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A variety of enhanced statistical and numerical methods are now routinely used to extract important thermodynamic and kinetic information from the vast amount of complex, high-dimensional data obtained from molecular simulations. For the characterization of kinetic properties, Markov state models, in which the long-time statistical dynamics of a system is approximated by a Markov chain on a discrete partition of configuration space, have seen widespread use in recent years. However, obtaining kinetic properties for molecular systems with high energy barriers remains challenging as often enhanced sampling techniques are required with biased simulations to observe the relevant rare events. Particularly, the calculation of diffusion coefficients remains elusive from biased molecular simulation data. Here, we propose a novel method that can calculate position-dependent diffusion coefficients equally from either biased or unbiased simulations using the same formalism. Our method builds on Markov state model analysis and the Kramers-Moyal expansion. We demonstrate the validity of our formalism using one- and two-dimensional analytic potentials and also apply it to data from explicit solvent molecular dynamics simulations, including the water-mediated conformations of alanine dipeptide and umbrella sampling simulations of drug transport across a lipid bilayer. Importantly, the developed algorithm presents significant improvement compared to standard methods when the transport of solute across three-dimensional heterogeneous porous media is studied, for example, the prediction of membrane permeation of drug molecules.

I. Introduction

For more than a century, mathematical methods have been developed to describe the stochastic evolution of complex dynamical systems, with current applications in physics, chemistry, biology, engineering and finance [1–10]. Of particular interest in toxicology and pharmacology is the prediction of kinetic quantities such as transition rates, permeation coefficients, and mean first-passage times of solutes, including drugs and small peptides, which provide fundamental understanding of numerous biochemical transport processes [9–11]. As originally described by Hendrik A. Kramers in his seminal work [12], such quantities can be calculated by employing models of diffusive motion. In the simplest diffusive model, one can ignore inertia and memory effects and regard the diffusive motion as the random walk of a particle under a position-dependent potential [13, 14]. The dynamics of the reaction coordinate, $X(t)$, is determined by two functions: the potential of mean force, $V(X)$, and the diffusivity, $D(X)$, along this coordinate. In general, $V(X)$ and $D(X)$ are both position-dependent and are likely to vary substantially in heterogeneous systems.

A variety of numerical methods for calculating $V(X)$ based on enhanced sampling techniques are now well-established. These employ biasing potentials along a few selected degrees of freedom, i.e., reaction coordinates (RC), to overcome the challenges of Boltzmann sampling in the presence of rare events in which energy barriers and transition states may be poorly sampled or not sampled at all [14–23]. The calculation of $D(X)$, on the other hand, has received less attention. The Einstein-Smoluchowski relation, which relates the diffusivity to the mean square deviation of the position of the solute in the long-time limit, can be used to calculate the diffusion coefficient of a solute in a homogeneous solution by analysing molecular dynamics (MD) trajectories [4, 24–26]. This relationship, though, might offer a less accurate approximation of the true diffusivity in inhomogeneous systems such as a bilayer [10]. In these systems, the variation of the solute diffusivity is large because the frictional environment varies dramatically as the solute moves from bulk water through the interface, and into the membrane interior, potentially encountering free energy barriers with heights greater than $k_B T$. For similar reasons, estimates based on a Green-Kubo relation of the velocity are also expected to be less accurate [27, 28].

To circumvent this limitation, Marrink and Berendsen calculated the diffusivity profile for the permeation of water using the force autocorrelation function [29, 30]. This method requires the solute to be constrained to a point along the RC through the modification of the equation of motion of the MD integration. In practice, it is more convenient to perform simulations where the solute is simply restrained to remain near a given position with a biasing potential. Among the latter, two strategies have been commonly employed for calculating $D(X)$ using biased MD simulations. The first is based on the generalized
Langevin equation for a harmonic oscillator [9, 10]. The second employs Bayesian inferences on the likelihood of the observed dynamics of the solute [8, 9, 31].

The generalized Langevin equation provides a useful method to calculate position-dependent diffusion coefficients from restrained MD simulations, where the dynamics of the system is described as a strongly restrained harmonic oscillator undergoing Langevin dynamics. As discussed in [10], the spring constants of the restraining potential that are sufficiently large to justify this assumption could be too large to unbiase the same umbrella sampling (US) simulations. Once a time series of the \( X(t) \) position of the quantity of interest is collected, the diffusion coefficient can be calculated from the position or velocity autocorrelation functions (PACF and VACF, respectively). These methods were first introduced by Berne and co-workers [32] and further developed by Woolf and Roux to calculate position-dependent diffusion coefficients [33]. Hummer proposed a simpler method to calculate diffusion coefficients from harmonically restrained simulations which avoid the need for multiple numerical Laplace transforms of the VACF [4]. In practical applications, convergence of PACFs can be difficult to achieve, particularly for heterogeneous bilayer environments where the PACF does not decay to values near zero at long time scales due to the lack of ergodicity in sampling [9]. Furthermore, these algorithms are only applicable to restrained MD simulations, and unbiased simulations cannot be analysed with PACF or VACF.

A fundamentally different approach for the determination of position-dependent diffusivities employs Bayesian inferences. In this method originally developed by Hummer [4] and further employed by Türkcan et al. [34] and Comer et al. [8], no assumptions are made regarding the form of the free energy landscape and the diffusion coefficient and free energies are estimated self-consistently. Using Bayes’ formula to maximise the likelihood function of observations, the posterior density of the unknown parameters are determined, which provides values for the force \( F(X,t) \) and the diffusion coefficient \( D(X) \) within the diffusive model considered. However, it can be numerically difficult for the Bayesian scheme to find unique solutions in a large parameter space, and greater sampling may be needed [4, 8]. Additionally, a crucial component of this scheme is the Brownian integrator time step, which needs to be larger than any correlation time of the system [9].

To assess multi-dimensional position-dependent drift and diffusion coefficients, equally valid in both biased and unbiased simulations, we propose a novel general method built on Markov state model analysis and the Kramers-Moyal (KM) expansion [6, 35–39]. We employ the dynamic histogram analysis method (DHAM) [40] to construct global Markov state models (MSMs) from the time series generated by stochastic processes. We use the resulting transition probabilities between discretized values of the RCs to calculate position-dependent drift and diffusion coefficients, using their relations with the KM coefficients. DHAM has been successfully employed to compute stationary quantities and long-time kinetics of molecular systems with significantly high energy barriers, for which transition states can be poorly sampled or not sampled at all with unbiased MD simulations [11]. In this context, MSMs are extremely popular because they can be used to compute stationary quantities and long-time kinetics from ensembles of short simulations [40–44].

Here we use MSMs to analyze simulation trajectories generated from biased and unbiased simulations. We apply the DHAM method to determine the unbiased transition probabilities and use the KM expansion to assess the original drift and diffusion coefficients. Our method only requires the numerical determination of the KM coefficients and it otherwise neither requires prior assumptions regarding the form of the free energy landscape nor additional numerical integration schemes. While Bayesian methods can in principle also handle both biased and unbiased simulations, our method offers a numerically more tractable approach, as we have significantly fewer parameters that require fitting and no need for a numerical integration of the dynamics of the system. We therefore present significant improvements in determining diffusion coefficients compared to using standard methods both in terms of the simplicity and generality of the analysis.

We apply the formalism to one- and two-dimensional analytic potentials and data from explicit solvent MD simulations, including the water-mediated conformations of alanine dipeptide and the permeation of the Domperidone drug molecule across a lipid membrane. We demonstrate that our algorithm presents significant improvement compared to standard methods (for example PACF) even when long timescale fluctuations are present in complex simulation systems, enabling us to determine e.g., the transport of solutes across three-dimensional heterogeneous porous media.

II. Methods

A. Definition of the Diffusion coefficient

A wide range of dynamical systems can be described with a stochastic differential equation, the non-linear Langevin equation [6, 36, 38, 45–47]. Considering a one-dimensional stochastic trajectory \( X(t) \) in time \( t \), the time derivative of the system’s trajectory \( dX/dt \) can be expressed as the sum of two complementary contributions, one being purely deterministic and another one being stochastic. For a stationary stochastic process, the deterministic term is defined by a function \( D^{(1)}(X) \) and the stochastic contribution is given by another function, \( D^{(2)}(X) \), which do not explicitly depend on time, yielding the evolution equation of \( X \),

\[
\frac{dX}{dt} = D^{(1)}(X) + \sqrt{D^{(2)}(X)} \Gamma(t),
\]

(1)
where $\Gamma(t)$ is a zero-average Gaussian white noise, i.e. $\langle \Gamma(t) \rangle = 0$ and $\langle \Gamma(t) \Gamma(t') \rangle = 2\delta(t-t')$, with $\delta$ the Dirac function. According to the Ito’s prescription, this is equivalent to the Fokker-Planck equation [35]

$$\frac{\partial P(X,t)}{\partial t} = \left[ -\frac{\partial}{\partial x} D^{(1)}(X) + \frac{\partial^2}{\partial x^2} D^{(2)}(X) \right] P(x,t), \quad (2)$$

with stationary solution

$$P(X) \propto \frac{1}{D^{(2)}(X)} \exp \left( \int_X dx \frac{D^{(1)}(x)}{D^{(2)}(x)} \right). \quad (3)$$

Different integration schemes (other than the Ito’s prescription) can be envisaged to integrate Langevin equations with a position-dependent diffusion coefficient, as in Eq. 1, e.g. the Stratonovich convention. Such schemes lead to different drift coefficients (often referred to as ‘anomalous’ drifts) in the Fokker-Planck equation, resulting in different stationary distributions [45, 47–50].

We can evaluate the drift and diffusion coefficients of a stationary Markovian stochastic process by retrieving the Kramers-Moyal coefficients from the time series $X(t)$ [51–53]. The KM coefficients arise from the Taylor expansion of the master equation describing the Markov process, as

$$D^{(n)}(X) = \lim_{\tau \to 0} \frac{1}{n! \tau} c^{(n)}(X,\tau), \quad (4)$$

which can be seen as the derivative with respect to $\tau$ of the $n$-th moment of the stationary conditional probability density function $p(X', t + \tau \mid X, t) = p(X', \tau \mid X)$ [54]

$$c^{(n)}(X, \tau) = \int dX' [X' - X]^n \ p(X', \tau \mid X). \quad (5)$$

Mathematically the drift and diffusion coefficients are defined as the first two KM moments, i.e. $n = 1$ and $n = 2$ in Eq. 4, respectively. Under the ergodic hypothesis, the average over the microstates defined in Eq. 5 can be equivalently replaced by the average over time of the trajectory $X(t)$, defined as

$$c^{(n)}(X, \tau) = \left\langle (X(t+\tau) - X(t))^n \right\rangle_{X(t)=X}. \quad (6)$$

Additionally, the deviation from the stochastic Langevin description given in Eq. 1, i.e. the deviation of the driving noise $\Gamma(t)$ from a Gaussian distribution, can be tested with the Pawula theorem [35]. To do so, one can compute the fourth-order coefficient in the KM expansion, $D^{(4)}(X) = \lim_{\tau \to 0} \frac{1}{\tau^4} c^{(4)}(X, \tau)$ and compare it to the diffusion coefficient, expecting $D^{(4)}(X) \ll (D^{(2)}(X))^2$ at all $X$. In this work, we use MSMS to model stationary time series resulting from trajectories generated with a position-dependent drift $D^{(1)}(X)$ and diffusion coefficient $D^{(2)}(X)$.

### B. Kramers-Moyal and Diffusion coefficients from MSM

Typically, in molecular simulations we assume that the state space of a system evolving stochastically in time can be discretised, and this discretised data leads to a Markovian process. This usually involves the assumption that we have a low-dimensional RC, $X$, along which the time evolution of the system is approximately Markovian. In constructing MSMSs, we discretise the RC, $X$, in $N_{\text{bin}}$ bins, $\{x_i, \ldots, x_{N_{\text{bin}}}, \}$, defining the set of states (also called microstates), which the system can occupy. Each MD trajectory can then be analysed as a series of microstate assignments rather than as a series of conformations. The dynamics of the system is regarded as a memoryless process such that the next state of the system depends only on its present state. The number of transitions between each pair of state $i$ and state $j$ in the lagtime $\tau$ can then be counted and stored as a transition count matrix, $C^{(\tau)(ij)}$, which can be normalised to provide a numerical estimate of the transition probability matrix $M^{(\tau)(ij)}$, at lagtime $\tau$ [40, 55–57]. A spectral decomposition can be performed to write the Markov matrix $M^{(\tau)}$ in terms of its eigenvalues and eigenvectors which provide information about the dynamics of the system, [58]

$$M^{(\tau)}_{ji} = \sum_n \psi^R_n(j) \psi^L_n(i) \lambda_n, \quad (7)$$

where $\psi^R_n$ and $\psi^L_n$ are the right and left eigenvectors, respectively, corresponding to eigenvalues $\lambda_n$. The latter are ordered such that $1 = |\lambda_1| > |\lambda_2| \geq \ldots \geq |\lambda_N|$. The second largest eigenvalue (in magnitude) of the MSMSs describes the slowest relaxation process in the system. In practice, the slowest relaxation time, $\tau_{\text{relax}} = -\tau / \ln \lambda_2$, determined from MSMSs will have a functional dependence on the lagtime at which the model is constructed, as illustrated in Figs. 1(c), (d), and (e). We can assess such non-Markovian effects by carrying out the Chapman-Kolmogorov test. This is based on the observation that in a truly Markovian process, multiplying the lagtime times $n$ equivalent to raising the transition matrix to power $n$ [59]. The relaxation time of a Markovian system must then be invariant under lagtime changes. The smallest lagtime $\tau$ at which this condition is sufficiently fulfilled is called the Markov timescale, $\tau_M$ [6, 54].

Given the one-dimensional time series of microstates $i \in \{1, \ldots, N_{\text{bin}}\}$, one can rewrite the $n$-th conditional moment in its discrete form

$$c^{(n)}(x_i, \tau) = \sum_{j=1}^{N_{\text{bin}}} (x_j - x_i)^n \ M^{(\tau)}_{ji}, \quad (8)$$

where $x_i$ is the (discretized) value of the RC in the center of bin $i$. In many cases, for a given $X$, $c^{(n)}(X, \tau)$ depends linearly on $\tau$ in the range of $\tau$ for which the diffusive
FIG. 1. (a) Analytical potentials $V_{\text{low}}$ and (b) $V_{\text{high}}$ considered in the 1D Langevin simulations expressed in $k_B T$ units. The lagtime dependence of the slowest relaxation time, $\tau_{\text{relax}}$, in the overdamped Langevin dynamics is shown for (a) the unbiased simulations in $V_{\text{low}}$, (b) the biased simulations in $V_{\text{low}}$, and (c) the biased simulations in $V_{\text{high}}$ for different numbers of bins, $N_{\text{bin}}$. The limiting relaxation times, $\mu_{\text{relax}}$, obtained from Eq. 18 are shown with dashed lines for comparison. We measured $\mu_{\text{relax}} = 5.8 \times 10^3$, $5.1 \times 10^3$, and $1.7 \times 10^{10}$ in panels (c), (d), and (e), respectively. Uncertainties, as represented in shaded area in panels (c), (d), and (e), were estimated from 10 independent runs, determining the profiles independently, and calculating the standard error.

regime is satisfied. Consequently the drift and diffusion coefficients are estimated solely by the quotient between the corresponding conditional moment and the lagtime $\tau$ in this range. Integrating Eq. 1 within the Taylor-Ito framework yields the stochastic Euler equation [45, 47]

$$X(t + \tau) = X(t) + D^{(1)}(X, \tau) + \sqrt{D^{(2)}(X, \tau)} \eta(t),$$

where $\eta(t)$ is a Gaussian white noise with the same average and correlation as $\Gamma(t)$. Inserting Eq. 9 into Eq. 6 yields the relations between the conditional moments and the drift and diffusion coefficients [38]

$$c^{(1)}(X, \tau) \approx D^{(1)}(X, \tau),$$

$$c^{(2)}(X, \tau) \approx 2D^{(2)}(X, \tau) + (D^{(1)}(X, \tau))^2.$$  \hspace{1cm} (11)

The latter can be subsequently assessed from the slope of a weighted polynomial regression of Eqs. 10 and 11.

Similarly to the one-dimensional case discussed above, the two-dimensional case comprehends two stochastic variables, $X(t)$ and $Y(t)$, governed by the stochastic differential equation [6, 38]

$$\frac{d}{dt} \begin{bmatrix} X \\ Y \end{bmatrix} = \begin{bmatrix} D^{(1)}_1(X, Y) \\ D^{(1)}_2(X, Y) \end{bmatrix} + \begin{bmatrix} g_{11}(X, Y) & g_{12}(X, Y) \\ g_{21}(X, Y) & g_{22}(X, Y) \end{bmatrix} \begin{bmatrix} \Gamma_1(t) \\ \Gamma_2(t) \end{bmatrix},$$

where the drift coefficient $D^{(1)} = (D^{(1)}_1, D^{(1)}_2)^T$ is a two-dimensional vector and the diffusion coefficient is a $2 \times 2$ matrix given by $D^{(2)} = gg^T$, with $T$ denoting the transpose algebraic operator. Similar to the one-dimensional case the integration of Eq. 12 follows from a simple Euler scheme leading to

$$\begin{bmatrix} X(t + \tau) \\ Y(t + \tau) \end{bmatrix} = \begin{bmatrix} X(t) \\ Y(t) \end{bmatrix} + \tau \begin{bmatrix} D^{(1)}_1(X, Y) \\ D^{(1)}_2(X, Y) \end{bmatrix} \begin{bmatrix} \Gamma_1(t) \\ \Gamma_2(t) \end{bmatrix} + \sqrt{\tau} \begin{bmatrix} g_{11}(X, Y) & g_{12}(X, Y) \\ g_{21}(X, Y) & g_{22}(X, Y) \end{bmatrix} \begin{bmatrix} \eta_1(t) \\ \eta_2(t) \end{bmatrix}.$$  \hspace{1cm} (13)

The trajectory data can then be analyzed with 2D MSMs [40] to construct the two-dimensional Markov transition probability matrix, $M(\tau)$, at lagtime $\tau$ and
the respective conditional moments \( c^{(n)} = c^{(l,m)} \) with \( n = l + m \) the order of the KM coefficient [35],

\[
c^{(l,m)}(x_i, y_i, \tau) = \sum_{j=1}^{N_{\text{bin}}} (x_j - x_i)^l (y_j - y_i)^m M_{ji}^{(\tau)}
\]

yielding the expression for the drift (\( n=1 \)) and diffusion (\( n=2 \)) coefficients, which now depend on the initial bin \( i \) through the values of the two discretised RCs, \( x_i \) and \( y_i \). Extracting the drift and diffusion coefficients from the KM coefficients of the MSMs depends on two parameters. The first parameter is the number of bins, \( N_{\text{bin}} \), dividing the RC, at which \( D^{(1)} \) and \( D^{(2)} \) are estimated. This integer should not be too large that each bin no longer includes sufficient statistics of the transition counts and also not too small that each bin no longer includes sufficient statistics and \( y \) bin \( i \) \((n=2)\) coefficients, which now depend on the initial yielding the expression for the drift \((n=1)\) and diffusion \((n=2)\) values in Eq. 4. The conditional moments in Eq. 8 are computed for each bin and for each lagtime. For each bin, a linear fit is computed for all lagtimes in \( L_\tau \), used to build the Markov transition matrix \( M^{(\tau)} \) and calculate the KM coefficients for different \( \tau \) values in Eq. 4. The conditional moments in Eq. 8 are computed for each bin and for each lagtime. For each bin, a linear fit is computed for all lagtimes in \( L_\tau \). In practice, we have to carefully consider the range of lagtimes, as too short lagtimes lead to non-Markovian effects, where the approximations for MSMs can break down. To address the choice of lagtimes, we can also consider a more extensive phase space in higher dimensions, with more finely discretized MSMs, where non-Markovian effects are reduced.

The construction of MSMs from biased simulation data has not been traditionally possible. Biased simulations modify the potential energy function of the system of interest such that the system is, for example, harmonically restrained to a given region of the energy landscape. As this approach allows sampling of regions which might otherwise not be adequately visited during the simulation time, the kinetic behavior observed is no longer representative of the true system. Several recent numerical methods have been proposed in the literature to estimate unbiased MSMs from biased (e.g., umbrella sampling or replica exchange) MD simulations [40, 41, 60–62]. We used here the dynamic histogram analysis method (DHAM) [40], which uses a maximum likelihood estimate of the MSM transition probabilities \( M^{(\tau)}_{ji} \) given the observed transition counts during each biased trajectory. The unbiased estimate \( M^{(\tau)}_{ji} \) can then be inserted into Eq. 8 within the KM framework, which yields the estimation of the drift and diffusion coefficients.

III. Results

In the following we give several illustrative examples of the approach presented in the Methods section. We used analytical models both in one and two dimensions within the Brownian overdamped or full inertial Langevin equations. We also used explicit solvent simulations, including the water-mediated conformations of alanine dipeptide and the permeation of the Domperidone drug molecule across a lipid membrane.

A. 1D Brownian overdamped Langevin equation

As a first example we integrated the 1D Brownian overdamped Langevin equation

\[
\frac{dx(t)}{dt} = \frac{F(x(t))}{\gamma(x(t))} + \sqrt{\frac{k_B T}{\gamma(x(t))}} \eta(t),
\]

with \( k_B \) the Boltzmann constant and \( T = 300 \) K the temperature of the system. In Eq. 15, the length, time, and energy of the system are made dimensionless with the mass, characteristic length and \( k_B T \) conveniently set to unity. \( F(x) = -\nabla V(x) \) is the deterministic force derived from the 1D potential energy \( V(x) = V_{\text{rel}}(x) + V_{\text{bias}}(x) \). In the following, \( V_{\text{rel}} = \sum_{n=1}^{6} \alpha(n)x^n \) is defined as a polynomial of degree 6. We considered two different choices of the coefficients \( \alpha \), as detailed in the supporting information (SI), leading to the high \( (V_{\text{high}}) \) and low \( (V_{\text{low}}) \) barrier potentials plotted in Fig. 1(a) and (b), respectively. The biased potential is defined as \( V_{\text{bias}} = \frac{1}{2}K(x - x^{(k)})^2 \) with \( K \) the biasing spring constant and \( x^{(k)} \) the center of the harmonic bias in simulation \( k \). The parameter \( \gamma(x) \) represents the position-dependent friction coefficient with \( D(x) = k_B T/\gamma(x) \) the natural generalization of Einstein’s relation defining the position-dependent diffusion coefficient [50]. We used the Itô convention to obtain the first order integrator of the overdamped Langevin equation [45, 47]. Comparing Eq. 1 with
Eq. 15 offers a relationship to determine the potential of mean force from $D^{(1)}(X)$ and $D^{(2)}(X)$. This gives us the opportunity to self-validate our $D^{(1)}(X)$ and $D^{(2)}(X)$ values by comparing the obtained potential of mean force with the equilibrium populations obtained directly from the MSM. The total number of timesteps $N_{\text{step}}$ in the unbiased or biased simulation runs was chosen such that the simulation time $\Delta t \times N_{\text{step}} = 5 \times 10^4$ was kept constant. The simulation timestep was set to $\Delta t = 10^{-5}$, which is at least an order of magnitude smaller than the slow characteristic time scale for the diffusion in the system, $\tau_{\text{diff}} = 1/\max_x (\gamma(x))$.

Unbiased simulation. We studied the evolution of the system under Eq. 15 with the low barrier analytical potential ($V_{\text{low}}$) shown in Fig. 1(a) and $V_{\text{bias}} = 0$. We considered either a quadratic or step-like position-dependent diffusion profile with $\gamma(x)$ a parabolic (P) or a $Z$-shaped membership (Z) function [63],

$$\gamma^P(x) = \gamma_0^P \left(1 - \frac{1}{3}(x - x_P)^2\right), \quad \gamma^Z(x) = \gamma_0^Z \left(2 + \text{zmf}(x, a, b)\right),$$

where $\gamma_0^P = 3000$, $x_P = 0.8$, $\gamma_0^Z = 1700$, $a = 0.5$, $b = 1.1$, and $\text{zmf}(x, a, b)$ the sigmoidal membership function (see details in the SI). We first assessed the Markov timescale $\tau_M$ associated with the trajectories generated via Eq. 15 for different binning $N_{\text{bin}} = 100, 200, 400$, via the Chapman-Kolmogorov test. Then, we inferred the relaxation time of the system, in the limit of very long lag-times, using the fitting procedure introduced in previous work [58], which describes the relaxation time, $\tau_{\text{relax}}$, as

$$\tau_{\text{relax}} = \frac{\tau \times \mu_{\text{relax}}}{\tau + \epsilon \mu_{\text{relax}}}. \quad (18)$$

In Eq. 18, $\tau$ is the lagtime, and $\mu_{\text{relax}}$ and $\epsilon$ are two free parameters which represent the true (limiting) relaxation time.
timescale and the initial rate of change of the effective relaxation time, respectively. As shown in Fig. 1(c), increasing moderately the number of bins from 100 to 400 increases the rate of convergence towards the true relaxation time, \( \mu_{\text{relax}} = 5.8 \times 10^5 \), obtained from Eq. 18 with \( N_{\text{bin}} = 400 \). We obtained similar values for the true relaxation times measured with \( N_{\text{bin}} = 200 \) and 100 (data not shown). This yields a smaller Markov timescale, \( \tau_M \), which, in turn, gives a more accurate measure of the drift and diffusion coefficients, in line with the variational principle satisfied by the MSMs [64]. Increasing further \( N_{\text{bin}} \), however, each bin would eventually no longer include the requisite sufficient statistics for the MSM analysis. Considering \( N_{\text{bin}} = 400 \) in Fig. 1(c), the relaxation time can be seen to level off in the region of lagtimes greater than 0.2. In the analysis that follows, we chose to define \( \tau_M \approx 0.4 \), as it is sufficiently large to be insensitive to the precise choice of the lagtime. Subsequently, the first and second conditional moments were evaluated using Eq. 4 over the range of lagtime \( \tau \geq \tau_M \).

In Fig. 2(a) and (b), the representative evolution of \( \epsilon^{(2)}(X, \tau) \) is shown for different positions along the RC and different number of bins, respectively. At relatively long lagtime, for \( \tau \geq \tau_M \), \( \epsilon^{(2)} \) follows the linear trend expected from Eq. 11. Close analysis of the evolution of \( \epsilon^{(2)} \) shows that the linear trend is satisfied above a lagtime threshold, \( \tau_L \), significantly lower than \( \tau_M \). At sufficiently short lagtime, on the other hand, for \( \tau < \tau_L \), \( \epsilon^{(2)} \) deviates from the linear trend, which stems from non-Markovian effects coming from the system discretization. As shown in Fig. 2(b), increasing the number of bins from \( N_{\text{bin}} = 400 \) to 1200 decreases the value of the lagtime threshold, \( \tau_L \), above which the linear trend obtained in Eq. 11 is satisfied.

Drift and diffusion coefficients were subsequently assessed from the slope of a weighted polynomial regression following Eqs. 10 and 11. We also calculated the fourth-order coefficient and evaluated the ratio \( D^{(4)}(X)/(D^{(2)}(X))^2 < 5 \times 10^{-3} \), indicating the validity of the condition of the Pawula theorem. As shown in Fig. 3(a)-(d), we observed excellent agreement between the theoretical profiles and the numerical results for both position-dependent drift and diffusion coefficients, with higher variability around \( X \approx 0.5 \) and \( \approx 1.2 \), where the derivative of the low barrier potential \( V_{\text{low}} \), shown in Fig. 1(a), is maximal.

**Biased simulation.** We extended the previous analysis to the biased evolution of the system in the low (\( V_{\text{low}} \)) and high (\( V_{\text{high}} \)) barrier potentials shown in Figs. 1(a) and (b), respectively, within the US framework. We ran standard US simulations with the biasing potential \( V_{\text{bias}} \) defined above in each umbrella window. We used 50 uniformly distributed umbrella windows in the range \([0.25, 1.35] \) along the RC. This number was sufficiently high to obtain accurate sampling, given the different biasing spring constants considered in this work.

We first studied the effect of the bias on the reconstruction of the diffusion coefficient when the system evolves in \( V_{\text{low}} \). We set the biasing spring constant to \( K = 800 \, k_B T \), which was sufficiently strong to allow good sampling in both low (\( V_{\text{low}} \)) and high (\( V_{\text{high}} \)) barrier potentials. The lagtime dependence of \( \tau_{\text{relax}} \) is shown in Fig. 1(d). We observed a similar behaviour to the one obtained in the unbiased simulations (Fig. 1(c)) with the decline of the non-Markovian effects on the dynamics when the number of bins, \( N_{\text{bin}} \), increases from 100 to 400. Most noticeably, the use of the biasing spring constant decreases significantly the variability of the relaxation timescale at longer lagtimes. As shown in Figs. 3(e) and (f), excellent agreement is observed between the theoretical profiles and the numerical results. We also confirmed that \( D^{(4)}(X)/(D^{(2)}(X))^2 < 5 \times 10^{-3} \). As expected, the use of the biasing spring constant yields better sampling across the RC.

We complemented this analysis with the reconstruction of the diffusion coefficient of the system using \( V_{\text{high}} \) and a biasing spring constant \( K = 800 \, k_B T \). The relaxation timescale is shown in Fig. 1(e). We observed a similar behavior to the unbiased simulations with the decline of the non-Markovian effects on the dynamics when the number of bins, \( N_{\text{bin}} \), increases from 100 to 400. The relaxation time of the system calculated for \( N_{\text{bin}} = 400 \) converges towards a limiting value, \( \mu_{\text{relax}} = 1.7 \times 10^{10} \), significantly higher than the one measured for \( V_{\text{low}} \), due to the longer equilibration time needed to cross the high energy barrier. As shown in Figs. 4(a) and (b), we observed good agreement between the theoretical profiles and the numerical results for the drift and diffusion coefficients. We also verified that \( D^{(4)}(X)/(D^{(2)}(X))^2 < 5 \times 10^{-3} \). We noticed, however, higher variability around \( X \approx 0.5 \) and \( \approx 1.2 \), where the derivative of the high barrier potential \( V_{\text{high}} \) (Fig. 1(b)) is maximal. As shown in the SI, the increase of the biasing spring constant from 800 \( k_B T \) to
3000 \( k_B T \) yields better sampling around the transition states with lower variability on the reconstruction of the diffusion profile, as already observed in the low barrier case.

B. 1D full inertial Langevin equation

To take into account the role played by inertia in the reconstruction of the drift and diffusion coefficients, we extended Eq. 15 to the full inertial Langevin equation

\[
\frac{d^2 x(t)}{dt^2} = F(x(t)) - \gamma(x(t)) \frac{dx(t)}{dt} + \sqrt{k_B T \gamma(x(t)) \eta(t)}.
\]

In Eq. 19, the length, time, and energy of the system are made dimensionless with the mass, characteristic length and \( k_B T \) conveniently set to unity. From this relation, we used the Vanden-Eijnden and Ciccotti algorithm [65] that generalises the Velocity Verlet integrator to Langevin dynamics, along with the Itô convention. This scheme takes the inertial term into account and is accurate to order \( \Delta^2 \).

We used the same simulation timestep, \( \Delta t = 10^{-5} \), and biasing spring constants, \( K = 800 \ k_B T \), as in the Brownian overdamped Langevin dynamics. The lagtime dependence of the relaxation time \( \tau_{\text{relax}} \), as shown in Fig. 5(a) and (b) for \( V_{\text{low}} \) and \( V_{\text{high}} \), respectively, is similar to the one measured in the Brownian overdamped Langevin simulation, with the decline of the non-Markovian effects when the number of bins, \( N_{\text{bin}} \), increases from 100 to 400, and the convergence towards the limiting relaxation times \( \mu_{\text{relax}} = 4.4 \times 10^9 \) and \( 1.3 \times 10^{10} \) for \( V_{\text{low}} \) and \( V_{\text{high}} \), respectively, calculated for \( N_{\text{bin}} = 400 \).

We limited the rest of the analysis to the biased evolution of the system in \( V_{\text{high}} \). The associated drift and diffusion profiles are shown in Fig. 5(c) and (d) (see details in the SI). We observed good agreement between theoretical and numerical profiles, with \( D^{(4)}(X)/D^{(2)}(X) < 4 \times 10^{-3} \). As already noted in the overdamped Langevin dynamics, we observed higher variability around \( X \approx 0.5 \) and \( \approx 1.2 \), where the derivative of the potential energy \( V_{\text{high}} \) is maximal. Increasing the biasing spring constant from \( K = 800 \ k_B T \) to 3000 \( k_B T \) improved the accuracy of the measure of the diffusion coefficient (Fig. S2).

C. 2D Brownian overdamped Langevin equation

We extended the 1D analysis above to the estimation of the 2D diffusion tensor of the analytical system evolving under the 2D Brownian overdamped equation [66]

\[
\gamma(t) \frac{dX}{dt} = F(X) + \sqrt{k_B T} b(t) \eta(t)
\]

where \( X \equiv (X, Y) \) is a 2D vector and \( F(X) = -\nabla V(X) \) is the deterministic force derived from the 2D potential energy \( V(X) \). In Eq. 20, the length, time, and energy of the system are made dimensionless with the mass, characteristic lengths and \( k_B T \) conveniently set to unity. The force \( b(t) \) is related to the friction tensor \( \gamma(t) \) as follows

\[
\gamma(t) = b(t)b^T(t),
\]

and \( \eta(t) = (\eta_1(t), \eta_2(t)) \) is a 2D vector of independent, identical Gaussian white noise sources, i.e. \( \langle \eta_i(t) \rangle = 0 \) and \( \langle \eta_i(t) \eta_j(t') \rangle = 2 \delta_{ij} \delta(t - t') \). From this relation, we used the Itô convention to obtain the first order integrator of Eq. 20. For economy of computational resources, we focused our analysis on a diagonal friction tensor

\[
\gamma(t) = \begin{bmatrix} \gamma_{11}(X) & 0 \\ 0 & \gamma_{22}(X) \end{bmatrix}
\]

with constant friction \( \gamma_{11}(X) = 300 \) and \( \gamma_{22}(X) = 30 \) and the 2D analytical potential \( V(X) = -3X^2 + X^4 - 3XY + Y^4 \) shown in Fig. 6(a). We modeled standard US simulations, evenly positioned along the RC, with a 1D bias potential \( V_{\text{bias}}(X) = V^{(k)}(X) = \frac{1}{2} K (X - X^{(k)})^2 \) in each umbrella window \( k \), with \( K \) the biasing spring
obtained from the analysis of the KM coefficients, we constructed a discretized 2D grid to determine the theoretical (th) values measured the deviation between the observed (ob) and the accuracy of the reconstructed diffusion coefficient, we assessed the condition of the Pawula theorem. To assess the reliability of the PACF method of Hummer (grey) [4], we used a Langevin thermostat to enforce the temperature $T = 300 \, K$. We used a Langevin thermostat to enforce the temperature $T = 300 \, K$. The relatively low energy barriers allow the system to be sampled with both unbiased and biased simulations, which yields a more accurate measure for the center of the harmonic bias in window $k$. We used 50 uniformly distributed umbrella windows in the range $[0.25, 1.35]$ along the $x$-axis. We then constructed a discretized 2D grid to determine the MSMs along the $x$- and $y$-axes.

The diagonal elements of the diffusion tensor were obtained from the analysis of the KM coefficients defined in Eq. 14 (see details in the SI). We also calculated the fourth-order coefficients and verify that the ratio $D_{11}^{(4)}(X)/(D_{11}^{(2)}(X))^2 < 5 \times 10^{-3}$ and $D_{22}^{(4)}(X)/(D_{22}^{(2)}(X))^2 < 6 \times 10^{-4}$, indicating the validity of the condition of the Pawula theorem. To assess the accuracy of the reconstructed diffusion coefficient, we measured the deviation between the observed (ob) and theoretical (th) values

$$\Delta D_{ii}(X) = \frac{|D_{ii}^{(ob)}(X) - D_{ii}^{(th)}(X)|}{D_{ii}^{(th)}(X)}, \quad (23)$$

with $D_{ii}^{(th)}(X) = k_B T / \gamma_{ii}(X)$. In Fig. 6(b) and (c), it is shown the numerical measures for $\Delta D_{11}(X)$ and $\Delta D_{22}(X)$, respectively. The observations are in good agreement with the theoretical single values $D_{11}^{th}(X) = 2 \times 10^{-3}$ and $D_{22}^{th}(X) = 2 \times 10^{-2}$. Most noticeably, the lower value of the friction parameter $\gamma_{22}(X)$ allows better sampling, which yields a more accurate measure for $D_{22}(X)$. Finally, to quantify the accuracy of the reconstruction, we measured the average diffusion coefficients

$$D_{ii}^{eff} = \frac{1}{N_{bin}} \sum_X \sum_Y D_{ii}(X, Y), \quad (24)$$

with $N_{bin}$ the number of bins used in the 2D MSM with $X = (X, Y)$. We measured $D_{11}^{th} = (1.9 \pm 0.4) \times 10^{-3}$ and $D_{22}^{th} = (2.0 \pm 0.7) \times 10^{-2}$, in good agreement with the single values $D_{11}^{th}$ and $D_{22}^{th}$, respectively.

D. Water-mediated conformations of Alanine Dipeptide in 1D

The conformational transition between the different conformers of the solvated alanine dipeptide (Ala2) has been extensively used as a case study for several theoretical and computational investigations [4, 5, 14, 25, 67–72]. We studied the transition between the metastable states $\alpha$ and $\beta$ of Ala2 shown in Fig. 7(a), which can be differentiated by the values of the backbone dihedral angle $\Psi$ and are separated by an activation free energy barrier of $\approx 2 \, kcal/mol$ at the temperature $T = 300 \, K$. We used a Langevin thermostat to enforce the temperature $T = 300 \, K$. We used a Langevin thermostat to enforce the temperature $T = 300 \, K$. The transitions are all separated by an activation free energy barrier of $\approx 2 \, kcal/mol$ at the temperature $T = 300 \, K$. We used a Langevin thermostat to enforce the temperature $T = 300 \, K$. The LINear Constraint Solver (LINCS) algorithm [77] handled bond constraints while the particle-mesh Ewald scheme [78] was used to treat long-range electrostatic interactions. The non-bonded van der Waals cutoff radius was 0.8 nm.

The relatively low energy barriers allow the system to be sampled with both unbiased and biased simulations,
which gives a mean to assess the accuracy of the results obtained with enhanced sampling methods. We determined the free energy profile and diffusion coefficient by using either free simulations (500 ns) or US biased simulations and the DHAM approach. The starting structures for the US simulations were obtained by pulling the system along the dihedral angle $\Psi$ within the range $[-\pi, \pi]$. During the simulations, a snapshot was saved every 0.1 rad generating 60 windows. Each US window was subsequently run for 1 ns to allow equilibration, followed by additional 5 ns of the production run using an US force constant of 5 kcal mol$^{-1}$ rad$^{-2}$. In Fig. 7(b), (c), and (d) are shown the reconstructed FEPs and diffusion coefficients obtained within the DHAM framework, either with unbiased (red) or biased (blue) simulations. Both approaches gave similar results. In particular, we compared the diffusion profiles obtained with DHAM with the one obtained within the PACF framework (grey),

$$D(\Psi_k) = \frac{\var(\Psi)^2}{\int_0^\infty C_\Psi(t) \, dt}.$$  \hspace{1cm} (25)

In Eq. 25, $\langle \Psi \rangle_k$ is the average of the RC in the US window $k$, $\var(\Psi) = \langle \Psi^2 \rangle - \langle \Psi \rangle^2$ is its variance, and $C_\Psi(t) = \langle \delta \Psi(0) \delta \Psi(t) \rangle$ the PACF calculated directly from the time series. Following the original work of Hummer, we increased the strength of the biasing potential from $\approx 5$ kcal mol$^{-1}$ rad$^{-2}$ to $\approx 24$ kcal mol$^{-1}$ rad$^{-2}$ to satisfy the underlying assumption that the harmonic restraint be sufficiently large to render the underlying free energy surface a small perturbation on the harmonic potential $[4]$. As shown in Fig. 7(c) and (d), we observed good agreement between the results derived with DHAM either in the unbiased or biased simulations and the PACF method. To compare the results with those in the literature, we measured the effective diffusion coefficient

$$D_{\text{eff}}^{(2)} = \frac{1}{N_{\text{bin}}} \sum_\Psi D^{(2)}(\Psi),$$  \hspace{1cm} (26)

with $N_{\text{bin}}$ the number of bins used to discretize the dihedral angle $\Psi$ in the MSM. Eq. 26 yields the effective diffusion coefficient $D_{\text{eff}}^{(2)} \approx 0.16$ rad$^2$/ps, in agreement with the result obtained by Hummer et al. $[4, 67]$ ($\approx 0.15$ rad$^2$/ps) and Ma et al. $[5]$ ($\approx 0.34$ rad$^2$/ps). Furthermore, we assessed the reliability of our method with the comparison of the force profile, $F(\Psi)$ obtained directly from DHAM with the force profile obtained from the KM expansion, combining $D^{(1)}(\Psi) = F(\Psi)/\gamma(\Psi)$ and $D^{(2)}(\Psi) = k_B T/\gamma^2(\Psi)$. As shown in Fig. S4, the two profiles show good numerical agreement.

E. Membrane permeation in 1D

In this section we applied our method to study the permeation of Domperidone, a dopamine receptor antagonist, across a POPC lipid membrane $[11, 79, 80]$, as illustrated in Fig. 8(a). The simulation data were obtained from previous studies $[11, 80]$ and further details of the simulation methods and parameters can be found there. This system shows long time scale fluctuations inherent to the presence of the bilayer structure, which is representative of the transport of solute across heterogeneous media $[80]$. As described in the original work of Dickson et al. $[80]$, the starting structures for the US simulations were obtained by placing the ligand at the center of a POPC bilayer surrounded by water (72 POPC and 60 water molecules per lipid). To generate the US windows, the drug was pulled out from the center of the system to outside the membrane, for a total of 40 Å. Configurations were saved every 1 Å, from the center $z = 0$ Å to $z = 40$ Å generating 40 windows. Each US window was run for 20 ns to allow equilibration, followed by additional 80 ns of the production run using an US force constant of 2.5 kcal mol$^{-1}$ Å$^{-2}$.

The FEP and the diffusion profiles associated with the transport of Domperidone across the POPC bilayer, as shown in Fig. 8(b) and (c), respectively, were obtained using the DHAM. As the drug reaches the water/bilayer interface, the value of the diffusion coefficient significantly increases before remaining approximately constant until the molecule reaches the adjoining area of the two lipid layers, which is representative of the hydrophobic nature of the compound. These results can be interpreted within the inhomogeneous solubility-diffusion model commonly used to provide realistic description of membrane permeation $[81]$. In this model, the permeability, $P$, is written
as
\[
\frac{1}{P} = \int_{-d/2}^{+d/2} \frac{1}{K(Z)D(Z)} \int_{-d/2}^{+d/2} \exp \left( \frac{\Delta G(Z) / k_B T}{D(Z)} \right) dZ.
\]  

where \(K(Z), D(Z),\) and \(d\) are the position-dependent partition coefficient, the solute diffusion coefficient, and the membrane thickness respectively. \(\Delta G(Z)\) is the free energy difference, which is related to the partition coefficient \(K(Z) = \exp \left( -\Delta G(Z) / k_B T \right)\). Considering the results shown in Fig. 8, we obtained the log Perm value associated with the transport of the Domperidone molecule across the POPC bilayer, \(\log P = -2.71 \pm 0.15\), which is in agreement with experimental results (\(\log P_{\text{exp}} = -2.6\)) [11, 79, 80].

\section*{F. Membrane permeation in 2D}

We extended the 1D study above to the 2D analysis of the permeation of Domperidone across the POPC lipid membrane. To do so, we considered the rotational movement of the drug during its passage across the membrane as additional degree of freedom. We constructed a discretized two-dimensional grid to determine the MSMs along two reaction coordinates (see details in the SI). As our first reaction coordinate, we used the distance from the drug center of mass to bilayer center, \(Z\), as already considered in 1D. For our second coordinate, we used the projection of the molecular orientation vector onto the axis orthogonal to the bilayer axis, \(\Delta Z\), as a measure of the orientation of the drug with respect to the membrane, as described in Badaoui et al. [11]. We restrained the exploration of the free energy landscape to the area centered around the minimal energy well (\(Z \approx 10\AA\) in Figs. 8(a) and (b)). We measured the diagonal and off-diagonal KM coefficients defined in Eqs. 14 (see details in the SI). Subsequently, the associated elements of the diffusion tensor were obtained with weighted polynomial regression.

In Fig. 9(a), (b), and (c), we calculated the 2D projection of the diagonal and off-diagonal elements of the diffusion tensor, \(D_{11}(Z, \Delta z)\), \(D_{22}(Z, \Delta z)\), and \(D_{12}(Z, \Delta z)\), associated with the crossing of Domperidone across the POPC membrane bilayer. We restrained the exploration of the free energy landscape to the area centered around the minimal energy well (\(Z \approx 10\AA\) in Figs. 8(a) and (b)).

\section*{IV. Conclusion}

In the present study, we presented a general method for estimating multi-dimensional position-dependent diffusion coefficients equally valid in biased and unbiased MD simulations. For the first time, we combined the dynamic histogram analysis method (DHAM) and Kramers-Moyal expansion to link the underlying stochastic process obtained within the non-linear Langevin framework to its probabilistic description. Our approach neither requires prior assumptions regarding the form of the free energy landscape nor additional numerical integration scheme. We applied our numerical approach to one- and two-dimensional analytic potentials and data from explicit solvent molecular dynamics simulations, including the water-mediated conformations of the alanine dipeptide.

Importantly, we demonstrated the efficiency of our algorithm in studying the transport of solute across three-dimensional heterogeneous porous media, which is
known to show long time scale fluctuations potentially breaking ergodicity in sampling [9]. Specifically, our algorithm provided accurate assessment of the diffusion coefficient associated with the crossing of Domperidone across a lipid POPC membrane, which was not previously accessible with standard methods [82].

The method would allow the measure of the off-diagonal elements of the diffusion tensor, which is essential for assessing the importance of dynamic coupling between the reaction coordinates. As discussed by Ma and coworkers [5], the presence of significant off-diagonal element in the diffusion tensor could indeed impact the determination of the reactive eigenvector at play in the Kramers’ theory of reaction kinetics and then the measure of the rate associated with the kinetic evolution of the system. This is particularly important in toxicology and pharmacology, where the prediction of kinetic quantities of solutes, including drugs and small peptides provides fundamental understanding of numerous biochemical transport processes involved in the design of new drugs [82].

Additionally, using the calculated $D^{(1)}(X)$ and $D^{(2)}(X)$ profiles, we can also determine the force $F(X)$, which can be directly compared with the gradient of $V(x)$ from the MSM, offering a self-validation of the fitted KM coefficients. Alternatively, considering the potential of mean force, $V(x)$ from DHAM, which is typically more accurate and consistent over the range of lagtimes considered for the KM fitting, we could now reinforce this MSM-derived force exactly, and fit only $D^{(2)}(X)/D^{(1)}(X)$. In future developments, this relationship can therefore also be integrated with the determination of the KM coefficients to decrease the number of degrees of freedom that require numerical fit.

Eventually, one could consider the dynamic histogram analysis method extended to detailed balance (DHAMed) [41], where the transition rates are used as parameters to build MSMs from biased trajectories sampled at finite observation intervals. However, this would require to systematically eliminate transitions between non-contiguous states [41] in order to obtain a rate matrix consistent with a diffusive process, where no jump is allowed beyond the immediate neighbors of a state [4, 83, 84]. This roadmap will be considered in future work.
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