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In this perspective article we highlight research opportunities and challenges in probing structural dynamics of molecular systems using X-ray Photon Correlation Spectroscopy (XPCS). The development of new X-ray sources, such as 4th generation storage rings and X-ray free-electron lasers (XFELs), provides promising new insights into molecular motion. Employing XPCS at these sources allows to capture a very broad range of timescales and length scales, spanning from femtoseconds to minutes and atomic scales to the mesoscale. Here, we discuss the scientific questions that can be addressed with these novel tools for two prominent examples: the dynamics of proteins in biomolecular condensates and the dynamics of supercooled water. Finally, we provide practical tips for designing and estimating feasibility of XPCS experiments as well as on detecting and mitigating radiation damage.

1 Introduction

Recording movies of atomic motion promises to unravel many of the hidden mechanisms in the molecular world such as dynamics in crowded environments, assembly and disassembly processes, glass and gel transitions or the complex dynamic properties of water itself, to name just a few. Soft matter such as proteins, colloids, complex liquids etc. often display a hierarchy of length and time scales. In their dynamic properties with a window of length and time scales of molecular motion extending from microns down to nanometers and from minutes to picoseconds. Monitoring for example correlation functions of diffusive dynamics over so many orders of magnitude in time and space is a non-trivial task and usually only partially accomplished by falling back to several different experimental techniques such as neutron or inelastic X-ray spectroscopy.

The new X-ray sources, such as the 4th generation storage rings and X-ray free-electron lasers (XFELs), opens up new research opportunities for making molecular movies with unprecedented resolution. The new synchrotron sources feature the innovative Multi-Bend Achromat (MBA) design providing orders of magnitude increase in coherent X-ray flux. The advancing XFELs feature super-conducting accelerator technologies which boost further the brilliance of the current XFEL sources reaching MHz repetition rates.

X-ray Photon Correlation Spectroscopy (XPCS) is a coherent scattering technique that benefits particularly from this increase in coherent flux holding the potential of capturing structural dynamics at variable length scales, ranging from the nanoscale down to atomic scales. One distinct advantage of XPCS experiments employing the new X-ray sources is the possibility to study dynamics in transient samples (e.g., deeply supercooled water) which are only stable for a short period of time. Furthermore, XPCS allows to track heterogeneous systems in which the dynamics is evolving in time such as during phase transition phenomena.

Here, we give a perspective on future exciting science questions in connection to biological aqueous solutions that can be addressed with XPCS at the new X-ray sources. Specifically, we discuss the importance of understanding biomolecular condensates on the nanoscale and the role of the heterogeneities of liquid and supercooled water in biological activity. Furthermore, we highlight the state of the art XPCS capabilities and provide practical considerations for designing XPCS experiments.

1.1 Biomolecular condensates

Cells are very crowded with a variety of molecules, such as amino-acids, proteins, salts, sugars and of course water, which mostly exists confined in the vicinity of proteins and ions. Understanding biomolecular dynamics in crowded environments is important for a number of reasons. For example, protein diffusion within the cell can strongly influence the cellular machinery through signal transmission and reactions between proteins. As such, being able to predict dynamic properties of concentrated protein solutions on the nanoscale is not only essential for modelling cellular mechanisms but also for the design of future protein drugs. In a dense environment such as the cell, an individual protein interacts strongly with all the...
surrounding proteins, either directly or through the hydration water and surrounding solvents. There have been attempts to use analogies to classical colloids to model protein diffusion in a crowded environment, but there is clear evidence that the patchy interactions, the non-spherical shape of most disordered proteins and heterogeneities due to transient protein clusters have enormous consequences for short- and long-time diffusion.25,26

Collective dynamics in concentrated protein systems, in particular at non-equilibrium conditions, are of fundamental interest in connection to protein crystallization, protein phase separation and glass transition. However, it is still an open question to which extent these concepts can be applied to describe membrane-less protein compartments in cells.27 Such compartments occur when proteins condense into a dense phase that resembles liquid droplets28,29 which coexist with a dilute phase, a transition termed as liquid–liquid phase separation (LLPS). Biomolecular condensates are omnipresent in cells and are typically investigated in temperature-concentration phase diagrams (Fig. 1a) where the liquid–liquid coexistence curve, or binodal (solid line), denotes the condition at which the two phases may coexist. The spinodal (dashed line) indicates the region of instability in which the system must undergo demixing through spinodal decomposition. Fluctuations become largest near the critical point, denoted in Fig. 1a.

The formed condensates are considered important for concentrating proteins or nucleic acids and facilitating spatio-temporal regulation of cellular function.30 The LLPS may be interrupted by the slow dynamics upon approaching the glass transition line and resulting in an arrested state with a percolating gel network.31 However, so far only a few protein systems have been studied with respect to the kinetics of LLPS and the interplay with glass formation.25,32–35 In addition, very little is known about the dynamics of proteins during the phase transition and upon a deep quench leading to the arrested state,36 as well as aggregate formation (e.g., fibrilles) via protein denaturation.37

Monitoring the dynamics of formation is thus of key importance for advancing our understanding in this field. This in turn requires to resolve an exceptionally large window of time and length scales for which XPCS is ideally suited.

1.2 Supercooled water

Closely related to the dynamics of proteins in the cellular environment is of course the structure and dynamics of water in the cell. Water under such conditions is very different from bulk water, as the solutes can modify significantly the local water environment.38–40 This interplay between water and solvated molecules is termed hydration and is related to many fundamental processes in biophysics, chemical physics, soft matter physics and atmospheric science. However, usually when discussing hydration, water is assumed as a passive homogeneous medium and its heterogeneities as a liquid are mostly ignored.

Liquid water is qualitatively different from many other liquids, since for instance water’s thermodynamic properties diverge as the liquid is cooled, a behavior often called “anomalous”.41–44 Various thermodynamic scenarios have been proposed to explain these anomalies. One of the scenarios suggests the existence of two phases of liquid water: a high density liquid (HDL) and a low density liquid (LDL),45–47 as depicted in the temperature–pressure phase diagram in Fig. 1b. The HDL liquid is assumed to exhibit a more disordered hydrogen bond network, contrary to the LDL which is assumed to be locally and transiently tetrahedral. The two liquids are hypothesized to be separated by a phase coexistence line, the binodal (solid line) ending in a critical point

---

**Fig. 1**  (a) A schematic of the liquid–liquid phase separation (LLPS) in biomolecular condensates, demonstrated in a temperature–concentration phase diagram. The binodal (solid line) is the line separating the one phase region, where proteins are uniformly distributed, and the two-phase region, where they form condensates, resembling liquid droplets. This transition is denoted as LLPS and results in a critical point near which the fluctuations are the strongest. The corresponding spinodal boundary (dashed line) denotes the line where the transition occurs via spinodal decomposition. (b) The hypothesized liquid–liquid critical point of supercooled water shown in a metastable temperature–pressure phase diagram. The binodal denotes the phase coexistence line between the high and low density liquid phases (HDL and LDL). The HDL phase is assumed to be locally disordered contrary to the LDL phase, which features locally tetrahedral coordination. The binodal ends in a critical point, beyond which extends the Widom line (dashed line) and the liquid features a fluctuating mixture of HDL and LDL local regions.
deeply in the supercooled regime. Simulations indicate that this is indeed the case for many water models, although it has also been suggested that water can be explained as a single liquid too. Even though direct experimental evidence are still not available, there are however increasing experimental indications of the hypothesized critical point, such as the observation of the Widom line in supercooled water, which is the extension of the binodal line beyond the critical point (dotted line – Fig. 1b). In this part of the phase diagram, liquid water is depicted as a mixture of fluctuating HDL and LDL-like transient domains, the amount of each population depends on temperature and pressure.

This picture rises important questions such as what is the size and lifetime of these domains? What is the corresponding dynamics of the HDL-like and LDL-like species and what is the HDL–LDL fluctuation time? It has also been extensively debated whether the observed high- and low-density amorphous (HDA and LDA) ice forms are related to two distinct liquid forms through a glass transition. Recent dynamic measurements using XPCS indicate that there is a transition between the supercooled HDL and LDL liquids and the corresponding HDA and LDA glassy states in the ultraviscous regime. Does this imply that the corresponding dynamics will exhibit a similar behaviour at the high pressure region of the phase diagram?

This deeply supercooled range coincides with a biologically relevant temperature around \( T \approx 220 \text{ K} \), termed as the protein dynamic transition. Below this temperature, many proteins lose their conformational flexibility and biological function. Many studies associate this transition to the intrinsic temperature dependence of the motions of atoms in the protein itself, which experience a cross-over from a harmonic to an anharmonic regime, or cold-denaturation. Alternatively, it has been proposed that the dynamics are dictated by the hydration water molecules, which is hypothesized to experience a fragile-to-strong transition at this temperature range and also coincides with the observation of the Widom line at this temperature range, observed both experimentally in supercooled water, and in several water simulations of both pure water and in protein solutions. Is this a coincidence, or does the maximum of water’s regime arise in protein? Does this imply that the corresponding dynamics are dictated by the hydration water supercooled HDL and LDL fluctuation time? It has also been extensively debated whether the observed high- and low-density amorphous (HDA and LDA) ice forms are related to two distinct liquid forms through a glass transition. Recent dynamic measurements using XPCS indicate that there is a transition between the supercooled HDL and LDL liquids and the corresponding HDA and LDA glassy states in the ultraviscous regime. Does this imply that the corresponding dynamics will exhibit a similar behaviour at the high pressure region of the phase diagram?

The intermediate scattering function \( f(\mathbf{Q}, \mathcal{T}) \) yields information about collective dynamics and is modelled in an exponential form:

\[
\begin{align*}
\hat{\chi}(\mathbf{Q}, \mathcal{T}) &= \exp \left[ - \left( \frac{\mathcal{T}}{\tau_0} \right)^x \right],
\end{align*}
\]

where \( \tau(\mathbf{Q}) \) is the Q-dependent relaxation rate and \( x(\mathbf{Q}) \) the Kohlrausch–Williams–Watts (KWW) exponent. Diffusive (Brownian motion) processes display \( x = 1 \), super-diffusive motion typically shows compressed exponentials with \( x > 1 \) (ballistic \( x = 2 \)) and glassy motion often results in stretched correlation functions with \( x < 1 \).

An example is shown in Fig. 3a, where we have calculated the intensity autocorrelation function \( g_2(\mathbf{Q}, \mathcal{T}) \) for Bovine Serum Albumin (BSA) protein at \( Q = 0.01 \text{ Å}^{-1} \), assuming simple diffusive dynamics. Being able to measure collective diffusion coefficients \( D(\mathbf{Q}) \) via \( \Gamma(\mathbf{Q}) = D(\mathbf{Q}) \mathbf{Q}^2 \) on molecular length scales is one of the key advantages of XPCS. It is especially important as macromolecular crowding exerts large effects on thermodynamics and kinetic processes such as protein stability and enzyme activity. Here, the simultaneous access provided by XPCS to both \( \Gamma(\mathbf{Q}) \) and the static density correlation \( S(\mathbf{Q}) \) yields detailed information about for example electrostatic and solvent-mediated hydrodynamic interactions \( H(\mathbf{Q}) \). Experimental results can directly be compared to simulation results and help to benchmark properties and importance of, e.g., macromolecular crowding, patchy interactions, dynamic cluster formation.

2 X-ray photon correlation spectroscopy

The processes addressed here are often transient in nature and need to be studied en route passing, e.g., through phase transitions or while undergoing spinodal decomposition, as discussed above. In this case the dynamics are evolving during the measurement and considered in quasi equilibrium, even though the system is speeding up or slowing down it can still be traced by the experiment, while the hierarchical nature of many of the interesting systems requires to cover broad range of timescales and lengthscales. Thus, a technique is needed capable of recording X-ray movies, i.e., which can capture dynamics on logarithmic time scales and identify the heterogeneous dynamics, inherent in the nature of many processes. XPCS is ideally suited for this problem, as it tracks fluctuations in X-ray speckle patterns yielding access to the intermediate scattering function \( f(\mathbf{Q}, \mathcal{T}) = S(\mathbf{Q}, \mathcal{T})/S(\mathbf{Q}, 0) \) by correlating intensities as a function of time and momentum transfer \( Q \).

The measured signal in XPCS experiments is the normalized intensity autocorrelation function

\[
\begin{align*}
g_2(Q, t) &= \frac{\langle I_{\text{pix}}(Q, t') I_{\text{pix}}(Q, t + t') \rangle}{\langle I_{\text{pix}}(Q, t') \rangle^2} = 1 + \beta f(Q, t)^2, \tag{1}
\end{align*}
\]

where \( \beta \) is the speckle contrast and \( Q = 4\pi \sin(\theta)/\lambda \) the scattering vector, depending on the wavelength \( \lambda \) and the scattering angle \( \theta \). A schematic of such experiment is shown in Fig. 2. The time delay between two consecutive time frames is denoted \( t \) and \( \langle \quad \rangle \) is the ensemble average over all equivalent delay times \( t \) and pixels within a certain range of the absolute value \( |Q| \).

The intermediate scattering function \( f(Q, t) \) yields information about collective dynamics and is modelled in an exponential form:

\[
\begin{align*}
\hat{\chi}(\mathbf{Q}, \mathcal{T}) &= \exp \left[ - \left( \frac{\mathcal{T}}{\tau_0} \right)^x \right], \tag{2}
\end{align*}
\]
of up to MHz\(^{-1}\), faster dynamics are only accessible by using X-ray speckle visibility spectroscopy (XSVS) methods. XSVS measures the contrast (visibility) of an X-ray speckle pattern as a function of exposure time \(T\). Fast dynamics lead to washed out speckle patterns with low contrast, while dynamics slower than the exposure time do not affect the speckle contrast. An example of such rapid dynamics is shown in Fig. 3b, where we display the calculated intensity autocorrelation function \(g_2(Q,t)\) for liquid and supercooled water, extracted from molecular dynamic simulations.\(^{62}\)
In XSVS the speckle contrast $\beta$ thus depends on the exposure time $T$ via\(^{57}\)

$$\beta(Q, T) = 2\beta_0 \int_0^T (1 - t/T) f(Q, t)^2 \, dt,$$

(3)

which allows to retrieve information about $f(Q, t)$. In case of an exponential function $f(Q, t) = \exp(-\Gamma(Q)t)$. Eqn (3) can be solved analytically as

$$\beta(Q, T) = \beta_0 \exp\left[-2T\Gamma(Q)\right] - 1 + 2T\Gamma(Q) \quad 2T\Gamma(Q)^2$$

(4)

Thereby, XSVS can map out dynamics on timescales as fast as 100 fs at XFEL sources.\(^{10,62,68-70}\) In addition, XSVS provides a higher signal-to-noise ratio (SNR) than movie mode XPCS\(^{71}\) and is thus ideally suited to probe dynamics with doses well below 1 kGy. It has been demonstrated that XSVS can be performed with very small count rates of $10^2$ to $10^3$ photons per pixel,\(^{72}\) given that the response function of the detector is well understood.\(^{73,74}\)

Under very low count rate conditions the Poisson-distributed discrete nature of the photon detection process has to be taken into account when analyzing the speckle contrast. Here, the probability $P$ of $k$ photons being registered within one speckle is given by a convolution of the gamma and the Poisson distribution. This results in the negative-binomial distribution also known as Poisson-Gamma distribution,

$$P(k) = \frac{\Gamma(M + k)}{\Gamma(M)\Gamma(k + 1)} \left( 1 + \frac{M}{k} \right)^{-k} \left( 1 + \frac{\langle k \rangle}{M} \right)^{-M}$$

(5)

with $M = 1/\beta$ being the inverse of the contrast and $\langle k \rangle$ the average number of photons per pixel. Solving for $\beta$ the speckle contrast can be obtained from the probabilities of intensity per pixel within an ensemble measuring $k = 0, 1, 2, \ldots$ photons. For example, for low count rates $\langle k \rangle \leq 10^{-2}$, the speckle contrast can be determined by the probability of 2 photon events $P(2)^{68}$

$$\beta \approx \frac{2P(2)}{(k)^2} - 1.$$

(6)

Thus, we can determine information about $\Gamma(Q)$ by mapping out the number of 2 photon events for example as a function of XFEL pulse duration or as a function of detector exposure time. This is especially relevant for time scales from femtoseconds to nanoseconds which are too fast to be captured by the frame rate of 2d detectors but which will become accessible by split-and-delay line XPCS at FELs or by inter-pulse correlation at the upgraded MBA storage rings.

2.2 Higher order correlations - measuring heterogeneous dynamics

With XPCS operating in the time domain we can also investigate dynamically heterogeneous processes via multi-speckle two-time correlation (TTC) functions\(^{5,76}\)

$$c_2(Q, t_1, t_2) = \frac{\langle I(Q, t_1)I(Q, t_2) \rangle_{\text{pix}}}{\langle I(Q, t_1) \rangle_{\text{pix}} \langle I(Q, t_2) \rangle_{\text{pix}}}$$

(7)

Fig. 4 Two-time correlation function $c_2(Q, t_1, t_2)$ of deeply supercooled water originating from high density amorphous (HDA) ice at $T = 120$ K, which is near the glass transition temperature of HDA. One can see that the dynamics are highly heterogeneous from the fluctuations along the diagonal. The corresponding dynamic susceptibility determined by $c_2$ shown in the inset, which is a quantitative measure of dynamical heterogeneity (adapted with permission from ref. 53).

with $\langle \cdots \rangle$ indicating an average over speckles (i.e., over pixels) of the same $Q$-value but no temporal averaging. Fig. 4 displays a typical example of a temporal intensity trace from a single speckle subject to heterogeneous dynamics. As a result the intensity is not fluctuating around a common mean but instead shows characteristic jumps and excursions beyond the mean. These fluctuations and rearrangement events can be visualized through the appearance of discontinuities in the TTC maps (Fig. 4, bottom) and help to identify and quantifying aging phenomena, phase transitions or sudden rearrangement events such as avalanches.\(^{53,77-79}\) A prominent example in this context is the degree of temporal heterogeneity $\chi_4(t)$ expressed by the fluctuations

$$\chi_4(t) = \frac{\langle g_2(Q, t, t_1) \rangle_{t_1} - \langle g_2(Q, t, 0) \rangle_{t_1}^2}{\langle g_2(Q, t, 0) \rangle_{t_1}^2}$$

(8)

of the time dependent functions $g_2(Q, t, t_1) = c_2(Q, t_1, t)$ with time delay $t = t_2 - t_1$. The $\chi_4(t)$ often displays a peak-like structure as shown in the inset in Fig. 4 with peak height and position allowing to characterize the magnitude and characteristic timescale of heterogeneity.\(^{80}\)
2.3 The role of new X-ray sources, detectors and big data in XPCS

XPCS requires highly intense coherent X-ray beams. At 3rd generation storage ring (SR) sources only a fraction smaller than 0.5% of the photons in the hard X-ray regime is coherent thus limiting the application of XPCS for studying molecular movies. This limitation is however lifted by the advent of the next generation of storage rings based on the multi-bend-achromat (MBA) lattice technology, already in use by MAXIV and ESRF/EBS and foreseen at APS/U and PETRA IV among others.

The new MBA lattices push the brilliance $B_r$ of storage rings by 2–3 orders of magnitude leading to an increase of the coherent X-ray flux $F_c$ as given by

$$F_c = B_r \left( \frac{\lambda}{2} \right)^2.$$  

With this increase an up to six orders of magnitude better temporal resolution can be achieved, pushing the temporal window into the regime of microseconds and possibly even faster towards tens of nanoseconds via correlations between single SR pulses. MBA based storage rings also provide smaller source sizes, which allow to use large and coherent beams important for reducing photon density and mitigating beam damage.

XPCS experiments can also be performed at superconducting XFELs such as the LCLS-II or the European XFEL taking advantage of the MHz repetition rate and the high-pulse brilliance of these sources. By using the split-and-delay technique time scales on the order of the pulse duration on the 100 fs scale and below are accessible. In this way XPCS will allow to record movies of molecular motion over a broad range of timescales.

An important prerequisite of XPCS experiments is the availability of fast pixelated X-ray detectors. As the signal to noise ratio (SNR) scales with the speckle contrast small pixels matching the size of the speckles are needed for maximizing the SNR. Typically, these are sizes well below 100 microns. The frame rate needs to be adapted to the time window of interest with the possibility of tracing faster dynamics by speckle visibility techniques. Another important aspect is that for low intensity XPCS the photon statistic needs to be preserved by the detection electronics. These are quite high demands on detector technology and additional efforts in detector development are needed to be able to fully exploit the possibility of the new X-ray sources for XPCS.

Recording series of coherent scattering patterns with 4 megapixel and with high frame rates over many days results in very large data sets with sizes easily exceeding tens to hundreds of terabytes. A fast online analysis during the experiment and the in-depth off-line analysis present a challenge due to the sheer amount of data. Here, advanced analysis schemes such as FPGA based correlators, the use of smart data bases including harmonized schemes for meta-data need to be developed as well. Tools such as neural networks and machine learning are promising, especially for identification of certain events and for model aware analysis of correlation maps. These tools will be of invaluable help for coping with the data avalanche in XPCS.

2.4 Comparison between techniques

Here, we discuss the comparison and complementary aspects of XPCS at synchrotron and XFEL sources with other techniques for measuring structural dynamics, such as neutron techniques. From a time/lengthscale perspective there is a partial overlap of the two techniques. At synchrotron sources, XPCS features a broad range of “slow” dynamics, ranging from microseconds to hours. At XFELs, the accessible timescale of XPCS or XSVS implementations spans from femtoseconds to microseconds, as we discuss in the following sections. On both cases, by changing the momentum transfer, one can probe variable lengthscales ranging from atomic scales to micrometers. In the case of neutron scattering and spectroscopic techniques, such as neutron spin echo and neutron back scattering, the corresponding time window ranges from picoseconds down to hundreds of nanoseconds, whereas the accessible length scales can access from atomic to nanometric scales.

In addition, neutron techniques usually require larger sample volumes than those used at X-ray measurements, due to the larger beam focus size and low neutron scattering cross-section. This limitation poses a challenge for using rapid supercooling techniques, such as the evaporative cooling, which require micron-sized droplets. In addition, due to the extremely long scanning time required when using neutrons, it is difficult to follow heterogeneous dynamics in transient samples, such as e.g., the spinodal decomposition during the liquid–liquid phase separation in biomolecular condensates or during the liquid–liquid phase transition in ultraviscous water. Similar constrains are posed for measuring very slow dynamics, e.g., when examining samples near the glass transition, where dynamics can vary orders of magnitude within a narrow temperature range.

3 Designing XPCS experiments

In this section we discuss the experimental strategies and provide practical tips for designing XPCS experiments. Specifically, we take the example of using XPCS at the European XFEL in order to capture protein dynamics and discuss how to optimize the experimental parameters, mitigate radiation damage and discuss data analysis strategies.

3.1 The signal to noise ratio – SNR

XPCS experiments have been termed ‘photon-hungry’ in the past mostly because signal improvement by temporal integration of a measured signal over time is not feasible. Instead, XPCS requires a certain threshold value of scattering intensity per time interval available in the experiments. In turn the signal to noise ratio (SNR) of a correlation function has always been an important quantity for judging temporal and spatial resolution and the overall feasibility of an XPCS experiment.
The SNR for the autocorrelation function \( g_2(Q,t) \) depends on the average intensity per pixel \( I_{\text{pix}} \) the speckle contrast \( \beta \), the number of pixels \( N_{\text{pix}} \), the number of frames \( N_{\text{frames}} \), and the number of repetitions \( N_{\text{rep}} \) via

\[
\text{SNR} = \beta \times I_{\text{pix}} \times \sqrt{N_{\text{frames}}N_{\text{pix}}N_{\text{rep}}}. \quad (10)
\]

Considering that the number of frames \( N_{\text{frames}} = T/t_{\text{fr}} \) with \( t_{\text{fr}} \) being the single-frame exposure time and \( T \) being the total accumulated time for \( N_{\text{frames}} \) frames, we find in combination with eqn (10) that SNR \( \propto F_c \times (t_{\text{fr}} \times T)^{1/2} \). This scaling implies that an increase in coherent flux \( F_c \) by one order of magnitude gives access to two orders of magnitude faster dynamics for the same SNR.\(^{13} \) For radiation sensitive samples with a maximum accumulated time for \( F_c \) with eqn (10) that SNR recognizes the single-frame exposure time and \( T \) being the total accumulated time for \( N_{\text{frames}} \) frames, we find in combination with eqn (10) that SNR \( \propto F_c \times (t_{\text{fr}} \times T)^{1/2} \). This scaling implies that an increase in coherent flux \( F_c \) by one order of magnitude gives access to one order of magnitude faster dynamics for the same SNR.\(^{22} \)

### 3.2 Estimating the expected dynamics

A simple way for an educated guess about the expected dynamics is to use the Stokes–Einstein equation:

\[
D_0 = \frac{k_B T}{6\pi \eta R} \quad (11)
\]

which relates the diffusion coefficient \( D_0 \) of spherical particles with radius \( R \) to the viscosity of the solvent \( \eta \) at temperature \( T \), where \( k_B \) is the Boltzmann constant. This approximation breaks down at the supercooled liquids, and particularly in the case of water, where the violation initiates already at room temperature\(^{89-93} \) and is assumed to reflect the fluctuations of the HDL and LDL species.\(^{32} \)

By the relation \( D(Q) \) via \( I(Q) = D(Q)Q^2 \) and utilising the eqn (1) and (2), one can derive the expected \( g_2(Q,t) \) functions for a given momentum transfer \( Q \), as shown in Fig. 3a for the case of Bovine Serum Albumin (BSA) protein, with hydrodynamic radius \( R_H \approx 3.5 \text{ nm} \).\(^{33} \) The timescales here reflect the capabilities of European XFEL, which due to the MHz repetition rate allows to reach pulse separation down to 220 ns. The viscosity changes depend on temperature, as the viscosity of the solvent can change by more than one order of magnitude upon supercooling, as well as due to increasing protein concentration. In the case of highly concentrated protein solutions, the dynamics can also deviate from the expected Stokes–Einstein behaviour, due to protein–protein interactions and crowding effects, as discussed in the introduction.

A similar estimation can be performed for liquid water (Fig. 3b) on the basis of molecular dynamic simulations.\(^{52} \) In this case the momentum transfer \( Q \) relates to atomic lengthscales and the dynamics exhibit distinct regimes: the sub-100 fs timescales relate to ballistic motion, where molecules move nearly independent of each other, followed by cage effects, which become more pronounced upon supercooling. The diffusive dynamics arise on picosecond timescales, as indicated in the schematic. These timescales can be probed with XPCS with the development of the split-and-delay approach,\(^{10,70,81,82} \) where two X-ray pulses are separated by a tunable time delay, which can be varied from a few fs to hundreds of ps.

### 3.3 Calculating the scattering intensity

The scattering intensity per pixel is a key parameter for XPCS experiments and decisive for deciding on its feasibility. To illustrate this concept we calculate here the scattering intensity per pulse and per pixel as obtained from a pulsed X-ray source, like the European XFEL. The intensity is given by:

\[
I(Q) = F_c \cdot T_{\text{sample}} \cdot d \cdot \frac{\Delta \Omega_{\text{pix}}}{\Delta \Omega_{\text{c}}} \quad (12)
\]

where \( F_c \) corresponds to the incident coherent flux (photons per pulse), \( N_{\text{pulses}} \) is the number of pulses illuminating the sample, \( T_{\text{sample}} \) is the transmission at the corresponding photon energy, \( d \) is the sample thickness, \( \frac{\Delta \Omega_{\text{pix}}}{\Delta \Omega_{\text{c}}} \) the differential cross section and \( \Delta \Omega_{\text{pix}} = (P/L)^2 \) is the solid angle covered by a pixel of size \( P \) at a sample-detector distance \( L \). The parameters used here are summarised in Table 1 and were chosen to match typical experimental conditions at the Materials Imaging and Dynamics (MID) instrument of the European XFEL. Here, we set \( F_c = 10^8 \) photons per pulse, in order to minimize any radiation damage effects, discussed in the following section. One can in principle go up to \( F_c = 3 \times 10^{11} \) photons per pulse using the pink beam, whereas in the case of using a Si(111) monochromator the flux is estimated to be over \( F_c \approx 10^9 \) photons per pulse. The pixel size (AGIPD) is \( P = 200 \mu \text{m} \) and the sample-detector distance is set at \( L = 8 \text{ m} \). The sample thickness \( d = 1 \text{ mm} \) corresponds to that of a typical capillary with corresponding transmission \( T_{\text{sample}} = 0.60155 \) for water at photon energy \( E = 10 \text{ keV} \).

The differential cross section per unit volume is defined as:\(^{22} \)

\[
\frac{d\Sigma}{d\Omega}(Q) = C \cdot \chi_p \cdot P(Q) \cdot S(Q) \quad (13)
\]

with \( C \) being the protein concentration, \( P(Q) \) the form factor, \( S(Q) \) the effective structure factor and the coefficient \( \chi_p = M \gamma^2 \). \( \Delta \rho^2 \) relates to the molar mass \( M \), specific volume \( \bar{v} \) and scattering contrast \( \Delta \rho \). The estimation is done for a BSA solution with \( \chi_p = 4.84 \text{ m}^2 \text{ kg}^{-1} \) (see ref. 94) and concentration

| Parameter                  | Symbol | Value       |
|----------------------------|--------|-------------|
| Incident flux (attenuated) | \( F_c \) | \( 10^8 \) photons per pulse |
| Photon energy              | \( E \) | 10 keV      |
| Energy resolution          | \( \Delta E/E \) | \( 10^{-4} \) |
| Sample-detector distance   | \( L \) | 8 m         |
| Sample thickness           | \( d \) | 1 mm        |
| Sample transmission        | \( T_{\text{sample}}(E) \) | 0.60155     |
| BSA absolute intensity     | \( \chi_p \) | 4.84 m² kg⁻¹ |
| Concentration              | \( C \) | 250 mg ml⁻¹ |
| Momentum transfer          | \( Q \) | 0.01 Å⁻¹   |
| Scattering intensity       | \( I(Q) \) | 0.01 photons per pixel |
A spherical form factor \( P(Q) = |3 J_1(QR)/|QR|^2 \) was chosen with a radius matching the hydrodynamic radius of BSA, where \( J_1 \) is the Bessel function of the first kind. The estimation is performed for simplicity in the dilute limit, where the structure factor is unity. A more precise treatment of the protein form and structure factor takes into account the non-spherical shape of the proteins and the intermolecular interaction potential.\(^{95}\) Here, however, for our demonstration purpose this approach suffices and yields an estimate of \( f(Q) \) in the order of 0.01 photons per pixel for \( Q = 0.01 \text{ Å}^{-1} \). Being able to resolve signals with lower photon density than 0.01 photons per pixel (i.e., 1 photon per 100 pixels) is challenging due to experimental reasons\(^{73,74}\) and a detailed level of data analysis and filtering is required in order to clear the signal from parasitic contributions, such as detector noise, photon energy fluctuations and pointing jitter of the source.\(^{63,68}\) However by utilising the combination of new detector technology, high coherence sources and novel data analysis techniques, such as the application of machine learning,\(^{85}\) one can potentially overcome such difficulties and resolve signals with even lower photon density corresponding to atomic length scales. In this case however, it is very important to consider the influence of incident radiation on the sample, as discussed in the following section.

### 3.4 Mitigating and detecting radiation damage

Being able to estimate, detect and mitigate radiation damage is crucial for performing XPCS measurements on biological samples. Previous investigations using Small-Angle X-ray Scattering (SAXS) have studied the radiation limits for different proteins mostly in diluted solutions.\(^{96,97}\) The critical dose \( D_c \) is defined as the dose beyond which the radiation starts to degrade the sample and is observed by changes in the SAXS intensity profile and the derived radius of gyration. The typical \( D_c \) can vary significantly for different proteins and concentrations, ranging from e.g., \( \sim 0.4 \text{ kGy} \) for lysozyme to \( \sim 5 \text{ kGy} \) for BSA.\(^{96}\) We should note that the dose limits of proteins in solution are vastly different from those in protein crystallography, where for example lysozyme crystals can withstand up to \( \sim 500 \text{ kGy} \) at room temperature\(^{98}\) and up to \( \sim 43 \text{ MGy} \) when cryo-cooling is applied.\(^{99}\) The use of reducing agents that can serve as radical scavengers allow to increase the critical dose and the use of cryo-protectants at low concentrations (\( \sim 1\% \text{ m/m} \)), such as glycerol and ethylene glycol, can effectively reduce radiation damage in solutions.\(^{77}\) Furthermore, cryo-cooling can increase the critical dose by at least two orders of magnitude,\(^{100}\) although studying the protein dynamics in glassy water can be very different than those at room temperature. Other approaches for minimizing the dose are related to the sample environment, such as rapid flow and flushing of the sample,\(^{101}\) as well as fast sample scanning techniques.\(^{71}\)

By carefully designing the experimental parameters one can also optimise the SNR and minimize the dose.\(^{23}\) Here, we provide an educated guess of the dose when using a high repetition X-ray laser, such as the European XFEL, for performing protein XPCS. The absorbed dose \( D \) can be calculated via

\[
D = \frac{F_c \cdot E \cdot (1 - T_{\text{sample}}) \cdot N_{\text{pulses}}}{d \cdot z^2 \cdot \rho},
\]

Fig. 5  Estimated X-ray dose for a BSA protein solution (250 mg ml\(^{-1}\)) as a function of beam size and number of pulses per bunch train. The upper panel shows the European XFEL pulse sequence, where the pulses have a minimum separation of 220 ns and the bunch trains are separated by 100 ms. The lower panel shows the dose estimate for a standard configuration at the MID instrument of Eu-XFEL, where a typical critical doses of protein solutions of 1 kGy to 10 kGy are denoted with dashed lines.
3.5 Speckle contrast

One important aspect of designing XPCS experiments is the speckle contrast. Being able to resolve clearly a speckle pattern is crucial for the success of the experiment, although it often works against other important parameters, such as having sufficient scattering intensity per pixel and limiting the dose, discussed in the previous sections. As such, being able to analytically predict the speckle contrast can help us balance the aforementioned contributions to the experimental signal-to-noise ratio. The mathematical formalism for calculation of $\beta$ has been previously presented in detail in ref. 22.

We calculate the speckle contrast $\beta$ for the parameters listed in Table 1, as shown in Fig. 6. The solid line depicts $\beta$ as a function of momentum transfer $Q$ for the experimental arrangement where a Si(111) monochromator is used, whereas the dashed line corresponds to the $\beta$ obtained with a “pink beam”. The corresponding relative photon energy bandwidth $\Delta E/E$ is depicted in the figure caption, whereas the schematic above the figure shows speckle patterns for three characteristic contrast values. Despite the relatively rapid decrease of contrast, our estimation indicates that such experiments would benefit by using a monochromator in order to resolve the dynamics at higher momentum transfer $Q$, whereas further improvement can be implemented by using the XFEL in seeding mode.$^{103}$

4 Conclusions

Many molecular systems display dynamics over a large hierarchy of length and time scales with the dynamics being often heterogeneous and/or transient in nature. Measuring dynamics from microns to nanometers and from femtoseconds to minutes has been a challenge for most experimental techniques up to now. The revolution in X-ray sources we witness right now in combination with the development of fast and pixelated area detectors promises that the molecular movie will become reality. XPCS could unravel the details of protein dynamics in crowded environments and during phase transitions. XPCS provides the exciting possibility of time-resolved imaging of functionally relevant processes such as aggregation (important in neurodegenerative disease), phase separations and partitioning (important for example in development and infection), and self-assembly (important in the development of tissues and organs, virus infections and the formation of bio-inspired materials). This would allow the study of crowded and dynamic biological systems and provide extremely novel fundamental data describing inter-protein interactions in the concentrated regime. This information would have a huge impact on specific questions, such as...
understanding how misfolding leads to aggregation and disease in pathologies such as prion disease or Alzheimer's.

Furthermore, understanding supercooling and vitrification mechanisms of biological solutions is crucial for improving cryopreservation techniques used in medical applications. This is a key step in the storage of frozen organs and cells used in cancer research or in the cryopreservation of microorganisms, such as viruses and bacteria. When performed successfully, rapid quenching will lead to the formation of a perfect glass, free from crystal impurities that can damage the biological content. Even though the majority of studies have so far focused on optimising vitrification based on structural probes, such as transmission electron microscopy or X-ray diffraction techniques, the dynamical aspects are still largely unexplored. With XPCS we can gain new insight into the dynamics of supercooled water and protein solutions.

With several experimental stations being operational or being built in the coming years we expect that XPCS will contribute substantially to addressing open questions in molecular systems. Especially, making XPCS data FAIR\cite{Ley2016} and openly available will advance the field tremendously by enabling experimental reproducibility and by allowing direct comparison to simulations. Such a step can facilitate the implementation of more sophisticated modeling and data analysis algorithms based on machine learning methods\cite{Borsali2018},\cite{Carlucci2019} which will become invaluable in the future in order to cope with rapidly increasing data rates and increasing experimental complexity.

**Conflicts of interest**

There are no conflicts to declare.

**Acknowledgements**

We would like to thank Anders Nilsson and Mario Reiser for their useful comments on the manuscript. FP acknowledges financial support by the Swedish National Research Council (Vetenskapsrådet) under Grant No. 2019-05542 and within the Röntgen-Ångström Cluster Grant No. 2019-06075. CG acknowledges support from BMBF via projects 05K19PS1 and Röntgen-Ångström Cluster Grant 05K20PSA.

**Notes and references**

1. D. Einfeld, J. Schaper and M. Plesko, *J. Phys. IV France*, 1994, 4, C9-373–C9-376.
2. D. Einfeld, M. Plesko and J. Schaper, *J. Synchrotron Radiat.*, 2014, 21, 856–861.
3. P. F. Tavares, S. C. Leemann, M. Sjöström and A. Andersson, *J. Synchrotron Radiat.*, 2014, 21, 862–877.
4. P. Raimondi, *Synchrotron Radiat.*, 2016, 29, 8–15.
5. F. Stephan, *et al.*, *Phys. Rev. ST Accel. Beams*, 2010, 13, 020704.
6. C. Bostedt, *et al.*, *J. Phys. B: At., Mol. Opt. Phys.*, 2013, 46, 164003.
7. W. Decking, *et al.*, *Nat. Photonics*, 2020, 14, 391–397.
8. M. Dunne and R. W. Schoenlein, *X-Ray Free Electron Lasers*, Springer, 2018, pp. 441–466.
9. G. Grübel and F. Zontone, *J. Alloys Compd.*, 2004, 362, 3–11.
10. C. Gutt, L.-M. Stadler, A. Duri, T. Autenrieth, O. Leupold, Y. Chushkin and G. Grübel, *Opt. Express*, 2009, 17, 55–61.
11. G. Grübel, A. Madsen and A. Robert, in *Soft Matter Characterization*, ed. R. Borsali and R. Pecora, Springer, Netherlands, 2008, pp. 953–995.
12. G. B. Stephenson, A. Robert and G. Grübel, *Nat. Mater.*, 2009, 8, 702–703.
13. O. G. Shpyrko, *J. Synchrotron Radiat.*, 2014, 21, 1057–1064.
14. A. Madsen, A. Fluerasu and B. Ruta, in*Synchrotron Light Sources and Free-Electron Lasers*, ed. E. J. Jaeschke, S. Khan, J. R. Schneider and J. B. Hastings, Springer International Publishing, 2016, pp. 1617–1641.
15. A. R. Sandy, Q. Zhang and L. B. Lurio, *Annu. Rev. Mater. Res.*, 2018, 48, 167–190.
16. R. L. Leheny, *Curr. Opin. Colloid Interface Sci.*, 2012, 17, 3–12.
17. M. Leitner, B. Sepiol, L.-M. Stadler, B. Pfau and G. Vogl, *Nat. Mater.*, 2009, 8, 717–720.
18. B. Ruta, *et al.*, *Phys. Rev. Lett.*, 2012, 109, 165701.
19. S. K. Sinha, Z. Jiang and L. B. Lurio, *Adv. Mater.*, 2014, 26, 7764–7785.
20. R. M. Karl Jr, *et al.*, *Phys. Chem. Chem. Phys.*, 2015, 17, 16682–16687.
21. P. Vodnala, *et al.*, *Phys. Rev. E*, 2018, 97, 020601.
22. J. Möller, M. Sprung, A. Madsen and C. Gutt, *IUCrJ*, 2019, 6, 794–803.
23. A. Stradner and P. Schurtenberger, *Soft Matter*, 2020, 16, 307–323.
24. N. Skar-Gislinge, *et al.*, *Mol. Pharmaceutics*, 2019, 16, 2394–2404.
25. S. Bucciarelli, *et al.*, *Sci. Adv.*, 2016, 2, e1601432.
26. J. S. Myung, F. Roosen-Runge, R. G. Winkler, G. Gompper, P. Schurtenberger and A. Stradner, *J. Phys. Chem. B*, 2018, 122, 12396–12402.
27. L. Tang, *Nat. Methods*, 2019, 16, 456.
28. C. P. Brangwynne, *et al.*, *Science*, 2009, 324, 1729–1732.
29. A. Ianiro, *et al.*, *Nat. Chem.*, 2019, 11, 320–328.
30. S. Alberti and D. Dormann, *Annu. Rev. Genet.*, 2019, 53, 112618.
31. E. Zaccarelli, *J. Phys.: Condens. Matter*, 2007, 19, 323101.
32. T. Gibaud and P. Schurtenberger, *J. Phys.: Condens. Matter*, 2009, 21, 322201.
33. F. Cardinaux, T. Gibaud, A. Stradner and P. Schurtenberger, *Phys. Rev. Lett.*, 2007, 99, 118301.
34. S. Da Vela, M. K. Braun, A. Dör, A. Greco, J. Möller, Z. Fu, F. Zhang and F. Schreiber, *Soft Matter*, 2016, 12, 9334–9341.
35. F. Zhang, *J. Phys.: Condens. Matter*, 2017, 29, 443002.
36. M. Grimaldo, F. Roosen-Runge, F. Zhang, F. Schreiber and T. Seydel, *Q. Rev. Biophys.*, 2019, 52, e7.
37. M. Carballo-Pacheco and B. Strodel, *J. Phys. Chem. B*, 2016, 120, 2991–2999.
