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Abstract—Rich semantic information extraction plays a vital role on next-generation intelligent vehicles. Currently there is a great amount of research focusing on fundamental applications such as 6D pose detection, road scene semantic segmentation, etc. And this provides us a great opportunity to think about how shall these data be organized and exploited.

In this paper we propose road scene graph, a special scene-graph for intelligent vehicles. Different to classical data representation, this graph provides not only object proposals but also their pairwise relationships. By organizing them in a topological graph, these data are explainable, fully-connected, and could be easily processed by GCNs (Graph Convolutional Networks). Here we apply scene graph on roads using our Road Scene Graph dataset[1] including the basic graph prediction model. This work also includes experimental evaluations using the proposed model.

I. INTRODUCTION

The area of self-driving vehicles has been deeply researched and widely developed. However, there is still a great performance gap between human driver and AI systems, this because an experienced human driver can fully utilize rich semantic information from the ego-vehicle. To predict a series of potential risks, like blind intersections, kids rushing out, other vehicles, or even inexperienced drivers on the highway, is still a hard task for automated vehicles. Most of the potential risks are hidden in the semantic and behavior level, and based on driver’s experience/common sense. Fig. 1 illustrates a couple of examples for these kinds of hidden risks, and an explanation given by a human driver.

So far, the application of road semantic information is too simple to predict such hidden risks. Therefore, new scene representations, other than bounding boxes and attention masks, becomes necessary for intelligent vehicles.

Scene graph, as a widely-used structured data representation and computation method, quite powerful in common image understanding area, proposes a better alternative to deal with the complexities of the real world, and it is located between model-based and end-to-end deep network model. As Fig. 2(a) illustrates, in scene graph objects are encoded as nodes; their relationships, such as ”following” and ”waiting”, represented as edges. And Fig. 2(b) shows the relationship between road scene graph and other environment recognition methods. Road scene graph combines bounding box regression and behavior/relationship prediction, so it also benefits from the rapid development of object detection methods and behavior prediction models.
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From the scene structural aspect, traditional methods, such as bounding boxes and segmentation masks, only focus on objects and pay little attention to their relationships, which could be of vital importance for vehicle’s safety. And from the method and algorithm’s point of view, currently many recognition and perception modules are implemented using end-to-end convolutional networks. So the ”detection” and ”inference” parts are actually hidden in a black box. Road scene graph is a explainable ”bridge” between these two modules.

Also, scene graph benefits from the current progress on Graph Convolutional Networks (GCN), and achieves significant advantages in many tasks such as: scene understanding, visual-language navigation, visual-question answering, object detection, and so on. However, most of these areas are about common objects and their relationships. Our research

Fig. 1: Samples of hidden risks, hard to predict by self-driving vehicles, but simple for humans.

Fig. 2: (A) example of Road Scene Graph, (B) relationship with other environment recognition methods.
work applies scene graph methods to intelligent vehicles. We propose here the Road Scene Graph dataset which includes more than 500 real-world driving scenes and their corresponding road scene graphs. Firstly, we use a model-based system to manually annotate and generate a simple road scene graph dataset. Then, this dataset is used to train a GCN to predict scene graph for unknown scenes. This prediction has been used as an assistant for manual data annotating process.

The contributions of this work are summarized as follows:

- We apply the concept of scene graph to the area of intelligent vehicles, and propose a set of criteria for generating road scene graphs.
- We propose Road Scene Graph dataset, which is an intelligent-vehicle-oriented scene graph dataset with more than 500 annotated scenes.
- We propose a set of models to predict missing edges in road scene graph, and then generate such scene graph from object proposal.

This paper is structured as follows: Section II presents related datasets featuring LiDARs, while Section III describes our Road Scene Graph Dataset. Then in Section IV, we propose simple relationship refinement and prediction model as a baseline. Experimental results in Section V showing that the road scene graph could be a perfect structure to organize rich semantic data in driving scenes. Finally, this paper is concluded in Section VI.

II. RELATED WORK

A. Capturing Semantic Relationship Data for Intelligent Vehicles

As Fig. 2(B) illustrates, most environment recognition research for intelligent vehicles were guided by two doctrines. Firstly, many research focusing on more accurate geometry information around ego-vehicle. It starts from simple object detection tasks in early 2000s, to very accurate object detection and 6D Pose estimation [3], [4], [5], semantic, instance and panoptic segmentation masks. And it proposes real-time safety for all detected objects.

Another direction is about semantic reasoning, which focuses on the safety of a little bit longer time, about 5-20 seconds, and the potential risk which could not be percepted by geometry. It starts from simple trajectory prediction and vehicle behavioral analysis[6], [7]. And proves human-like behavior for an intelligent vehicle, and predict potential risk. Also, research [8], [9] are focusing on the scene captioning, and intent explaining. So it brought out more interpretability to intelligent vehicles. Also, many kinds of research and datasets for pedestrian behavior prediction have been released [10], [11], bringing more safety insight for intelligent vehicles.

So, an interesting idea is whether we can design a data structure, which could capture both accurate object detection and rich semantic information. And a powerful and effective method for processing these disparate data sources is to combine them into a graph [12], [13], and using graph neural network [12], [14], [15] to extract potential patterns.

B. Scene Graph Generation and its Application

Among existing research in intelligent vehicles, there are several works using hand-engineering model-based systems, and also a great amount of end-to-end driving models[16], [17], [18], [19]. Both methods archive amazingly good results on behavior and performance. However, when it comes to highly complex semantic information, combinatorial generalization shall be a top priority for an intelligent vehicle to achieve human-like response[13]. And graph-based scene representation is an excellent way to learn this generalization [13], [20].

With the fast development of GCNs (Graph Convolutional Networks) [14], [15] and graph generation models [21], [22], [23] these years, several works are using scene graph to achieve state-of-art performance in a large variety of areas. This includes visual scene understanding tasks, visual-language navigation [24], [25], visual-question answering[26], [27], object detection, etc. There are also papers and datasets for scene-graph generation[28], [29], [30]. However, most of these are about common objects and their relationships[30]. To the best of the authors’ knowledge, we are the first group to apply scene-graph to traffic scenes and corresponding relationships.

C. Rich Semantic Dataset for Intelligent Vehicles

Data plays an important role in state-of-art data-driven research about intelligent vehicles. In the past few years, there are various datasets [1], [31], [32], [33], [34], [35], [36], [37] and driving simulators[2], [38], with an unquestionable impact to research. In Table I, we present some of those datasets which include rich semantic information, such as images, bounding boxes, multiple labels, lanes, etc. Another important dimension is their degree of completeness, this is, whether the dataset considers multiple situations, including rain, snow, fog, daytime, nighttime, and so on. Also, risky scenes are important for intelligent vehicles safety research.

The final goal of our research is to enable intelligent vehicles to recognize, predict, and even avoid potential risks. Currently there are few datasets focusing on this aspect. Although it is possible to simulate accidents using simulators like CARLA[2] and Airsim[38], risky scenes obtained from the real world are necessary. Works such as the Road Hazard Stimuli dataset[31], including about 500 accident/normal scenes taken from YouTube videos with annotations, are of the significant importance.

III. ROAD SCENE GRAPH DATASET

In this work, we introduce our Road Status Graph dataset and how this dataset has been constructed. For common objects and their relationships, there are open datasets such as Visual Genome [30] and VRR-VG [39]. However, when
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\textsuperscript{6}These scenes, and geometry information comes from nuScenes dataset[1] and CARLA Simulator [2].

\textsuperscript{7}Our Road Status Graph dataset will be made available at \url{https://github.com/tianyafu/road-status-graph-dataset}. 
it comes to intelligent vehicles area, the objects and relationships are different from common datasets. We built our own dataset based on previous datasets illustrated in Table I. The objects and their relationships we are modeling are listed in Table III and Table IV.

Road scene graph is a multigraph \( G = (V, E) \), similar to a scene graph, includes two parts. The node set \( V \), where each node \( v_i \in V \) correspond to a feature vector representing objects such as vehicles, pedestrians, traffic lights, obstacle cones, etc. And the edge set \( E \), where each edge, such as vehicle-waitingFor-pedestrian, \( e_i \in E \) is a triplet \( e_i = (v_i, v_j, l_i) \) \( \mid v_i, v_j \in V, l_i \in L \), where \( L \) corresponds to the relationship types set. Edges in \( E \) have two kinds of relationships. The typical relationship are established between two different objects, for example a "vehicle" passing by a "pedestrian". The attribute relationship models self-loop edges, it is used to describe an object’s properties, and gives extra flexibility to our road scene graph.

Figure 3 illustrates simple examples of our road scene graph dataset. These samples comes from both CARLA simulator[2] and nuScenes [1], nuScenes provides a richer variety of driving scenes. CARLA allows to create configurable and flexible scenes, allowing researchers to generate condition-specific scenarios for better evaluation.

Table III lists some basic properties of the road scene graph dataset. nuScenes only provides short scenes (20 seconds each), thus we also publish some scenes from CARLA simulator, to give a long-time status graph sample.

**TABLE II: Data property for road scene graph dataset**

| Data Source | Scene Amounts | Others |
|-------------|---------------|--------|
| nuScenes    | 500 scenes, 20 seconds each | More complex scenes with more objects & relationships |
| CARLA       | 5 for validation | 4 of 5 mins and 1 of 20 mins |

Table III lists the potential kinds of relationships in road scene graph dataset. And Table IV is for the objects and corresponding attributes in this dataset.

8The bottom sample comes from nuScenes, scene-1100, 5.5s (sample 11) Please refer to this scene for its video context information.
9Relationships marked with a star "*" means they can be detected in CARLA with our implemented classifier, please refer to Section V.

IV. ROAD SCENE GRAPH PREDICTION NETWORK

In this section, we propose 3 basic graph generation models for baseline evaluation. Each model is designed for a specific task:

1) Road scene graph refinement network (RSGRN): randomly delete \( k \) edges in the graph, and the task is to predict those deleted edges.

![Image](image-url)
TABLE III: Objects and relationships in road scene graph dataset

| Human     | Vehicle         | Obstacle                  | Traffic-sign |
|-----------|-----------------|----------------------------|--------------|
| Human     | Group*          | Behind*                   | waiting-ts*  |
|           |                 | on-lane*                  |              |
|           |                 | waiting-for-cr            |              |
|           |                 | May-intersect             |              |
| Vehicle   | (cyclist)       | Group*                    | passing      |
|           |                 | Same-lane*                | by*          |
|           |                 | Following*                |              |
|           |                 | Approaching*              |              |
|           |                 | Waiting-for-cr            | stop-by-ts*  |
|           |                 | Overtaking                | react-by-ts* |
| Obstacle  | –               | Group*                    | behind       |
| Traffic-sign | –            | –                           | –            |

TABLE IV: Objects and attributes in road scene graph dataset

| Obstacle          | Vehicle (cyclist) | Obstacle (Barrier, debris, etc.) | Traffic-sign |
|-------------------|-------------------|----------------------------------|--------------|
| Stop Moving       | Go-straight       | On-lane                          | –            |
| near-crossroad    | Acceleration      | –                                |              |
| near-lane         | Slow-down         |                                  |              |
|                   | Parking           |                                  |              |
|                   | turn-left         |                                  |              |
|                   | turn-right        |                                  |              |
|                   | intersection-pass |                                  |              |
|                   | left/right-lane-branch |                              |              |
|                   | left/right-lane-changing |                            |              |
|                   | u-turn            |                                  |              |

2) Next graph prediction using graph VGAE (NGPGV): given road scene graph in time $t$, predict the graph for $t+1$.

3) Next graph prediction using graph VGAE and bird’s-eye view (NGPGVEB): similar to task (2), but adding CNN encoded bird’s-eye view to represent obstacles, roads, and lanes.

For these tasks, our model, shown in Fig. 4, uses variational graph auto encoder (VGAE) and is based on the works from Simonovsky et al.[21] and Kipf et al.[40]. The model proposed in [21] is effective for generating small graphs (Graph size $k \leq 39$).

In our model, the graph $G = \langle A, E, F \rangle$ is represented by three components: adjacency matrix $A$, edge embedding tensor $E$ and node embedding vector $F$. The nodes in $F$ are manually defined: $v_i = (l_{hi}, x_i, y_i, v_{xi}, v_{yi}, a_{xi}, a_{yi}, y, p, r)$, where $l_{hi}$ represents the one-hot label of node’s type, position ($x_i$, $y_i$), velocity ($v_{xi}$, $v_{yi}$), acceleration ($a_{xi}$, $a_{yi}$), and heading angles (yaw $y$, pitch $p$, and roll $r$). Our model includes four submodels: Gated pooling, Feed-forward Encoder, GCN Decoder and fast graph matching algorithm.

The feed-forward pooling is based on [41]. The edge-conditioned convolution is formalized as follows:

$$X^l(i) = \frac{1}{|\mathcal{N}(i)|} \sum_{j \in \mathcal{N}(i)} F^l(L(j, i); \omega^l)X^{l-1}(j) + b^l$$  \hspace{1cm} (1)

We used a global gated pooling, based on [42], instead of adding pooling between each layer because the size of the road scene graph is limited.

**V. IMPLEMENTATION AND EXPERIMENT**

In this section, we describe how we setup and annotate the dataset. And then, we apply our graph generative model on road scene graph dataset to present graph refinement and graph generalization. Figure 5 propose some selected samples of road scene graph in nuScenes dataset.

**A. Data Setup**

1) Data planning: As Table 3 illustrates, there are several self-driving scene datasets with accurate geometry and rich semantic information. Among these datasets, nuScenes[1] dataset proposes significantly more annotations and object classes. Also, one major problem for the graph generative model is the non-unique node representation. And nuScenes dataset solved this problem by giving every entity an ID. So our research benefits from this measure, which is designed for better object tracking.
2) **Scene annotation**: The first step of our research is the GUI data annotator, illustrated in Fig. 6. This program enables experienced drivers to annotate, create, and evaluate road scene graph from nuScenes and CARLA recorded data.

Another important question is: Which relationship is most important for road scene graph? For the relationships, we distribute questionnaires, along with the first 50 scenes from CARLA, to 5 drivers. And collect relationships that appear more 3 times, as Table III illustrates. "Group" relationship is a special case, which was added for better and faster annotation. And for the attributes, we borrow the concept of the common relationship from research [43]. So our dataset will be compatible with their dataset.

3) **Annotation statistics**: Here we brought up some statistics about our road scene graph dataset. First of all, edge and attribute distribution of scene graph illustrate in Fig. 7. For relationship, the top 3 common relationships are: InGroup, PassingBy, Behind; So all of them are kinds of spatial-related relationships. And for attributes, the top 3 is Parking, TurnLeft, Obstacle On Roadside; As the vehicle parking at
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**Fig. 5**: Sample scenes in our dataset, front camera image (left), bird’s-eye view (middle) and annotated scene graph (right).

**Fig. 6**: Our data annotator for road scene graph dataset.
roadside are the most common objects in nuScenes Dataset.

Then, to propose a more intuitive impression of this dataset, here we find out the top 5 $k = 5$ most common graph motifs among the dataset, as Fig. 8 illustrates. These motifs are an excellent indicator of the high-frequency patterns in the dataset. The top of it is a vehicle with a bunch of walkers nearby. And the fourth one is a vehicle and several walkers waiting for traffic lights. Which is quite a common pattern in the dataset.

Fig. 7: Edge and attribute distribution in our dataset.

Then, to propose a more intuitive impression of this dataset, here we find out the top 5 $k = 5$ most common graph motifs among the dataset, as Fig. 8 illustrates. These motifs are an excellent indicator of the high-frequency patterns in the dataset. The top of it is a vehicle with a bunch of walkers nearby. And the fourth one is a vehicle and several walkers waiting for traffic lights. Which is quite a common pattern in the dataset.

Fig. 8: The most common motifs in road scene graph dataset, corresponding to the most common object combinations among the dataset.

B. GCN Based road scene graph prediction network

Here we propose the detail and performance of our graph refinement & generation network. As currently, the size of our dataset is not sufficient to train a perfect graph generation network. We firstly implement a set of object pairwise relationship detector (for example, "following" detector) in CARLA. As Fig. III in Section III illustrates, these detectors could only detect the star-marked relationship. And then, we use these datasets to construct a mini-road-scene-graph dataset in CARLA for pretraining. Then, we use nuScenes road scene graph to fine-tune the network. Which is very similar to our second task NGPGV (Next graph prediction using graph VGAE ). Here we propose the performance of our model. We adopted the scene-wise recall evaluation metrics $R@k$ ($R@5$, $R@15$, $R@25$) from [22].

Comparing to the similar graph generation tasks in common objects and relationships dataset [23], [5], [22]. Our graph generation model proposes a state-of-the-art performance in accuracy. And in the graph refinement task, our model also proposes a good accuracy. However, compared to the original road scene graph generation model (NGPGV), after we integrate image encoding inside the dataset. The performance obviously decreases by about 10 percent. It means currently our dataset cannot propose enough data for grounding objects into the image. Future research will be focusing on enlarging the dataset.

VI. CONCLUSION

In this paper, we propose road scene graph, which is a special scene graph which mainly focusing on intelligent vehicle’s application. And it is initial research which applies topological graph-based data representation to intelligent vehicle. The main contribution of this paper is:

- We firstly apply scene graph related methods on intelligent vehicle related areas. And proposed graph generative model to train this graph-based scene representation for road scenes.
- To train our model, we propose a scene graph dataset for driving scenes, which is different from current common-relationship oriented scene graph dataset.
- Then, we propose a set of models for generating the road scene graph. These generation model could significantly benefit the data annotation process. And proposing baseling model for further application like risk scene detection and scene captioning.

A. Future works

Future work will be focusing on two aspects: Current data amount is not sufficient for very complex semantic inference. Also, mainstream driving datasets include no risk/accident scene. So we would like to enlarge the dataset to about 1000 scenes, and adding an accident road scene graph from the Road Hazardous Stimuli dataset [31] in 2021.

In the application aspect, future research will be focusing on scene captioning and risk scene classification. Which is a well-developed technique for a common-relationship scene graph.
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| Model  | R@5 | R@15 | R@25 |
|--------|-----|------|------|
| RSGRN  | 42.50 | 77.00 | 85.25 |
| NGPGV  | 25.50 | 39.75 | 54.75 |
| NGPGVEB | 13.50 | 35.75 | 26.75 |

TABLE V: Performance on different models applied on specific tasks
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