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Abstract. The aim of this paper is to develop a constraint algorithm for singular classical field theories in the framework of $k$-cosymplectic geometry. Since these field theories are singular, we need to introduce the notion of $k$-precosymplectic structure, which is a generalization of the $k$-cosymplectic structure. Next $k$-precosymplectic Hamiltonian systems are introduced in order to describe singular field theories, both in Lagrangian and Hamiltonian formalisms. Finally, we develop a constraint algorithm in order to find a submanifold where the existence of solutions of the field equations is ensured. The case of affine Lagrangians is studied as a relevant example.

1. Introduction. Many theories in modern physics can be formulated using the tools of differential geometry. The natural framework for autonomous Hamiltonian mechanical systems is symplectic geometry [1], whereas its nonautonomous counterpart can be nicely described using cosymplectic or contact geometry [6, 1]. These two formulations admit straightforward generalizations to first order classical field theory using $k$-symplectic and $k$-cosymplectic structures, which are the generalization to field theories of the autonomous and nonautonomous cases in mechanics [3, 22, 15]. A more general framework for classical field theories can be built up by using multisymplectic geometry (see [27] and references therein; see also [26] for an analysis of the relationship among these formulations).

Singular systems are important because of their role in modern physics, in mechanics and especially in field theory. In fact, some of the most important physical theories are singular; for instance, Maxwell’s theory of electromagnetism, general relativity, string theory and, in general, all gauge theories. The main problem of singular theories is the failure of usual existence and uniqueness theorems for the solutions of the differential equations which describe them. This problem is usually solved by finding a submanifold of the phase space manifold of the system where the existence of solutions is ensured. This can be done by applying the so-called constraint algorithms.

2010 Mathematics Subject Classification. Primary: 70H45; Secondary: 35R01, 53C15, 53D99, 70G45, 70S05.

Key words and phrases. $k$-cosymplectic manifold, $k$-precosymplectic manifold, constraint algorithm, singular field theories, Hamiltonian formalism, Lagrangian formalism, affine Lagrangian.

* Corresponding author: Xavier Gràcia.
P.G. Bergmann and P.A.M. Dirac were the first to develop a constraint algorithm to solve the problem for the Hamiltonian formalism of singular mechanics [2, 8]. These works were written using a local coordinate language and they were later generalized to other situations (see, for instance, [4, 28, 29]). Many people worked in the geometric version of this algorithm, both for the Hamiltonian and Lagrangian formalisms. Some of the most relevant contributions in this way are [10, 11, 12, 23, 24, 30], which dealt with several geometric formulations of autonomous mechanics. This was later generalized to nonautonomous systems [7, 18, 13]. These constraint algorithms were adapted to singular field theories in the multisymplectic [17, 19] and the $k$-symplectic [14] frameworks.

The $k$-symplectic formulation, in a certain sense, corresponds to autonomous mechanics. The non-autonomous analogue of it, namely, field theories where the Lagrangian or the Hamiltonian functions depend on the coordinates of the base manifold, is provided by the $k$-cosymplectic formulation. The aim of this article is to complete this program by developing a constraint algorithm for singular field theories in the framework of $k$-cosymplectic geometry. Since these field theories are singular, we need to introduce the notion of $k$-precosymplectic structure, which is a generalization of the $k$-cosymplectic structure, and also define $k$-precosymplectic Hamiltonian systems. Then we will develop a constraint algorithm, similar to those mentioned above, in order to find a constraint submanifold where the existence of solutions to the field equations is ensured.

The paper is organized as follows: Section 2 is devoted to review several preliminary concepts. In particular, first we introduce $k$-vector fields and their integral sections, and next we review the main features about $k$-cosymplectic geometry. In Section 3, $k$-precosymplectic manifolds are introduced; they are the model of the phase spaces for $k$-cosymplectic field theories described by singular Lagrangians. We define the concept of a $k$-precosymplectic manifold, we introduce Darboux co-ordinates in these manifolds, and we prove the existence of Reeb vector fields for them and discuss conditions for their uniqueness. These structures are used in Section 4 to present the $k$-cosymplectic formulation of nonautonomous classical field theory, both in the Lagrangian and the Hamiltonian formalisms. Section 5 is devoted to present the constraint algorithm for $k$-precosymplectic field theories, which is a generalization of the algorithm for $k$-presymplectic field theories developed in [14]. Finally, in Section 6 some examples are discussed: first, the Lagrangian and Hamiltonian formalisms for the case of affine Lagrangians in general (including a particular model) and second, a simple model derived from the vibrating string, both in the Lagrangian and Hamiltonian formalisms.

Throughout the paper all the manifolds and mappings are assumed to be smooth. Sum over crossed repeated indices is understood.

2. Preliminaries: $k$-cosymplectic geometry. In this section we review the notions of $k$-vector field and its integral sections, as well as some general concepts on $k$-cosymplectic geometry. Some references on these topics are [22, 20, 21].

2.1. $k$-vector fields and integral sections. Let $M$ be an $m$-dimensional smooth manifold and its tangent bundle $\tau: TM \to M$. The tangent bundle of $k^1$-velocities is defined as the Whitney sum $T^1_kM = TM \oplus_M \cdots \oplus_M TM$, with the canonical projection $\tau^k: T^1_kM \to M$. 
Definition 2.1. A $k$-vector field $\mathcal{X}$ on $M$ is a section of the projection $\tau^k$. We denote by $\mathcal{X}^k(M)$ the set of all $k$-vector fields on $M$.

Notice that using the diagram

\[
\begin{array}{c}
\mathcal{X} \\
\downarrow^+ \downarrow^+ \\
\tau^k \\
\downarrow \\
\mathcal{X}_\alpha \\
\downarrow \\
TM
\end{array}
\]

every $k$-vector field $\mathcal{X}$ can be decomposed as $\mathcal{X} = (X_1, \ldots, X_k)$, where $X_\alpha \in \mathcal{X}(M)$.

Definition 2.2. Let $\mathcal{X} = (X_1, \ldots, X_k)$ be a $k$-vector field on $M$. An integral section of $\mathcal{X}$ passing through $p \in M$ is a map $\varphi: U \subset \mathbb{R}^k \to M$, with $0 \in U$, and such that

1. $\varphi(0) = p$,
2. $T_x \varphi \left( \frac{\partial}{\partial x^\alpha} \bigg|_x \right) = X_\alpha(\varphi(x))$, for every $x \in U$, for all $1 \leq \alpha \leq k$, and where $\{x^\alpha\}$ are the canonical coordinates in $\mathbb{R}^k$.

2.2. $k$-cosymplectic geometry.

Definition 2.3. Let $M$ be a manifold of dimension $m = k(n+1) + n$. A $k$-cosymplectic structure on $M$ is a family $(\eta^\alpha, \omega^\alpha, V; 1 \leq \alpha \leq k)$, where each $\eta^\alpha$ is a closed 1-form, each $\omega^\alpha$ is a closed 2-form and $V$ is an integrable $nk$-dimensional distribution on $M$ satisfying

1. $\eta^1 \wedge \cdots \wedge \eta^k \neq 0$, $\eta^\alpha \big|_V = 0$, $\omega^\alpha \big|_{V \times V} = 0$,
2. $\left( \bigcap_{\alpha=1}^k \ker \eta^\alpha \right) \cap \left( \bigcap_{\alpha=1}^k \ker \omega^\alpha \right) = \{0\}$, $\dim \left( \bigcap_{\alpha=1}^k \ker \omega^\alpha \right) = k$.

Then, $(M, \eta^\alpha, \omega^\alpha, V)$ is said to be a $k$-cosymplectic manifold.

In particular, if $k = 1$, then $\dim M = 2n + 1$ and $(\eta^1, \omega^1)$ is a cosymplectic structure on $M$.

Definition 2.4. Let $(M, \eta^\alpha, \omega^\alpha, V)$ be a $k$-cosymplectic manifold. Then there exists a family of $k$ vector fields $\{R_\alpha\}$, which are called Reeb vector fields, characterized by the following conditions

\[ i_{R_\alpha} \eta^\beta = \delta^\beta_\alpha, \quad i_{R_\alpha} \omega^\beta = 0. \]  

(1)

Theorem 2.5 (Darboux theorem for $k$-cosymplectic manifolds). Let $(M, \eta^\alpha, \omega^\alpha, V)$ be a $k$-cosymplectic manifold. Then around each point of $M$ there exist local coordinates $(x^\alpha, y^i, y_\alpha^i)$ with $1 \leq \alpha \leq k, 1 \leq i \leq n$ such that

\[ \eta^\alpha = dx^\alpha, \quad \omega^\alpha = dy^i \land dy_\alpha^i, \quad V = \left\langle \frac{\partial}{\partial y_i^1}, \ldots, \frac{\partial}{\partial y_i^n} \right\rangle_{1 \leq i \leq n}. \]

These are the so-called Darboux or canonical coordinates of the $k$-cosymplectic manifold $M$.

Proof. The proof of this theorem can be found in [20].
Given a $k$-cosymplectic manifold $(M, \eta^\alpha, \omega^\alpha, V)$, we can define two vector bundle morphisms

$$\tilde{\varphi}: T^1_k M \longrightarrow (T^1_k)^* M$$

$$\varphi: \mathcal{X} \longrightarrow (i_{X^\alpha} \omega^1 + (i_{X^\alpha} \eta^1), \ldots, i_{X^\alpha} \omega^k + (i_{X^\alpha} \eta^k))$$

and

$$\varphi: T^1_k M \longrightarrow T^* M$$

$$\mathcal{X} \longrightarrow i_{X^\alpha} \omega^\alpha + (i_{X^\alpha} \eta^\alpha)$$

**Remark 1.** Notice that $\varphi = \text{tr}(\tilde{\varphi})$, and hence in the case $k = 1$ we have that $\varphi = \tilde{\varphi}$ which is the $\varphi$ morphism defined for cosymplectic manifolds.

Taking Darboux coordinates, the Reeb vector fields are

$$\mathcal{R}_\alpha = \frac{\partial}{\partial x^\alpha}.$$ 

### 2.3. Trivial $k$-cosymplectic manifolds

A trivial example of $k$-cosymplectic manifold is provided by the cartesian product of the euclidean space $\mathbb{R}^k$ with a $k$-symplectic manifold. Remember that a $k$-symplectic manifold is an $(n(k + 1))$-dimensional differentiable manifold $N$ endowed with a $k$-symplectic structure, that is, a family $(\omega^1, \ldots, \omega^k, \mathcal{V})$, where $\mathcal{V}$ is an $nk$-dimensional integrable distribution in $N$ and $\omega^1, \ldots, \omega^k$ are closed differentiable 2-forms in $N$ satisfying that:

$$\omega^\alpha|_{\mathcal{V} \times \mathcal{V}} = 0, (1 \leq \alpha \leq k), \text{ and } \bigcap_{\alpha=1}^{k} \ker \omega^\alpha = \{0\}.$$ 

Then, using the canonical projections

$$\pi_{\mathbb{R}^k}: \mathbb{R}^k \times N \longrightarrow \mathbb{R}^k, \quad \pi_N: \mathbb{R}^k \times N \longrightarrow N$$

we can define differential forms

$$\eta^\alpha = \pi_{\mathbb{R}^k}^*(dx^\alpha), \quad \omega^\alpha = \pi_N^* \omega^\alpha,$$

and the distribution $\mathcal{V}$ in $N$ defines a distribution $V$ in $M = \mathbb{R}^k \times N$ in a natural way. All conditions given in Definition 2.3 are satisfied, and hence $M = \mathbb{R}^k \times N$ endowed with the $k$-cosymplectic structure $(\eta^\alpha, \omega^\alpha, V)$ is a $k$-cosymplectic manifold.

Then, the simplest model of $k$-cosymplectic manifold is the so called **stable cotangent bundle of $k^1$-covelocities** of an $n$-dimensional manifold $Q$, denoted as $\mathbb{R}^k \times (T^1_k)^* Q$, where $(T^1_k)^* Q$ is the Whitney sum of $k$ copies of the cotangent bundle of $Q$, i.e. $(T^1_k)^* Q = T^* Q \oplus (T^1_Q)^* \oplus \cdots \oplus (T^1_Q)^* (T^* Q)$ (compare with the definition of the tangent bundle of $k^1$-velocities). Thus, the elements of $\mathbb{R}^k \times (T^1_k)^* Q$ are of the form $(x, \nu_1, \ldots, \nu_k)$ where $x \in \mathbb{R}^k$, $q \in Q$ and $\nu_\alpha \in T^*_q Q$ where $1 \leq \alpha \leq k$.

In the following diagram we collect the projections we use from now on:

![Diagram](image-url)
Definition 3.1. Let $k$-cosymplectic manifold of dimension $k + n(k + 1)$, which has the structure of a vector bundle over $Q$ with the projection $(\pi_Q)_1$.

On $\mathbb{R}^k \times (T^1_k)^*Q$ we can define a family of canonical forms:

$$\eta^\alpha = (\pi_1^\alpha)^*dx, \quad \theta^\alpha = (\pi_2^\alpha)^*\theta, \quad \omega^\alpha = (\pi_2^\alpha)^*\omega,$$

with $1 \leq \alpha \leq k$, being $\pi_1^\alpha : \mathbb{R}^k \times (T^1_k)^*Q \rightarrow \mathbb{R}$ and $\pi_2^\alpha : \mathbb{R}^k \times (T^1_k)^*Q \rightarrow T^*Q$ the projections defined by

$$\pi_1^\alpha(x, \nu_{1_q}, \ldots, \nu_{k_q}) = x^\alpha, \quad \pi_2^\alpha(x, \nu_{1_q}, \ldots, \nu_{k_q}) = \nu^\alpha_{q\alpha},$$

and $\theta$ and $\omega$ are the canonical Liouville and symplectic forms on $T^*Q$, respectively. Observe that, since $\omega = -d\theta$, then $\omega^\alpha = -d\theta^\alpha$.

If we consider a local coordinate system $(x^\alpha, q^i, \rho^\alpha)$ on $\mathbb{R}^k \times (T^1_k)^*Q$, the canonical forms $\eta^\alpha$, $\theta^\alpha$ and $\omega^\alpha$ have the following local expressions:

$$\eta^\alpha = dx^\alpha, \quad \theta^\alpha = \rho^\alpha dq^i, \quad \omega^\alpha = dq^i \wedge dp^\alpha_i.$$

Moreover, let $V = \ker T(\pi_Q)_{1,0}$. In local coordinates, the forms $\eta^\alpha$ and $\omega^\alpha$ are closed, and the following relations hold:

1. $dx^1 \wedge \cdots \wedge dx^k \neq 0, \quad dx^\alpha|_V = 0, \quad \omega^\alpha|_V = 0,$
2. $\left(\bigcap_{\alpha=1}^k \ker dx^\alpha\right) \cap \left(\bigcap_{\alpha=1}^k \ker \omega^\alpha\right) = \{0\}, \quad \dim \left(\bigcap_{\alpha=1}^k \ker \omega^\alpha\right) = k.$

Remark 2. Notice that the canonical forms on $(T^1_k)^*Q$ and $\mathbb{R}^k \times (T^1_k)^*Q$ are $(\pi_2^\alpha)^*$-related.

3. $k$-precosymplectic manifolds. In the same way as $k$-presymplectic manifolds generalize $k$-symplectic manifolds, $k$-precosymplectic manifolds are a generalization of $k$-cosymplectic manifolds when some degeneracy is accepted in the 2-forms of the structure.

Definition 3.1. Let $M$ be a differentiable manifold of dimension $k(n + 1) + n - \ell$ (with $1 \leq \ell \leq nk$). A $k$-precosymplectic structure in $M$ is a family $(\eta^\alpha, \Omega^\alpha, V)$, $1 \leq \alpha \leq k$, where $\eta^\alpha$ are closed 1-forms in $M$, $\omega^\alpha$ are closed 2-forms in $M$ such that rank $\omega^\alpha = 2r_\alpha$, with $1 \leq r_\alpha \leq n$, and $V$ is an integrable $nk$-dimensional distribution in $M$ satisfying that:

1. $\eta^1 \wedge \cdots \wedge \eta^k \neq 0, \quad \eta^\alpha|_V = 0, \quad \omega^\alpha|_V = 0,$
2. $\dim \left(\bigcap_{\alpha=1}^k \ker \omega^\alpha_p\right) \geq k$ (for every $p \in M$).

A manifold $M$ endowed with a $k$-precosymplectic structure is said to be a $k$-precosymplectic manifold.
In particular, if \( k = 1 \), then \( \dim M = 2n + 1 - \ell \) and \((M, \eta^1, \omega^1)\) is a precosymplectic manifold as is defined in [16], and the so-called gauge distribution is given by \( \ker \omega^1 \cap \ker \eta^1 \).

**Example** As in the regular case, a simple example of \( k\)-precosymplectic manifold can be constructed from a \( k\)-presymplectic manifold. Recall that a \( k\)-**presymplectic manifold** is a family \((P, \varpi^\alpha, \mathcal{V})\) where \( \varpi^\alpha \) are closed 2-forms in \( P \) and \( \mathcal{V} \) is a \( nk\)-dimensional integrable distribution satisfying \( \varpi^\alpha\big|_{\mathcal{V}\times\mathcal{V}} = 0 \) for every \( 1 \leq \alpha \leq k \).

Now we are going to prove their existence in the singular case, although they will not be unique.

Under these hypothesis, the product manifold \( \mathbb{R}^k \times P \) is a \( k\)-precosymplectic manifold taking \( \eta^\alpha = \tau^* dt^\alpha \) where \( t^\alpha \) are the canonical coordinates in \( \mathbb{R}^k \) and \( \tau \) is the canonical projection \( \mathbb{R}^k \times P \xrightarrow{\tau} \mathbb{R}^k \) and \( \omega^\alpha = \pi^* \varpi^\alpha \) where \( \pi \) is the canonical projection \( \mathbb{R}^k \times P \xrightarrow{\pi} P \). In the description of the algorithm, we will ask our manifolds to be of this type in order to have the problem well defined.

In Definition 3.1 we have imposed the condition of the existence of a distribution \( V \) because it is precisely the existence of this distribution what ensures the existence of Darboux coordinates in the regular case. It is still an open problem to characterize the conditions for their existence in the singular case. However, from now on we will assume the existence of Darboux coordinates around every point (as it happens, for instance, in the previous example). In more detail, let \( M \) be a \( k\)-cosymplectic manifold such that \( \text{rank} \omega^\alpha = 2r_\alpha \), with \( 1 \leq r_\alpha \leq n \) and \( d = kn - \sum_{\alpha=1}^k r_\alpha - \ell \); around every point \( p \in M \), we assume the existence of a local chart of coordinates

\[
(U_p; x^\alpha, y^i, \psi^i_\alpha, z^j) \quad ; \quad 1 \leq \alpha \leq k \; , \; 1 \leq i \leq n \; , \; i_\alpha \in I_\alpha \subseteq \{1, \ldots, n\} \; , \; 1 \leq j \leq d ,
\]

such that

\[
\eta^\alpha|_{U_p} = dx^\alpha , \quad \omega^\alpha|_{U_p} = dy^{i_\alpha} \wedge d\psi^i_\alpha , \quad V|_{U_p} = \left\langle \frac{\partial}{\partial y^{i_\alpha}}, \frac{\partial}{\partial z^j} \right\rangle , \quad \left[ \bigcap_{\alpha=1}^k \ker \eta^\alpha \right] \cap \left[ \bigcap_{\alpha=1}^k \ker \omega^\alpha \right] |_{U_p} = \left\langle \frac{\partial}{\partial z^j} \right\rangle .
\]

To discuss Hamilton’s equations we will need the Reeb vector fields \( R_\alpha \), defined by Eq. (1). We already mentioned that they are unique in the \( k\)-cosymplectic case. Now we are going to prove their existence in the singular case, although they will not be unique.

**Proposition 1.** Given a \( k\)-precosymplectic manifold \((M, \omega^\alpha, \eta^\alpha, V)\) with Darboux charts, there exists a family \( Y_1, \ldots, Y_k \in \mathfrak{X}(M) \) of vector fields satisfying

\[
\begin{cases}
\iota_{Y_\alpha} \omega^\beta = 0 , \\
\iota_{Y_\alpha} \eta^\beta = \delta^\beta_\alpha .
\end{cases}
\]

**Proof.** Consider a partition of unity \( \{(U_\lambda, \psi_\lambda)\}_{\lambda \in \Lambda} \) on \( M \) such that on every \( U_\lambda \) we have Darboux coordinates \( \{x^\alpha_\lambda, y^i_\lambda, \psi^i_\lambda, \varphi^j_\lambda\} \). Consider now the local vector fields

\[
Y_\alpha^\lambda = \frac{\partial}{\partial x^\alpha_\lambda} .
\]

These vector fields satisfy

\[
\begin{cases}
\iota_{Y^\alpha_\lambda} \omega^\beta = 0 , \\
\iota_{Y^\alpha_\lambda} \eta^\beta = \delta^\beta_\alpha .
\end{cases}
\]
on $U_{\lambda}$. Using these vector fields, we can define global vector fields

$$\bar{Y}_{\alpha}^\lambda(p) = \begin{cases} \psi_{\lambda}(p)Y_{\alpha}^\lambda(p) & \text{if } p \in U_{\lambda}, \\ 0 & \text{if } p \notin U_{\lambda}. \end{cases}$$

With these global vector fields we can construct global vector fields $Y_{\alpha} = \sum_{\lambda \in \Lambda} \bar{Y}_{\alpha}^\lambda$ which satisfy

$$\begin{cases} i_{Y_{\alpha}} \omega^\beta = 0, \\ i_{Y_{\alpha}} \eta^\beta = \delta^\beta_{\alpha}, \end{cases}$$

for every $\alpha, \beta = 1, \ldots, k$. \hfill $\square$

The vector fields provided by this proposition are not necessarily unique. In fact, the Reeb vector fields can be written in Darboux coordinates as

$$R_{\alpha} = \frac{\partial}{\partial x^\alpha} + D_j^\alpha \frac{\partial}{\partial z^j}$$

for arbitrary coefficients $D_j^\alpha$.

Remark 3. Nevertheless, sometimes one can impose some extra conditions that determine the Reeb vector fields uniquely. Consider for instance the situation where the $k$-precosymplectic manifold $M$ is of the type $\mathbb{R}^k \times P$, where $P$ is a $k$-presymplectic manifold.

The canonical vector fields $\frac{\partial}{\partial x^\alpha}$ of $\mathbb{R}^k$ can be lifted canonically to vector fields on the product $\mathbb{R}^k \times P$. These vector fields are denoted also by $\frac{\partial}{\partial x^\alpha}$ and are a family of Reeb vector fields of the $k$-precosymplectic manifold $\mathbb{R}^k \times M$.

4. $k$-cosymplectic formulation of nonautonomous field theories. The $k$-cosymplectic formulation allows to describe field theories where the Lagrangian or the Hamiltonian functions depend explicitly on the coordinates of the basis (space-time coordinates or similar). Therefore it is a generalization of the $k$-symplectic formulation, where these coordinates do not appear explicitly [22]. It is also the generalization of the standard cosymplectic formalism for non-autonomous mechanics [6].

Next we review the main features of the Lagrangian and Hamiltonian formalisms in this formulation (see [22, 20, 21, 25] for details).

4.1. $k$-cosymplectic Hamiltonian formalism.

Definition 4.1. Let $(M, \omega^\alpha, \eta^\alpha, V)$ be a $k$-cosymplectic manifold and let $\gamma \in \Omega^1(M)$ be a closed 1-form on $M$, which will be called the Hamiltonian 1-form. The family $(M, \omega^\alpha, \eta^\alpha, V, \gamma)$ is a $k$-cosymplectic Hamiltonian system.

A $k$-vector field $\mathcal{X} = (X_1, \ldots, X_k) \in \mathfrak{X}^k(M)$ is said to be a $k$-cosymplectic Hamiltonian $k$-vector field if it is solution to the system of equations

$$\begin{cases} i_{X_{\alpha}} \omega^\alpha = \gamma - \gamma(R_{\alpha})\eta^\alpha \\ i_{X_{\beta}} \eta^\alpha = \delta^\alpha_{\beta}. \end{cases} \quad (2)$$

We use the notation $\mathcal{X} \in \mathfrak{X}^k_h(M)$.

Notice that when $k = 1$ we recover the equation of motion for a cosymplectic Hamiltonian system [7, 18].

As $\gamma$ is a closed 1-form, by Poincaré’s Lemma there exists a local function $h$ such that $\gamma = dh$. 


Using the $\flat$ morphism defined in the previous sections, we can write equations (2) as

\[
\begin{aligned}
\psi(X) &= \gamma + (1 - \gamma(R_\alpha))\eta^\alpha \\
\iota_{X^\alpha} \eta^\alpha &= \delta^\alpha_{\beta}.
\end{aligned}
\] (3)

Consider an arbitrary $k$-vector field $X = (X_\alpha) \in \mathfrak{X}^k(M)$, which in a canonical chart is expressed as

\[
X_\alpha = (A_\alpha)^\beta \frac{\partial}{\partial x^\beta} + (B_\alpha)^i \frac{\partial}{\partial q^i} + (C_\alpha)^\beta \frac{\partial}{\partial p_i^\beta}, \quad 1 \leq \alpha \leq k.
\]

Imposing equations (2), we get the conditions

\[
\begin{aligned}
(A_\alpha)^\beta &= \delta^\beta_{\alpha}, \\
\frac{\partial h}{\partial q^i} &= (B_\alpha)^i, \\
\frac{\partial h}{\partial p_i^\beta} &= - \sum_{\beta=1}^{k} (C_\beta)^\beta_i,
\end{aligned}
\] (4)

where $1 \leq i \leq m$ and $1 \leq \alpha \leq k$. Notice that these conditions do not depend on the choice of the Reeb vector fields. However, we need the Reeb vector fields to write the system of equations (2). In remark 3 we discussed how to choose a family of Reeb vector fields.

If $\psi : \mathbb{R}^k \to \mathbb{R}^k \times (T^*_k Q)^*$ locally given by $\psi(x) = (\psi^\alpha(x), \psi^\alpha(x), \psi^\alpha(x))$, is an integral section of $X$, then, from (4), we obtain that $\psi$ is a solution to the Hamiltonian field equations

\[
\frac{\partial h}{\partial q^i} = \sum_{\alpha=1}^{k} \frac{\partial \psi^\alpha_i(x)}{\partial x^\alpha}, \quad \frac{\partial h}{\partial p_i^\beta} = \frac{\partial \psi^\beta_i(x)}{\partial x^\alpha}.
\]

4.2. $k$-cosymplectic Lagrangian formalism. Consider the tangent bundle of $k$-velocities $T^*_k Q$, with coordinates $(q^i, v^i\alpha)$. For a vector $X_q$ at $Q$, its vertical $\alpha$-lift $(X_q)^\alpha$ is defined as the vector on $T^*_k Q$ given by

\[
(X_q)^\alpha(v_1q, \ldots, v_kq) = \frac{d}{ds}((v_1q, \ldots, v_{\alpha-1}q, v\alphaq, + sX_q, v_{\alpha+1}q, \ldots, v_kq)|_{s=0},
\]

where $(v_1q, \ldots, v_kq) \in T^*_k Q$. In local coordinates, if $X_q = a^i \frac{\partial}{\partial q^i}|_q$, then $(X_q)^\alpha = a^i \frac{\partial}{\partial v^i\alpha}|_q$.

The canonical $k$-tangent structure on $T^*_k Q$ is the set $(J^1, \ldots, J^k)$ of tensor fields of type $(1, 1)$ defined by

\[
J^\alpha(v)(Z_q) = (T_v \tau^Q(Z_q))^\alpha
\]

for every $Z_q \in T_v(T^*_k Q)$, $v = (v_1q, \ldots, v_kq) \in T^*_k Q$.

In local coordinates we have that $J^\alpha = \frac{\partial}{\partial v^i\alpha} \otimes dq^i$.

Furthermore, we have the Liouville vector fields $\Delta_\alpha \in \mathcal{X}(T^*_k Q)$, which are the infinitesimal generators of the flows

\[
\begin{array}{c}\mathbb{R} \times T^*_k Q \rightarrow T^*_k Q \\
(s, (v_1q, \ldots, v_kq)) \rightarrow (v_1q, \ldots, v_{\alpha-1}q, e^s v_{\alpha q}, v_{\alpha+1}q, \ldots, v_kq)
\end{array}
\]

We denote $\Delta = \sum_\alpha \Delta_\alpha$. In local coordinates $\Delta_\alpha = \sum_i v^i\alpha \frac{\partial}{\partial v^i\alpha}$.
Consider now the phase space $\mathbb{R}^k \times T^1_kQ$. The canonical structures $J^\alpha$ and the Liouville vector fields $\Delta_\alpha$ can be trivially extended from $T^1_kQ$ to $\mathbb{R}^k \times T^1_kQ$, and are denoted also by $J^\alpha$ and $\Delta_\alpha$. If $(x^\alpha, q^i, v^i_\alpha)$ are the natural coordinates in $\mathbb{R}^k \times T^1_kQ$, their local expressions are the same as above. Using them, we can define:

**Definition 4.2.** A $k$-vector field $\mathcal{X} \in \mathfrak{X}(\mathbb{R}^k \times T^1_kQ)$ is a *second order partial differential equation* (sopde) if it satisfies the following conditions:

1. $J^\alpha (X_\alpha) = \Delta_\alpha$ for $\alpha$ fixed, with $1 \leq \alpha \leq k$;
2. $i_{X_\alpha} \eta^\alpha = \delta^\alpha_\beta$ for every $1 \leq \alpha, \beta \leq k$.

The local expression of a sopde $\mathcal{X} = (X_1, \ldots, X_k)$ is

$$X_\alpha = \frac{\partial}{\partial x^\alpha} + v^i_\alpha \frac{\partial}{\partial q^i} + (X_\alpha)_j^i \frac{\partial}{\partial v^i_j}.$$  \hspace{1cm} (5)

**Definition 4.3.** Let $\phi: \mathbb{R}^k \to Q$, the first prolongation $\phi^{[1]}$ of $\phi$ is the map

$$\phi^{[1]}: \mathbb{R}^k \to \mathbb{R}^k \times T^1_kQ$$

$$x \mapsto (x, j_0^1 \phi(x)) \equiv \left( x, T_x \phi \left( \frac{\partial}{\partial x^1} \bigg|_x \right), \ldots, T_x \phi \left( \frac{\partial}{\partial x^k} \bigg|_x \right) \right).$$

The section $\phi^{[1]}$ is said to be a holonomic section. In coordinates

$$\phi^{[1]}(x^1, \ldots, x^k) = \left( x^1, \ldots, x^k, \phi(x), \frac{\partial \phi^i}{\partial x^\alpha}(x) \right).$$

**Proposition 2.** If $\mathcal{X} = (X_1, \ldots, X_k)$ is an integrable sopde, then a map $\psi: \mathbb{R}^k \to \mathbb{R}^k \times T^1_kQ$, given by $\psi(x) = (\psi^\alpha(x), \psi^i(x), \psi^i_\alpha(x))$, is an integral section of $(X_1, \ldots, X_k)$ if, and only if,

$$\psi^\alpha(x) = x^\alpha, \quad \psi^i_\alpha(x) = \frac{\partial \phi^i}{\partial x^\alpha}(x), \quad \frac{\partial^2 \psi^i_\alpha}{\partial x^\alpha \partial x^\beta}(x) = (X_\alpha)_j^i(\psi(x)).$$  \hspace{1cm} (6)

In this case, $\psi$ is a holonomic section.

Observe that if $\mathcal{X} = (X_1, \ldots, X_k)$ is integrable, from (6) we deduce that $(X_\alpha)_j^i = (X_\alpha)_j^i$.

A Lagrangian function is a function $L: \mathbb{R}^k \times T^1_kQ \to \mathbb{R}$. From it one can define a family of 1-forms $\theta^1_L, \ldots, \theta^k_L \in \Omega^1(\mathbb{R}^k \times T^1_kQ)$ as

$$\theta^p_L = dL \circ J^\alpha,$$

and from these 1-forms one can define the so-called Poincaré–Cartan 2-forms

$$\omega^\alpha_L = -d\theta^\alpha_L.$$

These forms, together with the vertical tangent distribution $V = \ker T (\pi_{\mathbb{R}^k})_{1,0}$, define a $k$-cosymplectic structure $(dx^\alpha, \omega^\alpha_L, V)$ on $\mathbb{R}^k \times T^1_kQ$.

**Definition 4.4.** Let $L$ be a Lagrangian function on $\mathbb{R}^k \times T^1_kQ$. We say that $L$ is a *regular Lagrangian* if, for every $1 \leq \alpha, \beta \leq k$ and every $p \in \mathbb{R}^k \times T^1_kQ$, the matrix

$$\left( \frac{\partial^2 L}{\partial v^i_{\alpha} \partial v^j_{\beta}} \right)_{1 \leq i \leq n, 1 \leq j \leq n} (p)$$

is invertible. Otherwise, $L$ is a singular Lagrangian.

**Proposition 3.** A Lagrangian function $L: \mathbb{R}^k \times T^1_kQ \to \mathbb{R}$ is regular if and only if $(dx^\alpha, \omega^\alpha_L, V)$ is a $k$-cosymplectic structure on $\mathbb{R}^k \times T^1_kQ$. 

Proof. Taking coordinates, it is easy to see that the forms $\omega^\alpha_L$ are nondegenerate if and only if the matrix

$$
\begin{pmatrix}
\frac{\partial^2 L}{\partial v^i \partial v^j}
\end{pmatrix}_{1 \leq i, j \leq n} (p)
$$

is invertible for every $1 \leq \alpha, \beta \leq k$ and every $p \in \mathbb{R}^k \times T^1_k Q$. \hfill \Box

**Definition 4.5.** We say that a $k$-vector field $\mathcal{X}$ of $\mathbb{R}^k \times T^1_k Q$ is a $k$-cosymplectic Lagrangian $k$-vector field if it is a solution to equations

$$
\begin{align*}
ix \omega^\alpha_L &= dE_L + \frac{\partial L}{\partial x^\alpha} \, dx^\alpha, \\
ix \delta^\alpha_L &= \delta^\alpha_\beta, 
\end{align*}
$$

(7)

where $E_L = \Delta(L) - L$. We denote by $\mathcal{X}_k^L(\mathbb{R}^k \times T^1_k Q)$ the set of all $k$-cosymplectic Lagrangian $k$-vector fields.

Equations (7) are called $k$-cosymplectic Lagrangian equations.

Notice that if $L$ is regular, then $(dx^\alpha, \omega^\alpha_L, V)$ is a $k$-cosymplectic structure on $\mathbb{R}^k \times T^1_k Q$. We denote by $\mathcal{R}^L_\alpha$ the corresponding Reeb vector fields. Hence, if we write the $k$-cosymplectic Hamilton equations for the system $(\mathbb{R}^k \times T^1_k Q, dx^\alpha, \omega^\alpha_L, L)$ we get

$$
\begin{align*}
ix \omega^\alpha_L &= dE_L - \mathcal{R}^L_\alpha(E_L) \, dx^\alpha, \\
ix \delta^\alpha_L &= \delta^\alpha_\beta, 
\end{align*}
$$

(8)

which are equivalent to (7).

If $\mathcal{X}$ is an integrable SOPDE which is a solution to (8), then its integral sections are solutions to the Euler-Lagrange equations for $L$

$$
\sum_{\alpha=1}^k \left( \frac{\partial^2 L}{\partial x^\alpha \partial v^\alpha} + \frac{\partial^2 L}{\partial \psi^j \partial v^\alpha} \frac{\partial \psi^j}{\partial x^\alpha} + \frac{\partial^2 L}{\partial v^\alpha \partial v^\alpha} \frac{\partial^2 \psi^j}{\partial x^\alpha \partial x^\beta} \right) = \frac{\partial L}{\partial q^\beta}.
$$

We saw in the Hamiltonian framework that the Reeb vector fields appear in the equations but do not appear in the solutions. In the Lagrangian framework one can go a step further and write the system of equations (8) without the Reeb vector fields \cite{5}. Consider the following Poincaré–Cartan 1-forms:

$$
\Theta^L_\alpha = \theta^L_\alpha + (\delta^\alpha_\beta L - \Delta^\alpha_\beta(L)) \, dt^\beta,
$$

where $\Delta^\alpha_\beta = v^j_\beta \frac{\partial}{\partial v^\alpha}$. Defining $\Omega^L_\alpha = -d\Theta^L_\alpha$, the system of equations (8) can be written as

$$
\begin{align*}
ix \theta^L_\alpha &= (k - 1) \, dL, \\
ix \delta^\alpha_L &= \delta^\alpha_\beta,
\end{align*}
$$

which is equivalent to (7). To our knowledge, this rewriting without Reeb vector fields cannot be done in the Hamiltonian framework.

### 4.3. The Legendre map.

Given a Lagrangian $L: \mathbb{R}^k \times T^1_k Q \to \mathbb{R}$ the Legendre map $\mathcal{F}L: \mathbb{R}^k \times T^1_k Q \to \mathbb{R}^k \times (T^1_k) ^* Q$ is defined as follows:

$$
\mathcal{F}L(t, v_1, \ldots, v_k) = (t, \ldots, [\mathcal{F}L(t, v_1, \ldots, v_k)]^\alpha, \ldots),
$$

where

$$
[\mathcal{F}L(t, v_1, \ldots, v_k)]^\alpha(u_q) = \frac{d}{ds} \bigg|_{s=0} \left. L \left( t, v_1, \ldots, v_\alpha, + su_q, \ldots, v_k \right) \right; u_q \in T_q Q.
$$
It is locally given by
\[ \mathcal{F}L : (t^\alpha, q^i, v_\alpha^i) \mapsto \left( t^\alpha, q^i, \frac{\partial L}{\partial v_\alpha^i} \right). \]

Let us observe that the Lagrangian forms can also be defined as \( \theta_L^\alpha = \mathcal{F}L^* \theta^\alpha \) and \( \omega_L^\alpha = \mathcal{F}L^* \omega^\alpha. \)

The Lagrangian function \( L \) is regular if, and only if, the corresponding Legendre map \( \mathcal{F}L \) is a local diffeomorphism. In the particular case that \( \mathcal{F}L \) is a global diffeomorphism, \( L \) is said to be a **hyperregular Lagrangian**.

A singular Lagrangian \( L \) is called **almost-regular** if \( \mathcal{P} := \mathcal{F}L(T^*_k Q) \) is a closed submanifold of \( \mathbb{R}^k \times (T^*_k Q) \), the Legendre map \( \mathcal{F}L \) is a submersion onto its image, and the fibres \( \mathcal{F}L^{-1}(\mathcal{F}L(v)) \), for every \( v \in \mathbb{R}^k \times T^*_k Q \), are connected submanifolds of \( \mathbb{R}^k \times T^*_k Q \). In this last case, there exists a Hamiltonian formalism associated with the original Lagrangian system, which is developed on the submanifold \( \mathcal{P} \).

**Remark 4.** If \( L \) is regular, \( (dt^\alpha, \omega_L^\alpha, V) \) is a \( k \)-cosymplectic structure on \( \mathbb{R}^k \times T^*_k Q \), where \( V = \ker T\pi_{\mathbb{R}^k \times Q} \) is the vertical distribution of the vector bundle \( \pi_{\mathbb{R}^k \times Q} : \mathbb{R}^k \times T^*_k Q \to \mathbb{R}^k \times Q \). If \( L \) is almost-regular, then \( \mathcal{P} \) is a \( k \)-precosymplectic manifold with the \( k \)-precosymplectic structure inherited from the above one.

### 5. Constraint algorithm for \( k \)-precosymplectic field theories

In this section we generalize the algorithm developed in [14] for \( k \)-presymplectic field theories to the case of \( k \)-precosymplectic field theories.

We are going to consider \( k \)-precosymplectic manifolds \( M = \mathbb{R}^k \times P \) where \( P \) is a \( k \)-presymplectic manifold. These manifolds have Darboux coordinates and we also have uniquely determined a collection of Reeb vector fields \( \mathcal{R}_1, \ldots, \mathcal{R}_k \). These cases are the most usual appearing in the applications of the \( k \)-symplectic and \( k \)-cosymplectic formulation in classical field theories and applied mathematics.

In the same way as for \( k \)-cosymplectic field theories, we define:

**Definition 5.1.** A **\( k \)-precosymplectic Hamiltonian system** is given by a family \( (M, \omega^\alpha, \eta^\alpha, V, \gamma) \), where \( (M, \omega^\alpha, \eta^\alpha, V) \) is a \( k \)-precosymplectic manifold where \( M = \mathbb{R}^k \times P \) and \( P \) is a \( k \)-presymplectic manifold and \( \gamma \in \Omega^1(M) \) is a closed 1-form called the **Hamiltonian 1-form**. Since \( \gamma \) is closed, by Poincaré’s Lemma, \( \gamma = dh \) for some \( h \in C^\infty(U), U \subset M \), which is called a **local Hamiltonian function**.

A \( k \)-vector field \( X = (X_1, \ldots, X_k) \in \mathfrak{X}^k(M) \) is said to be a **\( k \)-precosymplectic Hamiltonian \( k \)-vector field** if it is a solution to the system of equations
\[
\begin{align*}
\{ i_{X_\alpha} \omega^\alpha &= \gamma - \gamma(\mathcal{R}_\alpha) \eta^\alpha, \\
\{ i_{X_\alpha} \eta^\beta &= \delta^\beta_\alpha,
\end{align*}
\]

The solutions to the field equations defined by the \( k \)-precosymplectic Hamiltonian system \( (M, \omega^\alpha, \eta^\alpha, V, \gamma) \) are the integral sections of these \( k \)-precosymplectic Hamiltonian \( k \)-vector fields.

**Remark 5.** Notice that in the case \( k = 1 \), we recover the case of singular non-autonomous mechanics studied in [7]. In that case, the Poincaré–Cartan 2-form is widely used in the development of the constraint algorithm.

We want an algorithm that allows us to find a submanifold \( N \hookrightarrow M \) where the system of equations (2) has solutions tangent to \( N \). In order to find this submanifold
we develop an algorithm which introduces some constraints in every step that provides us a sequence of submanifolds

\[ \cdots \leftrightarrow M_j \leftrightarrow \cdots \leftrightarrow M_2 \leftrightarrow M_1 \leftrightarrow M \]

which in favorable cases will end in the **final constraint submanifold** \( N \). Notice that this manifold may be a union of isolated points (dim \( N = 0 \)) or be empty. These cases have no interest for us, we are only interested in cases where we have a final constraint submanifold of dimension greater than 0.

**Theorem 5.2.** Consider a \( k \)-precosymplectic Hamiltonian system \((M, \omega^\alpha, \eta^\alpha, V, \gamma)\), a submanifold \( C \hookrightarrow M \) and a \( k \)-vector field \( X : C \to (T^1_k)_pC \) such that \( X_p \in (T^1_k)_pC \) for every \( p \in C \). Under this setting, the following two conditions are equivalent:

1. There exists a final constraint submanifold of dimension greater than 0.

2. For every \( p \in C \), there exists \( Z_p = (Z_\alpha)_p \in (T^1_k)_pC \) such that, if \( \tilde{\gamma}_p = \gamma_p + \sum \eta^\alpha_p \), then

\[
 i_{Z_\alpha} \omega^\alpha = \gamma - \gamma(\mathcal{R}_\alpha) \eta^\alpha, \\
 i_{Z_\alpha} \eta^\beta = \delta^\beta_\alpha.
\]

**Proof.** Consider the \( k \)-vector field \( Z_p = X_p \in (T^1_k)_pC \). It is clear that \( i_{Z_\alpha} \eta^\beta_p = \delta^\beta_\alpha \) for every \( p \in C \) and that

\[
 b(Z_p) = i_{Z_\alpha} \omega^\alpha_p + (i_{Z_\alpha} \eta^\alpha_p) \eta^\alpha_p = \tilde{\gamma}_p = \tilde{\gamma}_p + \sum \eta^\alpha_p.
\]

Conversely, let us suppose that for every \( p \in C \), there exists \( Z_p \in (T^1_k)_pC \) such that \( i_{Z_\alpha} \eta^\beta_p = \delta^\beta_\alpha \) and \( b(Z_p) = \tilde{\gamma}_p = \tilde{\gamma}_p + \sum \eta^\alpha_p \). Let \( p \in C \). We consider a Darboux chart \( (U, \{x^\alpha, y^j, y^i_{\alpha}, z^j \}) \) around \( p \) and hence,

\[
 \eta^\alpha = dx^\alpha, \\
 \omega^\alpha = \sum_{i \in I_\alpha} dy^i \wedge dy^i, \\
 \gamma = \frac{\partial h}{\partial y^i} dy^i + \frac{\partial h}{\partial y^i_{\alpha}} dy^i_{\alpha} + \frac{\partial h}{\partial x^\alpha} dx^\alpha + \frac{\partial h}{\partial z^j} dz^j.
\]

In these Darboux coordinates, \( \tilde{\gamma} = \gamma - \gamma(\mathcal{R}_\alpha) \eta^\alpha \) is

\[
 \tilde{\gamma} = \frac{\partial h}{\partial y^i} dq^i + \frac{\partial h}{\partial y^i_{\alpha}} dy^i_{\alpha} + \frac{\partial h}{\partial z^j} dz^j.
\]

From now on, we will omit the point \( p \) everywhere in order to simplify the notation. We write our \( k \)-vector \( Z \) in coordinates:

\[
 Z_\alpha = A^\beta_\alpha \frac{\partial}{\partial x^\beta} + B^i_\alpha \frac{\partial}{\partial y^i} + C^\beta_{\alpha i} \frac{\partial}{\partial y^i_{\alpha}} + D^i_\alpha \frac{\partial}{\partial z^j}.
\]
Now let us compute its image by the morphism \( \flat \):
\[
\flat(Z) = \sum_{\alpha} i_{Z_\alpha} \omega^\alpha + (i_{Z_\alpha} \eta^\alpha) \theta^\alpha
\]
\[
= \sum_{\alpha} \sum_{i \in I_\alpha} i_{Z_\alpha} (dy^i \wedge dx^\alpha) + \sum_{\alpha} (i_{Z_\alpha} dx^\alpha) dx^\alpha
\]
\[
= \sum_{\alpha} \sum_{i \in I_\alpha} (i_{Z_\alpha} dy^i) dy^i - \sum_{\alpha} \sum_{i \in I_\alpha} dy^i (i_{Z_\alpha} dy^i) + \sum_{\alpha} (i_{Z_\alpha} dx^\alpha) dx^\alpha
\]
\[
= \sum_{\alpha} \sum_{i \in I_\alpha} B_\alpha^i dy^i - \sum_{\alpha} \sum_{i \in I_\alpha} C_\alpha^i dy^i + \sum_{\alpha} A_\alpha^i dx^\alpha.
\]
Comparing this expression with
\[
\sum_{\alpha} \eta^\alpha + \bar{\gamma} = \sum_{\alpha} dx^\alpha + \frac{\partial h}{\partial y^i} dy^i + \frac{\partial h}{\partial y^i} dy^i + \frac{\partial h}{\partial z^j} dz^j,
\]
we get the following conditions on \( Z \):
\[
A_\alpha^i = 1, \quad \frac{\partial h}{\partial z^j} = 0, \quad \frac{\partial h}{\partial y^i} = - \sum_{\alpha \text{ such that } i \in I_\alpha} C_\alpha^i, \quad \frac{\partial h}{\partial y^i} = B_\alpha^i.
\]
Furthermore, we know by hypothesis that \( A_\alpha^i = \delta_\alpha^i. \) The second condition \( \frac{\partial h}{\partial z^j} = 0 \) is a compatibility condition of the Hamilton equations in the \( k \)-precosymplectic case. It can be stated in the following way: the Hamiltonian function cannot depend on the so-called gauge variables \( z^j. \) The third and fourth equations, along with the condition \( A_\alpha^i = \delta_\alpha^i, \) are equivalent to the system of equations (9) when written in coordinates (see equation (4)). This concludes the proof.

Using the previous theorem we can give a description of the constraint algorithm. First of all, we must restrict ourselves to the points such that \( \gamma \left( \frac{\partial}{\partial z^j} \right) = 0, \forall j, \) because it is a compatibility condition of the system. The \( j \)-ary constraint submanifold \( M_j \subset M_{j-1} \) is defined as
\[
M_j = \{ p \in M_{j-1} \mid \exists Z = (Z_\alpha) \in (T^1 \alpha)M_{j-1} \text{ such that } \flat(Z) = \bar{\gamma} + \sum_{\alpha} \eta^\alpha \text{ and } i_{Z_\alpha} \eta^\alpha = \delta_\alpha^j \},
\]
where \( M_0 = M. \)

**Definition 5.3.** Let \( C \rightarrow M \) be a submanifold of a \( k \)-precosymplectic manifold \( M. \) The \( k \)-precosymplectic orthogonal complement of \( C \) is the annihilator \( TC^\perp = (\flat ((T^1 \kappa)C \cap DC)) \) where \( DC \) is the set of all \( k \)-vectors \( Z_p = (Z_\alpha)_p \) on \( C \) such that \( i_{Z_\alpha} \eta^\alpha = \delta_\alpha^j. \)

With this definition and Theorem 5.2 we can give an alternative characterization of the constraints submanifolds:
\[
M_j = \{ p \in M_{j-1} \mid \bar{\gamma}_p + \sum_{\alpha} \eta^\alpha_p \in ((TM_{j-1})\perp)^0 \}.
\]
Although this allows us to effectively compute the constraints at every step of the algorithm, an alternative and equivalent way to compute the constraint submanifolds given by the \( k \)-precosymplectic constraint algorithm, which is much more operational, is the following:

(i) Obtain a local basis \( \{ Z_1, \ldots, Z_r \} \) of \( (TM)^\perp \).
(ii) Use Theorem 5.2 to obtain a set of independent constraint functions
\[ f_\mu = i_{Z_\mu} (\gamma + \sum_\alpha \eta^\alpha), \] (10)
which define the submanifold \( M_1 \hookrightarrow M \).

(iii) Compute solutions \( \mathcal{X} = (X_\alpha) \) to equations (2).

(iv) Impose the tangency condition of \( X_1, \ldots, X_k \) on \( M_1 \).

(v) Iterate item (iv) until no new constraints appear.

If this iterative procedure ends in a submanifold \( M_l \) with nonzero dimension, then we can ensure the existence of global solutions to equations (2) on this submanifold \( M_l \).

Remark 6. The constraint algorithm works, in particular, for a singular Lagrangian field theory \( (\mathbb{R}^k \times T^1_k Q, \omega_\alpha^\mu, dx^\alpha, L) \), and for its associated Hamiltonian formalism on \( \mathcal{P} \). Nevertheless, in the case of the Lagrangian formalism, the problem of finding SOPDE multivector fields which are solutions to the field equations is not considered in this algorithm. These SOPDE multivector fields can be obtained, in some cases, by fixing some arbitrary functions in the general solution to the field equations on the final constraint submanifold \( M_f \). However, in general, looking for SOPDE multivector fields solution leads to new constraints which define a new submanifold \( M'_f \hookrightarrow M_f \); hence, the tangency condition may originate more constraints and, in the best of cases, we obtain a new final constraint submanifold \( S_f' \hookrightarrow M_f' \) where there are SOPDE multivector fields solutions tangent to \( S_f' \). In the examples analyzed in Section 6.1 we give some insights on how to proceed in these cases (see, for instance, [18] for a deep study of these topics in singular mechanics). Nevertheless a rigorous intrinsic characterization of all of these additional “SOPDE constraints” in field theories is still an open problem.

Finally, notice that we can treat \( k \)-presymplectic field theories as a particular case of \( k \)-precosymplectic field theories. In this case, we do not have the 1-forms \( \eta^\alpha \) and we recover the \( k \)-presymplectic algorithm described in [14].

6. Examples.

6.1. Affine Lagrangians. In classical field theory affine Lagrangians are used to describe some relevant models in Physics such as, for instance, the so-called Einstein–Palatini (or metric-affine) approach to gravitation, and Dirac fermion fields [9], among others.

Consider \( \pi_{\mathbb{R}^k} : \mathbb{R}^k \times Q \to \mathbb{R}^k \) as the configuration bundle of a field theory and its associated phase space bundle of \( k \)-velocities \( \tilde{\tau}_1 : \mathbb{R}^k \times T^1_k Q \to \mathbb{R}^k \), with coordinates \( (x^\alpha, q^j, v^\alpha_j) \). In this phase space we consider an affine Lagrangian, that is, a Lagrangian function \( L \in C^\infty (\mathbb{R}^k \times T^1_k Q) \) affine in the fibre coordinates \( v^\alpha_j \):
\[ L(x^\alpha, q^j, v^\alpha_j) = f^\mu_j (x^\alpha, q^j) v^\mu_j + g(x^\alpha, q^j). \] (11)

Obviously such a Lagrangian is singular.

Remark 7. An affine Lagrangian can be alternatively defined from a 2-semibasic \( k \)-form \( \zeta \) on \( \mathbb{R}^k \times Q \). From it a Lagrangian \( L_\zeta \in C^\infty (\mathbb{R}^k \times T^1_k Q) \) is determined by the equality
\[ L_\zeta (x, j^0_\phi \xi) \omega_x := [\phi^* \zeta] (x), \]
where \( \phi \) is any section of \( \mathbb{R}^k \times Q \to \mathbb{R}^k \) and \( \omega = d^k x \) is the volume form of \( \mathbb{R}^k \). This function is well defined and its local expression is that of an affine Lagrangian.
Lagrangian formalism. Now let us reproduce the calculations given in Section 4.2 for an affine Lagrangian. We have
\[
E_L = \Delta(L) - L = -g(x^\alpha, q^\nu) \in C^\infty(\mathbb{R}^k \times T^1_k Q),
\]
\[
\omega^a_L = -\left(\frac{\partial f^a_k}{\partial x^\mu} dx^\mu + \frac{\partial f^a_k}{\partial q^l} dq^l\right) \wedge dq^k \in \Omega^2(\mathbb{R}^k \times T^1_k Q),
\]
and we have a k-p precosymplectic structure \((\omega^a_L, dx^\alpha, V)\) in \(\mathbb{R}^k \times T^1_k Q\) where \((x^\alpha)\) are the coordinates of \(\mathbb{R}^k\), \(V = \left\langle \frac{\partial}{\partial q^\mu} \right\rangle\) and where the Reeb vector fields, determined by the procedure in remark 3, are \(R_k = \frac{\partial}{\partial x^\alpha}\). Then, the constraint algorithm continues by demanding again the tangency condition for the vector fields \(X\) happens, then the constraint algorithm follows by demanding the tangency condition for the vector fields \(X\). Observe also that, in any case, in these vector fields, \(X\) are undetermined. If we look for semi-holonomic k-vector fields \(X\), it implies that \(F^k_{\nu} = v^k_{\nu}\) in (12). Then, equations (13) hold identically, meanwhile equations (14) read
\[
\frac{\partial g}{\partial q^l} - \frac{\partial f^a_j}{\partial x^\alpha} \left(\frac{\partial f^a_i}{\partial q^l} - \frac{\partial f^a_j}{\partial q^l}\right) = 0,
\]
which are constraints. Then the tangency condition for the vector fields
\[
X_{\nu} = \frac{\partial}{\partial x^\nu} + v^l_{\nu} \frac{\partial}{\partial q^l} + G^l_{\nu \alpha} \frac{\partial}{\partial v^l_{\alpha}},
\]
leads to
\[
\frac{\partial g}{\partial q^l} - \frac{\partial f^a_j}{\partial x^\alpha} + G^l_{\nu \alpha} \left(\frac{\partial f^a_i}{\partial q^l} - \frac{\partial f^a_j}{\partial q^l}\right) = 0,
\]
which allows us to determine (partially) the functions \(G^k_{\nu \alpha}\), and, eventually, gives raise to constraints functions, depending on the rank of the matrix \(\left(\frac{\partial f^a_i}{\partial q^l} - \frac{\partial f^a_j}{\partial q^l}\right)\). In this last case, the constraint algorithm continues by demanding again the tangency condition.
Hamiltonian formalism. Let \( \pi_1 : \mathbb{R}^k \times (T^1_k)Q \to \mathbb{R}^k \) be the phase space bundle of \( k \)-momenta. The Legendre map \( \mathcal{F}L : \mathbb{R}^k \times T^*_k Q \to \mathbb{R}^k \times (T^1_k)^* Q \) associated to the Lagrangian \( L \) is

\[
x^\mu \circ \mathcal{F}L = x^\mu , \quad q^i \circ \mathcal{F}L = q^i , \quad p^i_\mu \circ \mathcal{F}L = \frac{\partial L}{\partial v^i_\mu} = f^i_\mu(x^\alpha , q^i) .
\]

Observe that \( \mathcal{P} = \mathcal{F}L(\mathbb{R}^k \times T^*_k Q) \) is defined by the constraints \( p^i_\mu = f^i_\mu(x^\alpha , q^i) \); hence it is the image of a section \( \xi : \mathbb{R}^k \times Q \to \mathbb{R}^k \times (T^1_k)^* Q \) of the projection \( (\pi_Q)(1,0) : \mathbb{R}^k \times (T^1_k)^* Q \to \mathbb{R}^k \times Q \), and then it can be identified in a natural way with \( \mathbb{R}^k \times Q \). Therefore, as \( \xi \circ \tau_1 \) is a surjective submersion with connected fibres, then so is \( \mathcal{F}L_0 : \mathbb{R}^k \times T^1_k Q \to \mathcal{P} \) (the restriction of \( \mathcal{F}L \) onto its image \( \mathcal{P} \)), since \( \mathcal{F}L_0 = \xi \circ \tau_1 \). In conclusion, affine Lagrangians are almost regular Lagrangians and thus \( \mathcal{P} \) is an embedded submanifold of \( \mathbb{R}^k \times (T^1_k)^* Q \), which is diffeomorphic to \( \mathbb{R}^k \times Q \).

Therefore we can introduce

\[
\begin{align*}
h & = -g(x^\alpha , q^i) \in C^\infty(\mathcal{P}) , \\
\omega^\alpha & = -\left(\frac{\partial f^\alpha_k}{\partial x^\mu} \, dx^\mu + \frac{\partial f^\alpha_\mu}{\partial q^i} \, dq^i\right) \wedge dq^k \in \Omega^2(\mathcal{P}) ,
\end{align*}
\]

such that \( \mathcal{F}L_0^\alpha E_L = h \) and \( \mathcal{F}L_0^\alpha \omega^\alpha_L = \omega^\alpha \). As above, \( \eta^\alpha = dx^\alpha \) and the Reeb vector fields are \( R_\alpha = \frac{\partial}{\partial x^\alpha} \). Then

\[
dh - R_\alpha(h) \, dx^\mu = dh - \frac{\partial h}{\partial x^\alpha} \, dx^\mu = -\frac{\partial g}{\partial x^\alpha} \, dx^\mu - \frac{\partial g}{\partial q^i} \, dq^i + \frac{\partial g}{\partial x^\mu} \, dx^\mu = -\frac{\partial g}{\partial q^i} \, dq^i \in \Omega^1(\mathcal{P}) ,
\]

and, for a \( k \)-vector field \( X = (X_1, \ldots, X_k) \in \mathfrak{X}(\mathcal{P}) \) satisfying the second group of equations (2), we have that

\[
X_\alpha = \frac{\partial}{\partial x^\alpha} + F^l_\alpha \frac{\partial}{\partial q^l} \in \mathfrak{X}(\mathcal{P}) ,
\]

thus

\[
i_{X_\alpha} \omega^\alpha = F^l_\alpha \frac{\partial f^\alpha_l}{\partial x^\mu} \, dx^\mu - \frac{\partial f^\alpha_l}{\partial x^\alpha} \, dq^l ,
\]

and the first group of equations (2) leads to

\[
F^l_\nu \frac{\partial f^\nu_l}{\partial x^\mu} = 0 , \quad \frac{\partial g}{\partial q^i} - \frac{\partial f^\alpha_j}{\partial x^\alpha} = -F^l_\alpha \left(\frac{\partial f^\alpha_l}{\partial q^i} - \frac{\partial f^\alpha_l}{\partial q^j}\right) .
\]

As in the Lagrangian formalism, this system of (linear) equations allows us to determine (partially) the component functions \( F^l_\alpha \) and, eventually, could give constraints functions (depending on the rank of the matrices involved). If this last situation happens, then the constraint algorithm follows by demanding the tangency condition for the vector fields \( X_\alpha \).

6.2. A simple affine Lagrangian model.

Lagrangian formalism. As a particular example we consider the model studied in [19], which has \( \mathbb{R}^2 \times Q = \mathbb{R}^2 \times \mathbb{R}^2 \) as configuration manifold, with coordinates \( (x^1, x^2 ; q^1, q^2) \). The Lagrangian formalism takes place in \( \mathbb{R}^2 \times \oplus^2 TQ \), with coordinates \( (x^1, x^2, q^1, q^2, v^1_1, v^1_2, v^2_1, v^2_2) \), and the Lagrangian is given by

\[
L = x^2(q^1 v^1_2 + q^2 v^2_2) + q^1 q^2 ;
\]
that is, the functions in Eq. (11) are
\[ f_1^1 = 0, \quad f_1^2 = x^2 q^1, \quad f_1^3 = 0, \quad f_2^2 = x^2 q^2, \quad g = q^1 q^2. \]
Since the Lagrangian is affine the energy is simply
\[ E_L = -q^1 q^2, \]
and then
\[ dE_L + \frac{\partial L}{\partial x^\mu} dx^\mu = -q^2 dq^1 - q^1 dq^2 + (q^1 v_2^1 + q^2 v_2^2) dx^2. \]
We have the forms
\[ \eta^1 = dx^1, \quad \eta^2 = dx^2; \quad \omega_L^1 = 0, \quad \omega_L^2 = -q^1 dx^2 \land dq^1 - q^2 dx^2 \land dq^2, \]
and the Reeb vector fields
\[ R_1 = \frac{\partial}{\partial x^1}, \quad R_2 = \frac{\partial}{\partial x^2}. \]
A generic 2-vector field \( X = (X_1, X_2) \in \mathcal{X}^2(\mathbb{R}^2 \times \oplus^2 TQ) \) satisfying the second group of equations (7) has the form
\[
X_1 = \frac{\partial}{\partial x^1} + F_1^1 \frac{\partial}{\partial q^1} + F_2^1 \frac{\partial}{\partial q^2} + G_1^1 \frac{\partial}{\partial v_1^1} + G_1^2 \frac{\partial}{\partial v_1^2} + G_2^1 \frac{\partial}{\partial v_2^1} + G_2^2 \frac{\partial}{\partial v_2^2}, \\
X_2 = \frac{\partial}{\partial x^2} + F_1^2 \frac{\partial}{\partial q^1} + F_2^2 \frac{\partial}{\partial q^2} + G_2^1 \frac{\partial}{\partial v_1^1} + G_2^2 \frac{\partial}{\partial v_2^1} + G_3^1 \frac{\partial}{\partial v_1^2} + G_3^2 \frac{\partial}{\partial v_2^2};
\]
thus
\[ i_{X_1} \omega_L^1 = i_{X_2} \omega_L^2 = (F_1^1 q^1 + F_2^2 q^2) dx^2 - q^1 dq^1 - q^2 dq^2, \]
and conditions (13) and (14) read
\[ (v_2^1 - F_1^1) q^1 + (v_2^2 - F_2^2) q^2 = 0, \quad q^1 - q^2 = 0. \] (16)
The constraint \( \zeta_1 = q^1 - q^2 \) defines the submanifold \( S_1 \rightarrow \mathbb{R}^2 \times \oplus^2 TQ \). Next, the tangency conditions on this submanifold lead to
\[ X_1(\zeta_1) = F_1^1 - F_2^1 = 0, \quad X_2(\zeta_1) = F_2^1 - F_2^2 = 0 \quad (\text{on } S_1), \] (17)
which, together with the first equation in (16), determine that \( F_1^1 = F_2^1 \) and \( F_1^2 = F_2^2 = \frac{1}{2} (v_2^1 + v_2^2) \) (on \( S_1 \)).

If we look for semi-holonomic \( k \)-vector fields \( X \), we have that \( F_1^1 = v_1^1, \ F_2^1 = v_2^1, \ F_1^2 = v_1^2, \ F_2^2 = v_2^2 \); then the first equation in (16) holds identically and the tangency conditions (17) give two new constraints
\[ \zeta_2 \equiv X_1(\zeta_1) = v_1^1 - v_1^2 = 0, \quad \zeta_3 \equiv X_2(\zeta_1) = v_2^1 - v_2^2 = 0 \quad (\text{on } S_1), \]
which define the submanifold \( S_2 \rightarrow S_1 \rightarrow \mathbb{R}^2 \times \oplus^2 TQ \). Finally, the tangency conditions for these constraints lead to the relations
\[ X_1(\zeta_2) = G_1^1 - G_1^2 = 0, \quad X_2(\zeta_2) = G_2^1 - G_2^2 = 0 \quad (\text{on } S_2); \]
\[ X_1(\zeta_3) = G_1^2 - G_2^2 = 0, \quad X_2(\zeta_3) = G_1^1 - G_2^1 = 0 \quad (\text{on } S_2), \]
and, taking \( (x^1, x^2, q^1, v_1^1, v_2^1) \) as coordinates in \( S_2 \), the final solution is
\[
X_1 \bigg|_{S_2} = \frac{\partial}{\partial x^1} + v_1^1 \frac{\partial}{\partial q^1} + G_1^1 \frac{\partial}{\partial v_1^1} + G_2^2 \frac{\partial}{\partial v_2^2}, \\
X_2 \bigg|_{S_2} = \frac{\partial}{\partial x^2} + v_1^1 \frac{\partial}{\partial q^1} + G_1^2 \frac{\partial}{\partial v_1^2} + G_2^1 \frac{\partial}{\partial v_2^1}.
\]
Hamiltonian formalism. The Hamiltonian formalism takes place in $\mathbb{R}^2 \times \odot^2 T^*Q$ which is endowed with local charts of coordinates $(x^1, x^2, y^1, y^2, p^1_1, p^1_2, p^2_1, p^2_2)$. The Legendre map $\mathcal{F}: \mathbb{R}^2 \times \odot^2 T^*Q \to \mathbb{R}^2 \times \odot^2 T^*Q$ is given by

\[
(x^1, x^2, y^1, y^2, p^1_1, p^1_2, p^2_1, p^2_2) = \mathcal{F}(x^1, x^2, q^1, q^2; v^1_1, v^1_2, v^2_1, v^2_2)
\]

Its image is the submanifold $\mathcal{P}$ of $\mathbb{R}^2 \times \odot^2 T^*Q$ given by the primary constraints

\[
p^1_1 = 0, \quad p^1_2 = x^2 q^1, \quad p^2_1 = 0, \quad p^2_2 = x^2 q^2;
\]

so, we can describe $\mathcal{P}$ with coordinates $(x^1, x^2, q^1, q^2)$. In $\mathcal{P}$ we have the forms

\[
\eta^1 = dx^1, \quad \eta^2 = dx^2; \quad \omega^1 = 0, \quad \omega^2 = -q^1 dx^2 \land dq^1 - q^2 dx^2 \land dq^2,
\]

and the Reeb vector fields

\[
R_1 = \frac{\partial}{\partial x^1}, \quad R_2 = \frac{\partial}{\partial x^2}.
\]

The Hamiltonian function is

\[
h = -q^1 q^2,
\]

and then

\[
dh - \frac{\partial h}{\partial x^\mu} dx^\mu = -q^2 dq^1 - q^1 dq^2.
\]

A generic 2-vector field $\mathcal{X} = (X_1, X_2) \in \mathcal{X}(\mathcal{P})$ satisfying the second group of equations (2) has the form

\[
X_1 = \frac{\partial}{\partial x^1} + F^1_1 \frac{\partial}{\partial q^1} + F^2_1 \frac{\partial}{\partial q^2}, \quad X_2 = \frac{\partial}{\partial x^2} + F^1_2 \frac{\partial}{\partial q^1} + F^2_2 \frac{\partial}{\partial q^2};
\]

thus

\[
ix_\omega \omega^* = ix_\omega \omega^2 = (F^1_2 q^1 + F^2_2 q^2) dx^2 - q^1 dq^1 - q^2 dq^2.
\]

In this case, conditions (15) read

\[
F^1_1 q^1 + F^2_2 q^2 = 0, \quad q^1 - q^2 = 0. \tag{18}
\]

The constraint $\xi_1 = q^1 - q^2$ defines the submanifold $\mathcal{P}_1 \hookrightarrow \mathcal{P}$. Next, the tangency conditions on this submanifold lead to

\[
X_1(\xi_1) = F^1_1 - F^2_2 = 0, \quad X_2(\xi_1) = F^1_2 - F^2_2 = 0 \quad \text{(on $\mathcal{P}_1$)},
\]

which, together with the first equation in (18), determine that $F^1_1 = F^2_2$ and $F^1_2 = F^2_2$ (on $\mathcal{P}_1$). Therefore, taking $(x^1, x^2, q^1)$ as coordinates in $\mathcal{P}_1$, the final solution is

\[
X_1\big|_{\mathcal{P}_1} = \frac{\partial}{\partial x^1} + F^1_1 \frac{\partial}{\partial q^1}, \quad X_2\big|_{\mathcal{P}_1} = \frac{\partial}{\partial x^2} + F^1_2 \frac{\partial}{\partial q^1}. \tag{19}
\]

Observe that $\mathcal{F}^*(\xi_1) = \xi_1$, but the Lagrangian constraints $\xi_2, \xi_3$, which establish relations among the coordinates on the fibers of the Legendre map, are not $\mathcal{F}$-projectable since they arise as a consequence of the semi-holonomy condition. Thus $\mathcal{F}L(\mathcal{S}_1) = \mathcal{F}L(\mathcal{S}_2) = \mathcal{P}_1$. It is also interesting to point out that none of the Lagrangian solutions to the family (19) are $\mathcal{F}$-projectable, unless we restrict them to the submanifold $\mathcal{S}_3 \hookrightarrow \mathcal{S}_2 \hookrightarrow \mathcal{S}_1 \hookrightarrow \mathbb{R}^2 \times \odot^2 TQ$ defined by the additional (non $\mathcal{F}$-projectable) constraints $v^1_1 = 0$ and $v^2_1 = 0$. In that case, there is only one $\mathcal{F}$-related solution tangent to $\mathcal{S}_3$, which is locally given by

\[
X_1 = \frac{\partial}{\partial x^1}, \quad X_2 = \frac{\partial}{\partial x^2},
\]

and it projects trivially onto a solution on $\mathcal{P}_1$ which is obtained from the family (19) by taking $F^1_1 = F^2_2 = 0$. Observe also that $\mathcal{F}L(\mathcal{S}_3) = \mathcal{P}_1$. 
6.3. A singular quadratic Lagrangian.

Lagrangian formalism. As another example we consider the Lagrangian function

\[ L = \frac{1}{2e} q_t^2 + \frac{1}{2} \sigma^2 e - \frac{1}{2} \tau q_s^2, \]

with two independent variables \((t, s) \in \mathbb{R}^2\) and two dependent variables \((q, e) \in Q = \mathbb{R} \times \mathbb{R}^+\); the corresponding natural coordinates of \(\mathbb{R}^2 \times \oplus^2 TQ\) are written \((t, s; q; e; q_t, q_s, e_t, e_s)\). Also \(\tau \in \mathbb{R}\) is a constant parameter and \(\sigma = \sigma(t, s) \in C^\infty(\mathbb{R}^2)\) is a given function. This Lagrangian is very similar to the one introduced in [14] but letting one of its parameters to be a given function in order to illustrate the non-autonomous setting.

First we need to compute several geometric objects:

\[ J^t = \frac{\partial}{\partial q_t} \otimes dq + \frac{\partial}{\partial e_t} \otimes de, \quad J^s = \frac{\partial}{\partial q_s} \otimes dq + \frac{\partial}{\partial e_s} \otimes de, \]

\[ \Delta_t = q_t \frac{\partial}{\partial q_t} + e_t \frac{\partial}{\partial e_t}, \quad \Delta_s = q_s \frac{\partial}{\partial q_s} + e_s \frac{\partial}{\partial e_s}, \quad \Delta = \Delta_t + \Delta_s. \]

Now we compute the Poincaré–Cartan forms:

\[ \theta^t_L = dL \circ J^t = \frac{1}{e} q_t dq, \quad \theta^s_L = dL \circ J^s = -\tau q_s dq, \]

\[ \omega^t_L = -d\theta^t_L = \frac{q_t}{e^2} de \wedge dq - \frac{1}{e} dq_t \wedge dq, \quad \omega^s_L = -d\theta^s_L = \tau dq_s \wedge dq. \]

We also need the Lagrangian energy:

\[ E_L = \Delta(L) - L = \frac{1}{2e} q_t^2 - \frac{1}{2} \sigma^2 e - \frac{1}{2} \tau q_s^2. \]

Now we consider a generic 2-vector field \(X = (X_t, X_s)\) on the phase space \(\mathbb{R}^2 \times \oplus^2 TQ\) and consider the \(k\)-cosymplectic Euler–Lagrange equations (7) for it. After applying the second group of equations, \(i_{X_s} \omega^0_L = \theta^0_L\), the form of \(X\) is given by

\[ X_t = \frac{\partial}{\partial t} + B_t^r \frac{\partial}{\partial q} + B_t^c \frac{\partial}{\partial e} + C_t^0 \frac{\partial}{\partial q_t} + C_t^s \frac{\partial}{\partial q_s} + C_t^e \frac{\partial}{\partial e_t} + C_t^r \frac{\partial}{\partial e_s}, \]

\[ X_s = \frac{\partial}{\partial s} + B_s^r \frac{\partial}{\partial q} + B_s^c \frac{\partial}{\partial e} + C_s^0 \frac{\partial}{\partial q_t} + C_s^s \frac{\partial}{\partial q_s} + C_s^e \frac{\partial}{\partial e_t} + C_s^r \frac{\partial}{\partial e_s}. \]

Now we apply the first equation of the \(k\)-cosymplectic Euler–Lagrange equations, \(i_{X_s} \omega^0_L = dE_L + \frac{\partial L}{\partial x^0} dx^0\). Equating the coefficients of the differentials we obtain:

\[ B_t^e = \frac{q_t^2}{e^2} \left( \frac{1}{e} C_t^0 - \tau C_t^s \right), \quad B_t^q = q_t, \quad B_t^g = q_s, \]

\[ \frac{q_t^2}{e^2} = \sigma^2. \]

From these equations, three coefficients of \(X\) are determined from the variables and the other coefficients; the last equation is a constraint,

\[ \zeta_1 = \frac{1}{2} \left( \frac{q_t^2}{e^2} - \sigma^2 \right), \]

whose vanishing defines a submanifold \(S_1\) of \(\mathbb{R}^2 \times \oplus^2 TQ\). At this stage, \(X\) has nine undetermined coefficients.
Finally, we analyze the tangency of \( \mathcal{X} \) (that is, of its components \( X_t, X_s \)) to \( S_1 \). Imposing \( X_t(q_1)|_{S_1} = 0, X_s(q_1)|_{S_1} = 0 \), we obtain two additional relations between the undetermined coefficients (on \( S_1 \)), and no more constraints.

To complete our analysis we will study the \( k \)-cosymplectic Euler–Lagrange equations with the second-order partial differential equation condition. The generic expression of \( \mathcal{X} \) is given by

\[
X_t = \frac{\partial}{\partial t} + q_t \frac{\partial}{\partial q} + e_t \frac{\partial}{\partial e} + C_t^q \frac{\partial}{\partial q} + C_t^e \frac{\partial}{\partial e} + C_t^{\tau} \frac{\partial}{\partial \tau},
\]

\[
X_s = \frac{\partial}{\partial s} + q_s \frac{\partial}{\partial q} + e_s \frac{\partial}{\partial e} + C_s^q \frac{\partial}{\partial q} + C_s^e \frac{\partial}{\partial e} + C_s^{\tau} \frac{\partial}{\partial \tau}.
\]

Now the first equation of (7) yields two identities, a relation between the coefficients, namely \( e_t q_t + C_t^q_1 + \tau C_t^q = 0 \), and the same constraint \( \zeta_1 \) as above. The tangency of \( \mathcal{X} \) to the submanifold \( S_1 \) determines the coefficients \( C_t^q \) and \( C_t^q \) (on \( S_1 \)), and no more constraints appear. So \( \mathcal{X} \) is left with 5 undetermined coefficients.

**Hamiltonian formalism.** The Hamiltonian formalism takes place in \( \mathbb{R}^2 \times \oplus^2 T^* Q \), where we use natural coordinates \((t, s; q, e; p^t, p^s, \pi^t, \pi^s)\).

The Legendre map \( FL: \mathbb{R}^2 \times \oplus^2 T^* Q \to \mathbb{R}^2 \times \oplus^2 T^* Q \) is given by

\[
FL(t, s; q, e; q_t, q_s, e_t, e_s) = \left( t, s; q, e; \frac{1}{\epsilon} q_t, -\tau q_s, 0, 0 \right).
\]

The primary Hamiltonian constraint submanifold \( \mathcal{P} \) of \( \mathbb{R}^2 \times \oplus^2 T^* Q \) is defined by the constraints

\[
\pi^t = 0, \quad \pi^s = 0.
\]

Using \((t, s; q, e; p^t, p^s)\) as coordinates on the submanifold \( \mathcal{P} \), its 2-precosymplectic structure is given by

\[
\eta^t = dt, \quad \eta^s = ds, \quad \omega^t = dq \wedge dp^t, \quad \omega^s = dq \wedge dp^s.
\]

Then,

\[
\ker \eta^t \cap \ker \eta^s \cap \ker \omega^t \cap \ker \omega^s = \left\langle \frac{\partial}{\partial e} \right\rangle.
\]

The Reeb vector fields are

\[
\mathcal{R}_t = \frac{\partial}{\partial t}, \quad \mathcal{R}_s = \frac{\partial}{\partial s}.
\]

The Hamiltonian function on \( \mathcal{P} \) is

\[
h = \frac{1}{2} e (p^t)^2 - \frac{1}{2} \sigma^2 c - \frac{1}{2} \tau (p^s)^2.
\]

Consider a 2-vector field \( \mathcal{X} = (X_t, X_s) \in \mathfrak{X}^2(\mathcal{P}) \):

\[
X_t = A_t^1 \frac{\partial}{\partial t} + A_t^2 \frac{\partial}{\partial s} + B_t^1 \frac{\partial}{\partial q} + B_t^2 \frac{\partial}{\partial e} + C_t^1 \frac{\partial}{\partial p^t} + C_t^2 \frac{\partial}{\partial p^s},
\]

\[
X_s = A_s^1 \frac{\partial}{\partial t} + A_s^2 \frac{\partial}{\partial s} + B_s^1 \frac{\partial}{\partial q} + B_s^2 \frac{\partial}{\partial e} + C_s^1 \frac{\partial}{\partial p^t} + C_s^2 \frac{\partial}{\partial p^s}.
\]

Now, Hamilton equations are written as

\[
\begin{cases}
i(X_t) \omega^t + i(X_s) \omega^s = dh - dh(\mathcal{R}_t) \eta^t - dh(\mathcal{R}_s) \eta^s, \\
i(X_t) \eta^t = 1, \quad i(X_t) \eta^s = 0, \quad i(X_s) \eta^t = 0, \quad i(X_s) \eta^s = 1,
\end{cases}
\]
which partly determine the coefficients of $\mathcal{X}$:

\[
\begin{align*}
B^1_t &= e^p, \\
B^1_s &= -\frac{1}{\tau} p^s, \\
C^1_t + C^2_s &= 0, \\
A^1_t &= 1, \\
A^2_t &= 0, \\
A^1_s &= 0, \\
A^2_s &= 1,
\end{align*}
\]

and imposes as a consistency condition the secondary Hamiltonian constraint

\[
\xi = i \left( \frac{\partial}{\partial e} \right) dh = \frac{1}{2} (p')^2 - \frac{1}{2} \sigma^2 = 0 \quad (\text{on } \mathcal{P}),
\]

which defines the submanifold $\mathcal{P}_1 \hookrightarrow \mathcal{P}$. The tangency condition to this new submanifold, $X_t(\xi)|_{\mathcal{P}_1} = 0$, $X_s(\xi)|_{\mathcal{P}_1} = 0$, determines the coefficients $C^1_t|_{\mathcal{P}_1} = \frac{1}{p'} \sigma \frac{\partial}{\partial t}$, $C^1_s|_{\mathcal{P}_1} = \frac{1}{p'} \sigma \frac{\partial}{\partial s}$, and yields no more constraints.

Observe that $FL^*(\xi_1) = \zeta_1$, so $FL(S_1) = \mathcal{P}_1$ and, as the semi-holonomy condition does not originate constraints in the Lagrangian formalism, there are no non-$FL$-projectable Lagrangian constraints.

**7. Conclusions and outlook.** In this paper the concepts of $k$-precosymplectic manifold and of $k$-precosymplectic Hamiltonian system have been introduced, and we have proved the existence of global Reeb vector fields in these manifolds. We have developed a constraint algorithm for $k$-precosymplectic (i.e. singular) field theories in order to find a submanifold of the phase bundle where there are solutions to the field equations. This algorithm can be applied to the Hamiltonian and to the Lagrangian formalisms of these field theories. In particular, the algorithm allows to find a submanifold where there are multivector fields which are solutions to the geometric field equations, and they are tangent to the submanifold. These multivector fields are not necessarily integrable on this submanifold, but perhaps on a smaller submanifold of it.

In addition, in the case of the Lagrangian formalism, the problem of finding sopde multivector fields solution to the field equations has been briefly discussed, but the problem of giving an intrinsic characterization of the “sopde constraints” is a topic for further research.

Furthermore, an open problem is to find conditions to ensure the existence of some kind of Darboux coordinates in both $k$-presymplectic and $k$-precosymplectic manifolds. Work on this subject is in progress.

Finally, the constraint algorithm has been applied to classical field theories described by affine Lagrangians, analyzing the Hamiltonian and the Lagrangian formalisms and, in this last case, the sopde condition. In a future work we would like to apply this analysis to the study of some models in General Relativity described by metric-affine Lagrangians, such as the Einstein–Palatini model.
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