Qudit circuits with SU(d) symmetry: Locality imposes additional conservation laws
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Local symmetric quantum circuits provide a simple framework to study the dynamics and phases of complex quantum systems with conserved charges. However, some of their basic properties have not yet been understood. Recently, it has been shown that such quantum circuits only generate a restricted subset of symmetric unitary transformations [I. Marvian, Nature Physics, 2022]. In this paper, we consider circuits with 2-local SU(d)-invariant unitaries acting on qudits, i.e., d-dimensional quantum systems. Our results reveal a significant distinction between the cases of $d = 2$ and $d ≥ 3$. For qubits with SU(2) symmetry, arbitrary global rotationally-invariant unitaries can be generated with 2-local ones, up to relative phases between the subspaces corresponding to inequivalent irreducible representations (irreps) of the symmetry, i.e., sectors with different angular momenta. On the other hand, for $d ≥ 3$, in addition to similar constraints on the relative phases between the irreps, locality also restricts the generated unitaries inside these conserved subspaces. These constraints impose conservation laws that hold for dynamics under 2-local SU(d)-invariant unitaries, but are violated under general SU(d)-invariant unitaries. Based on this result, we show that the distribution of unitaries generated by random 2-local SU(d)-invariant unitaries does not converge to the Haar measure over the group of all SU(d)-invariant unitaries, and in fact, for $d ≥ 3$, is not even a 2-design for the Haar distribution.

I. INTRODUCTION

How do symmetries of a composite system with local interactions restrict the long-term evolution of the system? The standard conservation laws implied by Noether’s theorem [1, 2], such as conservation of the total angular momentum vector for systems with rotational symmetry, hold regardless of whether the Hamiltonian is local or not. Suppose the total Hamiltonian of a composite system can be decomposed as a sum of $k$-local terms (also known as $k$-body terms), i.e., terms that only act non-trivially on at most $k$ subsystems for a fixed $k$. For such systems, do the symmetries of the Hamiltonian put any further constraints on the long-term evolution of the system? Perhaps surprisingly, it turns out that the answer is yes. One of us has recently shown that time evolutions under such local Hamiltonians can only generate a restricted family of symmetric unitary transformations [3]. In particular, in the case of continuous symmetries such as U(1) and SU(2), the difference between the dimensions of the manifold of all symmetric unitaries and the submanifold of unitaries generated by symmetric local Hamiltonians constantly grows with the number of subsystems. This holds even for time-dependent symmetric Hamiltonians with arbitrarily long-range interactions, provided that each term in the Hamiltonian acts only a (fixed) finite number of subsystems.

In the language of quantum circuits, the result of [3] means that general symmetric unitary transformations cannot be generated using local symmetric gates, even approximately. This is in sharp contrast with the well-known universality of 2-local unitary transformations, which holds in the absence of symmetries [4–7]. The recent result of [3] indicates that some basic properties of local symmetric quantum circuits have not been yet understood. Given the wide range of applications of this family of quantum circuits, from the classification of symmetry-protected topological phases [8] to quantum thermodynamics [9–18], quantum reference frames [19, 22], and quantum control, characterizing and understanding their properties is of crucial importance. Specifically, understanding the additional constraints imposed by the presence of both locality and symmetry can be useful in the context of quantum chaos [23, 24] and quantum complexity [25] in systems with conserved charges [26, 27].

In this paper we study local quantum circuits with SU(d) symmetry for systems of qudits, i.e., subsystems with Hilbert spaces of dimension $d ≥ 3$. These symmetry groups appear in broad areas of physics, including nuclear physics, condensed matter physics and quantum gravity. Specifically, we consider quantum circuits formed from a sequence of 2-local SU($d$)-invariant unitaries, i.e., those that only couple pairs of qudits.

Our results reveal an unexpected distinction between the case of $d = 2$, i.e., systems of qubits with SU(2) symmetry, and $d > 2$. It turns out that in the case of $d = 2$, locality of interactions only restricts the relative phases between the subspaces corresponding to inequivalent irreducible representations (irreps) of the symmetry, i.e., sectors with different angular momenta [42, 43]. On the other hand, in the case of $d ≥ 3$, in addition to similar constraints on the relative phases between sectors with inequivalent irreps of SU($d$), locality also restricts the unitaries generated inside these sectors. More precisely, we find that even for states restricted to a sector which carries a single irrep (i.e., restricted to the isotypic subspace associated to that irrep), there are additional conservation laws that hold under transformations that can be realized using a sequence of 2-local SU($d$)-invariant unitaries, whereas they are violated under general SU($d$)-invariant unitaries (equivalently, these are conservation laws that hold for time evolutions generated by SU($d$)-invariant Hamiltonians that can be written as a sum of 2-local terms, whereas they are violated for general SU($d$)-invariant Hamiltonians). In Fig. 1 we discuss an interesting example of this phenomenon, which is further studied in Sec. IV. Furthermore, in addition to constraints on unitaries inside conserved sectors, it turns out that unitaries in different sectors also satisfy certain constraints among themselves.

The additional constraints that appear for $d ≥ 3$ can be broadly classified into two different types: the first type, discussed in Sec. III, is based on a Z$_2$ symmetry related to the
In particular, under transposition the permutation group on the states of the fermionic system. Define a natural representation of the permutation group: Under any $i \leftrightarrow j$ permutation, the totally anti-symmetric state $\ket{\psi} = \ket{\text{singlet}}$ and $\ket{\text{singlet}} = \ket{0} \wedge \ket{1} \wedge \ket{2}$ is the unique totally anti-symmetric state of 3 qudits, and $\{\ket{0}, \ket{1}, \ket{2}\}$ is an orthonormal basis for a qudit (see Eq. (40) for the definition of the wedge product). The state $\ket{\Psi}$ is restricted to a subspace corresponding to an irrep of SU(3). Furthermore, for any $\alpha, \beta \in \mathbb{C}$ the superposition $\alpha \ket{\text{singlet}} \otimes \beta \ket{\text{singlet}}$ can be obtained from the initial state $\ket{\Psi}$ via an SU(3)-invariant unitary. However, unless $\alpha = 0$ or $\beta = 0$, such superpositions cannot be obtained from the initial state $\ket{\Psi}$ via any sequence of 2-local SU(3)-invariant unitaries, i.e., those that couple only pairs of qudits. More precisely, such state transitions are forbidden by certain conservation laws that are satisfied if the Hamiltonian is SU(3)-invariant and can be written as a sum of 2-local terms, whereas they are violated by general SU(3)-invariant Hamiltonians (see Eq. (54)). Interestingly, this forbidden transition becomes possible with 2-local SU(3)-invariant unitaries provided that the qudits can interact with a catalyst, namely 3 additional qudits in the singlet state (see Sec. [IVD] for further discussion about this example).

The notion of the parity of permutations and a corresponding conservation law that constrains the time evolution of systems with $n \leq d^2$ qudits (see Eq. (25)). The second type of constraints, discussed in Sec. [V], is based on a new correspondence between the dynamics of the qudit system and the dynamics of a free fermion system. This correspondence reveals additional conservation laws, which remain non-trivial for systems with arbitrarily large numbers of qudits (see Eq. (54)).

In Sec. [V] we discuss implications of our results in the context of random symmetric circuits. In particular, we argue that for $d \geq 3$, even the second moment of the distribution of unitaries generated by 2-local unitaries does not converge to the uniform (Haar) measure over the group of all SU(3)-invariant unitaries (in other words, 2-local symmetric unitaries do not form a 2-design for all symmetric unitaries—see Eq. (54)). Further discussions about the full characterization of the unitaries generated by local SU(3)-invariant unitaries and the statistical properties of random SU(3)-invariant quantum circuits can be found in a follow-up paper [28].

**Previous Related Works** It turns out that the group of unitaries generated by 2-local SU(3)-invariant unitaries is a compact connected Lie group with the Lie algebra generated by swap operators (See the next section). A closely related Lie algebra has been previously studied in the mathematical literature. Namely, in [29] Marin obtains the decomposition into simple factors of the Lie algebra generated by transpositions, thought of as a Lie subalgebra of the group algebra of the symmetric group. As we explain throughout the paper, some results which are established using rather elementary techniques in this paper, can also be obtained using more advanced results of [29] (specifically, see the discussions below Lemma 2 and Theorem 1). In [28] we discuss more about the connection between the results presented here and the result of [29].

Another set of related works are results regarding universal quantum computation with the Heisenberg exchange interaction (see e.g. [30,34]). These works study the implementation of an encoded version of a desired unitary using the exchange interaction, which is rotationally-invariant and 2-local. In contrast, we are interested in characterizing all realizable unitaries. We also note that recently an application of Marin’s work in this context has been studied in [35].

**II. PRELIMINARIES**

Consider a composite system formed from $n$ qudits, i.e., systems with $d$-dimensional local Hilbert spaces, with the total Hilbert space $(\mathbb{C}^d)^\otimes n$. For concreteness one can assume the qudits lie on a 1D open chain and are labeled as $i = 1, \cdots, n$, corresponding to their positions in this chain. However, our results do not depend on this particular geometry. We say a unitary transformation $V$ on this system is SU$(d)$-invariant if it commutes with $U^\otimes n$ for all $U \in \text{SU}(d)$, i.e.,

$$\forall U \in \text{SU}(d) : \ [V, U^\otimes n] = 0 .$$

To characterize the set of SU$(d)$-invariant unitaries, it is convenient to consider the decomposition of the tensor product representation of SU$(d)$ into irreps. Then, the total Hilbert space decomposes as

$$(\mathbb{C}^d)^\otimes n \cong \bigoplus_{\lambda} H_{\lambda} = \bigoplus_{\lambda} \mathbb{C} \otimes M_{\lambda} ,$$

where $\lambda$ labels different charges, i.e., inequivalent irreps of SU$(d)$, $H_{\lambda}$ is the sector corresponding to irrep $\lambda$ (also known as the isotypic component of $\lambda$), $\mathbb{C} \otimes M_{\lambda}$ is the irrep of SU$(d)$ corresponding to $\lambda$, and $M_{\lambda}$ is the (virtual) multiplicity subsystem [19,20], where SU$(d)$ acts trivially. Using this decomposition together with Schur’s Lemma one can easily classify all SU$(d)$-invariant unitaries [19]: they are all block-diagonal with respect to sectors with different charges. Furthermore, they act trivially on $Q_\lambda$, and non-trivially on $M_{\lambda}$ (see Appendix [A] for further details). In summary, this means $V$ is SU$(d)$-invariant if and only if it can be written as $V \cong \bigoplus_{\lambda} \mathbb{I}_\lambda \otimes v_\lambda$, where $\mathbb{I}_\lambda$ is the identity operator on $Q_\lambda$ and $v_\lambda$ is an arbitrary unitary on the multiplicity subsystem $M_{\lambda}$.

In the presence of symmetry, certain properties of state remain conserved under the time evolution of the system. In particular, if under an SU$(d)$-invariant unitary $V$ the initial state $\ket{\psi}$ evolves to $\ket{\psi'} = V \ket{\psi}$, then from the definition in Eq. (1), we can easily see

$$\forall U \in \text{SU}(d) : \ \langle \psi | U^\otimes n | \psi \rangle = \langle \psi' | U^\otimes n | \psi' \rangle .$$

We refer to these equations as Noether’s conservation laws. Note that they can be equivalently understood as the conservation of the moments of the generators of symmetry. In the case of SU$(2)$, for instance, they are equivalent to

$$\langle \psi | J^i_+ | \psi \rangle = \langle \psi' | J^i_+ | \psi' \rangle ,$$

where $J^i_+$ is the $i$th component of the angular momentum operator. These equations are the basis for the notions of the symmetries of the quantum states and can be used to characterize the state.

FIG. 1. An illustrative example of restrictions imposed by the locality of interactions: Consider 6 qudits, i.e., systems with 3D Hilbert spaces, in the joint state $\ket{\Psi} = \ket{\text{singlet}} \otimes \ket{\text{singlet}}$, where $\ket{\text{singlet}} = \ket{0} \wedge \ket{1} \wedge \ket{2}$ is the unique totally anti-symmetric state of 3 qudits, and $\{\ket{0}, \ket{1}, \ket{2}\}$ is an orthonormal basis for a qudit (see Eq. (40) for the definition of the wedge product). The state $\ket{\Psi}$ is restricted to a subspace corresponding to an irrep of SU(3). Furthermore, for any $\alpha, \beta \in \mathbb{C}$ the superposition $\alpha \ket{\text{singlet}} \otimes \beta \ket{\text{singlet}}$ can be obtained from the initial state $\ket{\Psi}$ via an SU(3)-invariant unitary. However, unless $\alpha = 0$ or $\beta = 0$, such superpositions cannot be obtained from the initial state $\ket{\Psi}$ via any sequence of 2-local SU(3)-invariant unitaries, i.e., those that couple only pairs of qudits. More precisely, such state transitions are forbidden by certain conservation laws that are satisfied if the Hamiltonian is SU(3)-invariant and can be written as a sum of 2-local terms, whereas they are violated by general SU(3)-invariant Hamiltonians (see Eq. (54)). Interestingly, this forbidden transition becomes possible with 2-local SU(3)-invariant unitaries provided that the qudits can interact with a catalyst, namely 3 additional qudits in the singlet state (see Sec. [IVD] for further discussion about this example).
for all integers \(l\) and all unit vectors \(\hat{r} \in \mathbb{R}^3\), where \(J_x = r_x J_x + r_y J_y + r_z J_z\) is angular momentum in direction \(\hat{r}\).

It turn out that, in the case of pure states\(^1\), the constraints imposed by the SU(\(d\)) symmetry are fully captured by Eq. (3), or equivalently, by the conservation of angular momenta and their moments in the case of SU(2); this equation implies that there exists an SU(\(d\))-invariant unitary \(V\), such that \(V|\psi\rangle = |\psi'\rangle\)\(^3\). In this work we ask, for the family of unitaries that can be implemented using local symmetric Hamiltonians, or, equivalently, using local symmetric circuits, are there any additional conservation laws which are not captured by the standard conservation laws in Eq. (3)?

### Local SU(\(d\))-invariant quantum circuits

We first formulate this question in the framework of local symmetric circuits. Consider the family of quantum circuits formed from \(k\)-local SU(\(d\))-invariant unitaries, i.e., unitaries that act non-trivially on at most \(k\) qudits. Let \(\mathcal{V}_k\) be the group generated by composing finitely many \(k\)-local SU(\(d\))-invariant unitaries, i.e., any \(V \in \mathcal{V}_k\) can be written as \(V = \prod_{i=1}^m V_i\) for some finite \(n\), where each \(V_i\) is a \(k\)-local SU(\(d\))-invariant unitary. In particular, \(\mathcal{V}_1\) is the group of all SU(\(d\))-invariant unitaries. As we saw before, the decomposition in Eq. (2) provides a simple characterization of this group. Schur-Weyl duality \(^{39,40}\) implies that \(\mathcal{V}_n\) can also be characterized as the set of unitaries in the linear span of permutations of \(n\) qudits (see Appendix A).\(^4\)

A special case of interest is that of circuits formed from 2-local unitaries. It turns out that, up to a global phase, any 2-local SU(\(d\))-invariant unitary acting on qudits \(a\) and \(b\) can be written as

\[
e^{i\theta P_{ab}} = \cos \theta \mathbb{I} + i \sin \theta P_{ab},
\]

where \(P_{ab}\) is the swap operator, also known as the transposition, i.e., the operator that exchanges the state of \(a\) and \(b\), and leaves the rest of the qudits unchanged, such that \(P_{ab}|\psi_{a,b}\rangle = |\psi_{b,a}\rangle |\psi_{<}\rangle\) \(\forall |\psi_{<}\rangle, |\psi\rangle \in \mathbb{C}^d\) (we will often drop the tensor product with the identity of the rest of qudits). Therefore, up to global phases, \(\mathcal{V}_2\) is the group of unitaries generated by unitaries \(\{e^{i\theta P_{ab}} : \theta \in [0, 2\pi], 1 \leq a < b \leq n\}\). In other words,

\[
\mathcal{V}_2 = \langle e^{i\theta} I, e^{i\theta} P_{ab} : \theta \in [0, 2\pi], 1 \leq a < b \leq n \rangle.
\]

Clearly, any unitary generated by 2-local SU(\(d\))-invariant unitaries is itself SU(\(d\))-invariant. That is \(\mathcal{V}_2 \subset \mathcal{V}_n\). The question is whether there are SU(\(d\))-invariant unitaries that cannot be implemented using 2-local SU(\(d\))-invariant unitaries, and if so, how they can be characterized.

This question can be equivalently stated in terms of Hamiltonians. Consider an SU(\(d\))-invariant qudit Hamiltonian \(H(t)\) that can be written as a sum of 2-local terms. Then, up to a constant shift, it can be written as

\[
H(t) = \sum_{i<j} h_{ij}(t) P_{ij} : t \geq 0,
\]

where in general, \(h_{ij}\) is an arbitrary real function of time \(t\). Note that this Hamiltonian can include long-range interactions between arbitrarily far qudits. Also, note that in the case of qubits, up to a constant shift, the Hamiltonian \(H(t)\) can be written as \(\frac{1}{2} \sum_{i<j} h_{ij}(t) \vec{\sigma}_i \cdot \vec{\sigma}_j\), describing a qubit chain with the Heisenberg exchange interactions.

Consider the class of unitaries generated by these Hamiltonians under the Schrödinger equation

\[
\frac{dV(t)}{dt} = -iH(t)V(t),
\]

where \(V(0) = I\) is the identity operator. It turns out that, up to a global phase, any such unitary can be implemented exactly by a finite sequence of 2-local unitary transformations in the form of Eq. (5), and hence is an element of \(\mathcal{V}_2\). Conversely, up to a global phase, any unitary transformation in \(\mathcal{V}_2\), can be realized by a time evolution generated under a Hamiltonian in the form of Eq. (7).\(^3\)\(^4\)\(^11\) Therefore, by studying the family of quantum circuits that can be generated by 2-local unitaries and the corresponding group \(\mathcal{V}_2\), we also characterize general constraints on the time evolutions generated by any SU(\(d\))-invariant Hamiltonian that can be written as a sum of 2-local terms. More generally, adding any (possibly non-local) interaction in the Lie algebra generated by SU(\(d\))-invariant 2-local terms to the Hamiltonian \(H(t)\) in Eq. (7) does not enlarge the set of realizable unitaries; the generated unitary will be inside \(\mathcal{V}_2\), and therefore satisfies the constraints studied in this paper.

### Systems of qubits with SU(\(2\)) symmetry

In \(^{42,43}\) we study qubit circuits with \(k\)-local SU(\(2\))-invariant gates and fully characterize the constraints on realizable unitaries. It turns out that in this case, the locality of interactions only restricts the relative phases between sectors with inequivalent irreps of SU(2), i.e., subspaces with different angular momenta (assuming \(k \geq 2\)). In particular, using a rather elementary argument we show that, up to these relative phases, any SU(\(2\))-invariant unitary can be implemented using the Heisenberg exchange interaction, that is using Hamiltonians in the form of Eq. (7) (We note that this fact can also be established by applying more advanced results of Marin in \(^{29}\)). In addition to fully characterizing the constraints on the relative phases, in \(^{42}\) we also present a physical interpretation of these constraints, a method for experimentally observing violations of these constraints, and finally a scheme for circumventing these constraints and implementing general rotationally-invariant unitaries, using two ancilla qubits.

\(^1\) Interestingly, this does not hold in the case of mixed states. For instance, for mixed states the conservation of the moments of angular momentum in different directions does not capture all the consequences of symmetry \(^{39}\).
Systems of qudits with SU($d$) symmetry for $d \geq 3$

Perhaps surprisingly, it turns out that the above fact about qubits with the SU(2) symmetry, does not hold for systems of qudits with SU($d$) symmetry with $d \geq 3$: As we show in the rest of this paper, for such systems, in addition to the constraints on the relative phases between different charge sectors $\{H_h\}$, locality also restricts the realizable unitaries inside certain charge sectors. Furthermore, there are some charge sectors in which the generated unitaries cannot be independent of each other; in fact, the unitary in one of these sectors completely determines the generated unitaries in the others. It follows that there are additional conservation laws that hold under 2-local SU($d$)-invariant unitaries whereas they are violated under general 3-local SU($d$)-invariant unitaries. These additional constraints can be classified into two different types, as discussed in the following sections. We also discuss the constraints on the relative phases between different charge sectors and find a simple characterization in terms of the quadratic Casimir operators in Appendix I.

III. A $\mathbb{Z}_2$ SYMMETRY FROM PARITY OF PERMUTATIONS

In this section we discuss a constraint on the family of unitaries generated by 2-local SU($d$)-invariant Hamiltonians that is related to the notion of parity of permutations. For a system with $n$ qudits, the set of swaps on pairs of qudits generates a group of unitaries that is a representation of $S_n$, the permutation group of $n$ objects, also known as the symmetric group. The permutation $\sigma \in S_n$ is represented by the operator $P(\sigma)$ that satisfies

$$\forall \sigma \in S_n: \quad P(\sigma) \prod_{i=1}^{n} |\psi_i\rangle = \prod_{i=1}^{n} |\psi_{\sigma(i)}\rangle ,$$

for any set of states $\{ |\psi_i\rangle \} \in \mathbb{C}^d$. In particular, the transposition $\sigma_{ab} \in S_n$ is represented by a swap operator $P(\sigma_{ab}) = P_{ab}$. Recall that the parity of a permutation $\sigma \in S_n$ is even/odd if the number of transpositions that are needed to generate $\sigma$ is even/odd. We denote these two cases by $\text{sgn}(\sigma) = 1$ and $\text{sgn}(\sigma) = -1$, respectively.

Consider the following simple example with 3 qudits: the unitary $e^{i\phi P_{23}} e^{i\theta P_{12}}$ for $\theta, \phi \in [0, 2\pi)$ can be expanded as the term $\cos \theta \cos \phi \ I - \sin \theta \sin \phi \ P_{23}P_{12} + \text{term}$, where the second term only contains even parity permutations with real coefficients, whereas the second term only contains odd parity permutations with purely imaginary coefficients. As one combines more unitaries in the form $e^{i\phi P_{ab}}$, this correlation between parity and reality always holds: even permutations appear with real coefficients, whereas odd permutations appear with purely imaginary coefficients. Since permutations themselves can be represented by real matrices (e.g., in the computational basis), this means that in this basis the real part of the generated unitary matrix is determined by the even permutations whereas the imaginary part is determined by the odd permutations.

Does this restrict the family of unitaries that can be implemented with 2-local SU($d$)-invariant unitaries? The answer depends on $d$, the dimension of the local subsystems. Unless $d$ is sufficiently large, the set of permutations are not linearly independent, and in particular, the linear combinations of odd permutations contain even permutations and vice versa. For instance, for $d = 2$, we have $I + P_{12}P_{23} + P_{23}P_{12} = P_{12} + P_{23} + P_{13}$, whereas this equality does not hold for $d \geq 3$. Therefore, for $d = 2$ the left-hand side, which is a sum of even terms with real coefficients, can also be obtained as a linear combination of odd terms with real coefficients. In fact, it turns out that, for any number of qubits with SU(2) symmetry, the above constraint does not impose any additional restrictions on the time evolution of the system. In the following, we formulate this constraint in a more general setting and show that, for $d \geq 3$, it does impose non-trivial constraints on the generated unitaries.

A. Formulating the $\mathbb{Z}_2$ symmetry

According to Schur-Weyl duality (see Appendix A), any general SU($d$)-invariant Hamiltonian $H(t)$ on qudits can be written as a linear combination of permutations, i.e.,

$$H(t) = \sum_{\sigma \in S_n} h_{\sigma}(t) P(\sigma) .$$

In the following discussion it is convenient to assume that in this decomposition the coefficient of the identity is zero, i.e., $h_{e}(t) = 0$. This can always be achieved by changing the energy reference, which is equivalent to adding a proper multiple of the identity operator to the Hamiltonian.

We are interested in SU($d$)-invariant Hamiltonians that have a decomposition in this form with the additional property that for all permutations $\sigma \in S_n$, $h_{\sigma}(t)$ is real (purely imaginary) for odd (even) parity $\sigma$. Equivalently, this condition can be stated as

$$h_{\sigma}(t) = -\text{sgn}(\sigma) h^{*}_{\sigma}(t) : \forall t \geq 0, \sigma \in S_n ,$$

where $h^{*}_{\sigma}(t)$ is the complex conjugate of $h_{\sigma}(t)$. The transformation $h_{\sigma}(t) \mapsto -\text{sgn}(\sigma) h^{*}_{\sigma}(t)$ can be thought of as a transformation on the vector $h_{\sigma}(t) : \sigma \in S_n$. Applying this transformation twice is equivalent to the identity map, i.e., it generates a $\mathbb{Z}_2$ symmetry.

If the SU($d$)-invariant Hamiltonian $H(t)$ has a decomposition satisfying Eq. (11), then the unitary time evolution generated by $H(t)$ under the Schrödinger equation $i\frac{dV(t)}{dt} = -iH(t)V(t)$, with the initial condition $V(0) = I$, has a decomposition as

$$V(t) = \sum_{\sigma \in S_n} v_{\sigma}(t) P(\sigma) ,$$

where the coefficient $v_{\sigma}(t)$ is real (purely imaginary) for even (odd) parity $\sigma$, i.e.,

$$v_{\sigma}(t) = \text{sgn}(\sigma) v^{*}_{\sigma}(t) : \forall t \geq 0, \sigma \in S_n .$$
Note that this equation expresses the pattern we observed in the simple example discussed at the beginning of this section. To see why this equation holds note that if $V_1$ and $V_2$ are two general $\text{SU}(d)$-invariant operators with decompositions satisfying Eq. (13), then the product $V_2 V_1$ also satisfies this property. Combining this with the fact that $V(t) = \lim_{L \to \infty} \prod_{\ell=1}^L [\hat{\mathbf{I}} - \frac{i}{\hbar} H(t/L)]$, one can show that Eq. (11) implies Eq. (13). Using a similar argument it can be seen that unitary transformations satisfying this property form a Lie group with a Lie algebra characterized by Eq. (11).

We note that a closely related Lie algebra has been previously studied in the mathematical literature. Namely, in [44] Marin considers operators $\sum_{\sigma \in S_n} h_\sigma R(\sigma)$, where $R$ is the regular representation, and $h_\sigma$ satisfies a similar (but related) condition to Eq. (11). Since the permutations $\{ R(\sigma) : \sigma \in S_n \}$ in the regular representation are linearly independent, in this special case, there is a one-to-one correspondence between operators in the span of the regular representation and functions over the group (in fact, in this case, Eq. (11) can be understood as an anti-unitary symmetry on the space of operators).

In our case, however, the problem is more subtle: as we mentioned before, the unitaries $\{ P(\sigma) : \sigma \in S_n \}$ are, in general, not linearly independent. Hence, an $\text{SU}(d)$-invariant Hamiltonian $H(t)$ that has a decomposition satisfying Eq. (11), may also have other decompositions violating it. In the following lemma, we provide a simple criterion that determines whether decompositions satisfying Eq. (11) exist or not.

Consider the operator

$$K = \frac{1}{n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) P(\sigma) \otimes P(\sigma)$$

acting on $n$ pairs of qudits. It can be easily shown that $K$ is the Hermitian projector to the sign representation of the permutation group on these pairs (see Appendix B.1), i.e., $K = K^\dagger = K^2$ and

$$K [P(\sigma) \otimes P(\sigma)] = \text{sgn}(\sigma) K.$$  \hspace{1cm} (15)

With this operator $K$, we have the following lemma.

**Lemma 1.** An $\text{SU}(d)$-invariant Hermitian operator $H$ has a decomposition as $H = \sum_{\sigma \in S_n} h_\sigma P(\sigma)$, satisfying $h_\sigma = -\text{sgn}(\sigma) h^*_\sigma$, if and only if

$$K[H \otimes \mathbf{I} + \mathbf{I} \otimes H] = [H \otimes \mathbf{I} + \mathbf{I} \otimes H] K = 0.$$  \hspace{1cm} (16)

In Appendix B.3 we discuss a generalization of the notion of $\mathbb{Z}_2$ symmetry and present the proof of a generalized version of this lemma (see Theorem 3). One direction of the lemma is proven below.

**Proof.** Here, we prove that if $h_\sigma = -\text{sgn}(\sigma) h^*_\sigma \forall \sigma \in S_n$, then $K[H \otimes \mathbf{I} + \mathbf{I} \otimes H] = 0$. Consider

$$H^1 = \sum_{\sigma \in S_n} h^*_\sigma P^1(\sigma) = -\sum_{\sigma \in S_n} \text{sgn}(\sigma) h_\sigma P(\sigma^{-1})$$

$$= -\sum_{\sigma \in S_n} \text{sgn}(\sigma) h_{\sigma^{-1}} P(\sigma),$$

where to get the second equality we have used the assumption of the lemma and to get the third equality, we have used $\text{sgn}(\sigma) = \text{sgn}(\sigma^{-1})$. Since $H$ is Hermitian, using $H = (H + H^1)/2$, we conclude $H = \sum_{\sigma \in S_n} h_\sigma P(\sigma)$, where

$$\tilde{h}_\sigma = \frac{1}{2} [h_\sigma - \text{sgn}(\sigma) h_{\sigma^{-1}}],$$

therefore satisfying

$$\tilde{h}_\sigma = -\text{sgn}(\sigma) \tilde{h}_{\sigma^{-1}} : \forall \sigma \in S_n.$$  \hspace{1cm} (19)

Then,

$$K[H \otimes \mathbf{I} + \mathbf{I} \otimes H] = K \sum_{\sigma} [\tilde{h}_\sigma P(\sigma) \otimes \mathbf{I} + \mathbf{I} \otimes \tilde{h}_{\sigma^{-1}} P(\sigma^{-1})]$$

$$= K \sum_{\sigma} [\tilde{h}_\sigma P(\sigma) \otimes \mathbf{I} + \text{sgn}(\sigma) \tilde{h}_{\sigma^{-1}} P(\sigma) \otimes \mathbf{I}] = 0,$$  \hspace{1cm} (20)

where the second and third equalities follow from Eq. (15) and Eq. (19), respectively. Finally, by taking the adjoint of both sides of this equation, and using the fact that $H$ and $K$ are Hermitian, we find that $K$ commutes with $[H \otimes \mathbf{I} + \mathbf{I} \otimes H]$. This completes the proof of one side of the lemma (see Appendix B.3 for the proof of the other side and a generalization of this lemma).

It is worth noting that the statement of the lemma can be slightly generalized by allowing shifts by a multiple of the identity operators: there exists a real number $\alpha$, such that Hamiltonian $H - \alpha \mathbf{I}$ has a decomposition satisfying the above properties, if and only if $K[H \otimes \mathbf{I} + \mathbf{I} \otimes H] = 2 \alpha K$.

It turns out that for systems with $n > d^2$ qudits the operator $K$ is zero. This is because $K$ can be thought of as the projector to the totally anti-symmetric subspace of $n$ qudits, i.e., $n$ systems with $d^2$-dimensional Hilbert space (see Eq. (15)). For $n > d^2$, such systems cannot have a totally anti-symmetric subspace, which implies $K = 0$ (see Appendix B.1 for further details). Therefore, the above lemma implies that for systems with $n > d^2$, any SU($d$)-invariant Hermitian operator $H$ has a decomposition satisfying Eq. (11).

In particular, this means that $K = 0$ for $n > 4$ qudits, and therefore, the condition in Lemma 1 is always satisfied for such systems. Interestingly, it turns out that, even though for $n = 3, 4$ qudits $K \neq 0$, after a proper shift by a multiple of the identity operator, any SU($2$)-invariant Hermitian operator $H$ satisfies the condition in Eq. (16), and hence by the lemma it has a decomposition satisfying the $\mathbb{Z}_2$ symmetry. For instance, we have already seen that for $n = 3$ qudits the operator $P_{12}^* P_{23} + P_{23}^* P_{12}$, which apparently does not satisfy the $\mathbb{Z}_2$...
symmetry, up to a shift by the identity operator can be written as \( P_{12} + P_{23} + P_{13} \), which respects the condition in Eq. (16). In Appendix B.2, we prove this can always be achieved for \( n = 3, 4 \) qudits. In summary, the

**Corollary 1.** Any SU\((d)\)-invariant Hermitian operator \( H \) on \( n > d^2 \) qudits has a decomposition as \( H = \sum h_\sigma \mathbf{P}(\sigma) \) satisfying the condition \( h_\sigma = -\text{sgn}(\sigma) h^-_\sigma \) for all \( \sigma \in S_n \). Furthermore, in the case of \( n = 3, 4 \) qudits, any SU\((2)\)-invariant Hermitian operator \( H \), up to shift by a multiple of the identity operator, has a decomposition satisfying the above property.

**B. A conservation law imposed by the \( \mathbb{Z}_2 \) symmetry**

It turns out that, under time evolution generated by Hamiltonians satisfying this property, certain functions of state remain conserved, whereas they can vary under general SU\((d)\)-invariant Hamiltonians: consider an SU\((d)\)-invariant Hamiltonian \( H(t) = \sum_{\sigma \in S_n} h_\sigma(t) \mathbf{P}(\sigma) \) satisfying the constraint in Eq. (11) and let \( V(t) : t \geq 0 \) be the family of unitaries satisfying the Schrödinger equation \( \frac{dV(t)}{dt} = -iH(t)V(t) \), with the initial condition \( V(0) = I \). Then, using Lemma 1, we find

\[
\frac{d}{dt} K[V(t) \otimes V(t)] = -iK[H(t) \otimes I + I \otimes H(t)] [V(t) \otimes V(t)] = 0,
\]

which, in turn, implies

\[
K[V(t) \otimes V(t)] = K.
\]

This means that if under an SU\((d)\)-invariant Hamiltonian that satisfies Eq. (11), a pair of initial states \( |\psi_1, 2\rangle \) evolves to the final states \( |\psi_1, 2\rangle \), then

\[
K(|\psi_1, 2\rangle \otimes |\psi_2, 2\rangle) = K(|\psi_1 \rangle \otimes |\psi_2 \rangle).
\]

Motivated by this observation, for any system with \( n \geq 2 \) qudits, define \( f_{\text{sgn}}(\psi) \) as the square of the norm of the vector \( K(|\psi \rangle \otimes |\psi \rangle) \), or equivalently as

\[
f_{\text{sgn}}(\psi) = \left( (\psi \otimes \langle \psi |) K(|\psi \rangle \otimes |\psi \rangle) \right)^2 = \frac{1}{n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) \langle \psi | \mathbf{P}(\sigma) |\psi \rangle^2,
\]

where \( \psi = |\psi \rangle \langle \psi | \) denotes the density operator associated with the state \( |\psi \rangle \). The fact that \( K \) is a projector implies that \( f_{\text{sgn}}(\psi) \) is a real number between 0 and 1. Furthermore, Eq. (23) implies

**Theorem 1.** Suppose the SU\((d)\)-invariant Hamiltonian \( H(t) \) has a decomposition as \( H(t) = \sum_{\sigma \in S_n} h_\sigma(t) \mathbf{P}(\sigma) \) that satisfies \( h_\sigma(t) = -\text{sgn}(\sigma) h^-_\sigma(t) \) for all \( t \geq 0 \) and all \( \sigma \in S_n \), except possibly the identity element \( e \in S_n \). If under the time evolution generated by this Hamiltonian an initial state \( |\psi \rangle \) evolves to \( |\psi' \rangle \), then

\[
f_{\text{sgn}}(\psi') = f_{\text{sgn}}(\psi).
\]

In particular, this conservation law holds for any SU\((d)\)-invariant Hamiltonian that can be written as a sum of 2-local terms, namely Hamiltonians in Eq. (7). Equivalently, this means that if the initial state \( |\psi \rangle \) can be converted to \( |\psi' \rangle \) by a sequence of 2-local SU\((d)\)-invariant unitaries, then the above conservation law holds.

Furthermore, as we saw in Corollary 1, up to a shift by a multiple of the identity operator, any SU\((2)\)-invariant Hamiltonian on qubits has a decomposition satisfying Eq. (11). Therefore, in the case of \( d = 2 \), \( f_{\text{sgn}} \) is trivially conserved. On the other hand, as we see in the following example for \( d \geq 3 \), this conservation law can be violated by Hamiltonians that contain 3-local SU\((d)\)-invariant terms.

Finally, we note that the conservation of \( f_{\text{sgn}} \) does not capture all the consequences of the presence of the \( \mathbb{Z}_2 \) symmetry. We discuss more about these additional conservation laws in a follow-up work [28], where we also explain how they are related to a certain family of bilinear forms that are used by Marin [29] for characterizing the Lie algebra generated by swaps.

**C. Example: A 6 qutrit system with SU\((3)\) symmetry**

In Fig. 2, we consider a system of 6 qutrits, with the total Hilbert space \( \mathbb{C}^3 \otimes \mathbb{C}^6 \) in the initial state

\[
(|0\rangle \wedge |1\rangle \wedge |2\rangle) \otimes (|0\rangle \wedge |1\rangle) \otimes |0\rangle,
\]

which is restricted to an irrep of SU\((3)\) (see the definition of the wedge product in Eq. (40)). The value of the function \( f_{\text{sgn}} \) for this initial state is zero. We first evolve the system under an SU\((3)\)-invariant Hamiltonian that can be written as \( \sum_{i<j} h_{ij} P_{ij} \), i.e., is 2-local (see the caption for further details). Under this time evolution the value of \( f_{\text{sgn}} \) remains zero. At \( t = 100 \) we add the 3-local term \( P_{12} P_{23} + P_{23} P_{12} \), which violates the condition in Eq. (16), to the Hamiltonian. As we see in this plot, the function \( f_{\text{sgn}} \) starts changing for \( t > 100 \). In this example we see that, even for states restricted to a single charge sector, there are additional conservation laws that are respected by 2-local SU\((3)\)-invariant unitaries, but are violated by general 3-local ones.

It is also worth noting that the function \( f_{\text{sgn}} \) may also remain conserved by SU\((d)\)-invariant Hamiltonians that are not 2-local, as long as they satisfy Eq. (16). To demonstrate this fact, in the above example we turn off the term \( P_{12} P_{23} + P_{23} P_{12} \) at \( t = 300 \) and turn on the 4-local Hermitian term \( P(1234) + P(4321) \), where \( P(abcld) \equiv P_{abc} P_{bcd} \) is the cyclic permutation of \( a, b, c, d \). Since this permutation has even parity and in the Hamiltonian it has a real coefficient,
\[ f_{\text{sgn}} \]

**D. Further properties of function \( f_{\text{sgn}} \)**

The function \( f_{\text{sgn}} \) satisfies various other useful properties. In particular, as we show in Appendix B 1:

(i) It remains invariant under permutations and global rotations, i.e., for all \( U \in \text{SU}(d) \) and \( \sigma \in S_n \), the value of \( f_{\text{sgn}} \) for states \( |\psi\rangle \) and \( U^{\otimes n} |\psi\rangle \) are equal.

(ii) It vanishes for states that remain invariant under a swap, up to a sign, i.e., if \( P_{ij} |\psi\rangle = \pm |\psi\rangle \), then \( f_{\text{sgn}}(|\psi\rangle) = 0 \).

(iii) It is zero for \( n > d^2 \). In the special case of \( n = d^2 \), it is non-zero if and only if \( d(d-1)/2 \) is even.

(iv) In the special case of product states, where \( |\psi\rangle = \bigotimes_{j=1}^n |\phi_j\rangle \), we find

\[
 f_{\text{sgn}}(|\psi\rangle) = \frac{1}{n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) \prod_j \langle \phi_j |\phi_{\sigma(j)}\rangle^2
 = \frac{1}{n!} \det(\langle \phi_i |\phi_j\rangle^2),
\]

where \( \det(\langle \phi_i |\phi_j\rangle^2) \) is the determinant of \( n \times n \) matrix with the matrix elements \( \langle \phi_i |\phi_j\rangle^2 \). Note that this matrix is the Gram matrix of states \( \{ |\phi_i\rangle : i = 1, \cdots, n \} \). This means that \( f_{\text{sgn}} \) is strictly greater than zero if and only if this is a linearly independent set of vectors (for example, \( f_{\text{sgn}} \) is non-zero for the 3 qubit state \( |0\rangle |1\rangle |+\rangle \)), whereas according to property (iii) it is zero for any 4 qubit state.

**IV. CORRESPONDENCE TO A FREE FERMIONIC SYSTEM AND ITS IMPLICATIONS**

Next, we discuss a different type of constraint on the group generated by 2-local \( SU(d) \)-invariant unitary transformations for \( d \geq 3 \), and derive its corresponding conservation laws. In contrast to the one found in the previous section, the following conservation laws remain non-trivial for systems with arbitrarily large number of qubits.

To explain this type of constraint, again we start with a simple example. Let \( \{ |m\rangle : m = 0, \cdots, d-1 \} \) be an arbitrary orthonormal basis of a qudit Hilbert space. Consider the subspace spanned by the state \( |0\rangle |0\rangle^{\otimes (n-1)} \) and its permuted versions. This subspace is invariant under the action of 2-local unitaries \( \{ e^{i\theta P_{aa}} \} \). Then, we can interpret \( |0\rangle \) as a single “particle” moving on \( n \) sites. In particular, the state \( |0\rangle^{\otimes (n-1)} |0\rangle^{\otimes (n-1)} \) can be interpreted as a particle located on site \( j \). If the particle is not on site \( a \) or \( b \), under the action of the unitary \( e^{i\theta P_{ab}} \), the state obtains a phase \( e^{i\theta} \); on the other hand, if it is located on sites \( a \) or \( b \), then with the amplitude \( \cos \theta \) it remains on the same site, and with the amplitude \( \sin \theta \) moves to the other site. This interpretation can be extended to the cases with more than one particle. What is remarkable about this interpretation is that if the particles are in an antisymmetric state, e.g., \( \frac{1}{\sqrt{2}} \{ |1\rangle |2\rangle - |2\rangle |1\rangle \}^{\otimes (n-2)} \), then the...
time evolution under unitaries \(e^{i\theta P_{ab}}\) corresponds to the time evolution of free (non-interacting) fermionic particles.

In the following, we further formalize and prove this claim. It should be noted that the final result, as presented in Lemma 3 and the conservation laws in Theorem 2, are about qubit systems and can be understood and applied independent of this fermionic picture.

A. The Lie group generated by exponentials of swap operators on the sites of a fermionic system

In this section we introduce a representation of the permutation group \(S_n\) on a fermionic system and characterize the Lie group generated by the exponential of swaps (transpositions) on the sites of this system. In the next section, we apply this result to study systems of qudits. It is worth noting that the results presented in this section can be understood independently of the other sections and could be of independent interest.

For a fermionic system with \(n\) sites, let \(c_i^\dagger\) be the creation operator that creates a particle on site \(i\) for \(i = 1, \ldots, n\). These operators satisfy the usual fermionic anti-commutation relations \(\{c_i, c_j\} = \delta_{ij}\) and \(\{c_i^\dagger, c_j\} = 0\). Let \(\left\langle \text{vac} \right|\) be the Fock vacuum, satisfying \(c_i|\text{vac}\rangle = 0\), for all \(i = 1, \ldots, n\).

We can define a natural representation of the permutation group on the space of creation operators: under the permutation \(\sigma \in S_n\), the creation operator \(c_i^\dagger\) is transformed to \(c_{\sigma(i)}^\dagger\). In particular, for all transpositions (swaps) \(\sigma_{ab} \in S_n\), it holds that

\[
\begin{align*}
P_{ab}^f c_j^\dagger P_{ab}^f &= c_{\sigma_{ab}(j)}^\dagger, & j = 1, \ldots, n. \quad (27)
\end{align*}
\]

It turns out that these \(n\) equations uniquely specify the operator \(P_{ab}^f\), up to a global phase, namely

\[
P_{ab}^f \equiv \mathbb{I}^f - (c_a^\dagger - c_b^\dagger)(c_a - c_b), \quad (28)
\]

where \(\mathbb{I}^f\) is the identity operator. More precisely, as we show in Appendix C.1 the operator in Eq. (28) is the unique operator satisfying both Eq. (27) and equation

\[
P_{ab}^f|\text{vac}\rangle = |\text{vac}\rangle. \quad (29)
\]

Note that the operator \(P_{ab}^f\) defined in Eq. (28) is both Hermitian and unitary.

Since transpositions generate the permutation group \(S_n\), Eq. (27) defines a representation of this group on the vector space spanned by the creation operators. This also induces a representation of this group on the \(2^n\)-dimensional Hilbert space of the fermionic system, also known as the Fock space. In particular, under the transposition \(\sigma_{ab} \in S_n\), the \(L\)-particle state \(c_{i_1}^\dagger \cdots c_{i_L}^\dagger|\text{vac}\rangle\) is mapped to

\[
P_{ab}^f(c_{i_1}^\dagger \cdots c_{i_L}^\dagger|\text{vac}\rangle) = c_{\sigma_{ab}(i_1)}^\dagger \cdots c_{\sigma_{ab}(i_L)}^\dagger|\text{vac}\rangle. \quad (30)
\]

Having defined this representation of the permutation group, we now ask: what is the group of unitaries generated by Hamiltonians that can be written as a sum of swaps, i.e., Hamiltonians in the form \(\sum_a h_{ab}(t)P_{ab}^f\), where \(h_{ab}\) is an arbitrary function of time? Equivalently, what is the group generated by unitaries \(e^{i\theta P_{ab}^f}: \theta \in [0, 2\pi), 1 \leq a < b \leq n\)\

As we explain in the following, this group has a simple characterization. The key observation that allows us to characterize this group is the fact that, up to a constant shift, the swap operators \(\{P_{ab}^f\}\) are quadratic in the creation and annihilation operators. This implies that Hamiltonians in the form \(\sum_a h_{ab}(t)P_{ab}^f\) correspond to non-interacting (free) fermionic systems. It is worth noting that a similar representation of the permutation group can also be defined for bosons (see Appendix C.2). However, unlike in the fermionic case, in the bosonic case the unitary that satisfies Eq. (27) is not quadratic in creation/annihilation operators, and therefore the corresponding Hamiltonian is not free.

Using Eq. (28) together with the fermionic anti-commutation relations, it can be shown (see Appendix C.2) that

\[
e^{i\theta P_{ab}^f} c_j^\dagger e^{-i\theta P_{ab}^f} = e^{-i\theta}(\cos \theta c_j^\dagger + i \sin \theta c_{\sigma_{ab}(j)}^\dagger). \quad (31)
\]

The right-hand side of Eq. (31) can be interpreted as a unitary (Bogoliubov) transformation on the \(n\)-dimensional vector space spanned by the creation operators, which again indicates that under the Hamiltonian \(P_{ab}^f\) the particles are not interacting with each other. To understand this better, it is useful to consider the single-particle version of the operator \(P_{ab}^f\), let \([j]: j = 1, \ldots, n\) be an orthonormal basis for \(\mathbb{C}^n\). Consider the operator \(E_{ab}\) acting on \(\mathbb{C}^n\) satisfying equations

\[
E_{ab}|j\rangle = |\sigma_{ab}(j)\rangle : j = 1, \ldots, n, \quad (32)
\]

which correspond to the single-particle version of Eq. (30). This operator is explicitly given by

\[
E_{ab} \equiv \mathbb{I} - (|a\rangle - |b\rangle)(\langle a| - \langle b|), \quad (33)
\]

which is also unitary and Hermitian. The set of unitaries \(\{E_{ab}: 1 \leq a < b \leq n\}\) generates a reducible representation of the permutation group \(S_n\). In particular, this representation leaves the vector \(\sum_{j=1}^n |j\rangle\) invariant. It turns out that the \((n-1)\)-dimensional subspace orthogonal to this vector, corresponds to an irrep of \(S_n\), called the standard representation \(S_n\). The operator \(\mathbb{I} - E_{ab}\) acts as the single-particle version of the operator \(\mathbb{I} - P_{ab}^f = (c_a^\dagger - c_b^\dagger)(c_a - c_b)\) in the following sense: using the identity

\[
e^{i\theta E_{ab}} = \cos \theta \mathbb{I} + i \sin \theta E_{ab}, \quad (31)
\]

we can rewrite as

\[
e^{i\theta (P_{ab}^f - \mathbb{I}^f)} c_j^\dagger e^{-i\theta (P_{ab}^f - \mathbb{I}^f)} = \sum_{l=1}^n |j\rangle \langle l| e^{i\theta (E_{ab} - \mathbb{I})} |j\rangle c_l^\dagger. \quad (34)
\]

Furthermore, using Eq. (29) we find

\[
e^{i\theta (P_{ab}^f - \mathbb{I}^f)}|\text{vac}\rangle = |\text{vac}\rangle. \quad (35)
\]

Combining this with Eq. (34), we conclude that for any \(L\)-particle state \(\prod_{s=1}^L c_{j_s}^\dagger|\text{vac}\rangle\) with \(j_1, \ldots, j_s \in \{1, \ldots, n\}\), it holds that

\[
e^{i\theta (P_{ab}^f - \mathbb{I}^f)} \prod_{s=1}^L c_{j_s}^\dagger|\text{vac}\rangle = \prod_{s=1}^L \left[ \sum_{k=1}^n \langle k| e^{i\theta (E_{ab} - \mathbb{I})} |j_s\rangle c_k^\dagger \right]|\text{vac}\rangle. \quad (36)
\]
Given that vectors \( \{ \prod_{i=1}^{L} e_{j_i}^{\dagger} \ket{\text{vac}} \} \) span the \( L \)-particle subspace of the Fock space, Eq. (36) defines a representation of the Lie group generated by \( n \times n \) unitaries \( \{ e^{i \theta (E_{ab} - 1)} : \theta \in [0, 2\pi), 1 \leq a < b \leq n \} \), inside this subspace. In particular, since this subspace is unitarily equivalent to the totally anti-symmetric subspace of \( (\mathbb{C}^n)^{\otimes L} \), we conclude that inside the \( L \)-particle sector the unitary \( e^{i \theta (E_{ab} - 1)} \) is represented by

\[
e^{i \theta (E_{ab} - 1)} \mapsto e^{i \theta (P_{ab}^{(L-1)})} \Pi_L \cong (e^{i \theta (E_{ab} - 1)})^{\otimes L} P_{L,n}, \tag{37}
\]

where \( \Pi_L \) is the projector to the \( L \)-particle sector of the Fock space and \( P_{L,n} \) is the projector to the totally anti-symmetric subspace of \( (\mathbb{C}^n)^{\otimes L} \). In Appendix C3 we show that the unitaries \( \{ e^{i \theta (E_{ab} - 1)} \} \) generate the group of all \( n \times n \) unitaries that leave the vector \( \sum_{j=1}^{n} |j\rangle \) invariant, which is isomorphic to the group \( U(n - 1) \). We conclude that

**Lemma 2.** Consider the Lie groups generated by unitaries \( \{ e^{i \theta (E_{ab} - 1)} \} \) and \( \{ e^{i \theta (P_{ab}^{(L-1)})} \} \) respectively,

\[
G_{\text{single}} \equiv \{ e^{i \theta (E_{ab} - 1)} : \theta \in [0, 2\pi), 1 \leq a < b \leq n \} \subset U(n).
\]

\[
G_{\text{termi}} \equiv \{ e^{i \theta (P_{ab}^{(L-1)})} : \theta \in [0, 2\pi), 1 \leq a < b \leq n \} \subset U(2^n).
\]

Both groups are isomorphic to \( U(n - 1) \). Furthermore, for any integer \( L \) in the interval \( 0 < L < n \) the projection of \( G_{\text{termi}} \) into the \( L \)-particle sector is also isomorphic to \( U(n - 1) \), and is unitarily equivalent to the \( L \)-fold tensor product of \( G_{\text{single}} \) projected to the totally anti-symmetric subspace, as defined in Eq. (37).

In summary, the main observations that allow us to find this simple characterization are that the swap operators are free Hamiltonians on the fermionic space and the action of unitaries \( \{ e^{i \theta (P_{ab}^{(L-1)})} \} \) can be understood as a unitary (Bogoliubov) transformation on the creation operators (see Eq. (31)).

This argument reveals a simple physical interpretation and an independent proof of a remarkable mathematical result by Marin (namely, Lemma 12 of [29]). As we mentioned before, Marin has found the simple factors of the Lie algebra generated by transpositions [29]. It turns out that the simple subgroup \( SU(n - 1) \) of the Lie group \( U(n - 1) \) in our Lemma 2 corresponds to one of these simple factors, which acts on certain irreps of \( \mathbb{S}_n \) (namely, those with L-shape Young diagrams). These are exactly those irreps that appear in the above representation of \( \mathbb{S}_n \) on the fermionic system. In [28], we discuss more about this relation and explain how the above connection with non-interacting fermionic systems provides new insight into this important result.\(^6\)

**Remark.** It is worth noting that \( G_{\text{single}} \) is a reducible representation of \( U(n - 1) \). It contains a \( 1 \)-dimensional invariant subspace corresponding to vector \( \sum_{j=1}^{n} |j\rangle \) and the orthogonal \( (n - 1) \)-dimensional subspace. Relative to this decomposition unitaries in \( G_{\text{single}} \) can be written as \( G_{\text{single}} = \{ 1 \otimes T : T \in U(n - 1) \} \). This means that by projecting the group \( G_{\text{termi}} \) to the \( L \)-particle sector, we obtain the group of unitaries

\[
(1 \otimes T)^{\otimes L} P_{L,n} \cong T^{\otimes L} P_{L,n-1} \oplus T^{\otimes (L-1)} P_{L-1,n-1}, \tag{38}
\]

where \( T \in U(n - 1) \). We can rewrite this more compactly as

\[
(1 \otimes T)^{\wedge L} \cong T^{\wedge L} + T^{\wedge (L-1)}, \tag{39}
\]

where \( A^{\wedge L} \equiv A^{\otimes L} P_{L,n} \) if \( A \) is an operator acting on a Hilbert space of dimension \( m \). In other words, this means that for \( L \) in the interval \( 0 < L < n \), the \( L \)-particle sector contains two irreps of \( U(n - 1) \): one corresponding to \( L \) copies of \( U(n - 1) \) projected to the totally anti-symmetric subspace of \( (\mathbb{C}^{n-1})^{\otimes L} \) and another corresponding to \( L - 1 \) copies of \( U(n - 1) \) projected to the totally anti-symmetric subspace of \( (\mathbb{C}^{n-1})^{\otimes (L-1)} \). See Appendix C4 for a proof of these isomorphisms.

**B. Correspondence between the fermionic system and a subspace of the qudit system**

Next, we introduce a correspondence between states in a certain subspace of \( (\mathbb{C}^d)^{\otimes n} \) and states of the above fermionic system. For \( L \leq \min\{n, d - 1\} \), consider the state \( (\wedge_{m=1}^{L} |m\rangle) \otimes |0\rangle^{\otimes (n-L)} \), where

\[
\wedge_{m=1}^{L} |m\rangle \equiv \frac{1}{\sqrt{\Pi_{\mathbb{S}_L}}} \sum_{\sigma \in \mathbb{S}_L} \text{sgn}(\sigma) |\sigma(1)\cdots|\sigma(L)\rangle, \tag{40}
\]

is a totally anti-symmetric state in \( (\mathbb{C}^d)^{\otimes L} \) and \( \{|m\rangle : m = 0, \ldots, d - 1\} \) is the computational basis for a single qudit. We can identify the subspace spanned by the state \( (\wedge_{m=1}^{L} |m\rangle) \otimes |0\rangle^{\otimes (n-L)} \), and its permuted versions, with the \( L \)-particle sector of the above fermionic system via the map

\[
U^f P(\sigma) \left[ (\wedge_{m=1}^{L} |m\rangle) \otimes |0\rangle^{\otimes (n-L)} \right] = \prod_{i=1}^{L} e_{\sigma(i)}^{\dagger} |\text{vac}\rangle, \tag{41}
\]

for all \( \sigma \in \mathbb{S}_n \). It can be shown that \( U^f \) is a linear isometry, i.e., preserves inner products (see Appendix C5). This correspondence holds for all values of \( L \leq \min\{n, d - 1\} \). Considering the subspaces corresponding to all values of \( L \leq \min\{n, d - 1\} \) together, we obtain the following subspace of the qudit system:

\[
\mathcal{H}_{\text{comp}} \equiv \text{span}_{\mathbb{C}} \{ P(\sigma) \left[ (\wedge_{m=1}^{L} |m\rangle) \otimes |0\rangle^{\otimes (n-L)} \right] : \sigma \in \mathbb{S}_n, L \leq \min\{n, d - 1\} \} \tag{42}
\]

Note that this definition means \( \mathcal{H}_{\text{comp}} \) is invariant under permutations. Equivalently, the projector to \( \mathcal{H}_{\text{comp}} \), denoted by \( \Pi_{\text{comp}} \), satisfies \( P(\sigma) \Pi_{\text{comp}} = \Pi_{\text{comp}} P(\sigma) \) for all \( \sigma \in \mathbb{S}_n \). Furthermore, according to Schur-Weyl duality (see Appendix A1), any \( SU(d) \)-invariant unitary \( V \in \mathcal{V}_n \) can be
written as a linear combination of permutations, and hence preserves $\mathcal{H}_{\text{comp}}$, i.e., $\Pi_{\text{comp}} V = V \Pi_{\text{comp}}$. On the other hand, $\mathcal{H}_{\text{comp}}$ depends on the choice of basis $\{|m\rangle : m = 0, \ldots, d - 1\}$, i.e., is not invariant under the action of $SU(d)$. We discuss more about this later (see the discussion around Eq. (56)).

Using Eq. (30), we can see that $U_f^f$ intertwines the representation of $S_n$ on the subspace $\mathcal{H}_{\text{comp}}$ of $(\mathbb{C}^d)^n$ with the representation on the fermionic system, i.e.,

\[
\forall \sigma \in S_n : \quad U_f^f \Pi_{\text{comp}} = \Pi_{\text{comp}} U_f^f .
\]

\[(43)\]

In particular, this implies

\[
U_f^f e^{i\theta \Pi_{\text{comp}}} = e^{i\theta \Pi_{\text{comp}}} U_f^f ,
\]

\[(44)\]

for all $a, b \in \{1, \ldots, n\}$ and $\theta \in [0, 2\pi)$. The linear map $U_f^f$ establishes a useful correspondence between states and observables in the subspace $\mathcal{H}_{\text{comp}}$ of the qudit system on the one hand, and those of the fermionic system on the other hand. Using this correspondence together with the results of the previous section on the fermionic system, we can easily understand and characterize the properties of the group generated by 2-local $SU(d)$-invariant unitaries inside the subspace $\mathcal{H}_{\text{comp}}$.

In particular, combining Eq. (44) together with Eq. (28), we arrive at a remarkable conclusion: for states inside $\mathcal{H}_{\text{comp}}$, the time evolution of qudits under a general 2-local $SU(d)$-invariant Hamiltonian $H(t) = \sum_{i<j} h_{ij}(t) \Pi_{ij}$ is equivalent to the time evolution of the fermionic system under the non-interacting (free) Hamiltonian

\[
H_f(t) = \sum_{i<j} h_{ij}(t) \left[ I^f - (c_i^+ - c_j^+)(c_i - c_j) \right] ,
\]

\[(45)\]

also known as the tight-binding model. Note that for $d > 2$, the fermionic model associated to the qudit system contains more than one particle (i.e., $U_f^f \Pi_{\text{comp}}$ has components in sectors with more than one particle). In these cases the fact that under the Hamiltonian in Eq. (45) these particles are non-interacting has important implications, such as conservation laws presented in the next section.

Also, note that according to Schur-Weyl duality, any $SU(d)$-invariant Hamiltonian can be written as a polynomial of swaps

\[
\{ \Pi_{ab} : a < b \}. \quad \text{For any such Hamiltonian, we can obtain the corresponding fermionic Hamiltonian by applying the mapping } \Pi_{ab} \mapsto \Pi_{ab}^f . \quad \text{Then, as presented in Table I, for a general 3-local $SU(d)$-invariant Hamiltonian the corresponding fermionic Hamiltonian is interacting.}
\]

In fact, using this correspondence we can fully characterize the action of $V_2$, the group generated by 2-local $SU(d)$-invariant unitaries, inside $\mathcal{H}_{\text{comp}}$. In Lemma 2, we characterized the group $G_{\text{ferm}}$ generated by $\{ e^{i\theta \Pi_{ab}} : \theta \in [0, 2\pi], 1 \leq a < b \leq n \}$ and showed that it is isomorphic to $U(n - 1)$. Combining this fact with the correspondence in Eq. (44), we find that the projection of the group generated by unitaries $\{ e^{i\theta \Pi_{ab}} : \theta \in [0, 2\pi], 1 \leq a < b \leq n \}$ to the subspace $\mathcal{H}_{\text{comp}}$, is also isomorphic to $U(n - 1)$. Recall that together with the global phases $\{ e^{i\theta} \}$, these unitaries generate $V_2$. This implies that

\[
\{ V \Pi_{\text{comp}} : V \in V_2 \} \cong U(1) \times U(n - 1) ,
\]

\[(46)\]

where the operators on the left-hand side are interpreted as unitary transformations on $\mathcal{H}_{\text{comp}}$. To understand the origin of the $U(1)$ factor on the right-hand side, note that the vector $\sum_{r=1}^n |0 \rangle \otimes (r-1) |0 \rangle \otimes (n-r)$ is inside $\mathcal{H}_{\text{comp}}$, and remains invariant under all unitaries $\{ e^{i\theta \Pi_{ab}} : \theta \in [0, 2\pi], 1 \leq a < b \leq n \}$, whereas it obtains a phase under global phases $\{ e^{i\theta} \}$. Therefore, this 1D subspace is a faithful representation of the $U(1)$ group corresponding to the global phases.

As a simple example, in the case of $n$ qubits, $\mathcal{H}_{\text{comp}}$ is $n$-dimensional and decomposes to a 1D subspace corresponding to the vector $\sum_{r=1}^n |0 \rangle \otimes (r-1) |0 \rangle \otimes (n-r)$, which lives in the highest angular momentum sector $j_{\text{max}} = \frac{n}{2}$, and an $(n-1)$-dimensional orthogonal subspace that lives in the sector with angular momentum $j_{\text{max}} - 1$. Then, the above statement implies that all unitaries inside the latter subspace can be realized using 2-local rotationally-invariant unitaries.

### C. Conservation laws based on the qudit-fermion correspondence

For systems evolving under non-interacting Hamiltonians, the entanglement between particles remains conserved. Combining this fact with the above correspondence, in the follow-
ing, we derive new conservation laws that hold for 2-local SU($d$)-invariant unitaries and are violated by 3-local ones.

For any state $|\psi\rangle \in (C^d)^\otimes n$ of qudits consider its component in $H_{\text{comp}}$, i.e., $P_{\text{comp}}|\psi\rangle$. Then,

$$|\Psi^f\rangle \equiv U^f P_{\text{comp}}|\psi\rangle$$

(47)

is the corresponding (unnormalized) state of the fermionic system. Hence, the corresponding single-particle reduced state $\Omega[\psi] = \sum_{i,j=1}^n \Omega_{ij}[\psi] |i\rangle\langle j|$ is an (unnormalized) density operator defined on the Hilbert space $C^n$, with matrix elements

$$\Omega_{ij}[\psi] \equiv \langle \Psi^f | c_i^\dagger c_j | \Psi^f \rangle : i, j = 1, \ldots, n,$$

(48)

where $\psi = |\psi\rangle\langle \psi|$. As an example, in Appendix C 6 we show that for state $|\psi\rangle = \sum_{i=1}^n \psi_i |0\rangle \otimes (i-1)|1\rangle \otimes (n-i)$, the corresponding single-particle reduced state is $\Omega[\psi] = \sum_{i,j=1}^n \psi_i \phi_j^* |i\rangle\langle j|$, which is the density operator for the state vector $\sum_{i=1}^n \psi_i |i\rangle$. This justifies the interpretation of $\Omega[\psi]$ as the “single-particle” reduced state.

Note that this definition can be easily generalized to the case of mixed states. For a general density operator $\rho$ on $(C^d)^\otimes n$, define

$$\Omega[\rho] \equiv \sum_{i,j=1}^n \Omega_{ij}[\rho] |i\rangle\langle j|,$$

(49)

where

$$\Omega_{ij}[\rho] \equiv \text{Tr}(c_i^\dagger c_j U^f P_{\text{comp}} \rho P_{\text{comp}} U^f \dagger),$$

(50)

or equivalently, in terms of the qudit operators

$$\Omega_{ij}[\rho] \equiv \begin{cases} \text{Tr}(P_{\text{comp}} \rho P_{\text{comp}} A_i |q_j\rangle\langle q_j|) & : i \neq j, \\ \text{Tr}(P_{\text{comp}} \rho P_{\text{comp}} |0\rangle\langle 0|) & : i = j, \end{cases}$$

(51)

where $A_i$ denotes $I^{\otimes (i-1)} \otimes A \otimes I^{\otimes (n-i)}$, and therefore $I_i - |0\rangle\langle 0|$ is the projector to the subspace where qudit $i$ is orthogonal to state $|0\rangle$. Similarly,

$$Q_{ij} \equiv (I_i - |0\rangle\langle 0|) |0\rangle\langle 0|$$

(52)

is the projector to the subspace of states in which qudit $i$ is orthogonal to state $|0\rangle$ and qudit $j$ is in state $|0\rangle$. In Appendix C 7 we show that the above two expressions for $\Omega_{ij}[\rho]$ are indeed equivalent. Furthermore, using the fermionic picture, in particular Eq. (34), in Appendix C 8 we show

**Lemma 3.** The linear map $\Omega$ defined in Eqs. (49) and (51), satisfies the covariance condition

$$\Omega[e^{i\theta P_{ab}} \rho e^{-i\theta P_{ab}}] = e^{i\theta E_{ab}} \Omega[\rho] e^{-i\theta E_{ab}},$$

(53)

for all $\theta \in [0, 2\pi)$ and any pair of sites $a,b \in \{1, \ldots, n\}$, where $E_{ab}$ is given in Eq. (55). Furthermore, $\Omega$ is a completely-positive map.

Eq. (53) is again a manifestation of the fact that inside $\mathcal{H}_{\text{comp}}$ the time evolution under Hamiltonian $P_{ab}$ is equivalent to the time evolution under the single-particle Hamiltonian $E_{ab}$ (note that using Lemma 2 this condition can be understood as the covariance of the map $\Omega$ with respect to the group $U(n-1)$).

Using this result we can derive simple constraints on the time evolution under 2-local SU($d$)-invariant unitaries. In particular, Eq. (53) implies that, if under $e^{i\theta P_{ab}}$ the initial state $\rho$ evolves to $\rho' = e^{i\theta P_{ab}} \rho e^{-i\theta P_{ab}}$, then the eigenvalues of $\Omega[\rho]$ and $\Omega[\rho']$ are equal. An immediate corollary of this covariance property is the following conservation laws:

**Theorem 2.** Suppose under a unitary transformation $V$ in the group generated by 2-local SU($d$)-invariant unitaries, the initial density operator $\rho$ of $n$ qudits evolves to the density operator $\rho' = V \rho V^\dagger$. Then for all positive integers $l$, we have

$$\text{Tr}(\Omega[\rho'])^l = \text{Tr}(\Omega[\rho])^l,$$

(54)

where $\Omega$ is the completely-positive linear map defined in Eqs. (49) and (51).

In the fermionic picture these conservation laws can be understood as the conservation of correlations between particles: a free Hamiltonian does not generate/destroy such correlations. Specifically, Eq. (54) means that all Rényi entropies of the single-particle density operator $\rho = \Omega[\rho']/ \text{Tr}(\Omega[\rho'])$ are conserved. In the next section, we consider an example of a 6 qutrit system and show that the conservation law for $l = 2$ is satisfied by the time evolutions generated by Hamiltonians that can be written as a sum of 2-local SU(3)-invariant terms whereas it is violated by those general Hamiltonians that contain 3-local and 4-local terms.

It is worth noting that in the special case of $l = 1$, the above conservation law holds for all SU($d$)-invariant unitaries $V \in \mathcal{V}$. To see this note that

$$\text{Tr}(\Omega[\rho]) = \langle \psi | \Pi_{\text{comp}} \sum_i I_i - |0\rangle\langle 0| \Pi_{\text{comp}} |\psi\rangle.$$  

(55)

Then, because any SU($d$)-invariant unitary $V \in \mathcal{V}$ can be written as a linear combination of permutations, it commutes with permutationally-invariant operators $\Pi_{\text{comp}}$ and $\sum_i I_i - |0\rangle\langle 0|$, which implies $\text{Tr}(\Omega[V |\psi\rangle V^\dagger]) = \text{Tr}(\Omega[|\psi\rangle])$ (in fact, using Eq. (55), we can interpret $\text{Tr}(\Omega[|\psi\rangle])$ as the expected number of “particles” in the fermionic subspace).

Another special case where the conservation laws are satisfied trivially is the case of $d = 2$: Eq. (54) holds for all SU(2)-invariant unitaries and all $l$. In order to see this, notice that a general state in the the Hilbert space $(C^2)^\otimes n$ can be decomposed as $|\psi\rangle = \sum_j \psi_j |\overline{\theta}\rangle + |\overline{\psi}\rangle$, where $|\overline{\psi}\rangle$ is orthogonal to the “one-particle” subspace spanned by $|\overline{\theta}\rangle \equiv (|0\rangle \otimes (i-1)|1\rangle \otimes (n-i) : i = 1, \ldots, n$. Under any SU(2)-invariant unitary $V$, the one-particle subspace remains invariant and therefore $|\psi'\rangle = V |\psi\rangle = \sum_j \psi_j V |\overline{\theta}\rangle + |\overline{\psi}\rangle'$, where again $|\overline{\psi}\rangle'$ is orthogonal to the one-particle subspace and $V |\overline{\theta}\rangle = (\overline{\theta}) V |\overline{\theta}\rangle$. As we show in Appendix C 6, $\Omega[|\psi\rangle] = \sum_j \psi_j |\overline{\theta}\rangle^* |\overline{j}\rangle$. We conclude that $\Omega[|\psi\rangle]$ can be obtained from $\Omega[|\psi\rangle]$ by conjugation with $n \times n$ unitary $\sum_j V_{ij} |\overline{j}\rangle$ after which, implies the conservation laws in Eq. (54) hold trivially for all SU(2)-invariant unitaries.
Finally, we note that Lemma 3 and the qudit-fermion correspondence discussed above impose further constraints on the dynamics, which are not fully captured by the above conservation laws in Eq. (54). First, note that if under an SU(d)-invariant unitary $V$, an initial density operator $\rho$ evolves to $\rho' = V\rho V^\dagger$, then for any unitary $U \in SU(d)$, the initial state $U^\otimes n \rho U^\otimes n$ evolves to $U^\otimes n \rho' U^\otimes n$. Therefore, applying the conservation laws in Eq. (54), we find

$$\text{Tr} \left( \Omega[U^\otimes n \rho' U^\otimes n]\right) = \text{Tr} \left( \Omega[U^\otimes n \rho U^\otimes n]\right),$$

(56)

for all $U \in SU(d)$. In general, these conservation laws are independent of those in Eq. (54). This is a consequence of the fact that $H_{\text{comp}}$ is defined in terms of the computational basis and is not invariant under unitaries $U^\otimes n : U \in SU(d)$. This in turn implies the linear map $\Omega$ is not covariant under the action of $SU(d)$.

In addition to these conservation laws, Lemma 3 also implies that the dynamics in subspaces corresponding to different particle numbers are correlated: the “single-particle” dynamics determines the dynamics in all other sectors. In [28] we will discuss more about this lemma and other implications of the qudit-fermion correspondence.

D. Example: A 6 qutrit system with SU(3) symmetry

Consider a system of 6 qutrits in the initial state

$$|(\{0\} \otimes \{1\} \otimes \{2\}) \otimes |0\rangle_{\otimes 3}\rangle.$$

Similar to the state considered in the example in Sec. III C, this state is also restricted to a single (but inequivalent) irrep of SU(3). We study the dynamics of this system, and especially the time evolution of $\text{Tr}(\omega(t)^2)$, i.e., the purity of the normalized density operator $\omega(t) = \Omega(\psi(t))/\text{Tr}(\Omega(\psi(t)))$. Recall that $\text{Tr}(\Omega(\psi(t)))$ is always automatically conserved under all SU(3)-invariant unitaries and in this case is equal to 2.

We study the time evolution under the same SU(3)-invariant Hamiltonians considered in the previous example in Fig. 2, first, we let the system evolve under a Hamiltonian that can be written as the sum of 2-local terms, i.e. $H = \sum_{i<j} h_{ij} P_{ij}$, then we add the 3-local term $P_{12}P_{23} + P_{23}P_{12}$ to this Hamiltonian, and finally, we turn off this 3-local term and turn on the 4-local term $P_{1234} + P_{4321}$ (see the caption of Fig. 3 for further details).

The plot in Fig. 3 clearly shows that $\text{Tr}(\omega(t)^2)$ remains conserved for the first family of Hamiltonians, whereas it evolves under the second and third families. In particular, note that in the presence of the 4-local term $P_{1234} + P_{4321}$, the function $f_{\text{comp}}$ remains conserved in the presence of this 4-local term. This clearly demonstrates that the conservation laws based on the qudit-fermion correspondence are independent of those based on the $Z_2$ symmetry.

Using the tools and ideas developed in this section, we can now explain the phenomenon discussed in Fig. 1. Again, consider a system of 6 qutrits in the same initial state $|(\{0\} \otimes \{1\} \otimes \{2\}) \otimes |0\rangle_{\otimes 3}\rangle$. Starting with this state, via a sequence of 2-local SU(3)-invariant unitaries we can obtain the orthogonal state $|0\rangle_{\otimes 3} \otimes (\{0\} \otimes \{1\} \otimes \{2\})$, which lives in the same charge sector of SU(3) (this state can be obtained, e.g., by swapping qudits 1 with 4, 2 with 5, and 3 with 6). Consider the 2D subspace spanned by these two orthogonal vectors. Up to

---

Footnotes:

7 Note that $\Omega[U^\otimes n \rho U^\otimes n]$ is the same as the single-particle reduced density matrix which would be obtained if instead of the computational basis we had used the basis $\{|U\rangle_m : m = 0, \cdots, d - 1\}$. In that case, the fermionic correspondence would be between the fermionic system and the subspace $U^\otimes n H_{\text{comp}}$, composed of the rotated versions of the states in Eq. (42).

4 For the readers familiar with Young diagrams, this irrep corresponds to the diagram $\begin{array}{cccc} & & & \end{array}$ See Appendix A2 for more details.

---
a global phase, any state in this subspace can be written as 
\[ |\psi(\theta, \phi)\rangle = e^{i\phi} |\psi(\theta)\rangle \]

with \( \phi \in [0, 2\pi) \) and \( \theta \in [0, \pi] \). It can be easily shown that any pair of states in this subspace can be converted to each other via a general SU(3)-invariant unitary. In particular, under unitary operations generated by the 6-local SU(3)-invariant Hamiltonian \( P_{14}P_{25}P_{36} \), the initial state \( \rho_{(0,0)} \) evolves to state \( |\psi(\theta, \phi)\rangle \) for arbitrary \( \theta \in [0, \pi] \). Then, by applying unitaries generated by 2-local SU(3)-invariant Hamiltonian \( I - P_{45} \), this state can be converted to \( |\psi(\theta, \phi)\rangle \) for arbitrary \( \phi \in [0, 2\pi) \).

Next, we ask what transitions in this subspace are possible under unitaries generated by 2-local SU(3)-invariant unitaries. In particular, what are the constraints imposed by the conservation law introduced in Eq. (54), e.g., for \( l = 2 \). To apply this conservation law we need to find the single-particle density operator \( \rho \) associated to the state \( |\psi(\theta, \phi)\rangle \), which can be found using Eq. (48), or equivalently, using Eq. (51). Using the fact that \( \Pi_{\text{comp}}|\psi(\theta, \phi)\rangle = |\psi(\theta, \phi)\rangle \), we find

\[
\rho = \frac{\Omega|\psi(\theta, \phi)\rangle}{\text{Tr}(\Omega|\psi(\theta, \phi)\rangle)} \left( \begin{array}{ccc}
\cos \theta & 0 & 0 \\
0 & \sin \theta & 0 \\
0 & 0 & 0 
\end{array} \right)
\]

where \( \rho \) is given by

\[
\rho = \frac{1}{6} \begin{pmatrix}
+2 & -1 & -1 \\
-1 & +2 & -1 \\
-1 & -1 & +2 
\end{pmatrix}.
\]

Note that \( \omega = \pi/2 \) is also the single-particle state associated to the fermionic state \( U^T|\psi(\theta, \phi)\rangle \), which is equal to

\[
\left( \frac{\cos \theta}{\sqrt{3}} [c_1c_2 - c_1c_3 + c_2c_3] + i \frac{\sin \theta}{\sqrt{3}} [c_1c_5 - c_1c_6 + c_2c_6] \right) \text{vac}.
\]

Equivalently, \( \rho \) can be interpreted as the single-particle reduced state for the fermionic state \( \frac{1}{\sqrt{3}} [c_1c_2 - c_1c_3 + c_2c_3] \text{vac} \) defined on a lattice with 3 sites. Eigenvalues of \( \rho \) are \( \{1/2, 1/2, 0\} \), which implies the purity of \( \omega \) is

\[
\text{Tr}(\omega^2) = \frac{\text{Tr}(\Omega|\psi(\theta, \phi)\rangle^2)}{\text{Tr}(\Omega|\psi(\theta, \phi)\rangle^2)} = \frac{1}{8} (3 + \cos 2\theta).
\]

From the conservation law in Eq. (54), we know that this quantity remains conserved under 2-local SU(3)-invariant unitaries.

This means that under such unitary transformations the initial state \( |\psi(\theta, \phi)\rangle \) evolves to the state \( |\psi(\theta', \phi')\rangle \), only if \( \theta' = \theta \) or \( \theta' = \pi - \theta \). It turns out that this necessary condition is also sufficient: the sequence of 2-local unitaries \( P_{14}P_{25}P_{36} \) converts \( |\psi(\theta, \phi)\rangle \) to \( |\psi(\pi - \theta, -\phi)\rangle \). Furthermore, as we have seen above, under the unitaries generated by 2-local SU(3)-invariant Hamiltonian \( I - P_{45} \), initial state \( |\psi(\theta, \phi)\rangle \) can be transformed to \( |\psi(\theta, \phi')\rangle \) for any \( \phi \in [0, 2\pi) \). Therefore, to summarize, we have shown that

\[
|\psi(\theta, \phi)\rangle \xrightarrow{2\text{-local SU(3)-inv}} |\psi(\theta', \phi')\rangle \iff \theta' = \theta, \pi - \theta, \tag{62}
\]

which means inside this 2-dimensional subspace, the conservation law in Eq. (54) for \( l = 2 \) fully characterizes the possible state transitions under unitaries generated by 2-local SU(3)-invariant unitaries. We conclude that if one is restricted to 2-local SU(3)-invariant unitaries, then starting from the initial state \( |(0) \otimes (1) \otimes (2) \rangle \otimes |0\rangle^{\otimes 3} \) the only other reachable state in this subspace is the state \( |(0) \otimes (1) \otimes (2) \rangle \). That is, superpositions of these two states are not reachable.

Finally, in [28] we show that the constraints in Eq. (62) can be circumvented if the 6 qutrit system can interact with another 3 ancillary qutrits, which are initially prepared in the singlet state and return to the same state at the end of the process. That is,

\[
|\psi(\theta, \phi)\rangle \otimes (0) \otimes (1) \otimes (2) \iff |\psi(\theta', \phi')\rangle \otimes (0) \otimes (1) \otimes (2), \tag{63}
\]

where the arrow indicates that the transition is possible under 2-local SU(3)-invariant unitaries. In the language of quantum resource theories, the three ancillary qutrits in the above state conversion can be interpreted as a catalyst.

V. QUANTUM CIRCUITS WITH RANDOM SU(d)-INVARIANT UNITARIES

Statistical properties of quantum circuits with random local gates have been extensively studied in the recent years (see e.g., [46–51]). Besides their applications in quantum information science (see e.g., [52, 53]), such circuits have become a standard model for studying complex quantum systems. For instance, they have been used to investigate thermalization and the scrambling of information in chaotic systems [54–56], as quantified by the out-of-time-ordered correlation functions [23–25, 58–60] and to probe the conjectured role of quantum complexity in quantum gravity. In particular, quantum circuits with local symmetric gates have been considered as a model for quantum chaos in systems with conserved charges (see e.g., [26–27, 61–62]).

In the absence of symmetries, the distribution of unitaries generated by quantum circuits with random local unitaries converges to the uniform (Haar) distribution over the unitary group [46–47]. One may naturally expect that a similar fact also holds in the presence of symmetries. That is, for circuits with sufficiently large number of random symmetric local unitaries, the distribution of unitaries generated by the circuit converges to the uniform distribution over the group of all symmetric
unitaries. However, the results of [3] and the present paper imply that this conjecture is wrong.

Let $\mu_{\text{Haar}}$ be the uniform distribution over the group of all $SU(d)$-invariant unitaries $V_n$. For circuits with random 2-local $SU(d)$-invariant unitaries the distribution of generated unitaries converges to $\mu_{2\text{-loc}}$, the uniform distribution over the subgroup $V_2 \subset V_n$ generated by 2-local $SU(d)$-invariant unitaries. Note that since both $V_2$ and $V_n$ are compact Lie groups, they both have a unique notion of uniform (Haar) distribution. Furthermore, because $V_2$ is a proper Lie subgroup of $V_n$ in general, $\mu_{\text{Haar}}$ and $\mu_{2\text{-loc}}$ are distinct distributions.

In fact, as we explain below, our results imply that for $d \geq 3$, even the second moments of these distributions are different, i.e.,
\[
E_{V \sim \mu_{2\text{-loc}}} [V^\otimes t \otimes V^\ast \otimes t^\ast] \neq E_{V \sim \mu_{\text{Haar}}} [V^\otimes t \otimes V^\ast \otimes t^\ast], \tag{64}
\]
for $t \geq 2$. A general distribution $\mu$ that satisfies Eq. (64) as equality is called a $t$-design for $\mu_{\text{Haar}}$. Therefore, the above claim means $\mu_{2\text{-loc}}$ is not a 2-design for $\mu_{\text{Haar}}$.

This is an immediate corollary of our results in the previous section. Specifically, we saw that there exists a function, namely $\text{Tr}(\Omega|\psi|^2)$, with the following properties: (i) it remains invariant under unitaries in $V \in V_2$, i.e., $\text{Tr}(\Omega[V\psi V^\dagger]) = \text{Tr}(\Omega|\psi|^2)$, whereas it can change under general $SU(d)$-invariant unitaries in $V_n$; and (ii) it is a quadratic polynomial in the density operator $\psi = |\psi\rangle\langle\psi|$. To see how these properties imply the claim in Eq. (64), consider the function $f(V) \equiv \text{Tr}(\Omega[V\psi V^\dagger]^2)$ for a fixed pure state $\psi$ and arbitrary $V \in V_n$. For arbitrary $W \in V_n$ consider the expected value
\[
E_{V \sim \mu_{\text{Haar}}} f(WV) = E_{V \sim \mu_{\text{Haar}}} f(W), \tag{65}
\]
where the equality follows from the fact that $\mu_{\text{Haar}}$ is invariant under all unitaries in $V_n$. Therefore, for the unitary V chosen according to the Haar measure over $V_n$, the expected value of $f(W)$ is independent of $W \in V_n$. Next, consider the expected value of $f(WV)$, where $W$ is chosen uniformly from $V_2$. Using the fact that $\text{Tr}(\Omega|\psi|^2)$ remains conserved under unitaries in $V_2$, we find
\[
E_{V \sim \mu_{2\text{-loc}}} f(WV) = \text{Tr}(\Omega|\psi|^2)^2 = f(W). \tag{66}
\]
But, for a general $SU(d)$-invariant unitary $W \in V_n$, $f(W) = \text{Tr}(\Omega|\psi|^2)^2$ depends non-trivially on $W$ (this is because the conservation law in Eq. (54) is violated by general $SU(d)$-invariant unitaries). We conclude that for general $W \in V_n$ the above two expected values in Eqs. (65) and (66) are not equal. Finally, we note that the function $f(V) \equiv \text{Tr}(\Omega[V\psi V^\dagger]^2)$ can be written in the form of a linear functional of $V^\otimes 2 \otimes V^\ast \otimes 2$. In summary, we find that the expected values of $V^\otimes 2 \otimes V^\ast \otimes 2$ for two distributions $\mu_{\text{Haar}}$ and $\mu_{2\text{-loc}}$ are not equal, i.e., Eq. (64) does not holds for $t \geq 2$.

We note that, instead of the above argument, this result can also be established using a general result of [3, 44].

We now study the commutant of the two-fold tensor product representations of compact semi-simple Lie algebras and show that for any proper sub-algebra the corresponding commutant will be larger. Combining this with our results in the previous section, one arrives at the conclusion that for $d \geq 3$ the uniform distribution over group $V_k$ is not a 2-design for the group of all $SU(d)$-invariant unitaries.

Finally, we note that $\mu_{2\text{-loc}}$ satisfies Eq. (64) for $t = 1$, i.e., it is a 1-design for $\mu_{\text{Haar}}$. To prove this it suffices to show that for any operator $A$,
\[
E_{V \sim \mu_{2\text{-loc}}} AVA^\dagger = E_{V \sim \mu_{\text{Haar}}} AVA^\dagger = \frac{1}{n!} \sum_{\pi \in S_n} P_{\pi} A P_{\pi}^\dagger. \tag{67}
\]
Denote the above three operators by $\mathcal{E}_{\text{2-local}}(A)$, $\mathcal{E}_{\text{Haar}}(A)$ and $\mathcal{E}_{\text{perm}}(A)$, respectively, where $\mathcal{E}_{\text{2-local}}$, $\mathcal{E}_{\text{Haar}}$ and $\mathcal{E}_{\text{perm}}$ are linear super-operators. To prove Eq. (67), first we show
\[
\mathcal{E}_{\text{2-local}} = \mathcal{E}_{\text{2-local}} \circ \mathcal{E}_{\text{perm}} = \mathcal{E}_{\text{perm}}. \tag{68}
\]
Recall that $\mu_{2\text{-loc}}$ is the uniform distribution over $V_2$ and
\[
\{P(\sigma) : \sigma \in S_n\} \subset V_2 \subset V_n. \tag{69}
\]
Therefore, $\mu_{2\text{-loc}}$ remains invariant under $P(\sigma)$ for all $\sigma \in S_n$, which implies the first equality in Eq. (68). The second equality in Eq. (68) follows from the fact that $\mathcal{E}_{\text{perm}}(A)$ is a permutationally-invariant operator and by Schur-Weyl duality (see Appendix A.1) any such operator can be written as a linear combination of $\{U^\otimes n : U \in SU(d)\}$. But, because all unitaries in $V_2$ commute with $\{U^\otimes n : U \in SU(d)\}$, this means $\forall U : \mathcal{E}_{\text{2-local}}(U^\otimes n) = U^\otimes n$. This implies the second equality in Eq. (68). Using a similar argument we can show that $\mathcal{E}_{\text{Haar}} = \mathcal{E}_{\text{Haar}} \circ \mathcal{E}_{\text{perm}} = \mathcal{E}_{\text{perm}}$. Together with Eq. (68), this proves Eq. (67).

In summary, we conclude that the uniform distribution over the group $V_2$ generated by 2-local $SU(d)$-invariant unitaries is a 1-design for the uniform distribution over the group $V_n$ of all $SU(d)$-invariant unitaries but, for $d \geq 3$, is not a 2-design.

VI. SUMMARY AND DISCUSSION

In summary, in this paper we presented four main results:

1. In Sec. III we identified a $\mathbb{Z}_2$ symmetry of decompositions of $SU(d)$-invariant operators in terms of permutation operators, related to the notion of parity of permutations (see Eqs. (11) and (13)). This property, which is automatically satisfied by 2-local $SU(d)$-invariant operators, works study the commutant of the two-fold tensor product representations of compact semi-simple Lie algebras and show that for any proper sub-algebra the corresponding commutant will be larger. Combining this with our results in the previous section, one arrives at the conclusion that for $d \geq 3$ the uniform distribution over group $V_k$ is not a 2-design for the group of all $SU(d)$-invariant unitaries.

It is worth noting that this argument can be generalized: suppose there is a function $f$ from states to complex numbers satisfying the following properties: (i) $f$ can be written as a polynomial of degree $t$ in the density operator; and (ii) $f$ remains conserved under unitaries in a compact subgroup $H$ of a compact group $G$, but is not conserved under some unitaries in $G$. Then, the uniform distribution over $H$ is not a $t$-design for the uniform distribution over $G$.

\[\text{\textit{\[\]}}\]
unitaries, implies the existence of a new type of conservation law. In the case of \( d \geq 3 \), we showed that for systems with \( n < d^2 \) qudits, general \( k \)-local \( SU(d) \)-invariant unitaries violate this conservation law for \( k > 2 \) (see Fig. 2).

2. In Sec. [IV A] we studied the representation of the permutation group \( S_n \) on the sites of a fermionic system. In particular, we showed that, up to a constant shift, swaps (transpositions) are represented by operators that are quadratic in creation/annihilation operators, and therefore correspond to non-interacting (free) Hamiltonians. Using this observation we fully characterized the Lie group generated by exponentials of swaps on the sites of a fermionic system. This result could be understood independently of the qubit problem studied in this paper.

3. In Sec. [IV B] we introduced a correspondence between the dynamics in a certain subspace of systems of qudits and a fermionic system and showed that for 2-local \( SU(d) \)-invariant unitaries the corresponding fermionic system is free (non-interacting), whereas for 3-local \( SU(d) \)-invariant unitaries the corresponding system is interacting. Using this observation, we found a family of functions that remain conserved under 2-local \( SU(d) \)-invariant unitaries and are violated under general \( SU(d) \)-invariant unitaries (see Fig. 3). For systems with \( d \geq 3 \), these conservation laws are non-trivial for arbitrarily large number of qudits \( n \).

4. Using this result, in Sec. [V] we showed that the distribution of unitaries generated by random 2-local \( SU(d) \)-invariant unitaries does not converge to the Haar measure over the group of \( SU(d) \)-invariant unitaries and, in fact, for \( d \geq 3 \), is not even a 2-design for the Haar distribution.

In a follow-up paper \[28\], we show that the group generated by 2-local \( SU(d) \)-invariant unitaries is fully characterized by 3 types of constraints, namely (i) constraints on the relative phases between subspaces with different irreps of symmetry, which are characterized in Appendix [D] (ii) constraints imposed by the \( \mathbb{Z}_2 \) symmetry discussed in Sec. [III] and (iii) the constraints related to the qudit-fermion correspondence identified in Sec. [IV B]. We will also explain how these constraints are related to the Marin’s result \[29\] that fully characterizes simple factors of the Lie subalgebra generated by the transpositions.

The new conservation laws found in this paper can be useful for understanding the behaviour of complex quantum systems with \( SU(d) \) symmetries, which appear in different areas of physics. Specifically, \( SU(3) \) symmetry plays a central role in nuclear and high-energy physics. We saw that in the presence of this symmetry, even for a simple system with 6 qutrits, the additional conservation laws put interesting and non-trivial constraints on the dynamics, which are not captured by the standard (Noether) conservation laws.

A natural area of applications for these results is the study of quantum chaos and thermalization of systems with conserved charges \[23, 24, 26, 27\]. Specifically, it is interesting to understand how the presence of the additional conservation laws found in this paper, may slow down thermalization (See \[63\] for a related discussion). Another potential area of applications is in the context of circuit complexity and its conjectured role in holography and quantum gravity \[25\]. Circuit complexity is the minimum number of elementary local gates that are needed to implement a unitary transformation or to prepare a state from a fixed initial state. The results of \[3\] and the current paper imply that if the local gates respect a symmetry, the set of realizable unitaries depend non-trivially on the locality of these elementary gates. A natural follow-up question is to study how the complexity of realizable symmetric unitaries changes with the locality of symmetric local gates, and how this notion of complexity compares with the standard notion of complexity when local gates are not restricted to be symmetric (see [3] for further discussion).

Symmetric quantum circuits have also various applications in the context of quantum computing. A desirable feature of such circuits is their resilience against noise. In particular, the symmetry guarantees that random collective rotations of qudits do not affect the performance of the quantum computer. While, in the case of qubits, universal quantum computing with exchange-only interactions are well understood, this problem is not much studied in the case of qudits and our work provides a new insight into this problem. We discuss more about this in \[28\] (we also note that very recently a related independent work on this topic has appeared on arXiv \[55\]).

This work highlighted some peculiar features of qudit circuits, which do not appear in the case of qubits. While qudits can provide additional information-processing power, in general, quantum computation and communication with qudits is not as well-understood as qubits (see \[65, 69, 70\] for a recent review on this topic). Given the recent experimental developments in the control of qudit systems (see, e.g., \[21\]), it seems crucial to further explore these uncharted territories.
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APPENDICES

• **Appendix A Schur-Weyl duality**
  We briefly review the Schur-Weyl duality for a qudit system, and the Young diagrams relevant for the 6 qutrit examples in Figs. 2 and 3.

• **Appendix B More on $\mathbb{Z}_2$ symmetry and properties of function $f_{\text{sgn}}$**
  In Appendix B 1 we collect some interesting properties of the projector $K$ and the function $f_{\text{sgn}}$, and present the proofs. In Appendix B 3, we generalize the $\mathbb{Z}_2$ symmetry in Lemma 1 which is formalized in Theorem 3 and prove this theorem.

• **Appendix C Time evolution in the fermionic subspace**
  We collect proofs for the statements in Sec. IV.

• **Appendix D Constraints on relative phases between sectors with different charges**
  In the case of the group generated by 2-local SU($d$)-invariant unitaries $V_2$, a simple characterization of the relative phases between different charge sectors in terms of the eigenvalues of Casimir operator is presented.
Appendix A: Schur-Weyl duality

1. Decomposing systems of qudits to irreps

Recall the decomposition of \( n \) qudits into charge sectors,

\[
(C^d)^\otimes n \cong \bigoplus_{\lambda} \mathcal{H}_\lambda = \bigoplus_{\lambda} \mathcal{Q}_\lambda \otimes \mathcal{M}_\lambda,
\]

where \( \lambda \) labels inequivalent irreps of \( SU(d) \), \( \mathcal{H}_\lambda \) is the sector corresponding to irrep \( \lambda \), also known as the isotypic component of \( \lambda \), \( \mathcal{Q}_\lambda \) is the irrep of \( SU(d) \) corresponding to \( \lambda \), and \( \mathcal{M}_\lambda \) is the (virtual) multiplicity subsystem [19, 36], where \( SU(d) \) acts trivially.

Schur’s Lemmas imply that any unitary \( V \) which commutes with \( U^\otimes n \) for all \( U \in SU(d) \) has a decomposition \( V \cong \bigoplus_{\lambda} \mathbb{I} \mathcal{Q}_\lambda \otimes v_\lambda \) where each \( v_\lambda \) is unitary. In particular, the representation of the permutation group defined in Eq. (9) clearly commutes with this representation of \( SU(d) \), i.e., for a general permutation \( \sigma \in S_n \) and qudit rotation \( U \in SU(d) \), we have \[ P(\sigma), U^\otimes n \] = 0. This immediately defines representations \( p_\lambda \) on the multiplicity spaces \( \mathcal{M}_\lambda \) via

\[
P(\sigma) \cong \bigoplus_{\lambda} \mathbb{I} \mathcal{Q}_\lambda \otimes p_\lambda(\sigma).
\] (A1)

In fact, the relationships between these two representations is much stronger: the commutant of \( \{ U^\otimes n : U \in SU(d) \} \) (that is, the set of all operators which commute with all \( U^\otimes n \)) is spanned by \( \{ P(\sigma) : \sigma \in S_n \} \), and vice-versa. This has the consequence that, when decomposing the Hilbert space \((C^d)^\otimes n\) into irreps \( \lambda \) of \( SU(d) \), the multiplicity subsystem is actually an irrep of \( S_n \). That is, the representations \( p_\lambda \) are actually irreducible. Furthermore, for inequivalent irreps \( \lambda \) and \( \mu \) of \( SU(d) \), the corresponding irreps of \( S_n \) are also inequivalent. This relationship between the irreps of \( SU(d) \) and \( S_n \) in the decomposition of \((C^d)^\otimes n\) is known as Schur-Weyl duality.

It turns out that there is a natural labeling of the irreps given by the Young diagrams which have \( n \) boxes and \( \leq d \) rows [39, 40], which we use in Appendix A 2 to describe the 6 qutrit examples.

2. 6 qutrit examples

In this section, we consider the 6 qutrit examples of Figs. 2 and 3. We use Schur-Weyl duality to describe the irreps in which they appear. In the specific case of \( d = 3 \) and \( n = 6 \), the Young diagrams that show up in the decomposition are

\[
\begin{align*}
\begin{array}{ccccccc}
\square & \square & \square & \square & \square & \square & \square \\
\end{array},
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square \\
\end{array},
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\end{array},
\begin{array}{c}
\square & \square & \square \\
\end{array},
\begin{array}{c}
\square \\
\end{array},
\begin{array}{c}
\square \\
\end{array}
\end{align*}
\]

(A2)

The first, second, and fourth diagrams are the ‘L-shape’ diagrams, and the fermionic correspondence is defined inside of these subspaces. In particular, the state \((\ket{0} \wedge \ket{1} \wedge \ket{2}) \otimes \ket{0}^\otimes 3\) from Sec. IV D and Fig. 3 is an unentangled state inside of \( \mathcal{Q}_\mu \otimes \mathcal{M}_\mu \), where

\[
\mu = \begin{array}{c}
\square & \square & \square \\
\square & \square & \square \\
\end{array}.
\]

The state \((\ket{0} \wedge \ket{1} \wedge \ket{2}) \otimes (\ket{0} \wedge \ket{1}) \otimes \ket{0}\) from Sec. III C and Fig. 2 is an unentangled state inside \( \mathcal{Q}_\nu \otimes \mathcal{M}_\nu \), where

\[
\nu = \begin{array}{c}
\square & \square & \square \\
\square & \square \\
\end{array}.
\]

As we show in [28], the diagrams that are symmetric under reflection across the diagonal (such as this one) have a special relationship with the \( \mathbb{Z}_2 \) symmetry. Namely, the states which are restricted to a single charge sector and also have nonzero \( f_{\text{sgn}} \) are necessarily inside a sector with a symmetric Young diagram (see also Appendix B 3 a for a related discussion).

\[\text{--------------------------}\]

\[11\] The symmetric diagrams are the ones whose permutation irrep \( p_\lambda \) satisfies \( p_\lambda \cong \text{sgn} \otimes p_\lambda \) (see Exercise 4.4 of [45]).
Appendix B: More on $\mathbb{Z}_2$ symmetry and properties of function $f_{\text{sgn}}$

1. Properties of projector $K$ and function $f_{\text{sgn}}$

Here, we further study the properties of the operator $K$ and function $f_{\text{sgn}}$. Recall that the operator $K$, defined by

$$K = \frac{1}{n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) P(\sigma) \otimes P(\sigma)$$

\[\text{(re [14])}\]

is a Hermitian projector to the sign representation of the permutation group. The fact that it is a Hermitian projector can be easily seen:

$$K^2 = \frac{1}{(n!)^2} \sum_{\sigma,\tau} \text{sgn}(\sigma \tau) P(\sigma \tau) \otimes P(\sigma \tau) = \frac{1}{(n!)^2} \sum_{\sigma,\tau} \text{sgn}(\sigma) P(\sigma) \otimes P(\sigma) = K,$$

where we resummed in the second equality, and

$$K^\dagger = \frac{1}{n!} \sum_{\sigma} \text{sgn}(\sigma) P(\sigma) \dagger \otimes P(\sigma) \dagger = \frac{1}{n!} \sum_{\sigma} \text{sgn}(\sigma) P(\sigma^{-1}) \otimes P(\sigma^{-1}) = \frac{1}{n!} \sum_{\sigma} \text{sgn}(\sigma) P(\sigma) \otimes P(\sigma) = K,$$

where in the third equality we resummed and used the fact that the parity of a permutation and its inverse are the same, i.e., $\text{sgn}(\sigma) = \text{sgn}(\sigma^{-1})$. For any permutation $\sigma \in S_n$ acting on this projector, we have

$$(P(\sigma) \otimes P(\sigma)) K = \frac{1}{n!} \sum_{\tau} \text{sgn}(\tau) P(\sigma \tau) \otimes P(\sigma \tau) = \frac{\text{sgn}(\sigma)}{n!} \sum_{\tau} \text{sgn}(\tau) P(\tau) \otimes P(\tau) = \text{sgn}(\sigma) K,$$

by resumming in the second equality and again using $\text{sgn}(\sigma) = \text{sgn}(\sigma^{-1})$. This means $K$ is the projector to the sign representation of $S_n$ on $(\mathbb{C}^d \otimes \mathbb{C}^d) \otimes^n$ and therefore commutes with the action of $S_n$, i.e.

$$\forall \tau \in S_n : \ [P(\tau) \otimes P(\tau)] K [P(\tau) \dagger \otimes P(\tau) \dagger] = K. \ \ \ \ \ (B4)$$

Furthermore, note that since $(\mathbb{C}^d \otimes \mathbb{C}^d) \otimes^n$ does not have a totally antisymmetric subspace for $n > d^2$, it follows that $K = 0$ for such values of $n$.

On the other hand, in the case of $n = d^2$, there is a 1D totally anti-symmetric subspace, which means

$$K = |\eta\rangle \langle \eta|,$$

where $|\eta\rangle \in (\mathbb{C}^d \otimes \mathbb{C}^d) \otimes^n$ is the unique (up to a global phase) totally antisymmetric state. This means that for any operator $T \in \text{L}(\mathbb{C}^d \otimes \mathbb{C}^d)$ over a pair of qudits, it satisfies

$$T^\otimes^n |\eta\rangle = \text{det}(T) |\eta\rangle.$$

Considering the swap operator $X$ on a pair of qudits, this implies

$$X^\otimes^n K = K X^\otimes^n = \text{det}(X) K = \left(-1\right)^{\frac{d(d-1)}{2}} K,$$

\[\text{(B6)}\]

where $\frac{d(d-1)}{2} = \binom{d}{2}$ is the dimension of the antisymmetric subspace of $\mathbb{C}^d \otimes \mathbb{C}^d$.

Furthermore, using the fact that $[U^\otimes^n, P(\sigma)] = 0$ for all $U \in \text{SU}(d)$ and all $\sigma \in S_n$, we find that projector $K$ also satisfies

$$\forall U \in \text{SU}(d) : \ [U^\otimes^n \otimes \mathbb{I}^\otimes^n] K [U^\otimes^n \otimes \mathbb{I}^\otimes^n] \dagger = K,$$

\[\text{(B7)}\]

and

$$\forall U \in \text{SU}(d) : \ [U^\otimes^n \otimes U^\otimes^n] K [U^\otimes^n \otimes U^\otimes^n] \dagger = K.$$

\[\text{(B8)}\]

Since in the case of $n = d^2$ operator $K = |\eta\rangle \langle \eta|$, (using Eq. (B7)) we find

$$[U^\otimes^n \otimes \mathbb{I}^\otimes^n] |\eta\rangle = e^{i\phi} |\eta\rangle,$$

\[\text{(B9)}\]
for some phase $e^{i\phi}$. This means that

$$|\eta\rangle \in \mathcal{H}_{\text{singlet}} \otimes \mathcal{H}_{\text{singlet}},$$

(B10)

where $\mathcal{H}_{\text{singlet}}$ is the subspace of $(\mathbb{C}^d)^{\otimes n} = (\mathbb{C}^d)^{\otimes d^2}$ formed from states that are invariant under the action of $U^{\otimes n}$ for all $U \in \text{SU}(d)$. In general, this subspace has dimension larger than 1 and the state $|\eta\rangle$ is entangled relative to the bipartite tensor product decomposition $(\mathbb{C}^d)^{\otimes n} \otimes (\mathbb{C}^d)^{\otimes n}$. In Appendix [B2] we discuss an example of $n = 4$ qubits with SU(2) symmetry and determine the vector $|\eta\rangle$.

Next, we present some useful properties of function $f_{\text{sgn}}$, which all follow from the above observations.

**Proposition 1.** Recalling the definition of $f_{\text{sgn}},$

$$f_{\text{sgn}}[\psi] = (\langle \psi | \otimes \langle \psi |) K(\psi) \otimes |\psi\rangle = \frac{1}{n!} \sum_{\sigma} \text{sgn}(\sigma)\langle \psi | P(\sigma) |\psi\rangle^2,$$

(re 24)

we have

(i) $f_{\text{sgn}}$ is invariant under the action of SU($d$) and permutations.

(ii) $f_{\text{sgn}}[\psi] = 0$ for all states if $n > d^2$.

(iii) In the special case of $n = d^2$, $f_{\text{sgn}}$ is a non-zero function if, and only if, $d(d - 1)/2$ is an even number.

(iv) If $|\psi\rangle$ is invariant up to a phase under a swap $P_{ab}$, i.e. $P_{ab}|\psi\rangle = \pm|\psi\rangle$, then $f_{\text{sgn}}[\psi] = 0$.

**Proof.** Item (i) follows immediately from the invariance of $K$ under the actions of $S_n$ and SU($d$) in Eq. (B4) and Eq. (B8). Similarly, item (ii) follows from the fact that $K = 0$ for $n > d^2$, (see the discussion immediately before this proposition). In the case of $n = d^2$, Eq. (B5) implies

$$f_{\text{sgn}}[\psi] = |(\langle \psi | \otimes \langle \psi |)|\eta\rangle|^2,$$

(B11)

and Eq. (B6) together with $X^{\otimes n}(|\psi\rangle \otimes |\psi\rangle) = |\psi\rangle \otimes |\psi\rangle$ implies

$$f_{\text{sgn}}[\psi] = (-1)^{\frac{d(d-1)}{2}} f_{\text{sgn}}[\psi].$$

(B12)

Therefore, $f_{\text{sgn}}[\psi] = -f_{\text{sgn}}[\psi] = 0$ for all $|\psi\rangle \in (\mathbb{C}^d)^{\otimes n}$ when $d(d - 1)/2$ is odd. On the other hand, when $d(d - 1)/2$ is even, it is clear that $|\eta\rangle$ is symmetric with respect to the bipartite decomposition $(\mathbb{C}^d)^{\otimes n} \otimes (\mathbb{C}^d)^{\otimes n}$. Since the symmetric subspace is spanned by vectors of the form $|\psi\rangle \otimes |\psi\rangle$ with $|\psi\rangle \in (\mathbb{C}^d)^{\otimes n}$, there necessarily exists at least one state $|\psi\rangle$ so that

$$(\langle \psi | \otimes \langle \psi |)|\eta\rangle \neq 0.$$ (B13)

This means $f_{\text{sgn}}[\psi] = |(\langle \psi | \otimes \langle \psi |)|\eta\rangle|^2 > 0$, which proves (iii).

For (iv), we prove something slightly more general. Suppose that $\sigma \in S_n$ is an odd permutation, $\text{sgn}(\tau) = -1$, and $|\psi\rangle$ is such that $P(\tau)|\psi\rangle = \pm|\psi\rangle$. Then, because for any permutation $\pi$ it is true that $\text{sgn}(\pi) = \text{sgn}(\pi^{-1})$,

$$f_{\text{sgn}}[\psi] = \frac{1}{n!} \sum_{\sigma} \text{sgn}(\sigma)\langle \psi | P(\sigma) P(\tau) |\psi\rangle^2 = \frac{1}{n!} \sum_{\sigma} \text{sgn}(\sigma\tau^{-1})\langle \psi | P(\sigma) |\psi\rangle^2 = -f_{\text{sgn}}[\psi],$$

(B14)

and thus $f_{\text{sgn}}[\psi] = 0$. ∎

2. The case of SU(2) symmetry for $n = 3, 4$ qubits (the proof of the second part of Corollary [1])

As we saw before, for $n > d^2$ qudits operator $K$ always vanishes. Therefore, since $K(H \otimes I + I \otimes H) = 0$ for any SU($d$)-invariant Hamiltonian $H$ of such systems, by Lemma [1] we conclude that $H$ has a decomposition as $H = \sum_\sigma h_\sigma P(\sigma)$ satisfying $h_\sigma = -\text{sgn}(\sigma)h_\sigma^*$ for all $\sigma \in S_n$.

In particular, in the case of qubits, this means that this property holds for $n > 4$ qudits. Interestingly, while for $n = 3, 4$ qudits $K \neq 0$, as we show in the following, any Hamiltonian $H$ can be shifted by a multiple of the identity operator to $H' = H + \alpha I$, such that $H'$ satisfies the condition of Lemma [1] that is $K(H' \otimes I + I \otimes H') = 0$. Using Lemma [1] and Theorem [1] this means
that function $f_{\text{sgn}}$ is always conserved under SU(2)-invariant Hamiltonians, even though it is generally non-zero for $n = 3$ and 4 qubits.

To prove the above claim for $n = 3$ and 4 qubits, first recall that $K$ is the projector to the sign representation of the permutation group $S_n$ in $(\mathbb{C}^2)^{\otimes n} \otimes (\mathbb{C}^2)^{\otimes n}$, where permutations act as $P(\sigma) \otimes P(\sigma)$ for $P(\sigma)$ a permutation of $n$ qubits. Recall that under the action of $S_n$ the Hilbert space of $n$ qubits decomposes as

$$\mathbb{C}^2)^{\otimes n} \simeq \bigoplus_{j=0}^{j_{\text{max}}} H_j \simeq \bigoplus_{j=0}^{j_{\text{max}}} \mathbb{C}^{2j+1} \otimes M_j, \quad (B15)$$

where $j_{\text{max}} = n/2$ and $j_{\text{min}} = 0$, or $j_{\text{min}} = 1/2$ for even and odd $n$, respectively. Here, $2j + 1$ is the dimension of the irrep of SU(2) with angular momentum $j$, corresponding to the eigenvalue $j(j+1)$ of the squared angular momentum operator $J^2 = J_0^2 + J_1^2 + J_2^2$, and $M_j$ is the subsystem corresponding to the multiplicity of this irrep. According to the Schur-Weyl duality, $S_n$ acts irreducibly on $M_j$. That is the representation of permutation $\sigma \in S_n$ can be decomposed as

$$P(\sigma) \cong \bigoplus_j \mathbb{I}_{2j+1} \otimes p_j(\sigma), \quad (B16)$$

where $p_j$ is an irrep of $S_n$. We see that, by distributing the tensor product through the direct sum,

$$(\mathbb{C}^2)^{\otimes n} \otimes (\mathbb{C}^2)^{\otimes n} \cong \bigoplus_{j,j'=j_{\text{min}}}^{j_{\text{max}}} (\mathbb{C}^{2j+1} \otimes \mathbb{C}^{2j'+1}) \otimes M_j \otimes M_{j'}. \quad (B17)$$

Thus, on $(\mathbb{C}^2)^{\otimes n} \otimes (\mathbb{C}^2)^{\otimes n}$, the representation of $S_n$ has a decomposition into (potentially reducible) representations $p_j \otimes p_{j'}$. Therefore, to characterize operator $K$, we need to determine for which values of $j$ and $j'$, the tensor product representation $p_j \otimes p_{j'}$ contains the sign representation of $S_n$.

First, consider the case of $n = 4$. In this case the condition $n = d^2$ holds, we have $K = |\eta\rangle\langle\eta|$, where

$$|\eta\rangle \in H_{j=0} \otimes H_{j=0} = (\mathbb{C} \otimes \mathbb{C}^2) \otimes (\mathbb{C} \otimes \mathbb{C}^2), \quad (B18)$$

where we have used the fact that the multiplicity of $j = 0$, is 2. Using the fact that $w = d(d-1)/2 = 1$ is odd, we find that under swap $X^{\otimes 2}$, $|\eta\rangle$ should obtain a minus sign, i.e., it should be in the totally anti-symmetric subspace of $H_{j=0} \otimes H_{j=0}$. We conclude that in this case

$$K \cong \mathbb{I}_1 \otimes \mathbb{I}_1 \otimes |\Psi_-\rangle\langle\Psi_-|, \quad (B19)$$

where $|\Psi_-\rangle$ is the singlet state which takes the form (up to an overall phase)

$$|\Psi_-\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle \otimes |1\rangle - |1\rangle \otimes |0\rangle \right), \quad (B20)$$

in any orthonormal basis $\{|0\rangle, |1\rangle\}$ for $M_0$.

Next, consider the case of $n = 3$. In this case $j$ takes values $1/2$ and $3/2$. The case of $j = 3/2$ has multiplicity 1, which corresponds to the totally symmetric subspace, i.e., the trivial representation of $S_3$. The case of $j = 1/2$ has multiplicity 2, which corresponds to the only non-Abelian irrep of $S_3$. Therefore, the only case, where $p_j \otimes p_{j'}$ can contain the sign representation of $S_n$ is when $j = j' = 1/2$, where $M_{1/2} \otimes M_{1/2} = \mathbb{C}^2 \otimes \mathbb{C}^2$. It can be easily seen that in this case under the action of unitaries $\{p_{1/2}(\sigma) \otimes p_{1/2}(\sigma) : \sigma \in S_3\}$ the space $M_{1/2} \otimes M_{1/2} = \mathbb{C}^2 \otimes \mathbb{C}^2$ decomposes to 3 irreps of $S_3$. In particular, the subspace corresponding to state $|\Psi_-\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle \otimes |1\rangle - |1\rangle \otimes |0\rangle \right)$ corresponds to the sign representation, that is

$$p_{1/2}(\sigma) \otimes p_{1/2}(\sigma)|\Psi_-\rangle = \det(p_{1/2}(\sigma))|\Psi_-\rangle = \text{sgn}(\sigma)|\Psi_-\rangle. \quad (B21)$$

The latter fact can be seen, for instance, by noting that in the 2D irrep of $S_3$, transpositions are represented by unitary matrices with eigenvalues $+1$ and $-1$, i.e., with matrices with determinant -1. This means $\det(p_{1/2}(\sigma)) = \text{sgn}(\sigma)$. We conclude that in the case of $n = 3$, $K \cong \mathbb{I}_2 \otimes \mathbb{I}_2 \otimes |\Psi_-\rangle\langle\Psi_-|$. To summarize, we conclude that

$$K \cong \begin{cases} \mathbb{I}_2 \otimes \mathbb{I}_2 \otimes |\Psi_-\rangle\langle\Psi_-| & \text{for } n = 3 \\
\mathbb{I}_1 \otimes \mathbb{I}_1 \otimes |\Psi_-\rangle\langle\Psi_-| & \text{for } n = 4 \end{cases}. \quad (B22)$$
This result implies that in both cases, any SU(2)-invariant Hermitian operator $A$, satisfies $(A \otimes \mathbb{I} + I \otimes A)K = \alpha K$ for a number $\alpha$. To see this note that any SU(2)-invariant operator $A$ acts non-trivially only in the multiplicity subsystems $\mathcal{M}_j$, i.e.,

$$A \cong \bigoplus_j \mathbb{I}_{2j+1} \otimes a_j.$$ (B23)

Recall that for any qubit operator $B \in L(\mathbb{C}^2)$, it holds that $(B \otimes \mathbb{I} + \mathbb{I} \otimes B)\ket{\Psi_-} = \text{Tr}(B)\ket{\Psi_-}$. This together with Eq. (B22) implies

$$(A \otimes \mathbb{I} + I \otimes A)K = \begin{cases} \text{Tr}(a_{1/2})K \equiv \alpha_3 K & \text{for } n = 3 \\ \text{Tr}(a_0)K \equiv \alpha_4 K & \text{for } n = 4. \end{cases}$$ (B24)

This implies that $A' = A - Ia_n/2$ satisfies $(A' \otimes I + I \otimes A')K = 0$. Finally, applying Theorem 3 we conclude that any SU(2)-invariant Hermitian operator on $n = 3, 4$ qubits, up to shift by a multiple of the identity operator, can be written as $\sum_{\sigma} h_{\sigma} \mathbf{P}(\sigma)$ satisfying the condition $h_{\sigma} = -\text{sgn}(\sigma)h_{\sigma}^*$ for all $\sigma \in S_n$.

3. Generalization of $\mathbb{Z}_2$ symmetry and the proof of Lemma 1 in the paper

Let $e^{i\theta}$ be an arbitrary one-dimensional representation of a finite group $G$. Consider a (finite-dimension) unitary representation $R : G \rightarrow U(\mathcal{H})$ of $G$, where $U(\mathcal{H})$ is the group of unitary operators over the Hilbert space $\mathcal{H}$ (in this paper we are mainly focused on the example of symmetric group $S_n$ and $e^{i\theta}$ is the sign representation). Consider an operator $A$ in the linear span of $\{R(g) : g \in G\}$ with the following property: $A$ has a decomposition as $A = \sum_{g \in G} a(g)R(g)$, where $a(g)$ satisfies

$$\forall g \in G : \quad a(g) = -e^{i\theta(g)}a(g^{-1}).$$ (B25)

For a general group $G$, the map $a(g) \mapsto -e^{i\theta(g)}a(g^{-1})$ defines a linear transform on the space of functions over the group $G$, and applying this map twice we obtain the identity map. Therefore, this map generates a $\mathbb{Z}_2$ symmetry, which generalizes the $\mathbb{Z}_2$ symmetry discussed before in the case of $S_n$.

As we show in the following, the subset of operators $A \in \text{span}_C\{R(g) : g \in G\}$ that has a decomposition as $A = \sum_{g \in G} a(g)R(g)$ satisfying Eq. (B25), forms a Lie algebra. In the special case where $R$ is the regular representation of the group this Lie algebra is previously characterized by Marin [44]. Note that in this special case there is a one-to-one relation between the operator $A = \sum_{g \in G} a(g)R(g)$ and function $a$. On the other hand, we are interested in the general case, where this one-to-one relation does not exist. That is, a given operator $A$ in $A \in \text{span}_C\{R(g) : g \in G\}$ may have a decomposition $A = \sum_{g \in G} a(g)R(g)$ that satisfies this property and other decompositions that do not.

Theorem 3 below, which is a generalization of Lemma 1, provides a simple criterion for testing whether a given operator has such decompositions or not. This criterion is given in terms of a generalization of operator $K$, defined in Eq. (B26). In fact, the theorem applies to arbitrary compact topological groups, e.g., any compact Lie group.

For a one-dimensional representation $e^{i\theta}$ of $G$, define

$$K = \frac{1}{|G|} \sum_{g \in G} e^{i\theta(g)} R(g) \otimes R(g),$$ (B26)

where $|G|$ is the order of group. If $G$ is an arbitrary compact group, then instead we have

$$K = \int dg \ e^{i\theta(g)} R(g) \otimes R(g)$$ (B27)

where $dg$ is the normalized left-, right-, and inversion-invariant Haar measure. More generally, in the following, any sum over group elements can be replaced by integration over the (suitably normalized) Haar measure. It turns out that many properties of operator $K$ discussed in Appendix B1 for the special case of $S_n$ can be generalized to arbitrary finite or compact Lie group $G$.

First, it can be easily seen that $K$ is a Hermitian projector. Second, $K(R(g) \otimes R(g)) = (R(g) \otimes R(g))K = e^{-i\theta(g)}K$, by resumming. In other words, $K$ is projector to the subspace of $\mathcal{H} \otimes \mathcal{H}$ that transforms as $e^{i\theta}$ under representation $R \otimes R$.

This, in particular, implies

$$\forall g \in G : \quad (R(g) \otimes R(g))K(R(g) \otimes R(g))^\dagger = K.$$ (B28)

In Appendix B3a we discuss more about properties of operator $K$.

In the following, we prove the following generalization of Lemma 1 in this more general context:
Theorem 3. Let \( R \) be a finite-dimensional representation of a compact group \( G \). Consider an operator \( A \) in the linear span of \( \{ R(g) : g \in G \} \). Then

\[
K(A \otimes I + I \otimes A) = (A \otimes I + I \otimes A)K = 0,
\]

(B30)

if and only if there exists a function \( a(g) \) satisfying

\[
\forall g \in G : a(g) = -e^{i\theta(g)} a(g^{-1}),
\]

(B31)

and \( A = \sum_{g \in G} a(g)R(g) \) in the case of finite groups and \( A = \int dg \, a(g)R(g) \) in the case of more general compact topological groups.

Note that the set of operators that satisfy the condition of this theorem forms a Lie algebra. In particular if \( A_1 \) and \( A_2 \) satisfies \( K(A_1 \otimes I + I \otimes A_1) = K(A_2 \otimes I + I \otimes A_2) = 0 \), then their linear combinations and their commutator also satisfy this property.

It is also worth noting that, in the case that \( A \) is hermitian, the condition in Eq. (B31) can be rewritten in a slightly different form, which is a generalization of the condition in Eq. (11); suppose \( A \) is a hermitian operator in the linear span of \( \{ R(g) : g \in G \} \). Then the existence of a decomposition as in Eq. (B31) is equivalent to the existence of a decomposition satisfying

\[
a(g) = -e^{i\theta(g)} a^*(g). \]

(B32)

To see that these are equivalent, we use a similar trick as in Lemma 2, writing \( A = (A + A^\dagger) / 2 \), so that we have

\[
A = \frac{1}{2} \sum_g a(g)R(g) + \frac{1}{2} \sum_g a^*(g)R(g)^\dagger = \sum_g \frac{1}{2} (a(g) + a^*(g^{-1}))R(g)
\]

(B33)

where we used the fact that \( R(g)^\dagger = R(g^{-1}) \) because \( R \) is a unitary representation and we resummed in the second equality. Let \( \tilde{a}(g) = \frac{1}{2} (a(g) + a^*(g^{-1})) \). Then clearly \( \tilde{a}^*(g) = \tilde{a}(g^{-1}) \), and so \( \tilde{a} \) satisfies Eq. (B31) if and only if it satisfies also Eq. (B32). It is easy to see by the definition of \( \tilde{a} \) that if \( a \) satisfies Eq. (B31) then \( \tilde{a} \) does also, and likewise if \( a \) satisfies Eq. (B32) then so does \( \tilde{a} \).

a. Decomposing projector \( K \) in irreps of group \( G \)

Before presenting the proof of Theorem 3, we establish some notation and discuss more about properties of projector \( K \). Let \( \hat{G} \) be the set of equivalence classes of inequivalent irreps of \( G \), and consider the decomposition of \( R : G \to \mathcal{L}(\mathcal{H}) \) into inequivalent irreps \( \lambda \in \hat{G} \).

\[
\mathcal{H} \cong \bigoplus_{\lambda \in \Lambda} \mathcal{R}_\lambda \otimes \mathcal{N}_\lambda
\]

(B34a)

\[
R \cong \sum_{\lambda} R_\lambda = \sum_{\lambda} r_\lambda \otimes I_{\mathcal{N}_\lambda},
\]

(B34b)

where \( \Lambda \subseteq \hat{G} \) is the set of inequivalent irreps showing up in the representation and \( r_\lambda \in \lambda \). It will be helpful to extend the notation \( r_\lambda \) to also denote particular representations for each \( \lambda \in \hat{G} \), even those which do not show up in the decomposition. In the following, \([r_\lambda]_{ij}\) denotes the matrix elements of \( r_\lambda \) in a fixed orthonormal basis \( \{|i\} : i = 1, \cdots, d_\lambda \} \) and \( r^*_\lambda \) is the complex conjugate of this unitary matrix in that basis.

In this basis \( K \) can be written as

\[
K = \sum_{\lambda, \mu \in \Lambda} \frac{1}{|G|} \sum_{g \in G} e^{i\theta(g)} (r_\lambda(g) \otimes I_{\mathcal{N}_\lambda}) \otimes (r_\mu(g) \otimes I_{\mathcal{N}_\mu}) = \sum_{\lambda, \mu \in \Lambda} \frac{1}{|G|} \sum_{g \in G} e^{i\theta(g)} (r_\lambda(g) \otimes r_\mu(g)) \otimes (I_{\mathcal{N}_\mu} \otimes I_{\mathcal{N}_\lambda}).
\]

(B35)

To characterize the term \( \frac{1}{|G|} \sum_{g \in G} e^{i\theta(g)} (r_\lambda(g) \otimes r_\mu(g)) \), in the following we use the Schur orthogonality relations:

\[
\frac{1}{|G|} \sum_{g \in G} [r_\mu(g)]_{ij} [r_\mu(g)]_{kl} = \frac{1}{d_\mu} \delta_{\mu,\nu} \delta_{i,k} \delta_{j,l},
\]

(B36)

where \( d_\mu \) is the dimension of the representation \( \mu \). This can be rewritten as

\[
\frac{1}{|G|} \sum_{g \in G} r_\mu(g) \otimes r^*_\mu(g) = \frac{\delta_{\mu,\nu}}{d_\mu} |\Gamma_\mu \rangle \langle \Gamma_\mu|,
\]

(B37)
where

\[ |\Gamma_\mu\rangle \equiv \sum_{i=1}^{d_\mu} |i\rangle \otimes |i\rangle \in \mathcal{R}_\mu \otimes \mathcal{R}_\mu. \tag{B38} \]

Next, note that for any irrep \( r_\lambda \), the complex conjugate \( r_\lambda^* \) is an irrep of \( G \). We denote the equivalency class of this irrep by \( \lambda^* \) and refer to it as the dual of \( \lambda \). Similarly, \( e^{-i\theta} r_\lambda^\dagger \) is also an irrep of \( G \). We denote the equivalency class of this irrep by \( \lambda^\theta \), and refer to it as the twisted dual of \( \lambda \). This definition can be summarized as \( \lambda^\theta \equiv \theta^* \otimes \lambda^* \) (note that \( (\lambda^\theta)^\theta = \lambda \)). This equivalence means that there exists a unitary transformation \( J_\lambda : \mathcal{R}_\lambda \to \mathcal{R}_{\lambda^\theta} \) so that

\[ r_{\lambda^\theta}(g) = e^{-i\theta(g)} J_\lambda r_\lambda(g)^* J_\lambda^\dagger. \tag{B39} \]

Combining this with Eq. (B37) we find

\[ \frac{1}{|G|} \sum_{g \in G} e^{i\theta(g)} (r_\lambda(g) \otimes r_{\mu}(g)) = \frac{\delta_{\lambda,\mu}}{d_\lambda} (\mathbb{I} \otimes J_\lambda) |\Gamma_\lambda\rangle \langle \Gamma_\lambda| (\mathbb{I} \otimes J_\lambda^\dagger). \tag{B40} \]

In other words, this is non-zero iff \( \lambda \) is equal to the twisted dual of \( \mu \).

To summarize we conclude that

\[ K = \sum_{\lambda \in \Lambda_{\text{sym}}} \frac{1}{d_\lambda} (\mathbb{I} \otimes J_\lambda) |\Gamma_\lambda\rangle \langle \Gamma_\lambda| (\mathbb{I} \otimes J_\lambda^\dagger), \tag{B41} \]

where the summation is over all \( \Lambda_{\text{sym}} = \{ \lambda \in \Lambda : \lambda^\theta \in \Lambda \} \), i.e., the set of all irreps of \( G \) appearing is representation \( R \) with property that their twisted dual also appears in \( R \).

b. Proof of Theorem

We present the proof in the case of finite groups. The case of compact Lie groups follow in a similar manner (see the end of the proof for a discussion). For the forward direction, use Eq. (B28) to write

\[
K(A \otimes \mathbb{I} + \mathbb{I} \otimes A) = K \sum_{g \in G} (a(g) R(g) \otimes \mathbb{I} + \mathbb{I} \otimes a(g^{-1}) R(g^{-1}))
\]

\[
= K \sum_{g} (a(g) R(g) \otimes \mathbb{I} + e^{i\theta(g)} a(g^{-1}) R(g) \otimes \mathbb{I})
\]

\[
= \sum_{g} (a(g) + e^{i\theta(g)} a(g^{-1})) K(R(g) \otimes \mathbb{I})
\]

\[
= 0.
\]

This is a straightforward generalization of the argument in Lemma.

For the converse, first note that the assumption that \( A \) is written as a linear combination of group elements is equivalent to the statement that \( A \) acts trivially on the multiplicity subspaces, i.e.,

\[ A = \sum_{\lambda \in \Lambda} \Pi_\lambda A \Pi_\lambda = \sum_{\lambda} A_\lambda = \sum_{\lambda \in \Lambda} a_\lambda \otimes I_{\Lambda_\lambda}. \tag{B43} \]

Then, combining the assumption \( K(A \otimes \mathbb{I} + \mathbb{I} \otimes A) \) with the decomposition of \( K \) in Eq. (B41) we find that if both \( \lambda \) and \( \lambda^\theta \) appear in \( R \), then

\[ \lambda, \lambda^\theta \in \Lambda \implies (a_\lambda \otimes I_{\lambda^\theta} + I_{\lambda} \otimes a_{\lambda^\theta})(\mathbb{I} \otimes J_\lambda) |\Gamma_\lambda\rangle = 0. \tag{B44} \]

Recall that for any pair of operators \( A \) and \( B \) on \( \mathcal{R}_\lambda \), with the definition Eq. (B38), it holds that \( (A \otimes \mathbb{I}) |\Gamma_\lambda\rangle = (\mathbb{I} \otimes B) |\Gamma_\lambda\rangle \) iff \( A = B^T \), where \( B^T \) is the transpose of \( B \) in the basis \( \{|i\rangle : i = 1, \cdots, d_\lambda\} \). By applying \((\mathbb{I} \otimes J_\lambda^\dagger)\) to Eq. (B44), this implies

\[ \lambda, \lambda^\theta \in \Lambda \implies a_{\lambda^\theta}^T = -J_\lambda a_{\lambda^\theta} J_\lambda. \tag{B45} \]

This constraint is relevant if both \( \lambda \) and \( \lambda^\theta \) are in \( \Lambda \), i.e., appear in the representation \( R \). Inspired by Eq. (B45), we extend the definition of \( a_\lambda \) to all irreps of the group \( G \), i.e., all \( \lambda \in \hat{G} \) using the following rule:
1. If \( \lambda, \lambda^0 \not\in \Lambda \), that is, neither \( \lambda \) nor \( \lambda^0 \) show up in the representation \( R \), then set \( a_{\lambda} = a_{\lambda^0} = 0 \).

2. If \( \lambda \in \Lambda \) but \( \lambda^0 \not\in \Lambda \), then set \( a_{\lambda^0} = -J_\lambda a_\lambda^T J_\lambda^\dagger \).

Then, define
\[
a(g) = \frac{1}{|G|} \sum_{\lambda \in \hat{G}} d_\lambda \text{Tr}(r_\lambda(g)^\dagger a_\lambda) .
\] (B46)

We claim that this function satisfies the desired properties, that is \( A = \sum_{g \in G} a(g) R(g) \) and \( a(g) = -e^{i\theta(g)} a(g^{-1}) \) for all \( g \in G \). The first property follows immediately using Schur orthogonality relations:
\[
\sum_{g \in G} a(g) R(g) = \frac{1}{|G|} \sum_{\lambda \in \hat{G}} \sum_{\mu \in \Lambda} \sum_{g \in G} d_\lambda \text{Tr}(r_\lambda(g)^\dagger a_\lambda) \sum_{\mu \in \Lambda} r_\mu(g) \otimes I_{N_\mu} \nonumber
\]
\[
= \frac{1}{|G|} \sum_{\mu \in \Lambda} \left[ \sum_{\lambda \in \hat{G}} d_\lambda \text{Tr}(r_\lambda(g)^\dagger a_\lambda) r_\mu(g) \right] \otimes I_{N_\mu} \nonumber
\]
\[
= \sum_{\mu \in \Lambda} \sum_{\lambda \in \hat{G}} \delta_{\lambda,\mu} a_\lambda \otimes I_{N_\mu} \nonumber
\]
\[
= \sum_{\mu \in \Lambda} a_\mu \otimes I_{N_\mu} = A ,
\] (B47)

where the second line follows from Eq. (B36). To check the second property, note that for all \( g \in G \) and \( \lambda \in \hat{G} \), it holds that
\[
e^{i\theta(g)} \text{Tr}(r_\lambda(g) a_\lambda) = e^{i\theta(g)} \text{Tr}(r_\lambda(g) a_\lambda^T a_\lambda^\dagger) = \text{Tr}(e^{i\theta(g)} J_\lambda r_\lambda(g)^T J_\lambda^\dagger a_\lambda^T a_\lambda^\dagger) = -\text{Tr}(r_\lambda^*(g) a_\lambda^0) ,
\] (B48)

where we used the facts that \( a_\lambda^T = -J_\lambda a_\lambda^0 J_\lambda \) implies \( a_\lambda^0 = -J_\lambda a_\lambda^T J_\lambda^\dagger \) and \( r_\lambda^*(g) = e^{-i\theta(g)} J_\lambda r_\lambda(g)^* J_\lambda^\dagger \) implies \( r_\lambda^*(g)^\dagger = e^{i\theta(g)} J_\lambda r_\lambda(g)^T J_\lambda^\dagger \). Using this identity we find
\[
e^{i\theta(g)} a(g^{-1}) = \frac{1}{|G|} \sum_{\lambda \in \hat{G}} d_\lambda e^{i\theta(g)} \text{Tr}(r_\lambda(g)^{-1}) a_\lambda)
\]
\[
= \frac{1}{|G|} \sum_{\lambda \in \hat{G}} d_\lambda e^{i\theta(g)} \text{Tr}(r_\lambda(g) a_\lambda)
\]
\[
= -\frac{1}{|G|} \sum_{\lambda \in \hat{G}} d_\lambda \text{Tr}(r_\lambda^*(g) a_\lambda^0)
\]
\[
= -\frac{1}{|G|} \sum_{\lambda \in \hat{G}} d_\lambda \text{Tr}(r_\lambda(g)^\dagger a_\lambda) = -a(g) ,
\] (B49)

where to get the third line we have used Eq. (B48) and in the last line we resummed and used the fact that the dimension of \( \lambda \) is equal to the dimension of \( \lambda^0 \). The last equality follows from definition of function \( a(g) \) in Eq. (B46).

If, instead of a finite group, \( G \) was a general compact topological group (such as a compact Lie group), then the proof goes through the same as before, replacing the sum over group elements with the integral over the Haar measure, e.g., Eq. (B27). Since the representation is finite-dimensional, there are only finitely many irreps that show up in the decomposition, i.e., \( \Lambda \) is finite; the function \( a \) defined in Eq. (B46) can be shown to be \( L^2(G) \). This completes the proof of Theorem 3.
Appendix C: Time evolution in the fermionic subspace

In this section we further expand the ideas presented in Sec. IV on the qudit-fermion correspondence and the group generated by exponentials of fermion swaps.

1. Representation of the symmetric group \( S_n \) on a fermionic system

In Sec. IV A, we studied a representation of the group \( S_n \) on a fermionic system with \( n \) sites. To specify this representation, it suffices to determine the representation of transpositions (swaps). Specifically, for \( a, b \in \{1, \cdots, n\} \), we assumed transposition \( \sigma_{ab} \in S_n \) is represented by the operator \( P_{ab}^f \) that satisfies the two equations

\[
\left( P_{ab}^f \right)^{\dagger} c_i^\dagger P_{ab}^f = c_{\sigma_{ab}(i)}^\dagger, \quad \text{for} \quad i = 1, \cdots, n, \tag{27}
\]

and

\[
P_{ab}^f |\text{vac}\rangle = |\text{vac}\rangle. \tag{29}
\]

It can be easily seen that there is a unique operator satisfying both of these constraints. This operator, which turns out to be both Hermitian and unitary, is given by

\[
P_{ab}^f = \mathbb{1}^f - (c_a^\dagger - c_b^\dagger)(c_a - c_b).	ag{28}\]

The fact that this operator satisfies Eqs. (27) and (29) follows immediately from the fermionic anti-commutation relations

\[
\{c_i^\dagger, c_j\} = 0, \quad \{c_i^\dagger, c_j\} = \delta_{ij}. \quad \tag{C1}
\]

Now, suppose there is another operator \( \tilde{P}_{ab}^f \) that satisfies these equations. Then, Eq. (27) implies

\[
\left( \tilde{P}_{ab}^f \right)^{\dagger} P_{ab}^f c_i^\dagger P_{ab}^f = c_{\sigma_{ab}(i)}^\dagger.	ag{C2}
\]

Taking the adjoint of this equation, we find

\[
\tilde{P}_{ab}^f P_{ab}^f c_i^\dagger P_{ab}^f = c_{\sigma_{ab}(i)}^\dagger = c_i^\dagger.	ag{C3}
\]

We conclude that the operator \( \tilde{P}_{ab}^f P_{ab}^f \) preserves all creation and annihilation operators and, therefore, preserves the entire algebra generated by them. But this algebra contains all operators acting on the fermionic (Fock) Hilbert space. It follows that \( \tilde{P}_{ab}^f P_{ab}^f \) should be equal to the identity operator, up to a phase \( e^{i\phi} \), i.e., \( \tilde{P}_{ab}^f P_{ab}^f = e^{i\phi} \mathbb{1}^f \). Using the fact that operator \( P_{ab}^f = \mathbb{1}^f - (c_a^\dagger - c_b^\dagger)(c_a - c_b) \) satisfies \( (P_{ab}^f)^2 = \mathbb{1}^f \), we find

\[
\tilde{P}_{ab}^f = e^{i\phi} P_{ab}^f. \tag{C4}\]

Finally, applying both sides of this equation on the vacuum state and using the assumption in Eq. (29) we find \( e^{i\phi} = 1 \). We conclude that Eq. (27) and Eq. (29) have a unique solution, namely, \( P_{ab}^f = \mathbb{1}^f - (c_a^\dagger - c_b^\dagger)(c_a - c_b) \).

Remark 1 (Hard-core bosons). One can define a similar representation of the permutation group in the case of hard-core bosons (such bosons appear, e.g., in the infinite repulsion limit of the bose-Hubbard model \cite{22}). However, unlike the case of fermions, in this case the swap operators correspond to interacting Hamiltonians: Let \( \mathcal{H}^b \) be the \( 2^n \)-dimensional Hilbert space of a system of hard-core bosons living on \( n \) sites. For hard-core bosons creation and annihilation operators satisfy the commutation relations

\[
[b_i^\dagger, b_j^\dagger] = (1 - 2n_i)\delta_{ij}, \quad [b_i^\dagger, b_j] = 0, \quad b_i^\dagger b_i^\dagger = 0, \tag{C5}\]

where \( n_i = b_i^\dagger b_i \) is the number operator \cite{23, 74}. Again, to define a representation of \( S_n \), it suffices to define the representation of transpositions (swaps). For a pair of sites \( i, j \in \{1, \cdots, n\} \), consider the operator \( P_{ij}^b \) satisfying equations

\[
P_{ij}^b b_k^\dagger P_{ij}^b = b_{\sigma_{ij}(k)}^\dagger, \quad \text{for} \quad k = 1, \cdots, n, \tag{C6}\]
Applying the fermionic anti-commutation relations, we have

\[ \mathbf{P}_{ij}^{b} | \text{vac} \rangle = | \text{vac} \rangle, \]  

(7)

where \( | \text{vac} \rangle \) is the normalized vacuum state satisfying \( b_{i} | \text{vac} \rangle = 0 \) for all \( i \in \{1, \ldots, n\} \). Then, following a similar argument used above, we can see that these equations have a unique solution, namely

\[ \mathbf{P}_{ij}^{b} = \delta_{ij} b_{j} + b_{j}^{\dagger} b_{i} + 2(n_{i} - \frac{l^{b}_{i}}{2})(n_{j} - \frac{l^{b}_{j}}{2}) + \frac{l^{b}_{i}}{2}, \]  

(8)

where \( I^{b} \) is the identity operator. The presence of the term \( 2(n_{i} - \frac{l^{b}_{i}}{2})(n_{j} - \frac{l^{b}_{j}}{2}) \) means that, in contrast to the fermionic case, the transposition (swap) operators \( \mathbf{P}_{ij}^{b} \) is no longer of the form of a free Hamiltonian.

**Remark 2** (chain of harmonic oscillators). One can also define a similar representation of the permutation group on a chain of harmonic oscillators. Let \( \mathcal{H}^{n} \) be the Hilbert space of \( n \) harmonic oscillators, and \( a_{i}^{\dagger} \) is the raising operator on site \( i \), which satisfies the commutation relations

\[ [a_{i}^{\dagger}, a_{j}] = \delta_{ij}, \quad [a_{i}^{\dagger}, a_{j}^{\dagger}] = 0. \]  

(9)

For any transposition (swap) \( \sigma_{ij} \in S_{n} \), the corresponding unitary operator \( \mathbf{P}_{ij}^{a} \) on \( \mathcal{H}^{n} \) is defined to have the following properties: for any raising operator \( a_{k}^{\dagger} \),

\[ \mathbf{P}_{ij}^{a} a_{k}^{\dagger} \mathbf{P}_{ij}^{a} = a_{\sigma_{ij}(k)}^{\dagger}, \quad \text{for} \quad i = 1, \ldots, n, \]  

(10)

and

\[ \mathbf{P}_{ij}^{a} \otimes_{k=1}^{n} | 0 \rangle_{k} = \otimes_{k=1}^{n} | 0 \rangle_{k}, \]  

(11)

where \( | 0 \rangle_{k} \) is the normalized ground state satisfying \( a_{k} | 0 \rangle_{k} = 0 \). Then, one can see that operator

\[ \mathbf{P}_{ij}^{a} = \sum_{l,m=0}^{\infty} | m \rangle_{i} \langle l | \otimes | l \rangle_{j} \langle m |_{j}, \]  

(12)

satisfies both equations, where \( | m \rangle_{i} = \frac{1}{\sqrt{m!}} (a_{i}^{\dagger})^{m} | 0 \rangle_{i} \), and we have suppressed the tensor product with the identities on all the other sites.

2. Unitary time evolution of fermion creation operators under the swap Hamiltonian

Recall that fermionic swap operator is equal to \( \mathbf{P}_{ab}^{f} = I^{f} - (c_{a}^{\dagger} - c_{b}^{\dagger})(c_{a} - c_{b}) \). Using the fact that \( \mathbf{P}_{ab}^{f2} = I^{f} \), we have \( e^{i\theta \mathbf{P}_{ab}^{f}} = \cos \theta I^{f} + i \sin \theta \mathbf{P}_{ab}^{f} \). Therefore

\[ e^{-i\theta \mathbf{P}_{ab}^{f}} c_{i}^{\dagger} e^{i\theta \mathbf{P}_{ab}^{f}} = (\cos \theta I^{f} - i \sin \theta \mathbf{P}_{ab}^{f}) c_{i}^{\dagger} (\cos \theta I^{f} + i \sin \theta \mathbf{P}_{ab}^{f}) \]
\[ = \cos^{2} \theta c_{i}^{\dagger} + i \cos \theta \sin \theta [c_{i}^{\dagger}, \mathbf{P}_{ab}^{f}] + \sin^{2} \theta \mathbf{P}_{ab}^{f} c_{i}^{\dagger} \mathbf{P}_{ab}^{f} \]
\[ = \cos^{2} \theta c_{i}^{\dagger} + i \cos \theta \sin \theta [c_{i}^{\dagger}, \mathbf{P}_{ab}^{f}] + \sin^{2} \theta \mathbf{P}_{ab}^{f} \mathbf{P}_{ab}^{f} \]  

(13)

Applying the fermionic anti-commutation relations, we have

\[ [c_{i}^{\dagger}, \mathbf{P}_{ab}^{f}] = c_{i}^{\dagger} - c_{\sigma_{ab}(i)}^{\dagger}. \]  

(14)

Therefore

\[ e^{-i\theta \mathbf{P}_{ab}^{f}} c_{i}^{\dagger} e^{i\theta \mathbf{P}_{ab}^{f}} = \cos^{2} \theta c_{i}^{\dagger} + i \cos \theta \sin \theta (c_{i}^{\dagger} - c_{\sigma_{ab}(i)}^{\dagger}) + \sin^{2} \theta c_{\sigma_{ab}(i)}^{\dagger} \]
\[ = e^{i\theta} (\cos \theta c_{i}^{\dagger} - i \sin \theta c_{\sigma_{ab}(i)}^{\dagger}). \]  

(15)
3. In the single-particle sector, the group generated by exponentials of fermionic swaps is isomorphic to $U(n-1)$

In Sec. IV A, we argued that the group generated by the exponentials of fermionic swaps $\{P_{ab}^f\}$ is isomorphic to $U(n-1)$. The proof relies on the following lemma, which characterizes the action of this group in the single-particle sector.

**Lemma 4.** Let $g_n$ be the Lie algebra generated by skew-Hermitian operators $\{i(|a⟩ - |b⟩)(⟨a| - ⟨b|) : 1 \leq a < b \leq n\}$. Then,

$$g_n \equiv \{i(|a⟩ - |b⟩)(⟨a| - ⟨b|) : 1 \leq a < b \leq n\} = \{A \in L(\mathbb{C}^n) : A + A^\dagger = 0, A \sum_{j=1}^n |j⟩ = 0\} \cong \mathfrak{u}(n-1).$$  \hspace{2cm} (C16)

To prove this result, we use the following lemma which is proven in [43]. Suppose a finite-dimensional Hilbert space is decomposed into two orthogonal complementary subspaces. Then, this lemma implies that the family of all block-diagonal unitaries with respect to this decomposition, together with the family of unitaries generated by a Hamiltonian that is not block-diagonal with respect to this decomposition, generate all unitaries.

**Lemma 5.** Let $\mathcal{H}_\alpha$ and $\mathcal{H}_\beta$ be two complementary orthogonal subspaces of a $D$-dimensional Hilbert space $\mathcal{H} = \mathcal{H}_\alpha \oplus \mathcal{H}_\beta$ with dimensions $D_\alpha$ and $D_\beta$, respectively. Suppose that the dimensions are not $D_\alpha = D_\beta = 1$ or $D_\alpha = D_\beta = 2$. Consider the group of all unitaries that are block-diagonal with respect to this decomposition, and inside each block have determinant 1, i.e., the group

$$G = \{W_\alpha + W_\beta : \det(W_\alpha) = \det(W_\beta) = 1\}. \hspace{2cm} (C17)$$

Let $A$ be a non-zero Hermitian operator that is not block-diagonal with respect to the decomposition $\mathcal{H} = \mathcal{H}_\alpha \oplus \mathcal{H}_\beta$. The group generated by unitaries $F = \{e^{\lambda A} : t \in \mathbb{R}\}$ together with unitaries in Eq. (C17) include all unitaries on $\mathcal{H}$, up to a global phase, i.e., $SU(D) \subseteq \langle F, G \rangle$. Equivalently, in terms of Lie algebras, this means that $\mathfrak{su}(D) \subseteq \langle g, \{1\} \rangle$, where

$$g = \{B_\alpha + B_\beta : \text{Tr}(B_\alpha) = \text{Tr}(B_\beta) = 0, B_\alpha + B_\alpha^\dagger = 0, B_\beta + B_\beta^\dagger = 0\}. \hspace{2cm} (C18)$$

**Remark 3.** In the case of $D_\alpha = D_\beta = 1$, the group $G$ as defined above contains just the identity. But if we relax the condition $\det W_\alpha = 1$, then for the one-dimensional group $G' = \{e^{i\theta} \oplus 1 : \theta \in \mathbb{R}\}$, the theorem holds, i.e., $G'$ together with any group $F = \{e^{\lambda A} : t \in \mathbb{R}\}$ (where $A$ satisfies the assumption above, so, in particular, is not block-diagonal) generate a group that contains all unitaries with determinant 1, $SU(2) \subseteq \langle F, G' \rangle$ (Equivalently, we could allow the one-parameter group with elements of the form $e^{i\theta} \oplus e^{-i\theta}$). In terms of the Lie algebra, we have $\mathfrak{g}' = i\mathbb{R}|0⟩⟨0|$, the one-dimensional Lie algebra generated by the projector $|0⟩⟨0|$ to the space $\mathcal{H}_\alpha$. This is equivalent to the statement that two rotations in nonparallel axes together generate the whole rotation group (up to global phase).

**Proof:** (Lemma 4) To prove this lemma we use induction over $n$. It can be easily seen that the result holds for $n = 2$. For $n \geq 2$, we show that the hypothesis

$$g_n = \{A \in L(\mathbb{C}^n) : A + A^\dagger = 0, A \sum_{j=1}^n |j⟩ = 0\}, \hspace{2cm} (C19)$$

implies

$$g_{n+1} = \{A \in L(\mathbb{C}^{n+1}) : A + A^\dagger = 0, A \sum_{j=1}^{n+1} |j⟩ = 0\}. \hspace{2cm} (C20)$$

To show this, first decompose

$$\mathbb{C}^n \cong \mathcal{H}_\perp^{(n)} \oplus \mathbb{C}|\eta^{(n)}⟩, \hspace{2cm} (C21)$$

where

$$|\eta^{(n)}⟩ = \frac{1}{\sqrt{n}} \sum_{j=1}^n |j⟩, \hspace{2cm} (C22)$$

and

$$\mathcal{H}_\perp^{(n)} = \{\sum_{j=1}^n \alpha_j |j⟩ : \sum_j \alpha_j = 0\}, \hspace{2cm} (C23)$$
is the subspace orthogonal to \(|\eta(n)\rangle\). By the induction hypothesis any skew-Hermitian operator \(\hat{A}\) acting on \(\mathcal{H}_{\perp}^{(n)}\) is in \(\mathfrak{g}_n\).

Next, decompose \(\mathbb{C}^{n+1}\) to 3 orthogonal subspaces as
\[
\mathbb{C}^{n+1} \cong \mathbb{C}^n \oplus \mathbb{C}|n+1\rangle \cong (\mathcal{H}_{\perp}^{(n)} \oplus \mathbb{C}|\eta(n)\rangle) \oplus \mathbb{C}|n+1\rangle \cong \mathcal{H}_{\perp}^{(n)} \oplus \mathbb{C}|\beta(n+1)\rangle \oplus \mathbb{C}|\eta(n+1)\rangle,
\]
where
\[
|\eta(n+1)\rangle = \frac{1}{\sqrt{n+1}} \sum_{j=1}^{n+1} |j\rangle = \sqrt{\frac{n}{n+1}} |\eta(n)\rangle + \sqrt{\frac{1}{n+1}} |n+1\rangle.
\]
and
\[
|\beta(n+1)\rangle = \sqrt{\frac{1}{n+1}} |\eta(n)\rangle - \sqrt{\frac{n}{n+1}} |n+1\rangle.
\]
By assumption, the Lie algebra \(\mathfrak{g}_{n+1}\) contains
\[
i(\mathbb{I} - E_{n,n+1}) = i(|n\rangle - |n+1\rangle)(\langle n| - \langle n+1|) ,
\]
where we have used the notation \(E_{ab} \equiv \mathbb{I} - (|a\rangle \langle b| + |b\rangle \langle a|)\) introduced before.

Since \(|n\rangle - |n+1\rangle\) is orthogonal to \(|\eta(n+1)\rangle\), it can be written as
\[
|n\rangle - |n+1\rangle = \frac{n+1}{n} |\beta(n+1)\rangle + \left(\frac{n-1}{n} |n\rangle - \frac{1}{n} \sum_{j=1}^{n-1} |j\rangle\right) = \sqrt{\frac{n+1}{n}} |\beta(n+1)\rangle + |\gamma_\perp\rangle ,
\]
where
\[
|\gamma_\perp\rangle = \frac{n-1}{n} |n\rangle - \frac{1}{n} \sum_{j=1}^{n-1} |j\rangle \in \mathcal{H}_{\perp}^{(n)}.
\]
is a non-zero vector. This means
\[
i(\mathbb{I} - E_{n,n+1}) = i\left[\sqrt{\frac{n+1}{n}} |\beta(n)\rangle + |\gamma_\perp\rangle\right]\left[\sqrt{\frac{n+1}{n}} \langle \beta(n)\rangle + \langle \gamma_\perp\rangle\right].
\]
Clearly, \(i(\mathbb{I} - E_{n,n+1})|\eta(n+1)\rangle = 0\). Therefore, the support of \(i(\mathbb{I} - E_{n,n+1})\) is restricted to the \(n\)-dimensional subspace \(\mathcal{H}_{\perp}^{(n)} \oplus \mathbb{C}|\beta(n+1)\rangle\). Furthermore, because \(\langle \beta(n)\rangle |\gamma_\perp| \neq 0\), the operator \(i(\mathbb{I} - E_{n,n+1})\) is not block-diagonal with respect to the decomposition \(\mathcal{H}_{\perp}^{(n)} \oplus \mathbb{C}|\beta(n+1)\rangle\). Recall that by induction hypothesis \(\mathfrak{g}_{n+1}\) also contains all skew-Hermitian operators with support restricted to \(\mathcal{H}_{\perp}^{(n)}\). Therefore, applying Lemma 5 for decomposition \(\mathcal{H}_{\perp}^{(n)} \oplus \mathbb{C}|\beta(n+1)\rangle\) we conclude that \(\mathfrak{g}_{n+1}\) contains all traceless skew Hermitian operators with support restricted to \(\mathcal{H}_{\perp}^{(n)} \oplus \mathbb{C}|\beta(n+1)\rangle\), which is isomorphic to \(\mathfrak{su}(n)\) (in the case of going from \(n = 2\) to \(n + 1 = 3\), we use the modified version of the lemma as in Remark 5). Furthermore, \(\mathfrak{g}_{n+1}\) also contains operators with support restricted to \(\mathcal{H}_{\perp}^{(n)} \oplus \mathbb{C}|\beta(n+1)\rangle\) with non-zero trace (for instance, \(i(\mathbb{I} - E_{n,n+1}) \in \mathfrak{g}_{n+1}\) has trace \(2i\)). The linear combination of traceless skew-Hermitian operators with a skew-Hermitian operator with non-zero trace yields all skew-Hermitian operators. This implies Eq. (C20) and completes the proof of the lemma via induction. 

4. Equivalence of wedge representations in Eqs. (38) and (39)

Here, we further explain the equivalences in Eqs. (38) and (39). Recall that \(G_{\text{single}} = \{\mathbb{I} \oplus T : T \in U(n - 1)\}\) with respect to a particular decomposition of \(\mathbb{C}^n\). Call the state on which \(G_{\text{single}}\) acts as identity \(|\emptyset\rangle\), and let the orthogonal subspace be \(\mathcal{H}_{\perp}\), with basis \(\{|e_i\rangle\}_{i=1}^{n-1}\). Then the equivalences say that \(\bigwedge^L (\mathbb{C}|\emptyset\rangle \oplus \mathcal{H}_{\perp}) \cong \bigwedge^L \mathcal{H}_{\perp} \oplus \bigwedge^{L-1} \mathcal{H}_{\perp}\).

For any \(L\) basis states \(\{|e_i\rangle\}_{i=1}^{L}, 0 \leq e_i \leq n - 1, 1\), consider their wedge product
\[
\bigwedge_{j=1}^{L} |e_j\rangle = \frac{1}{\sqrt{L!}} \sum_{\sigma \in \mathcal{S}_L} \text{sgn}(\sigma) |e_{\sigma(1)}\rangle \otimes \cdots \otimes |e_{\sigma(L)}\rangle.
\]
This vanishes if and only if for some \(i \neq j\) we have \(e_i = e_j\). Note that, up to a sign, this does not depend on the ordering of the basis states \(\{e_j\}\). In fact, because any reordering is just a permutation \(\sigma \in \mathcal{S}_L\), the wedge products defined by these different
orderings are the same up to $\text{sgn}(\sigma)$. Since the nonzero (distinct) states of the form Eq. (C31) form a basis for the wedge product space $\wedge^L (\mathbb{C} |0\rangle \oplus \mathcal{H}_\perp)$, we see that this space can be decomposed into two subspaces: one spanned by states of the form Eq. (C31) where none of the $e_i = 0$, and another where exactly one $e_i = 0$. Note that the first is exactly $\wedge^{L-1} \mathcal{H}_\perp$ and the second is isomorphic to $\wedge^{L-1} \mathcal{H}_\perp$. (One can also verify that dimensions match—this is just Pascal’s rule.) Further, $G_{\text{single}}$ acts on these as $(\mathbb{I} \otimes T)^{\otimes L} \wedge^L_{i=1} |e_i\rangle$, from which it is easy to verify Eqs. (38) and (39).

5. Linearity and unitarity of $U^f$

In Eq. (41) we claim that there exists a linear map $U^f$ that preserves the inner products, i.e., is an isometry, and satisfies

$$\forall \sigma \in \mathbb{S}_n : U^f \mathbb{P} (\sigma) \left[ \bigwedge_{m=1}^L |m\rangle \otimes |0\rangle^{\otimes (n-L)} \right] = \prod_{i=1}^L c^\dagger_{\sigma(i)} |\text{vac}\rangle .$$

To prove this claim it suffices to show that the pairwise inner products of the two sides are equal, i.e.,

$$\forall \sigma_1, \sigma_2 \in \mathbb{S}_n : \langle \Phi | \mathbb{P}(\sigma_2) \mathbb{P}(\sigma_1) | \Phi \rangle = \langle \text{vac} | \prod_{i=1}^L c^\dagger_{\sigma_2(i)} \prod_{i=1}^L c^\dagger_{\sigma_1(i)} |\text{vac}\rangle ,$$

(C32)

where $|\Phi\rangle = \left[ (\bigwedge_{m=1}^L |m\rangle \otimes |0\rangle^{\otimes (n-L)}) \right]$. To show this first note that, using the anti-commutation relation of the fermion creation operators, we have

$$\langle \text{vac} | \prod_{i=1}^L c^\dagger_{\sigma_2(i)} \prod_{i=1}^L c^\dagger_{\sigma_1(i)} |\text{vac}\rangle \neq 0 ,$$

(C33)

if and only if, for each $i \in \{1, \cdots, L\}$, there exists $j \in \{1, \cdots, L\}$ such that

$$\sigma_1(i) = \sigma_2(j) ,$$

(C34)

or, equivalently,

$$\forall i = 1, \cdots, L : \; \sigma_2^{-1} \sigma_1(i) \in \{1, \cdots, L\} .$$

(C35)

This means that $\tau = \sigma_2^{-1} \sigma_1$ permutes the first $L$ elements $\{1, \cdots, L\}$ among themselves. Therefore, $\tau$ has a unique decomposition as

$$\tau = \tau_L \tau_{n-L} ,$$

(C36)

where $\tau_L : \{1, \cdots, L\} \to \{1, \cdots, L\}$ is a permutation defined on the first $L$ elements and $\tau_{n-L} : \{L+1, \cdots, n\} \to \{L+1, \cdots, n\}$ is permutation defined on the rest of elements. Then, using the anti-commutation relations of fermions we can easily see that

$$\langle \text{vac} | \prod_{i=1}^L c^\dagger_{\sigma_2(i)} \prod_{i=1}^L c^\dagger_{\sigma_1(i)} |\text{vac}\rangle = \text{sgn}(\tau_L) .$$

(C37)

Next, we consider the inner products on the left-hand side of Eq. (C32). For arbitrary $\sigma_1, \sigma_2 \in \mathbb{S}_n$, we have

$$\langle \Phi | \mathbb{P}(\sigma_2) \mathbb{P}(\sigma_1) | \Phi \rangle = \langle \Phi | \mathbb{P}(\sigma_2^{-1} \sigma_1) | \Phi \rangle = \left[ \bigwedge_{m=1}^L \langle m \rangle \otimes \langle 0 \rangle^{\otimes (n-L)} \right] \mathbb{P}(\sigma_2^{-1} \sigma_1) \left[ \bigwedge_{m=1}^L |m\rangle \otimes |0\rangle^{\otimes (n-L)} \right]$$

Again, this inner product is non-zero if and only if $\sigma_2^{-1} \sigma_1$ has a unique decomposition as $\tau_L \tau_{n-L}$, where $\tau_L$ is a permutation on the first $L$ elements, and $\tau_{n-L}$ permutes among the rest. With this notation, when the inner product is non-zero, then

$$\langle \Phi | \mathbb{P}(\sigma_2) \mathbb{P}(\sigma_1) | \Phi \rangle = \text{sgn}(\tau_L) .$$

(C38)

We conclude that Eq. (C32) holds for all $\sigma_1, \sigma_2 \in \mathbb{S}_n$ and, therefore, there exists an isometry $U^f$ satisfying Eq. (41).
6. An example of the one-particle reduced state

Next, we present an example of the single-particle reduced state, obtained by applying map $\Omega$, defined in Eq. (18). Consider the $n$-qudit state
\[
|\psi\rangle = \sum_{j=1}^{n} \psi_j |0\rangle^{\otimes (j-1)} |1\rangle |0\rangle^{\otimes (n-j)} .
\]
(C39)
For $i \neq j$ we have
\[
\Omega_{ij} |\psi\rangle = \langle \psi | \Pi_{\text{comp}} P_{ij} Q_{ij} \Pi_{\text{comp}} |\psi\rangle = \psi_i \langle \psi | P_{ij} (|0\rangle^{\otimes (i-1)} |1\rangle |0\rangle^{\otimes (n-i)}) = \psi_i \langle \psi | \Pi_{\text{comp}} |0\rangle |0\rangle^{\otimes (n-j)} = \psi_i \psi_j^* ,
\]
(C40)
where the second equality follows from the fact that $|\psi\rangle$ is already in the fermionic subspace and $Q_{ij}$ is a projector to the subspace where $i$ is non-zero and $j$ is zero. Similarly for $i = j$ we have
\[
\Omega_{ii} |\psi\rangle = \langle \psi | \Pi_{\text{comp}} (|i\rangle - |0\rangle \langle i|) \Pi_{\text{comp}} |\psi\rangle = \psi_i \psi_i^* ,
\]
(C41)
Therefore we have $\Omega |\psi\rangle = \sum_{ij} \Omega_{ij} |i\rangle \langle j|$.

7. Fermion hopping in the qudit language (the equivalence of the two representations of the map $\Omega$)

Next, we show the equivalence of the definitions of map $\Omega$ in Eqs. (50) and (51), that is
\[
\Omega_{ij} [\rho] = \text{Tr}(c_i^\dagger c_i U_f^j \Pi_{\text{comp}} \rho \Pi_{\text{comp}} U_f^j) ,
\]
and
\[
\Omega_{ij} [\rho] = \begin{cases} \text{Tr} \left( \Pi_{\text{comp}} \rho \Pi_{\text{comp}} [P_{ij} Q_{ij}] \right) & : i \neq j, \\ \text{Tr} \left( \Pi_{\text{comp}} \rho \Pi_{\text{comp}} [\Pi_k - |0\rangle \langle 0|] \right) & : i = j, \end{cases}
\]
(C42)
where $\rho \in \mathcal{L}(\mathbb{C}^d) \otimes \mathbb{C}^n$ and $Q_{ij} = (|i\rangle - |0\rangle \langle i|)(|0\rangle \langle j|)$. In order to show the equivalence of these two definitions, we simply need to verify that for all $i \neq j \in \{1, \cdots, n\}$ and all $k \in \{1, \cdots, n\}$, it holds that
\[
\Pi_{\text{comp}} P_{ij} Q_{ij} \Pi_{\text{comp}} = \Pi_{\text{comp}} U_f^j c_i^\dagger c_i U_f^j \Pi_{\text{comp}} ,
\]
\[
\Pi_{\text{comp}} \Pi_k - |0\rangle \langle 0| \Pi_{\text{comp}} = \Pi_{\text{comp}} U_f^j c_k^\dagger c_k U_f^j \Pi_{\text{comp}} .
\]
(C43)
Recall that $\mathcal{H}_{\text{comp}}$ is spanned by vectors $P(\sigma) |\Phi\rangle : \sigma \in \mathbb{S}_n$, where
\[
|\Phi\rangle \equiv \left( \bigwedge_{m=1}^{L} |m\rangle \right) \otimes |0\rangle^{\otimes (n-L)} .
\]
(C44)
Therefore, to show that $\Pi_{\text{comp}} P_{ij} Q_{ij} \Pi_{\text{comp}} = \Pi_{\text{comp}} U_f^j c_i^\dagger c_i U_f^j \Pi_{\text{comp}}$ it suffices to show the equality of the matrix elements of both sides in this basis, i.e.,
\[
\forall \sigma_1, \sigma_2 \in \mathbb{S}_n : \langle \Phi | P_\sigma (\sigma_2) \Pi_{\text{comp}} P_{ij} Q_{ij} \Pi_{\text{comp}} P(\sigma_1) |\Phi\rangle = \langle \Phi | P_\sigma (\sigma_2) \Pi_{\text{comp}} U_f^j c_i^\dagger c_i U_f^j \Pi_{\text{comp}} P(\sigma_1) |\Phi\rangle ,
\]
(C45)
or, equivalently
\[
\forall \sigma_1, \sigma_2 \in \mathbb{S}_n : \langle \Phi | P_\sigma (\sigma_2 \sigma_1^{-1}) P_{\sigma_1^{-1}(i)\sigma_1^{-1}(j)} Q_{\sigma_1^{-1}(i)\sigma_1^{-1}(j)} |\Phi\rangle = \langle \Phi | P_\sigma (\sigma_2 \sigma_1^{-1}) c_i^\dagger (j) c_{\sigma_1^{-1}(i)} |\Phi\rangle ,
\]
(C46)
where
\[
|\Phi\rangle = U_f^j |\Phi\rangle = \prod_{j=1}^{L} c_j^\dagger |\text{vac}\rangle .
\]
(C47)
To show this it suffices to show that for all $i \neq j \in \{1, \cdots, n\}$ and all $\sigma \in \mathbb{S}_n$, it holds that
\[
\langle \Phi | P_\sigma (\sigma) P_{ij} Q_{ij} |\Phi\rangle = \langle \Phi | P_\sigma (\sigma) c_i^\dagger c_i |\Phi\rangle .
\]
(C48)
Similarly, to show Eq. (C43) we need to show
\[ \langle \Phi | P^+ (\sigma) | I_i - | 0 \rangle \langle 0 | | \Phi \rangle = (\Phi^f | P^f (\sigma) c_i^\dagger c_i | \Phi^f ) . \] (C49)

Recall that \( Q_{ij} = (| i \rangle - | 0 \rangle) \langle 0 | | j \rangle \) is a projector which projects the state on site \( i \) to one orthogonal to \( | 0 \rangle \), while projects the state on site \( j \) to \( | 0 \rangle \). This means
\[
Q_{ij} | \Phi \rangle = ([I_i - | 0 \rangle \langle 0 |]_i | 0 \rangle \langle 0 |]_j \langle L \rangle \otimes | 0 \rangle \otimes (n-L) = \begin{cases} 
| \Phi \rangle & : i \leq L < j \\
0 & : \text{otherwise} ,
\end{cases}
\] (C50)
which means the left-hand side of Eq. (C48) is equal to
\[
(\Phi | P^+ (\sigma) P_{ij} Q_{ij} | \Phi ) = \begin{cases} 
(\Phi | P (\sigma^{-1} \sigma_{ij}) | \Phi ) & : i \leq L < j \\
0 & : \text{otherwise} .
\end{cases}
\] (C51)
Similarly, the left-hand side of Eq. (C49) can be written as
\[
(\Phi | P^+ (\sigma) | I_i - | 0 \rangle \langle 0 | | \Phi \rangle = \begin{cases} 
(\Phi | P (\sigma^{-1}) | \Phi ) & : i \leq L \\
0 & : \text{otherwise} .
\end{cases}
\] (C52)

On the other hand, using \( P_{ij}^f = I^f - (c_i^\dagger - c_j^\dagger)(c_i - c_j) \), we find
\[
e_{ij}^f c_i | \Phi^f \rangle = c_i^\dagger c_i \prod_{i=1}^L c_i^\dagger | \text{vac} \rangle = \begin{cases} 
P_{ij}^f | \Phi^f \rangle & : i \leq L < j \\
| \Phi^f \rangle & : i = j \leq L \\
0 & : \text{otherwise} ,
\end{cases}
\] (C53)
which means the right-hand side of Eq. (C48) and Eq. (C49) can be combined together as
\[
(\Phi^f | P^f (\sigma) c_{ij}^\dagger c_i | \Phi^f ) = \begin{cases} 
(\Phi^f | P^f (\sigma^{-1} \sigma_{ij}) | \Phi^f ) & : i \leq L < j \\
(\Phi^f | P^f (\sigma^{-1}) | \Phi^f ) & : i = j \leq L \\
0 & : \text{otherwise} .
\end{cases}
\] (C54)
Finally, recall that \( P^f (\sigma) | \Phi^f \rangle = U^f P (\sigma) | \Phi \rangle \), and \( U^f \) preserves inner products. This means
\[
\forall \sigma \in \mathbb{S}_n : \quad (\Phi | P (\sigma) | \Phi ) = (\Phi^f | P^f (\sigma) | \Phi^f ) .
\] (C55)
Combining this with Eqs. (C51) to (C53), we conclude that the two representations of map \( \Omega \) in Eqs. (50) and (51) are indeed equivalent.

8. Complete-positivity and covariance of the map \( \Omega \) (proof of Lemma 3)

Next, we prove Lemma 3. That is we show that map \( \Omega \) is completely positive and satisfies the covariance relation
\[
\Omega [e^{i\theta P_{ab}} \rho e^{-i\theta P_{ab}}] = e^{i\theta E_{ab}} \Omega [\rho] e^{-i\theta E_{ab}} \quad \text{for all } \theta \in [0, 2\pi) .
\] (C56)
Both of these properties follow from the observation that
\[
\Omega [\rho] = \text{Tr}_f (SU^f \Pi_{\text{comp}} \rho \Pi_{\text{comp}} U^{f\dagger} S^\dagger),
\] (C57)
where \( S : \mathcal{H}^f \rightarrow \mathcal{H}^f \otimes \mathbb{C}^n \) is defined by
\[
S = \sum_{i=1}^n c_i \otimes | i \rangle,
\] (C57)
and the partial trace in Eq. (C56) is over the fermionic subsystem \( \mathcal{H}^f \).

Recall that the partial trace is a completely-positive map. Furthermore, for any operator \( A \), the map \( \rho \rightarrow A \rho A^\dagger \) is also completely positive. It follows that \( \Omega \) is the concatenation of two completely-positive maps and hence is completely positive [75].

Next, we note that Eq. (34) can be rewritten as
\[
S e^{i\theta P_{ab}} = (e^{i\theta P_{ab}} \otimes e^{i\theta (E_{ab} - 1)}) S .
\] (C58)
This implies that for all $\theta \in [0, 2\pi)$, it holds that
\[
\Omega[e^{i\theta P_{ab}} \rho e^{-i\theta P_{ab}}] = \text{Tr}_f(SU^f \Pi_{\text{comp}} e^{i\theta P_{ab}} \rho e^{-i\theta P_{ab}} \Pi_{\text{comp}} U^f \dagger S^\dagger)
\]
\[
= \text{Tr}_f(S e^{i\theta P_{ab}} U^f \Pi_{\text{comp}} \rho \Pi_{\text{comp}} U^f \dagger e^{-i\theta P_{ab}} S^\dagger)
\]
\[
= \text{Tr}_f(e^{i\theta P_{ab}}) SU^f \Pi_{\text{comp}} \rho \Pi_{\text{comp}} U^f \dagger S^\dagger e^{-i\theta (E_{ab} - I)}
\]
\[
= e^{i\theta(E_{ab} - I)} \text{Tr}_f(SU^f \Pi_{\text{comp}} \rho \Pi_{\text{comp}} U^f \dagger S^\dagger) e^{-i\theta (E_{ab} - I)}
\]
\[
= e^{i\theta E_{ab}} \Omega[\rho] e^{-i\theta E_{ab}},
\]
where to get the second line we have used the fact that $e^{i\theta P_{ab}}$ commutes with $\Pi_{\text{comp}}$ and $U^f$ and to get the third line we have used Eq. (C58). This proves the covariance of $\Omega$ and completes the proof of Lemma 3.

\[\text{Equation (C59)}\]
Appendix D: Constraints on relative phases between sectors with different charges

Recall that \( \mathfrak{z}_k \) denotes the center of \( \mathfrak{v}_k \), the Lie algebra generated by \( k \)-local SU\((d)\)-invariant anti-Hermitian operators on \((\mathbb{C}^d)^{\otimes n} \). As we discuss more in [28], the general results of [13] implies that the dimension of \( \mathfrak{z}_k \) is equal to the number of inequivalent irreps of SU\((d)\) that appear on \( k \) qudits. Equivalently, it is the number of Young diagrams with \( k \) boxes and with, at most, \( d \) rows. In the special case of \( k = 2 \), this means that the dimension of the center is 2D. In the following we present a characterization of this 2D space. We note that essentially an equivalent characterization in terms of characters can also be found in the work of Marin in [29].

First, note that since \( \mathfrak{v}_2 \) contains all swaps up to a phase, then any operator in the center should be permutationally invariant and should be in the linear span of permutations operators \( \{ P(\sigma) : \sigma \in S_n \} \). It follows that any element of \( \mathfrak{z}_2 \) can be written as a linear combination of projectors to sectors with different charges, that is

\[
\mathfrak{z}_2 = \{ i \sum_\lambda (\alpha + \beta b_\lambda) \Pi_\lambda : \alpha, \beta \in \mathbb{R} \},
\]

where \( \Pi_\lambda \) is the projector to sector with irrep \( \lambda \) of \((\mathbb{C}^d)^{\otimes n}\). In the following, we find several formulas for coefficients \( \{ b_\lambda \} \).

First, note that using the charge vector terminology in [3], the charge vectors are

\[
\{ \sum_\lambda [\alpha + \beta b_\lambda] \text{Tr}(\Pi_\lambda) |\lambda\rangle : \alpha, \beta \in \mathbb{R} \},
\]

where

\[
b_\lambda = \frac{\text{Tr}(P_{rs} \Pi_\lambda)}{\text{Tr}(\Pi_\lambda)},
\]

for any pair of \( r \neq s \in \{1, \ldots, n\} \) (here \( \{ |\lambda\rangle \} \) denotes an orthonormal basis for an abstract vector space). The fact that \( \text{Tr}(P_{rs} \Pi_\lambda) \) is independent of \( r \) and \( s \), follows immediately from the permutational symmetry of \( \Pi_\lambda \). This, in particular, means that

\[
\text{Tr}(P_{rs} \Pi_\lambda) = \frac{1}{n(n-1)} \sum_{r \neq s} \text{Tr}(P_{rs} \Pi_\lambda) = \text{Tr}(Z \Pi_\lambda),
\]

where

\[
Z = \sum_{r \neq s} P_{rs}.
\]

Note that \( Z \) is (by definition) permutationally-invariant and since it is in the linear span of \( \{ P_{rs} \} \), we have \( iZ \in \mathfrak{z}_2 \), and \( Z = \sum_\lambda z_\lambda \Pi_\lambda \), where \( z_\lambda \) is the eigenvalue of \( Z \) in sector \( \Pi_\lambda \). To summarize, we have

\[
\mathfrak{z}_2 = \{ i \sum_\lambda (\alpha + \beta b_\lambda) \Pi_\lambda : \alpha, \beta \in \mathbb{R} \} = \text{span}_\mathbb{C} \{ iI, iZ \},
\]

and

\[
b_\lambda = \frac{\text{Tr}(P_{rs} \Pi_\lambda)}{\text{Tr}(\Pi_\lambda)} = \frac{1}{n(n-1)} \frac{\text{Tr}(Z \Pi_\lambda)}{\text{Tr}(\Pi_\lambda)} = \frac{z_\lambda}{n(n-1)}.
\]

It turns out that operator \( Z \) is closely related to the quadratic Casimir operator. To explain this connection, we present the following lemma, which is of independent interest (see the end of this section for the proof).

**Lemma 6.** Let \( \{ T^a : a = 1, \ldots, d^2 - 1 \} \) be a set of \( d \times d \) traceless hermitian operators satisfying the orthogonality relation \( \text{Tr}(T^a T^b) = \text{Tr}(T^b T^a) = 2 \delta^{ab} \). Then, for a pair of qudits, labeled as 1 and 2, the swap operator \( P_{12} \) can be written as

\[
P_{12} = \frac{1}{2} \sum_{a=1}^{d^2-1} T^a \otimes T^a + \frac{1}{d} I.
\]

where \( I \) is the identity operator.
We conclude that
\[ \frac{1}{2} \sum_{a=1}^{d^2-1} (T^a)^2 = \frac{d^2-1}{d} \mathbb{I}, \]  
where the left-hand side is the quadratic Casimir operator associated to the fundamental representation of SU(d). This Casimir operator can be seen to be SU(d)-invariant by a similar argument to Eq. (D23) (in the proof of the above lemma), and is therefore proportional to the identity by Schur’s Lemma. The proportionality constant is determined by taking traces and using \( \text{Tr}(T^n)^2 = 2 \).

Applying Lemma 6 for a system with \( n \) qudits we can write the swap operator \( P_{ij} \) as
\[ P_{ij} = \frac{1}{2} \sum_{a=1}^{d^2-1} T_i^a T_j^a + \frac{1}{d} \mathbb{I}, \]
where \( T_i^a \) is operator \( T^a \) on qudit \( i \), tensor product with the identity operator on the rest of qudits. It is also useful to define the quadratic Casimir operator
\[ C_2 = \frac{1}{2} \sum_{a=1}^{d^2-1} \left( \sum_{i=1}^n T_i^a \right)^2. \]

Then, using this definition together with the identity in Eq. (D9), we find
\[ \sum_{i \neq j} \sum_{a=1}^{d^2-1} T_i^a T_j^a = \sum_{i,j} \sum_{a=1}^{d^2-1} T_i^a T_j^a - \sum_i \sum_{a=1}^{d^2-1} (T_i^a)^2 = 2C_2 - 2n \frac{d^2-1}{d} \mathbb{I}. \]
Therefore, we conclude that
\[ Z = \sum_{i \neq j} P_{ij} = \sum_{i \neq j} \left( \frac{1}{2} \sum_{a=1}^{d^2-1} T_i^a T_j^a + \frac{1}{d} \mathbb{I} \right) = C_2 - 2n \frac{d^2-1}{d} \mathbb{I} + \frac{n(n-1)}{d} \mathbb{I} = C_2 + \frac{n(n-d^2)}{d} \mathbb{I}. \]
Hence,
\[ z_\lambda = c_\lambda + \frac{n(n-d^2)}{d}, \]
where \( c_\lambda \) is the eigenvalues of \( C_2 \) in sector \( \Pi_\lambda \).

Combining this result with Eqs. (D6) and (D7), we conclude that
\[ z_\lambda = \{ i \sum_{\lambda} (\alpha + \beta b_\lambda) \Pi_\lambda : \alpha, \beta \in \mathbb{R} \} = \text{span}_\mathbb{C} \{ i\lambda, iZ \} = \text{span}_\mathbb{C} \{ i\lambda, iC \}, \]
and
\[ b_\lambda = \frac{\text{Tr}(P_{rs} \Pi_\lambda)}{\text{Tr}(\Pi_\lambda)} = \frac{1}{n(n-1)} \frac{\text{Tr}(Z \Pi_\lambda)}{\text{Tr}(\Pi_\lambda)} = \frac{z_\lambda}{n(n-1)} = \frac{d\lambda + n(n-d^2)}{dm(n-1)}. \]
In particular, in the case of \( d = 2 \), the quadratic Casimir is \( C_2 = 2J^2 \), where \( J^2 = J_x^2 + J_y^2 + J_z^2 \) is the total squared angular momentum operator. Thus the eigenvalue associated to the irrep with definite angular momentum \( j \) is \( c_j = 2j(j+1) \). In this case, the eigenvalue \( c_j \) completely specifies the irrep of SU(2).

Finally, it is worth noting that \( b_\lambda \) can also be expressed in terms of the character of the irrep \( \lambda \) of \( \mathfrak{S}_n \). In particular, using Schur-Weyl duality, we know that sector \( \mathcal{H}_\lambda \) decomposed as \( \mathcal{H}_\lambda = \mathbb{Q}_\lambda \otimes \mathcal{M}_\lambda \), where SU(d) acts irreducibly on \( \mathbb{Q}_\lambda \) and trivially on \( \mathcal{M}_\lambda \). Since \( \text{Tr}(\Pi_\lambda) \) is equal to the dimension of \( \mathcal{H}_\lambda \), we find that \( \text{Tr}(\Pi_\lambda) = d_\lambda \times m_\lambda \), where \( d_\lambda \) is the dimension of irrep \( \lambda \) of SU(d) and \( m_\lambda \) is the multiplicity of this irrep, or equivalently, the dimension of the corresponding irrepp of \( \mathfrak{S}_n \). Similarly, \( \text{Tr}(\Pi_\lambda P_{rs}) = d_{\lambda} \times \text{Tr}(P_{\lambda}(\sigma_{rs})) \), where \( \text{Tr}(P_{\lambda}(\sigma_{ij})) \) is known as the irreducible character of \( \sigma_{ij} \in \mathfrak{S}_n \) associated to the irrep \( \lambda \).

We conclude that \( b_\lambda \) can also be written as
\[ b_\lambda = \frac{\text{Tr}(P_{\lambda}(\sigma_{rs}))}{m_\lambda} = \frac{\text{Tr}(P_{\lambda}(\sigma_{12}))}{m_\lambda}. \]
An immediate corollary of these results is that
Corollary 2. For Hamiltonian \( H = \sum \lambda \Pi_\lambda \) the family of unitaries \( \{ e^{-iHt} \mid t \in \mathbb{R} \} \) is in the group generated by 2-local \( \text{SU}(d) \)-invariant Hamiltonians if, and only if there exists \( \alpha, \beta \in \mathbb{R} \) such that

\[
h_\lambda = \alpha + \beta b_\lambda ,
\]
where

\[
b_\lambda = \frac{z_\lambda}{n(n-1)} = \frac{d\lambda}{dn(n-1)} = \frac{\text{Tr}(P_{12}\Pi_\lambda)}{\text{Tr}(\Pi_\lambda)} = \frac{\text{Tr}(p_\lambda(\sigma_{12}))}{m_\lambda} ,
\]
where \( c_\lambda \) and \( z_\lambda \) are, respectively, the eigenvalues of the quadratic Casimir operator \( C_2 \) and operator \( Z = \sum_{r \neq s} P_{rs} \) in the sector \( \lambda \).

Finally, we present the proof of Lemma 6.

Proof. (Lemma 6) From Schur-Weyl duality we know that the space of \( \text{SU}(d) \)-invariant operators on \( \mathbb{C}^d \otimes \mathbb{C}^d \) is two dimensional, spanned by the identity \( I \) and the swap \( P_{12} \). On the other hand, the operator \( F = \sum_{a=1}^{d^2-1} T_1^a \otimes T_2^a \) is also \( \text{SU}(d) \)-invariant and not proportional to the identity. This can be seen in the following way. Since, for any \( U \in \text{SU}(d) \), the map \( T^a \mapsto U T^a U^\dagger \) preserves the Hilbert-Schmidt inner product \( \text{Tr}(T^a T^b) \) on the space of operators, we must have

\[
UT^a U^\dagger = \sum_{b=1}^{d^2-1} R(U)_{ab} T^b ,
\]
where \( R(U) \) is a unitary matrix. To verify that \( R(U) \) is unitary, take the hermitian conjugate and use the assumption that \( T^a \) is hermitian to obtain

\[
UT^a U^\dagger = \sum_{b=1}^{d^2-1} R(U)_{ab}^* T^b .
\]

Then,

\[
\sum_{c=1}^{d^2-1} R(U)_{ac} R(U)_{cb}^\dagger = \sum_{c,d=1}^{d^2-1} R(U)_{ac} R(U)_{ba}^\dagger = \frac{1}{2} \text{Tr}(T^c T^d) = \frac{1}{2} \text{Tr}(UT^a U^\dagger UT^b U^\dagger) = \delta_{ab} .
\]

Therefore,

\[
\sum_{a=1}^{d^2-1} UT^a U^\dagger \otimes UT^a U^\dagger = \sum_{a,b,c=1}^{d^2-1} R(U)_{ab} R(U)_{ac}^* T^b \otimes T^c = \sum_{b,c} (R(U)^\dagger R(U))_{cb} T^b \otimes T^c = \sum_b T^b \otimes T^b ,
\]
and so \( (U \otimes U) F (U^\dagger \otimes U^\dagger) = F \). Since, by the assumption that \( T^a \) is traceless for all \( a \), \( \text{Tr}(F) = \sum_a \text{Tr}(T^a)^2 = 0 \), we know that \( F \) and \( I \) form an orthogonal basis for the space of \( \text{SU}(d) \)-invariant operators. Therefore, we must have

\[
P_{12} = \alpha F + \beta I ,
\]
where \( \alpha \) and \( \beta \) are real numbers. Taking the trace of both sides of Eq. (D24), we have

\[
d = \beta d^2 \implies \beta = 1/d .
\]
Furthermore, rearranging Eq. (D24) and multiplying by \( P_{12} \) gives \( \alpha \text{Tr}(FP_{12}) = \text{Tr}(I - \beta P_{12}) = d^2 - 1 \); together with

\[
\text{Tr}(FP_{12}) = \frac{1}{2} \sum_{a=1}^{d^2-1} \text{Tr}((T^a \otimes T^a)P_{12}) = \frac{1}{2} \sum_{a=1}^{d^2-1} \text{Tr}((T^a)^2) = d^2 - 1 ,
\]
this implies that \( \alpha = 1 \). This completes the proof. □