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Abstract: Biometric template disclosure starts gaining an important concern in deploying practical biometric authentication systems, where an assailant compromises the database for illegitimate access. To protect biometric templates from disclosure attacks, biometric authentication systems should meet these four requirements: security, diversity, revocability, and performance. Different methods have been suggested in the literature such as feature transformation techniques and biometric cryptosystems. However, no single method could satisfy the four requirements, giving rise to the deployment of hybrid mechanisms. In this context, the current paper proposes a hybrid system for multimodal biometric template protection to provide robustness against template database attacks. Herein, a secure sketch method is first applied to secure the fingerprint modality. Subsequently, a Dual-Tree Complex Wavelet Transform Discrete Cosine Transform (DTCWT-DCT) based watermarking is employed to entrench the fingerprint sketch into the face image. However, a 3D chaotic-map-based encryption method is employed to protect the watermarked facial image in order to offer an added security level. The experimentation performed using the ORL face database and three Fingerprint Verification Competition (FVC) fingerprint databases showed the approach’s efficiency in withstanding standard digital image watermarking attacks, brute force attacks, and information leakage. Moreover, the results revealed that the approach achieves high performance, and satisfies diversity and revocability requirements.
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1 Introduction

Regarding to the rapid spread of digital technology that renders a large amount of digital information created and delivered many times in a second, a higher level of security is required. Hence, biometric
technology is presented as an alternative solution to replace the conventional token-based (e.g., passport, ID card) or knowledge-based (e.g., password, PIN code) personal identification techniques. Contrary to the traditional systems that cannot satisfy the increased security requirements, biometrics-based-authentication systems easily distinguish between fraudulent and authorized users, based on behavioral (e.g., speech, gait, signature dynamics) or physiological characteristics (e.g., face, iris, fingerprint) of the person. Generally, biometric authentication mechanisms include enrolment and authentication phases. While the enrolment phase acquires the biometric data from the genuine user, processes it, and stores it in the database as a reference, the authentication phase extracts the characteristics vector from the biometric inquiry data to be compared with reference features vector to grant or deny access.

Although biometric authentication systems provide a high level of performance, they are still vulnerable toward various sorts of attacks [1]: (1) Attacks on the user sensor (e.g., spoofing and mimicry attacks); (2) Attacks on the interface between modules; (3) Attacks on software modules; and (4) Attacks on the system’s database. The devastating attack is the one on the templates database because the attacker gains illegitimate access to the database and can subsequently replace/usurp the biometric templates. To secure the biometric data, many methods are proposed in the literature. Primarily, the methods of protecting biometric template are classified into two classes: (1) Feature transformation [2]; and (2) Biometric cryptosystems [3]. Feature transformation approach transforms biometric features with a specific password/key producing a reference biometric model to be deposited in the system’s database. Feature transformation methods are either invertible (salting) or non-invertible. Biometric cryptosystem technique links the biometric data with a secret key to generate a biometric data known as “helper data,” kept as a reference in the database. Considering the secret key’s generation mode, there exist two sorts of biometric cryptosystems: (1) Key binding (e.g., fuzzy commitment [4] and fuzzy vault [5,6]); and (2) Key generation (e.g., fuzzy extractors [7] and secure sketches [8–11]). A comprehensive survey of feature transformation and biometric cryptosystem approaches is introduced in [12].

Meanwhile, biometric watermarking has been considered as complementary techniques to secure biometric data in authentication systems [13]. Biometric watermarking methods offer a high-security level to the authentication system, where the embedded data would not be recovered using only a secret key. Moreover, the embedded data are kept linked to the cover image and thus no additional transfer resources or storage mechanisms are needed. However, watermarking directly affects the original image’s perceptual transparency by making certain distortions on the image pixels during the watermark embedding process. Furthermore, cryptographic techniques also provide a higher level of security as it is computationally difficult to retrieve the original template from the generated one without knowing the encryption key. Therefore, conventional cryptography is not suitable for biometric templates, giving rise to numerous techniques for image encryption to cope with the speed and variability constraints [14].

Biometric template protection approaches should satisfy four criteria including security, revocability, diversity, and performance. However, no single technique fulfills the four constraints of biometric template protection at a time. Hence, several hybrid approaches that combine different methods, are proposed in the literature to achieve more requirements (e.g., [10,15–22]). An extensive review that analyzes different existing biometric template protection methods is presented in [23]. In this context, the current work proposes a multimodal biometric authentication-based hybrid approach to improve the effective security and efficiency of authentication systems against template database attacks. The underlying concept of this approach is to combine: (1) Dual-Tree Complex Wavelet Transform Discrete Cosine Transform-based watermarking; (2) secure sketch; and (3) 3D chaotic map image encryption. Fusing two biometric modalities (face and fingerprint) increases the authentication performance and security. Fingerprints are chosen because they provide a high verification rate, while face modality is typically used in our daily recognition tasks.
The process of the approach adheres to the following steps: first, the secure sketch is used to provide the security of the original fingerprint features. Next, because of secure sketch non-revocability and incapability to model intra-user variations, the blind DTCWT-DCT-based watermarking method is employed to entrench the fingerprint sketch (used as watermark) into the facial image (used as a cover image). The underlying concept in this technique is to fuse the fingerprint features and face images to relate each to other. The DTCWT domain frequency decomposition is used due to the high-frequency sub-bands that provide additional security level during the watermark integration. Further, the DCT scheme is used given its withstanding of various watermarking attacks such as noising, compressing, sharpening, and filtering. Finally, the 3D chaotic map image encryption method is employed to secure the facial watermarked image. This encryption method is chosen because of its sensitivity to initial status, control parameters, non-convergence, non-periodicity and robustness against brute force attacks.

The rest of the paper is organized as follows. Section 2 describes the proposed hybrid approach in detail. The experimental results are discussed in Section 3, providing an analysis of the four biometric requirements of the proposed hybrid approach. The conclusion is presented in Section 4.

2 Proposed Approach

The current section provides a description of the overall framework and a detailed overview of the suggested approach components.

2.1 Overall Framework Description

Fig. 1 illustrates a chart of the suggested template protection algorithm. As shown in this diagram, the algorithm comprises two phases: Enrolment and Authentication.

- **Enrolment phase:** In this stage, we applied the secure sketch encoder to the extracted and preprocessed fingerprint features to ensure their security, thus, sketch P is generated. Next, we used the watermarking algorithm to embed the sketch P considered as a watermark into the facial image used as a cover image. Further, the watermarked facial image (WI) is then encrypted using a chaos-based simple encryption
technique via a user key $K$ to enhance the security level. Furthermore, the encrypted watermarked facial image $(EI)$ is warehoused in the database as a public reference.

- **Authentication phase:** Herein, the genuine user provides a key $K'$ supposed to be the same as the enrolment key $K$. If the keys are not identical, it is asserted as an assailant. Otherwise, the user is requested to present her/his face, and fingerprint (query images). Subsequently, the reference image $EI$ is restored from the system’s database and decrypted using the key $K'$ to recover the $WI$. Then, two parallel matching processes are carried out. The facial characteristics are taken out from both the query and reference facial images via the Orthogonal Locality Preserving Projections (OLPP) scheme introduced in [24], hence, two features sets $F'$ and $F$ are respectively obtained, binarized, and compared based on the Hamming distance metric, which generates the facial modality score $S_{\text{face}}$. Meanwhile, the watermark sketch $P$ is extracted from the decrypted watermarked face image. Subsequently, the secure sketch decoder function is applied to generate a features vector $FV$ to be matched with the features vector of the fingerprint query image using the Hamming distance metric that generates the fingerprint modality score $S_{\text{fingerprint}}$. To determine whether the authentication is successful, the score-level fusion method of the face and the fingerprint individual matching scores is employed. The Performance-Anchored Normalization method is used in this work to compute the scores of both modalities [25]. Next, the scores are merged via the weighted sum rule with an appropriate distribution of weights selected by the Equal Error Rate (EER) during the training stage. The weight, $\nu$, is allocated to the score of the face modality $S_{\text{face}}$, while the weight, $\omega$, is allocated to the score of the fingerprint modality $S_{\text{fingerprint}}$. Finally, the matching score of the multimodal biometric authentication system is computed as:

$$S_m = \nu S_{\text{face}} + \omega S_{\text{fingerprint}}$$  \hspace{1cm} (1)

The biometric authentication system accepts or rejects an individual by comparing the matching score $S_m$ to a threshold $\eta$.

### 2.2 Framework Components Description

In this section, the main components of the suggested approach are described, including secure sketch, watermarking, and image encryption algorithms.

#### 2.2.1 Secure Sketch Algorithm

The secure sketch is a key generation biometric cryptosystem method that has been recently suggested to expand the conventional cryptographic metrics in biometric data (e.g., [8–11]). This scheme includes two blocks: encoder and decoder. While the encoder gets the authentic biometric data $X$ as input and generates a sketch, the decoder combines the sketch with another biometric data $Y$ to output a template $X'$. If $Y$ and $X$ are adequately identical, the equation $X = X'$ will be satisfied. The direct minutiae matching process is avoided in the proposed secure sketch algorithm due to two primary reasons. First, the proposed authentication system uses an extensive database, implying that, the minutiae-based matching strategy would not satisfy the fast-performance speed requirement. Second, fingerprint minutiae representation cannot be applied directly to a template-based secure sketch, since the minutiae extraction does not provide the same number of minutiae for different fingerprint images, whereas a fixed-length feature vector is needed as an input in a secure sketch algorithm. To solve these problems, the spectral minutiae representation is utilized rather than the minutiae sets. Hence, the minutiae points are depicted as a spectral characteristics’ vector of fixed length after being elicited from the fingerprint image through the minutiae extraction system presented in [26]. More precisely, suppose that $Z$ minutiae points are taken out from the fingerprint image, with $(x_i, y_i, \theta_i)$ the location and orientation of the $i^{th}$ minutia and
(ωₓ, ωᵧ, σₒ²) the frequencies and the parameters of the Gaussian kernel function, respectively. \( mᵢ(x, y, \theta) \) the derivative of \( m_i(x, y) = \delta(x - xᵢ, y - yᵢ) \) in the direction \( \thetaᵢ \), and \( \delta \) the Dirac Pulse metric. The minutiae exemplification is carried out using Eq. (2) [27]:

\[
Mₐ(ωₓ, ωᵧ, σₒ²) = e^{-\left(\frac{ωₓ² + ωᵧ²}{2σₒ²}\right)} \times \sum_{i=1}^{Z} Γ(mᵢ(x, y, \theta))
\]

where Γ is the Fourier transform defined as:

\[
Γ(mᵢ(x, y, \theta)) = j(ωₓ \cos(θᵢ) + ωᵧ \sin(θᵢ)) \times e^{-j(ωₓxᵢ + ωᵧyᵢ)}
\]

As the obtained minutia representation is sizable dimensionality, the Column Principal Component Analysis (CPCA) features reduction approach addressed in [28] is utilized to reduce the spectral features vector size. This metric is used to obviate the large dimensionality problems such as template storage and computational burden requirements. Next, the minimized features vector is quantized based on the quantization technique presented in [27]. The engendered vector is joined with the Reed-Solomon codeword SR using the exclusive OR (XOR) to generate the sketch P.

In the secure sketch decoding phase, the same process is carried out on the query fingerprint image to construct the features vector. This vector is subsequently XORed with the sketch P retrieved from the system’s database. The result is further decoded using the Reed-Solomon decoder function to retrieve the codeword \( SR' \) that is supposed to be near to the codeword SR with correct authentication. Finally, the features vector is restored by XORing P and \( SR' \). To determine whether the authentication is successful, the obtained features’ vector is compared to the query fingerprint image features vector according to the Hamming distance. Secure sketch encoding and decoding processes are illustrated in Fig. 2.

![Figure 2: Block diagram of the secure sketch scheme for the fingerprint template](image-url)

The security of secure sketch relies on the difficulty to estimate the original data, given that a small quantity of data is seeped out when the sketch is revealed. Therefore, an efficient solution is to restrain
assailants from determining the biometric template using a compromised sketch. In [7,29], the authors suggested the use of entropy loss to measure the sketch’s information leakage, which gives an adversary the advantage to estimate the original information from a given sketch. In our study, the informal definition of entropy loss—also known as mutual information—is used. It measures the quantity of information communicated on average between the sketch \( P \) and the original fingerprint features vector \( F \) as follows:

\[
\zeta(F;P) = \sum_{f \in F} \sum_{p \in P} H(f,p) \log \left( \frac{H(f,p)}{H(f)H(p)} \right)
\]

where \( H(F) \) and \( H(P) \) are the marginal distributions of \( F \) and \( P \).

### 2.2.2 Watermarking Algorithm

Digital watermarking is one of the leading protection expedients that has been effectively employed to protect the biometric templates (e.g., [30–38]). The watermarking algorithm used in this study relies on the DTCWT and DCT as two domain transform mechanisms. The concept used in this algorithm is to entrench the watermark with less disfigurement in the facial image while allowing blind watermark extraction via the correlation method. The DTCWT algorithm is designed to exhibit directional selectivity, which is reliable with the Human Visual System (HVS).

The watermark embedding stage starts by dismantling the facial image using one level DTCWT decomposition. Next, three high-frequency sub-bands are arbitrarily chosen and divided into \( 4 \times 4 \) blocks. Then, the DCT transform is applied on each \( 4 \times 4 \) block. After that, the watermark bits are integrated with a gain factor \( \mu \) into the DCT transformed \( 4 \times 4 \) blocks using two produced pseudorandom series \( PN_0 \) and \( PN_1 \) to integrate the 0 and 1 watermark bits, respectively. Finally, we execute the inverse DCT and inverse DTCWT to construct the watermarked facial image.

In the watermark extraction stage, the same procedure as in the watermark embedding stage is carried out on the watermarked facial image to obtain the DCT transformed blocks. Then, for each DCT transformed block, the mid-band coefficients are retrieved, and two correlations \( C_0 \) and \( C_1 \) are computed with \( PN_0 \) and \( PN_1 \), respectively. In case \( C_0 < C_1 \), the readout watermark bit is deemed 1; otherwise, it is deemed 0. The detailed information about the DTCWT-DCT-based watermarking algorithm used in this framework are found in [37].

Unlike the DTCWT-based watermarking algorithm indicated in [39] that inserts the watermark into coefficients of the sub-band with an angle of \( \pm 45^\circ \), our approach’s watermarking scheme enhances the security by randomly selecting three high-frequency sub-bands of the DTCWT decomposition. In [39], while the watermark is integrated directly into the DTCWT coefficients, the embedding is carried out in our approach by manipulating only the coefficients of the middle-frequency DCT sub-bands to affect less the lucidity of the watermarked cover image, and to prevent against compression attacks. This choice is due to two reasons: first, the high-frequency elements of the image are removed through noise attacks and compression. Second, most of the signal energy is located at low-frequency DCT sub-bands that contain the pertinent visual parts of the image.

### 2.2.3 Image Encryption Algorithm

Chaos-based image encryption is one of the most widely used image security for biometric template protection (e.g., [40–46]). The chaos map employed in the proposed approach is the logistic map. It is chosen due to its simplicity and reduced complexity. Eq. (5) illustrates the 1D logistic map and the 3D formula is given in Eq. (6), where \( 0 < x_n < 1 \) and \( \mu = 4 \) are the conditions to render the equation chaotic; \( 0 < \beta < 0.022 \), and \( 0 < z < 0.015 \) are the growth rates, and the initial values of \( x, y \) and \( z \), respectively, in between 0 and 1.
\[ x_{n+1} = \mu x_n (1 - x_n) \]  \hfill (5)

\[ x_{n+1} = \gamma x_n (1 - x_n) + \beta y_n^2 x_n + \alpha z_n^3 \]  

\[ y_{n+1} = \gamma y_n (1 - y_n) + \beta z_n^2 y_n + \alpha x_n^3 \]  \hfill (6)

\[ z_{n+1} = \gamma z_n (1 - z_n) + \beta x_n^2 z_n + \alpha y_n^2 \]  

In this study, the 3D chaotic map encryption metric consists of a coupling of pixel value transformation, pixel position switching, and a nonlinear 3D chaos-based simple encryption scheme. Suppose \( M \times N \) are the image dimensions. \([x_0, y_0, z_0, \alpha, \beta, \gamma, N_1, N_2, N_3, N_4, N_5, N_6]\) is the encryption/decryption key, where \( x_0, y_0, \) and \( z_0 \) are the initial values of the 3D logistic map population \( x, y, \) and \( z, \) respectively. \( N_2, N_4, N_6 \) are large random numbers used to equalize the histogram of the generated logistic map (see Eq. (7)), while \( N_1, N_3, N_5, \) are used as the first index to select the chaos \( x, y, \) and \( z, \) respectively. As illustrated in Fig. 3, the proposed encryption strategy comprises the following stages [47]:

- Generate a 3D logistic map based on Eq. (6) to obtain the logistic map \( x, y, \) and \( z. \)
- Equalize the histogram of the logistic map using Eq. (7) to improve the security level. The histogram equalization is performed owing to the non-uniform distribution of the logistic map histogram.

\[ x = (\text{integer}(x \times N_2)) \mod N \]  

\[ y = (\text{integer}(y \times N_4)) \mod M \]  \hfill (7)

\[ z = (\text{integer}(z \times N_6)) \mod 512 \]

- Permute the image pixels via a row rotation approach. This starts by arbitrary generating a considerable number \( N_1; \) subsequently, choose \( M \) number of chaos \( x \) starting from index \( N_1. \) Next, rotate the pixels based on chaos value \( x. \) If the \( x \) value is even, rotate to the left; if it is odd, rotate to the right.
- Permute the image pixels via a column rotation approach. This starts by generating a sizable random number \( N_3; \) subsequently, select \( N \) numbers of chaos \( y \) from index \( N_3. \) Perform rotation according to the \( y \) value. If the \( y \) value is even, rotate up; if it is odd, rotate down.

Applying row and column rotation generates an encrypted image with an unaltered histogram, that may fail toward histogram attacks. To overcome this issue, the XOR operation is applied as an added step. The underlying concept of this step is to change the image pixel value to a new value and prevent the retrieval of the original value without the chaos key. Therefore, a large random number \( N_5 \) is generated; subsequently,
the $M \times N$ image is reshaped into a $1 \times MN$ vector. Finally, the XOR operation is applied between the $1 \times MN$ vector and the $z$ chaos from the index $N5$ to obtain the encrypted image.

In the decryption stage, the encrypted image is first reshaped into a $1 \times MN$ vector. Then, it is XORed with the $z$ chaos using $N5$. Next, the inverse column rotation and inverse row rotation are applied. In the inverse column rotation, the $1 \times MN$ vector is reshaped into an $M \times N$ image; subsequently, based on $N3$ and the $y$ value, the rotation process is applied. If the $y$ value is even, we rotate down; if it is odd, we rotate up. To get the original image, the inverse row rotation is applied using $N1$ and the $x$ value. If the $x$ value is even, we rotate to the right; if it is odd, we rotate to the left.

3 Experimental Results
3.1 Experiments Setting
Extensive tests have been carried out to assess the efficiency of the suggested hybrid approach using the ORL face database and three FVC databases: FVC2002 DB1, DB2, and FVC2000 DB1. $512 \times 512$ pixels facial images and fingerprint images of size $374 \times 388,560 \times 296$, and $300 \times 300$ pixels are obtained from FVC2002 DB1, DB2, and FVC2000 DB1, respectively. These images were divided into three datasets: Dataset1 (ORL with FVC2002 DB1), Dataset2 (ORL with FVC2002 DB2), Dataset3 (ORL with FVC2000 DB1).

Stratifying the spectral minutiae representation on the extracted minutiae points, feature matrices of $128 \times 256 = 32,768$ are obtained. After applying the CPCA features reduction metric, where only the pertinent features are selected, and the feature quantization method, a 10240-bits binary stream is generated (sketch P).

In the watermarking process, only three $256 \times 256$ high-frequency sub-bands are arbitrarily chosen from the six high-frequency sub-bands generated via the one level DTCWT decomposition. The decomposition of each selected high-frequency sub-band produces $64 \times 64$ blocks of dimension $4 \times 4$ each. Moreover, to get an optimal watermarking imperceptibility and good robustness against image watermarking attacks, the watermarking algorithm has been examined for various values of the gain factor $\mu$ among a range of 0 to 60. The conducted experiments demonstrated that the convenient values are $\mu = 20$, $\mu = 30$, and $\mu = 40$ for the first, second, and third high-frequency sub-bands. Besides, various values among a range of 0 to 1 are assigned to weights values $\upsilon$ allocated to the score of the facial system and $\omega$ allocated to the fingerprint system’s score. The values of $\upsilon = 0.5$ and $\omega = 0.5$, which provide the maximum authentication performance, are chosen. Moreover, as the midb and frequencies of a DCT block have seven coefficients, pseudorandom sequences $PN_0$ and $PN_1$ of length seven are generated. To implement the encryption approach, $N2 = N4 = N6 = 100000, N1 = 500, N3 = 600$, and $N5 = 700$ are considered.

3.2 Results and Discussions
In this section, we put forward and discuss the evaluation results of the carried out tests to demonstrate the efficiency of the suggested approach in meeting the four requirements of biometric authentication systems.

3.2.1 Security Analysis
Three scenarios are considered below to assess the security of the suggested approach.

- Compromised encrypted image scenario

Suppose that the database is attacked and the encrypted facial image is stolen. It is typically computationally difficult for the attacker to estimate the key and decrypt the image due to the encryption key’s large keyspace. The keyspace refers to the set of all possible permutations of a key; in other words, it is given as the span of distinct potential values of a key. It should be sufficiently large to minimize the
likelihood of an effective brute force attack. For instance, a password with \( n \) characters, where each of these characters assumes \( C \) different values, has a keyspace size of \( C^n \) [48].

In the suggested 3D chaotic map encryption method, six initial conditions \( x_0, y_0, z_0, \alpha, \beta, \) and \( \gamma \) with precision \( 10^{-16} \) are used. Consequently, the keyspace size is \( (10^{16})^6 \). Additionally, \( N_1, N_2, N_3, N_4, N_5 \) and \( N_6 \) are used as random keys of precision \( 10^5 \), implying that the keyspace size is \( (10^5)^6 = 10^{30} \). Consequently, the keyspace size is larger than \( 10^{126} \), which is sufficiently immense to withstand exhaustive attacks. Moreover, the suggested image encryption method is sufficiently secure to be sensitive to slight changes in the decryption key.

- **Compromised watermarked image scenario**

Suppose that the encrypted image is compromised and decrypted to get the watermarked facial image. The experimental results demonstrated the strength of the suggested watermarking algorithm against conventional digital image watermarking attacks, namely JPEG compression, Gaussian noise, speckle noise, salt and pepper noise, median filter, and additive white Gaussian noise. The evaluation is then reported using the correlation coefficient, Peak Signal-to-Noise Ratio (PSNR), and EER. The correlation coefficient and the PSNR are utilized to measure the quality of the extracted watermark and the integration deformation, respectively, whereas, the EER is employed to assess the authentication system’s reliability after applying the attacks. Tab. 1 presents the average of the EER, PSNR, and correlation coefficient values under the aforementioned attacks. From this table, it can be observed that the authentication performance of the watermarking algorithm was not affected by the attacks, where the EER value has been slightly minimized for some attacks. Besides, the PSNR and correlation coefficient values are slightly changed after applying attacks, which demonstrate the watermarking algorithm’s ability to withstand these attacks. However, the DTCWT-DCT-based watermarking algorithm does not preserve higher perceptual quality between the original and watermarked face images. This is due to the trade-off between the quality of the extracted watermark after embedding and the quality of the watermarked facial image. More precisely, improving the quality of the watermarked image decreases the quality of the extracted watermark and vice versa.

### Table 1: Correlation coefficient, EER, and PSNR values before and after attacks

| Attacks                      | Correlation coefficient | EER (%) | PSNR (dB) |
|------------------------------|-------------------------|---------|-----------|
| No attack                    | 1                       | 0       | 30.88     |
| Gaussian noise (Noise density = 0.2) | 0.98                   | 0.24    | 30.86     |
| Salt & pepper (Noise density = 0.001) | 0.99                   | 0       | 29.69     |
| Speckle noise (Noise density = 0.001) | 1                      | 0.14    | 29.92     |
| JPEG compression (80%) | 1                       | 0       | 30.77     |
| Median filter [3 × 3] | 1                       | 0.14    | 30.46     |
| Median filter [5 × 5] | 1                       | 0       | 30.46     |
| AWGNA (mean = 0 and variance = 0.0001) | 1                      | 0.14    | 29.45     |
| AWGNA (mean = 0 and variance = 0.0003) | 1                      | 0.14    | 30.32     |

- **Compromised sketch scenario**

Assuming that the encrypted image is compromised and decrypted, and the embedded sketch is extracted. In this case, the attacker attempts to estimate the original fingerprint features vector, given that the sketch is revealed. Since sketch \( P \) is generated using the fingerprint images, the entropy loss is calculated only over the FVC databases. In our experiments, the mutual information is calculated for each
couple \((F, P)\) of each image. Then the average of the mutual information is calculated for all images of each dataset. The average of the mutual information obtained for each dataset is \(2.37 \times 10^{-14}\). The gained value shows that a tiny amount of mutual information is shared between the sketch and the original data, indicating that even when the sketch is extracted, the features vector information could not be leaked to the attacker.

3.2.2 Performance Analysis

Different curves are plotted for the three datasets to assess the performance of the proposed system, including the genuine and impostor matching score distribution curves, the False Acceptance Rate (FAR) against the False Reject rate (FRR) curves, and the Receiver Operating Characteristic (ROC) curves. The genuine and impostor scores are generated via the FVC standard protocol \([49]\). Fig. 4 presents the genuine and impostor distributions related to the suggested hybrid system for the three datasets. It is noteworthy from the sub-figures that the scores are not overlapped, demonstrating the presented approach’s efficiency in discriminating between genuine and impostor users. The curves are well separated for Dataset1 and Dataset2 at the threshold’s value 0.4517 and 0.4514, respectively, and slightly overlapped for Dataset3 at the threshold range \([0.8879, 1.0521]\).

Figure 4: Genuine and impostor matching score distribution curves of the proposed hybrid system for the three datasets: Dataset1, Dataset2, and Dataset3 from top to down

Besides, the approach’s authentication performance is attested by computing the EER and the FAR as opposed to the FRR values. The smallest of the value of the EER is the preferable, proving that the system is less likely to falsely admit impostors as genuine or falsely reject genuine as impostors. Fig. 5 shows the FAR as opposed to the FRR curves of the proposed system for the three different datasets. As can be observed from this figure, the proposed method reached lower EER values of 0%, 0%, and 0.12% on Dataset1, Dataset2, and Dataset3, respectively. Also, FRR/FAR values of 0.0083/0.2140% for the threshold 0.4512, 0.0080/0.2141% for the threshold 0.4510, and 0.0095/0.2074% for the threshold 0.9184 are obtained over the three databases, respectively. These results demonstrated the high performance and reliability of the authentication approach.
In Fig. 6, the ROC curves illustrated the authentication performance of the different approaches: face-based, fingerprint-based, and the proposed fingerprint-face-based multimodal. The three sub-figures in Fig. 6 show that the fingerprint-based authentication approach performs weaker than the face-based authentication approach since the minutiae extraction process does not provide the same number of minutiae for different fingerprint images of the same user. Additionally, significant performance improvement is shown for the fingerprint-face-based multimodal authentication system, as the accuracy of 100% is achieved, similar to the face-based authentication system. The obtained results indicated that the watermarking algorithm did not degrade the system’s performance while improving the system’s security due to the combination of two different modalities and the score fusion method’s effectiveness.

3.2.3 Diversity and Revocability Analysis

A template protection approach meets the diversity criteria if it generates multiple uncorrelated templates from the same original features vectors, allowing users to register in distinct applications based on the same features without the risk of cross-matching between the corresponding databases. In comparison, the revocability requirement indicates the capability to revoke a template that has been breached and generate a novel one. The typical means to verify that a template protection method meets both properties is by producing multiple protected templates from the same original templates and different keys, and subsequently attempting to match the resulting sets of protected templates. Regarding the diversity criterion, the matching is derived using the True Rejection Rate (TRR) that measures the percentage of time the system (correctly) rejects a user with a distinct key. In our experiments, the obtained TRR values are 99.50%, 99.35%, and 98.94% for Dataset1, Dataset2, and Dataset3, respectively, which proves the suggested approach to be embedded into various applications without databases cross-matching. Regarding the revocability property, the matching is accomplished using the EER metric, where an EER value of 0% is obtained for each of the three datasets, indicating that the intra-class variation is preserved. Therefore, canceling a template that has been breached and generating a novel one will not change or affect the authentication system.

Figure 5: FAR vs. FRR curves of the proposed hybrid system, for the three datasets: Dataset1, Dataset2, and Dataset3 from top to down
3.2.4 Computational Complexity

To examine the computational complexity of the suggested hybrid approach, the run time has been recorded during the authentication stage, which is the most crucial phase required to be carried out in real time. As illustrated in Fig. 1, this phase includes the image decryption, watermark extraction, and secure sketch decoding. All the algorithms were implemented in MATLAB and run on an Intel Core(TM) 2 Duo CPU P7450 at 2.13 GHz with 4 GB of memory. The run time is recorded during the experiments carried out over all the databases of 320 images. The average time obtained is 2.11 s for the image decryption, 1.36 s for the watermark extraction, and 3.28 s for the sketch decoding process. By adding the average time needed to perform the matching process of 0.31 s, a total average of 7.06 s is attained for the overall authentication phase.

3.2.5 Comparison with Previous Studies

In the current section, a comparison of the suggested approach and the existing studies is presented. However, related studies used various databases and biometric modalities to endorse the efficiency of their suggested methods. Consequently, a useful comparison with our hybrid approach cannot be carried out. Tab. 2 outlines the biometric template protection methods suggested in the literature (based on watermarking, secure sketch, and image encryption methods), and their biometric modalities, criteria satisfaction, and performance results. It can be seen from this table that the suggested hybrid approach has evident advantages over the existing studies in terms of satisfying all the four requirements of biometric authentication systems.

Figure 6: ROC curves of the face-based unimodal authentication system, the fingerprint-based unimodal authentication system, and the fingerprint-face-based multimodal authentication system for the three datasets Dataset1, Dataset2, and Dataset3 from top to down
The algorithms presented in [22,30,37] satisfied only the security and performance requirements. In [22], the authors combined cryptography and steganography to secure the storage of iris templates. The work discussed in [37] employed the same DTCWT-DCT-based watermarking algorithm used in the current work to improve the performance and security of the authentication system. Moreover, the methods presented in [9,18,29,31,35,38] achieved lower performance than the presented work, while

| Reference | Biometric modality | Database | Performance | Requirements (S: Security, R: Revocability, D: Diversity) |
|-----------|-------------------|----------|-------------|---------------------------------------------------------------|
| [9]       | Fingerprint       | FVC2000  | EER = 1.4 % | S                                                             |
|           |                   | University of Twente database | EER = 1.6 % |
| [15]      | Face              | Face94   | FRR < 0.2%, FAR < 0.2% | S, R                                                         |
| [18]      | Face              | CMU PIE  | GAR = 78.43% | S                                                             |
|           |                   | FEI      | GAR = 55.7% |
|           |                   | Extended Yale B | GAR = 66.5% |
| [20]      | Face & Fingerprint | FVC2002 DB1 & ORL | EER = 0% | S, R, D                                                      |
| [21]      | Face & Fingerprint | FVC2002 DB1 & ORL | EER = 3.87% | S, D                                                        |
| [22]      | Iris              | CASIA    | FAR = 0%, GAR = 98.70% | S                                                              |
| [29]      | Fingerprint & Face | Essex Faces94 & NIST | FRR = 1.4%, FAR = 0.58% | S                                                             |
| [30]      | Fingerprint & Face | ORL & FVC2002 DB2 | EER = 0.96% | S                                                             |
| [31]      | Iris & Fingerprint | FVC2004 & CASIA | EER = 1.2% | S                                                             |
| [35]      | Face & Fingerprint | Biosecure | EER = 6.5% | S                                                             |
| [37]      | Face & Fingerprint | ORL & FVC2002 DB1 | EER = 0% | S                                                             |
| [38]      | Face & Fingerprint | Biosecure | EER = 7.77% | S                                                             |
| Prop. Hybr. Approach | Face & Fingerprint | ORL & FVC2002 DB1 | EER = 0% | S, R, D |
|           |                   | ORL & FVC2002 DB2 | EER = 0% | S, R, D |
|           |                   | ORL & FVC2000 DB1 | EER = 0.12% | S, R, D |

### Table 2: Summary of different biometric template protection approaches

| Reference | Biometric modality | Database | Performance | Requirements (S: Security, R: Revocability, D: Diversity) |
|-----------|-------------------|----------|-------------|---------------------------------------------------------------|
|           |                   | University of Twente database | EER = 1.6 % |
|           |                   | Extended Yale B | GAR = 66.5% |
|           |                   | ORL & FVC2002 DB1 | EER = 0% | S, R, D |
|           |                   | ORL & FVC2002 DB2 | EER = 0% | S, R, D |
|           |                   | ORL & FVC2000 DB1 | EER = 0.12% | S, R, D |

The algorithms presented in [22,30,37] satisfied only the security and performance requirements. In [22], the authors combined cryptography and steganography to secure the storage of iris templates. The work discussed in [37] employed the same DTCWT-DCT-based watermarking algorithm used in the current work to improve the performance and security of the authentication system. Moreover, the methods presented in [9,18,29,31,35,38] achieved lower performance than the presented work, while...
ensuring the security criteria. These approaches used a single protection technique based on watermarking [31,35,38] or secure sketch [9,29].

The methods described in [13,20,21] satisfied more requirements, which demonstrated the advantage of using the hybrid approach. In [20], a DWT-SVD-based watermarking approach is employed to fuse the face and fingerprint features. Subsequently, a shuffling algorithm is carried out on the watermarked image, which is then XORed with a chaotic map and a Hadamard code to achieve the randomization and orthogonality of protected biometric features. This approach satisfied all the four requirements. However, its main drawback is that it is applicable only for biometric modality represented as an ordered set (e.g., face). This issue of using an ordered set of biometric modalities is improved in our proposed work as we used a fingerprint image as a cover image and manipulated its features using a face image. The results in [20] and our current work indicated a high recognition rate for all conditional cases, except when the noise levels are too high. In [21], the authors demonstrated how to integrate the fingerprint traits into various directional DWT sub-bands of the face image. Subsequently, each user is associated with a unique key and a hyper-chaotic map is employed to generate a keystream to encipher the watermarked image. This approach satisfied the security and diversity requirements. However, a lower level of performance (EER = 3.87%) is reached compared to our method.

4 Conclusion

A hybrid multimodal biometric template protection approach to provide robustness against template database attacks in biometric authentication systems is proposed in this work. Herein, the approach combines three techniques to satisfy jointly four requirements of biometric authentication systems, including security, diversity, revocability, and performance. The concept underlying the suggested approach starts by securing the fingerprint features using the secure sketch method. Subsequently, the obtained sketch is embedded in the face image based on a DTCWT-DCT watermarking approach. Finally, the watermarked face image is secured via a 3D chaotic map-based image encryption method.

Extensive experiments were carried out on the ORL face dataset and three FVC databases, including FVC2002 DB1, DB2, and FVC2000 DB1, to evaluate the suggested system. The experimental results showed a high level of security. An excellent matching performance is also achieved with EER values of 0%, 0%, and 0.12% for the three datasets, respectively. Moreover, the diversity and revocability constraints are achieved, indicating the approach’s ability to be embedded into various applications without databases cross-matching. Hence, our work makes a significant improvement compared with the existing related studies in meeting the four requirements at a time, due to its use of four potential points: multimodality, secure sketch, biometric watermarking, and chaotic map-based image encryption.

Nevertheless, as biometric authentication systems become familiar to the general public, they become frail to spoofing attacks where an assailant can readily get the biometric data from social networks to generate sophisticated models to deceive the authentication system. This attack raises the challenge of dealing with systems database attacks as well as imposters. In this regard, we intend in the future work to investigate in developing an anti-spoofing approach to distinguish between genuine and fake users.
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