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Abstract
The modelling of scalar dissipation rate in conditional methods for large-eddy simulations is investigated based on a priori direct numerical simulation analysis using a dataset representing an igniting non-premixed planar jet flame. The main objective is to provide a comprehensive assessment of models typically used for large-eddy simulations of non-premixed turbulent flames with the Conditional Moment Closure combustion model. The linear relaxation model gives a good estimate of the Favre-filtered scalar dissipation rate throughout the ignition with a value of the related constant close to the one deduced from theoretical arguments. Such value of the constant is one order of magnitude higher than typical values used in Reynolds-averaged approaches. The amplitude mapping closure model provides a satisfactory estimate of the conditionally filtered scalar dissipation rate even in flows characterised by shear driven turbulence and strong density variation.
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1 Introduction

Any combustion process with imperfectly mixed reactants requires mixing at the molecular level of fuel and oxidiser, as well as energy transport from the reacting region to the unburnt reactants, for the flame to develop. In modelling of turbulent non-premixed flames, mixing at the molecular level (also called micro-mixing) is generally related to the energy cascade of a conserved scalar, the mixture fraction $\xi$, and typically enters into models through the terms representing the dissipation of scalar fluctuations at unresolved scales.
The scalar dissipation rate (SDR), defined as $N_\varepsilon = D \nabla \varepsilon \cdot \nabla \varepsilon$, represents the local rate of mixing (diffusion) at molecular level (Bilger 2004) and therefore it is a key element for the modelling of turbulence effects on reaction rates. In presumed PDF models, the SDR controls the rate at which the variance of the resolved conserved scalar decays in time; the SDR also affects directly the local flame structure in advanced turbulent combustion models such as the conditional moment closure (CMC) (Klimenko and Bilger 1999) as well as flamelet-based approaches (Peters 1984). In models based on transported PDF (Pope 1985) as well as in the Multiple Mapping Conditioning (MMC) (Klimenko and Pope 2003), the micro-mixing effects are included through mixing models (Ren and Pope 2004; Varna et al. 2017) with physical meaning equivalent to the SDR. Therefore, the modelling of SDR can also be relevant to such modelling approaches.

The focus of this study is on the modelling of SDR in large-eddy simulations (LES) and the CMC model for turbulent non-premixed flames. In this context, the interest is on the modelling on the Favre-filtered SDR, $\tilde{N}_\varepsilon$, and the conditionally filtered SDR, indicated in the following as $\langle N_\varepsilon | \eta \rangle$, where $\eta$ is the sample space variable of the mixture fraction. The singly-conditioned LES-CMC approach has been used so far for a large variety of non-premixed flame configurations showing successful prediction of challenging flame phenomena characterised by strong turbulence chemistry interactions (low Da number) such as local extinctions (Zhang et al. 2015) and flame blow-out (Zhang and Mastorakis 2016). However, such work has also shown a strong dependence of the results on the scalar dissipation rate modelling (Garmory and Mastorakos 2011), which affects the local fluctuations of the flame structure and flame transients in general. LES-CMC has also been shown to be able to predict the ignition transient of turbulent jet flames (Zhang et al. 2019). In this case, the small-scale strain rate that affects the SDR is important for the prediction of the kernel ignition probability (Richardson and Mastorakos 2007). Furthermore, although kernel growth is mainly driven by chemistry and transport in physical space terms, SDR modelling becomes important for the prediction of the subsequent edge flame propagation and flame stabilisation (Hesse et al. 2009; Turquand d’Auzay et al. 2019a). Micro-mixing affects the spreading of the flame across mixture fraction iso-surfaces and is also important for the lift-off height of the stabilised flame (Navarro-Martinez and Kronenburg 2011; Zhang et al. 2019). An accurate and reliable model of both the resolved and the conditional SDR is therefore crucial for improving the predictive capabilities of LES-CMC and also for capturing ignition and finite-rate effects reliably in turbulent combustion. It should be noted that the availability of reliable models for SDR will be of great benefit also to all the other approaches that require modelling of micro-mixing through the SDR, e.g. all the approaches that solve for the sub-grid scale mixture fraction variance.

Modelling of the filtered SDR includes contributions from both the resolved and sub-grid scales, $\tilde{N}_\varepsilon = \tilde{N}_{\varepsilon, \text{res}} + \tilde{N}_{\varepsilon, \text{sgs}}$. The resolved part of the SDR is typically modelled as $N_{\varepsilon, \text{res}} = D \nabla \varepsilon \cdot \nabla \varepsilon$. For the sub-grid part, $\tilde{N}_{\varepsilon, \text{sgs}} = D_{\text{sgs}} \nabla \tilde{\varepsilon} \cdot \nabla \tilde{\varepsilon}$ has been proposed, based on spectral arguments or equilibrium assumption (Girimaji and Zhou 1996; Pierce and Moin 1998). Yet, this model is not consistent with the transport equation for $\varepsilon^{1/2}$, since it cancels with the production term (Jiménez et al. 2001). Alternatively, the assumption of linear relaxation in a characteristic eddy turnover time has been proposed (Jiménez et al. 2001; Branley and Jones 2001), where the sub-grid SDR is proportional to the sub-grid scale variance of the conserved scalar divided by the turbulent time scale, $\tilde{N}_{\varepsilon, \text{sgs}} \sim \varepsilon^{1/2} / \tau_T$, typically expressed as $\tilde{N}_{\varepsilon, \text{sgs}} = (1/2) C_N v_{\text{sgs}} \varepsilon^{1/2} / \Delta^2$ or equivalent forms ($v_{\text{sgs}}$ is the sub-grid kinematic viscosity and $\Delta$ is the LES filter size). The linear relaxation model has been used in a large variety of approaches, ranging from flamelet to conditional methods. Despite its importance, the linear relaxation model has never been extensively validated at relevant
flame conditions and several different values have been proposed so far for the constant of proportionality $C_N$. Such values are mainly based on *ad-hoc* choices rather than being the results of validation against measurements or direct numerical simulations (DNS). Although a number of papers focused on the modelling of SDR, most of these concentrated on either SDR modelling for reactive scalars in premixed flames or use model constants typically used in the RANS context. Previous work on the modelling of the SDR in the LES context usually focuses on dynamic procedures (e.g. Kaul et al. (2009), Kaul and Raman (2011), Kaul et al. (2013)). Nevertheless, the SDR models used in combination with CMC or flamelets often use constant model parameters with no dynamic evaluation. In a few papers (Jiménez et al. 2001; Kaul et al. 2009) the information of the modelling constant, can be extracted, but these studies have been conducted for non-reacting flows. Therefore, this work attempts to provide a reliable value of modelling constant $C_N$ in a flow configuration that represents an igniting jet (transient flame) which is characterised by both evolving mixture fraction and density gradients.

The lack of validation in reacting conditions is even more prominent when models for the conditionally filtered SDR are considered. The conditionally filtered SDR represents the rate of mixing from the resolved scales down to molecular level in the conditional space. Validation requires the availability of data for mixture fraction gradients conditioned on $\eta$. Several models have been been proposed so far to model the conditional SDR, including the amplitude mapping closure (AMC) (O’Brien and Jiang 1991) and models derived from the PDF transport equations (Girimaji 1992; Kronenburg et al. 2000; Devaud et al. 2004). These models were originally developed for RANS applications whereas, in LES-CMC, much simpler approaches have been pursued (Navarro-Martinez et al. 2005; Triantafyllidis and Mastorakos 2010), based on the assumption that conditional moments change slowly in space and therefore using conditional volume averaging. These models have not been validated yet against DNS data and the present paper focuses on different implementations of the models that are in practical use.

In this work, the modelling of SDR in LES context is investigated by means of an a priori analysis based on a three-dimensional DNS dataset of an igniting planar jet flame. The focus is on the modelling of both the Favre-filtered SDR and the conditionally filtered SDR. The objectives are: (i) to assess the modelling of Favre-filtered SDR based on linear relaxation and determine the optimal value of the constant $C_N$; (ii) to evaluate different formulations for the conditionally-filtered SDR.

## 2 Methods

### 2.1 DNS Dataset

A three-dimensional DNS dataset of a planar turbulent igniting methane-air jet has been considered. The case is taken from a larger database (Turquand d’Auzay and Chakraborty 2020), which has been used to analyse the effects of the location of the ignitor in terms of the mean mixture composition, flammability factor and mixture fraction gradient on localised forced ignition of a planar turbulent jet.

A two-step chemical mechanism was used for its low computational cost and the ability to accurately estimate the laminar burning velocity across the flammability range when pre-exponential adjustment is applied for rich mixtures (Bibrycki and Poinsot 2010; Turquand d’Auzay et al. 2019a). The use of simple chemistry is justifiable by previous findings and
the scope of the present study: the validity of single-step chemistry compared to detailed chemistry in terms of strain rate and curvature dependence of displacement speed in edge flames, vitally important for the flame propagation in this configuration, has been shown in previous DNS studies (Chakraborty and Mastorakos 2006; Hesse et al. 2009). The present mechanism further includes the $CO + 0.5 O_2 \rightarrow CO_2$ reaction, which allows for better prediction of the flow expansion around the flame (Peters and Williams 1987). The behaviour of the reduced two-step mechanism in comparison to detailed chemical mechanisms (e.g. GRI-3.0) has been presented elsewhere (Turquand d’Auzay et al. 2019a) and thus is not repeated here for the sake of brevity. The current investigation focuses on the modelling of SDR of mixture fraction, which is primarily driven by micro-mixing statistics and not by the chemistry and thus the choice of chemical mechanism is unlikely to affect the SDR statistics presented here.

The simulations have been carried out using the well-known DNS code SENGa+ (Jenkins and Cant 1999). The spatial discretisation and time advancement have been carried out using high order finite-difference (10th order for the internal grid points and gradually reducing to 2nd order at the non-periodic boundaries) and 3rd order explicit Runge-Kutta schemes. The slot jet width was $h = 7.8\bar{\delta}_{th}$ where $\bar{\delta}_{th} = [T_{ad} - T_0]/\max[|\nabla T|]_L$ is the thermal flame thickness of the stoichiometric mixture with $T_{ad}$, $T_0$ and $\bar{T}$ being the adiabatic flame temperature of the stoichiometric mixture, unburned gas temperature and instantaneous dimensional temperature, respectively. The simulation domain was $L_x \times L_y \times L_z \approx 37h \times 19h \times 4.3h$, which is discretised using a uniform Cartesian grid of $1920 \times 990 \times 225$ ensuring at least 7 grid points within $\delta_{th}$. This grid also ensures that the Kolmogorov length scale $\eta_K$ remains about 1.2 times the grid spacing. The boundaries in the lateral directions (i.e. $y$ and $z$ directions) are periodic and the boundaries in the streamwise direction are taken to be partially non-reflecting. A CH$_4$-air mixture is injected through the slot inlet with a bulk mean velocity of $U_j = 23.5S_0^0$, whereas the coflow velocity of pure air is $U_c = 0.1U_j = 2.35S_0^0$. This yields a jet Reynolds number of $Re_j = \rho_0U_jh/\mu = 650$. The co-flow is assumed to be laminar, whereas the velocity fluctuations at the slot inlet are imposed by scanning a plane through a frozen periodic turbulent channel flow; turbulent velocity fluctuations normalised by the mean flow velocity are taken from fully developed channel flow with a frictional Reynolds number of $Re_f = 395$.

The mixture injected through the slot is composed of 27.5 % of CH$_4$ and 72.5 % of air by volume, whereas the oxidiser mass fraction in air is $Y_{O,air} = 0.233$. The values of $\xi$ corresponding to the stoichiometric, lean and rich flammability limits are $\xi_{st} = 0.317$, $\xi_l = 0.19$ and $\xi_r = 0.49$, respectively. The unburned gas temperature is $T_0 = 415K$, which yields a heat release parameter of $\tau = (T_{ad} - T_0)/T_0 = 4.5$. Standard values are taken for the Prandtl and Schmidt numbers ($Pr = Sc = 0.7$) and the ratio of specific heats ($\gamma = 1.4$). A precursor non-reacting flow DNS has been conducted for about two flow-through times (i.e. $2t_f = 4L_x/(U_j + U_c)$) such that the initial transients disappear and that realistic fluctuations of both the mixture composition and velocity fields are obtained. This field is taken to be the initial condition for the reacting flow simulations.

Only the thermal aspect of forced ignition is modelled here by adding a Gaussian source term, $q'' = A_{sp}\exp[-r^2/(2R_{sp}^2)]$, with $r$ being the distance from the ignitor centre and $R_{sp}$ representing the characteristic width of energy deposition, to the energy conservation equation, following several previous analyses (Turquand d’Auzay et al. 2019a; Vázquez Espí and Liñán 2002; Chakraborty et al. 2009; Wandel 2014). The constant $A_{sp}$ in the expression for $q''$ is determined by the total ignition power $Q = \int_V q''dV = a_{sp}\rho_0C_p\tau T_0(4\pi\delta_{sp}^3/3)(H(t) - H(t - t_{sp}))/t_{sp}$ (Turquand d’Auzay et al. 2019a; Vázquez Espí and Liñán 2002; Chakraborty et al. 2009; Wandel 2014) where $a_{sp}$...
is a parameter determining the total energy deposited by the ignitor, $\delta_z$ is the Zel’dovich flame thickness of the undiluted stoichiometric mixture ($\delta_z = D_0/S_L$, where $D_0$ is the mass diffusivity in the unburned reactants) and $H(t)$ and $H(t - t_{sp})$ are Heaviside functions, which ensure that the ignitor is active until $t_{sp}$. The energy deposition duration $t_{sp}$ is expressed as $t_{sp} = b_{sp}\delta_z/S_L^0$. For the present analysis, $a_{sp} = 10$, $b_{sp} = 0.34$ and $R_{sp} = 2.45\delta_z$ are used, and the ignitor centre is placed on the jet axis at $x/h = 15$, which corresponds to a Favre-mean mixture fraction of $\bar{\xi} = 0.53 = 1.68\bar{\xi}_{st}$ at the beginning of the energy deposition period (i.e. $t = 0$). All the SDR statistics presented in this work correspond to a time long after the spark time (i.e. $t \gg t_{sp}$) when the maximum temperature within the domain settles to the adiabatic flame temperature of the stoichiometric mixture and thus it can be safely assumed that the ignition modelling does not affect the statistics and model performances presented in this paper. In total, the reacting flow simulation has been continued for $t/t_{sp} = 80$.

This configuration is qualitatively similar to an experimental configuration (Ahmed and Mastorakos 2006) (however a planar jet is used instead of a round jet in the experiments), which has been used extensively for several subsequent LES studies (e.g. Zhang et al. (2019) and references therein). This DNS dataset is representative of a laboratory-scale configuration and includes the effects of finite-rate chemistry and mean shear in a turbulent environment in contrast to a vast body of literature based on canonical configurations without any mean velocity and shear (Turquand d’Auzay et al. 2019a; Vázquez Espí and Liñán 2002; Chakraborty et al. 2009; Wandel 2014). In the following, spatial coordinates $(x^+, y^+, z^+)$ are normalised by the jet width $h$; $\nabla^+ = (\partial/\partial x^+, \partial/\partial y^+, \partial/\partial z^+)$; time $t^+ = t \times (U_j/h)$; non-dimensional SDR is computed as $N^+_+ = (1/[Re Sc])\nabla^+ \cdot \nabla^+ \xi$.

Three snapshots of the normalised mixture fraction field overlaid with iso-temperature contours are shown in Fig. 1 at times corresponding to $t^+ = 10, 20$ and 30. At $t^+ = 10$, the kernel has already been advected downstream by the local flow field while the downstream flame front propagation has allowed the kernel to grow in the streamwise direction. According to the experimental observations of Ahmed and Mastorakos (2006), this corresponds to the downstream and radial propagation phase of the ignited hot gas kernel. By $t^+ = 20$, the flame front spans across the whole jet, while pockets of unburned fuel-rich mixture can be seen near the jet centreline. Noting that the flame height at both $t^+ = 20$ and $t^+ = 30$ is comparable, as well as noting the large upstream propagation of the reactive
front present in the right shear layer, the onset of flame stabilisation can be observed. Extinction holes can also be observed at late time in the right shear layer.

In the present DNS dataset the jet Reynolds number was kept moderate in the interest of a large computational domain. Nevertheless, the non-isotropic turbulent inflow with the additional presence of wall ejections allows for more realistic flow conditions, than would be possible with the usual practice of superimposing a homogeneous isotropic decaying turbulence onto a parabolic profile or white noise imposed on a laminar flow profile. This was previously discussed in detail by Akselvoll and Moin (1996). The simplification of using periodic span-wise boundary conditions for the sake of computational economy leads to the persistence of Kelvin-Helmholtz instability (Fig. 1). However, the jet appears fully developed by \( x^+ \approx 10 \) and cold flow statistics in terms of mean mixture fraction and velocity profiles are in good agreement with experimental data on turbulent jets (Namer and Ötügen 1988) up to the axial length of \( x^+ > 30 \), which implies that the flame develops and propagates in a region that is representative of realistic turbulent jet flow (Turquand d’Auzay and Chakraborty 2020). While the turbulent Reynolds number that can be achieved using DNS remains modest, previous analyses for premixed turbulent flames suggested that the model parameters for scalar dissipation rate closures attain asymptotic values for relatively small values of \( Re_t \approx 50 \) (Chakraborty and Swaminathan 2013).

In terms of generality of the present study, it should further be noted that in turbulent premixed flames, SDR models calibrated for statistically planar flames have been found to remain valid for relatively complex geometrical configurations (Gao and Chakraborty 2016) and that the statistics of mixture fraction gradients in statistically planar turbulent spray flames (Wacks and Chakraborty 2016) are qualitatively similar in planar spray jets (Turquand-d’Auzay et al. 2019b). This inspires confidence that the modelling conclusions drawn in this analysis are unlikely to change in another configuration provided the mean curvature of that configuration remains small.

### 2.2 Analysis

In LES, the sub-grid scale mixing field of the scalar variable, such as the mixture fraction \( \xi \), can be described by the filtered probability density function (FDF) (Pope 1991):

\[
p(\eta; \mathbf{x}, t) = \int_V \delta(\eta - \xi(\mathbf{x}', t)) G(\mathbf{x} - \mathbf{x}') \, dV'
\]

where \( G(\mathbf{x} - \mathbf{x}') \) represents the filter kernel corresponding to a filter of size \( \Delta \). The filtered mean of a variable \( f \) conditional on \( \xi \) is (Bushe and Steiner 1999):

\[
\langle f(\mathbf{x}, t)|\xi(\mathbf{x}, t) = \eta \rangle = \frac{\int_V f(\mathbf{x}', t) \delta(\eta - \xi(\mathbf{x}', t)) G(\mathbf{x} - \mathbf{x}') \, dV'}{p(\eta; \mathbf{x}, t)}
\]

which can be written as \( \langle f|\eta \rangle \) for brevity. For turbulent reacting flows, a density-weighted FDF and conditional filtered mean are considered, which are defined as:

\[
\bar{p}(\eta) = \frac{\langle \rho|\eta \rangle}{\rho} p(\eta), \quad \overline{\langle f|\eta \rangle} = \frac{\langle \rho f|\eta \rangle}{\langle \rho|\eta \rangle}
\]
For the purpose of a priori DNS assessment of LES models, the DNS data has been explicitly LES filtered using a Gaussian filter kernel,

$$G(x) = \left( \frac{6}{\pi \Delta^2} \right)^{3/2} \exp \left( -\frac{6x \cdot x}{\Delta^2} \right)$$

so that the LES filtered values of a variable $f$ can be given as

$$\bar{f} = \int_V f /u1D431 \cdot G /u1D709 - /u1D702 \cdot dV'$$

(Pope 2000). In order to evaluate the conditionally filtered values according to the definition given in Eq. 2, it is necessary to numerically approximate the $\delta$-function as

$$\delta(x) \approx \left( \frac{n}{\sqrt{2\pi}} \right)^2 \exp \left[ -0.5 (x - \xi)^2 n^2 \right]$$

(Pope 2000) where the parameter $n$ determines the sharpness of this numerical approximation of the $\delta$-function. It has been found that the results become independent to the choice of $n$ for $n > 80$ and, accordingly, $n = 80$ was chosen for the current analysis.

### 2.3 SDR Modelling

In LES, the filtered SDR is commonly modelled as the sum of a resolved and a sub-grid scale (SGS) part:

$$\tilde{N}_\xi = D \nabla \tilde{\xi} \cdot \nabla \tilde{\xi} + \tilde{N}_{\xi, sgs}$$

(5)

where the latter requires modelling. A model for the SGS scalar dissipation rate typically used for gaseous diffusion flames is (Branley and Jones 2001):

$$\tilde{N}_{\xi, sgs} = \frac{1}{2} C_N \frac{v_{\text{sgs}}}{\Delta} \tilde{\xi}^2$$

(6)

where $v_{\text{sgs}}$ is the SGS kinematic viscosity and $C_N$ is a model constant to be determined. This model is based on a linear relaxation assumption. A wide range of values has been used so far for the model constant $C_N$, as used in Eq. 6 or equivalent formulations, stretching from 4 (Ihme and See 2010; Chen et al. 2017) to 20 (Labahn and Devaud 2016) and to 42 (Garmory and Mastorakos 2011; Zhang et al. 2015; Giusti and Mastorakos 2017; Sitte and Mastorakos 2019). The work by Garmory and Mastorakos (2011) recommended the value 42 as the result of an ad-hoc calibration against Sandia Flame F data where $C_N$ was adjusted to improve the agreement with the measurements on the mean conditional SDR. It should be noted that this flame is very sensitive to boundary conditions. The present study provides further assessment of this parameter.

The model in Eq. 6 is often used in combination (Zhang et al. 2015) with an algebraic model for the SGS mixture fraction variance based on the equilibrium assumption, i.e. production equals dissipation of scalar variance, which relates the production term of the variance with the scalar dissipation rate (Pierce and Moin 1998; Branley and Jones 2001):

$$\tilde{\xi}^\mu \alpha = C_v \Delta^2 \nabla \tilde{\xi} \cdot \nabla \tilde{\xi}$$

(7)

where $C_v$ is a model constant typically equal to 0.09 (Branley and Jones 2001). By combining Eqs. 6 and 7, the sub-grid model constants can be related as:

$$C_N = \frac{2}{C_v \text{Sc}_t}$$

(8)
Similar arguments have been made by Navarro-Martinez et al. (2005) and Pitsch (2006). Equation 8 can be used to determine the theoretical value of a constant when all the other parameters are fixed, under the equilibrium and linear relaxation assumptions.

### 2.4 Conditionally-Filtered SDR Modelling

The conditional filtered SDR requires further modelling. One modelling possibility lies in the numerical inversion of the integral, looking for a best-fit solution (Bushe and Steiner 1999),

$$\tilde{N}_\xi = \int_0^1 \langle N_\xi | \eta \rangle \tilde{p}(\eta) \, d\eta$$  \hspace{1cm} (9)

which is, however, computationally expensive and induces smoothing.

In most practical LES-CMC applications other models are used. In CMC, it is usually assumed that the conditional moments vary more smoothly over larger distance than conventionally filtered quantities and a significantly wider filter is used for conditional quantities than the LES filter size, $\Delta_{mc} \gg \Delta$. Using the notation from Triantafyllidis and Mastorakos (2010), hereafter variables filtered at the CMC resolution are indicated by a star to distinguish them from variables filtered at the LES resolution. For instance, $\langle N_\xi | \eta \rangle^*$ represents the conditional SDR at the CMC resolution and $G^*(x - x')$ is the filter corresponding to the filter width $\Delta_{mc}$. Mapping of a conditional variable, such as the SDR, from the LES resolution to the CMC resolution is evaluated as follows (Triantafyllidis and Mastorakos 2010):

$$\langle N_\xi | \eta \rangle^* = \left[ \int_V \tilde{p}(\eta) \tilde{p}(\eta) G^* (x - x') \, dV' \right] / \left[ \int_V \tilde{p}(\eta) G^* (x - x') \, dV' \right]$$  \hspace{1cm} (10)

Navarro-Martinez et al. (2005) proposed a simpler approach than the numerical inversion of the integral for the modelling of the conditional SDR, assuming a low sub-grid variance:

$$\langle N_\xi | \eta \rangle^* = \langle N_\xi | \eta \rangle^*$$  \hspace{1cm} (11)

This approach can be interpreted as neglecting variations of mixture fraction and $N_\xi$ in the LES sub-grid scale. The conditional SDR at the level of the CMC resolution, $\langle N_\xi | \eta \rangle^*$, is obtained by volume averaging conditional on the LES filtered mixture fraction (Eq. 10).

Alternatively, Triantafyllidis et al. (2009) and Kim and Pitsch (2005) used a bell shape for the conditional SDR, which is typically done in RANS. The bell shape for the conditional SDR is obtained from the amplitude mapping closure (AMC) model (O’Brien and Jiang 1991):

$$\langle N_\xi | \eta \rangle_{amc} = N_0 F_N(\eta), \quad F_N(\eta) = \exp(-2[\text{erf}^{-1}(2\eta - 1)]^2),$$

$$N_0 = \frac{\tilde{N}_\xi}{\int_0^1 F_N(\eta)\tilde{p}(\eta)d\eta}$$  \hspace{1cm} (12)

Triantafyllidis and Mastorakos (2010) suggested to presume the bell shape for the conditional SDR in combination with a $\beta$-FDF at the LES resolution, while a Favre-FDF weighted volume average is used to obtain the corresponding values at the CMC resolution.
Different options of these models are evaluated in this work to allow a thorough assessment.

Model 1 assumes that the FDF is a δ-function and uses $\tilde{N}_\xi$ from DNS:

$$
\langle N_\xi | \eta \rangle^* = \frac{\int_V \bar{\rho} \tilde{N}_\xi \delta(\eta - \tilde{\xi}) \ G^s(x - x') \ dV'}{\int_V \bar{\rho} \ G^s(x - x') \ dV'}
$$

(Eq. 10)

Model 2, uses a β-FDF, $\tilde{p}(\eta) = p_\beta(\eta; \tilde{\xi}, \bar{\xi}^{m/2})$ and $\tilde{N}_\xi$ from DNS:

$$
\langle N_\xi | \eta \rangle^* = \frac{\int_V \bar{\rho} \tilde{N}_\xi \ p_\beta(\eta) \ G^s(x - x') \ dV'}{\int_V \bar{\rho} \ p_\beta(\eta) \ G^s(x - x') \ dV'}
$$

Model 3 uses a β-FDF, $\tilde{p}(\eta) = p_\beta(\eta; \tilde{\xi}, \bar{\xi}^{m/2})$, and AMC model with $\tilde{N}_\xi$ computed from DNS:

$$
\langle N_\xi | \eta \rangle^* = \frac{\int_V \bar{\rho} \langle N_\xi | \eta \rangle_{amc} \ p_\beta(\eta) \ G^s(x - x') \ dV'}{\int_V \bar{\rho} \ p_\beta(\eta) \ G^s(x - x') \ dV'}
$$

Models 1, 2 and 3 use $\bar{\xi}^{m/2}$ and $\tilde{N}_\xi$ from DNS, hence, assuming a perfect model for these LES-filtered quantities. Consequently, comparing the results allows us to assess the effect of the presumed shapes of the FDF and the conditional SDR.

Model 3a and 3b are also computed from Eq. 15 but using a β-FDF and AMC model evaluated with SGS mixture fraction variance from Eq. 7 and filtered SDR from Eqs. 5 and 6. Model 3a uses $C_N = 2/(C_v S_{c_1}) \approx 55.56$ whereas Model 3b uses the best-fit value.

3 Results and Discussion

3.1 LES-Filtered SDR

First, the modelling of the filtered SDR is investigated, following the common approach of splitting it in a resolved and a sub-grid scale part (Eq. 5). Since the model constant of the SGS scalar dissipation, $C_N$, can be related to other sub-grid model constants through Eq. 8.
it is instructive to test the accuracy of the sub-grid scalar variance model (Eq. 7). Figure 2 compares the SGS mixture fraction variance from DNS, which is evaluated as $\xi''^2 = \xi^2 - \tilde{\xi}^2$ (Jiménez et al. 2001), and the prediction from the model with the fixed parameter $C_v = 0.09$ (Branley and Jones 2001). Good agreement is found independent of location and time with relatively small scatter (correlation coefficient $\approx 0.96$). Equally good agreement and approximately the same correlation coefficient was found for LES-filter with the double width, $\Delta/\delta_{th} \approx 5$. In general, this assessment shows that the algebraic model for the sub-grid variance yields reasonable results and supports the choice of $C_v = 0.09$.

Furthermore, assuming that the turbulent Schmidt number is between 0.4 and 0.7, Eq. 8 suggests a value for the SDR model parameter $C_N$ in the range from $\approx 32$ to $56$. Figure 3 compares the SGS scalar dissipation from DNS with the model predictions (Eq. 6). The value of such constant typically presents a relatively high scatter, that is not dependent on the formulation and persists with dynamic formulations (not shown here). This is further illustrated by Fig. 4 showing optimal value for $C_N$, computed after re-arranging the model, given that $\tilde{\xi}$ and $v_{sgs}$ are known: $C_N$ covers a wide range of values while, typically, lower values seems to occur in the hot regions engulfed by the flame. In Fig. 3, least-square regression lines are included on top of the scatter to better judge the quality of overall agreement. The DNS results were obtained subtracting the resolved part from the total filtered value. For the model, the sub-grid turbulent viscosity was obtained from the constant Smagorinsky model,

$$v_{sgs} = (C_s\Delta)^2 \tilde{\mathbf{S}}$$

(16)

with the theoretical value $C_s = 0.17$ (Lilly 1967). It is important to underline that Figs. 2 and 3 report the results for the entire reacting region at different time steps and is, therefore, representative of the jet during the entire ignition process.

Using the model parameter $C_N \approx 55.56$ from Eq. 8 with $C_v = 0.09$ and $Sc_t = 0.4$, leads to an over-prediction of the sub-grid SDR. On the other hand, $C_N = 4$, which is equal to the linear-relaxation model constant commonly used in RANS and also employed in several LES simulations, leads to a significant under-prediction of $\tilde{\xi}_{sgs}$. The optimal value for the model parameter found in the present study was $C_N \approx 18.76$, which allowed for the best fit of the DNS in a least-square sense. Other values have been tested as well; for a lower $C_s$ a higher value of $C_N$ was required to fit the data (for $C_s = 0.1$ a best-fit value $C_N = 54.22$).

Fig. 3 Comparison of the sub-grid SDR $\tilde{\xi}_{sgs}$ from DNS and the model: for $C_v = 2/(C_sSc_t) \approx 55.56$ (blue) at the time instances $t^+ \approx 10$ (+), 20 (x) and 30 (◦) with least-square regression lines for each time step (...) and overall least-square fit (−). For $C_N = 4$ (red) and the best-fit choice $C_N = 18.76$ (black) data from all time instances is plotted as small dots. $\Delta/\delta_{th} \approx 2.5$
was obtained. Notably, the overall quality of the model prediction does not change significantly in time, even in the ignition process considered. Figure 5 shows results for a larger LES-filter with the double width. The quality of the results is unchanged with correlation coefficient of $\approx 0.78$ and $0.77$ for $\Delta/\delta_{th} \approx 2.5$ and 5, respectively. These filter widths represent two representative LES filter widths where the flame is fully unresolved which is the case for practical LES simulations. Two different choices of $\Delta/\delta_{th} > 1$ enable us to assess if the model performance is sensitive to the choice of the LES filter width. The current findings suggest that the model performance does not change significantly with LES filter width.

In the next step, the dynamic computations of the Smagorinsky constant $C_s$ (Piomelli and Liu 1995) and the model constant for the SGS diffusivity (Pierce and Moin 1998) were performed. Averaging the dynamically computed model constants suggested that $C_s \approx 0.110$ and $Sc_t \approx 0.542$ may be more suitable in the present case than the previously used theoretical value. Then a theoretical value of $CN \approx 41.01$ is expected according to Eq. 8. Figure 6 compared the modelled sub-grid SDR, computed with these new model constants to the DNS data. The model performs better with the dynamically computed
model constants and the theoretical value for $C_N$, as far as the scaling of the SDR is concerned in a least-square sense.

Finally, the result of the modelling on the filtered scalar dissipation rate, including the resolved and the sub-grid contribution, is investigated. In Fig. 7, the closure of the total SDR investigated above (Eqs. 5, 6, denoted as linear relaxation model) is compared to the closure (Pierce and Moin 1998; Girimaji and Zhou 1996), which is often used when the variance equation is not solved (hereafter denoted as equilibrium models). The comparison was made using the dynamically computed model parameters, $C_s = 0.11$, $Sc = 0.542$ for both models and $C_N = 41.01$. The sub-grid scale diffusivity was computed as $D_{sgs} = \nu_{sgs}/Sc$. The overall performance of both models is similar. For a small number of points the equilibrium model under-predicts the SDR. Note that, both models include the same term, $\mathcal{N}_\xi = (\tilde{D} + D_{sgs})\nabla\tilde{\xi} \cdot \nabla\tilde{\xi}$.

$$\tilde{N}_\xi = (\tilde{D} + D_{sgs})\nabla\tilde{\xi} \cdot \nabla\tilde{\xi}$$

(17)
performance of the equilibrium model implies that the modelled production and dissipation terms of the SGS mixture fraction variance equation are of similar size. This is not obvious in the present case, but it has been confirmed that the exact LES-filtered production term, $-2[\bar{\rho}(\bar{u}_i\bar{\xi} - \bar{u}_i\bar{\xi})] \partial \bar{\xi} / \partial x_i$, and the dissipation term, $-2\rho D(\partial \bar{\xi} / \partial x_i)^2 + 2\rho D(\partial \bar{\xi} / \partial x_i)^2$, directly evaluated from DNS were of the same order of magnitude (not shown), while being the leading order terms in the SGS mixture fraction variance equation.

3.2 Conditionally Filtered SDR

Figure 8 compares the conditionally filtered SDR at one location in the middle plane, selected to show the typical behaviour of the models. The DNS result was directly evaluated from DNS data according to Eq. 2. Here, perfect modelling of $\xi^{\eta_2}$ and $\bar{N}_\xi$ is assumed, evaluating these variables from DNS, to compare Models 1, 2 and 3. This permits us to assess the presumed shapes of the FDF and the conditional SDR. Models 1 ($\delta$-PDF and local conditional independence of $N_\xi$) and 3 ($\beta$-PDF and presumed bell-curve for $\langle N_\xi | \eta \rangle$ locally) predict the conditional SDR reasonably well. In contrast, Model 2 ($\beta$-PDF and local conditional independence of $N_\xi$) significantly over-predicts the scalar dissipation for low and high $\eta$. In Fig. 8, the flammability limits are indicated. It is interesting to note that Models 1, 2 and 3 behave similarly in the region where the reaction zone of the flame is located.

The modelling approach based on the $\beta$-PDF and the AMC model is further investigated in the case where $\bar{N}_\xi$ is modelled. Figure 9 compares the conditional SDR, computed according to Model 3, for different values of $C_N$. As could already be seen from Fig. 3, using $C_N = 2/(Sc C_x) \approx 55.56$ significantly over-predicts the conditional SDR. Model 3b shows the best prediction with the present modelling approach, assuming the optimal parameter $C_N \approx 18.76$. This shows that the large scatter observed in Fig. 3 does not have a significant negative effect on $\langle \bar{N}_\xi | \eta \rangle$ at the level of CMC. These results do not change qualitatively at other spatial locations.

In order to assess the overall performance of the models, we define the square-error of a model in $\eta$-space:

![Fig. 8 Non-dimensional conditional SDR from DNS and Models 1, 2 and 3 at (x*, y*) = (20, 1) and t* = 10. Vertical lines mark the stoichiometric mixture fraction, lean and rich flammability limits, $\xi_{st} = 0.317$, $\xi_l = 0.19$ and $\xi_r = 0.49$](image)
The overall performance of Models 1, 2 and 3 as well as the sensitivity study to $C_N$ with Models 3a and 3b is visualised together in Fig. 10, showing the volume-integrated square-error of the models in $\eta$-space, which generally confirms the observations that had been made for a single location in Figs. 8 and 9.

In the next step, the local variations of the accuracy of the models are assessed. For this purpose, we define the following measure of a local modelling error, which consists of PDF-integrated square error, appropriately normalised:

$$\left( \frac{\langle N_\xi | \eta \rangle |_M - \langle N_\xi | \eta \rangle |_{DNS} }{\langle N_\xi | \eta \rangle |_{M} \rangle} \right)^2$$

The overall performance of Models 1, 2 and 3 as well as the sensitivity study to $C_N$ with Models 3a and 3b is visualised together in Fig. 10, showing the volume-integrated square-error of the models in $\eta$-space, which generally confirms the observations that had been made for a single location in Figs. 8 and 9.

In the next step, the local variations of the accuracy of the models are assessed. For this purpose, we define the following measure of a local modelling error, which consists of PDF-integrated square error, appropriately normalised:
This error metric is shown in Fig. 11 for Models 1, 2 and 3, and the field of the mixture fraction is shown for better interpretation. For Model 1 the errors are generally lowest, with similar performance for Model 3 in the vicinity of the flame; for Model 2 the local error is larger than for the other models in the entire domain. This confirms the observations regarding the model performances for a single point presented in Fig. 8 to the entire domain in Fig. 11. Furthermore, it is apparent from the predictions of Models 2 and 3 that presume $\tilde{U}$-PDFs perform worse in the regions outside of the main jet where large portions of unmixed fluid exist.

### 4 Conclusions

Models for the filtered and conditionally-filtered SDR for large-eddy simulations of turbulent non-premixed flames have been assessed for the first time against DNS data for an igniting three-dimensional planar jet flame.

Results demonstrate that the algebraic closure of the sub-grid scale mixture fraction variance based on equilibrium assumption provides a good agreement with the DNS dataset showing the reliability of such model also in an ignition event and independently of the LES filter size. The prediction of the filtered SDR with linear relaxation assumption for the sub-grid scale contribution requires adjustment of the constant that relates the sub-grid SDR to the sub-grid mixture fraction variance. The value of the optimal constant of the linear relaxation model for the SGS part of the SDR is above 4 and in agreement with theoretical derivation. A value of such constant one order of magnitude higher than typical values used in Reynolds-averaged approaches is recommended when LES simulations are performed.

The presumed $\beta$-function is generally a good approximation of the sub-grid mixture fraction FDF in the entire domain and throughout the ignition event. Models for conditional SDR based on presumed FDF and AMC model work reasonably well despite the simplicity of the formulation and underlying assumptions.
The present study focuses on micro-mixing statistics of a passive scalar (i.e. mixture fraction), which is unlikely to be affected by the choice of the chemical mechanism. However, the present findings based on reduced chemical mechanism need to be subsequently validated in the context of 3D DNS with detailed chemistry and transport, which will form the basis of future analysis for a more comprehensive analysis.

In terms of generality, previous analyses for premixed turbulent flames suggested that the model parameters for SDR closures attain asymptotic values for relatively small values of turbulent Reynolds number and that SDR modelling was not sensitive to the geometric configuration as long as the mean curvature remained small. Nevertheless, the present modelling methodologies need to be assessed for higher values of Reynolds number and in configurations with a small mean radius for further validations.
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