Beyond Human Interventions on Complex Bays: Effects on Water and Wave Dynamics (Study Case Cádiz Bay, Spain)
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Abstract: Bays are coastal environments with significant socio-economic importance, which has led to the development of human interventions in their interior that can have an important impact on the water and wave dynamics, which in turn modify their morphodynamics and water renewal capacity. In order to deepen our understanding of these impacts, numerical modeling was used in a bay in southern Spain to analyze the effect of inner harbor expansion and channel deepening, including the baroclinic and wave propagation effects, as well as variations in salinity and temperature. The results show that the deepening of the channel decreases the amplitude and speed of the tidal wave as it propagates through the bay, reducing the effects of friction and increasing the flushing time. The system evolves from convergent to a damping system that can potentially reduce the effects produced by projected sea level rise. In addition, the seasonal variability of salinity and temperature is reduced, increasing the bed shear stresses and resulting in increased turbidity that can affect the biogeochemistry of the bay. Finally, wave heights decrease along the main waterway, although the yearly-average wave energy flux is only slightly modified on the interior beaches of the bay. However, significant variations are observed during storms, which could affect the morphodynamics of these beaches.
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1. Introduction

Tidal environments such as bays and estuaries are highly valuable ecosystems that often host densely populated areas. Like any coastal system, their evolution depends on the interaction between natural processes, human activities and the hydrodynamic and morphodynamic response to these activities [1]; therefore, their current behaviour is strongly conditioned and is a consequence of human interventions of different types carried out during the last decades or even centuries [2]. Actually, human action is the main reason for the recent changes observed for estuaries and bays [3]. Natural processes are usually dominated by complex, multi-scale and non-linear dynamic interactions between different agents such as astronomical tides and storm surge, waves, baroclinic flows, wind, sediment transport and in some cases river discharges [4]. In the case of human activities, such as maintenance and deepening of waterways or extensions of port areas, their effects on estuaries and bays can dramatically alter the hydrodynamic forcings, and consequently, the ecological status of these dynamic systems [1].
These impacts lead to a struggle between the development of economic activities and the preservation of the environment integrity [5,6], which has led to an increasing need to identify, reduce or remedy the long-term adverse effects of human activities on the ecosystems of bays and estuaries [7]. Therefore, for a sustainable management of these systems that maintains their ecological and recreational functions, but at the same time favors economic development, a deep knowledge of their hydrodynamics and morphodynamics is required, as well as the identification and quantification of the effects of human interventions [8].

In recent years, numerous studies have been carried out in bays and estuaries in which impacts of human activities have been identified and characterized, such as those on the tidal amplitudes [9–12], nutrient transport [13] and morphodynamics [14–16]. Many of these analyses have been carried out using: (1) idealized box models based on volumetric changes [2,14,17,18]; or (2) numerical simulations of the changes expected after the implementation of human interventions with process-based models [1,12,16]. The main drawback of the latter is that these simulations require extensive calibration and validation which is not easy to perform [5]. However, there are still some aspects of the dynamics of these systems that have not been analyzed in depth, despite the fact that a significant number of the world’s main bays and estuaries are made up of interconnected basins, including the San Francisco Bay [19,20], the Chesapeake Bay [21], the Yangtze River estuary [22,23] or the Harvey River estuary [24].

In particular, the effects on wave propagation and on the capacity of the interconnected basins to maintain the water renewal have received much less attention from researchers. The assessment of these impacts is especially relevant in estuarine systems with basins characterized by different geometries and hydro-morphodynamic behaviors. An example of these systems is the Cádiz Bay (southern Spain), formed by five different basins ranging from open water bodies directly connected to the open sea to shallow tidal creek systems dominated by friction. In recent years, a new container terminal has been built to increase the commercial capacity of the Port of Cádiz Bay, which will involve also the deepening of the main navigation channel. Although previous studies analyzed the variations in the characteristics of the tidal wave, the residual currents [12,25] and the morphodynamics [25,26] caused by these interventions, in none of them have the effects of the waves and the variations caused by changes in the density and temperature of the water been considered, nor have the changes in the water renewal capacity in the affected basins.

The main objective of this work is to analyze the impact of the recent human interventions developed at Cádiz Bay on the water renewal capacity, the temperature and salinity distributions and the propagation of waves and their morphodynamic consequences. The methodology is based on the numerical simulation of the same complete year for pre- and post-intervention scenarios using a model calibrated and validated for hydrodynamics and salinity and temperature transports. The results are also used to analyze the variations of the bed shear stresses, as well as the wave energy flux that reach the inner beaches of the bay and determine the evolution of their plain-view. The results obtained are of interest to scientists and managers who analyze the effects of human interventions in similar bays where port extensions or deepening of navigation channels are carried out. The analysis of these effects is even more important due to the effects that global warming will have on these environments [27].

2. Study Site

The Cádiz Bay, located in southwestern Spain (36°23’–36°37’N, 6°12’–6°20’W, Figure 1c) has a total area of 7000 ha and is formed by five well-defined areas: (1) the outer bay (A in Figure 1c), with 70 km² and an average depth of 15 m, (2) the Puntales Channel (PC, B in Figure 1c), a 3.8 km-long and 1.3 km-width constriction with maximum depths of 18 m, (3) the inner bay (C in Figure 1c), a 50 km² basin characterized by gentler slopes, shallower depths (between 0.5 and 8 m) and the presence of a multitude of low-lying mudflats cut by deeper tidal channels, and (4) and (5) two tidal creek systems (Carracas and Sancti-Petri, Figure 1c), which constitute a second connection of the inner bay with the open sea. In recent years, different human interventions have been developed in areas A and B to
increase the capacity of the Port of Cádiz Bay. In particular, a new terminal has been built, which will involve in the future the deepening of the navigation channel that gives access to it, as well as a new bridge that crosses the Canal de Puntales and for which 7 piers have been built that can alter the local hydrodynamics (Figure 1a,b [12]).

The main forcings governing the estuary dynamics are tides, wind and waves. The bay is a mesotidal estuary with tidal ranges varying between 2 and 4 m. The tide is predominantly semidiurnal, with the M2 being the most energetic constituent. The interaction between M2 and other semi- and quarter-diurnal constituents generates monthly and fortnightly variations in hydrodynamics, with maximum flow velocities over 1.5 m/s. The dominant winds in the Cádiz Bay (data from buoy 2342, Figure 1c, Puertos del Estado, Ministerio de Transportes, Movilidad y Agenda Urbana, Spain) have an important seasonal variability, with strong winds from the N-W sector predominantly between January and April, and moderate winds between July and September (Figure 1e). The most energetic winds come generally from the SE. The predominant swell comes from the W-SW sector, with average significant wave heights of around 1 m and storms with wave heights above 3.8 m (Figure 1d).

The temperature and salinity regime within the bay has an important seasonal variation compared to open waters, being generally hypersaline in winter and hyposaline in summer. Salinity values vary between 37 and 34 psu, and the temperature ranges between 10 and 35 °C, with minimums and maximums in winter and summer respectively [28]. The highest salinity variation with respect to the ocean occurs in PC, mainly due to the high evaporation rates (1320 mm/year) and the low amount of annual rainfall (600 mm/year) in the study area.

![Figure 1. Cont.](image-url)
3. Methodology

3.1. Numerical Model

3.1.1. Model Description

In this study, the Delft3D model, developed by WL|Delft Hydraulics, was used in its depth averaged (2D) configuration. This model solves the shallow water equations with Boussinesq and hydrostatic approximations [29]. The continuity equation, assuming incompressible flow, is described by:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = Q
\]

where \( Q \) represents the transport of mass per unit area and \( u \) and \( v \) are the velocity components in the directions \( x \) and \( y \), respectively.

The momentum equations are defined as:

\[
\frac{Du}{Dt} = -\frac{1}{\rho_0} p_x + F_x + M_x + f v
\]
\[
\frac{Dv}{Dt} = -\frac{1}{\rho_0} P_y + F_y + M_y + fu
\]  

(3)

where \( g \) is the acceleration due to gravity, \( t \) is time, \( \rho_0 \) is the reference density of water, \( f \) is the Coriolis parameter, \( P_x \) and \( P_y \) are the horizontal pressure gradients for both directions, including the terms due to baroclinic gradients, \( F_x \) and \( F_y \) represent Reynolds’ horizontal tensors in the \( x \) and \( y \) directions, respectively, and \( M_x \) and \( M_y \) represent contributions due to external sources or sinks of momentum, such as wind action on the water surface or wave action in the water column.

The transport equation used to model salinity and temperature is the advection-diffusion equation:

\[
\frac{Dc}{Dt} = \frac{\partial}{\partial x} \left( D_h \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_h \frac{\partial c}{\partial y} \right) + S_c
\]  

(4)

where \( c \) is the concentration, \( D_h \) is the horizontal diffusivity and \( S_c \) represents the source/sink terms per unit area. For depth averaged simulations, \( D_h \) is obtained as the combination of the diffusion due to the sub-grid scale turbulence and a user-defined horizontal diffusion coefficient accounting for all other forms of unresolved mixing that is used as a calibration parameter. Both the hydrodynamic and transport equations are solved by finite differences in a structured curvilinear grid.

Wave propagation processes are modeled using a Delft3D module based on SWAN, a third generation spectral wave model [30] that considers processes such as shoaling, refraction, diffraction, wind generation and wave-current interactions, among others, through the wave action conservation equation. For energy dissipation, the model considers depth-induced wave breaking, bottom friction and whitecapping. This module is coupled online with the hydrodynamic and transport module by including the force exerted by the waves in Equations (2) and (3), while the water levels and currents of the hydrodynamic module are considered for the wave propagation.

3.1.2. Model setup

The domain of the model was defined by a curvilinear computational grid (Figure 1c), with a total of 365 \( \times \) 245 cells and a maximum resolution of 20 \( \times \) 20 m\(^2\) in the area of Carracas and Sancti-Petri creeks. The initial condition for the simulations was water at rest (cold start) and salinity and temperature values of 15° and 36.5 psu, respectively. After different tests with the model, the simulated period used for the model spin-up was one month after a trial–error process [31–33], after which the results to be analyzed were obtained.

The average river discharge values of the Guadalete and San Pedro rivers were introduced as discharges due to their low inflow rates, while at the open boundaries a water level condition was used considering the eighteen main constituents of the astronomical tide, i.e., M2, S2, SA, Q1, O1, P1, K1, 2N2, MU2, N2, NU2, L2, T2, R2, K2, MN4, M4 and MS4, obtained using the Oregon State Tidal Prediction model [34]. Wind and wave forcings with 3-h intervals obtained from the Buoy 2342 were introduced in the whole domain and the boundaries, respectively. To calculate heat transport (at regional scale), daily data on solar radiation, temperature, atmospheric humidity and cloudiness were obtained from the Andalusian regional government. The data are available in Zarzuelo et al. [35].

3.1.3. Model calibration and testing

The model was calibrated and tested for the following variables: water levels, east and north velocities, salinity and temperature using field data obtained from Acoustic Doppler Current Profilers (ADCP) and Conductivity Temperature (CT) instruments deployed simultaneously at the locations shown in Figure 1a. In previous studies [12], a similar model implementation was calibrated and tested for hydrodynamics, although for the present work the grid resolution at the creeks was increased to properly capture this connection to open sea. Hence, the validation process was repeated, including also the salinity and temperature variables. The calibration period was from 4 January–22 January 2012 (I1-I3, Figure 1a), where the first field campaign took place. The data measured in the second
field survey (24 May–10 June 2013; I3-I3a-I3b, Figure 1) were chosen for testing. The hydrodynamic values of I2 could not be used due to deployment issues with the ADCP. The agreements are excellent for sea level and velocities ($R^2 \approx 0.99$ and $\approx 0.89$, respectively) and good for salinity and temperature ($R^2 \approx 0.80$ and $\approx 0.78$, respectively) both for the calibration and testing periods (see supplementary material for further details).

3.2. Modeled scenarios and locations of interest

The simulation period runs from October 2012 to November 2013. This period of approximately one year is characterized by an average significant wave height of 1.5 m, reaching maximum values in winter ($H_s \approx 5$ m) coming from the NW (Figure 2a,b). Winds come usually from the NW-SW and NE-SE with average speeds of 6 m/s (Figure 2c). Storms are more frequent in winter with wind speeds up to 15 m/s. The river discharges are reduced (10 m$^3$/s and 30 m$^3$/s for the San Pedro and Guadalete rivers, respectively), considering the tidal prism of the bay ($4 \times 10^5$ m$^3$, [36]). This year can be considered representative year due to these forcing; it is also selected due to its proximity to the date of the bathymetric data.

![Figure 2. Wind and wave conditions during the simulations (Buoy 2342): (a) significant wave height, (b) wave peak period and direction and (c) wind speed.](image_url)

The outer bay and PC have undergone modifications since 2017 due to the construction of the new terminal (Figure 1b), which will require the displacement of the navigation channel to the east with the consequent change of its geometry and depth, and the new bridge whose piers have been designed crossing the PC constriction. The new terminal has a length of 590 m, an area of 3.8 km$^2$ and a maximum depth of 16 m. To achieve the maximum depth of 20 m in the new section of the navigation channel, a dredging of $3.86 \times 10^6$ m$^3$ will be performed. The bridge built over PC has been designed with a length of 5 km and a height of 69 m above sea level. These interventions, concentrated on the area close to the connection between the outer bay and PC, were included in the bathymetric scenario $Sc_2$ (Figure 1b), while $Sc_1$ (Figure 1a) maintains the pre-intervention bathymetry.

Considering the areas in which Zarzuelo et al. [12] identified changes in the tidal harmonics characteristics for these interventions, four points have been selected for the analysis of the results in terms of tidal wave, waves and morphodynamic implications. In addition, two sections have been defined to analyze the exchange of water and salt between the ocean and the outer bay, and the outer bay and PC due to baroclinic, barotropic and wind related effects ($P_i$, Figure 3a). In these sections, salinity is used as a conservative constituent to calculate changes in water renewal. Finally, 20 points (Figure 3b) distributed along the navigation channel at the entrance to PC and two beaches in the outer bay (Valdelagrana and Rota) have been used to analyze whether the interventions may cause changes in the morphodynamics of these beaches due to changes in the magnitude or direction of wave energy flux. The definition of the locations of these points, as well as their number and separation, was made after an analysis of the model outputs considering the spatial scale of the variability of the different variables, ensuring the representativeness of the obtained results.
3.3. Variables Analyzed

3.3.1. Water and Salt Exchange in the Bay

The flushing time of a water body is defined as the time required to replace the water inside the body through a given section. This determines the time scale of water transport through that section and, therefore, the time available for the renewal rate of conservative constituents, such as salt. The flushing time is obtained as:

\[ T_f = \frac{V}{Q} \]  

where \( V \) is the volume of the water body and \( Q \) is the instantaneous rate of water transport in the study section \([37,38]\) that connects the water body to the outside. This flushing time is analyzed in both sections of Figure 3a in order to understand how the ocean-outer bay and outer bay-PC water renewal rates are modified as a consequence of the interventions.

Chen et al. [23] analyzed the water and salt transport from another perspective, defining the residual water unit width flux \( \vec{R}_w \) and the residual unit width salt flux \( \vec{R}_s \) as:

\[ \vec{R}_w = \frac{1}{T} \int \vec{q} dt \]  

and:

\[ \vec{R}_s = \frac{1}{T} \int \vec{q}S dt \]
where the arrow indicates vector variables, \( t \) is time, \( T \) is the average time scale, which in this case is equal to the dominant tide cycle (12.45 h), \( S \) is salinity and \( \vec{q} \) is the instantaneous rate of water transport per unit width through a water column:

\[
\vec{q} = \int_{h_1}^{h_2} \vec{v} \, dz
\]  

(8)

with \( \vec{v} \) being the flow rate, \( h_1 \) and \( h_2 \) the depths for the surface and bottom layers, and \( z \) the total depth.

The analysis of these variables was carried out on the period with the highest currents (spring tides for all the simulated fortnightly periods) where the greatest baroclinic changes are generated, and therefore where the greatest residual flows will occur. For neap tides, residual flows are lower and even negligible [28]. The variables defined above allow for the analysis and interpretation of the modifications that occur in the transport of salt due to the interventions, as will be shown in Section 4.2.

Regarding the salt transport, variations in salinity \( S \) in the outer bay are triggered only by salt transport through PC, except in summer when evaporation is important. Variations in salt transport through PC drive an exchange rate \( R \) defined as [24]:

\[
\frac{\partial S}{\partial t} \bigg|_{\text{exchange}} = R \Delta S
\]  

(9)

where \( \Delta S = S_i - S_0 \) is the average difference in salinity between the PC \( (S_i) \) and the outer bay \( (S_0) \), and \( \frac{\partial S}{\partial t} \) is the variation in salinity of the outer bay over a certain period of time. Thus, the greater \( \Delta S \), the faster the salinity gradient decreases. This exchange rate \( R \) depends on several processes such as wind-driven, barotropic and baroclinic flows, and the contribution of each of these processes to \( R \) can be obtained separately providing a proxy of how interventions in the bay modify the transport of salt between basins.

The contribution due to barotropic flows \( (R_{\text{tide}}) \) is induced by the astronomical tide as [24]:

\[
R_{\text{tide}} = \frac{\mu}{t_{\text{tide}}} \frac{V_{\text{prism}}}{V}
\]  

(10)

where \( V_{\text{prism}} \) and \( V \) are the tidal prism and the water volume of the outer bay, \( t_{\text{tide}} \) is the dominant period of the tide and \( \mu \) is the retention coefficient, defined as \( \mu = (\delta S_{\text{tide}} / \Delta S)(V / V_{\text{prism}}) \) where \( \delta S_{\text{tide}} \) is the variation of salinity for a tidal cycle at the outer bay.

The baroclinic exchange is related to the effects that variations in water density have on the flow through the exchange sections. According to Hearn and Robson [24], the baroclinic exchange rate \( (R_{\text{baroclinic}}) \) can be calculated as:

\[
R_{\text{baroclinic}} = A \sqrt{\frac{\Delta \rho / \rho}{gh_{\text{PC}}}}
\]  

(11)

where \( A \) and \( h_{\text{PC}} \) are the minimum section and the average depth of PC, respectively, and \( \Delta \rho \) the difference in density between the two basins analyzed.

The exchange rate triggered by wind \( (R_{\text{wind}}) \) is defined as [39]:

\[
R_{\text{wind}} = \frac{\mu}{t_{\text{wind}}} \frac{V_{\text{wind}}}{V}
\]  

(12)

where \( V_{\text{wind}} \) is the water volume variation due to wind and \( t_{\text{wind}} \) is the dominant period of the wind changes, for which 3 h were considered after analysis of the wind data. The changes in water elevation \( (\Delta \eta) \) cause \( V_{\text{wind}} \), being that variation equal to \( (V \Delta \eta) / (2h_{\text{basin}}) \) where \( \Delta \eta = (\beta C_W \rho_{\text{air}} L |W| / \rho g h_{\text{basin}}) \), being \( \beta \) a friction coefficient \((0.8, [40])\), \( \rho_{\text{air}} \) the air density \((1225 \text{ kg/m}^3)\), \( C_W \) the wind drag coefficient \((0.005, \text{obtained after model calibration})\), \( L \) the length of the basin measured over the navigation channel, \( h_{\text{basin}} \) the mean depth of the basin, \( \rho \) the mean water density and \( W \) the wind speed.
Finally, to determine the value of relative hypersalinity as a simple salt balance between the outer bay and PC, the net exchange rate defined in Equation (9) is balanced by the evaporation rate $E$ [24,41]. Therefore, salt exchange is defined as:

$$R_{\text{hyper}} = \frac{\Delta S}{S_i \times (E/h_{\text{basin}})} \quad (13)$$

### Table 1. Values used in the calculation of exchange rates.

| Parameter Data | Value |
|----------------|-------|
| $A_{PC}$       | 4.94 x $10^6$ m$^2$ |
| $\Delta \rho / \rho$ | 9.8 x $10^{-4}$ |
| $h_{PC}$       | 10 m |
| $\Delta \eta$  | 0.017 m |
| $h_{\text{basin}}$ | 10 m |
| $V$            | 8.19 x $10^8$ m$^3$ |
| $V_{\text{prism}}$ | 1.19 x $10^8$ m$^3$ |
| $V_{\text{wind}}$ | 1.43 x $10^6$ m$^3$ |

#### 3.3.2. Influence of waves

For the analysis of the influence of waves, the yearly-average wave energy flux per crest $F$ width has been used, whose module for each sea state is defined as:

$$F = \frac{1}{8 \rho g H^2 c_s} = \frac{1}{8 \rho g H^2 c} \left( 1 + \frac{2kh}{\sinh (2kh)} \right) \quad (14)$$

where $H$ is the significant wave height, $c_s$ is the group celerity, $c$ is the wave celerity, $k$ is the wave number and $h$ is the water depth. This energy flux, which has the direction of the waves, was obtained for each sea state propagated during the simulations carried out, and its annual average was obtained for the pre- and post-intervention scenarios. With the results, two possible impacts on the bay were analyzed: (1) the effect on the navigation channel to study how the planned dredging can affect the navigability conditions ($NC_i$, Figure 3b); and (2) the impacts on the coastal dynamics of the beaches in the outer bay ($R_i$ and $V_i$, Figure 3b), since variations in magnitude and direction of the yearly average wave energy flux can cause the rotation of their shorelines [42].

### 4. Results and Discussion

Previous studies analyzed the effects of the interventions on the hydrodynamic and morphodynamic behavior of Cádiz Bay [12,26]. However, these studies only considered tidal and wind forcings, neglecting the effects of waves and baroclinic flows, even when they may cause variations in the behavior of the outer bay and its connection with PC. Moreover, these works considered simulations of 2-month duration, preventing the analysis of the seasonal variability which plays a major role on the baroclinic processes. In contrast, the results presented and discussed throughout the next paragraphs include all these processes, being of interest for researchers analyzing other coastal environments where only short-term simulations are used [43,44].

#### 4.1. Tidal Dynamics

In this section, the tidal dynamics at $P_i$ (Figure 3a) are analyzed. The results obtained for the amplitude and phases of the main tidal harmonics are shown in Figure 4. For $S_{C1}$ the main changes as the tidal wave propagates towards PC are the increase of the amplitudes of $M2$ (8%) and of the quarter-diurnal overtides $M4$ and $MS4$ (18%), while the phases remain relatively constant. This increase in the quarter-diurnal components implies that, before the interventions, friction, advective processes...
and sediment transport increased along PC. The M2 takes 12.45 min to travel from P1 to P4, 10 km apart (wave speed \(c_{M2} = 13.39 \text{ m/s}\)). If compared with the wave speed in shallow areas \(c_0 = \sqrt{gh}\), a similar speed is obtained (11.5 m/s) and therefore the bay could be considered a convergent system [45–47].

However, if compared to the results for \(Sc_2\), it is observed that for all tidal harmonics the amplitude decreases at all points, but especially in the inner PC (points 3 and 4). The decrease (30%) in the quarter-diurnal harmonics implies that the effect of friction is reduced after the interventions, and therefore non-linearities, transport and mixing processes are consequently reduced. As for the semi-diurnal components, they decrease up to 10%, so the effect of flow constriction that was observed before the interventions and caused an increase in the current velocities [12] is clearly limited by the interventions. In addition, the phases also increase, decreasing the wave celerity with 27 min delay triggered by a greater tidal prism. Comparing the speed of the tidal wave M2 \(c_{M2} = 4.36 \text{ m/s}\) with the shallow water wave celerity \(c_0 = 11.18 \text{ m/s}\), it can be concluded that PC is evolving to a damping system after interventions. This behavior can be of interest to reduce the effects of sea level rise due to climate change [48]. For the diurnal harmonics, a decrease in amplitude of about 10% is observed after the interventions, while the phases increase in the same way as the semi-diurnal harmonics.

These results contrast to those obtained by Zarzuelo et al. [12,26]. Although the behavior of M2 is similar, the diurnal components undergo significant changes that can be attributed to the inclusion of waves and baroclinic flows. The decrease of the amplitudes of the quarter-diurnal harmonics not observed previously, although the increase in tidal asymmetry \(a_{M4}/a_{M2}\) from 0.009 \(Sc_1\) to 0.019 \(Sc_2\) up to P3 and the reduction from P3 to P4 (from 0.01 to 0.007), resulting in increased sediment transport, was already described by Zarzuelo et al. [26].

Figure 4. The values of amplitude (panel a-b) and phase (panel c) of the constituents M2 (a), S2 (a), M4 (b), MS4 (b), O1 (b) and K1 (b), are represented for points 1-4 (from left to right). Solid line (dashed line) represents \(Sc_1\) (\(Sc_2\)).

To further analyze the effect on the tidal dynamics, the phase lag between high water and high water slack was obtained to identify changes in the tidal wave type [49,50]. For phase lags close to 90°, the tidal wave is stationary and the high water is reached throughout the basin simultaneously, which is characteristic of semi-closed water bodies acting as reservoirs. For lags close to 0°, the wave is purely progressive, characteristic of frictionless channel of constant cross-section and infinite length [45]. Figure 5 shows the results obtained; for \(Sc_1\) the phase lag \((\phi_{LM} - \phi_{HM})\) is close to 90° for points P2, P3 and P4, indicating that the tidal wave is quasi-stationary. At neap tides they become mixed due to the involvement of the overtidal components (M4 and MS4), this difference being more relevant at the points inside PC (P3 and P4). This periodicity has implications in the increase of the bed shear stresses, and therefore in the sediment transport, contributing to the increase of the tidal asymmetry dominated by flood tides on the shallower areas [51]. These observations are in agreement with Zarzuelo et al. [26], where the dominance of flood tides \(2(\phi_{LM} - \phi_{HM})\) was analyzed after the interventions. However, in P1 (Figure 5a), during most of the year tidal wave is mixed (< 90°), being stationary only for high water at spring tides. Therefore, before the interventions the inner part of the PC behaved like a reservoir at high tides. After the interventions, the major changes are observed at P1 and P3 (Figure 5a,c. At P1 the tidal
waves becomes quasi-stationary, and at P3 it varies between stationary and progressive depending on spring and neap tides, respectively. This is in agreement with the decreases in amplitudes and increases in tidal phases previously described. Finally, the tidal wave at P2 and P4 (Figure 5b,d) become mixed for most part of the year. These changes will cause a reduction in the tidal asymmetry due to the increase in depth, leading to a possible reduction in sedimentation in this area and an increase in the residual currents.

Figure 5. Phase differences between free surface and projected velocity on the axis of the channel for the four points of study (P1-4, panels a-d respectively) Blue line (orange) represents Sc1 (Sc2). The standing wave is represented by the black line (90°).

4.2. Impact on Water Quality and Renewal Time

The spatial distribution of $R_w$ and $R_s$ for spring tides and their variations after the interventions are shown in Figure 6. For Sc1 (Figure 6a), $R_w$ is directed towards open water through the navigation channel. However, on the sides of the channel and in the inner bay it flows in the opposite direction. This is due to tidal pumping and the Stokes drift [52], being the inner bay renewed with water from the ocean. The lowest values ($\approx 0.01 \text{ m}^3/\text{s}$) are found in the shallow areas due to the effect of friction, while the highest values ($\approx 0.1 \text{ m}^3/\text{s}$) are obtained in PC due to the flow constriction. Figure 6b shows the distribution of $R_s$, being very similar to that of $R_w$. Due to higher salinity concentrations in the ocean and along the navigation channel in the outer bay and PC, the baroclinic influence is greater in these areas.

The differences in the $R_w$ and $R_s$ distributions between scenarios are shown in Figure 6c,d, respectively. The largest differences in both (15%) occur around the navigation channel, where either the water depth and the geometry of the section have changed. In addition, the baroclinic effect is larger (7%) in the outer bay because of its greater differences in salinity (10%). The directional changes show two trends: (1) in the outer bay, where the vectors rotate slightly counterclockwise and (2) in PC, where vectors rotate towards the channel margins, which will cause an increase of the sedimentation...
in the shallower areas of PC. There is no difference between the directions of $R_{w}$ and $R_{s}$ after the interventions. Therefore, it can be concluded that the interventions intensify the importance of the baroclinic effects, due to the increase in the difference in salinity between the outer bay and PC as a consequence of the increase of the water volume in which salt have to be dissolved.

Figure 6. Distributions of $R_{w}$ (a) and $R_{s}$ (b). Panels c-d represents the changes ($\%$, with positive values indicating a decrease of the values after the interventions) induced by $Sc_2$. Panels e and f represent the directions of $R_{w}$ and $R_{s}$, respectively, for $Sc_1$ (black arrow) and $Sc_2$ (red arrow).

Figure 7 shows the percentage of time in the simulated year during which the flushing time in a tidal cycle exceeds a certain number of days for the two defined sections. It is observed that for $Sc_1$ the flushing time is 15–20 days for the outer bay (Figure 7a), exceeding 50 days during some tidal cycles, especially during summer and winter storm periods. In the case of PC, the average is 5 days with fortnightly variations due to spring/neap cycles (Figure 7b), rarely exceeding 50 days in summer. The changes triggered by the interventions ($Sc_2$, orange line Figure 7c,d) are much more evident for PC, increasing the probability of exceeding 10 days by 40%, which implies that there is a greater renewal of water from PC. In the outer bay the values are very similar with a slight variation with respect to $Sc_1$ (5%), increasing the probability of occurrence for 0–40 days, and decreasing for 60–80 days.

The average of the total exchange rate $R$ between the outer bay and PC was calculated for $Sc_1$ using equation 9, resulting in a value of 1.9 days. On the other hand, the barotropic, baroclinic, wind and hypersalinity contributions to $R$ were obtained (Figure 8) in order to find out which process dominates the salt transport. For this section, the data defined in the table 1 were used. The average value of $R_{tide}$ is 1.20 days, with a high variability associated with spring/neap tidal cycles. The average values obtained for $R_{baroclinic}$ and $R_{wind}$ are 24.4 and 0.03 days, respectively. Finally, $R_{hyp}$ is equal to 0.05 days throughout the year except in summer when it increases to an average of 0.5 days, reflecting the importance of evaporation in salt transport in that period. Subtracting $R_{wind}$ and $R_{hyp}$ from $R$ yields a value of $\approx$ 1.32 days, which is very similar to that of $R_{tide}$. Therefore, if periods of high
evaporation and intense winds are not considered, it can be concluded that salt exchange is controlled by the tide, the baroclinic term being negligible.

For the post-intervention scenario, the value of $R$ calculated with equation 9 (Figure 8e) shows an important increase (15%) during storm eventos in winter resulting in a slower mixing, and therefore a longer time of salt renewal. For the rest of the year, $R$ is reduced (2%), causing a slight acceleration of the salt exchange process. If the barotropic, baroclinic, wind and hypersalinity processes are analyzed, the results show that $R_{\text{tide}}$ (Figure 8a) and $R_{\text{wind}}$ (Figure 8c) are not influenced by the development of the interventions. However, $R_{\text{baroclinic}}$ (Figure 8b) shows a slight decrease (10%) in summer and an increase of 20% in winter. On the other hand, $R_{\text{hyp}}$ (Figure 8d) is reduced by almost 20%, reaching the maximum differences in winter and summer (50%). Therefore, after the deepening of the navigation channel, the influence of the tide and wind is negligible, while the baroclinic processes accelerate the mixing process in the bay during almost the whole year.
4.3. Changes in Salinity and Temperature

Figure 9 represents the annual distribution of temperature and salinity for the 4 locations defined. For Sc1 the salinity decreases from P1 to P3 (from 36.3 to 36 psu, Figure 9f) and then increases towards P4 (36.2 psu, Figure 9h). The lowest values are those found in March-April due to increased precipitation, while the highest values are reached in July-August due to high evaporation. The temperature follows the same trend as the air temperature, which in turn shows clearly a seasonal variability. It is observed that values are very similar at all points, being slightly lower at P3 and P4 (Figure 9e,g, respectively; 1–2°). See Zarzuelo et al. [28] for further details.

After interventions (Figure 9), all points experience an increase in temperature (1–2°; Figure 9a) between the months of October to February, and a decrease of (1–2°) for the rest of the year. On the contrary, the salinity (Figure 9b) shows an increase from November to January, highlighting the changes in P3 and P4 (20%; Figure 9e–h). For these points, the temperature drops by 3–4° and the salinity by 0.3–0.4 psu during the months of June to August. Therefore, the interventions drive a damping of the temperature and salinity, reducing the seasonal variability and being these variables more homogeneous along the bay. Hence, the renewal time decreases, maintaining a more constant value of salinity and temperature throughout the bay, as there is an increase in the effective section
that improves the mixing. This buffering can be beneficial to soften the effects of global warming and the increase in water temperature in future years, maintaining the existing estuary ecosystem [48].

![Figure 9. Distributions of the temperature and salinity for each point (P) for Sc1 (blue) and Sc2 (orange).](image)

4.4. Potential Changes in Morphodynamics

According to Zarzuelo et al. [26], the critical bed shear stresses $\tau_{cr}$ for erosion and sedimentation of the Cádiz Bay sediment (a mixture of sand and clay) are 1.2 and 0.8 N/m², respectively. Figure 10 shows the spatial distribution of the mean amplitude of the bed shear stresses ($\tau$) for Sc1 and Sc2 during a period of high tides (higher values of $\tau$, Figure 10). The results show that the bay is characterized by reduced $\tau$ (0–0.3 N/m² for Sc1) compared to $\tau_{cr}$, although there are higher values in the navigation channel $\tau = 1$ N/m², with very intense residual currents, and around the City of Cádiz, with values of 1.5–2 N/m² due to the joint action of tide and wave, then exceeding $\tau_{cr}$ for erosion. After interventions (Figure 10b), the values of $\tau$ increase, expanding the areas where $\tau > 1.2$ N/m² and therefore where erosion will predominate. The highest values of $\tau$ for Sc2 (4 N/m²) are found in the stretch of the navigation channel along PC, where maximum flow velocities occur due to constriction. Therefore, the channel deepening will cause an increase of erosion in the navigation channel (extending its life span), although it will displace this sediment to the shallower areas and therefore possibly decrease the cross section of the PC, modifying the water renewal and salt exchange characteristics for this section.
To analyze in more detail the effects of the interventions, the time distribution of $\tau$ for the 4 points $P_i$ was analyzed, although to synthesize only the results for $P_1$ and $P_3$ are shown (Figures 11 and 12, respectively). In general, it can be seen that the highest values of $\tau$ occur in winter due to the increase in current velocities induced by storms. In particular, ebb periods result in higher $\tau$ mobilizing mostly the sediment inside the channel. After the interventions, an increase of $\tau$ of 30–40% is observed, these increases being greater for spring tides. $P_1$ (Figure 11) and $P_3$ (Figure 12) show the greatest difference between scenarios due to their differences in velocities and the change from standing to progressive tidal wave. The bed shear stress increase will increase the morphodynamic changes, especially in the dredged area, and will therefore have consequences on its life span. Furthermore, it will cause an increase in turbidity in the area due to the sediment mobilization, and although more detailed studies are needed to assess whether this increase in turbidity can be compensated by the reduction of the renewal time, it could have an impact on the biogeochemical conditions of the area.

4.5. Impacts on Wave Propagation and Impacts on Morphodynamics

The yearly-average wave energy flux $F$ has been calculated along the navigation channel (NC), and in the beaches of Rota (R) and Valdelagrana (V) (Figure 13a). In NC $F$ values are decreasing towards the interior of the bay, this value being negligible at the last point studied (NC9) due to the fact that the wave energy is almost completely dissipated. The direction of propagation in the first points is perpendicular to Valdelagrana beach (NC1-3), while from NC4 the refraction causes the wave to turn towards the interior of the bay. In Rota $F$ is practically perpendicular to the beach, with very similar values in all points showing only a slight difference in R4–5. Finally, on Valdelagrana beach $F$ decreases in value from V6 to V1, leaving the $F$ to be perpendicular to the coast from V1 to V3 due to the effect of the mouth, although the energy content of the waves here is very low.
Figure 11. Temporal distribution of the bed shear for point 1 (Sc₁—blue line; Sc₂—orange line) for flood and ebb combined with wet (panels (a,b)) and dry periods (panels (c,d)). Black solid (dashed) line correspond to the mean bed shear stress. Red (blue) line represent the τ for erosion (sedimentation).

Figure 12. Temporal distribution of the bed shear for point 3 (Sc₁—blue line; Sc₂—orange line) for flood and ebb combined with wet (panels (a,b)) and dry periods (panels (c,d)). Black solid (dashed) line correspond to the mean bed shear stress.

Figure 13b,c shows the module and direction variations between the two scenarios. After interventions, a decrease of its module is observed along Valdelagrana beach, especially in the less wave-exposed area of the coastline, where it reaches about 20%. F rotates only 1–2° anti-clockwise.
Considering these small changes and the fact that the module of $F$ decreases more or less uniformly along this beach, interventions are not expected to have consequences on its planform, as it does not favor longitudinal energy gradients. Something very similar occurs in the navigation channel, especially towards the inner bay where the $\tau$ values were higher, due to the drastic change in depth and section. Moreover, in this area the change in direction is more pronounced, reaching $7^\circ$ in NC7. Therefore, the reduction of $F$ caused by a decrease in wave height around the new container terminal will improve its operability with respect to the current situation. Knowing that climate change is latent, and that rising sea levels and more severe storms can cause an increase in wave heights, a possible mitigation alternative would be dredging which could reduce the energy content of the waves in the bay. In Rota, $F$ is not influenced by interventions, while the direction of R1 only varies by $1^\circ$. Therefore, the influence of interventions on coastal morphodynamics is very limited. $F$ was calculated for the deep water data of buoy 2342 for all available years to determine the root mean square error (RMSE, black dashed line, Figure 13b,c) to determine at which points the effects of the interventions are greatest (exceeding RMSE). The values of the module are lower than RMSE except in NC9, while the directions do not exceed RMSE = $6^\circ$ except in NC6 and NC7, where as described above, the greatest effects due to the interventions are observed.

Figure 13. (a) Yearly-average wave energy flux in the navigation channel, and in the beaches of Valdelagrana and Rota for Sc$_1$ (blue) and Sc$_2$ (orange). (b) Differences in $F$ module. (c) Differences in $F$ directions between scenarios for each point of the previous sections. The black dashed line represents the RMSE of the variability observed for the data of Buoy 2342.

Figure 14 shows the temporal variations of $F$ between scenarios for the points analysed above during the whole simulated year. In Valdelagran, $F$ is reduced throughout the year (30%), with oscillating values in V6. In NC (Figure 14) the variations are more remarkable for NC1-3 and NC9, where there is a decrease in $F$ with respect to Sc$_1$ of up to 80%, originated by average wave heights (2 m) coming from SE-E (Figure 14). In Rota (Figure 14c) these oscillations are only about 10%, caused by the same wave conditions as in NC. Therefore, it can be concluded that interventions cause a reduction in the energy content of the beaches of Valdelagrana and Rota, altering the energy that the sediment mobilizes and causing an alteration in its morphodynamics (more relevant in Valdelagrana) for specific events, although the average energy flow for the whole year does not show great differences.
5. Conclusions

In this work, the influence of the deepening of the navigation channel, the construction of a new terminal and a bridge on the renewal rates, salinity and temperature distributions, wave propagation and morphodynamics of a complex bay (Cádiz, Spain) was analyzed. Both the methodology used, based on the implementation of a calibrated and tested numerical model, and the results obtained can be applied to other bays or estuaries where this type of interventions are carried out, in particular for those systems formed by several basins with different characteristics. After the analysis of the results, the following conclusions are drawn:

- The inclusion of wave forcing and baroclinic processes in the numerical simulations allows to capture several effects on tidal dynamics that previous studies failed to analyze, such as the decrease in the amplitudes of the diurnal components as well as the amplification of the changes produced in the semi- and quarter-diurnal components. The deepening of the navigation channel will cause a decrease in the tidal wave, which will lead to a decrease in the overtidal components, reducing the effects due to friction. Also, there is a clear decrease in the celerity of the tidal wave \( c_{M2} \), distancing its values from celerity in shallow waters \( c_0 \). At the same time, the tidal wave tends to be more progressive in the inner bay, which is more similar to channels with a constant section and infinite length. This shows how the bay ceases acting as a convergent system to become a damping system, which can potentially soften the effects produced by the projected sea level rise.
The greatest changes in salinity and temperature are observed close to the deepening area. $R_w$ and $R_s$ are directed towards the margins of the PC, which can change the sediment transport pattern. In addition, dredging intensifies the importance of the baroclinic terms, as the water column increases. The flushing time increases in PC due to the increase of water volume that requires more time for its displacement. These effects can also be observed in the exchange rates where, as the latter increases and as neither $R_{tide}$ nor $R_{wind}$ varies, $R_{baroclinic}$ gains importance. A decrease of $R_{hyp}$ is observed, possibly caused by the reduction of the difference in salinity between the outer bay and PC. Finally, it is shown how dredging dumps the seasonal variability of salinity and temperature, something to be considered in the future as climate change will cause an increase in water temperature for the study area.

Regarding the morphodynamics, the deepening of the channel causes an increase in the bed shear stresses, exceeding the critical values of erosion, increasing the lifetime of the dredging but also increasing the sedimentation on its surroundings where the eroded sediment will possibly be deposited, thus decreasing the cross section of PC. Furthermore, such erosion will result in increased turbidity which will impact on the biogeochemistry of PC.

The greatest changes in wave energy flux are observed in NC, especially near the new terminal where the decrease in wave height due to the channel deepening causes a decrease in the energy flow module, favoring the operation of the new terminal. The changes in the coastal morphology of the beaches of Valdelagrana and Rota will be very limited, although there is a reduction in the energy content that will alter the energy that moves the sediment, especially for certain wave conditions, which added to climate change, can modify the mid- to long-term morphodynamics of these beaches.
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