GCN-Geo: A Graph Convolution Network-based Fine-grained IP Geolocation System

Shichang Ding, Xiangyang Luo*, Jinwei Wang, Member, IEEE, and Neal Naixue Xiong, Senior Member, IEEE

Abstract—Fine-grained IP geolocation systems often rely on some linear delay-distance rules. They are not easy to generalize in computer network environments where the delay-distance relationship is non-linear. To improve the generalization capabilities, researchers begin to pay attention to deep learning-based IP geolocation systems recently. These data-driven systems leverage multi-layer perceptron (MLP) to model non-linear relationships. However, MLP is not so suitable for modeling computer networks because networks are fundamentally graph-structured data. MLP-based IP geolocation systems only treat IP addresses as isolated data instances, forgoing the connection information between IP addresses. This would lead to suboptimal representations of computer networks and limit the geolocation performance.

Graph convolutional network (GCN) is an emerging deep learning method for graph-structured data presentation. However, limited attention has been paid to introducing GCN into IP geolocation problem. In this work, we research how to model computer networks for fine-grained IP geolocation with GCN. First, we formulate the IP geolocation task as an attributed graph node regression problem. Then, a GCN-based IP geolocation system named GCN-Geo is proposed to predict the location of each IP address. GCN-Geo consists of a preprocessor, an encoder, graph convolutional (GC) layers and a decoder. The preprocessor and the encoder transform raw network measurement data into the initial graph node & edge embeddings. GC layers can refine the initial graph node embeddings by explicitly modeling the connection (edge) information between IP addresses. The decoder maps the refined node embeddings to the geolocation of nodes (IP addresses). The proposed decoder can relieve the converging problem of GCN-Geo by considering the prior knowledge, which is about the coarse-grained location of target IP addresses. Finally, the experimental results in three real-world datasets (New York State, Hong Kong, and Shanghai) show that: (i) the best baselines are all different in the three datasets because the generalization capabilities of baselines are limited; (ii) GCN-Geo clearly outperforms the state-of-art rule-based and learning-based baselines on all three datasets on average error distance, median error distance and max error distance. For example, compared with the best baselines in each dataset, GCN-Geo can reduce the average error distance by 16% to 28%. The parameter studies also reveal the configurations which could significantly influence the performance of GCN-Geo, such as aggregation methods. This work verifies the great potential of GCN in fine-grained IP geolocation.

Index Terms—Fine-grained IP Geolocation Systems, Graph Convolutional Network, Computer Network, Deep Learning

1. INTRODUCTION

IP geolocation technology aims to obtain the geographic location of a given IP address [1, 2]. It has been widely used in localized online advertisement, location-based content restriction, cyber-crime tracking, and so on [1, 3]. IP geolocation service is important especially when internet users are using equipments without GPS (Global Positioning System) function, such as PCs and routers. Accuracy is one of the most important performance objectives for IP geolocation service. Existing IP geolocation systems can be categorized into two kinds by accuracy: coarse-grained IP geolocation and fine-grained IP geolocation.

Coarse-grained IP geolocation can find the city or state location of an IP address. Researchers have proposed a series of coarse-grained IP systems such as [1, 3]. Commercial databases can also be used to provide a coarse-grained location of IP addresses [1, 4]. The median error distances of these systems are between dozens and several hundreds of kilometers. After obtaining a coarse-grained location of a target IP, fine-grained IP geolocation systems can be used to find its more accurate location. The median error distances of fine-grained IP geolocation systems are usually around or less than 10 kilometers. Though there are several fine-grained IP geolocation systems like SLG [5], Checkin-geo [6], MLP-Geo [7] and Corr-SLG [2], fine-grained IP geolocation stills faces many challenging problems [1], such as generalization capabilities in different network environments and reliable fine-grained landmark [4]. In this paper, we mainly focus on improving the generalization capabilities of measurement-based fine-grained IP geolocation.

Measurement-based IP geolocation can geolocate a target IP after the probing host [2] obtains the measurement data (e.g., routing data) to the target IP and landmarks [2, 5]. Generally, existing measurement-based fine-grained IP geolocation systems can be categorized into two kinds: rule-based and deep learning-based systems.

For rule-based systems like SLG, [5] and Corr-SLG [2], they assume that most hosts in one network are following some delay-distance rules. Then they can map a target IP to its nearest landmark by transforming its delay to distance. For example, the rule of SLG is that the shortest "relative delay"

Landmarks are IP addresses with known locations [2, 5].
comes from the nearest landmark [5]. However, this rule is not valid for all intra-city networks. For example, authors of Corr-SLG find that in some cities like Toronto (Canada) and Zhengzhou (China), the rule of SLG is not suitable for many hosts [2]. Corr-SLG improves SLG by dividing hosts into three groups according to their relative-delay-distance correlation. Corr-SLG applies the different linear delay-distance rules in different groups. Even so, Corr-SLG cannot accurately geolocate the hosts which follow non-linear delay-distance rules. Generally speaking, the performances of the rule-based systems rely on the partition of hosts which follow the pre-assumed linear delay-distance rules. However, distance is usually not the dominant effect for delay inside cities [2]. Therefore, the partition of hosts following the linear delay-distance rule could be low in many intra-city networks. This limits the generalization capabilities of rule-based systems.

Recently, deep learning seems to be a hopeful solution to the generalization problem of IP geolocation in different computer network environments. There are two possible advantages of deep learning-based (shorten as learning-based) IP geolocation systems. First, learning-based systems do not need strong pre-assumptions of delay-distance rules. These data-driven models can learn specific delay-distance (or routing-distance) relationships based on the raw measurement data of each computer network. Second, learning-based systems are capable of extracting non-linear relationships, while non-linear rules are hard for human experts to recognize. Encouraged by the possible advantages, researchers proposed several IP geolocation systems based on deep learning, such as NN-Geo [3] and MLP-Geo [7]. These systems use MLP (multi-layer perceptron) to learn the relationship between the measurement data (e.g., delay and routing information) and the targets’ locations. Among them, MLP-Geo is a fine-grained IP geolocation system.

However, the generalization ability of MLP-Geo is still not satisfying. Based on our experiments (shown in Table 1 in different actual networks, MLP-Geo is not always better than rule-based systems such as [2] [5]. This is because MLP is still not the ideal learning-based method for modeling computer networks. MLP is good at prepossessing Euclidean structure data, while the computer networks are fundamentally graph-structured data (a typical non-Euclidean structure data) [9] [10]. Limited by the design of MLP, it is hard for MLP to model the connection information of the network. MLP-based IP geolocation systems can only treat the IP addresses as independent instances. However, hosts in one network are non-independent and linked to each other by intermediate routers. Both NN-Geo and MLP-Geo only leverage the direct delay between the probing host and the targets, ignoring all the other useful features, such delays between routers and the IP addresses of routers. Though MLP-Geo also leverages the routers’ IDs between the probing host and targets, it still cannot learn the relationship between these routers, or the relationship between routers and targets. Therefore, MLP cannot fully describe the network topology. This could lead to suboptimum results since MLP lacks the ability to introduce more useful information into IP geolocation.

In recent years, Graph Convolutional Network (GCN) emerges as one of the most advanced deep learning methods for graph data presentation [11]. It has achieved great success in different fields of graph data, like recommendation system [12], social network [13], knowledge map [14], chemistry [15], etc. However, little attention has been paid to utilizing GCN for fine-grained IP geolocation problems. As far as we know, we are the first to explore the potential of GCN in fine-grained IP geolocation.

The main challenges of introducing GCN into IP geolocation tasks are four-folds.

1) How to formulate IP geolocation problem in the context of graph deep learning?
2) Why GCN would outperform MLP in IP geolocation?
3) How to design a proper GCN-based system for the fine-grained measurement-based IP geolocation task?
4) Which factors will affect the performance of the GCN-based system for fine-grained IP geolocation?

By tackling these challenges, the main contributions of our work can be summarized as follows.

1) We formulate the measurement-based fine-grained IP location problem as a semi-supervised attributed-graph node-level regression problem. First, IP addresses are mapped into graph nodes, and links are mapped into graph edges. Then, the features of IP addresses (e.g., delay and links (e.g., the delay of link) can be naturally transformed into attributes of the graph nodes and edges. Finally, the IP geolocation problem is formulated as estimating the latitudes and longitudes of the target graph nodes based on the known locations of other graph nodes.
2) By analyzing the difference in forming the embeddings of IP addresses, we explain the advantages of GCN-based IP geolocation systems compared to MLP-based IP geolocation systems.
3) We propose a GCN-based system to solve the node regression problem, which is called GCN-Geo. It consists of four components: a preprocessor, an encoder, GC (graph convolutional) layers, and a decoder. The preprocessor transforms the raw traceroute data of a computer network into an attributed-graph representation. The encoder generates the initial graph node/edge embeddings for GC layers. The GC layers refine the node embeddings by propagating messages along the edges. Finally, the latitudes and longitudes of each node can be decoded from the refined node embeddings.
4) We highlight the limitation of the general decoder, which makes the GCN-based IP geolocation systems hard to converge. We relieve the converging problem with a rule-based decoder. The core idea of the rule-based decoder is making GCN-Geo find targets’ fine-grained locations inside a possible coarse-grained area. The experiments show that the rule-based decoder can significantly reduce the error distance and training epoch numbers of GCN-based IP geolocation systems.
5) The geolocation experiments are carried out in three real-world networks including New York State, Hong Kong, and Shanghai. The best baselines are different
in three datasets w.r.t. different metrics. In all three networks, the GCN-Geo system clearly outperforms the rule-based and learning-based systems on average error distance, median error distance, and max error distance. For example, compared with the best baselines in each dataset, GCN-Geo reduces the average error distances by 16% to 28%. The parameter studies show that parameters like aggregation methods and the depth of GC layers can clearly affect the performance of GCN-Geo. These empirical results validate the potential of GCN in fine-grained IP geolocation.

The rest of the paper is organized as follows. In Section 2, we introduce the related works of fine-grained IP geolocation as well as the applications of GCN in computer networks. In Section 3-A, IP geolocation is formulated into an attributed graph node regression problem. In Section 3, with a discussion of the advantages of GCN compared to MLP in IP geolocation. In Section 4, we propose the GCN-Geo system. Section 5 shows and analyzes the experiment results in three real-world datasets. Finally, the pros and cons of GCN-Geo are concluded in Section 6 with a short discussion of future works.

2. RELATED WORK

In this section, we introduce the works related to our study, mainly including fine-grained IP geolocation systems and the applications of Graph Convolution Network in computer networks.

A. Fine-grained IP Geolocation

Besides measurement-based systems, there are two other kinds of fine-grained IP geolocation systems: database-based and data-mining-based system. IP geolocation databases can only provide the fine-grained locations for a small proportion of IP addresses, which could hardly satisfy people’s needs [4]. Data-mining-based systems, like Checkin-Geo [6], can map IP addresses to locations based on a mass amount of raw data which contains “IP-location” information such as users’ logs. However, these kinds of raw data resources are only possessed by few internet giants like Microsoft Bing [4] and Tencent [6], which are not open to the public. For example, Checkin-Geo is a data-mining-based fine-grained system. First, it extracts users’ names and their locations from the checkin [6] information collected on smartphone applications. Then it extracts users’ names and users’ IP addresses from the logins collected on PC applications. In the end, Checkin-Geo can map a user’s PC IP address to his/her smartphone location. Both the PC and the smartphone applications are owned by a famous Chinese online social platform called “Tencent QQ”. These data resources are only open to researchers who work together with Tencent. Besides this problem, data-mining-based systems cannot work well in areas where those Internet giants are not serving, or the location-sharing service is forbidden. For example, Tencent QQ mainly serves in China and has been banned in India.\footnote{www.xda-developers.com/india-bans-xiaomi-mi-browser-pro-qq-international-app/}

The limitations of database-based and data-mining-based systems require researchers to pay attention to measurement-based systems. In theory, measurement-based systems can geolocate any target IP if the delay or routing data between the target IP address and landmarks can be obtained. However, it is hard for measurement-based systems to get a fine-grained geolocation result. Because the relationship between measurement data and target IP’s location is very complicated and different in various network environments.

SLG is the first fine-grained measurement-based IP geolocation system [5]. It is also the first rule-based system as well as one of the most widely-used fine-grained IP geolocation baselines until now. It assumes that most hosts in a network are following a simple linear delay-distance rule: the shortest “relative delay” comes from the nearest landmark. Since the delay between a landmark and a target IP is hard to measure, “relative delay” is proposed by SLG as an approximation. Assume the delay from the probing host to a target IP is $d_{pt}$, the delay from the probing host to a landmark is $d_{pl}$, and the delay from the probing host to the closest common router is $d_{pr}$. The “relative delay” between the target and the landmark is $(d_{pl} - d_{pt})/(d_{pt} - d_{pr})$. This rule originated from an observation of the relationship between relative delay and distance of 13 landmarks in New York City [5]. However, in further studies, researchers realized that this rule may not be valid for all intra-city networks.

Researchers in Corr-SLG find that there is no clear relationship between relative delay and distance in Zhengzhou (China) and Toronto (Canada). They explain that for the intra-city delay, the delay caused by geographical distance are not always the major constituent. The other factors like queuing delay and processing delay in routers could be more important. Thus the relationship between relative delay and distance is very complicated. In Corr-SLG, the relative-delay-distance correlation of all landmarks is calculated at first. Then all landmarks are divided into three groups. Corr-SLG leverages different delay-distance rules in each group. In the groups with a strong-positive relative-delay-distance correlation (close to 1), the relative delay increases as the distance increases. Thus the rule is similar to SLG, and Corr-SLG still map targets to the landmarks with the shortest relative delay. In the groups with a strong-negative correlation, they map targets to the landmarks with the largest relative delay (close to -1). However, Corr-SLG cannot decide how to handle the groups with weak correlation (close to 0). They simply map these targets to the average locations of landmarks. We can see the accuracy of the rule-based systems relies on the partition of hosts which follows their pre-assumed rules. Since the network environments may change in each city and at different times, the performances of rule-based systems vary significantly. \textbf{How to design a fine-grained system that can well generalize in different networks is an important problem.}

In recent years, deep learning attract many researchers’ attention [16-23]. People tried to utilize deep learning systems in IP geolocation to improve the generalization capabilities. Both NN-Geo [8] and MLP-Geo [7] use MLP to estimate locations for target IP addresses. Compared with NN-Geo,
MLP-Geo adds a new kind of useful information—the routers’ IDs between probing hosts and the targets. Its performance is much better than NN-Geo since NN-Geo only utilizes the delay between probing hosts and the target IP. The aim of learning-based systems is not to find a rule which is suitable for all networks. Instead, they aim to present a system which can correctly find “rules” in different networks. Whether a system can find rules correctly mainly relies on its modeling ability towards the target networks. Actually, MLP is not so suitable for modeling the measurement data of computer networks. MLP is good at prepossessing Euclidean structure data. However, little attention has been paid to IP geolocation as far as we know.

B. The Applications of GCN in Computer Networks

Graph Convolutional Network (GCN) is an emerging deep learning method, which is specially designed for graph-structured data in recent years [11] [13]. GCN can effectively capture the spatial information of the network topology. It is natural for researchers to try GCN in different problems of computer networks [24]. For example, network modeling is used to reconstruct the computer networks and predict the unseen computer networks. GCN has been introduced into network modelling in [25] [26]. [27] [28] discuss how to utilize GCN in network calculus analysis. GCN is also helpful in network delay prediction [29] and network traffic prediction [30] [32]. GCN has been introduced into automatic detection for Botnets, which is important to prevent DDoS attacks [33]. However, little attention has been paid to IP geolocation as far as we know.

3. BASIC FINE-GRAINED IP GEOLOCATION SYSTEMS AND DEFINITIONS

A. IP Geolocation Formulation

To explore the potential of GCN in fine-grained IP geolocation, we need to formulate IP geolocation as a graph-based learning problem at first. In this paper, the IP addresses \( IP_i, i = 1, 2, ..., N_{IP} \) and the links \( LK_j, j = 1, 2, ..., N_{LK} \) between IP addresses are used to represent the topology of a computer network. The link means a direct physical link between two IP addresses. The location of each IP address is represented as a pair of (latitude, longitude). Each IP address is associated with measured attributes, such as the delay from the probing host. Each link is also associated with measured attributes, such as the delay of the link. All IP addresses can be divided into four groups: the probing host IP address, the landmark IP addresses, the target IP addresses and the router IP addresses. The router IP addresses are the intermediate router IP addresses found by the probing host when tracerting the landmarks and targets.

As shown in Fig. 1, we map a computer network topology to an attributed undirected graph, \( G = (V, E, XV, XE) \). In the graph, a graph node \( v_i \in V, i \in \{0, 1, ..., N_V\} \) represents an IP address \( IP_i \). Each link \( LK_j \) is represented as a graph edge \( e_j \in E, j \in \{0, 1, ..., N_E\} \). Let \( xv_i \in XV, i \in \{0, 1, ..., N_V\} \) and \( xe_j \in XE, j \in \{0, 1, ..., N_E\} \) represent the attributes of the node \( v_i \) and the edge \( e_j \), respectively. The latitude and longitude location of \( v_i \) are \( \hat{loc}_{v_i} \). The two dimensions of \( \hat{loc}_{v_i} \) are \([-90, 90]\) and \([-180, 180]\), respectively.

Assume the node belongs to the probing host, landmarks, targets and routers are \( V_p, V_t, V_i \) and \( V_r \). Then the locations of the probing host and landmarks are \( \{\hat{loc}_{v_i}, v_i \in \{V_p, V_l\}\} \). The locations of targets are \( \{\hat{loc}_{v_i}, v_i \in V_t\} \). Herein, the measurement-based IP geolocation problem is formulated to learn a prediction function \( f(\cdot) \), which can estimate the targets’ location:

\[
\{(\hat{loc}_{v_i}, v_i \in \{V_p, V_l\}) : G \xrightarrow{f(\cdot)} \{\hat{loc}_{v_i}, v_i \in V_t\}, \]

where the outputs are targets’ estimated locations \( \{\hat{loc}_{v_i}, v_i \in V_t\} \), and the inputs are (i) the attributed undirected graph \( G = (V, E, XV, XE) \); (ii) the known locations of the probing host and landmarks \( \{\hat{loc}_{v_i}, v_i \in \{V_p, V_l\}\} \). In this paper, we use the numerical values of (latitude, longitude) to represent the location of each node, thus this is an attributed graph node regression problem. If the location is categorical, like communities or streets, the IP geolocation problem can also be formulated into a node classification problem. Note that researchers usually do not have the location information of intermediate routers \( V_r \), thus this is also a typical semi-supervised problem. It is worth reporting here, it is also easy to estimate the location of intermediate routers by formulating IP geolocation into a graph node regression problem. Because the graph representations of router nodes can be naturally learned along with target nodes.

B. The Advantages of GCN-based Systems

Generally speaking, there are two key phases in deep learning-based IP geolocation systems: (i) target embedding and (ii) target location mapping. From previous measurement-based IP geolocation systems like [4] [5] [7], we know raw network measurement data contains useful signals which can help in IP geolocation. The target embedding phase is responsible to extract all useful signals from raw network measurement data, and then compress them into vectorized representations of target IP addresses (i.e., targets’ embeddings). Then the target location mapping phase is responsible to map targets’
embeddings to targets’ locations. The main problem of MLP-Geo is that its target embedding phase fails to extract many useful signals from measurement data.

In Fig. 2 we show previous learning-based system MLP-Geo and a possible GCN-based IP geolocation system. We mainly analyze the difference between their target embedding phase. As shown in Fig. 2, MLP-Geo consists of three dense layers. The first two dense layers or the first dense layer can be seen as its target embedding phase. Here we assume its target embedding phase consists of the first two layers. And the last dense layer is MLP-Geo’s target location mapping phase. Then the targets’ embeddings \( E^2_{mlp} \) of MLP-Geo are generated as follows:

\[
E^2_{mlp} = f_2(f_1(Input)),
\]

\[
f_i = \sigma(W_iX_i + b_i),
\]

where \( Input \) is the input features of MLP-Geo, \( f_i \) denotes the \( i \)-th-dense-layer of MLP-Geo, \( W_i \) is the weight of the \( i \)-th-dense-layer, and \( b_i \) is the bias of the \( i \)-th-dense-layer. \( X_i \) is the input of \( i \)-th-dense-layer and the output of the \( (i-1) \)-th-dense-layer. \( Input \) is \( X_0 \). In MLP-Geo, \( Input \) consists of the delay and router IDs from the probing host to the targets. From Formula 3, we can see the dense layer \( f_i \) uses matrix multiplication to extract useful signals from the input data. In this way, it can only judge whether a router ID shows in the path between the probing host and a target. MLP-Geo cannot extract the sequence relationship of the routers between the probing host and targets. It also cannot describe the topology around an IP addresses (or the whole network). And it cannot leverage the delay between two directly-linked IP addresses, which have been proved useful by the rule-based systems like SLG. It also cannot consider the influence of the digits of IP addresses. For example, 110.220.100.32 and 110.220.100.35 may belong to one organization and are near to each other. It is hard for MLP-Geo to extract these useful signals because it is not designed for non-Euclidean structure data like graph.

GCN is a deep learning method designed for graph-typed data \([11, 15]\). Its core concept is message passing. As we mentioned in Section 3-A, all IP addresses are transformed into graph nodes. As shown in Fig. 2 we use GCN as the target embedding phase to generate node embeddings as follows:

\[
E^gcn_i = f_i(\ldots(f_2(f_1(E_0))),
\]

\[
f_i = \{f_{message}, f_{aggregate}, f_{update}\},
\]

\[
M_i = f_{message}(E_{i-1}),
\]

\[
MS_i = f_{aggregate}(M_i),
\]

\[
E^gcn_i = f_{update}(MS_i, E^gcn_{i-1}),
\]

where \( f_i \) indicates the \( i \)-th-layer, \( E^gcn_i \) is the node embeddings of the \( i \)-th-layer, \( E_0 \) denotes the input (initial node embeddings). We can see both GCN and MLP learn new embeddings for IP addresses over multiple layers (since they are all deep learning methods). However, one GC layer \( f_i \) consists of three functions: the message function \( f_{message} \), the aggregate function \( f_{aggregate} \), and the update function \( f_{update} \). For a graph node, the message function \( f_{message} \) passes its neighbor node’s embedding \( E_{neighbour}^i \) along the edge/link \( E_{link}^{i-1} \) to it. A neighbor node means there is one edge between these two nodes. Then the aggregate function \( f_{aggregate} \) collects the aggregation of all its neighbor nodes’ messages \( MS_i \). The update function \( f_{update} \) forms the node’s new embedding \( E^gcn_i \) based on the aggregated messages \( MS_i \) and the node’s previous embeddings \( E^gcn_{i-1} \).

From Formula 4-8, we can see the embedding of each graph node also aggregates with neighbor nodes’ embeddings and its edge embeddings at the beginning of each GC layer. And in \( i \)-th-GC-layer, a node can get information from its \( i \)-hop neighbors. For example, in the \( 2rd \)-GC-layer, a node not only gets messages from its 1-hop neighbors, but also gets information from 2-hop neighbors. Because the messages from its 2-hop neighbors are passed to its 1-hop neighbors in 1st-GC-layer. Through passing messages along the edges, after \( i \) GC layers (\( i \) is usually larger than 2), every node will gradually know the topology and node/edge attributes of the computer network. So compared with MLP, GCN can naturally describe the network topology in the targets’ embeddings. And the other features like delay of links and IP addresses can also be utilized, because they can be easily combined into message function \( f_{message} \), or the embeddings of links \( E_{link} \). Thus GCN can extract more kinds of useful signals from measurement data than MLP during target embedding phase. Next we will introduce how to build a fine-grained IP geolocation system based on GCN in detail.

4. OUR PROPOSED GCN-GEo SYSTEM

We present the GCN-Geo system in this section. Fig. 3 illustrates the system, which consists of four components: a preprocessor, an encoder, GC layers, and a decoder. The preprocessor maps the raw measurement data of a computer
network into its graph representation $G = (V, E, XV,XE)$. The encoder generates the initial feature embeddings of $G$. The GC layers refine the initial feature embeddings with graph signals and output the refined embeddings for all nodes $V$. Finally, the decoder maps the refined node embeddings into the locations. We will describe each component one by one, followed by the optimization details.

### A. The Preprocessor

In this paper, the measurement data is mainly traceroute data from the probing host to landmarks and targets. The task of the preprocessor is transforming the raw traceroute data into the initial embeddings of $G = (V, E, XV,XE)$ for the encoder. This mainly consists of two sub-tasks: (i) building the Graph $G$ with the graph nodes $V$ and the links $E$; (ii) extracting the node attributes $XV$ and the link attributes $XE$.

#### 1) Building Graph: Node

As mentioned in Section 3-A, we use the IP addresses and the links between IP addresses to represent the topology of a computer network. Thus all IP addresses in the raw traceroute data are transformed into the graph nodes. Each node $v_i$ is differentiated by a node ID. The ID is from 1 to $N_V$. $N_V$ is the number of all IP addresses found in traceroute data.

**Edge.** If the probing host finds a direct physical link between two IP addresses, then the link is transformed into a graph edge $e_j$. During the traceroute, it is possible that the probing host cannot get the IP address and delay of some routers, which are called "anonymous routers". There are two kinds of systems to build an edge over "anonymous routers": (i) ignore anonymous routers and build an edge between the two routers before and after the anonymous routers along the routing path; (ii) map anonymous routers to IP addresses found in other re-measured routing paths. Both solutions are tested in early experiments. The difference in their final geolocation performances is not significant. This may be due to that GCN itself is a powerful feature extractor, which is not sensitive to such differences in the input graph. However, the first solution introduces more edges in $G$, which leads to higher computation complexity and greater memory needs in the optimization phase. Thus we leverage the second solution in this paper, which is introduced as follows.

After tracerting one IP address multiple times, we may get several different routing paths. We assume that if two routing paths are the same as each other except for the anonymous routers, then the two paths are likely to be similar. Then we can map the anonymous routers in one path to the IP addresses in other similar paths. Our matching algorithm is shown in Algorithm 1. The raw path set refers to all the raw paths found by the traceroute. The completed path set refers to the paths of which the anonymous routers have been mapped to IP as much as possible. After using Algorithm 1, we can build edges based on the completed paths. We ignore any anonymous routers which are still not mapped to IP addresses. And then an edge is built between the two routers before and after the anonymous routers along the routing path. The number of all final edges is $N_E$. It is worth mentioning here researchers can replace Algorithm 1 with more advanced methods to check its influence on the final geolocation performance in future works.

#### 2) Extracting Attributes: Node Attributes

In this work, each graph node is associated with two kinds of node attributes: node delay and node IP address. The node delay is the direct delay from the probing host to the node. For each node, the delay is repeatedly measured by the probing host many times. The minimum one is selected as the node delay because it contains minimum congestion and is closer to the true propagation delay. In the end, we combine the node IDs and node attributes as the initial feature of a node. $v_i$ denotes the initial features of node $v_i$ and $V$ denotes the initial features of all nodes.

**Edge Attributes.** Each edge can be associated with several kinds of features such as the edge delay, the head node IP address, and the tail node IP address. Here, the node nearer the probing host is called the head node of the edge, and the other one is the tail node. The edge delay is calculated by subtracting the node delay of the head node from the tail node. We keep edge delay even if it could be a negative value. Since we do not need to refine the edge representation in the GC layers, we do not need edge IDs to differentiate edges. The initial features of an edge only consist of its edge attributes. $e_j$ denotes the initial features of edge $e_j$ and $E$ denotes the initial features of all edges.
Algorithm 1: Map Anonymous Routers to IP addresses

Input: Raw path set $P_r$, Completed path set $P_c = \emptyset$, Flag $flg = 1$
Output: Completed path set $P_c$

1: Pick a raw path $P_r^i$ from $P_r$;
2: Add $P_r^i$ into $P_c$;
3: for each $P_r^j \in P_r$ do
4:     $flg = 1$;
5:     for each $P_r^k \in P_r$ do
6:         if the hop count of $P_r^i$ equals $P_r^j$ then
7:             if the hop of $P_r^i$ equals $P_r^j$ except anonymous routers then
8:                 Map anonymous routers in $P_r^j$ to corresponding IP in $P_r^i$;
9:                 Update $P_r^j$ in $P_r$;
10:             end
11:         end
12:     end
13:     if $flg = 0$ then
14:         Add $P_r^j$ into $P_c$;
15:         $flg = 1$;
16:     end
17: end
18: final;
19: return $P_c$

B. The Encoder

The encoder aims to form initial low dimensional embeddings of graph nodes and edges for the GC layers. The embeddings of graph nodes and edges are generated from the initial node features $V$ and the initial edge features $E$ from the preprocessor.

For each non-zero feature in $V$ and $E$, we associate it with an embedding vector. Then we could get a set of low dimensional embeddings for graph nodes and edges, respectively. We concatenate the embeddings of a node (or edge) into a vector to describe the node (or edge). To be specific, the low dimensional embeddings of a node $v_i$ and an edge $e_j$ are:

$$h_v^{(0)} = Q_v^T v_i,$$

$$h_e^{(0)} = Q_e^T e_j,$$

where $Q_v \in \mathbb{R}^{N_v \times G}$ denotes the embedding matrix for all nodes $V$, $Q_e \in \mathbb{R}^{N_e \times K}$ denotes the embedding matrix for all edges $E$. $N_v$ denotes the number of node features and $G$ denotes the embedding size. $N_e$ denotes the number of edge features and $K$ denotes the embedding size. The encoder then feeds $h_v^{(0)}$ and $h_e^{(0)}$ into the next component – the GC layers for embedding augmentation. It is worth reporting that pooling mechanisms could be applied here instead of concatenating, like average pooling, max pooling, attention-based pooling [34]. However, average pooling and max-pooling tried in our early experiments did not improve the performances. This may be because they lost some information useful for geolocation. The attention-based pooling requires more parameters which could lead to overfitting and thus is neglected in this work. In the end, we decide to leverage concatenating to generate the feature vector.

C. Graph Convolutional (GC) Layers

This is the core component of the GCN-Geo system. The inputs are the initial low dimensional embeddings of graph nodes $h_v^{(0)}$ and edges $h_e^{(0)}$. Its aim is to augment initial graph node embeddings $h_v^{(0)}$ by explicitly modeling the edges between nodes and graph/edge attributes. The final graph node embeddings will be sent to the decoder for location estimation. GCN is a general framework. As we mentioned in Section 3-B, GC layer consists of message, aggregate and update functions. We need to design and implement message, aggregate and update functions that are suitable for IP geolocation task.

Message Function. For a node $v_i$ and one of its neighbour node $v_j$, the message from $v_j$ to $v_i$ is defined as:

$$m_{i \rightarrow j} = f_{\text{message}}(h_v^{(0)} v_i, e_{ij}),$$

where $m_{i \rightarrow j}$ is the message of $v_j$ sends to $v_i$, and $f_{\text{message}}$ is the message function. The inputs of $f_{\text{message}}$ are: (i) the embeddings of the neighbour node $h_v^{(0)}$; (ii) the embedding of the edge $e_{ij}$ between the two nodes. In this paper, $f_{\text{message}}$ is implemented as:

$$m_{i \rightarrow j} = f_{\text{edge}}(h_v^{(0)} v_i) h_v^{(0)} v_j,$$

where $f_{\text{edge}}$ is a two-layer MLP, which transforms the edge embedding $e_{ij}$ (size $K$) to a $G \times G$ matrix. The matrix is used as a weight to control the influence of the neighbor’s message $h_v^{(0)}$. The edge embedding $h_v^{(0)}$ is generated from the edge attributes like the edge delay and the IP addresses of two edge nodes. $h_v^{(0)}$ contains the node ID and attributes (e.g., IP addresses, the delay to the probing host). It is reasonable to use the transformed edge embeddings as message weight. For example, if the edge delay is too large, it may reflect that $v_j$ is too far away, then its message is not so important to $v_i$; Or if the two IP addresses are very similar, it may reflect that $v_j$ is too far away, then its message is not so important to $v_i$.

Aggregation and Update Function. $U_{v_i}$ denotes the set of neighbor nodes of $v_i$. The aggregation function $f_{\text{aggregate}}$ collects all the messages propagated from $U_{v_i}$ to $v_i$. The update function $f_{\text{update}}$ uses the collected messages $A_{v_i}$ to update the embedding of $v_i$. The aggregation and update function for $v_i$ are defined as:

$$A_{v_i} = f_{\text{aggregate}}(e_{ij}, m_{i \rightarrow j}),$$

$$h_v^{(l)} = f_{\text{update}}(h_v^{(l-1)}, A_{v_i}),$$

where $h_v^{(l)}$ denotes the updated embedding of node $v_i$ after the $l$-th GC layer ($l = 1, 2, 3, 4, \ldots$). $h_v^{(0)}$ is the initial node embedding from the encoder, as shown in Formula 9. The
aggregation function $f_{\text{aggregate}}$ can be a simply symmetric function such as Mean [11], Max [36], or Sum [37]. The Mean aggregator uses the average of all neighbors’ messages as the aggregated message. The Max aggregator selects the largest value in all neighbors’ messages to represent the aggregated message. The Sum aggregator sums up all neighbors’ messages as the aggregated message. Since no previous work has tested them in IP geolocation, we tried all these kinds of aggregators in experiments. The update function is implemented as follows:

$$h_{v_i}^{(l)} = \text{ReLU}(h_{v_i}^{(l-1)} + A_{v_i}),$$

where we update the node $v_i$ by summing up its previous embedding $h_{v_i}^{(l-1)}$ and its aggregated messages from neighbors $A_{v_i}$. And we use ReLU to do non-linear feature transformation. This is important for feature learning since nodes and edges have rich semantic attributes in this paper. In this way, the new node embedding $h_{v_i}^{(l)}$ contains following information: (i) which nodes are its neighbours (topology nearby); (ii) its neighbours’ attributes; (iii) its edges’ attributes (e.g., IP address, delay); (iv) its own attributes (e.g., ID, IP address, delay). Then we stack GC layers and repeat the three basic functions for several times. By stacking $l$ GC layers, a node is capable of receiving the messages propagated from its $l$-hop neighbors. For example, in the second time, when $v_i$ gets messages from the neighbor $v_j$, it also can learn the messages from $v_j$’s neighbors, which are passed to $v_j$ in the first time. After propagating with $L$ layers, we obtain the final embeddings for all node $V$, namely $\hat{h}_{v_i}^{(L)}$. The final node embeddings are then fed into the decoder for location estimation.

D. The Decoder

The decoder aims to estimate the location information from the nodes’ final embeddings $\hat{h}_{v_i}^{(L)}$. Specially, we need to predict two numerical values (latitude and longitude) for all nodes. For problems in other research areas, a general decoder after GC layers are several dense layers, which can map the final node embeddings to two-dimensional vectors. For example, a typical two-dense-layers decoder can be implemented as:

$$\hat{\text{loc}} = \sigma \left( W_{\text{loc}}^2 (W_{\text{loc}}^1 \hat{h}_{v_i}^{(L)} + b_{\text{loc}}) + b_{\text{loc}}^2 \right),$$

where $\hat{\text{loc}} \in \mathbb{R}^{2N_v \times 2}$ denotes the estimated location matrix for all nodes $V$. Specially, the two dimensions of $\text{loc}$ are the estimated numerical values of latitude and longitude for all nodes. $W_{\text{loc}}^1$ and $W_{\text{loc}}^2$ are the weights of the two dense layers. $b_{\text{loc}}$ and $b_{\text{loc}}^2$ are biases. $\sigma$ is the non-linear activation function to endorse nonlinearity, such as ReLu in Formula [15].

Then we can train GCN-Geo by comparing the ground-truth locations $\text{loc}_{\text{train}}$ and the estimated locations $\hat{\text{loc}}_{\text{train}}$. $\text{loc}_{\text{train}}$ (or $\hat{\text{loc}}_{\text{train}}$) means the real/estimated locations of the training dataset.

However, this kind of decoder is not suitable for IP geolocation. In this way, the output can be any data in $\mathbb{R}$. The latitude and longitude range of the whole earth is (90S–90N, 180W–180E). Thus most output data is useless and only increases the difficulty for optimization. Even finding a fine-grained location of targets among the whole earth is also not necessary. As mentioned in Section[1] fine-grained geolocation is on the basis of coarse-grained IP geolocation systems. Thus, we usually already know a rough location of the target before estimating its fine-grained location. Here we show a different way that can improve the performance of IP geolocation. First, we need to use two min-max scalers to transform the $\text{loc}_{\text{train}}$ (latitude & longitude) into $\hat{\text{loc}}_{\text{train}}$. The scales of transformed latitude and longitude in $\hat{\text{loc}}_{\text{train}}$ are both [0, 1]. Then our decoder is implemented as follows:

$$\hat{\text{loc}}_{\text{ts}} = \text{Sigmoid}(\text{BatchNorm}(W_{\text{loc}} \hat{h}_V^{(L)} + b_{\text{loc}})),$$

where $\hat{\text{loc}}_{\text{ts}}$ is the estimated transformed location matrix for all nodes $V$. Sigmoid is an activation function of which output is [0, 1]. Sigmoid could become saturated if input values are too large, which makes learning even harder. BatchNorm refers to Batch Normalization [38]. Batch Normalization is applied here to ease the saturating problem of Sigmoid as well as preventing overfitting. Then we train GCN-Geo by comparing $\hat{\text{loc}}_{\text{ts}}$ and $\hat{\text{loc}}_{\text{ts}}$. After training, $\text{loc}$ can be scaled from $\hat{\text{loc}}_{\text{ts}}$ by reversely using two min-max scalers.

The scale of the two min-max scalers is actually a rough area that can cover all nodes in the training set. The core idea of our decoder is to find a rough area of the targets at first. In this work, we use the rough area of the training set as an approximation of this area. As we mentioned earlier, our decoder is based on an assumption that we could get a coarse-grained location of targets before fine-grained IP geolocation. A similar assumption can be found in previous fine-grained learning systems. For example, SLG needs to estimate the coarse-grained location before estimating the fine-grained location of a target. And since SLG maps target IP addresses to landmarks, the largest estimated area is actually limited to the area which the landmarks can cover. The main benefit of our decoder is that it eases the burden of fine-tuning parameters by introducing some prior knowledge. The experiments in section[5] show that this rule-based decoder significantly reduces the error distance and the epochs needed for the GCN-based model to converge.

E. Model Training

To learn model parameters, we employ the Mean Square Error (MSE) loss between $\text{loc}_{\text{train}}$ and $\hat{\text{loc}}_{\text{train}}$. In this work, we optimize the $L_2$ regularized MSE loss as follows:

$$\text{Loss} = \sum_{i=1}^{N(v)_{\text{train}}} (\text{loc}_{\text{train}} - \hat{\text{loc}}_{\text{ts}})^2 + \lambda \| \Theta \|^2,$$

where $N(v)_{\text{train}}$ denotes all nodes in the training dataset. And $\Theta$ includes all the trainable model parameters of GCN-Geo. Deep learning methods usually suffer from overfitting. Besides Batch Normalization in the decoder, we also leverage $L_2$ regularization to prevent overfitting. Note that Batch Normalization is only used in training, and must be disabled during testing.
\( \lambda \) controls the \( L_2 \) regularization strength. The Adam optimizer is employed to optimize the prediction model and update the model parameters by using the gradients of the loss function.

5. PERFORMANCE ANALYSIS

We evaluate experiments on three real-world datasets, aiming to answer the following research questions:

- **RQ1**: how does GCN-Geo perform as compared with state-of-the-art rule-based and learning-based street-level IP geolocation systems?
- **RQ2**: how does the rule-based decoder help GCN-Geo?
- **RQ3**: How do different settings (e.g., \( f_{\text{aggregation}} \)) affect the geolocating performance of GCN-Geo?

A. Dataset Description

To demonstrate the effectiveness and generalization capabilities of GCN-Geo, we plan to conduct experiments in various real-world networks. Due to privacy or intellectual property concerns, the datasets of most previous related works are not opened. So we need to collect our own datasets.

**Target Areas and Landmarks.** To test the generalization capabilities of GCN-Geo in different network environments, we collect landmarks from three areas: New York State (NYS), Hong Kong, and Shanghai City. In section 5 New York State is shortened as NYS, Hong Kong as HK, and Shanghai City as Shanghai. These areas belong to two continents (North America & Asia), including both developed countries and developing countries. The internet service providers (ISP) in the three areas are different. For example, the main ISPs are Spectrum and Verizon in NYS; Asia Netcom in HK; China Telecom and China Unicom in Shanghai. The size, urban environment, and terrain of these areas are also different. NYS consists of several cities and towns, including New York City, Buffalo city, Rochester city, etc. The size of NYS is 128,897 \( km^2 \). HK mainly consists of Hong Kong Island, Kowloon Peninsula, New Territories and some smaller islands. The size of HK is 2,755 \( km^2 \). Shanghai consists of the main urban area on the Changjiang alluvial plain as well as rural areas on a large island called Chongming Island. The size of Shanghai is 6,219 \( km^2 \). All these three areas cover densely populated urban areas and sparsely populated rural areas.

We collect street-level landmarks following the system in [5]. After verification and selection, there are 1705, 2061, and 1387 measurable street-level landmarks in NYS, HK and Shanghai, respectively. Each landmark is an IPv4 address with a pair of (latitude, longitude). From Fig. 4 we can see the landmark distribution in NYS, HK, and Shanghai. The latitude and longitude ranges (decimal degree) of landmarks in NYS, HK and Shanghai are (40.54N ~ 44.75N, 72.78W ~ 79.30W), (22.19N ~ 22.55N, 113.85E ~ 114.33E), and (30.71N ~ 31.65N, 121.02E ~ 121.87E), respectively. The covering area of landmarks are about in (467.98km \( \times \) 550.63km), (62.50 km \( \times \) 48.77km), (80.49 km \( \times \) 79.70km) in NYS, HK and Shanghai, respectively. The covering area and density of landmarks also could affect the performance of IP geolocation systems [39].

B. Engineering Applications of the Preprocessor and the Encoder

We deploy one probing host in one area. Every probing host is responsible for getting the raw traceroute data in the area where it locates. The network graph of the area is then built based on the measurement data obtained by its probing host. For 10 days, one probing host probes all landmarks in its city every 10 minutes (1440 times in total). Each probing host is a server installed with network probing tools, of which function is similar to traceroute. The software can get the IP addresses of routers between the probing host and all landmarks. And it can also obtain the delays (accurate to milliseconds) between each router and the probing host. After the preprocessor, the number of nodes (IP addresses) and the number of the links are (2872, 3303) in NYS, (3071, 3697) in HK, and (2530, 15108) in Shanghai. The edge/node ratio is 1.15, 1.20 and 5.97, respectively.

The initial attribute feature for each node is a 15-dimensional vector of values. The first 5 dimensions are the raw numerical of node delay and IP address. The numerical node delay is then binned into 10 intervals to form the last 10 dimensions. Here we use K-means to cluster delay into 10 bins. 10 is empirically selected. IP addresses can also be transformed into categorical features. The initial attribute feature for each edge is an 11-dimensional vector of values. The first dimension is the raw numerical data of the edge delay.
The remaining 10 dimensions are the binned edge delay.

Actually, it is easy to combine more kinds of features into the proposed GCN-Geo system, such as the domain name of routers, the two IP addresses of an edge, the delay changing trends of a node or edge, etc. All these features can be transformed into node/edge attribute features by the preprocessor, and then naturally introduced into model training through the encoder. And efforts can also be put into more sophisticated pre-processing techniques. For example, we can observe the histogram distribution of delay, and manually decide the number of bins for each area instead of using empirical numbers (10). IP addresses can also be explicitly transformed into categorical features. However, these features or pre-processing techniques are not easy to be applied in previous baselines for comparison. In this work, we focus on testing the learning potential of GCN in IP geolocation. Thus we utilize a simple preprocessor in this work, leaving further investigation on the preprocessor to future research.

C. Experiments Settings

**Evaluation Metrics.** In each area, 70% landmarks are randomly chosen for training, 20% for validation, and 10% for testing (i.e., target IP addresses). We use the validation sets to do early stopping and hyper-parameters fine-tuning. We compare performances on the test sets if not specially explained. For each test set, the latency and longitude ranges of landmarks are extended by 0.1 decimal degree, before being scaled to the [0, 1]. For example, assume the latitude and longitude range of one training set is (30.61N ~ 31.73N, 121.14E ~ 121.86E), then the range for scaling is (30.51N ~ 31.83N, 121.04E ~ 121.96E). 0.1 decimal degree is an empirical number, about 11.1 km for both longitude and latitude. We minimize the mean squared error loss following Formula [13]. During the validation and test phase, we need to re-scale the output of the decoder into latitude and longitude values to calculate the geographical distance. The error distance of an IP address is the geographical distance between the ground-truth location and the estimated location. To evaluate the performance of IP geolocation, we adopt three evaluation methods widely-used in previous works like [2, 5]: average distance error, median distance error, and max distance error. We also leverage Cumulative Distribution Function (CDF) to show the distribution of error distances.

**Parameter Settings.** We implement GCN-Geo in Pytorch. Code and hashed datasets will be opened upon acceptance. The embedding sizes of the initial node ID feature in the encoder and the hidden node representation in the GC layers are searched between \{32, 64, 128, 256\}. We optimize the model with the Adam optimizer. We leverage the default initializer of Pytorch to initialize the model parameters and embeddings. For example, standard normal distribution \(N(0, 1)\) is used to initialize node ID embeddings. A grid search is applied to find the best hyper-parameters. The learning rate is tuned amongst \{0.01, 0.001\}, the coefficient of \(L_2\) regularization is searched in \{0.01, 0.001, 0.0005\}. The depth of the GC layers \(L\) is searched in \{1, 2, 3, 4, 5\}. The number of hidden units of edge network is searched in \{4, 8, 16\}. The aggregation methods are searched among Mean, Sum and Max. Besides, the early stopping strategy is performed: training is stopped if the average distance error on the validation set does not increase for 1000 successive epochs. Usually, 4000 epochs are sufficient for GCN-Geo to converge.

D. Baselines

To evaluate the performance of the GCN-Geo system, we compare it with several state-of-the-art rule-based and learning-based street-level IP geolocation systems as follows.

**SLG** [5]. SLG is a typical rule-based IP geolocation system and is also one of the most widely-used street-level IP geolocation baselines. Its core rule is to map a target IP to the landmark which has the smallest relative delay to the target IP. There is no need to set or tune hyper-parameters for SLG. Thus in each area, we combine the training set and validation set to geolocate the testing set.

**Corr-SLG** [2]: Corr-SLG is a recent rule-based IP geolocation system. It divides landmarks into 1) Group A, strongly positive delay-distance-correlated landmarks; 2) Group B, strongly negative delay-distance-correlated landmarks; 3) Group C, weak delay-distance-correlated landmarks. For one target, Corr-SLG selects "landmark A" with the smallest relative delay in Group A and "landmark B" with the largest relative delay in Group B. Then Corr-SLG calculates the average location of all landmarks in Group C as "landmark C". The estimated location of the target is the average location of landmark A, landmark B and landmark C. The main hyper-parameters are \(C_a\) and \(C_b\) in Corr-SLG. They are used to divide all landmarks into Group A, Group B, and Group C based on delay-distance correlation. \(C_a\) and \(C_b\) are manually tuned among \{0, 0.1, 0.2, \ldots, 0.9\} and \{0.1, -0.2, \ldots, -0.9, -1\}, respectively. We split the landmarks into a training set, a validation set and a testing set (same to GCN-Geo). And we use the validation set to tune \(C_a\) and \(C_b\) in each area, and then report the results on test sets. The parameter searching methods are the same as [2].

**MLP-Geo** [7]. MLP-Geo is a learning-based IP geolocation system. Like GCN-Geo and Corr-SLG, we use validation sets to tune the hyperparameters of MLP-Geo in each area. The main hyper-parameters of MLP-Geo include the learning rate, the number of training epochs and the dimension size of the middle dense layer. A grid search is applied to find the best hyper-parameters. The learning rate is tuned amongst \{0.1, 0.01, 0.001, 0.0001\}. The dimension size is searched in \{32, 64, 128, 256\}. The number of training epochs is 20,000 to find the epoch corresponding to the best performance. The other settings are kept the same as suggested in [7]. For example, we set its \(beta\) to 30 when encoding the path.

E. Geolocation Performance Comparison between GCN-Geo and Baselines

From Table [1] we can see that the proposed system GCN-Geo consistently outperforms all baselines w.r.t. average error distance, median error distance and max error distance on all three datasets. Please note that we leverage MSE Loss as an optimizer target function. MSE loss aims to minimize the
Fig. 5: Error Distance CDF of Three Cities (New York, Hong Kong, Shanghai)
TABLE I: Performance (kilometers) Comparison of baselines and GCN-Geo

|                      | New York State |                  | Hong Kong |                  | Shanghai |                  |
|----------------------|----------------|------------------|-----------|------------------|----------|------------------|
|                      | Average | Median | Max   | Average | Median | Max   | Average | MEDIAN | MAX   |
| Rule-based           |         |        |       |         |        |       |         |        |       |
| SLG [5]              | 38.176  | 7.090  | 476.861 | 13.019  | 11.933 | 32.468 | 14.245  | 11.056 | 55.427 |
| Corr-SLG [2]         | 38.303  | 7.040  | 481.122 | 10.001  | 7.523  | 40.511 | 14.037  | 7.268  | 32.881 |
| Learning-based       |         |        |       |         |        |       |         |        |       |
| MLP-Geo [7]          | 43.274  | 13.847 | 429.320 | 9.793   | 9.140  | 26.530 | 14.245  | 7.040  | 481.122 |
| GCN-Geo              | 27.198  | 4.901  | 365.528 | 8.166   | 6.596  | 26.174 | 10.368  | 8.698  | 42.292 |
| %Err Reduced         | 28.76%  | 30.38% | 14.86% | 16.61%  | 12.32% | 1.34%  | 26.14%  | 21.33% | 1.37%  |

1 **bold** indicates the performance of GCN-Geo, underline indicates the best metrics among baselines, while **green colored** rows indicate the best baselines according to average error distance.

2 *"Average" indicates average error distance, "Median" indicates median error distance while "Max" indicates max error distance.*

3 %Err Reduced = 100%-(best metric of baselines)/(metric of GCN-Geo)

whole loss on all data instances (not the median loss or the max loss). Thus we mainly discuss average error distance in this work. The best baseline (i.e., green rows) in the following sections is the baseline with the smallest average error distance on the test sets if there is no special explanation.

**Accuracy.** Compared with the best baseline (SLG) in the NYS dataset, GCN-Geo decreases by 28.76% w.r.t. average error distance; in the Hong Kong dataset (MLP-Geo), GCN-Geo decreases by 16.61% w.r.t. average error distance; in the Shanghai dataset (Corr-SLG), GCN-Geo decreases by 26.14% w.r.t. average error distance. We can see the best baselines do not always have the smallest median error distance or smallest max error distance. Compared with the smallest median error distances among baselines, GCN-Geo decreases by 30.38% in the NYS dataset (Corr-SLG); GCN-Geo decreases by 12.32% in the Hong Kong dataset (Corr-SLG); GCN-Geo decreases by 21.33% in the Shanghai dataset (SLG). Compared with the smallest max error distances among baselines, GCN-Geo decreases by 14.86% in the NYS dataset (MLP-Geo); GCN-Geo decreases by 1.34% in the Hong Kong dataset (SLG); GCN-Geo decreases by 1.37% in the Shanghai dataset (Corr-SLG). These results clearly demonstrate that the geolocation accuracy of GCN-Geo is higher than baselines on all three metrics. Compared with max error distance, the advantages of GCN-Geo in average error distance and median error distance area are more clear.

**Generalization.** It is interesting that the best baselines are all different in the three areas. The best baselines are SLG, MLP-Geo and Corr-SLG in the NYS, Hong Kong and Shanghai datasets, respectively. A similar pattern can be found for median error distance and max error distance, too. For median distance error, the best baselines are Corr-SLG, Corr-SLG and SLG in the NYS, HK and Shanghai datasets, respectively. For max distance error, the best baselines are MLP-Geo, MLP-Geo and Corr-SLG in the NYS, Hong Kong and Shanghai datasets. Compared with the second-best baselines, in NYS, the best baseline (SLG vs Corr-SLG) decreases by 0.33% w.r.t average error distance; the best baseline decreases (Corr-SLG vs SLG) by 0.71% w.r.t median error distance; the best baseline (MLP-Geo vs SLG) decreases by 9.87% w.r.t max error distance. Compared with the second-best baselines, in Hong Kong, the best baseline decreases (MLP-Geo vs Corr-SLG) by 2.08% w.r.t average error distance; the best baseline (Corr-SLG vs MLP-Geo) decreases by 17.69% w.r.t median error distance; the best baseline (MLP-Geo vs SLG) decreases by 18.28% w.r.t max error distance. Compared with the second-best baselines, in Shanghai, the best baseline (Corr-SLG vs SLG) decreases by 1.46% w.r.t average error distance; the best baseline (SLG vs Corr-SLG) decreases by 1.99% w.r.t median error distance; the best baseline (Corr-SLG vs MLP-Geo) decreases by 2.18% w.r.t max error distance. From the experiments, we can see the performances of baselines are not stable in different areas. Their performance varies significantly in different network environments. For SLG, it relies on the proportion of "strong-positive-delay-distance-correlated" landmarks. For Corr-SLG, the proportion of "strong-negative-delay-distance-correlated" landmarks decides whether it can outperform SLG. **Compared with previous baselines, GCN-Geo shows better generalization capabilities in different network environments.**

F. An Interesting Difference between Learning-based and Rule-based systems

Fig 5 shows the cumulative probability of error distances of baselines and GCN-Geo in all three areas. In some datasets like NYS, the max error distances are too large, overlapping the smaller cumulative probability with each other. Thus we also magnify the picture (0–10 km & 0–0.6) in Fig 5b, 5d and 5f.

From Fig. 5(a), 5(c) and 5(e), we can see that: generally, the error distances of GCN-Geo are smaller than baselines in most phases of cumulative probability. However, if we check the error distances less than 10 km, we can see SLG could be better than GCN-Geo in the beginning. For example, in Fig. 5(b), SLG is better than GCN-Geo in the smallest 11% error distances (less than 2km); in Fig. 5(d), SLG is better than GCN-Geo in the smallest 16% error distances (less than 3km). Why SLG could be better than GCN-Geo at the start and become worse in the latter part of cumulative probability?

The rule of SLG is: "the shortest delay comes from the smallest distance". Thus SLG could get very accurate geolocation results for targets that follow this rule. Some error distances could be close to 0 if the landmarks are at the same location as the targets. This is why SLG performs well in the first part of CDF. However, the disadvantage of SLG is that its error distances could be very large for targets that follow the opposite rule – "the shortest delay comes from the longest distance". The error distances of SLG are also quite large for targets of which delay has no clear linear relationship with distance. This is why the max error distances of SLG are very
large in some datasets. So the average error distances of SLG are not so good if there are many of these kinds of targets. The cumulative probability of SLG would quickly become worse in the latter part.

GCN-Geo does not follow a specific linear delay-distance rule. Its “measurement data - location” mapping function is learned based on a supervised-learning method. The mapping function is optimized by minimizing the MSE loss of the whole training set. In other words, GCN-Geo considers the whole performance or average performance of all targets. Its mapping function tries to be suitable to as many targets as possible, instead of only focusing on a part of targets. In a dataset, if different targets follow different delay-distance or topology-distance rules, the mapping function of GCN-Geo may not be less accurate for some targets than SLG. This is because the mapping function needs to get better performance for other targets which do not follow linear rules. Therefore GCN-Geo can outperform SLG in the latter part of cumulative probability. Actually, we can notice that MLP-Geo follows a similar trend with GCN-Geo. In Fig. 5(d), MLP-Geo is worse than SLG before 3 km and quickly becomes better afterward. This is because MLP-Geo is also a learning-based system and is optimized by mean-square errors.

G. Geolocation Performance Comparison over different Decoders

As we explained in section 4-D, generally the decoders of GCN models utilize several dense layers to output the estimated latitude and longitude. However, this could be not suitable for IP geolocation tasks. Thus we propose to limit the output range first, then introduce the batch normalization layer and Sigmoid layer into the decoder. Here we compare our decoder with several baseline decoders. All these systems share the same preprocessor, encoder and GC layers. We introduce them as follows.

All decoders are divided into two groups: original and rule-based. For original decoders, they do not limit the output data range. For rule-based decoders, we scale the latitude and longitude range of the training set (+11 km) to [0, 1]. For Vanilla MLP, the decoder consists of a dense layer with Relu and an output layer. For +BatchNorm, the decoder consists of a dense layer with Relu, a batch normalization layer and an output layer. For +Sigmoid, the decoder consists of a dense layer with Relu and an output layer with Sigmoid. For +BatchNorm+Sigmoid, the decoder consists of a dense layer with Relu, a batch normalization layer and an output layer with Sigmoid. +BatchNorm+Sigmoid is the decoder used in our proposed GCN-Geo system.

Table 2 shows the best geolocation performance w.r.t average error distance of all decoders on validation sets. Since these decoders share all the other components, their test performances are high likely to follow the same trend of the best performances on validation sets. So we use the performances on validation sets to compare these decoders. Note the training epochs is at most 10000 and will be early stopped if results are not improved in 1000 epochs. For each dataset, the bold indicates the best average error distance. “Epochs” indicate the training epoch number of the corresponding results. It can show how many epochs a decoder needs to converge.

From Table 2, we can see the best average distance errors of two original decoders are still more than 1,000 km even after 10,000 training epochs. It indicates that GCN is not a "silver bullet" to the IP geolocation problem. Though its potential in IP geolocation has been verified in Table 1 simply changing its decoder could lead to unacceptable performance. The original GCN can not be directly used for IP geolocation. We still need to carefully design the structure of the whole GCN-Geo system to gain better geolocation performance.

For rule-based decoders, the performance is much better. And we can find some similar trends: 1) +Sigmoid and +BatchNorm both can clearly increase the performance and significantly reduce the epoch numbers for converging; 2) +Sigmoid is more accurate than +BatchNorm except Shanghai dataset; 3) +Sigmoid converges faster than +BatchNorm; 4) +BatchNorm+Sigmoid is better than only using +BatchNorm or +Sigmoid. We explain these trends as follows. Sigmoid limits the range of output into [0, 1], which eases the burden for the optimizer. Only using Sigmoid could meet the saturating problem. Batch normalization can help to relieve the saturating problem. Batch normalization itself can also facilitate neural network training [38, 40]. Besides, it is noticed that rule-based Vanilla MLP is much better than the original Vanilla MLP, with its output still belonging to $\mathbb{R}$. This is because our initializers sometimes would make the decoder’s estimated data in the first several epochs close to 0. If this happens, its performance could be much better than the

| Decoder Type | New York | Hong Kong | Shanghai |
|--------------|----------|-----------|----------|
|              | Average  | Epochs    | Average  | Epochs    | Average  | Epochs    |
| Original     | 3406.247 | 512       | 2690.566 | 10000     | 3266.079 | 10000     |
| +BatchNorm   | 6010.929 | 26        | 2812.680 | 335       | 1087.136 | 20        |
| Rule-based   |          |           |          |           |          |           |
| Vanilla MLP  | 69.663   | 6643      | 8.127    | 9828      | 12.504   | 3589      |
| +BatchNorm   | 29.861   | 2073      | 7.735    | 4690      | 9.723    | 1808      |
| +Sigmoid     | 26.445   | 1484      | 7.681    | 2285      | 9.843    | 1096      |
| +BatchNorm+Sigmoid | 25.165 | 3534 | 7.603 | 760 | 9.673 | 1439 |

1 **bold** actually indicates the validation average error distance of GCN-Geo, green colored underline rows indicates the best validation average error distances among other decoder types. Note all these systems only differ in decoder types.

2 "Epochs" indicates the training epoch number of the corresponding results.

3 These results are the best average distance errors on validation sets.

TABLE II: Performance (kilometers) Comparison of Different Decoder Types
original MLP.

Here we want to give a short discussion of why we name the decoder as a rule-based decoder. By scaling the range of latitude and longitude to $[0, 1]$, we actually assume that the target IP addresses in the testing set are likely to be located at the same rough area (e.g., city or state) of the training sets. This is a typical prior knowledge thus we name the decoder as rule-based. This prior knowledge is suitable if we knew the rough city-level or state-level location of targets in advance. Actually, most fine-grained IP geolocation relies on coarse-grained IP geolocation to find the rough location at first. For example, SLG uses a classical coarse-grained IP geolocation method named CBG to find a rough area of the target at first. Then SLG uses the landmarks belonging to this area to estimate the fine-grained location of the targets. MLP-Geo also needs to cluster the landmarks and targets at first based on their measurement data, which is similar to coarse-grained IP geolocation. And it is also natural that before fine-grained IP geolocation, we use a coarse-grained IP geolocation system at first. Actually, GCN-Geo can also be used to estimate a target’s coarse-grained location if we only use coarse-grained landmarks. Thus this rule may be suitable for most fine-grained IP geolocation tasks only if we can get a rough area of the targets at first. It is worth reminding here, we do not always need to scale the range of latitude and longitude of the training sets. The core idea is to find a rough area of targets, then re-scale the range of latitude and longitude of these areas to help the optimizer to converge.

These findings and the advantages of SLG shown in last section 5-F indicate that we should consider combining the advantages of rule-based and learning-based systems together to gain better performance.

H. The study of GCN-Geo

In this section, we investigate the impact of different learning configurations on the performance of GCN-Geo. We start by exploring the influence of the depth of the GC layers. We then study how different message aggregation methods affect the performance. The effect of Regularization Coefficients is discussed later. Finally, we analyze the influences of Graph Node Embedding Size. In Fig. 6 we show the effect of parameters on average error distance, median error distance and max error distance. However, we mainly analyze the effect of parameters on average error distance because the optimized target is MSE loss. GCN-Geo did not specifically seek a minimum median error distance or max error distance. We pick the best performance for each parameter on the testing sets. And no matter how parameters vary, the average error distances in Fig. 6 are consistently smaller than baselines in previous works for all datasets. It verifies the effectiveness of GCN-Geo, empirically showing that explicitly modeling the network connectivity can greatly facilitate the geolocation task.

1) Effect of the Depth of the GC Layers: The depth of the GC layers is actually the number of GC layers. From Fig. 6(a), the best layer numbers are 3, 2, 2 in NYS, HK and Shanghai, respectively. The worst layer numbers are 1, 5, 1 in NYS, HK and Shanghai, respectively. Compared to the worst layer numbers, the improvements of the best layer numbers are 7.27% ~ 16.55%. Increasing the depth of GCN-Geo substantially enhances the geolocation performance. GCN-Geo-3 indicates GCN-Geo with three message propagation layers and similar notations for others. We can see that GCN-Geo-2, GCN-Geo-3 and GCN-Geo-4 achieve consistent improvement over GCN-Geo-1 across all datasets, which only considers the first-order neighbors only. When further stacking propagation layer on the top of GCN-Geo-4, we find that GCN-Geo-5 leads to overfitting on the Hong Kong dataset. This might be caused by applying a too deep architecture that might introduce noises to the representation learning. The marginal improvements on the other two datasets verify that conducting 2-3 propagation layers are sufficient to model the network for IP geolocation.

2) Effect of Aggregation Methods: From Fig. 6(d) the best aggregation methods are Max, Mean, Mean in NYS, HK and Shanghai, respectively. The worst aggregation methods are Sum, Max, Max in NYS, HK and Shanghai, respectively. Compared to the worst aggregation methods, the improvements of the best aggregation methods are 9.58%, 1.92%, 18.95%, respectively. Neighborhood aggregation is a key operation, which distinguishes GCN from MLP as we discussed in section 5-B. Theoretically, all three methods have their limitation: 1) both Mean and Sum can not treat each neighbor differently; 2) Max may only lose some neighbors’ useful information. Previous work [37] has pointed out that Sum may be more powerful than Mean and Max for graphs without attributes. However, in three datasets of this paper, Mean is the best or the second-best, while Max is a little worse than Mean. Max could be the worst or the best in different datasets. The attributed graph is more complex, because the attributes of edges and nodes are also influencing the performance besides the network structure. The best aggregation methods in attributed graphs for geolocation still need more depth analysis.

3) Effect of Graph Node Embedding Size: From Fig. 6(g) all the best graph node embedding sizes are 128 in NYS, HK and Shanghai. All the worst graph node embedding sizes are 256 in NYS, HK and Shanghai. Compared to the worst graph node embedding sizes, the improvements of the best graph node embedding sizes are 5.71%, 5.68%, 14.49%, respectively. The influence patterns of Graph Node Embedding Size are stable for all three datasets. Increasing embedding size brings more representation power to the GC layers by introducing more complexity. This enables the model to learn more complicated patterns. So embedding size 128 performs better than 32 and 64 in all datasets. However, a too large embedding size like 256 could disturb the model with noises and result in overfitting, especially if there are not enough data instances for training.

4) Effect of Regularization Coefficients: From Fig. 6(j) the best Regularization Coefficients are 0.0005, 0.001, 0.001 in NYS, HK and Shanghai, respectively. The worst Regularization Coefficients are 0.01, 0.01, 0.0005 in NYS, HK and Shanghai, respectively. Compared to the worst Regularization Coefficients, the improvements of the best Regularization Coefficients are 31.90%, 1.47%, 6.36%. $L_2$ Regularization is the main method in GCN-Geo to overcome overfitting.
Fig. 6: Parameter Study of GCN-Geo in New York State, Hong Kong, Shanghai
However, too larger Regularization Coefficients could lead to underfitting. We find that the influence of Regularization Coefficients varies significantly in different datasets. The Regularization Coefficient is very important to NYS dataset since the improvement is larger than all the other parameters discussed in this section. However, the Regularization coefficient is the least influential parameter in the Hong Kong dataset discussed in this section. Generally, the Regularization Coefficients 0.001 should be tried first because it is the best and second-best in all datasets.

6. Conclusion and Future Work

In this work, we first formulate the measurement-based fine-grained IP geolocation task into a semi-supervised attributed-graph node-level regression problem. Subsequently, we explain the advantages of GCN (Graph Convolutional Network) compared to MLP in forming the embeddings of IP addresses. Then, we propose a GCN-based fine-grained IP geolocation system (GCN-Geo) to solve the node regression problem. The system consists of a preprocessor, an encoder, GC layers and a decoder. Moreover, we ease the converging problem of GCN-based IP geolocation systems by scaling the range of output and combining the batch normalization and Sigmoid functions into the decoder. Finally, the experiments in three different real-world datasets verify the efficiency and generalization capabilities of GCN-Geo for fine-grained IP geolocation.

The main advantages of GCN-Geo are the strong modeling ability on the computer network measurement data and the powerful extraction ability of non-linear relationships. Compared with rule-based systems, its main disadvantage is explainability, which is also a common problem for deep learning-based systems. We can clearly understand why SLG fails to map a target correctly. However, it is not easy to explain why GCN-Geo is not accurate for some specific targets. Compared with the previous deep learning-based learning system, the stronger modeling ability of GCN-Geo also needs more computing resources for training. Therefore, in future works, we still need to improve the GCN-Geo system.

We already mentioned some possible future works of the preprocessor and the encoder in section 4-A1 and 5-A. There are also other possible future works for the decoder. For example, we can consider multiple targets optimization, which aims to minimize the average, median and max error distances at the same time. The core component of GCN-Geo is the GC layers (GCN). We should think how to make the GC layers be more explainable. And the training of the GCN-Geo system is also need to be improved for large-scale industry-level IP geolocation tasks. GCN-based few-shot learning system also needs to be investigated since high-quality fine-grained landmarks are hard to collect.
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