Effects of Threshold Energy on Reconstructions of Properties of Low–Mass WIMPs in Direct Dark Matter Detection Experiments
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Abstract

In this paper, we revisit our model–independent methods developed for reconstructing properties of Weakly Interacting Massive Particles (WIMPs) by using measured recoil energies from direct Dark Matter detection experiments directly and take into account more realistically non–negligible threshold energy. All expressions for reconstructing the mass and the (ratios between the) spin–independent and the spin–dependent WIMP–nucleon couplings have been modified. We focus on low–mass ($m_\chi \lesssim 15$ GeV) WIMPs and present the numerical results obtained by Monte Carlo simulations. Constraints caused by non–negligible threshold energy and technical treatments for improving reconstruction results will also be discussed.
1 Introduction

So far Weakly Interacting Massive Particles (WIMPs) arising in several extensions of the Standard Model of particle physics are still one of the leading candidates for cosmological Dark Matter. In the last three decades, a large number of experiments have been built and are being planned to search for different WIMP candidates by direct detection of scattering recoil energies of ambient WIMPs off target nuclei in low–background underground laboratory detectors (see Refs. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]).

Using data from these direct Dark Matter detection experiments to reconstruct, e.g., the mass and different couplings on nucleons is essential for understanding the nature of WIMPs and identifying them among new particles produced at colliders. Different methods have been proposed for reconstructing the WIMP mass \( m_\chi \) [17, 18, 19, 20] and spin–independent (SI)/spin–dependent (SD) WIMP–nucleon cross sections \( \sigma_{\chi(p,n)}^{\text{SI,SD}} \) [21, 22]. Recently, several applications of the maximum likelihood and Bayesian analyses have been developed, which treat the WIMP mass and different WIMP–nucleon couplings as well as the Solar and Earth’s orbital velocities in the Galactic reference frame as fitting parameters simultaneously (see works by, e.g., Y. Akrami et al. [23, 24], M. Pato et al. [25, 26], C. Arina et al. [27, 28, 29, 30], D. G. Cerdeño et al. [31, 32, 33] and e.g. [34, 35, 36, 37]). Furthermore, while some authors focus on studying effects of and/or constraints caused by uncertainties on the velocity and density distributions of Galactic Dark Matter [38, 39, 40, 41], some model–independent methods have also been developed by P. J. Fox et al. [42, 43, 44], E. Del Nobile et al. [45, 46, 47, 48, 49, 50], B. Feldstein and F. Kahlhoefer [51, 52, 53], G. B. Gelmini et al. [54, 55, 56, 57] and e.g. [58, 59].

Besides these works, we started also in 2003 to study methods for reconstructing properties of WIMP particles by using (not a fitted recoil spectrum but) the measured recoil energies directly as model–independently as possible. As the first step, in Ref. [60] we introduced an exponential ansatz for reconstructing the measured recoil spectrum and in turn for reconstructing the (moments of the) time–averaged one–dimensional velocity distribution of halo WIMPs. This analysis requires no prior knowledge about the local WIMP density nor a WIMP scattering cross section on nucleus, the only required information is the mass of incident WIMPs. However, with a few hundreds or even thousands recorded events, only a few (< 10) reconstructed points of the WIMP velocity distribution with pretty large statistical uncertainties could be obtained. In order to provide more detailed information about the WIMP velocity distribution as well as the characteristic Solar and Earth’s Galactic velocities, we introduced therefore later the Bayesian analysis into our reconstruction procedure [61] for fitting a functional form of the one–dimensional velocity distribution as well as for determining concretely, e.g., the position of the peak of the fitted velocity distribution function and the values of the characteristic Solar and Earth’s Galactic velocities. Moreover, based on the reconstruction of the moments of the one–dimensional WIMP velocity distribution function and the combinations of two or more experimental data sets with different target nuclei, we developed further the methods for model–independently determining the WIMP mass \( m_\chi \) [62], the (squared) SI scalar WIMP–proton coupling \( |f_p|^2 \) [63] as well as the ratios of the SD axial–vector (to the SI scalar) WIMP–nucleon couplings/cross sections \( a_n/a_p \) and \( \sigma_{\chi(p,n)}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \) [64].

In these earlier works – both of the theoretical derivations and numerical simulations – the minimal experimental cut–off energies of data sets to be analyzed are often assumed to be negligible. For experiments with heavy target nuclei, e.g. Ge or Xe, and once WIMPs are heavy ( \( \gtrsim 100 \) GeV), the systematic bias caused by this assumption could be neglected, compared with the pretty large statistical uncertainties. However, once WIMPs are light ( \( \lesssim 50 \) GeV) and a light target nucleus, e.g. Si or Ar, is used, effects of non–negligible threshold energy...
has to be considered seriously and the expressions for the reconstructions of different WIMP properties and estimates of the statistical uncertainties would need to be modified properly. Meanwhile, some experimental collaborations have developed several detector techniques with different materials for searching for low–mass WIMPs. For instance, the CRESST experiment with their Al₂O₃ and CaWO₄ detectors [65, 66, 67, 68, 69], the CoGeNT and CDEX experiments with p–type point–contact Ge detectors [70, 71, 72, 73, 74, 75], and the newest generation of the CDMS, the SuperCDMS, experiment with also Ge detectors [76, 77, 78, 79]. Recently, the PICO Collaboration with their PICO-2L C₃F₈ bubble chamber [80, 81] and the DarkSide Collaboration with their DarkSide-50 Ar detector [82] have also announced the sensitivity on detecting low–mass WIMPs.

Therefore, as a supplement of our earlier works, in [83] we have considered the needed modification of the normalization constant of the reconstructed one–dimensional WIMP velocity distribution function caused by non–negligible experimental threshold energy. And, in this paper, we revisit further our methods for the reconstructions of the WIMP mass as well as the (ratios between the) SI (scalar) and the SD (axial–vector) WIMP–nucleon couplings/cross sections by taking into account non–negligible experimental threshold energies of the analyzed data sets. All expressions for the reconstructions of $m_\chi$ and (the ratios of) $\sigma_{\chi(p,n)}^{SI,SD}$ have been checked and modified properly. We focus on effects of non–negligible threshold energy on the reconstructed WIMP properties for WIMP masses of $m_\chi \lesssim 15$ GeV.

The remainder of this paper is organized as follows. In Sec. 2, we first review our model–independent procedures for reconstructing different WIMP properties and modify our expressions. Then, in Sec. 3, we present numerical results of the reconstructed WIMP properties by using the modified expressions and discuss effects of non–negligible threshold energy for light WIMPs. We conclude in Sec. 4 and give some technical details for our analysis in Appendix.

2 Formalism

In this section, we first review briefly the modification of the normalization constant of the reconstructed one–dimensional WIMP velocity distribution. Then we derive the corresponding modifications of the expressions for our model–independent reconstructions of different WIMP properties.

2.1 Modification of the normalization constant of the one–dimensional velocity distribution function

The general expression for the differential event rate for elastic WIMP–nucleus scattering with both of the SI and the SD cross sections can be given by [6, 64]:

$$\frac{dR}{dQ} = \frac{\rho_0}{2m_\chi m_{r,N}^2} \left[ \sigma_0^{SI} F_{SI}^2(Q) + \sigma_0^{SD} F_{SD}^2(Q) \right] \int_{v_{\text{min}}}^{\infty} \left[ \frac{f_1(v)}{v} \right] dv.$$  \hspace{1cm} (1)

Here $R$ is the direct detection event rate, i.e. the number of events per unit time and unit mass of detector material, $Q$ is the energy deposited in the detector, $\rho_0$ is the WIMP density near the Earth, $f_1(v)$ is the one–dimensional velocity distribution function of the WIMPs impinging on the detector, $v$ is the absolute value of the WIMP velocity in the laboratory frame. $\sigma_0^{SI,SD}$ are the SI/SD total cross sections ignoring the form factor suppression and $F_{SI,SD}(Q)$ indicate the elastic nuclear form factors corresponding to the SI/SD WIMP interactions, respectively. The reduced mass $m_{r,N}$ is defined by $m_{r,N} \equiv m_\chi m_N / (m_\chi + m_N)$, where $m_\chi$ is the WIMP mass and
$m_N$ that of the target nucleus. Finally, $v_{\text{min}}$ is the minimal incoming velocity of incident WIMPs that can deposit the energy $Q$ in the detector:

$$v_{\text{min}}(Q) = \alpha \sqrt{Q}$$

with the transformation constant $\alpha \equiv \sqrt{m_N/2m_r^2}$.

As the first step of our model–independent methods for reconstructing the one–dimensional velocity distribution as well as other particle properties of halo WIMPs, the entire experimental possible energy range between the minimal and maximal cut–offs $Q_{\text{min}}$ and $Q_{\text{max}}$ of the analyzed data set needs to be divided into $B$ bins with central points $Q_n$ and widths $b_n$ [60]1:

$$Q_n - \frac{b_n}{2} \leq Q_{n,i} \leq Q_n + \frac{b_n}{2}, \quad i = 1, 2, \ldots, N_n, \quad n = 1, 2, \ldots, B,$$

where $Q_{n,i}$ denotes the measured recoil energy in the $n$th $Q$–bin and in each bin, $N_n$ events will be recorded. Since the recoil spectrum $dR/dQ$ is expected to be approximately exponential, in order to approximate the spectrum in a rather wider range, the following exponential ansatz for the measured recoil spectrum (before normalized by the exposure $E$) in the $n$th bin has been introduced [60]:

$$\left(\frac{dR}{dQ}\right)_{\text{expt},n} \equiv \left(\frac{dR}{dQ}\right)_{\text{expt},Q=Q_n} \equiv r_n e^{k_n(Q-Q_{s,n})}.$$  

Here $r_n = N_n/b_n$ is the standard estimator for $(dR/dQ)_{\text{expt}}$ at $Q = Q_n$, $k_n$ is the logarithmic slope of the recoil spectrum in the $n$th $Q$–bin, which can be computed numerically from the average value of the measured recoil energies in this bin [60]:

$$Q - Q_n|_n \equiv \frac{1}{N_n} \sum_{i=1}^{N_n} (Q_{n,i} - Q_n) = \left(\frac{b_n}{2}\right) \coth \left(\frac{b_n k_n}{2}\right) - \frac{1}{k_n}.$$  

Then the shifted point $Q_{s,n}$ in the ansatz (5), can be estimated by [60]

$$Q_{s,n} = Q_n + \frac{1}{k_n} \ln \left[ \frac{\sinh(b_n k_n/2)}{b_n k_n/2} \right].$$  

In Ref. [60], we derived that the functional form of the one–dimensional velocity distribution function can be given by the recoil spectrum as2

$$f_1(v) = \mathcal{N} \left\{ -2Q \cdot \frac{d}{dQ} \left[ \frac{1}{F^2(Q)} \left( \frac{dR}{dQ} \right) \right] \right\}_{Q=v^2/\alpha^2}.$$  

---

1Note that, due to the maximal cut–off on the incoming velocity of incident WIMPs, $v_{\text{max}}$, which is related to the escape velocity from our Galaxy at the position of the Solar system, a kinematic maximal cut–off energy, $Q_{\text{max,kin}} = \frac{v_{\text{max}}^2}{\alpha^2}$, has to be considered. For distinguishing two maximal cut–offs more clearly, we define and use hereafter $Q_{\text{max}}^* \equiv \min (Q_{\text{max}}, Q_{\text{max,kin}})$, the smaller one between the experimental and kinematic maximal cut–off energies, as the upper bound of the recoil energy of the recorded events in this paper.

2Note that, originally and for so far most practical uses under the assumption that the SI WIMP–nucleus interaction dominates over the SD one, $F(Q)$ appearing in this and the next Sec. 2.2 should be chosen as $F_{\text{SI}}(Q)$. However, for light and strongly spin–sensitive target nuclei (namely, in the case that the SD WIMP–nucleus interaction dominates over the SI one) or the general case given in Eq. (1) of $dR/dQ$, one can apply all expressions given in this and the next Sec. 2.2 straightforwardly (cf. Sec. 2.3).
By substituting the ansatz (5) into this functional form of \( f_1(v) \) and letting \( Q = Q_{s,n} \), the reconstructed velocity distribution at points \( v_{s,n} = \alpha \sqrt{Q_{s,n}} \) can thus be estimated by [60]

\[
    f_{1,\text{rec}}(v_{s,n}) = \mathcal{N} \left[ \frac{2Q_{s,n} r_n}{F^2(Q_{s,n})} \right] \left[ \frac{d}{dQ} \ln F^2(Q) \right]_{Q = Q_{s,n} - k_n}. \tag{9}
\]

In Ref. [83], we considered further a minimal cut–off of the velocity distribution due to non–zero experimental threshold energy, \( v_{\text{min}}(Q_{\text{min}}) = \alpha \sqrt{Q_{\text{min}}} \equiv v_{\text{min}}^* \), and introduced a model–independent triangular estimator for the area under \( f_1(v) \) in the range of \( 0 \leq v \leq v_{\text{min}}^* \). Then the normalization condition for the reconstructed velocity distribution function can be approximated by [83]

\[
    \int_0^{\infty} f_1(v) dv \simeq f_{1,\text{rec}}(v_{\text{min}}^*) \cdot \frac{v_{\text{min}}^*}{2} + \mathcal{N} \int_{Q_{\text{min}}}^{Q_{\text{max}}} \left\{-2Q \cdot \frac{d}{dQ} \left[ \frac{1}{F^2(Q)} \left( \frac{dR}{dQ} \right) \right] \right\} \left( \frac{\alpha}{2 \sqrt{Q}} \right) dQ \\
    \simeq f_{1,\text{rec}}(v_{\text{min}}^*) \cdot \frac{\alpha \sqrt{Q_{\text{min}}}}{2} + \mathcal{N} \left( \frac{\alpha}{2} \right) \left[ \frac{2Q_{\text{min}}^{1/2} r(Q_{\text{min}})}{F^2(Q_{\text{min}})} + I_0(Q_{\text{min}}, Q_{\text{max}}^*) \right] \\
    = 1. \tag{10}
\]

Here we have defined

\[
    r(Q_{\text{min}}) \equiv \left( \frac{dR}{dQ} \right)_{\text{expt}, Q = Q_{\text{min}}} = r_1 e^{k_1(Q_{\text{min}} - Q_{s,n})}, \tag{11}
\]

with \( r_1 = N_1/b_1 \), is an estimated value of the measured recoil spectrum \( (dR/dQ)_{\text{expt}} \) at \( Q = Q_{\text{min}} \), and \( I_n(Q_{\text{min}}, Q_{\text{max}}^*) \) can be estimated through the sum running over all events in the data set:

\[
    I_n(Q_{\text{min}}, Q_{\text{max}}^*) \equiv \int_{Q_{\text{min}}}^{Q_{\text{max}}} Q^{(n-1)/2} \left[ \frac{1}{F^2(Q)} \left( \frac{dR}{dQ} \right) \right] dQ \rightarrow \sum_{a} \frac{Q_{a}^{(n-1)/2}}{F^2(Q_a)}. \tag{12}
\]

Note that, since the WIMP–nucleus scattering spectrum is expected to be exponential, the term of \( (dR/dQ)_{\text{expt}, Q = Q_{\text{max}}^*} \) appearing in the second term of the second line in Eq. (10) has been ignored. Moreover, by substituting Eq. (5) into Eq. (8) and setting \( Q = Q_{\text{min}} \), one can have

\[
    f_{1,\text{rec}}(v_{\text{min}}^*) = \mathcal{N} \left[ \frac{2Q_{\text{min}} r(Q_{\text{min}})}{F^2(Q_{\text{min}})} \right] \left[ \frac{d}{dQ} \ln F^2(Q) \right]_{Q = Q_{\text{min}} - k_1}. \tag{13}
\]

Hence, a model–independent approximation for the modified normalization constant \( \mathcal{N} \) which can be estimated directly from the data is given by [83]

\[
    \mathcal{N} = \frac{2}{\alpha} \left\{ \left[ \frac{2Q_{\text{min}} r(Q_{\text{min}})}{F^2(Q_{\text{min}})} \right] \left[ K_n(Q_{\text{min}}) Q_{\text{min}} + 1 \right] + I_0(Q_{\text{min}}, Q_{\text{max}}^*) \right\}^{-1}, \tag{14}
\]

where we have defined

\[
    K_n(Q) \equiv \frac{d}{dQ} \ln F^2(Q) - k_n. \tag{15}
\]
2.2 Reconstructions of the WIMP mass and the SI WIMP–nucleon coupling

Now we revisit our model–independent procedures for the determination of the WIMP mass $m_X$ and the (squared) SI scalar WIMP–nucleon coupling $|f_p|^2$. The modified expressions corresponding to the modification of the normalization constant $N$ given in Eq. (14) will be derived here. For more detailed discussions about these methods, please see Refs. [62, 63].

From the functional form (8) of $f_1(v)$, one can find that

$$\int_{v_{\text{min}}}^{v_{\text{max}}} v^n f_1(v) \, dv \simeq N \left( \frac{\alpha^{n+1}}{2} \right) \left[ \frac{2Q_{\text{min}}^{(n+1)/2}r(Q_{\text{min}})}{F^2(Q_{\text{min}})} + (n+1)I_n(Q_{\text{min}}, Q_{\text{max}}^*) \right], \quad (16)$$

where a term $2Q_{\text{max}}^{(n+1)/2} (dR/dQ)_{\text{expt}, Q=Q_{\text{expt}}}/F^2(Q_{\text{max}}^*)$ has been ignored\(^3\).\(^4\). Then, similar to the calculation of the normalization condition given in Eq. (10), the moments of the one–dimensional WIMP velocity distribution function can be approximated by

$$\langle v^n \rangle \equiv \int_0^\infty v^n f_1(v) \, dv \simeq \frac{f_{1,\text{rec}}(v_{\text{min}}^*)}{2} + \int_{v_{\text{min}}}^{v_{\text{max}}} v^n f_1(v) \, dv \simeq N \left( \frac{\alpha^{n+1}}{2} \right) \left[ \frac{2Q_{\text{min}}^{(n+1)/2}r(Q_{\text{min}})}{F^2(Q_{\text{min}})} \right] \left[ K_1(Q_{\text{min}})Q_{\text{min}} + 1 \right] + (n+1)I_n(Q_{\text{min}}, Q_{\text{max}}^*)$$

$$= \alpha^n \left[ \frac{2Q_{\text{min}}^{(n+1)/2}r^*(Q_{\text{min}})/F^2(Q_{\text{min}})}{2Q_{\text{min}}^{1/2}r^*(Q_{\text{min}})/F^2(Q_{\text{min}}) + I_0(Q_{\text{min}}, Q_{\text{max}}^*)} \right]. \quad (17)$$

Here the modified normalization constant $N$ given in Eq. (14) has been used and we have defined

$$r^*(Q_{\text{min}}) \equiv r(Q_{\text{min}}) \left[ K_1(Q_{\text{min}})Q_{\text{min}} + 1 \right]. \quad (18)$$

In our earlier work on the determination of the WIMP mass $m_X$, it has already been found that by requiring that the values of a given moment of $f_1(v)$ estimated by Eq. (17) from two experiments with different target nuclei, $X$ and $Y$, agree, $m_X$ appearing in the prefactor $\alpha^n$ on the right–hand side of Eq. (17) can be solved analytically as [62]

$$m_X^{(\text{m})} = \sqrt{m_X m_Y} - m_X \left( \frac{R_{n,X}}{R_{n,Y}} - \sqrt{m_X/m_Y} \right), \quad (19)$$

with $R_{n,X,Y}$ now modified directly as

$$R_{n,X} \equiv \left[ \frac{2Q_{\text{min}}^{(n+1)/2}r^*(Q_{\text{min}},X)/F_X^2(Q_{\text{min}},X)}{2Q_{\text{min}}^{1/2}r^*(Q_{\text{min}},X)/F_X^2(Q_{\text{min}},X) + I_{0,X}} \right]^{1/n}, \quad (20)$$

\(^3\)Remind that, due to sizable contributions from large recoil energies [60], this is not necessarily true for $n \geq 1$. Nevertheless, since we use usually only $n = -1, 1,$ and 2, it has been found that Eq. (16) and, in turn, Eq. (17) can still be available for determining the WIMP mass as well as the (ratios between different) WIMP–nucleon couplings/cross sections (see Refs. [62, 63, 64] and Sec. 3).

\(^4\)Remind here also that, without special remark the form factor $F(Q)$ appearing in this section could in principle also be the one for the SD WIMP–nucleus cross section or even for the general case with both of the SI and SD cross sections (see Sec. 2.3). However, since our algorithmic procedure for the reconstruction of the WIMP mass includes also the second solution $m_X^{(\text{m})}$ given in Eq. (25), which is derived under the assumption of only the SI WIMP–nucleon interaction [62], the form factor appearing in $m_X^{(\text{m})}$ in Eq. (19) has usually to be chosen for the SI cross section.
and $R_{n,Y}$ can be defined analogously\(^5\). Here $n \neq 0$, $m_{(X,Y)}$ and $F_{(X,Y)}(Q)$ are the masses and the form factors of the nucleus $X$ and $Y$, respectively, and $r^*_{(X,Y)}(Q_{\min,(X,Y)})$ refer to the counting rates (modified by Eq. (18)) for the target $X$ and $Y$ at the relatively lowest recoil energies included in the analysis. On the other hand, assuming the SI scalar WIMP interaction dominates, the zero–momentum–transfer cross section in Eq. (1) can be expressed as [6]

$$\sigma_{0,\chi}^{SI} = \left(\frac{4}{\pi}\right) m_{r,N}^2 Z f_p + (A - Z) f_n)^2 \approx A^2 \left(\frac{m_{r,N}}{m_{r,p}}\right)^2 \sigma_{\chi p}^{SI}. \quad (21)$$

Here $Z$ is the atomic number of the target nucleus, i.e. the number of protons, $A$ is the atomic mass number, $A - Z$ is then the number of neutrons, $f_{(p,n)}$ are the effective scalar couplings of WIMPs on protons $p$ and on neutrons $n$, respectively; the theoretical prediction that the scalar tiny mass difference between a proton and a neutron has been neglected, and the estimator in Eq. (25) has been introduced [62]

$$\sigma_{\chi p}^{SI} = \left(\frac{4}{\pi}\right) m_{r,p}^2 |f_p|^2 \quad (22)$$

is the SI WIMP–nucleon cross section. Now, by applying Eq. (16) with $n = -1$ and substituting the expression (21) for $\sigma_{0,\chi}^{SI}$ into Eq. (1), we can have

$$\left(\frac{dR}{dQ}\right)_{\text{expt, } Q=Q_{\min}} = \mathcal{E} A^2 \left(\frac{\rho_0}{2m_{\chi}}\right) \left(\frac{4}{\pi}\right) |f_p|^2 F_{SI}^2(Q_{\min}) \left\{ N \left[ \frac{r(Q_{\min})}{F_{SI}^2(Q_{\min})} \right] \right\}. \quad (23)$$

It can therefore obtain that [63]

$$|f_p|^2 = \frac{1}{\rho_0} \left(\frac{\pi}{4\sqrt{2}}\right) \left(\frac{1}{\mathcal{E} A^2 \sqrt{m_{\chi}}}\right) \left[ 2Q_{\min}^{1/2} r^*(Q_{\min}) \right] \left( m_{\chi} + m_N \right). \quad (24)$$

Note that, similar to the expression (17) for the moments of the one–dimensional WIMP velocity distribution, instead of $r(Q_{\min})$, the first term in the bracket on the right–hand side of the estimator of the SI WIMP–nucleon coupling given here is now proportional to $r^*(Q_{\min})$. Since $|f_p|^2$ is identical for different targets, it leads to the second expression for determining $m_{\chi}$ [62]:

$$m_{\chi}|_{\sigma} = \frac{(m_X/m_Y)^{5/2} m_Y - m_X (R_{\sigma,X}/R_{\sigma,Y})}{R_{\sigma,X}/R_{\sigma,Y} - (m_X/m_Y)^{5/2}}. \quad (25)$$

Here $m_{(X,Y)} \propto A_{(X,Y)}$ has been assumed, and $R_{\sigma,(X,Y)}$ are now modified to

$$R_{\sigma,X} \equiv \frac{1}{\mathcal{E}_X} \left[ \frac{2Q_{\min}^{1/2} r^*(Q_{\min})}{F_{SI,X}^2(Q_{\min})} + I_{0,X} \right], \quad (26)$$

and similarly for $R_{\sigma,Y}; \mathcal{E}_{(X,Y)}$ here are the experimental exposures with the target $X$ and $Y$. In order to yield the best–fit WIMP mass as well as to minimize its statistical uncertainty, the $\chi^2$ function combining the estimators for different $n$ in Eq. (19) with each other and with the estimator in Eq. (25) has been introduced [62]

$$\chi^2(m_{\chi}) = \sum_{i,j} (f_{i,X} - f_{i,Y}) C_{ij}^{-1} (f_{j,X} - f_{j,Y}), \quad (27)$$

\(^5\)Hereafter, without special remark all notations defined for the target $X$ can be defined analogously for the targets $Y$ and $Z$. 7
where
\[ f_{i,X} = \alpha_i^X \left[ \frac{2Q_{\min,X}^{(i+1)/2}r_X^*(Q_{\min,X})/F_{\text{SI},X}^2(Q_{\min,X}) + (i + 1)I_{i,X}}{2Q_{\min,X}^{1/2}r_X^*(Q_{\min,X})/F_{\text{SI},X}^1(Q_{\min,X}) + I_{0,X}} \right] \left( \frac{1}{300 \text{ km/s}} \right)^i, \] (28a)
for \( i = -1, 1, 2, \ldots, n_{\text{max}} \), and
\[ f_{n_{\text{max}}+1,X} = \mathcal{E}_X \left[ \frac{A_X^2}{2Q_{\min,X}^{1/2}r_X^*(Q_{\min,X})/F_{\text{SI},X}^1(Q_{\min,X}) + I_{0,X}} \right] \left( \frac{\sqrt{m_X}}{m_X + m_X} \right); \] (28b)
the other \( n_{\text{max}} + 2 \) functions \( f_{i,Y} \) can be defined analogously. Here \( n_{\text{max}} \) determines the highest moment of \( f_1(v) \) that is included in the fit. Since the \( X \) and \( Y \) quantities are statistically completely independent, the total covariance matrix \( \mathcal{C} \) can be written as a sum of two terms:
\[ \mathcal{C}_{ij} = \text{cov} (f_{i,X}, f_{j,X}) + \text{cov} (f_{i,Y}, f_{j,Y}); \] (29)
with
\[ \text{cov} (f_i, f_j) = \mathcal{N}_m^2 \left[ f_i f_j \text{cov}(I_0, I_0) + \tilde{\alpha}^{i+j}(i + 1)(j + 1)\text{cov}(I_i, I_j) \right. \]
\[ - \tilde{\alpha}^i (j + 1)f_i \text{cov}(I_0, I_j) - \tilde{\alpha}^j (i + 1)f_j \text{cov}(I_0, I_i) \]
\[ + D_i D_j \sigma^2 (r^*(Q_{\min})) - (D_i f_j + D_j f_i) \text{cov}(r^*(Q_{\min}), I_0) \]
\[ + \tilde{\alpha}^i (j + 1)D_i \text{cov}(r^*(Q_{\min}), I_j) + \tilde{\alpha}^j (i + 1)D_j \text{cov}(r^*(Q_{\min}), I_i) \]. \] (30)
Here we have defined
\[ \mathcal{N}_m \equiv \left( \frac{\alpha}{2} \right) \mathcal{N} = \left[ \frac{2Q_{\min,X}^{1/2}r_X^*(Q_{\min})/F_{\text{SI},X}^2(Q_{\min}) + I_0}{F_{\text{SI}}^2(Q_{\min})} \right]^{-1}, \] (31)
and \( \tilde{\alpha} \equiv \alpha/300 \text{ km s}^{-1} \); as the definitions of \( f_{i,(X,Y)} \), while
\[ D_i \equiv \frac{1}{\mathcal{N}_m} \left[ \frac{\partial f_i}{\partial r^*(Q_{\min})} \right] = \frac{2}{F_{\text{SI}}^2(Q_{\min})} \left( \tilde{\alpha}^i Q_{\min,X}^{(i+1)/2} - Q_{\min,X}^{1/2} f_i \right), \] (32a)
for \( i = -1, 1, 2, \ldots, n_{\text{max}} \),
\[ D_{n_{\text{max}}+1} = \frac{2}{F_{\text{SI}}^2(Q_{\min})} \left( -Q_{\min,X}^{1/2} f_{n_{\text{max}}+1} \right). \] (32b)

With the modified definitions of \( \mathcal{R}_{(n,(X,Y))} \) and \( \mathcal{R}_{(\sigma,(X,Y))} \) given by Eqs. (20) and (26), one can follow the procedure developed in Ref. [62] to reconstruct the WIMP mass \( m_\chi \) straightforwardly. Remind only that, while, as discussed in Ref. [62], the upper cuts on \( f_1(v) \) in two data sets should be (approximately) equal and it in turn requires that
\[ Q_{\max,Y}^* = \left( \frac{\alpha_X}{\alpha_Y} \right)^2 Q_{\max,X}^*, \] (33)
a similar correction between \( Q_{\min,X} \) and \( Q_{\min,Y} \) is not necessary, since the estimator of the moments of \( f_1(v) \) given by Eq. (17) has already taken into account the integral below the non-zero experimental threshold energy \( v \leq \alpha_{(X,Y)} \sqrt{Q_{\min,(X,Y)}} \).
Finally, we come back to consider the scattering event rate estimated by the general combination of the SI and SD WIMP–nucleus interactions in Eq. (1) and derive the modified expressions for the reconstructions of the ratios between the SD WIMP coupling on neutrons to that on protons, $a_n/a_p$, and between the SD and SI WIMP–nucleon cross sections, $\sigma_{\chi}^{SD}/\sigma_{\chi}^{SI}$. For more detailed discussions about these reconstructions, please see Ref. [64].

While the expression for the SI WIMP–nucleus cross section has been given in Eq. (21), the SD WIMP–nucleus cross section can be expressed as [6]

$$\sigma_0^{SD} = \left(\frac{32}{\pi}\right) G_F^2 m_r^2 \frac{(J + 1)}{J} \left[\langle S_p \rangle a_p + \langle S_n \rangle a_n\right]^2$$

$$= \frac{4}{3} \left(\frac{J + 1}{J}\right) \left(m_{r,N}/m_{r,p}\right)^2 \left[\langle S_p \rangle + \langle S_n \rangle \left(a_n/a_p\right)\right]^2 \sigma_{\chi}^{SD}. \quad (34)$$

Here $G_F$ is the Fermi constant, $J$ is the total spin of the target nucleus, $\langle S_{(p,n)} \rangle$ are the expectation values of the proton and neutron group spins (see Table 1), $a_{(p,n)}$ are the effective SD WIMP couplings on protons and on neutrons, respectively, and the SD WIMP cross section on protons or on neutrons can be given as

$$\sigma_{\chi}^{SD}_{(p,n)} = \left(\frac{24}{\pi}\right) G_F^2 m_{r,(p,n)}^2 |a_{(p,n)}|^2. \quad (35)$$

Consider at first the case that the SD WIMP–nucleus interaction dominates over the SI one and thus the first SI term, $\sigma_{0i}^{SI}F_{SI}^{2}(Q)$, in the bracket on the right–hand side of Eq. (1) can be neglected. Similar to the calculation given in Eq. (23), one can obtain an expression for the SD WIMP–nucleus cross section straightforwardly as

$$\sigma_0^{SD} = \frac{1}{\rho_0} \left[\frac{1}{\sqrt{2}} \left(\frac{m_x^2 m_N^{3/2}}{m_x + m_N}\right) \left[\frac{2Q_{min}^{1/2}r^*(Q_{min})}{F_{SD}^{2}(Q_{min})^2} + I_0\right]\right]. \quad (36)$$

By combining two target nuclei, $X$ and $Y$, and substituting the expression (34) for $\sigma_0^{SD}$ into Eq. (36), the ratio between two SD WIMP–nucleon couplings has been solved analytically as [64]

$$\left(\frac{a_n}{a_p}\right)_{\pm,n}^{SD} = \frac{\langle S_p \rangle_X \pm \langle S_p \rangle_Y \left(R_{J,n,X}/R_{J,n,Y}\right)}{\langle S_n \rangle_X \pm \langle S_n \rangle_Y \left(R_{J,n,X}/R_{J,n,Y}\right)}, \quad \forall n \neq 0. \quad (37)$$

Table 1: List of the relevant spin values of the nuclei used in our simulations presented in this paper. More details can be found in e.g. Refs. [6, 84, 85, 86].

| Isotope | $Z$ | $J$ | $\langle S_p \rangle$ | $\langle S_n \rangle$ | $-\langle S_p \rangle/\langle S_n \rangle$ | $\langle S_n \rangle/\langle S_p \rangle$ | Natural abundance (%) |
|---------|----|----|---------------------|---------------------|--------------------------------|---------------------|----------------------|
| $^{19}$F | 9  | 1/2 | 0.441               | -0.109              | 4.05                             | -0.25               | 100                  |
| $^{23}$Na | 11 | 3/2 | 0.248               | 0.020               | -12.40                           | 0.08                | 100                  |
| $^{127}$I | 53 | 5/2 | 0.309               | 0.075               | -4.12                            | 0.24                | 100                  |
| $^{131}$Xe | 54 | 3/2 | -0.009              | -0.227              | -0.04                            | 25.2                | 21                   |
where we defined
\[ R_{J,n,X} = \left[ \frac{J_X}{J_X + 1} \right] \frac{\mathcal{R}_{\sigma,X}}{\mathcal{R}_{\sigma,n,X}} \]  
\[ (38) \]

Note that, as discussed in Ref. [64], because the couplings in Eq. (34) are squared, we have two solutions for \( a_n/a_p \) here, which depends simply on the signs of \( \langle S_n \rangle_X \) and \( \langle S_n \rangle_Y \): if both \( \langle S_n \rangle_X \) and \( \langle S_n \rangle_Y \) are positive or negative, the “+ (plus)” solution \((a_n/a_p)_{SD,+,n}\) will be the solution to be taken; in contrast, if the signs of \( \langle S_n \rangle_X \) and \( \langle S_n \rangle_Y \) are opposite, the “− (minus)” solution will be the suitable one.

Now we consider the general combination of both of the SI and SD cross sections. By dividing Eq. (34) by Eq. (21), the ratio between the SD and SI WIMP–proton cross section can be expressed as
\[ \frac{\sigma_{SD}^0}{\sigma_{SI}^0} = \left( \frac{32}{\pi} \right) G_F^2 m_t^2 \left( \frac{J + 1}{J} \right) \left[ \frac{\langle S_p \rangle + \langle S_n \rangle (a_n/a_p)}{A} \right]^2 \frac{|a_p|^2}{\sigma_X^{SI}} C_p \left( \frac{\sigma_{SD}}{\sigma_X^{SI}} \right), \]  
\[ (39) \]

where we defined
\[ C_p = \frac{4}{3} \left( \frac{J + 1}{J} \right) \left[ \frac{\langle S_p \rangle + \langle S_n \rangle (a_n/a_p)}{A} \right]^2. \]  
\[ (40) \]

Then, by substituting Eq. (39) and then Eq. (21) into Eq. (1), the general expression for the differential event rate can be rewritten as
\[ \left( \frac{dR}{dQ} \right)_{\text{expt}} = \mathcal{E} A^2 \left( \frac{\rho_0 \sigma_{SI}^{SI}}{2 m_X m_t^2} \right) \left[ F_{SL}^2(Q) + C_p F_{SD}^2(Q) \left( \frac{\sigma_{SD}}{\sigma_X^{SI}} \right) \right] \int_{r_{min}}^{\infty} \frac{f_1(v)}{v} dv. \]  
\[ (41) \]

This implies that one can use Eq. (23) with the replacement of \( F^2(Q_{min}) \) by \( F_{SL}^2(Q_{min}) + C_p F_{SD}^2(Q_{min}) \left( \sigma_{SI}^{SD} / \sigma_X^{SI} \right) \). By combining two targets \( X \) and \( Y \), the ratio of the SD WIMP–proton cross section to the SI one can be solved analytically as [64]  
\[ \frac{\sigma_{SD}^{SI}}{\sigma_X^{SI}} = \frac{C_p X Y \left( \frac{Q_{min,X}}{R_{m,X}} \right) - C_p Y \left( \frac{Q_{min,Y}}{R_{m,Y}} \right)}{C_p X Y \left( \frac{Q_{min,X}}{R_{m,X}} \right) - C_p Y \left( \frac{Q_{min,Y}}{R_{m,Y}} \right)} \]  
\[ (44) \]

where we have defined
\[ R_{m,X} = \frac{r_p^* (Q_{min,X})}{E_X A_X^2}, \]  
\[ (45) \]

\[ \text{Note that the form factors involved in both of } R_{m,(X,Y)} \text{ and } R_{\sigma,(X,Y)} \text{ defined in Eqs. (20) and (26) as well as in the estimator for } I_{n,(X,Y)} \text{ given by Eq. (12) must be chosen as for the SD WIMP–nucleus interaction.} \]

\[ \text{Similarly, the ratio of the SD WIMP–neutron cross section to the SI one can be solved as} \]
\[ \frac{\sigma_{SD}^{SI}}{\sigma_X^{SI}} = \frac{C_n X Y \left( \frac{Q_{min,X}}{R_{m,X}} \right) - C_n Y \left( \frac{Q_{min,Y}}{R_{m,Y}} \right)}{C_n X Y \left( \frac{Q_{min,X}}{R_{m,X}} \right) - C_n Y \left( \frac{Q_{min,Y}}{R_{m,Y}} \right)}, \]  
\[ (42) \]

with
\[ C_n = \frac{4}{3} \left( \frac{J + 1}{J} \right) \left[ \frac{\langle S_p \rangle (a_n/a_p) + \langle S_n \rangle}{A} \right]^2. \]  
\[ (43) \]

Note hereafter that, except a few special expressions given explicitly, all formulae for protons can be applied for neutrons straightforwardly by replacing \( p \rightarrow n \).
and similar to $R_{m,Y}$. Remind that, as the estimator (37) for $a_n/a_p$, one can use Eq. (44) to estimate $\sigma_{\chi p}^{SD}/\sigma_{\chi p}^{SI}$ without a prior knowledge of the WIMP mass $m_\chi$. Moreover, since $C_{p,(X,Y)}$ depend only on the nature of the detector materials, $\sigma_{\chi p}^{SD}/\sigma_{\chi p}^{SI}$ is practically only a function of $R_{m,(X,Y)}$, which can be estimated by using events in the lowest available energy ranges.

Meanwhile, for the general combination of the SI and SD WIMP–nucleus cross sections, the $a_n/a_p$ ratio appearing in Eq. (40) can also be solved analytically by introducing a third nucleus with only an SI sensitivity: $\langle S_p \rangle_{Z} = \langle S_n \rangle_{Z} = 0$, i.e. $C_{p,Z} = 0$ [64]

$$\left(\frac{a_n}{a_p}\right)_{SL+SD}^\pm = \pm \frac{\sqrt{c_{p,X}^2 s_{n/p,X} - c_{p,Y}^2 s_{n/p,Y}}}{} \frac{c_{p,X} s_{n/p,X} - c_{p,Y} s_{n/p,Y}}{\sqrt{c_{p,X}^2 s_{n/p,X} - c_{p,Y}^2 s_{n/p,Y}}} \sqrt{c_{p,X}^2 s_{n/p,X} - c_{p,Y}^2 s_{n/p,Y}}$$

(46)

Here we have defined

$$c_{p,X} = \frac{4}{3} \left(\frac{J_X + 1}{J_X}\right) \left[\frac{\langle S_p \rangle_X}{A_X}\right]^2 F_{SI,Z}^2(Q_{\min,Z}) \frac{R_{m,Y}}{R_{m,Z}} - F_{SI,Z}^2(Q_{\min,Y}) \frac{F_{SD,X}^2(Q_{\min,X})}{(47a)}$$

$$c_{p,Y} = \frac{4}{3} \left(\frac{J_Y + 1}{J_Y}\right) \left[\frac{\langle S_y \rangle_Y}{A_Y}\right]^2 F_{SI,Z}^2(Q_{\min,Z}) \frac{R_{m,X}}{R_{m,Z}} - F_{SI,Z}^2(Q_{\min,X}) \frac{F_{SD,Y}^2(Q_{\min,Y})}{(47b)}$$

and

$$s_{n/p,X} \equiv \frac{\langle S_n \rangle_X}{\langle S_p \rangle_X}$$

(48)

Remind that, first, $(a_n/a_p)_{SL+SD}^\pm$ and $C_{p,(X,Y)}$ given in Eqs. (46), (47a), and (47b) are functions of only $r_{(X,Y,Z)}(Q_{\min,(X,Y,Z)})$, which can be estimated with events in the lowest energy ranges. Second, while the decision of the suitable solution of $(a_n/a_p)_{SL+SD}^\pm$ depends on the signs of $\langle S_n \rangle_X$ and $\langle S_y \rangle_Y$, the decision for $(a_n/a_p)_{SL+SD}^\pm$ depends not only on the signs of $s_{n/p,(X,Y)}$, but also on the order of the two targets. For instance, for an $F + I$ combination used in our simulations presented in the paper, since $s_{n/p,Z} = -0.247 < s_{n/p,Z+1} = 0.243$ and since $s_{n/p,F}$ and $s_{n/p,F+1}$ have the opposite signs, the “− (minus)” solution of the lower expression in the second line of Eq. (46) (or the “− (minus)” solution of the expression in the first line) is then the suitable solution (see Ref. [64] for detailed discussions).

Furthermore, one can also choose at first a nucleus with only an SI sensitivity as the second target: $\langle S_p \rangle_Y = \langle S_n \rangle_Y = 0$, i.e. $C_{p,Y} = 0$. The expression in Eq. (44) can thus be reduced to

$$\frac{\sigma_{\chi p}^{SD}}{\sigma_{\chi p}^{SI}} = \frac{F_{SI,Z}^2(Q_{\min,Y}) R_{m,X} / R_{m,Y} - F_{SI,Z}^2(Q_{\min,Y})}{C_{p,X} F_{SD,X}^2(Q_{\min,X})}$$

(49)

Then, by choosing a nucleus with (much) larger proton (or neutron) group spin as the first target: $\langle S_p \rangle_X \gg \langle S_n \rangle_X \approx 0$, the $a_n/a_p$ dependence of $C_{p,X}$ given in Eq. (40) can be eliminated as

$$C_{p,X} \approx \frac{4}{3} \left(\frac{J_X + 1}{J_X}\right) \left[\frac{\langle S_p \rangle_X}{A_X}\right]^2$$

(52)

*Analogously, from the definition (43) of $C_n$, one can choose $\langle S_n \rangle_X \gg \langle S_p \rangle_X \approx 0$ to eliminate its $a_p/a_n$...
3 Numerical results

In this section, we present Monte Carlo simulation results of the reconstructions of different WIMP properties by using the modified expressions given in the previous section with non-zero threshold energy.

First of all, since the lighter the WIMP mass, the more problematic the non-negligible experimental threshold energy, we present simulation results with input WIMP masses less than 200 GeV and focus our discussions with $m_\chi, \leq 15$ GeV. For the input one-dimensional velocity distribution function of halo WIMPs, we, as usual, take into account the orbital motion of the Solar system around our Galaxy as well as that of the Earth around the Sun and thus use the shifted Maxwellian velocity distribution given by [7]:

$$f_{1,sh}(v) = \begin{cases} 
N_{sh}\left(\frac{v}{v_0 v_e}\right)\left[e^{-\left(v-v_0\right)^2/v_0^2} - e^{-\left(v+v_0\right)^2/v_0^2}\right], & \text{for } v \leq v_{esc} - v_e, \\
N_{sh}\left(\frac{v}{v_0 v_e}\right)\left[e^{-\left(v-v_0\right)^2/v_0^2} - e^{-v_{esc}^2/v_0^2}\right], & \text{for } v_{esc} - v_e \leq v \leq v_{esc} + v_e, \\
0, & \text{for } v \geq v_{esc} + v_e \equiv v_{max},
\end{cases}$$

with the normalization constant

$$N_{sh} = \left[\sqrt{\pi} \text{erf}\left(\frac{v_{esc}}{v_0}\right) - \left(\frac{2v_{esc}}{v_0}\right) e^{-v_{esc}^2/v_0^2}\right]^{-1}.$$  

(54)

Here $v_0 \simeq 220$ km/s is the Solar orbital speed around the Galactic center and $v_e$ is the time-dependent Earth’s velocity in the Galactic frame [87, 6]:

$$v_e(t) = v_0 \left[1.05 + 0.07 \cos \left(\frac{2\pi(t - t_p)}{1 \text{ yr}}\right)\right],$$

(55)

with $t_p \simeq$ June 2nd, the date on which the velocity of the Earth relative to the WIMP halo is maximal. In addition, the escape velocity from our Galaxy in the position of the Solar system has been set as $v_{esc} = 500$ km/s [88].

Meanwhile, for the elastic scattering form factors for the SI and SD WIMP–nucleus cross sections, we use

$$F_{SI}^2(Q) = \left[\frac{3j_1(qR_1)}{qR_1}\right]^2 e^{-(qs)^2},$$

(56)

dependence and get

$$C_{n,X} \simeq \frac{4}{3} \left(\frac{J_X + 1}{J_X}\right) \left[\frac{\langle S_n \rangle X}{A_X}\right]^2.$$  

(50)

Then we can have

$$\frac{\sigma_{SD}^{\chi n}}{\sigma_{SI}^{\chi n}} = \frac{F_{SI}^2(Q_{min,Y})(R_{m,X}/R_{m,Y}) - F_{SI}^2(Q_{min,X})}{C_{n,X}F_{SD}^2(Q_{min,X})}.$$  

(51)

Note that all of the (uncertainty bounds on the) reconstructed WIMP properties presented in this paper are as usual the median values of the simulated results.

As usual, in all our simulations the time dependence of the Earth’s velocity in the Galactic frame, the second term of $v_e(t)$, will be ignored, i.e. $v_e = 1.05v_0$ is used.
\[ F_{SD}^2(Q) = \begin{cases} 
  j_0^2(qR_1), & \text{for } qR_1 \leq 2.55 \text{ or } qR_1 \geq 4.5, \\
  \text{const.} \simeq 0.047, & \text{for } 2.55 \leq qR_1 \leq 4.5.
\end{cases} \]

Here \( Q \) is the recoil energy transferred from the incident WIMP to the target nucleus, \( j_0(x) \) and \( j_1(x) \) are the spherical Bessel functions, \( q = \sqrt{2m_N Q} \) is the transferred 3–momentum, for the effective nuclear radius we use \( R_1 = \sqrt{R_A^2 - 5s^2} \) with \( R_A \simeq 1.2 A^{1/3} \text{ fm} \) and a nuclear skin thickness \( s \simeq 1 \text{ fm} \). Additionally, the SI WIMP–nucleus cross section has been fixed to be \( \sigma_{\chi p}^{SI} = 10^{-9} \text{ pb} \) in all of our simulations.

Finally, we assumed that all experimental systematic uncertainties as well as the uncertainty on the measurement of the recoil energy could be ignored. Instead of all relevant isotopes of an element, we have considered only a single isotope at a time, since the uncertainty caused by using different isotopes has been estimated to be negligible. 5,000 experiments with 50 total events on average (Poisson–distributed, before cuts on \( Q_{\text{max}}^* \) determined by Eq. (33)) in one experiment have been simulated.

### 3.1 Small, but non–zero threshold energy

As a warm up, we consider at first a small, but non–zero experimental threshold energy of \( Q_{\text{min}} = 0.25 \text{ keV} \).

#### 3.1.1 Reconstruction of the WIMP mass

We first present our simulation results of the reconstruction of the most important WIMP property: the WIMP mass \( m_\chi \). The algorithmic procedure introduced in Ref. [62] by minimizing the \( \chi^2(m_\chi) \) function defined in Eq. (27) have been used with \( ^{28}\text{Si} \) and \( ^{76}\text{Ge} \) as two target nuclei [62]. The input WIMP masses between 2 and 200 GeV have been simulated.

In Fig. 1, we show the reconstructed WIMP masses and the lower and upper bounds of the 1σ statistical uncertainties as functions of the input WIMP mass. Four different widths of the first energy bin \( b_1 \) have been used: 2.5 keV (dashed green), 5 keV (dash–dotted blue), 10 keV (solid red), and 20 keV (dotted black). Note however that, although in our simulations a fixed width of the first energy bin has been set initially, for the three lightest input WIMP masses, \( b_1 \) has been tuned to be the analyzed energy range, i.e., \( b_1 = Q_{\text{max}}^* - Q_{\text{min}} \), since this is less than the initial setup of \( b_1 \) in our simulations. For example, for the input WIMP mass of \( m_{\chi, \text{in}} = 2 \text{ GeV} \), \( b_1 \) has been tuned to be 1.33 keV for the Si target and only 0.39 keV for the Ge target (remind that \( Q_{\text{min}} = 0.25 \text{ keV} \)) for all four initially different \( b_1 \). It is thus that the reconstructed WIMP masses as well as the statistical uncertainty bounds are the same for these four cases. Furthermore, for our simulations with the input WIMP mass of \( m_{\chi, \text{in}} = 5 \text{ GeV} \), \( b_1 \) has been tuned to be 7.79 keV for the Si target (for only the cases of \( b_1 = 10 \) and 20 keV) as well as 3.42 keV (for however the cases of \( b_1 = 5, 10 \) and 20 keV) for the Ge target. In Table 2, we list the kinematic maximal cut–off energies of the nuclei used in our simulations presented in this paper for different WIMP masses between 2 and 20 GeV for reference11.

\[ ^{11}\text{Remind that the given values depend on the maximal cut–off of the WIMP velocity distribution and in turn the escape velocity from our Galaxy and the Earth’s velocity in the Galactic frame. In our simulations we have set } v_e = 1.05 v_0 = 231 \text{ km/s and } v_{\text{esc}} = 500 \text{ km/s (i.e., } v_{\text{max}} = 731 \text{ km/s). For reference, we give also the values corresponding to } v_{\text{esc}} = 600 \text{ km/s (} v_{\text{max}} = 831 \text{ km/s) in the parentheses.} \]
Figure 1: The reconstructed WIMP masses and the lower and upper bounds of the 1σ statistical uncertainties as functions of the input WIMP mass with a $^{28}\text{Si} + ^{76}\text{Ge}$ target combination for input WIMP masses between 2 and 200 GeV. A small experimental threshold energy of $Q_{\text{min}} = 0.25$ keV has been simulated. Four different widths of the first energy bin $b_1$ have been used: 2.5 keV (dashed green), 5 keV (dash–dotted blue), 10 keV (solid red), and 20 keV (dotted black). The squared dark–green points indicate the true (input) WIMP masses in our simulations. Each experiment contains 50 events on average (before cuts on $Q^*$ determined by Eq. (33)). See the text for further details.

It can be found in Fig. 1 clearly that, for the input WIMP mass of $m_{\chi,\text{in}} = 2$ GeV, the reconstructed mass is a bit overestimated. The main reason should be the following: the corresponding kinematic maximal cut–off energies are very low (see Table 2): $Q_{\text{max},\text{kin,Si}} = 1.58$ keV and $Q_{\text{max},\text{kin,Ge}} = 0.64$ keV. Thus, for the germanium target, the threshold energy of $Q_{\text{min}} = 0.25$ keV cuts almost 40% of the theoretically analyzable energy range. According to the transformation given by Eq. (2), this means a minimal cut–off velocity of $v_{\text{min}}^* = v_{\text{min}}(0.25 \text{ keV}) \approx 460 \text{ km/s}$, which not only cuts $\sim 63\%$ of the considered velocity range ($0 \leq v \leq v_{\text{max}} = 731 \text{ km/s}$), but also far beyond the peak of our (input) velocity distribution function at $\approx 310 \text{ km/s}$. Hence, our triangular approximation for the velocity range of $v \leq v_{\text{min}}^*$ for estimating the normalization constant $\mathcal{N}$ as well as the moments of the WIMP velocity distribution, $\langle v^n \rangle$, in Eqs. (14) and (17) can obviously not hold anymore.

Similarly, due to the pretty small kinematic cut–off energy and the relatively high threshold energy, for the input WIMP mass of $m_{\chi,\text{in}} = 5$ GeV, the reconstructed WIMP mass could also be somehow underestimated. However, it should be caused by the use of the logarithmically linear ansatz (5) for reconstructing $dR/dQ$: in all cases with the tuned (reduced) bin width discussed before, we have used in fact the whole analyzed energy range as the first bin to reconstruct
Table 2: The kinematic maximal cut-off energies (in unit of keV) of the nuclei used in our simulations presented in this paper for different WIMP masses between 2 and 20 GeV. Remind that we have set $v_e = 1.05 v_0 = 231 \text{ km/s}$ and the values given here (in the parentheses) are corresponding to $v_{\text{esc}} = 500 \text{ km/s}$ (i.e., $v_{\text{max}} = 731 \text{ km/s}$) and $v_{\text{esc}} = 600 \text{ km/s}$ ($v_{\text{max}} = 831 \text{ km/s}$), respectively.

| Isotope | Z | A | $m_\chi = 2$ GeV | $m_\chi = 5$ GeV | $m_\chi = 10$ GeV | $m_\chi = 15$ GeV | $m_\chi = 20$ GeV |
|---------|---|---|------------------|------------------|------------------|------------------|------------------|
| $^{19}$F | 9 | 19 | 2.17 (2.81) | 10.23 (13.22) | 27.45 (35.48) | 44.30 (57.25) | 59.22 (76.54) |
| $^{23}$Na | 11 | 23 | 1.86 (2.41) | 9.14 (11.81) | 25.82 (33.37) | 43.23 (55.86) | 59.39 (76.75) |
| $^{28}$Si | 14 | 28 | 1.58 (2.04) | 8.04 (10.39) | 23.85 (30.82) | 41.38 (53.47) | 58.44 (75.52) |
| $^{40}$Ar | 18 | 40 | 1.15 (1.49) | 6.22 (8.03) | 19.87 (25.68) | 36.55 (47.23) | 54.10 (69.91) |
| $^{76}$Ge | 32 | 76 | 0.64 (0.82) | 3.67 (4.75) | 12.92 (16.70) | 25.78 (33.32) | 40.91 (52.87) |
| $^{127}$I | 53 | 127 | 0.39 (0.50) | 2.32 (3.00) | 8.57 (11.07) | 17.85 (23.07) | 29.48 (38.09) |
| $^{131}$Xe | 54 | 131 | 0.38 (0.49) | 2.25 (2.91) | 8.34 (10.78) | 17.43 (22.52) | 28.83 (37.26) |
| $^{136}$Xe | 54 | 136 | 0.36 (0.47) | 2.18 (2.81) | 8.08 (10.45) | 16.92 (21.87) | 28.06 (36.27) |

The recoil spectrum, or, equivalently, to estimate the logarithmic slope $k_1$. This would be too wide and $k_1$ could thus be underestimated (see Fig. 1 of Ref. [60]). Consequently, $K_1(Q_{\text{min}})$ and $r*(Q_{\text{min}})$ defined in Eqs. (15) and (18) would in turn be overestimated. Moreover, by increasing the initial bin width, only the used one for the Si target increases, whereas for the Ge target the used bin width has been kept as 3.42 keV, except of the smallest case of $b_1 = 2.5$ keV; it would therefore be the reason that the WIMP mass could still be reconstructed pretty precisely with $b_1 = 2.5$ keV but show a $b_1$–dependent overestimate.

On the other hand, for the input WIMP masses $m_{\chi,\text{in}} \gtrsim 10$ GeV, our simulations show that the algorithmic procedure with the modified $R_\sigma(X,Y)$ and $R_\sigma(X,Y)$ could reconstruct the WIMP masses pretty precisely with statistical uncertainties of $\sim 30\%$ to $45\%$, regardless of the width of the first energy bin; except that, once WIMPs are heavier than $\sim 60$ GeV, the use of a small bin width of $\sim 2.5$ keV would overestimate the reconstructed masses and enlarge the statistical uncertainties. We will discuss about effects of taking different widths of the first energy bin in more detail in Sec. 3.2.1.
3.1.2 Reconstruction of the SI WIMP–nucleon coupling

We continue to present our simulation results of the reconstruction of the (squared) SI (scalar) WIMP–nucleon coupling $|f_p|^2$ estimated by Eq. (24) for the input WIMP masses between 2 and 200 GeV. Note that, since the WIMP mass could (in principle) be reconstructed pretty well, we show here only the reconstructed $|f_p|^2$ with the true (input) WIMP masses.

In Figs. 2, we show the reconstructed squared SI WIMP–nucleon couplings and the lower and upper bounds of the $1\sigma$ statistical uncertainties as functions of the input WIMP mass with a $^{76}$Ge (upper) and a $^{28}$Si (lower) target separately. Three different widths of the first energy bin $b_1$ (before tuning) have been used: 2.5 keV (dashed green), 5 keV (dash–dotted red), and 10 keV (solid red).

As discussed previously, for the input WIMP mass of $m_{\chi,\text{in}} = 2$ GeV, the corresponding kinematic maximal cut–off energies are $Q_{\text{max,kin,Si}} = 1.58$ keV and $Q_{\text{max,kin,Ge}} = 0.64$ keV, respectively. This means that, while for the germanium target the threshold energy of $Q_{\text{min}} = 0.25$ keV cuts almost 40% of the theoretically analyzable energy range, for the silicon target, only 16% of the energy range has been cut. Consequently, our simulations shown in Figs. 2 demonstrate clearly that, once the priorly known or reconstructed WIMP mass is pretty light, $|f_p|^2$ could be (strongly) underestimated by using data with heavy target nuclei (Ge or Xe), but (much) better reconstructed with light target nuclei (Si and Ar).

On the other hand, for the input WIMP masses $m_{\chi,\text{in}} \gtrsim 10$ GeV, the SI WIMP–nucleon coupling could be reconstructed very precisely with statistical uncertainties of $\sim 20\%$ to $30\%$, by using not only the Ge and Si targets, but in fact also other available nuclei, e.g. Ar or Xe. However, as already shown in Ref. [63], for input WIMP masses of $m_{\chi,\text{in}} \gtrsim 100$ GeV, $|f_p|^2$ could be a bit underestimated with heavy (Ge and Xe) nuclei. More comparisons between results reconstructed with light (Si) and heavy (Ge) target nuclei when the threshold energy increases will be given in Sec. 3.2.2.

3.1.3 Reconstruction of the ratio between the SD WIMP–nucleon couplings

Now we consider the ratio between two SD WIMP–nucleon couplings $a_n/a_p$ with both of the estimators given in Eqs. (37) and (46). Only the combination of the $^{19}$F $+$ $^{127}$I nuclei has been used in our simulations, since a much wider range of the $a_n/a_p$ ratio (between ±4) can (in principle) be well reconstructed [64]. Remind that, as discussed in Ref. [64] and Sec. 2.3, for the F $+$ I target combination, one should take the “− (minus)” solution for both of Eqs. (37) and Eqs. (46). Note also that, in all simulations presented in this paper, a non–zero SI WIMP–nucleon cross section $\sigma_{\chi p}^{\text{SI}} = 10^{-9}$ pb has always been taken into account.

In Figs. 3, we show at first the reconstructed $a_n/a_p$ ratios estimated by Eq. (37) and their lower and upper bounds of the $1\sigma$ statistical uncertainties with $n = -1$ (dash–dotted blue), 1 (long–dotted blue), and 2 (dotted magenta) as well as those estimated by Eq. (46) (solid red) as functions of the input $a_n/a_p$ ratio with a $^{19}$F $+$ $^{127}$I target combination and $^{28}$Si as the third spinless target for input $a_n/a_p$ ratios between ±4. The mass of incident WIMPs has been set as 20 GeV. A relatively small bin width of $b_1 = 2.5$ keV (upper) and a wider width of $b_1 = 10$ keV (lower) (before tuning) have been used.

It can be found in the upper frame of Figs. 3 that, although the reconstructed $a_n/a_p$ ratios given by Eq. (37) with three different $n$ are slightly overestimated at the end closed to $\langle S_p \rangle_1/\langle S_n \rangle_1 = -4.12$ (due to including the non–zero SI WIMP–nucleus cross section [64]), not surprisingly, the ratio given by Eq. (46) could precisely match all the true (input) values. However, remind here that Eq. (37) has however been derived by considering only the SD WIMP–nucleus cross section.
Figure 2: The reconstructed squared SI (scalar) WIMP–nucleon couplings and the lower and upper bounds of the 1σ statistical uncertainties as functions of the input WIMP mass with a $^{76}$Ge (upper) or a $^{28}$Si (lower) target for input WIMP masses between 2 and 200 GeV. The required WIMP mass has been assumed to be the true (input) values. Three different widths of the first energy bin $b_1$ (before tuning) have been used: 2.5 keV (dashed green), 5 keV (dash–dotteded blue), and 10 keV (solid red). The squared dark–green points indicate the true (input) WIMP masses and the theoretically estimated $|f_p|^2$ values. Each experiment contains 50 events on average. The SI WIMP–nucleus cross section has been fixed to be $\sigma_{\chi p}^{SI} = 10^{-9}$ pb.
Figure 3: The reconstructed \( a_n/a_p \) ratios estimated by Eq. (37) and their lower and upper bounds of the 1\( \sigma \) statistical uncertainties with \( n = -1 \) (dash–dotted cyan), \( 1 \) (long–dotted blue), and \( 2 \) (dotted magenta) as well as those estimated by Eq. (46) (solid red) as functions of the input \( a_n/a_p \) ratio with the \( ^{19}\text{F} + ^{127}\text{I} \) target combination and \( ^{28}\text{Si} \) as the third spinless target for input \( a_n/a_p \) ratios between \( \pm 4 \). The mass of incident WIMPs has been set as 20 GeV. Remind that a non–zero SI WIMP–nucleon cross section \( \sigma_{\text{SI}} = 10^{-9} \) pb has been included. A relatively small bin width of \( b_1 = 2.5 \) keV (upper) and a wider width of \( b_1 = 10 \) keV (lower) (before tuning) have been used. Each experiment contains 50 events on average.
Figure 4: The reconstructed $a_n/a_p$ ratios and their lower and upper bounds of the $1\sigma$ statistical uncertainties as functions of the input WIMP mass with the $^{19}\text{F} + ^{127}\text{I}$ target combination and $^{28}\text{Si}$ as the third spinless target for input WIMP masses between 2 and 200 GeV. The input $a_n/a_p$ ratio has been fixed as 0.7. Other parameters and all notations are the same as in Figs. 3.
ever, the 1σ statistical uncertainties estimated with \( n = -1 \) and from the general Eq. (46) are almost twice as large as those with \( n = 1 \) and 2. Nevertheless, by increasing the width of the first energy bin, the (difference between the) 1σ statistical uncertainties by using both estimators could be reduced (significantly).

On the other hand, in Figs. 4, we show the reconstructed \( a_n/a_p \) ratios and their 1σ statistical uncertainties as functions of the input WIMP mass with the F + I (+ Si) target combination for input WIMP masses between 2 and 200 GeV. The input \( a_n/a_p \) ratio has been fixed as 0.7.

First, as discussed before, for the lightest input WIMP mass of \( m_{\chi,\text{in}} = 2 \) GeV, the kinematic maximal cut–off energy of the iodine target is only 0.39 keV and the threshold energy of \( Q_{\min} = 0.25 \) keV cuts thus more than 60% of the theoretically analyzable energy range. Consequently, the reconstructed \( a_n/a_p \) ratios are strongly underestimated. Nevertheless, for all larger input WIMP masses \( m_{\chi,\text{in}} \geq 5 \) GeV, the reconstructions of the \( a_n/a_p \) ratio become to match the true (input) values very well. Furthermore, two plots in Figs. 4 show more clearly that, with the use of a small bin width of \( b_1 = 2.5 \) keV, the 1σ statistical uncertainties with \( n = 1 \) and 2 are approximately equal and (much smaller) than the uncertainties estimated with \( n = -1 \) and from the general Eq. (46), especially for the large input WIMP masses. And similarly, by increasing the width of the first energy bin, the (difference between the) uncertainties (with different \( n \)) could be reduced (significantly); the larger the true (input) WIMP mass, the more significantly the uncertainty could be reduced and, (with a bin width as large as \( b_1 \approx 10 \) keV), the uncertainties would (almost) be independent of the true (input) WIMP mass.

### 3.1.4 Reconstructions of the ratios between the SD and SI WIMP–nucleon cross sections

We present further the simulation results of the reconstructions of the ratios of the SD and SI WIMP cross sections on protons and on neutrons, \( \sigma_{\chi p,n}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \). Note that, first, for using Eqs. (44) and (42), the needed \( a_n/a_p \) ratio has been reconstructed only by Eq. (46). Second, in all plots the width of the first energy bin (before tuning) has been fixed as \( b_1 = 10 \) keV.

In Figs. 5, we show the reconstructed \( \sigma_{\chi p}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \) ratios estimated by Eq. (44) and their lower and upper bounds of the 1σ statistical uncertainties with the \( ^{19}\text{F} + ^{127}\text{I} + ^{28}\text{Si} \) target combination (long–dotted blue) as well as by Eq. (49) with a \(^{23}\text{Na} + \text{Ge} \) target combination (solid red). While in the upper frame, the \( \sigma_{\chi p}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \) ratios and their statistical uncertainties are reconstructed with a fixed input WIMP mass of \( m_{\chi,\text{in}} = 20 \) GeV and given as functions of the input \( a_n/a_p \) ratio between \( \pm 4 \), in the lower frame, the input ratio of \( a_n/a_p \) is fixed as 0.7 and the results are given as functions of the input WIMP mass between 2 and 200 GeV.

It can be seen clearly that, in the wide range of interests of \( |a_n/a_p| \leq 4 \), the \( \sigma_{\chi p}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \) ratios could be reconstructed by Eqs. (44) with the \( ^{19}\text{F} + ^{127}\text{I} + ^{28}\text{Si} \) target combination (much) better: except of the a–bit–overestimated one at the end of \( (a_n/a_p)_{\text{in}} = -4 \), not only the \( \sigma_{\chi p}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \) ratios can be estimated very precisely, also their statistical uncertainties are independent of the input \( a_n/a_p \) ratios. On the other hand, except of the lightest input WIMP mass of \( m_{\chi,\text{in}} = 2 \) GeV, with a fixed \( a_n/a_p \) ratio (lower frame), for the input WIMP masses of \( m_{\chi,\text{in}} \geq 5 \) GeV, the \( \sigma_{\chi p}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \) ratios could be reconstructed by both combinations very well. Note however that, although the reconstructed results with the \(^{23}\text{Na} + \text{Ge} \) target combination shown in the lower frame look also pretty nice, as discussed above, this is only because that the input \( a_n/a_p \) ratio is fixed as 0.7. As shown in the upper frame, once the true \( a_n/a_p \) ratio exceeds the range of \( |a_n/a_p| \lesssim 1 \), the reconstructions by the \(^{23}\text{Na} + \text{Ge} \) target combination would be (strongly) over– or underestimated!

On the other hand, in Figs. 6, we show the reconstructed \( \sigma_{\chi n}^{\text{SD}}/\sigma_{\chi p}^{\text{SI}} \) ratios estimated by Eq. (42)
Figure 5: The reconstructed $\sigma_{SD}^{\chi p}/\sigma_{SI}^{\chi p}$ ratios estimated by Eq. (44) and their lower and upper bounds of the 1σ statistical uncertainties with the $^{19}\text{F} + ^{127}\text{I} + ^{28}\text{Si}$ target combination (long–dotted blue) as well as by Eq. (49) with the $^{23}\text{Na} + ^{76}\text{Ge}$ target combination (solid red). Upper: with a fixed input WIMP mass of $m_{\chi, \text{in}} = 20$ GeV as functions of the input $a_n/a_p$ ratio between $\pm 4$; lower: with a fixed input ratio of $a_n/a_p = 0.7$ as functions of the input WIMP mass between 2 and 200 GeV. Only the $a_n/a_p$ ratio reconstructed by Eq. (46) has been included and the width of the first energy bin (before tuning) has been fixed as $b_1 = 10$ keV. Other parameters are the same as in Figs. 3 and 4.
Figure 6: The reconstructed $\sigma_{SD}/\sigma_{SI}$ ratios estimated by Eq. (42) and their lower and upper bounds of the 1σ statistical uncertainties with the $^{19}$F + $^{127}$I + $^{28}$Si target combination (long-dotted blue) as well as by Eq. (51) with the $^{131}$Xe + $^{76}$Ge target combination (solid red). Upper: with a fixed input WIMP mass of $m_{\chi,\text{in}} = 20$ GeV as functions of the input $a_n/a_p$ ratio between ±4; lower: with a fixed input ratio of $a_n/a_p = 0.7$ as functions of the input WIMP mass between 2 and 200 GeV. Only the $a_n/a_p$ ratio reconstructed by Eq. (46) has been included and the width of the first energy bin (before tuning) has been fixed as $b_1 = 10$ keV. Other parameters are the same as in Figs. 3 and 4.
Figure 7: As in Fig. 1, except that three different minimal cut–off energies have been considered: $Q_{\text{min}} = 0.25$ keV (dashed green), 2.5 keV (dash–dotted blue), and 5 keV (solid red). As a reference, the reconstructed masses and the statistical uncertainties with zero minimal cut–off energy $Q_{\text{min}} = 0$ (dotted black) have also been given here. The width of the first energy bin (before tuning) has been fixed as $b_1 = 10$ keV.

and their lower and upper bounds of the $1\sigma$ statistical uncertainties with the $^{19}\text{F} + ^{127}\text{I} + ^{28}\text{Si}$ target combination (long–dotted blue) as well as by Eq. (51) with a $^{131}\text{Xe} + ^{76}\text{Ge}$ target combination (solid red).

Our results show that, although both combinations could offer well reconstructed $\sigma_{SD}/\sigma_{SI}$ ratios, with either a fixed WIMP mass or a fixed $a_n/a_p$ ratio, but, in contrast to the results shown in Figs. 5, the statistical uncertainties estimated with the $^{131}\text{Xe} + ^{76}\text{Ge}$ targets could now be much smaller (the half of) than those with $^{19}\text{F} + ^{127}\text{I} + ^{28}\text{Si}$ combination. Moreover, for the lightest input WIMP mass of $m_{\chi,\text{in}} = 2$ GeV, while the reconstructed ratio with the $^{19}\text{F} + ^{127}\text{I} + ^{28}\text{Si}$ combination could now be underestimated, the one with the $^{131}\text{Xe} + ^{76}\text{Ge}$ targets could be overestimated. Nevertheless, as usual, for the input WIMP masses of $m_{\chi,\text{in}} \gtrsim 5$ GeV, the $\sigma_{SD}/\sigma_{SI}$ ratio could be reconstructed very well with uncertainty depending only slightly on the true (input) WIMP mass by using both target combinations.

3.2 Raising the threshold energy

In this section, we raise the threshold energy to $Q_{\text{min}} = 2.5$ and even $Q_{\text{min}} = 5$ keV and then repeat our simulations in order to confirm our observations discussed previously.
Figure 8: Upper: as in Fig. 1, except that the minimal cut-off energy has been raised to $Q_{\text{min}} = 5 \text{ keV}$. Lower: as in Fig. 7, except that the width of the first energy bin (before tuning) has been enlarged to $b_1 = 20 \text{ keV}$. 
3.2.1 Reconstruction of the WIMP mass

In Fig. 7, we show the reconstructed WIMP masses and the $1\sigma$ statistical uncertainty bounds with three different minimal cut–off energies together: $Q_{\text{min}} = 0.25$ keV (dashed green), 2.5 keV (dash–dotted blue), and 5 keV (solid red). As a reference, the reconstructed masses and the statistical uncertainties with zero minimal cut–off energy $Q_{\text{min}} = 0$ (dotted black) have also been given. The width of the first energy bin (before tuning) has been fixed as $b_1 = 10$ keV.

It can be found here that, as discussed in Sec. 3.1.1, for the input WIMP mass of $m_{\chi,\text{in}} = 2$ or 5 GeV, the corresponding kinematic maximal cut–off energies for the Si and Ge targets are only $Q_{\text{max,kin,SI}} = 1.58$ or 8.04 keV and $Q_{\text{max,kin,Ge}} = 0.64$ or 3.67 keV. It is thus obviously that no WIMP events can be observed above an experimental threshold energy of $Q_{\text{min}} = 2.5$ (or 5) keV with a Si or Ge target. Additionally, for the larger input WIMP masses of $m_{\chi,\text{in}} = 5$ (and 10) GeV, the corresponding kinematic maximal cut–off energies for the Ge target are only $Q_{\text{max,kin,Ge}} = 3.67$ (and 12.92) keV. Hence, the $Q_{\text{min}} = 2.5$ (and 5) keV threshold energies cut 68% (and 39%) of the theoretically analyzable energy ranges. This results in overestimates of the reconstructed WIMP mass for input WIMP masses $m_{\chi,\text{in}} \lesssim 10$ GeV.

On the other hand, for the input WIMP masses of $m_{\chi,\text{in}} \gtrsim 50$ GeV, our simulations show that the higher the minimal cut–off energy, the more underestimate the reconstructed WIMP mass. In order to alleviate this underestimate, we consider then a much wider width of $b_1 = 20$ keV for the first energy bin in Figs. 8. The upper frame of Figs. 8 shows the reconstructed WIMP masses by using data sets with a common minimal cut–off energy of $Q_{\text{min}} = 5$ keV but four different widths of the first energy bin: 2.5 keV (dashed green), 5 keV (dash–dotted blue), 10 keV (solid red), and 20 keV (dotted black). It can be found obviously that, with a fixed threshold energy as high as $Q_{\text{min}} = 5$ keV, the larger the width of the first energy bin, the higher (preciser) the reconstructed WIMP masses; the underestimate of the reconstructed WIMP masses between 60 and 200 GeV could indeed be alleviated. Meanwhile, we show in the lower frame of Figs. 8 the reconstructed WIMP masses with a larger fixed width of the first energy bin of $b_1 = 20$ keV for four different minimal cut–off energies: $Q_{\text{min}} = 0$ (dotted black), 0.25 keV (dashed green), 2.5 keV (dash–dotted blue), and 5 keV (solid red). Comparing with the results shown in Fig. 7, one can see clearly the improvement of the WIMP mass reconstruction. Additionally and more importantly, our simulations indicates that, the larger the minimal cut–off energy, the larger the alleviation by using a larger $b_1$ could be.

It would be reasonable to expect that the reconstruction of the WIMP mass (as well as the other properties) could be somehow (or even strongly) improved, once the true escape velocity of our Galaxy would be larger (than the value used in our presented simulations). However, according to our further simulations with a larger escape velocity of $v_{\text{esc}} = 600$ km/s, this expectation would unfortunately not be certainly true. Firstly, with a larger escape velocity and thus a larger kinematic cut–off on the velocity distribution as well as on the recoil spectra, the “truncation” problem discussed in Sec. 3.1 and, especially, above could indeed be alleviated a little bit and then the systematic deviations of the reconstructed results from the true (input) values could be reduced a little bit, but only a very little bit, much smaller than what one would expect. Actually, due to the exponential–like shape of the predicted recoil spectrum, in a data set with a few tens of total events at most only one extra event could “occasionally” be recorded in the extended high–energy range (between, e.g., 3.67 and 4.75 keV for the Ge target and the WIMP mass of 5 GeV, see Table 2). On the other hand, as shown in Table 2, for e.g. the I and Xe nuclei, the cut–offs of the kinematic energy could become (from lower to) higher than the experimental threshold energies and some WIMP events could thus be observed. However, as discussed earlier, since large parts of the theoretically analyzable energy ranges would still be cut
by the relatively pretty high threshold energies, the reconstructed results would be (strongly) deviated from the true (input) values and not (very) reliable.

3.2.2 Reconstruction of the SI WIMP–nucleon coupling

In Fig. 9, we show the reconstructed (squared) SI WIMP–nucleon couplings and the 1σ statistical uncertainty bounds with three different minimal cut–off energies together: \( Q_{\text{min}} = 0.25 \text{ keV} \) (dashed green), 2.5 keV (dash–dotted blue), and 5 keV (solid red). As a reference, the reconstructed couplings and the statistical uncertainties with zero minimal cut–off energy \( Q_{\text{min}} = 0 \) have also been given. Note that the width of the first energy bin (before tuning) has been fixed as \( b_1 = 10 \text{ keV} \).

As discussed in Secs. 3.1.2 and 3.2.1, for the input WIMP masses of \( m_{\chi,\text{in}} = 2 \) (and 5) GeV, no WIMP events can be observed above \( Q_{\text{min}} = 5 \) (or 2.5) keV experimental cut–off energy by using a germanium (or silicon) target. Also, for the larger input WIMP masses of \( m_{\chi,\text{in}} = 5 \) (and 10) GeV, large parts of the theoretically analyzable energy ranges would be cut by a threshold energy of \( Q_{\text{min}} = 2.5 \) (or 5) keV and this results in the underestimates of the reconstructed SI coupling for input WIMP masses \( m_{\chi,\text{in}} \lesssim 10 \) GeV (for Ge, upper) or 5 GeV (for Si, lower). Nevertheless, for the input WIMP masses of \( m_{\chi,\text{in}} \gtrsim 10 \) (15) GeV, the SI WIMP–proton couplings could always be reconstructed pretty precisely by using both of the Si (light) and Ge (heavy) targets. By increasing the minimal cut–off energy, one would only obtain larger statistical uncertainties on the reconstructed couplings. Moreover, as observed before, for the input WIMP masses of \( m_{\chi,\text{in}} \gtrsim 100 \) GeV, the \( |f_p|^2 \) couplings could be reconstructed more precisely with light (Si and Ar) targets then with heavy (Ge and Xe) targets, with however slightly larger statistical uncertainties.

3.2.3 Reconstruction of the ratio between the SD WIMP–nucleon couplings

In Figs. 10, we show the reconstructed \( a_n/a_p \) ratios estimated only by Eq. (46) and the 1σ statistical uncertainty bounds with the \( ^{19}\text{F} + ^{127}\text{I} + ^{28}\text{Si} \) target combination. Three different minimal cut–off energies: \( Q_{\text{min}} = 0.25 \text{ keV} \) (dashed green), 2.5 keV (dash–dotted blue), and 5 keV (solid red) have been presented with the results of zero minimal cut–off energy \( Q_{\text{min}} = 0 \) (dotted black) as a reference. The width of the first energy bin (before tuning) has been fixed as \( b_1 = 10 \text{ keV} \).

In the lower frame of Figs. 10, the reconstructed \( a_n/a_p \) ratios and the uncertainty bounds with a fixed input ratio of \( a_n/a_p = 0.7 \) has been given as functions of the input WIMP mass between 2 and 200 GeV. As discussed before, this plot shows again that, for the input WIMP masses of \( m_{\chi,\text{in}} = 2 \) and 5 GeV, the corresponding kinematic maximal cut–off energies for the I target are only \( Q_{\text{max,kin},1} = 0.39 \) and 2.32 keV, and thus no WIMP events can be observed above \( Q_{\text{min}} = 2.5 \) and 5 keV experimental cut–off energies. Furthermore, for the larger input WIMP mass of \( m_{\chi,\text{in}} = 10 \) or 15 GeV, the corresponding kinematic maximal cut–off for iodine is only \( Q_{\text{max,kin},1} = 8.57 \) or 17.85 keV. Hence, the \( Q_{\text{min}} = 2.5 \) and 5 keV threshold energies cuts 29% and 58% (for the input WIMP mass of \( m_{\chi,\text{in}} = 10 \) GeV) of the theoretically analyzable energy range. This results again in the underestimates of the reconstructed \( a_n/a_p \) ratios for \( m_{\chi,\text{in}} \lesssim 10 \) (and 15) GeV.

Nevertheless, and importantly, comparing with the results presented in Ref. [64] (with the unmodified estimators), the reconstructions of the \( a_n/a_p \) ratios have been strongly improved here, once some (real) WIMP events can be observed above the experimental threshold energies. Moreover, if the WIMP mass is larger than \( \mathcal{O}(20) \) GeV, even with a threshold energy of \( \sim 5 \) keV, we could in principle reconstruct the \( a_n/a_p \) ratio very precisely. Additionally, as also
Figure 9: As in Figs. 2, except that three different minimal cut–off energies have been considered: $Q_{\text{min}} = 0.25$ keV (dashed green), 2.5 keV (dash–dotted blue), and 5 keV (solid red). As a reference, the reconstructed couplings and the statistical uncertainties with zero minimal cut–off energy $Q_{\text{min}} = 0$ (dotted black) have also been given here. Note that the width of the first energy bin (before tuning) has been fixed as $b_1 = 10$ keV.
Figure 10: The reconstructed $a_n/a_p$ ratios estimated only by Eq. (46) and the 1σ statistical uncertainty bounds with the $^{19}$F + $^{127}$I + $^{28}$Si target combination. Upper: the reconstructed $a_n/a_p$ ratios with a fixed input WIMP mass of $m_{\chi,\text{in}} = 20$ GeV as functions of the input $a_n/a_p$ ratio between ±4; lower: with a fixed input ratio of $a_n/a_p = 0.7$ as functions of the input WIMP mass between 2 and 200 GeV. The squared dark–green points indicate the true (input) (WIMP masses and) $a_n/a_p$ values. Four different minimal cut–off energies have been considered: $Q_{\text{min}} = 0$ (dotted black), 0.25 keV (dashed green), 2.5 keV (dash–dotted blue), and 5 keV (solid red). The width of the first energy bin (before tuning) has been fixed as $b_1 = 10$ keV. Other parameters are the same as in Figs. 3 and 4.
shown in the upper frame of Figs. 10, the plot of the reconstructed $a_n/a_p$ ratios and statistical uncertainty bounds with a fixed input WIMP mass of $m_{\chi,\text{in}} = 20$ GeV between $a_n/a_p = \pm 4$, increasing the minimal cut–off energy would only enlarge the statistical uncertainties on the reconstructed $a_n/a_p$ ratios, which would almost be independent of the true (input) WIMP mass.

3.2.4 Reconstructions of the ratios between the SD and SI WIMP–nucleon cross sections

Finally, in Figs. 11 and 12, we show the reconstructed $\sigma_{\chi p}^{SD}/\sigma_{\chi p}^{SI}$ ratios estimated by Eq. (44) and the $1\sigma$ statistical uncertainties with the $^{19}$F $+ ^{127}$I $+ ^{28}$Si and by Eq. (49) with the $^{23}$Na $+ ^{76}$Ge target combinations separately. As in Figs. 10, in the upper frames of Figs. 11 and 12, the input WIMP mass has been fixed as 20 GeV and we have simulated input $a_n/a_p$ ratios between $\pm 4$; in the lower frames of two figures, we have fixed the input $a_n/a_p$ ratio as 0.7 and simulated input WIMP masses between 2 and 200 GeV. As before, four different minimal cut–off energies have been considered: $Q_{\text{min}} = 0$ (dotted black), 0.25 keV (dashed green), 2.5 keV (dash–dot–dotted blue), and 5 keV (solid red), and the width of the first energy bin (before tuning) has been fixed as $b_1 = 10$ keV. Meanwhile, in Figs. 13 and 14, we show also the reconstructed $\sigma_{\chi n}^{SD}/\sigma_{\chi n}^{SI}$ ratios estimated by Eq. (42) and the $1\sigma$ statistical uncertainty bounds with the $^{19}$F $+ ^{127}$I $+ ^{28}$Si and by Eq. (51) with the $^{131}$Xe $+ ^{76}$Ge target combinations separately.

These plots demonstrate clearly that, first, as for reconstructing the other WIMP properties, the (pretty) small maximal kinematic cut–off energy depending on the mass of the incident WIMPs would be the most critical issue for the reconstructions of the ratios between the WIMP–nucleon cross sections. Once WIMPs are so light that large parts of the theoretically analyzable energy ranges are cut by the threshold energies of the analyzed data sets, the ratios between the WIMP–nucleon cross sections could be (strongly) over– or underestimated. However, as shown in the four lower frames of Figs. 11 to 14, by using different (combinations of) target nuclei, one would obtain incompatible results for reminding us to reduce the experimental threshold energies.

In contrast, once WIMPs are heavier than $\sim 15$ GeV, the maximal kinematic cut–off energies of our target nuclei are (much) higher than the threshold energies of the analyzed data sets, the results reconstructed with different target combinations would match each other pretty well and also be pretty precise to the true (input) values. Then the most serious problem with increasing the threshold energies would only be the enlargement of the statistical uncertainties on the reconstructed cross–section ratios.

4 Summary and conclusions

In this paper, we have revisited our data analysis procedures developed for reconstructing different WIMP properties: the WIMP mass, the SI scalar WIMP–nucleon couplings as well as the ratios between the SI and SD WIMP–nucleon couplings/cross sections by taken into account non–negligible experimental threshold energies of the analyzed data sets. All needed expressions for the reconstruction processes have been checked and modified properly.

Our simulation results show that, firstly, the (pretty) small maximal kinematic cut–off energy depending on the mass of the incident WIMPs would be the most critical issue for the reconstructions of WIMP properties. For the case that WIMPs are as light as $\lesssim 10$ GeV, the expected maximal kinematic cut–offs for light targets, e.g. Si and Ar, would be $\lesssim 20$ keV and even only a few keV for heavy targets, e.g. Ge and Xe. It is therefore possible that very few or even no WIMP scattering events could be observed between the experimental threshold
Figure 11: The reconstructed $\sigma_{SD}/\sigma_{SI}$ ratios estimated only by Eq. (44) and the 1$\sigma$ statistical uncertainty bounds with the $^{19}$F + $^{127}$I + $^{28}$Si target combination for input $a_n/a_p$ ratios between $\pm 4$ (upper) and input WIMP masses between 2 and 200 GeV (lower). Other parameters and notations are the same as in Figs. 10.
Figure 12: As in Figs. 11, except that $\sigma^{\text{SD}}_{\chi p}/\sigma^{\text{SI}}_{\chi p}$ and $\sigma^{\text{SD}}_{\chi p}/\sigma^{\text{SI}}_{\chi p}$ have been estimated by Eq. (49) with the $^{23}\text{Na} + ^{76}\text{Ge}$ target combination.
Figure 13: The reconstructed $\frac{\sigma_{SD}}{\sigma_{SI}}$ ratios estimated only by Eq. (42) and the 1σ statistical uncertainty bounds with the $^{19}$F + $^{127}$I + $^{28}$Si target combination for input $a_n/a_p$ ratios between ±4 (upper) and input WIMP masses between 2 and 200 GeV (lower). Other parameters and all notations are the same as in Figs. 10.
Figure 14: As in Figs. 13, except that $\sigma_{\chi n}^{SD}/\sigma_{\chi p}^{SI}$ and $\sigma_{\chi p}^{SI}$ have been estimated by Eq. (51) with the $^{131}$Xe + $^{76}$Ge target combination.
energies and the maximal kinematic cut–offs. Once we could fortunately observe a number of WIMP signals, large parts of the theoretically analyzable energy ranges would still be cut by the threshold energies of the analyzed data sets, and, consequently, the reconstructed WIMP properties could be (strongly) over– or underestimated. Nevertheless, as demonstrated in this paper, one could use data sets with different (combinations of) target nuclei for the same analyses and (in)compatible results would help us to check the reliability of our reconstructions.

On the other hand, once WIMPs are heavier than $\sim 15$ GeV, the maximal kinematic cut–off energies of our target nuclei would be (much) higher than the threshold energies of the analyzed data sets, our simulation results with different target combinations could match each other pretty well and also be pretty precise to the true (input) values. For this case the most serious problem with increasing the threshold energies would only be the enlargement of the statistical uncertainties on the reconstructed WIMP properties.

Moreover, for light WIMPs ($m_\chi < \sim 10$ GeV), since the analyzed energy ranges would be very narrow, one should take a small width for the first energy bin. In contrast, once the true WIMP mass is larger than $\sim 60$ GeV, using a larger bin width would be helpful for alleviating some systematic deviations.

In our simulations presented in this paper, the Galactic escape velocity has been set conservatively as $v_{\text{esc}} = 500$ km/s. Our further simulations show that, firstly, with a larger escape velocity and thus a larger kinematic cut–off on the velocity distribution as well as on the recoil spectra, the systematic deviations of the reconstructed results from the true (input) values could be reduced, unexpectedly, only a little bit. On the other hand, once the (true) escape velocity is larger than our simulation setup, for heavy target nuclei, the cut–offs of the kinematic energy could become higher than the experimental threshold energies and some WIMP events could thus be observed. However, since large parts of the theoretically analyzable energy ranges would still be cut by the relatively pretty high threshold energies, the reconstructed results would be (strongly) deviated from the true values and not (very) reliable.

In summary, as a supplement of our earlier works on reconstructions of different WIMP properties, we modified in this paper all estimators for the more general case with non–negligible threshold energy. Hopefully, these modifications could not only be more suitable for practical data analyses in direct detection experiments, but also offer preciser information about Galactic Dark Matter.
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A Formulae for estimating statistical uncertainties

Here we list the modified formulae needed for estimating statistical uncertainties on the reconstructed WIMP properties by using our model–independent methods. Detailed derivations and discussions can be found in Refs. [60, 83, 62, 63, 64] (with some necessary modifications).

First, from Eqs. (11), (15) and (7), the statistical uncertainty on the modified estimator
r^*(Q_{\text{min}}) defined in Eq. (18) can be expressed as

\[ \sigma^2(r^*(Q_{\text{min}})) = \left[r^*(Q_{\text{min}})\right]^2 \left\{ \frac{1}{N_1} + \left\{ \frac{1}{K_1} - \left( \frac{b_1}{2} \right) \left( 1 + \coth \left( \frac{b_1 k_1}{2} \right) \right) \right\} \times \left[ K_1(Q_{\text{min}}) Q_{\text{min}} + 1 \right] - Q_{\text{min}} \right\}^2 \sigma^2(k_1) \} . \] (A1)

Meanwhile, since all \( I_n \) are determined from the same data, they are correlated with each other as well as with \( r^*(Q_{\text{min}}) \) through the contribution of the measured recoil energies in the first \( Q \)-bin. Following the definition of \( I_n \) given in Eq. (12), we have

\[ I_{n,1}(Q_{\text{min}}, Q_{\text{min}} + b_1) = r_1 \int_{Q_{\text{min}}}^{Q_{\text{min}} + b_1} Q^{(n-1)/2} F^2(Q) e^{k_1(Q - Q_{\text{min}})} dQ \rightarrow \sum_{i=1}^{N_1} Q^{(n-1)/2}_{1,i} \] (A2)

Hence, the correlation between the uncertainties on \( r^*(Q_{\text{min}}) \) and on \( I_n \) is given by

\[ \text{cov}(r^*(Q_{\text{min}}), I_n) = r^*(Q_{\text{min}}) I_{n,1}(Q_{\text{min}}, Q_{\text{min}} + b_1) \times \left\{ \frac{1}{N_1} + \left\{ \frac{1}{K_1} - \left( \frac{b_1}{2} \right) \left( 1 + \coth \left( \frac{b_1 k_1}{2} \right) \right) \right\} \times \left[ I_{n+2,1}(Q_{\text{min}}, Q_{\text{min}} + b_1) - Q_1 + \frac{1}{k_1} - \left( \frac{b_1}{2} \right) \coth \left( \frac{b_1 k_1}{2} \right) \right] \sigma^2(k_1) \} . \] (A3)

On the other hand, according to the modifications of the definitions of \( R_{n,X} \) and \( R_{\sigma,X} \) given in Eqs. (20) and (26), the short–hand notation for the six quantities introduced in Ref. [62] on which the estimate of \( m_x \) depends are now:

\[ c_{1,X} = I_{n,X} , \quad c_{2,X} = I_{0,X} , \quad c_{3,X} = r_{\chi}^*(Q_{\text{min},X}) , \] (A4)

and similarly for the \( c_{i,Y} \); the last element \( c_{3,(X,Y)} \) are now replaced by \( r_{\chi}^*(Q_{\text{min}),(X,Y)) \). Then the explicit expressions for the derivatives of \( R_{n,(X,Y)} \) and \( R_{\sigma,(X,Y)} \) with respect to \( c_{i,(X,Y)} \) can then be obtained directly by replacing \( r_{\chi}^*(Q_{\text{min}),(X,Y)) \) by \( r_{\chi}^*(Q_{\text{min}),(X,Y)) \) (see Appendices of Refs. [63, 64]).

Finally, the derivative of \( \sigma_{SP}/\sigma_{SI} \) with respect to \( R_{m,X} \) given in Eq. (A.3) of Ref. [64] should be corrected by

\[ \frac{\partial}{\partial R_{m,X}} \left( \frac{\sigma_{SP}}{\sigma_{SI}} \right) = \frac{C_{p,X} F^2_{SD,X}(Q_{\text{min},X}) F^2_{SI,Y}(Q_{\text{min},Y}) - C_{p,Y} F^2_{SI,X}(Q_{\text{min},X}) F^2_{SD,Y}(Q_{\text{min},Y})}{\left[ C_{p,X} F^2_{SD,X}(Q_{\text{min},X}) - C_{p,Y} F^2_{SD,Y}(Q_{\text{min},Y}) \right]} \left( \frac{1}{R_{m,Y}} \right) , \] (A5)

i.e., there should be no “– (minus)” sign before the fraction.
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