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We propose a dynamic projection mapping system with effective machine-learning and high-speed edge-based object tracking using a single IR camera. The machine-learning techniques are used for precise 3D initial posture estimation from 2D IR images, as a detection process. After the detection, we apply an edge-based tracking process for real-time image projection. In this paper, we implement our proposal and actually achieve dynamic projection mapping. In addition, we evaluate the performance of our proposal through the comparison with a Kinect-based tracking system.

1. Introduction

Dynamic spatial augmented reality (SAR) is expected to provide appearance editing by projecting images onto moving targets. Standard SAR for static objects [1], known as projection mapping, has already achieved realistic augmented reality (AR) and provided fantastic entertainment opportunities. A number of events use this projection technique to entertain people by changing the appearances of real objects such as buildings. As an advanced approach to this technique, dynamic SAR has huge potential to drastically extend the projection effects by supporting various projection targets, such as dancing people and their clothes, and interactions with these targets. This technique can also provide novel forms of amusement for near-future interactive AR games.

However, for precise image projection, the dynamic SAR must obtain the 3D position and posture information of its target in real time. Although previous approaches have used a magnetic sensor, an optical motion capture system or a special high-speed vision and projector system, it is still difficult to provide an accessible system that both is cost-effective and provides accurate projection. For example, current depth sensors are very cost-effective and easy to use but have insufficient sensing accuracy for precise image projection and have a fatal time delay in measurement.

Therefore, in the present study, we propose a dynamic SAR system that uses a common near IR camera. The quality of current image sensors used in 2D cameras is quite high, and high-speed, low-latency models connected via standard USB3.0 or CameraLink are reasonably priced. The biggest problem with the 2D camera is the limitation that the camera can only capture 2D images. Generally, the estimation of 3D position and posture from 2D images is still a difficult problem. Hence, the proposed system introduces machine-learning and edge-based object tracking techniques to solve this problem and achieves dynamic projection mapping.

2. Previous Research

The most reliable way to obtain the 3D position and rotation of a target object is to use a high-end 3D position sensor, such as a 6DOF magnetic sensor [2, 3]. The magnetic sensor, which provides high-accuracy results, is quite sensitive to metal materials in the surrounding environment and is also expensive. The magnetic sensor also has to be embedded in order to obtain effective SAR expressions. In other words, the sensor itself degrades the AR effect of the target, and
3. Dynamic SAR with a Single IR Camera

In the present study, we propose a dynamic SAR system that uses a single near IR camera. Current image sensors used in standard cameras have high accuracy, low noise, and low delay. Cost-effective high-speed cameras that have frame rates of over 100 fps are also widely available. These cameras can easily be used as IR image sensors when fitted with appropriate optical filters. Under additional wide-range IR light source, the IR camera can capture target images without projecting images by projectors. Therefore, the use of the IR camera in dynamic SAR is quite suitable and reasonable.

However, the biggest problem with the single IR camera is the lack of 3D-sensing ability. Although the stereopair IR camera can capture 3D shapes, the computational cost remains huge and unsuitable for use in dynamic SAR.

Hence, we use a machine-learning technique for detecting the initial position and posture of targets from 2D images. The detected target is then quickly and accurately tracked using the IR camera. This architecture, which is extended of [13], can achieve low delay and precise dynamic SAR using only a single IR camera. An overview of the proposed system is shown in Figure 1.

3.1. 3D Position and Posture Detection Using Random Ferns

The proposed machine-learning algorithm for detecting initial position and posture of targets is based on Hough Forests [14], which is a voting-based object-detection method. Input
2D images for Hough Forests are divided into small patch images and probabilistic votes are cast for possible locations of the center of gravity (COG) of the entire object based on their classified results using pretrained decision trees. In order to extend Hough Forests to the detection of 3D position and posture, 3D depth and rotation information must be trained simultaneously. However, this extension requires a huge amount of training data and leads to a lack of detection performance with Hough Forests.

Therefore, in the present study, we propose a 3D position and posture detection system using multilayered Random Ferns. Random Ferns method is an optimized implementation of Random Forests, which is a well-known decision-tree-based machine-learning method. The proposed method detects a target’s 3D position and posture from a 2D image through a voting process, which is similar to Hough Forests. The first Random Ferns layer detects the COG of the target as one of eight rough directional classes, and the second layer detects the precise 3D position and posture based on the results of the first layer.

Figure 2 shows the training flow of the detection process. Training data are first generated by rendering a 3DCG model from various directions, which are then classified into eight directional classes, as shown in Figure 2. The first layer’s Random Ferns are trained to classify input images into the empirically defined eight directional classes and, at the same time, the offset vectors to the COG for each input image patch are counted at the end nodes of the decision trees of the Random Ferns. The first layer outputs a directional class and the approximate COG of the target, which can be used for selecting proper Random Ferns for each class and narrowing the range of the input image patches sent to the second layer’s Random Ferns. The second layer has eight Random Ferns, which are well trained for the eight directional classes with proper training data. According to the selected class as a result of the first layer, the best set of the decision trees is selected from the eight Random Ferns. The offset vector to the COG and rotation parameters (3DOF) are sent to the end nodes of the decision trees and are accumulated. The parameters of the decision trees are optimized by minimizing the entropy of the classified data, as is the case with common detection approaches.

Figure 3 shows the detection process of the proposed method. First, an input IR image is divided into a number of patch images, which are applied to the first layer. At the same time, the input IR image is properly scaled for detecting the depth parameter, and the scaled images are also divided and applied to the first layer. After the first layer, the COG is obtained as the maximum of the 3D voting space with the offset vector (2D) and the scale factor (1D). The directional class is also decided based on the class probability accumulated at the end nodes of the decision trees.

Next, for the second layer, patch images are clipped around the COG detected by the first layer and are finely scaled for precise depth detection. The COG and the scale factor are detected, in the manner described for the first layer, and provide the 3D position (3DOF) of the target. The posture parameter, which is equivalent to the rotation parameter (3DOF), is also decided through the voting process of the rotation parameters accumulated by the trained decision trees, based on the number of classified patches. Thus, the 3D position and rotation of the target are obtained using only the input IR image.

3.2. Edge-Based 3D Tracking. After the initial position and posture detection described in Section 3.1, targets are tracked using the proposed edge-based tracking technique. In this tracking technique, we use a 3D model of the target object. By finding the position and posture for which the edges of the target are finely matched to those of the 3D model, we estimate the present target position and posture in real time.
First, we detect 3D edge points included by the edges of the 3D model, the position and posture of which are estimated using the previous frame. We have to detect the edge points at every frame because the edge points depend on the present position and posture. At the edge of the 3D model, the luminance gradient is generally high. Thus, the edge points are equally sampled from the 3D model based on the luminance gradient. In addition, occluded points are effectively rejected by determining the depth buffer of OpenGL. These processes are shown in Figure 4(a).

Next, we extract 2D edges from an input IR image using the Canny edge detector, as shown in Figure 4(b), and the 3D edge points extracted from the 3D model are projected onto the 2D edge space. The corresponding pairs between the projected 3D edge points and the points on the 2D edges are searched according to the normal direction of each 3D edge, as shown in Figure 5. In order to reduce false detection, target edges are limited to edges having a similar normal.

Next, we calculate the sum of the distances between the corresponded points and use this sum as the error value of the 3D model and the target in the IR image. In order to
obtain the position and posture of the target, we minimize the error value using the weighted least squares method. If the corresponding pair is correct, the distance of the pair must be quite similar to the distance moved in the nearest frames. Therefore, the weight for each corresponding pair is defined as the similarity ratio between the distance of the corresponding pair and the estimated moving distance of the target in the nearest frames. The updated position and posture of the target, which minimize the error value, are the final result of the estimation using the present IR image, as shown in Figure 6. If the error value exceeds a predefined threshold, the tracking is stopped and the initial position detection is used to restart the tracking. In addition, this tracking technique is also used for optimizing the result of the initial detection.

4. Experimental Results

We implemented the proposed system and achieved dynamic projection mapping of a real object. As shown in Figure 7, we
used a mannequin created using a 3D printer. The mannequin was painted with a primer surfacer of plastic models in order to provide a fine reflectance property. The original 3D CAD data for the mannequin were used in the tracking process as a reference 3D model. We used a PC with a CPU (Intel Core i7-4770K, 3.50 Ghz) and a GPU (NVIDIA GeForce GTX Titan Black) for the whole processing. A projector (1,920 × 1,080 pixels, 5,200 lm), an IR camera (640 × 480 pixels, 337 fps, IR band-pass filter: 850 nm), and squared near IR lights (850 nm, 864 IR LEDs, 34.8 W) for wide-range lighting were placed 1 m from the mannequin. We also used a web camera (1,920 × 1,080 pixels), which was placed near the IR camera, for calibration between the projector and the IR camera. Using the web camera, the intrinsic and extrinsic parameters of the projector and the IR camera system can be well estimated using prior processing.

4.1. Results of Detection. We compared our position and posture detection method with Hough Forests [14]. We used 2,040 positive images and 40 negative images for the pretraining. The number of decision trees of Hough Forests is 10 and the tree depth is 60. The number of decision trees in the first and second layers is 20. The tree depth of the first layer is 24 and that of the second layer is 23. These parameters were decided based on heuristics.

We generated 100 target images by combining a background image with the 3D mode of the mannequin and the Stanford bunny, the position and posture of which are known, and we applied both detection methods to the target images. The detection rate of the position (x, y, z) allows a difference of within 6 cm from the ground truth. The position indicates the COG of the target. The detection rate of the posture also allows a difference of within 30 degrees for the rotation axis, based on the assumption that the position was detected correctly under the above condition. These loose conditions are applicable because the following tracking process can minimize the remaining differences.

Table 1 lists the detection rates for both methods and models. These results indicate that the position (3DOF) is well detected by both methods and that the position and posture (6DOF) are difficult to estimate correctly using only
Table 1: Detection rate.

| Target            | Detection condition | Hough Forests | Proposed method |
|-------------------|---------------------|---------------|-----------------|
| Mannequin         | Position (3DOF)     | 95%           | 96%             |
|                   | Position & posture (6DOF) | 42%       | 76%             |
| Stanford bunny    | Position (3DOF)     | 90%           | 97%             |
|                   | Position & posture (6DOF) | 10%       | 61%             |

Figure 8: Result of position and posture estimation optimized with tracking.

2D images. Although the detection condition is quite loose, the detection ratio with the Hough Forest is 42% and 10% for the mannequin and the Stanford bunny, respectively. On the other hand, the proposed method can improve the position and posture detection to 76% and 61%, respectively. These results obtained using the proposed method can be fully corrected with the following tracking process, as shown in Figure 8.

We implemented both methods with the CPU, and the required time for detection was approximately 19 seconds with Hough Forests and approximately 2 seconds with the proposed method. The Hough Forest required a much greater calculation time compared with the proposed method because the Hough Forest used deep decision trees in order to extract the best detection performance. On the other hand, the proposed method is faster and effective. The proposed method is used for initial detection and redetection when the target position is lost. Thus, the detection time is sufficient for the proposed system. GPU implementation is expected to provide much faster detection.

4.2. Results of Tracking. After the detection process, the edge-based tracking process is applied to the target objects as shown in Figure 9. In this figure, the mannequin is rotated and moved up and down within 1 second by the user’s hand, and, according to the position and posture, a face texture is projected onto the plain mannequin. The update period of the tracking is approximately 12.2 milliseconds (82 fps). This rate is faster than Kinect-based tracking (33 milliseconds (30 fps)) [6] and we can see that the projection gap between the target and the projected image is well reduced, as shown in Figure 10. In Figure 10, the target is moved faster, and the projection error is emphasized.

4.3. Evaluation of the Tracked Trajectory. We compared the tracked trajectories of the proposed system and the Kinect-based system. We moved the mannequin by the user’s hand in a similar manner and recorded the tracked trajectories. At the same time, we also measured the grand truth of the trajectories using an optical position tracker (OptiTrack Flex3). The motion of the mannequin is the combination of simple translation (x-axis (right) and y-axis (top)) and rotation (z-axis (depth)). The tracking speed is uniformed to that of the Kinect-based system (30 fps). The results are shown in Figures 11 and 12. The average and standard deviation of the errors are shown in Figure 13.

In Figure 11, we can find that the results of x-axis and y-axis with the proposed system are better than those with the Kinect-based system. On the other hand, the results of z-axis obtained using the proposed system are unstable and have numerous errors because the changes of z-axis are difficult to capture in the 2D IR images used by the proposed system. Then, small errors in tracking based on the 2D images become large z-axis errors in the 3D real space. In contrast, the Kinect system can measure depth values directly and track the target correctly according to z-axis. However, this
Figure 9: Results of dynamic SAR for a moving mannequin.

Figure 10: Projection errors with faster movement.

Figure II: Tracked trajectories (position).
Figure 12: Tracked trajectories (rotation).

Based on this evaluation, the proposed system has better tracking performance. In the actual projection, the proposed system can track approximately three times faster than the Kinect-based system. This is an important factor for precise projection mapping because the target is continuously...
moving during the update period of the tracking. Therefore, the performance gap in Figures 11 and 12 will be much more notable in the actual projection mapping, as shown in Figure 10.

5. Conclusion and Future Research

We proposed dynamic SAR with the detection of multilayered Random Ferns and edge-based tracking using an IR camera. The proposed method can provide fine dynamic projection mapping for a target object being moved by the user’s hand. Evaluations revealed that the proposed system exhibited better performance than the Kinect-based system. In the near-future, we intend to evaluate the proposed system using various targets subjected to various motions. We also intend to incorporate a sophisticated motion prediction method with the proposed precise, high-speed tracking method in order to reduce the potential delay of projectors, which will enable high-quality dynamic SAR using off-the-shelf, cost-effective projectors and will extend the applicability of dynamic SAR.
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