Optimal shape of STIRAP pulses for large dissipation at the intermediate level
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Abstract
We study the problem of maximizing population transfer efficiency in the STIRAP system for the case where the dissipation rate of the intermediate state is much higher than the maximum amplitude of the control fields. Under this assumption, the original three-level system can be reduced to a couple of equations involving the initial and target states only. We find the control fields which maximize the population transfer to the target state for a given duration $T$, without using any penalty involving the population of the lossy intermediate state, but under the constraint that the sum of the intensities of the pump and Stokes pulses is constant, so the total field has constant amplitude and the only control parameter is the mixing angle of the two fields. In the optimal solution the mixing angle changes in the bang-singular-bang manner, where the initial and final bangs correspond to equal instantaneous rotations, while the intermediate singular arc to a linear change with time. We show that the optimal angle of the initial and final rotations is the unique solution of a transcendental equation where duration $T$ appears as a parameter, while the optimal slope of the intermediate linear change as well as the optimal transfer efficiency is expressed as functions of this optimal angle. The corresponding optimal solution recovers the counterintuitive pulse-sequence, with nonzero pump and Stokes fields at the boundaries. We also show with numerical simulations that transfer efficiency values close to the optimal derived using the approximate system can also be obtained with the original STIRAP system using dissipation rates comparable to the maximum control amplitude.

Keywords Quantum control · STIRAP · Optimal control

1 Materials Science Department, School of Natural Sciences, University of Patras, 26504 Patras, Greece

Dionisis Stefanatos
dionisis@post.harvard.edu

123
1 Introduction

Stimulated Raman adiabatic passage (STIRAP) is a very efficient method for population transfer between two quantum states, say $|1\rangle$ and $|3\rangle$, which are indirectly connected through a lossy state $|2\rangle$ [1–7]. This intermediate state is coupled to the initial and target states with the pump and Stokes laser pulses, respectively. In the STIRAP pulse-sequence, the Stokes pulse precedes the pump pulse, in a counterintuitive order, building a coherent superposition of states $|1\rangle$ and $|3\rangle$ which, in the course of time, evolves from the starting state to the target state. If the change in the control fields is slow enough, the intermediate lossy state is hardly populated, and complete population transfer is achieved. STIRAP has proven to be quite robust against moderate variations of experimental parameters and has been applied to a wide spectrum of modern physical systems [5], including optical waveguides [8,9], matter waves [10], nitrogen-vacancy centers in diamond [11], and superconducting quantum circuits [12].

In order to improve the performance of STIRAP, optimal control [13] has been employed. Initially, it was proven that the counterintuitive pulse-sequence with pulses starting from zero cannot be the solution of an optimal control problem with objective the maximization of the population of the target state [14]. Nevertheless, it was soon demonstrated using numerical optimal control that, if a penalty term which punishes populating the lossy intermediate level is added in the cost function, then the counterintuitive pulse-sequence is recovered as the optimal solution [15–17]. In a more theoretical work [18], where the dissipation term was omitted and the goal was to minimize the transfer time or the fluence of the control fields, the optimal solution was not the STIRAP counterintuitive sequence but the intuitive one, with the pump pulse preceding the Stokes pulse. In another theoretical work [19], which took into account dissipation, using the techniques introduced in [20–22] and employing bounded Stokes and unbounded pump pulses, an optimal solution mimicking the counterintuitive pulse-sequence was derived. The corresponding optimal Stokes pulse was constant while the pump pulse was much smaller at the beginning and much larger at the end. In Ref. [23], which also considered dissipation, an optimal counterintuitive pulse-sequence was obtained with nonzero Stokes and pump pulses at the initial and final times, respectively, using again a cost function penalizing the occupation of the lossy intermediate state. Finally, in Ref. [24] dissipation is ignored and the minimum transfer time optimal control problem is considered. Besides the above works, which use analytical or numerical optimal control methods to maximize STIRAP efficiency, several other methods, belonging in the family of shortcuts to adiabaticity [25], have been developed [26–34].

In the present work we study the STIRAP problem in the limit where the dissipation rate of the intermediate level is much higher than the maximum amplitude of the control fields used. This condition allows us to adiabatically eliminate from STIRAP equations the probability amplitude of state $|2\rangle$, reducing thus the original three-level system to two coupled equations involving the probability amplitudes of states $|1\rangle$ and $|3\rangle$. In this reduced system we find the control fields which maximize the population transfer from state $|1\rangle$ to state $|3\rangle$ for a given duration $T$, without using any penalty involving the population of state $|2\rangle$. In order to solve this optimal control problem, we take the sum of the intensities of the pump and Stokes pulses to be constant, so the total field has
constant amplitude and the only control parameter is the mixing angle of the two fields. In the optimal solution that we derive, the mixing angle changes in the bang-singular-bang manner, where the initial and final bangs correspond to instantaneous rotations of equal amounts, while the intermediate singular arc to a linear change with time. The boundary rotations and the slope of the intermediate linear variation depend on \( T \) and decrease as the duration increases. Specifically, the optimal angle of the initial and final instantaneous rotations is the unique solution of a transcendental equation where \( T \) appears as a parameter, while the optimal slope as well as the optimal efficiency is expressed as functions of this optimal angle. The corresponding optimal solution recovers the counterintuitive pulse-sequence, with nonzero pump and Stokes fields at the boundaries, in consistency with the results of Ref. [14]. We also demonstrate with numerical simulations that transfer efficiency values close to the optimal derived using the approximate system can also be obtained with the original STIRAP system using dissipation rates comparable to the maximum control amplitude.

2 Formulation of the problem

The time evolution of probability amplitudes \( c_i, i = 1, 2, 3 \), for the STIRAP system, in both one-photon and two-photon resonance, is governed by the following equation

\[
\begin{pmatrix}
\dot{c}_1 \\
\dot{c}_2 \\
\dot{c}_3
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
0 & \Omega_p(t) & 0 \\
\Omega_p(t) & -i\Gamma & \Omega_s(t) \\
0 & \Omega_s(t) & 0
\end{pmatrix} \begin{pmatrix}
c_1 \\
c_2 \\
c_3
\end{pmatrix}
\]

(1)

where \( \Omega_p(t), \Omega_s(t) \) are the Rabi frequencies of the pump and Stokes lasers, respectively, and \( \Gamma \) is the population dissipation rate from level \( |2\rangle \). The initial conditions at \( t = 0 \) are

\[
c_1(0) = 1, \quad c_2(0) = c_3(0) = 0,
\]

(2)

while the goal is to find the controls fields \( \Omega_p(t), \Omega_s(t) \) which maximize the population of level \( |3\rangle \), \( |c_3(T)|^2 \), at a given final time \( t = T \).

In order to make this control problem well defined, we impose a bound on the control amplitudes through the constraint

\[
\Omega_p^2(t) + \Omega_s^2(t) = \Omega_0^2 \text{ constant,}
\]

(3)

corresponding to constant magnitude of the total field in the equivalent two-level picture. This choice leaves as control variable the direction of the total field, determined by the mixing angle

\[
\tan \theta(t) = \frac{\Omega_p(t)}{\Omega_s(t)}.
\]

(4)

Furthermore, we consider the case where dissipation is large compared to the fields, \( \Omega_0 \ll \Gamma \). Under this condition, we can eliminate adiabatically \( c_2 \) from Eq. (1) using
the relation

\[ c_2 = - \frac{i}{\Gamma} (\Omega_p c_1 + \Omega_s c_3), \]  

which is obtained by setting \( \dot{c}_2 = 0 \), and find the following system of equations for \( c_1, c_3 \) only [6]

\[ \begin{pmatrix} \dot{c}_1 \\ \dot{c}_3 \end{pmatrix} = - \frac{1}{2\Gamma} \begin{pmatrix} \Omega_p^2 & \Omega_p \Omega_s \\ \Omega_p \Omega_s & \Omega_s^2 \end{pmatrix} \begin{pmatrix} c_1 \\ c_3 \end{pmatrix}. \]  

Using Eqs. (3), (4) and normalizing time as \( \Omega_0^2 t / \Gamma \), we obtain

\[ \begin{pmatrix} \dot{c}_1 \\ \dot{c}_3 \end{pmatrix} = - \frac{1}{2} \begin{pmatrix} \sin^2 \theta & \sin \theta \cos \theta \\ \sin \theta \cos \theta & \cos^2 \theta \end{pmatrix} \begin{pmatrix} c_1 \\ c_3 \end{pmatrix}. \]  

In order to study the system evolution under a time-dependent mixing angle \( \theta(t) \), it is more convenient to work in the adiabatic frame. The eigenstates of system (7) are

\[ \psi_0 = \begin{pmatrix} \cos \theta \\ -\sin \theta \end{pmatrix}, \quad \psi_{-1/2} = \begin{pmatrix} \sin \theta \\ \cos \theta \end{pmatrix}, \]  

with corresponding eigenvalues 0 and \(-1/2\), respectively. If we express an arbitrary state of system (7) in both bases, \( (c_1, c_3)^T = y\psi_0 + x\psi_{-1/2} \), we find

\[ \begin{pmatrix} c_1 \\ c_3 \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta \cos \theta \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix}; \]  

thus, the inverse transformation to the adiabatic basis is

\[ \begin{pmatrix} y \\ x \end{pmatrix} = \begin{pmatrix} \cos \theta - \sin \theta \\ \sin \theta \cos \theta \end{pmatrix} \begin{pmatrix} c_1 \\ c_3 \end{pmatrix}. \]  

Using Eqs. (7), (9) and (10), we find the system equation in the adiabatic basis

\[ \begin{pmatrix} \dot{y} \\ \dot{x} \end{pmatrix} = \begin{pmatrix} 0 & -u \\ u & -\frac{1}{2} \end{pmatrix} \begin{pmatrix} y \\ x \end{pmatrix}, \]  

where the control function \( u(t) \) is defined as

\[ \dot{\theta} = u(t). \]  

Imposing on angle \( \theta \) the boundary conditions

\[ \theta(0) = 0, \quad \theta(T) = \frac{\pi}{2} \]
we get from Eq. (11)

\[ x(0) = c_3(0) = 0, \quad y(0) = c_1(0) = 1 \]  

(14)

and

\[ x(T) = c_1(T), \quad y(T) = c_3(T). \]  

(15)

Note that, for large durations \( T \), if the angle \( \theta \) is slowly increased from 0 to \( \pi/2 \), with rate \( u = \dot{\theta} \ll 1 \), then \( y(t) \) remains constant during the evolution; thus, \( c_3(T) = y(0) = 1 \). This slow transfer between states |1⟩ and |3⟩ takes place along the dark eigenstate \( \psi_0 \) of the original system (7). In the next section we find the optimal control \( u(t) \), \( 0 \leq t \leq T \), for given finite duration \( T \), which maximizes the final value \( |c_3(T)|^2 = y^2(T) \). Note that \( u = \dot{\theta} \) corresponds to the adiabatic gauge potential which represents nonadiabaticity, and optimal control theory allows us to determine how this control function should be varied in order to maximize the desired objective. The mathematical problem is similar to that of maximizing the conversion efficiency between light beams of different frequency or orbital angular momentum, propagating in a cloud of cold atoms characterized by a double-\( \Lambda \) atom–light coupling scheme [35]. We present the detailed solution below.

### 3 Optimal solution

In order to solve the optimal control problem defined in the previous section, we need to formulate the control Hamiltonian [13] corresponding to system (11), (12). This is a mathematical construction whose maximization results in the maximization of the target quantity, here \( y(T) \). It is formed by adjoining to each state equation a conjugate variable (Lagrange multiplier) as follows

\[ H_c = \lambda_x \dot{x} + \lambda_y \dot{y} + \mu u = (\lambda_x y - \lambda_y x + \mu)u - \frac{1}{2} \lambda_x x, \]  

(16)

where \( \lambda_x, \lambda_y, \mu \) are the Lagrange multipliers corresponding to state variables \( x, y, \theta \). They satisfy the adjoint equations

\[ \dot{\lambda}_y = -\frac{\partial H_c}{\partial y} = -u \lambda_x, \]  

(17a)

\[ \dot{\lambda}_x = -\frac{\partial H_c}{\partial x} = u \lambda_y + \frac{1}{2} \lambda_x, \]  

(17b)

while \( \mu \) is constant since \( \theta \) is a cyclic variable. Due to the construction of \( H_c \), the state equations can also be expressed as

\[ \dot{y} = \frac{\partial H_c}{\partial \lambda_y} = -ux, \]  

(18a)

\[ \dot{x} = \frac{\partial H_c}{\partial \lambda_x} = uy - \frac{1}{2} x, \]  

(18b)
\[ \dot{\theta} = \frac{\partial H_c}{\partial \mu} = u, \quad (18c) \]

which justifies the term Hamiltonian for \( H_c \).

According to optimal control theory [13], the control function \( u(t) \) is chosen to maximize the control Hamiltonian \( H_c \). Note that we have not imposed any bound on \( u \), so Eqs. (11) and (12) are fully equivalent to the original system (7). Even infinite values are allowed momentarily, corresponding to instantaneous jumps in the angle \( \theta \). Since \( H_c \) is a linear function of \( u \) with coefficient \( \phi = \lambda_x y - \lambda_y x + \mu \), if \( \phi \neq 0 \) for a finite time-interval then the corresponding optimal control should be \( \pm \infty \) for the whole interval, which is obviously unphysical. We conclude that \( \phi = 0 \) almost everywhere, except some isolated points where jumps in the angle \( \theta \) can occur.

The optimal control which maintains this condition is called singular [13]. Such controls have been exploited in nuclear magnetic resonance to minimize the effect of relaxation [36,37], but we have also used singular control in the problem of maximizing entanglement between two quantum oscillators with time-dependent coupling [38].

In order to find the singular optimal control \( u_s \), we additionally use the conditions \( \dot{\phi} = \ddot{\phi} = 0 \) and obtain the following equations

\[ \lambda_y x - \lambda_x y = \mu, \quad (19a) \]
\[ \lambda_y x + \lambda_x y = 0, \quad (19b) \]
\[ 2(\lambda_y y - \lambda_x x)u_s = \frac{1}{2}(\lambda_y x - \lambda_x y). \quad (19c) \]

Solving for \( \lambda_x, \lambda_y, u_s \), we find

\[ \lambda_x = -\frac{\mu}{2y}, \quad \lambda_y = \frac{\mu}{2x}. \quad (20) \]

and

\[ u_s = \frac{xy}{2(x^2 + y^2)}. \quad (21) \]

According to optimal control theory [13], the control Hamiltonian for a system without explicit time dependence, as in our case, is constant. Using \( \phi = 0 \) and the expression (20) for \( \lambda_x \) in Eq. (16), we conclude that the singular arc is a straight line passing through the origin of the \( xy \)-plane,

\[ \frac{x}{y} = \text{constant} = \tan \theta_0. \quad (22) \]

This implies that the singular control \( u_s \), given in Eq. (21) in terms of a feedback law, is also constant. Now we can describe the optimal pulse-sequence. There is a delta pulse at \( t = 0 \), resulting in a jump from \( \theta(0^-) = 0 \) to \( \theta(0^+) = \theta_0 \), where the initial angle is to be determined. The system is brought on the singular arc and remains there for \( 0 < t < T \). During this interval, \( \theta \) increases linearly with slope \( u_s \), \( \theta(t) = \theta_0 + u_s t \), following Eq. (12) with constant \( u(t) = u_s \). At the final time \( t = T \), another delta
pulse changes $\theta$ from $\theta(T^-) = \theta_0 + u_s T$ to the final value $\theta(T^+) = \pi/2$. The optimal control has the form bang-singular-bang,

$$u(t) = \begin{cases} 
\theta_0 \delta(t), & t = 0 \\
u_s, & 0 < t < T \\
(\pi/2 - \theta_0 - u_s T) \delta(t - T), & t = T 
\end{cases} \quad (23)$$

Observe from the original system (7) that jumps in the angle $\theta$ do not change $c_1, c_3$. In the adiabatic basis these jumps are accompanied by sudden rotations of the $(x, y)^T$ vector such that $c_1, c_3$ remain unchanged, see the transformation (9). Thus, in order to implement the optimal protocol, one simply needs to vary linearly the angle from $\theta_0$ to $\theta_0 + u_s T$ with the slope $u_s < \pi / (2T)$.

We now find the optimal $\theta_0$ corresponding to a given duration $T$. For this purpose we need to express the final value $|c_3(T)|^2 = y^2(T)$ in terms of $\theta_0$, and then optimize with respect to this variable. After the application of the first delta pulse to the adiabatic system (11), the initial state $(x(0^-), y(0^-))^T = (0, 1)^T$ is rotated clockwise by an angle $\theta_0$ to the state $(x(0^+), y(0^+))^T = (\sin \theta_0, \cos \theta_0)^T$. The constant singular control $u_s$ can be easily expressed in terms of $\theta_0$ using Eqs. (21), (22), and the result is

$$u_s = \frac{\tan \theta_0}{2(1 + \tan^2 \theta_0)} = \frac{1}{4} \sin 2(\theta_0). \quad (24)$$

Using Eq. (22) in Eq. (11), it can be easily shown that on the singular arc the adiabatic states evolve according to the equations $\dot{y} = -\gamma y$, $\dot{x} = -\gamma x$, where

$$\gamma = u_s \tan \theta_0 = \frac{1}{4} [1 - \cos (2\theta_0)]; \quad (25)$$

thus, $(x(T^-), y(T^-))^T = e^{-\gamma T} (\sin \theta_0, \cos \theta_0)^T$. The final delta pulse rotates the vector of adiabatic states clockwise by an angle $\pi/2 - \theta_0 - u_s T$, thus $y(T^+) = e^{-\gamma T} \cos(\pi/2 - u_s T) = e^{-\gamma T} \sin(u_s T)$ and

$$|c_3(T)|^2 = y^2(T) = e^{-2\gamma T} \sin^2 (u_s T). \quad (26)$$

If we optimize the right-hand side of Eq. (26) with respect to $\theta_0$, we obtain

$$\tan (u_s T) = \frac{du_s}{d\theta_0} \frac{d\gamma}{d\theta_0} = \cot (2\theta_0) = \tan \left( \frac{\pi}{2} - 2\theta_0 \right). \quad (27)$$

Since $0 < u_s T < \pi/2$ and $0 < \theta_0 < \pi/4$, where the upper bound in the latter relation comes from the third term in Eq. (27), from the monotonicity of the tan function in $(0, \pi/2)$ we conclude that

$$\frac{T}{4} \sin (2\theta_0) = \frac{\pi}{2} - 2\theta_0. \quad (28)$$
where we have also used Eq. (24). For a given duration $T$, this is a transcendental equation for $\theta_0$. It can be easily proved that it has a unique solution in the interval $0 < \theta_0 < \pi / 4$. Using Eqs. (24), (25) and (28) in Eq. (26), we can express the optimal transfer efficiency in terms of the optimal $\theta_0$,

$$|c_3(T)|^2 = e^{-\tan \theta_0 (\pi - 4\theta_0)} \cos^2 (2\theta_0). \quad (29)$$

Note that for $T \to 0$ it is $\theta_0 \to \pi / 4$, while for $T \to \infty$ it is $\theta_0 \to 0$. Using Eqs. (28) and (29), we find the limiting values

$$|c_3(T)|^2 = \begin{cases} \frac{1}{16} T^2, & T \ll 1 \\ 1 - \frac{\pi^2}{T^2}, & T \gg 1 \end{cases}; \quad (30)$$

thus, for sufficiently large durations the transfer efficiency approaches unity.

In Fig. 1 we plot the optimal efficiency as a function of the normalized duration, for $0 \leq T \leq 1000$. We also plot the transfer efficiency obtained when the optimal pulse-sequence is applied in the original system (1) with $\Gamma / \Omega_0 = 1$ (blue circles) and $\Gamma / \Omega_0 = 0.1$ (green squares), using a step $\delta T = 5$ for $0 \leq T \leq 50$ and $\delta T = 50$ for $50 \leq T \leq 1000$. Observe that for $\Gamma / \Omega_0 = 1$ the achieved transfer efficiency is close to the optimal, while for $\Gamma / \Omega_0 = 0.1$ the optimal is approached only for larger normalized durations. This behavior can be understood if for the optimal pulse-sequence we take $\dot{\theta} \approx \pi / (2T) \times \Omega_0^2 / \Gamma$, where note that $T$ is the normalized duration in units of $\Gamma / \Omega_0^2$, and use it in the adiabaticity condition for the original system $\dot{\theta} \ll \Omega_0 / 2$ (neglecting dissipation), which lead to the condition

$$\frac{\pi}{T} \ll \frac{\Gamma}{\Omega_0}. \quad (31)$$

For $\Gamma / \Omega_0 = 0.1$ this relation requires $T \gg 30$. Another way to understand Fig. 1 is that, since $T$ denotes the normalized duration in units of $\Gamma / \Omega_0^2$, for smaller $\Gamma / \Omega_0$ the same normalized duration corresponds to less actual duration and thus to a lower efficiency obtained with the original system.
As we pointed out above, for large $T$ we have $\theta_0 \to 0$; thus, the boundary jumps become smaller. In this limit, the optimal solution tends to a linear increase of the angle $\theta$ from 0 to $\pi/2$,

$$u(t) = \text{const.} = \frac{\pi}{2T}, \quad \theta(t) = ut.$$  \hspace{1cm} (32)

Under this constant control protocol, ensuring that $\Omega_s(0) = \Omega_p(T) = \Omega_0$ and $\Omega_s(T) = \Omega_p(0) = 0$, Eq. (11) can be easily integrated and at the final time $t = T$ one finds

$$|c_3(T)|^2 = e^{-\eta T} \left[ \cosh (\kappa T) + \frac{\eta}{2\kappa} \sinh (\kappa T) \right]^2,$$  \hspace{1cm} (33)

where

$$\eta = \frac{1}{2}, \quad \kappa = \sqrt{\left(\frac{\eta}{2}\right)^2 - u^2}.$$  

From Eq. (33) we find the limiting cases

$$|c_3(T)|^2 = \begin{cases} 
\frac{1}{4\pi^2} T^2, & T \ll 1 \\
1 - \frac{\pi^2}{T^2}, & T \gg 1.
\end{cases}$$  \hspace{1cm} (34)

Compared to the corresponding values (30) of the optimal protocol, the constant control protocol (32) behaves worse for smaller values of $T$, while both strategies behave similarly for large $T$.

### 4 Example and discussion

In this section we consider a concrete example for normalized duration $T = 250$. The numerical solution of the corresponding transcendental Eq. (28) gives the optimal value $\theta_0 \approx 0.012370$ rad, while from Eq. (24) we obtain $u_s \approx 0.006184$. The corresponding optimal pump and Stokes pulses are displayed in Fig. 2a. In general, the Stokes field $\Omega_s$ precedes the pump field $\Omega_p$ in a counterintuitive sequence, to prepare the necessary coherence for the transfer $|1\rangle \to |3\rangle$, but note that for the optimal protocol $\Omega_p(0^+) \text{ and } \Omega_s(T^-)$ have nonzero values, associated with the jumps in the mixing angle at $t = 0$ and $t = T$, respectively. The corresponding populations $|c_1(t)|^2$, $|c_3(t)|^2$ are plotted in Fig. 2c, and the achieved transfer efficiency is $|c_3(T)|^2 = 0.962$. For comparison, we consider a pair of adiabatic controls that we have used in Refs. [39,40], of the form

$$\Omega_s = \Omega_0 \left[ 1 + e^{(t-t_0)/\bar{T}} \right]^{-1/2}, \quad \Omega_p = \Omega_0 \left[ 1 + e^{-(t-t_0)/\bar{T}} \right]^{-1/2}.$$  \hspace{1cm} (35)
Here, we take $t_0 = T / 2 = 125$ and $\bar{T} = 10$. The control fields are shown in Fig. 2b, while the corresponding populations in Fig. 2d. The transfer efficiency is now $|c_3(T)|^2 = 0.905$, lower than the value obtained with the optimal protocol.

Note that Fig. 2 has been obtained using the approximate system (6), which in principle is valid for $\Gamma \gg \Omega_0$. In order to test the validity of this approximation, in Fig. 3a we plot $|c_3(t)|^2$ using the optimal pulse-sequence in the original system (1) for $\Gamma \gg \Omega_0$ (red solid line), $\Gamma / \Omega_0 = 1$ (blue dashed line) and $\Gamma / \Omega_0 = 0.1$ (green dashed-dotted line). Observe that the first two cases can be hardly distinguished and only the last one deviates, though remaining close in the efficiency for this large normalized duration $T = 250$, as explained in the previous section. In Fig. 3b we display similar plots but using the adiabatic controls in the original system (1). The cases with $\Gamma \gg \Omega_0$ (red solid line) and $\Gamma / \Omega_0 = 1$ (blue dashed line) almost coincide, as before, but the case with $\Gamma / \Omega_0 = 0.1$ (green dashed-dotted line) now deviates substantially. Note that for pulses (35) the derivative of the mixing angle is

$$\dot{\theta} = \frac{\Omega_0^2}{4\Gamma\bar{T}} \frac{1}{\cosh \left( \frac{t - t_0}{2\bar{T}} \right)},$$

(36)
where recall that $\bar{T}$ is normalized. Using the maximum value of this $\dot{\theta}$ (for $t = t_0$) in the adiabaticity condition for the original system $\dot{\theta} \ll \Omega_0/2$ (neglecting dissipation), we obtain the condition

$$\frac{1}{2\bar{T}} \ll \frac{\Gamma}{\Omega_0}, \quad (37)$$

which is not satisfied for $\bar{T} = 10$ when $\Gamma / \Omega_0 = 0.1$.

5 Conclusion

In this work, we considered the problem of maximizing STIRAP efficiency in the limit where the dissipation rate of the intermediate state is much larger than the maximum amplitude of the Stokes and pump fields. Using this assumption, we reduced the STIRAP system to a system involving only the initial and target states and solved the optimal control problem of maximizing the population of the target state at a given final time, under the constraint that the sum of the intensities of the pump and Stokes pulses is constant; thus, the only control parameter is actually the mixing angle of the fields. We found that in the optimal solution the mixing angle changes in a bang-singular-bang manner, where the initial and final bangs correspond to equal instantaneous rotations, while the intermediate part to a linear variation with time. The optimal angle corresponding to the initial and final rotations can be found by solving a transcendental equation where the duration of the process appears as a parameter, while the slope of the intermediate linear variation and the optimal transfer efficiency are expressed as functions of this angle. The counterintuitive pulse-sequence with nonzero fields at the boundary times is recovered as the optimal solution. We also demonstrate with numerical simulations that transfer efficiency values close to the optimal derived using the approximate system can also be obtained with the original STIRAP system using dissipation rates comparable to the maximum control amplitude.
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