DestVI identifies continuums of cell types in spatial transcriptomics data
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Most spatial transcriptomics technologies are limited by their resolution, with spot sizes larger than that of a single cell. Although joint analysis with single-cell RNA sequencing can alleviate this problem, current methods are limited to assessing discrete cell types, revealing the proportion of cell types inside each spot. To identify continuous variation of the transcriptome within cells of the same type, we developed Deconvolution of Spatial Transcriptomics profiles using Variational Inference (DestVI). Using simulations, we demonstrate that DestVI outperforms existing methods for estimating gene expression for every cell type inside every spot. Applied to a study of infected lymph nodes and of a mouse tumor model, DestVI provides high-resolution, accurate spatial characterization of the cellular organization of these tissues and identifies cell-type-specific changes in gene expression between different tissue regions or between conditions. DestVI is available as part of the open-source software package scvi-tools (https://scvi-tools.org).

Spatial transcriptomics (ST) opens up new opportunities to define the organization of cellular niches and cross-talk that modulate cellular function1. It has been applied to study the organization of complex tissues, such as the mouse brain2 and the human heart3. Research on human pathologies, such as tumors, is also an important avenue for ST3,4 because the tumor microenvironment (TME) consists of a rich milieu of cell types and states organized in different anatomical niches. A variety of experimental assays exist for performing ST analyses of tissue sections, although all assays are data rich and require automated and quantitative computational analyses. For example, fluorescence in situ hybridization (FISH)-based methods (MERFISH6, osmFISH2,6 and seqFISH7) have near single-transcript resolution but rely on pre-selected marker genes. On the other hand, sequencing-based methods (Slide-Seq8,9 and 10x Visium10) provide measurements of the whole transcriptome, although, in current versions, a single spot may include multiple cells, thereby providing a low-resolution view of their cellular content.

To overcome this limitation, such datasets are often matched with a single-cell RNA sequencing (scRNA-seq) dataset from the same tissue. The convention for analyzing such pairs of datasets8–15 is to first infer a dictionary of cell types from the scRNA-seq data and then estimate the proportion of each cell type within each spot using a linear model. This approach has had promising results in brain tissue sections for which the diversity of cellular composition is well captured by a discrete view of cell types16. In more challenging application scenarios where there is no clear way to stratify cells into discrete types or subtypes (for example, after different inflammatory signals)17, current algorithms leave the user with the choice of setting the granularity in which the data are to be analyzed. However, there is an inherent tradeoff: deeper clustering of the scRNA-seq data provides more granular transcriptomic resolution but makes the deconvolution problem more difficult and the results potentially less accurate.

Here we introduce DestVI, a Bayesian model for multi-resolution deconvolution of cell types in ST data. Unlike other methods, DestVI learns both discrete cell-type-specific profiles and continuous sub-cell-type latent variations using a conditional deep generative model18. This way, it recovers cell type proportions (CTPs) as well as a cell-type-specific snapshot of the transcriptional state at every spot. DestVI features a post hoc analysis pipeline that helps guide different forms of downstream analysis by highlighting the main axes of spatial variation. This pipeline also enables the user to extract molecular signatures that characterize a given tissue section or different areas inside the same tissue using cell-type-specific differential expression (DE).

We show that DestVI outperforms discrete deconvolution approaches applied at different levels of cell state granularity on simulations and real data from several popular ST protocols. We then apply DestVI to two very different biological models using 10x Visium measurements: the murine lymph node and a mouse tumor model. In the lymph node, DestVI recapitulates the spatial organization of cell types at steady state and accurately identifies the spatial and transcriptional organization of monocytes that are activated upon immunization19. In the mouse tumor model, DestVI delineates the spatial coordinates of main immune cells within the TME and identifies a discrete sub-population of immunosuppressive macrophages, expressing a hypoxia activation signature within the tumor core20. DestVI is implemented in the scvi-tools package21 and is readily available as open source, along with the accompanying tutorials.
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Results
Multi-resolution deconvolution for spatial transcriptomics.

DestVI uses two different latent variable models (LVMs)\(^2\) for inferring CTPs as well as cell-type-specific continuous sub-states. DestVI takes as input a pair of datasets: a query ST data and a reference scRNA-seq data from the same tissue, annotated with cell type labels (Fig. 1). The output consists of the CTPs for every spot and a continuous estimate of cell state for every cell type in every spot (Fig. 1a). Such information may then be used for downstream analysis and formulation of biological hypotheses (Methods).

To model the reference scRNA-seq data, the first LVM (single-cell latent variable model (sLVM); Fig. 1b) of DestVI posits that, for each gene \( g \) and each cell \( n \), the number of observed transcripts, \( x_{gn} \), follows a negative binomial distribution\(^3\). The distribution is parameterized as \( (r_{gn}, \rho_{gn}) \), where \( \rho_{gn} \) is a gene-specific parameter determining the mean–variance relationship at every spot. The rate parameter \( r_{gn} \) of the negative binomial depends on the overall number of detected molecules in the cell \( (c_n) \), its assigned cell type \( c \), and a high-dimensional latent vector \( f_n \) that captures the variability within cells of that type. A neural network \( f \) maps \( \gamma \) and \( c \) to a high-dimensional latent vector \( \rho_n \) that represents the relative abundance of each gene, such that \( r_{gn} = \frac{\rho_{gn} c_n}{\sum_j \rho_{jn} c_n} \) (Methods). sLVM is closely related to scVI\(^24\), although here we capture transcriptional variation that is cell type specific. sLVM is fit with amortized variational inference\(^25\), after which we obtain, for every cell, a distribution \( q_{\phi}(\gamma_n|c_n, x_n) \) that quantifies the cell state (Methods).

To model the ST data, the second LVM (spatial transcriptomic latent variable model (stLVM); Fig. 1c) of DestVI posits that, for each gene \( g \) and each spot \( s \), the number of observed transcripts, \( x_{sg} \), also follows a negative binomial distribution (as in refs. \(^3\,14\)). The rate parameter \( r_s \) depends on factors that capture technical variation (\( \gamma_s \) —a multiplicative factor to correct for gene-specific bias between spatial and scRNA-seq measurements) and biological variation, decomposed over cell types. The latter factors come at two levels: \( \beta_s \) is a scalar proportional to the relative part of cells of type \( c \) inside the spot, and \( \gamma_s^c \) is a low-dimensional vector that estimates the average state of these cells. To facilitate consistency with the scRNA-seq measurements, stLVM uses the same decoder neural network trained by sLVM and an empirical prior for \( \gamma_s^c \), based on the cell-type-specific values of \( \gamma_s \) inferred for the scRNA-seq data\(^26\). To fit stLVM, DestVI relies on an amortized maximum a posteriori (MAP) inference scheme, in which the parameters for the CTP are kept as free, but the \( \gamma_s^c \) values are tied with a neural network (Methods). The CTPs \( \pi^c_n \) are obtained by normalizing \( \beta_s^c \) (to sum to 1).

The resulting model enables several types of tasks for analysis of novel datasets, some of which we implemented in an automated pipeline for analysis downstream of DestVI. In the first part of this pipeline, we report CTPs for each cell type in every spot and then highlight cell types that tend to occur at specific niches using Geary’s C autocorrelation. In the second part, we identify variability within cell types, thus going beyond the functionality that is available in current pipelines. We first select, for each type, spots that have sufficiently high proportion of cells of that type and then, with this constrained view, report the main axes of variation in each cell type, using the spatial covariates (Methods). This analysis helps highlight and visualize the most dominant transcriptional programs in every cell type as well as exploring their dependence on the cells’ locations. We also propose a cell-type-specific DE procedure, helpful for comparative analysis of tissues with different conditions or areas within the same tissue (Methods).

Validation of DestVI using simulated data. Most benchmarking analyses of deconvolution focus on the ability of a given algorithm to recapitulate the proportion of cell types in every spot and, therefore, use as benchmark synthetic ‘spot’ measurements by sampling cells from different clusters of an scRNA-seq dataset with a given ground truth proportion. However, to fully assess the performance of DestVI to infer continuous cell states in addition to CTPs, we built a more nuanced simulation framework that also accounts for variability within cell types (Fig. 2a and Methods). In this simulation scheme, each spot is defined by a CTP as well as the state of cells in every type. We simulate the continuum of cell states as a low-dimensional linear LVM for every cell type with a negative binomial likelihood, in which the model parameters are learned on an scRNA-seq dataset. We then generate a spatial dataset by sampling, for each spot, its CTP and the low-dimensional cell state representations (Methods and Supplementary Fig. 1).

We benchmarked DestVI against several methods, evaluating the accuracy of the inferred CTP and cell-type-specific gene expression at each simulated spot. First, we applied discrete deconvolution approaches—RCTD\(^1\), SPOTLight\(^1\), Stereoscope\(^2\) and Seurat\(^2\) —with different levels of sub-clustering (Fig. 2b,c). The lowest resolution of clustering corresponds to the original cell types, and every subsequent resolution further partitions each type into distinct states (Supplementary Fig. 2). We also benchmarked against a second set of methods that embeds the ST data with the scRNA-seq data—scVI\(^24\), Harmony\(^28\) and Scanorama\(^29\)—for which inferences about CTP or cell-type-specific gene expression are done using k-nearest neighbors imputation (Methods).

In terms of CTP estimation (Fig. 2d), we found that the embedding methods have a generally lower performance than methods specifically designed for deconvolution. This has been already reported (for example, ref. \(^1\)) and is expected, as these embedding methods (for example, scVI) do not explicitly consider that spatial spots may include a mixture of cell types. Among the deconvolution methods, the effect of the clustering resolution on accuracy depends on the algorithm (a slight increase for Stereoscope and RCTD but a slight
However, DestVI compares favorably to all methods, regardless of their level of clustering. For imputation of cell-type-specific gene expression (Fig. 2e and Supplementary Fig. 3), the performance of deconvolution methods depends more heavily on the level of clustering. Indeed, these approaches outperform embedding-based methods at higher resolution (more than four clusters per cell type) but perform less well at low sub-clustering resolution. Adding more cell states for deconvolution is, however,
Sub-populations (that is, clusters and sub-clusters), we implemented benchmark methods that exploits the hierarchical nature of the input data. Conversely, the sub-clustering-free approach is difficult, in practice, to estimate the number of sub-clusters. Because it is prone to complications, such as computational burden (for example, SPOTLight did not terminate after 3 hours with eight sub-clusters). However, much less effect on the accuracy of cell type proportions.

In summary, we found that DestVI is able to provide more accurate estimations, both at the discrete level of CTP and at the continuous level of cell-type-specific gene expression (Fig. 2f). Of note, we observe (as expected) that the ability of DestVI to predict cell-type-specific gene expression decreases for cell populations that occupy a small fraction of a spot (Fig 2g). We do observe, however, much less effect on the accuracy of cell type proportion estimates (Fig. 2h). DestVI can, therefore, provide an internal

**Fig. 2 | Evaluating the performance on DestVI on simulations.**

**a.** Schematic view of the semi-simulation framework. For each cell type of an scRNA-seq dataset, we learned a continuous model of gene expression. We sampled spatially relevant random vectors on a grid to encode the proportion of every cell type in every spot \( x^c \) as well as the cell-type-specific embeddings \( y^c \). Then, we feed those parameters into the learned continuous model to generate ST data (Methods). **b, c.** Visualization of the single-cell data and the cell state labels used for comparison to competing methods (UMAP embeddings of the single-cell data; 32,000 cells). **b.** Cells are colored by cell type. **c.** Cells are colored by sub-cell types, obtained via hierarchical clustering (five clusters). **d-f.** Comparison of DestVI to competing algorithms, possibly applied to different clustering resolutions. Performance is not reported for cases that did not terminate by 3 hours (SPOTLight with eight sub-clusters; Methods). **d.** Spearman correlation of estimated CTP compared to ground truth for all methods. **e.** Spearman correlation of estimated cell-type-specific gene expression compared to ground truth, for combinations of spot and cell type for which the proportion is >0.4 for the parent cluster (not applicable to algorithms run at the coarsest level, as they do not provide cell type proportions at any sub-cell-type level). **f.** Scatter plot of both metrics that shows the tradeoff reached by all methods. Colors in this panel are in concordance with the ones from e and f. **g, h.** Follow-up stress tests for DestVI. **g.** Accuracy of imputation, measured by Spearman correlation as a function of the cell type proportion in a given spot. **h.** Head-to-head comparison of estimated cell type proportion against ground truth across all spots and cell types (8,000 combinations of spot and cell type). **i, j.** Ablation studies for the amortization scheme used by DestVI. ‘None’ stands for vanilla MAP inference. ‘Latent’ and ‘Proportion’ refer to only the inference of the latent variables and only the cell type abundance being amortized with a neural network, respectively. ‘Both’ refers to fully amortized MAP inference. **i.** Spearman correlation of estimated CTP compared to ground truth. **j.** Spearman correlation of estimated cell-type-specific gene expression compared to ground truth. UMAP, uniform manifold approximation and projection.
Fig. 3 | Application of DestVI to the murine lymph nodes. 

**a.** Schematics of the experimental pipeline. We processed murine lymph nodes with ST (10x Visium) and scRNA-seq (10x Chromium) after 48-hour stimulation by MS compared to PBS control (two sections from each condition). b. ST data (1,092 spots; only three sections passed the quality check) (Supplementary Methods). Sample MS-1 and samples PBS/MS-2 were processed on different capture areas of the same Visium gene expression slide. c. UMAP projection of the scRNA-seq data (14,989 cells). d. Spatial autocorrelation of the CTP. 

e. Spatial distribution of CTP for B cells, CD8 T cells, monocytes and NK cells, as inferred by DestVI. f. Embedding of the monocytes (circles; 128 single cells) alongside the monocyte-abundant spots (crosses; 79 spots). Single cells are colored by expression of the IFN-I genes identified by Hotspot (Ifit3, Ifit3b, Stat1, Ifit1, Usp18 and Isg15; Supplementary Figs. 17 and 18). g. Imputation of monocyte-specific expression of the IFN-II marker genes for the monocyte-abundant spots of the spatial data (log-scale). h, Monocyte-specific DE analysis between MS and PBS lymph nodes (2,000 genes, 79 spots, total 10,980 samples from the generative model). Red dots designate genes with statistical significance, according to our DE procedure (two-sided Kolmogorov–Smirnov test, adjusted for multiple testing using the Benjamini–Hochberg procedure; Methods). i. Immunofluorescence imaging from an MS lymph node, staining for IFIT3, B220 and Ly6C in B cell follicle near the inflammatory IFA. Scale bar, 50 µm. j, k, l, m. Imputation of B-cell-specific expression of the IFN-I gene module on the spatial data (log-scale), reported on B-cell-abundant spots. B-cell-specific DE analysis between MS and PBS lymph nodes (2,000 genes, 79 spots, total 10,980 samples from the generative model). Red dots designate genes with statistical significance, according to our DE procedure (two-sided Kolmogorov–Smirnov test, adjusted for multiple testing using the Benjamini–Hochberg procedure; Methods). Immunofluorescence imaging from an MS lymph node, staining for IFIT3, B220 and Ly6C in B cell follicle near the inflammatory IFA. Scale bar, 50 µm. 
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validation on a single-cell spatial transcriptomics dataset. The lack of ground truth in Visium or Slide-seq experiments is an obstacle for assessing DestVI’s performance on real-world datasets. However, sci-Space provides a way to evaluate DestVI because it includes transcriptional information at a single-cell resolution with coarse spatial information (about 200 μm). For evaluation with sci-Space data, we, therefore, treated each spatial position as a single 200-μm ‘spot’ (summing the transcriptomes of all the included cells) and used these as an input to DestVI and the other benchmark methods. We then treated the known (yet hidden from the algorithms) cellular content of each spot as ground truth, as in our simulation study for all methods that we inspected. However, consistent with our simulations, DestVI is still the top-performing method in this more realistic scenario, both in predicting CTP and in inferring cell-type-specific gene expression (Supplementary Fig. 4).

DestVI identifies a spatial immune response in lymph nodes. For a first application of DestVI, we aimed to study spatial patterns of antigen-specific immunity and profiled murine auricular lymph nodes after 48-hour stimulation by Mycobacterium smegmatis (MS), a Gram-positive bacteria that induces a robust CD4+ T cell response characterized by IFNγ. For spatial analysis, we used the Visium platform to profile four lymph node sections (two sections stimulated with MS and two sections from control (PBS) injections, processed on two capture areas of the same Visium slide). We profiled other lymph nodes with 10x Chromium to obtain a matching scRNA-seq dataset of MS and PBS treatments (Fig. 3a and Supplementary Methods).

After quality control, we discarded one PBS-treated section from further analysis as its number of unique molecular identifiers (UMIs) per spot was significantly lower than the other sections (Supplementary Fig. 5, Fig. 3b and Supplementary Methods). We began with a clustering analysis of the raw data using scampy...
We also found that monocytes tend to form spatially coherent partitions (internal area) (Fig. 3e and Supplementary Fig. 10). As expected, the first striking pattern is the organization of the lymph nodes compared to the control (comparing the Geary’s C values of their inferred proportions; Fig. 3e and Supplementary Fig. 7). We of annotation was followed by manual labeling of rare cell types (Supplementary Methods, Fig. 3c and Supplementary Fig. 7). We used our automated pipeline (Supplementary Report 1) helped guide our exploration of the data, and we summarize the main findings in the remainder of this section. We began by exploring the spatial distribution of cells from each type (Fig. 3d,e and Supplementary Fig. 9). As expected, the first striking pattern is the organization of the lymph node sections into the B cell follicles (external area) and a T cell compartment (internal area) (Fig. 3e and Supplementary Fig. 10). We also found that monocytes tend to form spatially coherent niches, with a stronger extent of co-localization in the stimulated lymph nodes compared to the control (comparing the Geary’s C values of their inferred proportions; Fig. 3e and Supplementary Methods). We next explored the inferred spatial organization of cell states within every cell type, a unique feature of our pipeline compared to other methods for spatial analysis (Fig. 3f–m). Starting with the monocyte population, analysis of the scRNA-seq data reveals inter-fon signaling as an important source of variation. This is indicated by Hotspot analysis, which searches for sets of co-expressed genes that distinguish different states (Supplementary Figs. 12–15). Through joint analysis with DestVI, we further contextualized this variation with the location of the monocytes and their unique spatial niche in the lymph node (Supplementary Report 1). To this end, we used our automated pipeline to study the main axes of spatial variation in the monocyte population. We found that these axes indeed reflect heterogeneity in the expression of a type II interferon response gene signature (Fcgr1, Cxcl9 and Cxcl10; Fig. 3f ).

This finding is consistent with our previous work, which showed that, after immunization with MS, NK cells are recruited to the lymph nodes and produce IFNy. This signaling axis further promotes the upregulation of IFNy signaling in monocytes. We refer to this multi-cellular immune response niche, located between the B cell follicles as shown in Fig. 3c, as the interfollicular area (IFA).

We next explored the inferred spatial organization of cell states within every cell type, a unique feature of our pipeline compared to other methods for spatial analysis (Fig. 3f–m). Starting with the monocyte population, analysis of the scRNA-seq data reveals inter-fon signaling as an important source of variation. This is indicated by Hotspot analysis, which searches for sets of co-expressed genes that distinguish different states (Supplementary Figs. 12–15). Through joint analysis with DestVI, we further contextualized this variation with the location of the monocytes and their unique spatial niche in the lymph node (Supplementary Report 1). To this end, we used our automated pipeline to study the main axes of spatial variation in the monocyte population. We found that these axes indeed reflect heterogeneity in the expression of a type II interferon response gene signature (Fcgr1, Cxcl9 and Cxcl10; Fig. 3f ).

Moving to the tissue coordinates, we found a clear localization of inferred monocyte-specific expression of IFN-Î² genes in the IFA (Fig. 3g). This visualization suggests that the amount of expression of IFN-Î² genes is markedly higher in the MS lymph node versus the PBS lymph node, in those constrained (IFA) niches. DE analysis across lymph nodes with DestVI supported these

(Supplementary Fig. 6a). We noted the high reproducibility of cluster compositions for the MS conditions as well as marked differences between the MS stimulated and PBS tissue sections (Supplementary Fig. 6b). The matching scRNA-seq data yielded 14,989 cells after quality filtering (Supplementary Methods and Supplementary Table 1). Data were processed by scVI and annotated based on a public dataset using scANVI. This first round of annotation was followed by manual labeling of rare cell types (Supplementary Methods, Fig. 3c and Supplementary Fig. 7). We observed a cellular MS-specific response, including changes in natural killer (NK) cell and monocyte abundance (Supplementary Fig. 8), as previously reported.

With DestVI, we explored, for each cell, type how infection-induced differences in transcriptional states are associated with changes of spatial organization. The reports from our automated pipeline (Supplementary Report 1) helped guide our exploration of the data, and we summarize the main findings in the remainder of this section. We began by exploring the spatial distribution of cells from each type (Fig. 3d,e and Supplementary Fig. 9). As expected, the first striking pattern is the organization of the lymph node sections into the B cell follicles (external area) and a T cell compartment (internal area) (Fig. 3e and Supplementary Fig. 10). We also found that monocytes tend to form spatially coherent niches, with a stronger extent of co-localization in the stimulated lymph nodes compared to the control (comparing the Geary’s C values of their inferred proportions; Fig. 3e and Supplementary
validate these predictions, we performed immunofluorescence staining of lymph node from naive and MS-treated mice, with CD64 (FcgR1, a marker for IFNγ that we identified with DestVI) and CD11b and Ly6C (markers for monocytes). In line with the results identified by DestVI, we found a higher number of inflammatory monocytes in the MS-treated lymph nodes that are localized to the IFA (Fig. 3i and Supplementary Fig. 16).

Our automated pipeline also points to spatial heterogeneity within the B cell compartment, with a strong enrichment for type I interferon signature (for example, Ifi1, Ifi3 and Isg15; Supplementary Report 1 and Fig. 3). This heterogeneity is also observed in analysis of the scRNA-seq data alone (Supplementary Figs. 17–19). To explore this, we used the B-cell-specific gene expression estimates from DestVI to inspect the spatial organization of this signature (Fig. 3k). We found that the signature genes are expressed across all the lymph nodes but with higher levels close to the IFA. We also found that these genes are expressed at lower levels in the PBS lymph node than in the MS lymph node (Supplementary Fig. 19). This observation is also supported by DE analysis, comparing B cells in the MS lymph node versus the PBS lymph node (Fig. 3l and Supplementary Table 3) but also comparing B cells within MS samples in each interferon-enriched zone to B cells in the rest (Supplementary Table 4 and Supplementary Fig. 20). In both cases, we indeed noticed a similar strong signature of type I interferon signaling. These observations were further validated by immunofluorescence staining for the B cells and IFN-I markers IFIT3, B220 and Ly6C (Supplementary Methods). We identified IFIT3+B220+ cells on the MS sample in the B cell follicle near the inflammatory IFA (Fig. 3m) but not in control samples (Supplementary Fig. 21).

In summary, the unique features of our analysis enable robust spatial characterization of cell types and states within naive and pathogen-challenged lymph nodes. DestVI identifies a clear and specialized immune niche involving IFN signaling of different cell types, including monocytes and B cells activated by MS-infected mice and localized to the peripheral subcapsular sinus and IFA.

**DestVI identifies a hypoxic state of macrophages in the tumor core.** To apply DestVI to a more complex and less structured tissue, we spatially profiled a syngeneic mice tumor model (MCA205) using Visium. Fourteen days after intracutaneous transplantation of MCA205 tumor cells, we characterized the tumor using scRNA-seq and Visium (Fig. 4a, Supplementary Fig. 22 and Supplementary Methods). A total of 2,125 spots (Section-1) and 1,902 spots (Section-2) were used for analysis with DestVI after quality metrics and filtering (Fig. 4b). We also collected cells from a separate MCA205 tumor for scRNA-seq (8,051 immune cells and tumor cells; Supplementary Methods and Supplementary Table 5). We annotated the scRNA-seq data by labeling clusters of the latent space from scVI based on marker genes (Supplementary Methods and Fig. 4c). We then explored the spatial distribution of these cell types and states using DestVI. We included the analysis generated by our automated pipeline in Supplementary Report 2.

We first inspected the inferred CTP of the major immune subsets (CD8 T cells, monocytes, macrophages, dendritic cells (DCs) and NK cells; Fig. 4d,e; remaining cell types in Supplementary Fig. 23). To validate these predictions, we performed immunofluorescence staining on three additional sections of the same tumor sample (labeled as Section-3, Section-4 and Section-5, at distances 20 µm, 30 µm and 60 µm from Section-2, respectively; Supplementary Table 6). Both major types of T cells (CD4+ and CD8+) were predicted to be highly abundant on the boundary of the MCA205 tumor, a finding that was confirmed by staining for a T cell marker (TCRB) on Section-5 (Fig. 4f). Quantification of the fluorescent signal at different areas of the tissue further showed strong correlation to the cell type density inferred by DestVI (ρ = 0.91; Supplementary Methods and Supplementary Fig. 24). NK cells were also predicted to occupy very specific niches, which was supported by staining for NK1.1 on Section-4 (Fig. 4f; ρ = 0.94; Supplementary Fig. 25). Antigen-presenting DCs were also inferred to exhibit a non-uniform spatial organization, with marked localization at the boundary of the MCA205 tumor (Fig. 4d,e), a property that we validated by staining for MHC-II on Section-3 (Fig. 4f; ρ = 0.87; Supplementary Fig. 26). Finally, monocytes and macrophages (jointly labeled as Mon-Mac, because they could not be clearly separated in the scRNA-seq data) were present broadly in the MCA205 tumor, with no specific pattern (Fig. 4d,e). We verified this by staining for F4/80 on Section-3 (Fig. 4f, ρ = 0.75; Supplementary Fig. 27). Together, these results suggest that DestVI is able to provide a precise and detailed view of the spatial organization of major immune subsets in the MCA205 tumor.

Because the Mon-Mac population did not have a specific spatial pattern, we hypothesized that their spatial coordinates may reflect different cell states, a hypothesis that was also suggested by our automated pipeline (Supplementary Report 2). To explore this, we applied Hotspot to the Mon-Mac population from the scRNA-seq data (Supplementary Figs. 28 and 29). Two of the detected sets of co-expressed genes are specific to tumor-infiltrating myeloid suppressive cell populations that we previously identified using non-spatial analysis35. The first module corresponds to tumor-associated macrophages (TAMs), expressing C1qa, C1qb, C1qc, Ms4a7 and Apoe (Supplementary Fig. 30a). The second one corresponds to a regulatory myeloid (Mreg) population discovered previously35, with expression of Trem2, Gpnmb, Mmp12 and Il7r as well as markers of hypoxia Hmox1 and Hilpda (Fig. 5a).

To inspect the spatial organization of these sub-populations, we used DestVI to infer the Mon-Mac-specific expression of the corresponding gene sets in our Visium data (Fig. 5b); the spatial distribution of other modules is displayed in Supplementary Fig. 30b–h). We found that both populations were mostly abundant in the inner layers of the MCA205 tumor. This result is consistent with previous observations on both Mreg and TAM in human tumors36 and murine models37, and it can help interpret the association between such myeloid suppressive cells (normally identified as Arg1+) and poor anti-tumor response38. Of these two tumor-infiltrating myeloid populations, we found a marked localization of the Mreg cells (Fig. 5b and Supplementary Fig. 31). Cell-type-specific DE analysis in the Mreg-enriched areas versus the rest of the tumor identified markers for this population that are consistent with our single-cell data and our previous study, including Csl, Il7r and the hypoxia-inducible gene Hilpda (Fig. 5d and Supplementary Table 7). To understand the nature of this putatively hypoxic Mreg-enriched niche, we overlapped our Visium data with images obtained by hematoxylin and eosin (H&E) staining (Fig. 5c). We noticed that the Mreg-enriched niches strongly correspond to perinecrotic areas of the MCA205 tumor39–42. This is consistent with previous work, as cells with similar phenotypes have been observed to congregate in hypoxic tissue niches (cancerous43 and non-cancerous44).

We further validated the localization of the Mreg cells with multiplexed immunofluorescence staining in additional MCA205 tumor samples (n = 12) (Supplementary Methods). We measured the abundance of macrophage and Mreg markers (F4/80, Arg1 and GPNMB) as well as a specific probe for hypoxia regions (Hypoxprobe; Fig. 5e). The Hypoxprobe staining helped identify a clear pattern in which necrotic core areas are consistently surrounded by the hypoxic areas. Additional staining of F4/80, GPNMB and Arg1 showed that F4/80+GPNMB+Hypo+ cells and F4/80+GPNMB+Arg1+Hypo+ cells are enriched in hypoxic regions and in perinecrotic areas.
In summary, DestVI correctly maps cell types of immune cells onto the spot coordinates and identifies a clear and specialized niche involving metabolic changes in response to hypoxia within the macrophage population. Our further experimental validation also suggests that DestVI could be a reliable tool for exploring complex cell-type-specific phenotypic changes in different tumor models under immunotherapy treatments.

Discussion

We introduce DestVI, a multi-resolution approach to deconvolution of ST profiles using an auxiliary scRNA-seq dataset. Via simulations, we show that classical deconvolution approaches, which are based on clustering the scRNA-seq data, might be difficult to apply and can miss important information in the case of continuous variation within cell types. DestVI addresses this issue by learning cell-type-specific latent variables on the scRNA-seq data, using a deep generative model, and mapping those latent variables onto the spatial data. Coupled to the automated pipeline that we developed, DestVI can provide interpretable analyses to allow comparison of within-cell-type gene expression levels across different conditions or between different niches of the same tissue section.

In this study, we employed a fixed set of hyperparameters for DestVI. For example, we used five latent variables for the cell-type-specific cell states \( r_{ij} \) and two for the number of hidden layers in the decoder neural networks. We discuss motivations for this design as well as stability with respect to the hyperparameter choice in Supplementary Note 2.

DestVI can be further developed in terms of the modeling perspective: for instance, the output of the DE analysis could be improved by making use of a more principled false discovery rate (FDR) control procedure \( 45,46 \) (Supplementary Note 3). Furthermore, it can be beneficial to explicitly incorporate spot locations into the stLVM model. We explore such variants of DestVI and show improvements on simulated data in Supplementary Note 4.

Several practical considerations are necessary for a successful analysis with DestVI. For scRNA-seq data generation, we refer to the recent review on deconvolution \( 47 \) and provide more specific recommendations in Supplementary Note 5. We further discuss important considerations: the many possible sources of mismatch between the two modalities that may lead to decreased performance. We discuss those, and benchmark DestVI in the setting of missing cell types, in Supplementary Note 6.

Despite the conceptual advantage of modeling continuous transcriptomic variation within cell types, one might wonder what its effect is on the hypotheses described in this manuscript. In other words, could we have gained the same biological insights with classical deconvolution approaches? To answer this question, we focus on the interferon response from the monocyte population in MS lymph nodes versus PBS lymph nodes (Fig. 3g,h) that we previously characterized \( 48 \). We found that both RCTD and Stereoscope correctly identify the location of basic cell types; however, their monocyte-specific gene expression imputation fails to characterize this specific interferon response (Supplementary Note 7).

Both applications of DestVI described here focus on the 10x Visium protocol, which has typically low spatial resolution, compared to emerging technologies such as Slide-SeqV2 (ref. \( 39 \)), HDST \( 34 \) and Seq-Scope \( 40 \). Even so, analysis of data generated from most of those high-resolution methods is still challenging, because one cannot guarantee perfect spatial delineation of single cells. To illustrate this, we applied our method to a liver tissue profiled with Seq-Scope as well as refined simulations (Supplementary Note 8). DestVI recapitulates the main finding of the original Seq-Scope study and provides more aggregable cell type proportion throughout the tissue compared to the single-cell pipeline originally used. On the simulations, DestVI still performs competitively on a sparser dataset, with lower library size and fewer cell types per spot.

ST is a promising approach for unravelling cell–cell interactions \( 39 \) and other forms of cellular communication and function in a tissue \( 40 \). We expect that approaches such as DestVI will provide the necessary level of resolution and further enhance understanding of the local signaling environments and how they affect cell functions and spatial cues, such as interaction among specific cellular subsets, chemical gradients and metabolic cross-talk.
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Methods

Model of scRNA-seq data. Assumption and model for the single-cell data (scLVM). Let \( n \) designate a cell in the scRNA-seq dataset. We assume that each cell is annotated with cell type label \( c_n \), but those labels are broad enough such that the introductions of continuous covariates \( y \), into the model helps explain additional variance in gene expression (that is, within-cell-type variation). For example, \( c_n \) represents a discrete cell type (for example, B cells or CD8 T cells), whereas \( y \) is a continuous vector summarizing a sub-cell state of interest (for example, B cell activation and CD8 T cell exhaustion).

In the following, we assume that \( c_n \) is observed (for example, obtained via clustering) and that \( y \), however, is unobserved and treated as a latent variable. We posit the following generative model for our data:

\[
\begin{align*}
\gamma_n & \sim \text{Normal}(0, I) \\
x_n \sim \text{NegativeBinomial}(\lambda_n, \phi_n) \\
\end{align*}
\]

where \( I \) is the library size of cell \( n \), \( \lambda \) is a two-layer neural network and \( \phi \) is a \( d \)-dimensional vector. \( \lambda \) takes as input the concatenation of the one-hot encoding of \( c_n \) as well as the scalar \( \gamma \) and outputs a \( d \)-dimensional vector. \( \phi \) has a softplus non-linearity at its output to ensure positivity.

This generative model has substantial overlap with our previous proposed method, scVI \(^1\), which is also a conditional deep generative model. On top of the conceptual difference that scVI conditions on the batch identifier, whereas scLVM conditions on the cell type information, there are several technical points in which these two models differ. First, we use the standard parametrization \((r, p)\) for the negative binomial distribution: the number of successful independent and identical Bernoulli trials before failures are achieved, in which \( p \) is the probability of failure of each Bernoulli trial. This is in contrast to scVI that relies on the mean dispersion parameterization for the negative binomial distribution and is necessary to make the definition of the spot gene expression level as the sum of contributions from individual cells correct (as emphasized in ref. \(^1\)). Furthermore, changes were required to the neural network architecture for the transfer learning to work adequately. Indeed, we found that using a decoder with randomness such as dropout or with re-weighting parameters as in batch normalization \(^2\) did not work, so we replaced those with layer normalization \(^3\).

Variational inference. We adopt auto-encoding variational Bayes \(^4\) to optimize the marginal likelihood \( \log \pi(x_n | \{ s, c_n \}) \). We use a mean-field Gaussian variational distribution \( q_\phi(\gamma_n | s, c_n) \) parameterized by a two-layer neural network \( \phi \). This neural network takes as input the concatenation of the gene expression vector \( x_n \) as well as the one-hot encoding of the cell type label and outputs the mean and the variance of the variational distribution for \( \gamma_n \). We optimize the evidence lower bound:

\[
\log \pi(x_n | \{ s, c_n \}) \geq \mathbb{E}_{q_\phi(\gamma_n | s, c_n)} \log \pi(x_n | \{ s, c_n, \gamma_n \}) - \text{KL}(q_\phi(\gamma_n | s, c_n) \| \pi(\gamma_n))
\]

where \( \text{KL}(\cdot \| \cdot) \) denotes the prior likelihood for \( \gamma_n \). For fitting this model, we sub-sample the observations in mini-batches, and we sample from the variational distribution using the re-parameterization trick. Additionally, we re-weight cells by their inverse cell type proportion (capped with a minimal proportion of 5%). We have found this to be an effective method for learning a better representation of the lowly abundant cell types (for example, monocytes which constitute a 5% proportion). We have found this to be an effective method for learning a better representation of the lowly abundant cell types (for example, monocytes which constitute a 5% proportion).

Model of spatial transcriptomics data. Assumption for the spatial data. In the spatial data, we assume that the gene expression of each spot is the sum of contributions from multiple cells, each potentially being from different cell types. A standard modeling assumption is that a spot \( s \) has for expression \( x_s \), the sum of individual cells \(^1\). Similarly, let us assume that each spot has \( C_s \) cells (that is, \( C_s \) is the number of cells lost when combining together random cells of a given cluster). Instead, we used a real dataset of scRNA-seq data to simulate paired spatial and single-cell transcriptomics data. This helps properly benchmark our method against existing deconvolution methods.

Simulations and data generative process. The benchmarking of spatial deconvolution methods often relies on using an scRNA-seq dataset with cell type annotation and aggregating multiple cells into a pseudo-bulk using a ground truth proportion. The algorithms are then evaluated on the prediction of the cell type proportions \(^1\). This approach is not entirely adequate to our setting, as we would like to test specific imputations of cell type-specific variances of the transcriptome that are lost when combining together random cells of a given cluster. Instead, we used a real dataset of scRNA-seq data to simulate paired spatial and single-cell transcriptomics data. This helps properly benchmark our method against existing deconvolution methods.

Learning parameters from single-cell data. We propose to build a simulation process for generating single-cell data and learn its parameters from real data. Concretely, the goal is an algorithm for sampling gene expression counts \( x \) of a single cell. We let the distribution that governs these counts be a function of the cells’ type \( c \), as well as a low-dimensional embedding \( y \). The intuition behind this design choice is that the cell type information provides a continuous representation of cellular states within a type. A similar approach was taken in the design of the SimSym simulator for scRNA-seq data \(^2\). As a model for the counts, we propose to map the low-dimensional embedding \( y \) to the gene expression space using a negative binomial generalized linear model for each cell type \( c \).
$x | \pi, c \sim \text{NegativeBinomial} \left( \exp(\beta T \gamma) - 1, \lambda \right) \,$

where $\pi$ describes a cell-type-specific offset of gene expression, and $W_i$ is a linear map. This is a simplification of SimSim that relies on a beta-Poisson likelihood model. However, the negative binomial has been shown to perform well in modeling scRNA-seq data. We learned the parameters $\beta$, $W_i$, $\theta$ based on the lymph node scRNA-seq dataset of this manuscript. Out of all the genes, we kept five cell types: B cells, CD4 T cells, CD8 T cells, migratory DCs and Tregs. Those cell types were selected because they were the most abundant in the dataset.

Although approximate inference of these parameters is, in principle, possible—e.g. using maximum likelihood as in ZINB-WaVE—we wanted to enforce sparsity on the gene-loading matrix $W_i$ motivated by the idea that only a subset of the genes contributes to the variation of gene expression within a unique cell type. Also, sparsity seemed necessary, because, for some cell types, the number of cells was much lower than the number of genes (for example, around $n=300$ cells for the regulatory T cells and $G=2,000$ genes). Consequently, we learned patterns of transcriptomic variation within each cell type using a sparse principal component analysis (PCA) model on log-normalized data. The counts were normalized using scatiny with a target count of 10,000 UMIs, and the sparse PCA model was fit using sklearn, using four components and a Lagrange multiplier of 5 for the modeling scRNA-seq data. We learned the parameters of the model at several depths, using hierarchical clustering (two, four and eight clusters per cell type). Then, we report the main axes of variation in each cell type, using re-clustered data. We also calculate the mean gene expression for every cell type based on the single-cell data. Finally, we impute gene expression for cell type $c$ at spot $s$ by averaging the gene expression of every cluster in cell type $c$, weighted by the proportion of cells of cluster $s$ at the spot $s$. In this way, we evaluated the imputation based on correlation metrics (for example, Spearman correlation) across an oracle list of genes for each cell type. The list of genes for each cell type is given by the indices of the non-zero coefficients of the matrix $W_i$, learned via sparse PCA. We have found that this selection of genes helps make the imputation more robust. SPOTLight did not terminate after 3 hours for the most granular clustering (eight clusters per cell type).

### Pre-processing for the sci-Space dataset.

We obtained the data for the 14 sagittal sections derived from two embryonic day (E) 14 (E14.0) mouse embryos (C57BL/6N) from the original publication. We pre-processed the data as per the in silico specific analysis conducted in Fig. 5 of the sci-Space manuscript. More precisely, we filtered for sections 8, 9, 11, 13 and 14 and kept only the cells whose anatomical annotation was cortex. Within those cells, we filtered for the top four abundant cell types (8,186 neurons, 1,610 radial glias, 581 connective tissue progenitors and 507 endothelial cells) included in the original study. We additionally selected the top 4,000 highly variable genes using scatiny. We assembled the spatial dataset by summing the transcriptomic profile of all cells that share the same spatial barcode. Additionally, we increased the complexity of the dataset in two ways. First, we lowered the sequencing depth by performing binomial subsampling at rate 0.1. Second, we enriched the data by adding spots generated in silico from the individual cells of each spot but with different proportions. In particular, we enriched for cell types other than neurons by a factor of 5, as the original dataset is dominated by spots with mostly neurons. For evaluation, we applied the benchmarking pipeline previously used with the simulations. The normal dataset is dominated by spots with mostly neurons. For evaluation, we applied the benchmarking pipeline previously used with the simulations. The main difference is that it relies on a subset of genes with zonation patterns (in the simulation, this is given by the sparsity pattern of the loading matrix from the PCA). For this, we took the intersection of the highly variable gene list and the list of genes highlighted in Fig. 5 of the sci-Space paper.

### Automated pipeline for data exploration.

The resulting model enables several types of downstream analyses for drawing hypotheses on both the spatial structure of an individual sample as well as the differences among pairs of conditions. In the following, we propose a standard pipeline for analysis of a single sample. This pipeline helped gain insight from a simple sample (a single lymph node or tumor section) and helped guide comparative analysis between samples (between lymph node sections or distinct areas of a tumor section). The pipeline consists of two parts. In the first part, we consider the data from a resolution of cell types. For each cell type, we report its proportion in every spot and then highlight cell types that tend to occur at specific niches (that is, not uniformly distributed across the tissue), using Geyer’s C autocorrelation statistic for the inferred proportions, as reported by Hotspot on the cell type proportion for each individual cell type.

The second part of the pipeline facilitates a more in-depth view, looking at variability within cell types, thus going beyond the functionality that is available in standard pipelines. We start by selecting, for each type, spots that have a sufficiently high proportion of cells of that type.

### Selecting informative thresholds for cell type proportions.

We propose an automated way to estimating a cell-type threshold for this (also known as Type 1) or Type 2) threshold.

### Finding main axes of variation in the combined data.

With this constrained view, our pipeline proceeds to report the main axes of variation in each cell type, using the spatial data. This analysis helps highlight and visualize the most dominant transcriptional programs in every cell type, as well as exploring their dependence on the cells’ locations. The major question we would like to solve here is the following: within a single cell type, which directions of $\gamma$ vary spatially? In other words, we want to find within-cell-type and spatially varying transcriptional programs.

General matrix factorization methods (such as NMF, PCA or CCA) could be applied to find those components. However, they present several crucial limitations: (1) the samples are not re-weighted by the cell type proportion—this is relevant because $\gamma$ is inferred at every spot, even when $p$ is null; and (2) we are only interested in variations that are relevant with respect to the spatial coordinates $\lambda$.

To this end, we developed a weighted PCA scheme that uses the inferred cell states (in the spatial data) and accounts for the inferred cell type proportions as well as the spatial layout of the spots (following previous work on robust linear dimensionality reduction; Supplementary Note 9).
Interpretation of the weighted PCA. For interpreting the spatially weighted PCA for every cell type, we first project the cell-type-specific cell state of the spatial data as well as the scRNA-seq data onto the two weighted principal components. We then use a two-dimensional (2D) color map to assign a color to the spots in the spatial data, according to the position of the (2D) projection of the cell-type-specific cell state. This is helpful to prioritize which cell type may have spatially consistent variations in cell states. To relate this to the functions of each axis of the principal components, we filter genes that are the most correlated with each Pearson correlation, and we ran gene set enrichment analysis using EnrichR64 for the top 50 genes.

A post hoc recipe for differential expression with DestVI. Our model also provides a natural way to estimate and evaluate the significance of differences between conditions or between niches in the same tissue section. On the gene level, we can identify cell-type-specific DE, comparing different conditions or different tissue areas. This analysis draws directly from our probabilistic representation of the data, which allows for uncertainty quantification and hypothesis testing. Indeed, performing DE with a probabilistic model is always challenging but is crucial for making robust scientific discoveries. In our previous work, we used a purely Bayesian approach to DE56. Because we apply MAP inference (and not fully Bayesian inference) to DestVI, we instead developed a hybrid approach to DE, where we sample from the adequate generative distribution and then derive a P value with a frequentist test. More precisely, for two bags of spots (x)_{c,a} and (y)_{c,b} and a cell type c, we operate as follows.

Characterizing cell-type-specific gene expression. We query the parameters of the generative distribution for that spot but only for the contribution from cell type c. We do this by embedding all the spots and keeping only the latent variable for the cell type of interest c\prime and then querying the decoder network f((r)_{c}\prime,c) for this particular r\prime and cell type c. This vector, along with p_{c}, fully characterize the transcription of a fictitious cell x_{c} of type c in spot s:

\begin{align*}
    x_{c} \sim \text{NegativeBinomial}\left(\mathbf{y}\left((r)_{c}\prime,c\right),p_{c}\right).
\end{align*}

where \(J\) is a fixed scalar equal to the average library size in the single-cell data.

Simulating cell-type-specific gene expression. Then, we sample multiple times per spot from the mean of the Poisson distribution underlying the negative binomial:

\begin{align*}
    w_{c} \sim \text{Gamma}\left(\mathbf{y}\left((r)_{c}\prime,c\right),p_{c}\right).
\end{align*}

There are several considerations for sampling this way. First, as we underlined in our previous work for calculating gene correlations in totalVI, using the mean of the generative distribution provides all forms of biases. Second, sampling from the full negative binomial distribution introduces Poisson noise and reduces sensitivity of the method. Sampling from the gamma distribution is an intermediate, although full negative binomial distribution introduces Poisson noise and reduces sensitivity in our previous work for calculating gene correlations in totalVI, using the mean of the transcriptome of a fictitious cell.

Extending simulations for assessing robustness to cell type mismatch. We added two additional cell types to our simulations whose parameter W was learned from our lymph node scRNA-seq data using sPCA (as per previous simulations). To simulate a cell type missing from the single-cell data, we simply filtered all the cells from this cell type out post hoc. To simulate a cell type missing from the spatial data, we cancelled all the contributions of that cell type to the transcription, inside of every spot.

Data pre-processing for the Seq-Scope liver analysis. We relied on publicly available scRNA-seq data from Tabula Muris Senis59, filtering for the droplet-based liver tissue data. We annotated the data manually, based on scény and marker genes (Mup3 for hepatocytes, Clec4f for macrophages and Kdr for endothelial cells). We imported the spatial transcriptomics data at 10-μm resolution from the Seq-Scope paper55 and annotated at the spot level by Seurat.

Extending simulations for high-resolution data. To simulate high-resolution data, we have relied on the simulations with increased number of cell types (\(7\)) and lowered the temperature parameter \(T\) from 1 to 0.5 (lowering from 5–6 to 2–3 the empirical number of cell types per spot). We have also decreased the library size of the spatial transcriptomics data to be 50% of the library size of the scRNA-seq data by binomial downsampling.

Statistics and reproducibility. A unique section of a new lymph node has been used for all imaging (Fig. 3in Supplementary Figs. 16 and 21). A unique section of the same tumor has been used for Figs. 4f and 5c and Supplementary Figs. 24–27. The result in Fig. 5e has been tested on 12 independent tumor sections.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability
The raw data discussed in this manuscript have been deposed in the National Center for Biotechnology Information’s Gene Expression Omnibus under accession number GSE173778 (murine lymph node and tumor; spatial transcriptomics and scRNA-seq data). Processed sequencing data are available on our reproducibility repository (https://github.com/romain-lopez/DestVI-reproducibility).

Code availability
The code to reproduce the results in this manuscript is available on the GitHub repository (https://github.com/romain-lopez/DestVI-reproducibility) and has been deposited to Zenodo (https://doi.org/10.5281/zenodo.6685952). The reference implementation of DestVI, along with accompanying tutorials, is available via the scvi-tools codebase at https://scvi-tools.org/.
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Sample size
No statistical tool was used to apriori choose sample size. In this study, we use two models, one is MS treated LN, one is MCA205 tumor. These two models are studied a lot in our previous studies [Reference A and B]. So here we use 2 control LN sections and 2 MS treated LN tissue sections, and 2 MCA205 tumor sections for Visium processing. We use 3 mouse LN for verified staining and 12 mouse MCA205 tumor for Hypoxia verified staining.

[A] Ronnie Blecher-Goen. Single-Cell Analysis of Diverse Pathogen Responses Defines a Molecular Roadmap for Generating Antigen-Specific Immunity. Cell Systems. 2019;8: 109–121.e6.
[B] Katzenelenbogen Y, Sheban F, Yalin A, Yofe I, Svetlichnyy D, Jaitin DA, et al. Coupled scRNA-Seq and Intracellular Protein Activity Reveal an Immunosuppressive Role of TREM2 in Cancer. Cell. 2020;182: 872–885.e19.

Data exclusions
Described in detail in Methods. Exclusion criteria were determined following initial assessment and Q/C of the data.

Replication
For Lymph node experiment, LNs from 2 MS treated mice and 2 PBS treated mice are for single cell RNA sequencing. 2 sections from MS LN and 2 sections from PBS LN are for Visium processing. 3 mouse LN for verified staining inflammatory monocytes distribution is consistent through replication samples.

For tumor experiment, 2 tumors from 2 mice are for single cell RNA sequencing. 2 sections from 1 tumor are for Visium processing. For hypoxia test, 1 h before sacrificing, Hypoxprobe™ 1 solution was injected at a dosage of 60 mg/kg. 12 Flash frozen samples are for further testing. The hypoxia distribution in MCA205 solid tumor is consistent through replication samples. For MCA205 staining for Visium quantification, we take 3 different sections from the same tissue block for Visium with different distance from the Section 2 which is for Visium processing, described details in Figure 4.

Randomization
The animal are randomly allocated into MS or PBS group. The LN sections for Visium processing are taken from the center line of the LNs. The MCA205 tumor section for Visium are taken from a proper size tumor to match Visium capture frame size 6.5mm x 6.5mm and make sure the boundary area is included in the section for Visium processing. The images for hypoxia test distribution are randomly sampling from the whole tissue section.

Blinding
LN are blindly collected for single cell RNA sequencing. The analysis of the LN single cell RNA sequencing is blind. We recognized different LNs based on our single cell data and also based on our previous study. LNs for Visium are not blind because we want to put MS LN and PBS LN together on the same OCT block and sample on the same Visium capture area.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.
Materials & experimental systems

| n/a | Involved in the study |
|-----|-----------------------|
| ☐ ☑ Antibodies         |
| ☐ ☑ Eukaryotic cell lines |
| ☐ ☑ Palaeontology and archaeology |
| ☐ ☑ Animals and other organisms |
| ☐ ☑ Human research participants |
| ☐ ☑ Clinical data |
| ☐ ☑ Dual use research of concern |

Methods

| n/a | Involved in the study |
|-----|-----------------------|
| ☑   | ChIP-seq              |
| ☑   | Flow cytometry        |
| ☑   | MRI-based neuroimaging |

Antibodies

Antibodies used

- CD45 APC (1:100, 30 F11, eBioscience, 17 0451-82), CD11b FITC (1:200, M1/70, Biolegend, 101205), CD11b Biotin (1:100, M1/70, Biolegend, 101204), CD11b PE (1:100, M1/70, eBioscience, 12-0112-83), CD64 PE (1:100, XS4-5/7.1, Biolegend, 139303), Ly6C FITC (1:100, HK1.4, Biolegend, 128005), B220 (1:100, RA3-6B2, Biolegend, 103208), CD3 Biotin (1:100, 17A2, Biolegend, 100243), MHCI- A/I-E FITC (1:100, M5/114.15.2, Biolegend, 107606), F4/80 APC (1:100, BM8, eBioscience, 17-4801-82), NK1.1 PE(1:100, PK136, eBioscience, 12-5941-63), CD31 APC (1:100, MEC13.3, Biolegend, 102509), IFIT3 polyclonal antibody (1:500, Proteintech, 15201-1-AP), Arginase 1 (ARG1, 1:200, Novus, NB100-59740), pimonidazole antibody (Hyypoxyprobe, 1:200, PAb2627AP), GPNMB (1:200, Abcam, ab234529), F4/80 (1:100, Abcam, ab6640), DAPI (1 µg/mL, Thermofisher, D1306), Streptavidin APC (1:400, Biolegend, 405207), DyLight 550 conjugated donkey anti-goat IgG heavy and light chain antibody (1:400, Bethyl, A50-101D3), Cy2 conjugated AffiniPure donkey anti-rabbit IgG heavy and light chain antibody (1:200, Jackson ImmunoResearch, 711-215-152), DyLight 594 conjugated donkey anti-rat IgG heavy and light chain cross-adsorbed antibody (1:400, Bethyl, A110-33704), Alexa Fluor 647 conjugated AffiniPure F(ab')2 fragment donkey anti-rabbit IgG heavy and light chain antibody (1:400, Jackson ImmunoResearch, 711-606-152), Goat anti-Rabbit IgG-heavy and light chain Antibody DyLight® 650 Conjugated (1:800, Bethyl, A120-101D5).

Validation

All antibodies used are commercially available. Validation of antibodies was provided by the manufacturer and their quality control data can be accessed through vendor’s website. Further in our experiment, we also used mouse Fe-block in FACS experiments, and blocking solution in immuno-staining experiments. Moreover, we validated that antibodies used in the study were specific for unique cell types, and didn’t exhibit any non-specific binding. For multiplex staining, we also conducted single antibody staining to check the specific binding in each antibody.

Eukaryotic cell lines
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- **Cell line source(s)***: MCA205 fibrosarcoma cell line

Authentication

- We used the cell line for in tumor model studies. 5 x 10⁵ MCA205 tumor cells were suspended in 100µl PBS and injected subcutaneous (s.c.) into 8 week female mice.

Mycoplasma contamination

- Cell line was negative for Mycoplasma.

Commonly misidentified lines

- N/A

Animals and other organisms

Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research

- **Laboratory animals***: C57BL/6J WT female mice were used in the study.

- **Wild animals***: Study did not involve wild animals

- **Field-collected samples***: Study did not involved samples collected in the field.

Ethics oversight

- All animals were handled according to the regulations formulated by the Weizmann Institutional Animal Care and Use Committee approved from Weizmann Institute of Science.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Methodology

Sample preparation

To achieve single-cell suspensions in the murine model, tumors were cut into small pieces, and suspended with RPMI-1640 supplemented with DNase I (0.1mg/ml, Sigma-Aldrich) and collagenase IV (1mg/ml, Worthington). Tissues were homogenized by GentleMacs tissue homogenizer (Miltenyi Biotec), and incubated at 37°C for 10 min, with frequent agitation. This tissue dissociation procedure was performed twice, for each tumor.

To achieve single-cell suspensions from LN, tissues were digested in Iscoves modified Dulbecco’s medium (IMDM; Sigma-Aldrich) medium. For mild dissociation, tissues were supplemented with Liberase-TL (100 µg/ml, Roche) and DNase I (100 µg/ml, Roche), and incubated with frequent agitation at 37°C for 20 min.

After all dissociation procedures, cells were washed with cold PBS, filtered through a 70 µm cell strainer, and centrifuged at 350g for 5 min at 4°C.

Instrument

Cell populations were sorted using either ARIA-III instrument (BD Biosciences), and analyzed using BD FACS DIVA software (BD Biosciences) and FlowJo software.

Software

Cell populations were sorted using ARIA-III instrument (BD Biosciences), and analyzed using BD FACS DIVA software (BD Biosciences) and FlowJo software.

Cell population abundance

Single cells from LNs were loaded onto Next GEM Chip G at concentration around 1000/µL and yielded 14,989 cells after quality filtering and described in Figure 3C. Single cells from MCA205 tumor were enriched in CD45+ gate and their cell abundances were calculated and reported in Figures 4C.

Gating strategy

Mouse: FSC-A/SSC-A -> FSC-H/FSC-W -> CD45+ -> CD45+DAPI-

☑ Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.