Optimization of VQE-UCC Algorithm Based on Spin State Symmetry
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The accurate calculation of molecular energy spectra, a very complicated work, is of importance in many applied fields. Relying on the VQE-UCC algorithm, it is very possible to calculate the molecular energy spectrum on a noisy intermediate scale quantum computer. However, due to the limitation of the number of qubits and coherent time in quantum computers, the complexity of VQE-UCC algorithm still needs to be reduced in the simulation of macromolecules. We develop a new VQE-UCC method to calculate the ground state of the molecule according to the symmetry of the system, the complexity of which is reduced. Using this method we get the ground and excite state of four kinds of molecules. The method and the results are of great significance for the promotion of quantum chemical simulations.
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INTRODUCTION

In this year, quantum computing has been widely concerned as a new paradigm of computing. Compared with classical computing, the computing power of quantum computing increases exponentially with the increase of the number of qubits. One of the most likely applications of quantum computers is to simulate quantum mechanical systems \cite{1}, which is made possible by the emergence of some algorithms \cite{2, 3} and later quantum processors \cite{4, 5}. Molecule is one of the common quantum systems in nature. Calculating the energy spectra of a molecular system is one of the main goals of quantum chemistry, so the algorithm of simulating quantum chemistry by the noisy intermediate scale quantum computer (NISQ) has been of interest. However, due to the limitation of the number of qubits and coherent time of NISQ, there is still difficulties for us to simulate for macromolecules.

There are many methods having been used to reduce the complexity of quantum chemistry simulation, such as hybrid quantum classical algorithm (HQC) \cite{6}. One of the most important algorithm is the variational quantum eigensolver (VQE) algorithm \cite{7}. The VQE algorithm is based on the Ritz variational principle. The preparation of the ansatz and the measurement of the expected value of the Hamiltonian are carried out on the quantum computer. Then the classical computer optimizes the iterative parameters of the next ansatz according to the principle of minimizing the expected value of the Hamiltonian. The VQE algorithm can be used to find the molecular ground state energy. Compared with pure quantum algorithm, the VQE algorithm uses shorter quantum circuits and has stronger fault tolerance, but needs more measurements and the assistance of classical processes.

The two main steps of implementing VQE algorithm on NISQ are the selection of initial states and to effectively prepare the ansatz. The initial state is generally prepared into Hartree-Fock state. Because the Hartree-Fock method does not take into account the dynamic interaction between...
electrons, it cannot obtain accurate electron energy. To prepare the ansatz, one mainly chooses the unitary coupled cluster method (UCC) [8, 9], coming from the classical single reference coupled cluster method (SRCC) [10, 11], which is more suitable for quantum computers. It divides the electron orbitals into two parts, the occupied orbitals and the unoccupied orbitals. Beginning with initial state (the Hatree-Fock state), a series of single excitation, double excitation and higher excitation operators which excite the electrons from the occupied orbitals to the unoccupied orbitals are applied to the initial state. After many rounds of operators, one may get the real ground state of the Hamiltonian. The details will be described in the second section. Some works have shown its accuracy. However, due to the limitation of the number of qubits and coherent time in quantum computers [12], it is still a great challenge for macromolecules to implement VQE-UCC algorithm on quantum computers.

In this paper, we propose a simpler UCC variant method, the singlet and pair UCC (SPUCC), based on the spin symmetry of molecules. In this method, the single excitation is classified and the double excitation only retains the pair excitation. The method can reduce the computational complexity while keeping the computational accuracy. Based on this method, we calculate the grounds of molecules with different structures and properties, and get good results as expected.

**METHOD OF SINGLET AND PAIR UNITARY COUPLED CLUSTER**

Now we will introduce all the steps of realizing quantum chemical simulation on a quantum computer.

**The Second-Quantization of Molecular Hamiltonian**

Using the Born-Oppenheimer approximation (B-O approximation), the Hamiltonian of the molecule can be written as:

$$\hat{H} = -\sum_i^N \frac{\nabla_i^2}{2} - \sum_i^N \frac{Z_a}{|r_i - R_a|} + \sum_i^N \frac{1}{2|r_i - r_j|} + E_{N}$$ (1.1)

Where $R_a$ represents the coordinates of the $a$-th nucleus and $Z_a$ its charge number. Similarly, $r_i$ represents the coordinates of the $i$-th electron. The first term of the Hamiltonian describes the kinetic energy of electrons, the second term describes the Coulomb interaction between nuclei and electrons, and the third term describes the Coulomb interaction between different electrons. $E_N$ represents the kinetic energy of the nucleus and the Coulomb potential between different nuclei, which is constant when the nuclear coordinates are fixed.

In the second quantization, the wave function of the fermion is written as the fermion creation operator acting on the vacuum state. The creation operator and the annihilation operator can be identified as,

$$\{a_i^+, a_i^\dagger\} = 0$$ (1.2a)

$$\{a_i^-, a_i\} = 0$$ (1.2b)

$$\{a_i^+, a_j\} = \delta_{pq}$$ (1.2c)

After the second quantization is introduced, the Hamiltonian in Eq. 1.1 can be written as,

$$\hat{H} = \sum_{pq} h_{pq} a_i^\dagger a_i^+ + \frac{1}{2} \sum_{pq} h_{pq} a_i^\dagger a_j a_i^+ a_j + E_{N}$$ (1.3)

where,

$$h_{pq} = \int dx_1 dx_2 \varphi_i^*(x_1 \varphi_i^*(x_2) \varphi_j(x_1) \varphi_j(x_2)$$ (1.4a)

$$h_{pqrs} = \int dx_1 dx_2 \varphi_i^*(x_1 \varphi_i^*(x_2) \varphi_j(x_1) \varphi_j(x_2)$$ (1.4b)

The wave function $\varphi_i(x)$ is the basis functions we have chosen. The basis functions are usually related to the atomic orbitals and the figure base function [13, 14]. Their choice affect the accuracy of the calculation. Because of the cost, we chose the minimum basis set STO-3G.

**Encoding to Quantum State**

In order to simulate quantum chemistry on a quantum computer, we use Jordan-Wigner (J-W) transformation [15] to map the contents of the above-mentioned second quantization to the quantum computer. In the J-W transformation, the creation and annihilation operator are designed as,

$$a_i^\dagger = \left( \prod_{i < p} \sigma_i^\dagger \right) \sigma_p^\dagger$$ (2.1a)

$$a_i = \left( \prod_{i < p} \sigma_i \right) \sigma_p$$ (2.1b)

Where $\sigma^+$ and $\sigma^-$ are Pauli rise and fall operators,

$$\sigma^+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$$ (2.2a)

$$\sigma^- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$$ (2.2b)

In this way, the Hamiltonian in Eq. 1.3 is transformed into the continuous product of a series of Pauli operators,

$$\hat{H} = C_0^0 I + \sum_p C_0^1 p + \sum_{p\rho} C_{p\rho}^1 \sigma_{p\rho} \sigma_{p\rho}^\dagger + \sum_{p\rho\rho'} C_{p\rho\rho'}^1 \sigma_{p\rho} \sigma_{p\rho'} \sigma_{p\rho'}^\dagger + \cdots$$ (2.3)

The above-mentioned $C_0^0$, $C_1^0$, $C_1^1$ are constant, and $\sigma_p$ represents the Pauli operator $\sigma_x$, $\sigma_y$ or $\sigma_z$ of the $a$-th qubit.

**The Variational Quantum Eigensolver**

The VQE algorithm uses the quantum computer to prepare quantum states and to get the expected value of Hamiltonian, which are difficult for the classical computer. The tedious process
of parameter optimization is handed over to the classical computer. It is based on the Rayleigh-Ritz variational principle,

$$E_0 \leq \frac{\langle \psi(\vec{\theta}) | H | \psi(\vec{\theta}) \rangle}{\langle \psi(\vec{\theta}) | \psi(\vec{\theta}) \rangle} \quad (3.1)$$

It shows that for a parameterized quantum state $|\psi(\vec{\theta})\rangle$ we take randomly, the expected value of the Hamiltonian will always be greater than or equal to its minimum eigenvalue. The inequality can get the equal sign only if $|\psi(\vec{\theta})\rangle$ is the real ground state $|\psi_0\rangle$.

To get the ground state, we usually start from the Hartree-Fock state. Selecting parameterize $\vec{\theta}_1 = (\theta_{11}^1, \theta_{12}^1, \ldots, \theta_{1n}^1)$, and then using $|\psi(\vec{\theta}_1)\rangle = U(\vec{\theta}_1)|\phi_0\rangle$ to realize the prepared state,

$$|\psi(\vec{\theta}_1)\rangle = U(\vec{\theta}_1)|\phi_0\rangle \quad (3.2)$$

$$E(\vec{\theta}_1) = \frac{\langle \psi(\vec{\theta}_1) | H | \psi(\vec{\theta}_1) \rangle}{\langle \psi(\vec{\theta}_1) | \psi(\vec{\theta}_1) \rangle} \quad (3.3)$$

We feedback the measured $E(\vec{\theta}_1)$ to the classical computer and get the $\vec{\theta}_2$ according to the optimization algorithm, taking $|\psi(\vec{\theta}_1)\rangle$ as the initial state for next step,

$$|\psi(\vec{\theta}_2)\rangle = U(\vec{\theta}_2)|\psi(\vec{\theta}_1)\rangle \quad (3.4)$$

Then repeat the above steps to get $E(\vec{\theta}_n)$ until the energy converges and then,

$$|\psi(\vec{\theta}_n)\rangle = U(\vec{\theta}_n)|\psi(\vec{\theta}_{n-1})\rangle = |\psi_0\rangle \quad (3.5)$$

$$E(\vec{\theta}_n) = E_0 \quad (3.6)$$

**Unitary Couple Cluster**

The UCC is an improved version of the classical CC method, and the parameterized system wave function is given by the CC method,

$$|\psi(\vec{\theta})\rangle = e^{\vec{T}(\vec{\theta})}|\phi_0\rangle \quad (4.1)$$

The $|\phi_0\rangle$ is usually the Hartree-Fock state, and $\vec{\theta}$ is the CC amplitude vector, $T(\vec{\theta})$ is the excitation operator, defined as

$$T(\vec{\theta}) = \sum_{k=1}^{n} T_k(\vec{\theta}) \quad (4.2)$$

$$T_1(\vec{\theta}) = \sum_{i,j} \theta_{ij}^1 a_i^\dagger a_j \quad (4.3)$$

$$T_2(\vec{\theta}) = \sum_{i,j,k,l} \theta_{ijkl}^2 a_i^\dagger a_j^\dagger a_k a_l \quad (4.4)$$

... 

For the trade-off between efficiency and accuracy, we usually intercept double excitations. Because the Hamiltonian mainly involves the interaction between monomer and two electrons, and then it can be proved that higher-order excitations can be composed of a combination of single and double excitations, resulting in coupled cluster single and double excitation methods (CCSD) [16].

By UCC method, the trial ansatz state is

$$|\psi(\vec{\theta})\rangle = e^{\vec{T}(\vec{\theta})+\vec{T}_1(\vec{\theta})}|\phi_0\rangle \quad (4.5)$$

Since $T(\vec{\theta}) + T_1(\vec{\theta})$ is an anti-Hermitian operator, so $e^{\vec{T}(\vec{\theta})+\vec{T}_1(\vec{\theta})}$ means a unitary evolution.

**Symmetry Optimization**

However, for many molecules, some of its own characteristics are also important factors that can reduce the cost of quantum chemical simulation, such as the number of electrons and wave function symmetry of molecules. For a definite molecule, then the selected basis function can be reduced to a smaller subspace. So the excitation operator that keeps the spin symmetry plays an important role. Based on this idea, we divide the single excitation operator into two categories:

$$T_1^0 = \sum_{m,n} (a_m^\dagger a_n + a_n^\dagger a_m) \quad (5.1)$$

$$T_1^1 = \sum_{m,n} (a_m^\dagger a_n - a_n^\dagger a_m) \quad (5.2)$$

This classification is similar to the singlet unitary coupled cluster (UCCD0) method [17, 18],

$$T_2^0 = \sum_{i,j,k,l} \left[ (a_i^\dagger a_j^\dagger - a_j^\dagger a_i^\dagger) (a_k a_l + a_l a_k) \right] \quad (5.3)$$

$$T_2^1 = \sum_{i,j,k,l} \left[ (a_i^\dagger a_j^\dagger a_k a_l + a_k a_l a_j a_i^\dagger - a_i a_j a_k a_l + a_l a_k a_j a_i^\dagger) \right] \quad (5.4)$$

Where the triplet-paired operator $T_2^1$ give rise a electrons triplet and $T_2^0$ give rise a electrons singlet.

It is mainly based on the fact that $T_1^0$ and $T_2^0$ acting on any wave function will not change the symmetry of the states while $T_1^1$ and $T_2^1$ may change the state’s symmetry. For most molecules, we think that the HF state and the real ground state should have the same symmetry, so we reduce $T(\vec{\theta})$ to:

$$T(\vec{\theta}) = T_1^0 + T_2^1 \quad (5.5)$$

This method only retains the exited channel which keep the symmetry begin and after excitation. The number of excitation operator terms involved is $O(n^4)$.
However,  
\[ a_i^\dagger a_i (a_i^\dagger a_j + a_i^\dagger a_j) = (a_i^\dagger a_i^\dagger a_j + a_i a_i^\dagger a_j) \]
\[ = (a_i^\dagger a_i^\dagger a_j + a_i^\dagger a_j a_i) \]  
(5.6)

Similarly,  
\[ (a_m^\dagger a_n + a_m^\dagger a_n^\dagger) a_n^\dagger a_n = (a_m^\dagger a_n^\dagger + a_n a_m) \]  
(5.7)

Conbinating Eqs. 5.6, 5.7 we have  
\[ (a_m^\dagger a_n + a_m^\dagger a_n^\dagger) a_n^\dagger a_n = (a_m^\dagger a_n^\dagger + a_n a_m) \]
\[ = (a_m^\dagger a_n^\dagger + a_n a_m)(a_n a_m + a_m a_n) \]  
(5.8)

So we can replace the operator \( T_2 \) involving four index with a combination of two \( T_1 \) and a pair of excitation operators. The unitary evolution is  
\[ U(\bar{\theta}) = e^{i\sum \bar{\theta}} e^{i\sum \bar{\theta}^2} e^{i\sum \bar{\theta}^3} \]
\[ T_{pair}(\bar{\theta}) = \sum_{m,n} a_i^\dagger a_i^\dagger a_m a_n a_m^\dagger a_n \]  
(5.9)

The number of excitation operators involved in this method is \( 3n^2 \). We can get  
\[ U(\bar{\theta}) = (1 + T_{0}^i(\bar{\theta}) - h.c. + \cdots)(1 + T_{0}^n(\bar{\theta}) - h.c. + \cdots) \]
\[ = (1 + \cdots + T_{0}^i(\bar{\theta}) T_{0}^n(\bar{\theta}) + \cdots) \]
\[ T_{0}^i(\bar{\theta}) + \cdots) = (1 + \cdots + (a_i^\dagger a_i^\dagger a_i^\dagger + a_i^\dagger a_i^\dagger)(a_i^\dagger a_i^\dagger + a_i^\dagger a_i^\dagger) \]
\[ = (a_i^\dagger a_i^\dagger + a_i^\dagger a_i^\dagger) \]  
(5.11)

by Taylor expansion. While in \( T_{2}^i \):  
\[ U(\bar{\theta}) = (1 + T_{2}^i(\bar{\theta}) - h.c. + \cdots) \]
\[ = (1 + \cdots + (a_i^\dagger a_i^\dagger a_i^\dagger + a_i^\dagger a_i^\dagger)(a_i^\dagger a_i^\dagger + a_i^\dagger a_i^\dagger) + \cdots) \]  
(5.12)

**Complexity**

Let us consider a molecule with 2 M orbitals and 2 m electrons. We need 2 M qubits to code quantum state. The HSF state \( |\varphi_0\rangle \) is \( \prod_{k=1}^{2m} a_k^\dagger |0\rangle \). 2 m electrons occupy first 2 m orbits, then one of electron is excited from the \( i \)th orbit to \( j \)th orbit in a single excitation operation. Two electrons are excited from the \( i \)th and \( j \)th orbits to the \( k \)th and \( l \)th orbits respectively in the double excitation.

For a single excitation,  
\[ U_i^i(\theta) = \exp[\theta(a_i^\dagger a_i - a_i^\dagger a_i)] \]
\[ = \exp[-i\frac{\theta}{2}(X_i Y_j - Y_j X_i)\sum_{i < j} Z_i] \]  
(6.1)

According to the decomposition of the quantum circuit [19, 20], we need 10 single qubit gates and \( 4(i - j) \) CNOT gates to implement the above single excitation quantum circuit. For a double excitation, the unitary evolution operator can be expressed by Paul operators as follow,  
\[ U_{ij}^i(\theta) = \exp[\theta(a_i^\dagger a_i^\dagger a_i^\dagger a_i - a_i^\dagger a_i^\dagger)] \]
\[ = \exp[-i\frac{\theta}{2}(X_i Y_j - Y_j X_i)\sum_{i < j} Z_i]\]
\[ = \exp[-i\frac{\theta}{2}X_i Y_j\sum_{i < j} Z_i] \]  
(6.2)

where \( i, j \) are the index of occupied orbit and \( k, l \) are the index of unoccupied orbit.

Similarly, it needs 72 single qubit gates and 16 \( j + l - i - k \) CNOT gates to implement the above double excitation quantum circuit. From Eq. 6.1 and Eq. 6.2, We can get clearly that the gate cost of each single or double excitation through J-W transformation is \( O(1/M) \). UCCSD needs \( x = C_2^3 + C_2^1 + \sum (M - m)m \leq M^2 \) single excitations and \( y = C_2^1 + C_2^2 - \sum (M - m)^2m^2 < M^4 \) double excitations. So its gate complexity is \( O(M^3) \). UCCD0 needs \( x = C_2^1 + C_2^2 - \sum (M - m)^2m^2 < M^4 \) single excitations and \( y = C_2^1 + C_2^2 - \sum (M - m)^2m^2 < M^4 \) double excitations. So its gate complexity is also \( O(M^3) \).

While in SPUCC, we use the spin symmetry, the single excitation is \( \sum 0 \leq i \leq m a_i^\dagger a_i^\dagger + a_i a_i^\dagger - h.c. \) and the double excitation is \( \sum 0 \leq i \leq m a_i^\dagger a_i^\dagger + a_i^\dagger a_i^\dagger - h.c. \). The j\dagger and j\downarrow \leq M are the 2jth and (2j-1)-th orbit. So it only needs \( x = C_2^1 + C_2^1 - \sum (M - m)m < M^2 \) single excitations and \( y = C_2^1 + C_2^1 - \sum (M - m)m < M^2 \) double excitations. Its gate complexity is \( O(M^3) \).
RESULTS

We have studied four kinds of molecules $\text{H}_2$, $\text{H}_4$, $\text{H}_2\text{O}$, and $\text{N}_2$. We use Psi4 [21] and OpenFermion [22] to obtain molecular Hamiltonian and QuTip [23] to realize quantum state evolution. In order to discuss the accuracy of the method, we compare it with exact diagonalization and other UCC methods, i.e., UCCSD, pair unitary coupled cluster double (pUCCD) [24] and UCCD0.

At the same time, we compare the time cost of the three molecules simulated by different methods on the classical computer, which we think can be used as a qualitative comparison of the complexity of the three methods. Because of the deviation of the pUCCD method, we do not evaluate its cost. For details, please see Table 1.

The data in the table is the time cost of different methods under this structure, $\text{H}_4$ ($1.738\text{Å, 45°}$), $\text{H}_2\text{O}$ ($1.2\text{Å, 104.5°}$), $\text{N}_2$ ($1.2\text{Å}$). The tolerance of iterative energy is $10^{-7}$. For molecule $\text{H}_2$, it is too simple to show the superiority of SPUCC. It can be seen that SPUCC is better than other methods in all cases. It is affected by accuracy and molecular structure.

Molecule $\text{H}_2$

Molecule $\text{H}_2$ is the simplest molecule in chemistry and only involves two atoms and two electrons. So it has only two molecular orbitals (MOs) and four orthogonal states, which can be expressed as:

$$|\psi_0\rangle = a_{\uparrow\downarrow}^* a_{\downarrow\uparrow}^* |0\rangle$$
$$|\psi_1\rangle = (a_{\uparrow\downarrow}^* a_{\downarrow\uparrow} + a_{\downarrow\uparrow}^* a_{\uparrow\downarrow}) |0\rangle$$
$$|\psi_2\rangle = (a_{\uparrow\downarrow}^* a_{\downarrow\uparrow} - a_{\downarrow\uparrow}^* a_{\uparrow\downarrow}) |0\rangle$$
$$|\psi_3\rangle = a_{\uparrow\uparrow}^* a_{\downarrow\downarrow}^* |0\rangle$$

Where, $|\psi_0\rangle$, $|\psi_1\rangle$ and $|\psi_2\rangle$ are singlet while $|\psi_3\rangle$ is triplet. By using the method in Ref. [25], we have calculated the excited state of molecule $\text{H}_2$ ($R = 0.7414\text{Å}$) by using the initial VQE algorithm and obtained the following results.

$$|\psi_0\rangle = 0.9936|\psi_0\rangle - 0.1128|\psi_3\rangle$$
$$|\psi_1\rangle = |\psi_1\rangle$$
$$|\psi_2\rangle = |\psi_2\rangle$$
$$|\psi_3\rangle = 0.9936|\psi_3\rangle - 0.1128|\psi_0\rangle$$

The results show that the ground state of molecule $\text{H}_2$ is a singlet state. Correspondingly, the ground state obtained by VQE is also composed of a singlet state, which proves our idea to some extent.
Molecule $H_4$

Molecule $H_4$ is an unstable configuration. But because of its symmetry, it is often used as a criterion for evaluating different calculation methods [26].

The molecule $H_4$ configuration calculated by us is an inscribed rectangle with a diameter of 1.738 Å. By changing the circumferential angle $\alpha$ of three atoms $H$ from $42.5^\circ$ to $47.5^\circ$, its symmetry slowly transitions from $C_2v$ to $C_4v$ and back to $C_2v$. We give the potential energy curve of molecule $H_4$ calculated by exact diagonalization, UCCSD, pUCCD, UCCD0 and SPUCC in Figure 1.

It can be seen from Figure 1 that there is a large energy deviation between pUCCD and UCCD0, while SPUCC shows the same accuracy as UCCSD. At the same time, UCCD0 shows the same superiority as SPUCC when the circumferential angle is $42.5^\circ$. Figure 1 shows that the circumferential angle varies from $42.5^\circ$ to $47.5^\circ$, and the offset calculated by SPUCC is within the range of chemical accuracy.

At the same time, we are also interested in studying the fidelity. The results have been shown in Figure 2. We can find that SPUCC shows better accuracy than the usual VQE-UCC method.

Molecule $H_2O$

Molecule $H_2O$ is the most common molecule in life. It acts as a solvent most of the time in chemistry and is very necessary to...
understand its properties. It is unequal hybrid of $sp^3$, and the heterozygosity between the two atoms $H$ and the vertex atom $O$ is $104.5^\circ$.

Figure 3 shows that all methods show high accuracy in $d < 1.2$A. When $d \geq 1.2$A, the pUCCD begins to shift, and other methods have good accuracy, and the maximum error shown by SPUCCD on the graph is about $1.15mHa$.

**Molecule $N_2$**

Because of the existence of three bonds with strong correlation, molecule $N_2$ has become one of the strictest test cases of single reference electron structure. It has six active $p$ electrons, which form several equivalent configurations at the bond dissociation limit.

In Figure 4, excepting for the offset of pUCCD, all the other methods have good accuracy. SPUCC shows better results than UCCD0 on the graph, and its maximum error is about $2mHa$.

**Excited State**

On the basis of the previous work, we have studied the different molecular spin states. For example, the ground state and the second excited state (singlet state) of molecule $H_2O$. Because of the difference of symmetry, the SPUCC method will not fall into the triplet state from the test state of a single state. When using the method in Ref. [25], we do not operate when we calculate the singlet state, but when we calculate the triplet state, we use an excitation operator $U = a_{\uparrow}^\dagger a_{\uparrow} - a_{\downarrow}^\dagger a_{\downarrow}$ to obtain a triplet state on the initial HF state, and then take the triplet state as the initial state. We have calculated the excited states of both molecule $H_2O$ and molecule $H_4$. The results are shown in Figures 5, 6 and is in line with expectations.

**CONCLUSION**

The VQE-UCC method is a practical quantum algorithm for calculating molecular energy spectra. It can reproduce the exact electronic structure properties of many molecular systems within the range of chemical accuracy. The main reason for the success of this algorithm is its variational property. However, limited by the current technology, the number of qubits and coherent time limit the scalability of the quantum chemistry simulation system. The complexity of UCCSD leads to the increase of quantum circuit depth, and our proposed UCC method variant SPUCC method reduces its complexity, correspondingly reduces the circuit depth of quantum simulation, and makes it more suitable for today's NISQ. We calculate the energy changes of a series of molecules along the bond length. Our simulations show correct qualitative dissociation curves, which are basically within the range of chemical accuracy on the whole dissociation curve. At the same time, we also calculate their excited states across spin symmetry, which provides some experience for us to calculate the excited states of molecules in the future. In a word, we prove that the potential of the SPUCC method proposed in this paper can be equal to that of the current variants, and it can also deal with the strong correlation system very well. The combination of this method with the recent VQE method is expected to open up a new possibility for the use of ground-depth circuits in NISQ to solve the electronic structure problems of macromolecular systems.
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