Pulse-adding of temporal dissipative solitons: resonant homoclinic points and the orbit flip of case B with delay
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Abstract
We numerically investigate the branching of temporally localised, two-pulse solutions from one-pulse periodic solutions with non-oscillating tails in delay differential equations (DDEs) with large delay. Solutions of this type are commonly referred to as temporal dissipative solitons (TDSs) (Yanchuk et al 2019 Phys. Rev. Lett. 123 53901) in applications, and we adopt this term here. We show by means of a prototypical example that—analogous to travelling pulses in reaction–diffusion partial differential equations (Yanagida 1987 J. Differ. Equ. 66 243–62)—the branching of two-pulse TDSs from one-pulse TDSs with non-oscillating tails is organised by codimension-two homoclinic bifurcation points of a real saddle equilibrium (Homburg and Sandstede 2010 Handbook of Dynamical Systems Elsevier) in a corresponding profile equation. We consider a generalisation of Sandstede’s model (Sandstede 1997 J. Dyn. Differ. Equ. 9 269–88) (a prototypical model for studying codimension-two homoclinic bifurcation points in ordinary differential equations) with an additional time-shift parameter, and use AUTO07P (Doedel 1981 Congr. Numer. 30 265–84; Doedel and Oldeman 2010 AUTO-07P: Continuation and Bifurcation Software for Ordinary Differential Equations Concordia University) and DDE-BIFTOOL (Sieber et al 2014 arXiv:1406.7144) to compute numerically the unfolding of these bifurcation points in the resulting DDE. We then interpret this model as the profile equation for TDSs in a DDE with large delay by exploiting the reappearance of periodic solutions in DDEs.
(Yanchuk and Perlikowski 2009 Phys. Rev. E 79 046221). In doing so, we identify both the non-orientable resonant homoclinic bifurcation and the orbit flip bifurcation of case B as organising centres for the existence of two-pulse TDSs in the DDE with large delay. We study the bifurcation curves emanating from these codimension-two points beyond a local neighbourhood in parameter space. In this way, we are able to discuss how folds of homoclinic bifurcations in an extended system bound the existence region of TDSs in the DDE with large delay. We also discuss the relation between a reduced multivalued-map (in the limit of infinite delay) and the existence of TDSs.
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1. Introduction

The formation of spatiotemporal patterns in nature has captivated researchers for decades; see [6] and references therein for a modern review on the topic and methods. Special attention has been paid to localised spatiotemporal phenomena such as (periodic) travelling waves and pulses, which have great importance, for example, for signal transmission in optical [36] and physiological systems [25]. Classically, the formation of spatiotemporal patterns is modelled by continuous spatially-extended systems [10]; on the other hand, spatially-discrete, coarse-grained descriptions in terms of coupled systems have gained more and more attention in the past years [9]. In both cases, travelling waves and pulses manifest as special solutions with fixed spatial profiles and constant propagation speed corresponding to periodic and connecting orbits [28] in a suitable co-moving coordinate frame, the so-called travelling wave equation, or profile equation.

Recently, such a profile equation has been introduced for temporally localised solutions in systems without a spatial component but with time delay [72]. Such time-delay systems, including delay differential equations (DDEs) of the form

$$u'(t) = f(u(t), u(t - \tau)),$$

(1)

where $f$ is a sufficiently smooth function in both arguments, are an important class of models for complex dynamical phenomena and the formation of spatiotemporal patterns [70] in various fields of science [16, 60], including optics [66] and neuroscience [33]. Although not explicitly depending on spatial variables, time-delay systems often arise from feedback loops considering the finite speed of propagation or transport of a physical quantity along a distance. The resulting delayed feedback, when combined with a mechanism of local activation—for example an excitable configuration [15]—can lead to a regenerative pulsing behaviour characterised by a sustained re-excitation repeating approximately every delay interval; see for example [50].

In analogy to (and to differentiate from) periodic travelling pulses in spatially-extended systems, which are commonly referred to as (dissipative) solitons in physics [46, 48], temporally localised solutions in DDEs are referred to as temporal dissipative solitons (TDSs) [72]. TDSs have been observed experimentally, for example, in semiconductor lasers and optical resonators [18, 19, 38, 49, 63], electrically coupled excitable biological cells [67], and various mathematical models of physical processes [33, 41, 45, 50, 56, 65, 66]. Of particular interest
in spatially extended systems have been the underlying mechanisms that cause the existence of multi-peak travelling pulses [17, 69]. For time-delay systems, multi-peak TDSs have also been observed in models and experiments [47, 55, 62, 64]; however, their characterisation is yet to be as well understood.

We use the profile equation for TDSs in time-delay systems, developed in [72], to identify bifurcations that lead to the branching of two-pulse TDSs from one-pulse TDSs with non-oscillating tails. To set the stage, we provide a detailed introduction into TDSs in time-delay systems starting with an example (section 1.1). We then introduce the concept of reappearance of periodic solutions in DDEs (section 1.2) and show how this leads to the profile equation for TDSs (section 1.3), where these solutions correspond to periodic orbits close to homoclinic bifurcation. We use these observations to motivate the importance of studying codimension-two homoclinic bifurcations (section 1.4) for the organisation of TDSs and give an overview of our main results (section 1.5). Section 1.6 contains an outline of the remaining article.

1.1. TDSs in time-delay systems and the space-time representation

The focal point of the article is a detailed numerical analysis of a three-component system (denoted $x, y$ and $z$) of DDEs based on a model by Sandstede [54] and the mathematical framework to view TDSs as approximating homoclinic bifurcations [34]; see section 2 for the definition and discussion of the model (system (8)). To illustrate different types of TDSs and the mechanisms that organise them, we present in figure 1 time traces (a1)–(c1) and space-time plots (a2)–(c2) of different types of coexisting periodic solutions for fixed parameters and large delay $\tau$. Panel (a1) shows in blue the $x$-component of a periodic solution with a pronounced, temporally localised peak repeating approximately every delay interval. This localised periodic solution corresponds to a TDS, more specifically, a one-pulse TDS. The analogy to solitons and travelling pulses in spatially-extended systems becomes immediately clear when representing the TDS in a so-called space-time plot. The space-time plot is constructed by splitting the TDS into segments with length equal to period $T$ of the TDS ($2T$ in panel (c2)) and stacking them vertically, such that the peak appears stationary. Panel (a2) shows the corresponding space-time plot of the TDS in panel (a1) when considering 100 periodic segments, i.e. $n=1, 2, 3, \ldots, 100$. The time along each row (here called pseudo-space) and the ordinal number $n$ (here called pseudo-time) can be seen as analogous to the spatial and temporal variables in spatially extended systems, respectively. This choice of representation is not unique, as there is a certain freedom of choice for the pseudo-spatial variable for delay systems. It is particularly common in optics [19, 38, 64] to use function segments with delay length $\tau$ resulting in a drift $\delta = T - \tau$ ($\delta = 2T - \tau$ for panel (c2)) of the TDS from each row to the next in the space-time plot. Notice that, by not compensating for the drift $\delta$ in this way, the space-time plot closely resembles the temporal evolution of a travelling pulse with wave speed $\delta$ in a spatially extended system with periodic boundary conditions; thus, motivating the use of the term TDS in the first place. An alternative approach to the spatio-temporal representation of time-delay systems can be found in [39], where the roles for the pseudo-space and pseudo-time are reversed in such a way that certain features of timescale separations and connections to partial differential equations can be obtained. We do not adopt this approach here.

Comparing panels (a)–(c), it is an important observation that the one-pulse TDS shown in (a) can coexist with TDSs that have a different pulse shape and, in particular, a different number of pulses per delay interval. Panels (b) and (c) show TDSs with two distinct peaks per delay interval, hence referred to as two-pulse TDSs. In order to distinguish between the two-pulse TDS shown in panels (b) and (c), we refer to the TDS in panel (b) as a bound two-pulse TDSs (with no exponential localisation between the two peaks which are close together) as
Panels (a1)–(c1) show time traces of temporal dissipative solitons (TDSs) with one, two and again two (in order) pulses per delay interval in system (8). Panels (a2)–(c2) show space-time plots of the respective TDSs shown in (a1)–(c1). The small correction parameter $\delta$ accounts for the mismatch between the period (two times the period for panels (c2)) and delay; here, $\delta \approx 0.7033, 0.6605$ and 0.7033 in panels (a2), (b2) and (c2), respectively. Time traces have been obtained from numerical continuation of system (8) (defined in section 2). Parameters for all panels are $(a, b, c, \alpha, \gamma, \mu, \tilde{\mu}, \tau) \approx (-1.56, 2.5, -1, 0.5, 0.2, 0.03, 100)$.

compared to the equidistant two-pulse TDS (which are evenly spaced in time) shown in panel (c) whenever ambiguity arises. The term bound is commonly used in optics to characterise such pulse trains [47].

1.2. The reapperance of TDSs in time-delay systems

To understand the organisation of TDSs in parameter space, we perform a numerical bifurcation analysis. We show in figure 2(a) the one-parameter $\tau$-bifurcation diagram of the TDS in figure 1 for values of $\tau \in [0, 100]$. The bifurcation diagram was obtained with the numerical continuation package DDE-BIFTOOL [59] for MATLAB®. Figure 2(a) shows curves of TDSs (blue, purple, pastel blue, pastel purple) with respect to $\tau$ where the period of the associated TDS is shown on the vertical axis (half of the period for purple curves). Note that the (vivid) blue curve, corresponding to the one-pulse TDS, has two intersection points with the line $\tau = 100$. This implies the existence of a secondary one-pulse TDS, which we do not show in figure 1. Figure 2(a) reveals that these two one-pulse TDS are part of the same family of periodic orbits connected through a saddle-node bifurcation for small $\tau$, where the (vivid) blue curve folds back on itself. Notice also that the slope along this family is approximately one, as
Figure 2. Bifurcation diagram of TDSs from figure 1 with respect to the time-delay parameter $\tau$ in system (8). The curve of one-pulse TDS is shown in vivid blue, whereas the two curves of bound two-pulse TDSs are shown in vivid purple. Equidistant TDS with multiple pulses per delay interval are shown in pastel blue, whereas the reappearances of the bound two-pulses curves are shown in pastel purple. Panel (a1) shows the period of the orbit (half the period for purple curves) with respect to $\tau$, and panel (a2) shows an enlargement of the region indicated in grey. Panel (b1) shows the reappearance for $k = -1$ of the vivid curves shown in panel (a). Panel (b2) shows an enlargement of the grey area in panel (b1), where white dots indicate period-doubling bifurcations. Parameters for both panels are $(a, b, c, \alpha, \gamma, \mu, \tilde{\mu}) \approx (-1.56, 2.5, -1, 1, 0.5, 0.2, 0.03)$.

It is characteristic for one pulse-TDS with scaling $T/\tau \approx 1$ for large $\tau$ as seen in experiments [18, 19, 38, 49, 63, 67] and theory [33, 50, 72].

We remark that figure 2(a) exhibits a degree of self-similarity that is common to DDEs, where families of periodic orbits with period $T = T(\tau)$ (assuming the family can be locally parameterised by $\tau$) reappear under the mapping

$$\tau \mapsto \tau + kT(\tau)$$

in the $\tau$-bifurcation diagram (shown as pastel blue curves) for any integer $k$ [71]. In other words, by using the map (2) periodic orbits along different families can be identified in the sense that they have exactly the same shape and period despite existing at different values of the delay. For the remainder of the paper, we refer to a family of periodic orbits (and a single periodic orbit) that can be identified under the iteration of map (2) as a reappearing family (periodic orbit). These reappearing families manifest themselves in figure 2(a) as curves that scale with different slope of the form $1/k$ as $\tau$ increases. The phenomenon has several implications, such as a high degree of coexistence (and multi-stability) of periodic orbits for large values of the delay [70]. The effect is clearly visible in figure 2(a), where it becomes virtually impossible to distinguish individual curves with small period for large values of $\tau$. Now consider a point on the vivid blue curve (corresponding to a one-pulse TDS) in figure 2(a) with sufficiently large $\tau = \tau_0$ with period $T(\tau_0) \approx \tau_0$. Applying the map (2) with $k = 1$, we obtain a TDS at $\tau_1 = \tau_0 + T(\tau_0) \approx 2\tau_0$. Comparing the period $T(\tau_1) = T(\tau_0)$ of the so-obtained TDS with $\tau_1$, we have $T(\tau_1)/\tau_1 \approx 1/2$, that is, a TDS at $\tau_1$ exhibiting two equidistant peaks per delay interval (twice the period). We have thus discovered a mechanism that generates...
equidistant two-pulse TDSs. More generally, applying the map (2) generates equidistant \((k + 1)\)-pulse TDSs for any \(k \geq 1\).

We now focus our attention on the purple curve in figure 2(a) that corresponds to the bound two-pulse TDSs shown in figure 1(b). Note that the purple curve exists near the pastel blue curve of equidistant two-pulse TDSs in parameter space and, by way of plotting, covers part of it. Indeed, the two curves intersect at a single point (left limit of the purple curve) corresponding to a period-doubling bifurcation of the bound two-pulse TDS from the equidistant two-pulse TDS. Recall that we chose to plot the purple curve with half of its period such that the period-doubling bifurcation becomes visible as a local bifurcation along the pastel blue branch.

It is worth noting here that the purple branches and the corresponding period-doubling bifurcations reappear for larger values of the delay, but skip every second blue branch. This statement is made precise by the following lemma; see appendix A for the proof.

**Lemma 1 (reappearance of critical Floquet multipliers).** Let \(\tilde{u}\) be a periodic solution of equation (1) at \(\tau = \tilde{\tau}\) with period \(T\). Suppose further that \(\tilde{u}\) possesses a resonant Floquet multiplier \(\mu\) such that \(\mu^j = 1\) for some \(j = 2, 3, \ldots\), and \(\mu^l \neq 1\) for all \(l = 1, 2, \ldots, j - 1\).

Then, \(\tilde{u}\) is a periodic solution of equation (1) with a Floquet multiplier \(\mu\) for all \(\tau = \tilde{\tau} + jkT\) with \(k \in \mathbb{Z}\).

A direct consequence of lemma 1 is the existence of a mapping between points of period-doubling bifurcations (characterised by a critical Floquet multiplier \(\mu = -1\), i.e. \(j = 2\))

\[
\tau_{PD} \mapsto \tau_{PD} + 2kT(\tau_{PD})
\]

for every integer \(k\). The additional factor 2 causes the period-doubling to skip every second blue branch in figure 2(a). We have thus established that equidistant two-pulse TDSs can be obtained from one-pulse TDSs by using the reappearance map (2), and bound two-pulse TDSs (if present) can be obtained from a period-doubling bifurcation of equidistant two-pulse TDSs. We remark that by applying the reappearance map (2) to the bound two-pulse TDSs, it is possible to obtain a mixture of equidistant and bound TDSs; see the pastel purple branches in figure 2(a). The resulting complexity of reappearing families can be understood by means of the map (2) and the connection with underlying homoclinic bifurcations in the so-called profile equation.

### 1.3. The profile equation for TDS in time-delay systems

We now focus our attention on the profile equation for TDS, introduced by Yanchuk and colleagues [72], which allows us to view TDSs as approximate homoclinic orbits/bifurcations. Notice that the map (2) is valid for any integer value of \(k\), in particular, for \(k = -1\). Figure 2(b) shows the reappearance of the one-pulse TDSs (blue) and the bound two-pulse TDS (purple) for \(k = -1\). We remark that the variable \(\tau\) along the horizontal axis in panel (b) now corresponds to \(-\delta\), where \(\delta = T - \tau\) as defined earlier. Therefore, \(\tau\) should not be considered a physical parameter in panel (b), but rather a solution parameter of the system, which can be negative. Similar to the reappearing families in panel (a), each point along the blue and purple curves in figure 2(b) directly corresponds to TDSs for positive delay. Moreover, lemma 1 ensures that certain resonant bifurcations—in particular period-doubling bifurcations—carry over to the bifurcation diagram in panel (b1), where the enlargement (b2) shows the period-doubling bifurcation points as white dots.

The crucial observation in figure 2 is that in panel (b) the period grows beyond bounds at a finite value of \(\tau\), as opposed to panel (a). Such scaling behaviour of periodic orbits (here TDS) is typically attributed to a homoclinic bifurcation, where the duration between localised pulses...
grows without bound [28, 58]. At the point of bifurcation, the TDS coincides with a so-called homoclinic solution, which is a solution of the underlying DDE that is bi-asymptotic to an equilibrium (also known as the ground state). This observation highlights the analogy between the reparametrisation $\bar{\tau} = \tau - T$ for TDSs and the travelling wave ansatz for spatially extended systems. More specifically, applying the reappearance map $(2)$ with $k = -1$ to equation $(1)$ and defining $\bar{\tau}$ as above, we obtain explicitly the DDE (with potentially negative $\bar{\tau}$)

$$u'(t) = f(u(t), u(t - \tau + T)) = f(u(t), u(t - \bar{\tau}));$$

exhibiting homoclinic bifurcations for each branch of TDSs with scaling $T/\tau \approx 1$ as illustrated in figure 2(b). Hence, we refer to equation (4) as the profile equation [72].

The profile equation viewpoint has many advantages and offers additional insight into the analysis of DDEs with large delay. Not only does the bifurcation diagram in panel (b) encode the existence of all reappearing families of TDS in equation $(1)$, but the existence of entire families of TDSs can be conveniently studied by studying the existence of homoclinic bifurcations in parameter space.

By way of a motivating example, we show in figure 3(a) a two-parameter continuation of the period-doubling bifurcation curve PD (red) that gives rise to bound two-pulse TDSs in the $(\tau,a)$-parameter plane. The parameter $a$ is the second parameter to be varied; compare figure 2(a) for the location of the (two) intersection points of the curve PD with the line $a = -1.56$. Figure 3(a) suggests that there is an upper bound in $a$ for the curve PD as $\tau$ increases. The upper limit is interesting as it invariably corresponds to a qualitatively different behaviour of the underlying DDE, since for larger values of $a$ there exists only one period-doubling bifurcation in the $\tau$-bifurcation diagram. However, continuing the curve PD to large values of $\tau$ is challenging as available numerical methods start to encounter serious difficulties with convergence for large $\tau$. This is due to the large period and dimension of the underlying boundary value problem.
We now focus on the bifurcation analysis of the profile equation. Figure 3(b) shows the two-parameter bifurcation diagram $(\tau, a)$-parameter plane of the left-most period-doubling bifurcation and homoclinic bifurcation shown in figure 2(b). Depicted are curves of period-doubling bifurcation $PD$ (red) and homoclinic bifurcations $H^+_t$ and $H^-_t$ (brown), where the subscript $t$ stands for non-orientable (twisted) and the superscript indicates the sign of the saddle quantity; see section 2 for details. Note that the curves $PD$ in panels (a) and (b) correspond one-to-one by using lemma 1 and the limiting behaviour of the $PD$ curve in panel (a) can now be clearly identified as being linked to a codimension-two bifurcation along the homoclinic bifurcation curves. Indeed, the codimension-two bifurcation point can be easily identified as resonant homoclinic bifurcation, and thus the upper bound of $PD$ curve can be identified (dashed black curve).

1.4. Codimension-two homoclinic bifurcations of a real saddle

It is not surprising that homoclinic bifurcations are related to the existence of equidistant two-pulse TDSs. Indeed, since the seminal work of Shilnikov [57] on the existence of infinitely-many periodic solutions near a homoclinic bifurcation of a saddle focus, countless phenomena relating to the existence/coalescence of periodic solutions, chaotic dynamics, etc have been shown to be organised by homoclinic bifurcations [28, 58]. Since then, they have become an invaluable tool for understanding exotic behaviour in applications in biology [3, 35, 69], electrical and mechanical systems [5, 40], pattern formation [4, 6], optical systems [2, 20, 44, 61, 68], etc. For our purposes, we focus on homoclinic bifurcations to a real saddle, as the TDSs we consider do not have oscillating tails. Unlike their saddle-focus counterpart, homoclinic bifurcations to a real saddle $p$ only create (as a codimension-one phenomenon) a single periodic solution in three- or higher-dimensional systems of ordinary differential equations (ODEs). In the ODE setting, this is true under the following genericity conditions [28, 32]:

(G1) (non-resonance) the leading stable $\lambda_s$ and unstable $\lambda_u$ eigenvalues of the real saddle equilibrium are not equal, i.e. $|\lambda_s| \neq \lambda_u$,
(G2) (principal homoclinic orbit) the homoclinic orbit approaches the equilibrium $p$ tangent to the weakest stable (unstable) direction of $p$ in forward (backward) time,
(G3) (strong inclination) the tangent space of the stable (unstable) manifold of $p$, followed along the homoclinic orbit in backward (forward) time, does not contain the weak stable (unstable) direction;

See [28] for a more detailed description of these conditions. By breaking one of the genericity conditions, the homoclinic bifurcation becomes of codimension-two and more exotic behaviour can unfold from it. Particularly, if (G1) is not satisfied, then a resonant bifurcation occurs. The unfolding of the resonant bifurcation depends on orientability properties of the homoclinic orbit, giving rise to an orientable and a non-orientable resonant case [8]. Particularly, two-homoclinic orbits emanate from the non-orientable resonant bifurcation. On the other hand, if conditions (G2) or (G3) are not fulfilled, then one encounters an orbit flip or inclination flip bifurcation [11, 26, 32, 53, 69], respectively. Under additional genericity conditions, both the inclination and the orbit flip bifurcations have three different cases, $A$, $B$ and $C$, which are common to both of them, and each case is distinguished by a particular eigenvalue condition of the real saddle [28]. The characterising features of each case are as follows:
A. A single periodic orbit is created [32, 53].

B. The unfolding contains a two-homoclinic bifurcation, a period-doubling bifurcation and a saddle-node bifurcation of periodic orbits [32, 53, 69].

C. The unfolding contains $k$-homoclinic bifurcations, for any $k \in \mathbb{N}$, and a parameter region where horseshoe and chaotic dynamics exist [26, 42, 53].

These results concerning the unfoldings of these bifurcations can be extended to the DDE case, as it has been shown in [30] for the orbit flip case. In particular, the concept of orientability can be generalised to DDEs. In the ODE setting, one way to distinguish the orientability properties of a homoclinic bifurcation is by studying emerging saddle periodic orbits. It is well-known that the corresponding Poincaré map of a periodic orbit of a $C^1$-vector field is orientation-preserving. However, restrictions of the dynamics to the stable and unstable manifolds are not necessarily orientation-preserving. Particularly, if the number of real negative Floquet multipliers inside the unit circle is odd (this forces the number of real negative Floquet multipliers outside of the unit circle to be also odd), then the dynamics restricted to the stable and unstable manifolds are not orientation-preserving; thus, ones has the non-orientable case. Otherwise, one has the orientable case.

In the DDE setting, the spectrum of the emerging periodic orbit has a countable infinity of Floquet multipliers. Indeed, if the delay parameter in system (1) is positive, then the Floquet spectrum accumulates at zero; conversely, if system (1) is advanced (the delay parameter is negative), the accumulation point is at infinity (by reversal of time). What is more, the unstable manifold (stable manifold) remains finite-dimensional in the delayed case (advanced case) [24]. As such, one can assign an orientation to saddle periodic orbit in the DDEs by counting the number of real negative Floquet multipliers outside (inside) the unit circle. Indeed, if the number is odd, then one can talk of a non-orientable saddle periodic orbit. Suppose a homoclinic bifurcation creates such a non-orientable saddle-periodic orbit. In that case, we refer to the corresponding homoclinic orbit as non-orientable, and orientable otherwise. In this way, we identify the resonant cases’ orientability and the bifurcating curves’ direction from the orbit flip bifurcation point.

1.5. Overview of results

We show that, by the reappearance of periodic solutions in DDEs [71] and the theory of TDSs [72], codimension-two homoclinic bifurcations to a real saddle organise the bifurcation diagram of TDSs for large delay. To achieve this, we numerically compute the unfolding of such homoclinic bifurcations and present one-parameter bifurcation diagrams near and far-away from these points. In this way, we systematically unveil how different families of TDSs reorganise themselves as different bifurcations are crossed. Specifically, we numerically investigate mechanisms that cause bound two-pulse TDSs to branch off from one-pulse TDS. The non-orientable resonant case, and cases B and C of the orbit and inclination flip bifurcations are natural candidates for our study. For the purpose of this paper, we restrict ourselves to the codimension-two homoclinic bifurcations that create at most two-pulse TDSs. Thus, we study the orientable and non-orientable resonant cases, and the orbit flip bifurcation of case B. We leave case C, which is responsible for higher-order $k$-homoclinic orbits [22, 26, 53] and $k$-bound TDSs, for future work. We do not consider the inclination flip bifurcation explicitly, since its unfolding is likely to be equivalent to that of the orbit flip bifurcation as in the ODE case [28]. For the codimension-two bifurcations considered in this manuscript, we show that
Equidistant two-pulse TDS can be obtained from one-pulse TDS by a mapping argument in parameter space, that is, reappearance of periodic solutions in DDEs [71];

(ii) Bound two-pulse TDS can be obtained from equidistant two-pulse TDS via period-doubling bifurcations;

(iii) The branching of bound two-pulse TDSs from one-pulse TDSs is associated with a period-doubling bifurcation in the profile equation;

(iv) The existence of such period-doubling bifurcation is organised by codimension-two homoclinic bifurcation points that give rise to period-doubling bifurcation curves, such as the non-orientable resonant homoclinic bifurcation and the orbit flip bifurcation of type B;

(v) TDSs can be created/destroyed by folds of homoclinic bifurcations in an extended profile equation, which are related to saddle-node bifurcations of TDS with infinite period.

We do not delve into the stability properties of TDSs or additional bifurcations emanating for large delay. Rather, we focus on their existence as a first step towards their characterisation.

1.6. Organisation of the article

In section 2, we introduce Sandstede’s original model (see system (5)) and briefly summarise relevant properties pertaining equilibria and homoclinic bifurcations. We showcase the numerical bifurcation diagrams of three codimension-two homoclinic bifurcations that are present, namely, the orientable and non-orientable (twisted) resonant homoclinic bifurcations, and the orbit flip bifurcation of case B. Following this, we give a detailed description of how we modify Sandstede’s original model by introducing a time-shift parameter $\tau$. In sections 3 and 4, we showcase the numerical unfoldings of the orientable and non-orientable (twisted) resonant homoclinic bifurcations, and the orbit flip bifurcation of case B in our extended model by lifting the homoclinic bifurcation from system (5) to a homoclinic bifurcation at non-zero $\tau$ in the modified system (8) performing a homotopy step in $\tau$. We present in sections 3.1 and 3.2 two-parameter bifurcations diagrams of the orientable and non-orientable resonant homoclinic bifurcations in system (8), respectively, and discuss in detail the resulting one-parameter bifurcation diagrams for TDSs for large delay. Particularly for the non-orientable resonant case, we report in section 3.2.1 on the relation between a reduced multivalued-map and the existence of TDSs. In section 4, we present the numerical unfolding of the orbit flip bifurcation in system (8) and discuss the resulting large delay bifurcation diagram for TDS. We summarise our results and discuss avenues for future research in section 5.

2. Mathematical model

Sandstede’s model [54] is a three-dimensional vector field constructed to investigate codimension-two homoclinic bifurcations of a real saddle equilibrium; namely, resonant bifurcations, inclination flip bifurcations and orbit flip bifurcations distinguished by specific parameter choices. Sandstede’s model has been employed to understand transitions between different codimension-two homoclinic bifurcations as codimension-three phenomena [27, 43], and to characterise the organisation of invariant manifolds near them [1, 21, 22].

We make use of the existence of these codimension-two homoclinic bifurcations to study their numerical unfoldings by means of a time-shift parameter. In section 2.1, we first review general properties of Sandstede’s model and present numerical bifurcation diagrams for the relevant codimension-two homoclinic bifurcation points. In section 2.2, we explain our choice of time-shift parameter and how we lift the numerical results of the ODE case to the DDE case.
2.1. Resonant and orbit flip bifurcations in Sandstede’s model

Here, we focus on the orientable and non-orientable resonant cases [8], and the orbit flip of case B [21, 26, 28, 32, 53, 69]. To this end, we consider the following system of equations introduced by Sandstede:

\[
\begin{align*}
\dot{x} &= ax + by - ax^2 + (\hat{\mu} - \alpha z)x(2 - 3x), \\
\dot{y} &= bx + ay - \frac{3}{2}bx^2 - \frac{3}{2}axy - 2y(\tilde{\mu} - \alpha z), \\
\dot{z} &= cz + \mu x + \gamma xz,
\end{align*}
\]  

(5)

where additional parameters $\beta$ and $\delta$ have been set to zero; see [54] for the full system. We remark that the $z$-axis is invariant under the flow, and the $xy$-plane is also invariant if $\mu = 0$. System (5) was constructed such that, when $(\mu, \tilde{\mu}) = (0, 0)$ and $0 < a^2 \leq b^2$, there exists a homoclinic orbit converging bi-asymptotically to the origin $0$, which is an equilibrium of system (5) for any parameter value. This homoclinic orbit is contained in the $xy$-plane and is given by the Cartesian leaf

\[
x^2(1 - x) - y^2 = 0,
\]

(6)

for positive $x$ and $y$. The associated homoclinic bifurcation persists as a curve in the $(\mu, \tilde{\mu})$-parameter plane; however, the underlying homoclinic orbit is not contained in the $xy$-plane for an arbitrary small perturbation away from $(\mu, \tilde{\mu}) = (0, 0)$, as shown by Sandstede [54].

The eigenvalues of the origin $0$ are given by

\[
\lambda_{1,2} = a \pm \sqrt{b^2 + 4\tilde{\mu}^2} \text{ and } \lambda_3 = c,
\]

(7)

where the eigenvectors $e_j$ associated with $\lambda_j$ points in the $z$-direction. For the remainder of this paper, we restrict parameters to

\[
(b, c, \alpha, \gamma) = (2.5, -1, 1, 0.5)
\]

such that $\lambda_2 < \lambda_3 < 0 < \lambda_1$ for $a^2 < c^2 < b^2 + 4\tilde{\mu}^2$, and we denote by $\sigma = \lambda_1 + \lambda_3$ the sum of the leading unstable and stable eigenvalues (known as the saddle quantity). In this configuration, $0$ is a real saddle equilibrium with two-dimensional stable manifold $W^s(0)$ and one-dimensional unstable manifold $W^u(0)$, where $e_3$ corresponds to the weak stable eigenvector. Notice that, when $(\mu, \tilde{\mu}) = (0, 0)$, the unstable eigenvector $e_1$ associated with $\lambda_1$ and the strong stable direction $e_2$ associated with $\lambda_2$ span the $xy$-plane. Therefore, the homoclinic orbit given by equation (6) is in orbit flip configuration [53, 54] as the homoclinic orbit converges tangentially to the strong stable direction in forward time. In particular, an orbit flip bifurcation with respect to a stable manifold is a codimension-two phenomenon that marks the transition when $W^u(0)$ changes from orientable (homoeomorphic to a cylinder locally around the homoclinic orbit) to non-orientable (homoeomorphic to a Möbius band locally around the homoclinic orbit) [53], We remark that this is not the only codimension-two homoclinic bifurcation that allows such transition between orientability and non-orientability; namely, inclination flip bifurcations are another mechanisms for this transition to occur [26, 28, 32, 53, 69]. Given that the unfolding of both orbit flip and inclination flip bifurcations are topologically equivalent for all cases, we restrict ourselves to the orbit flip as representative for both flip bifurcations.

In the following, we use AUTO07p [13,14] to compute parameter values where different codimension-two homoclinic bifurcations occur for system (5). Figure 4(a) shows the numerical unfolding, in the $(\mu, \tilde{\mu})$-parameter plane, of an orbit flip bifurcation point of case B in system (5) for $a = -0.5$; see [28, 32, 53]. For visualisation purposes, we choose to present the bifurcation diagram with respect to $\tilde{\mu} = \tilde{\mu} - 0.5047\mu$ on the vertical axis with the inset.
Figure 4. Bifurcation diagram in the $(\mu, \tilde{\mu})$-parameter plane of system (5) near an orbit flip bifurcation point $B$ of case $B$ in panel (a); here, $\tilde{\mu} = \tilde{\mu} = 0.5047 \mu$. The inset of panel (a) shows the bifurcation diagram in the original $(\mu, \tilde{\mu})$-parameter plane. Panel (b) shows the bifurcation diagram in the $(a, \mu)$-parameter plane near an orientable resonant homoclinic bifurcation $R_o$, and panel (c) shows the situation near an non-orientable (twisted) resonant homoclinic bifurcation $R_t$ also in the $(a, \mu)$-parameter plane. The right superscript on the homoclinic bifurcation curves indicates the sign of the saddle quantity. Shown are curves of homoclinic bifurcations $H_o$ and $H_t$ (brown), saddle-node bifurcations SNP (green), period-doubling bifurcations PD (red), and two-homoclinic bifurcations $H^+_2$ (cyan). Parameters are $(b, c, \alpha, \gamma) = (2.5, -1, 1, 0.5)$ for all panels. In panel (a) $a$ is fixed to $-0.5$, in panel (b) $\tilde{\mu}$ is fixed to $-3 \cdot 10^{-2}$, and in panel (c) $\tilde{\mu}$ is fixed to $3 \cdot 10^{-2}$. 

showing original parameters. Here, the homoclinic bifurcation curve (brown) changes from orientable $H^+_o$ to non-orientable $H^+_t$ as $\mu$ changes sign, where the superscript indicates the sign of the saddle quantity $\sigma$. Three bifurcation curves emanate generically from the homoclinic flip bifurcation of case $B$, namely, a curve of saddle-node bifurcation of periodic solution SNP (green), a period-doubling bifurcation curve PD (red) and an orientable two-homoclinic bifurcation curve $H_t^+$ (cyan); see [21] for a detailed characterisation of this bifurcation. The curve $H^+_2$ is one of the main objects of study in this paper, as each point along $H^+_2$ corresponds to system (5) exhibiting a homoclinic orbit that pulses two-times before converging bi-asymptotically to 0.

Orbit flip bifurcations are not the only mechanism capable of creating two-homoclinic bifurcation curves. In fact, for three- or higher-dimensional vector fields, so-called resonant bifurcations can also give rise to two-homoclinic bifurcation curves in parameter plane [28]. Resonant bifurcations are codimension-two bifurcations with the property that the saddle
quantity \( \sigma \) changes sign along a codimension-one homoclinic bifurcation curve, that is, \( \sigma = 0 \) at the resonant bifurcation. The unfolding of a resonant bifurcation depends on whether the homoclinic orbit is orientable or non-orientable [8, 28, 32]. To illustrate the unfolding of resonant bifurcations, we choose points \((\mu, \hat{\mu}) \approx (-0.0595, -0.03)\) and \((\mu, \hat{\mu}) \approx (0.0595, 0.03)\) in figure 4(a), which correspond to points along the curves \( H^o \gamma \) and \( H^r \gamma \), respectively. The subscripts \( o \) and \( t \) indicate that the homoclinic bifurcations are orientable or non-orientable (twisted), respectively. As a next step, we perform continuation of the homoclinic bifurcation curves in the \((a, \mu)\)-parameter plane by fixing \( \hat{\mu} \). For the chosen parameter values, that is \( \hat{\mu} = -0.03 \) and \( \hat{\mu} = 0.03 \), \( \sigma = 0 \) implies that

\[
a = a_R := -c - \sqrt{b^2 + 4\mu^2} \approx -1.5007
\]

for both the orientable and non-orientable case. Indeed, we systematically find both resonant cases by making use of the bifurcation diagram shown in figure 4(a).

Figure 4(b) shows the numerical unfolding, in the \((a, \mu)\)-parameter plane, of an orientable resonant bifurcation point \( R_a \) in system (5) for \( \hat{\mu} = -0.03 \). Notice that the saddle quantity along \( H^o \gamma \) changes at \( R_a \), which is reflected in the change of superscript to \( H^o \gamma \). From the point \( R_a \), a saddle-node bifurcation curve of periodic orbits emanates. Notice for the orientable resonant case that no two-homoclinic bifurcation curve is involved in the unfolding. However, this changes for the non-orientable case. Figure 4(c) shows the numerical unfolding of the non-orientable resonant bifurcation point \( R_t \) for \( \hat{\mu} = 0.03 \), where we find a two-homoclinic bifurcation and period-doubling bifurcation curves emanating from \( R_t \).

### 2.2. Introducing a suitable time-shift parameter in Sandstede’s model

We now introduce a time-shift parameter \( \tau \) to system (5) to define the DDE with a single constant delay

\[
\begin{align*}
\dot{x} &= ax + by - ax^2 + (\hat{\mu} - \alpha z)x(2 - 3z), \\
\dot{y} &= bx + ay - \frac{3}{2} bx^2 - \frac{3}{2} axy - 2y(\hat{\mu} - \alpha z) + \kappa S_\tau \phi(xy), \\
\dot{z} &= cz + \mu x + \gamma xz,
\end{align*}
\]

where \( S_\tau \) is the left-translation operator by \( \tau \), i.e. \( S_\tau \phi(t) = \phi(t - \tau) \) for all \( t \in \mathbb{R} \). Notice that, for \( \kappa \neq 0 \), system (8) defines a semiflow on the space of continuous function from the interval \([-\tau, 0]\) when \( \tau > 0 \) (or \([0, -\tau]\) when \( \tau < 0 \)) to \( \mathbb{R}^3 \); see, for example, [12, 24] for background information on DDEs as dynamical systems. The new parameter \( \kappa \) in system (8) controls the contribution of the newly introduced time-shift parameter, such that we recover system (5) when \( \kappa = 0 \). By introducing the delay term this way, we are able to take advantage of our numerical results in section 2.1. More precisely, we use DDE-BIFTOOL to perform a numerical homotopy step in \( \kappa \) to lift solutions of the ODE, system (5), to the DDE, system (8), for a given \( \tau \).

We specifically choose this delay term to preserve certain properties of system (5). Namely, the \( z \)-axis remains invariant under the flow of system (8), which simplifies to a one-dimensional ODE along this axis. Similarly to system (5), the \( xy \)-plane is invariant when \((\mu, \hat{\mu}) = (0, 0)\); however for \( \kappa \neq 0 \) and \( \tau \neq 0 \), the dynamics restricted to the \( xy \)-plane is no longer finite-dimensional. Notice also that the constant solution segment \( \bar{0} \), defined as \( \bar{0}(\theta) = (0, 0, 0) \) for all \( \theta \in [-\tau, 0] \), is an equilibrium for all parameter values analogous to \( 0 \) in system (5). Since the time-shift parameter enters system (8) in the nonlinear terms, it does not affect the spectrum of \( \bar{0} \); that is, its eigenvalues coincide with the eigenvalue spectrum of \( 0 \) in system (5) as
given by equation (7). It also follows that the homoclinic orbit exhibited by system (8) must be in an orbit flip configuration when \((\mu, \tilde{\mu}) = (0, 0)\). This is due to the eigenvalue configuration and the invariance of the \(xy\)-plane, as discussed above. This justifies our specific choice for the delay term \(\kappa S_\tau[xy](t) = \kappa x(t - \tau)y(t - \tau)\), and it allows to readily identify orbit flip bifurcations without any additional setup.

Our primary goal now is to study the numerical unfolding of the resonant bifurcations and the orbit flip bifurcation in system (8) with respect to the time-shift parameter \(\tau\). A secondary goal is to illustrate and gain additional insight into the orientability of homoclinic orbits in DDEs. We systematically study the unfoldings of these codimension-two points by \textit{a priori} knowing the orientability properties for the ODE case in system (5), which is separated by the orbit flip in parameter space. We start with the resonant bifurcations and move to the orbit flip bifurcation of case B.

In the following, we find it convenient to introduce the extended system

\[
\begin{align*}
\dot{x} &= ax + by - ax^2 + (\mu - \alpha z)x(2 - 3x), \\
\dot{y} &= bx + ay - \frac{3}{2}bx^2 - \frac{3}{2}axy - 2y(\mu - \alpha z) + \kappa S_\tau[xy], \\
\dot{z} &= cz + \mu x + \gamma \lambda z, \\
\dot{\tau} &= 0,
\end{align*}
\]

which corresponds to system (8) appended with the trivial equation \(\dot{\tau} = 0\). This notion of extended system will be valuable for characterising minima and maxima of bifurcation curves in the \((\tau, a)\)- and the \((\tau, \mu)\)-parameter plane of system (8).

3. Resonant homoclinic bifurcations

We begin by studying the orientable and non-orientable cases of resonant homoclinic bifurcations. Since numerical procedures to test orientability for a homoclinic orbit in the DDE case are not readily available, we take advantage of knowing the orientability in the ODEs case. We pick a homoclinic orbit of system (5) and continue it as a large-period periodic orbit of system (8) to moderate values of the delay.

3.1. Codimension-two orientable resonant case

Here, we present a numerical bifurcation diagram of the orientable resonant homoclinic bifurcation in the \((\tau, a)\)-parameter plane for fixed \(\mu, \tilde{\mu}\) and \(\kappa\). To remind the reader, we fix parameters \((b, c, \alpha, \gamma) = (2.5, -1, 1, 0.5)\) as was stated in section 2.1. As a starting point, we choose the homoclinic solution of system (5) at

\[
(a, \mu, \tilde{\mu}) = (-0.06, -0.0597, -0.03)
\]

along the curve \(H_c^p\) shown in figure 4(b). We then perform a series of two-parameter continuation runs to lift the homoclinic orbit from system (5) to system (8) with parameter values

\[
(a, \mu, \tilde{\mu}, \kappa, \tau) = (-0.6, -0.2, -0.0550, -1, -1.0558),
\]

as summarised in table 1. The thus obtained homoclinic orbit serves as a starting point for our numerical bifurcation analysis in the \((\tau, a)\)-parameter plane. It is convenient to also lift the saddle-node bifurcation shown in figure 4(b) to the same \((\mu, \tilde{\mu}, \kappa)\) parameter values; the procedure is largely analogous and is also given in table 1.
In what follows, we investigate shows the bifurcation diagram consisting of the homoclinic bifurcation curve and is the end point of one of the \( \text{SNP} \) curves (the one emanating from the left-most point \( \mathbf{R}_0 \)).

\section{One-parameter bifurcation diagrams in \( \tau \) for fixed \( a \)}

In what follows, we investigate how the orientable resonant bifurcation points organise the existence of infinitely many periodic solutions in \( \tau \). Therefore, we choose representative values of \( a \), highlighted as dashed curves in figure 5, and present one-parameter bifurcation diagrams in \( \tau \) that give qualitatively different bifurcation scenarios.

Figure 6(a) shows the one-parameter bifurcation diagram in \( \tau \) for \( a = -2 \), which corresponds to the dashed line labelled (a) in figure 5. In figure 6(a), system (8) exhibits two Hopf bifurcations \( \mathbf{H} \) at \( \tau = \tau_1 \approx -2.1027 \) and \( \tau = \tau_2 \approx -1.6226 \), which are connected through a family of periodic solutions \( p_1 \) (blue). The Hopf bifurcations reappear at delay values \( \tau = \tau_1 + 2\pi k/\omega_1 \) and \( \tau = \tau_2 + 2\pi k/\omega_2 \), where \( k \in \mathbb{Z} \), and \( \omega_1 \) and \( \omega_2 \) are the imaginary parts of the respective eigenvalues at the Hopf bifurcation. Similarly, the family of periodic orbits \( p_1 \) reappears at delay values \( \tau = T_0 + kT \) for \( k \in \mathbb{Z} \) (grey curves), where \( T \) is the period of the respective periodic orbit at \( \tau = T_0 \). However, we remark that \( p_1 \) can only be parametrised locally by \( \tau \), since there exist values of \( \tau \) where multiple periodic orbits coexist. Notice here that
and 7 bifurcations in the extended system (creates two homoclinic bifurcations orbit. By increasing Effectively, at this moment, the periodic solution associated with bifurcation both families, there does not exist a maximum period, as each family approaches a homoclinic diagram in rise to TDSs. For example, by applying the reappearance rule once to can be intuitively understood by following the reappearing families close nearby the period maxima for different values of τ = α increases, system (8) exhibits a first homoclinic bifurcation m[H_p^−] at the minimum a-value along the curve H_p in figure 5. Figure 6(b) shows the situation for a ≈ −1.70 just after crossing m[H_p^−]. Here, the family of periodic solution p_1 splits into two distinct families p_2 and p_3, each arising from a Hopf bifurcation. Notice that for both families, there does not exist a maximum period, as each family approaches a homoclinic bifurcation H_p^− as indicated by the dashed line (b) in figure 5. The existence of p_2 and p_3 can be intuitively understood by following T_{max} along p_1. Indeed, as a increases from −2, the maximum period T_{max} grows without bound as system (8) exhibits m[H_p^−] at a ≈ −1.8168. Effective, at this moment, the periodic solution associated with T_{max} becomes a homoclinic orbit. By increasing a past m[H_p^−], the family p_1 splits into the families p_2 and p_3, and m[H_p^−] creates two homoclinic bifurcations H_p^+. Indeed, m[H_p^−] corresponds to a fold of homoclinic bifurcations in the extended system (9). This transition has several important implications; most prominently, the families of periodic orbits that reappear from p_2 and p_3 in figure 6(b) give rise to TDSs. For example, by applying the reappearance rule once to p_2, we obtain a family of periodic orbits at τ = τ_0 + T along which the period scales linearly with τ and, therefore, the period grows beyond bound as τ → ∞. As such, the fold of homoclinic bifurcations m[H_p^−] of the extended system is a bifurcation that gives rise to TDS, and coincides with the bifurcation of countably-many saddle-node bifurcations with infinite period. Effectively, as we approach the point m[H_p^−], the saddle-node bifurcations shown in panel (a) for each reappearing family along the family p_1 and all its reappearing branches, we encounter a periodic orbit with maximum period T_{max}. Furthermore, for sufficiently large k, we find saddle-node bifurcations for the reappearing families close nearby the period maxima T_{max} as expected from theory [71].

Figure 5. Bifurcation diagrams in the (τ, α)-parameter plane of system (8) near orientable resonant bifurcation points R_α. Shown are the curve of homoclinic bifurcations H_α(brown), saddle-node bifurcations of periodic orbits SNP (green), and Hopf bifurcations H (purple). The right superscript on H_α indicates the sign of the saddle quantity. The insets show enlargements close to the resonant points R_α (white dots) and the generalised Hopf bifurcation point GH (also shown as a white dot). The black square indicates the minimum point m[H_p^−] in a of H_p^−, while black triangles indicate the maxima M[H], M[SNP] and M[H_p^+] in a of H, SNP and H_p^+ , respectively. The black-dashed curves indicate the slices taken for figures 6 and 7, and the yellow-dashed line indicates the resonance α-value α_R. Here, (μ, m, κ) ≈ (−0.2, −0.550, −1.0) and other parameters are given in section 2.1.
occur at larger and larger values of the delay until they disappear at infinity, thus producing TDSs.

Notice also that the first reappearance of family $p_2$ attains a local period-maximum for small positive $\tau$ as observed in figure 6(b). Analogous to the transition between panels (a) and (b), this local maximum increases without bounds as $a$ increases; thus, implying the existence of another fold of homoclinic bifurcations in the extended system (9) for small positive $\tau$ (not shown in figure 5) that must have occurred as we transition between panels (b) and (c). Such fold splits the family $p_2$ into families $p_4$ and $p_5$. As before, we see that this transition is accompanied by countably-many saddle-node bifurcations with infinite period; particularly, the saddle-node bifurcation of $p_2$. At this secondary fold of homoclinic bifurcations in the
Figure 7. Continued from figure 6. The branch of periodic solutions emanating from the Hopf bifurcation H and the homoclinic bifurcation H₀ shown in figure 5 are coloured blue, magenta and light-purple, while the other periodic branches are coloured grey.

extended system (9), \( p_2 \) extends towards minus infinity and splits into \( p_4 \) and \( p_5 \). Panel (c) corresponds to the situation past the resonant point \( R_0 \) at \( a \approx -1.1 \). This implies the existence of saddle-node periodic orbits that exist in families \( p_3 \) and also \( p_5 \). However, as these saddle-node periodic orbits emanate from the resonant points \( R_0 \) with infinite period, we cannot observed them in panel (c). To visualise the existence of these saddle-node periodic orbits, we increase \( a \) to \( a \approx -0.38 \) and show in panel (d) the situation farther away from the point \( R_0 \). Here, these saddle-node periodic orbits along the families \( p_3 \) and \( p_5 \) are clearly visible. Notice also that these folds occur very close to each other in \( \tau \).

Recall from figure 5 that the saddle-node bifurcation curve SNP reaches a maximum \( M[SNP] \) in \( a \), where \( a \approx -0.3689 \). Indeed, the situation showcased in panel (d) occurs just before reaching this maximum. At this maximum, the saddle-node periodic orbits shown in panel (d) coincide, and families \( p_3 \) and \( p_5 \) undergo a saddle transition. We showcase the consequence past this transition in figure 7(e) for \( a \approx -0.35 \); here, we clearly observe that segments of the families \( p_3 \) and \( p_5 \) have rearranged to becomes families \( p_6 \) and \( p_7 \). Of particular interest is family \( p_6 \), which now connects the two homoclinic bifurcations \( H_0^- \) for small negative values of \( \tau \). Notice also that the branches reappearing from \( p_6 \) are not connected to any of
the Hopf bifurcations. On the other hand, family $p_T$ does not exhibit a homoclinic bifurcation; however, its period scales linearly with negative values of $\tau$. Thus, its first reappearance for positive $\tau$ connects a Hopf bifurcation and a homoclinic bifurcation for small positive $\tau$. Even though the saddle transition is a local phenomenon, it effectively rearranges the families of periodic orbits in $\tau$ at a global scale.

Notice that along the family $p_6$ we encounter a minimum in $T$. As we increase $a$, we observe that the family $p_6$ exhibits its minimum at a larger value of $T$, see panel (g). This is relevant because it creates a mechanism that allows for families of periodic orbits to disappear in analogy to the transition observed in panels (a) and (b). Indeed, as we increase $a$ to the value where the curve $H_6^\tau$ reaches its maximum, $M[H_6^\tau]$, we encounter another fold of homoclinic bifurcations in the extended system (9). As a result, the family $p_6$ vanishes with infinite period, and it is absent in panel (g) where we have passed this maximum. For completeness, we showcase the situation past the maximum of the Hopf bifurcation curve $M[H]$, see panel (h). Past this maximum, the Hopf bifurcation points have disappeared from the bifurcation diagram pairwise, and the family $p_6$ and $p_T$ have merged into a new family $p_8$. Notice that family $p_8$ now has a saddle-node bifurcation (not indicated) which is mapped close to the minimum of its first reappearing branch, which reappears infinitely-many times throughout the bifurcation diagram.

To summarise, although $m[H_0^\tau]$ and $M[H_0^\tau]$ both correspond to folds of homoclinic bifurcations in the extended system (9), they mediate different transitions that organise families of periodic solutions. Indeed, the transition observed through the minimum $m[H_0^\tau]$ takes a family of periodic orbits with finite period and splits it into two families, which are disconnected by two homoclinic bifurcations. In this sense, the minimum $m[H_0^\tau]$ creates/destroys (depending on the direction of $a$) a $\tau$-gap in a family of periodic orbits for a fixed $a$. On the other hand, the transition observed through the maximum $M[H_0^\tau]$ creates/destroys a family of periodic orbits that connects two homoclinic bifurcations. Loosely speaking, one transition creates/destroys a gap in a family of periodic orbits, and the other creates/destroys a family of periodic orbits.

3.2. Codimension-two non-orientable resonant case

We now present the numerical bifurcation diagram of the non-orientable homoclinic bifurcation in the $(\tau,a)$-parameter plane for fixed parameters as in section 3.1. Our procedure is analogous to the orientable resonant case; that is, we first choose a homoclinic orbit of system (5) at parameter values

$$(a,\mu,\bar{\mu}) = (-2.0620, 0.0550, 0.03)$$

computed using AUTO7P in system (5) and then lift the homoclinic orbit to system (8) in a series of two-parameter continuation runs in DDE-BIFTOOL as a periodic orbit with fixed, large period. In particular, we first ‘switch on’ $\kappa$ by continuing in $\kappa$ and $\mu$, and then $\tau$ by continuing in $\kappa$ and $\tau$; see table 2 for details. We observe that the curve of homoclinic orbits in $\kappa$ and $\tau$ folds back on itself, so that we encounter two different homoclinic bifurcation points at the chosen stopping condition $\kappa = -1$. Namely, at parameter values $(a,\mu,\bar{\mu},\kappa,\tau)$ approximately equal to

$$(-2.0620, 0.3, 0.03, -1.0, -0.9114) \quad \text{and} \quad (-2.0620, 0.3, 0.03, -1.0, 0.9031).$$

Unlike in the previous section, we obtain two different starting homoclinic orbits that give rise to two different curves of homoclinic bifurcations in the $(\tau,a)$-parameter plane. Figure 8 shows the resulting two curves (both labelled) $H_t$ (brown) of homoclinic bifurcations, which
Table 2. Additional information for the computation of the bifurcation diagram for the non-orientable resonant case in system (8). Shown are the sequences of continuation runs to lift the homoclinic bifurcation and bifurcations of periodic solutions to non-zero \( \tau \). Other parameters are given in section 2.1.

| Parameters | Continuation parameters | Stopping condition |
|------------|-------------------------|-------------------|
| \( a \)    | \( \mu \)               | \( \bar{\mu} \)   |
| \( \kappa \) |                         | \( \tau \)        |
| \( -2.0620 \) | 0.0550                  | 0                 |
| \( \mu \)   | \( \bar{\mu} \)         | \( \kappa \)      |
| \( -2.0620 \) | 0.2                     | 0                 |
| \( \kappa = 0.2 \) |                      | \( \kappa = -1 \) |
| \( -2.0620 \) | 0.2                     | 0                 |
| \( \kappa = -1 \) |                      | \( \kappa = 1.0 \) |
| \( -2.0620 \) | 0.2                     | 0                 |
| \( \kappa = -0.9114 \) |                      | \( \kappa = 0.9031 \) |

are not connected in the \((\tau, a)\)-parameter plane, and they exist either for negative or positive delays. As before, the superscript of \( H_t \) indicates the sign of the saddle quantity of the origin. It follows from equation (7) that the saddle quantity becomes zero at \( a = a_R = -1.5007 \); thus a codimension-two non-orientable resonant bifurcation point \( R_t \) occurs along each of the curves \( H_t \). We use a superscript to distinguish these two points. From each of the points \( R_t \), we find a curve of period-doubling bifurcations \( PD \) and a curve of orientable two-homoclinic bifurcation \( 2H_0^+ \); see the inset of figure 8. Again, we use a superscript on the homoclinic bifurcation curves to indicate the sign of the saddle quantity.

Notice that the situation at the two points \( R_t \) corresponds to different unfoldings of the non-orientable resonant homoclinic bifurcation. The superscript on \( R_t \) is used to distinguish between the two resonant points. While the curves \( PD \) and \( 2H_0^+ \) emerge with positive saddle quantity from the point \( R_t \); the bifurcation curves emerging from \( R_t^- \) emanate with negative saddle quantity. This local difference can be understood as a consequence of higher order terms in the Poincaré map as in the ODE case [8]. Away from \( R_t^+ \), we observe that the curves \( PD \) and \( 2H_0^+ \) fold back on themselves in the \((\tau, a)\)-parameter plane. This implies the existence of a secondary resonance point \( 2R_0 \) when the curve \( 2H_0^+ \) passes through the resonance condition \( a = a_R \). Since points along \( 2H_0^+ \) correspond to orientable homoclinic bifurcations, a saddle-node bifurcation curve \( 2SNP \) (dark-green) of period-doubled periodic orbits emanates from \( 2R_0 \), see the left inset in figure 8.

For the parameter range chosen in figure 8, notice that the left curve \( H_t^- \) has an asymptote at \( a \approx -2.09 \) as \( \tau \to -\infty \), which it approaches in an oscillatory manner. This structure has several implications for the existence of periodic orbits with large period near the curve \( H_t^- \).
Figure 8. Bifurcation diagrams in the \((\tau, a)\)-parameter plane of system (8) near two non-orientable resonant homoclinic bifurcations \(R_1^t\) and \(R_2^t\). Shown are the curve of homoclinic bifurcations \(H^t_t\) (brown), period-doubling bifurcations \(PD\) (red), and two-homoclinic bifurcations \(H^2_t\) (cyan). The inset shows magnifications close to the resonant points \(R_1^t\) and \(R_2^t\) which are represented by white dots. The black square indicates the local minima \(m[H^t_t]\) in \(a\) of \(H^t_t\), while the black triangles indicate maxima \(M[H^t_t]\). The black-dashed curves indicate the slices considered in figures 9 and 10, and the yellow-dashed line indicates the resonance \(a\)-value \(a_R\). Here, \((\mu, \bar{\mu}, \kappa) \approx (0.2, 0.03, -1.0)\) and other parameters are given in section 2.1.

Like it was shown in figures 6 and 7 for the resonant case, each minimum \(m[H^t_t]\) and maximum \(M[H^t_t]\) in \(a\) along the curve \(H^t_t\) corresponds to a fold of homoclinic bifurcations in the extended system (9).

To study the existence of periodic orbits near and far away from the non-orientable resonance points, we again take representative slices for fixed values of \(a\) as indicated by the dashed lines in figure 8. Figure 9(a) shows the \(\tau\)-bifurcation diagram for \(a \approx -2.40\). Notice that this slice intersects \(H^t_t\) only once and, thus, a family of periodic orbits denoted by \(p_1\) (blue curve) emerges from the point of bifurcation. Notice also in panel (a) that we observe two local period minima and one local period maximum as \(\tau\) decreases along \(p_1\). Interestingly, the period of the family \(p_1\) scales as \(T/\tau^1\) which corresponds to the reappearance of the periodic orbits close to the homoclinic in \(p_1\), and \(T/\tau^2\). Also, similar to our discussion of the orientable case, the local period extrema along \(p_1\) reappear close to points near saddle-node bifurcations [71].

As we increase \(a\), the family \(p_1\) exhibits a fold of homoclinic bifurcations \(m[H^t_t]\) in the extended system (9). Figure 9(b) shows the \(\tau\)-bifurcation diagram at \(a \approx -2.30\), that is, past this bifurcation point. We observe in this panel that the local maximum in panel (a) has increased without bound, and the family \(p_1\) has split in two families \(p_2\) (blue) and \(p_3\) (magenta), which are separated by means of two homoclinic bifurcations created at \(m[H^t_t]\). As a result, the family \(p_2\) is bounded in \(\tau\) by two homoclinic bifurcations, while the family \(p_3\) is of the same form as family \(p_1\) in panel (a). This new configuration carries over to the reappearing branches of \(p_2\) and
Figure 9. One-parameter bifurcation diagrams in $\tau$ of system (8) for different values of $a$ as indicated in figure 8. The value of $a$ for each slice is indicated on the top left side of each panel. Shown is the period $T$ of the periodic orbit with respect to $\tau$. The branch of periodic solutions emanating from the homoclinic bifurcations $H_t$ are coloured blue, magenta and light-purple, while the other periodic branches are coloured grey.

$p_1$; indeed, the reappearing families are now disconnected and their first reappearances scale as either $T/\tau \approx 1$ or $T/\tau \approx 2$ when $\tau$ goes to infinity. Remarkably, this process of branch splitting continues as we further increase $a$. Indeed, the curve $H_t^{-}$ exhibits a second local minimum $m[H_t^{-}]$ in $a$ (see figure 8), which corresponds to a second fold of homoclinic bifurcations $m[H_t^{+}]$ in the extended system (9). Past this point, at $a \approx -2.10$, the family $p_3$ has split into families $p_4$ and $p_5$ as can be observed in figure 9(c).

Recall that the curve $H_t^{-}$ oscillates around the asymptotic value $a \approx -2.09$ in the $(\tau,a)$-parameter plane as $\tau$ goes to minus infinity. This suggests that the branch splitting process occurs countably many times whenever a minimum of the curve $H_t^{-}$ is crossed. Thus, whenever the extended system (9) exhibits a fold of homoclinic bifurcations, a new family of periodic orbits emerges in-between the $\tau$-values where the newly created homoclinic orbits occur for fixed $a$. Our numerics suggest that at the asymptotic value $a \approx -2.09$, there does not exist
a family scaling as $T/|\tau| \approx 2$ as $\tau$ goes to minus infinity; see section 3.2.1 for more details. Past the horizontal asymptote in $a$, we have numerical evidence of countably many maxima in $a$ occurring along curve $H_t^\tau$. Each of these maxima causes one of the families created by crossing a minimum to vanish as $a$ increases past the maximum value. This is analogous to what was observed for the orientable resonant case in section 3.1. To showcase this mechanism, we present in figure 9(d) at $a \approx -2.00$ the $\tau$-bifurcation diagram past the left-most maximum $M[H_t^\tau]$ in figure 8. As a result of this process, the family $p_5$ in panel (c) has disappeared in panel (d). Increasing $a$ past the last local maxima of $H_t^\tau$ to $a \approx -1.70$, we again witness the disappearance of a family of periodic orbits in figure 10(e), namely, the family $p_4$. Between these two panels, the minimum period of the family $p_4$ grows without bounds as we approach the last local maximum $M[H_t^\tau]$, which corresponds to a fold of homoclinic bifurcations in the extended system (9).

Next, we continue our analysis close to the non-orientable resonants points $R_{1,2}^t$ shown in figure 8. Consider now figure 10 which showcases the $\tau$-bifurcation diagrams for values
of a below and above the resonant points. Notice that increasing a from −1.70 (panel (e)) to −1.584 (panel (f)), we cross a local minimum in a of a curve of period-doubling bifurcations PD that emanates from $R^2$. As a result, the $\tau$-bifurcation diagram in panel (f) exhibits two period-doubling bifurcation points, which are indicated as white dots in the corresponding magnification (grey region). These bifurcation points give rise to a family $d_1$ of period-doubled orbits (red curve), where the period is represented by half of its value to emphasise the branching of $d_1$ with respect to $p_2$. Figure 10(f) also shows the reappearance of family $d_1$ for different values of the delay (red). As a consequence of lemma 1, the period-doubling bifurcation points and their corresponding period-doubled families only reappear along every second branch reappearing from $p_2$. Since the family $d_1$ exhibits a local period maximum, the families reappearing from $d_1$ only exist for bounded values of $\tau$. Notice also that the maximum of $d_1$ reappears under the map (2) for other values of $\tau$, which are near saddle-node bifurcations along the reappearing families of $d_1$.

As we increase $a$, we cross the minimum $m^{2\mathcal{H}_2\mathcal{D}}$ of the two-homoclinic bifurcation curve $2\mathcal{H}_2$ that emanates from $R^2$. At the point $m^{3\mathcal{H}_2\mathcal{D}}$, the extended system (9) undergoes a fold of two-homoclinic bifurcations. Figure 10(g) shows the situation when $a$ is increased to −1.56 past $m^{2\mathcal{H}_2\mathcal{D}}$. As a result, family $d_1$ has split into families $d_2$ and $d_3$ separated by the two newly created two-homoclinic bifurcations in the $\tau$-bifurcation diagram, as compared to panel (f). This transition is analogous to the already seen folds of homoclinic bifurcations $m^{2\mathcal{H}_2\mathcal{D}}$ in the extended system (9) observed in figure 9. Note that the period along families $d_2$ and $d_3$ now grows beyond bound as each approaches a two-homoclinic orbit. As a direct consequence, the families reappearing from $d_2$ and $d_3$ now exist for $\tau$-values which extend towards infinity; thus, they correspond to bound two-pulse TDSs. As we transition past the $a$-value where system (8) exhibits the non-orientable resonant bifurcations $R^2_3^1$, we observe in panel (h) that the family $d_2$ has disappeared. This can be understood intuitively by the behaviour of the period-doubling bifurcation curve PD close to $R^2_3$; see figure 8. Namely, as we approach $a_R \approx −1.5007$, the period of the orbit undergoing the period-doubling bifurcation (left white point in the inset of panel (g)) grows without bound, which can be seen as the left-most period-doubling bifurcation point disappearing with infinite period in the $\tau$-bifurcation diagram at $a_R$.

At the same time, a new period-doubling point emerges with infinite period along the family $p_2$ for small positive values of $\tau$. Past this point, the period-doubling bifurcation creates a family $d_4$ of period-doubled orbits that connects the period-doubling bifurcation PD and the two-homoclinic bifurcation $2\mathcal{H}_2$ as shown in panel (h) for $a \approx −1.48$. Recall that the curves PD and $2\mathcal{H}_2$ related to $d_4$ arise from the resonant point $R^1_3$. The reappearing families of $d_4$ exist for $\tau$-values which extend towards infinity; thus, they generate another set of bound two-pulse TDSs which coexists with the ones generated by $d_3$. In this way, the non-orientable resonant bifurcation organises the existence of bound two-pulse TDSs by creating/destroying entire families of bound two-pulse TDSs.

3.2.1. Limiting behaviour of orbits near and along $\mathcal{H}^-_2$ as $\tau \to -\infty$. Recall that in figure 8 the left homoclinic curve $\mathcal{H}^-_2$ asymptotes in an oscillatory fashion at $a \approx −2.09$ as $\tau \to -\infty$, which creates countably many folds of homoclinic bifurcations in the extended system (9). To understand the underlying object that organises this behaviour, we explore in this section the homoclinic orbits along $\mathcal{H}^-_2$ for large negative values of $\tau$. We also consider the limiting behaviour of periodic orbits with scaling $T/|\tau| \approx 2$ as $\tau \to -\infty$. To achieve this, we consider the periodic family $p_1$, shown in figure 9(a), as a representative for such families. In this way, we can study how the limiting object of the family $p_1$, at $\tau$ minus infinity, approaches the limiting
Figure 11. Phase portraits of system (8) showing a periodic orbit (red curve) along the family $p_1$, panel (a1), and a homoclinic orbit (red curve) along $H^-_{t}$, panel (b1), for a large negative value of $\tau$. For both panels, shown are: the saddle equilibrium $\hat{0}$ (white dot), the $xy$-plane (green plane), and the computed two-period points $q_1$ (cyan asterisk) and $q_2$ (grey asterisk) from the multivalued map (11). Panels (a2)–(a4) and (b2)–(b4) shows the temporal traces of the periodic and homoclinic orbits, respectively. In these panels, the origin $\hat{0}$ (black), $q_1$ (cyan) and $q_2$ (grey) are indicated as dashed lines. Here, $(a, \tau) \approx (-2.4, 100)$ in panels (a), and $(a, \tau) = (-2.0935, 100)$ in panels (b).

Figure 11(a1) shows a phase portrait of system (8) showcasing the periodic orbit $\Gamma$ (red curve) belonging to family $p_1$ at $\tau = -100$ and $a = -2.4$. The periodic orbit $\Gamma$ has period...
\( T \approx 205.2721 \) thereby satisfying \( T/|\tau| \approx 2 \). Notice in panel (a1) that, unlike families of periodic orbits with scaling \( T/|\tau| \approx 1 \), the periodic orbit \( \Gamma \) is not a TDS; that is, it does not approximate a homoclinic orbit. On the contrary, \( \Gamma \) is temporally localised in two points, indicated by asterisks in panel (a1), in a way that resembles a heteroclinic cycle. The corresponding temporal traces in each component are shown in panels (a2) to (a4), where the two plateaus are clearly visible. However, after close inspection, one notices that these two points do not correspond to equilibria of system (8); therefore, the periodic orbit cannot be asymptotic to a heteroclinic cycle of the DDE. Rather, the underlying limiting object is a period-two point of a reduced map, which is a well-known phenomenon in DDEs with large delay [37]. To understand this concept, consider the time rescaling \( s = \phi(t) = -t/\tau \) (for \( \tau < 0 \)) and \( (X, Y, Z)(s) = (x, y, z) \circ \phi^{-1}(s) \) such that (8) takes the form

\[
\begin{align*}
\varepsilon X' &= aX + bY - aX^2 + (\bar{\mu} - \alpha Z)(2 - 3X), \\
\varepsilon Y' &= bX + aY - \frac{3}{2} bX^2 - \frac{3}{2} aXY - 2Y(\bar{\mu} - \alpha Z) + \kappa S_{-1}[XY], \\
\varepsilon Z' &= \varepsilon Z + \mu X + \gamma XZ,
\end{align*}
\]

where \( \varepsilon = 1/|\tau| \) is now a small parameter for large value of \( |\tau| \). The left-hand side (10) vanishes in the formal limit \( \varepsilon = 0 \), which defines an algebraic relation between \( (X, Y, Z)(s) \) and \( (X, Y, Z)(s + 1) \). In the simplest case, the algebraic relation defines a map, see for example [31]. Under certain conditions, period-two points of such a map have rigorously been shown to generate families of periodic orbits with our desired localisation and scaling properties for small \( \varepsilon \) [37]. This is not the case for the formal limit of system (10), since we can express \( Y \) and \( Z \) as

\[
Y = \frac{-ac - 2c\bar{\mu} + (ac - a\gamma - 2a\mu + 3c\bar{\mu} - 2\gamma\mu)X^2 + (a\gamma + 3a\mu + 3\gamma\mu)X^3}{b(c + \gamma X)} \quad \text{and}
\]

\[
Z = -\frac{\mu X}{c + \gamma X},
\]

thus obtaining a reduced algebraic relation between \( X(s) \) and \( X(s + 1) \) given by

\[
0 = bX + aY - \frac{3}{2} bX^2 - \frac{3}{2} aXY - 2Y(\bar{\mu} - \alpha Z) + \kappa S_{-1}[XY],
\]

which can be interpreted as a multivalued map in \( X \). By expressing (11) with a common denominator, one obtains a zero problem in the form of a quartic polynomial in \( X(s + 1) \), which can be solved by using symbolic algebra software. To find period-two points of equation (11), we solve the problem

\[
0 = bX + aY - \frac{3}{2} bX^2 - \frac{3}{2} aXY - 2Y(\bar{\mu} - \alpha Z) + \kappa S_{-1}[XY],
\]

\[
0 = S_{-1}\left[ bX + aY - \frac{3}{2} bX^2 - \frac{3}{2} aXY - 2Y(\bar{\mu} - \alpha Z) \right] + \kappa XY.
\]

For the parameter values chosen in panel (a), we find that the only two-period point with positive \( X \)-values is given by

\[
(X(s), X(s + 1)) \approx (0.6772, 0.275).
\]

It corresponds to \( q_1 = (x, y, z) \approx (0.6772, 0.2083, 0.2048) \) and \( q_2 = (x, y, z) \approx (0.275, 0.195758, 0.0638) \) in the original coordinates. These two points are in good agreement with the values where the time traces are temporally localised in figure 11(a2)–(a4). This result is indeed surprising as equation (11) only defines a multivalued map.
We now focus on the limiting behaviour of the homoclinic orbits along $H_{11}^-$. We study this by starting from the high-periodic solution shown in panel (a) and increasing $a$ towards $H_{11}^-$. Figure 11(b1) shows a phase portrait of an approximate homoclinic orbit. Notice that, compared to panel (a1), the homoclinic orbit is similar in shape and is localised near the period-two points obtained by continuing $q_1$ and $q_2$ in $a$; however, the orbit has also started to be localised near $\theta$, as it is also confirmed by the temporal traces in panels (b2)–(b4). Further numerical exploration (not shown) for large negative values of the delay past the values shown in figure 11(b) indicates that the temporal plateaus exhibited by the orbit do not exactly coincide with the values of $q_1$ and $q_2$ from the derived multivalued map (11), but actually have split up into smaller segments with nearby values. A careful inspection of these plateaus suggests the existence of a more complicated underlying object in the multivalued map (11) to which the homoclinic orbit along $H_{11}^-$ is limiting as $\tau \to -\infty$. The exact nature of this transition is beyond the scope of this paper, and it will be an interesting avenue for future research. Specifically, our numerics suggest that the generation of TDSs is also organised by periodic points and their bifurcations of reduced (multivalued) maps at infinity.

4. Orbit flip case

As mentioned in section 1 and in section 2.1, an orbit flip bifurcation is another mechanism that can create multi-pulse homoclinic and periodic solutions. We focus here on an orbit flip bifurcation of case B as the simplest case where a multi-pulse homoclinic solution arises; namely, as a two-loop homoclinic solution. To compute the bifurcation diagram of this case in system (8), we proceed in the same fashion as for the resonant cases; more precisely, we first choose a homoclinic solution of system (5) at parameter values

$$(a, \mu, \tilde{\mu}) = (-0.5, 0.0595, 0.03),$$

and then lift the homoclinic solution (and periodic solutions of interest) to system (8) in a series of two-parameter continuation runs which are described in table 3. Notice in table 3 that we lift all solutions to $a = -0.5$ and $\tilde{\mu} = 0$, such that $\theta$ satisfies the eigenvalue condition for case B [32]. Unlike the resonant cases, we present the numerical bifurcation diagram of the orbit flip of case B in the $(\tau, \mu)$-parameter plane; in this way, the eigenvalues of $\theta$ do not change as parameters are varied and, when $\mu = 0$, the homoclinic orbit will be contained in the $xy$-plane; see section 2.2.

Figure 12 shows the bifurcation diagram in the $(\tau, \mu)$-parameter plane where there exists a single curve of homoclinic orbits (brown) which exists for all values of $\tau$, and exhibits two orbit flip bifurcations $B^1$ and $B^2$. By computing the period-doubling bifurcation curve $PD$ (red) and two-homoclinic bifurcation $2H_0^+$ (cyan), we identify the segment of the homoclinic bifurcation curve joining $B^1$ and $B^2$ as non-orientable $H_0^+$, and the other segments as orientable $H_0^-$. The inset in figure 12 shows a magnification near the point $B^1$ after a nonlinear transformation has been applied such that $H_0^+$ lies on the horizontal axis. In the inset, it is easily observed that the bifurcation curves emanating from $B^1$ have the same topological organisation as in the ODE case presented in figure 4(a). Notice also the existence of a Hopf bifurcation curve $H$ (purple) that exists for all $\tau$ values shown in the figure.

To illustrate and provide numerical evidence that the homoclinic orbits are indeed at an orbit flip configuration at $B^{1,2}$, we show in figure 13 numerically computed phase portraits of the homoclinic orbits (red) along $H_0^+$ before, at and after $B^1$. In all panels, the $xy$-plane is represented by a green surface, and the $z$-axis is indicated as a dashed line. Panel (a) shows the homoclinic orbit converging forward in time to $\theta$ tangent to the $z$-axis (weak stable direction).
Table 3. Additional information for the computation of the bifurcation diagram for the orbit flip bifurcation of case B in system (8). Shown are the sequences of continuation runs to lift the homoclinic bifurcation and bifurcations of periodic solutions to non-zero τ. Other parameters are given in section 2.1.

| Parameters       | Continuation parameters | Stopping condition |
|------------------|-------------------------|-------------------|
|                 | Parameters              |                   |
| Homoclinic solution | a, µ, κ, τ            | µ = 0.2           |
| -0.5            | 0.0595                  | 0.03              |
|                 | -0.4143                 | 0                 |
| -0.5            | 0.2                     | 0.03              |
|                 | -1.0                    | -0.5077           |
| -0.5            | 0.2                     | 0.03              |
|                 | -1.0                    | -0.3927           |
| Two-homoclinic solution | a, µ, κ, τ | µ = 0.2           |
| -0.7490         | 0.0550                  | 0.03              |
|                 | -0.5613                 | 0                 |
| -0.7490         | 0.2                     | 0.03              |
|                 | -1.0                    | -0.4384           |
| -0.5            | 0.2                     | 0.03              |
|                 | -1.0                    | -0.2841           |
| Period-doubling bifurcation | a, µ, κ, τ | µ = 0.2           |
| -0.6414         | 0.0550                  | 0.03              |
|                 | -0.5613                 | 0                 |
| -0.6414         | 0.2                     | 0.03              |
|                 | -1.0                    | -0.4250           |
| -0.5            | 0.2                     | 0.03              |
|                 | -1.0                    | -0.4092           |
| -0.5            | 0.2                     | 0.03              |
|                 | -1.0                    | -0.2796           |
| Saddle-node bifurcation of periodic orbits | a, µ, κ, τ | µ = 0.2           |
| -0.3852         | -0.0550                 | -0.03             |
|                 | -0.0050                 | 0                 |
| -0.5            | -0.0550                 | -0.1971           |
|                 | -1.0                    | 0                 |
| -0.5            | -0.0550                 | -1.0              |
|                 | -0.9054                 | —                 |

below the xy-plane; here, the homoclinic orbit is orientable. On the other hand, the homoclinic orbit lies in the xy-plane at B as both µ and ˜µ are zero, as shown in panel (b). Here, the homoclinic orbit converges forward in time to 0 tangent to its strong stable direction, which is contained in the xy-plane. Recall that the xy-plane is invariant; thus, the homoclinic orbit must lie inside the xy-plane at the moment of the orbit flip bifurcation before it can ‘flip’ its orientation. By moving past this point, the homoclinic orbit becomes non-orientable and now converges forward in time to 0 tangent to the z-axis above the xy-plane; see panel (c).

In the same spirit as for the resonant cases, we now focus our attention on the existence of periodic orbits near and far away from the orbit flip points. The representative values of µ that were chosen are indicated by dashed lines in figure 12. Figure 14(a) shows the τ-bifurcation diagram for µ ≈ 0.13, just below the occurrence of the homoclinic bifurcation curve H+.

Here, a family of periodic orbits p1 (magenta) exists and connects a pair of Hopf bifurcations. The reappearing families share this property, which corresponds to infinitely many intersections between the Hopf bifurcation curve H with this slice. As µ increases, we observe for positive τ a fold of homoclinic bifurcations m[H+] in the extended system. Past
Figure 12. Bifurcation diagram in the \((\tau, \mu)\)-parameter plane of system (8) near orbit flip bifurcation points \(B^1\) and \(B^2\) of case B. The right inset shows an enlargement near the orbit flip bifurcation point \(B^1\) under a coordinate transformation to identify the homoclinic bifurcation curve with the horizontal axis. The left inset shows a enlargement of the grey region. Shown are the curve of homoclinic bifurcations \(H^+_o\) and \(H^+_t\) (brown), saddle-node bifurcations SNP of periodic orbits (dark-green), period-doubling bifurcations PD (red), two-homoclinic bifurcations \(H^+_2\) (cyan), and Hopf bifurcations H (purple curve). The black square indicates the local minima \(m[H^+_{t}]\) in \(\mu\) of \(H^+_t\), while the black triangles indicate maxima \(M[H^+_{t}]\) in \(\mu\) of \(H^+_t\). The black-dashed curves indicate the slices considered in figures 14 and 15, and the yellow-dashed line indicates \(\mu = 0\). Here, \((a, \tilde{\mu}, \kappa) \approx (0.50, 0.0, -1.00)\) and other parameters are given in section 2.1.

Figure 13. Phase portraits of system (8) showcasing the transition of the homoclinic orbit near the orbit flip bifurcation point \(B^1\) shown in figure 12. Shown are the saddle equilibrium \(\tilde{0}\), the homoclinic orbit \(\Gamma_{\text{hom}}\) (red curve), and the \(xy\)-plane (green plane). Panel (a) corresponds to the situation along \(H^+_o\) for \((\mu, \tau) \approx (-0.1000, -1.0492)\). Panel (b) corresponds to the situation at \(B^1\) for \((\mu, \tau) = (0.0000, -0.7840)\). Panel (c) corresponds to the situation along \(H^+_t\) for \((\mu, \tau) = (0.1000, -0.5941)\).

this value, system (8) exhibits two homoclinic bifurcation for fixed value of \(\mu\) which is illustrated in figure 14(b) for \(\mu \approx -0.12\). Here, a new family of periodic solutions \(p_2\) (purple) is created, which has a global minimum in the period \(T\) and connects both homoclinic bifurcations, as observed in panel (b). As in the resonance cases, this global minimum maps close to
Figure 14. One-parameter bifurcation diagrams in $\tau$ of system (8) for different values of $\mu$ as indicated in figure 12. The value of $a$ for each slice is indicated on the top left side of each panel. Shown is the period $T$ of the periodic orbit with respect to $\tau$. The branch of periodic solutions emanating from the homoclinic bifurcation $H^+_o$ and $H^+_t$ are coloured cyan, magenta and light-purple, while the other periodic branches are coloured grey. The Hopf bifurcation points are indicated by small squares.

the saddle-node bifurcation that connects two branches of periodic solutions in the reappearing families. Increasing $\mu$ past the second fold of homoclinic bifurcation $m[SNP]$ occurring for negative value $\tau$ and just below the saddle-node bifurcation $SNP$, we encounter the situation showcased in panel (c). Here, a new family of periodic solution $p_5$ (cyan), which connects the two new homoclinic bifurcations, emerges. Similarly to family $p_2$, the family $p_5$ also has a global minimum period, and its reappearing families have properties analogous to what was observed in $p_2$. Observe that, in-between panel (b) and panel (c), a fold of saddle-node bifurcations $m[SNP]$ in the extended system has occurred, which allows $p_1$ and $p_2$ to interact, thus, creating the new branches $p_3$ (magenta) and $p_4$ (purple) in panel (c). The same transition was also observed between figures 6(d) and (e) for the orientable resonant case. The saddle-node bifurcation curve (green) associated with this transition is located in the direct vicinity of $H^+_o$ in the $(\tau, \mu)$-parameter plane emanating from $B^3$. This particular transition is also observed for family $p_5$ when $\mu$ is slightly increased to $-0.115$ past a second fold $m[SNP]$ of saddle-node bifurcations in the extended system (occurring for negative values of $\tau$) along the saddle-node
Figure 15. Continued from figure 14. The branch of periodic solutions emanating the homoclinic bifurcation $H_t$ shown in figure 5 is coloured cyan, magenta and blue, and the ones emanating from the two-loop homoclinic bifurcation $H_2^+$ and period-doubling bifurcation PD by red, while the other periodic branches are coloured grey. The Hopf bifurcation points are indicated by small squares.

bifurcation curve SNP coming from $B_1$ as shown in panel (d). At the point $m[SNP]$, the family $p_5$ interacts with one of the reappearing families of $p_5$ which affects the organisation of these families. Indeed, after this transition, $p_5$ has split into the families $p_6$ (purple) and $p_7$ (cyan); see panel (d). Notice that, as part of this reconfiguration, family $p_4$ has split into families $p_6'$ and $p_7'$ which correspond to the first reappearance of families $p_6$ and $p_7$. Particularly, the family $p_7$ connects the homoclinic and Hopf bifurcation points that occur for small negative values of $\tau$. On the other hand, the family $p_6$ arises from a homoclinic bifurcation point; and, following the family to large negative of $\tau$, one notices that its period grows beyond bound scaling linearly with $|\tau|$. This feature is quite special compared to what we have seen so far, as the family $p_6'$ (first reappearance of $p_6$) also possesses this feature.

To focus on the situation past the bifurcation point $B_{1,2}$, we show the $\tau$-bifurcation diagram for $\mu \approx 0.05$ in figure 15(e). We remark that the slice shown in panel (e) is above the horizontal asymptotes of $H_2^+$ in $\tau$; see figure 12. As a consequence, the families $p_6$ and $p_6'$ have disappeared in figure 15(e). This transition is possibly related to an object in the multivalued
map (11), similar to the non-orientable resonant homoclinic case studied in section 3.2.1. We remark that families $p_0$ and $p'_0$ are related by the reappearance map; thus, both must coexist at a fixed $\alpha$-slice. For this reason, it is clear that the horizontal asymptotes of $H_{1\mu}^+$ for positive and negative $\tau$ coincide. This transition is of interest to the organisation of TDS in system (8); however, its exact nature and its connection with the multivalued map (11) are beyond the scope of this paper and remain interesting subjects for future research.

We now concentrate on the families $d_1$ (red) and $d_2$ (red) of period-doubled orbits that are shown in figure 15(e). Recall that system (8) exhibits two period-doubling bifurcations and two two-homoclinic bifurcations at $\mu \approx 0.05$. This manifest itself in the $\tau$-bifurcation diagram in the following way: each of these two families connects a two-homoclinic bifurcation with a period-doubling bifurcation along $p_3$ or $p_7$. Notice that, as we increase $\mu$, the extended system (9) exhibits a fold of Hopf bifurcations $M[H]$ corresponding to the maximum $\mu$-value along the Hopf bifurcation curve $H$. At $M[H]$, pairs of Hopf bifurcation observed in panel (e) coincide and vanish as $\mu$ increases. Indeed, when we increase $\mu$ past this point, one sees in figure 15(f) that the two periodic families $p_3$ and $p_7$ connect up to create the family $p_8$ (blue), which now has a global minimum period. As a result, the family $p_8$ now exhibits both period-doubling bifurcations from which $d_1$ and $d_2$ emanate without creating topological changes to these branches. Notice that, by increasing $\mu$ further, we observe a fold $M[PD]$ of period-doubling bifurcations in the extended system (9), corresponding to the maximum $\mu$-value along the period-doubling bifurcation curve in the $(\tau, \mu)$-parameter plane. Here, the two period-doubling bifurcation points coincide and disappear as $\mu$ is increased. Panel (g) shows the situation at $\mu \approx 0.26$ after this transition. Here, the period-doubled families $d_1$ and $d_2$ have merged, and we refer to the resulting family as $d_3$. The family $d_3$ now has a global period minimum, and it is not connected to family $p_8$ through any bifurcation. Notice that the families that reappear from $d_3$ now exhibit saddle-node bifurcations near the $\tau$-values where the minimum along $d_3$ is mapped. We remark that, in between figures 15(f) and (g), either the period-doubling bifurcations along the family $p_8$ must have changed criticality, or the families $d_1$ and $d_2$ must exhibit saddle-node bifurcations that undergo a fold of saddle-node bifurcations in the extended system (saddle transition). The exact nature of this particular transition involves fold bifurcations of period-doubled orbits, which are beyond the scope of this paper. Finally, the period-minimum of the family $p_3$ increases without bound as $\mu$ approaches the fold of two-homoclinic bifurcations $M[H^+_{1\mu}]$ in the extended system, which corresponds to the maximum $\mu$-value along the curve $H^+_{1\mu}$; see figure 12. Panel (h) shows the situation for $\mu \approx 0.27$ past the point $M[H^+_{1\mu}]$; here, the family $p_3$ of period-doubled orbits has vanished from the $\tau$-bifurcation diagram, marking the disappearance of the bound two-pulse TDS.

5. Conclusions

We have identified the link between codimension-two homoclinic bifurcations to a real saddle and the existence of bound two-pulse TDSs in DDEs. This link presents a novel pathway into the analysis of TDS in time-delayed feedback systems with large delays [18, 19, 33, 38, 41, 45, 49, 50, 56, 63, 65–67]. Such analysis is challenging as systems with large delay can exhibit a high degree of multi-existence and multi-stability of various types of TDS (also bound multipeaks), as exemplified by the Yamada model for a semiconductor laser with delayed feedback [63], which is potentially governed by a codimension-two homoclinic bifurcation point. In a recent study [62], it has been shown that the existence of bound multi-pulse solitons in the Morris–Lecar system with large delay, which is relevant in neuroscience, is governed by an orbit flip bifurcation point.
Specifically, we studied the orientable and non-orientable cases of resonant bifurcations [8], and the orbit flip bifurcation of case B [53]. To accomplish this, we have extended Sandstede’s model [54] with a time-shift parameter, and have—for the first time—showcased the numerical unfolding of the aforementioned codimension-two homoclinic bifurcations in the presence of time delay. This was achieved by employing a numerical homotopy step from solutions with zero time-delay, obtained with AUTO07P, and lifting them to non-zero delay with DDE-BIFTOOL. As a secondary result, we have also identified the role of minima and maxima along homoclinic bifurcation curves in the two-parameter plane, as mechanisms to create and destroy families of TDSs. Furthermore, we have reported on signatures of the dynamics of a multivalued-map derived in the limit \( \tau \to -\infty \) in the organisation of TDSs, which is, however, not directly related to the codimension-two point.

While the presented analysis is numerical in nature and restricted to Sandstede’s model with a specific choice of the nonlinear delayed term, we generically expect the unfolding of the studied codimension-two homoclinic points to be topologically equivalent to those in systems with sufficiently small delay. This is due to the fact that DDEs with sufficiently small delay posses families of invariant manifolds (inertial manifolds) [7]. The dynamics restricted to such manifolds is finite-dimensional and can be considered a small perturbation of the zero-delay case. This suggests that the unfolding of codimension-two homoclinic bifurcation points in ODEs persist in DDEs for sufficiently small delay. Interestingly, our work showcases that the unfoldings of the studied codimension-two points can persist well beyond small values of the delay where these results are expected to hold. More generally, our results concerning the organization of TDS hold independently of the smallness of the delay parameter when the codimension-two point occurs, as they follow from the existence of such a point and the reappearence map alone.

With respect to potential generalisations, we remark that our choice of introducing the time-shift parameter in nonlinear terms, which allowed us to study codimension-two homoclinic bifurcations in a controlled and systematic way, is special. Indeed, another avenue for future research is to consider the effect of a time-shift parameter introduced in the linear terms, which would add several levels of complexity. Notably, this scenario renders the spectrum of the underlying saddle equilibrium (the origin in our case) infinite-dimensional. More specifically, the position of the resulting spectrum will explicitly depend on the time-shift parameter and has the capacity to induce transitions between the different cases of resonant and homoclinic flip bifurcations, as well as local bifurcations of the underlying saddle. Indeed, it can be shown that the spectrum of the underlying saddle, except finitely many eigenvalues belonging to the so-called strong spectrum [52], accumulates along the imaginary axis as the delay parameter grows beyond bound. In this process, we expect the underlying saddle to undergo a Belyakov–Devaney type transition switching from real-leading to complex-leading eigenvalues [28]. We also expect the underlying saddle to undergo a countable sequence of Hopf bifurcations or no Hopf bifurcations at all as \( \tau \) varies [73]. In ODEs, such Shilnikov–Hopf bifurcations are typically accompanied by the emergence of a family of solutions homoclinic to the emerging periodic orbit [28]. These bifurcations have the potential to affect organisation of the TDSs for large delay which present opportunities for future research.

On the other hand, this work has primarily focused on the existence of TDS as organised by homoclinic bifurcations, leaving the stability analysis as a next step for future research [72]. Homoclinic bifurcations have been studied extensively in ODEs [28, 58], and future work will be dedicated to studying the relationship between TDSs and homoclinic bifurcations further. Candidates include orbit flip/inclination flip bifurcations of case C, which give rise to \( n \)-homoclinic orbits [26, 30, 32]. It has been shown that such bifurcations can also create exotic pulsing behaviour organised by bifurcations with objects at infinity [23]. Another interesting
subject will be TDSs with oscillating tails, which can be shown to correspond to Shilnikov bifurcations in the profile equation for TDS [72]. We remark that homoclinic bifurcations are not the only mechanism that can organise TDSs; for example, heteroclinic cycles have been shown to generate interesting families of TDSs with particular signatures and solutions with multiple plateaus [50, 51]. Even more generally, the profile equation for TDS does not only exclusively pertain to DDEs but also travelling pulses (and also waves) in coarse-grained spatially-extended or coupled systems [29]. This places our work as part of a comprehensive programme to understand the generation of different kinds of TDSs in applications.
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Appendix. Proof of lemma 1

Consider equation (1) with sufficiently smooth right hand side \( f: \mathbb{C}^d \times \mathbb{C}^d \to \mathbb{C}^d \), \((x, y) \mapsto f(x, y)\), for \( d \in \mathbb{N} \). Let \( \tilde{u} \) be a periodic solution of equation (1) at \( \tau = \tilde{\tau} \) and period \( T \), with resonant Floquet multiplier \( \mu \) as in (1) and respective eigenfunction \( w \in C(\mathbb{R}, \mathbb{C}^d) \) satisfying

\[
\dot{w}(t) = A(t)w(t) + B(t)w(t - \tilde{\tau}), \quad \mu w(t) = w(t + T),
\]  

(A.1)

where \( A, B: \mathbb{R} \to \mathbb{C}^{d \times d} \) are the \( T \)-periodic matrix coefficient functions

\[
A(t) = \partial_x f(\tilde{u}(t), \tilde{u}(t - \tilde{\tau})) \quad \text{and} \quad B(t) = \partial_y f(\tilde{u}(t), \tilde{u}(t - \tilde{\tau})).
\]

Let \( k \) be an integer and \( \tau_k := \tilde{\tau} + jkT \), where \( j \) is such that \( \mu^j = 1 \). By using the reappearance map (2), it follows that \( \tilde{u} \) is a periodic solution of equation (1) for \( \tau_k \). It follows from the Floquet condition of (A.1) that

\[
w(t - \tilde{\tau}) = w(t - \tau_k + jkT) = \mu^j w(t - \tau_k) = w(t - \tau_k),
\]

and equation (A.1) can be recast as

\[
\dot{w}(t) = A(t)w(t) + B(t)w(t - \tau_k), \quad \mu w(t) = w(t + T).
\]  

(A.2)

Thus, \( (\mu, w) \) is a solution of the Floquet problem (A.2) for \( \tilde{u} \) at \( \tau = \tau_k \).
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