Bound states and scattering coefficients of self-adjoint Hamiltonians with a mass jump
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I. INTRODUCTION

A contemporary issue in the physics literature concerns finding the appropriate Hamiltonian operator (functional form and domain) that arises from the application of the effective mass approximation to semiconductor heterostructures when the effective mass is position-dependent and only piecewise continuous [1–3]. In the effective mass model the momentum operator no longer commutes with the mass since the latter depends on position, therefore the generalization of the standard Hamiltonian operator is not trivial. The basic problems are the following: a) the choice of a correct ordering of the mass and momentum operators together with the boundary conditions on the wave functions across an abrupt heterojunction to build the Hamiltonian operator so as to be self-adjoint, and b) the Galilean invariance related to the Bargmann’s theorem [4]. According to [5], the Hamiltonian operator arising from the application of the effective mass model that fulfills Galilean invariance is

\[ H = \frac{1}{2} p^2 \frac{1}{m} p. \]  

(1)

In particular, if \( m \) is constant the expression \( H = \frac{p^2}{2m} \) is recovered.

Physical systems with an abrupt discontinuity of the mass at one point model the behavior of a quantum particle, i.e. an electron moving in a medium formed by two different materials. On each material the particle behaves as if it had a different mass. The discontinuity point represents the junction between these two materials.

The simplest model, which has been studied by many authors, in an unclear and incomplete form, is given by a one-dimensional system in which the mass is constant except for a finite jump at one point of the real axis, which is chosen to be the origin for simplicity,

\[ m(x) = \begin{cases} m_l & \text{if } x < 0, \\ m_r & \text{if } x > 0, \end{cases} \]  

(2)

where \( m_l \neq m_r \) are positive constants. In this case, the Hamiltonian operator has the functional form

\[ H = \begin{cases} -\frac{\hbar^2}{2m_l} \frac{d^2}{dx^2} & \text{if } x < 0, \\ -\frac{\hbar^2}{2m_r} \frac{d^2}{dx^2} & \text{if } x > 0 \end{cases} \]  

(3)

In a suitable domain, (3) has infinite self-adjoint extensions [1].

In this paper, we show that all the self-adjoint extensions have discrete spectrum. We examine which extensions could play an interesting role according to physical arguments.

The paper is organised as follows: in section II, we find the set of all possible self-adjoint extensions of \( H \), and we use physics constraints to reduce the set. In section III, we calculate the reflection and transmission coefficients for all self-adjoint extensions that satisfy physics constraints. From the equation of the poles of the scattering coefficients, we obtain the equation that characterizes the spectrum of each physical self-adjoint extension.

II. SELF-ADJOINT EXTENSIONS OF H

We will follow [6] and [7] to construct the self-adjoint extensions of \( H \). To construct the self-adjoint extensions of the operator \( H \) we must begin by defining the smaller domain where it makes sense operator action. In this section we will assume that the operator \( H \) is densely defined, symmetric and closed and let \( H^\dagger = H \) be its adjoint. The domain of the operator \( H \), \( \mathcal{D}(H) \), is a subspace of \( L^2(\mathbb{R}) \), i.e.,

\[ \mathcal{D}(H) = \{ \phi \in W_2^2(\mathbb{R}), \phi(0^%) = \phi(0^+) = \phi'(0^-) = \phi'(0^+) = 0 \} \]  

(4)

\( W_2^2(\mathbb{R}) \) is a Sobolev space.

The domain of \( H^\dagger \) is

\[ \mathcal{D}(H^\dagger) = \{ \phi \in W_2^2(\mathbb{R} - \{0\}) \} \]  

(5)

The functions in \( W_2^2(\mathbb{R} - \{0\}) \) satisfy the same properties of the functions in \( W_2^2(\mathbb{R}) \) except that they and their derivatives may admit a finite jump at the origin. Note that \( \mathcal{D}(H) \subset \mathcal{D}(H^\dagger) \).
The deficiency subspaces of $H$ are given by

\begin{align}
\mathcal{N}_+ &= \{ \psi_+ \in \mathcal{D}(H^\dagger), \ H^\dagger \psi_+ = i E_0 \psi_+, \ E_0 > 0 \}, \\
\mathcal{N}_- &= \{ \psi_- \in \mathcal{D}(H^\dagger), \ H^\dagger \psi_- = -i E_0 \psi_-, \ E_0 > 0 \},
\end{align}

(6a, 6b)

with the respective dimensions $n_+, n_-$. These are called the deficiency indices of the operator $H$ and will be denoted by the ordered pair $(n_+, n_-)$. The normalized solutions of $H^\dagger \psi_\pm = \pm i E_0 \psi_\pm$ are

\begin{align}
\psi_+^{(+)}(x) &= \left[ \frac{4m_+ E_0}{\hbar^2} \right]^{1/4} \theta(x) e^{-\frac{\sqrt{m_+ E_0}}{\hbar} (1-i)x}, \\
\psi_+^{(-)}(x) &= \left[ \frac{4m_+ E_0}{\hbar^2} \right]^{1/4} \theta(-x) e^{-\frac{\sqrt{m_+ E_0}}{\hbar} (1-i)x}, \\
\psi_-^{(+)}(x) &= \left[ \frac{4m_- E_0}{\hbar^2} \right]^{1/4} \theta(x) e^{-\frac{\sqrt{m_- E_0}}{\hbar} (1+i)x}, \\
\psi_-^{(-)}(x) &= \left[ \frac{4m_- E_0}{\hbar^2} \right]^{1/4} \theta(-x) e^{-\frac{\sqrt{m_- E_0}}{\hbar} (1+i)x},
\end{align}

(7a, 7b, 7c, 7d)

where $\theta(x)$ represents the Heaviside step function. Since all the solutions of equations $H^\dagger \psi_\pm = \pm i E_0 \psi_\pm$ belong to $L^2(\mathbb{R})$, the deficiency indices are $(2, 2)$ and, according to Naimark [7], every self - adjoint extensions are parametrized by a $U(2)$ matrix. This matrix defines a unique self - adjoint extension, $H_U$, of $H$ with domain characterized by means of the set of all functions $\phi \in \mathcal{D}(H^\dagger)$ which satisfy the conditions

\[ \frac{1}{m_l} W[\bar{\psi}_\mu, \phi; 0^-] = \frac{1}{m_r} W[\bar{\psi}_\mu, \phi; 0^+], \quad \mu = 1, 2, \]

(8)

where $W[\bar{\psi}, \phi; x]$ is the Wronskian of the functions $\bar{\psi}(x)$ (the bar represents complex conjugate) and $\phi(x)$ at the point $x$, and

\[
\begin{bmatrix}
\psi_1(x) \\
\psi_2(x)
\end{bmatrix} =
\begin{bmatrix}
\psi_+^{(+)}(x) \\
\psi_+^{(-)}(x)
\end{bmatrix} +
\begin{bmatrix}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{bmatrix}
\begin{bmatrix}
\psi_-^{(+)}(x) \\
\psi_-^{(-)}(x)
\end{bmatrix}
\]

(9)

We will denote the matrix $[U_{11}, U_{12}; U_{21}, U_{22}]$ by $U$. The expressions (8) can be written in the form

\[
\begin{bmatrix}
\phi(0^+) \\
\phi'(0^+)
\end{bmatrix} = T
\begin{bmatrix}
\phi(0^-) \\
\phi'(0^-)
\end{bmatrix},
\]

(10)

where $\phi(0^\pm) \equiv \lim_{x \to 0^\pm} \phi(x)$, $\phi'(0^\pm) \equiv \lim_{x \to 0^\pm} \phi'(x)$, and the $n_+ \times n_-$ matrix $T$ is given by

\[
T = \frac{m_r}{m_l} \begin{bmatrix}
-\bar{\psi}_1'(0^+) & \bar{\psi}_1(0^+) \\
-\bar{\psi}_2'(0^+) & \bar{\psi}_2(0^+)
\end{bmatrix}^{-1}
\begin{bmatrix}
\bar{\psi}_1'(0^-) & -\bar{\psi}_1(0^-) \\
\bar{\psi}_2'(0^-) & -\bar{\psi}_2(0^-)
\end{bmatrix}
\]

(11)

The matrix $T$ gives the matching conditions at the origin. From (3), we can rewrite the matrix $T$ in the form

\[
T = \frac{m_r}{m_l} \begin{bmatrix}
(1+i)\text{det}(\bar{U}) + \bar{U}_{22} + i(\bar{U}_{11} + 1)|m_1|^{1/4} \\
\sqrt{2U_{12}m_1^{1/4} \sqrt{\kappa}} \\
(1+i)\text{det}(\bar{U}) - 1 + i(\bar{U}_{11} + \bar{U}_{22} - 1)|m_2|^{1/4} \\
\sqrt{2U_{12}m_1^{1/4} \sqrt{\kappa}}
\end{bmatrix}
\]

(12)

The determinant of (12) is given by

\[ \det(T) = \frac{m_r \bar{U}_{21}}{m_l \bar{U}_{12}} \]

(13)

From (8), we obtain that the matrix $T$ satisfies the expression

\[ T^\dagger (i\sigma_y) T = \frac{m_r}{m_l} (i\sigma_y), \]

(14)

where $\sigma_y$ is a Pauli’s matrix. By comparing (13) with (14), we have that $|U_{12}| = |U_{21}|$. However, the time reversal invariance ensures that $U_{12} = U_{21}$, as will be shown below.
The time reversal invariance of the Schrödinger equation
\[ i\hbar \frac{\partial \Psi}{\partial t}(x, t) = H\Psi(x, t) \]
means that if \( \Psi(x, t) \) is a solution of the equation, then \( \bar{\Psi}(x, t) \), with \( t \) replaced by \(-t\), is also a solution. If
\[
\Psi(x, t) = \phi_E(x) e^{-i\Theta(t)},
\]
the previous statement implies that \( \phi_E(x) \) and \( \bar{\phi}_E(x) \) are two eigenfunctions of the Hamiltonian \( H \) with the same eigenvalue \( E \). The shortcoming for argument is that the boundary conditions \( \text{(10)} \) with \( T \) given by \( \text{(12)} \), do not lead necessarily to real eigenfunctions \( \phi_E(x) \). Among all of the self-adjoint extensions of the Hamiltonian only one subclass will have real eigenfunctions. These extensions will be said to be time reversal invariant \( \text{(8)} \). The reality of \( \phi_E(x) \) implies that \( T = \overline{T} \), i.e., \( T \) is a real matrix. Thus, from \( \text{(14)} \), we obtain
\[
\det(T) = \frac{m_r}{m_l}, \tag{15}
\]
which is mentioned in \( \text{(9)} \). By comparing \( \text{(13)} \) with \( \text{(15)} \), we have that \( U_{12} = U_{21} \neq 0 \). In conclusion, the reality of the matrix \( T \) makes the Hamiltonian \( \text{(3)} \) with domain \( \text{(10)} \) invariant under time reversal.

### III. SCATTERING COEFFICIENTS AND THE SPECTRA OF \( H \)

In this section we will derive the spectra for the self-adjoint extensions \( H_U \) from the poles of scattering amplitudes. For this, let us parametrize the unitary matrix \( U \) as
\[
U = e^{i\psi} \Lambda, \quad \det(\Lambda) = 1, \tag{16}
\]
where
\[
\Lambda = \begin{bmatrix} a_0 - ia_3 & -a_2 - ia_1 \\ a_2 - ia_1 & a_0 + ia_3 \end{bmatrix}, \tag{17}
\]
with \( a_0, a_1, a_2, a_3 \in \mathbb{R} \), and \( \psi \in [0, \pi] \). Notice that the points \( \psi = 0 \) and \( \psi = \pi \) have to be identified. The condition \( U_{12} = U_{21} \neq 0 \) implies \( a_2 = 0 \) and \( a_1 \neq 0 \). Thus, by substituting \( \text{(10)} \) and \( \text{(17)} \) in \( \text{(11)} \), we obtain the real matrix
\[
T = \begin{bmatrix} \frac{a_0 - a_3 + \cos \psi - \sin \psi m_1^{3/4}}{a_1 m_1^{-1/4}} & \frac{a_0 + \cos \psi m_1^{1/4}}{a_1 m_1^{1/4}} \\ \frac{2 \sqrt{E_0} [a_0 - \sin \psi m_1^{3/4}]}{a_1 m_1^{-1/4}} & \frac{[a_0 + \cos \psi \sin \psi m_1^{3/4}]}{a_1 m_1^{1/4}} \end{bmatrix}. \tag{18}
\]
In terms of \( \text{(18)} \), the matching conditions \( \text{(10)} \) are
\[
\begin{bmatrix} \phi(0^+) \\ \phi'(0^+) \end{bmatrix} = \begin{bmatrix} \frac{a_0 - a_3 + \cos \psi - \sin \psi m_1^{3/4}}{a_1 m_1^{-1/4}} & \frac{a_0 + \cos \psi m_1^{1/4}}{a_1 m_1^{1/4}} \\ \frac{2 \sqrt{E_0} [a_0 - \sin \psi m_1^{3/4}]}{a_1 m_1^{-1/4}} & \frac{[a_0 + \cos \psi \sin \psi m_1^{3/4}]}{a_1 m_1^{1/4}} \end{bmatrix} \begin{bmatrix} \phi(0^-) \\ \phi'(0^-) \end{bmatrix}. \tag{19}
\]

Let us assume that an incoming monochromatic wave \( e^{ik_1} \), \( k_1 = \sqrt{2m_1 E / \hbar} \), \( E > 0 \), comes from the left, so that the wave function for \( x < 0 \) is \( e^{ik_1} + r_t e^{-ik_1} \), and the wave function for \( x > 0 \) is \( t_i e^{ik_1} \), \( k_1 > 0, \) where \( r_t \) and \( t_i \) are the reflection and transmission amplitudes, respectively, for incoming wave from the left. Then, the matching conditions \( \text{(19)} \) at the origin give
\[
\begin{bmatrix} 1 + r_t & \frac{a_0 - a_3 + \cos \psi - \sin \psi m_1^{3/4}]}{a_1 m_1^{-1/4}} \\ ik_1 (1 - r_t) & \frac{a_0 + \cos \psi m_1^{1/4}}{a_1 m_1^{1/4}} \\ \frac{2 \sqrt{E_0} [a_0 - \sin \psi m_1^{3/4}]}{a_1 m_1^{-1/4}} & \frac{[a_0 + \cos \psi \sin \psi m_1^{3/4}]}{a_1 m_1^{1/4}} \end{bmatrix} \begin{bmatrix} t_i \\ i k_1 t_i \end{bmatrix} \tag{20}
\]
and then one finally obtains the expressions of \( r_t \) and \( t_i \) as
\[
\begin{align*}
    r_t &= \frac{\sqrt{E_0 a_0 - \sin \psi + E (a_0 + \cos \psi)} - i \sqrt{2m_1 E_0} \sqrt{E_0}}{E_0 (a_0 + \cos \psi) - E_0 (a_0 - \sin \psi) - i \sqrt{2m_1 E_0} (a_0 + \sin \psi + \cos \psi)} \tag{21a} \\
    t_i &= \frac{i \sqrt{E_0} \sqrt{E_0 - m_1}}{\sqrt{m_1} (E_0 (a_0 + \cos \psi) - E_0 (a_0 - \sin \psi) - i \sqrt{2m_1 E_0} (a_0 + \sin \psi + \cos \psi))} \tag{21b}
\end{align*}
\]
Making use of $a_0^2 + a_1^2 + a_3^2 = 1$, we have $|r_t|^2 + |t_t|^2 \sqrt{\frac{m_r}{m_l}} = 1$. The poles of $r_t$ and $t_t$ satisfy the following equation

$$E(a_0 + \cos \psi) - E_0(a_0 - \sin \psi) - i\sqrt{2}\sqrt{E} \sqrt{E_0}(a_0 - \sin \psi + \cos \psi) = 0$$

(22)

The poles of $r_r$ and $t_r$ ($r_r$ and $t_r$ are the reflection and transmission amplitudes, respectively, for incoming wave come from the right) also satisfy (22).

The zero values of (21a) correspond to transmission resonances \[11\]. The roots of (22) can be written as

$$\sqrt{E} = i\left(1 \pm \frac{\sqrt{1-a_0^2 + \sin \psi}}{a_0 + \cos \psi}\right) \sqrt{\frac{E_0}{2}}, \quad \text{if } a_0 \neq -\cos \psi$$

(23)

$$\sqrt{E} = i\sqrt{\frac{E_0}{2}} (1 + \cot \psi), \quad \text{if } a_0 = -\cos \psi$$

(24)

Note that $E_{\pm}$ and $E$ are real for each self-adjoint extension $H_U$. If the expressions within the parentheses in (23) and (24) are positive (negative), then the square root of energy is in the physical Riemann sheet (unphysical Riemann sheet) \[11, 12\]. If the square root of energy is positive, then we have a bound state, otherwise, we have an antibound (virtual) state. Some self-adjoint extensions have two different values of energy.

In the next subsections, we discuss the spectrum of some self-adjoint extension of (19) corresponding to one-dimensional Hamiltonian: (1) with a delta potential at the origin plus mass jump at the same point, (2) with a delta plus delta prime potential at the origin plus mass jump at the same point and, (3) with a delta prime potential at the origin plus mass jump at the same point.

### A. Hamiltonian with a delta potential at the origin plus a mass jump at the same point

The boundary conditions corresponding to one-dimensional Hamiltonian with a delta potential at the origin plus a mass jump at the same point \[13\] are

$$\begin{bmatrix} \phi(0^+) \\ \phi'(0^+) \end{bmatrix} = \begin{bmatrix} 1 \\ \frac{2m_r \gamma}{m_l} \end{bmatrix} \begin{bmatrix} \phi(0^-) \\ \phi'(0^-) \end{bmatrix},$$

(25)

where $\gamma$ is the strength of delta potential. For the square root of energy being in the physical Riemann sheet, the parameter $\gamma$ must be negative. By comparing (25) with (18), we obtain the following values of the parameters $a_0$, $a_1$ and $a_3$

$$a_0 = -\cos \psi,$$

(26a)

$$a_1 = -\frac{\sqrt{E_0}h(\cos \psi + \sin \psi)}{(m_l m_r)^{1/4} \gamma},$$

(26b)

$$a_3 = \frac{\sqrt{E_0}h(\cos \psi + \sin \psi) + \sqrt{m_r} \gamma \sin \psi}{\sqrt{m_r} \gamma}$$

(26c)

Using the constraint $a_0^2 + a_1^2 + a_3^2 = 1$, we obtain

$$1 + \cot \psi = \frac{2 \sqrt{m_l \gamma}}{\hbar \sqrt{E_0} (\sqrt{m_l} + \sqrt{m_r})}$$

(27)

Then, by inserting (27) in (24), we have

$$E = -\frac{2}{\hbar^2} \frac{m_l m_r \gamma^2}{(\sqrt{m_l} + \sqrt{m_r})^2}$$

(28)

The energy of the unique bound state is always negative (except if $\gamma = 0$, in which no bound state is present). This eigenvalue is unique. Thus, the one-dimensional Hamiltonian with a delta potential at the origin plus a mass jump at the same point has a bound state, unlike it was stated in \[2\], that the mass jump cannot exist with the term $-\gamma \delta(x)$ only, unless the term $\lambda \delta'(x)$ is present.
B. Hamiltonian with a delta plus a delta prime potential at the origin plus a mass jump at the same point

The matching conditions for this self-adjoint extension are

\[
\begin{pmatrix}
\phi(0^+) \\
\phi'(0+)
\end{pmatrix} = \begin{pmatrix}
\frac{m_1}{m_1} \frac{k^2 (m_1 + m_r) + 2\lambda m_1 m_r}{k^2 (m_1 + m_r) - 2\lambda m_1 m_r} & 0 \\
0 & \frac{k^2 (m_1 + m_r) - 2\lambda m_1 m_r}{k^2 (m_1 + m_r) + 2\lambda m_1 m_r}
\end{pmatrix}
\begin{pmatrix}
\phi(0^-) \\
\phi'(0^-)
\end{pmatrix},
\]

where \(\lambda\) is the strength of delta prime potential. The matching conditions are obtained in [2] for \(\alpha = -\beta = -1\). The determinant of the matrix \(T\) in (29) satisfies identically [15] without any condition on \(\lambda\), unlike the statement in [2].

If \(m_l = m_r \equiv m\) in (29), we obtain the matching conditions at the origin for the Hamiltonian with no mass jump with a delta plus delta prime potential [15]. Note that (29) is reduced to the boundary conditions (25) if \(\lambda = \frac{k^2}{2m_l m_r} (m_l - m_r)\). In this case, the value \(\lambda = 0\) leads to Hamiltonian with no mass jump \((m_l = m_r \equiv m)\) with a delta potential [15].

Again, the energy of the bound state is always negative (except if \(\gamma = 0\) or \(\lambda = \frac{k^2 (m_l + m_r)^2}{2m_l m_r (m_l - m_r)}\), in which no bound state is present)

\[
E = -\frac{2\gamma^2 m_l^2 m_r^2}{\hbar^2} \left[ 1 - \frac{2\mu \lambda}{k^2} \frac{m_l - m_r}{m_l + m_r} \right]^2,
\]

where \(\mu = m m_r / (m_l + m_r)\). For the square root of energy being in the physical Riemann sheet, we need that \(\gamma < 0\) and \(1 - \frac{2\mu \lambda}{k^2} \left( \frac{m_l - m_r}{m_l + m_r} \right) > 0\) or that \(\gamma > 0\) and \(1 - \frac{2\mu \lambda}{k^2} \left( \frac{m_l - m_r}{m_l + m_r} \right) < 0\). Using \(\lambda = 0\) in (30), we obtain

\[
E_{\lambda=0} = -\frac{2}{\hbar^2} \left( \frac{m_l^2 m_r^2 \gamma^2}{m_l^{3/2} + m_r^{3/2}} \right)^2
\]

This energy corresponds to the self-adjoint extension whose matching conditions at the origin are

\[
\begin{pmatrix}
\phi(0^+) \\
\phi'(0+)
\end{pmatrix} = \begin{pmatrix}
\frac{m_1}{m_l} & 0 \\
\frac{2\mu \lambda}{k^2} & 1
\end{pmatrix}
\begin{pmatrix}
\phi(0^-) \\
\phi'(0^-)
\end{pmatrix}
\]

This self-adjoint extension corresponds to a Hamiltonian with mass jump plus a delta prime potential at the origin. Mass jump form is different to that shown in (29). Unlike it was stated in [2], the presence of a delta prime potential is not required in the Hamiltonian for the mass jump can exist.

If \(m_l = m_r \equiv m\), both (28) and (31) reduce to

\[
E = -\frac{m \gamma^2}{2\hbar^2}
\]

This energy corresponds to the bound state energy of the Hamiltonian no mass jump with a delta potential [16].

C. Hamiltonian with a delta prime potential at the origin plus a mass jump at the same point

The boundary conditions corresponding to one-dimensional Hamiltonian with a delta prime potential at the origin plus a mass jump at the same point are

\[
\begin{pmatrix}
\phi(0^+) \\
\phi'(0+)
\end{pmatrix} = \begin{pmatrix}
\frac{m_1}{m_l} & 0 \\
\frac{2\mu \lambda}{k^2 m_l^{3/2} \sqrt{\gamma}} & 1
\end{pmatrix}
\begin{pmatrix}
\phi(0^-) \\
\phi'(0^-)
\end{pmatrix}, \; \lambda < 0
\]

These boundary conditions are similar to those in the case of equal masses [15, 16], including \(\lambda < 0\). The energy of the unique bound state is always negative (except if \(\lambda = 0\), in which no bound state is present). This eigenvalue is unique

\[
E = -\frac{E_0 k^4}{4} \left( \frac{m_l^{3/2} + m_r^{3/2}}{m_l^2 m_r^2 \lambda^2} \right)^2
\]
If \( m_l = m_r \equiv m \), (34) reduces to the bound state energy of the Hamiltonian with no mass jump with a delta prime potential \[16\], i.e.,

\[
E = -\frac{E_0\hbar^4}{m^2\lambda^2}
\]

It is interesting to remark that if \( \gamma = 0 \) in (29), we obtain a self-adjoint extension corresponding to the one-dimensional Hamiltonian with a mass jump and dipole point interaction (first derivative of the delta potential), which has no bound states. For \( \lambda = \pm \hbar^2 \frac{m_l + m_r}{2m_l m_r} \), we have that the transmission coefficient is zero, whereas for the lambda values

\[
\frac{(m_l + m_r) \left( m_l^2 \pm m_r^2 \right)^2}{2m_l m_r \left( m_l^2 - m_r^2 \right)^2},
\]

the transmission coefficient is one (we have a transmission resonance). Thus, we have two different physical self-adjoint extension despite they have the same functional form. It should be noted that in the case of equal masses the derivative of the delta potential has not bound states \[15\].

**IV. CONCLUDING REMARKS.**

Using the Von Neumann’s theory of self-adjoint extensions and physical arguments, we found the general matching conditions \[19\] that describe each one of the different domains of the various self-adjoint extensions of \[3\]. Some boundary conditions have been reported \[2, 13, 14\]. Using scattering theory, we obtained the spectrum of each one of the extensions. Each physical self-adjoint extensions correspond to one different Hamiltonian operator. Given that the operator \[3\] has self-adjoint extensions with bound states only, it is not appropriate to call the operator \[3\] a kinetic Hamiltonian.

Finally, we analyze three different self-adjoint extensions of \[3\]. We discuss the limiting case \( m_l = m_r \equiv m \) for each one of the three self-adjoint extensions. In this limit, the self-adjoint extensions above mentioned correspond to respective point interaction extension \[15, 16\].
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