Matrix integral solutions to the discrete KP hierarchy and its Pfaffianized version
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Abstract
Matrix integrals used in random matrix theory for the study of eigenvalues of Hermitian ensembles have been shown to provide \( \tau \)-functions for several hierarchies of integrable equations. In this article, we extend this relation by showing that such integrals can also provide \( \tau \)-functions for the discrete KP hierarchy and a coupled version of the same hierarchy obtained through the process of Pfaffianization. To do so, we consider the first equation of the discrete KP hierarchy, the Hirota–Miwa equation. We write the Wronskian determinant solutions to the Hirota–Miwa equation and consider a particular form of matrix integrals, which we show is an example of those Wronskian solutions. The argument is then generalized to the whole hierarchy. A similar strategy is used for the Pfaffianized version of the hierarchy except that in that case, the solutions are written in terms of Pfaffians rather than determinants.
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1. Introduction

In random matrix theory, thanks to a trick introduced by Mehta [1, 2], the matrix integrals used to compute the probability that the eigenvalues of the matrices in an Hermitian ensemble belong to a certain interval can be written as integrals over the eigenvalues. These integrals take the form

\[
\int \cdots \int \prod_{1 \leq j < k \leq N} |x_j - x_k|^2 \exp \left( \sum_{j=1}^{N} f(x_j) \right) \, dx_1 \, dx_2 \ldots \, dx_N,
\]  

(1.1)
where $\beta = 1, 2, \text{ or } 4$ correspond, respectively, to the orthogonal, unitary, and symplectic ensembles and $\exp(f(x))$ is a weight function. Note that the terminology orthogonal, unitary, and symplectic for the different values of $\beta$ refers to the symmetry groups of the underlying measures [2, 3].

Integrals of the form (1.1) have been studied in the context of integrable systems and matrix models in string theory [4–15]. In this context, a dependence on the variables $t_i, \ i = 1, 2, 3, \ldots$ is introduced in the following way

$$Z_N^{(\beta)}(t) = \frac{1}{N!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{1 \leq j < k \leq N} |x_j - x_k|^\beta \exp \left( c \sum_{j=1}^{N} \eta(x_j, t) \right) \times dx_1 \, dx_2 \ldots dx_N,$$

where the parameter $c$ is chosen such that $c = 1$ for $\beta = 1, 2$ and $c = 2$ for $\beta = 4$. In the case $\beta = 2$, the integral (1.2) gives the partition function for the Hermitian one-matrix model [4–7] and it was independently shown to provide a $\tau$-function for the Toda equation [4] and the KP [8, 9] hierarchies. In the cases $\beta = 1, 4$ the integrals (1.2) provide $\tau$-functions for the coupled KP hierarchy [12, 16] and the Pfaff lattice hierarchy [14, 17]. While related through their bilinear forms, the KP and Pfaff hierarchies were discovered in different ways as the Pfaff lattice was first derived in [14, 17] through Lie algebraic techniques, while the coupled KP equation was obtained using the procedure now known as Pfaffianization applied to the KP equation [16]. The procedure of Pfaffianization allows to generalize soliton equations with solutions represented by determinants to their coupled systems with solutions represented by Pfaffians.

This connection of (1.1) with integrable systems was deepened by the authors of [18] who introduced dependence on the continuous variables $t_i, t_2$, and $s$ and the discrete variables $n_1$ and $n_2$ in the following way

$$Z_N^{(\beta)}(t_1, t_2, n_1) = \frac{1}{N!} \int_{-1}^{\infty} \cdots \int_{-1}^{\infty} \prod_{i=1}^{N} (1 + x_i)^{cn_1} \prod_{1 \leq j < k \leq N} |x_j - x_k|^\beta \times \exp \left( \sum_{i=1}^{N} c\eta(x_i, t_1) \right) dx_1 \cdots dx_N,$$

$$Z_N^{(\beta)}(t_1, s, n_1) = \frac{1}{N!} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \prod_{i=1}^{N} x_i^{cn_1} \prod_{1 \leq j < k \leq N} |x_j - x_k|^\beta \times \exp \left( \sum_{i=1}^{N} c\eta(x_i, t_1) \right) dx_1 \cdots dx_N,$$

$$Z_N^{(\beta)}(t_1, n_2) = \frac{1}{N!} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \prod_{i=1}^{N} x_i^{cn_2} (1 + x_i)^{cn_2} \prod_{1 \leq j < k \leq N} |x_j - x_k|^\beta \times \exp \left( \sum_{i=1}^{N} c\eta(x_i, t_1) \right) dx_1 \cdots dx_N,$$

where $\eta(x, t) = x_1 + x_2 + f(x), \ \tilde{\eta}(x, t_1, s) = x_1 - x^{-1} + \tilde{f}(x), \ \eta(x, t_1, s) = x_1 + \tilde{f}(x),$ and where the parameter $c$ is chosen such that $c = 1$ for $\beta = 1, 2$ and $c = 2$ for $\beta = 4$. The authors of [18] show that the matrix integrals in (1.3) with $\beta = 2$ satisfy the bilinear versions of the differential-difference KP equation, the two-dimensional Toda lattice, and the
semi-discrete Toda lattice, respectively. Furthermore, in the cases $\beta = 1$ and $\beta = 4$, the integrals in (1.3) are shown to satisfy the Pfaffianized versions of those equations.

The most direct way that integrals of the form (1.2) solve bilinear equations is to use the identities below, which were introduced in [19, 20]:

$$\frac{1}{N!} \int \cdots \int \det \phi_j(x_j) \psi_i(x_i) \frac{dx_1 \cdots dx_N}{dx_1 \cdots dx_N}$$

$$= \det \left[ \phi_i(x) \psi_j(x) \frac{dx}{dx} \right]_{i=1, \ldots, N}, \quad (1.4)$$

$$\frac{1}{N!} \int \cdots \int \det \phi_j(x_j) \psi_i(x_i) \frac{dx_1 \cdots dx_N}{dx_1 \cdots dx_N}$$

$$= \det \left[ \phi_i(x) \psi_j(x) \frac{dx}{dx} \right]_{i=1, \ldots, N}, \quad (1.5)$$

$$\frac{1}{N!} \int \cdots \int \det \phi_j(x_j) \psi_i(x_i) \frac{dx_1 \cdots dx_N}{dx_1 \cdots dx_N}$$

$$= \det \left[ \phi_i(x) \psi_j(x) \frac{dx}{dx} \right]_{i=1, \ldots, N}, \quad (1.6)$$

For the case $\beta = 2$, the integrals in (1.2) and (1.3) are written as determinants using (1.4), while in the case $\beta = 1$, 4, they are written as Pfaffians using (1.5) and (1.6). As pointed out by Kakei in [12], once written in that form, the integrals in (1.2) in the cases $\beta = 1, 2$ can be interpreted as the continuum limits of $N$-soliton solutions. It can also be verified that the same observation applies to the integrals (1.3) studied in [18]. It is interesting to note that Tracy and Widom [3] used the identities (1.4)–(1.6), to obtain Fredholm determinant expressions for expressions involved in the study of the spacings between consecutive eigenvalues.

In this article, we will extend the relation between integrals of the form (1.1) and integrable systems by obtaining matrix integral solutions to the discrete KP hierarchy and its Pfaffianized version. This will be done by introducing a dependence of (1.1) on discrete variables and on an auxiliary continuous variable. We will be using the identities (1.4)–(1.6) in order to interpret our integrals as determinants and Pfaffians to prove our results. Once more, the case $\beta = 2$ will give rise to solutions to the initial equations (in our case the discrete KP hierarchy), while the cases $\beta = 1, 4$ will give rise to solutions of the Pfaffianized versions.

Specifically, our strategy will be to consider the following integrals

$$Z^{(\beta)}(n_1, n_2, n_3, s) = \frac{1}{N!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{i=1}^{N} \left( 1 - a_1 x_i^{-c_1/s} \right) \left( 1 - a_2 x_i^{-c_2/s} \right)$$

$$\times \left( 1 - a_3 x_i^{-c_3/s} \right) \prod_{1 \leq i < j \leq N} |x_i - x_j|^b \exp \left[ c \sum_{i=1}^{N} \eta(x_i, s) \right] \frac{dx_1 \cdots dx_N}{dx_1 \cdots dx_N}, \quad (1.7)$$

where $n_i, i = 1, 2, 3$ are discrete variables, $s$ is a continuous variable, the lattice parameters satisfy $0 < a_1, a_2 \leq a_3, \eta(x, s) = x s + \eta_0(x), c = 1$ for $\beta = 1, 2$ and $c = 2$ for $\beta = 4$. The integrals (1.7) will provide solutions to the Hirota–Miwa and its Pfaffianized version. Those integrals will then be generalized (see (2.9)) to obtained $\tau$-functions for the whole discrete KP hierarchy and its Pfaffianized version.

The rest of this paper is organized as follows. In section 2, we present the Wronskian determinant solutions to the Hirota–Miwa equation and prove that the matrix integral (1.7)
with $\beta = 2$ is a particular example of such a solution. We then generalize the argument to the whole discrete KP hierarchy. In section 3, we show that the integrals (1.7) with $\beta = 1$ and $\beta = 4$ give solutions to the Pfaffianized version of the Hirota–Miwa equation. Matrix integral solutions for the whole Pfaffianized version of the discrete KP hierarchy are also obtained. Conclusions are given in section 4.

2. Matrix integral solutions to the discrete KP hierarchy

2.1. The Hirota–Miwa equation and its determinant solutions

The Hirota–Miwa equation is the first bilinear equation of the discrete KP hierarchy. It is given by

$$\begin{align*}
&\alpha_1(a_2 - a_1)\tau(n_1 + a_1, n_2, n_3)\tau(n_1, n_2 + a_2, n_3 + a_3) \\
&\quad + a_2(a_3 - a_1)\tau(n_1, n_2 + a_2, n_3)\tau(n_1 + a_1, n_2, n_3 + a_3) \\
&\quad + a_3(a_1 - a_2)\tau(n_1, n_2, n_3 + a_3)\tau(n_1 + a_1, n_2 + a_2, n_3) = 0,
\end{align*}$$

(2.1)

where $\alpha_i, a_1, a_2, a_3$ are lattice parameters and $\tau$ is a function of the discrete variables $n_1, n_2$ and $n_3$.

In [23], the following Casorati determinant solution was obtained

$$\tau(n_1, n_2, n_3) = \begin{vmatrix}
\phi_1(n_1, n_2, n_3, 0) & \phi_1(n_1, n_2, n_3, 1) & \cdots & \phi_1(n_1, n_2, n_3, N - 1) \\
\phi_2(n_1, n_2, n_3, 0) & \phi_2(n_1, n_2, n_3, 1) & \cdots & \phi_2(n_1, n_2, n_3, N - 1) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_N(n_1, n_2, n_3, 0) & \phi_N(n_1, n_2, n_3, 1) & \cdots & \phi_N(n_1, n_2, n_3, N - 1)
\end{vmatrix},$$

where $\phi_i, i = 1, \ldots, N$ satisfy the dispersion relations

$$\Delta_{n_3}\phi_i(n_1, n_2, n_3, s) = \frac{\phi_i(n_1, n_2, n_3, s) - \phi_i(n_1, n_2, n_3, s + 1)}{a_j} = \phi_i(n_1, n_2, n_3, s + 1), j = 1, 2, 3. \quad (2.2)$$

Here $s$ is an auxiliary discrete variable.

For our purpose of obtaining matrix integral solutions, it will be more convenient to work with a Wronskian determinant solution. To find such a solution, we interpret $s$ as a continuous variable and write a determinant of a matrix whose columns are derivatives in the variable $s$.

More precisely, the expression for the Wronskian solution has the form

$$\tau(n_1, n_2, n_3) = \begin{vmatrix}
\phi_1^{(0)}(n_1, n_2, n_3, s) & \phi_1^{(1)}(n_1, n_2, n_3, s) & \cdots & \phi_1^{(N-1)}(n_1, n_2, n_3, s) \\
\phi_2^{(0)}(n_1, n_2, n_3, s) & \phi_2^{(1)}(n_1, n_2, n_3, s) & \cdots & \phi_2^{(N-1)}(n_1, n_2, n_3, s) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_N^{(0)}(n_1, n_2, n_3, s) & \phi_N^{(1)}(n_1, n_2, n_3, s) & \cdots & \phi_N^{(N-1)}(n_1, n_2, n_3, s)
\end{vmatrix}, \quad (2.3)$$

where $\phi_i^{(k)}(n_1, n_2, n_3, s) = \frac{\partial^k\phi_i(n_1, n_2, n_3, s)}{\partial s^k}$ and $\phi_i$ for $i = 1, \ldots, N$ satisfy the dispersion relations

$$\Delta_{n_3}\phi_i(n_1, n_2, n_3, s) = \frac{\phi_i(n_1, n_2, n_3, s) - \phi_i(n_1, n_2, n_3, s)}{a_j} = \phi_i^{(1)}(n_1, n_2, n_3, s), j = 1, 2, 3. \quad (2.4)$$

For completeness, we present the proof that the expression given in (2.3) solves the Hirota–Miwa equation. Here we adopt the compact notation introduced by Freeman and Nimmo [24, 25]. We denote the expression given in (2.3) as
\[ \tau(n_1, n_2, n_3) = [0, 1, \ldots, N - 1], \]

where each index \( j \) for \( j = 0, \ldots, N - 1 \) stands symbolically for a column vector given by

\[
\begin{pmatrix}
\phi_1^{(j)}(n_1, n_2, n_3, s) \\
\phi_2^{(j)}(n_1, n_2, n_3, s) \\
\vdots \\
\phi_N^{(j)}(n_1, n_2, n_3, s)
\end{pmatrix}.
\]

Based on the dispersion relations (2.4), we have

\[
\tau(n_1 + a_i) = [0, 1, \ldots, N - 2, N - 1_{n_1+a_i}],
\]

\[
a_i \tau(n_1 + a_i) = [0, 1, \ldots, N - 2, N - 2_{n_1+a_i}],
\]

\[
\tau(n_1 + a_i, n_j + a_j) = \frac{1}{a_j - a_i}[0, 1, \ldots, N - 3, N - 2_{n_1+a_i}, N - 2_{n_1+a_i}],
\]

(2.5)

where the notation \( \hat{n}_{n_1+a_i} \) is the column vector obtained by replacing \( n_1 \) with \( n_1 + a_i \) in the column vector corresponding to the index \( j \). By substituting the above-mentioned expressions into (2.1), the Hirota–Miwa equation is reduced to nothing but the Plücker relation [26–28]

\[
[0, 1, \ldots, N - 3, N - 2, N - 2_{n_1+a_i}]|0, 1, \ldots, N - 3, N - 2_{n_1+a_i}, N - 2_{n_1+a_i}|
\]

\[
- [0, 1, \ldots, N - 3, N - 2, N - 2_{n_1+a_i}]|0, 1, \ldots, N - 3, N - 2_{n_1+a_i}, N - 2_{n_1+a_i}|
\]

\[
+ [0, 1, \ldots, N - 3, N - 2, N - 2_{n_1+a_i}]|0, 1, \ldots, N - 3, N - 2_{n_1+a_i}, N - 2_{n_1+a_i}|
\]

\[= 0. \]

The \( N \)-soliton solution for equation (2.1) obtained in [23] can be written as a Wronskian solution of the form (2.3) with

\[
\phi_i(n_1, n_2, n_3, s) = \alpha_i \prod_{\nu=1}^{3} (1 - p_\nu a_i)^{-n_{i\nu}/a_i} \exp(p_\nu s) + \beta_i \prod_{\nu=1}^{3} (1 - q_\nu a_i)^{-n_{i\nu}/a_i} \exp(q_\nu s),
\]

(2.6)

where \( p_\nu, q_\nu, \alpha_i, \beta_i \) are arbitrary constants, which correspond to the wave numbers and phase parameters of the \( i \)th soliton, respectively.

### 2.2. Matrix integral solutions of the Hirota–Miwa equation

Consider the case of \( \beta = 2 \) for the integral \( Z_{n_1, n_2, n_3}^{(\beta)}(n_1, n_2, n_3, s) \) given by (1.7), which we denote as \( Z_{n_1, n_2, n_3}^{(\beta=2)}(n_1, n_2, n_3, s) \). In what follows, we show that \( Z_{n_1, n_2, n_3}^{(\beta=2)}(n_1, n_2, n_3, s) \) solves the Hirota–Miwa equation (2.1) by showing that it is a particular case of the Wronskian solution (2.3).

Using the Vandermonde determinant

\[
\prod_{1 \leq j < k \leq N} (x_j - x_k) = \det [x_j^{k-1}]_{j,k=1 \ldots N},
\]

we can express the integrand of \( Z^{(\beta=2)}(n_1, n_2, n_3, s) \) as a product of two determinants

\[
\det [x_j^{k-1}]_{j,k=1 \ldots N} \cdot \det [x_j^{k-1} (1 - a_1 x_k)^{-m/a_1} (1 - a_2 x_k)^{-m/a_2} \times (1 - a_3 x_k)^{-m/a_3} \exp(\eta(x_k, s))]_{j,k=1 \ldots N}.
\]
Then, using the identity (1.4), the matrix integral $Z_N^{(\beta=2)}(n_1, n_2, n_3, s)$ can be written as
\[
Z_N^{(\beta=2)}(n_1, n_2, n_3, s) = \det \left[ \int_{-\infty}^{\infty} x^{i+j/2}(1 - a_1x)^{-n_i/a_i} (1 - a_2x)^{-n_j/a_j} \times (1 - a_3x)^{-n_k/a_k} \exp(x\eta_0(x))dx \right]_{i,j \leq n_2
\begin{bmatrix}
g_1^{(0)}(n_1, n_2, n_3, s) & g_1^{(1)}(n_1, n_2, n_3, s) & \cdots & g_1^{(N-1)}(n_1, n_2, n_3, s) \\
g_2^{(0)}(n_1, n_2, n_3, s) & g_2^{(1)}(n_1, n_2, n_3, s) & \cdots & g_2^{(N-1)}(n_1, n_2, n_3, s) \\
\vdots & \vdots & \ddots & \vdots \\
g_N^{(0)}(n_1, n_2, n_3, s) & g_N^{(1)}(n_1, n_2, n_3, s) & \cdots & g_N^{(N-1)}(n_1, n_2, n_3, s)
\end{bmatrix},
\]
with
\[
g_i(n_1, n_2, n_3, s) = \int_{-\infty}^{\infty} x^{i-1}(1 - a_1x)^{-n_i/a_i} (1 - a_2x)^{-n_j/a_j} \times (1 - a_3x)^{-n_k/a_k} \exp(x\eta_0(x))dx,
\]
\[
g_i^{(j)}(n_1, n_2, n_3, s) = \frac{\partial g_i}{\partial x^j}(n_1, n_2, n_3, s).
\]

It is then a simple exercise to prove that the $g_i$ satisfy the dispersion relation (2.4). The integral $Z_N^{(\beta=2)}(n_1, n_2, n_3, s)$ thus is a Wronskian solution to the Hirota–Miwa equation (2.1). Moreover, this solution can be seen as a continuum limit of the $N$-soliton solutions given by the Wronskian solution (2.3) with $\phi_i$ as in (2.6). Note that a similar interpretation applies to the whole discrete KP hierarchy treated below.

### 2.3. Matrix integral solution of the discrete KP hierarchy

The Hirota–Miwa equation is the first member of the discrete KP hierarchy [23, 29, 30]. The Casorati determinant solutions of this hierarchy is presented in [23]. Just like we did in section 2.1, we can rewrite it as a Wronskian solution, which takes the form

\[
\tau(n) = \begin{bmatrix}
\phi_1^{(0)}(n, s) & \phi_1^{(1)}(n, s) & \cdots & \phi_1^{(N-1)}(n, s) \\
\phi_2^{(0)}(n, s) & \phi_2^{(1)}(n, s) & \cdots & \phi_2^{(N-1)}(n, s) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_N^{(0)}(n, s) & \phi_N^{(1)}(n, s) & \cdots & \phi_N^{(N-1)}(n, s)
\end{bmatrix},
\]

where $n = (n_1, n_2, \ldots, n_m)$, $\phi_i^{(k)}(n, s) = \frac{\partial^k \phi_i}{\partial s^k}(n, s)$ and $\phi_i$ for $i = 1, \ldots, N$ satisfy the dispersion relations

\[
\Delta_{ij} \phi_i(n, s) = \frac{\phi_i(n_j) - \phi_i(n_j - a_j)}{a_j} = \phi_i^{(1)}(n, s), \ j = 1, 2, 3, \ldots, m,
\]

where $m \geq 3$. The case $m = 3$ corresponds to the Hirota–Miwa equation treated in section 2.2. We now generalize the integral (1.7) so that it now depends on the discrete variables $n = (n_1, n_2, \ldots, n_m)$ in the following way.
where we assume that \( a_m \geq a_j \) for \( j = 1, 2, ..., m \). The argument used in section 2.2 is then easily generalized to show that the integral above in the case \( \beta = 2 \) (with \( c = 1 \)) provides a solution of the form (2.8) for the discrete KP hierarchy.

3. Matrix integral solutions to the Pfaffianized version of the discrete KP hierarchy

In this section, we first recall some facts about Pfaffians and then present Pfaffian solutions and matrix integral solutions to the Pfaffianized Hirota–Miwa equation and the Pfaffianized version of the discrete KP hierarchy.

As is known \([26–28, 32]\), a Pfaffian \((1, 2, ..., 2N)\) is defined recursively by

\[
(1, 2, ..., 2N) = \sum_{j=2}^{2N} (-1)^j (1, j)(2, 3, ..., \hat{j}, ..., 2N),
\]

where \((i, j) = -(j, i)\) and \(\hat{j}\) means that the index \(j\) is omitted. For any given \(2N \times 2N\) antisymmetric matrix \(A_{2N} = [a_{ij}]_{1 \leq i, j \leq 2N}\), the Pfaffian associated with \(A_{2N}\) is defined as

\[
\text{Pf}[A_{2N}] \triangleq (1, 2, ..., 2N)
\]

with \((i, j) = -(j, i) = a_{ij}\). On the other hand, for any given Pfaffian \((1, 2, ..., 2N)\), we can construct an antisymmetric matrix

\[
A_{2N} = \begin{bmatrix}
0 & (1, 2) & (1, 3) & \cdots & (1, 2N - 1) & (1, 2N) \\
-(1, 2) & 0 & (2, 3) & \cdots & (2, 2N - 1) & (2, 2N) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-(1, 2N - 1) & -(2, 2N - 1) & -(3, 2N - 1) & \cdots & 0 & -(2N - 1, 2N) \\
-(1, 2N) & -(2, 2N) & -(3, 2N) & \cdots & -(2N - 1, 2N) & 0
\end{bmatrix}
\]

whose Pfaffian is \(\text{Pf}[A_{2N}] = (1, 2, ..., 2N)\) by the definition (3.2).

3.1. Pfaffianized version of the Hirota–Miwa

The Pfaffianized version of the Hirota–Miwa equation was obtained in [31] using the procedure of Pfaffianization proposed by Hirota and Ohta [16]. It takes the form of the following system of three coupled equations

\[
Z_{N}^{(j)}(n, s) = \frac{1}{N!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{k=1}^{N} (1 - a_{kj}x_k)^{-cnj/\delta} \prod_{1 \leq i < j < N} |x_i - x_j|^{\beta} \exp \left[ \sum_{i=1}^{N} c_{ij}(x_i, s) \right] dx_1 \cdots dx_N.
\]
\[ a_1 a_2 a_3 \{ a_1 (a_2 - a_3) \tau (n_1 - a_1, n_2, n_3) \tau (n_1, n_2 - a_2, n_3 - a_3) + a_2 (a_3 - a_1) \tau (n_1, n_2 - a_2, n_3) \tau (n_1 - a_1, n_2, n_3 - a_3) + a_3 (a_1 - a_2) \tau (n_1, n_2, n_3 - a_3) \tau (n_1 - a_1, n_2 - a_2, n_3) \} \]

\[ + (a_1 - a_2)(a_2 - a_3)(a_3 - a_1) \sigma (n_1, n_2, n_3) \rho (n_1 - a_1, n_2 - a_2, n_3 - a_3) = 0, \]

\[ a_1 a_2 a_3 \{ a_1 (a_2 - a_3) \sigma (n_1 - a_1, n_2, n_3) \tau (n_1, n_2 - a_2, n_3 - a_3) + a_2 (a_3 - a_1) \sigma (n_1, n_2, n_3 - a_3) \tau (n_1 - a_1, n_2 - a_2, n_3) + a_3 (a_1 - a_2) \sigma (n_1, n_2, n_3) \tau (n_1 - a_1, n_2 - a_2, n_3 - a_3) \} \]

\[ + (a_1 - a_2)(a_2 - a_3)(a_3 - a_1) \tau (n_1, n_2, n_3) \rho (n_1 - a_1, n_2 - a_2, n_3 - a_3) = 0. \quad (3.3) \]

The system above has the Pfaffian solutions

\[
\tau = \tau (n_1, n_2, n_3) = (1, 2, \cdots, N), \ N \ even,
\]

\[
\sigma = \sigma (n_1, n_2, n_3) = (1, 2, \cdots, N + 1, N + 2),
\]

\[
\rho = \rho (n_1, n_2, n_3) = (1, 2, \cdots, N - 2), \quad (3.4)
\]

where the Pfaffian entries \((i, j)\) in the above-mentioned three Pfaffians are functions of the discrete variables \(n_1, n_2\) and \(n_3\) which satisfy the following dispersion relations

\[(i, j)_{n_1-n_0} = (i, j) - q_k(i + 1, j) - a_k(i, j + 1) + a_k^2(i + 1, j + 1), \ k = 1, 2, 3. \quad (3.5)\]

In (3.5), the notation \((i, j)_{n_1-n_0}\) represents the operation on \((i, j)\) which the discrete variable \(n_0\) in \((i, j)\) by \(n_1 - n_0\). The terms on the right-hand side of (3.5) are various Pfaffian entries. Based on the definition of a Pfaffian (3.1), once we know the dispersion relations (3.5) that the Pfaffian entries \((i, j)\) satisfy for \(i, j = 1, 2, \cdots, N + 2\), it is enough to prove that \(\tau, \sigma\) and \(\rho\) given by (3.4) are Pfaffian solutions to the Pfaffianized version of the Hirota–Miwa equation (3.3). As for the antisymmetric matrices associated to the three Pfaffians in (3.4), they are related but not the same. More precisely, if we assume that \(A_{N-2}, A_N\) and \(A_{N+2}\) are three antisymmetric matrices of orders \(N - 2, N\) and \(N + 2\), respectively, such that \(\rho = \text{Pf}[A_{N-2}], \tau = \text{Pf}[A_N]\) and \(\sigma = \text{Pf}[A_{N+2}],\) then both \(A_{N-2}\) and \(A_N\) are submatrices of \(A_{N+2}\).

We would like to point out that an example of the Pfaffian entry \((i, j)\) which satisfies (3.5) is

\[
(i, j) = \sum_{k=1}^{N} (p_k^{i-1} q_k^{j-1} - q_k^{i-1} p_k^{j-1}) \times \prod_{\rho=1}^{3} [(1 - a_\rho p_k)(1 - a_\rho q_k)^{-\alpha_\rho/\alpha} \exp[\eta(p_k, s) + \eta(q_k, s)], \quad (3.6)
\]

where \(p_k\) and \(q_k\) are arbitrary constants. Under this choice, the Pfaffian solution \(\tau = (1, 2, \cdots, N)\) gives the \((N/2)\)-soliton solutions to the Pfaffianized version of the Hirota–Miwa equation.

**Remark.** By referring to [16, 26, 27], we know that the coupled KP equation has Wronskian Pfaffian solutions \(\tau = (0, 1, \cdots, 2N - 1), \ \sigma = (0, 1, \cdots, 2N - 3)\) and \(\tilde{\sigma} = (0, 1, \cdots, 2N + 1)\) with \((l, m)\) satisfying the dispersion relation...
where \( x_1 = x, \ x_2 = y, \ x_3 = t \). One such an example is \((l, m) = (l + n, m) + (l, m + n)\) where \( l_1 = x, \ x_2 = y, \ x_3 = t \). Further on, if we choose \( \Phi_k = \exp[p_k x + p_k^2 y + p_k^3 t] \) and \( \Psi_k = \exp[q_k x + q_k^2 y + q_k^3 t] \), then \((l, m) = \sum_{k=1}^{N} l_k m_k - \sum_{k=1}^{m-1} q_k - \sum_{k=1}^{m-1} p_k \exp[p_k x + (p_k^2 + q_k^2) y + (p_k^3 + q_k^3) t]\) coincides with the expression \( a_{lm} \) given in [12] and can be used to generate multi-soliton solutions to the coupled KP equation given in [34]. Along this line, we can derive multi-soliton solutions to the coupled Hirota–Miwa system with the Pfaf unknowns given by (3.6) in the same way. 

**Matrix integral solutions (I).** Consider the case \( \beta = 1 \). By virtue of the identity (1.5), the matrix integral (1.7) turns into 

\[
Z_{N}^{(\beta=1)}(n_1, n_2, n_3, s) = \frac{1}{N!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \det \left[ x_j^{l-1} (1 - a_1 x_j)^{-n_j/a_2} (1 - a_2 x_j)^{-n_j/a_3} \right] \times (1 - a_3 x_j)^{-n_j/a_3} \exp(\eta(x_j, s)) d x_j = 1, \ldots, N \]

\[
= \text{Pf} \left[ \int_{x < y} (x^{l-1} y^{j-1} - y^{l-1} x^{j-1}) \left[ (1 - a_1 x) (1 - a_1 y) \right]^{-n_j/a_1} \right. \\
\left. \times (1 - a_2 x) (1 - a_2 y) \right]^{-n_j/a_2} \left[ (1 - a_3 x) (1 - a_3 y) \right]^{-n_j/a_3} \exp^{\eta(x,y) + \eta(y,x)} d x d y. \]

(3.7)

It is easy to check that the Pfaffian entry (3.7) satisfies the dispersion relation (3.5). Therefore, the matrix integrals \( T = Z_{N}^{(\beta=1)}(n_1, n_2, n_3, s) \), \( \sigma = Z_{N+2}^{(\beta=1)}(n_1, n_2, n_3, s) \) together with \( \rho = Z_{N+2}^{(\beta=1)}(n_1, n_2, n_3, s) \) provide solutions to the coupled Hirota–Miwa system (3.3). Moreover, the Pfaffian solutions obtained with (3.7) can be interpreted as a continuum of the multisoliton Pfaffian solutions defined by (3.6).

**Matrix integral solutions (II).** With regard to the twofold Vandermonde determinant, the following identity was presented in [3]

\[
\prod_{1 \leq j < k \leq N} (x_j - x_k)^4 = \det \left[ x_k^j \right]_{j=1, \ldots, 2N, k=1, \ldots, N}. \]

(3.8)

Consider the case \( \beta = 4 \). By resorting to the identities (1.6) and (3.8), the matrix integral (1.7) becomes
\[
Z_N^{(\beta=4)}(n_1, n_2, n_3, s) = \frac{1}{N!} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \det \left[ x_j^i (1 - a_{ij} x_j)^{-n_i/a_i} (1 - a_{2j} x_j)^{-n_2/a_2} (1 - a_{3j} x_j)^{-n_3/a_3} \exp(\eta(x_j, s)) \right] dx_1 \cdots dx_N
\]

\[
(i - 1)x_j^i (1 - a_{ij} x_j)^{-n_i/a_i} (1 - a_{2j} x_j)^{-n_2/a_2} (1 - a_{3j} x_j)^{-n_3/a_3} \exp(\eta(x_j, s)) dx_i \cdots dx_N
\]

\[
= \text{Pf} \left[ \int_{-\infty}^{\infty} (j - i)x_j^i x_j^{-j-3} (1 - a_{ij} x) - 2n_i/a_i (1 - a_{2j} x)^{-2n_2/a_2} \right]
\]

\[
\times (1 - a_{3j})^{-2n_3/a_3} \exp(2\eta(x, s)) dx_j \bigg|_{j=1, \ldots, 2N}
\]

whose Pfaffian entry \((i, j)\) entry is given by

\[
(i, j) = \int_{-\infty}^{\infty} (j - i)x_j^i x_j^{-j-3} (1 - a_{ij} x) - 2n_i/a_i (1 - a_{2j} x)^{-2n_2/a_2}
\]

\[
\times (1 - a_{3j})^{-2n_3/a_3} \exp(2\eta(x, s)) dx_j. \quad (3.9)
\]

Similarly, one can prove that the Pfaffian entry \((3.9)\) satisfies the dispersion relation \((3.5)\) as well. Thus, the matrix integrals \(\tau = Z_N^{[\beta=1]}(n_1, n_2, n_3, s), \sigma = Z_N^{[\beta=1]}(n_1, n_2, n_3, s)\) as well as \(\rho = Z_N^{[\beta=1]}(n_1, n_2, n_3, s)\) give solutions to the coupled Hirota–Miwa system \((3.3)\).

**3.2. Pfaffianized version of the discrete KP hierarchy**

The Pfaffianized version of the whole discrete KP hierarchy and its Pfaffian solutions were derived in [33]. The Pfaffian solutions take the form

\[
\tau = \tau(n) = (1, 2, \ldots, N), N \text{ even},
\]

\[
\sigma = \sigma(n) = (1, 2, \ldots, N, N + 1, N + 2),
\]

\[
\rho = \rho(n) = (1, 2, \ldots, N - 2), \quad (3.10)
\]

where \(n = (n_1, n_2, \ldots, n_m)\) and where the Pfaffian entry \((i, j)\) satisfies

\[
(i, j)_{n_i - a_i} = (i, j) - a_k (i + 1, j) - a_k (i, j + 1) + a_k^2 (i + 1, j + 1), \quad k = 1, 2, \ldots, m.
\]

If we now consider the general integral \((2.9)\), the argument used in section 3.1 is then easily generalized to show that the integral above in the cases \(\beta = 1\) (with \(c = 1\)) and \(\beta = 4\) (with \(c = 2\)) provide a solution of the form \((3.10)\) for the Pfaffianized discrete KP hierarchy.

**4. Conclusion**

We have considered matrix integrals used in certain probability computations for Hermitian ensembles. Such matrices have been shown before to be useful in the context of integrable systems, string theory, and random matrix theory by providing partition functions and solutions to integrable equations. More precisely, by inserting an appropriate dependence on various variables in the integrals \((1.1)\), one can obtain \(\tau\)-functions for a number of integrable equations, together with their Pfaffianized versions \([12, 14, 16–18]\). In all the examples studied in the literature, the case \(\beta = 2\) relates to a given integrable equation, while the cases \(\beta = 1, 4\) relates to the Pfaffianized version of the same equation. Furthermore, the solutions obtained in this way can often be interpreted as a continuous limit of multi-soliton solutions.

In this article, we have shown that integrals of the form \((1.1)\) can provide \(\tau\)-functions for the discrete KP hierarchy and its Pfaffianized version by introducing an appropriate dependence on the discrete variables. More precisely, we have considered the integrals \((1.7)\) and \((2.9)\) and showed that in the case \(\beta = 2\), they provide solutions to the discrete KP
hierarchy (starting with the Hirota–Miwa equation (2.1)), while the cases $\beta = 1, 4$ provide solutions for the Pfaffianized version of the discrete KP hierarchy (starting with the Pfaffianized Hirota–Miwa equation given in (3.3)).
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