Optimal Rates of Teaching and Learning Under Uncertainty

Yan Hao Ling and Jonathan Scarlett

Abstract—In this paper, we consider a recently-proposed model of teaching and learning under uncertainty, in which a teacher receives independent observations of a single bit corrupted by binary symmetric noise, and sequentially transmits to a student through another binary symmetric channel based on the bits observed so far. After a given number $n$ of transmissions, the student outputs an estimate of the unknown bit, and we are interested in the exponential decay rate of the error probability as $n$ increases. We propose a novel block-structured teaching strategy in which the teacher encodes the number of 1s received in each block, and show that the resulting error exponent is the binary relative entropy $D(\frac{1}{2} \| \max(p, q))$, where $p$ and $q$ are the noise parameters. This matches a trivial converse result based on the data processing inequality, and settles two conjectures of [Jog and Loh, 2021] and [Huleihel, Polyanskiy, and Shayevitz, 2019]. In addition, we show that the computation time required by the teacher and student is linear in $n$. We also study a more general setting in which the binary symmetric channels are replaced by general binary-input discrete memoryless channels. We provide an achievability bound and a converse bound, and show that the two coincide in certain cases, including (i) when the two observers can look into the future.

I. INTRODUCTION

In several societal and technological domains, one is interested in how agents interact with their environment and with each other to attain goals such as learning information about the environment, conveying this information to other agents, and reaching a common consensus. While a comprehensive theoretical understanding of such problems would likely require highly sophisticated mathematical models, even the simplest models come with unique insights and challenges.

In this paper, we study a recently-proposed model of teaching and learning under uncertainty [1], [2], in which a teacher observes noisy information regarding an unknown 1-bit quantity $\Theta$ (the environment), and seeks to convey information to a student via a noisy channel to facilitate learning $\Theta$. We establish the optimal learning rate (i.e., exponential decay of the error probability) of this problem, thereby settling two notable conjectures made in [1], [2] described in detail below. In addition, we study a generalization of the problem to more general binary-input discrete memoryless channels, and obtain the optimal learning rate in certain special cases of interest.

A. Model and Definitions

We first formalize the model, which is depicted in Figure 1. The unknown quantity of interest is a binary random variable $\Theta$ that takes either value in $\{0, 1\}$, each with probability $\frac{1}{2}$.

At each time step $i \in \{1, \ldots, n\}$, the teacher observes $\Theta$ through BSC($p$), a binary symmetric channel with error rate $p \in (0, 1/2)$:

$$\mathbb{P}(Y_i = \Theta) = 1 - p, \quad \mathbb{P}(Y_i = 1 - \Theta) = p.$$  (1)

The binary symmetric channel is memoryless, meaning that the $Y_i$’s are conditionally independent given $\Theta$. In Section II, we will study more general and possibly non-symmetric binary-input discrete memoryless channels.

At time $i$, the teacher then transmits binary information $\hat{X}_i$ to the student through another binary symmetric channel BSC($q$), where $q \in (0, 1/2)$. Thus, denoting the student’s observations by $Z_i$, we have

$$\mathbb{P}(\hat{X}_i = Z_i) = 1 - q, \quad \mathbb{P}(\hat{X}_i = 1 - Z_i) = q.$$  (2)

and the $Z_i$ are conditionally independent given $\hat{X}_i$. Importantly, $\hat{X}_i$ must only be a function of $Y_1, \ldots, Y_i$; the teacher cannot look into the future.

At time $n$, having received $Z_1, \ldots, Z_n$, the student makes an estimate of $\Theta$, which we denote by $\hat{\Theta}_n$ (or sometimes simply $\Theta$). Then, the learning rate is defined as

$$R = \limsup_{n \to \infty} \left\{ -\frac{1}{n} \ln \mathbb{P}(\hat{\Theta}_n \neq \Theta) \right\}.$$  (3)

We assume that the noise parameters $p$ and $q$ are known to both the teacher and student; removing this assumption may be an interesting direction for future work.

B. Existing Results

The preceding motivation and setup follows that of Jog and Loh [1], and the same problem was also considered with different motivation and terminology by Huleihel, Polyanskiy, and Shayevitz [2], who framed the problem using the terminology of relay channels. While relay channels are already
a central topic in information theory, the authors of \cite{2} further motivated their study via the more recent information velocity problem, which was posed by Yury Polyanskiy \cite{2} and is also captured under a general framework studied by Rajagopalan and Schulman \cite{3}. In that problem, the goal is to reliably transmit a single bit over a long chain of relays while maintaining a non-vanishing ratio between the number of hops and the total transmission time. Below we will discuss a conjecture (for the 2-hop setting) made in \cite{2} that is directly inspired by the connection with information velocity.

It is known that the student’s optimal strategy is the maximum likelihood decoder (assuming the teacher’s strategy is known) \cite{1,2}. In \cite{1}, it was discussed that optimal strategies can be difficult to analyze in general, and accordingly, the following two simpler student strategies were considered:

- **Majority rule**: $\Theta_n$ is chosen according to the majority of the observations $Z_1, \ldots, Z_n$.
- **$\epsilon$-majority rule**: $\Theta_n$ is the majority of the last $\epsilon \cdot n$ observations for some $\epsilon \in (0, 1)$, with the rough idea being to allow time for the teacher to learn $\Theta$ first.

These student strategies were analyzed together with the following teacher strategies:

- **Simple forwarding**: The teacher directly forwards its observation at each time step, i.e., $X_i = Y_i$.
- **Cumulative teaching**: The teacher transmits its best estimate of $\Theta$ at each time step, i.e., $X_i$ is the majority value among $Y_1, \ldots, Y_i$.

It was demonstrated in \cite{1} that none of these strategies uniformly outperform one another, and that any combination of them falls short of the $D(1/2\| \max(p,q))$ upper bound (i.e., converse) based on data processing arguments (here and subsequently, $D(p_1\|p_2)$ denotes the relative entropy between Bernoulli distributions with parameters $p_1$ and $p_2$). The optimal learning rate was left as an open problem, and it was conjectured that at least part of the weakness is in the upper bound, i.e., that one cannot attain a rate of $D(1/2\| \max(p,q))$.

In \cite{2}, both simple forwarding and cumulative teaching (i.e., relaying) were considered, along with a block-structured variant that only updates the majority every $\sqrt{n}$ time steps. These strategies were analyzed alongside the optimal maximum-likelihood learning (i.e., decoding) rule. While the learning rates attained again fall short of the $D(1/2\| \max(p,q))$ upper bound, it was shown that one comes within a factor $\frac{4}{3}$ when $p = q$ and $p \to \frac{1}{2}$ (i.e., the high noise setting). It was conjectured in \cite{2} that using a more sophisticated protocol, this constant $\frac{4}{3}$ could be made arbitrarily close to one in this high-noise limit. As hinted above, the motivation for this conjecture was the fact that positive information velocity is known to be attainable; the authors of \cite{2} discuss that for this to be possible, the 1-hop and 2-hop exponents should match in the high-noise limit so that “information propagation does not slow down”.

The study of \cite{1} was inspired by earlier works on social learning \cite{4–6}, and most similar to \cite{2}. Since these are less directly relevant to our work, we refer the reader to \cite{1} for a detailed discussion of the differences.

As we will see shortly, our main result disproves the above-mentioned conjecture of \cite{1}, and not only confirms the conjecture of \cite{2} for the regime $p \to \frac{1}{2}$, but also significantly strengthens it by extending it to all $p \in (0, \frac{1}{2})$.

## II. Optimal Rate Under Binary Symmetric Noise

In this section, we focus on the above-described setup in which both channels in the system are binary symmetric channels. We turn to more general binary-input discrete memoryless channels in Section III.

### A. Statement of Optimal Learning Rate

Our first main result is stated as follows.

**Theorem 1.** Under the preceding setup, for any $p,q \in (0,1/2)$, let $\mathcal{R}^*(p,q)$ be the supremum of learning rates across all teaching and learning protocols. Then

$$\mathcal{R}^*(p,q) \geq D\left(\frac{1}{2} \middle\| \max(p,q)\right),$$

where $D(a\|b) = a \ln \frac{a}{b} + (1 - a) \ln \frac{1 - a}{1 - b}$ denotes the binary relative entropy function (in base $e$).

We achieve this result via a novel block-structured teaching strategy. In contrast with \cite{2}, the teacher transmits bits based on a single block at a time, ignoring earlier blocks. The teacher encodes the number of 1s received in the block by sending a sorted sequence (i.e., a string of 1s followed by a string of 0s), with the transition point chosen according to a carefully-chosen non-linear function of the number of 1s observed. The student performs maximum-likelihood decoding, and we study the error probability via the Bhattacharyya coefficient. The details are given in Sections II-B and II-C, and in Section II-D we show that the overall computation time required by the teacher and student is linear in $n$.

**Comparison to upper bound (converse).** If $q = 0$, then the optimal learning rate is given by the majority decoder, which achieves a learning rate of \cite{1,2}

$$D\left(\frac{1}{2} \middle\| p\right) = \frac{1}{2} \ln \left(\frac{1}{4p(1 - p)}\right).$$

Through data processing inequalities, we have $\mathcal{R}^*(p,q) \leq \mathcal{R}^*(p,0) = D\left(\frac{1}{2} \middle\| p\right)$, and an analogous argument yields $\mathcal{R}^*(p,q) \leq D\left(\frac{1}{2} \middle\| q\right)$. We therefore obtain the upper bound

$$\mathcal{R}^*(p,q) \leq D\left(\frac{1}{2} \middle\| \max(p,q)\right).$$

Theorem \cite{1} shows that this bound is tight, disproving the above-mentioned conjecture of \cite{1}, and both confirming and strengthening the conjecture of \cite{2}.

In the remainder of the section, we only consider the case $p = q$. This is without loss of generality, since in the general case, one can simulate additional noise into the system to make the noise parameters both equal to $\max(p,q)$.

### B. Teacher and Student Protocol

Before describing the protocol, we first need to introduce some statistical tools.
In accordance with (9), we assume throughout the paper that \( \rho(A, B) = 0 \) if and only if \( A \) and \( B \) are disjoint supports, and \( \rho(A, B) = 1 \) if and only if they are identically distributed.

The Bhattacharyya coefficient measures the ‘closeness’ between the distributions of \( A \) and \( B \). Values close to 0 indicate easily separated distributions, while values close to 1 indicate very similar distributions. In particular, \( \rho(A, B) = 0 \) if and only if \( A \) and \( B \) have disjoint supports, and \( \rho(A, B) = 1 \) if and only if they are identically distributed.

We will make use of some standard properties of the Bhattacharyya coefficient:

- Suppose that we have a random variable \( X \) which is known to follow one of the two known distributions, \( A \) or \( B \). If we draw one instance of \( X \) and use it to decide which distribution \( X \) came from, then there exists a strategy to achieve an error probability of at most \( \rho(A, B) \). To achieve this, we simply use the maximum likelihood test: Given \( X = x \), we decide that \( A \) is the true distribution if \( P(A = x) > P(B = x) \), and decide that \( B \) is the true distribution otherwise. The probability of selecting distribution \( A \) when \( B \) is indeed the true distribution is given by

\[
\sum_{x \in \Omega} P(B = x) \mathds{1}_{P(A = x) > P(B = x)} \leq \sum_{x \in \Omega} \sqrt{P(A = x) P(B = x)}. \tag{8}
\]

The other error type is upper bounded similarly, and combining the two error types yields the desired bound:

\[
P(\text{error}) \leq \rho(A, B). \tag{9}
\]

- If \( A_1, A_2 \) are independent, and similarly for \( B_1, B_2 \), then

\[
\rho((A_1, A_2), (B_1, B_2)) = \rho(A_1, B_1) \cdot \rho(A_2, B_2). \tag{10}
\]

This follows by a direct expansion of (7).

- Let \( \vec{A} = (A_1, A_2, \ldots, A_m) \) be \( m \) i.i.d. copies of \( A \) and \( \vec{B} = (B_1, B_2, \ldots, B_m) \) be \( m \) i.i.d. copies of \( B \). Then

\[
\rho(\vec{A}, \vec{B}) = \rho(A, B)^m. \tag{11}
\]

This is a direct consequence of (10).

In accordance with (9), we assume throughout the paper that the student adopts the optimal maximum-likelihood decoding rule, where the two underlying distributions are those of \( \Theta = 1 \) vs. \( \Theta = 0 \) given \( Z_1, \ldots, Z_n \).
A sample plot is given in Figure 3 with $\alpha = 0.2$. As exemplified in the figure, $f$ is non-decreasing, and
\begin{align}
 f(\alpha) &= 1 - f(1 - \alpha), \quad (17) \\
 f(\alpha) &\leq \frac{D(\alpha||p)}{2D(1/2||p)}, \quad (18)
\end{align}
where (18) is trivial for $\alpha \leq \frac{1}{2}$, and follows easily from the convexity of $D(\cdot||p)$ for $\alpha > \frac{1}{2}$. Specifically, this convexity implies that the derivative of $D(\cdot||p)$ increases for $\alpha > \frac{1}{2}$, whereas the chain rule applied to (17) implies that the derivative of $f(\alpha)$ decreases for $\alpha > \frac{1}{2}$. Since (18) holds with equality for $\alpha \in \left[p, \frac{1}{2}\right]$ by definition, this behavior of the derivatives implies that (18) also holds for $\alpha > \frac{1}{2}$.

In general $k \cdot f(\alpha)$ may not be an integer. When this happens, we can use $\lfloor k \cdot f(\alpha) \rfloor$ bits of 1 followed by $k - \lfloor k \cdot f(\alpha) \rfloor$ bits of 0. The rounding does not affect the error analysis, so to simplify notation, we focus on the integer-valued case. See Footnote 1 on Page 4 for an additional remark on this issue.

Before proceeding with the student strategy and error analysis, we intuitively explain why sending a sorted sequence (i.e. with all the 1s sent before the 0s) can make decoding easier for the student. Suppose the student receives the string 111100000010. If the student knows in advance that the string sent by the teacher is sorted, they can be confident that the underlined bit is flipped. However, if this were to be an unsorted string, such corrections could not be made.

The reasoning behind our choice of $f$ will become apparent in the error analysis in the following subsection, but intuitively, it serves as a carefully-chosen middle ground between the simpler choices $f(\alpha) = \alpha$ (bearing some resemblance to simple forwarding) and $f(\alpha) = 1\{\alpha > \frac{1}{2}\}$ (bearing some resemblance to cumulative teaching).

C. Error Analysis

Continuing the study of a single block $W$ defined according to (12), observe that we have the Markov chain
\[ \Theta \to \alpha \to W, \] and in accordance with (15), we would like the distributions $P_{W|\Theta=1}$ and $P_{W|\Theta=0}$ to be as ‘far apart’ as possible. We break the error analysis into two parts, analyzing the relations $\Theta \to \alpha$ and $\alpha \to W$ separately.

1) Relating $\Theta$ and $\alpha$: Define $W_\alpha$ to follow the conditional distribution of $W$ given $\alpha$. The distribution of $W_\alpha$ is simple; recalling that we are focusing on the case $p = q$, we have the following:
- The bits of $W_\alpha$ are independently distributed;
- If $i \leq k \cdot f(\alpha)$, then the $i$-th bit is 1 with probability $1 - p$ and 0 otherwise;
- If $i > k \cdot f(\alpha)$, then the $i$-th bit is 1 with probability $p$ and 0 otherwise.

We proceed by upper bounding $\rho(W_{\alpha_1}, W_{\alpha_2})$, starting with the case that $\alpha_1 \leq \alpha_2$.

The bits up to index $k \cdot f(\alpha_1)$, and the bits after index $k \cdot f(\alpha_2)$, are all identically distributed between $W_{\alpha_1}$ and $W_{\alpha_2}$, and thus do not provide any distinguishing power. We are left with $k \cdot f(\alpha_2) - k \cdot f(\alpha_1)$ bits, which are i.i.d. according to either Bernoulli($p$) or Bernoulli($1-p$).

The Bhattacharyya coefficient between Bernoulli($p$) and Bernoulli($1-p$) can easily be computed to be $2\sqrt{p(1-p)} = e^{-D(1/2||p)}$, and using (11), we obtain
\[ \rho(W_{\alpha_1}, W_{\alpha_2}) = e^{-kD(1/2||p) \cdot (f(\alpha_2) - f(\alpha_1))} \] (20)

To simplify the exponent, we use (17) and (18) to obtain
\[ f(\alpha_1) \leq \frac{D(\alpha_1||p)}{2D(1/2||p)}, \quad (21) \]
\[ f(\alpha_2) = 1 - f(1 - \alpha_2) \geq 1 - \frac{D(1 - \alpha_2||p)}{2D(1/2||p)}, \quad (22) \]
and hence,
\[ f(\alpha_2) - f(\alpha_1) \geq 1 - \frac{D(1 - \alpha_1||p)}{2D(1/2||p)} - \frac{D(1 - \alpha_1||p)}{2D(1/2||p)}. \quad (23) \]

We can therefore weaken (20) to
\[ \rho(W_{\alpha_1}, W_{\alpha_2}) \leq e^{-kD(1/2||p) - D(\alpha_1||p)/2 - D(1 - \alpha_2||p)/2}. \quad (24) \]

Although the assumption $\alpha_1 \leq \alpha_2$ was used in the derivation of (20), a trivial argument shows that when $\alpha_1 > \alpha_2$, the right-hand side of (20) is at least one (since $f$ is non-decreasing). Since the Bhattacharyya coefficient never exceeds one, it follows that (24) remains true in the case that $\alpha_1 > \alpha_2$.

1If we were to explicitly incorporate rounding as discussed following (15), then this equation would be replaced by the slightly looser bound $\rho(W_{\alpha_1}, W_{\alpha_2}) \leq e^{-D(1/2||p) \cdot (k \cdot f(\alpha_2) - k \cdot f(\alpha_1) - 1)}$. The subtraction of one in the exponent only amounts to multiplying the entire expression by a constant, which does not impact the resulting exponential decay rate.
2) Relating $\alpha$ and $W$: The next step is to decompose the distribution of $W$ into the simpler distributions $W_\alpha$. To do so, we use the following definition.

**Definition 1.** Let $A_1, \ldots, A_m$ be probability distributions defined on a common finite probability space $\Omega$ and $p_1, \ldots, p_m$ be real numbers in $[0, 1]$ that sum to one. The mixture distribution $A$ described by $[p_1, A_1; \ldots; p_k, A_k]$ is defined as $P(A = x) = \sum_{i=1}^{k} p_i \cdot P(A_i = x)$.

We proceed with a simple technical lemma on the Bhattacharyya coefficient on mixtures.

**Lemma 1.** Suppose that $A$ follows a mixture distribution described by $[p_1, A_1; \ldots; p_k, A_k]$. Then for any distribution $B$, we have

$$\rho(A, B) \leq \sum_{i=1}^{k} \sqrt{p_i} \rho(A_i, B).$$

**(Proof.** Using the inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$, we have

$$\rho(A, B) = \sum_{x \in \Omega} \sqrt{P(A = x) P(B = x)}$$

$$= \sum_{x \in \Omega} \sqrt{\sum_{i=1}^{k} p_i P(A_i = x) P(B = x)}$$

$$\leq \sum_{x \in \Omega} \sqrt{\sum_{i=1}^{k} p_i P(A_i = x) P(B = x)}.$$  

Simple re-arranging gives the desired result. \qed

Using the symmetry of the Bhattacharyya coefficient and applying Lemma 1 twice, we obtain

$$\rho(P_W|\Theta=1, P_W|\Theta=0) \leq \sum_{i=0}^{k} \sum_{j=0}^{k} \sqrt{P(\alpha = i/k|\Theta = 1)}$$

$$\times \sqrt{P(\alpha = j/k|\Theta = 0)} \cdot \rho(W_i/k, W_j/k).$$

Moreover, the conditional distribution of $\alpha$ given $\Theta$ is simple:

$$(\alpha|\Theta = 1) \sim \frac{1}{k} \cdot \text{Binomial}(k, 1 - p),$$

$$(\alpha|\Theta = 0) \sim \frac{1}{k} \cdot \text{Binomial}(k, p).$$

Hence, applying the Chernoff bound for the binomial distribution (e.g., see [9] Sec. 2.2]), we obtain

$$P(\alpha = \alpha_0|\Theta = 1) \leq e^{-kD(\alpha_0|1-p)} = e^{-kD(1-\alpha_0|p)},$$

and similarly,

$$P(\alpha = \alpha_0|\Theta = 0) \leq e^{-kD(\alpha_0|1-p)}.$$  

Combining these bounds with (24) and (29), we find that the $D(i/k||p)/2$ and $D(1 - j/k||p)/2$ terms both cancel to zero, and we are left with

$$\rho(P_W|\Theta=1, P_W|\Theta=0) \leq \sum_{i=0}^{k} \sum_{j=0}^{k} e^{-kD(1/||p)}$$

$$= (k + 1)^2 e^{-kD(1/||p)}.$$  

Combining (15) with (35) gives

$$R \geq D(1/||p) - O\left(\frac{\log k}{k}\right),$$

and hence, by setting $k$ large enough, we can obtain any learning rate arbitrarily close to $D(1/||p)$. This completes the proof of Theorem 1.

**D. Computational complexity**

In this section, we argue that it is possible to execute the described protocol with an overall computation time of $O(n)$ (i.e., no higher than that of simply reading the received bits). This is immediate for the teacher, so we focus our attention on the student.

To implement the maximum likelihood decoder, it suffices to compute the associated log likelihood ratio (LLR) $\log \frac{P(\hat{Z} = 1|\Theta = 1)}{P(\hat{Z} = 1|\Theta = 0)}$ given the $n$ received bits $\hat{Z}$. In addition, since the $n/k - 1$ blocks are independent by construction and memorylessness, the overall LLR is the sum of per-block LLRs. Hence, we only need to show that each of these can be computed in time $O(k)$.

The only minor difficulty in computing the LLR for a single block is that we need to account for all possible $k + 1$ choices of the latent/hidden variable $\alpha \in \{0, 1/k, \ldots, 1\}$: Letting $W$ denote a generic length-$k$ block according to (12), we have

$$P(W|\Theta = 1) = \sum_{\alpha} P(\alpha|\Theta = 1)P(W|\alpha),$$

and similarly for $P(W|\Theta = 0)$. In addition, since the channel is memoryless, we have

$$P(W|\alpha) = \prod_{i=1}^{k} P(W(i)|\alpha),$$

where $W(i)$ is the $i$-th bit comprising $W$. Naively, we could evaluate (37) and (38) directly, but this would give a per-block complexity of $O(k^2)$.

To improve this, we recall that for two values $\alpha_1, \alpha_2 \in \{0, 1/k, \ldots, 1\}$, the associated values of $P(W(i)|\alpha)$ only differ for values of $i$ in between $k \cdot f(\alpha_1)$ and $k \cdot f(\alpha_2)$. Therefore, we can initially compute $P(W|\alpha)$ for $\alpha = 0$, and then use it to compute the value for $\alpha = 1/k$ by only looking at the first $k \cdot f(1/k)$ bits of $W$, and so on for $\alpha \in \{1/k, 2/k, \ldots, 1\}$; at each step, we only need to look at the bits affected by incrementing $\alpha$. In this manner, it only takes $O(k)$ time to compute all $k + 1$ values of $P(W|\alpha)$. In addition, $P(\alpha|\Theta = 1)$ in (37) follows a scaled binomial distribution, whose probability mass function can be pre-computed in $O(k)$ time (assuming constant-time arithmetic operations). Hence, we obtain an overall per-block computation time of $O(k)$.

In addition to the low computational overhead, another advantage of our strategy is that it is anytime. Specifically, it can be run without knowledge of $n$, and we can stop the algorithm any time and ask the student for the estimate $\hat{\Theta}_n$. Letting $\epsilon_{k,n}$ be the resulting error probability with block size $k$ and total time $n$, it still holds in this scenario that $-\frac{1}{n} \ln \epsilon_{k,n} \rightarrow D(1/||p)$, as long as $k \rightarrow \infty$ and $n/k \rightarrow \infty$.  


III. GENERAL BINARY-INPUT DISCRETE MEMORYLESS CHANNELS

In this section, we consider the same model as Section I-A except that we replace BSC(ρ) and BSC(q) by general discrete memoryless channels (DMCs) P and Q (known to the student and teacher), both of which have binary inputs {0, 1}. We denote the transition probabilities by \( P(y|x) \) and \( Q(z|x) \). The case that Q has non-binary input is discussed in Section IV.

We first overview the 1-hop case in Section III-A, following the classical work of Shannon, Gallager, and Berlekamp [10]. We then state an achievable learning rate in Section III-B and give the protocol and analysis in Section III-C which are essentially more technical variants of the binary symmetric case. We provide an upper bound on the learning rate (i.e., a converse) in Section III-D, and use it to deduce the optimal learning rate in certain special cases. While the tightness of our achievable learning rate remains open in general, we additionally show in Section III-E that, at least under certain technical assumptions, it cannot be improved for block-structured protocols.

A. Existing Results on the 1-Hop Case

We first consider a 1-hop scenario in which a single agent makes repeated observations of the unknown variable \( \Theta \) through repeated uses of a binary-input DMC \( P \). This is a well-studied problem, and we will summarize some of the results from [10].

We begin with a generalization of the Bhattacharyya coefficient. For a real number \( s \in (0, 1) \) and two random variables \( A, B \) defined on the same finite alphabet \( \Omega \), let

\[
\rho(A, B, s) = \sum_{x \in \Omega} P(A = x)^{1-s} P(B = x)^s \in [0, 1].
\]

(39)

where the upper bound of one follows by applying Jensen’s inequality to \( E_A ( (P_B(B))^{1/s} ) \). This function can be extended to \( s = 0 \) and \( s = 1 \) by continuity; for instance, \( \rho(A, B, 0) = \sum_{x \in \Omega} P(A = x) \mathbb{1}_{P(B = x) > 0} \). We also note that setting \( s = \frac{1}{2} \) recovers the Bhattacharyya coefficient. We write \( \rho(A, B, s) \) and \( \rho(P_A, P_B, s) \) interchangeably. Similarly to \([10, 11]\), we have the following properties for independent pairs and length-
\( m \) i.i.d. vectors:

\[
\rho(A_1, A_2, B_1, B_2, s) = \rho(A_1, B_1, s) \cdot \rho(A_2, B_2, s),
\]

(40)

\[
\rho(A, B, s)^m.
\]

(41)

Given the DMC \( P \) with inputs 0 and 1, we define

\[
\rho_P(s) = \rho(P(\cdot|0), P(\cdot|1), s),
\]

(42)

and denote its logarithm by

\[
\mu_P(s) = \ln \rho_P(s) \leq 0,
\]

(43)

where \( P(\cdot|0) \) and \( P(\cdot|1) \) are treated as probability distributions on the output alphabet. The first and second derivatives of \( \mu_P(s) \) for \( s \in (0, 1) \) are denoted by \( \mu_P'(s) \) and \( \mu_P''(s) \), and

once again, the values for the endpoints \( s \in \{0, 1\} \) are defined with respect to the appropriate limits.

Suppose that the agent makes a single observation of \( \Theta \in [0, 1] \) through \( P \), and uses it to estimate \( \Theta \). Using the identity \( \mathbb{I}_{P(B=x)>0}(A=x) \leq (P(B=x))^s \), we find that for any \( s \geq 0 \), \( \rho_P(s) \) is an upper bound to the probability of a maximum-likelihood decision rule selecting \( B \) when \( A \) is true. An analogous property holds for the reverse error event with \( 1-s \) in place of \( s \), and it follows that \( \rho_P(s) \) is an upper bound to the overall error probability for all \( s \in [0, 1] \).

In view of the property in (41), if the agent instead makes \( n \) independent observations, the upper bound becomes \( \rho_P^n(s) \), implying a learning rate of at least

\[
-\frac{1}{n} \ln \rho_P(s)^n = -\mu_P(s).
\]

(44)

The following well-known result reveals that this learning rate is optimal upon optimizing over \( s \in [0, 1] \).

Lemma 2. \([10]\) Corollary of Thm. 5\(^3\). Let \( s^* \in [0, 1] \) be chosen to minimize \( \mu_P(s) \). Then any decoding strategy of the agent after \( n \) uses of the channel must have an error probability of at least \( \frac{1}{n} \exp(n\mu_P(s^*) - \sqrt{2n\mu_P''(s^*)}) \) when \( \Theta \) is equiprobable on \([0, 1]\).

Since the \( \sqrt{2n\mu_P''(s^*)} \) term is sub-linear in \( n \), this immediately gives the following corollary.

Corollary 1. The optimal learning rate for the 1-hop system is given by \( -\min_{s \in [0, 1]} \mu_P(s) \).

B. Achievability Result

We now state the second main result of our paper, giving an achievable result for general binary-input DMCs.

Theorem 2. Let \( P \) and \( Q \) be arbitrary binary-input discrete memoryless channels, and let \( \mathcal{R}^*(P, Q) \) be the supremum of learning rates across all teaching and learning protocols. Then

\[
\mathcal{R}^*(P, Q) \geq -\min_{s \in [0, 1]} \max(\mu_P(s), \mu_Q(s)).
\]

(45)

Moreover, this can be improved to

\[
\mathcal{R}^*(P, Q) \geq -\min_{s \in [0, 1]} \left( \mu_P(s), \min(\mu_Q(s), \mu_Q(1-s)) \right).
\]

(46)

While (46) clearly implies (45), we find the expression (45) easier to work with and prove. Once (45) is proved, (46) follows from the fact that one can choose to flip the inputs of \( Q \), which amounts to replacing \( \mu_Q(s) \) by \( \mu_Q(1-s) \).

\(^3\)This is a weakened version of the statement in [10], in which we apply \( \max(s, 1-s) \leq 1 \) in the coefficient to the \( \sqrt{n} \) term. In addition, we specialize to the case that every transmitted symbol is identical, in order to match our setup.

\(^4\)At first this leads to the seemingly different learning rate of \( -\min(\min_{s \in [0, 1]} \max(\mu_P(s), \mu_Q(s)), \min_{s \in [0, 1]} \max(\mu_P(s), \mu_Q(1-s))) \), but then (46) can be recovered by taking the two \( \min_{s \in [0, 1]} \) outside the outer minimum (swapping minimization order has no effect), and applying the identity \( \max(a, \min(b, c)) = \min(\max(a, b), \max(a, c)) \) (verified by checking all 6 orderings of \( a, b, \) and \( c \)).
When the channels $P$ and $Q$ are identical, (45) reduces to the expression in Corollary [1]. Since the learning rate cannot be smaller than the 1-hop case (due to a data-processing argument similar to the binary symmetric setting), we conclude that Theorem [2] provides the optimal learning rate in this case. Other scenarios in which Theorem [2] gives the optimal learning rate will be discussed in Section [III-D].

C. Protocol and Analysis for the Achievability Result

Fix an arbitrary value of $\bar{s} \in [0,1]$ and define

$$\mu_{\text{max}} = \max(\mu_P(\bar{s}), \mu_Q(\bar{s})).$$  (47)

To prove (45), it suffices to show that $-\mu_{\text{max}}$ is an achievable learning rate. We assume without loss of generality that $\mu_{\text{max}} < 0$, since a learning rate of zero is trivial.

We again adopt the block structure used in Section [II], with $k$ denoting the block size. Suppose that in a single block, the teacher receives $\bar{Y} = (Y_1, Y_2, \ldots, Y_k)$. We define the log-likelihood ratio (LLR) as

$$l(\bar{Y}) = \sum_{i=1}^{k} \ln \frac{P(Y_i|1)}{P(Y_i|0)},$$  (48)

and let $L_1$ (respectively, $L_0$) be the distribution of $l(\bar{Y})$ under $\Theta = 1$ (respectively, $\Theta = 0$).

Upon receiving $\bar{Y}$, the teacher computes $l = l(\bar{Y})$, and sends $g(l)$ bits of 0 followed by $k - g(l)$ bits of 1, where $g(l)$ is defined as follows:

$$g(l) = \begin{cases} \min(k, -\frac{1}{\mu_{\text{max}}} \ln P(L_0 \geq l)) & l \leq 0 \\ \max(0, k - \frac{1}{\mu_{\text{max}}} \ln P(L_1 \leq l)) & l > 0 \end{cases}$$  (49)

Since $1 - \bar{s} \geq 0$, $\mu_{\text{max}} < 0$, and $\ln P(L_0 \geq l) \leq 0$, we have

$$\frac{1 - \bar{s}}{\mu_{\text{max}}} \ln P(L_0 \geq l) \geq 0,$$  (50)

and similarly,

$$\frac{\bar{s}}{\mu_{\text{max}}} \ln P(L_1 \leq l) \geq 0,$$  (51)

which implies that $0 \leq g(l) \leq k$ for all $l$. It may be necessary to round $g(l)$ to the nearest integer, but similarly to Section [II] this does not affect the result, and it is omitted in our analysis.

The main difference in the analysis compared to Section [II] is establishing the following technical lemma.

Lemma 3. Under the preceding setup and definitions, we have for all $l$ that

$$\frac{1 - \bar{s}}{\mu_{\text{max}}} \ln P(L_0 \geq l) \geq k - \frac{\bar{s}}{\mu_{\text{max}}} \ln P(L_1 \leq l).$$  (52)

Proof. The proof is based on probabilistic bounds on log-likelihood ratios given in [10], along with algebraic manipulations that are elementary but rather technical; the details are given in Appendix [A].

We claim that this result implies

$$\frac{1 - \bar{s}}{\mu_{\text{max}}} \ln P(L_0 \geq l) \geq g(l) \geq k - \frac{\bar{s}}{\mu_{\text{max}}} \ln P(L_1 \leq l).$$  (53)

To see this, we check the possible cases in the definition of $g(l)$ in (49). If $l \leq 0$, then the left inequality in (53) is trivial, and the right inequality follows by considering two sub-cases: If the $\min(k, \cdot)$ in (49) is attained by $k$, then we apply (51), and otherwise, we apply (52). The case $l > 0$ is handled similarly.

From here, the analysis is similar to that of Section [II]. Observe that we have the Markov chain $\Theta \rightarrow l(\bar{Y}) \rightarrow W$, where $W$ denotes the $k$ symbols received by the student in a single block. Since $W$ takes on two different distributions depending on whether $\Theta = 1$ or $\Theta = 0$, we may also view $W$ as the output of a "single-use" discrete memoryless channel with input $\Theta$ and an output of length $k$. With a slight abuse of notation, we define the quantities $\rho_{W}(s)$ and $\rho_{W}(s)$ according to this channel.

To upper bound $\rho_{W}(s)$, we use the following straightforward generalization of Lemma [1].

Lemma 4. Suppose that $A$ follows a mixture distribution described by $[p_1, A_1; \ldots; p_k, A_k]$. Then for any distribution $B$, we have

$$\rho(A, B, s) \leq \sum_{i=1}^{k} p_i \rho_{A_i}(B, s),$$  (54)

and

$$\rho(B, A, s) \leq \sum_{i=1}^{k} p_i \rho_{A_i}(B, s).$$  (55)

The proof of this lemma is identical to that of Lemma [1] except that $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ is replaced by the more general $(a+b)^s \leq a^s + b^s$ for $s \in [0,1]$ (and similarly for $1-s$).

Decomposing each distribution $P_{W|\Theta=1}$ and $P_{W|\Theta=0}$ as a mixture based on the (finitely many) possible values of $l$, and applying Lemma [4] twice, we obtain

$$\rho_{W}(\bar{s}) \leq \sum_{l_0, l_1} \mathbb{P}(L_0 = l_0)^{1-\bar{s}} \mathbb{P}(L_1 = l_1)^{\bar{s}} \rho(P_{W|l_0}, P_{W|l_1}, \bar{s})$$  (56)

$$\leq \sum_{l_0, l_1} \mathbb{P}(L_0 \geq l_0)^{1-\bar{s}} \mathbb{P}(L_1 \geq l_1)^{\bar{s}} \rho(P_{W|l_0}, P_{W|l_1}, \bar{s}).$$  (57)

To help simplify this expression, we use the following consequence of (53) (again recalling $\mu_{\text{max}} < 0$):

$$\mathbb{P}(L_0 \geq l_0)^{1-\bar{s}} \mathbb{P}(L_1 \geq l_1)^{\bar{s}} \leq \exp(g(l_0) \cdot (g(l_1)) \cdot \mu_{\text{max}}).$$  (58)

Suppose first that $l_0 \leq l_1$. Since $g$ is an increasing function and only the bits in between positions $g(l_0)$ and $g(l_1)$ differ, we have

$$\rho(P_{W|l_0}, P_{W|l_1}, \bar{s}) = \exp(\mu_Q(\bar{s}) \cdot (g(l_1) - g(l_0)))$$  (59)

$$\leq \exp(\mu_{\text{max}} \cdot (g(l_1) - g(l_0))),$$  (60)
noting that each differing bit contributes \( e^{\rho(s)} \leq e^{\mu_{\max}} \) to the total. Combining (58) and (60), the terms containing \( g(\cdot) \) cancel, and we are left with

\[
\sum_{l_0 \leq l_1} \mathbb{P}(L_0 \geq l_0)^{1-s} \mathbb{P}(L_1 \geq l_1)^s \rho(P_{W|l_0}, P_{W|l_1}, \bar{s}) \leq \sum_{l_0 \leq l_1} \exp(k \cdot \mu_{\max}). \tag{61}
\]

On the other hand, if \( l_0 > l_1 \), then the increasing property of \( g \) gives

\[
\mathbb{P}(L_0 \geq l_0)^{1-s} \mathbb{P}(L_1 \geq l_1)^s \leq \exp(g(l_0) \cdot \mu_{\max}) \exp((k - g(l_1)) \mu_{\max}) \leq \exp(k \cdot \mu_{\max}),
\]

and combining this with the fact that \( \rho \leq 1 \), we obtain

\[
\sum_{l_0 > l_1} \mathbb{P}(L_0 \geq l_0)^{1-s} \mathbb{P}(L_1 \geq l_1)^s \rho(P_{W|l_0}, P_{W|l_1}, \bar{s}) \leq \sum_{l_0 > l_1} \exp(k \cdot \mu_{\max}). \tag{64}
\]

By the definition of \( l(\bar{Y}) \) in (48), the value of \( l \) only depends on the number of occurrences of each output symbol in the block of length \( k \), and not the specific order. Hence, with a finite output alphabet \( \mathcal{Y} \), the number of possible \( l \) values is upper bounded by \((k + 1)^{|\mathcal{Y}|} \) [11, Ch. 2], and we conclude from (57), (61) and (64) that

\[
\mu_W(\bar{s}) = \ln \rho_W(\bar{s}) \leq k \cdot \mu_{\max} + O(\log k). \tag{65}
\]

As with (15), this implies that the overall learning rate \( \mathcal{R} \) satisfies

\[
\mathcal{R} \geq \frac{1}{k} \mu_W(\bar{s}) = -\mu_{\max} + O\left(\frac{\log k}{k}\right). \tag{66}
\]

By setting \( k \) large enough, we can obtain any rate arbitrarily close to \(-\mu_{\max}\), completing the proof of Theorem 2.

D. A Converse Result and Its Consequences

As hinted following Theorem 2 by data processing arguments, we cannot obtain a learning rate greater than

\[
-\max_s \left( \min_{s \in [0,1]} \mu_P(s), \min_{s \in [0,1]} \mu_Q(s) \right), \tag{67}
\]

and this matches Theorem 2 when \( P = Q \). More generally, we can immediately deduce that Theorem 2 gives the optimal learning rate whenever \( Q \) is a degraded version of \( P \) (i.e., there exists an auxiliary channel \( U \) such that composing \( P \) with \( U \) gives an overall channel with the same transition law as \( Q \)), or vice versa. This is because the teacher (respectively, student) can artificially introduce extra noise to reduce to the case that \( P = Q \).

In this section, we give an additional upper bound on the learning rate (i.e., converse) that improves on the simple one in (67), and establishes the tightness of Theorem 2 in certain cases beyond those mentioned above. To state this converse, we introduce an additional definition. Momentarily departing from the teaching/learning setup, consider the following two-round 1-hop communication scenario defined in terms of the DMCs \( P, Q \) and a parameter \( \gamma \in [0,1] \):

- The sender seeks to communicate one of two messages, \( \Theta \in \{0,1\} \), each occurring with probability \( \frac{1}{2} \);
- In the first round of communication, the sender transmits \( \gamma n \) symbols via independent uses of \( P \) without feedback;
- After this first round, the sender observes the corresponding \( \gamma n \) output symbols via a noiseless feedback link;
- In the second round of communication, the sender transmits \((1 - \gamma)n\) symbol via independent uses of \( Q \), with no further feedback.

This is a somewhat unconventional setup with independent and non-identical channel uses, as well as partial feedback.

We let \( E_2(P, Q, \gamma) \) denote the best possible error exponent under this setup as \( n \to \infty \), with the subscript 2 representing its two-round nature.

**Theorem 3.** Let \( P \) and \( Q \) be arbitrary binary-input discrete memoryless channels, and let \( \mathcal{R}^*(P, Q) \) be the supremum of learning rates across all teaching and learning protocols. Then, for any \( \gamma \in [0,1] \), we have

\[
\mathcal{R}^*(P, Q) \leq E_2(P, Q, \gamma). \tag{68}
\]

**Proof.** Consider a “genie-aided” setup in which the teacher and student are given the following additional information:

(i) The student can observe the input \( \hat{X} \) (rather than only the output \( Z \)) of the teacher-student channel \( Q \) from time 1 up to \( \gamma n \).

(ii) The teacher is given the true value of \( \Theta \) after time \( \gamma n \). Since the teacher and student can always choose to ignore this additional information, any upper bound on the learning rate in this genie-aided setting is also an upper bound in the original setting.

The theorem follows by noting that this genie-aided setup can be viewed as an instance of the above two-round communication setup:

- For the first \( \gamma n \) symbols, once the student is given \( \hat{X} \), no further information is provided by \( Z \) (a “degraded” version of \( \hat{X} \)), and the student’s first \( \gamma n \) observed symbols correspond to repeatedly observing \( \Theta \) through the channel \( P \) without feedback.
- Similarly, for the last \((1 - \gamma)n\) symbols, once the teacher is given \( \Theta \), no further information is provided by \( Y \), but the value of \( \Theta \) still needs to be conveyed to the student via the uses of \( Q \). Hence, the student’s final \((1 - \gamma)n\) observed symbols correspond to using \( Q \) with no further feedback, but with the first \( \gamma n \) outputs being available at the sender (teacher).

In the remainder of this subsection, we connect the converse result of Theorem 3 with the achievability result of Theorem 2 in two different ways:

- Under a certain technical assumption (Assumption 1 below), we show that there exists \( \gamma \in [0,1] \) such that the exponent in Theorem 2 equals \( E_1(P, Q, \gamma) \), which is defined in the same way as \( E_2(P, Q, \gamma) \) but with no
feedback being available in the communication setup. Hence, the achievability and converse only differ with respect to the availability of feedback.

- In the case that \( Q \) is a BSC, we show that Theorems 2 and 3 coincide for all \( P \), thus establishing the optimal learning rate.

Starting with the former, we consider the following technical assumption.

**Assumption 1.** The DMCs \( P \) and \( Q \) satisfy the property that for all \( s \in [0, \frac{1}{2}] \), it holds that \( \mu_P(s) \leq \mu_P(1-s) \) and \( \mu_Q(s) \leq \mu_Q(1-s) \).

This assumption states that values of \( s \in [0, \frac{1}{2}] \) are uniformly “better” (\( \mu \) is more negative) than their counterparts flipped about \( \frac{1}{2} \). The opposite scenario (i.e., \( \mu(s) \geq \mu(1-s) \) for all \( s \in \left( \frac{1}{2}, 1 \right) \)) can be handled similarly, or can more simply be viewed as reducing to Assumption 1 upon swapping the two inputs. Up to such swapping, we were unable to find any binary-input binary-output channel for which Assumption 1 fails, and even in the multiple-output case, we found that it is difficult to find counter-examples. As two concrete examples, the BSC trivially satisfies \( \mu(s) = \mu(1-s) \), and the reverse Z-channel with parameter \( q \in (0, 1) \) yields the increasing function \( \mu(s) = (1-s) \ln q \). See Figure 4 for further illustrative numerical examples with binary output.

**Lemma 5.** For any binary-input DMCs \( P \) and \( Q \) satisfying Assumption 7, we have
\[
\min_{\gamma \in [0,1]} E_1(P, Q, \gamma) = -\min_{s \in [0,1]} \max(\mu_P(s), \mu_Q(s)),
\]
where \( E_1(P, Q, \gamma) \) is defined in the same way as \( E_2(P, Q, \gamma) \) above, but with no feedback being available in the communication setup.

**Proof.** See Appendix B.

Observe that (69) precisely equals the learning rate derived in Theorem 2 and that we would match the converse in

\[\text{(This is the regular Z-channel with the inputs swapped.)}\]

Theorem 3 if we could additionally show that \( E_1 = E_2 \). Unfortunately, even the single round of feedback can strictly increase the error exponent (see Appendix C for an example), meaning that the optimal learning rate remains unclear. On the positive side, it turns out that \( E_1 = E_2 \) whenever \( Q \) is a BSC, and in fact, in this case, we can establish that Theorem 2 gives the optimal learning rate even when Assumption 1 is dropped. Formally, we have the following.

**Lemma 6.** For any binary-input DMC \( P \), if \( Q \) is a BSC with crossover probability \( q \in (0, \frac{1}{2}) \), then the achievable learning rate in (45) is tight, i.e.,
\[\mathcal{R}^*(P, Q) = -\min_{s \in [0,1]} \max(\mu_P(s), \mu_Q(s)).\]

**Proof.** See Appendix D.

Using Lemma 6 as a starting point, it is straightforward to establish that Theorem 3 can indeed strictly improve on the trivial converse in (67).

**Corollary 2.** There exist binary-input DMCs \( P \) and \( Q \) such that the optimal learning rate is strictly smaller than
\[-\max_{s \in [0,1]} \min(\mu_P(s), \min_{s \in [0,1]} \mu_Q(s)).\]

**Proof.** This follows by letting \( P \) be a (reverse) Z-channel and \( Q \) be a BSC, with suitably-chosen parameters. See Appendix E for the details.

### E. A Converse for Block-Structured Protocols

While we have established several special cases where Theorem 2 gives the optimal learning rate, it remains open as to whether this is true in general. As a final result, we complement our general converse (Theorem 4) with a restricted converse that only applies to block-structured protocols. Specifically, we say that a teaching strategy is block structured with length \( k \) if it follows the structure in Figure 2. For any positive integer \( i \), the bits transmitted at indices \( k_i + 1, \ldots, k_i(i+1) \) are only allowed to depend on the bits received at indices \( k_i(i-1) + 1, \ldots, k_i \).

**Theorem 4.** For any \( P \) and \( Q \) satisfying Assumption 7 and any protocol such that the teaching strategy is block structured with length \( k = o(n) \), the learning rate is at most
\[-\min_{s \in [0,1]} \max(\mu_P(s), \mu_Q(s)).\]

**Proof.** See Appendix F.

This result serves as evidence that Theorem 2 may provide the optimal learning rate under Assumption 1 or at least that to have any hope of improving, the teaching strategy should have some form of long-term memory.

### IV. Conclusion and Discussion

We have established optimal learning rates for the problem of teaching and learning a single bit under binary symmetric noise, using a simple and computationally efficient block-structured strategy. We have also adapted this technique to general binary-input DMCs. As discussed above, while the optimal learning rate for general binary-input DMCs follows in several cases of interest,
it remains unknown in general, leaving us with the following open problem.

**Open Problem 1.** Does \[ \text{Lemma 7} \] give the optimal learning rate for arbitrary binary-input DMCs \( P \) and \( Q \)?

An important step towards answering this question would be removing Assumption \[ \text{1} \] in the results that currently make use of it. Also regarding this assumption, we expect that it should hold true for all binary-input channels, and it would be of interest to establish whether this is indeed the case.

Another possible direction is to increase the input alphabet size of \( Q \), removing the assumption of binary inputs. In the 1-hop case, having a channel with more inputs does not improve the learning rate beyond choosing the two best inputs for the channel \[ \text{10} \]. By a similar idea, we can immediately deduce the learning rate beyond choosing the two best inputs for the hop case, having a channel with more inputs does not improve the following open problem.

**Open Problem 2.** Does there exist a pair of DMCs \( P, Q \), such that every restriction of \( Q \) to two inputs gives a strictly suboptimal learning rate?

In addition to these open problems, interesting directions may include the case that the channel transition laws are unknown to the teacher and/or student, and the case of teaching more than a single bit.

**APPENDIX**

A. Proof of Lemma \[ \text{2} \] (Technical Result for General Binary-Input DMCs)

We first state an auxiliary result from \[ \text{10} \]. When the agent seeks to decide between the alternatives \( \Theta = 1 \) and \( \Theta = 0 \), the natural decision rule is to set a threshold on the corresponding log-likelihood ratio. The following result bounds the probability that this log-likelihood ratio test fails under a given threshold.

**Lemma 7.** \[ \text{10} \] Proof of Thm. 5] Let \( P \) be a binary-input DMC, and for each output symbol \( y \), define

\[
\ell(y) = \ln \frac{P(y|1)}{P(y|0)},
\]

(70)

to be the log-likelihood ratio between the two conditional distributions. Let \( L_1 \) and \( L_0 \) follow the distribution of \( \ell(Y) \) under \( Y \sim P(\cdot|1) \) and \( Y \sim P(\cdot|0) \) respectively. For all \( s \in (0, 1) \), we have

\[
P(L_0 \geq \mu'_p(s)) \leq \exp[\mu_p(s) - s\mu'_p(s)],
\]

(71)

and

\[
P(L_1 \leq \mu'_p(s)) \leq \exp[\mu_p(s) + (1 - s)\mu'_p(s)].
\]

(72)

We now proceed with the proof of Lemma \[ \text{2} \] First suppose that \( l \) satisfies

\[
\lim_{s \to 0^+} \mu'_p(s) \leq l \leq \lim_{s \to 1^-} \mu'_p(s).
\]

(73)

Then, since \( \mu'_p(s) \) is continuous and non-decreasing \[ \text{10} \], there exists \( t \in [0, 1] \) such that \( l = \mu'_p(t) \), and by \[ \text{71} \] and \[ \text{72} \] (applied to the \( k \)-fold product distribution), we obtain

\[
\ln P(L_0 \geq l) \leq k(\mu_p(t) - t\mu'_p(t)),
\]

(74)

and

\[
\ln P(L_1 \leq l) \leq k(\mu_p(t) + (1 - t)\mu'_p(t)).
\]

(75)

On the other hand, if

\[
l < \lim_{s \to 0^+} \mu'_p(s),
\]

(76)

then we may set \( t = 0 \), and \[ \text{74} \] still holds due to the fact that \( \mu_p(0) = 0 \). In this case, we have

\[
\ln P(L_1 \leq l) \leq \ln P(L_1 \leq \lim_{s \to 0^+} \mu'_p(s)) \leq k\mu'_p(0),
\]

(77)

where (a) follows from fact that \[ \text{75} \] holds when \( l = \mu'_p(t) \). It follows that \[ \text{77} \] also holds here with \( t = 0 \). By a similar argument, if \( l > \lim_{s \to 1^-} \mu'_p(s) \), then we may set \( t = 1 \), and \[ \text{74} \] and \[ \text{75} \] remain valid. Therefore, for every value of \( l \) (possibly \( \pm \infty \)), there exists some \( t \in [0, 1] \) such that equations \[ \text{74} \] and \[ \text{75} \] hold.

Since \( \mu_p \) is convex (see \[ \text{10} \] Thm. 5], \( \mu_p(s) \) is lower bounded by its tangent line approximation at \( t \). This implies

\[
\mu_p(t) + (s - t)\mu'_p(t) \leq \mu_p(s) \leq \mu_{\max},
\]

(78)

which re-arranges to give

\[
(1 - s)(\mu_p(t) - t\mu'_p(t)) \leq \mu_{\max} - s(\mu_p(t) + (1 - t)\mu'_p(t)).
\]

(79)

Multiplying through by \( k > 0 \) and dividing through by \( \mu_{\max} < 0 \), we obtain

\[
\frac{1 - s}{\mu_{\max}} k(\mu_p(t) - t\mu'_p(t)) \geq k - \frac{s}{\mu_{\max}} k(\mu_p(t) + (1 - t)\mu'_p(t)).
\]

(80)

Finally, further upper bounding the left-hand side via \[ \text{74} \] and further lower bounding the right-hand side via \[ \text{75} \], we deduce the desired inequality in \[ \text{52} \].

B. Proof of Lemma \[ \text{3} \] (1-Hop Exponent Without Feedback)

Let \( \bar{x} \) and \( \bar{x}' \) be the two codewords in the 1-hop communication problem without feedback, let \( \bar{y} \) denote the received sequence, and define the \( n \)-letter version of \( \mu \) as

\[
\mu_{n,\gamma}(s) = \ln \sum_{\bar{y}} P(\bar{Y} = \bar{y}|\bar{X} = \bar{x})^{1-s} P(\bar{Y} = \bar{y}|\bar{X} = \bar{x}')^s.
\]

(81)

Using the classical analysis of Shannon, Gallager, and Berlekamp \[ \text{10} \] Thm. 5], (see also Lemma \[ \text{2} \] regarding the case \( P = Q \), the error exponent attained by optimal (maximum-likelihood) decoding is \[ \text{10} \] Thm. 5],

\[
\lim_{n \to \infty} -\frac{1}{n} \min_{s \in [0, 1]} \mu_{n}(s),
\]

(82)

and accordingly, we proceed by analyzing \( \mu_{n}(s) \).

\^The \( \sqrt{\mu'_p(s)} \) term in \[ \text{10} \] Thm. 5] scales as \( O(\sqrt{n}) \) due to the additive property of \( \mu \) for product distributions, and thus, it does not affect the error exponent.
Without loss of optimality, we can assume that \( x \) and \( x' \) differ in every entry. Let \( \beta_P \) be the fraction of uses of \( P \) for which \( x \) takes value 1 (and hence \( x' \) takes value 0), and define \( \beta_Q \) analogously. Then, the additive property of \( \mu \) for product distributions (by taking the logarithm in (10)) gives
\[
\mu_{n,\gamma}(s) = \beta_P \gamma n \mu_P(s) + (1 - \beta_P) \gamma n \mu_P(1 - s) + \beta_Q (1 - \gamma) n \mu_Q(s) + (1 - \beta_Q)(1 - \gamma) n \mu_Q(1 - s),
\]
noting that by the definition of \( \mu_P \), swapping the two inputs amounts to replacing \( s \) by \( 1 - s \).

To further simplify (83), we define
\[
\mu^* = \min_{s \in [0,1]} \max(\mu_P(s), \mu_Q(s)),
\]
and introduce the shorthand
\[
\tilde{\mu}_{n,\gamma}(s) = \gamma n \mu_P(s) + (1 - \gamma) n \mu_Q(s).
\]
We first provide a lemma lower bounding \( \tilde{\mu}_{n,\gamma}(s) \), and then show that \( \tilde{\mu}_{n,\gamma}(s) \) is itself a lower bound on \( \mu_{n,\gamma}(s) \).

**Lemma 8.** There exists a choice of \( \gamma \in [0,1] \) such that for all \( s \in [0,1] \), it holds that \( \tilde{\mu}_{n,\gamma}(s) \geq n \mu^* \).

**Proof.** We split the proof into several cases. Throughout, it should be kept in mind that \( \mu_P(s) \) is a continuous and convex function [10].

**Case 1:** If \( \mu_P(s^*) \geq \mu_Q(s^*) \) and \( \mu_P \) attains its global minimum\(^1\) at \( s^* \), then we can set \( \gamma = 1 \) to get
\[
\tilde{\mu}_{n,\gamma}(s) = n \mu_P(s) \geq n \mu_Q(s^*) = n \mu^*. \tag{87}
\]
A similar argument holds when \( \mu_Q(s^*) \geq \mu_P(s^*) \) and \( \mu_Q \) attains its global minimum at \( s^* \) (setting \( \gamma = 0 \)).

**Case 2:** If \( \mu_P(s^*) > \mu_Q(s^*) \) and \( \mu_P \) does not attain its global minimum at \( s^* \), then we can shift \( s^* \) towards \( P \)'s minimizer to decrease \( \max(\mu_P(s), \mu_Q(s)) \), contradicting the definition of \( s^* \). Hence, this case does not occur. A similar finding applies to the case that \( \mu_Q(s^*) > \mu_P(s^*) \) and \( \mu_Q \) does not attain its global minimum at \( s^* \).

**Case 3:** We claim that the above cases only leave the case that \( \mu_P(s^*) = \mu_Q(s^*) \) and neither \( \mu_P \) nor \( \mu_Q \) attain their global minimum at \( s^* \). To see this, note that if \( \mu_P(s^*) \neq \mu_Q(s^*) \), then the larger one attaining its global minimum would give Case 1, whereas the larger one not attaining its global minimum would give Case 2. Hence, we may assume that \( \mu_P(s^*) = \mu_Q(s^*) \). Then, we can additionally assume that neither \( \mu_P \) nor \( \mu_Q \) attain their global minimum at \( s^* \), since otherwise we would again be in Case 1. We proceed with two further sub-cases.

**Case 3a:** If \( \mu_P'(s^*) \mu_Q'(s^*) > 0 \), then we can shift \( s^* \) by a small amount and decrease \( \max(\mu_P(s), \mu_Q(s)) \), contradicting the fact that \( s^* \) is the minimizer (unless we are at an endpoint of the interval \([0,1]\), in which case one of \( \mu_P \) and \( \mu_Q \) must be a global minimum, again a contradiction). Hence, this sub-case does not occur.

**Case 3b:** If \( \mu_P'(s^*) \mu_Q'(s^*) \leq 0 \), then we choose
\[
\gamma = \frac{\mu_Q'(s^*)}{\mu_P'(s^*)} = 1 - \frac{\mu_P'(s^*)}{\mu_Q'(s^*)}. \tag{88}
\]
The assumption \( \mu_P'(s^*) \mu_Q'(s^*) \leq 0 \) ensures that these quantities both lie in \([0,1]\). Then, taking the derivative in (86), we obtain
\[
\tilde{\mu}_{n,\gamma}(s) = (\gamma n \mu_P(s) + (1 - \gamma) n \mu_Q(s))|_{s=s^*} = 0. \tag{89}
\]
Since \( \tilde{\mu}_{n,\gamma} \) is convex (following from \( \mu_P \) and \( \mu_Q \) being convex), this implies that \( \tilde{\mu}_{n,\gamma} \) must attain its global minimum at \( s = s^* \). In addition, since \( \mu_P(s^*) = \mu_Q(s^*) \), their common value must equal \( \mu^* \), which further implies \( \tilde{\mu}_{n,\gamma}(s) \geq n \cdot \mu^* \).

We now relate \( \mu_{n,\gamma}(s) \) to \( \tilde{\mu}_{n,\gamma}(s) \). Recall from Assumption 1 that \( \mu_{n,\gamma}(s) \leq \mu_P(1 - s) \) and \( \mu_Q(s) \leq \mu_Q(1 - s) \). If \( s \in \left[0, \frac{1}{2} \right] \), then substituting these into (83) gives
\[
\mu_{n,\gamma}(s) \geq \tilde{\mu}_{n,\gamma}(s). \tag{90}
\]
On the other hand, if \( s \in \left[\frac{1}{2}, 1 \right] \), then Assumption 1 gives \( \mu_{n,\gamma}(s) \geq \tilde{\mu}_{n,\gamma}(1 - s) \), and substitution into (85) gives
\[
\mu_{n,\gamma}(s) \geq \tilde{\mu}_{n,\gamma}(1 - s). \tag{91}
\]
Combining these two cases, we have for all \( s \in [0,1] \) that \( \mu_{n,\gamma}(s) \geq \tilde{\mu}_{n,\gamma}(s^*) \) for one of the two choices \( s^* \in \{s, 1 - s\} \), and hence, Lemma 8 implies there exists \( \gamma \in [0,1] \) such that
\[
\min_{s \in [0,1]} \mu_{n,\gamma}(s) \geq n \mu^*. \tag{92}
\]
In view of the fact that (82) is the optimal error exponent, we have shown that there always exists \( \gamma \in [0,1] \) such that the error exponent is upper bounded by \( -\mu^* \).

To complete the proof, we also need to show that for all \( \gamma \in [0,1] \), there exist choices of the codewords and \( s \in [0,1] \) such that \( \mu_{n,\gamma}(s) \leq n \mu^* \). This is much simpler, following directly by setting \( \beta_P = \beta_Q = 1 \) (i.e., choosing the all-zeros and all-ones codewords) in (83), setting \( s = s^* \), upper bounding both \( \mu_P(s^*) \) and \( \mu_Q(s^*) \) by \( \mu^* \).

**C. A Case Where Feedback Increases the 1-Hop Exponent**

Let \( P \) be a BSC with crossover probability \( p \in (0, \frac{1}{2}) \), and let \( Q \) be a reverse Z-channel (RZ-channel for short) with \( Q(1|1) = 1 \) and \( Q(1|0) = q \in (0,1) \). Note that Assumption 1 holds for these channels, as discussed just above Lemma 3.

Consider the following communication strategy with partial feedback:

- Repeatedly input \( \Theta \) to the BSC in the first \( \gamma n \) channel uses.
- After observing the feedback, if more than half the BSC bits are flipped, send the all-0s sequence over the RZ-Channel in \((1 - \gamma)n\) uses, and otherwise send the all-1s sequence.

At the decoder, an initial estimate \( \hat{\Theta} \) is formed based on maximum-likelihood decoding (i.e., a majority vote) on the \( \gamma n \)

\(^1\) Here “global minimum” is meant with respect to the restricted domain \( s \in [0,1] \).

received BSC symbols. Then, after receiving the RZ-channel output, the decision is reversed (i.e., $\hat{\Theta} = 1 - \hat{\Theta}$) if any 0s are observed among the $(1 - \gamma)n$ received symbols; otherwise, the decision is kept (i.e., $\hat{\Theta} = \hat{\Theta}$). Essentially, the Z-channel uses are used to tell the decoder whether the initial decision should be changed or not.

If the initial decision $\hat{\Theta}$ is correct, then the final decision is correct with conditional probability one, since the all-0s sequence is received noiselessly. On the other hand, if the initial decision is incorrect, then the probability that it fails to be reversed is $q^{(1-\gamma)n}$. Hence, an error only occurs if both steps fail, and the overall error exponent $E$ of this strategy is given by

$$E = \gamma E_{\text{BSC}} + (1 - \gamma) \ln \frac{1}{q},$$

where $E_{\text{BSC}} = D\left(\frac{1}{2} \parallel p\right) = \frac{1}{2} \ln \left(\frac{1}{4p(1-p)}\right)$ is the optimal error exponent for transmitting two messages over a BSC (see [3]).

In Figure 5, we compare the exponent in (93) to that without feedback (Lemma 3), setting $p = 0.2$ and $q = 0.8$, which turns out to make the optimal exponents of $P$ and $Q$ identical. In this example, we see that feedback strictly increases the exponent for all $\gamma \in (0, 1)$. Intuitively, the improvement comes from being able to “reverse” initial “bad events” to turn them into good events, which is not possible in the absence of feedback.

D. Proof of Lemma 6 (Tightness for Symmetric $Q$)

Throughout the proof, we let $\mathbb{P}(\bar{y}|0)$ be a shorthand for $\mathbb{P}(\bar{Y} = \bar{y}|\Theta = 0)$, and similarly for $\mathbb{P}(\bar{y}|1)$ and other analogous quantities.

We make use of Theorem 3 and accordingly consider a (feedback) communication scenario with $\gamma n$ uses of $P$ and $(1 - \gamma)n$ uses of $Q$. Since we assume $\Theta$ to be equiprobable on $\{0, 1\}$, the optimal decoding rule given a received sequence $\bar{y}$ is to set $\hat{\Theta} = 1$ if $\mathbb{P}(\bar{Y} = \bar{y}|\Theta = 1) > \mathbb{P}(\bar{Y} = \bar{y}|\Theta = 0)$, and $\hat{\Theta} = 0$ otherwise. Under this optimal rule, the error probability $P_e = \mathbb{P}(\hat{\Theta} \neq \Theta)$ is given by \[10, \text{Eq. (3.2)}\]

$$P_e = \frac{1}{2} \sum_{\bar{y}} \min(\mathbb{P}(\bar{y}|0), \mathbb{P}(\bar{y}|1)).$$

We momentarily consider the case that there is no feedback, in which we can simply define $\bar{x}$ and $\bar{x}'$ to be the two length-$n$ codewords (one per message), and choose these codewords to minimize the error probability, yielding

$$P_e^{\text{no-fb}} = \frac{1}{2} \min_{\bar{x},\bar{x}'} \sum_{\bar{y}} \min(\mathbb{P}(\bar{y}|\bar{x}), \mathbb{P}(\bar{y}|\bar{x}')).$$

Since this expression is still exactly equal to smallest possible error probability, its corresponding exponent is $E_1(P, Q, \gamma)$, defined analogously to $E_2(P, Q, \gamma)$ but without feedback.

In the two-round setting with feedback considered in Theorem 3 slightly more care is needed. We proceed by explicitly splitting up the codeword and received sequence as $\bar{x} = (\bar{x}_P, \bar{x}_Q)$ and $\bar{y} = (\bar{y}_P, \bar{y}_Q)$, and writing the following for $\theta \in \{0, 1\}$:

$$\mathbb{P}(\bar{y}|\theta) = P^{\gamma n}(\bar{y}_P|\bar{x}_P(\theta))Q^{(1-\gamma)n}(\bar{y}_Q|\bar{x}_Q(\bar{y}_P, \theta)),$$

where $\bar{x}_Q(\bar{y}_P, \theta)$ explicitly writes $\bar{x}_Q$ as a function of $\bar{y}_P$ and $\theta$, and similarly for $\bar{x}_P = \bar{x}_P(\theta)$. Substituting into (94), we obtain

$$P_e = \frac{1}{2} \sum_{\bar{y}_P,\bar{y}_Q} \min \left( P^{\gamma n}(\bar{y}_P|\bar{x}_P(0))Q^{(1-\gamma)n}(\bar{y}_Q|\bar{x}_Q(\bar{y}_P, 0)), \right.$$

$$P^{\gamma n}(\bar{y}_P|\bar{x}_P(1))Q^{(1-\gamma)n}(\bar{y}_Q|\bar{x}_Q(\bar{y}_P, 1)) \bigg)$$

$$\geq \frac{1}{2} \sum_{\bar{x}_P} \sum_{\bar{y}_P,\bar{y}_Q} \min \left( P^{\gamma n}(\bar{y}_P|\bar{x}_P)Q^{(1-\gamma)n}(\bar{y}_Q|\bar{x}_Q), \right.$$ 

$$P^{\gamma n}(\bar{y}_P|\bar{x}_P')Q^{(1-\gamma)n}(\bar{y}_Q|\bar{x}_Q'). \bigg)$$

We now observe that this expression coincides with the non-feedback case given in (95), except that the minimum over $(\bar{x}_Q, \bar{x}_Q')$ comes after the summation over $\bar{y}_P$ (since the former is allowed to depend on the latter).

While this ordering can be significant in general, we now show that it has no effect when $Q$ is a BSC. Without loss of optimality, we can assume that $\bar{x}_Q$ and $\bar{x}_Q'$ differ in every entry, since any entries that coincide would be independent of $\Theta$ (at least conditionally given $\bar{y}_P$) and reveal no information (or viewed differently, could be simulated at the decoder). However, when $Q$ is a BSC, its symmetry implies that any quantity of the form

$$\sum_{\bar{y}_Q} \min(aQ^{(1-\gamma)n}(\bar{y}_Q|\bar{x}_Q), bQ^{(1-\gamma)n}(\bar{y}_Q|\bar{x}_Q'))$$

(with constants $a$ and $b$) is identical for all such $(\bar{x}_Q, \bar{x}_Q')$ pairs; the precise choice only amounts to re-ordering terms in the summation over $\bar{y}_Q$. It follows that interchanging the order of $\sum_{\bar{y}_P}$ and $\min_{\bar{x}_Q,\bar{x}_Q'}$ in (98) has no impact, and we recover the non-feedback expression (95), whose error exponent is defined to be $E_1(P, Q, \gamma)$.

It only remains to show that the error exponent $E_1(P, Q, \gamma)$ is no higher than the learning rate in (45). To show this, we...
re-use some of the findings from Appendix B. In particular, the error exponent is still given by (82), and $\mu_n(\gamma)$ still satisfies (83), assuming without loss of optimality that the two codewords $\bar{x}$ and $\bar{x}'$ differ in every entry.

For any fixed $s$, we can make $\mu_n(\gamma)$ in (83) smaller or equal by choosing both $\beta_P$ and $\beta_Q$ to be either zero or one (e.g., if $\mu_P(s) < \mu_P(1-s)$ then we set $\beta_P = 1$). That is, without loss of optimality, every input to $P$ is identical, and every input to $Q$ is identical. Assuming without loss of generality that $\beta_P = 1$, and noting that the symmetry of the BSC implies $\mu_Q(s) = \mu_Q(1-s)$, it follows that we can simplify (83) to

$$\mu_n(\gamma) = \gamma n \mu_P(s) + (1-\gamma)n \mu_Q(s).$$

This precisely coincides with the quantity $\hat{\mu}_n(\gamma)$ introduced in (86), and hence, we can directly apply Lemma 8 to obtain $\mu_n(\gamma) \geq n \mu^*$ for some $\gamma \in [0,1]$ and all $s \in [0,1]$, where $\mu^*$ is defined in (84). Since $\mu^*$ coincides with (45), this completes the proof.

E. Proof of Corollary 2 (Strict Improvement in the Converse)

To see that the converse in Theorem 3 can strictly improve on the trivial one in (67), we re-use the example shown in Figure 5 in Appendix B, but with $P$ and $Q$ interchanged (i.e., $P$ is a reverse Z-channel with parameter $0.8$, and $Q$ is a BSC with parameter 0.2). In this case, it is straightforward to show that the “No Feedback” curve in Figure 5 is simply flipped with respect to the mid-point $\gamma = \frac{1}{2}$, and in particular, all values of $\gamma \in (0,1)$ still give a strictly smaller exponent than the endpoints $\gamma = 0$ and $\gamma = 1$.

The key difference due to interchanging $P$ and $Q$ is that in view of the above proof of Lemma 6 the feedback no longer helps, and hence, the same curve just discussed serves as a valid converse even with the single round of feedback. Hence, by Theorem 3 and the fact the simple converse in (67) corresponds to taking the better of $\gamma = 0$ and $\gamma = 1$, we conclude that a strict improvement has indeed been shown.

While the reliance of the preceding proof on a numerical evaluation can be circumvented, we omit such an approach, since we believe that this example has no ambiguity with respect to potential numerical issues.

F. Proof of Theorem 4 (Converse for General Block-Structured Protocols)

We first consider a single block. Letting $Y$ denote the $k$ symbols received by the teacher, $X$ denote the $k$ transmitted bits, and $W$ denote the block received by the student (here we omit the vector notation $\hat{\gamma}$ to lighten the exposition), we have the Markov chain $\Theta \rightarrow Y \rightarrow X \rightarrow W$.

We begin with an inequality on mixture distributions (cf., Definition 1). Let $A$ and $B$ be probability distributions, and suppose $A$ follows a mixture distribution described by $[p_1, A_1; \ldots; p_k, A_k]$. Then, observe that

$$\rho(A, B, s) = \sum_x \left( \sum_{i=1}^m p_i P(A_i = x) \right)^{1-s} P(B = x)^s$$

Thus, we can directly apply Lemma 8 in Appendix B, and

$$\mu_Q(s) = \mu_Q(1-s).$$

This follows since (102) applies Jensen’s inequality to the concave function $f(z) = z^{1-s}$ ($s \in [0,1]$), and (103) lower bounds the average by the minimum. The same argument applies when $A$ is fixed and $B$ is a mixture.

For convenience, define $\mu(A, B, s) = \ln \rho(A, B, s)$. Considering two length-$k$ sequences $\bar{x}, \bar{x}'$, by the additive property of $\mu$ (i.e., multiplicative property of $\rho$) for product distributions, the corresponding conditional distributions for $W$ satisfy

$$\mu(P_{W|\bar{x}=\bar{x}'}, P_{X|\bar{x}=\bar{x}'}, s) \geq k_1 \mu_Q(s) + k_2 \mu_Q(1-s),$$

where $k_1$ is the number of indices where $\bar{x}$ is zero and $\bar{x}'$ is one, and vice versa for $k_2$.

Supposing first that $s \in [0, \frac{1}{2}]$, we can use the assumption $\mu_Q(s) \leq \mu_Q(1-s)$ from Assumption 1 and weaken (104) to

$$\mu(P_{W|\bar{x}=\bar{x}'}, P_{X|\bar{x}=\bar{x}'}, s) \geq k \mu_Q(s)$$

since $k_1 + k_2 \leq k$. Observe that (105) gives a lower bound that holds uniformly with respect to $\bar{x}, \bar{x}'$. Then, using the property (103) and the fact that $P_{W|\Theta = 0}$ and $P_{W|\Theta = 1}$ are mixture distributions mixed by $X$, we see that $\mu(Q)$ implies (for $s \in [0, \frac{1}{2}]$) that

$$\mu(P_{W|\Theta = 0}, P_{W|\Theta = 1}, s) \geq k \mu_Q(s).$$

This gives us a $Q$-dependent lower bound, and the $P$-dependent lower bound turns out to be simpler: Using the Markov chain $\Theta \rightarrow Y \rightarrow X$, along with the data processing inequality for $\mu(\gamma, s)^8$ we have

$$\mu(P_{W|\Theta = 0}, P_{W|\Theta = 1}, s) \geq \mu(P_{Y|\Theta = 0}, P_{Y|\Theta = 1}, s) = k \mu_P(s).$$

Combining the lower bounds, we have for all $s \in [0, \frac{1}{2}]$ that

$$\mu(P_{W|\Theta = 0}, P_{W|\Theta = 1}, s) \geq k \max(\mu_P(s), \mu_Q(s)).$$

If $s \in [\frac{1}{2}, 1]$, then Assumption 1 gives $\mu(s) \geq \mu(1-s)$, and the analog of (106) is

$$\mu(P_{W|\Theta = 0}, P_{W|\Theta = 1}, s) \geq \mu_Q(1-s).$$

Since (107) holds for all $s \in [0,1]$, it follows that for any $s \in [\frac{1}{2}, 1]$, we have

$$\mu(P_{W|\Theta = 0}, P_{W|\Theta = 1}, s) \geq k \max(\mu_P(1-s), \mu_Q(1-s)),$$

\[8\] The data processing inequality for $\mu$ is equivalent to that for Rényi divergence, defined as $D_\alpha(P|Q) = \frac{1}{1-\alpha} \ln \sum_x P(x)^\alpha Q(x)^{1-\alpha}$. For the data processing inequality for Rényi divergence, see for example [12, Example 2].
Combining the cases $s \in [0, \frac{1}{2}]$ and $s \in [\frac{1}{2}, 1]$, we deduce that

$$\min_{s \in [0,1]} \mu(P_{\hat{W}|\Theta=0}, P_{\hat{W}|\Theta=1}, s) \geq \min_{s \in [0, \frac{1}{2}]} k \max_{s \in [0, \frac{1}{2}]} (\mu_P(s), \mu_Q(s)).$$

(111)

Having studied a single block, we are now in a position to study the overall combination of $\frac{n}{k} - 1$ blocks, defining the $n$-letter version of $\mu$ as

$$\mu_n(s) = \ln \sum_{\tilde{z}} P(\tilde{Z} = \tilde{z} | \Theta = 0) 1^{-s} P(\tilde{Z} = \tilde{z} | \Theta = 1)^s,$$

(112)

where $\tilde{Z}$ is the entire length-$n$ sequence received by the student. Assuming momentarily that the teacher employs an identical strategy within each block, the additive property of $\mu$ for product distributions (arising from $P$ and $Q$ being memoryless) gives

$$\mu_n(s) = \left( \frac{n}{k} - 1 \right) \mu(P_{\hat{W}|\Theta=0}, P_{\hat{W}|\Theta=1}, s),$$

and substituting (111) gives

$$\min_{s \in [0,1]} \mu_n(s) \geq \min_{s \in [0, \frac{1}{2}]} (n - k) \max_{s \in [0, \frac{1}{2}]} (\mu_P(s), \mu_Q(s)).$$

(114)

In fact, this lower bound holds even if the teacher applies a different strategy between blocks, since we showed that (111) holds regardless of the strategy used within the block.

Letting $s^* = \arg \min_{s \in [0,1]} \mu_n(s)$, we have from [10] Thm. 5] (a more general form of Lemma 2) that, for any decoding rule employed by the student, the error probability is lower bounded by

$$P(\hat{\Theta} \neq \Theta) \geq \frac{1}{8} \exp(\mu_n(s^*) - \sqrt{2 \mu''_n(s^*)}),$$

(115)

where $\mu''_n(s)$ denotes the second derivative when $s \in (0,1)$, and the appropriate limiting value when $s \in \{0,1\}$. Again using the additive property of $\mu$, the following holds if the teacher employs the same per-block strategy in each block:

$$\mu''_n(s) = \left( \frac{n}{k} - 1 \right) \mu''(P_{\hat{W}|\Theta=0}, P_{\hat{W}|\Theta=1}, s).$$

(116)

Once again, our analysis also extends immediately to the case of varying per-block strategies.

In Lemma 9 below, we show that $\mu''(P_{\hat{W}|\Theta=0}, P_{\hat{W}|\Theta=1}, s) = O(k^2)$, and substitution into (116) gives $\mu''_n(s) = O(nk)$. The assumption $k = o(n)$ then yields $\mu''_n(s) = o(n^2)$, or $\sqrt{\mu''_n(s)} = o(n)$. Substituting this scaling into (115), applying (114), and taking suitable limits, we obtain

$$\limsup_{n \to \infty} -\frac{1}{n} \ln P(\Theta \neq \Theta) \leq - \min_{s \in [0, \frac{1}{2}]} \max (\mu_P(s), \mu_Q(s)).$$

(117)

We deduce Theorem 2 by further upper bounding the right-hand side by expanding the minimum from $[0, \frac{1}{2}]$ to $[0,1]$; [117] additionally reveals that further restricting $s \in [0, \frac{1}{2}]$ is without loss of optimality, which is unsurprising given Assumption 1.

It only remains to show the following.

9The first block received by the student does not depend on $\Theta$, and provides no distinguishing power.

**Lemma 9.** For any fixed $P$ and $Q$, and any $s \in [0,1]$, it holds that $\mu''(P_{\hat{W}|\Theta=0}, P_{\hat{W}|\Theta=1}, s) = O(k^2)$.

**Proof.** To reduce notation, define $P_0 = P_{\hat{W}|\Theta=0}$ and $P_1 = P_{\hat{W}|\Theta=1}$. It is shown in [10] p. 85 that $\mu''$ can be written as the variance of a log-likelihood ratio:

$$\mu''(P_0, P_1, s) = \text{Var} \left[ \frac{P_1(\hat{W})}{P_0(\hat{W})} \right],$$

(118)

where $\hat{W}$ is distributed according to the following “tilted” distribution when $s \in (0,1)$:

$$P(\tilde{w}) = \frac{P_0(\tilde{w})^{1-s} P_1(\tilde{w})^s}{\sum_{\tilde{w}'} P_0(\tilde{w}')^{1-s} P_1(\tilde{w}')^s}.$$ 

(119)

In addition, when $s$ equals an endpoint (i.e., 0 or 1), we can use the same expression for $P$, except that $\tilde{w}$ must be restricted to satisfy both $P_0(\tilde{w}) > 0$ and $P_1(\tilde{w}) > 0$ (with $P(\tilde{w}) = 0$ otherwise) [10].

We upper bound the variance by the second moment, i.e., $\mathbb{E} \left[ (\log \frac{P_1(\tilde{W})}{P_0(\tilde{W})})^2 \right]$, and proceed by further upper bounding the latter. By the definition of $P$, any $\tilde{w}$ such that $P_0(\tilde{w}) = 0$ or $P_1(\tilde{w}) = 0$ does not contribute to the second moment. On the other hand, for $\theta \in \{0,1\}$, if $P_0(\tilde{w}) \neq 0$, then we have

$$P_0(\tilde{w}) = \sum_{\tilde{w}'} P^k(\tilde{y}) Q^k(\tilde{w}'|\tilde{x}(\tilde{y})) \geq P^k_{\min} Q^k_{\min},$$

(120)

(121)

where $P^k$ is the $k$-fold product of $P$ (and similarly for $Q^k$), $\tilde{x}(\tilde{y})$ is the transmitted $\tilde{X}$ sequence when the teacher receives $\tilde{y}$, and $P_{\min}, Q_{\min}$ are the smallest non-zero transition probabilities of $P$ and $Q$. It follows that each non-zero $P_0(\tilde{w})$ is bounded between $P^k_{\min} Q^k_{\min}$ and 1, which implies that $\log P_0(\tilde{w}) = O(k)$, and hence $\mathbb{E} \left[ (\log \frac{P_1(\tilde{W})}{P_0(\tilde{W})})^2 \right] = O(k^2)$.
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