Efficient Prediction of Missed Clinical Appointment Using Machine Learning
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Abstract

Public health and its related facilities are crucial for thriving cities and societies. The optimum utilization of health resources saves money and time, but above all, it saves precious lives. It has become even more evident in the present as the pandemic has overstretched the existing medical resources. Specific to patient appointment scheduling, the casual attitude of missing medical appointments (no-show-ups) may cause severe damage to a patient’s health. In this paper, with the help of machine learning, we analyze six million plus patient appointment records to predict a patient’s behaviors/characteristics by using ten different machine learning algorithms. For this purpose, we first extracted meaningful features from raw data using data cleaning. We applied Synthetic Minority Oversampling Technique (SMOTE), Adaptive Synthetic Sampling Method (Adasyn), and random undersampling (RUS) to balance our data. After balancing, we applied ten different machine learning algorithms, namely, random forest classifier, decision tree, logistic regression, XG Boost, gradient boosting, Adaboost Classifier, Naive Bayes, stochastic gradient descent, multilayer perceptron, and Support Vector Machine. We analyzed these results with the help of six different metrics, i.e., recall, accuracy, precision, F1-score, area under the curve, and mean square error. Our study has achieved 94% recall, 86% accuracy, 83% precision, 87% F1-score, 92% area under the curve, and 0.106 minimum mean square error. Effectiveness of presented data cleaning and feature selection is confirmed by better results in all training algorithms. Notably, recall is greater than 75%, accuracy is greater than 73%, F1-score is more significant than 75%, MSE is lesser than 0.26, and AUC is greater than 74%. The research shows that instead of individual features, combining different features helps make better predictions of a patient’s appointment status.

1. Introduction

During the COVID-19 pandemic, the world has experienced that the care of critical patients is most strenuous for the health system. Governments have opted for full long-term lockdowns as preventive measures to keep the numbers of urgent care patients low. There are many reasons due to which a patient may reach such a critical state. One of which is not following up with the Primary Care Provider (PCP). The complete treatment of any disease or health issue requires proper treatment and multiple patient visits to PCP. So, PCP needs to plan policies that will provide appropriate alerts/notifications to the patients in a difficult situation and failing to follow up. Mostly, socio and financial
challenges lead the patient to miss appointments. Based on the medical specialist review [1], missing appointments cause much more damage than just revenue generation. It affects the care of a patient, patient satisfaction, staff, and overall medical resource utilization. The resource includes valuable time, arrangement of environment for surgery, or any special care suggested to the patient.

Research shows that lowering the rate of missed appointments can improve clinical efficiency and utilization, reduce waste, improve provider satisfaction, and lead to better health outcomes for patients [2]. In this research, we worked on over 6 million records of data. We performed different analyses over it to extract previously unknown and hidden causes and relationships between unique attributes of the patient that lead them not to show up in follow-up appointments. We analyzed unique attributes of patients and applied different algorithms to extract useful features for our analysis. Data we receive at first was not in analyzable form. Using data stored in Electronic Healthcare Record (EHR) systems, we got over six million records that we used in our research to predict which type of patient will miss follow-up appointments (termed as no-show-up appointment in the rest of the article).

Data used for analysis is obtained from thirty-five PCP systems. As per ethics and privacy issues, we have followed guidelines set out under the Health Insurance Portability and Accountability Act (HIPAA), amended by the Health Information Technology for Economic and Clinical Health (HITECH) and Omnibus Final Rule. Therefore, we will only discuss aggregated statistics in the rest of the paper. Protected Health Information (PHI) attributes that create any privacy issue are discarded from feature lists like medical record numbers, patient names, addresses, contact details, and language. The investigated algorithms will take some PHI as inputs to create a useful feature like date of birth to age and then to age range. But outputs and metrics used to optimize and score the algorithms do not use any PHI directly that can cause privacy protection issues.

The motivation of this research is to help healthcare providers make policies so they can find outpatients having a higher risk of chronic disease and having a higher probability of missing their appointments. With the help of this analysis, hospital administration can formulate ways and policies to support the patient in the follow-up of their appointments. Using knowledge of this analysis, the hospital can optimize the utilization of resources, including highly qualified doctors and hospital rooms. Another focus of our research is finding the seasonality/trends of appointments. With the help of this information, hospitals and other healthcare centers can make a necessary plan for seasons having a large number of appointments. Thus, resource utilization can be improved by utilizing our analysis.

In this paper, Section 2 refers to the related work in the field of machine learning, in particular, to no-show-up appointment analysis. In Section 3, we have discussed our technique and process of preparing data for analysis. Then, we discussed methods we applied for predicting missed appointments. In Section 4, we presented the results that we obtain by using the mentioned algorithms. Section 5 discusses our results by comparing them with existing studies and explaining how our analysis adds value to the field. Section 6 is the conclusion of our work.

The construction of a good ML model is more of an art than a science. Each model has its features, strengths, and applications. It is essential to distinguish the performance of each model on some standard criteria. In ML, we have four different types of metrics to evaluate the performance of a model: (1) threshold type of discriminator metrics, (2) mean square error (MSE) [3], (3) area under ROC curve (AUC) [4], and (4) hybrid discriminator metric. Davis et al. well-drawn detailed comparison of evaluation metrics [5]. It is found that the most commonly used metrics are threshold-type discriminator metrics. Among these, accuracy is considered the most critical measure. But one of the main limitations of accuracy is that it produces less distinctive and less discriminable values [6, 7]. If data classes are imbalanced, an attempt made to analyze data may achieve better accuracy. But that accuracy is not helpful as other metrics like recall, precision, and F1-score values are very low due to poor discrimination of data as mentioned in papers [6, 7]. Therefore, we need the help of different techniques to balance data classes so all metrics give a better result.

Furthermore, it is also powerless in terms of informativeness [8] and less favorable toward minority class instances [8–12]. Informativeness is a characteristic that helps to discriminate how good or bad (informative and noninformative) a solution is. Being less favorable to the minority is a big flaw of accuracy. Solely based on accuracy, one cannot infer that a solution is good or bad. A combination of accuracy with other metrics can give a better understanding of the efficiency of the solution. Other useful features are precision, recall, F1-score, sensitivity (sn), and specificity (sp). While accuracy and recall have a relationship between them [13], by improving one metric, the other is also affected. MSE is used in Supervised Learning Vector Quantization (LVQ) to measure classification performance [14]. AUC is one of the most popular ranking type metrics. The most beneficial characteristic of these metrics is the overall ranking of the performance of the classifier in the multiclass problem [15]. A hybrid discriminator metric is a combination of different threshold type discriminator metrics. Optimized precision [11] and optimized accuracy with recall and precision [16] fall under hybrid metrics. These are evaluation metric criteria based on which solution will be evaluated later in this paper.

While dealing with data, one of the crucial tasks is to deal with imbalance classes of data. Data balancing techniques are used to manipulate data, to have an equal number of records in each class for analysis. For this purpose, the Synthetic Minority Oversampling Technique (SMOTE) algorithm generates excellent results. Using the SMOTE algorithm, the minority class is oversampled by taking each minority class sample and introducing synthetic examples along the line segments joining any/all of the K-nearest neighbors [17]. In the case of the imbalance class, improved accuracy can be obtained. But recall and other metrics will show very low values. This indicates poor discrimination.
in data. The SMOTE algorithm improves results by balancing minority classes. But relying on balanced data using one technique may also lead us toward biased analysis due to the inherent nature of the algorithm. For instance, SMOTE does not handle datasets with all nominal features but handle mixed datasets of continuous and nominal features. Therefore, its different variations are proposed. To cope up with these issues, we choose two other techniques Adasyn and RUS. So that we can compare differently balanced data rather than relying on a single technique dataset.

2. Related Work

At present, there is a scarcity of studies addressing the prediction of no-show-up appointments. Most papers describe the use of one parametric model, for instance, the use of ordinary least square to predict on a given day how many no-show-up appointments will occur. Logistic regression for binary classification is used to predict appointment misses of the patient. Most studies use very few features and apply limited analysis. Few studies developed regression models to predict appointment nonadherence. Some retrospective studies also worked on predicting no-show-up appointments. But that applies to a small dataset of few thousand records.

The most relevant analysis can be seen in the paper of Denney et al. In this paper, the authors predicted no-show appointments using machine learning algorithms, as the article focused on the effects of missed appointments on revenue, which is a practical application of missed appointment analysis. For this purpose, they focused on the income class category for analysis, which is a significant concern in no-show-up. In this analysis, they used data in millions. They applied analysis of 10 algorithms Adaboost, logistic regression, Support Vector Machine (SVM), Naive Bayes, stochastic gradient descent, multilayer perceptron, and Support Vector Machine. Table 1 shows the critical contributions of our work in comparison to other existing studies.

Another paper by AlMuhaideb et al. shows an analysis of no-show appointments through artificial intelligence. In this paper, the authors use a dataset of over a million records. They build predictive models with machine learning algorithm JRip and Hoeffding tree algorithm. In data, used is provided by their national health center of authors’ country. Five algorithms, random forest, gradient boosting, logistic regression, SVM, and multilayer perceptron, were used. We have adopted the same algorithms as. We further analyzed our results on five different metrics for better evaluation. Mentioned research helps us to identify some of the essential factors to predict the no-show appointments. Mohammadi et al. collected electronic health record (EHR) data and appointment data, including patient, provider, and clinical visit characteristics, over three years. It applied logistic regression, artificial neural network, and Naive Bayes’ classifier models to predict missed appointments.

Our work has analyzed similar models with extended five different metrics for better evaluation of the performance model. We have identified important factors to predict the no-show appointments. To get any ML model to work well, good feature selection and better algorithm parameters to create a model are vital tasks. The following are the contributions of our research work:

(i) Extraction of meaningful attributes based upon entropy and information gain of features

(ii) Analysis and comparison of the performance of three different balancing techniques: SMOTE, Adasyn, and RUS

(iii) Application of ten ML models, namely, random forest classifier, decision tree, logistic regression, XG Boost, gradient boosting, Adaboost Classifier, Naive Bayes, stochastic gradient descent, multilayer perceptron, and Support Vector Machine

(iv) Evaluation of results based on six metrics, i.e., recall, accuracy, precision, F1-score, area under the curve, and minimum mean square error

By considering only recall, the random forest classifier gives us a maximum score. By considering other metrics, the decision tree algorithm gives better results by comparing all balancing techniques.

3. Technique and Method Used

In this paper, the data contains about six million records. In raw format, these records are straightforward entries by EHR. From this dataset, features are extracted for analysis using recommended approaches to machine learning. Steps used for analysis are mentioned in the following subsections.

3.1. Data Acquisition and Feature Generation. Data obtained for this research is in the transactional form of the SQL Database. Required data is present in different SQL tables. It is separated and dumped into csv file for further analysis. There are two types of appointments that are present in available data. The first one is the closed type, which means the patient appeared in front of PCP and the appointment has been completed by providing any prescription or treatment. The second type is the canceled one, either appointment has been canceled by proper informing to PCPs or it may contain no-show-up data. The difference between canceled and no-show-up is made upon the canceled reason feature. Appointments having a reason for no performance up are considered for our analysis, while the other is kept in the category of show-up even if canceled.

As mentioned earlier, only aggregated PHI data is used for analysis. Initial data is not directly useful for analysis; however, meaningful features are generated from this raw data using feature generations, like the feature of age range which is created with the help of date of birth. Similarly, the appointment season feature is obtained with the help of the appointment date characteristic. Individual features like appointment creation date are relevant for analysis.
But by combining these, a better feature is obtained like the difference between the date of appointment and creation date giving us an appointment to create the difference. This information helps us to predict that if a difference of appointment is that more than 2 months, the patient is less likely to show up for an appointment. These are just examples; numerous features can be generated using the synthetic generation of features [35]. In Table 2, we provided a list of all useful features that are either individual or formed by a combination of attributes.

By generating many features, there is a need to select the most relevant features useful for predicting no-show-up predictions. For this purpose, we used information gain [36]. It is a useful technique to predict the relevancy of data as it is adopted by many researchers [37–39]. Based upon the information, the characteristic sequence of relevant features is given in Table 3. Table 3 depicts the procedure type feature, which tells us the type of procedure, e.g., angiogram fistula and clinic office visit. There are about 30 plus different types of races available in our data, which contribute better to analysis. Civil status tells about the marital status of the patient. Attribute appointment creating a difference (number of days between the creation of appointment and the actual date of appointment) has a significant influence on predictions. But that attribute was given in the number of days which our models do not readily support. We divided description categories: 1 week, 2 weeks, 3 weeks, 1 month, 2 months, 3 months, 4 months, 5 months, 6 months, 7 months, 8 months, 9 months, 10 months, 11 months, 1 year, 2 years, 3 years, 4 years, and 5 years. The age range feature is also formed by seven categories of patients, which are below 17, 18 to 29, 30 to 39, 40 to 49, 50 to 59, 60 to 69, and 70 onward. The feature appointment season is created by finding months in which appointment has been made. In the current scenario, it is kept from January to December. Sex attribute tells whether the patient is male, female, or unknown. By checking information gain, it is observed that this feature contributes to prediction at a very low level. In the dataset, the oldest appointment date is 10/10/2007, and the latest appointment is of date 02/28/2022. Future appointments are also present in the system whose appointment status is pending. For the current analysis, pending status appointments are ignored.

3.2. Data Cleaning. The original data had many empty values and required filtering. Empty values in each feature are analyzed carefully. Available data have some empty values in canceled appointments. But data had an additional modified date feature. The modified date is change in appointment date, which also indicates no-show-up. Once an appointment has been canceled, no further changes can be made to that appointment. So, those empty values are filled with the modified date.

Data used for analysis is obtained by a different source of software. Some of them explicitly store cancel date along with the reason. Some of them just store cancel reason. For the second case, the last modified date is the one for which the modified date is considered a canceled date, because once an appointment is canceled, no further action is performed on that one. So in these cases, the cancel date was extracted from reason and modified date. Some features have no entries and lack reference to any other attribute. Therefore, these entries were discarded. The civil status attribute also has almost five to six different types of values which are not on large counts. These are converted into three different kinds of categories alone, couple, and unknown. In the alone category, single people, divorced, or widowed are kept. While in the couple category, married people are held for analysis. The third category is maintained for those whose civil status is unknown or not mentioned in the record. Table 3 depicts the useful features acquired after proper cleaning. These features helped us to predict better results for the no-show-up final result.

3.3. Data Exploration. Before applying models to data for analysis, it is required to explore data in detail to evaluate better results obtained by analysis. Data exploration’s first task is to determine how many records we have for show or no-show-up appointments from our data. A clear comparison of the show and no-show-up data can be observed in Figure 1, which shows show and no-show appointments on the x-axis and appointment count on the y-axis.

Figure 2 illustrates the comparison of patients’ appointments with respect to age. Similarly, Figure 3 shows the gender-wise distribution of show and no-show-up appointments. Table 2 depicts the most relevant feature, procedure type, other than age and gender. The pie chart in Figure 4

| Table 1: Comparison to existing research. |
|------------------------------------------|
| Studies               | Data   | Algorithm               | Evaluation method | Performance      |
|-----------------------|--------|-------------------------|-------------------|------------------|
| Denney et al. [23]     | 7 million | Ada, LR, SVM, NB, SGD, ET, DT, XG, RF | Average recall   | 68% recall       |
| ALMuhaidib et al. [29] | 1.1 million | JRip, Hoefding trees, LR, MP, NB | Accuracy, AUC   | 77.13% accuracy, 0.86 AUC |
| Mohammadi et al. [30]  | 74 thousand | LR, MP, NB              | Accuracy, AUC    | 82% accuracy, 0.86 AUC |
| Daghistani et al. [31] | 201 million | RF, GB, LR, SVM, MP     | Accuracy, precision, recall, F1 measure, AUC | 79% accuracy, 77% precision, 79% recall, 76% F score, 0.81 AUC |
| Our model             | 6 million | Ada, LR, SVM, NB, SGD, XG, DT, GB, RF, MP | Accuracy, precision, recall, F1 measure, AUC, MSE | 86.5% accuracy, 83% precision, 94% recall, 87% F score, 0.92 AUC, 0.1069 MSE |

| Performance          | Existing model with results | Proposed model with result |
|----------------------|-----------------------------|-----------------------------|
|                      |                             |                             |
Table 2: Useful features.

| Name                      | Type     | Range                | Description                      |
|---------------------------|----------|----------------------|----------------------------------|
| Date of birth             | Input    | mm/dd/yyyy           | Date of birth of patient         |
| Race                      | Input    | Like Asian, African, white | Race of patient                  |
| Sex                       | Input    | Male/female/other    | Sex of patient                   |
| Civil status              | Input    | Single, married, divorced, separated, widowed | Civil status |
| Admit                     | Input    | Textual format       | Reason of admission              |
| Date of appointment       | Input    | mm/dd/yyyy date      | Date of appointment              |
| Status of appointment     | Input    | Pending, closed, canceled | Status of appointment            |
| Cancel date               | Input    | mm/dd/yyyy date      | Canceling appointment date       |
| Cancel reason             | Input    | No-show-up, death, rescheduled, out of city | Canceling appointment reason     |
| Create time               | Input    | Time stamp format    | Time at which database entry record was inserted |
| Modified time             | Input    | Time stamp format    | Time at which database entry record was modified |
| Procedure type            | Input    | Like ultrasound, office visit see table | In which procedure patient booked appointment |
| Patient age               | Generated| Numeric              | Created by date of birth         |
| Age range                 | Generated| From age category    | Created by patient age feature   |
| Create Appt difference    | Generated| No of days           | Created by taking difference of appointment date and create time |
| Appointment season        | Generated| Month of year        | Created with the help of appointment date |
| Cancel difference         | Generated| No. of days          | Created by taking difference of cancel date and appointment date |

Table 3: List of relevant features to predict appointment status.

| Relevance | Feature name            | Information gain values |
|-----------|-------------------------|-------------------------|
| 1         | Procedure type          | 0.0736                  |
| 2         | Race category           | 0.04305                 |
| 3         | Civil status            | 0.019836                |
| 4         | Create difference category | 0.019534            |
| 5         | Age range               | 0.000890                |
| 6         | Appointment season      | 0.000375                |
| 7         | Sex                     | 0.0001323               |

Figure 1: Comparison of show and no-show appointments.

3.4. Balancing Data. Data was cleaned and prepared for use in the analysis. Figures 1–3 depict that data have an imbalance class in nature. In such case, algorithms will tend to predict show-up appointments with greater accuracy. But this prediction is not very good as other metric scores less with such data. To address imbalance data, various techniques were used in literature [23, 40, 41]. In our work, we have adopted the following three techniques to balance classes.

3.4.1. Synthetic Minority Oversampling Technique (SMOTE). Introduced by Chawla et al. [17] and used by Denney et al. [23] for balancing medical data, SMOTE is proved to be a good approach to balance the classes. The core idea of this technique is to use the undersample of the majority class and the oversample of the minority class. Oversampling is done by introducing synthetic examples along the segment joining any/all of \( k \) minority class nearest neighbors. These new features are added in feature space, which is then considered again in the next iterations. This process keeps on repeating until a balanced dataset having equal distributed samples is formed.

3.4.2. Adaptive Synthetic Sampling Method (Adasyn). The core of this technique is similar to SMOTE for the generation of minority class elements. But here, density distribution is considered for synthetic samples, while in SMOTE, uniform weight for minority points is used. Haibo et al. [40] suggest two benefits of using Adasyn:
It reduces bias introduced by the class imbalance

(2) It adaptively shifts the classification decision boundary toward the complex examples

3.4.3. Random Undersampling (RUS). We have two approaches to address oversampling of the majority class and the undersampling of the minority class. Drummond et al. [41] analyzed the benefits of random undersampling in different scenarios. Random undersampling is a simple technique that has proven beneficial in balancing data [42]. Samples of majority classes are reduced to equate minority class samples. In this way, equal samples are considered for analysis. Keeping in view the advantages of its simplicity, for analyzing our data, we considered the random undersampling technique.

Figure 5 shows the actual distribution of data, whereas Figure 6 illustrates the distribution after applying these techniques.

3.5. Methods Used. In this paper, ten different algorithms are used to no-show.

(1) Decision tree

(2) Logistic regression

(3) Naive Bayes

(4) Random forest classifier

(5) Adaboost Classifier

(6) Support Vector Machine (SVM)

(7) XG Boost

(8) Gradient boosting

(9) Stochastic gradient descent (SGD)

(10) Multilayer perceptron

Different parameters are required to be rearranged for these algorithms to perform better. In our study, we ran a different variation and combination of parameters to achieve improved results. We established that not all parameters work best even after cleaning data. It is well known that the appropriate selection of parameters and input data plays an essential role in improved results [43, 44]. In random forest classifier and stochastic gradient descent (which gives results in continuous form), results obtained are in decimal based on their probability to be a show or no-show-up. A threshold is set to be 0.6. The values greater than 0.6 were considered 1, and below 0.6 were referred to as 0.

4. Evaluation of Results

Algorithms mentioned in Section 3.5 are applied to the dataset, and models are generated using the holdout technique.
Holdout is a useful machine learning technique used to analyze a large dataset. Using this technique, a small chunk of data with random record selection is considered in measuring efficiency of the algorithm while remaining data is used to train the algorithm.

In our case, the data has over 6 million entries. Thus, holdout is used to evaluate models generated using selected algorithms. The best practice of 70-30 is utilized for generating a model where 70% data is preserved for training on which model is developed, and 30% data is kept for testing performance of the algorithm. There are different types of techniques that can be applied to distribute data in training and testing parts like cross-validation and 10-fold cross-validation technique. But the holdout technique is the simplest and most useful.

Data analyzed in Table 4 is based on SMOTE. Threshold type discriminator metrics and evaluation of algorithm analysis data are presented in Figure 3. On threshold type discriminator evaluation, the best results in terms of accuracy alone are obtained by the logistic regression. But by keeping in view other attributes, improved results are obtained, i.e., accuracy, 74% precision, 82.26% F1-score, and best of all recall 91%. Recall is considered the best criteria to evaluate the performance of any algorithm. The random forest classifier gives the best recall of no-show predictions. The evaluation of proposed models based on mean square errors and the area under the curve is shown in Table 5. It can be seen that minimum mean square error, i.e., 0.1069, and better area under the curve, i.e., 92.09%, are obtained by the random forest classifier. So based on statistics, we can conclude that random forest performed better on data balanced by SMOTE.

Evaluations shown in Table 6 are based on data balanced by Adasyn. Threshold type discriminator metric results are presented in Table 6. Based on these values, the best result bases upon recall alone is obtained by random forest. But keeping in view other attributes, the decision tree shows better results having 85.03% accuracy, 81% precision, 86% F1-score, and 90% recall. Considering only recall, the random forest gives better results while the decision tree outperforms...
in other metrics. The evaluation analysis of proposed models based on mean square errors and area under the curve is shown in Table 7. According to that, the decision tree algorithm obtains minimum mean square error, i.e., 0.15, and better area under the curve, i.e., 85.03%. Moreover, in Table 6 and the show-no-show Adasyn appointment prediction evaluation by MSE and AUC statistics, it can be concluded that the decision tree classifier performed better on data balanced by the Adasyn technique.

Data analyzed in Table 8 is based on data balanced by technique RUS. Based on threshold type discriminator metrics, the best results in terms of recall are obtained by random forest, i.e., 94%, and better area under the curve, i.e., 85.03%. Moreover, in Table 7 and the show-no-show Adasyn appointment prediction evaluation by threshold discriminative metrics, it can be concluded that the decision tree classifier performed better on data balanced by the Adasyn technique.

Based on the result mentioned in Section 3, the following key findings are presented. By referring to research [3, 46], it can be observed that the smaller mean square error (MSE) gives a better prediction. Similarly, study [4] says that the more the value of AUC, the more improved the result. Keeping in view the results given in Table 5, it is concluded that the random forest classifier performs better on the given dataset with the lowest MSE value of 0.1069 and 92.09% AUC value. Show-no-show RUS appointment prediction results evaluated by MSE and AUC are often used to measure the performance of models. Random forest and decision tree performed better in all metrics. From the summarized results of Table 10, 85.26% accuracy from the random forest using SMOTE, Adasyn, and RUS is achieved. The recall is 94% provided by RUS in random forests. F1-score is 86.25% provided by SMOTE under random forest. Mean square error is minimum in SMOTE, i.e., 0.1069 under random forest, while the area under the curve is maximum given by SMOTE 92.09% under random forest. So, out of six metrics, three indicate that RUS balancing technique gives better results, while four indicate that SMOTE is better for the random forest. Similarly, the decision tree’s statistics against SMOTE, Adasyn, and RUS are also

Table 6: Show and no-show Adasyn appointment prediction result evaluation by threshold discriminative metrics.

| Algorithm            | Accuracy | Precision | Recall | F1-score |
|----------------------|----------|-----------|--------|----------|
| Random forest        | 85.26%   | 78%       | 93%    | 85%      |
| Decision tree        | 86.50%   | 81%       | 90%    | 86%      |
| Logistic regression  | 64.77%   | 66%       | 66%    | 66%      |
| XG Boost             | 79.12%   | 77%       | 81%    | 79%      |
| Gradient boosting    | 75.69%   | 74%       | 75%    | 75%      |
| Adaboost             | 71.90%   | 72%       | 70%    | 71%      |
| Naive Bayes          | 65.37%   | 65%       | 68%    | 67%      |
| SGD                  | 60.96%   | 59%       | 83%    | 69%      |
| Multilayer perceptron| 63.61%   | 65%       | 69%    | 67%      |
| SVM                  | 68.58%   | 65%       | 72%    | 70%      |

Table 7: Show and no-show Adasyn appointment prediction result by mean square error and AUC.

| Algorithm            | MSE     | AUC   |
|----------------------|---------|-------|
| Random forest        | 0.16    | 83.26%|
| Decision tree        | 0.15    | 85.03%|
| Logistic regression  | 0.334   | 66.51%|
| XG Boost             | 0.21    | 78.43%|
| Gradient boosting    | 0.255   | 74.46%|
| Adaboost             | 0.279   | 71.98%|
| Naive Bayes          | 0.338   | 66.20%|
| SGD                  | 0.339   | 63.49%|
| Multilayer perceptron| 0.3408  | 65.94%|
| SVM                  | 0.28    | 68.90%|

Table 8: Show and no-show RUS appointment prediction result evaluation by threshold discriminative metrics.

| Algorithm            | Accuracy | Precision | Recall | F1-score |
|----------------------|----------|-----------|--------|----------|
| Random forest        | 85.26%   | 80%       | 94%    | 86%      |
| Decision tree        | 86.50%   | 83%       | 92%    | 87%      |
| Logistic regression  | 64.77%   | 65%       | 65%    | 65%      |
| XG Boost             | 79.12%   | 78%       | 81%    | 79%      |
| Gradient boosting    | 75.69%   | 76%       | 76%    | 76%      |
| Adaboost             | 71.90%   | 74%       | 67%    | 70%      |
| Naive Bayes          | 65.37%   | 65%       | 68%    | 66%      |
| SGD                  | 60.96%   | 58%       | 83%    | 68.18%   |
| Multilayer perceptron| 63.61%   | 59%       | 88%    | 71%      |
| SVM                  | 68.58%   | 68%       | 71%    | 69%      |

Table 9: Show and no-show RUS appointment prediction result evaluation by mean square error and AUC.

| Algorithm            | MSE     | AUC   |
|----------------------|---------|-------|
| Random forest        | 0.1473  | 85.26%|
| Decision tree        | 0.135   | 86.50%|
| Logistic regression  | 0.352   | 64.77%|
| XG Boost             | 0.208   | 79.12%|
| Gradient boosting    | 0.243   | 75.68%|
| Adaboost             | 0.281   | 71.9%  |
| Naive Bayes          | 0.346   | 65.37%|
| SGD                  | 0.3546  | 60.96%|
| Multilayer perceptron| 0.3648  | 63.62%|
| SVM                  | 0.26    | 68.58%|

5. Discussion

Based on the result mentioned in Section 3, the following key findings are presented. By referring to research [3, 46], it can be observed that the smaller mean square error (MSE) gives a better prediction. Similarly, study [4] says that the more the value of AUC, the more improved the result. Keeping in view the results given in Table 5, it is concluded that the random forest classifier performs better on the given dataset with the lowest MSE value of 0.1069 and 92.09% AUC value. Show-no-show RUS appointment prediction results evaluated by MSE and AUC are often used to measure the performance of models. Random forest and decision tree performed better in all metrics. From the summarized results of Table 10, 85.26% accuracy from the random forest using SMOTE, Adasyn, and RUS is achieved. The recall is 94% provided by RUS in random forests. F1-score is 86.25% provided by SMOTE under random forest. Mean square error is minimum in SMOTE, i.e., 0.1069 under random forest, while the area under the curve is maximum given by SMOTE 92.09% under random forest. So, out of six metrics, three indicate that RUS balancing technique gives better results, while four indicate that SMOTE is better for the random forest. Similarly, the decision tree’s statistics against SMOTE, Adasyn, and RUS are also
analyzed. We attained the best accuracy under RUS, i.e., 85.5%; best precision under RUS, i.e., 83%; best recall 92% under RUS; best F1-score 87% under RUS; minimum MSE 0.1285 under SMOTE; and best AUC 87.13% under SMOTE. So, based on that, four out of six metrics indicate that the RUS technique is better, while two out of six metrics favor SMOTE balancing technique. Based on these discussions, we can say that RUS technique for balancing data performs better. By considering only recall, the random forest classifier gives us a maximum score of 94% with RUS balancing technique. By considering other metrics, the decision tree algorithm gives better results by comparing all balancing techniques. Furthermore, different models also performed well on the given data as their value also improved to more than 55% under all balancing techniques. While referring to these results with other research [23, 29, 31], it can be observed that a better available dataset, better cleaning of data, and good feature selection improve the prediction result of no-show. Another critical factor is that only one metric cannot help categorize the model as good or bad. All values of metrics confirm this argument, that this work adds value to research.

6. Conclusion This study has used 3 different balancing techniques to balance the dataset. The paper presents in detail an explanation of data along with an analysis of useful features for analysis. We have analyzed ten different algorithms with the help of six different types of metrics. Furthermore, we achieve better metric values with our data balancing and feature inclusion technique. Based on the results of this paper, it is validated that only one metric is not enough to tell about model performance. There is a need to evaluate models’ performance from multiple metrics. Moreover, balancing techniques can also make a difference in results. The RUS balancing technique and decision tree algorithm are the best options for analyzing whether a patient will show or miss an appointment. Feature selection is a key to get better results like information gain. We have found that features, title, procedure type, races, civil status, create difference, and age range are more effective in getting better predictions. Six different types of metrics achieve improved results than mentioned in the literature. Furthermore, it is verified that the random forest classifier, decision tree, logistic regression, XG Boost, and gradient boosting performed very well, having recall greater than 75%, an accuracy greater than 73%, and F1-score greater than 75%.
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