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ABSTRACT

We prove that any completely regular code with minimum eigenvalue in any geometric graph \( \Gamma \) corresponds to a completely regular code in the clique graph of \( \Gamma \). Studying the interrelation of these codes, a complete characterization of the completely regular codes in the Johnson graphs \( J(n, w) \) with covering radius \( w - 1 \) and strength 1 is obtained. In particular this result finishes a characterization of the completely regular codes in the Johnson graphs \( J(n, 3) \). We also classify the completely regular codes of strength 1 in the Johnson graphs \( J(n, 4) \) with only one case for the eigenvalues left open.
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1. Introduction

The geometric graphs are the distance-regular graphs, whose edges are parted into maximum cliques attaining Delsarte upper bound [12]. The Delsarte cliques are known to be completely regular codes in distance-regular graph. Examples of geometric graphs include such classical distance-regular graphs as: Hamming, Johnson, Grassmann, dual-polar graphs, etc. [5].

In recent papers [20], [9], [10], using various techniques, the classification problem for completely regular codes in Hamming, Johnson and Grassmann graphs is reduced to the classification of codes or combinatorial structures in simpler graphs. In a sense, this paper continues this trend as we reformulate the existence problem for the completely regular codes with minimum eigenvalue in any geometric graph as that for completely regular codes in its clique graph.

For a survey on completely regular codes in Johnson graphs we refer to [4]. In Johnson graphs, completely regular codes are tightly interrelated with important classes of combinatorial \( t \)-designs such as Steiner triple and quadruple systems [16], [1], [19]. We refer to maximum \( t \) such that a collection \( D \) of fixed size blocks is a \( t \)-design as the strength of \( D \). The completely regular designs in \( J(n, w) \) were classified in the following cases, see [15], [18], [9], [22]:

- strength 0
- strength 1 and minimum distance at least 2
- strength 1 and covering radius 1.

Definitions and a review of the previous results are given in Section 2. A general approach is developed in Section 3. We show that any completely regular code \( C \) with minimum eigenvalue in a geometric graph \( \Gamma \) implies that the set of maximum cliques having at least one vertex from \( C \) is a completely regular code in the clique graph of \( \Gamma \). The proof is based on the fact that any Delsarte clique is a completely regular code in a distance-regular graph and the minimum eigenvalue of the distance-regular graph is not its eigenvalue (see [14] Proposition 2 and [5] Proposition 4.4.6)).
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The approach is implemented in Section 4, where we give a characterization of the completely regular codes in the Johnson graphs $J(n, w)$ with covering radius $w - 1$ and strength 1. This, combined with the results of work \cite{15} of Meyerowitz, finish the characterization of completely regular codes of covering radius $w - 1$ and any strength. We show that these codes for $w = 3$ are necessarily a part of the series from the work \cite{13} of Praeger and Godsil (see also \cite{15}), and there are no such codes for $w \geq 4$. This result in combination with \cite{15}, \cite{9}, \cite{11}, \cite{7} closes the classification problem of the completely regular codes in $J(n, 3)$. The completely regular codes of strength 2 coincide with simple $2 - (n, 3, \lambda)$ designs \cite{10}. Since these important combinatorial objects include Steiner triple systems, their complete classification up to isomorphism is far from being solved. However, we have their classification up to parameter $\lambda$, see work \cite{7} of Dehon.

The classification results for completely regular codes in the Johnson graphs are obtained following the general idea for the geometric graphs. The Johnson graph $J(n, w - 1)$ can be viewed as the clique graph of the geometric graph $J(n, w)$. From results of Section 3, any completely regular code in the Johnson graph $J(n, w)$ with covering radius $w - 1$ and strength 1 naturally corresponds to a completely regular code in $J(n, w - 1)$ with covering radius $w - 2$ and strength 1. The incidence relations between these codes impose constraints on their structure. In particular, once the code in $J(n, w - 1)$ is known, one can reconstruct the corresponding code in $J(n, w)$.

We also show that all completely regular codes in $J(n, 4)$ of strength 1 are either part of known series \cite{18}, \cite{13} or their eigenvalues are $\theta_0(n, 4), \theta_2(n, 4), \theta_3(n, 4)$. In the latter case using several local and global arguments we were able to find significant restrictions on the intersection arrays of such codes.

2. Definitions and basic theory

2.1. Geometric graphs and their clique graphs. A number $\theta$ is called an eigenvalue of a graph $\Gamma$ if there is a nonzero vector $v$ indexed by the vertices of $\Gamma$ such that

$$Av = \theta v,$$

where $A$ is the adjacency matrix of $\Gamma$. We call such vector $v$ a $\theta$-eigenvector of $\Gamma$.

A regular graph of diameter $d$ is called distance-regular if there is an array of integers $\{\beta_0, \ldots, \beta_{d-1}; \gamma_1, \ldots, \gamma_d\}$, such that for any vertices $x$ and $y$ at distance $i$, $i \in \{0, \ldots, d\}$ there are exactly $\beta_i$ neighbors of $y$ at distance $i + 1$ from $x$ and $\gamma_i$ neighbors of $y$ at distance $i - 1$ from $x$. The array of integers $\{\beta_0, \ldots, \beta_{d-1}; \gamma_1, \ldots, \gamma_d\}$ is called the intersection array of the distance-regular graph $\Gamma$. It is well known that any distance-regular graph of diameter $d$ has exactly $d + 1$ distinct eigenvalues. We index these eigenvalues in descending order throughout the paper:

$$\theta_0 = k > \ldots > \theta_d,$$

where $k$ is the valency of $\Gamma$. If $K$ is a clique in a distance-regular graph $\Gamma$ of valency $k$ and diameter $d$, then \cite[Proposition 4.4]{5}

$$|K| \leq 1 - \frac{k}{\theta_d}.$$

The bound was established by Delsarte \cite{8}. A clique that attains the above upper bound is called a Delsarte clique of $\Gamma$. Any Delsarte clique is a completely regular code in $\Gamma$ \cite[Proposition 4.4.6]{5}. If there is a set $\mathcal{K}$ of Delsarte cliques in a distance-regular graph such that any edge of the graph is in a unique clique of $\mathcal{K}$, the graph is called geometric with respect to $\mathcal{K}$ \cite{12}. Note that there can be many ways to choose the set $\mathcal{K}$. A generalization of the concepts of Delsarte clique graph and geometric graph to non-distance-regular case is known as completely regular clique graphs \cite{21}.

Let $\Gamma$ be a geometric graph with respect to a set of Delsarte cliques $\mathcal{K}$. The clique graph of $\Gamma$ with respect to $\mathcal{K}$ is the graph $\Gamma'$ such that
\[ V(\Gamma') = \mathcal{K} \]

and

\[ E(\Gamma') = \{ (K, K') : K, K' \in \mathcal{K}, |K \cap K'| = 1 \}. \]

The vertices of the Johnson graph \( J(n, w) \) are all \( w \)-subsets of \( \{1, \ldots, n\} \), where two \( w \)-subsets are adjacent if they meet in a \((w - 1)\)-subset. Since the Johnson graphs \( J(n, w) \) and \( J(n, n - w) \) are isomorphic, throughout the text we assume that \( w \leq n/2 \). The Johnson graph \( J(n, w) \), \( w \leq n/2 \) is distance-regular of diameter \( w \) and its eigenvalues are

\[ \theta_i(n, w) = (n - w - i)(w - i) - i, \]

for all \( i \in \{0, \ldots, w\} \).

**Example 1.** Given a \((w - 1)\)-subset \( y \) of \( \{1, \ldots, n\} \), one can consider the collection of all \( w \)-subsets of \( \{1, \ldots, n\} \) containing \( y \), which is a Delsarte clique in the Johnson graph \( J(n, w) \) [5]. Moreover, the graph \( J(n, w) \) is geometric with respect to the set \( K \) of these cliques for all \((w - 1)\)-subsets \( y \) of \( \{1, \ldots, n\} \). The clique graph of \( J(n, w) \) can be represented as the graph with \((w - 1)\)-subsets of \( \{1, \ldots, n\} \) as vertices with edges being subsets meeting in a \((w - 2)\)-subset, i.e. it is actually the Johnson graph \( J(n, w - 1) \). A vertex \( x \) of \( J(n, w) \) is in the clique \( y \) of \( K \) if and only if the vertex \( x \) (as \( w \)-subset) contains the vertex \( y \) (as \((w - 1)\)-subset). So we see that the incidence of the vertices of the geometric graph \( J(n, w) \) and its clique graph \( J(n, w - 1) \) is the ordinary subset inclusion relation. We also note that in a similar manner the Grassmann graph \( J_q(n, w) \) can be viewed as a geometric graph whose clique graph is \( J_q(n, w - 1) \).

For a vertex \( u \) indexed by the vertices of the graph \( \Gamma \), we define the vector \( I(u) \) indexed by the cliques from a set \( K \) such that for \( K \in \mathcal{K} \) we have \( (I(u))_K = \sum_{x \in K} u_x \). This mapping a particular case of the following function.

For a bipartite graph \( \Gamma \) and a vector \( u \) indexed by the vertices of one part, define \( (I(u))_y = \sum_{(x, y) \in E(\Gamma)} u_x \) for all vertices \( y \) from another part.

**Theorem 1.** [1] Theorem 1 | Let \( \Gamma \) be a biregular bipartite graph with valencies \( c \) and \( c' \) and the halved graphs \( \Gamma \) and \( \Gamma' \), \( u \) be a \( \theta \)-eigenvector of \( \Gamma \). Let any pair of vertices of \( V(\Gamma) \) at distance 2 in \( \Gamma \) have exactly \( m \) common neighbors and any pair of vertices of \( V(\Gamma') \) at distance 2 in \( \Gamma' \) have exactly \( m' \) common neighbors. If \( u \) is a \( \theta \)-eigenvector of \( \Gamma \) then the vector \( I(u) \) is a \( c c' + m m' \)-eigenvector of \( \Gamma' \) if \( \theta \neq -\frac{c}{m} \) and all-zero vector otherwise.

**Corollary 1.** Let \( \Gamma \) be a geometric graph with respect to a set of Delsarte cliques \( K \), \( \Gamma' \) be the clique graph of \( \Gamma \) with respect to \( K \). Let \( k \) be the valency of \( \Gamma \), \( \theta_d \) be its minimum eigenvalue and \( u \) be a \( \theta \)-eigenvector of \( \Gamma \). Then the vector \( I(u) \) is a \( (\theta - \theta_d - 1 + \frac{\theta_d}{\theta}) \)-eigenvector of \( \Gamma' \) if \( \theta \neq \theta_d \) and \( I(u) \) is the all-zero vector otherwise.

**Proof.** Consider the bipartite graph whose parts are the vertices of \( \Gamma \) and the cliques from \( K \) with incident vertices and cliques being the edges. From the definition of geometric graph we see that such incidence graph is biregular with valencies \( -\theta_d, 1 - \frac{\theta_d}{\theta} \) and any pair of its vertices at distance 2 are adjacent to a unique vertex. By Theorem 1 when \( \theta \neq \theta_d \), for any \( \theta \)-eigenvector \( u \) of one of the halved graphs \( \Gamma \) of the bipartite graph, the vector \( I(u) \) is always a \( (\theta - \theta_d - 1 + \frac{\theta_d}{\theta}) \)-eigenvector of the second halved graph \( \Gamma' \). Again by Theorem 1 when \( u \) is any \( \theta_d \)-eigenvector of \( \Gamma \), the vector \( I(u) \) is always the all-zero vector.
2.2. Completely regular codes. Let $C$ be a code, i.e., a collection of vertices in a regular graph $\Gamma$ and $\chi_C$ denote the characteristic vector of $C$ in $\Gamma$. A vertex $x$ is in $C_i$ if the minimum of the distances between $x$ and the vertices of $C$ is $i$. The maximum of these distances is called the covering radius of $C$ and is denoted by $\rho$. The distance partition of the vertices of $C$ with respect to $C_0 = C$ is $\{C_i : i \in \{0, \ldots, \rho\}\}$. A code $C$ is called completely regular if there are numbers $\alpha_0, \ldots, \alpha_\rho, \beta_0, \ldots, \beta_{\rho-1}, \gamma_1, \ldots, \gamma_\rho$ such that any vertex of $C_i$ is adjacent to exactly $\alpha_i$, $\beta_i$, $\gamma_i$ vertices of $C_i, C_{i+1}$ and $C_{i-1}$ respectively. Note that $\alpha_0, \ldots, \alpha_\rho$ can be obtained from the remaining constants and the valency of the graph. The array $\{\beta_0, \ldots, \beta_{\rho-1}; \gamma_1, \ldots, \gamma_\rho\}$ is called the intersection array of the completely regular code $C$.

For a completely regular code $C$ consider the following tridiagonal $(\rho + 1) \times (\rho + 1)$ matrix

$$
\begin{pmatrix}
\alpha_0 & \beta_0 & 0 & 0 & \ldots & 0 \\
\gamma_1 & \alpha_1 & \beta_1 & 0 & \ldots & 0 \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \gamma_{\rho-1} & \alpha_{\rho-1} & \beta_{\rho-1} \\
0 & 0 & 0 & \gamma_{\rho} & \alpha_{\rho}
\end{pmatrix},
$$

which we call the intersection matrix of the completely regular code $C$. The eigenvalues of this matrix are called the eigenvalues of the completely regular code $C$. The set of the eigenvalues of a completely regular code $C$ is denoted by $\text{Spec}(C)$. Due to the tridiagonal structure of the above matrix, it has exactly $\rho + 1$ distinct eigenvalues and $\rho + 1$ different eigenvectors up to the multiplication by a scalar. The opposite code of a code $C$ of covering radius $\rho$ is the code $C_\rho$. It is easy to see that $C$ is a completely regular code if and only if the opposite code $C_\rho$ is completely regular. Moreover, if $C$ is completely regular, the eigenvalues of $C$ and $C_\rho$ coincide.

**Remark 1.** Again due to tridiagonal structure, we note that the first element of any eigenvector of the intersection matrix is never zero and no two consecutive elements in any eigenvector are zeros.

**Theorem 2.** (Lloyd’s theorem) Let $C$ be a completely regular code with covering radius $\rho$ in a regular graph $\Gamma$. Then $C$ has exactly $\rho + 1$ eigenvalues, they are all simple and they are eigenvalues of $\Gamma$.

**Proposition 1.** [17] Lemma 1 Let $C$ be a completely regular code in a regular graph $\Gamma$. Then there is a unique decomposition $\chi_C = \sum_{\theta \in \text{Spec}(C)} u_\theta$, where $u_\theta$ is a $\theta$-eigenvector of $\Gamma$.

The following fact is well known and could be found, for example, in [14] Proposition 2.

**Proposition 2.** Let $\Gamma$ be a distance-regular graph, $\theta_d$ be its minimum eigenvalue, $K$ be a Delsarte clique of $\Gamma$. Then $K$ is a completely regular code in $\Gamma$ with $\text{Spec}(K) = \text{Spec}(\Gamma) \setminus \theta_d$ and the vector $\chi_K$ is orthogonal to any $\theta_d$-eigenvector of $\Gamma$.

We finish this subsection with the following result for completely regular codes in the Johnson graphs.

**Proposition 3.** [16] Corollary 2.1 Let the eigenvalues of a completely regular code $C$ with covering radius $\rho$ in the Johnson graph $J(n, w)$ be

$$\theta_0(n, w) > \theta_1(n, w) > \ldots > \theta_\rho(n, w).$$

Then the strength of $C$ is $i_1 - 1$ and in particular $\rho \leq w - i_1 + 1$.

3. Completely regular codes in geometric graphs with minimum eigenvalue

**Theorem 3.** Let $\Gamma$ be a geometric graph with respect to a set of Delsarte cliques $\mathcal{K}$ and the minimum eigenvalue $\theta_d$, $C$ be a completely regular code with covering radius $\rho$ such that $\theta_d \in \text{Spec}(C)$. Then there are nonzero numbers
that depend only on $i$ and the intersection arrays of $C$ and $\Gamma$ such that for any $K \in \mathcal{K}$, $K \subset C_i \cup C_{i+1}$, we have that $|K \cap C_i| = a_i$.

**Proof.** Let $v$ be a $\theta_d$-eigenvector of the intersection matrix of $C$. Let $v^\Gamma$ be the vector indexed by the vertices of $\Gamma$ such that $v^\Gamma_x = v_i$ if $x$ is in $C_i$. It is well known that $v^\Gamma$ is a $\theta_d$-eigenvector of $\Gamma$, see [6, Theorem 4.5], which, in particular, implies the Lloyd’s theorem (Theorem 2).

By definition of a geometric graph, for any $i \in \{0, \ldots, \rho - 1\}$, any two adjacent vertices of $C_i$ and $C_{i+1}$ are in a unique clique $K$ of $\mathcal{K}$. Let the conditions of Lemma 1 hold and $x \in \mathcal{K}$ be a geometric graph with respect to a set $\mathcal{K}$ of Delsarte cliques and $\theta_d$ be the minimum eigenvalue of $\Gamma$ and let $\mathcal{K}'$ be the clique graph of $\mathcal{K}$ with respect to $\theta_d$. If $C$ is a completely regular code with covering radius $\rho$ in $\Gamma$ and eigenvalue $\theta_d$, then the distance partition with respect to the code $C'$ in $\mathcal{K}'$ is $C' = \{K \in \mathcal{K} : K \subset C_i \cup C_{i+1}\}, i \in \{0, \ldots, \rho - 1\}$.

**Proof.** The proof of Theorem 3 implies that for any $i \in \{0, \ldots, \rho - 1\}$, the set $\{K \in \mathcal{K} : K \subset C_i \cup C_{i+1}\}$ actually consists of the cliques in $\mathcal{K}$ with edges between $C_i$ and $C_{i+1}$. Since $C_0, \ldots, C_\rho$ is the distance partition with respect to the completely regular code $C$, any edge between $C_i$ and $C_{i+1}$ is incident to an edge between $C_{i-1}$ and $C_i$, for any $i$ such that $1 \leq i \leq \rho - 1$. In view of the above reference to the proof of Theorem 3 any clique in $\{K \in \mathcal{K} : K \subset C_i \cup C_{i+1}\}$ meets a clique from $\{K \in \mathcal{K} : K \subset C_{i-1} \cup C_i\}$ in a vertex. Equivalently, in terms of adjacency in the clique graph $\mathcal{K}'$ a vertex of $\{K \in \mathcal{K} : K \subset C_i \cup C_{i+1}\}$ has a neighbor in $\{K \in \mathcal{K} : K \subset C_{i-1} \cup C_i\}$.

**Lemma 2.** Let the conditions of Lemma 1 hold and $x$ be a vertex of $C_i$ for $i \in \{0, \ldots, \rho\}$. Then $x$ is contained only in cliques from $C'_{i-1}$ and $C'_i$ and the number of cliques from $C'_{i-1}$ containing $x$ is $b_i$, where $b_i$ depends only on $i$ and the intersection arrays of $C$ and $\Gamma$. Moreover, we have that:

$$b_0 = 0, b_\rho = -\theta_d \quad \text{and} \quad 0 < b_i < -\theta_d.$$
for $i \in \{1, \ldots, \rho-1\}$, where $\theta_d$ is the minimum eigenvalue of $\Gamma$.

**Proof.** By the definition of the completely regular code $C$, since $x$ is in $C_i$, $x$ has $\gamma_i$ neighbors in $C_{i-1}$, where $\gamma_i$ is an element of the intersection array of $C$.

On the other hand, by the definition of a geometric graph, the vertex $x$ and any of its $\gamma_i$ neighbors in $C_{i-1}$ are contained in only one clique from $K$. We note that all these cliques are in $C_{i-1}' = \{K \in K : K \subset C_{i-1} \cup C_i\}$ and let $b_i$ be their number. By Theorem 3, if a clique belongs to $C'_{i-1}$, it has $a_{i-1}$ vertices of $C_{i-1}$. We see that $x$ is in $b_i = \frac{\rho}{\gamma_i+1}$ cliques from $C_{i-1}'$. By the proof of Theorem 3 any another clique containing a vertex $x$ of $C_i$, contains vertices of both $C_i$ and $C_{i+1}$, i.e. this clique is in $C_i'$.

Since there is no $C_{i-1}'$ and $C'_{\rho}$, we see that $b_0 = 0$ and $b_\rho$ equals the number of the cliques in $K$ containing a fixed vertex. The number $b_\rho$ is $\frac{k}{|K|-1} = -\theta_d$, where $|K|$ is the size of a Delsarte clique $K$ in $\Gamma$ and $k$ is the valency of the graph $\Gamma$. We note that for $i \in \{1, \ldots, \rho-1\}$, $b_i$ cannot be 0 or $-\theta_d$. Indeed, any vertex in $C_i$ has neighbors in $C_{i-1}$ and $C_{i+1}$ because $C$ is a completely regular code. Since the edgeset of $\Gamma$ is parted into cliques of $K$, $x$ belongs to at least one clique contained in $C_{i-1} \cup C_i$ and at least one clique contained in $C_i \cup C_{i+1}$. In other words, taking into account the expression for $C_i'$, $x$ belongs to at least one clique in $C_{i-1}'$ and $C_i'$ and $0 < b_i < -\theta_d$.

**Theorem 4.** Let $\Gamma$ be a geometric graph with respect to a set of Delsarte cliques $K$, valency $k$ and minimum eigenvalue $\theta_d$. Let $\Gamma'$ be the clique graph of $\Gamma$ with respect to $K$. If $C$ is a completely regular code in $\Gamma$, $\theta_d \in \text{Spec}(C)$ then $\{K \in K : K \cap C \neq \emptyset\}$ is a completely regular code in $\Gamma'$ and $\text{Spec}(C') = \{\theta - \theta_d - 1 + \frac{k}{\rho} \theta \in \text{Spec}(C), \theta \neq \theta_d\}$.

**Proof.** By Lemma 1 for the code $C' = \{K \in K : K \cap C \neq \emptyset\}$, $C_i' = \{K \in K : K \subset C_i \cup C_{i+1}\}$, $i \in \{0, \ldots, \rho-1\}$ is the distance partition of the vertices of the clique graph of $\Gamma$ with respect to the code $C'$.

For any $i \in \{0, \ldots, \rho\}$ we consider a clique $K \in C_i'$ and find the number of cliques in $C_{i-1}'$, $C_i'$ and $C_{i+1}'$ meeting $K$. By Theorem 3, $|K \cap C_i'| = a_i$ is the same for all $K \in C_i'$. By Lemma 2, any vertex in $K \cap C_i'$ is contained in $b_i$ cliques from $C_{i-1}'$ and $-\theta_d - b_i - 1$ cliques from $C_i'$ different from $K$. Again by Lemma 2, any vertex of $K \cap C_{i+1}'$ is contained in $b_{i+1} - 1$ cliques from $C_i'$ different from $K$ and $-\theta_d - b_{i+1}$ cliques from $C_{i+1}'$. Since any two cliques in $K$ either meet in a unique vertex or are disjoint, the numbers of the cliques from $C_{i-1}'$, $C_i'$, $C_{i+1}'$ meeting $K$ are $a_i b_i, (-\theta_d - b_i - 1)(1 - \frac{k}{\rho} a_i)$ and $(-\theta_d - b_{i+1})(1 - \frac{k}{\rho} a_{i+1})$ i.e. $C'$ is a completely regular code in $\Gamma'$.

In order to find the spectra of $C'$, we now yield a relationship between the characteristic vectors of $C$ and $C'$ in the vertex sets of $\Gamma$ and $\Gamma'$ respectively. For this purpose we consider the linear transform $I$, defined before Theorem 1. The transform $I$ of a vector $u$ indexed by the vertices of $\Gamma$ is defined as follows:

$$
(I(u))_K = \sum_{x \in K} u_x.
$$

We take $u$ to be $\chi_C$. If the clique $K$ is not in $C'$, by definition of $C'$, $K$ does not contain vertices of $C$, so $(I(\chi_C))_K = \sum_{x \in K} (\chi_C)_x = 0$. If $K$ is in $C'$, then it contains exactly $a_0$ vertices of $C$ by Theorem 3 so $(I(\chi_C))_K = a_0$. We see that

$$
(2) \quad a_0 \chi_{C'} = I(\chi_C).
$$
By Proposition 1, we have the decomposition

$$
\chi_C = \sum_{\theta \in \text{Spec}(C)} u_\theta,
$$

where $u_\theta$ is a $\theta$-eigenvector of $\Gamma$. In view of Corollary 1, the vector $I(u_\theta)$ is a $(\theta - \theta_d - 1 + \frac{k}{\theta_d})$-eigenvector of $\Gamma'$ if $\theta \neq \theta_d$ and all-zero vector if $\theta = \theta_d$. So, from (2) we have that

$$
a_0\chi_{C'} = \sum_{\theta \in \text{Spec}(C), \theta \neq \theta_d} I(u_\theta).
$$

We see that the characteristic vector $\chi_{C'}$ of the completely regular code $C'$ with covering radius $\rho - 1$ is a sum of $\rho$ eigenvectors with pairwise distinct eigenvalues $\{\theta - \theta_d - 1 + \frac{k}{\theta_d} : \theta \in \text{Spec}(C), \theta \neq \theta_d\}$. This combined with Proposition 1 applied to the completely regular code $C'$ implies that $\{\theta - \theta_d - 1 + \frac{k}{\theta_d} : \theta \in \text{Spec}(C), \theta \neq \theta_d\}$ is the set of the eigenvalues of $C'$.

**Corollary 2.** Let $C$ be a completely regular code in the Johnson graph $J(n,w)$ with covering radius $\rho$. Then the following holds for the code $C'$

1. The code $C'$ is completely regular in $J(n, w-1)$ with covering radius $\rho - 1$ and $\text{Spec}(C') = \{\theta_i(n, w-1) : \exists i, n \in \text{Spec}(C), i \neq w\}$. In particular, the strengths of $C$ and $C'$ coincide.

2. There are constants $b_i$, $i = 0, \ldots, \rho$ such that a vertex $x$ is in $C_i$ if and only if $\{y : |y| = w - 1, y \subset x\}$ contains exactly $b_i$ vertices from $C_{i-1}$ and $w - b_i$ vertices of $C_i$. Moreover, we have $b_0 = 0$ and $b_\rho = w$ and $0 < b_i < w$ for $i \in \{1, \ldots, \rho - 1\}$.

**Proof.** We view the clique graph of the geometric graph $J(n,w)$ as the graph $J(n,w-1)$, where the vertices of $J(n,w-1)$ represent the Delsarte cliques and vertex-clique inclusion relation between $J(n,w)$ and $J(n,w-1)$ is the inclusion relation of $(w-1)$-subset (clique) into $w$-subset (vertex). The complete regularity for $C'$ follows from Theorem 5 whereas the existence of constants $b_i$'s is proved in Lemma 2.

**4. Characterization of completely regular codes of strength 1 in Johnson graphs**

**4.1. Constructions of completely regular codes of strength 1.** In below we give the list of known completely regular codes of strength 1 in the Johnson graphs [2], [13], [18]. Let $Y_1, \ldots, Y_q$ be a partition of $\{1, \ldots, n\}$ into $q$ subsets of same size $p$: $|Y_i| = p$ for $i = 1, \ldots, q$.

**GP.1** $p = 2$ and odd $w$, $w \geq 5$. $C = \{x : x \text{ is a union of } \frac{w-1}{2} Y_i \text{’s and one disjoint point}\}$

**GP.1’** $p = 2$ and $w = 3$. $C = \{x : x \text{ is a union of one } Y_i \text{ for some } i \text{ and one disjoint point}\}$, $\rho = 1$, $\text{Spec}(C) = \{\theta_0(n, 3), \theta_2(n, 3)\}$.

**GP.2** $p = 2$ and $q \geq 3$ and $w = 3$. $C = \{x : \exists i, x \subseteq Y_i\}$, $\rho = 2$, $\text{Spec}(C) = \{\theta_0(n, 3), \theta_2(n, 3), \theta_3(n, 3)\}$.

**GP.3** $q = 2$ and $w = 3$. $C = \{x : \exists i, x \subseteq Y_i\}$, $\rho = 1$, $\text{Spec}(C) = \{\theta_0(n, 3), \theta_2(n, 3)\}$.

**GP.3’** $q = 2$ and $w = 4$. $C = \{x : \exists i, x \subseteq Y_i\}$, $\rho = 2$, $\text{Spec}(C) = \{\theta_0(n, 4), \theta_2(n, 4), \theta_4(n, 4)\}$.

**GP.3”** $q = 2$ and any $w$, $w \geq 5$. $C = \{x : \exists i, x \subseteq Y_i\}$, $\rho = 1$, $\text{Spec}(C) = \{\theta_0(n, 3), \theta_2(n, 3)\}$.

**GP.4** $p = 3$, $q \geq 2$ and $w = 2$. $C = \{x : \exists i, x \subseteq Y_i\}$, $\rho = 1$, $\text{Spec}(C) = \{\theta_0(n, 2), \theta_2(n, 2)\}$.

**GP.5** $p = 2$, $q \geq 2$ and $w = 2$. $C = \{x : \exists i, x \subseteq Y_i\}$, $\rho = 1$, $\text{Spec}(C) = \{\theta_0(n, 2), \theta_2(n, 2)\}$.

For the following two series we take $Y_i = \{2i - 1, 2i\}$, $i = 1, \ldots, \frac{n}{2}$ and even $n$.

**M.1** Even $w$, $C = \{x : x \text{ is a union of } \frac{w}{2} Y_i\}$, $\rho = \frac{w}{2}$.

**M.2** $w = 3$, $C = \{x : |x \cap Y_i| \leq 1 \text{ for all } i \in \{1, \ldots, \frac{w}{2}\}, x \text{ contains both even and odd numbers}\}$, $\rho = 1$, $\text{Spec}(C) = \{\theta_0(n, 3), \theta_2(n, 3)\}$. 
4.2. Completely regular codes of strength 1 in Johnson graphs. We start with the following description of completely regular codes in Johnson graphs $J(n, 2)$ with strength 1.

**Proposition 4.** If $C$ is a completely regular code of strength 1 in $J(n, 2)$, $C$ is a simple 1-$(n, 2, \lambda)$-design, where $\lambda$ or $n$ are even and vice versa.

**Proof.** The completely regular codes in $J(n, w)$ of strength $w - 1$ coincide with the class of simple $(w - 1) - (n, w, \lambda)$-designs \[16\]. It is well known that such objects exist if and only if $n$ or $\lambda$ are even. ▲

Proposition above and Theorem below complete the characterization of completely regular codes in $J(n, w)$ of strength 1 and covering radius $w - 1$.

**Theorem 5.** Up to the opposite code, the following holds:

1. For any $n$ if $C$ is a completely regular code in $J(n, 3)$ with covering radius 2 and strength 1 then the code $C' = \{x : |x| = 2, \exists y \in C, x \subseteq y\}$ is the completely regular code \( (GP.4) \) in $J(n, 2)$.

2. For any $n$, the only completely regular codes in $J(n, 3)$ with covering radius 2 and strength 1 are codes obtained by construction \( (GP.2) \).

3. For any $w \geq 4$ there are no completely regular codes in $J(n, w)$ with covering radius $w - 1$ and strength 1.

**Proof.** A completely regular code $C$ in $J(n, w)$ with covering radius $w - 1$ by Theorem 2 has $w$ pairwise distinct eigenvalues, one of which is $\theta_0(n, w)$. If the strength of the code $C$ is 1, then by Proposition 3 the eigenvalues of all completely regular codes in the proof are $\theta_0(n, w) \cup \{\theta_i(n, w) : i \in \{2, \ldots, w\}\}$.

Let $C$ be a completely regular code in $J(n, 3)$ with covering radius 2 and strength 1. Then from the remark above the eigenvalues of $C$ are $\theta_0(n, 3), \theta_2(n, 3), \theta_3(n, 3)$. By Corollary 2 we see that $C' = \{x : |x| = 2, \exists y \in C, x \subseteq y\}$ is a completely regular code in $J(n, 2)$ with $\rho = 1$, strength 1 and eigenvalue $\theta_2(n, 2)$. By the second statement of Corollary 2 there are constants $b_0, b_1, b_2$, such that

$$3) \quad \{j, l, m\} \in C_i \Leftrightarrow b_i \text{ vertices of } \{j, m\}, \{m, l\}, \{j, l\} \text{ are in } C'_{i-1} \text{ and } 3 - b_i \text{ are in } C'_{i}$$

Considering (3) when $\{j, l, m\}$ is in $C$, since $b_0 = 0$ we see that pairwise adjacent vertices in $J(n, 2) \{j, m\}, \{m, l\}, \{j, l\}$ belong to $C'$. Consider the number $a_0$ of the vertices of the completely regular code $C'$ adjacent to a fixed vertex of $C'$. Since $C'$ is not independent we see that $a_0 \neq 0$.

Taking the opposite code of $C'$ if necessary, we fix $b_1 = 1$ in what follows. Now if $\{j, m\}$ and $\{m, l\}$ are in $C'$, the values for $b_1$'s above and \(4\) imply that the vertex $\{j, l\}$ is also in $C'$, because otherwise exactly two of vertices $\{j, m\}, \{m, l\}, \{j, l\}$ are in $C'$, i.e. $b_1$ is 2, a contradiction.

For a vertex $\{j, m\}$ in $C'$, consider its neighbors from $C'$. The consideration above implies that if $\{m, l\}$ is in $C'$, the vertex $\{j, l\}$ is also in $C'$. We see that the neighbors of $\{j, m\}$ belonging to $C'$ are vertices $\{j, l_s\}, \{m, l_s\}$, for $s = 1, \ldots, a_0/2$.

We show that for distinct $s$ and $t$, the vertex $\{l_s, l_t\}$ is in $C'$. Indeed $\{j, l_s\}$ and $\{j, l_t\}$ are in $C'$, forcing $\{l_s, l_t\}$ to be in $C'$. We conclude that $C'$ is actually the union of all 2-subsets of some $(a_0/2 + 2)$-subsets. Note that by the argument after $\{4\}$, we have $a_0 \geq 2$. We now show that any two different such $(a_0/2 + 2)$-subsets are disjoint. Suppose the opposite. Let the 2-subsets of $Y_1$ and $Y_2$ be in $C'$, $|Y_1| = |Y_2| = a_0/2 + 2$ and $a_0/2 + 2 > |Y_1 \cap Y_2| \geq 1$. Take an element $j \in Y_1 \setminus Y_2$, and an element $l \in Y_1 \cap Y_2$, which exists due to $|Y_1 \cap Y_2| \geq 1$. A vertex $\{j, l\}$ of $J(n, 2)$ is in $C'$, because it is a subset of $Y_1$. It is adjacent to $a_0$ 2-subsets of $Y_1$. Moreover it it adjacent to $\alpha_0/2 + 2 - |Y_2 \cap Y_1| 2$-subsets of $Y_2$ that are not 2-subsets of $Y_1$. These are obtained by replacing $j$ in $\{j, l\}$ with any element from $Y_2 \setminus Y_1$. We see that $\{j, l\}$ is adjacent to at least $3\alpha_0/2 + 2 - |Y_2 \cap Y_1| > a_0$ vertices of $C'$ because $Y_1$ and $Y_2$ are distinct subsets of size $\alpha_0/2 + 2$ and $\alpha_0/2 + 2 > |Y_1 \cap Y_2|$. This contradicts the fact
that according to the definition of the intersection array of the completely regular code $C'$ the number of the vertices of $C'$ being adjacent to a fixed vertex of $C'$ is $\alpha_0$.

Thus the code $C'$ is the union of the 2-subsets of disjoint $(\alpha_0/2 + 2)$-subsets. If these $(\alpha_0/2 + 2)$-subsets do not partition $\{1, \ldots, n\}$, there is an element $j$ of $\{1, \ldots, n\}$ such that $\{j, l\}$ is not a vertex of $C'$ for any $l$. We see that $C$ is not a 1-design, a contradiction.

From the considerations in the beginning of the proof $\alpha_0$ is nonzero, so $|Y_i| \geq 3$.

2. We have shown that $C'$ is the union of the 2-subsets of disjoint subsets $\{Y_1, \ldots, Y_q\}$ of fixed size $p$, $p = \alpha_0/2 + 2 \geq 3$. For such $C'$ we reconstruct the initial code $C$ in $J(n, 3)$. By the second statement of Corollary 2 and taking into account that $b_0 = 0$, a 3-subset $\{j, l, m\}$ is a vertex of $C$ if and only if all its 2-subsets are in $C'$. From the obtained description of $C'$, we see that this is the case only when there is $i$: $\{j, l, m\}$ is a subset of $Y_i$, i.e. the code $C$ is actually $(GP.2)$.

3. We now show that there are no completely regular codes with $\rho = 3$ and strength 1 in $J(n, 4)$. Suppose the opposite and let $D$ be such code and $D' = \{x : |x| = 3, \exists y \in D, x \subseteq y\}$. Then by Corollary 2 the code $D'$ is completely regular in $J(n, 3)$ with covering radius 2 and strength 1. By the shown in the second statement of current Theorem, $D'$ is the union of the 3-subsets of disjoint subsets $\{Y_1, \ldots, Y_q\}$ of fixed size $p, p \geq 3$. Moreover, again by the second statement of Corollary 2 a 4-subset of $\{1, \ldots, n\}$ is a vertex of $D$ if and only if all its 3-subsets are in $D'$. Therefore, the code $D$ consists of the 4-subsets of all $Y_i$'s. Further considerations are for the code $D$ only. Now we have two options. If there are only two such $Y_i$'s, $D$ is $(GP.3')$ and therefore has covering radius 2, which contradicts that the covering radius of $D$ is 3. If there are at least 3 such $Y_i$'s we show that $D$ is not completely regular. Indeed, it is not hard to see that the distance partition with respect to $D$ is such that:

$$D_1 = \{x : |x| = 4, \exists i \mid x \cap Y_i = 3\}$$

and

$$D_2 = \{x : |x| = 4, \exists i \mid x \cap Y_i = 2\}.$$

Let the subsets $Y_1$, $Y_2$ and $Y_3$ be such that $\{1, 2\} \subset Y_1$, $\{3, 4\} \subset Y_2$, $5 \in Y_3$. The subsets $\{1, 2, 3, 4\}$, $\{1, 2, 3, 5\}$ are both in $D_2$. However, in view of the description of $D_1$ and $D_2$ above, the vertex $\{1, 2, 3, 4\} \in D_2$ is adjacent to $4(|Y_1| - 2) = 4(p - 2)$ vertices of $D_1$ in the graph $J(n, 4)$, whereas $\{1, 2, 3, 5\} \in D_2$ is adjacent to $2(|Y_1| - 2) = 2(p - 2)$ vertices of $D_1$, i.e. $D$ is not completely regular. We conclude that there are no completely regular codes in $J(n, 4)$ with $\rho = 3$ and strength 1.

By induction hypothesis on $w, w \geq 5$, we have that there are no completely regular codes in $J(n, w - 1)$, covering radius $w - 2$ and strength 1. If a completely regular code with covering radius $w - 1$ and strength 1 exists in $J(n, w)$, then by Corollary 2 there is a completely regular code in $J(n, w - 1)$ with $\rho = w - 2$ and strength 1, a contradiction.

According to Proposition 5 any completely regular code of covering radius $w - 1$ has strength 0 or 1. The codes of strength 0 were completely characterized in [15]. From Theorem 5 we have the following.

**Corollary 3.** Let $C$ be a completely regular code in $J(n, w)$ of covering radius $w - 1$. Then it either has strength 1 and is described in Theorem 5 or it has strength 0 and characterized in [15].

**Corollary 4.** Let $C$ be a completely regular code in $J(n, 3)$. Then up to opposite code the following holds.

1. [15] If $C$ has strength 0 then $C$ is $\{x : I \subseteq x\}$ for any $I \subset \{1, \ldots, n\}$, $|I| \leq 3$ or $\{x : x \subset I\}$, for any $I \subseteq \{1, \ldots, n\}$, $|I| \geq 4$. 

\[\square\]
(2) If $C$ has strength 1 and covering radius 1 then $n$ is even. Moreover, for $n = 6$ the code $C$ is the union of arbitrary collection of antipodal classes in $J(6,3)$; for $n \geq 8$ and $n \neq 10$, the code $C$ is $(GP.1')$ for $w = 3$, $(GP.3)$ or $(M.2)$, for $n=10$ the code is $(GP.1')$ for $w=3$, $(GP.3)$ or has the same intersection array as $(M.2)$.

(3) If the code $C$ has strength 1 and covering radius 2 then $C$ coincides with $(GP.2)$.

(4) If the code $C$ has strength 2 then $C$ is a simple $(n,3,\lambda)$-design with $\lambda(n-1) = 0(\mod 6)$ and $\lambda(n-1) = 0(\mod 2)$ and vice versa.

Proof. Any completely regular code in $J(n,3)$ has strength $t$, for some $t$, $0 \leq t \leq 2$ and covering radius $\rho$. By Proposition 3 we have $\rho \leq 3 - t$. All completely regular codes in $J(n,3)$ for $t = 0$ were characterized in [15]. The completely regular codes in $J(n,3)$ for $t = 1$ and $\rho = 1$ are codes $(GP.1')$ for $w = 3$, $(GP.3)$ or $(M.2)$ for even $n \geq 12$ and any odd $n$. The completely regular codes in $J(6,3)$ with $t = 1$ and $\rho = 1$ were characterized in [2] in terms of antipodal classes. By computer search we verified that any completely regular code with $t = 1$ and $\rho = 1$ in $J(8,3)$ is $(GP.1')$ for $w = 3$, $(GP.3)$ or $(M.2)$. Moreover, any completely regular code with $t = 1$ and $\rho = 1$ in $J(10,3)$ is $(GP.1')$ for $w = 3$, $(GP.3)$ or has the same intersection array as $(M.2)$ (there are several such nonisomorphic codes).

By Proposition 3 the codes with $t = 1$ and $\rho = 2$ in $J(n,3)$ necessarily have eigenvalues $\theta_0(n,3), \theta_2(n,3), \theta_3(n,3)$ and therefore are described in Theorem 5. The codes in $J(n,3)$ of strength 2 coincide with the class of simple $2 - (n,3,\lambda)$-designs [16]. The classification of these designs up to parameter $\lambda$ was obtained in [7]: a simple $2-(n,3,\lambda)$-designs exists if and only if $\lambda(n-1) = 0(\mod 6)$ and $\lambda(n-1) = 0(\mod 2)$.

Now we can apply our technique based on Delsarte cliques for completely regular codes in the Johnson graphs $J(n,4)$.

Theorem 6. Let $C$ be a completely regular code of strength 1 in $J(n,4)$, $\theta_4(n,4) \in Spec(C)$. Then $C$ has covering radius 2, $Spec(C) = \{\theta_0(n,4), \theta_2(n,4), \theta_4(n,4)\}$ and $C$ is $(GP.3')$ or $(M.1)$ for $w = 4$.

Proof. According to Proposition 3 we have the following alternatives for any completely regular code $C$ of strength 1 in $J(n,4)$ with $\theta_4(n,4) \in Spec(C)$:

(1) $C$ has covering radius 2, $Spec(C) = \{\theta_0(n,4), \theta_2(n,4), \theta_4(n,4)\}$.

(2) $C$ has covering radius 3 and $Spec(C) = \{\theta_0(n,4), \theta_2(n,4), \theta_3(n,4), \theta_4(n,4)\}$. Such codes do not exist by Theorem 5.

We proceed by considering the first case in more details. Let $C' = \{y : |y| = 3, \exists x \in C, y \subset x\}$. In view of Corollary 2 the code $C'$ has covering radius 1 and $Spec(C') = \{\theta_0(n,3), \theta_2(n,3)\}$. By [7], see Corollary 3, $C'$ is one of the codes $(GP.1')$, $(GP.3)$, $(M.2)$ or codes with the same intersection matrix as $(M.2)$ for $n=10$. Let $Y_i = \{2i - 1, 2i\}$ for $i = 1, \ldots, \frac{n}{2}$. By Corollary 2 one can reconstruct the code $C$ from $C'$ using constants $b_i$'s such that

$$b_0 = 0 < b_1 < b_2 = 4,$$

where $x \in C_i$ if and only if $x$ is contains $b_i$ vertices of $C'_{i-1}$ and $4 - b_i$ vertices of $C'_i$.

Let $C'' = \{Y_i \cup Y_j : i \in \{1, \ldots, n/2\}, \forall j \notin Y_i\}$, i.e. $C''$ is $(GP.1')$. We see that the only 4-subsets of $\{1, \ldots, n\}$ such that any its 3-subsets is in $C'$ are the unions of $Y_i$'s, i.e.

$$C = \{Y_i \cup Y_j : i \neq j\},$$

which is exactly the code $(M.1)$ for $w = 4$. 


If $C'$ is (M.2), we prove that $C$ does not exist by showing that $b_1$ is inconsistent. Consider 4-subset \{1, 2, 3, 6\}. It contains exactly two 3-subsets from $C'$, namely \{1, 3, 6\} and \{2, 3, 6\} (see the definition of the code (M.2)). The subset \{1, 2, 3, 6\} does not belong to $C$ because any vertex (i.e. 4-subset) of the latter one contains $4 - b_0 = 4$ 3-subsets from $C'$. Therefore, \{1, 2, 3, 6\} is in $C_1$. However, for subset \{1, 2, 3, 5\} there is exactly one of its 3-subset in $C'$ and it is \{2, 3, 5\}. We see that \{1, 2, 3, 5\} is in $C_1$ and $b_1$ is not a constant, so $C$ in this case is not completely regular.

According to Corollary 3 there are several completely regular codes in $J(10, 3)$ having the same intersection array \{9; 9\} as the code (M.2) but not isomorphic to it. We show that regardless the code being (M.2) or not, the corresponding completely regular code $C$ in $J(10, 4)$ does not exist. There are constants

$$b_0 = 0 < b_1 < b_2 = 4,$$

where $x \in C_1$ if and only if $x$ has $b_1$ vertices from $C'_{i-1}$ and $4 - b_i$ vertices of $C'_i$, and $C'$ is a completely regular code in $J(10, 3)$ with intersection array \{9; 9\}. Note that for $b_1 < 4$ and up to opposite code we have that $b_1$ is 2 or 3. Let \{1, 2, 3, 4\} be in $C$. From the constant $b_0$ we have that all its 3-subsets: \{1, 2, 3\}, \{2, 3, 4\}, \{1, 2, 4\}, \{1, 3, 4\} in $C'$. Consider the union of the 3-subsets of \{1, 2, 3, i\} for $i = 4, \ldots, 10$. It is not hard to see that these subsets form the closed neighborhood of \{1, 2, 3\} in $J(10, 3)$. Depending on whether the vertex \{1, 2, 3, i\} is in $C$ or in $C_1$, its 3-subsets contain exactly 4 or $b_1$ of vertices from $C'$, one of which is \{1, 2, 3\}. Suppose exactly $r$ of vertices \{1, 2, 3, i\}, $i = 4, \ldots, 10$ are in $C$. Then there are exactly $3r + (b_1 - 1)(7 - r)$ neighbors of \{1, 2, 3\} i.e such that $r$. On the other hand, from the intersection array \{9; 9\} of $C'$ and valency 21 of the graph $J(10, 3)$ we see that a vertex of $C'$ has exactly 12 neighbors in $C'$. Therefore we obtain $3r + (b_1 - 1)(7 - r) = 12$ which does not hold for $b_1 = 2$ or 3 and nonnegative integer $r$, a contradiction.

If $C'$ is (GP.3), i.e such that \{x : |x| = 3, all elements of x are even or odd\}, then we see that $C$ is (GP.3'), i.e. $C = \{x : |x| = 4, all elements of x are even or odd\}$. ▲

In the end of this Section, we will focus on completely regular codes of strength 1 in $J(n, 4)$ without minimum eigenvalue in the spectrum. Although we have not obtained a full characterization of these codes, we derive some significant restrictions on their feasible intersection arrays.

**Lemma 3.** Let $C$ be a completely regular code in $J(n, 4)$ with covering radius 2, the intersection matrix

$$
\begin{pmatrix}
4n - 16 - \beta_0 & \beta_0 \\
\gamma_1 & 4n - 16 - \gamma_1 - \beta_1 \\
0 & \beta_1 \\
\gamma_2 & 4n - 16 - \gamma_2
\end{pmatrix}
$$

and distance partition \{C_0 = C, C_1, C_2\}. Then the following equalities hold:

$$|C_0| = \gamma_1 \gamma_2 \frac{n(n - 1)(n - 2)(n - 3)}{24(\beta_0 \gamma_1 + \beta_0 \gamma_2 + \gamma_1 \gamma_2)},
|C_1| = \beta_0 \gamma_1 \gamma_2 \frac{n(n - 1)(n - 2)(n - 3)}{24(\beta_0 \beta_1 + \beta_0 \gamma_2 + \gamma_1 \gamma_2)},
|C_2| = \beta_0 \beta_1 \gamma_2 \frac{n(n - 1)(n - 2)(n - 3)}{24(\beta_0 \beta_1 + \beta_0 \gamma_2 + \gamma_1 \gamma_2)}.$$

**Proof.** Let us count the number of the edges between $C_0$ and $C_1$. On the one hand, it is equal to $|C_0| \beta_0$, but on the other hand, it is equal to $|C_1| \gamma_1$. For edges between $C_1$ and $C_2$, we have that $|C_1| \beta_1 = |C_2| \gamma_2$. Since $C$ has covering radius 2, we also have that $|C_0| + |C_1| + |C_2| = \binom{n}{3}$. These three equations give us the required. ▲

For our purposes we need to use the following well-known local structure of the Johnson graphs.

**Proposition 5.** Let $x$ be a vertex of $J(n, w)$ and let $N(x)$ be the set of its neighbors. Then the graph induced on $N(x)$ by $J(n, w)$ is a $w \times (n - w)$-grid with edges between vertices in a common row or column. Each row of the grid together with $x$ forms a Delsarte clique in $J(n, w)$. ▲
Theorem 7. Let $C$ be a completely regular code in $J(n, 4)$ with covering radius 2 and $\text{Spec}(C) = \{\theta_0(n, 4), \theta_2(n, 4), \theta_3(n, 4)\}$. Then $C$ has the intersection matrix

$$
M = \begin{pmatrix}
4n - 16 - \beta_0 & \beta_0 & 0 \\
\gamma_1 & 4n - 16 - \gamma_1 - \beta_1 & \beta_1 \\
0 & \gamma_2 & 4n - 16 - \gamma_2
\end{pmatrix}
$$

for some distinct positive integers $\beta_0$ and $\gamma_2$.

Proof. The completely regular code $C$ has the following $3 \times 3$ intersection matrix:

$$
M = \begin{pmatrix}
4n - 16 - \beta_0 & \beta_0 & 0 \\
\gamma_1 & 4n - 16 - \gamma_1 - \beta_1 & \beta_1 \\
0 & \gamma_2 & 4n - 16 - \gamma_2
\end{pmatrix}
$$

Note that each row’s sum equals the valency of $J(n, 4)$, namely, $4n - 16$. By direct calculations we have the following equality for the characteristic polynomial of $M$:

$$P(x) = \det(xI - M) = x^3 + \psi_2 x^2 + \psi_1 x + \psi_0,$$

where

(4) $\psi_2 = \beta_0 + \beta_1 + \gamma_1 + \gamma_2 - 12n + 48,$

(5) $\psi_1 = \beta_0 \beta_1 + \beta_0 \gamma_2 + \gamma_1 \gamma_2 - 8\beta_0 n - 8\beta_1 n - 8\gamma_1 n - 8\gamma_2 n + 48n^2 + 32\beta_0 + 32\beta_1 + 32\gamma_1 + 32\gamma_2 - 384n + 768,$

(6) $\psi_0 = -4\beta_0 \beta_1 n - 4\beta_0 \gamma_2 n - 4\gamma_1 \gamma_2 n + 16\beta_0 n^2 + 16\beta_1 n^2 + 16\gamma_1 n^2 + 16\gamma_2 n^2 - 64n^3 + 16\beta_0 \beta_1 + 16\beta_0 \gamma_2 + 16\gamma_1 \gamma_2$

$$- 128\beta_0 n - 128\beta_1 n - 128\gamma_1 n - 128\gamma_2 n + 768n^2 + 256\beta_0 + 256\beta_1 + 256\gamma_1 + 256\gamma_2 - 3072n + 4096.$$

By the Theorem assumption we know that $\text{Spec}(M) = \{\theta_0(n, 4), \theta_2(n, 4), \theta_3(n, 4)\}$. Therefore,

(7) $\psi_0 = -\theta_0(n, 4)\theta_2(n, 4)\theta_3(n, 4),$

From (4) and (5) we immediately have that $\gamma_1 = -\beta_0 - \beta_1 - \gamma_2 + 5n - 8$. Using this equality, (6) can be simplified and written in the following way:

(8) $\beta_1 (\beta_0 - \gamma_2) = (\gamma_2 - 2n + 2)(\gamma_2 - 3n + 6).$

If $\beta_0 \neq \gamma_2$ then $\beta_1$ equals $\frac{(\gamma_2 - 2n + 2)(\gamma_2 - 3n + 6)}{\beta_0 - \gamma_2}$. Direct substitution of $\beta_1$ in (4) and (7) shows that the equality (7) takes place for all values of $\beta_0$ and $\gamma_2$. Hence, the intersection matrix of the code is equal to

$$M_1 = \begin{pmatrix}
4n - 16 - \beta_0 & \beta_0 & 0 \\
\beta_0 - \gamma_2 & \beta_0 + \gamma_2 - n - 8 & \beta_0 - \gamma_2 \\
0 & \gamma_2 & 4n - 16 - \gamma_2
\end{pmatrix}
$$

for some positive integers $\beta_0$ and $\gamma_2$.

Let us consider the case $\beta_0 = \gamma_2$. Clearly, the equality (8) implies that $\gamma_2 = 2n - 2$ (the case $\gamma_2 = 3n - 6$ contradicts to $\gamma_1 > 0$). After substitutions $\beta_0 = \gamma_2 = 2n - 2$ in (4) and (7) equation (7) can be written in the following form:

$$8(\beta_1 + \gamma_1 - n + 4)(n - 4)(n - 7) = 0.$$
Consequently, for $\beta_0 = \gamma_2$, the intersection matrix of the code is equal to

$$M_2 = \begin{pmatrix}
2n - 14 & 2n - 2 & 0 \\
\gamma_1 & 3n - 12 & n - 4 - \gamma_1 \\
0 & 2n - 2 & 2n - 14
\end{pmatrix}$$

for some positive integer $\gamma_1$.

Our next goal is to prove that there are no completely regular codes with the intersection matrix $M_2$. As usual, by $\{C_0 = C, C_1, C_2\}$ we mean the distance partition of $C$. Lemma 5 guarantees us that

$$|C| = \frac{\gamma_1 n(n - 1)(n - 3)}{72}, |C_2| = \frac{(n - 4 - \gamma_1) n(n - 1)(n - 3)}{72}.$$  

By Proposition 5 we know that the graph induced by the set of the neighbors of an arbitrary vertex is $4 \times (n - 4)$-grid with edges between vertices in a common row or column.

Without loss of generality we can consider

$$\gamma_1 \leq \left\lfloor \frac{n - 4}{2} \right\rfloor.$$  

Take some $x \in C$ and let $N(x)$ be the grid corresponding to its neighbors. We know that $|N(x) \cap C_0| = 2n - 14$ and $|N(x) \cap C_1| = 2n - 2$. Since $2(n - 4) > 2n - 14$, $N(x)$ may contain zero or exactly one row consisting of vertices from $C$ only.

**Case A.** Suppose that for every $y \in C$ we have that $N(y)$ contains exactly one row consisting of vertices from $C$ only. It means that we have a set of Delsarte cliques such that every code vertex belongs to exactly one of them. In other words, there exists a code $C'$ in $J(n, 3)$ such that $C = \{x : |x| = 4, \exists y \in C', y \subset x\}$, and code distance of $C'$ is at least 2.

Since every vertex of $C'$ defines exactly $n - 3$ vertices of $C$, we conclude that $C' = \frac{\gamma_1 n(n - 1)}{72}$. It is known that the size of a code in $J(n, 3)$ with code distance 2 is bounded above by $\frac{\gamma_1 n(n - 1)(n - 3)}{18}$, which follows from the Delsarte bound for independent sets. Therefore, we conclude that $\gamma_1 \leq 12$. By our assumption for every $y \in C$ exactly one of $N(y)$'s rows consists of $n - 4$ code vertices. Therefore, at least one of remaining three rows contains at least $\left\lfloor \frac{n - 10}{3} \right\rfloor$ (and less than $n - 4$) code vertices. Consequently, a vertex from $C_1$ from this row has at least $\left\lfloor \frac{n - 10}{3} \right\rfloor$ and $2$ neighbors from $C$, where one them is $y$ itself, and the other is taken from the row consisting of vertices from $C$ only. We have that

$$\left\lfloor \frac{n - 4}{3} \right\rfloor \leq \gamma_1.$$  

In particular, $\gamma_1 \leq 12$ implies $n \leq 40$. Since $N(y)$ contains $2n - 14$ code vertices of $C$ and $n - 4$ of them are located in one row, we conclude that $n \geq 10$. As we noted before, $|C| = \frac{\gamma_1 n(n - 1)(n - 3)}{72}$. By Proposition 5 the code $C$ is a 1-design. In other words, the number of the vertices of $C$ containing a fixed element from $\{1, 2, \ldots, n\}$ does not depend on the choice of the element. Clearly, this number equals $\frac{4}{n} |C| = \frac{2(n - 1)(n - 3)}{18}$. In above, we showed how $C$ is defined by $C'$. It is easy to see, that $C'$ also must be a 1-design, so the number of the vertices of $C'$ containing a fixed element is equal to $\frac{4}{n} |C'| = \frac{2(n - 1)}{24}$. Combining these arguments together, we have that

$$\frac{\gamma_1 n(n - 1)(n - 3)}{72} = \frac{\gamma_1 n - 1}{18} - \frac{\gamma_1 n - 1}{24} \in \mathbb{Z}. $$

Consider the set $S = \{x \in C' : 1 \in x\}$. We know that $|S| = \frac{2(n - 1)}{24}$ and for any distinct $x$ and $y$ from $S$ we have that $|x \cap y| \leq 1$. Without loss of generality, $S = \{1, 2i, 2i + 1\}, i = 1, 2, \ldots, \frac{\gamma_1 n - 1}{24}$. Consider the set $S' = \{x \in C_2 : 1 \in x\}$. Since $C_2$ is also a completely regular code of strength 1, $|S'| = \frac{4}{n} |C_2| = \frac{24}{24}$. Since $n \geq 10$.
Now we can repeat these arguments for all neighbors of \( x \) until then we have that \( S \) gives only two possible cases: \( n = 10, \gamma_1 = 8 \) and \( n = 13, \gamma_1 = 6 \). However, they both contradict to inequality (10).

**Case B.** Suppose that for some \( x \in C, N(x) \) does not have rows consisting of vertices from \( C \) only (let us note, that this can be the case for other code vertices). Hence, there is a row with at least \( \left\lceil \frac{2n-14}{4} \right\rceil \) code vertices.

By our assumption this row also contains a vertex from \( C_1 \). Therefore, the vertex has at least \( \left\lceil \frac{2n-14}{4} + 1 \right\rceil \) neighbors from \( C_0 \). As a result, we have that

\[
\left\lfloor \frac{n-5}{2} \right\rfloor \leq \gamma_1 \leq \left\lfloor \frac{n-4}{2} \right\rfloor.
\]

Analysis of these inequalities shows that it is possible in two cases: \( n \) is even, \( \gamma_1 = \frac{n-4}{2} \); and \( n \) is odd, \( \gamma_1 = \frac{n-5}{2} \). We need to put \( 2n - 14 \) vertices from \( C \) in \( 4 \times (n - 4) \)-grid such that any other vertex of the grid would have more than \( \frac{n-5}{2} \) neighbors from these vertices. Clearly, in the first case (i.e. when \( n \) is even and \( \gamma_1 = \frac{n-4}{2} \)) \( N(x) \) must contain at least \( 10 \) vertices with \( \frac{n-6}{2} \) code vertices. The remaining \( \frac{n-22}{2} \) code vertices must be located in other three rows in the same set of columns. In other words, \( N(x) \) contains a \( 4 \times \left( \frac{n-6}{2} \right) \)-grid with \( 2n - 14 \) and \( 2 \) vertices from \( C \) and \( C_1 \) respectively. There are only three nonequivalent ways for distribution of \( C \) in a grid and for all of them one of these vertices from \( C_1 \) would have at least \( \frac{n-5}{2} \) neighbors from \( C \) inside this grid, a contradiction. In the second case (i.e. when \( n \) is odd and \( \gamma_1 = \frac{n-5}{2} \)), the only possible configuration of code vertices in \( N(x) \) is a \( 4 \times \left( \frac{n-7}{2} \right) \)-grid. Without loss of generality, we have that \( x = \{1, 2, 3, 4\} \) and

\[
\{\{1, 2, 3, 4\} \setminus \{i\} \cup \{j\} : i = 1, 2, 3, 4; j = 5, 6, \ldots, \frac{n+1}{2}\} \subseteq C.
\]

Consider a vertex \( y = \{1, 2, 3, 5\} \). Clearly, one of \( N(y) \)'s rows consists of \( \frac{n-7}{2} \) code vertices and \( \frac{n-1}{2} \) vertices from \( C_1 \). Consequently, code vertices in \( N(y) \) have the same structure, so repeating the arguments we provided for \( x \), for \( y \) we have that

\[
\{\{1, 2, 3, 5\} \setminus \{i\} \cup \{j\} : i = 1, 2, 3, 5; j = 4, 6, 7, \ldots, \frac{n+1}{2}\} \subseteq C.
\]

Now we can repeat these arguments for all neighbors of \( x \) from \( C \), then for all their neighbors from \( C \) and so on until then we have that the set \( L \) of all 4-subsets of a set \( D = \{1, 2, 3, \ldots, \frac{n+1}{2}\} \) is a subset of \( C \) (conceptually, this part of the proof is close to the one from Theorem [5]). Let us note that all neighbors of vertices from \( L \) outside \( L \) must belong to \( C_1 \).

Suppose that there is another vertex \( x' \in C \setminus L \) with the same type of \( N(x') \cap C \) (without rows consisting of vertices from \( C \) only). Consequently, there is one more set \( L' \) of all 4-subsets of a set \( D' \) such that \( |D'| = \frac{n+3}{2} \). First of all, our previous arguments guarantee that \( |D \cap D'| \leq 3 \) (otherwise, \( D \) must coincide with \( D' \)). If \( |D \cap D'| = 3 \), a vertex \( z = (D \cap D') \cup \{i\} \) for \( i \in D \setminus D' \) has at least \( 2n - 14 + \frac{n-2}{2} \) neighbors from \( C \). However, \( z \in C \) and we get a contradiction. In case \( |D \cap D'| = 2 \) we have that \( z' = (D \cap D') \cup \{i\} \cup \{j\} \) for \( i \in D \setminus D' \) and \( j \in D' \setminus D \) must be a vertex from \( C_1 \). Direct calculations show that \( z' \) has at least \( n - 5 \) neighbors from \( L \cup L' \), and this is not possible. Since \( D \) and \( D' \) are both of size \( \frac{n+1}{2} \), the last case here is \( |D \cap D'| = 1 \). In this case, by direct calculations we have that \( \{x \in C : D \cap D' \subseteq x\} \) consists of at least \( 2 \left( \frac{n-1}{3} \right) \) vertices. On the other hand, since \( C \) is a 1-design, the size of this set is bounded above by \( \frac{2}{3} |C| = \frac{n-1}{3} \left( \frac{n-3}{(n-3)(n-5)} \right) \). We obtain a contradiction.
We proved that for all \( y \in C \setminus L \) we have that \( N(y) \) contains exactly one row consisting of vertices from \( C \) only. Again we have a set of Delsarte cliques such that every code vertex (except the set \( L \)) belongs to exactly one of them. Therefore, there exists a code \( C' \) in \( J(n,3) \) such that \( C \setminus L = \{ x : |x| = 4, \exists y \in C', y \subset x \} \), and code distance of \( C' \) is at least 2. By direct calculations and from (3), we see that \( |C'| = \frac{|C|-|L|}{n-3} = \frac{1}{n-3}\left(\frac{n(n-1)(n-3)(n-5)}{114} - \frac{(n+1)(n-1)(n-3)(n-5)}{114}\right) - \frac{5(n-3)(n-1)(n-5)}{114}. \) Since for any \( x \in L \) we have that \( N(x) \setminus L \subseteq C_1 \), we conclude that for any \( y \in C', |y \cap D| = 1 \) or \( |y \cap D| = 0 \). Let us consider \( S_1 = \{ y \in C' : |y \cap D| = 1 \} \) and \( S_0 = \{ y \in C' : |y \cap D| = 0 \} \). Clearly,

\[
|S_1| + |S_0| = |C'| = \frac{(5n-3)(n-1)(n-5)}{1152}.
\]

Consider the following value:

\[
Q = \sum_{t=\frac{n-1}{2}}^{n} |\{ y \in C : t \in y \}|.
\]

The fact that \( C \) is a 1-design implies that \( Q = \frac{n-1}{2}|C| = \frac{(n-1)^2(n-3)(n-5)}{2}. \) The vertices from \( L \) do not contribute to \( Q \). Every clique defined by a vertex from \( S_0 \) adds \( \frac{7n-25}{2} \) to this sum, and a clique defined by a vertex from \( S_1 \) adds \( \frac{5n-17}{2} \). Therefore, we have that \( \frac{7n-25}{2}|S_0| + \frac{5n-17}{2}|S_1| = Q. \) Together with (14) it implies that

\[
|S_0| = \frac{(n-1)(n-5)(7n^2 - 28n + 45)}{2304(n-4)} = \frac{1}{2304}\left(7n^3 - 42n^2 + 80n - 90 - \frac{135}{n-4}\right).
\]

Since \( |S_0| \) must be integer, \( n - 4 \) divides 135, so \( n \) equals 9, 13, 19, 31, 49 or 139. Among them, \( S_0 \) is integral for \( n = 9 \) and \( n = 13 \), but \( |C'| \) is non-integral for all of them. Finally, we proved that there are no completely regular codes with the intersection matrix \( M_2 \).

Combining results from Theorems 6 and 7 we formulate the main result for completely regular codes in \( J(n,4) \).

**Theorem 8.** Let \( C \) be a completely regular code of strength 1 in \( J(n,4) \). Then one of the following holds:

1. \( C \) has covering radius 1, \( n \) is 8 and \( C \) has the same intersection array as some of the codes from [22] or [2];
2. \( C \) has covering radius 2, \( \text{Spec}(C) = \{\theta_0(n,4),\theta_2(n,4),\theta_4(n,4)\} \) and \( C \) is (GP.3') or (M.1) for \( w = 4 \);
3. \( C \) has covering radius 2 and \( \text{Spec}(C) = \{\theta_0(n,4),\theta_2(n,4),\theta_3(n,4)\} \). Then \( C \) has the intersection matrix

\[
\begin{pmatrix}
-4n-16-\beta_0 & 0 \\
-(\beta_0-2n+2)(\beta_0-3n+6) & \beta_0 + \gamma_2 - n - 8 \\
\beta_0-\gamma_2 & 0 \\
\beta_0-\gamma_2 & 4n-16-\gamma_2
\end{pmatrix}
\]

for some distinct positive integers \( \beta_0 \) and \( \gamma_2 \).

**Proof.**

The case \( \theta_4(n,4) \in \text{Spec}(C) \) was considered in Theorem 6. If \( \theta_4(n,4) \notin \text{Spec}(C) \) and \( C \) has covering radius 2, we use Theorem 7. The last possible case is when \( C \) has covering radius 1 and \( \text{Spec}(C) = \{\theta_0(n,4),\theta_2(n,4)\} \). In [22] it was proved that such codes do not exist for \( n \geq 9 \). All possible intersection matrices for \( n = 8 \) were listed in [2] earlier.

\[\square\]
5. Concluding remarks

In this paper, we suggest an approach for tackling the existence problem of completely regular codes with minimum eigenvalue in geometric graphs. An approach showed promising results for the codes in Johnson graphs as we classified several series of completely regular codes in these graphs.

The method suggested in Section 3 can also work for completely regular codes in other geometric graphs. From this perspective we view the Grassmann graphs as the most natural series for this technique. We suppose that some of the ideas from Section 4 can work for completely regular codes in Grassmann graphs with covering radius greater than 1 with the minimum eigenvalue. In the case of binary field, the first open cases are completely regular codes in the Grassmann graphs $J_2(n, 3)$ with covering radius 2. From Section 3 we observe that these codes are in a natural correspondence with completely regular codes in $J_2(n, 2)$. The latter codes for some spectra were classified in [10] and one can use this restriction for classification of codes in $J_2(n, 3)$.

In Section 4 we also described all the completely regular codes of strength 1 in the Johnson graphs $J(n, 4)$ with only one case for the eigenvalues $\theta_0(n, 4), \theta_2(n, 4), \theta_3(n, 4)$ partially left open. As one may see from the proof of Theorem 7 the intersection matrix $M_2$ depends on two parameters instead of one (it also holds for $M_1$). Although ideas that we used for proving the nonexistence of codes with the intersection matrix $M_1$ may be also helpful for the case with the matrix $M_2$ for some particular parameters, in our opinion, such codes might exist.

As an example, we present the following intersection matrices of possible completely regular codes with covering radius 2 in $J(n, 4)$ for small $n$ (all divisibility conditions known to us are satisfied here):

$$M = \begin{pmatrix} 14 & 30 & 0 \\ 3 & 31 & 10 \\ 0 & 24 & 20 \end{pmatrix}$$ in $J(15, 4)$, $M = \begin{pmatrix} 16 & 36 & 0 \\ 3 & 35 & 14 \\ 0 & 24 & 28 \end{pmatrix}$ in $J(17, 4)$, $M = \begin{pmatrix} 20 & 36 & 0 \\ 6 & 42 & 8 \\ 0 & 32 & 24 \end{pmatrix}$ in $J(18, 4)$.

Acknowledgement. The authors thank anonymous referee for thorough reading of the manuscript and substantial remarks that improved the presentation.

References

[1] S.V. Avgustinovich, I.Yu. Mogilnykh, Induced perfect colorings, Siberian Electronic Mathematical Reports. 8(1) (2011) 310-316.
[2] S.V. Avgustinovich, I.Yu. Mogilnykh, Perfect 2-colorings of Johnson graphs $J(8, 3)$ and $J(8, 4)$, J. Appl. Industr. Math. 5(1) (2011) 19-30.
[3] S.V. Avgustinovich, I.Yu. Mogilnykh, Perfect 2-colorings of Johnson graphs $J(6, 3)$ and $J(7, 3)$, In: Barbero, A. (eds), Coding Theory and Applications, Lecture Notes in Computer Science, vol 5228, Springer, Berlin, Heidelberg, 2008.
[4] J. Borges, J. Rifa, V.A. Zinoviev, On completely regular codes, Prob. Inf. Transmiss. 55 (2019) 1-45.
[5] A.E. Brouwer, A.M. Cohen, and A. Neumaier, Distance-regular graphs, Ergebnisse der Mathematik und ihrer Grenzgebiete (3), Springer-Verlag, Berlin, 1989.
[6] D.M. Cvetkovic, M. Doob, H. Sachs, Spectra of graphs, Academic Press, New York - London, 1980.
[7] M. Dehon, On the existence of 2-designs $S_2(2, 3, v)$ without repeated blocks, Discrete Math. 43 (1983) 155-171.
[8] P. Delsarte, An Algebraic Approach to the Association Schemes of Coding Theory, Philips Res. Rep. Suppl. 10 (1973), 1-97.
[9] R.J. Evans, A.L. Gavrilyuk, S. Goryainov, K. Vorob’ev, Equitable 2-partitions of the Johnson graphs $J(n, 3)$, arxiv.org/abs/2206.15341.
[10] Y. Filmus, F. Ihringer, Boolean degree 1 functions on some classic association schemes, Journal of Combinatorial Theory A. 162 (2019) 241-270.
[11] A.L. Gavrilyuk, S.V. Goryainov, On perfect 2-colorings of Johnson graphs $J(v, 3)$, Journal of Combinatorial Designs. 21 (2013), no. 6, 232-252.
[12] C.D. Godsil, Geometric distance-regular covers, New Zealand J. Math. 22 (1993), no. 2, 31-38.
[13] C.D. Godsil, C.E. Praeger, Completely transitive designs, arxiv.org/abs/1405.2176.
[14] D.S. Krotov, I.Yu. Mogilnykh, V.N. Potapov, To the theory of q-ary Steiner and other-type trades, Discrete Mathematics. 339(3) (2016) 1150-1157.
[15] A. Meyerowitz, Cycle-balanced Conditions for Distance-regular Graphs, Discrete Mathematics. 264(3) (2003) 149-166.
[16] W.J. Martin, Completely regular designs, J. Combin. Des. 4 (1998) 261-273.
[17] W.J. Martin, Completely regular codes: a viewpoint and some problems, Proceedings of 2004 Com2MaC Workshop on Distance-Regular Graphs and Finite Geometry, Pusan, Korea. 2004. 43-56.
[18] W.J. Martin, Completely regular designs of strength one, Journal of Algebraic Combinatorics. 3(2) (1994) 177-185.
[19] I.Yu. Mogilnykh, Completely regular codes in Johnson and Grassmann graphs with small covering radii, arxiv.org/abs/2012.06970.
[20] I.Yu. Mogilnykh, A.A.Valyuzhenich, Equitable 2-partitions of the Hamming graphs with the second eigenvalue, Discrete Mathematics, 343(11) (2020) 112039.
[21] H. Suzuki, Completely regular clique graphs, Journal of algebraic combinatorics. 40 (2014) 233-244.
[22] K. Vorob’ev, Equitable 2-partitions of Johnson graphs with the second eigenvalue, arxiv.org/abs/2003.10956.

Email address: ivmog84@gmail.com, konstantin.vorobev@gmail.com