Deep learning method in testing the cosmic distance duality relation
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Abstract: The cosmic distance duality relation (DDR) is constrained from the combination of type-Ia supernovae (SNe Ia) and strong gravitational lensing (SGL) systems using deep learning method. To make use of the full SGL data, we reconstruct the luminosity distance from SNe Ia up to the highest redshift of SGL using deep learning, then it is compared with the angular diameter distance obtained from SGL. Considering the influence of lens mass profile, we constrain the possible violation of DDR in three lens mass models. Results show that in the SIS model and EPL model, DDR is violated at high confidence level, with the violation parameter $\eta_0 = -0.193^{+0.021}_{-0.019}$ and $\eta_0 = -0.247^{+0.014}_{-0.013}$, respectively. In the PL model, however, DDR is verified within $1\sigma$ confidence level, with the violation parameter $\eta_0 = -0.014^{+0.053}_{-0.045}$. Our results demonstrate that the constraints on DDR strongly depend on the lens mass models. Given a specific lens mass model, DDR can be constrained at a precision of $O(10^{-2})$ using deep learning.
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1 Introduction

In the expanding Universe there are many ways to define the distance between two objects, among which the luminosity distance and angular diameter distance are two widely used definitions. The former is defined by the fact that the brightness of a distant source seen by an observer is inversely proportion to the distance squared, while the latter is defined by the fact that the angular size of an object seen by an observer is inversely proportion to the distance. In the standard cosmological model, the luminosity distance ($D_L$) is related to the angular diameter distance ($D_A$) by the distance duality relation (DDR), i.e. $D_L(z) = (1+z)^2 D_A(z) \frac{1}{H_0}$, where $z$ is the cosmic redshift. DDR holds true as long as the photons travel along null geodesics and the number of photons is conserved. DDR is a fundamental and crucial relation in modern cosmology. Any violation of DDR would imply the existence of new physics. The violation of DDR could be caused by e.g. the coupling of photons with non-standard particles \cite{2}, the dust extinction \cite{3}, the variation of fundamental constants \cite{4}, etc. Therefore, testing the validity of DDR with different independent observations is of great importance.

Due to the difficulty to measure the luminosity distance and angular diameter distance of an object simultaneously, the most common way to test DDR is comparing the two distances observed from different objects but approximately at the same redshift. Many works have been devoted to testing DDR with different observational data \cite{5–13}. Type Ia supernovae (SNe Ia) are perfect standard candles and are widely used to measure the luminosity distance. While the angular diameter distance is usually obtained from various observations. For example, the angular diameter distance obtained from galaxy clusters can be combined with SNe Ia to test DDR \cite{14}. Li et al. \cite{9} tested DDR using the combination of SNe Ia and ultra-compact radio sources. Liao et al. \cite{13} proposed a model-independent method applying strong gravitational lensing (SGL) systems and SNe Ia to test DDR. However, due to the redshift limitation of SNe Ia, SGL systems whose source redshift is larger than 1.4 couldn’t be used to test DDR, since no SNe can match these SGL system at the same redshift. Hence, the available data pairs are much less than the total number of SGL systems. Lin et al. \cite{10,11} shown that the luminosity distance and angular diameter distance can be measured simultaneously from the strongly lensed gravitational waves, hence can be used to test DDR.

Recently, a newest and largest SNe Ia sample called Pantheon compilation was published, which consists of 1048 SNe Ia and the highest redshift is up to $z_{\text{max}} \approx 2.3$ \cite{14}. Combining the Pantheon sample and 205 SGL systems, Zhou et al. \cite{15} obtained 120 pairs of data points...
in the redshifts range from 0.11 to 2.16 and verified DDR at 1σ confidence level. Many methods are proposed to extend the redshift range. Lin et al. [16] reconstructed the distance-redshift relation from the Pantheon sample with Gaussian processes (GP), and combined it with the galaxy clusters + baryon acoustic oscillations to constrain DDR. Their results verified the validity of DDR. Ruan et al. [17] also confirmed the validity of DDR in a redshift range up to \( z \sim 2.33 \) based on strong gravitational lensing and the reconstruction of HII galaxy Hubble diagram using GP. However, the reconstruction with GP is unreliable beyond the data region, and the uncertainty is very large in the region where the data points are sparse. Hence not all SGL systems are available to test DDR. To make use of the full SGL sample, Qin et al. [18] reconstructed the high-redshift quasar Hubble diagram using the Bézier parametric fit, and combined it with 161 SGL systems to test DDR, up to redshift \( z \sim 3.6 \). However, this method depends on the parametric form of the Hubble diagram. Some works extended the luminosity distance to the redshift range of gamma-ray burst (GRBs) [19–20]. Combined SNe Ia and high-redshift GRBs data \( (z \sim 10) \) calibrated with the Amati relation, DDR can be investigated up to high redshift. In these works, the Amati correlation used to calibrate GRBs is assumed to be universal over full redshift range. However, several works indicate that the Amati relation possibly evolves with redshift [21–23].

In this paper, we test DDR by performing the deep learning method to reconstruct the luminosity distance. The deep learning is one kind of machine learning based on the artificial neural network research [24]. It is powerful in large-scale data processing and highly complex data fitting due to the universal approximation theorem. Hence, deep learning can output a value infinitely approximating the target by training deep neural networks with the observational data. Generally, a neural network is constructed with several layers. Thereinto, the first layer is input layer for receiving the feature, several hidden layers for transforming the information from previous layer, and the last layer is output layer for exporting the target. In each layer, hundreds of nonlinear neurons process the data information. The deep learning method has been widely employed in various fields including cosmological research [22, 23, 25–28]. In this work, we test DDR with the combined data of SNe Ia and SGL, while the luminosity distance is reconstructed from SNe Ia using deep learning. Compared with previous methods such as GP and Bézier parametric fit, our method to reconstruct the data is neither cosmologically model-dependent, nor relies on the specific parametric form. Additionally, deep learning can capture the internal relation in training data. Especially, deep learning can reconstruct the curve beyond the data range with a relatively small uncertainty. Thus the full SGL sample can be used to test DDR, up to the highest redshift of SGL.

The rest of this paper is arranged as follows: In Section 2, we introduce the method to test DDR with the combination of SGL and SNe Ia. In Section 3, the observational data and deep learning method are introduced. In Section 4, the constraining results on DDR are presented. Finally, discussion and conclusion are given in Section 5.

2 Methodology

The most direct way to test DDR is to compare the luminosity distance \( D_L \) and angular diameter distance \( D_A \) at the same redshift. However, it is difficult to measure \( D_L \) and \( D_A \) simultaneously from a single object. Generally, \( D_L \) and \( D_A \) are obtained from different kinds of objects approximately at the same redshift. In our work, we determine \( D_L \) from SNe Ia and determine \( D_A \) from SGL systems, respectively. We present the details of the method below.

As more and more galaxy-scale SGL systems are discovered in recent years, they are widely used to investigate the gravity and cosmology. In the specific case when the lens perfectly aligns with the source and the observer, an Einstein ring appears. In general case only a part of the ring appears, from which the radius of the Einstein ring can be deduced. The Einstein radius not only depends on the geometry of the lensing system, but also depends on the mass profile of the lens galaxy. To investigate the influence of mass profile of lens galaxy, we consider three types of lens models that are widely discussed in literature, i.e. the singular isothermal sphere (SIS) model, the power-law (PL) model and the extended power-law (EPL) model.

In the singular isothermal sphere (SIS) model, the mass density of the lens galaxy scales as \( \rho \propto r^{-2} \), and the Einstein radius takes the form [29]

\[
\theta_E = \frac{D_{A_s}}{D_{A_s}^L} \frac{4\pi\sigma_{\text{SIS}}^2}{c^2}, \tag{1}
\]

where \( c \) is the speed of light in vacuum, \( \sigma_{\text{SIS}} \) is the velocity dispersion of the lens galaxy, \( D_{A_s} \) and \( D_{A_s}^L \) are the angular diameter distances between the observer and the source, and between the lens and the source, respectively. From Eq. (1) we see that the Einstein radius depends on the distance ratio \( R_A \equiv D_{A_s}/D_{A_s}^L \), which can be obtained from the observables \( \theta_E \) and \( \sigma_{\text{SIS}} \) by

\[
R_A = \frac{c^2 \theta_E}{4\pi\sigma_{\text{SIS}}} \tag{2}
\]

Note that \( \sigma_{\text{SIS}} \) is not necessary to be equal to the observed stellar velocity dispersion \( \sigma_0 \) [30]. Thus we phenomenological introduce a parameter \( \sigma_0 \) to account for
the difference, i.e. $\sigma_{\text{SIS}} = f \sigma_0$ \cite{31,33}. Here, $f$ is a free parameter which is expected to be in the range $0.8 < f^2 < 1.2$. The actual SGL data usually measure the velocity dispersion within the aperture radius $\theta_{ap}$, which can be transformed to $\sigma_0$ according to the aperture correction formula \cite{34}

$$\sigma_0 = \sigma_{ap} \left( \frac{\theta_{eff}}{2 \theta_{ap}} \right)^{\eta} \sigma_{\text{ap}},$$  \quad (3)

where $\sigma_{ap}$ is the luminosity weighted average of the line-of-sight velocity dispersion inside the aperture radius, $\theta_{eff}$ is the effective angular radius, and $\eta$ is the correction factor which takes the value $\eta = -0.066 \pm 0.035$ \cite{35,36}. $\sigma_{ap}$ propagates its uncertainty to $\sigma_0$, and further to $\sigma_{\text{SIS}}$. The uncertainty of distance ratio $R_A$ is propagated from that of $\theta_E$ and $\sigma_{\text{SIS}}$. We take the fractional uncertainty of $\theta_E$ at the level of 5\% \cite{8}.

In the power-law (PL) model, the mass density of the lensing galaxy follows the spherically symmetric power-law distribution $\rho \propto r^{-\gamma}$, where $\gamma$ is the power-law index. In this model, the distance ratio can be written as \cite{37}

$$R_A = \frac{c^2 \theta_E}{4 \pi \sigma_{\text{ap}}^2} \left( \frac{\theta_{ap}}{\theta_E} \right)^{2-\gamma} f^{-1}(\gamma),$$  \quad (4)

where

$$f(\gamma) = -\frac{1}{\sqrt{\pi}} \frac{(5-2\gamma)(1-\gamma)}{3-\gamma} \frac{\Gamma(\gamma-1)}{\Gamma(\gamma-3/2)} \left( \frac{\Gamma(\gamma/2-1/2)}{\Gamma(\gamma/2)} \right)^2.$$  \quad (5)

The power-law model reduces to the SIS model when $\gamma = 2$. Considering the possible redshift evolution of the mass density profile, we parameterize $\gamma$ with the form $\gamma(z_l) = \gamma_0 + \gamma_1 z_l$, where $\gamma_0$ and $\gamma_1$ are two free parameters, and $z_l$ is the redshift of the lens galaxy.

In the extended power-law (EPL) model, the luminosity density profile $\nu(r)$ is usually different from the total mass density profile $\rho(r)$ due to the contribution of dark matter halo. Therefore, we assume that the total mass density profile $\rho(r)$ and the luminosity density of stars $\nu(r)$ respectively take the forms as

$$\rho(r) = \rho_0 \left( \frac{r}{r_0} \right)^{-\alpha}, \quad \nu(r) = \nu_0 \left( \frac{r}{r_0} \right)^{-\delta},$$  \quad (6)

where $\alpha$ and $\delta$ are the power-law index parameters, $r_0$ is the characteristic length scale, $\rho_0$ and $\nu_0$ are two normalization constants. In this case, the distance ratio can be expressed as \cite{38}

$$R_A = \frac{c^2 \theta_E}{2 \sigma_0^2 \pi} \frac{3-\delta}{(\xi-2\beta)(3-\xi)} \left( \frac{\theta_{eff}}{\theta_E} \right)^{2-\alpha} \left[ \frac{\lambda(\xi) - \beta \lambda(\xi + 2)}{\lambda(\alpha)\lambda(\delta)} \right],$$  \quad (7)

where $\xi = \alpha + \delta - 2$, $\lambda(x) = \Gamma(\frac{4-2x}{2})/\Gamma\left(\frac{4-x}{2}\right)$, and $\beta$ is an anisotropy parameter characterizing the anisotropic distribution of the three-dimensional velocity dispersion, which is marginalized with Gaussian prior $\beta = 0.18 \pm 0.13$ \cite{39}. We parameterize $\alpha$ with the form $\alpha = \alpha_0 + \alpha_1 z_l$ to inspect the possible redshift-dependence of the lens mass profile, and treat $\delta$ as a free parameter. When $\alpha_0 = \delta = 2$ and $\alpha_1 = \beta = 0$, the EPL model reduces to the standard SIS model.

In the flat Universe, the comoving distance is related to the angular diameter distance by $r_l = (1 + z_l)D_{a_l}$, $r_s = (1 + z_s)D_{a_s}$, $r_{ls} = (1 + z_s)D_{a_s}$. Using the distance-sum rule $r_{ls} = r_s - r_l$ \cite{40}, the distance ratio $R_A$ can be expressed as

$$R_A = \frac{D_{a_s}}{D_{a_s}} = 1 - \frac{(1 + z_l)D_{a_l}}{(1 + z_s)D_{a_s}},$$  \quad (8)

in which the ratio of $D_{a_l}$ and $D_{a_s}$ can be converted to the ratio of $D_{l_s}$ and $D_{l_s}$ using DDR.

To test the possible violation of DDR, we parameterize it with the form

$$\frac{D_{a_l}(1+z_l)^2}{D_{l_s}(1+z_s)^2} = 1 + \eta_0 z,$$  \quad (9)

where $\eta_0$ is a parameter characterizing the deviation from DDR. The standard DDR is the case when $\eta_0 \equiv 0$. Combining Eqs. (8) and (9), we obtain

$$R_A(z_l, z_s) = 1 - R_L P(\eta_0; z_l, z_s),$$  \quad (10)

where $R_L \equiv D_{l_s}/D_{l_s}$ is the ratio of luminosity distance, and

$$P = \frac{(1+z_s)(1+\eta_0 z_l)}{(1+z_l)(1+\eta_0 z_s)}.$$  \quad (11)

The ratio of luminosity distance $R_L$ can be obtained from SNe Ia. At a certain redshift $z$, the distance modulus of SNe Ia is given by $\mu$ \cite{14}

$$\mu = 5 \log_{10} \frac{D_L(z)}{M_{\text{pc}}} + 25 = m_B - M_B + ax(z) - \beta c(z),$$  \quad (12)

where $m_B$ is the apparent magnitude observed in B-band, $M_B$ is the absolute magnitude, $x$ and $c$ are the stretch and colour parameters respectively, $\alpha$ and $\beta$ are nuisance parameters. For SNe Ia sample, we choose the largest and latest Pantheon dataset in redshift range $z \in [0.01, 2.30]$ \cite{14}. The Pantheon sample is well-calibrated by a new method called BEAMS with Bias Corrections, and the effects of $x(z)$ and $c(z)$ have been corrected in the reported magnitude $m_{B, \text{corr}} = m_B + \alpha x(z) - \beta c(z)$. Thus, the nuisance parameters $\alpha$ and $\beta$ are fixed to zero in equation (12) and $m_B$ is replaced by the corrected magnitude $m_{B, \text{corr}}$. For simplicity, we use $m$ to represent $m_{B, \text{corr}}$ hereafter. Then the distance ratio $R_L$ can be written as

$$R_L \equiv D_{l,l_s}/D_{l_s} = 10^{-\frac{m(z_l) - m(z_s)}{5}},$$  \quad (13)

where $m(z_l)$ and $m(z_s)$ are the corrected apparent magnitudes of SNe Ia at redshifts $z_l$ and $z_s$, respectively.
is shown in the above equation, the absolute magnitude $M_B$ exactly cancels out. The uncertainty of $R_L$ propagates from the uncertainties of $m(z_i)$ and $m(z_s)$ using the standard error propagation formula.

Combining the SNe Ia and SGL, the parameter $\eta$ can be constrained by maximizing the likelihood

$$
\mathcal{L}(\text{Data}|p, \eta_0) \propto \exp \left[ -\frac{1}{2} \sum_{i=1}^{N} \frac{(1 - R_L, p_i(\eta_0; z_i, z_s) - R_A, i)}{\sigma_{\text{total}, i}}^2 \right] \tag{14}
$$

where $\sigma_{\text{total}} = \sqrt{\sigma_{R_A}^2 + P^2 \sigma_{R_L}^2}$ is the total uncertainty, and $N$ is the total number of data points. There are two sets of parameters, that is, the parameter $\eta_0$ relating to the violation of DDR, and the parameter $p$ relating to the lens mass model ($p = f$ in SIS model, $p = (\gamma_0, \gamma_1)$ in PL model and $p = (\alpha_0, \alpha_1, \delta)$ in EPL model).

### 3 Deep Learning

The SGL sample used in our paper are compiled in Chen et al. [36], which contains 161 galaxy-scale SGL systems with both high resolution imaging and stellar dynamical data. All lens galaxies in the SGL sample are early-type galaxies and don’t have significant substructure or close massive companion. Thus the spherically symmetric approximation is valid when modelling the lens galaxy. The redshift of the lens ranges from 0.064 to 1.004, and that of the source ranges from 0.197 to 3.595. Hence, we can test DDR up to $z \sim 3.6$.

In previous works [5, 6, 8], SNe Ia locating at the redshift $z_i$ and $z_s$ in each SGL system are found by comparing the redshift difference $\Delta z$ between the lens (source) and SNe Ia with the criterion $\Delta z \leq 0.005$. In this method, the SGL systems are under-utilized due to that there may be no SNe at redshift $z_i$ or $z_s$. To increase the available SGL sample, some works employed the GP method to reconstruct the distance-redshift relation from SNe Ia [17, 39]. However, the SGL systems whose source redshift is higher than the maximum redshift of SNe is still unusable. Because the GP method cannot precisely reconstruct the curve beyond the redshift range of observational data. In order to make use of all SGL systems and match the lens and source redshifts of SGL sample with SNe Ia one-to-one, we apply a model-independent deep learning method to reconstruct the distance-redshift relation from SNe Ia, covering the full redshift range of SGL sample.

Deep learning is a dramatic method in discovering the intricate structures in a large and complex dataset by considering an Artificial Neural Networks (ANN) as an underlying model, such as Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Bayesian Neural Networks (BNN), etc. These neural networks are usually composed of multiple processing layers, in which each layer receives the information from the previous layer and transforms it to the next layer, and are trained to be an ideal network to represent the data. Thereinto, RNN is powerful in tackling the sequential data and predicting the future after learning the representation of the data. Hence, we can feed RNN with the Pantheon data to learn the distance-redshift relation, and train it to predict the distance at any redshift, even beyond the redshift range of the observational data. However, RNN is incapable to estimate the uncertainty of the prediction. Thus, we need to introduce BNN into our network as a supplementary of RNN to calculate the uncertainty of the prediction. In our recent paper [23], we have constructed a network combining RNN and BNN to represent the relationship between distance modulus $\mu$ and redshift $z$ from the Pantheon data. In this work, instead of reconstructing $\mu(z)$ curve, we reconstruct the apparent magnitude curve $m(z)$ from the Pantheon data, as the latter depends on neither the absolute magnitude of SNe nor the Hubble constant. Considering a constant difference between the distance modulus $\mu$ and the apparent magnitude $m$, we directly use our previous network to reconstruct $m$ but without setting the absolute magnitude and Hubble constant. The construction of our network is briefly introduced as follows (see Tang et al. [23] for more details).

The architecture of our network is shown in Figure 1. The main structure of RNN is composed of three layers, the input layer to receive the feature (the redshift $z$ here), one hidden layer to transform the information from the previous layer to the next layer, and the output layer to export the target (the apparent magnitude $m$ here). The information not only propagates forward from the first layer, through the hidden layer to the last layer, but also propagates backward. This can be seen more obviously from the unrolled RNN in the right panel of Figure 1. At each time step $t$, the neurons of RNN receive the input as well as the output from the previous time step $t - 1$. The RNN unfolded in time step can be regarded as a deep network where the number of hidden layers is more than 1. It takes long time to train RNN when handling long sequential data. Besides, RNN is difficult to store the information for long time. To solve this problem, we set the time step with $t = 4$ and employ the Long Short-Term Memory (LSTM) cell as the basic cell. The LSTM cells augment the RNN with an explicit memory so that the network is aware of what to store, throw away and read. We built the input and hidden layers with LSTM cells of 100 neurons in each. Feeding in the Pantheon data, the RNN is trained to represent the relationship between magnitude $m$ and redshift $z$ by minimizing the loss function, which depicts the difference between the predictions and the observations. In our network, we choose the mean-squared-error (MSE) function as the loss function, and the Adam optimizer is
adopted to find its minimum. Additionally, a non-linear activation function $A_f$ is introduced to enhance the performance of the network. In our previous work [23], we have shown that the tanh function [41] performs better than other three activation functions (relu [42], elu [43] and selu [44]) in reconstructing the distance moduli $\mu(z)$. Considering that the apparent magnitude is connected with the distance modulus with an overall constant, we directly choose the tanh function as the activation function.
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**Figure 1.** The architecture of RNN with one hidden layer (left), unrolled through time step $t = 4$ (right). The input and output are the redshift sequence and the corresponding apparent magnitudes, respectively. The number of neurons in each LSTM cell is 100. The activation function in each LSTM cell is tanh, and the dropout between two adjacent LSTM layers is set to 0.2.

For BNN, it should be mentioned that a traditional BNN is too complex to design. According to Gal & Ghahramani [45-47], the dropout in deep neural network can be seen as an approximate Bayesian inference in deep Gaussian processes. The dropout contributes an additional loss to the training process besides the difference between the predictions and the observations. Minimizing the objective relating to the total loss in the network results in the same optimal parameters as maximizing the objective log Evidence Lower Bound in Gaussian process approximation [46]. In other words, network with a dropout is mathematically equivalent to the Bayesian model. Hence, we apply the dropout technique to RNN to realize BNN. When the RNN is well trained, the network executed $n$ times can determine the confidence region of the prediction, which is equivalent to BNN. Besides, the dropout is one kind of regularization techniques to prevent the network from over-fitting caused by a large number of its internal hyperparameters. Considering the risks of over-fitting and under-fitting, we set the dropout employed between two adjacent LSTM layers to 0.2 in this paper [48-50]. The hyper-parameters used in our network are presented in Figure 1.

Now, we start the reconstruction of $m(z)$. Firstly, we normalize the apparent magnitude and sort the data points $(z_i, m_i, \sigma_{m_i})$ in the ascending order of redshift, and re-arrange them into four sequences. In each sequence, the redshifts and the corresponding magnitudes are the input and output vectors, respectively. The inverse of the squared uncertainty ($w_i = 1/\sigma_{m_i}^2$) is treated as the weight of data point in the network. Secondly, we train the network constructed as above 1000 times with Ten-
and save this well-trained network. Finally, we execute the trained network 1000 times to predict the magnitude \( m \) at any redshift in the range \( z \in [0, 4] \). Figure 2 shows the distribution of the magnitude at redshifts \( z = 1 \) and \( z = 2 \) in the 1000 times run of the network. We see that the distribution of magnitude can be well fitted with Gaussian distribution. The mean value and the standard deviation of the Gaussian distribution are regarded as the central value and the 1\( \sigma \) uncertainty of the prediction, respectively.

Finally, we obtain the \( m(z) \) relation in the redshift range \( 0 < z < 4 \) and plotted it in Figure 3. For comparison, we also plot the best-fitting \( \Lambda \)CDM curve of the Pantheon sample. We see that the reconstructed curve is well consistent with the \( \Lambda \)CDM curve, and most of the data points fall into the 1\( \sigma \) range of the reconstruction. Although the uncertainty of the reconstructed curve using deep learning method is slightly larger than that using GP method in the data region, the merit of deep learning is that it can reconstruct the curve with a relatively small uncertainty beyond the data region, thus allowing us to match SGL with SNe one-by-one, so that the full SGL sample can be used to test DDR.

We note that the uncertainty of the reconstructed \( m(z) \) relation is larger than the uncertainty of data points, especially at high redshift. This is because of the sparsity and scattering of data points at high redshift. To check the reliability of the reconstruction, we constrain the matter density parameter \( \Omega_m \) of the flat \( \Lambda \)CDM model using a mock sample generated from the reconstruction, whose redshifts are same as the Pantheon sample, and the magnitudes and the uncertainties are calculated from the reconstructed \( m(z) \) relation. Fixing the absolute magnitude \( M_B = -19.36 \) and Hubble constant \( H_0 = 70 \text{ km/s/Mpc} \), the matter density is constrained to be \( \Omega_m = 0.281 \pm 0.025 \), which is well consistent with that constrained from the Pantheon sample, \( \Omega_m = 0.278 \pm 0.008 \). This proves that our reconstruction of \( m(z) \) relation is reliable.

*https://www.tensorflow.org
4 Constraints on DDR

With the reconstruction of $m(z)$ relation, all of SGL systems are available for testing DDR. To investigate how the inclusion of high-redshift SGL data affects the constraint on DDR, we constrain the parameters with two samples. Sample I includes the SGL data whose source redshift is below $z_s < 2.3$, which consists of 135 SGL systems, and sample II includes the full 161 SGL systems in the redshift range $z_s < 3.6$. We perform a Markov Chain Monte Carlo (MCMC) analysis to calculate the posterior probability density function (PDF) of parameter space using the publicly available python code emcee [51]. Flat priors are used for all free parameters. The best-fitting parameters in SIS, PL and EPL models are presented in Table 1. The corresponding 1σ and 2σ confidence contours and the posterior PDFs for parameter space are plotted in Figure 4.

Table 1. The best-fitting parameters in three types of lens models.

| Sample | SIS model | f | PL model | EPL model |
|--------|-----------|---|----------|-----------|
|        | $\eta_0$ | $\gamma_0$ | $\alpha_0$ | $\eta_0$ | $\alpha_0$ | $\delta$ |
| $z < 2.3$ | $-0.268^{+0.033}_{-0.039}$ | $1.085^{+0.038}_{-0.058}$ | $-0.249^{+0.239}_{-0.205}$ | $-0.349^{+0.021}_{-0.020}$ | $2.166^{+0.044}_{-0.047}$ | $-1.117^{+0.060}_{-0.058}$ | $2.566^{+0.066}_{-0.066}$ |
| $z < 3.6$ | $-0.193^{+0.021}_{-0.019}$ | $1.077^{+0.012}_{-0.011}$ | $-0.257^{+0.125}_{-0.045}$ | $-0.247^{+0.014}_{-0.013}$ | $2.129^{+0.037}_{-0.037}$ | $-0.642^{+0.046}_{-0.036}$ | $2.586^{+0.117}_{-0.100}$ |

In the framework of SIS model, the DDR violation parameters are constrained to be $\eta_0 = -0.268^{+0.033}_{-0.039}$ with sample I and $\eta_0 = -0.193^{+0.021}_{-0.019}$ with sample II, which both deviate from zero at $> 8\sigma$ confidence level. In the framework of PL model, the constraint of violation parameter is $\eta_0 = 1.034^{+0.102}_{-0.106}$ with sample I, deviating from the standard DDR at $1\sigma$ confidence level. While the violation parameter is constrained to be $\eta_0 = -0.014^{+0.053}_{-0.045}$ with sample II, consistent with zero at $1\sigma$ confidence level. In the EPL model, the violation parameters are $\eta_0 = -0.349^{+0.021}_{-0.020}$ with sample I and $\eta_0 = -0.247^{+0.014}_{-0.013}$ with sample II, which manifest that DDR is deviated at...
Figure 4. The 2-dimensional confidence contours and 1-dimensional PDFs for the parameters in three types of lens models.
> 16σ confidence level. As the results show, the inclusion of high-redshift SGL systems can constrains the DDR violation parameter tighter. Additionally, the model of lens mass profile also has significant impact on the constraint of parameter η_0. On the premise of exact lens model, DDR can be constrained at a precision of O(10^{-2}) using deep learning. The accuracy is significantly improved compared with previous results [13, 10].

As for the lens mass profile, all parameters are tightly constrained in three lens models. In SIS model, the parameters are constrained to be f = 1.085^{+0.013}_{-0.013} with sample I and f = 1.077^{+0.012}_{-0.011} with sample II, slightly deviating from unity but with high significance. In PL model, the parameters are constrained with (γ_0, γ_1) = (2.066^{+0.042}_{-0.044}, -0.219^{+0.239}_{-0.205}) with sample I and (γ_0, γ_1) = (2.076^{+0.032}_{-0.032}, -0.257^{+0.125}_{-0.116}) with sample II. For the slope parameter, it indicates no evidence for the redshift-evolution with sample I. While with sample II, the slope parameter is negatively correlated with redshift at 2σ confidence level, which is consistent with Chen et al. [36]. For all three lens models, none of them can be reduced to the standard SIS model (γ_0, α, δ = (2, 0, 2)) is excluded in SIS model, (γ_0, γ_1) = (2, 0) is excluded in PL model and (γ_0, α, δ) = (2, 0) is excluded in EPL model.

5 Discussion and Conclusion

We investigated the distance duality relation with the strong gravitational lensing and SNe Ia using a model-independent deep learning method. With the RNN+BNN network, we reconstructed the apparent magnitude m from the Pantheon compilation up to redshift z ∼ 4. The magnitudes at the redshifts of lens and source in SGL systems can be determined with the reconstructed m(z) relation one-to-one. Compared with previous works [3, 7, 12], we reconstructed data without any assumption on the cosmological model or the specific parametric form. Compared with GP method [17, 39], our method can reconstruct the data up to higher redshift range but with a lower uncertainty. Taking advantages of all SGL systems and considering the influence of the lens mass profile, we tightly constrained the parameter η_0 in three lens models. It is found that the constraints on DDR strongly depend on the lens mass model. In the framework of SIS model and EPL model, DDR is deviated at high confidence level. While in the framework of PL model, not strong evidence for the violation of DDR was found. In other works, if we require that DDR is valid, then the SIS model and EPL model are strongly excluded. The inclusion of high-redshift SGL data does not affect the main conclusions, but can reduce the uncertainty of the DDR violation parameter. In both SIS model and EPL model, the DDR violation parameter η favours a negative value, which implies that D_L > (1+z)^2 D_A. This may be caused by the dust extinction of SNe, making SNe to be fainter (thus has a further luminosity distance) than expected. Once the lens mass model is clear, DDR can be constrained at a precision of O(10^{-2}) with deep learning, which improves the accuracy by one order of magnitude compared with previous work [15].

The mass profiles of lens galaxies should be properly considered in cosmological research. We analysed the lens model with the DDR and found that the three types of lens models cannot be reduced to the standard SIS model. With the full SGL sample, the constraining results in SIS model is f = 1.077^{+0.012}_{-0.011}, which slightly (but with high significance) deviates from the standard SIS model (f = 1). In PL model, (γ_0, γ_1) = (2.076^{+0.032}_{-0.032}, -0.257^{+0.125}_{-0.116}) excludes the standard SIS model (γ_0, γ_1) = (2, 0) at 2σ confidence level. Similar with the results of Chen et al. [36], the redshift dependence of the slope parameter γ in PL model is verified at 2σ confidence level. In EPL model, the constraining results are (α, α_1, δ) = (2.129^{+0.037}_{-0.037}, -0.642^{+0.346}_{-0.346}, 2.586^{+0.107}_{-0.107}). As can be seen, the total mass profile and the luminosity profile are different due to the influence of dark matter. The slope of mass profile α is obviously redshift-independent, with a trend ∂α/∂z_1 = -0.642^{+0.346}_{-0.346}. In order to correctly constrain DDR, accurately modeling the mass profile of the lens galaxies is required.
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