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ABSTRACT

The neural network optimized by genetic algorithm (GA) is an efficient and accurate prediction method, which can quickly find the optimal solution through high-speed computing capability and self-learning function. The neural network model optimized by GA is applied to the prediction of soil moisture of ecological slope protection, which provides reference for practical application of slope vegetation screening. In this paper, nine meteorological factors and soil moisture data were obtained by field monitoring instruments and related meteorological data. Considering the lag of meteorological factors, the neural network optimized by GA is used to predict the soil moisture of 8 meteorological data. The results show that the root mean square error (RMSE) and the mean absolute percentage error (MAPE) of the prediction model are 0.22726 and 0.41234%, respectively, indicating that the prediction model runs well. Through V-fold cross-validation, it is found that the prediction results of the model is accurate and stable. The algorithm combining artificial neural network and GA can well predict the soil moisture of ecological slope protection, with high prediction accuracy, and has a good application prospect in other fields.

Introduction

Soil moisture is one of the main factors in agricultural production and hydrological cycle, which not only plays an important role in maintaining plant growth, but also is a key link in the water cycle of soil-plant-atmosphere continuous system. Studies have shown that suitable soil moisture is one of the most important factors for the healthy growth of plants. Other studies have shown that soil moisture can improve the natural nutrient absorption of crops and plants. Less water will affect the growth of cells, resulting in a decrease in cell growth. Secondly, excessive water will affect the growth of some stages of plant life. The soil moisture before planting will affect plant growth. Vegetation performs better when the soil is wet or dry. Its accurate prediction is of great significance to the rational utilization and management of water resources. The change of soil moisture directly affects water consumption and crop growth, and the influence of soil moisture can improve the prediction of flowering time and the assessment of abiotic stress risk. It is an important index of drought resistance, flood control and precise irrigation decision in agricultural production. Climate and vegetation change are the two main factors affecting the trend of soil moisture. Climate change dominates the change trend of soil moisture, while vegetation change plays a regulatory role in soil dryness and wetness under changing climate conditions. Soil moisture is closely related to the optimization of slope vegetation, and meteorological factors such as environmental humidity, daily radiation, temperature and rainfall have great influence on soil moisture. Therefore, it is of great significance to use machine learning method to predict the soil
moisture of the slope, and then use meteorological factors and soil moisture to optimize the slope protection plants.

At present, the mainstream soil moisture prediction methods mainly use empirical formula, linear regression and neural network to build prediction models. Hummel uses near infrared reflectance sensors to predict the soil moisture content of surface and underground soil, and uses stepwise multiple linear regression analysis data, and the prediction standard deviation is 5.31%. Joo and others studied the comparison between soil moisture and hydrometeorological data, and found that the change of soil moisture showed seasonal characteristics. Kashif Gill put forward a method to predict soil moisture by using support vector machine, which uses structural risk rather than empirical risk to ensure global optimization, The results show that SVM model is better than artificial neural network model in predicting soil moisture. Prakash et al. used machine learning techniques such as multiple linear regression, support vector regression and recurrent neural network to predict soil moisture for 1 day, 2 days and 7 days, and the results showed that multiple linear regression had better prediction results. Qian Zhu combined support vector machine (SVM) with double set Kalman filter (EnKF). Compared with support vector machine, it can be found that it can effectively improve the efficiency of soil moisture prediction. However, the parameters and kernel functions of support vector machine need to be selected artificially, and the calculation is complicated, which will affect the prediction accuracy to a certain extent. In complex practical applications, the traditional methods of soil moisture prediction often do not perform well, but the neural network model has better performance in soil moisture prediction. Ji Ronghua et al. used multi-level neural network to predict soil moisture, According to correlation analysis, rainfall, temperature and wind speed have significant effects on soil moisture. Principal component analysis is used to eliminate the correlation between the initial input parameters, and the first three principal components are specified to reconstruct the samples into lower dimensions, so as to reduce the network scale and improve the network performance. An Xiaoyu et al. put forward an improved neural network prediction method for ascidian algorithm optimization. The results show that the optimal prediction model has small prediction error. It overcomes the shortcomings of neural network prediction model, such as low convergence accuracy and easy to fall into local optimum.

However, soil moisture involves complex structural effects and meteorological factors, and it is difficult to establish an ideal mathematical model for predicting soil moisture. Although artificial neural network can solve complex nonlinear mapping problems, it also has some shortcomings, such as over-fitting, falling into local optimum easily and slow convergence speed. The neural network optimized based on GAs can be optimized from two aspects of learning efficiency and global optimization, which greatly improves the structure of the original network. Compared with the traditional neural network, it shows strong computational ability. The neural network has been successfully applied in engineering cost prediction, stock price prediction, traffic flow, image and text recognition, medical treatment and other fields.

In this study, considering the correlation between meteorological factors and soil moisture and the lag of meteorological factors, neural network is used to predict the nonlinear relationship between soil moisture and meteorological factors on ecological slope protection s. On this basis, GA is used for global optimization, and the optimal soil moisture prediction model is determined, which overcomes the problem of low prediction accuracy and achieves high-precision soil moisture prediction.
Methods

GA and neural network

**Figure 1.** Overall forecasting model; A is the structure diagram of neural network, B is the step diagram of neural network prediction model optimized by genetic algorithm, and C is the error estimation diagram

- **BP neural network**

  BP neural network can be analogized as multi-layer perceptron, in which the hidden layer function mostly adopts S-type transfer function, while the output layer neuron mostly adopts linear transfer function. The fig.1.A shows the four-layer BP network topology with \( m \times d \times b \times t \), and the process of calculating the output of pre-BP neural network can be summarized as three steps. Firstly, the data of eight meteorological factors obtained by climate monitoring instruments are used as input layers. Secondly, by comparing the output data with the measurement data, we use the loss function (also called cost function) to calculate the error. Third, we propagate the error back, find its derivative with respect to each weight in the network, and update the model. For BP artificial neural network, each layer transmits data to the next layer without cycle. After we repeat these three steps for multiple cycles and learn the weights, we apply the model to new data to predict multiple target values simultaneously. It can be assumed that the existing sample pairs \((x, y)\) are \( x = \{x_1, x_2, ..., x_m\} \), \( y = \{y_1, y_2, ..., y_t\} \), and the hidden layer neurons are \( o = \{o_1, o_2, ..., o_b\} \). The network weight matrix between neurons in input layer and hidden layer is \( w^1 \), and the network weight between neurons in input layer and output layer are \( w^3 \) respectively.

\[
\begin{align*}
  w^1 &= \begin{bmatrix} w_{11} & w_{12} & \cdots & w_{1d} \\
                          \vdots & \vdots & \ddots & \vdots \\
  w_{m1} & w_{m2} & \cdots & w_{md} \end{bmatrix} \\
  w^3 &= \begin{bmatrix} w_{11}^3 & w_{12}^3 & \cdots & w_{1t}^3 \\
                          \vdots & \vdots & \ddots & \vdots \\
  w_{b1}^3 & w_{b2}^3 & \cdots & w_{bt}^3 \end{bmatrix}
\end{align*}
\]

\( x_i \) represents the \( i \)th input value in a neural network, \( y \) is the vector of predicted values. \( a_{i} \) represents the \( i \)th activation of neurons in the \( i \)th layer, \( w_{im} \) represents the connection between the \( m \)th unit in the \( i \)th layer and the first unit in the \( (i + 1) \)th layer.
The thresholds of hidden layer neurons and output layer neurons are \( \theta^1 \) and \( \theta^2 \), respectively

\[
\theta^1 = [\theta^1_1, \theta^1_2, \ldots, \theta^1_l], \quad \theta^2 = [\theta^2_1, \theta^2_2, \ldots, \theta^2_l]
\]  \( \text{(2)} \)

Then the output of hidden layer neurons is

\[
o_j = f\left(\sum_{i=1}^{m} w_{ji}^1 x_i - \theta^1_j\right) = f(\text{net}_j), \quad j = 1, 2, \ldots, l
\]

\[
\text{net}_j = \sum_{i=1}^{m} w_{ji}^1 - \theta^1_j, \quad j = 1, 2, \ldots, l; f(\cdot)
\]  \( \text{(3)} \)

The output of neurons in the output layer is

\[
z_j = f\left(\sum_{i=1}^{l} w_{kj}^2 o_i - \theta^2_k\right) = g(\text{net}_j), \quad k = 1, 2, \ldots, n
\]

\[
\text{net}_k = \sum_{i=1}^{l} w_{kj}^2 - \theta^2_k, \quad k = 1, 2, \ldots, n; g(\cdot)
\]  \( \text{(4)} \)

The error between network output and expected output is

\[
E = \frac{1}{2} \sum_{k=1}^{n} (y_k - z_k)^2
\]  \( \text{(5)} \)

**BP neural network optimized by GA**

GA is a search algorithm for solving optimization problems, which is the most widely used evolutionary algorithm at present\(^{31} \). GA is a heuristic search algorithm that imitates the biological evolution mechanism of "natural selection, survival of the fittest" in nature, and is combined with artificial neural network, which is widely used to solve optimization problems\(^{32} \). GAs are efficient, practical and robust. GA encodes the data into chromosomes, and exchanges the information in chromosomes through selection, crossover and mutation in iteration, and finally finds out the chromosomes that meet the optimization objectives. By selecting, crossing and changing the population composed of a certain number of problem parameters, GA screens out the individuals with higher fitness and excludes the individuals with lower fitness, and continuously evolves and iterates to find the most satisfied individuals. Using GA to optimize the weights and thresholds of neural network networks can avoid falling into local optimum and effectively improve the training speed. The algorithm steps (see Fig.1.B) are as follows:

**Step 1:** Determine the neural network topology; In this BP neural network model, the input layer is 8 kinds of weather and meteorological factors of each group of data, and the output layer is daily average soil moisture, which constitutes 8 nodes input layer and 1 node output layer.

**Step 2:** Obtaining an initial population; By preprocessing the input data, the population number is set, in which each individual contains the ownership value of BP neural network and the real number string of threshold value.

**Step 3:** Setup of fitness function \( F \): The formula is \( F = \sum_{i=1}^{n} |f_i - f(x_i)| \) \( \text{(6)} \)

where \( f_i \) is the expected output value and \( f(x_i) \) is the actual output value.

**Step 4:** Select the operation; Selection operation refers to selecting excellent individuals from the original population through a certain probability and producing the next generation of individuals through reproduction. The probability of individual selection is correlated with fitness. The higher the fitness, the higher the probability of individual choice. Roulette is used in this paper. The probability of choice is
\[ p^i = \frac{F_i}{\sum_{j=1}^{N} F_j} \]  (7)

where \( F_i \) is the population fitness value of individual \( i \), and \( N \) is the population number.

**Step 5:** Cross-operation: Cross-operation refers to randomly selecting two individuals from the population, and transferring the excellent characteristics of their parents to their offspring to produce new individuals with high adaptability through the exchange and combination of their chromosomes. That is to say, there are two individuals \( a_k \), \( a_l \) who cross-operate at \( j \) as follows

\[ a_{kj} = a_{kj}(1 - b) + a_{lj} \]  (8)

\[ a_{lj} = a_{lj}(1 - b) + a_{kj} \]  (9)

where \( b \) is a random number between \([0,1]\).

**Step 6:** Mutation operation; The diversity of population can be maintained through population variation. Randomly select an individual from the population, and select a part of the individual to perform mutation operation, so as to produce a better individual. Individual \( a_i \) mutates at \( j \), forming a new gene \( a_{ij} \) as follows.

\[ a_{ij} = \begin{cases} (a_{ij} - a_{max})r_2(1 - g/G_{max}), & r \geq 0.5 \\ (a_{ij} + (a_{min} - a_{ij})r_2(1 - g/G_{max}), & r < 0.5 \end{cases} \]  (10)

where \( a_{max} \) , \( a_{min} \) are the upper and lower bounds of \( a_{ij} \), \( r_2 \) is a random number, \( g \) is the current iteration number, \( G_{max} \) is the maximum evolution number.

**Step 7:** The fitness function of the individual in the newly generated population is calculated. If the fitness function meets the requirements or the evolution times reach the maximum, the evolution is completed, otherwise, the step 4 is returned.

**Step 8:** Through GA optimization, the BP network is given initial weights and thresholds, and the prediction results are obtained after meeting the termination conditions.

**Error estimation**

In order to quantitatively evaluate the effectiveness and accuracy of neural network prediction model optimized by GA, MSE (mean square error), RMSE (mean square error root), MAE (mean absolute error), and MAPE (mean absolute percentage error) are considered respectively. (see Fig.1.C)

\[ MSE = \frac{1}{N} \sum_{t=1}^{N} (\hat{y}(t) - y(t))^2 \]  (11)

\[ RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (\hat{y}(t) - y(t))^2} \]  (12)

\[ MAE = \frac{1}{N} \sum_{t=1}^{N} |\hat{y}(t) - y(t)| \]  (13)

\[ MAPE = \frac{1}{N} \sum_{t=1}^{N} \left| \frac{\hat{y}(t) - y(t)}{y(t)} \right| \]  (14)

where \( N \) is the total number of training or test set; \( \hat{y}(t) \) and \( y(t) \) is the forecast value and the actual value, respectively.

**GA-BP soil moisture prediction model**

**Meteorological data monitoring scheme**

In order to solve the problems of complicated operation and high monitoring cost of long-
term monitoring instruments for slope environment, a monitoring device and prediction method for slope vegetation growth environment in typhoon area are adopted. By setting temperature and humidity sensors, wind speed and direction sensors, solar radiation sensors, rainfall sensors, soil temperature, humidity and salt comprehensive sensors, and adopting wireless network and cloud platform data transmission means, the long-term remote monitoring of slope growth environment is realized. Finally, based on the collected long-term data and the data provided by China Meteorological Network, the time series method and linear regression model can be used to make short-term prediction of the meteorological parameters on the slope, thus obtaining the time variability of the meteorological parameters on the slope.

The monitoring system for meteorological parameters of ecological slope protection is composed of environmental temperature and humidity sensors, wind speed and direction sensors, solar radiation sensors, rainfall sensors, comprehensive sensors of soil temperature, humidity and salinity, data acquisition instruments, wireless communication modules and solar power supply system powered by the whole test system. The partial structure is shown in Fig. 2.

The environmental temperature and humidity sensors, wind speed and wind direction sensors and solar radiation sensors in the device are installed on the top of the slope without vegetation shielding, and are erected 2 m away from the top surface of the slope with a triangular bracket. The top of the triangular bracket is provided with a horizontal vacuole indicator to ensure the level of the triangular bracket, and then the three corners of the bracket are fixed with expansion screws. The rain sensors is installed at the top of slope without shielding and fixed by expansion screws. Install the soil temperature, humidity and salt integrated sensor on the top of the slope, dig a hole with a diameter of 50 mm and a depth of 2m in the top of the slope, and put the sensor into the hole; Make the sensor in close contact with the soil, make sure that the soil is full of the sensor, and fill the upper part with soil to prevent water from entering. The wireless communication module and the data acquisition instrument are uniformly placed in the acquisition box and fixed on the triangle bracket. The solar power supply system consists of a solar photovoltaic panel, a storage battery and a debugger. The solar photovoltaic panel inclines to the south and is placed on a reserved bracket; The storage battery is placed in a stainless steel box and fixed on the ground with expansion screws. The environmental temperature and humidity sensor, air pressure sensor, solar radiation sensor, rainfall sensor and soil temperature, humidity and salt comprehensive sensor are connected with the collector through data lines, and the collected data are collected into the data collector through data lines. The data collector uploads the
collected data to the cloud platform server in real time through the wireless communication module, and the client computer can view and download the test data by accessing the cloud, thus realizing long-term monitoring of the vegetation growth environment on the slope. The field test is shown in fig. 3.

**Influencing Factors of Soil Moisture**

The soil moisture of ecological slope protection is closely related to local meteorological factors, and the change of soil moisture is affected not only by its own hydrological factors but also by surrounding meteorological factors. The motion of atmospheric systems is a highly unified process of certainty and randomness. From a macroscopic point of view, the uncertainty of soil moisture change is largely determined by the influence of weather conditions in the early stage. Climate is the main factor that determines the distribution of soil moisture on the earth, and the uncertainty of soil moisture mainly comes from the randomness of atmospheric factors. Therefore, meteorological factors can be used to predict soil humidity. In this paper, nine meteorological elements are obtained, namely, daily maximum environmental temperature ($X_1$), daily minimum environmental temperature ($X_2$), daily average temperature ($X_3$), daily average environmental humidity ($X_4$), daily average dew point temperature ($X_5$), daily average wind speed ($X_6$), daily average rainfall ($X_7$), daily total radiation ($X_8$) and daily average soil temperature ($X_9$). Pearson correlation coefficient and Spearman correlation coefficient are as shown in Fig. 4.

**Figure 3.** Field experiment diagram

**Figure 4.** Correlation analysis between soil moisture and meteorological factors

According to Pearson correlation coefficient and Spearman correlation coefficient of
meteorological factor and soil moisture, it can be found that (Y) has strong correlation with (X₁), (X₂), (X₃), (X₅) and (X₉), which is higher than 0.8. (Y) has a weak correlation with (X₄) and (X₈), showing a moderate correlation, while it has a low correlation with (X₆), so this factor is excluded (see Fig.4). Considering that the influence of environmental humidity and rainfall on soil moisture has a certain lag, the increase of daily precipitation and environmental humidity leads to the increase of moisture in the air, and it takes a certain time for moisture to enter the soil, so the lag is taken into account to predict. After considering its lag, the correlation coefficient has been significantly improved, and the correlation degree has increased to more than 0.5, as shown in Table 1.

| Table 1. Comparison Table of Hysteresis of X₄, X₈ and Y |
|--------------------------------------------------------|
| Pearson | Spearman |
|---------|----------|
| original | Consider lag | original | Consider lag |
| X₄ | 0.4718 | 0.52151 | 0.46849 | 0.54337 |
| X₈ | 0.44284 | 0.471 | 0.47529 | 0.54591 |

Considering the discreteness of field monitoring results due to few samples and many factors, the neural network algorithm optimized by GA is adopted. In the monitoring data, the meteorological data of the first 90 days are selected as training samples, and the data of the last 10 days are predicted samples. The sample data are shown in Table 2, and the GA-BP regression prediction model is established by programming with Matlab language.

| Table 2. Sample data |
|---------------------|
| NO | X₁ | X₂ | X₃ | X₄ | X₅ | X₆ | X₇ | X₈ | X₉ | Y |
|-----|----|----|----|----|----|----|----|----|----|---|
| 1   | 35.2 | 23 | 30.3 | 76.4 | 24.7 | 0 | 16.507 | 32.8 | 89.8 |
| 2   | 35.3 | 23.5 | 29.0 | 87.5 | 24.2 | 25.2 | 25.182 | 32.6 | 97.3 |
| 3   | 35.5 | 23.8 | 29.5 | 77.4 | 23.8 | 0 | 23.64 | 32.9 | 88.4 |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| 87  | 13.5 | 0.7 | 6.4 | 57.1 | -1.7 | 0 | 11.72 | 16.1 | 43.4 |
| 88  | 10.3 | 2.6 | 6.7 | 60.5 | 0.3 | 0 | 4.347 | 16.3 | 43 |
| 89  | 8.9 | 2.5 | 7.5 | 64.3 | 2.8 | 0 | 1.587 | 11.281 | 42.8 |
| 90  | 13.5 | -0.8 | 5.3 | 62.8 | -2.7 | 0 | 11.063 | 14.8 | 41.7 |

Results

Comparison of model prediction

The GA-BP regression prediction model was established, and the soil moisture of ecological slope protection was simulated and predicted by using neural network, The monitoring data of the first 90 days were taken as the training set, and the data of 10 days were taken as the test set. Matlab software is used for prediction simulation experiment, and the prediction results are compared, as shown in Fig. 5.
After running the program, MAE, MSE, RMSE and MAPE can be obtained by the above calculation formula. The BP neural network prediction model is compared with the neural network prediction model optimized by GA, and the prediction result of the original data is compared with the prediction result considering lag. The results are shown in Fig. 6, 7 and Table 3.

**Figure 5.** Training set prediction considering lag

**Figure 6.** BP and GA-BP prediction and error analysis of original data

**Figure 7.** Prediction error analysis of BP and GA-BP considering lag
### Table 3. Error analysis of BP and GA-BP

|            | MAEE     | MSE      | RMSE     | MAPE     |
|------------|----------|----------|----------|----------|
| Original   |          |          |          |          |
| BP         | 5.2214   | 30.5491  | 5.5271   | 12.5741% |
| GA-BP      | 0.66081  | 0.50499  | 0.71063  | 1.5945%  |
| Consider lag |         |          |          |          |
| BP         | 4.4237   | 39.7918  | 6.3081   | 10.592%  |
| GA-BP      | 0.17141  | 0.051645 | 0.22726  | 0.41234% |

The MSE predicted by the training set considering lag is 0.0288. GA-BP prediction model is obviously superior to BP prediction model. Comparing the original data with the prediction model considering lag, it can be seen that the MSE of GA-BP prediction model of the original data is 0.50499 and the MAPE is 1.5945%. The MSE and MAPE of GA-BP prediction model considering lag are 0.051645 and 0.41234%. The maximum prediction error of BP neural network is 15%, and the average absolute percentage error MAPE is 10.592%, so it is impossible to predict soil moisture accurately. The GA-BP prediction model considering hysteresis has good prediction results, and the error control is close to 0.01, which can accurately predict soil moisture.

**Prediction model evaluation**

The neural network optimized by GA can obtain the optimal weights and thresholds through GA. Through selection, crossover and mutation in GAs, the population is continuously optimized and the best individual is selected. The optimization of GA mainly involves the initial population size, maximum evolutionary algebra, crossover probability and mutation probability. In the prediction model, the crossover probability is 0.8, the mutation probability is 0.05, the initial population size is 100, and the maximum evolution algebra is 100.

**Figure 8. Cross-validation evaluation of forecasting model**

In this paper, the cross-validation method is used to evaluate the soil moisture prediction model. Allen and others introduced cross-validation as a method to evaluate the parameters of prediction model, in order to improve the prediction accuracy. Cross-validation is a method to eliminate the deviation caused by random sampling in the process of sample training, and it is a method to estimate the generalization error directly without any preconditions. Cross-validation refers to dividing the original data into training set and testing set according to the prediction setting of neural network. The model is trained with training set, and the trained model is verified.
with test samples to evaluate the prediction accuracy of the model. There are many cross-validation methods, among which the V-fold cross-validation method proposed by Geisser\textsuperscript{34} has the characteristics of high computational efficiency and simple operation. Therefore, the V-fold cross-validation method is used to evaluate the prediction model. The V-fold cross-validation method refers to dividing the data into V parts, selecting one part as the test set, V-1 part as the test set, repeating v times, and finally analyzing the average error of v times as the performance index of model evaluation. In this paper, 100 groups of data are divided into 10 parts, and the GA-BP prediction model considering lag is evaluated by V-fold cross validation, as shown in the fig.8.

| NO | RMSE  | MAPE  |
|----|-------|-------|
|    | BP    | GA-BP | BP    | GA-BP |
| 1  | 6.3081| 0.22726| 10.592%| 0.41234%|
| 2  | 1.7392| 0.555 | 3.2466%| 1.283%|
| 3  | 9.0197| 0.42413| 19.6638%| 0.8252%|
| 4  | 2.445 | 0.79798| 3.5562%| 1.8244%|
| 5  | 4.2637| 0.81116| 9.3364%| 1.6981%|
| 6  | 4.0055| 0.28749| 7.6028%| 0.57294%|
| 7  | 2.1669| 0.4809 | 4.2679%| 1.0654%|
| 8  | 6.8948| 0.68498| 13.8076%| 1.5158%|
| 9  | 6.5857| 0.66154| 10.0203%| 1.3527%|
| 10 | 5.0258| 0.46632| 10.9858%| 0.97458%|
|    | average value | 4.84544 | 0.539676 | 9.31594% | 1.152446% |

It can be seen from the table 4 that the average RMSE and MAPE of BP neural network forecasting model are 4.84544 and 9.31594%, while the average RMSE and MAPE of GA-BP neural network forecasting model are 0.53967 and 1.152446%, respectively. After cross-validation, it can be seen that the prediction of BP neural network fluctuates greatly, while the prediction result of GA-BP neural network is relatively stable. Ten experiments show that its accuracy is better than that of BP neural network. Only one random prediction is used to evaluate the accuracy of the model, and the random error is large. After cross-validation, it is more reasonable to use the mean value of RMSE and MAPE as the evaluation standard of the model.

**Discussion**

**Advantages of GA-BP neural network regression model.** In this paper, the GA-BP prediction model is used to simulate and predict the daily average soil moisture through eight kinds of meteorological factors obtained from the monitoring of ecological slope protections in Taizhou area as independent variables, and the following conclusions are drawn. The advantages are as follows: (a) Soil moisture is closely related to the surrounding meteorological factors. Because of the randomness and non-linearity of meteorological factors, soil moisture is uncertain. Using meteorological factors to predict soil moisture can obtain high-precision prediction results. Therefore, it is feasible to analyze and predict the change of soil moisture on ecological slope protection by establishing related mathematical models, which can provide theoretical basis for the selection of vegetation on ecological slope protections. (b) Soil moisture is greatly affected by meteorological factors, and has a certain lag, especially rainfall and environmental humidity. This lag should be considered when using meteorological factors to
predict and simulate soil humidity. Considering the lag, the prediction accuracy has greatly improved. (c) The established GA-BP neural network prediction model has high accuracy, and the deviation between soil moisture prediction results and actual values is small, which shows that the model can accurately predict the change of soil moisture with meteorological factors. (d) Comparing the prediction results of BP neural network and GA-BP neural network, it is found that GA-BP neural network is superior to BP neural network in predicting soil moisture of ecological slope protection, and the optimization of GA plays a very important role.

**Shortcomings of GA-BP neural network regression model** In this paper, the artificial neural network algorithm optimized by GA is applied to the prediction of soil moisture in ecological slope protection for the first time, and a more accurate prediction result have been obtained. However, there are some defects in this paper. For example, all meteorological factors are not fully considered, and meteorological factors such as sunshine time and daily average pressure can be introduced in future research. In addition, GA is used to optimize neural network, and the optimized initial weights and thresholds are obtained. Besides GA, particle swarm optimization and ant colony algorithm can also be used to optimize the initial weights and thresholds of neural network.
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