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Which quantum states minimise the unavoidable uncertainty arising from the non-commutativity of two observables? The immediate answer to such a question is: it depends. Due to the plethora of uncertainty measures there are many answers. Here, instead of restricting our study to a particular measure, we present plausible axioms for the set $F$ of bona-fide information-theoretic uncertainty functions. Then, we discuss the existence of states minimising uncertainty with respect to all members of $F$, i.e., universal minimum uncertainty states (MUS). We prove that such states do not exist within the full state space and study the effect of classical noise on the structure of minimum uncertainty states. We present an explicit example of a qubit universal MUS that arises when purity is constrained by introducing a threshold amount of noise. For higher dimensional systems we derive several no-go results limiting the existence of noisy universal MUS. However, we conjecture that universality may emerge in an approximate sense. We conclude by discussing connections with thermodynamics, and highlight the privileged role that non-equilibrium free energy $F_2$ plays close to equilibrium.

I. INTRODUCTION

Since the advent of quantum mechanics uncertainty relations have played a major role in uncovering the mysteries of the quantum realm. Originally introduced by Heisenberg as an error-disturbance relation in his famous thought experiment [1], they have been reformulated and refined in various ways over the last 90 years. Starting as a statement about the outcome statistics of independent measurements of position and momentum [2], they were quickly extended to generic observables [3]. Then, almost half a century after the original formulation, a substantial change in the paradigm came with David Deutsch’s proposal of using the Shannon entropy of the outcomes statistics to study uncertainty relations [4]. This lead to state-independent lower bounds on uncertainty [5], but also initiated the ongoing intimate relationship between uncertainty relations and the field of information theory. Since then many works used multiple entropic measures to quantify uncertainty (see Ref. [6, 7] and references therein). Although they shed light on new aspects of uncertainty relations, most of these results depend on the particular choice of the uncertainty measure. A recent “universal” approach [8–11] tries to go beyond this limitation, by making statements that are independent of the particular measure of uncertainty being used.

The authors of Ref. [9] proposed a minimal requirement that all valid uncertainty functions should satisfy: the act of forgetting information about a random variable cannot decrease its uncertainty. This approach restricts uncertainty functions to the family of Schur-concave functions. Here, we also analyse the effect of two additional requirements: the additivity of uncertainty for independent random variables and continuity. Adding these further restrictions one after the other gives two more frameworks for studying uncertainty. These allow us to restrict the set of all uncertainty measures to the one-parameter family of Rényi entropies $H_\alpha$ with parameter $\alpha \in \mathbb{R}$ or $\alpha \in \mathbb{R}_+$. Within these three frameworks we study the structure of quantum states that minimise uncertainty, the so-called minimum uncertainty states (MUS). In the spirit of the universal approach we ask: what quantum states - if any - simultaneously minimise all possible uncertainty measures? The evidence we bring in this paper suggests that, excluding the qubit case, such universal MUS do not exist. Nevertheless, we clarify how the structure of MUS simplifies with the introduction of classical uniform noise and suggest that an approximate notion of universal MUS may emerge. Finally, we link our results on the measures of uncertainty with the problem of quantifying the departure of a system from thermodynamic equilibrium. In particular, we point out how a so-far neglected measure of non-equilibrium, the free energy functional $F_2$ (defined by the Rényi divergence of order two), plays a crucial role in near-equilibrium thermodynamic transformations.

II. GENERAL FAMILIES OF UNCERTAINTY MEASURES

Intuitively, an uncertainty measure $u$ is a function that assigns a real positive number to every probability distribution $p$, reflecting the “spread” of $p$. However, there is no unique way of measuring the uncertainty of a probability distribution; quite the contrary, there exists a plethora of different information-theoretic functions [12]. This is linked to the fact that there are different ways of assessing uncertainty and making bets, depending on the rules of the probabilistic game being played. For example, making a bet on a single event is very different from making bets on many, independent and identically distributed ones. In the former case one would look at a single-shot entropy, whereas in the latter one may choose the Shannon entropy. Also, depending on the stake, one
may want to follow a very risk-adverse strategy (and, e.g., look at the Hartley entropy $H_0$) or, on the contrary, be risk-prone (and, e.g., look at the min-entropy $H_\infty$). This is reflected by different choices of the relevant uncertainty functions, as each of them captures a different aspect of the "spread" of $p$. However one can ask: what is the set of all possible uncertainty functions?

The basic idea is that all uncertainty functions must satisfy some elementary requirements; e.g., all of them should assign zero uncertainty to the sharp probability distribution $p = (1, 0, \ldots, 0)$. In what follows we will describe and motivate conditions defining general families of bona-fide uncertainty functions. In this paper we will call a probability distribution $p$ universally less uncertain than $q$, according to some chosen set of uncertainty measures $\mathcal{F}$ if $u(p) \leq u(q)$ for all $u \in \mathcal{F}$.

### A. Minimal requirement of Schur-concavity

Recently, a general condition has been proposed that a function $u$ should satisfy in order to measure uncertainty [9]. It is given by

$$u(p) \leq u(\lambda p + (1 - \lambda)\Pi p) \quad \text{for } \lambda \in [0, 1],$$

where $\Pi$ is any permutation of the probability vector. In other words, a random relabelling of a probability distribution cannot decrease the uncertainty. Notice that since permutations are reversible, this immediately implies that any $u$ must be a function of the probability vector only and not of the way we label events, i.e., $u(p) = u(\Pi p)$. This is in accordance with a much older concept, introduced by Deutsch [4], that an information-theoretic measure of uncertainty for a given observable should not depend on its eigenvalues.

As Birkhoff’s theorem states that the convex hull of permutation matrices is given by the set of bistochastic matrices $\{\Lambda\}$ [13], the above axiom is equivalent to

$$u(p) \leq u(\Lambda p) \quad \text{for all bistochastic matrices } \Lambda.$$  

Notice [13] that $q = \Lambda p$ if and only if $p$ majorises $q$, $p \succ q$ (we recall the definition of majorisation in Appendix A). Therefore, functions satisfying Eq. (2), the Shannon entropy being the best known example, are Schur-concave. We shall denote this set by $\mathcal{S}$. Hence, the condition given by Eq. (1) specifies that a minimal requirement for $u$ to be a bona-fide uncertainty function is to be Schur-concave. In Ref. [9] no further properties are imposed, i.e, it is assumed that actually any $u \in \mathcal{S}$ can be considered as a meaningful uncertainty function. Thus, within this approach a probability distribution $p$ is universally less uncertain than $q$ if and only if $p \succ q$.

### B. Enforcing context-independence restricts to Rényi entropies

In this paper we note that not all Schur-concave functions may be appropriate uncertainty measures, as some of them possess potentially undesired properties. In particular, one can show that there exist probability distributions $p$, $q$, and $r$ such that

1. $\exists u \in \mathcal{S}: u(p) > u(q)$,
2. $\forall u \in \mathcal{S}: u(p \otimes r) \leq u(q \otimes r)$.

This is a simple consequence of the phenomenon of catalysis [14]. Therefore, allowing any Schur-concave function to measure uncertainty leads to the existence of a measure $u$ according to which $p$ is more uncertain than $q$, but $p \otimes r$ is less uncertain than $q \otimes r$.

As a result, the uncertainty functions are allowed to be context-dependent, i.e., an independent random variable $r$ can change our assessment of which of two probability distributions, $p$ or $q$, is more uncertain. Here we will be interested in uncertainty functions that are context-independent, in the sense that independent events do not affect the uncertainty ordering between probability distributions.

In order to remove context-dependence we propose a single and natural additional assumption restricting the set of allowed measures of uncertainty. We require that all bona-fide measures of uncertainty should not only be Schur-concave, but also additive:

$$u(p \otimes q) = u(p) + u(q).$$

The above condition reflects the extensiveness of uncertainty for independent events, a standard assumption for information and uncertainty measures [12]. Thus, we define the general family of uncertainty functions by the set of additive Schur-concave functions and denote it by $\mathcal{U}$. It is straightforward to check that by getting rid of non-additive functions the problem of context-dependence is solved. Indeed, due to additivity, for any $u \in \mathcal{U}$ we have

$$u(p) > u(q) \iff u(p \otimes r) > u(q \otimes r) \quad \forall r.$$

As before we can ask when one random variable is universally less uncertain than another. The answer is that if $p$ is not simply a permutation of $q$ this is the case if and only if

$$H_\alpha(p) < H_\alpha(q) \quad \forall \alpha \in \mathbb{R},$$

where $H_\alpha$ are the well-known Rényi entropies, first introduced by Rényi in Ref. [12] as general measures of information (and, hence, of uncertainty). We recall their

---

1 As a particular example one can take: $p = (0.5, 0.25, 0.25, 0)$, $q = (0.4, 0.4, 0.1, 0.1)$, $r = (0.6, 0.4)$ and $u$ to be the sum of two smallest elements of a probability vector [14].
definition in Appendix A. The fact that Eq. (3) implies the same inequality for all \( u \in \mathcal{U} \) is non-trivial and it is a consequence of the results of Refs. \([15, 16]\) that show the equivalence between Eq. (3) and the trumping relation \( \succ_T \). A probability distribution \( p \) is said to “trump” \( q \) if there exists a context in which \( p \) majorises \( q \) (see Appendix A for the definition). From such equivalence the result follows immediately. Therefore, choosing \( \mathcal{U} \) as the set of uncertainty functions, we can alternatively say that \( p \) is universally less uncertain than \( q \) if and only if \( p \) trumps \( q \), \( p \succ_T q \).

C. Enforcing decidability restricts to Rényi entropies of positive order

We will now show that allowing Rényi entropies of non-positive order \( \alpha \leq 0 \) to measure uncertainty leaves us with an important problem of undecidability; more precisely, arbitrarily small changes in the probability of events can switch our assessment of which between two probability distributions is more uncertain. Note that this is a physically significant issue, as any physical experiment allows us to determine the probability of events only up to an arbitrarily small, but non-zero error. Hence, using such non-continuous uncertainty functions may lead to a situation in which we need to change our assessment of which of two probability distributions is more uncertain according to an unobservable event.

To illustrate this problem, let us consider the example of two distributions \( p \otimes r \) and \( q \otimes r \) (both with full support) and fix \( \alpha < 0 \). Then if \( H_\alpha(p) > H_\alpha(q) \) we have that \( p \otimes r \) is more uncertain than \( q \otimes r \) according to the chosen measure \( H_\alpha \). However, as we can only know the probabilities of events up to an arbitrarily good approximation, the probability distribution \( r \) on the right hand side may actually be \( r' \) with \( \| r - r' \|_1 \leq \epsilon \) and some arbitrarily small \( \epsilon \) (here \( \| \cdot \|_1 \) denotes the \( \ell_1 \) norm). Then by choosing \( r = (1, 0) \) and \( r' = (\epsilon, 1 - \epsilon) \) we get that \( p \otimes r \) is less uncertain than \( q \otimes r' \), according to \( H_\alpha \), for any non-zero \( \epsilon \), whereas it is more uncertain if \( \epsilon = 0 \) exactly. Hence, our assessment of which probability distribution is more uncertain is reversed by an undecidable fact (i.e., if \( \epsilon \) is exactly zero or not).

To overcome the problem of undecidability one can simply require the continuity of uncertainty functions: given any \( p \), for all \( \delta \) there should exist \( \epsilon \) such that

\[
\| p - p' \|_1 \leq \epsilon \implies \| u(p) - u(p') \| \leq \delta.
\]

It is then clear that given \( p \), \( q \), with \( u(p) > u(q) \), also all elements of an \( \epsilon \)-ball around \( p \) are more uncertain than all elements of an \( \epsilon \)-ball around \( q \), for \( \epsilon > 0 \) small enough. Note that Rényi entropies of order \( \alpha \leq 0 \) and the Burges entropy are not continuous for distributions without full support. Hence, if we decide to exclude measures affected by this problem, we further restrict the set of uncertainty functions to Schur-concave, continuous and additive functions, denoted by \( \mathcal{U}_+ \). As before, a probability distribution \( p \) is universally less uncertain than \( q \) if and only if \( H_\alpha(p) < H_\alpha(q) \) for \( \alpha > 0 \).

Let us now summarise the main message of this Section. We have defined three families of bona-fide uncertainty functions (see Fig. 1) by means of three natural axioms:

1. Non-increasing under random relabelling, Eq. (1), as introduced in Ref. \([9]\).
2. Additivity for independent random variables.
3. Continuity.

Within \( \mathcal{S} \), \( p \) is universally more uncertain than \( q \) if and only if \( p \succ_T q ; \) within \( \mathcal{U} \), if and only if \( H_\alpha(p) < H_\alpha(q) \) for all \( \alpha > 0 \).

III. MINIMUM UNCERTAINTY STATES

Having identified the set of conditions that characterise when one probability distribution is universally more uncertain than another, we now have a general framework to study the uncertainty relations. We can investigate the unavoidable uncertainty of the outcome statistics for two non-commuting observables independently of the chosen uncertainty measure. In particular, we will be interested in answering the following question: are there quantum states that simultaneously minimise uncertainty with respect to all uncertainty measures?

\[\begin{align*}
\text{FIG. 1: Three possible families of uncertainty functions: Schur-concave functions } \mathcal{S} \text{ (satisfying Axiom 1), Rényi entropies of any real order } \mathcal{U} \text{ (satisfying Axioms 1-2) and finally Rényi entropies of positive order } \mathcal{U}_+ \text{ (satisfying Axioms 1-3).}
\end{align*}\]
In fact, any uncertainty function \( u \) defines an uncertainty relation for given observables \( A \) and \( B \):
\[
 u(\rho^A \otimes \rho^B) \geq c_{AB}^u \quad \forall \rho \in B_d.
\]
Here \( B'_d \) is some subset of the set of \( d \)-dimensional quantum states \( \rho \in B_d \) (often \( B'_d = B_d \)). \( p^A(\rho) \) and \( p^B(\rho) \) denote the probability distributions over the outcomes of measurements \( A \) and \( B \) on state \( \rho \) and \( c_{AB}^u > 0 \) is a constant that does not depend on \( \rho \in B'_d \). As an example, consider the well-known Maassen-Uffink uncertainty relation [5], where \( u \) is chosen to be the Shannon entropy \( H_A \). The proof consists of two parts. First, we prove that if \( B'_d = B_d \) then it must be true that states minimising all uncertainty measures introduced in the previous section.

### Definition 1 (Universal MUS). A universal minimum uncertainty state within a subset \( B'_d \subseteq B_d \) is a state \( \rho \in B_d \) that is universally less uncertain than any other element in \( B'_d \) (modulo permutations of the outcomes). More precisely,
\[
 u(p_A(\sigma) \otimes p_B(\sigma)) < u(p_A(\rho) \otimes p_B(\rho)),
\]
for all \( u \in F \) and for all \( \sigma \in B'_d \) such that \( \pi[p_A(\rho) \otimes p_B(\rho)] \neq p_A(\sigma) \otimes p_B(\sigma) \), with \( \pi \) being an arbitrary permutation.\(^3\)

The existence of such special states is conceptually very intriguing. Does quantum mechanics permit their existence for some natural choice of \( B'_d \)? An obvious choice that we will consider is the full state space \( B_d = B_d \).

However, we will also focus on another physically motivated subset of states \( B'_d \) arising while studying the uncertainty relations in the presence of classical noise (where \( B'_d \subset B_d \) is chosen to be a subset with a given level of mixedness [11, 20–22]).

Investigating the existence of universal MUS, or even some approximate version of them – briefly discussed later in Sec. V C – can also be practically relevant. This is because universal MUS simultaneously minimise all possible uncertainty measures over a considered set of states, and different \( u \) are operationally relevant in different situations. As uncertainty relations have a range of applications in cryptography and quantum information [6], we conjecture that universal MUS may be useful when we want to perform a protocol, but we do not know in advance what the rules of the probabilistic game are.

In what follows we first provide a general no-go theorem forbidding the existence of universal MUS within the full state space \( B_d \). This shows that the best (least uncertain) state always depends on the details of the probabilistic game being played; no ultimate top element exists. However, in many physically relevant scenarios the only available quantum states are mixed. Hence, in the next section, we will explore features emerging from the interplay between non-commutativity and noise.

### B. No-go theorem for pure universal MUS

In the case of two commuting observables (or more generally observables sharing an eigenstate) the existence of a universal MUS is trivial: any common eigenstate has a sharp distribution with respect to both measurements. However, the problem is non-trivial for observables that do not share an eigenstate. In fact, the following result shows that in this case no top element exists within the full unconstrained state space \( B_d \) for all three choices of \( F \):

**Theorem 1.** Given observables \( A \) and \( B \) acting on \( d \)-dimensional Hilbert space \( H_A \) and not sharing any common eigenstate, no universal MUS within the full state space \( B_d \) exists.

The proof consists of two parts. First, we prove that if there exists a universal MUS \( \rho \in B_d \) then it must be pure. Next, we find all states \( \{ |\psi_\alpha^{\infty}\rangle \} \) that minimise \( H_\infty \) and show that there exist pure states that have smaller \( H_\alpha \) than any of the \( \{ |\psi_\alpha\rangle \} \) for some \( \alpha > 0 \). Therefore we conclude that no state can simultaneously minimise all uncertainty measures \( u \in F \) over the full state space \( B_d \). The technical details of the proof can be found in Appendix B.

Although universal MUS do not exist within the full state space, they still may appear in many physical scenarios where some degree of noise is unavoidable. Noise may be present due to inevitable imperfections in the experimental apparatus, or because the system under scrutiny is entangled with some other degrees of freedom.

\(^3\) Note that there are no probability distributions, other than those linked by permutations, that have the same uncertainty with respect to all \( U \in F \).
we do not have access to. Hence, one is left to wonder whether the no-go result we derived is robust to noise and, more generally, what is the effect of noise on the structure of minimal uncertainty states. We will discuss this in the next section, starting from some conceptual remarks about assessing uncertainty in the presence of classical uniform noise.

**IV. NOISE AND UNCERTAINTY**

A. The role of noise and $H_2$ in the classical case

To build up intuition as to why the introduction of noise can make a difference in assessing uncertainty, it is useful to start with a simple yet suggestive example. Whereas the importance of $H_0$, $H_1$ and $H_\infty$ R\'enyi entropies has been previously stressed [29], here we emphasize the special role played by the collusion entropy $H_2$ in the presence of noise. Consider two probability distributions

$$p = (0.77, 0.10, 0.10, 0.03), \quad q = (0.63, 0.35, 0.01, 0.01),$$

and two sources $P$ and $Q$ that produce messages by drawing from a four-element alphabet according to these probability distributions. One can immediately check that $H_1(p) > H_1(q)$, which means that the messages produced by $Q$ will have a higher compression rate than those produced by $P$. However, now assume that there is an additional noise channel that affects the messages produced by sources $P$ and $Q$, so that the effective probability distributions become

$$p' = \epsilon q + (1 - \epsilon)p,$$

and similarly for $q'$, where $\eta = (0.25, 0.25, 0.25, 0.25)$ is a uniform distribution. It is then easy to verify that, for $\epsilon \geq 0.05$, we have $H_1(p') < H_1(q')$. According to the Shannon entropy, $p$ is more uncertain than $q$ (and hence more difficult to compress), but the situation is reversed once enough noise is introduced. This shows that the noise more strongly affects the information content of the message produced by $Q$, as measured by $H_1$.

This discussion leads us to the following question: under what conditions the information content encoded in a source $P$ (as measured by a generic $H_\alpha$) is more strongly affected by uniform noise than the information encoded in $Q$? The answer is provided by the following result:

**Observation 1.** Given two probability distributions $p$ and $q$, with $H_2(p) \neq H_2(q)$, the following statements are equivalent for any given $\alpha \in (-\infty, \infty)$:

1. There exists $\epsilon_\alpha \in [0, 1)$ such that

$$H_\alpha(p') < H_\alpha(q') \quad \forall \epsilon \geq \epsilon_\alpha.$$

2. $H_2(p) < H_2(q)$.

The simple proof is based on the fact that, for every $\alpha$, $H_\alpha(p')$ has a maximum at $\epsilon = 1$ (as $p'$ then corresponds to a uniform distribution), so that the dominating term in the Taylor expansion around this maximum is quadratic in the probabilities $\{p_i\}$. Then for finite $\alpha$ the ordering between $H_\alpha(p')$ and $H_\alpha(q')$ for $\epsilon$ close enough to 1 depends solely on the ordering of the $\alpha = 2$ R\'enyi entropy (see Appendix C for the details). Note, however, that the ordering for the limiting cases of $\alpha = \pm \infty$ can never be changed by introducing noise (see Appendix D).

Observation 1 shows that noise can indeed play a crucial role in uncertainty relations: it induces an order within the set of probability distributions, with $H_2$ playing a leading role. However, the problem is more complicated than one might initially expect. Recall that the crucial question unanswered by Observation 1 is whether a “finite” amount of noise is sufficient to induce an ordering between all Renyi entropies; in other words, if there exists an $\epsilon < 1$ independent of $\alpha$ such that $H_\alpha(p') < H_\alpha(q')$ for all $\alpha$. In fact, given two generic probability distributions, the condition $H_\alpha(p) < H_\alpha(q)$ for $\alpha = 2$ and $\alpha = \pm \infty$ is necessary, but not sufficient, to induce ordering between Renyi entropies for all $\alpha$. A counterexample is given by $p = (0.37, 0.32, 0.24, 0.07)$ and $q = (0.36, 0.35, 0.19, 0.10)$. A direct calculation shows that $H_2(p) < H_2(q)$, but for any amount of noise $\epsilon$ we have $H_\alpha(p) > H_\alpha(q)$ for $\alpha = 4/(1-\epsilon)$. This implies that for $\alpha \to \infty$ the required amount of noise must go to 1, so there is no single $\epsilon < 1$ that ensures the relation $H_\alpha(p') < H_\alpha(q')$ is satisfied for all $\alpha$.

B. The role of noise and $H_2$ in the quantum case

Given the discussion and results above, it is natural to define a quantum analogue of Eq. (6) by the set $\epsilon$-noisy states $B_\alpha^\epsilon$ that can be written in the form

$$B_\alpha^\epsilon := \{\rho' : \quad \rho' = \epsilon I/d + (1 - \epsilon)\rho, \quad \rho \in B_\alpha\},$$

for a generic state $\rho$ and a fixed $\epsilon \in [0, 1]$. However, by the same reasoning as in Theorem 1, i.e., using the strong concavity and additivity of the Shannon entropy, one can show that for any amount of noise $\epsilon$ we have $H_\epsilon(p) > H_\epsilon(q)$ for $\alpha = 4/(1-\epsilon)$. This implies that for $\alpha \to \infty$ the required amount of noise must go to 1, so there is no single $\epsilon < 1$ that ensures the relation $H_\alpha(p') < H_\alpha(q')$ is satisfied for all $\alpha$.

**Definition 2** (Pseudo-pure states). A state belongs to the subset of $\epsilon$-pseudo-pure states if it can be written in the form

$$\rho_\psi^\epsilon = \epsilon I/d + (1 - \epsilon)|\psi\rangle\langle\psi|, \quad \epsilon \in [0, 1].$$

Note that instead of considering a projective measurement described by projectors $\{|a_i\rangle\langle a_i|\}$ on pseudo-pure states, one can equivalently consider a noisy positive operator valued measure (POVM) with POVM elements $\{\epsilon I/d + (1 - \epsilon)|a_i\rangle\langle a_i|\}$. 

---

4 Note that instead of considering a projective measurement described by projectors $\{|a_i\rangle\langle a_i|\}$ on pseudo-pure states, one can equivalently consider a noisy positive operator valued measure (POVM) with POVM elements $\{\epsilon I/d + (1 - \epsilon)|a_i\rangle\langle a_i|\}$. 


We now provide a modified version of Observation 1 suited for probability distributions arising from the measurement of two non-commuting observables in the presence of noise. Let us define

$$\Delta H_\alpha := H_\alpha (p^A (\rho') \otimes p^B (\rho')) - H_\alpha (p^A (\sigma') \otimes p^B (\sigma')).$$

We then have the following:

Observation 2. Let $\rho$ and $\sigma$ denote any two quantum states and $A$ and $B$ any two observables. If $e^{-H_2 (p^A (\rho))} + e^{-H_2 (p^B (\rho))} \neq e^{-H_2 (p^A (\sigma))} + e^{-H_2 (p^B (\sigma))}$, the following two conditions are equivalent for any given $\alpha$:

1. There exists $\epsilon_\alpha$:

$$\Delta H_\alpha < 0, \quad \forall \epsilon \geq \epsilon_\alpha,$$

2. \[e^{-H_2 (p^A (\rho))} + e^{-H_2 (p^B (\rho))} > e^{-H_2 (p^A (\sigma))} + e^{-H_2 (p^B (\sigma))} \] .

The proof can be found in Appendix E. For any given measure of uncertainty $H_\alpha$, this observation shows that the knowledge of $H_2$ is sufficient to answer the following question: “which of two states has outcome statistics of two non-commuting measurements more uncertain in the presence of large enough uniform noise?”.

Nevertheless, similarly to the classical case, we have no guarantee that a finite amount of noise will generate an ordering between all Rényi entropies. In the next section we will explore this question.

V. EXISTENCE OF NOISY UNIVERSAL MUS

A. General results

Let us start by presenting three general results concerning noisy universal MUS that are valid for all three choices of $F$. One will give us an explicit candidate for such state; the other two prevent the existence of universal MUS in a broad set of situations.

1. A candidate universal MUS

First, we provide a technical lemma that may be of interest independently from the question of finding noisy universal MUS:

Lemma 1. Given observables $A$ and $B$, the $\epsilon$-pseudo-pure state minimising $H_\infty (p^A \otimes p^B)$ is given by

$$\rho_{\infty, \epsilon} = \epsilon I/d + (1 - \epsilon) |\psi\infty\rangle \langle \psi\infty|,$$

with $|\psi\infty\rangle \propto |a_i\rangle + e^{-i\phi} |b_j\rangle$, $|a_i\rangle$ and $|b_j\rangle$ being the eigenstates of $A$ and $B$ that maximise $|\langle a_i | b_j \rangle|$ and $\phi = \arg (a_i | b_j \rangle)$.

The proof is presented in Appendix F and follows a route similar to the one used in proving Theorem 1. Lemma 1 immediately singles out a candidate for universal MUS by providing its explicit form:

Corollary 1. Given observables $A$ and $B$ that do not share a common eigenstate, if there exists a universal MUS in $B_d$, then it must be $\epsilon$-pseudo-pure with pure state $|\psi\infty\rangle$.

2. No-go results

Let us now present the first no-go result concerning mutually unbiased observables:

Theorem 2 (No-go for mutually unbiased observables). Given observables $A$ and $B$ that are mutually unbiased, no universal MUS exists within $B_d$, for any $\epsilon \in [0, 1]$.

Proof. Note that the Shannon entropy $H_2 (p^A (\rho) \otimes p^B (\rho))$ is minimised among $\epsilon$-noisy states by $\epsilon$-pseudo-pure state given in Eq (7) with $|\psi\rangle$ being an eigenstate of either $A$ or $B$. This is because such states saturate the tight bound $\ln d + S (\rho)$ found in Ref. [22] for mixed states in the case of mutually unbiased observables. Then, by direct calculation one can check that for an $\epsilon$-pseudo-pure state defined in Lemma 1, the Shannon entropy is higher. Hence such a state cannot be a universal MUS and so, from Corollary 1, no universal MUS exists.

For higher dimensional systems $d \geq 3$ we can provide a general no-go result severely limiting the existence of universal MUS in the presence of noise for the choices $F = S$ and $F = U$. Specifically, we have:

Theorem 3. Consider two observables $A$ and $B$ with eigenstates $\{a_i\}$ and $\{b_j\}$ such that $V_{ij} = \langle a_i | b_j \rangle \neq 0$. Then, if the dimension of the system is $d \geq 3$, the introduction of noise does not lead to the emergence of universal MUS for $F = S$ and $F = U$.

Proof. From Corollary 1 we know that a noisy universal MUS must be of the form specified by Eq. (8), so that

$$H_\infty (p^A (\rho_{\infty, \epsilon}) \otimes p^B (\rho_{\infty, \epsilon})) > 2 \ln \epsilon/d,$$  

the inequality being strict because $V_{ij} \neq 0$. Now consider the state $\rho_{\epsilon} = \epsilon I/d + (1 - \epsilon) |\xi\rangle \langle \xi|$, where $|\xi\rangle = a_1 | a_1 \rangle + a_2 | a_2 \rangle$ and $a_1, a_2$ are chosen such that $|\xi\rangle$ is orthogonal to $| b_1 \rangle$. Then computing the left hand side of Eq. (9) for $\sigma^\epsilon$ gives exactly $2 \ln \epsilon/d$. Hence, the state minimising $H_\infty$ does not coincide with $\rho_{\infty, \epsilon}$. From Corollary 1 it implies that no universal MUS exists for $F = S$ and $F = U$.

The general results above say nothing about two distinct qubit observables when they are not mutually unbiased. In fact, as often happens, qubits are special and thus will be investigated in the next section. We will
then conclude by suggesting a possible approximate notion of universality for higher dimensions and the choice $\mathcal{F} = \mathcal{U}_+$. 

\section{B. Universal MUS for qubit systems}

As all considered uncertainty measures depend only on the eigenstates of the observables and not on their eigenvalues, without loss of generality we can choose qubit observables $A = \mathbf{a} \cdot \sigma$ and $B = \mathbf{b} \cdot \sigma$, where $\sigma$ denotes the vector of Pauli operators, while $\mathbf{a}$ and $\mathbf{b}$ are the Bloch vectors. Let us also denote the angle between the two Bloch vectors by $\gamma$, so that $\mathbf{a} \cdot \mathbf{b} = \cos \gamma$.

The detailed analysis and calculations can be found in Appendix H and here we will only state the main results. First of all, for the choice $\mathcal{F} = S$ (the framework of majorisation uncertainty relations) there is no universal MUS in the presence of noise, i.e., no amount of noise $\epsilon < 1$ can lead to the emergence of such state. However, for the two other choices of the family of uncertainty functions ($\mathcal{F} = \mathcal{U}$ and $\mathcal{F} = \mathcal{U}_+$) universal MUS may emerge after introducing a threshold amount of noise. Specifically, in Appendix G we prove that for $\gamma = \pi/4$ the amount of noise $\epsilon = 1/2$ leads to the emergence of universal MUS.

In panel (a) of Fig. 2 we illustrate this emergence of a universal MUS with the introduction of noise. We plot the states that for a given purity minimise different $\alpha$-Rényi entropies. As can be seen in the Figure, above a threshold level of noise all the Rényi entropies are minimised by a state described by a Bloch vector lying on the bisection of the angle $\gamma$. Note that, according to a numerical investigation, the level of noise $\epsilon = 1/2$ used in the proof is actually much larger than required. In panel (b) of Fig. 2 we similarly plot the position of MUS for different $\alpha$, but in the case of qubit observables separated by $\gamma = 5\pi/12$. Notice that now the amount of noise required for universal MUS to appear is larger and, from Theorem 2, one can expect that it grows with $\gamma$ up to the point when $\epsilon = 1$ for $\gamma = \pi/2$ (corresponding to mutually unbiased bases). A numerical investigation supports the conjecture that universal MUS exist for generic qubit observables.

\section{C. Approximate notion of universality for higher dimensions}

For dimensions $d \geq 3$ the no-go theorems presented so far do not apply to the choice $\mathcal{F} = \mathcal{U}_+$ (corresponding to uncertainty measures that are both continuous and context-independent) when the considered observables are not mutually unbiased. As in higher dimensions the analytical verification of the emergence of $\epsilon$-noisy universal MUS becomes extremely complicated, we numerically verify whether universal MUS could emerge with the introduction of noise. The following lemma provides an additional necessary condition for such emergence that can be checked numerically by only investigating pure states:

\textbf{Lemma 2}. A necessary condition for a universal MUS to emerge with the introduction of noise is that the expression

$$e^{-H_2(p^A(\rho))} + e^{-H_2(p^B(\rho))}$$

\text{is maximised among pure states by $\rho = |\psi_\infty\rangle\langle\psi_\infty|$ (for the definition of $|\psi_\infty\rangle$ see Lemma 1).}

\textbf{Proof}. By contradiction, suppose that there exists a pure state $\phi \equiv |\phi\rangle\langle\phi|$ such that

$$e^{-H_2(p^A(\psi_\infty))} + e^{-H_2(p^B(\psi_\infty))} < e^{-H_2(p^A(\phi))} + e^{-H_2(p^B(\phi))},$$

where $\psi_\infty \equiv |\psi_\infty\rangle\langle\psi_\infty|$. Let $\rho^\epsilon_\psi = \epsilon I/d + (1-\epsilon)\psi$ and $\rho^\epsilon_\phi = \epsilon I/d + (1-\epsilon)\phi$ be the corresponding $\epsilon$-pseudo-pure states and fix $\alpha = 1$. Then by Observation 2 there exists $\epsilon$ such that for all $\epsilon \geq \tilde{\epsilon}$, one has $\Delta H_1 > 0$. This implies that, for any of the three choices of $\mathcal{F}$, there is no $\epsilon$ close enough to 1 such that $\rho^\epsilon_\psi$ is a universal MUS in $B_2^d$. However, by Corollary 1, this implies that a universal MUS does not exist within $B_2^d$ for any amount $\epsilon$ of noise introduced. \hfill $\square$

Given two observables $A$ and $B$ we can now use the above result to numerically verify whether the universal MUS emerges with the introduction of noise. This can be done in the following way. First, we need to find
Then, using a numerical optimization procedure we search for a state $|\psi_{\text{opt}}\rangle$ that minimises Eq. (10). Finally we can compare $|\psi_\infty\rangle$ with $|\psi_{\text{opt}}\rangle$ and if these states differ we can conclude that no universal MUS exists for $A$ and $B$, even for the choice $F = \mathcal{U}_d$.

We numerically investigate $d \in \{3, 4, 5\}$, each time generating 1000 pairs of observables $(A, B)$ whose eigenvectors are connected by a unitary, randomly chosen according to the Haar measure. Our analysis shows that $|\psi_\infty\rangle$ does not coincide with $|\psi_{\text{opt}}\rangle$, showing that in general no universal MUS exists in higher dimension even with the choice $F = \mathcal{U}_d$. However, we also observe that the two states are very close. More precisely, we found that their average overlap $|\langle \psi_{\text{opt}} | \psi_\infty \rangle|$ is equal to 0.9996, 0.9904 and 0.9842 for dimension $d$ equal to 3, 4 and 5, respectively. From Observation 2 we know that for any given $\alpha \in (0, +\infty)$, $\rho^\text{opt}_\alpha = \epsilon I/d + (1 - \epsilon) |\psi_{\text{opt}}\rangle\langle \psi_{\text{opt}}|$ has smaller $H_\alpha(p^A \otimes p^B)$ than any other given pseudo-pure state if $\epsilon$ is taken to be bigger than some $\epsilon_\alpha < 1$. So, for any arbitrarily fine sample of $\alpha$’s and pseudo-pure states, there would be some $\epsilon$ small enough such that $\rho^\text{opt}_\alpha$ is the best pseudo-pure state. At the same time, the case $\alpha = \infty$ is optimised by the pseudo-pure state $\rho^\epsilon_\infty$ that, as we said above, has pure component with large overlap with $|\psi_{\text{opt}}\rangle$. This leads naturally to the conjecture that noise can lead to the emergence of a universal MUS in an approximate sense. We leave this as an interesting open question for future work.

In Fig. 3 we present an example of the emergence of such approximate universal MUS for a qutrit system. We choose the observables $A$ and $B$ such that the eigenstates of $B$ are connected to the eigenstates of $A$ by a rotation around $(1, 1, 1)$ axis by angle $\pi/6$. As can be seen in panel (a) of Fig. 3, without noise the candidate universal MUS $\rho^\epsilon_\infty$ has larger Rényi entropies of order $\alpha < 1$ than the optimal state. For example, for zero noise the optimal states for $H_{0.1}$ are close to the eigenstate of either $A$ or $B$. However, the introduction of noise $\epsilon = 0.25$ results in the approximate equality (discrepancy on the order of $10^{-4}$ at worst) between Rényi entropies of the candidate and optimal state for the investigated region of $\alpha \in [0, 2]$. Numerical investigations also show that this approximate equality holds for $\alpha > 2$.

VI. THERMODYNAMIC CONSIDERATIONS

Although this work is mainly focused on uncertainty relations, we devote this section to point out the links between measures of uncertainty in information theory and measures of the departure from equilibrium in thermodynamics. This allows us to extend our observation on the role of collision entropy to the field of thermodynamics and point out some interesting properties linked to thermalisation.

A. Measuring the departure from equilibrium

Given a system described by a free Hamiltonian $H_S$ and in contact with a heat bath at inverse temperature $\beta = (kT)^{-1}$, we can introduce the non-equilibrium $\alpha$-free energy functionals [25]

$$F_\alpha(\rho) = -kT \ln Z_S + kT S_\alpha(\rho || \gamma_S),$$

where $Z_S = \text{Tr} (e^{-\beta H_S})$ is the partition function, $\gamma_S = e^{-\beta H_S} / Z_{H_S}$ is the equilibrium Gibbs state of the system and $S_\alpha$ denote $\alpha$-Rényi divergences whose definitions we recall in Appendix A. Notice that for equilibrium states all $F_\alpha$ coincide with the thermodynamic free energy. In fact, $kT S_\alpha(\rho || \gamma_S)$ can be interpreted as a non-equilibrium contribution to the free energy. In what follows we will focus only on “classical” non-equilibrium states that are diagonal in the energy eigenbasis and can be characterised by the distribution over energy eigenstates $\rho \leftrightarrow p$. Note that transformations between such states can be described in general by a stochastic matrix $A$ acting on the probability vector $p$ describing the state.

Let us first convince the reader that $\alpha$-free energy functionals are not some arbitrary measures of non-equilibrium, but are of fundamental importance and are linked with Rényi entropy measures of uncertainty. In fact, a similar reasoning to the one showing that $H_\alpha$ constitute a canonical family of uncertainty functions satisfying two simple and natural axioms can be applied to the quantification of non-equilibrium, with $F_\alpha$ playing the role of $H_\alpha$. In order to introduce the thermodynamic analogue of the axioms 1 and 2 from Sec. IIB, let us denote by $A_T$ any Gibbs-preserving map, i.e., any stochastic map satisfying $A_T(\gamma) = \gamma$, where $\gamma$ is the probability vector describing occupation of energy eigenstates in thermal equilibrium. Gibbs-preserving maps are the most general set of transformations between “classical”
states that can be performed without using work [26, 27]. In fact, any operation outside this set brings an initially thermal state out of equilibrium, which would allow for building a perpetuum mobile of the second kind by extracting work from a single heat bath, thus violating the second law of thermodynamics. We then require all functions \( f \) that quantify departure of the system from thermodynamic equilibrium to satisfy the following two axioms:

1. \( f(\Lambda_T(p)) \leq f(p) \).
2. \( f(p \otimes q) = f(p) + f(q) \).

The first axiom requires \( f \) to be monotonically decreasing under Gibbs-preserving maps. As stated above, Gibbs-preserving maps can be performed at zero work cost. Hence, if we could bring a system farther out from the equilibrium for free (by increasing \( f \) using \( \Lambda_T \)), we could then thermalise it back and extract positive work, thus building a perpetuum mobile. The second axiom requires measures of non-equilibrium to be additive for independent systems.

Using the reasoning presented in Section II B and the results of [28], one finds that the first of the above axioms implies that \( f \) must respect the ordering induced by a thermodynamic generalisation of the notion of majorisation, called thermo-majorisation [29] [i.e., if \( p \) thermo-majorizes \( q \) then \( f(p) \geq f(q) \)]. The second requirement then leads us to a thermodynamic analogue of the notion of trumping, which in [25] was proven to be characterised exactly by the non-equilibrium free energies defined by Eq. (11). Hence \( \{F_\alpha\} \) play the same canonical role in quantifying the departure from equilibrium as the Rényi entropies in the case of measuring uncertainty. Finally, notice that by requiring continuity we would restrict to positive order free energies.

The interest in these quantities also relies on several operational interpretations attached to them. The simultaneous decrease of all \( \{F_\alpha\} \) is a necessary and sufficient condition for the existence of a thermal operation (defined in [30, 31]) between two non-equilibrium incoherent states when auxiliary catalysts are allowed [25]. The decrease of all positive order free energies was also given an operational interpretation in [25], in terms of catalytic thermal operation where one is allowed to borrow a qubit ancilla that is given back arbitrarily close to its initial state at the end of the transformation. Moreover, the \( \alpha = 1 \) free energy

\[
F_1(\rho) = \text{Tr} (\rho H_S) - kT \ln Z_S,
\]

is privileged in various ways: it is a bound for the average work that a system can perform while equilibrating with respect to a bath at temperature \( T \) [32]; it governs transformations in the “thermodynamic limit” [31]; it was also recently shown to govern transformations where we can access a source of stochastic independence [33].

### B. Near-equilibrium thermodynamics

We will now translate Observation 1 from Section III into the language of thermodynamics and analyse the consequences for near-equilibrium processes. In order to do this let us exchange the set of \( \epsilon \)-noisy states \( \mathcal{B}_\epsilon \) with the set of \( \epsilon \)-thermal states:

\[
T_\epsilon := \{\sigma^\epsilon = \epsilon \gamma_S + (1-\epsilon)\rho, \quad \rho \in \mathcal{B}_\epsilon \}.
\]  

Notice that Eq. (12) describes states that are the outcome of an elementary model of thermalisation [34]. We then have the following result:

**Observation 3.** Consider two quantum states \( \rho \) and \( \sigma \) diagonal in the energy eigenbasis (described by distributions \( p \) and \( q \), respectively) with \( F_2(\rho) \neq F_2(\sigma) \). Then the following statements are equivalent:

1. For every \( \alpha \in \mathbb{R} \) there exists \( \epsilon_\alpha \in [0,1) \) such that
   \[
   F_\alpha(\rho^\epsilon) > F_\alpha(\sigma^\epsilon) \quad \forall \epsilon \geq \epsilon_\alpha.
   \]
2. \( F_2(\rho) > F_2(\sigma) \).

The proof is a trivial generalisation of Observation 1 and it is hence omitted.

Observation 3 provides operational meaning to a so-far neglected thermodynamic quantity: the \( \alpha = 2 \) free energy defined by

\[
F_2(\rho) = -k T \ln Z_S + k T \ln \sum_i \frac{p_i^2}{\gamma_i},
\]

where \( p_i \) are the eigenvalues of \( \rho \), \( \gamma_i = e^{-\beta E_i}/Z_S \) and \( \{E_i\} \) is the set of the eigenvalues of \( H_S \). Notice that \( F_2 \) is linked to the thermal average of \( (p_i/\gamma_i)^2 \). Given any valid measure of non-equilibrium, for \( \epsilon \) large enough \( F_2 \) determines which of two of the states, \( \rho^\epsilon \) or \( \sigma^\epsilon \) [partially thermalised versions of states \( \rho \) and \( \sigma \), see Eq. (12)], is farther from thermal equilibrium. Hence, \( F_2 \) provides an ordering between different near-equilibrium states.

As an application of Observation 3, consider a system in state \( \rho \) that we want to transform into a target state \( \sigma \) by putting it in contact with a heat bath. Let us assume that \( F_1(\rho) < F_1(\sigma) \), so that such transformation is forbidden by the second law of thermodynamics. However, it is still possible that \( F_2(\rho) > F_2(\sigma) \). If this is the case then close enough to equilibrium we have \( F_1(\rho^\epsilon) > F_1(\sigma^\epsilon) \). This implies that we can transform many copies of \( \rho^\epsilon \) into many copies of \( \sigma^\epsilon \). It also means that we can extract on average a positive amount of work by transforming \( \rho^\epsilon \) into \( \sigma^\epsilon \), even though work is required to transform \( \rho \) to \( \sigma \). Moreover, as mentioned above, for \( \epsilon \) large enough we can transform \( \rho^\epsilon \) into \( \sigma^\epsilon \) by thermal operations using a source of stochastic independence. Finally, note that taking into account the thermalisation interpretation of Eq. (12), the reversal of free energy \( F_1 \) ordering between states \( \rho \) and \( \sigma \) can arise...
from a thermalisation process. For example, if initial states $\rho(0)$ and $\sigma(0)$, with $F_2(\rho(0)) > F_2(\sigma(0))$, thermalise according to Eq. (12) at the same rate $\epsilon(t)$ [$\epsilon(t)$ monotonically increases with $t$], then for all times $t > t_r$ for some finite $t_r$ we will have $F_1(\rho(t)) > F_1(\sigma(t))$.

VII. CONCLUSIONS AND OUTLOOK

Uncertainty relations quantify the impossibility of preparing a quantum state with the statistics of two non-commuting observables being simultaneously sharp. As such, they tell us something fundamental about the quantum world. On the other hand, whenever a given uncertainty relation is based on a specific choice of uncertainty measure, it is biased. Although this choice may be justified by other assumptions, it unavoidably limits the universality of the results obtained.

The particular example of this problem that we focused on in this paper is the form of minimum uncertainty states (MUS). Already in the simplest case of two qubit observables $A = a \cdot \sigma$ and $B = b \cdot \sigma$ (using the standard notation introduced in Sec. V B) one easily finds that MUS are not unique and depend on the chosen measure. Indeed, if as a measure of uncertainty we choose the Shannon entropy of the outcome probabilities, pure MUS may be given by eigenvectors of either $A$ or $B$ [17, 18]; if we choose the min-entropy instead, pure MUS are always described by the two closest eigenvectors of $A$ and $B$.

Inspired by the recent “universal” approach to uncertainty relations [8–11], we discussed minimal desiderata for the set of uncertainty functions. More precisely, in this work we considered three axioms: monotonicity under random relabelling of events (as in Ref. [9]), additivity for independent random variables, and continuity. Imposing these requirements one after the other led us to three possible definitions of the set of information-theoretic uncertainty functions.

We then introduced the concept of universal minimum uncertainty state. We defined it as quantum state that minimises uncertainty of the measurement outcome distributions of two non-commuting observables with respect to all information-theoretic uncertainty measures belonging to a chosen family. We have found that within the full state space such universal MUS do not exist in finite-dimensional Hilbert spaces for any choice of the family of uncertainty functions.

This led us to consider the role of noise in uncertainty relations and the structure of minimal uncertainty states, and to identify the crucial role played by R\’enyi entropy of order $\alpha = 2$. We have given an explicit example of universal MUS for qubits and argued for their generic existence in such systems. However, for higher dimensional systems we proved strong no-go theorems preventing the existence of universal MUS. Our partial results suggest, however, that an approximate, rather than exact, notion of universality may emerge.

From an operational rather than axiomatic point of view, it may be relevant to consider a family of uncertainty functions $\mathcal{F}$ given by a finite number of R\’enyi entropies with $\alpha \in (-\infty, \infty)$, e.g., $\mathcal{F} = \{H_{1/2}, H_1\}$. In the presence of noise $\epsilon$, using strict concavity we know that the states minimising $H_{1/2}$ and $H_1$ must be $\epsilon$-pseudopure. Then one can numerically verify, e.g., for a qutrit system, that the pure component of $\rho_\text{opt}^{\epsilon}$ is very close to the pure components of the states minimising $H_{1/2}$ and $H_1$, for some threshold amount of noise $\epsilon$. This shows that $\rho_\text{opt}^{\epsilon}$ is at least “almost” universally optimal with respect to $\mathcal{F}$.

We believe this may be a promising new avenue in the study of uncertainty relations; although each uncertainty measure has its own operational meaning relevant in a specific scenario, for qubit systems (and, in a weaker sense, also for higher dimensions), there exist states that are universally optimal in the presence of a strong enough uniform noise. Our observations may have consequences for quantum cryptography as, e.g., bounds on the knowledge that an eavesdropping party can acquire about the information encoded in non-orthogonal states can be derived from uncertainty relations [6]. Hence, we conjecture that our work may be relevant, for example, when the eavesdropper does not have prior information about the number of times a given quantum channel will be used. We leave a deeper analysis of these connections for future work.
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Appendix A - Mathematical background

Majorisation

Given a $d$-dimensional probability vector $p$, we will denote by $p^\downarrow$ the same vector but with elements rearranged in decreasing order. We now recall the definition of majorisation [35]

Definition A 1 (Majorisation). Given two probability distributions $p$ and $q$, we say that $p$ majorises $q$, and write $p \succ q$, if and only if

$$\sum_{i=1}^{n} p_i^\downarrow \geq \sum_{i=1}^{n} q_i^\downarrow, \quad n = 1, ..., d - 1.$$
Rényi entropies

Rényi entropies for $d$-dimensional probability distributions are defined as [12, 36]

$$H_\alpha(p) := \begin{cases} \frac{\text{sgn}(\alpha)}{1-\alpha} \ln \left( \sum_i p_i^\alpha \right) & \text{for } \alpha \neq 0, \\ \frac{1}{\alpha} \sum_i \ln p_i & \text{for } \alpha = 0. \end{cases}$$

The $\alpha \to \pm \infty$ and $\alpha \to 1$ are defined by suitable limits,

$$H_1(p) = - \sum_i p_i \ln p_i,$$

$$H_\infty(p) = - \ln \max_i p_i,$$

$$H_-\infty(p) = \ln \min_i p_i.$$ 

Note that for $\alpha = 0$ we defined $H_0$ as the Burg entropy, and not the limit of the Rényi entropy for $\alpha \searrow 0$. Notice also the extension to negative $\alpha$.

### Trumping

Trumping is essentially a context-independent version of majorisation. It is sometimes also called catalytic majorisation [37]:

**Definition A2.** We say that $p$ trumps $q$ and denote it by $p \succ_T q$ when

$$\exists r : p \otimes r \succ q \otimes r.$$ 

The results of [15, 16] link trumping and Rényi entropies as follows. If $p \neq q$ then

$$p \succ_T q \iff H_\alpha(p) < H_\alpha(q), \quad \forall \alpha \in \mathbb{R}.$$ 

However, from the definition of trumping and the additivity of any Schur-concave additive function $u \in \mathcal{U}$, we have

$$p \succ_T q \implies u(p) < u(q), \quad \forall u \in \mathcal{U}.$$ 

This implies

$$H_\alpha(p) < H_\alpha(q), \quad \forall \alpha \in \mathbb{R} \implies u(p) < u(q), \quad \forall u \in \mathcal{U},$$ 

as anticipated in Sec. II.B.

### Rényi divergences

Given probability distributions $p$ and $q$, the $\alpha$-Rényi divergence (or relative entropy) is defined as [12]:

$$S_\alpha(p||q) = \begin{cases} \frac{\text{sgn}(\alpha)}{\alpha-1} \ln \left( \sum_i p_i^\alpha q_i^{1-\alpha} \right) & \text{for } \alpha \neq 0, \\ \frac{1}{\alpha} \sum_i \ln \frac{p_i}{q_i} & \text{for } \alpha = 0. \end{cases}$$

for $\alpha \neq \{0,1\}$. The values at $\alpha \neq \{0,1,\pm \infty\}$ are defined through Eq. (13) by the correspondent limits and read[25]

$$S_0(p||q) = - \ln \sum_i q_i, \quad S_1(p||q) = \sum_i p_i \ln \frac{p_i}{q_i},$$

$$S_\infty(p||q) = \ln \max_i \frac{p_i}{q_i}, \quad S_-\infty(p||q) = S_\infty(q||p).$$

### Appendix B - Proof of Theorem 1

**Proof.** Given any mixed state $\rho$, let us decompose it in its own eigenbasis $\{|\psi_k\rangle\}$:

$$\rho = \sum_k \lambda_k |\psi_k\rangle\langle\psi_k| := \sum_k \lambda_k \rho_k.$$ 

Using the notation introduced in Sec. III.A, the strict concavity and additivity of Shannon entropy implies that

$$H(p^A(\rho) \otimes p^B(\rho)) > \sum_{k,l} \lambda_k \lambda_l H(p^A(\rho_k) \otimes p^B(\rho_l))$$

$$= \sum_k \lambda_k H(p^A(\rho_k) \otimes p^B(\rho_k))$$

$$\geq \min_k H(p^A(\rho_k) \otimes p^B(\rho_k)),$$

so that for every mixed state $\rho$ there exists a pure state $\rho_k$ that is characterised by lower Shannon entropy. This immediately implies that no mixed state can be a universal MUS and hence we can consider only pure states.

We will now find the set of pure states $\{|\psi'_k\rangle\}$ that minimise $H_\infty(p^A(|\psi\rangle) \otimes p^B(|\psi\rangle))$ among all pure states $|\psi\rangle$. Let us remind that $H_\infty(p) = - \ln \max_i p_i$, so that we are actually looking for states that maximise the largest entry of the probability vector $p^A(|\psi\rangle) \otimes p^B(|\psi\rangle)$. Let $V$ be the unitary connecting eigenbases of $A$ and $B$, i.e., $|a_i\rangle = |b_i\rangle$ for all $i = 1, \ldots, d$. Since, by assumption, $A$ and $B$ do not share an eigenstate we have $\forall i,j \ |V_{ij} := |\langle b_i|V|b_j\rangle| < 1$. Let $c$ denote the absolute value of the matrix element of $V$ that has the largest absolute value, i.e.,

$$c := \max_{i,j} |V_{ij}| := |V_{i_M, j_M}| < 1,$$

where $(i_M, j_M)$ denotes the indices corresponding to one of such largest elements of $V$. Now, let’s decompose a general normalized pure state $|\psi\rangle$ into the eigenstates of $A$:

$$|\psi\rangle = \sum_{k=1}^d \alpha_k |a_k\rangle = \sqrt{p} |a_{k_M}\rangle + \sqrt{1-p} |a_{\bar{k}_M}\rangle,$$

where $\max_{k} |\alpha_k| = |\alpha_{k_M}| := \sqrt{p}$, and we absorbed a phase in the definition of $|a_{k_M}\rangle$. Also,

$$|a_{\bar{k}_M}\rangle := \frac{1}{\sqrt{1-p}} \sum_{k \neq k_M} \alpha_k |a_k\rangle.$$
Let \( p_{\text{max}}(|\psi\rangle) \) denote the maximal element of the joint probability distribution \( p^A(|\psi\rangle) \otimes p^B(|\psi\rangle) \):

\[
    p_{\text{max}}(|\psi\rangle) := \max_{k,l} p^A_k(|\psi\rangle)p^B_l(|\psi\rangle) = p^A \max p^B_l(|\psi\rangle).
\]

We have

\[
    p_{\text{max}}(|\psi\rangle) = \max_p \left\{ \sqrt{p} |b_i| a_{k,M} + \sqrt{1-p} |b_i| a_{k,M}^\dagger \right\}^2 \\
    := p \left( \sqrt{p} |b_i| a_{k,M} + \sqrt{1-p} |b_i| a_{k,M}^\dagger \right)^2 \\
    = p \left( \sqrt{p} |V_{iM,kM}^l| e^{i\phi} + \sqrt{1-p} \sqrt{1 - |V_{iM,kM}^l|^2} \right)^2 \\
    \leq p \left( \sqrt{p} |V_{iM,kM}^l| + \sqrt{1-p} \sqrt{1 - |V_{iM,kM}^l|^2} \right)^2,
\]

where \( l \) is the index \( l \) satisfying the first maximisation problem and \( x := \arg(b_i |a_{k,M}^\dagger) - \arg(b_i |a_{k,M}^\dagger) \). The inequality is tight only if \( x = 0 \) and then we have

\[
p_{\text{max}}(|\psi\rangle) \leq \frac{1 + |V_{iM,kM}^l|^2}{4} \leq \left( \frac{1 + c}{2} \right)^2,
\]

where the first inequality is attained for \( p = (1 + |V_{iM,kM}^l|)/2 \) and the second inequality is attained only if \( iM = iM \) and \( kM = jM \). One easily finds that the tightness of all of the above inequalities implies that

\[
    |b_i| = e^{i\phi} \left( c |a_{k,M}^\dagger + \sqrt{1-c^2} |a_{k,M}^\dagger \right),
\]

where \( \phi = \arg(a_{k,M} |b_i) \). We can now solve the above equation for \( |a_{k,M}^\dagger \) and substitute the result to Eq. (15).

Finally using \( kM = jM \) and optimal \( p = (1 + c)/2 \) one finds that states maximising \( p_{\text{max}}(|\psi\rangle) \) are of the form

\[
    |\psi^m_i\rangle = \frac{a_{jM} + e^{-i\phi} |b_i\rangle}{\sqrt{2(1+c)}} \tag{16}
\]

where \( m \) enumerates all pairs \((iM, jM)\) for which \( |V_{ij}^l| \) attains maximum. It is also worth noting that states of the above form actually saturate the bound found by Landau and Pollak [38], for the product of maximum outcome probabilities for non-commuting observables (see Eq. (9) of [5]).

Finally, we just need to show that there exists a pure state \(|\psi\rangle\) for which \( H_A(p^A(|\psi\rangle) \otimes p^B(|\psi\rangle)) \) is smaller than for any of the states \( \{|\psi_i\rangle\} \) for some \( \alpha > 0 \). This can be followed in the way. First, define \( H_0(p) = \ln |\text{supp} p| \), where \( |\text{supp} p| \) denotes the number of non-zero elements of \( p \). Then, note that the distribution \( p^A(|\psi^m_i\rangle) \otimes p^B(|\psi^m_i\rangle) \) has full support, so that \( H_0 \) has a value of \( \ln 2d \). On the other hand, the probability distribution corresponding to any eigenstate of \( A \) or \( B \) has at most \( d \) non-zero entries, so that \( H_0 \) for such states is smaller than or equal to \( \ln 2d \). Finally, note that \( \lim_{\alpha \to 0} H_\alpha(p) = H_0(p) \) and \( H_\alpha \) is continuous in \( \alpha > 0 \), which means that there exists \( \alpha > 0 \) such that \( H_\alpha \) is bigger for any of \( \{|\psi^m_i\rangle\} \) than for any of the eigenstates of either \( A \) or \( B \).

**Appendix C - Proof of Observation 1**

A simple calculation shows

\[
    H_\alpha(p^\epsilon) - H_\alpha(q^\epsilon) = \frac{\text{sgn}(\alpha)}{1-\alpha} \ln A,
\]

where

\[
    A = \sum_i |r_{iM}d + 1 - r|^{-\alpha} \sum_i |r_{iM}d + 1 + r|^{-\alpha},
\]

and \( r := 1 - \epsilon \). Hence \( H_\alpha(p^\epsilon) < H_\alpha(q^\epsilon) \) is equivalent to \( A > 1 \) for \( \alpha > 0 \) and \( \alpha > 1 \), whereas for \( \alpha \in (0,1) \) it is equivalent to \( A < 1 \). Expanding around \( r = 0 \) one gets

\[
    \sum_i |x_i + r - 1|^{-\alpha} = d + \frac{\alpha(\alpha - 1)}{2} \left( \sum_i x_i^2 d^2 - d \right)r^2 + O(r^3),
\]

where \( \{x_i\} \) denotes the entries of either \( p \) or \( q \). Hence, for any given \( \alpha \), we can rewrite \( H_\alpha(p^\epsilon) < H_\alpha(q^\epsilon) \) as

\[
    \sum_i (p_i^2 - q_i^2) d^2 r^2 + O(r^3) > 0.
\]

Then, it is clear that if \( \sum_i p_i^2 > \sum_i q_i^2 \), i.e., \( H_2(p) < H_2(q) \), the above inequality is satisfied for \( r_{\alpha} > 0 \) small enough. An analogous proof can be used to show that the statement is valid for \( \alpha = 0 \) and \( \alpha = 1 \). On the other hand, for a given \( \alpha \) let \( H_\alpha(p^\epsilon) < H_\alpha(q^\epsilon) \) for all \( r \leq r_{\alpha} \) with \( r_{\alpha} > 0 \). Then it must be that \( \sum_i p_i^2 > \sum_i q_i^2 \) and so \( H_2(p) > H_2(q) \). By assumption however \( H_2(p) \neq H_2(q) \), hence \( H_2(p) < H_2(q) \).

**Appendix D - Ordering of \( H_2 \) and \( H_{\pm\infty} \) is unaffected by noise**

First note that \( H_2(p) < H_2(q) \) is equivalent to

\[
    \sum_i p_i^2 > \sum_i q_i^2. \quad \text{Recall that we denote by \( p_i \) the elements of \( p^\epsilon = (1-\epsilon)p + \epsilon \eta \). Then, introducing \( r := 1 - \epsilon \), we have}
\]

\[
    \sum_i (p_i^2) = \sum_i \left( \frac{1-r}{d} + rp_i \right)^2 = \frac{1-r^2}{d^2} + \frac{r^2}{d^2} \sum_i p_i^2.
\]

It is then immediate to see that \( H_2(p) < H_2(q) \Leftrightarrow H_2(p^\epsilon) < H_2(q^\epsilon) \) for all \( r \in (0,1] \), i.e., for every \( \epsilon \in [0,1] \).

Similarly note that \( H_{\infty}(p) < H_{\infty}(q) \) is equivalent to \( \text{max}_i p_i > \text{max}_i q_i \). We will thus consider

\[
    \text{max}_i p_i = \text{max}_i \left( \frac{1-r}{d} + rp_i \right) = \frac{1-r}{d} + r \text{ max}_i p_i.
\]

Again, it is easy to see that \( H_{\infty}(p) < H_{\infty}(q) \) is equivalent to \( H_{\infty}(p^\epsilon) < H_{\infty}(q^\epsilon) \) for all \( \epsilon \in [0,1] \). An analogous reasoning works for \( H_{\infty} \). Moreover, from Observation 1, no other \( H_\alpha \) has this property.
Appendix E - Proof of Observation 2

**Proof.** Introducing $r := 1 - \epsilon$ one can compute
\[
 p^A(\rho^e) \otimes p^B(\rho^e) = \frac{(1 - 2r)}{d^2} + 2r P^{AB}(\rho) + r^2 Q^{AB}(\rho),
\]
where
\[
 P^{AB}(\rho) = \frac{P^A(\rho) + P^B(\rho)}{2d},
\]
\[
 Q_{ij}^{AB}(\rho) = \frac{p_i^A(\rho)p_j^B(\rho) - \frac{P^A(\rho) + P^B(\rho)}{d} + \frac{1}{d^2}}{d^2}.
\]
Notice that the same expression holds for $\epsilon$.

We now proceed as in Appendix C. We have
\[
 \Delta H_\alpha \equiv \frac{\ln(\alpha)}{1 - \alpha} \ln \left( \frac{1}{1 - \alpha} \right)
\]
with
\[
 B = \frac{\sum_{ij} [2r P_{ij}^{AB}(\rho)]^2 + 1 - 2r + r^2 d^2 Q_{ij}^{AB}(\rho)]^2}{\sum_{ij} [2r P_{ij}^{AB}(\sigma)]^2 + 1 - 2r + r^2 d^2 Q_{ij}^{AB}(\sigma)]^2} \equiv g_\alpha(\rho) - g_\alpha(\sigma).
\]
Hence $\Delta H_\alpha \leq 0$ is equivalent to $B > 1$ for $\alpha < 0$ and $\alpha > 1$, whereas for $\alpha \in (0, 1)$ it is equivalent to $B < 1$.

Expanding around $r = 0$ one gets
\[
 g_\alpha(\psi) = d^2 + 2\alpha(\alpha - 1) \sum_{ij} (P_{ij}^{AB}(\rho))^2 d^4 - d^2 + O(r^3).
\]

Therefore, for any $\alpha$ we can rewrite $\Delta H_\alpha < 0$ as
\[
 \sum_{ij} (P_{ij}^{AB}(\rho))^2 - (P_{ij}^{AB}(\sigma))^2) d^4 + O(r^3) > 0.
\]

Let us fix $\alpha$. If Condition 2 holds, then
\[
 \sum_{ij} (P_{ij}^{AB}(\rho))^2 > \sum_{ij} (P_{ij}^{AB}(\sigma))^2.
\]
Hence, there exists $r_\alpha$ small enough such that Eq. (17) is satisfied, i.e., Condition 1 holds. On the other hand, if for a given $\alpha$ Condition 1 holds for all $\epsilon \geq \epsilon_\alpha$ (i.e., for all $r \leq r_\alpha$) then one must have
\[
 \sum_{ij} (P_{ij}^{AB}(\rho))^2 = \sum_{ij} (P_{ij}^{AB}(\sigma))^2,
\]
which is equivalent to
\[
 e^{-H_2(p^A(\rho))} + e^{-H_2(p^B(\rho))} \geq e^{-H_2(p^A(\sigma))} + e^{-H_2(p^B(\sigma))}.
\]

However, by assumption the equality does not hold, so we obtain Condition 2. \qed

Appendix F - Proof of Lemma 1

Note that the following proof uses the notation and results obtained while proving Theorem 1 in Appendix B.

**Proof.** We want to show that among $\epsilon$-pseudo pure states $\rho^e_\psi$ defined in Eq. (7), the ones with $|\psi\rangle = |\psi^e_m\rangle$ for some $m$ (see Eq. (16)) are those minimising the quantity $H_\epsilon(p^A \otimes p^B)$. Instead of minimising this entropic quantity we can equivalently maximise over all pure states $\psi$ the maximal element $p_{\max}(\rho^e_\psi)$ of the probability vector $p^A(\rho^e) \otimes p^B(\rho^e)$. We have
\[
 p_{\max}(\rho^e_\psi) = \frac{c^2}{d^2} + \frac{\epsilon}{d^2} \max_{k,l} (p^A_k(|\psi\rangle) + p^B_l(|\psi\rangle))
\]
\[
 + \left(1 - \epsilon\right)^2 \max_{k,l} (p^A_k(|\psi\rangle)p^B_l(|\psi\rangle)).
\]

From the proof of Theorem 1 (see Appendix B) we know that the last term is maximised for $|\psi\rangle = |\psi^e_\infty\rangle$. We will now show that the second term is also maximised for the same state and therefore the whole expression for $p_{\max}(\rho^e_\psi)$ is maximised for this choice of $|\psi\rangle$.

To shorten the notation let us introduce
\[
 s_{\max}(|\psi\rangle) = \max_{k,l} (p^A_k(|\psi\rangle) + p^B_l(|\psi\rangle)).
\]

Using the same reasoning that lead us in the proof of Theorem 1 to the bound on $p_{\max}(|\psi\rangle)$, we can obtain a bound on $s_{\max}(|\psi\rangle)$. More precisely we have
\[
 s_{\max}(|\psi\rangle) \leq p + \sqrt{pV_{ijkl} + \sqrt{1 - pV_{ijkl}}}^2,\]
where we use the same notation as in Appendix B. It is straightforward to show that the above expression is maximised for $V_{ijkl} = c$ and $p = (1 + c)/2$. Similarly as in the proof of Theorem 1, this leads to the conclusion that $s_{\max}(|\psi\rangle)$ is maximised by the states $|\psi^e_\infty\rangle$. \qed

Appendix G - Universal MUS for qubit systems

**Setting the scene**

The Bloch sphere can be parametrised so that $a = (0, 0, 1)$ and $b = (\sin \gamma, 0, \cos \gamma)$, with $\gamma \in (0, \pi/2)$. Now, according to Lemma 1, if there exists $\epsilon$-noisy universal MUS it will be described by
\[
 \rho^e_{\gamma/2} = \frac{1 + r \cdot \sigma}{2}, \quad r = \pm |r| \left(\sin \frac{\gamma}{2}, 0, \cos \frac{\gamma}{2}\right),
\]
with $|r| = (1 - \epsilon)$, i.e., its Bloch vector $r$ will lie in the middle between $\pm a$ and $\pm b$, and its length will differ from identity by the amount of noise $\epsilon$.

We will first prove that there is no universal MUS for qubit systems when we choose $F = S$, i.e., within the framework of majorisation uncertainty relations. Let $\rho^e_\psi$ be a state described by Bloch vector $r^e = (0, 0, |r|)$. Then by direct calculation one can check that for any given $\epsilon$ the distribution $p^A(\rho^e_\psi) \otimes p^B(\rho^e_\psi)$ is not majorised by $p^A(\rho^e_{\gamma/2}) \otimes p^B(\rho^e_{\gamma/2})$.

Now, in order to prove that there exists $0 < \epsilon < 1$ such that $\rho^e_{\gamma/2}$ is a universal MUS within $B_2^f$ for $F = U$ and $F = U_\psi$, we must show that all Rényi entropies of $p^A(\rho^e_{\gamma/2}) \otimes p^B(\rho^e_{\gamma/2})$ are smaller than for any other state $\rho^e \in B_2$ that can generally be described by Bloch vector $q$.

\[
 \rho^e = \frac{1 + q \cdot \sigma}{2}, \quad q = |q| \langle \sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta \rangle,
\]
with $|q| \leq (1-\epsilon)$. As we will show in the next subsection it is actually sufficient to restrict the comparison to states described by Bloch vectors

$$q_\theta = (1-\epsilon)(\sin \theta, 0, \cos \theta), \quad \theta \in [0, \gamma],$$  \hspace{1cm} (20)

i.e., one may assume $|q| = (1-\epsilon)$, $\theta \in [0, \gamma]$ and $\phi = 0$ in Eq. (19) (note that this corresponds to Bloch vectors lying between $\pm a$ and $\pm b$). Thus, the existence of a universal MUS in $\mathcal{B}_2^\alpha$ can be proved by showing that among the distributions $p^{AB} := (p^A_1,1-p^A_1) \otimes (p^B_1,1-p^B_1)$ with

$$p^A_1 = \frac{1 + (1-\epsilon)\cos \theta}{2}, \quad p^B_1 = \frac{1 + (1-\epsilon)\cos(\gamma-\theta)}{2},$$  \hspace{1cm} (21)

the one with $\theta = \gamma/2$ minimises all Rényi entropies. As our main goal is to prove that universal MUS can exist for $\mathcal{F} = \mathcal{U}$ and $\mathcal{F} = \mathcal{U}_+$, we will just focus on the particular choice of $\gamma = \pi/4$. In the last subsection of this appendix we will prove that for a noise level $\epsilon = 1/2$ (Bloch vector length $1/2$) the above condition holds, so that a state specified by Eq. (18) is in fact the $\epsilon$-noisy universal MUS.

Simplifying the set of states

The way to prove that we can restrict the comparison to states $\rho_0$ described by Bloch vectors $q_\theta$ specified by Eq. (20) is to show that for every state $\rho' \in \mathcal{B}_2^\alpha$ there exists an $\epsilon$-pseudo-state $\rho_0'$ such that

$$p^A(\rho_0') \otimes p^B(\rho_0') \succ p^A(\rho') \otimes p^B(\rho').$$  \hspace{1cm} (22)

Since majorization implies trumping relation, it means that for any state in $\mathcal{B}_2^\alpha$ there exists a state $\rho_0'$ for which all Rényi entropies $H_\alpha$ are lower. Hence, if $\rho_{\gamma/2}$ minimises all $H_\alpha$ among $\rho_0'$ states, all the remaining states in $\mathcal{B}_2^\alpha$ must necessarily have higher $H_\alpha$ for all $\alpha$.

Using the transitivity of majorization we will prove our claim by restricting the subset $\mathcal{B}_2^\alpha$ in a few steps, each time removing states that are “majorized” by states in the remaining subset. First note that for any state $\rho'$ with $|q| < (1-\epsilon)$ there exists a state $\tau'$ with $|q| = (1-\epsilon)$ and the same $(\theta, \phi)$, such that $p^A(\tau') \succ p^A(\rho')$ and $p^B(\tau') \succ p^B(\rho')$, so that $p^A(\tau') \otimes p^B(\tau') \succ p^A(\rho') \otimes p^B(\rho')$. Hence we can restrict the states that we need to compare $\sigma'$ with states having a Bloch vector length $|q| = (1-\epsilon)$. Next we note that states with fixed $|q|$ and $\theta$ have a fixed $p^A$, but $p^B$ that depends on $\phi$. Moreover, $p^B$ for $\phi = 0$ or $\phi = \pi$ majorizes all other $p^B$ with different $\phi$. Hence we can restrict the considered set of states to the ones that lie in the plane spanned by $a$ and $b$. Additionally, due to the symmetry of the problem, we only need to look at $\theta \in [0, \pi]$ and $\gamma \in (0, \pi/2)$ (we exclude $\gamma = 0$ as it is a trivial case and $\gamma = \pi/2$ because Theorem 2 holds).

Finally we need to show that for any state $\rho'$ that lies in this plane, has $|q| = (1-\epsilon)$ and $\theta \in [0, \pi]$ there exists $\rho_0'$ also in that plane and with the same length of the Bloch vector, but with $\theta \in [0, \gamma]$, such that Eq. (22) holds. It is straightforward to check that for a state with $\theta = \gamma$ both $p^A$ and $p^B$ majorize the corresponding distributions obtained for a state described by $\theta \in (\gamma, \pi/2)$. Similarly the probability distribution with $\theta = 0$ majorizes the ones described by $\theta \in [\gamma + \pi/2, \pi]$. The only thing left is to show that for every state described by $\theta \in [\pi/2, \pi/2 + \gamma]$ there is a state with $\theta \in [0, \gamma]$ such that Eq. (22) holds. One can achieve this by mapping $\theta$ of every state from the first set to $\theta - \pi/2$ in the second set. This ends the proof.

Proving the existence of universal MUS

As already announced, here we will prove that among distributions $p^{AB} := (p^A_1,1-p^A_1) \otimes (p^B_1,1-p^B_1)$, specified by Eq. (21) with $\gamma = \pi/4$ and $\epsilon = 1/2$, the one with $\theta = \pi/8$ minimises Rényi entropies for all $\alpha$. In order to simplify the calculations we use a slightly different parametrization. Namely, we perform a substitution $\theta \rightarrow \theta - \pi/8$ and, due to symmetry, we only consider $\theta \in [0, \pi/8]$ (hence $\theta$, instead of measuring the angle from the $z$ axis, measures the angle from the state we want to prove is a universal MUS). To shorten the notation let us also introduce

$$t^\pm_+ = \left[2 \pm \cos \left(\frac{\pi}{8} \pm \theta\right)\right]^{\alpha-1},$$

where the subscript refers to the sign $\pm$ in front of $\theta$.

It is straightforward to show that independently of $\alpha$ the Rényi entropy $H_{\alpha}$ of the distribution $p^{AB}$ has an extremum for $\theta = 0$. However, we need to show that this is the only extremum and that it is actually a minimum. Once we prove the former, the latter can be easily verified by checking that $H_{\alpha}$ of the distribution at the extremum $\theta = 0$ is smaller than at the edge of the region $\theta = \pi/8$.

To prove the uniqueness of the extremum we will show that $\frac{\partial}{\partial \theta} H_{\alpha}(p^{AB}) = 0$ has only a single solution for $\theta = 0$. Unless $\alpha = 0$ or $\alpha = 1$ (which will be handled separately) vanishing of this derivative is equivalent to

$$\zeta := A \sin \theta + B \cos \theta = 0,$$

where

$$A = \left(2 \cos \frac{\pi}{8} - \cos \theta\right)t^-_t^- - \left(2 \cos \frac{\pi}{8} + \cos \theta\right)t^+_t^+,$$
$$B = \left(2 \sin \frac{\pi}{8} + \sin \theta\right)t^+_t^- - \left(2 \sin \frac{\pi}{8} - \sin \theta\right)t^-_t^+.$$

The proof consists of two main parts. First we will show that for all $\alpha \geq 2$ and $\theta \in (0, \pi/8)$ we have $\zeta < 0$. We achieve this by finding a function $\zeta'$ that upper-bounds $\zeta$ in the considered parameter region and proving that it is negative. Next, we will prove that for all $\alpha \leq -3$ and $\theta \in (0, \pi/8)$ we have $\zeta > 0$, this time by finding a function $\zeta'$ that lower-bounds $\zeta$ and showing that it is always positive. Finally, in the remaining region $\alpha \in [-3, 2]$ the non-vanishing of $\zeta$ can be easily verified numerically (with $\alpha = 0$ and $\alpha = 1$ considered separately).
Let us start with $\alpha \geq 2$. For $\theta \in (0, \pi/8]$ we have that a function $\zeta'$ obtained by exchanging $A$ with $-2tt^+_s \cos \theta$ upper-bounds $\zeta$ (this is because $t^+_s t^+_t \geq t^+_l t^+_l$). To show that $\zeta'$ is always negative we divide it by the positive quantity $t^+_s t^+_t \cos \theta$, and show that the obtained expression $\zeta_1 + \zeta_2$ is always negative, where

$$\zeta_1 = -\sin \theta + s_+ \sin \theta,$$

$$\zeta_2 = -\sin \theta + 2s_- \sin \frac{\pi}{8},$$

and

$$s_\pm = \frac{t^+_l \pm t^+_l}{t^+_s + t^+_s}.$$ 

Now, using the fact that $(a + b)^x \geq a^x + b^x$ for $a, b > 0$ and $x \geq 1$ one can easily show that $s_+ < 1$, which results in $\zeta_1 < 0$. In order to show that also $\zeta_2$ is negative it is sufficient to prove that $\zeta_2$ is a monotonically decreasing function with $\theta$ (since for $\theta = 0$ it vanishes). This can be shown by upper-bounding terms dependent on $\theta \in (0, \pi/8]$ in the expression for $\frac{\partial \zeta_2}{\partial \theta}$ that leads to

$$\frac{\partial \zeta_2}{\partial \theta} \leq -\cos \frac{\pi}{8} + \frac{8\sqrt{2} \sin \frac{\pi}{8} (1 + \ln 2)}{(\cos \frac{\pi}{8} - 2)^{\frac{3}{2}}}.\alpha - 1$$

The above expression is maximised for $\alpha = (1 + \ln 2)/\ln 2$ and it is then negative, so that $\zeta_2$ is negative for $\theta \in (0, \pi/8]$. This ends the first part of the proof.

We now turn to the case when $\alpha \leq -3$. For $\theta \in (0, \pi/8]$ we then have that a function $\zeta'$ obtained by exchanging the second term in the expression for $A$ by $-2tt^+_s \cos \theta$ lower-bounds $\zeta$ (this is because $t^+_s t^+_t \geq t^+_l t^+_l$). Moreover, substituting 1 for all $\cos \theta$ will also lower-bound the expression for $\zeta_2$, as for $\alpha \leq -3$ we have $B \leq 0$. We further lower-bound the expression by performing a sequence of divisions and subtractions of positive numbers: first dividing by $t^+_l t^+_l$, then subtracting $t^+_l \sin \theta/t^+_s$ and finally dividing again by $2 \sin \pi/8$. This leaves us with the lower-bound of the form:

$$2 \cos \frac{\pi}{8} \left(1 - \frac{t^+_l}{t^+_s}\right) - 1 + \frac{t^+_s - t^+_t}{t^+_s - t^+_l}.$$ 

As the term standing by $\sin \theta$ is a monotonically decreasing function of $\alpha$ it achieves minimum at the edge of the considered parameter space, i.e., for $\alpha = -3$. It is then straightforward to verify that it is always bigger than 1, so we can actually lower-bound $\zeta$ with

$$\sin \theta + \frac{t^+_s - t^+_t}{t^+_s - t^+_l}.$$ 

To show that the above equation is always positive for $\alpha \leq -3$ one can equivalently show that $\sin \theta - s_-$ is positive for $\alpha \geq 3$. This can be achieved using a method analogous to the one used to show that $\zeta_2 < 0$. Thus, the function lower-bounding $\zeta$ for $\alpha \leq -3$ is always positive unless $\theta = 0$ and so is $\zeta$ itself. This completes the second part of the proof.
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