Image retrieval method based on metric learning for convolutional neural network
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Abstract. At present, the research of content-based image retrieval (CBIR) focuses on learning effective feature for the representations of origin images and similarity measures. The retrieval accuracy and efficiency are crucial to a CBIR. With the rise of deep learning, convolutional network is applied in the domain of image retrieval and achieved remarkable results, but the image visual feature extraction of convolutional neural network exist high dimension problems, this problem makes the image retrieval and speed ineffective. This paper uses the metric learning for the image visual features extracted from the convolutional neural network, decreased the feature redundancy, improved the retrieval performance. The work in this paper is also a necessary part for further implementation of feature hashing to the approximate-nearest-neighbor (ANN) retrieval method.

1 Introduction
The crucial technology of the content-based image retrieval (CBIR) is using image feature extraction method to obtain the origin images, then using the feature of visual information as the target, using the similarity measurement between image features, returning the retrieval results from image database. Recent years, users using their personal terminal productions taking a massive photos and pictures. These images are stored and shared in the network, so that the accurate and fast retrieval of a massive-images-stored image retrieval system has become the core focus of the study.

Image feature extraction is widely used to represent the image content. The key challenge has been attributed to the “semantic-gap” which is well-known. Its issue exists that exists between low-level image pixels captured by image processing methods and high-level semantic concepts perceived by user. Typical image features are colour features (Colour Histogram, Colour Moments, Colour Sets, etc.), texture features (Local Binary Patterns, Co-occurrence Matrix, etc.), edge features (Canny and Sobel Operator Edge Detection, etc.), as well as SIFT, GIST, BoVW [1] features, these are the characteristics of artificial design. These features will Extract the original image information and dimensionality reduction, the purpose is to get a better representation of the original image, shorten the gap between the user's retrieval needs and the actual search results, reducing the semantic gap. With the development of deep neural network technology in the field of machine learning, convolutional neural network [2] has made important progress in the field of image recognition. Through the pre-trained convolutional neural network (CNN) to extract the feature of the image in the image database, the extracted feature is better than the traditional manual designed features [3]. In recent years, the CNN structure proposed by scholars in ILSVRC (ImageNet Large Scale Visual Recognition Challenge) has achieved remarkable results in the Alex-Net [4], making the research of convolutional neural network become a research focus. However, there is an obvious situation that the feature extracted from pre-trained CNN model has a high dimension. This situation brings the performance of the retrieval speed and accuracy not effective. The disaster of dimension need to be improved. The
extracted feature from image database becomes a feature set, this set could be regarded as a collection in a metric space [5]. Theoretically, this metric space could be improved to a lower dimension metric space, keeps the origin information the similarity measure faster to raise the speed of the retrieval. And, this work is also an important step for the implementation for hash coding to the approximate-nearest-neighbor (ANN) retrieval method. The method requires the original feature coded transform into a binary codes.

2 Convolutional Neural Network
Convolutional Neural Network (CNN) is not really a new method of machine learning, as early as the 1990s, LeCun et al. proposed a multi-layers artificial neural network architecture for classification of handwritten numbers, the architecture named LeNet-5\(^6\), which have a typical structure of CNN and did well performance on recognition of handwritten characters (Figure 1 from [6]). CNN is a discriminative deep architecture among various Deep Learning techniques. It belongs to the Deep Neural Networks (DNN). But limited by the computer performance at that time, the CNN couldn’t have much more hidden layers and people prefer the shallow machine learning architecture like Logical Regression (LR), Support Vector Machines (SVM), which have the same performance as CNN but have faster learning speed. Along with the scholar’s research for decades, and the raising processing speed of computer, CNN could have more hidden layer (deeper structure). CNN has found state-of-the-art performance on various tasks and competitions in computer vision and image recognition, such as ILSVRC (ImageNet Large Scale Visual Recognition Challenge).

![Figure 1: LeNet-5 \(^6\), A Convolutional Neural Network of architecture.](image)

2.1 Typical Structure of CNN
The typical structure of CNN developed from the concept of neocognitron, which was inspired by the structure of animal visual cortical cells. CNN including 3 kind of artificial neurons layer, convolutional layer, pooling layer and activation layer, they stack up with one on top of another. Different from BP (Backpropagation) neural network, the weights sharing and local receptive field are the features of convolutional layers (Figure 2) and pooling layer (Figure 3) doing sub-sampling the output of the convolutional layer, reducing the data rate.

![Figure 2: Processing demo of convolutional layer](image)
Figure 3: Processing demo of pooling layer

Activation layer is an important part to the network structure, this layer get the output of convolutional layer and output the activated feature to next pooling layer. It essentially provides a kind of non-linear transformation to solve the problem of the expression of linear models. Common activation functions are Sigmoid (Eq. 1), ReLu (Eq. 2), softmax(Eq. 3).

\[ f(x) = \frac{1}{1+e^{-x}} \]  

\[ f(x) = \max(x, 0) \]  

\[ f(x) = \log(1 + \exp(x)) \]

At the end of the network structure, the output of the abstracted features will get full connected to a vector and enter to a classifier to finish the network training supervised.

3 Metric Learning

Metric learning for image retrieval has been extensively studied in both machine learning and multimedia retrieval communities. In the domain of metric learning, metric learning methods can be used to transform the feature space into another metric space which has lower dimension, can retain the original information of the feature as far as possible, and even make the transformed new features more effective to meet specific measurement requirements. The metric learning methods can be divided into two way: linear transformation and non-linear transformation [7].

The methods can also be divided into supervised distance metric learning and unsupervised distance metric learning. For the supervised learning, algorithm uses the class labels or marks; for the unsupervised metric learning, algorithm usually through the transformation which is theoretical supported, or uses the measurement between origin feature and transformed feature to complete the learning. Here are some typical metric learning algorithms used in this paper.

3.1 Principal Component Analysis

Principal Component Analysis (PCA) [8] is a non-parametric method in pattern recognition. A group of variables which may be related to each other (compute the Covariance Eq. 4) are transformed into a
set of linearly uncorrelated variables by means of orthogonal transformation, then the transformed set of variables is called the principal component, which can achieve the purpose of dimension reduction.

\[
\text{cov}(X,Y) = \frac{\sum_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y})}{n-1}
\]

(4)

3.2 Simple Principal Component Analysis
Simple Principal Component Analysis (SPCA) [9] is a data oriented method. The algorithm does not explicitly calculate nor diagonalise the covariance matrix. Also SPCA does not require the tuning of learning parameters and convergence is obtained with very few iterations. SPCA is intended to be a fast approximator for the principal components.

3.3 Kernel Principal Component Analysis
Kernel Principal Component Analysis (KPCA) method requires only the solution of an eigenvalue problem. In fact, it essentially requires only standard linear algebra, and can handle a wide range of nonlinearities due to its ability to employ different kernels. The goal of KPCA is to map the input space into a feature space via nonlinear mapping and then to extract whitened principal components in that feature space such that their covariance structure is an identity matrix. That is, we can avoid performing the nonlinear mappings and computing inner products in the feature space by introducing a kernel function of form Eq. 5.

\[
k(x, y) = \langle \Phi(x), \Phi(y) \rangle
\]

(5)

3.4 Laplacian Eigenmaps
Laplacian Eigenmaps algorithm is a kind of efficient streamline learning algorithm. The basic idea is that points that are very close in a high dimensional space whose image should be close too in a low dimensional space. By using the weighted distance between two points as the loss function and using spectral properties of image Laplacian operator to derive the optimal low dimensional data set to keep some local representation.

3.5 Locality Preserving Projections
Locality preserving projections (LPP) is based on the construction of the sample space between the distance relationship, and this relationship is maintained in the projection. It preserves the local neighborhood structure of the sample in the space, that is to say, minimize the distance weighted square sum of the nearest neighbor samples in the low dimensional space. It can also be understood as to avoid the divergence of the sample set and keep the original structure.

3.6 Auto Encoder
Auto encoder neural network is a kind of unsupervised learning algorithm and it uses the back propagation algorithm and the target value is equal to the input value. Auto encoder is a kind of neural network that can be viewed as two consisting parts: an encoder function \(H=f(x)\) and a reconstruction decoder \(r=g(H)\). Traditionally, automatic encoders have been used for dimensionality reduction or feature learning.

4 Metric Learning for CNN

4.1 Pre-training of the CNN
In this paper, the structure of Convolutional Neural Network (Table 1, layers was abbreviated and numbered) has 5 convolution layers, 3 pooling layers and 3 full connection layers, and use softmax as the classifier to finish the learning. Noted that activation layer is set after every convolution layer and full connection layer. Two pooling layers is set after the first two convolution layers and one pooling layers is set between the last
convolution layers and the first full connection layer. This structure is referring the part of the architecture of VGG-Net [10] to train the Convolutional Neural Network for CBIR. Besides, we used normalization unit after the first two layers and one drop-out unit to prevent the overfitting. In the pre-training stage, the training of the CNN model based the object image database “Caltech101”, trained 200 epochs and select the finest epoch for experiments.

Table 1, CNN structure in this paper

| Layer     | Size     | Act     | Pooling |
|-----------|----------|---------|---------|
| conv1     | 11*11*64 | act1    | pooling1 |
|           | 4*4 stride | norm1  | (3*3)  |
|           |          |         | 2*2 stride |
| conv2     | 5*5*256  | act2    | pooling2 |
|           |          | norm2   | (3*3)  |
|           |          |         | 2*2 stride |
| conv3     | 3*3*256  | act3    |         |
| conv4     | 3*3*256  | act4    |         |
| conv5     | 3*3*256  | act5    | pooling5 |
|           |          |         | (3*3)  |
|           |          |         | 2*2 stride |
| fc6       | 6*6*4096 | act6    |         |
| fc7       | 1*1*4096 | act7 dropout7 |         |

The situation of model fitting in the training process is shown in Figure 4.

4.2 Dimension Reducing using Metric Learning methods

After pre-training of the CNN model, we get a fine-tuned model to extract the features for image representation. The extracted features come from the last full connection layer, which has 4096 dimension and need to be dimension reduced. In this paper, we used methods PCA, SPCA, KPCA, Laplacian Eigenmaps described in the previous section.

4.3 Evaluation of CBIR System

The performance of evaluation is MAP (Mean Average Precision), which is widely used to evaluate the global performance of a CBIR system. The results are shown in the following figure:

“Metric Learning” for experiments, and reducing features in 8, 16, 32, 64, 128 dimension, to see the performances of the new feature in different dimension and different methods.
Figure 6: The MAP of features under variety of dimensions.

The dotted line shows the baseline of original feature, and the other lines show the performance of dimension reduced new features. In the reduction of the dimension, the Matric Learning methods usually make the original feature information lost to some extent. But in the dimension of 128 and 64, the MAP of PCA and SPCA is above the origin features, this explains that there is some information redundancy in the original features.

5 Summary
Through the experiment, we noticed that the Matric Learning methods usually make the original feature information lost to some extent. But in the dimension of 128 and 64, the MAP of PCA and SPCA is above the origin features, this explains that there is some information redundancy in the original features. Other non-linear method in this paper shown a not-well result, possible reason is CNN feature is a multi-level abstracted feature, after further non-linear transformation would destroy the information of the original feature. We can use the linear Metric Learning methods to raise the performance of CNN feature such as PCA, SPCA.
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