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Abstract. For a sequence of integers \( \{a(x)\}_{x \geq 1} \) we show that the distribution of the pair correlations of the fractional parts of \( \{\langle \alpha a(x) \rangle\}_{x \geq 1} \) is asymptotically Poissonian for almost all \( \alpha \) if the additive energy of truncations of the sequence has a power savings improvement over the trivial estimate. Furthermore, we give an estimate for the Hausdorff dimension of the exceptional set as a function of the density of the sequence and the power savings in the energy estimate. A consequence of these results is that the Hausdorff dimension of the set of \( \alpha \) such that \( \{\langle \alpha x^d \rangle\} \) fails to have Poissonian pair correlation is at most \( \frac{d+2}{d+3} < 1 \). This strengthens a result of Rudnick and Sarnak which states that the exceptional set has zero Lebesgue measure. On the other hand, classical examples imply that the exceptional set has Hausdorff dimension at least \( \frac{2}{d+1} \).

An appendix by Jean Bourgain was added after the first version of this paper was written. In this appendix two problems raised in the paper are solved.

1. Introduction

We will be interested in the pair correlation statistics of sequences of real numbers from the unit interval, which is defined as follows. Let
\[ \theta_1, \ldots, \theta_N \in [0, 1], \text{ and let } \| \cdot \| \text{ denote the distance to the nearest integer. For every interval } [-s, s] \text{ we set} \]

\[ R_2([-s, s], \{\theta_n\}, N) = \frac{1}{N} \# \left\{ 1 \leq j \neq k \leq N : \|\theta_j - \theta_k\| \leq \frac{s}{N} \right\}. \]

The subscript “2” of “\( R_2 \)” refers to the fact that these are the pair correlations, that is, the correlations of order 2, in contrast to triple correlations or correlations of even higher order. For a sequence of independent, \([0, 1]\)-uniformly distributed random variables \(\theta_1, \theta_2, \ldots\) for every \(s \geq 0\) we have

\[ R_2([-s, s], \{\theta_n\}, N) \rightarrow 2s \]

almost surely. If this asymptotic relation holds for a given sequence we say that the distribution of the pair correlations is asymptotically Poissonian.

Of particular interest are the distributions of the pair correlations of sequences of the form \(\{\langle \alpha x^d \rangle\}_{x \geq 1}\), where \(\langle \cdot \rangle\) denotes the fractional part function. These occur as the distribution of the spacings of the energy levels of certain integrable systems. See the introduction of [28] for a discussion of this connection. For \(d \geq 2\), Rudnick and Sarnak [28] proved that the distribution of the pair correlations is asymptotically Poissonian for almost all \(\alpha\). The case \(d = 2\), which corresponds to the boxed oscillator, has received particular attention, see for example [18, 24, 29, 39]. Boca and Zaharescu [6] extended this result to show that the pair correlations of \(\{\langle aa(x)\rangle\}_{x \geq 1}\) are almost always Poissonian for any \(a(x) \in \mathbb{Z}[x]\) of degree at least 2. In the case \(d = 1\) the situation is very different, and the distribution of the pair correlations is not asymptotically Poissonian for any value of \(\alpha\); this fact is related to the Three Gap Theorem of Sós [36] and Świerczkowski [37].

Another case which has been intensively investigated is that of \(\{\langle \alpha a(x)\rangle\}_{x \geq 1}\) for \(\{a(x)\}_{x \geq 1}\) being a lacunary sequence, see for example [2, 11, 31]. For brevity we will say a sequence \(\{a(x)\}_{x \geq 1}\) has the metric pair correlation property if \(\{\langle \alpha a(x)\rangle\}_{x \geq 1}\) has asymptotically Poissonian pair correlations for almost all \(\alpha\).

Metric results of this type are generally much easier to obtain than results for the corresponding problem for specific values of \(\alpha\). A similar phenomenon occurs in the theory of uniform distribution modulo one, where equidistribution results for \(\{\langle \alpha a(x)\rangle\}_{x \geq 1}\) are relatively easy
to obtain in the metric sense but can be extremely difficult for specific values of \( \alpha \). Rudnick and Sarnak \[28\] and Heath-Brown \[18\] have conjectured that \( \{\langle \alpha x^d \rangle \}_{x \geq 1} \) has Poissonian pair correlations if \( \alpha \) is a Diophantine number. Recall that a real number is said to be of type \( \kappa \) if \( |\alpha - \frac{p}{q}| > \frac{1}{q^{\kappa}} \) for all \( p, q \in \mathbb{Z} \), and a number is said to be Diophantine if it is of type \( \kappa \) for all \( \kappa > 2 \). It follows from Roth’s theorem that all irrational algebraic numbers are Diophantine. Some form of a Diophantine condition is certainly required as it was observed in \[28\] that \( \{\langle \alpha x^d \rangle \}_{x \geq 1} \) fails to have the metric pair correlation property if \( \alpha \) is not of type \( \kappa = d + 1 \).

While the Heath-Brown–Rudnick–Sarnak conjecture seems far from resolution, several authors have obtained results that suggest that the Diophantine condition might be able to be somewhat relaxed. In particular, Heath-Brown \[18\] has shown that if \( \alpha \) is of type \( \frac{9}{4} \) then

\[
R_2([-s, s], \{\langle \alpha x^2 \rangle \}, N) \to 2s + O(s^{7/8}).
\]

In another direction, Truelsen \[39\] has formulated a strong conjecture regarding averaged divisor sums which implies that \( \{\langle \alpha x^2 \rangle \} \) has Poissonian pair correlations for all \( \alpha \) of type \( \kappa < 3 \). We will offer some additional evidence in this direction. It is a consequence of Theorem \[1\] below that the set of exceptional \( \alpha \) for which \( \{\langle \alpha x^d \rangle \}_{x \geq 1} \) fails to have Poissonian pair correlations has Hausdorff dimension at most \( \frac{d+2}{d+3} < 1 \). This can be thought of as a quantitative strengthening of Rudnick and Sarnak’s result. On the other hand recall that the Jarník-Besicovitch Theorem states that the Hausdorff dimension of the set of real numbers which fail to be of type \( \kappa > 2 \) is \( \frac{2}{\kappa} \). Thus the examples of Rudnick and Sarnak mentioned above imply that the Hausdorff dimension of the exceptional set is at least \( \frac{2}{d+1} \). Our Hausdorff dimension estimate is an application of a general result which, as we will discuss below, uses very limited information about these particular sequences. It seems likely that additional number theoretic input could be incorporated into our argument to obtain improved Hausdorff dimension estimates for these sequences but we will not pursue this here.

Our main result will link the pair correlation of an integer sequence \( \{a(x)\}_{x > 1} \) to the additive energy of its truncations. Recall that the additive energy of a set of real numbers \( A \) is defined to be

\[
E(A) := \sum_{a+b=c+d} 1,
\]
where the sum is extended over all quadruples \((a, b, c, d) \in A^4\). Trivially one has that \(|A|^2 \leq E(A) \leq |A|^3\). Additive energy has been extensively studied in the combinatorics literature. We refer the reader to \([38]\) for a discussion of its properties and applications. To ease notation in the sequel when a sequence \(A := \{a(x)\}_{x \geq 1}\) is fixed we will abbreviate \(R_2([-s, s], \alpha, N)\) for \(R_2([-s, s], \{\langle \alpha a(x) \rangle\}, N)\). Furthermore we will let \(A_N\) denote the first \(N\) elements of \(A\). Our main result states that if the truncations \(A_N\) of a sequence \(A\) satisfy \(E(A_N) \ll N^{3-\varepsilon}\) for some \(\varepsilon > 0\), then \(\{\langle \alpha a(x) \rangle\}_{x \geq 1}\) has Poissonian pair correlations for almost all \(\alpha\). Moreover, if the sequence satisfies the growth condition \(a(x) \ll x^d\) then we obtain an estimate for the Hausdorff dimension of the exceptional set in terms of \(d\) and \(\varepsilon\). In particular we obtain the following theorem.

**Theorem 1.** Let \(\{a(x)\}_{x \geq 1}\) be a sequence of distinct integers, and suppose that there exists a fixed constant \(\varepsilon > 0\) such that

\[
E(A_N) \ll N^{3-\varepsilon} \quad \text{as } N \to \infty.
\]

Then for almost all \(\alpha\) one has

\[
R_2([-s, s], \alpha, N) \to 2s \quad \text{as } N \to \infty
\]

for all \(s \geq 0\). Moreover if \(a(x) \ll x^d\), then the Hausdorff dimension of the set of \(\alpha\) for which (3) fails is at most

\[
\frac{d + 3 - \varepsilon}{d + 3}.
\]

To the best of our knowledge, the first part of Theorem 1 covers all sequences in the literature for which such pair correlations results have been obtained and significantly relaxes the following criteria obtained by Rudnick and Zaharescu [30]:

Let \(\{a(x)\}_{x \geq 1}\) be a sequence of distinct integers and suppose that there are at most \(O(MN^{2+\varepsilon})\) solutions to the equation

\[
n_1(a(x_1) - a(y_1)) = n_2(a(x_2) - a(y_2))
\]

with \(1 \leq x_i \neq y_i \leq N\), and \(1 \leq |n_i| \leq M\), \(M \ll NR\) for some \(R > 0\), and all \(\varepsilon > 0\). Then for almost all \(\alpha\) we have (3).

Even if one could choose \(M = 1\) in the above, this condition requires that \(E(A_N) \ll N^{2+\varepsilon}\) for all \(\varepsilon\) as compared with the condition \(E(A_N) \ll N^{3-\varepsilon}\) for some \(\varepsilon > 0\) in Theorem 1. Furthermore, the presence of the coefficients \(n_1, n_2\) in this condition makes it difficult to verify for a specific sequence \(\{a(x)\}_{x \geq 1}\). On the other hand additive energy estimates are known for a wide class of sequences. Applications of Theorem 1...
are given in Section 2 below.

The second part of Theorem 1 should be compared to the corresponding results for the Hausdorff dimension of the exceptional set in equidistribution theory. Recall that a classical result of Weyl [41] states that every sequence \( \{\langle \alpha a(x) \rangle \}_{x \geq 1} \) is equidistributed for almost all \( \alpha \) for any sequence \( \{a(x)\}_{x \geq 1} \) of distinct integers. Erdős and Taylor [14] proved the finer result that for an integer sequence \( \{a(x)\}_{x \geq 1} \) satisfying \( a(x) = O(x^d) \) the set of those \( \alpha \) for which the fractional parts of \( \{\alpha a(x)\}_{x \geq 1} \) are not asymptotically equidistributed has Hausdorff dimension at most \( (d-1)/d \); this result is known to be optimal (see [32, Theorem 6]). We note that Nair [25] already obtained some results on the Hausdorff dimension of exceptional sets in pair correlations problems. However his interest is in questions regarding the speed of convergence in (3) and consequently his results are in a somewhat different direction than ours.

Our work and its analogy to the equidistribution setting raises two questions:

**Problem 1:** Is it possible for an increasing sequence of distinct integers \( \{a(x)\}_{x \geq 1} \) which satisfies \( E(A_N) = \Omega(N^3) \) to have Poissonian pair correlations for almost all \( \alpha \)?

**Problem 2:** If \( \{a(x)\}_{x \geq 1} \) is an increasing sequence of distinct integers, does \( E(A_N) = o(N^3) \) imply that (3) holds for almost all \( \alpha \) for all \( s \geq 0 \)?

Shortly after the first version of this paper was finished and was made available online, we were contacted by Jean Bourgain who could prove that the answer to both questions above is negative. We are very grateful to him for giving us permission to include his arguments as an appendix to this paper.

2. Applications

In this section we discuss applications of Theorem 1.

We start by observing that if a sequence satisfies the lacunary growth condition \( a(x+1)/a(x) \geq c > 1, \ x \geq 1 \), then it is easy to see that \( E(A_N) \ll N^2 \). Thus Theorem 1 immediately implies that \( \{a(x)\} \) has

\[ E(A_N) = \Omega(N^3) \]

means that \( E(A_N) \geq cN^3 \) for some positive constant \( c \) and infinitely many \( N \); in other words, we do not have \( E(A_N) = o(N^3) \).
the metric pair correlation property, recovering a result of [30].

Next we will discuss some number theoretic sequences which will require the following facts. Let \( d(n) \) denote the number of divisors of \( n \). Then for some universal constant \( c_0 > 0 \) and every \( \varepsilon > 0 \) we have the so-called divisor bound

\[
d(n) \ll e^{c_0 \log(n)/\log \log(n)} \ll \varepsilon n^\varepsilon.
\]

If \( A \subset \mathbb{Z} \) is a finite set of integers and \( r(n, A) = \left| \{ a, b \in A : n = a - b \} \right| \), then, using (1), we have that

\[
E(A) \leq |A|^2 \max_{n \in \mathbb{Z}} r(n, A).
\]

In order to recover the fact that any polynomial sequences, say \( a(x) \in \mathbb{Z}[x] \), of degree \( d \geq 2 \) satisfies the conclusion of Theorem 1, it suffices to show that \( r(n, A) = \left| \{ x, y \in A : a(x) - a(y) = n \} \right| \) satisfies \( r(n, A) \ll \varepsilon n^\varepsilon \) for all \( \varepsilon > 0 \). To see this note that \( x^d - y^d = (x - y)(x^{d-1} + x^{d-2}y + \ldots + xy^{d-2} + y^{d-1}) \). From this we see that \( (P(x) - P(y)) = (x - y)Q(x, y) \) where \( Q \) is a bivariate degree \( d-1 \) polynomial. It follows that the number of solutions to \( n = P(x) - P(y) = (x - y)Q(x, y) \) is at most the number of divisor pairs \( n = ab \) multiplied with the number of simultaneous solutions of \( a = (x - y) \) and \( b = Q(x, y) \). Substituting the first equation into the second and applying the factor theorem shows that the number of solutions is at most \( d - 1 \), which proves the claim. Using (6) and Theorem 1 this establishes that \( \{ a(x) \}_{x \geq 1} \) has the metric pair correlation property. It also follows from this and our main theorem that the Hausdorff dimension of the exceptional set is at most \( \frac{d+2}{d+3} \) for a degree \( d \) polynomial sequence.

The additive energy of various sequences has been studied extensively in the additive combinatorics literature and these results can be easily paired with our results to establish the metric pair correlation property for many new sequences. For instance, Konyagin [21] (see also [15, 16, 17]) has shown that a convex sequence \( \{ a(x) \}_{x \geq 1} \), by which we mean a sequence satisfying \( a(x) - a(x - 1) < a(x + 1) - a(x) \) for all \( x > 1 \), will satisfy \( E(A_N) \ll N^{5/2} \). This includes, for instance, Bohrkev’s sequence \( \{ \lfloor e^{(\log x)^\beta} \rfloor \} \) for \( \beta > 1 \). In the context of the Waring–Goldbach problem, Piatetski-Shapiro [34] proved that the sequence \( a(x) = \lfloor \beta x^\alpha \rfloor \) satisfies \( E(A_N) \ll N^{4-\alpha} \) for \( \beta > 0 \) and \( 1 < \alpha < 3/2 \). Estimates for the additive energy of general sequences of the form \( a(x) = \lfloor F(x) \rfloor \) for smooth \( F \) are given in [17].
Furthermore, it follows from the proof that $E(A_N) \ll_r N^{2+\varepsilon}$ for polynomial sequences $\{a(x)\}_{x \geq 1}$ that if $\{b(x)\}_{x \geq 1}$ is a subsequence of polynomial relative density then it has the metric pair correlation property as well. By this we mean a subsequence $\{b(n)\}$ that satisfies

$$\frac{|\{b(n) : n \leq N\}|}{|\{a(n) : n \leq N\}|} \gg N^{-1+\eta}$$

for some fixed $\eta > 0$. This does not appear to follow from the previous methods used to analyze polynomial sequences. It seems likely that an arbitrary subsequence of a polynomial sequence has the metric pair correlation property, which would follow from the arguments above if one could show that $r(n, A)$ is uniformly bounded for a given polynomial sequences. This would follow from the Bombieri–Lang conjecture using the work of Caporaso, Harris, and Mazur \[10\] for polynomials of degree 5 and higher. In another direction, using very different methods from additive combinatorics, Sanders \[33\] has shown that for universal constants $c_1$ and $c_2$ one has

$$E(A) \leq |A|^3 e^{-c_1 \log^2 |A|}$$

for an arbitrary set $A$ of squares. If one could take $c_2 > 1/2$ then it would follow from our arguments that an arbitrary subsequence of the squares has the metric pair correlation property. Here the precise form of Bondarenko and Seip’s GCD bound \[7\] below would play an important role.

### 3. Preliminary results

Similar to previous approaches \[28, 30\] our method proceeds by estimating the expectation and variance of sums of the form $\sum_{x,y} f(\alpha a(x) - \alpha a(y))$. However, rather than using smooth test functions $f$ as in some of the previously cited papers we work directly with the indicator functions of the short intervals $[-s/N, s/N]$. Replacing these indicator functions by their respective Fourier series and using a combinatorial argument together with the orthogonality of the trigonometric system, we will reduce the problem of estimating the moments of such sums of dilated functions to a problem involving a certain GCD (greatest common divisors) sum. The role of GCD sums in metric number theory goes back at least to Koksma \[19\] (see also \[20\]), and they play a role in the context of the Duffin–Schaeffer conjecture in metric Diophantine approximation (see Dyer and Harman \[13\]) and in the theory of almost everywhere convergence of sums of dilated functions \[2, 22\]. We will

\[2\] This was pointed out to the third author by Bobby Gizzard and Terry Tao.
need the following upper bound of Bondarenko and Seip \cite{8} for such GCD sums. As usual $\exp(x) := e^x$.

Lemma 1. Let $m_1, \ldots, m_M$ be distinct positive integers, and let $b_1, \ldots, b_M$ be real numbers such that $b_1^2 + \cdots + b_M^2 \leq 1$. Then there exists an absolute constant $\kappa$ such that

$$
\sum_{k,\ell=1}^M b_kb_\ell \frac{\gcd(m_k, m_\ell)}{m_km_\ell} \leq \exp\left(\frac{\kappa \sqrt{(\log M) \log \log \log M}}{\log \log M}\right)
$$

(we assume that $M$ is so large that all the logarithmic terms are well-defined and positive).

Lemma 1 is stated in a formulation without coefficients $b_1, \ldots, b_M$ in Theorem 1 of \cite{8}, and in a somewhat concealed form (formulated in terms of the largest eigenvalues of general GCD matrices) in Corollary 1 of \cite{8}. Coefficients can be added at the cost of an additional factor $\log N$ on the right-hand side; however, this additional factor is omitted in the statement of Lemma 1 since it can be incorporated into the exponential term by taking a slightly larger value for $\kappa$. One should note that the quadratic form defined by the left-hand side of (7) is positive definite; this fact can be established using methods from linear algebra (see \cite{9, Example 3}) or using an interpretation of the left-hand side of (7) as an inner product in an appropriate function space (see \cite{2, Lemma 1} and \cite{23}).

The upper bound in Lemma 1 is optimal (except for the value of the constant), as was recently shown by Bondarenko and Seip in \cite{7}. However, for our proof of Theorem 1 we do not actually need the full power of the result from \cite{8}; the earlier estimates from \cite{13} or \cite{2} would suffice as well. As a side note, the sum in (7) is a GCD sum with parameter $1/2$, while more generally these GCD sums contain the expression $\gcd(m_k, m_\ell)^{2\beta}/(m_km_\ell)^\beta$ for some $\beta$, the most interesting cases being $\beta \in [1/2, 1]$. Recent research has revealed an interesting connection between such GCD sums and the Riemann zeta function; see for example \cite{1}, \cite{7} and \cite{22}.

For the proof of the second part of Theorem 1 we will also need the following properties of the Hausdorff dimension (\cite{25, Lemma 10 and Lemma 11}).

Lemma 2.

\footnote{For the connection between GCD sums and eigenvalues of GCD matrices, see \cite{3}.}
a) If $E_1 \subset \mathbb{R}$ is a set of Hausdorff dimension $\nu$, then there exists a compact set $E_2 \subset E_1$ such that $E_2$ also has Hausdorff dimension $\nu$.

b) Let $E \subset \mathbb{R}$ be a compact set whose Hausdorff dimension is greater than $\nu$. Then there exists a positive Borel measure $\mu$ supported on $E$ such that for every interval $[x, y]$ we have $\mu([x, y]) \leq (y - x)^\nu$.

4. The variance estimate

Throughout this section, the constants implied by the symbol “$\ll$” are independent of $N$ and $A = \{a(x)\}_{x \geq 1}$. Furthermore, if we assume that the value of $s$ is uniformly bounded away from zero and infinity, then the constants implied by “$\ll$” are also independent of $s$.

Let $s$ and $N$ be given, and assume that $2s \leq N$. For $\alpha \in \mathbb{R}$ we set

$$I_{s,N}(\alpha) := \begin{cases} 1 & \text{if } \|\alpha\| \leq \frac{s}{N} \\ 0 & \text{otherwise.} \end{cases}$$

In other words, $I_{s,N}$ is the indicator function of the interval $[-s/N, s/N]$, extended with period 1. With this notation we have that

$$R_2([-s, s], \alpha, N) = \frac{1}{N} \sum_{1 \leq x,y \leq N, \atop x \neq y} I_{s,N}(\alpha(a(x) - a(y))),$$

and

$$\int_0^1 R_2([-s, s], \alpha, N) \, d\alpha = \frac{2(N - 1)s}{N}. \tag{9}$$

The main technical lemma is the following which may be seen as a pair correlation version of the Erdős–Turán inequality:

**Lemma 3.** We have

$$\int_0^1 \left( R_2([-s, s], \alpha, N) - \frac{2(N - 1)s}{N} \right)^2 \, d\alpha \ll E(A_N)N^{-3} \exp \left( \frac{\tilde{\kappa} \sqrt{\log N \log \log \log N}}{\sqrt{\log \log N}} \right),$$

where $\tilde{\kappa}$ is an absolute constant. (We assume that $N$ is so large that all logarithms are well-defined and positive.)

**Proof.** We may expand $I_{s,N}(\alpha)$ in a Fourier series as

$$I_{s,N}(\alpha) \sim \sum_{n \in \mathbb{Z}, \atop n \neq 0} c_n e(n\alpha),$$
with $e(\alpha) = e^{2\pi i \alpha}$ and
\[ c_n = \frac{\sin(2\pi nsN^{-1})}{\pi n}. \]

Combining this with the trivial estimate $|c_n| \leq \int_{-sN^{-1}}^{sN^{-1}} |e(-n\alpha)| \, d\alpha \leq \frac{2s}{N}$ gives
\[ |c_n| \leq \min\left(\frac{2s}{N}, \frac{1}{|n|}\right). \tag{10} \]

Using (8) and expanding $I_{s,N}$ in its Fourier series gives us
\[ \int_0^1 \left( R_2([-s, s], \alpha, N) - \frac{2(N-1)s}{N} \right)^2 \, d\alpha \tag{11} \]
\[ = \frac{1}{N^2} \int_0^1 \left( \sum_{1 \leq x, y \leq N, \ x \neq y} \sum_{n \in \mathbb{Z}, n \neq 0} c_n e(n\alpha(a(x) - a(y))) \right)^2 \, d\alpha. \tag{12} \]

Expanding the square and integrating, the expression in line (12) is equal to
\[ \frac{1}{N^2} \sum_{1 \leq x_1, x_2, y_1, y_2 \leq N, \ x_1 \neq y_1, \ x_2 \neq y_2} \sum_{n_1, n_2 \in \mathbb{Z}\setminus\{0\}} c_{n_1} c_{n_2} \times \]
\[ \times \int_0^1 e\left( \alpha (n_1 (a(x_1) - a(y_1)) - n_2 (a(x_2) - a(y_2))) \right) \, d\alpha. \]

Defining $R_N(v)$, the number of representations of an integer $v$, by
\[ R_N(v) := \# \{ (x, y) \in \{1, \ldots, N\}^2, \ x \neq y : a(x) - a(y) = v \}, \]
the quantity above is
\[ \frac{1}{N^2} \sum_{v, w \in \mathbb{Z}\setminus\{0\}} \sum_{n_1, n_2 \in \mathbb{Z}\setminus\{0\}, \ n_1 v = n_2 w} R_N(v) R_N(w) c_{n_1} c_{n_2} \]
\[ = \frac{1}{N^2} \sum_{v, w \in \mathbb{Z}\setminus\{0\}} R_N(v) R_N(w) \sum_{n_1, n_2 \in \mathbb{Z}\setminus\{0\}, \ n_1 v = n_2 w} c_{n_1} c_{n_2}. \]

Lemma 3 now follows from Lemma 1 once we show that
\[ \sum_{n_1, n_2 \in \mathbb{Z}, \ n_1, n_2 \neq 0, \ n_1 v = n_2 w} |c_{n_1} c_{n_2}| \ll \frac{(\log N) s \gcd(v, w)}{N \sqrt{|vw|}}, \quad v, w \neq 0, \tag{13} \]
if we assume that \( \hat{\kappa} > \kappa \), where \( \kappa \) is the absolute constant from Lemma 1.

In the sequel we will assume that \( v, w \neq 0 \). Note that \( n_1v = n_2w \) if and only if \( n_1 = \frac{hv}{\gcd(v,w)} \) and \( n_2 = \frac{hw}{\gcd(v,w)} \) for some integer \( h \). Using this and (10) we can record the following estimates on the quantity \( |c_{n_1}c_{n_2}| \).

For values of \( |h| \leq \frac{N \gcd(v,w)}{s \max(|v|,|w|)} \) the following inequality is efficient

\[
|c_{n_1}c_{n_2}| \leq \frac{4s^2}{N^2}.
\]

If \( \frac{N \gcd(v,w)}{s \max(|v|,|w|)} \leq |h| \leq \frac{N \gcd(v,w)}{s \min(|v|,|w|)} \), then

\[
|c_{n_1}c_{n_2}| \leq \frac{2s \gcd(v,w)}{N h \max(|v|,|w|)}.
\]

Finally, if \( |h| \geq \frac{N \gcd(v,w)}{s \min(|v|,|w|)} \), then

\[
|c_{n_1}c_{n_2}| \leq \frac{\gcd(v,w)^2}{h^2|vw|}.
\]

As a consequence, for fixed \( v, w \) we have

\[
\sum_{n_1,n_2 \in \mathbb{Z} \setminus \{0\}, \ n_1v = n_2w} |c_{n_1}c_{n_2}|
\leq \frac{2N \gcd(v,w)}{s \max(|v|,|w|)} \frac{4s^2}{N^2} + 2 \sum_{h \leq \frac{N \gcd(v,w)}{s \max(|v|,|w|)}} \frac{2s \gcd(v,w)}{N h \max(|v|,|w|)}
+ 2 \sum_{h \geq \frac{N \gcd(v,w)}{s \min(|v|,|w|)}} \frac{\gcd(v,w)^2}{h^2|vw|}
\ll (\log N) \frac{s \gcd(v,w)}{N \max(|v|,|w|)} + \frac{s \min(|v|,|w|) \gcd(v,w)^2}{N \gcd(v,w) |vw|}
\ll (\log N) \frac{s \gcd(v,w)}{N \sqrt{|vw|}}.
\]

This completes the proof of Lemma 3. \( \square \)

5. PROOF OF THEOREM 1

In order to obtain the desired asymptotic result for almost all \( \alpha \) we can use standard methods, such as the one used in Sections 3.2 and 3.3 of [30].
Let $\gamma$ be a real number sufficiently large such that $\gamma \varepsilon > 1$. For $M \geq 1$, let

$$N_M = \lceil M^\gamma \rceil.$$ 

Let $s > 0$ be fixed. Then a combination of the variance estimate from the previous section, Chebyshev’s inequality and the first Borel-Cantelli lemma easily implies that for almost all $\alpha$ we have

$$\lim_{M \to \infty} R_2([-s, s], \alpha, N_M) \to 2s \quad \text{as } M \to \infty,$$

where the exceptional set depends on $s$. Thus we have the desired convergence behavior along a subsequence of $N$. Recall that, as noted at the beginning of the previous section, the error terms in the crucial variance estimate hold uniformly in $s$ if we assume that $s$ is bounded away from 0 and $\infty$. Thus we can also prove that

$$R_2 \left( \left[ -s \frac{N_M}{N_{M+1}}, s \frac{N_M}{N_{M+1}} \right], \alpha, N_M \right) \to 2s$$

and

$$R_2 \left( \left[ -s \frac{N_{M+1}}{N_M}, s \frac{N_{M+1}}{N_M} \right], \alpha, N_{M+1} \right) \to 2s$$

as $M \to \infty$. For $N$ satisfying $N_M \leq N \leq N_{M+1}$ we have, by definition,

$$N_M R_2 \left( \left[ -s \frac{N_M}{N_{M+1}}, s \frac{N_M}{N_{M+1}} \right], \alpha, N_M \right) \leq N R_2([-s, s], \alpha, N)$$

$$\leq N_{M+1} R_2 \left( \left[ -s \frac{N_{M+1}}{N_M}, s \frac{N_{M+1}}{N_M} \right], \alpha, N_{M+1} \right).$$

Thus by $N_{M+1}/N_M \to 1$ we have

$$\lim_{N \to \infty} R_2([-s, s], \alpha, N) \to 2s \quad \text{as } N \to \infty,$$

except for a set of $\alpha$'s which has Lebesgue measure zero (and which depends on $s$). Finally, to obtain a result for all possible values of $s$ rather than a single fixed value of $s$, we repeat the whole argument for all $s$ from a dense subset of $\mathbb{R}^+$. Then the total exceptional set of $\alpha$'s still has measure zero, and we obtain the desired result.

6. Proof of Hausdorff Estimate

The proof will proceed by contradiction. Let $E$ denote the exceptional set from the statement of the theorem. Then by Lemma 2 there exist a positive measure $\mu$ supported on $E$ and a number $\nu$ satisfying

$$\nu > \frac{d + 3 - \varepsilon}{d + 3}$$

(18)
such that $\mu([x, y]) \leq (y - x)\nu$ for all intervals $[x, y] \subset [0, 1]$. In the sequel we will use estimates similar to those in Section 4 to prove that for $\mu$-almost all $\alpha \in E$ the distribution of the pair correlations of $\{\langle \alpha a(x) \rangle \}_{x \geq 1}$ is asymptotically Poissonian. This clearly is a contradiction, which proves the second part of Theorem 1.

Using the same notation as in Section 4, by applying Minkowski’s inequality to (11) and (12) we have

$$\left( \int_0^1 \left( R_2([-s, s], \alpha, N) - \frac{2(N - 1)s}{N} \right)^2 d\mu(\alpha) \right)^{1/2}$$

$$\leq \sum_{m=0}^\infty \left( \frac{1}{N^2} \int_0^1 \left| \sum_{1 \leq x, y \leq N, x \neq y} \sum_m c_n e(n\alpha(a(x) - a(y))) \right|^2 d\mu(\alpha) \right)^{1/2},$$

where (here and in the subsequent formula) the sum $\sum_m$ is extended over those integers $n$ which satisfy $(2^m - 1)N < |n| \leq (2^{m+1} - 1)N$.

To denote the integrands appearing above we define the functions

$$g_m(\alpha) = \left| \sum_{1 \leq x, y \leq N, x \neq y} \sum_m c_n e(n\alpha(a(x) - a(y))) \right|^2, \quad m \geq 0.$$  

Proceeding as in the proof of Lemma 3 we can show that there is an (arbitrarily small) constant $\eta_1 > 0$ such that

$$\frac{1}{N^2} \int_0^1 g_m(\alpha) \, d\alpha \ll N^{-\varepsilon_m} 2^{-m}. \quad (20)$$

Indeed when $m = 0$ the argument carries over verbatim. For $m \geq 1$ it suffices to show that

$$\sum_{\substack{(2^m - 1)N < |n_1|, |n_2| \leq (2^{m+1} - 1)N, \\ n_1 v = n_2 w}} |c_{n_1}c_{n_2}| \ll 2^{-m} \frac{\gcd(v, w)}{\sqrt{|vw|}}, \quad v, w \neq 0. \quad (21)$$

Recalling $n_1 v = n_2 w$ if and only if $n_1 = \frac{hv}{\gcd(v, w)}$ and $n_2 = \frac{hv}{\gcd(v, w)}$ for some integer $h$, using the restrictions on $n_1$ and $n_2$ we have that

$$h \geq (2^m - 1)N \frac{\gcd(v, w)}{\min(v, w)}.$$
Thus one can proceed with the argument in case three above. More precisely, using inequality (16), one has
\[
\sum_{(2^m-1)N < |n_1|, |n_2| \leq (2^{m+1}-1)N, n_1 \equiv n_2 w} |c_{n_1} c_{n_2}| \ll \sum_{h \geq (2^m-1)N \frac{\gcd(v, w)}{\min(v, w)}} \frac{\gcd(v, w)^2}{h^2 |vw|} \ll \frac{\min(v, w) \gcd(v, w)^2}{(2^m-1)N \gcd(v, w) \sqrt{|vw|}},
\]
which give (21). Note that in equation (20), the integration is carried out with respect to the Lebesgue measure, as in (12). Thus to obtain an upper bound for (19) we have to transform the estimate for \( \int g_m(\alpha) d\alpha \) into an estimate for \( \int g_m(\alpha) d\mu(\alpha) \).

By the growth condition on \( a(x) \) and by (10) we have
\[
\|g'_m\|_\infty \leq K 2^m N^{d+5}
\]
for some universal positive constant \( K \). Note also that
\[
\|g_m\|_\infty \ll N^4
\]
as a consequence of (10). Let \( R = 6 \log N \). Then for sufficiently large \( N \) by (23) we have \( 2^R \geq \|g_m\|_\infty \). By (18) we have \( \nu > \frac{d+3-\varepsilon}{d+3} \), so there exist \( \eta_2, \eta_3 > 0 \) such that \( d + 3 - \varepsilon + \eta_1 + \eta_2 < \nu (d + 3 + \eta_2) \). Take also \( \eta_3 = \eta_3(m) = 2^{-m} \).

Let \( r \in \{0, \ldots, R\} \). We split \([0, 1]\) into \([K 2^m N^{d+3+\eta_2}]\) equally spaced subintervals, and let \( B_{m,r} \) denote the collection of all those intervals which contain a point \( \alpha \) where
\[
g_m(\alpha) \in \left[2^r N^{2-\eta_2} 2^{-\eta_3 m}, 2^{r+1} N^{2-\eta_2} 2^{-\eta_3 m}\right].
\]
Note that by (22) and the mean value theorem for any other point \( \hat{\alpha} \) in the same subinterval of \( B_{m,r} \) as \( \alpha \) we have
\[
|g_m(\hat{\alpha}) - g_m(\alpha)| \ll K 2^m N^{d+5} K^{-1} 2^{-m-2} N^{-d-3-\eta_2} = \frac{N^{2-\eta_2}}{4}.
\]
Since \( r - \eta_3 m \geq -1 \), this shows that
\[
2^{r-1} N^{2-\eta_2} 2^{-\eta_3 m} \leq g_m \leq 2^{r+2} N^{2-\eta_2} 2^{-\eta_3 m}
\]
in the whole subinterval of \( B_{m,r} \) containing \( \alpha \). Thus, by (20), the number of such subintervals of \( B_{m,r} \) is \( \ll 2^{-r} N^{d+3-\varepsilon+\eta_1+2\eta_2} 2^{\eta_3 m} \). Note
that by our choice of $R$ and by (24) we have
\[
\int_0^1 g_m(\alpha) d\mu(\alpha) \ll \sum_{r=0}^R 2^r N^{2-\eta_2} 2^{-\eta_3 m} \mu(B_{m,r})
\]
\[
+ N^2 2^{-\eta_3 m} \mu \left( [0, 1] \bigcup_{r=0}^R B_{m,r} \right).
\]
Furthermore, using the properties of $\mu$ given in Lemma 2, we have
\[
\mu(B_{m,r}) \ll 2^{-r} N^{d+3-\varepsilon+\eta_1+2\eta_2} 2^{\eta_3 m} \left( 2^m N^{d+3+\eta_2} \right)^{-\nu}.
\]
Thus we have
\[
\frac{1}{N^2} \int_0^1 g_m(\alpha) d\mu(\alpha) \ll \sum_{r=0}^R N^{d+3-\varepsilon+\eta_1+2\eta_2} \left( 2^m N^{d+3+\eta_2} \right)^{-\nu} + N^{-\eta_2} 2^{-\eta_3 m}.
\]
The quantity on the right-hand side of this equation is summable in $m$. Due to the small choice of the constants $\eta_1, \eta_2 > 0$ there exists $\eta_4 = \frac{1}{2} \min \left( \eta_2, \nu(d+3+\eta_2) - (d+3-\varepsilon+\eta_1+\eta_2) \right) > 0$ such that
\[
(25) \quad \int_0^1 \left( R_2([-s, s], \alpha, N) - \frac{2(N-1)s}{N} \right)^2 d\mu(\alpha) \ll N^{-\eta_4} \log N.
\]
Using (25) in place of Lemma 3, we can proceed as in the proof of Theorem 1 to show that the asymptotic distribution of the pair correlations is Poissonian for almost all $\alpha$ with respect to $\mu$. However, this is in contradiction with the fact that $\mu$ is supported on a set where the distribution of pair correlations is not asymptotically Poissonian and establishes the Hausdorff dimension estimate.

7. **Appendix (by Jean Bourgain)**

The first problem stated at the end of the introduction asks whether a sequence which has additive energy of maximal order may have the metric pair correlation property. To show that the answer is negative, we start by recalling the Balog–Szemerédi–Gowers lemma (see for example [38, Section 2.5]). We write $B - B$ for the difference set $\{b_1 - b_2 : b_1, b_2 \in B\}$ of a set $B$, and $|B|$ for the cardinality of $B$.

**Lemma 4.** Let $A \subset \mathbb{Z}$ be a finite set of integers. For any $c > 0$ there exist $c_1, c_2 > 0$ depending only on $c$ such that the following holds. If $E(A) \geq c|A|^3$, then there is a subset $B \subset A$ such that

(i) $|B| \geq c_1|A|$, 

\( (ii) \quad |B - B| \leq c_2 |A| . \)

Next, observe that for a set of nonzero integers \( S \) and any \( \varepsilon > 0 \) we have

\[
\text{mes} \left( \left\{ \alpha \in [0, 1] : \min_{n \in S} \| n\alpha \| < \frac{\varepsilon}{|S|} \right\} \right) \leq \sum_{n \in S} \text{mes} \left( \left\{ \alpha \in [0, 1] : \| n\alpha \| < \frac{\varepsilon}{|S|} \right\} \right) \leq 2\varepsilon ,
\]

where \( \text{mes} \) denotes Lebesgue measure. This immediately implies the following lemma.

**Lemma 5.** Let \( B \subset \mathbb{Z} \) be a finite set of integers. Then for every \( \varepsilon \in (0, 1) \) we have

\[
\text{mes} \left( \left\{ \alpha \in [0, 1] : \min_{m, n \in B : m \neq n} \| \langle m\alpha \rangle - \langle n\alpha \rangle \| < \frac{\varepsilon}{|B - B|} \right\} \right) \leq 2\varepsilon .
\]

Now let an infinite sequence \( (a(x))_{x \geq 1} \) be given, and assume that there exists a constant \( c > 0 \) such that \( E(A_N) > cN^3 \) for infinitely many \( N \). Let \( N \) be an index for which this is true, and let \( c_1, c_2 \) be the constants and \( B_N \) be the corresponding set as given by Lemma 4. Set \( \varepsilon = \frac{1}{10} c_1^2 \). It follows from Lemma 5 that there exists a set \( \Omega_\varepsilon \subset [0, 1] \) with \( \text{mes}(\Omega_\varepsilon) \leq 2\varepsilon \) such that for all \( m \neq n \in B_N \) we have

\[
\text{(26)} \quad \| \langle m\alpha \rangle - \langle n\alpha \rangle \| \geq \frac{\varepsilon}{c_2 N},
\]

for all \( \alpha \notin \Omega_\varepsilon \). Taking \( s = \frac{\varepsilon}{2c_2} \) and setting

\[ D_N = \{(m, n) \in (A_N \times A_N) \setminus (B_N \times B_N), \ m \neq n \} , \]

by (26) it follows that for \( \alpha \notin \Omega_\varepsilon \) we have

\[
R_2 \left( [-s, s], \alpha, N \right) = \frac{1}{N} \left| \left\{ (m, n) \in D_N : \| \langle m\alpha \rangle - \langle n\alpha \rangle \| \leq \frac{s}{N} \right\} \right| .
\]

By Lemma 4 we have

\[
\int_0^1 \frac{1}{N} \left| \left\{ (m, n) \in D_N : \| \langle m\alpha \rangle - \langle n\alpha \rangle \| \leq \frac{s}{N} \right\} \right| d\alpha
\
= \frac{1}{N} \left( N^2 - |B_N|^2 \right) \frac{2s}{N}
\
\leq 2 \left( 1 - c_1^2 \right) s .
\]
Thus there exists $\Omega' \subset [0, 1]$ with $\text{mes}(\Omega') \geq 1 - \frac{1-c_1^2}{1-c_1^2/2} = \frac{2}{1}$ such that for $\alpha \in \Omega' \subset [0, 1]$ we have

$$\frac{1}{N} \left| \left\{ (m, n) \in D_N : \| m\alpha - n\alpha \| \leq \frac{s}{N} \right\} \right| \leq 2 \left( 1 - \frac{e_1^2}{2} \right) s.$$ 

Therefore, for $\alpha \in (\Omega' \setminus \Omega_\varepsilon)$ we have

$$(27) \quad R_2([-s, s], \alpha, N) \leq 2 \left( 1 - \frac{e_1^2}{2} \right) s.$$ 

From the choice of $\varepsilon$ we have

$$\text{mes}(\Omega' \setminus \Omega_\varepsilon) \geq \frac{c_1^2}{4}.$$ 

Consequently, for a set of measure at least $\frac{2}{1}$ inequality (27) holds for infinitely many $N$. Thus the answer to the question in the first problem at the end of the introduction is negative.

Now we come to the second problem, which asks whether it is possible to relax the condition $E(A_N) \ll N^{3-\varepsilon}$ from the statement of Theorem 1 to $E(A_N) = o(N^3)$ (which would then be optimal, in light of the negative answer to the first problem). To construct a counterexample, let $K_N$ be a very slowly growing integer-valued function of $N$. Let $A_N$ denote a random subset of $\{K_N N+1, K_N N+2, \ldots, 2K_N N\}$, which is obtained by setting $A_N = \{K_N N+n : 1 \leq n \leq K_N N \text{ and } \xi^{(N)}_n(\omega) = 1\}$, where $\xi^{(N)}_1, \ldots, \xi^{(N)}_{K_N N}$ are independent, $\{0, 1\}$-valued random variables with mean $1/K_N$.

**Lemma 6.** With positive probability all the following three properties hold.

(i) For all $k \in \mathbb{Z} \setminus \{0\}$ we have $|A_N \cap (A_N + k)| \leq \frac{2N}{K_N}$.

(ii) For all $k \in \mathbb{Z} \setminus \{0\}$, $|k| < \frac{K_N N}{10}$, we have $|A_N \cap (A_N + k)| > \frac{N}{2K_N}$.

(iii) We have $N/2 \leq |A_N| \leq 2N$.

**Proof.** For $k \neq 0$ we have $E \left( \xi^{(N)}_n \xi^{(N)}_{n-k} \right) = K_N^{-2}$. By construction, for $k \neq 0$, we have

$$(28) \quad |A_N \cap (A_N + k)| = \sum_{\max(1,1+k) \leq n \leq \min(K_N N, K_N N+k)} \xi^{(N)}_n \xi^{(N)}_{n-k}.$$ 

The expression on the right-hand side of (28) is a random variable whose expected value is

$$(29) \quad \frac{|n : \max(1,1+k) \leq n \leq \min(K_N N, K_N N+k)|}{K_N^2 K_N} \leq \frac{N}{K_N^2}.$$
One can use the concentration of measures phenomenon and large-deviation inequalities to prove that the probability of observing a value of (28) which is far from its mean is very small. More precisely, the quantity on the right-hand side of (28) is called the aperiodic autocorrelation at shift \((-k)\) of the sequence \(\xi^{(N)}_1, \ldots, \xi^{(N)}_{K_NN}\), and the supremum of its modulus (taken over all admissible values of \(k\)) is called the peak sidelobe level. These are notions that have been studied intensively for random binary sequences. It is known that the distribution of the peak sidelobe level is strongly concentrated, which follows roughly speaking from the fact that when the total index set is cut into several pieces, then only random variables from the same or from neighboring segments are dependent, while all others are mutually independent. A detailed proof of assertion (i) of the lemma could be given using the methods from [4, 35].

Furthermore, if \(|k| < \frac{K_NN}{10}\), then the left-hand side of (29) is at least \(\frac{3N}{4K_N}\), and again distributional considerations imply assertion (ii) of the lemma with large probability. Property (iii) also is true with large probability, again as a consequence of large deviation bounds. □

In the sequel, assume that \(A_N\) denotes a specific realization of a sequence as described above, which satisfies all the three assertions of Lemma 6. It follows from (i) of Lemma 6 that

\[
E(A_N) = \sum_{|k| \leq K_NN} |A_N \cap (A_N + k)|^2 \\
\leq 2K_NN \left(\frac{2N}{K_N}\right)^2 \\
= \frac{8N^3}{K_N} = o(N^3).
\]

By a similar reasoning we may actually assume that a corresponding estimate for the additive energy holds uniformly along all initial segments of \(A_N\). Next, for any \(\alpha \in [0, 1]\), using assertions (ii) and (iii) of Lemma 6, for the pair correlations of this sequence we have

\[
R_2 ([−1, 1], \alpha, A_N) = \frac{1}{|A_N|} \sum_{k \neq 0} |A_N \cap (A_N + k)| 1(\|k\alpha\| \leq \frac{1}{2N}) \\
\geq \frac{1}{2N} \frac{N}{2K_N} \sum_{0 < |k| < \frac{K_NN}{10}} 1(\|k\alpha\| \leq \frac{1}{2N})
\]
\[
(30) \quad \frac{1}{2K_N} \sum_{0 < k < \frac{KN}{10}} 1(\|k\alpha\| < \frac{1}{K_N}),
\]

where \(1\) denotes the indicator function. Let \(S_N\) denote the set
\[
\left\{ \alpha \in [0, 1] : \left| \alpha - \frac{p}{q} \right| < \frac{1}{K_N^2 N^2} \text{ for some } 0 < q < \frac{N}{K_N}, \ (p, q) = 1 \right\}.
\]

We have
\[
\text{mes}(S_N) \gg \left( \frac{N}{K_N} \right)^2 \frac{1}{K_N^2 N^2} = \frac{1}{K_N^4},
\]

using well-known estimates for the average order of the Euler totient function (see for example [10]). Also, for \(\alpha \in S_N\) we clearly have the lower bound
\[
(31) \quad \frac{1}{2K_N} \frac{K_N^2}{10} \gg K_N
\]

for the expression in line (30). Now consider only indices \(N\) along an extremely thin subsequence \((N_j)_{j \geq 1}\) of \(\mathbb{N}\), and assume that \(K_N\) increases so slowly with \(N\) that
\[
(32) \quad \sum_{j=1}^{\infty} \frac{1}{K_{N_j}^4} = \infty.
\]

The fast growth of \(N_j\) allows us to consider the sets \(S_{N_j}\) as being essentially independent. Hence, by (32) and an appropriate version of the second Borel–Cantelli lemma, the limsup set
\[
S = \bigcap_{j_0 \geq 1} \bigcup_{j \geq j_0} S_{N_j}
\]

has full measure. Defining \((a(x))_{x \geq 1}\) as the infinite sequence whose elements are all the numbers contained in \(\bigcup_{j \geq 1} A_{N_j}\), sorted in increasing order, it follows from (30) and (31) that
\[
\limsup_{j \to \infty} R_2([-1, 1], \alpha, N_j) = \infty
\]

for all \(\alpha \in S\). Thus \((a(x))_{x \geq 1}\) fails to have the metric pair correlation property despite satisfying \(E(A_N) = o(N^3)\), thereby giving a negative answer to the question in the second problem.

---

4The required “almost independence” property can be deduced from the fact that the Farey fractions are asymptotically equidistributed. Precise discrepancy estimates for the Farey fractions are known (see [12, 26]), which could be used to obtain a quantitative version of this proof. The “appropriate” version of the Borel–Cantelli lemma mentioned in the next sentence could be for example the Erdős–Rényi version, see e.g. [27, p. 391].
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