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Abstract
More and more companies would like to mine software data with the goal of assessing the health of their software projects. The hope is that some software metrics could be tracked to predict failure risks or confirm good health. If a factor of success was found, projects failures could be anticipated and early actions could be taken by the organisation to help or to monitor closely the project, allowing one to act in a preventive mode rather than a curative one. We were called by a major IT company to fulfil this goal. We conducted a study to check whether software metrics can be related to project failure. The study was both theoretic with a review of literature on the subject, and practical with mining past projects data and interviews with project managers. We found that metrics used in practice are not reliable to assess project outcome.
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1. Introduction
Typically, IT companies projects are managed by software processes. By following these processes, project teams create a lot of data: process metrics, bug reports, source code, continuous integration artefacts, production metrics, social network communications, etc. With the emergence of big data methodologies, these companies hope data science, and especially statistics, could help them evaluate their project health. Healthy projects will speed up the success of the company, while unhealthy ones can lead to its failure. To achieve this goal, one major IT company asked us to find correlation between data related to its projects and projects health. The hope is that the organization could follow the project’s evolution and take preventive actions to prevent project failure. Finding the right metrics in the whole data set is challenging and doing it ahead of time even more.

Studies have already been conducted in this field. But, as they usually consider open-source projects and closed-source projects from other companies, they could possibly not apply to our case because of the different environment reigning in the major IT company.

In this paper, we make three contributions. First, we present the results of a literature review on project success predicted by data mining. Second, we experimented with more than 10 project metrics on 50 real world, closed-source, projects to find links. Third, by doing interviews with project managers, we found indicators that could be linked to project health.

The rest of this paper is organized as follows. In Section 2, we expose the problem. Section 3 describes the methodology followed by our solution and Section 4 presents and discusses the results. Section 5 is dedicated to the related works, and the conclusion will be presented in Section 6.

2. Problem Description
The improvement of the quality of projects is an issue in IT companies. That is why a major firm asked us how they can monitor project health pro-actively. They would like to use past project data, like metrics on software, bugs, budget, production issues, performance, team communications,... and provide alerts for projects by mining them.

In all this data, picking the right set of metrics is a major concern. Many metrics exists around projects and depending on the environment, they could be inadequate.
In closed-source software, Nagappan et al. [8] choose to identify the parts of software that are most likely to fail. As metric to measure failure, they used the number of bugs. Bug counts are not uniformly distributed across different software components, so the discrepancies might reveal some development defects and impact the health of the project.

Zimmermann et al. [11] consider the number of post-release bugs to measure the success of the project. The post-release bugs are the number of bugs listed after the release of the application to the client. This metric tests the efficiency of the project team which has to respect all the needs of the client and to deliver a reliable application.

Other IT companies can use different metrics to measure project team efficiency. Project health is related to three items: the budget, the time, and the contents. The three indicators have to be respected. If one is not, the project health will certainly decrease. To avoid this, companies proceed to software testing accordingly to the ISO 9126 standard [6]. There are generally three phases. First, qualification, is a step made by the company where project team test the software to solve the main bugs. Second, acceptance, is the next phase. Test are made by the client inside a development environment. Third, production testing, is made by the end users of the client. This way, project team prevents the likely failure of the project and ensure its quality.

In open source, as the environment is different and as there are no metrics related to budget or time, other considerations are made. Capiluppi et al. [3] and Capiluppi and Fernandez-Ramil [2] think source code quality, including its maintenance, is important for the open-source software. Facilitating maintenance can be considered as improving the health of the project.

3. Solution methodology

In this part, our methodology consisted of a review of the literature on project success predicted by data mining, experiments with more than 10 project metrics on 50 real world projects, and interviews with project managers from the major company.

3.1 Literature review

We hoped previous work could have already found relationships between project success and project metrics. We started from defining the domain of our review: we extracted some keywords and searched them in specialized databases like Google scholar. "Cross-project", "Success", "Failure" are some keywords we used. We found papers studying open-source projects and closed-source projects.

Step by step, we followed the references and the citations of each paper to build a network of interesting papers. We found studies about project success, but they were not using project metrics to define success. So we discarded them and kept the essential ones. We will discuss the results in 4.1.

3.2 Data mining

We also conducted a statistical analysis on projects. These projects follow the same development processes. Monthly, project leaders fill Excel files containing information on their project about bugs encountered, budget already spent and the one remaining for the rest of the project.

We used an Excel parser to convert the Excel data into a Moose [1] model. Moose is a Pharo based extensive platform for software and data analysis. This platform, based on meta-modelling principles, offers multiple services ranging from importing and parsing data, to modelling, measuring, querying, mining, and building interactive and visual analysis tools.

The usefulness of using such a model is to have all the data accessible in one place. But the model creation was not easy due to the multiple files to process and the different versions of the Excel sheets. Once the data was in the Moose model, we conduct the statistical analysis with R [9].

R is an open-source platform to apply statistics tools and algorithms on a large set of data. It is widely used by statisticians to perform data analysis. We used a bridge to call R functions directly from Moose.

Excel files are filled by project leaders and no automatic validity check is made, so some of them do not fill in the sheets correctly. For instance, the budget or the number of bugs reporting can be erroneous. The project can still be in a build phase, e.g., not delivered to the client. In this case, the number of post release bug is not set in the sheet, then Excel file of the project will be discarded.

In the Excel sheets, we have 12 project metrics available for each month:

1. Bugs are recorded and categorized in terms of:
   - **Seriousness**: critical, major, minor. A critical bug impedes the usage of a functionality of the application whereas a minor bug can be a misplaced button in the user interface
   - **Testing phases**: qualification, acceptance, or production steps. These metrics correspond to the number of bugs found in each phase. The qualification testing phase is done by the company employees while the other steps are led by the client. The production testing is realized in real conditions with the end-users.

2. **Delta between the number of qualification and acceptance bugs**: for the experiment, we calculate this metric as a difference of both previous metrics. As the qualification and acceptance tests aren’t made by the people of the same company, we expect a delta between both values. If the delta is positive, there are more qualification bugs, which is good because it is the project team and not the client who found the bugs. If the delta is negative, more acceptance bugs are found than qualification ones. This will be damaging for the project because of the decrease of the client confidence.

3. Budget
• **Predicted project budget**: it is the budget (in \textit{men-*days}) set at the beginning of the project. For each month an estimate of the budget is done depending on the progress of the project and the number of developers working on it during the month.

• **Realized project budget**: it is the effective budget spent during the month to develop the project. It is known only at the end of the month, whereas the predicted project budget is determined at the beginning of the month and should be spent during the month.

4. Slippage

• **Delta between predicted and realized budget (men-*days of slippage)**: it measures the number of men-*days that the project deviates in the month. If the value is positive, the project has lost days during this month, else it has "saved" some days.

• Whether there is slippage or no slippage: there is slippage when the project has at least one month in slippage. This metric is related to the first slippage metric. If the delta between predicted and realized budget is positive, there is slippage, otherwise there is no slippage.

5. **Project name length**: it is the number of characters in the project name. It is intended as a placebo metric. We will compare all results to this metric to see if the name can have an impact on project success.

We also added the number of intermediate releases in a project and the number of months in slippage at the end of the project.

For this company, the project health is related to client delivery. We know that a project is failing if the application is delivered too late to the client. A project is a success if the client has the requested application in time, within budget, with all desired features implemented.

As project leaders consider slippage as the most important metric to assess the health of their projects, we used the three metrics related to it \textit{i.e.}, # months in slippage, # days of slippage, and if there is slippage or not. We decided to compare these metrics to the metrics related to bug number and budget data described above.

3.3 Interviews

To complete the project study, we interviewed project managers of the company to get their feeling on what impacts project health \textit{i.e.}, success or failure. We wanted to know what are their problems during project development, how they detect them and how they resolve them.

The interviews lasted one hour and were decomposed in two parts. In the first, we presented the research topic to the interviewee. In the second, in an open discussion, we try to get all the managers experience on project success and failure.

We also interviewed project managers whose projects we did not analysed. We interviewed four managers, among them, two projects they lead are successful.

4. **Results & Discussion**

In this section, we describe and discuss the results we obtained from the literature review, the data mining, and the interviews with the project managers.

4.1 Literature review

We surveyed the literature to find studies on correlations between project success or failure, and project metrics. From these findings, we extracted the four relevant papers.

Capiluppi et al. \[3\] attempt to identify which part of a system should be refactored first. They think files changed the most are prone to be changed again. So a refactoring in advance on these files will increase project health for the future. They studied 62 releases of ARLA, an open-source implementation of the Andrew File System. ARLA is mostly written in C. The authors correlate the number of changes for each source file with four code metrics:

1. Number of functions
2. Cyclomatic complexity [4] sum on functions
3. Cyclomatic complexity average on functions
4. Number of lines of code.

They concluded that 50% of the files that changed most have the highest cyclomatic complexity and carried the highest number of functions.

In another study, Capiluppi and Fernandez-Ramil's \[2\] goal was to find metrics identifying regressions after refactorings. They used eight open-source software projects in C++ to correlate four code metrics at function level: fan-in (number of incoming calls to the function), fan-out (number of outgoing calls from the function), number of lines of code, and cyclomatic complexity.

They found that no metric alone is a good predictor of regressions. Moreover one has to determine for each individual project which combination of metrics could be used.

Nagappan et al. \[8\] described how they apply statistical methods to predict bugs after client delivery. They mined five C++ Microsoft applications, including Internet Explorer 6 and DirectX. \[\textit{Nagappan et al.}\] correlated 31 code metrics with post-release project failure data. They used: module metrics (number of classes or functions), functions metrics (number of lines, parameters, called functions, calling functions, and cyclomatic complexity,...), and class metrics (number of classes, superclasses, subclasses, and classes coupled).

By doing statistical analysis, they found, for each project, a set of metrics related to post-release bugs. This set is changing from one project to the other. As project failure has to be anticipated, the ideal is to find an unique set of metrics suitable for any project. This unique set does not exist. So it will be impossible to detect the failure of a project before it happens. It will be not productive for a project manager to know, \textit{at posteriori}, if its project fails or succeed.

They found the same results as the previous study, \textit{i.e.}, no metric can be a good predictor alone. In some cases, the predicting metrics seem more accurate if they have a metric
value in common e.g., the metric representing the language used is the same.

It is possible in cases to create a statistical model from one project and have good results by applying it to another project. But it is rare and there is no way to know in advance if it is going to work.

However, Nagappan et al. use only source code metrics, other studies that correlate project metrics will be complementary.

Zimmermann et al. [11] had for goal to predict class defect from both metrics from source code and project environment. They extracted data from 12 products both closed-source from Microsoft projects, like DirectX, Windows Core File system manager, SQL Server 2005 and Windows kernel, and open-source like Apache Tomcat, Eclipse, Firefox. Several versions of each system were used for a total of 28 datasets. On each version, 40 metrics were gathered.

Concerning source code metrics, Zimmermann et al. used variables ranging from churn (i.e., added, deleted, and changed lines) to cyclomatic complexity. As project environments metrics, they take for example: the domain of the application, the company developing the project, the kind of user interface, the operating system used, the language used, the number of developers. For each metric, they computed median, maximum and standard deviation at project level.

Their empirical study gave results: on 622 cross-predictions between project tested, only 3.5% of the couples can predict each other. For instance, some open-source software projects (Firefox, Tomcat, Eclipse,...) are strong predictors for some closed-source projects but do not predict the other open-source projects. Some other open-source projects cannot be predicted by any of the projects in their study. On the closed-source side, they found some projects such as File System that can predict other closed-source projects. However, they also found some projects such as Internet Explorer, Windows Kernel, and DirectX that do not predict other projects. They also found some systems that are predicting each other.

To summarize this section, it seems possible to find, for a given project, metrics that allow one to make predictions a posteriori. But finding, a priori, a unique metric or a unique combination of metrics that can be applied to all projects seems unlikely.

However, development environments between companies and open-source are different. Where one is driven by the money and the time, the other is more independent. We decided to try the experiment with company data and metrics.

4.2 Data mining

Based on the metrics described before (see section 3.2), we analyse their correlation with slippage. We want to know whether any metric from Excel files influences slippage which is our definition of project health.

We used data from 44 projects during the past 3 years. Earlier data was not available. Altogether, we have 1076 Excel files that we can use but only 91 were mined due to data redundancies during the year. Therefore, on these projects, only 19 are useful for our analysis.

By the value of their metrics, several projects can have a great influence on the sample. These outliers have to be identified then removed. Statistical methods advise to take out these kind of extreme values to have a better sample to analyse. We carried a Principal Component Analysis (PCA) to identify these outliers. The PCA algorithm extracts from the initial variables, principal components. They are linearly uncorrelated variables and represents concisely the initial set of variables. The benefit of this analysis is to identify the groups of variables and which one are related to the health metrics.

There are two kinds of representations of the values.

The first representation, figure 1, shows the impact of each individual (project) of the sample on the two first components. The first principal component is put on the abscissa and the second on the ordinate. Each point or cross is the projection of the metrics of a project on the two first principal components. In this way, we can determine the outliers. As shown, the projects represented by crosses are far from the other projects (at the left of the figure). There are the extreme values. We moved them aside to conduct the following studies.

The second representation shows the contribution of each metric of the sample to the two first principal components. We will detail it later.

Figure 1. Projection of the project metrics on the first and the second principal components

To have a first intuition, we correlate all metrics described in section 3.2 and whose principal characteristics are detailed in Table 1.
Table 1. Statistical summary of the metrics used for the analysis

| Metric                   | Min | Mean | Median | Max |
|--------------------------|-----|------|--------|-----|
| # Qualification bugs     | 0   | 20.3 | 4.0    | 81  |
| # Acceptance bugs        | 0   | 18.3 | 1      | 193 |
| # Production bugs        | 0   | 8.1  | 0      | 120 |
| # Critical bugs          | 0   | 12.4 | 3      | 101 |
| # Major bugs             | 0   | 17.5 | 11     | 92  |
| # Minor bugs             | 0   | 16.9 | 7      | 81  |
| # Total bugs             | 0   | 46   | 25     | 274 |
| ∆ Qualif. & Accept.     | -112| 1.9  | 0      | 55  |
| Predicted project budget | 31  | 881  | 411    | 4700 |
| Realized project budget  | 63  | 947  | 432    | 5210 |
| # Months in slippage     | 0   | 38.9 | 34     | 80  |
| # Men*Days of slippage   | -60 | 65.8 | 32     | 510 |
| # Intermediate releases  | 6   | 18.7 | 18     | 31  |
| Project name length      | 6   | 18.9 | 19     | 32  |

Figure 2 is a correlation matrix of all metrics we analysed. The crossing of one column and one row shows the correlation value between both variables. It highlights whether there is a linear dependency between 2 variables. If the value is close to 1 or -1, the variables are linked. In this case, it is likely that the evolution of one will change the other. The variables are independent if the values are close to 0. The value is negative if variables are correlated but evolve in opposite directions. As the sample of project is small, we use the Spearman correlation. On the matrix, a lighter coloured value means that the correlation is closer to 0 (no correlation), a darker coloured one is closer to 1 or -1 (correlation). The correlations values are detailed in Figure 4 of Appendix A.

For instance, in Figure 2 the blue square between the variables representing the total number of bugs and the number of qualification bugs means that both variables are correlated, this is expected. If a minus is in the square, the correlation is negative. For more precisions, the correlations values are detailed in Figure 4 of Appendix A.

This matrix shows three blocks of correlated variables. First, we can infer a strong correlation between all kind of bugs (the darker square at the top left of the matrix) except the number of bugs in production. These bugs are not strongly correlated to the others. It can be due to the fact that it is the final user who found them. The final user didn’t take part into the project requirements elicitation step of the project. It is a new eye on the project. Another explanation is that project just began its production, the end-user didn’t find any bug yet. So it seems natural that the number of bugs found is not correlated to the other ones. The metric representing the delta between the qualification and acceptance bugs is lightly correlated to the other ones. The correlation is not strong enough to be considered.

Second, we can also see, in the middle block, correlations between the budget variables: the realized budget and the predicted budget. The number of men * days between the initial and final budget seems also correlated to these budget metrics but not to the slippage ones. It might be due to the fact that the bigger a project is, the more difficult it is to predict the budget. A long project is more likely subject to deviations.

Third, it seems also the slippage metrics are significantly correlated together as foretold. Except the men * days of slippage, which is not linked to the others. However, the number of intermediate releases seems correlated to these slippage metrics. It might be the decomposition in group of functionalities that is difficult to determine by the project managers.

Finally, our placebo metric seems lightly correlated to the number of month in slippage. So longer the name, less months of slippage the project will have.

However, as shown by the matrix, there is no link between the 3 groups of variables i.e., the bugs, the budget, and the slippage.

In the light of this analysis, we can conclude that there is not link between the slippage and any other studied variable.

Figure 3 displays the result of the PCA. We see two axes, the first follows the abscissa and the second the ordinate. The abscissa aggregate non-production bugs, the ordinates aggregate slippage and slippage and production bugs.

The budget values have no impact in the 2 components.

Each arrow is representing a variable, the larger the arrow the more this variable is correlated to these 2 principal components. If the arrow is in the same direction that a principal component, e.g., the first component and the arrow representing the number of critical bugs, both variables are correlated. On the contrary, if the arrow is orthogonal to
the slippage metric, we considered as an indicator of project health.

4.3 Interviews

As the data analysis and literature review did not show any significant link between project health and project metrics, we conducted 4 interviews with project managers from the company.

In these interviews, they identified the following root cause of project failure:

- Delay at the beginning of the project: if the client decides to begin the project later, the project team is ready to work but not paid by the client. So the company spend money and the relationship with the client will deteriorate.
- Collaboration between the team and the client: if the team and the client know each other well, the collaboration will work fine and the project is more unlikely to fail.
- Team cohesion: if the members of the project team support each other, the cohesion is stronger and the project has significantly more chance to succeed.
- Understanding the specifications: if the project team understand that the client says and succeeds to transcribe it in is own technical language, the project will progress easier.
- Knowledge of the functional concepts: if the project team knows the concepts of the client, the project has more chances of success.
- Change of the framework during the development: if the technical tools or the framework, that the project team uses, change, it will cost more to the project.
- Experience with the used frameworks: a team with experience on tools or frameworks will be quite capable of doing the project faster.
- Bypass the qualification tests: if the team does not test its application before delivery to the client, the client will be unhappy because some functionalities will not work and some tension in the project team will appear.
- High number of bugs listed by the client: as a consequence of the previous item, the client will find more bugs in the application.

Among these root causes, we found by the mining that production bugs are linked to failure. But for the other root causes of failure, mining the project artefacts will not give the necessary metrics.

5. Related Works

This section details literature review of others studies that already tried to predict project success or failure. They are around social coding, i.e., how the project members interact inside their team.

Wolf et al. [10] study the link between team communications and the result of the integration process after merging of the developed software parts. It is based on the
IBM dataset, Jazz. They studied 1 288 build results, 13 020 change sets and 71 000 comments on 47 different teams in 4 months. They used 8 metrics representing the exchanged informations.

The authors found no unique measure of social network that predicts if the integration process is a success or failure.

Hu and Wong [5] examine the influence of social metrics on defect prediction. On six releases of NetBeans and seven of Eclipse, they studied the relations between developers thanks to nine metrics on commits. They studied the impact of these metrics on after release defects.

The authors found that the developers relationships metrics are not correlated to the number of after release defects.

It seems that the mining of social coding metrics should not bring an explanation to project failure or success.

Menzies and Zimmermann [7] reference the progress of the predictive analysis applied on software projects. They precise that it is possible to make studies from various data. However, it is impossible to reach conclusions from a project and apply them to all. As they said: “But more recently, the goal of analytics has changed — the research community has accepted that lessons learned from one project cant always be applied verbatim to another.” The research heads towards local methods, i.e., be applied to only one project.

### 6. Conclusion

An major company asked us to found metrics that predict project success or failure. We conducted a study to check whether software metrics can be related to project failure. The theoretical study of literature shows that the metrics extracted from a project cannot be used on another one. The mining of data we have done on company project highlights there is no link between project metrics and data. Moreover, the interviews we conducted shows that the metrics linked to success cannot be found by mining project data.

As all these studies intervene a posteriori on projects, it seems random for a new project to know which metric or set of metrics uses to assess success. Predictive analysis will not work well if it is not possible to know a priori which statistical model use. In this case, there is no utility at all to mine them to predict the health of a project.

Predicting success or failure requires some sort of understanding of whether customer requests are correctly addressed by the project team. The developers and the project manager are creating their own benchmark that will determine whether they succeeded, and no metric seem required.

To go in depth, we plan to do a survey to better understand the real indicators that are taken into account to assess success or failure of a project.

### A. Appendix

| Critical bugs | Major bugs | Minor bugs | Qualification bugs | Acceptance bugs | Production bugs | Predicted budget | Men*Days of slippage | Month in slippage | Is slippage | Intermediate releases | Project Name length |
|---------------|------------|------------|--------------------|-----------------|----------------|------------------|---------------------|------------------|-------------|-----------------------|---------------------|
| 1             | 0.620.8740.60.620.89 | 1.93753470.90.363.29 | 0.740.9 | 1.7360420.940.340.3 | 0.60.7530.74 | 1.3880.74 | 0.620.473420.36 | 1.93753470.90.363.29 | 0.740.9 | 1.7360420.940.340.3 | 0.60.7530.74 | 1.3880.74 |
| Δ Qualif. & Accept. | Realized budget | Predicted budget | Men*Days of slippage | Month in slippage | Is slippage | Intermediate releases | Project Name length |
| 0.290.3 | 4.180.21 | 1 | 1 | 1 | 0.390.6540.25 | 0.590.48 | 0.630.48 | 1 | -4.26 | 1 |

Figure 4. Correlation matrix between each metric of the sample
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