Social media emotion macroscopes reflect emotional experiences in society at large
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ABSTRACT

Social media generate data on human behaviour at large scales and over long periods of time, posing a complementary approach to traditional methods in the social sciences¹. Millions of texts from social media can be processed with computational methods to study emotions²,³ over time and across regions⁴,⁵. However, recent research has shown weak correlations between social media emotions and affect questionnaires at the individual level⁶,⁷ and between static regional aggregates of social media emotion and subjective well-being at the population level⁸, questioning the validity of social media data to study emotions. Yet, to date, no research has tested the validity of social media emotion macroscopes to track the temporal evolution of emotions at the level of a whole society. Here we present a pre-registered prediction study that shows how gender-rescaled time series of Twitter emotional expression at the national level substantially correlate with aggregates of self-reported emotions in a weekly representative survey in the United Kingdom. A follow-up exploratory analysis shows a high prevalence of third-person references in emotionally-charged tweets, indicating that social media data provide a way of social sensing the emotions of others⁹ rather than just the emotional experiences of users. These results show that, despite the issues that social media have in terms of representativeness¹⁰ and algorithmic confounding¹¹, the combination of advanced text analysis methods with user demographic information in social media emotion macroscopes can provide measures that are informative of the general population beyond social media users.

In our digital society, new technologies for social interaction are playing a key role in capturing and shaping our emotional experiences. Affect plays an central role in several important phenomena¹², including affective polarization across political identities¹³,¹⁴, emotional components in misinformation¹⁵, and sentiment in online attention and engagement¹⁶. At the same time, social technologies generate data on social interaction that has the potential to capture emotional expression at new scales and resolutions. This has motivated applications of social media data to affective research questions such as mental health¹⁷, emotional well-being⁸, anxiety⁷, collective emotions¹⁸, and emotion regulation¹⁹. An especially powerful approach is the implementation of emotion macroscopes that can aggregate affective information at large scales and fast temporal resolutions, often relying on text analysis⁴ or mental health tracker data²⁰. However, social media data is not designed for behaviour research, bringing concerns about algorithmic and preformative behaviour issues¹,¹¹, as well as sampling biases that make social media users not representative of the population at large in terms of demographics and other relevant attributes¹⁰.

Testing the validity of social media emotion macroscopes as a measurement of aggregates of emotional experiences has remained an elusive task due to three challenges: scarcity of frequent representative surveys of emotions, the technical barriers to analyze large-scale longitudinal geo-located data from social media, and the low precision of emotion detection methods from social media text. Here we address these three challenges in a pre-registered validation study of social media macroscopes of several emotional states. We use a comprehensive dataset of social media text from the United Kingdom and apply both established and advanced text analysis methods to measure emotion aggregates. Results are then compared with two years of emotion data from a representative survey in the UK.

We present a pre-registered study testing that Twitter aggregated emotion timelines positively correlate with weekly emotion reports when applying dictionary-based methods and taking gender into account (more details about pre-registration in the Supplementary Information). The first part of our pre-registration describes a test of our hypotheses for historical data up to October 2020. The second part of the pre-registration postulates the same hypotheses and analysis as a prediction for a future
time period. This way we test the generalizability of our results across time, making a proper prediction rather than doing retrodictive data analysis alone. Our analysis covers the period between June 2019 and June 2021, including a total of more than 1.5 Billion tweets posted by users in the United Kingdom (see Materials and Methods for more information). We designed the study to test two approaches to emotion detection from text: the most popular dictionary-based method with emotion word lists in English, and a state-of-the-art supervised classifier that we trained against a large corpus of tweets with annotated emotions (see Methods).

The fraction of tweets posted by men is above 60%, in line with the higher visibility of men on Twitter. Because of this, gender-agnostic measures have the risk of overweighting male voices on Twitter. This can be a source of systematic error given the known gender differences in emotional experiences. We use gender information about the users in our sample to calculate gender-rescaled emotional expression indices that are more representative of the population of the UK.

The measurements of sadness in the survey and on Twitter are consistently correlated between historical and predicted periods of our pre-registration, as shown in Figure 1. The dictionary approach achieves substantial positive correlations (0.69 in the historical period and 0.67 in the prediction period) as well the supervised method (0.636 in the historical period and 0.653 in the prediction period). Similarly, for the case of scared in the survey versus anxiety or fear in Twitter, illustrated in Figure 1, shows strong correlations in the historical period (0.78 for dictionary method and 0.79 for supervised method). As preregistered, the dictionary method is positively correlated in the prediction period with a coefficient of 0.47, but the supervised method has a weaker correlation close to 0.30. A summary and statistical details of these correlations are reported on Table 1.
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Figure 1. Top: Time series of weekly proportion of sad responses in YouGov and gender-rescaled sadness score on Twitter based on dictionary analysis. Bottom: Time series of weekly proportion of scared responses in YouGov and gender-rescaled anxiety score on Twitter based on dictionary analysis. The grey vertical line marks the start of the prediction period. Reported correlation coefficients between YouGov and Twitter time series are calculated for the historical period ($r_1$) and for the prediction period ($r_2$), more details are reported on Table 2.

For the case of happiness in the survey, Fig 2 shows the comparison with the gender-rescaled values for joy in the supervised method. This method achieves correlations above 0.5 in both the historical and prediction periods. On the other hand, the dictionary method for positive affect barely correlates during the historical period and has a correlation close to zero in the prediction period, contradicting our pre-registered hypothesis and indicating that emotion macroscopes of positive emotions work better when using supervised methods. These results are robust when considering autocorrelation and heteroskedasticity for all cases except for the last case of dictionary-based positive emotions. The case of dictionary-based anxiety also shows some signs of non-stationarity due to the large spike in the time series at the onset of the pandemic, as already reported with similar methods, but results are still comparable when using robust estimators that consider outliers and in permutation tests (see SI for more details). Signals measured with the supervised method are comparable to the dictionary-based method for sadness and anxiety, but for the case of the emotion happy in YouGov, the supervised method gives significantly stronger positive correlations than the dictionary-based method in both the historical and prediction periods. This can be attributed to the
lack of specificity of positive affect as a class in emotion dictionaries, akin to general metrics of valence or happiness.

**Figure 2.** Time series of weekly proportion of happy responses in YouGov and gender-rescaled joy score on Twitter using our supervised classifier. The grey vertical line in panels marks the start of the prediction period. Reported correlation coefficients between YouGov and Twitter time series are calculated for the historical period ($r_1$) and for the prediction period ($r_2$).

| Emotion (survey) | LIWC | RoBERTa |
|------------------|------|---------|
| Sad              | 0.688*** | 0.636*** |
| Sad              | 0.542, 0.794 | 0.472, 0.757 |
| Scared           | 0.78*** | 0.793*** |
| Scared           | 0.668, 0.857 | 0.687, 0.866 |
| Happy            | 0.298*** | 0.576*** |
| Happy            | 0.069, 0.497 | 0.396, 0.713 |

*Table 1.* Correlation coefficients of the weekly percentage of emotions in YouGov and a LIWC or RoBERTa estimator based on gender-rescaled Twitter data. 95% Confidence Intervals are reported. $p < 0.1$, $p < 0.05$, $p < 0.01$, $p < 0.001$

We further studied the total of 12 emotional states tracked by the YouGov survey, describing an exploratory analysis plan in our pre-registration to study the predictive power of future tweets that contain explicit reports of that emotion, such as "I am sad" for sadness. Figure 3 shows the correlation coefficient for each emotional state in the gender-rescaled case, revealing a tendency towards positive correlations. Four negative states (scared, frustrated, stressed and bored) show correlations comparable to the results using supervised classifiers for the cases of scared and sadness, with significant positive correlation coefficients between 0.5 and 0.7. Weak and non-significant correlations happen for emotional states that are not shared frequently on Twitter, such as content or apathetic. All these correlations are comparable in estimates without gender rescaling (see SI for more details).

In our analyses, we have found correlations between survey data and emotion macroscores with values approximately between 0.5 and 0.8, especially when applying supervised emotion detection. These correlations are comparable with the correlations between parallel weekly surveys of subjective information. For example, for the case of US pre-election polls, parallel weekly polls had a correlation of 0.66 for the voting intention for Joe Biden and 0.53 for the voting intention for Donald Trump (see SI for more details). This illustrates that the correlations we found here are in the range of the correlations between surveys, positioning social media as far from perfect but suitable as a complementary source of information on emotion. Our work is the first to measure the error made when using social media as a macroscope of emotions. Future research can include these error measurements in statistical analyses to test if conclusions based on social media data are robust to measurement error.

Given the different composition of Twitter users compared to the general population in terms of demographics and ideology\cite{28}, the positive and consistent correlations reported above are somewhat surprising. There are two possible explanations for these positive correlations. One is the translatability of affective research\cite{1}, especially in contrast to other cases like public opinion, which has been shown challenging to track with social media sentiment\cite{29}. The biological basis of emotions can be stronger than the demographic and ideological factors that decide whether a person is active on Twitter. A second explanation is that, when detecting emotions online, we might not be necessarily measuring the emotional state of the users that posted the tweets but the emotions of others around them and the stimuli that triggered them. This way, social media users could serve as a way of social sensing a larger population that could more closely match the composition of society at large. Despite social sensing being subject to sampling biases due to homophily\cite{2}, in the case of social media it might be increasing the representativeness of the sample we study. We tested this idea by comparing third person references in emotional versus non-emotional tweets. We found that the likelihood of a tweet containing a third-person reference is 74.9% larger for tweets that contain sadness terms.
Figure 3. Correlation coefficients between the percent of weekly responses for an emotion in the YouGov survey and the weekly volume of tweets explicitly reporting that emotion. Error bars show 95% confidence intervals.

than for tweets that do not, 62.1% larger for tweets that contain fear terms than for tweets that do not, and 35% larger for tweets that contain positive affect terms than for tweets that do not. A similar analysis with named entity recognition for mentioned persons gives similar results (see SI for more details). While social media emotions are unlikely to be only social sensing, this third-person focus suggests a significant component of mentioning other individuals when talking about emotions on Twitter.

Our results show that social media macrosopes of various emotions can correlate with survey results when including broad location filters and considering gender of social media users. An advanced supervised method performs better than dictionary methods, but the correlations with dictionary methods in the case of negative emotions are still substantial despite the simplicity of that approach. However, these results do not mean that all social media macrosopes of emotions will always work in all populations. Research using these methods should continue developing reliable emotion detection, location filtering, and gender considerations before building macrosopes. These then need to be validated against other social science methods, such as surveys or other kinds of self-reports. Second, social media drift is an issue that can always limit the applicability of results like ours. Even though we used two years of data and performed a prediction study to test the temporal robustness of our results, drift can happen at longer timescales and change how society is represented on social media. Research needs to include adaptive approaches, such as updating statistical models, to avoid falling into the typical pitfalls of computational social science in terms of temporal validity. Beyond these limitations, our results provide the insight that social sensing is a plausible explanation for the correlations we observed.

Materials and Methods

We accessed the full historical record of public Twitter data with Brandwatch (previously known as Crimson Hexagon). We analyzed original tweets (excluding retweets) posted by users with a location detected to be in the United Kingdom by the location detector of Brandwatch, which uses user profile information and geo-tagged data to estimate the country in which a user resides. We also excluded users with less than 100 followers to remove spammers and bots and users with more than 100,000 followers to remove mass media and large organizations. This way, the final sample we analyze contains 1,535,210,474 tweets posted in the two-year period between July 2019 and June 2021. Our sample is based on tweets that were still available in July 2021, ignoring tweets that had been removed due to accounts being suspended or users deleting Tweets. This way we leverage Twitter’s bot detection methods to ignore users who were eventually suspended by Twitter after posting tweets. In addition, this approach respects user decisions to remove their tweets from public display. User gender is based on Brandwatch’s classifier, which is determined from self-reported information on user profiles. Not all users’ gender can be reliably classified this way, with gender being detected for 55% of tweets in our sample. However, does not apply this way institutional or non-human accounts, and thus this filtering discards some tweets that could introduce noise in the measurement. Consistent with surveys of Twitter users, 63.9% of the tweets with gender in our analysis were posted by men.

Our supervised emotion detection approach is based on a RoBERTa-base language model additionally trained on a large
sample of English tweets. We included an additional layer in the deep neural network and trained it against all emotion classes of the SemEval ‘18 emotion dataset, which is used as a benchmark in sentiment analysis competitions that include emotion detection from tweets. In contrast with benchmarks that integrate many more machine learning tasks but only a few emotion classes, we include all emotions in the SemEval dataset to compute scores for the three emotions of interest for our study: sadness, fear, and joy. The classifier achieves high accuracy with Area Under the Curve values between 0.89 and 0.94 (see SI).

We calculate Twitter signals as daily fractions of tweets that contain an expression of an emotion over all the tweets posted that day. Weekly values are calculated as seven-day rolling averages, using the corresponding window to each week of the YouGov survey. We repeat the analysis for each gender by calculating the same signals but only among the tweets posted by a user of the corresponding gender, excluding tweets from users for whom gender could not be detected. Gender-rescaled signals are calculated as the mean of the signal across genders, which corrects the oversampling of tweets posted by male users by rescaling to a situation in which each gender has the same weight. This approach is based on previous research rescaling social media data and works using voter registries.

Following our pre-registration (https://aspredicted.org/blind.php?x=r89nv2), we analyzed the text of tweets using the anxiety, sadness, and positive affect dictionaries of LIWC through Brandwatch slightly adapted as in our previous work. This way, we obtain a daily count of tweets within the sample that contain at least one emotional term, which we then average over weekly windows aligned with the YouGov survey. Second, we selected a random subsample of 10000 tweets per day, retrieved their text from Twitter to have an updated dataset, and run our RoBERTa emotion classifier on their text. This gives us an estimate of the prevalence of sadness, fear, and joy for each day as the mean of each emotion score over the tweets of that day.

We use the data provided by YouGov for their weekly UK mood survey, which started in late June 2019, and the weekly UK satisfaction with life survey, which started in April 2020. Until July 1st, 2021, these surveys included approximately 2000 responses per week by questioning a panel representative in terms of demographic attributes and political positions.

For each pair of YouGov emotions and the corresponding text signal on Twitter, we calculate cross-correlation coefficients between the weekly values of each variable. We perform a permutation test with 10,000 permutations of the Twitter time series, while keeping the YouGov time series intact, to provide a null model for comparison with our correlation coefficients. To account for the autocorrelation of the YouGov emotion signals, we perform Detrended Cross Correlation Analysis with a linear trend and a window of 12 weeks. Furthermore, we fit regression models of the value of the YouGov emotion of interest as a function of the corresponding Twitter signal and the previous value of the YouGov emotion. We analyze the results of these regressions by correcting for autocorrelation and heteroscedasticity and test the stationarity of their residuals. The results of these robustness tests are included in the SI.
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1 Supplementary Information

1.1 Supervised emotion detection in tweet text

We designed a supervised emotion classifier from tweet text based on the RoBERTa-base language model that was additionally retrained with a dataset of 60 Million English tweets retrieved through Twitter’s streaming API between May 2018 and August 2019. We extended the RoBERTa neural network by adding a last layer to perform a classification of tweets into distinct emotion labels. We used the original dataset of the SemEval ‘18 emotion classification competition, rehydrating tweets in 2020 to have a sample of XXX tweets for training and XXX tweets for testing. We chose to fit our own model against the original SemEval dataset rather than using the TweetEval benchmark because the TweetEval benchmark only includes a short list of frequent emotion labels that does not include fear, which is one of the emotions we include in our study.

The classifier returns a score for each emotion between zero and one. The Receiver Operator Characteristic curves of the three classes over the test dataset is shown on Figure 4. The classifier achieves an Area Under the Curve (AUC) around 0.9 for all three classes, showing good predictive power with respect to detecting emotion labels in tweets.

![Figure 4](image-url)

**Figure 4.** Receiver Operator Characteristic (ROC) curves of emotion detection in the test dataset of TweetEval with reported Area Under the Curve (AUC).

1.2 Pre-registration and additional analyses

On October 30th, 2020, we pre-registered the central hypotheses and methods of our study: [https://aspredicted.org/blind.php?x=r89nv2](https://aspredicted.org/blind.php?x=r89nv2). We had performed a cursory analysis of survey and Twitter data up to August 2020, and thus registered our analysis in two parts: a historical part with data until October 31st, 2020, and a predictive part with data from November 1st, 2020. On the date of the pre-registration, we had not collected yet the data after August 2020, leaving the final data collection for a date after the prediction period in 2021. We initially planned our data collection to happen in March 2021, but personal reasons of the lead author independent of the study (he became a father for the first time) delayed the data collection until early July 2021. As a result, we count with eight months in the prediction period as opposed to the previously planned five, but since we had no power analysis to determine the sample size a priori, we decided to use all data available up to the study date to provide completeness to the analysis.

We only pre-registered the hypotheses with respect to dictionary methods, as we implemented the supervised classifier in late 2020. Thus, the supervised part of the study can be considered a reanalysis of the same data with the same hypothesis but with an alternative method that shows high reliability in the classification task. With respect to gender, we structured the pre-registration as including a gender-agnostic analysis and then a gender-based analysis for stratified samples for male and female users and survey respondents. The gender-rescaled version of our analysis is thus a way to summarize the gender-informed results of our pre-registration, with the precise results for each gender reported on Table 4 of this Supplementary Information.

The pre-registration contained an exploratory component to test the correlation between the frequency of tweets with explicit expressions of emotion and the 12 emotional states of the YouGov survey. We performed that analysis with the same statistical methods as for our hypotheses. The analysis of the Satisfaction With Life survey of YouGov and of third-person references were not part of our pre-registration. Those additional analyses were included later to understand better the limitations of this method and the reasons why social media emotions correlate so consistently with survey responses.
1.3 Details on correlations and model fits

| Emotion (survey) | Twitter signal | $r_1$ (historical) | $r_2$ (predicted) |
|------------------|----------------|-------------------|-------------------|
| Sad              | LIWC sad       | 0.714*** [0.577, 0.812] | 0.633*** [0.379, 0.798] |
| Sad              | RoBERTa sad    | 0.649*** [0.49, 0.766]  | 0.64*** [0.39, 0.802] |
| Scared           | LIWC anxiety   | 0.802*** [0.7, 0.872]   | 0.257 (n.s.) [−0.084, 0.543] |
| Scared           | RoBERTa fear   | 0.798*** [0.694, 0.87]  | 0.017 (n.s.) [−0.318, 0.348] |
| Happy            | LIWC positive  | 0.297* [0.068, 0.496]   | −0.093 (n.s.) [−0.413, 0.248] |
| Happy            | RoBERTa joy    | 0.67*** [0.517, 0.781]  | 0.531** [0.24, 0.734] |

Table 2. Correlation coefficients of the weekly percentage of emotions in YouGov and a LIWC or RoBERTa estimator based on Twitter data without gender rescaling. 95% Confidence Intervals are reported. * $p < 0.1$, ** $p < 0.05$, *** $p < 0.01$, **** $p < 0.001$.

We perform HAC tests to provide a robust assessment of the informativeness of Twitter signals when autocorrelation and heteroscedasticity might be present. Finally, we check that the residuals of each of these models can be considered stationary with KPSS tests.

| Emotion (survey) | Twitter signal | DCCA | $\beta$ | KPSS |
|------------------|----------------|------|---------|------|
| Sad              | LIWC sad       | 0.64*** | 0.602*** | $p > 0.1$ |
| Sad              | RoBERTa sad    | 0.611*** | 0.515*** | $p > 0.1$ |
| Scared           | LIWC anxiety   | 0.788*** | 0.472*** | $p > 0.05$ |
| Scared           | RoBERTa fear   | 0.798*** | 0.436*   | $p > 0.1$ |
| Happy            | LIWC positive  | 0.271 (n.s.) | 0.175 (n.s.) | $p > 0.1$ |
| Happy            | RoBERTa joy    | 0.656*** | 0.313**  | $p > 0.1$ |

Table 3. Robustness analysis results for gender-rescaled Twitter signals. Detrended Cross-Correlation Analysis (DCCA) p-values are based on 10000 permutations. $\beta$ coefficients of time series model with additional lags have p-values corrected for heteroscedasticity and autocorrelation. Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests of residuals report p values above 0.05 (i.e. cannot reject stationarity of residuals). * $p < 0.1$, ** $p < 0.05$, *** $p < 0.01$, **** $p < 0.001$.

| Gender | Emotion | LIWC signal | $r_1$ (historical) | $r_2$ (predicted) | DCCA | $\beta$ | KPSS |
|--------|---------|-------------|-------------------|-------------------|------|---------|------|
| Male   | Sad     | Sadness     | 0.532*** [0.342, 0.681] | 0.475*** [0.168, 0.698] | 0.609*** | 0.482*** | $p > 0.1$ |
| Female | Sad     | Sadness     | 0.68*** [0.531, 0.788]  | 0.741*** [0.542, 0.862]  | 0.5***  | 0.527*** | $p > 0.1$ |
| Male   | Scared  | Anxiety     | 0.684*** [0.536, 0.791] | 0.478*** [0.172, 0.7]  | 0.724*** | 0.454*** | $p > 0.1$ |
| Female | Scared  | Anxiety     | 0.81*** [0.711, 0.878]  | 0.365*** [0.036, 0.623]  | 0.811*** | 0.479*** | $p > 0.1$ |
| Male   | Happy   | Positive Affect | 0.303* [0.075, 0.501]  | 0.015 (n.s.) [−0.32, 0.347] | 0.379*  | 0.196   | $p > 0.1$ |
| Female | Happy   | Positive Affect | 0.239* [0.006, 0.447]  | 0.019 (n.s.) [−0.316, 0.35] | 0.127 (n.s.) | 0.156   | $p > 0.1$ |

Table 4. Correlation coefficients of the weekly percentage of emotions in YouGov and a LIWC or RoBERTa estimator based on Twitter data stratified by gender. 95% Confidence Intervals are reported. Robustness analysis for each stratum and signal are based on the same metrics as in Table. * $p < 0.1$, ** $p < 0.05$, *** $p < 0.01$, **** $p < 0.001$. 
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1.4 Details on results with 12 emotions

Figure 5. Correlation coefficients between the percent of weekly responses for an emotion in the YouGov survey and the weekly volume of tweets explicitly reporting that emotion without applying gender rescaling. Error bars show 95% confidence intervals.

| Emotion  | Correlation coefficient | Correlation coefficient (gender-rescaled) | Mean % in YouGov | Mean num. tweets |
|----------|-------------------------|------------------------------------------|------------------|------------------|
| happy    | 0.35 [0.17, 0.507]      | 0.367 [0.19, 0.522]                      | 44%              | 7560             |
| sad      | 0.31 [0.127, 0.473]     | 0.242 [0.054, 0.414]                     | 26%              | 2196             |
| scared   | 0.794 [0.711, 0.855]    | 0.752 [0.655, 0.824]                     | 12%              | 1195             |
| stressed | 0.552 [0.403, 0.672]    | 0.563 [0.416, 0.680]                     | 26%              | 973              |
| optimistic| 0.095 [-0.098, 0.281]   | 0.071 [-0.121, 0.258]                    | 10%              | 202              |
| inspired | 0.242 [0.053, 0.413]    | 0.236 [0.047, 0.408]                     | 10%              | 202              |
| frustrated | 0.649 [0.523, 0.747]   | 0.612 [0.476, 0.719]                     | 38%              | 194              |
| lonely   | -0.197 [-0.374, -0.007] | -0.123 [-0.307, 0.069]                   | 18%              | 183              |
| content  | 0.158 [-0.033, 0.339]   | 0.094 [-0.099, 0.279]                    | 14%              | 62               |
| energetic| 0.143 [-0.049, 0.325]   | 0.189 [-0.001, 0.367]                    | 19%              | 4               |

Table 5. Correlation coefficients of the weekly percentage of emotions in YouGov and a text estimator based on explicit first-person statements about the emotion. 95% Confidence Intervals are reported. The last two columns report the mean of the weekly percentage of each emotion in YouGov and the mean of the weekly number of tweets that contain an explicit mention to that emotion. Emotions with substantial weekly numbers of tweets display positive correlations with YouGov percentages.
1.5 Third-person references in emotion tweets

We detected third-person references in tweets by matching whether a tweet contains one of the words in this list: "they", "them", "their", "he", "him" "his", "she", "her", "hers". We calculated the daily fraction of tweets including at least one of these words from among all tweets in our analysis as a baseline calculation, to then repeat the calculation but only among the tweets that contain a LIWC term from the tree dictionaries. The frequencies and comparisons between the baseline and each emotion case are shown on Table 7. All comparisons between frequencies are statistically significant in \( \chi^2 \) tests of difference in proportions.

| Sample                      | fraction | Sample                     | fraction | % difference |
|-----------------------------|----------|----------------------------|----------|--------------|
| All tweets (baseline)       | 17.3%    | -                          | -        | -            |
| With anxiety terms          | 29.3%    | Without anxiety terms      | 16.7%    | 74.85%       |
| With sad terms              | 27%      | Without sad terms          | 16.66%   | 62.12%       |
| With positive terms         | 20.3%    | Without positive terms     | 15%      | 34.97%       |

Table 6. Proportions of tweets with third-person pronouns from among all tweets in the dataset and from among tweets including at least on term of each considered LIWC emotion class and without any term of that class. \( \chi^2 \) tests of all proportion comparisons have \( p < 0.0001 \)

| Sample                      | fraction | Sample                     | fraction | % difference |
|-----------------------------|----------|----------------------------|----------|--------------|
| All tweets (baseline)       | 36.42%   | -                          | -        | -            |
| With anxiety terms          | 37.51%   | Without anxiety terms      | 36.37%   | 3.11%        |
| With sad terms              | 41.94%   | Without sad terms          | 36.07%   | 16.27%       |
| With positive terms         | 39.82%   | Without positive terms     | 33.07%   | 20.41%       |

Table 7. Proportions of tweets with at least one person identified with named entity recognition trained with the WNUT 17 dataset\(^5\) from among all tweets in the dataset and from among tweets including at least on term of each considered LIWC emotion class and without any term of that class. \( \chi^2 \) tests of all proportion comparisons have \( p < 0.0001 \)
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