DIVISION PROPERTIES IN EXTERIOR ALGEBRAS OF FREE MODULES AND LOGARITHMIC RESIDUA

B. JAKUBCZYK

Abstract. Let $M$ be a free module of rank $m$ over a commutative unital ring $R$ and let $N$ be its free submodule. We consider the problem when a given element of the exterior product $\Lambda^p M$ is divisible, in a sense, over elements of the exterior product $\Lambda^r N$, $r \leq p$. Precisely, we give conditions under which an element $\eta \in \Lambda^p M$ can be expressed as a finite sum of skew-products of elements of $\Lambda^r N$ and elements of $\Lambda^{p-r} M$. For a given basis $\omega_1, \ldots, \omega_k$ in $N$ the elements of $\Lambda^{p-r} M$ are unique in a specified sense. Necessary and sufficient conditions for such divisibility take a simple form, provided that the submodule is embedded in $M$ with singularities having the depth larger then $p - r + 1$. In the special case where $r = k = \text{rank} N$ the divisibility property means that $\eta = \Omega \wedge \gamma$ where $\Omega = \omega_1 \wedge \cdots \wedge \omega_k$ and $\gamma \in \Lambda^{p-k} M$.

More detailed statements of these results are then used to state criteria for existence and uniqueness of algebraic logarithmic residua when the “divisor” is defined by elements $f_1, \ldots, f_k \in R$. Special cases are multidimensional logarithmic residua in complex analysis.

1. Introduction

Consider a commutative unital ring $R$ and let $M$ be a free $R$-module of finite rank $m$. We will denote by $\Lambda^q M$ the $q$th exterior product of $M$ and $\Lambda M = \bigoplus_{q=0}^{m} \Lambda^q M$ will be the exterior algebra generated by $M$. We shall consider division problems in the algebra $\Lambda M$ related to the following elementary questions.

Consider two elements $\eta \in \Lambda^p M$ and $\alpha \in \Lambda^r M$. If $p \geq r$ then it is natural to ask

**Question 1.** When $\eta$ is divisible over $\alpha$, i.e., there exists $\gamma \in \Lambda^{p-r} M$ such that

$$\eta = \alpha \wedge \gamma.$$ 

This question is largely open for general $R$. In the case where $R$ is the field of real numbers $\mathbb{R}$ and $M$ is the vector space $\mathbb{R}^m$ the following general result of Dacorogna and Kneuss [4] answers the question. There exists such $\gamma$ if and only if $\ker \alpha \subset \ker \eta$, where one defines $\ker \alpha = \{ \beta \in \Lambda^{m-p} \mathbb{R}^m | \alpha \wedge \beta = 0 \}$ and $\ker \eta = \{ \beta \in \Lambda^{m-p} \mathbb{R}^m | \eta \wedge \beta = 0 \}$.

For general $R$ we will answer Question 1 in the special case when $\alpha$ is a product of $\omega_i \in M$. Namely, let $\omega_1, \ldots, \omega_k$ be fixed elements of $M$, where $1 \leq k \leq m$. We will answer

**Question 2.** When there exists $\gamma \in \Lambda^{p-k} M$ such that

$$\eta = \omega_1 \wedge \cdots \wedge \omega_k \wedge \gamma?$$

Question 2, similarly as two other ones stated below, is nontrivial when the submodule of $M$ generated by the elements $\omega_1, \ldots, \omega_k$ is singularly embedded in $M$ which means that the elements are linearly independent but can not be completed to a basis of $M$.

We can also ask if for a given $\eta \in M$ it is possible to find elements $a_i \in R$ such that $\eta = \sum_i a_i \omega_i$. More generally,

**Question 3.** Given $\eta \in \Lambda^p M$, is it possible to represent $\eta$ as

$$\eta = \sum_i \omega_i \wedge \gamma_i,$$

with some $\gamma_i \in \Lambda^{p-1} M$?

An answer to this question was given in the main theorem of [11] for Noetherian rings $R$. Questions 2 and 3 are particular cases of the following main problem considered in the paper.

*Key words and phrases.* Exterior algebra over free module, divisibility, depth, logarithmic residua.
Question 4. Given \( \eta \in \Lambda^p M \) and \( 1 \leq r \leq k \) such that \( p \geq r \), when one can write

\[
\eta = \sum \omega_j \wedge \gamma_j \quad (R)
\]

with some \( \gamma_j \in \Lambda^{p-r} M \), where \( \omega_j \in \Lambda^r M \) are of the form \( \omega_j = \omega_{j_1} \wedge \cdots \wedge \omega_{j_r} \)?

Such questions appear in differential geometry when one considers \( k \)-tuples of differential 1-forms or vector fields on a manifold \( N \). Singularities of such tuples (points where they are linearly dependent) are unavoidable if the topology of the manifold is not sufficiently trivial, see [9]. Already for \( k = 1 \) and nonzero Euler characteristic of \( N \) every smooth vector field or differential 1-form on \( N \) has a singular point. Also any holomorphic 1-form on a smooth complex projective variety of general type must vanish at some point [10]. Answers to above questions may help to deal with such local singularities (as was the case in [8]), in which case \( R \) will be the ring of germs of functions on manifolds in the holomorphic, real analytic, or \( C^\infty \) category (where \( R \) is non-Noetherian).

Our first main result, statement (i) in Theorem 2.1 in the next section, will give a criterium for \( \eta \) to be representable in the form \( (R) \). To have such a representation we will assume that \( p - r + 2 < d \), where \( d \) is the depth of the ideal \( I(\Omega) \) generated by the coefficients of the \( k \)-form

\[
\Omega = \omega_1 \wedge \cdots \wedge \omega_k.
\]

Without this assumption an analogous representation holds for \( \eta \) replaced by \( a^n \eta \) with \( a \) an arbitrary element of the ideal \( I(\Omega) \) and \( n \) sufficiently large (statement (ii) of Theorem 2.1). The proof of Theorem 2.1 is postponed to Section 6. A uniqueness property of the representation is stated in Theorem 2.8. Finally, an equivalent statement of Theorem 2.1 formulated as a property of a (singularly embedded) free submodule of \( M \), is given in Theorem 2.11. In the Appendix we recall properties of the depth used in stating some of the results.

In Section 3 we state direct consequences of results from Section 2 in the case where, in addition to the earlier data, we are given a finitely generated ideal \( I \subset R \). In this case we define residua as results of the division discussed in Secton 2 factorized via the submodule \( IM \) and state a general theorem on their existence and uniqueness.

More specific residua, called logarithmic, are defined in Section 4 where \( M \) is the module of derivations of \( R \) and the elements \( \omega_i \in M \) are replaced with the algebraic differentials \( df_i \in M^* \) of generators \( f_1, \ldots, f_k \) of \( I \). Finally, in Section 5 we translate the theorem on algebraic logarithmic residua to a theorem on multidimensional residua in complex analysis.

We do not assume that the ring \( R \) and the module \( M \) are Noetherian which makes the proofs more delicate.
Denote $\Omega = \omega_1 \wedge \cdots \wedge \omega_k$. Using the basis (E) with $q = k$ we can write $\Omega = \sum_i a_i e_i$ where $a_i \in R$ and the sum is taken over $I \in J(k,m)$. The ideal generated by the coefficients $a_i$, 
\[ I(\Omega) = \text{span}_R \{ a_i, I \in J(k,m) \}, \]
is independent of the choice of the basis in $M$ and will play a crucial role in our considerations.

Recall that the depth of a proper ideal $I \subset R$, denoted depth $I$, is the largest length of a regular sequence in $I$ (see Appendix for a brief recall of properties of regular sequences). In Noetherian rings we have depth $I \leq \text{height } I \leq \text{gen } I$ (in Cohen-Macaulay rings depth $I = \text{height } I$), where gen $I$ denotes the minimal number of generators of the ideal $I$. Additionally, one defines depth $R = \infty$. Recall that rank $M = m$.

**Theorem 2.1 (Existence).** Fix integers $1 \leq p, r, s \leq m$ such that $p \geq r$ and $r + s = k + 1$.

(i) Assume that 
\[ p - r \leq \text{depth } I(\Omega) - 2. \] 
Then an element $\eta \in \Lambda^p M$ can be represented in the form
\[ \eta = \sum_{J \in J(r,k)} \omega_J \wedge \gamma_J, \quad \text{for some } \gamma_J \in \Lambda^{p-r} M, \] 
if and only if 
\[ \omega_I \wedge \eta = 0, \quad \text{for all } I \in J(s,k). \] 
(ii) Without assuming the depth condition (DC), for any $\eta \in \Lambda^p M$ satisfying (B) there exists $n > 0$ (not depending on $\eta$ if the module of $\eta$ satisfying (B) is finitely generated) such that for $b = a^n$, with arbitrary $a \in I(\Omega)$, we have
\[ b\eta = \sum_{J \in J(r,k)} \omega_J \wedge \gamma_J, \quad \text{for some } \gamma_J \in \Lambda^{p-r} M. \] 

Conversely, if (A') holds for some non-zero-divisor $b \in R$ then (B) holds, too.

**Remark 2.2.** Implication (A) $\Rightarrow$ (B) is trivial and holds for any $0 \leq p \leq m$ without assuming condition (DC). Namely, multiplying both sides of (A) by $\omega_I$ with $I \in J(s,k)$ gives zero on the right hand side as each product $\omega_I \wedge \omega_J$, with $J \in J(r,k)$, contains twice some $\omega_i$ due to $r + s = k + 1$. For the same reason condition (A') implies that $b\eta \wedge \omega_I = 0$ for all $I \in J(s,k)$. Thus, if (A') holds for a non-zero-divisor $b \in R$ then (B) holds, too. Note that both statements are empty or trivial if $\Omega = 0$.

**Remark 2.3.** For Noetherian $R$ we have $d := \text{depth } I(\Omega) \leq m - k + 1$, if $I(\Omega) \neq R$. Indeed, $I(\Omega)$ is generated by the $k \times k$ minors of the $k \times m$ matrix of the coefficients of the forms $\omega_1, \ldots, \omega_k$. Let $I$ be the ideal generated by the first $m - k + 1$ coefficients of $\omega_i$. We see that any $k \times k$ minor has at least one factor among these coefficients which implies that $I(\Omega) \subset I$. Thus we have $d \leq \text{depth } I$. The conclusion follows from depth $I \leq \text{gen } I$, since $R$ is Noetherian, and $\text{gen } I \leq m - k + 1$.

For $r = 1$ the first statement in the theorem reduces to the ensuing known facts.

**Corollary 2.4.** (i) If depth $I(\Omega) \geq 2$ then any $\eta \in M$ satisfying $\Omega \wedge \eta = 0$ can be represented as $\eta = \sum a_i \omega_i$ with $a_i \in R$.
(ii) More generally, for any $\eta \in \Lambda^p M$ with $p < \text{depth } I(\Omega)$ the equality $\Omega \wedge \eta = 0$ implies that $\eta = \sum \omega_i \wedge \gamma_i$ for some $\gamma_i \in \Lambda^{p-1} M$ (answer to Question 3).
(iii) Let $k = 1$ and denote $\omega_1 = \omega$. Then for any $\eta \in \Lambda^p M$, with $p < \text{depth } I(\omega)$, the equality $\omega \wedge \eta = 0$ implies that $\eta = \omega \wedge \gamma$ for some $\gamma \in \Lambda^{p-1} M$.

The second statement was proved in Saito [11] assuming $R$ was Noetherian and in [7] without this assumption. The third statement just means exactness of the Koszul complex
\[ M \xrightarrow{\partial_1} \Lambda^2 M \xrightarrow{\partial_2} \cdots \xrightarrow{\partial_{d-1}} \Lambda^{d-1} M \xrightarrow{\partial_d} \Lambda^d M, \]
where $d = \text{depth } I(\omega)$ and $\partial_\omega$ is the operator of exterior multiplication by $\omega$, $\partial_\alpha : \alpha \mapsto \omega \wedge \alpha$ (cf. [3]). Exactness of this complex is used in many contexts but it is usually assumed that $R$ is Noetherian.

For $r = k$ Theorem 2.1 gives the following answer to Question 2.
Corollary 2.5. Let \( \eta \in A^p M \), where \( k \leq p \leq k + \text{depth} I(\Omega) - 2 \). Then \( \eta = \omega_1 \wedge \cdots \wedge \omega_k \wedge \gamma \) for some \( \gamma \in A^{p-k}M \) if and only if \( \eta \wedge \omega_i = 0 \) for \( i = 1, \ldots, k \).

If \( p + s > m \) then \( \omega_j \wedge \eta \in A^{p+s}M = 0 \) and condition (B) is automatically satisfied. Thus,

Corollary 2.6. If \( p > m - s \) (equivalently, \( p - r \geq m - k \)) then \( \eta \) satisfies condition \( \langle A' \rangle \), i.e. \( \langle A' \rangle \) holds for \( a^n \eta \) with any \( \eta \in A^p M \) and \( a \in I(\Omega) \), for some \( n > 0 \) independent of \( \eta \) and \( a \).

Note that the depth condition fails in this case since \( m - k \geq d - 1 \), by Remark 2.5

Example 2.7. To illustrate the above corollary take \( m = 5, \ k = 4, \ r = 2, \ s = 3, \ p = 3 \) and \( \omega_1, \ldots, \omega_4 \in M \). Then for any \( \eta \in A^n M \) there exists \( n \geq 1 \) such that for arbitrary \( a \in I(\omega_1 \wedge \cdots \wedge \omega_4) \) one can write \( a^n \eta = \sum_{i<j} \omega_i \wedge \omega_j \wedge \gamma_{ij} \) for some \( \gamma_{ij} \in M \).

Uniqueness of the representations of \( \eta \) in Theorem 2.8 is explained by the following result. Let \( M^* \) denote the dual module to \( M \). Note that \( \gamma \in A^n M \) can be treated as a \( q \)-th skew symmetric form on \( M^* \). Each \( \omega_i \) has a well defined kernel \( \ker \omega_i = \{ g \in M^* | g(\omega_i) = 0 \} \) and their common kernel will be denoted \( K = \ker \omega_1 \cap \cdots \cap \ker \omega_k \subset M^* \).

Theorem 2.8 (Uniqueness). Let \( \text{rank } M \geq p \geq r \geq 1 \) and \( 1 \leq k \leq m \). If the ideal \( I(\Omega) \) contains a non-zero-divisor then the following holds.

(i) If \( \eta \in A^p M \) is given in the form \( A \) then the elements \( \gamma_J, J \in J(r,k) \), are unique when restricted to \( K \) which means that \( \gamma_J(\alpha_1, \ldots, \alpha_{p-r}) \) are determined by \( \eta \) and \( \alpha_1, \ldots, \alpha_{p-r} \in K \).

(ii) More generally, if \( b \) is a non-zero-divisor in \( R \) and \( \eta = \sum_{J \in J(r,k)} \omega_J \wedge \gamma_J \) then the elements \( \gamma_J/b \) are unique, independent of \( b \), when restricted to \( K \). This means that \( \gamma_J(\alpha_1, \ldots, \alpha_{p-r})/b \), treated as elements of the total ring of fractions of \( R \), are determined by \( \eta \) and \( \alpha_1, \ldots, \alpha_{p-r} \in K \).

Recall that the total ring of fractions of the ring \( R \) is the localization \( R_{fr} := S^{-1}R \) of \( R \) with respect to the multiplicative set \( S \) of all non-zero-divisors in \( R \). In this case the natural ring homomorphism \( a \in R \rightarrow a/1 \in R_{fr} \) is injective. (In particular, if \( R \) is an integral domain then \( S^{-1}R \) is a subring of the field of fractions of \( R \).) Any free \( R \)-module \( M \cong R^m \) has a similar embedding into its localization \( M_{fr} := S^{-1}M \cong (R_{fr})^m \). The free dual module \( M_{fr}^* \) is naturally isomorphic to the localization \( S^{-1}M^* \) of \( M^* \). Finally, the inclusion \( K \subset M^* \) extends to a unique inclusion of the localizations \( K_{fr} := S^{-1}K \subset S^{-1}M^* \). This implies the following

Remark 2.9. The forms \( \gamma_J/b \) can be treated as elements of \( S^{-1}(A^{p-r}M) \cong A^{p-r}M_{fr} \). We can rephrase assertion (ii) of the theorem as uniqueness of the \( \langle p-r \rangle \)-forms \( \gamma_J/b \) restricted to \( K_{fr} \).

The theorem immediately follows from the following more general lemma. Let \( b' \) and \( b'' \) be non-zero-divisors in \( R \) and set \( S_{[b',b'']} := \{ (b')^n(b'')^n \}_{m,n \geq 0} \) be the multiplicative set of powers of \( b' \) and \( b'' \).

Lemma 2.10. If

\[
\begin{align*}
 b'\eta &= \sum_{J \in J(r,k)} \omega_J \wedge \gamma'_J \\
 b''\eta &= \sum_{J \in J(r,k)} \omega_J \wedge \gamma''_J,
\end{align*}
\]

then for all \( \alpha_1, \ldots, \alpha_{p-r} \in K \) we have \( \gamma'_J(\alpha_1, \ldots, \alpha_{p-r})/b' = \gamma''_J(\alpha_1, \ldots, \alpha_{p-r})/b'' \) in the localization \( S_{[b',b'']}^{-1}R \) of \( R \).

Proof. Multiplying both sides of the former equality by \( b'' \) and of the latter equality by \( b' \) and subtracting one from the other we get

\[
0 = \sum_{J \in J(r,k)} \omega_J \wedge \gamma_J, \quad \text{where} \quad \gamma_J = b''\gamma'_J - b'\gamma''_J, \quad \text{(U)}
\]

We will prove that \( \gamma_J | \ K = 0 \). Given \( \alpha \in M^* \), we will use the operator of interior product \( \alpha \ | : A^p M \rightarrow A^{p-1} M \) defined by \( \alpha \ | \gamma = \gamma(\alpha, \ldots, \cdot) \), where \( \gamma \) is treated as \( q \)-th skew symmetric form on \( M^* \).

Consider arbitrary elements \( \alpha_1, \ldots, \alpha_{p-r} \in K \). Since \( \alpha_i | \omega_j = 0 \), we have

\[
\alpha_{p-r} \cdots \alpha_1 | (\omega_J \wedge \gamma_J) = (-1)^{r(p-r)} g_J \omega_J
\]
where \( g_J = \gamma_J(\alpha_1, \ldots, \alpha_{p-r}) \) belongs to \( R \). Applying the operator \( \alpha_{p-r} \cdot \cdots \cdot \alpha_1 \) to both sides of (U) gives then

\[
\sum_{J \in J(r,k)} g_J \omega_J = 0.
\]

We claim that this equality and the assumption that \( I(\Omega) \) contains a non-zero-divisor imply that \( g_J = 0 \) for all \( J \). To see this let us fix \( J \in J(r,k) \) and multiply both sides in (U) by \( \omega_J \), where \( J' \in J(k-r, k) \) is a complement of \( J \) in \( J(k, k) \) so that \( J \cap J' = \emptyset \) and \( \omega_J \cap \omega_{J'} = \pm \Omega \).

We obtain \( g_J \Omega = 0 \) since \( \omega_J \cap \omega_{J'} = 0 \) for all \( J \in J(r, k) \) such that \( J \neq J' \) (as at least one \( \omega_i \) is repeated in \( \omega_J \) and \( \omega_{J'} \)). As \( I(\Omega) \) contains a non-zero-divisor the equality \( g_J \Omega = 0 \) implies that \( g_J = 0 \). We conclude that \( \gamma_J(\alpha_1, \ldots, \alpha_{p-r}) = 0 \) for any \( \alpha_1, \ldots, \alpha_{p-r} \in K \). This equality and the definition of \( \gamma_J \) give that \( b'' \gamma_J'(\alpha_1, \ldots, \alpha_{p-r}) = b'' \gamma_J''(\alpha_1, \ldots, \alpha_{p-r}) \). Interpreting the latter equality in the localization ring \( S^{-1}_{b''} R \) implies the result.

Theorem 2.11 can be restated as a property of a free submodule \( N \subseteq M \) of the free module \( M \). Assume that \( N \) has finite rank \( k \) and let \( \omega_1, \ldots, \omega_k \in N \) be a basis in \( N \). As before, denote \( \Omega = \omega_1 \land \cdots \land \omega_k \) and let \( I(N) \) be the ideal generated by the coefficients of \( \Omega \) once a basis in \( M \) and the corresponding basis in \( \Lambda^k M \) are chosen. Clearly, \( I(N) \) is independent of the choice of the bases in \( N \) and \( M \). Let \( \Omega = \oplus_{i=1}^k \) denote the skew-tensor product of modules.

**Theorem 2.11.** Let \( 1 \leq p, r, s \leq m \) be fixed integers such that \( p \geq r \) and \( r + s = k + 1 \). Consider an element \( \eta \in \Lambda^p M \).

(i) Assuming that

\[
p - r \leq \text{depth} I(N) - 2 \quad (DC)
\]

we have

\[
\eta \in \Lambda^s N \oplus \Lambda^{p-r} M
\]

if and only if

\[
\Lambda^s N \land \eta = 0. \quad (A)
\]

(ii) Without assuming (DC), if \( \eta \) satisfies (B) then there exists \( n > 0 \) such that for any \( a \in I(N) \),

\[
a^n \eta \in \Lambda^s N \oplus \Lambda^{p-r} M. \quad (A')
\]

Here the exponent \( n \) is independent of \( \eta \) if the module of \( \eta \) satisfying (B) is finitely generated. Conversely, if \( (A') \) holds for some non-zero-divisor \( a \in R \) then (B) holds, too.

**Remark 2.12.** As in Theorem 2.11 if the module of \( \eta \) satisfying (B) is finitely generated then the exponent \( n \) in statement (ii) can be chosen independent of \( \eta \) (e.g., it is so if \( R \) is Noetherian or condition (B) is trivial, i.e., \( p + s > m \)).

Note that if for \( \omega_1, \ldots, \omega_k \in M \) the ideal \( I(\Omega) \) contains a non-zero-divisor then the submodule \( N = \text{span}_R \{\omega_1, \ldots, \omega_k\} \) of \( M \) is free and \( \omega_1, \ldots, \omega_k \) is its basis. (If \( \sum_j a_j \omega_i = 0 \) then multiplying both sides by \( \omega_1 \land \cdots \land \omega_i \land \omega_j \), with \( \omega_j \) omitted, we get \( a_j \Omega = 0 \) and, as there is a non-zero-divisor in \( I(\Omega) \), we get \( a_j = 0 \), for all \( j \).

**Proposition 2.13.** Theorem 2.11 implies Theorem 2.11. Conversely, Theorem 2.11 implies Theorem 2.11 if in the latter we assume in statement (ii) that \( I(\Omega) \) contains a non-zero-divisor.

**Proof.** To prove that Theorem 2.11 implies Theorem 2.11 note that the assumption that \( N \) is free of rank \( k \) means that it has a basis \( \omega_1, \ldots, \omega_k \) in \( M \). Any two such bases are related by an invertible \( k \times k \) matrix over \( R \). Consequently, whatever basis \( \omega_1, \ldots, \omega_k \) of \( N \) we choose the modules \( \Lambda^s N \), \( q \leq k \), are spanned by the elements \( \omega_j \) with \( J \in J(q, k) \). Thus, conditions (A), (A'), and (B) in Theorem 2.11 are equivalent to the corresponding conditions in Theorem 2.11.

To show the converse implication one should use the elements \( \omega_1, \ldots, \omega_k \in M \) in Theorem 2.11 to define the submodule \( N \subseteq M \) generated by them. Such submodule \( N \) is free which follows from the fact that \( I(\Omega) \) contains a non-zero-divisor. In statement (i) of Theorem 2.11 the depth condition (DC) implies that depth \( I(\Omega) \geq 2 \) and there is a non-zero-divisor in \( I(\Omega) \). In statement (ii) the existence of such non-zero-divisor is explicitly assumed. Once \( N \) is free the statements of Theorem 2.11 imply the corresponding statements in Theorem 2.11 since conditions (A), (A'), and (B) in both theorems are equivalent.
The results from the preceding section may get a new meaning if the ring $R$ and the free $R$-module $M$ are replaced by their quotients. One such meaning is exploited in Sections 4 and 5. Here we only mention that if $R$ is a ring of functions or function germs on a manifold and $I \subset R$ is a suitable ideal, the quotient $R/I$ represents the ring of functions or function germs on the set of zeros of $I$. In this case the forms $\gamma_j$ in Theorem 2.8 become unique residues of the original form $\eta$ on the set of zeros of $I$.

As a preparation for the next two sections we restate main results from Section 3 for the ring $R$ replaced by its quotient by a finitely generated ideal. For precision, given a proper ideal $\mathcal{I} \subset R$ we introduce the quotient ring and the quotient module

$$R = R/\mathcal{I}, \quad M = M/\mathcal{I}M.$$

The $\bar{R}$-module $\bar{M}$ is again free of rank $m$ having a basis $\{\bar{e}_i\}$ induced by the basis $\{e_i\}$ in $M$. There are canonical homomorphisms $R \to \bar{R}$, $M \to \bar{M}$ and the image of an element of $R$ or $M$ will be marked with a bar, in particular $\omega_i \mapsto \bar{\omega}_i = \omega_i + \mathcal{I}M$. As the exterior product in $\Lambda M$ induces an exterior product in $\Lambda \bar{M}$, again denoted by "\$\Lambda^n\"$, we can introduce the product of all $\bar{\omega}_i$

$$\bar{\Omega} = \bar{\omega}_1 \land \cdots \land \bar{\omega}_k$$

which is an element of $\Lambda^k \bar{M}$. We denote by $I(\bar{\Omega})$ the ideal in $\bar{R}$ generated by the coefficients of $\bar{\Omega}$ written in the natural basis induced in $\Lambda^k \bar{M}$ by the basis $\bar{e}_1, \ldots, \bar{e}_m$.

Theorems 2.7 and 2.8 together, can be restated for the quotient ring $\bar{R}$ and the quotient modules $\bar{M}$ and $\Lambda^n \bar{M} \simeq \Lambda^n M/\mathcal{I} \Lambda^n M$ in the following form. Below, in conditions (A), (B) and (A'), we write elements of the quotient modules as equivalent classes in the original modules and assume that the ideal $\mathcal{I}$ is generated by elements $f_1, \ldots, f_\ell \in R$,

$$\mathcal{I} = f_1 R + \cdots + f_\ell R.$$

Theorem 3.1. Fix a sequence $\omega_1, \ldots, \omega_k \in M$ and integers $1 \leq p, r, s \leq m$ such that $p \geq r$ and $r + s = k + 1$.

(i) Assume that

$$p - r \leq \text{depth } I(\bar{\Omega}) - 2.$$  \hspace{1cm} (DC)

Then an element $\eta \in \Lambda^p \bar{M}$ can be represented in the form

$$\eta = \sum_{J \in \mathcal{J}(r,k)} \omega_J \land \gamma_J + \sum_i f_i \xi_i,$$  \hspace{1cm} (A)

for some $\gamma_J \in \Lambda^{p-r} \bar{M}$ and $\xi_i \in \Lambda^p \bar{M}$, if and only if for all $I \in \mathcal{J}(s,k)$

$$\omega_I \land \eta = \sum_i f_i \beta_{I,i}$$  \hspace{1cm} (B)

for some $\beta_{I,i} \in \Lambda^{p+s} \bar{M}$.

(ii) Without assuming the depth condition (DC), for any $\eta \in \Lambda^p \bar{M}$ satisfying (B) there exists $n > 0$ such that for any $b$ of the form $b = a^n$, $a \in I(\bar{\Omega})$, we have

$$b\eta = \sum_{J \in \mathcal{J}(r,k)} \omega_J \land \gamma_J + \sum_i f_i \xi_i,$$  \hspace{1cm} (A')

for some $\gamma_J \in \Lambda^{p-r} \bar{M}$ and $\xi_i \in \Lambda^p \bar{M}$. Conversely, if (A') holds for some $b \in R$ such that its equivalence class $b$ is a non-zero-divisor in $\bar{R}$ then (B) holds, too.

(iii) The elements $\gamma_J$ in the formula (A) are unique, modulo $\sum_i f_i \Lambda^{p-r} \bar{M}$, when treated as skew-symmetric $(p-r)$-linear forms on $\bar{M}$ restricted to $K = \bigcap_i \ker \bar{\omega}_i \subset \bar{M}$.

(iv) More generally, if $b$ in the representation (A') is an arbitrary element of $R$ such that the equivalence class $b$ is a non-zero-divisor in $\bar{R}$, then the elements $\gamma_J/b$ are uniquely determined by $\eta$ (independently of $b$) when treated as skew-symmetric $(p-r)$-linear forms on $\bar{M}_b^\ast$ restricted to $\bar{K}_r := \bigcap_i \ker \bar{\omega}_i \subset \bar{M}_b^\ast$, where $\bar{\omega}_i \in \bar{M} \subset \bar{M}_b$ are treated as elements of $\bar{M}_b$. Here $\bar{M}_b = S^{-1} \bar{M}$ denotes the localization of $\bar{M}$ with respect to the multiplicative set $S$ of non-zero-divisors in $\bar{R}$ and $\bar{M}_b^\ast$ is its dual module over $\bar{R}_b = \bar{S}^{-1} \bar{R}$ (cf. notation in Remark 2.9).
Proof. Statements (i) and (ii) in the theorem can be deduced from the corresponding statements in Theorem 2.1 where the ring $R$ should be replaced by the quotient ring $\bar{R} = R/I$ and the modules $M$ and $\Lambda^p M$ by the quotient modules $\bar{M} = M/I\bar{M}$ and $\Lambda^p \bar{M} \simeq \Lambda^p M/I\Lambda^p M$. Namely, one easily verifies that conditions (A), (A') and (B) in Theorem 2.1 stated for the quotient modules, are equivalent to the corresponding conditions in Theorem 3.1. Thus the first two statements in Theorem 3.1 are direct consequences of Theorem 2.1.

Statements (iii) and (iv) follow analogously from Theorem 2.8 where the original modules should be replaced with the quotient ones. \square

The unique elements $\text{Res}_f(\eta) := (\overline{\gamma}_j/b)_{|\Omega}$ can be called \textit{algebraic residua} of $\eta$ with respect to $\omega_1, \ldots, \omega_k$ and $I \subset R$.

Consider the ideal $I(f_1, \ldots, f_\ell, \Omega) := \text{span}_R(I, I(\Omega))$ in $R$ generated by the generators $f_1, \ldots, f_\ell$ of $I$ and the coefficients of the $k$-form $\Omega$. The depth of the ideal $I(\Omega)$ in Theorem 3.1 can be computed from the ensuing relation.

**Proposition 3.2.** If $R$ is Noetherian and the sequence $f_1, \ldots, f_\ell$ is regular then depth $I = \ell$

\[
\text{depth } I(f_1, \ldots, f_\ell, \Omega) = \text{depth } I(\Omega) + \ell.
\]

Proof. The proof is an exercise on regular sequences and depth. The equality $\text{depth } I = \ell$ is a consequence of regularity of the sequence $f_1, \ldots, f_\ell$ and the inequality depth $I \leq \text{gen } I$ true for any proper ideal in Noetherian rings (Property 9 in Appendix). The displayed equality follows from the following property: if $I$ is a proper ideal of a Noetherian ring $R$ then any regular sequence in $I$ can be completed to a maximal regular sequence in $I$ of length equal to depth $I$ (Property 7 in Appendix). Taking $I = I(f_1, \ldots, f_\ell, \Omega)$ and the regular sequence $f_1, \ldots, f_\ell$ in $I$, we can complete it to a maximal regular sequence $f_1, \ldots, f_\ell, \ldots, f_q$ with $q = \text{depth } I$. Then $f_{\ell+1} + I, \ldots, f_q + I$ is a regular sequence in $I(\Omega)$ and thus we have depth $I \leq \ell + \text{depth } I(\Omega)$.

Vice versa, let $d = \text{depth } I(\Omega)$ and consider a regular sequence $f_{\ell+1} + I, \ldots, f_{\ell+d} + I$ in $I(\Omega)$ with $f_i \in I(\Omega)$. Then the sequence $f_1, \ldots, f_\ell, \ldots, f_d$ of elements of $I$ is regular and we get the converse inequality depth $I \geq \ell + \text{depth } I(\Omega)$. \square

We separately state the special case of $r = k$ in Theorem 3.1 which will have direct consequences related to logarithmic residua discussed in the next section.

**Corollary 3.3.** (i) Assume that $p \geq k$ and

\[
p \leq \text{depth } I(\Omega) + k - 2. \quad (DC)
\]

Then an element $\eta \in \Lambda^p M$ can be represented in the form

\[
\eta = \omega_1 \wedge \cdots \wedge \omega_k \wedge \gamma + \sum_j f_j \xi_j, \quad (A)
\]

for some $\gamma \in \Lambda^{p-k} M$ and $\xi_j \in \Lambda^p M$, if and only if

\[
\omega_i \wedge \eta = \sum_j f_j \beta_{i,j} \quad \forall \ i \in \{1, \ldots, k\} \quad (B)
\]

for some $\beta_{i,j} \in \Lambda^{p+1} M$.

(ii) If $p \geq k$ and $\eta \in \Lambda^p M$ satisfies condition (B) then, without assuming (DC), there exists $n > 0$ such that for any $b = a^n$, with $a \in I(\Omega)$, we have

\[
b\eta = \omega_1 \wedge \cdots \wedge \omega_k \wedge \gamma + \sum_j f_j \xi_j, \quad (A')
\]

for some $\gamma \in \Lambda^{p-k} M$ and $\xi_j \in \Lambda^p M$. Conversely, if (A') holds with $b \in R$ such that its equivalence class $\bar{b}$ is a non-zero-divisor in $\bar{R}$ then (B) holds, too.

(iii) If $b$ in formula (A') is an arbitrary element of $R$ such that its equivalence class $\bar{b}$ is a non-zero-divisor in $\bar{R}$, then the $(p-k)$-form $\gamma$ on $M^*$ is unique, modulo $\sum_j f_j \Lambda^{p-k} M$, when restricted to $K = \bigcap_i \ker \omega_i \subset M^*$. Moreover, in terms of the total ring of fractions $\bar{R}_{f_r}$ of the ring $\bar{R} = R/I$, and the corresponding module $\bar{M}_{f_r}$ and its dual $\bar{M}^*_{f_r}$, the $(p-r)$-form $\bar{\gamma}/b$ on $\bar{M}^*_{f_r}$ is independent of the choice of $b$, when restricted to $K_{f_r} = \bigcap_i \ker \bar{\omega}_i \subset \bar{M}^*_{f_r}$.
Example 3.4. Let \( R = O_0(\mathbb{C}^n) \) be the ring of holomorphic function germs at \( 0 \in \mathbb{C}^n \) and let \( f_1, \ldots, f_k \) be its elements. Consider elements \( \omega_1, \ldots, \omega_k \in M = R^m \) which can be treated as germs at \( 0 \) of holomorphic maps \( \mathbb{C}^n \to \mathbb{C}^m \). More geometrically, if \( \mathbb{C}^n \) is replaced by a complex manifold \( X \) of dimension \( n \) and \( \mathbb{C}^n \times \mathbb{C}^m \) is replaced by a holomorphic vector bundle \( E \to X \) with fiber \( F \simeq \mathbb{C}^m \) then we can think of \( R \) as the ring of holomorphic function germs at a point \( x \in X \) and of \( \omega_i \) as germs at \( x \) of holomorphic sections of \( E \). Then \( M \) is isomorphic to the module of germs at \( x \) of holomorphic sections of the bundle \( E \) and \( \Lambda^q M \) is isomorphic to the \( R \)-module of germs at \( x \) of holomorphic sections of the bundle \( \Lambda^q E \) which is the \( q \)th exterior product of the bundle \( E \). In this case the second term on the right hand side of \( (A) \) and \( (A') \) vanishes at points of the set \( Z = \{ f_1 = \cdots = f_k = 0 \} \) of common zeros of \( f_j \). At such points the algebraic residue \( \gamma|_K + \sum_j f_j \Lambda^{p-k} M|_K \) has the geometric interpretation of the field of the skew-symmetric \( (p-k) \)-forms \( \gamma(x) \in \Lambda^{p-k} E_x \) which are uniquely defined on the common kernel \( K_x = \cap_j \ker \omega_j(x) \subset E_x^* \) at points in \( Z \) where \( \omega_1(x), \ldots, \omega_k(x) \) are linearly independent. A detailed discussion of the case where \( \ell = k \), \( E \) is the holomorphic cotangent bundle of a complex manifold \( N \) and \( \omega_j = df_j \) will be given in Section 5.

4. LOGARITHMIC RESIDUA

In algebraic and complex analytic geometry a special role is played by the notion of logarithmic residue. Generally, this is a differential form defined on the divisor (pole) of a meromorphic form. Here we define meromorphic forms and their residua in a purely algebraic way as a special case of the algebraic residue from the preceding section. One of our motivations is to make it sufficiently general so that it is applicable in certain problems in differential geometry where appearance of singularities is natural.

As earlier, \( R \) will denote a unital commutative ring. Recall that a derivation on \( R \) is a map \( X : R \to R \) satisfying

\[
X(f + g) = X(f) + X(g),
\]

\[
X(fg) = X(f)g + fX(g),
\]

for all \( f, g \in R \). The set of all derivations of \( R \) is an \( R \)-module, denoted \( \text{Der}(R) \).

Let \( M = \text{Der}(R) \) and assume that it is a free module of finite rank \( m \). (This holds e.g. when \( R \) is the ring of \( C^r \) function germs on \( m \)-manifold of class \( C^r \), where \( r \in \{ \infty, \omega, \text{holomorphic} \} \), in which case \( M = \text{Der}(R) \) is the modules of vector field germs of class \( C^r \).) Any element \( f \in R \) defines a homomorphism \( df : M \to R \) defined by

\[
df(X) = X(f)
\]

and called here algebraic differential of \( f \).

Before stating the main theorem in this section we reformulate Corollary 3.3 to a setting which has immediate differential-geometric interpretations when \( R \) is the ring of function germs of class \( C^r \) as mentioned above. Let us fix a sequence of elements \( f_1, \ldots, f_k \in R \) generating a proper ideal \( I \subset R \). Consider the corresponding homomorphisms

\[
df_1, \ldots, df_k : M \to R
\]

which are elements of the dual free module, \( df_i \in M^* = \text{Der}(R)^* \). We replace the module \( M \) in Corollary 3.3 by its dual \( M^* \) and take

\[
\omega_1 = df_1, \ldots, \omega_k = df_k.
\]

Consider the quotient ring \( \tilde{R} = R/I \) and the quotient \( \tilde{R} \)-module

\[
\tilde{M}^* = M^*/f_1 M^* + \cdots + f_k M^*
\]

which is again free and has rank \( m \). Let \( \overline{df_i} = df_i + IM^* \in \tilde{M}^* \) denote the quotient counterparts (equivalence classes) of the elements \( df_i \). Denote

\[
\widehat{\Omega} = \overline{df_1} \wedge \cdots \wedge \overline{df_k}
\]

which is an element of \( \Lambda^k \tilde{M}^* \). Let \( I(\Omega) \) denote the ideal in \( \tilde{R} \) generated by the coefficients of \( \widehat{\Omega} \) written in the basis \( \bar{e}_{i_1} \wedge \cdots \wedge \bar{e}_{i_k} \), \( i_1 < \cdots < i_k \), where \( \bar{e}_1, \ldots, \bar{e}_m \) is a basis in \( M^* \).
Corollary 4.1. Assume the set $M = \text{Der}(R)$ of derivations of $R$ is a free module of rank $m$ and $f_1, \ldots, f_k \in R$ are fixed elements generating a proper ideal in $R$.

(i) Let $p \geq k$ and assume that

$$p \leq \text{depth } I(\Omega) + k - 2.$$  

Then an element $\eta \in \Lambda^p M^*$ can be represented in the form

$$\eta = df_1 \wedge \cdots \wedge df_k \wedge \gamma + \sum_j f_j \xi_j,$$  

for some $\gamma \in \Lambda^{p-k} M^*$ and $\xi_j \in \Lambda^{p} M^*$, if and only if for all $i \in \{1, \ldots, k\}$

$$df_i \wedge \eta = \sum_j f_j \beta_{i,j}$$  

for some $\beta_{i,j} \in \Lambda^{p+1} M^*$.

(ii) Without assuming the depth condition $(DC)$, given any $\eta \in \Lambda^p M^*$ satisfying $(B)$ there exists $n > 0$ such that for arbitrary $b = a^n$ with $a \in I(\Omega)$ we have

$$b\eta = df_1 \wedge \cdots \wedge df_k \wedge \gamma + \sum_j f_j \xi_j$$

for some $\gamma \in \Lambda^{p-k} M^*$ and $\xi_j \in \Lambda^{p} M^*$. Conversely, if $(A')$ holds for some $b \in R$ such that $\bar{b}$ is a non-zero-divisor in $\bar{R}$ then $(B)$ holds, too.

(iii) If, in the representation $(A')$, $b$ is a non-zero-divisor in $\bar{R}$ or $b = 1$ as in $(A)$, then the skew-symmetric $(p-k)$-linear form $\gamma$ on $M$ is unique, modulo $\sum_j f_j \Lambda^{p-k} M^*$, when restricted to $K = \bigcap_i \ker df_i \subset M$ (it depends on $\eta$ and $b \in R$).

The corollary is a direct consequence of Corollary 3.3. The reader may formulate an analogous corollary to Theorem 3.1. The element

$$\bar{\gamma}|_K := \gamma|_K + \sum_j f_j \Lambda^{p-k} M^*|_K,$$

with $\gamma$ appearing in $(A)$, can be called logarithmic residue of $\eta$ with respect to $f_1, \ldots, f_k \in R$, consistently with the next theorem. Note that if there is a repetition, up to a unit, in the sequence of $f_1, \ldots, f_k$, for example $f_i = gf_j$ for a pair $i \neq j$, then $df_i = gdf_j + f_jdg$ and $\bar{\Omega} = 0$. In this case statement (i) is empty, as condition $(DC)$ fails, and statement (ii) is trivial as $a = 0$.

In order to state the main result on logarithmic residua of meromorphic forms we clarify the terminology. As earlier (cf. Remark 2.9), we embed the ring $R$ into its total ring of fractions $R_{fr}$ and, analogously, the modules $M$ and $M^*$ are canonically embedded into their localizations $M_{fr}$ and $M^*_{fr}$ over the multiplicative set $S$ of non-zero-divisors in $R$. An element $\omega = \eta/c \in \Lambda^q M^*_{fr}$, $\eta \in \Lambda^q M^*$, $c \in S$, will be called meromorphic form with divisor $c$, if $c$ is not a unit and there is no other such representation of $\omega$ with invertible $c$. The forms $\omega$ which can be represented as $\omega = \eta/1 \in \Lambda^q M^*_{fr}$ will be called regular. Assume that the divisor $c$ can be factorized, $c = f_1 \cdots f_k$, where all $f_i \in R$ are prime. Then the meromorphic form can be written as

$$\omega = \frac{\eta}{f_1 \cdots f_k}.$$  

(MF)

We will call such form of $\omega$ reduced if there are no repeated (up to units) factors among the primes $f_i$ and $\eta$ is not divisible over any of $f_i$. The correspondind divisor $c = f_1 \cdots f_k$ is then called reduced. A meromorphic form will be called reducible if it can be represented in the reduced form (MF). If $R$ is a unique factorization domain then every meromorphic form in $\Lambda^q M^*_{fr}$ is reducible and its reduced divisor $c = f_1 \cdots f_k$ is unique up to a unit (then $k$ is unique and the factors $f_1, \ldots, f_k$ are unique up to order and units).

Given the factors $f_1, \ldots, f_k$ of the divisor in (MF) we can use the earlier notation with the ideal $\mathcal{I} = f_1 R + \cdots + f_k R$, the factor ring $\bar{R} = R/\mathcal{I}$, the factor modules $M = M/\mathcal{I} M$, $M^* = M^*/\mathcal{I} M^*$, and the elements $\bar{df}_i \in M^*$, where $\bar{df}_i : M \to \bar{R}$ are defined on the equivalence classes by $\bar{df}_i(v + \mathcal{I} M) = df_i(v) + \mathcal{I}$. We assume that $M = \text{Der}(R)$ is a free module of rank $m \geq k$ and denote by $\bar{f}_i$ the product of $f_1, \ldots, f_k$ with omitted $f_i$. 

Theorem 4.2. Assume that \( p \geq k \) and \( \omega \in \Lambda^p M_{fr} \) is a reducible meromorphic form (MF) with a reduced divisor \( f_1 \cdots f_k \) such that its factors generate a proper ideal in \( R \). Then the following holds.

(i) If \( \omega \) satisfies the condition
\[
df_i \wedge \omega = 0 \mod \sum_j (\hat{f}_j)^{-1} \Lambda^{p+1} M^*, \quad i = 1, \ldots, k,
\]
then there exists \( n \geq 0 \) such that for \( b = \alpha^n \), where \( \alpha \) is any element of the ideal \( I(df_1 \wedge \cdots \wedge df_k) \) of \( R \), the form \( b \omega \) can be written as
\[
b \omega = \frac{df_1}{f_1} \wedge \cdots \wedge \frac{df_k}{f_k} \wedge \gamma + \sum_i \frac{\xi_i}{\hat{f}_i} \quad (LR)
\]
for some regular forms \( \gamma \in \Lambda^{p-k} M^* \) and \( \xi_i \in \Lambda^p M^* \).

(ii) If in addition \( \text{depth} I(df_1 \wedge \cdots \wedge df_k) \geq p - k + 2 \) in the quotient ring \( \bar{R} \) then the representation \((LR)\) holds with \( b = 1 \).

(iii) If \( R \) is a unique factorization domain and \( b \omega \) is of the form \((LR)\) with \( b \) a non-zero-divisor in \( \bar{R} \), then the meromorphic \((p-k)\)-form \( \bar{b}^{-1} \gamma \in \Lambda^{p-k} M_{fr}^* \) restricted to \( \bar{K}_{fr} \) is of the form \((LR)\) with \( b = 1 \).

\[
\text{Res}(\omega) := \bar{b}^{-1} \gamma|_{\bar{K}_{fr}}, \quad (RES)
\]
is, up to sign, uniquely defined by \( \omega \) (cf. Remark 4.3 below).

As in complex analysis, one can call the skew-symmetric \((p-k)\)-form \( \text{Res}(\omega) : \bar{K}_{fr}^{p-k} \to \bar{R} \)
defined in \((RES)\) the logarithmic residue of the meromorphic form \( \omega \) with the reduced divisor \( f_1 \cdots f_k \).

Note that the logarithmic representation formula \((LR)\) can be written in the more compact form
\[
b \omega = d \log(f_1) \wedge \cdots \wedge d \log(f_k) \wedge \gamma \mod \sum_i (\hat{f}_i)^{-1} \Lambda^p M^*, \quad (LR')
\]
where we denote \( d \log(f_i) = df_i/f_i \). The divisors of the reduced versions of the forms \( \xi_i/\hat{f}_i \) in the formulae \((LR)\) are strictly “weaker” than \( f_i \) since \( f_i \) is omitted and \( \xi_i \) are regular. We can then say that the first “logarithmic” term in both formulae represents the most singular part of the form \( b \omega \).

Proof of Theorem 4.2. Having a meromorphic form \( \omega = \eta/(f_1 \cdots f_k) \) we may consider its regular part \( \eta \) and apply Corollary 4.1 to \( \eta \). It is then evident that the first two statements of the theorem follow from statements (ii) and (i) in Corollary 4.1 by dividing both sides in equalities \((A)\) and \((A')\) by \( f_1 \cdots f_k \).

The uniqueness statement can be similarly deduced from statement (iii) in Corollary 4.1. Since the formula \((LR)\) implies that \( \bar{b}^{-1} \gamma \) is independent of the non-zero-divisor \( \bar{b} \), it is enough to show that it is also independent of the choice of the reduced representation \( \omega = \eta/(f_1 \cdots f_k) \) of \( \omega \). The assumptions that \( R \) is a unique factorization domain and the divisor \( f_1 \cdots f_k \) is reduced imply that the freedom in choosing the reduced representation \( \omega = \eta/(f_1 \cdots f_k) \) of a given \( \omega \) is restricted to multiplying \( \eta \) and the factors \( f_i \) by units \( g \) and \( g_i \), respectively, so that \( g = g_1 \cdots g_k \). Changing \( \hat{f}_i \) for \( \hat{f}_i = g_i \hat{f}_i \) gives that \( df_i/\hat{f}_i = df_i/f_i + dg_i \) and the terms \( dg_i \) eliminate the factor \( f_i \) in the denominator of the first term in \((LR)\). This means that they contribute to the second term in \((LR)\) while the first term remains unchanged, thus \( \gamma \) remains unchanged. \( \square \)

Remark 4.3. Note that permuting the order of \( f_1, \ldots, f_k \) changes the sign of \( \gamma \) in the formula \((LR)\) by the signature of the permutation since \( df_1 \wedge \cdots \wedge df_k \) changes the sign in this way.

5. MULTIDIMENSIONAL LOGARITHMIC RESIDUA IN COMPLEX ANALYSIS

One consequence of Theorem 4.2 from the preceding section is a result in complex geometry stated below. Let \( N \) denote a complex manifold of dimension \( m \) which, without loosing generality, can be taken \( \mathbb{C}^m \). We denote by \( R = \mathcal{O}_x(N) \) the ring of holomorphic function germs at a point \( x \in N \) (e.g. \( x = 0 \in \mathbb{C}^m \)). It is well known that the ring \( \mathcal{O}_x(N) \) is a Noetherian unique factorization domain.
Consider the $R$-module $\text{Vect}_x(N)$ of germs at $x$ of holomorphic vector fields on the manifold $N$ and denote by $\Lambda_x(N)$ the $R$-module of germs at $x$ of holomorphic one forms on $N$. Both modules are free of rank $n$ and are dual to each other by the natural pairing $\langle \omega, X \rangle = \omega(X)$ of $\omega \in \Lambda_x^1(N)$ and $X \in \text{Vect}_x(N)$. By $\Lambda_x^q(N)$ we denote the $R$-module of germs at $x$ of holomorphic $q$-forms on $N$ which is the $q$th skew-symmetric product of $\Lambda_x(N)$. Germs at $x$ of considered objects can be replaced by their representatives defined in a small neighbourhood of $x$ and, if convenient, we will do this without mentioning.

Fix $x \in N$ and consider function germs $f_1, \ldots, f_k$ in $\mathcal{O}_x(N)$ generating a proper ideal $\mathcal{I} \subset \mathcal{O}_x(N)$. The set of its zeros

$$Z_f = \{z \in N : f_1(z) = \cdots = f_k(z) = 0\}$$

is an analytic set germ at $x$. Let $df_i$ denote holomorphic differentials of $f_i$.

Consider the holomorphic $k$-form germ $\Omega \in \Lambda_x^k(N)$ defined pointwise as

$$\Omega(z) = df_1(z) \wedge \cdots \wedge df_k(z).$$

We will also use the set germ of common zeros of $f = (f_1, \ldots, f_k)$ and $\Omega$,

$$Z_{f,\Omega} = \{z \in N : f_1(z) = \cdots = f_k(z) = 0, \, \Omega(z) = 0\}.$$

Recall that, given an open subset $U \subset N$ and an analytic subset $Z \subset U$, a point $z \in Z$ is called regular if the intersection of $Z$ with a small neighbourhood $V \subset U$ of $z$ is a complex submanifold of $U$. Otherwise such a point is called singular. The subset of regular points in $Z$ will be denoted $Z_{\text{reg}}$. The dimension of $Z$ at a regular point $z \in Z$ is just the dimension of the submanifold $Z \cap V$, denoted $\dim_z Z$. The dimension of $Z$ at a singular point $z \in S \subset Z$, also denoted $\dim_z Z$, is defined as the supremum of dimensions of $Z$ at regular points in $Z$ in a (arbitrarily) small neighbourhood of $z$. The codimension of $Z$ at $z \in Z$ is defined as $\text{codim}_z Z = \dim N - \dim_z Z$.

Points in $Z$ which satisfy $\Omega(z) \neq 0$ will be called strongly regular and the set of such points will be denoted by $Z_{\text{reg}}$. At points $z \in Z_{\text{reg}}$ the differentials $df_1(z), \ldots, df_k(z)$ are linearly independent. It then follows from the holomorphic version of implicit function theorem that in a neighbourhood $U$ of any such point $z \in Z_{\text{reg}}$ the set of zeros $Z$ is a submanifold of codimension $k$. The inclusions $Z_{\text{reg}} \subset Z_{\text{reg}} \subset Z$ become equalities in each such neighbourhood. Moreover, we have

$$T_z Z_{\text{reg}} = \ker df_1(z) \cap \cdots \cap \ker df_k(z), \quad z \in Z_{\text{reg}}. \quad (TS)$$

**Theorem 5.1.** (i) Let $p \geq k$. Assume that $f_1, \ldots, f_k$ is a regular sequence in $R = \mathcal{O}_x(N)$ and

$$p \leq \text{codim}_x Z_{f,\Omega} - 2. \quad (CD)$$

Then a holomorphic $p$-form germ $\eta \in \Lambda_x^p(N)$ can be written as

$$\eta = df_1 \wedge \cdots \wedge df_k \wedge \gamma + \sum_j f_j \xi_j, \quad (A)$$

for some $\gamma \in \Lambda_x^{p-k}(N)$ and $\xi_j \in \Lambda_x^1(N)$, if and only if for all $i \in \{1, \ldots, k\}$

$$df_i \wedge \eta = \sum_j f_j \beta_{i,j}, \quad \beta_{i,j} \in \Lambda_x^{p+1}(N). \quad (B)$$

(ii) Without assuming the codimension condition $(CD)$ there exists $n > 0$ such that for any holomorphic $p$-form germ $\eta \in \Lambda_x^p(N)$ satisfying $(B)$ and any holomorphic function germ $b = a^n$, where $a \in I(\Omega)$, we have

$$bn = df_1 \wedge \cdots \wedge df_k \wedge \gamma + \sum_j f_j \xi_j, \quad (A')$$

for some $\gamma \in \Lambda_x^{p-k}(N)$ and $\xi_j \in \Lambda_x^1(N)$. Conversely, if $(A')$ holds for some $b \in \mathcal{O}_x(N)$ such that $b = b + \mathcal{I}$ is a non-zero-divisor in the quotient ring $\mathcal{O}_x(N)/\mathcal{I}$ then $(B)$ holds, too.

(iii) The $(p-k)$-form $\gamma(z)$ in $(A)$, as well as $\gamma(z)$ in $(A')$ provided that $b$ is a non-zero-divisor in $R$, is unique when restricted to the holomorphic tangent subspaces $T_z Z_{\text{reg}}$ at strongly regular points $z \in Z_{\text{reg}}$.

Note that $(A')$ can be transformed to formula (LR) in Theorem 4.2 with $\omega = \eta/(f_1, \ldots, f_k)$. 
Remark 5.2. It can be seen that statement (ii) implies Theorem 1 in Alexandrov [11] which is basic in his exposition of fundamentals of multidimensional complex residue theory. Statement (i) seems new.

Proof of Theorem 5.1. Statements (i) and (ii) of the theorem follow from the corresponding statements in Corollary 4.1 if we take there \( R = O_x(N) \) - the ring of holomorphic function germs, \( M = \text{Vect}_x(N) \) - the \( R \)-module of germs at \( x \) of holomorphic vector fields on \( N \), and its dual \( M^* = \Lambda_x(N) \) - the module of germs at \( x \) of holomorphic one forms on \( N \). Then \( \Lambda^p M^* \) coincides with the \( R \)-module of germs at \( x \) of holomorphic \( q \)-forms on \( N \), \( \Lambda^q M^* = \Lambda_x^q(N) \). The ring \( O_x(N) \) is Noetherian thus the module of elements \( \eta \in \Lambda_x^q(N) \) satisfying condition (B) is finitely generated. Thus the exponent \( n \) in \( b = a^n \) in the formula (A') can be chosen independent of \( \eta \), as in Theorem 2.1. The depth condition (DC) in Corollary 4.1 is equivalent to the codimension condition (CD) above. This follows from the known fact in analytic geometry that the codimension of the set of zeros of a family of holomorphic functions germs in \( O_x(N) \) is equal to the depth of the ideal generated by these functions germs in \( O_x(N) \), see e.g. Chapter 5.3 in [6]. We obtain that \( \text{codim}_x Z_{f,\bar{\Omega}} = \text{depth}_{(f_1,\ldots, f_k, \bar{\Omega})} = k + \text{depth}_{(\bar{\Omega})} \), where in the second equality we use Proposition 3.2. Thus the inequality \( p \leq \text{codim}_x Z_{f,\bar{\Omega}} - 2 \) holds if and only if \( p - k \leq \text{depth}_{(\bar{\Omega})} - 2 \). This shows that Corollary 4.1 implies statements (i) and (ii) in Theorem 5.1.

To show statement (iii) above suppose that we have two different representations (A') of the same \( b \eta \) with \( \gamma' \) and \( \gamma'' \) on the right side. Subtracting one from the other gives zero on the left side. Additionally, at points \( z \in Z \) the functions \( f_i \) vanish thus, denoting \( \Delta \gamma = \gamma' - \gamma'' \), we find that

\[
d f_1(z) \wedge \cdots \wedge d f_k(z) \wedge \Delta \gamma (z) = 0, \quad z \in Z.
\]

At strongly regular points \( z \in Z_{\text{reg}} \) the one forms \( d f_1(z), \ldots, d f_k(z) \) are linearly independent. Thus, on their common kernel \( K(z) = \ker d f_1(z) \cap \cdots \cap \ker d f_k(z) \) the \( (p - k) \)-form \( \Delta(z) \) vanishes (linear algebra). This proves that \( \gamma' \) and \( \gamma'' \) restricted to the subspace \( K(z) \) coincide at points \( z \in Z_{\text{reg}} \). By formula (TS) we have \( K(z) = T_z S_{\text{reg}} \), thus \( \gamma' \) and \( \gamma'' \) coincide on \( T_z S_{\text{reg}} \).

6. PROOF OF THEOREM 2.1

Throughout the proof \( R \) denotes a unital commutative ring, \( M \) is a free module over \( R \) of rank \( m \) and \( \omega_1, \ldots, \omega_k \) are fixed elements of \( M \), where \( k \leq m \). Nonnegative integers \( p, r, s \) satisfy the relations \( m \geq p \geq r \) and \( r + s = k + 1 \), as in Theorem 2.1. The starting point is the following elementary version of statement (i) in Theorem 2.1.

Lemma 6.1. If the elements \( \omega_1, \ldots, \omega_k \in M \) can be completed to a basis in \( M \) then for any \( \eta \in \Lambda^p M \) condition (B) in Theorem 2.1 implies condition (A).

Proof. Let elements \( \alpha_1, \ldots, \alpha_{m-k} \in M \) complete \( \omega_1, \ldots, \omega_k \) to a basis of \( M \). Then we have a basis of \( \Lambda^p M \) which consists of exterior products of the form

\[
\omega_J \wedge \alpha_K = \omega_{j_1} \wedge \cdots \wedge \omega_{j_{|J|}} \wedge \alpha_{k_1} \wedge \cdots \wedge \alpha_{k_{|K|}},
\]

with strictly monotone (possibly empty) multiindices \( J \) and \( K \) such that their lengths \( |J| \) and \( |K| \) satisfy \( |J| + |K| = p \) (see the notation introduced in the beginning of Section 2). Suppose that \( \eta \in \Lambda^p M \) is written as a linear combination of the elements of this basis,

\[
\eta = \sum_{J,K} a_{J,K} \omega_J \wedge \alpha_K. \quad (E)
\]

To prove that condition (A) holds it is enough to show that \( \langle J \rangle \geq r \) in this expansion. Condition (B) states that \( \omega_J \wedge \eta = 0 \) for all strictly monotone multiindices \( I \) of length \( |I| = s \). Assume first that \( s + p \leq m \) i.e., a priori, the form \( \omega_I \wedge \eta \in \Lambda^{p+s} M \) can be nontrivial. We have

\[
\omega_J \wedge \eta = \sum_{J,K} a_{J,K} \omega_I \wedge \omega_J \wedge \alpha_K. \quad (E)
\]

The products \( \omega_J \wedge \omega_J \wedge \alpha_K \) are elements of a basis in \( \Lambda^{p+s} M \) whenever \( \omega_J \) and \( \omega_J \) do not contain the same \( \omega_I \), i.e., when \( I \cap J = \emptyset \) with \( I \) and \( J \) treated as sets. Thus, condition \( \omega_J \wedge \eta = 0 \) implies that \( a_{I,K} = 0 \) for \( J \) such that \( I \cap J = \emptyset \). Given \( J \) with \( \langle J \rangle < r \), we can always find \( I \)
Lemma 6.2. \[a\] was proved in [11] for \(\langle a \rangle\) in (E) have \(\langle J \rangle \geq r\), i.e. (A) holds.

Assume now that \(p + s > m\). This, due to \(r + s = k + 1\), is equivalent to \(p - r \geq m - k\).

Since the products \(\alpha_k\) in (E) are nontrivial only when \(\langle K \rangle \leq m - k\), this gives that they are nontrivial only when \(\langle K \rangle \leq p - r\). Taking into account that \(\langle K \rangle + \langle J \rangle = p\) we see that possible nontrivial terms in (E) satisfy \(\langle J \rangle \geq r\) which implies condition (A).

In the general proof we will use the ensuing special case of statement (i) of Theorem 2.1 which was proved in [11] for \(R\) Noetherian and in [7], Theorem 2.3, without this assumption.

Lemma 6.2. If \(p < \text{depth} I(\Omega)\) and \(\eta \in \Lambda^p M\) satisfies \(\Omega \wedge \eta = 0\) then \(\eta = \sum \omega_i \wedge \gamma_i\) for some \(\gamma_1, \ldots, \gamma_k \in \Lambda^{p-1} M\).

We shall also need the following known fact (for an easy proof see e.g. [7], Lemma 2.6)

Lemma 6.3. If a sequence \(a_1, \ldots, a_r \in R\) is regular then, for any \(n \geq 1\), the sequence \(a_1^n, a_2, \ldots, a_r\) is also regular.

Proof of Theorem 2.1, Statement (ii). We first prove the second statement which will be used for proving the first one. It is enough to prove that condition (A') holds for the coefficients of \(\Omega\). Indeed, if it holds for any such coefficient with some power \(n\) then it holds for an arbitrary element of \(I(\Omega)\) (which is a finite linear combinations of the coefficients) with a sufficiently large power depending on \(n\) and on the length of the linear combination.

Let \(a\) be a coefficient of \(\Omega\). We may assume that \(a\) is not nilpotent, otherwise condition (A') trivially holds. Consider the multiplicative set of nonnegative powers of \(a\), \(\mathcal{A} = \{a^i\}_{i \geq 0}\), where \(a^0 = 1\). Let \(R[a]\) denote the localization of \(R\) with respect to \(\mathcal{A}\). Elements of the ring \(R[a]\) can be represented as sums of "fractions" of the form \(b/a^i\), \(b \in R\). Similarly, let \(M[a]\) denote the localization of \(M\) with respect to \(\mathcal{A}\), with elements represented as sums of "fractions" of the form \(m/a^i\), \(m \in M\). Then \(M[a]\) is a module over \(R[a]\). Analogously, the modules \(\Lambda^p M\) can be localized with respect to the multiplicative set \(\mathcal{A}\) and these localizations are isomorphic to \(\Lambda^p M[a]\). We have canonical homomorphisms \(R \to R[a]\) and \(M \to M[a]\) given by the transformations \(c \mapsto [c] : = c/1\) and \(\omega \mapsto [\omega] : = \omega/1\). In particular, the basis \(e_1, \ldots, e_m\) of \(M\) is transformed into the basis \([e_1], \ldots, [e_m]\) of \(M[a]\) and the basis \(e_1, I \in \mathcal{I}(p, m)\) of \(\Lambda^p M\) is transformed into the basis \([e_1]\) of \(\Lambda^p M[a]\), where \([e_1] = [e_{i_1}] \wedge \cdots \wedge [e_{i_p}]\).

The image \(a\) of a coefficient \(a\) of \(\Omega\) under the homomorphism \(R \to R[a]\) is a coefficient of \([\Omega] = [\omega_1] \wedge \cdots \wedge [\omega_k]\) and is a unit in \(R[a]\). This implies that the elements \([\omega_1], \ldots, [\omega_k]\) can be completed to a basis in \(M[a]\). Therefore, we can use Lemma 6.1 for the elements \([\omega_1], \ldots, [\omega_k]\) of \(M[a]\) and \([\eta] \in \Lambda^p M[a]\). Condition (B) satisfied for the elements \([\omega_1], \ldots, [\omega_k]\) of \(M[a]\) and \([\eta] \in \Lambda^p M[a]\) implies that it is satisfied for the corresponding elements \([\omega_1], \ldots, [\omega_k]\) of \(M[a]\), \([\eta] \in \Lambda^p M[a]\), and \([\omega] = [\omega_1] \wedge \cdots \wedge [\omega_k] \wedge \eta\). It follows from the lemma that

\[
[a] = \sum_{J \in \mathcal{J}(r, k)} [\omega_J] \wedge \tilde{\gamma}_J, \quad \tilde{\gamma}_J \in \Lambda^r M[a],
\]

where \([\omega_J] = [\omega_{j_1}] \wedge \cdots \wedge [\omega_{j_p}]\). One can write \(\tilde{\gamma}_J = \tilde{\gamma}_J/a^{n_1}\) for some \(\tilde{\gamma}_J \in \Lambda^r M\) and \(n_1 \geq 0\), the same for all \(J\). Then, due to the definition of equality of elements in the localization \((\Lambda^p M)[a] \simeq \Lambda^p M[a]\), the above equality means that there exists \(n_2 \geq 0\) such that

\[
a^{n_2}(a^{n_1}\eta - \sum_{J \in \mathcal{J}(r, k)} \omega_J \wedge \tilde{\gamma}_J) = 0.
\]

This implies that equality (A') in Theorem 2.1 holds with \(n = n_1 + n_2\) and \(\gamma_J = a^{n_2}\tilde{\gamma}_J\).

The exponent \(n\) found above depends on the choice of \(\eta\). It can be taken independent of \(\eta\) if the module of forms \(\eta \in \Lambda^p M\) satisfying condition (B) has a finite number of generators \(\eta_1, \ldots, \eta_\ell\). Namely, if \(n_1, \ldots, n_\ell\) are the exponents corresponding to the generators then it is evident from the formula (A') that the sum \(n = n_1 + \cdots + n_\ell\) is such a universal exponent.

Statement (i). Since condition (A) trivially implies (B) (cf. Remark 2.2), it is enough to prove that condition (B) implies (A). We will use induction with respect to \(1 \leq r \leq \min\{k, p\}\), in decreasing order. The initial step of maximal \(r\) is split into two subcases.
The case \( \mathbf{r} = \mathbf{k} \leq \mathbf{p} \). In this case we have \( s = 1 \), thus condition (B) means that \( \omega_i \wedge \eta = 0 \) for all \( 1 \leq i \leq k \). Let \( a_1, \ldots, a_d \in I(\Omega) \) be a regular sequence, where \( d = \text{depth } I(\Omega) \geq 2 \) by condition (DC). Then \( a_1^n, a_2, \ldots, a_d \) is also regular for any \( n > 0 \), by Lemma 6.3. From statement (ii) it follows that there exists \( n \) such that, for \( b = a_1^n \),

\[
    b\eta = \Omega \wedge \gamma, \quad \text{for some } \gamma \in \Lambda^{p-k}M.
\]

Consider the quotient ring \( \bar{R} = R/bR \), the quotient module \( \bar{M} = M/bM \), and the modules \( \Lambda^k\bar{M} \cong \Lambda^kM/b\Lambda^kM \). Then we have natural homomorphisms \( c \in R \mapsto \bar{c} \in \bar{R}, \omega \in M \mapsto \bar{\omega} \in \bar{M} \), and \( \eta \in \Lambda^kM \mapsto \bar{\eta} \in \Lambda^k\bar{M} \). Applying these homomorphisms to the above equality gives

\[
    0 = \bar{\Omega} \wedge \bar{\gamma}, \quad \text{with } \bar{\gamma} \in \Lambda^{p-k}\bar{M},
\]

where \( \bar{\Omega} = \bar{\omega}_1 \wedge \cdots \wedge \bar{\omega}_k \). The sequence \( \bar{a}_2, \ldots, \bar{a}_d \in I(\bar{\Omega}) \) is regular in \( \bar{R} \), thus depth \( I(\bar{\Omega}) \geq d - 1 \). Additionally, \( d - 1 > p - r \) by the depth assumption (DC). It follows then that depth \( I(\bar{\Omega}) > p - r = p - k \). We can now apply Lemma 6.2 for the quotient module, with \( \bar{\gamma} \) playing the role of \( \gamma \), to deduce that

\[
    \bar{\gamma} = \sum \bar{\omega}_i \wedge \bar{\gamma}_i \quad \text{with some } \bar{\gamma}_i \in \Lambda^{p-k-1}\bar{M}.
\]

Lifting this equality to the original module gives

\[
    \gamma = \sum \omega_i \wedge \gamma_i + b\xi,
\]

with some \( \gamma_i \in \Lambda^{p-k-1} \) and \( \xi \in \Lambda^{p-k}M \). Plugging such \( \gamma \) to the earlier formula \( b\eta = \Omega \wedge \gamma \) gives

\[
    b\eta - b\Omega \wedge \xi = \Omega \wedge \left( \sum \omega_i \wedge \gamma_i \right)
\]

and then

\[
    b(\eta - \Omega \wedge \xi) = 0,
\]

since \( \Omega \wedge \omega_i = 0 \). Using the fact that \( b = a_1^n \) was a non-zero-divisor we deduce that \( \eta = \Omega \wedge \xi \), which was to be proved.

The case \( \mathbf{r} = \mathbf{p} \leq \mathbf{k} \). By condition (DC) we have that depth \( I(\Omega) \geq 2 \), thus there is a regular sequence \( a_1, a_2 \in I(\Omega) \). It follows from Lemma 6.3 that \( a_1^n, a_2 \) is also a regular sequence, for any \( n \geq 1 \), and this fact will be used below.

By statement (ii) of the theorem condition (B) implies condition \( (\Lambda') \) which means, in the case \( p = r \), that there exist \( n \geq 0 \) and coefficients \( b_j \in R \) such that

\[
    a_1^n \eta = \sum_j b_j \omega_j,
\]

where \( J \in \mathcal{J}(r, k) \). Denote \( b = a_1^n \) and consider the quotient ring \( \bar{R} = R/bR \) and the quotient module \( \bar{M} = M/bM \). After passing to the quotients the above equality reads

\[
    0 = \sum_j \bar{b}_j \bar{\omega}_j, \quad \bar{b}_j \in \bar{R}, \quad \bar{\omega}_j \in \Lambda^r\bar{M},
\]

with \( \bar{\omega}_j = \bar{\omega}_{j_1} \wedge \cdots \wedge \bar{\omega}_{j_r} \). For a given \( J \in \mathcal{J}(r, k) \) let \( J' \in \mathcal{J}(k - r, k) \) denote the multiindex which is complementary to \( J \), i.e., \( J \cap J' = \emptyset \). Then multiplying both sides of the above equality by \( \bar{\omega}_{J'} \) gives

\[
    0 = \bar{b}_j \bar{\omega}_j \wedge \bar{\omega}_{J'} = \pm \bar{b}_j \bar{\Omega}
\]

where \( \bar{\Omega} = \bar{\omega}_1 \wedge \cdots \wedge \bar{\omega}_k \). Since the ideal \( I(\bar{\Omega}) \) contains the non-zero-divisor \( \bar{a}_2 \) (the sequence \( a_1^n, a_2 \) is regular), we deduce that all \( \bar{b}_j = 0 \). This means that \( b_j = bc_j = a_1^n c_j \), for some \( c_j \in R \). Plugging such \( b_j \) to the formula for \( a_1^n \eta \) gives

\[
    a_1^n \eta = a_1^n \sum_j c_j \omega_j, \quad c_j \in R.
\]

The fact that \( a_1^n \) is a non-zero-divisor in \( R \) implies that \( \eta = \sum_j c_j \omega_j \), which was to be shown.

The case \( \mathbf{r} < \min\{\mathbf{p}, \mathbf{k}\} \). To prove statement (i) for all \( r < \min\{k, p\} \) assume it is true for \( r + 1 \). Denote \( d = \text{depth } I(\Omega) \) and let \( a_1, \ldots, a_d \) be a regular sequence in \( I(\Omega) \) where, by our
assumption, \( d \geq p - r + 2 \). By Lemma 6.3, the sequence \( a^n_i \) is also regular for any \( n \). Condition (B) implies condition (A'), by statement (ii), thus for \( \eta \) satisfying (B) we have

\[
a^n_\eta = \sum_{J \in J(r,k)} \omega_j \wedge \gamma_j
\]

for some \( n \geq 1 \) and \( \gamma_j \in \Lambda^{p-r}(\bar{M}) \).

Denote \( b = a^n_i \). As earlier, we introduce the quotient ring \( \bar{R} = R/bR \) and the quotient modules \( \bar{M} = M/bM, \bar{\Omega} \) satisfying (B). Under canonical homomorphisms of the original ring and of the corresponding modules have their canonical images, denoted with bars, in the quotient ring and modules. For \( \Omega = \bar{\omega}_1 \wedge \cdots \wedge \bar{\omega}_s \) we have depth \( I(\Omega) \geq d - 1 \) since the sequence \( \bar{a}_1, \ldots, \bar{a}_d \in I(\Omega) \) is regular. When replacing the elements in the above equality with their counterparts in the quotient objects we get zero on the left side, thus

\[
0 = \sum_{J \in J(r,k)} \bar{\omega}_J \wedge \bar{\gamma}_J
\]

where \( \bar{\omega}_J = \bar{\omega}_{j_1} \wedge \cdots \wedge \bar{\omega}_{j_s} \) and \( \bar{\gamma}_J \in \Lambda^{p-r}\bar{M} \). Pick a multiindex \( J \in J(r,k) \) and let \( J' \in J(r',k) \) be its complement satisfying \( r' + r = k \) and \( J \cap J' = \emptyset \). Multiplying both sides of the above equality by \( \bar{\omega}_J \), we obtain

\[
0 = \bar{\omega}_J \wedge \bar{\omega}_J \wedge \bar{\gamma}_J = \pm \Omega \wedge \bar{\gamma}_J,
\]

since all other products in the sum vanish as they contain a repeated \( \bar{\omega}_i \). We can now use Lemma 6.2 with \( \bar{\gamma}_J \in \Lambda^{p-r}\bar{M} \) playing the role of \( \eta \) and \( \Omega \) replaced with \( \bar{\Omega} \). Namely, \( p - r < \text{depth} I(\bar{\Omega}) - 1 \), by the depth assumption (DC), and \( d = \text{depth} I(\bar{\Omega}) \leq \text{depth} I(\Omega) + 1 \), by the inequality mentioned earlier. Therefore the assumption \( p - r < \text{depth} I(\bar{\Omega}) \) required in the lemma is satisfied and we deduce that

\[
\bar{\gamma}_J = \sum_i \bar{\omega}_i \wedge \bar{\gamma}_{J,i}
\]

for some \( \bar{\gamma}_{J,i} \in \Lambda^{p-r-1}\bar{M} \).

The above equality can be written in the original modules as

\[
\gamma_J = \sum_i \omega_i \wedge \gamma_{J,i} + b\xi_j,
\]

for some \( \gamma_{J,i} \in \Lambda^{p-1}M \) and \( \xi_j \in \Lambda^{p-r}M \). Plugging such \( \gamma_J \) to the formula for \( a^n_\eta \) and taking into account that \( b = a^n_i \) we obtain

\[
a^n_\eta (\eta - \sum_j \omega_j \wedge \xi_j) = \sum_j \sum_i \omega_j \wedge \omega_i \wedge \gamma_{J,i}.
\]

Multiplying both sides by \( \omega_{J'} \), with arbitrary \( J' \in J(k-r,k) \), we find that

\[
a^n_\eta (\eta - \sum_j \omega_j \wedge \xi_j) \wedge \omega_{J'} = 0
\]

since each product \( \omega_j \wedge \omega_i \wedge \omega_{J'} \) vanishes as it has a repeated \( \omega_j \) for some \( j \in \{1, \ldots, k\} \). From the fact that \( a^n_i \) is a non-zero-divisor we deduce that

\[
(\eta - \sum_j \omega_j \wedge \xi_j) \wedge \omega_{J'} = 0,
\]

for any \( J' \in J(k-r,k) \). Thus the form \( \eta - \sum_j \omega_j \wedge \xi_j \) satisfies condition (B) with \( s' = k - r \).

Putting \( r' = r + 1 \) we have \( r' + s' = k + 1 \). Thus, we can use the induction assumption that statement (i) holds for \( r + 1 \) and conclude that the element \( \eta' = \eta - \sum \omega_j \wedge \xi_j \) has a representation

\[
\eta - \sum_j \omega_j \wedge \xi_j = \sum_j \omega_j \wedge \hat{\gamma}_j
\]

with \( \hat{J} \in J(r+1,k) \) and some \( \hat{\gamma}_j \in \Lambda^{p-r-1}\bar{M} \). Since \( \omega_j \) are products of \( r + 1 \) forms among \( \omega_1, \ldots, \omega_k \), the sum on the right side can be rearranged to a sum \( \sum_j \omega_j \wedge \bar{\gamma}_J \), with \( J \in J(r,k) \) and \( \bar{\gamma}_J \in \Lambda^{p-r}M \). This implies that \( \eta \) can be written in the form (A) and ends the proof. \( \Box \)


7. Appendix: properties of the depth

Let $R$ be a commutative ring with unit. Recall that a sequence of elements $a_1, \ldots, a_q$ of $R$ is called regular if $(a_1, \ldots, a_q) \neq R$ and $a_i$ is a non-zero-divisor on $R/(a_1, \ldots, a_{i-1})$ for $i = 1, \ldots, q$ (in particular, $a_1$ is a non-zero-divisor on $R$). Here $(a_1, \ldots, a_i)$ denotes the ideal in $R$ generated by the elements $a_1, \ldots, a_i$.

Given a proper ideal $I \subset R$, the depth of $I$, denoted depth $I$, is the supremum of lengths of regular sequences in $I$. Additionally, one defines depth $R = \infty$. Below we list several properties which can be useful when verifying the depth condition (DC).

1. If $I_1, I_2$ are ideals in $R$ and $I_1 \subset I_2$ then depth $I_1 \leq$ depth $I_2$ (trivial).
2. If $a_1, \ldots, a_q \in I$ is a regular sequence then depth $I \geq$ depth $I/(a_1, \ldots, a_q) + q$.
3. If for a fixed $i$ the sequences $a_1, \ldots, a_i, a_{i+1}, \ldots, a_r$ and $a_1, \ldots, a_{i-1}, c, a_{i+1}, \ldots, a_r$ are regular, and $a_i = bc$, then $a_1, \ldots, a_{i-1}, a, a_{i+1}, \ldots, a_r$ is regular. Vice versa, if $a_1, \ldots, a_r$ is regular, with $a_i = bc$, and $(a_1, \ldots, a_{i-1}, b, a_{i+1}, \ldots, a_r)R \neq R$ then $a_1, \ldots, a_{i-1}, a, a_{i+1}, \ldots, a_r$ is regular.
4. A sequence $a_1, \ldots, a_r$ is regular if and only if $a_1^{i_1}, \ldots, a_r^{i_r}$ is regular for given $i_1, \ldots, i_r \geq 1$ (follows from (3)). Therefore, the depth of $I$ is equal to the depth of the radical of $I$.

For Properties (3) and (4), see e.g. [3], Exercises in Chapter 7.1.

For $R$ Noetherian we have the following additional properties (cf. [5] or [3], Chapter 7.1).

5. If $a_1, \ldots, a_r$ is a maximal (with respect to inclusion) regular sequence in $I$ then $r =$ depth $I$.
6. Any regular sequence $a_1, \ldots, a_q$ in a proper ideal $I \subset R$ can be completed to a maximal regular sequence $a_1, \ldots, a_q, \ldots, a_r$ in $I$.
7. If $a_1, \ldots, a_q \in I$ is a regular sequence then depth $I =$ depth $(I/(a_1, \ldots, a_q)) + q$ (follows from (5) and (6)).
8. If $R$ is local then any permutation of a regular sequence is regular.
9. The depth, the height and the minimal number of generators of $I$, denoted gen $I$, satisfy the inequalities depth $I \leq$ height $I \leq$ gen $I$.
10. depth $I =$ gen $I$ if and only if $I$ is generated by a regular sequence.
11. If $R$ is a Cohen-Macaulay ring then depth $I =$ height $I$ for any ideal $I \subset R$ (and vice versa).
12. If $\omega = (a_1, \ldots, a_r) \in R^r$ and the ideal $I$ in $R$ generated by $a_1, \ldots, a_r$ is proper and nonzero then depth $I$ is equal to the maximal $p$ such that $i$th cohomology $H_i : \operatorname{Im} \partial_{i-1}/\ker \partial_i$ in the Koszul complex $\partial : \Lambda^i R^r \rightarrow \Lambda^{i+1} R^r$ defined by $\eta \rightarrow \omega \wedge \eta$ vanishes for all $i < p$.
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