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ABSTRACT
Data from multifactor HCI experiments often violates the normality assumption of parametric tests (i.e., nonconforming data). The Aligned Rank Transform (ART) is a popular nonparametric analysis technique that can find main and interaction effects in nonconforming data, but leads to incorrect results when used to conduct contrast tests. We created a new algorithm called ART-C for conducting contrasts within the ART paradigm and validated it on 72,000 data sets. Our results indicate that ART-C does not inflate Type I error rates, unlike contrasts based on ART, and that ART-validation had some limitations (e.g., only six distribution types, no mixed factorial designs, no random slopes), and data drawn from Cauchy distributions should not be analyzed with ART-C.
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1 INTRODUCTION
Statistical procedures are a mainstay of human-computer interaction (HCI) research, particularly in the evaluation of human-performance data, like times and error rates; subjective response data, like ordinal ratings and preference indications; and count data, like counts of participants, behaviors, or choices. To improve the quality of results and conclusions drawn from HCI experiments, many in the HCI community have pointed out inadequacies in the methods and tools we use to conduct our statistical analyses and have sought to improve them. For example, Jun et al. [20] and Wobbrock et al. [46] created new tools that make it easier for researchers to conduct analyses correctly. Kay et al. [24] and Robertson and Kaptein [36] introduced the community to modern statistical methods to better serve our needs, and Wobbrock et al. [46] and Kaptein et al. [22] developed statistical methods to better analyze data commonly arising in HCI.

Parametric tests such as ANOVA and t-test are widely used within HCI, but when experiments give rise to data with residuals that are not normally distributed (i.e., nonconforming data), researchers and practitioners alike often turn to less familiar nonparametric tests. The Aligned Rank Transform (ART) [15, 16, 38] is a nonparametric procedure that can detect interaction effects in multifactor experiments. It pre-processes data with an alignment step [18] followed by a ranking step [8], and the resulting aligned-and-ranked data can be analyzed with an omnibus test, typically an ANOVA. Since its introduction to HCI by Wobbrock et al. [46] in 2011, the ART procedure has quickly become a popular technique within HCI, and many HCI venues have published papers that use the ART in their analyses (e.g., CHI [2, 13, 14], ASSETS [3], UIST [21, 37]). Wobbrock et al.’s ARTool [46] has also been used in publications in several other fields (e.g., cellular biology [7], dentistry [34], zoology [9], and cardiology [12]), and has been cited nearly 900 times thus far.

Although Wobbrock et al. [46] mentioned in passing that the original ART’s aligning and ranking procedure can be followed by contrast tests, a later R package vignette by Kay [23] indicated that contrasts involving combinations of levels across multiple factors (i.e., multifactor contrasts) cannot be conducted with the original ART without exploding Type I errors. As it turns out, the data after aligning and ranking for the ART procedure are not properly aligned and ranked for the possible contrast tests that might be conducted. Rather, different alignment-and-ranking procedures must be carried out to enable accurate contrast tests. Our work in this paper contributes an algorithm for proper alignment-and-ranking for contrast tests, and updates open-source ART tools for Windows and R to enable them.

Specifically, we conducted a large-scale analysis to confirm the inappropriateness of using the ART to perform multifactor contrast tests. Inspired by the procedure presented in the aforementioned R package vignette [23], we devised a new procedure for nonparametric multifactor contrasts within the ART paradigm: Aligned Rank Transform Contrasts (ART-C). ART-C uses a novel aligning-and-ranking algorithm to pre-process data such that multifactor contrasts can be conducted on the resulting aligned-and-ranked data. To validate ART-C, we created 72,000 synthetic data sets...
simulating a range of experimental designs, sample sizes, and distribution families and used established statistical simulation procedures [1, 5, 26, 33]. We compared the Type I error rate of our new method to a *t*-test, and compared its statistical power to a *t*-test [40], Wilcoxon signed-rank test [44], Mann-Whitney *U* test [27], and the original ART [15, 16, 38].

Our key findings are that when used to conduct contrasts involving levels from multiple factors, the original ART’s Type I error rates are often far from their expected values, and ART’s statistical power for is low besides. By comparison, ART-C’s Type I error rates are at their expected values and are generally not inflated. Also, for contrasts, ART-C has more statistical power than a *t*-test, Wilcoxon signed-rank test, Mann-Whitney *U* test, and the original ART procedure.

Although ART-C has numerous strengths and general applicability, it should not be used in cases where data appears to have been drawn from a Cauchy distribution (i.e., has Cauchy-distributed residuals). Additionally, the 72,000 data sets created and used in our validation cover a wide range of experimental designs but were not exhaustive. Our synthetic data was limited to two factors with at most three levels each, six types of population distributions, condition sample sizes between 8 and 40, and fully between-subjects or within-subjects designs, not mixed factorial designs. Additionally, ART-C is an alignment-and-ranking procedure to be followed by a contrast test; we chose the *t*-test and did not validate it with other tests.

To facilitate the use of our new ART-C procedure, we extended both the open source *R* version and Windows version of ARTool. Both tools are already in widespread use, and our modified versions seamlessly integrate our new ART-C procedure for multifactor contrasts. Thus, HCl researchers and others who use either tool can easily use our new versions, and no longer risk incorrectly conducting multifactor contrasts on their aligned-and-ranked data or have to break from the ART paradigm to conduct multifactor contrasts.

Our work contributes: (1) a careful elucidation of the problem of multifactor contrast testing using the ART method described by Wobbrock et al. [46], (2) a new algorithm, ART-C, to correctly align-and-rank data for multifactor contrasts within the ART paradigm, (3) validation results from simulation studies showing the correctness and statistical power of our new ART-C procedure, and (4) significant additions to the widely used ARTool R package and ARTool.exe Windows application.

## 2 RELATED WORK

We created a multifactor contrast testing procedure within the ART paradigm, called ART-C, to enable multifactor contrasts for nonconforming data. Thus, relevant prior research includes the ART procedure itself, the lack of a multifactor contrast testing method within the ART paradigm, and prior statistical contributions directed towards the HCI community.

---

1. **R package:** [https://cran.r-project.org/package=ARTool](https://cran.r-project.org/package=ARTool)
2. **Code:** [https://dx.doi.org/10.5281/zenodo.594511](https://dx.doi.org/10.5281/zenodo.594511)
3. **Windows Tool and Code:** [http://depts.washington.edu/acelab/proj/art/](http://depts.washington.edu/acelab/proj/art/)
4. **https://scholar.google.com/scholar?cites=1625412772335600671**
of the median). Rather than changing the type of statistic used for alignment, our method changes the alignment process itself, distinguishing it from Peterson et al.’s work. The authors also did not test whether their methods can be used to analyze multifactor contrasts.

### 2.3 Statistics Work in HCI

Statistical analyses are powerful, but only meaningful when statistical tests are used correctly. HCI researchers are well positioned to improve the quality of results drawn from statistical analyses by looking at them through a usability lens. Tools that aid researchers in using statistical tests correctly can improve the quality of our quantitative practices. Wobbrock et al. [46] argued for the importance of nonparametric tests that are as easy to use as ANOVA when they extended the ART procedure to multiple factors and provided a tool for carrying it out. Their ARTool Windows application and ARToolR package made the ART easy to use, in HCI and beyond.

Other researchers in HCI have also recognized the value of providing useful tools for statistical analysis. Jun et al. [20] provided Tea, a system in which users specify their study design and hypotheses at a high level, and then Tea figures out which tests to run, runs them, and returns the results, lowering the barrier to performing valid statistical tests. Kay et al. [24] took a different approach to user-centered statistics and looked at how using Bayesian analysis can help the HCI community accrue knowledge without having to conduct inconvenient larger studies or replication studies, which conflict with the priority the community places on novelty.

Another important aspect of usable statistics is their visibility and framing. Kay et al. [24], Wobbrock et al. [46], and Kaptein et al. [22] introduced methods from other fields into the HCI literature. Robertson and Kaptein’s [36] book, *Modern Statistical Methods for HCI*, introduced the HCI community to current statistical methods. None of these methods were wholly new, but framing them in an HCI context and curating them into an HCI book made them accessible to an HCI audience, which might not otherwise discover them.

Our work introduces the HCI community to our new method, ART-C, and an updated version of ARTool for both Windows and R that make multifactor contrasts on nonconforming data easier to conduct, lowering the barrier to performing correct statistical analyses within HCI and beyond.

### 3 THE PROBLEM: MULTIFACTOR CONTRASTS IN ART

The problem we address in this work is best explained with an example. We refer to this example as our *running example* throughout this paper. Let’s consider a within-subjects experiment with three factors having two levels each: $A = \{A_1, A_2\}$, $B = \{B_1, B_2\}$, $C = \{C_1, C_2\}$, and response $Y$. There are 40 subjects and data for each condition is drawn from a log-normal distribution. Table 1 shows the log-scale true population means for each condition, and Figure 1 shows the resulting sample data.

Suppose we analyze this data using the ART. A significant main effect of $A$ would tell us that the level of $A$, i.e., $A_1$ vs. $A_2$, has an effect on the value of $Y$. A significant $A \times B$ interaction would tell us that the effect $A$ has on the value of $Y$ is statistically significantly different for different levels of $B$. Indeed, the original ART procedure works very well for detecting main effects and interactions. But it lacks a suitable method for contrast tests. Contrast tests can tell us which levels of each factor cause these effects; they are commonly used to conduct *post hoc* pairwise comparisons following a statistically significant main effect or interaction, but they can also be used to compare levels of factors directly when warranted by the research question (i.e., planned contrasts). We use the term *single-factor contrasts* to refer to comparisons between levels within a single factor (e.g., *post hoc* tests following a main effect), and *multifactor contrasts* to refer to comparisons between combinations of levels from multiple factors (e.g., *post hoc* tests following a significant interaction effect).

![Figure 1: Sample data for each condition in our running example. Dots indicate condition means, lines connect condition means for visual comparison, and a plus indicates the mean of both connected conditions.](image-url)

| Condition | A  | B  | C  | Log-scale Population Mean |
|-----------|----|----|----|---------------------------|
| 1         | A1 | B1 | C1 | 0.00                      |
| 2         | A1 | B1 | C2 | 0.50                      |
| 3         | A1 | B2 | C1 | 0.00                      |
| 4         | A1 | B2 | C2 | 0.50                      |
| 5         | A2 | B1 | C1 | 0.75                      |
| 6         | A2 | B1 | C2 | 1.25                      |
| 7         | A2 | B2 | C1 | 1.00                      |
| 8         | A2 | B2 | C2 | 0.50                      |
Single-factor contrasts can be conducted safely using a t-test on data that has been aligned-and-ranked with the original ART procedure. However, conducting multifactor contrasts on data that has been aligned-and-ranked with the original ART procedure produces incorrect results.

We show this using our running example. Since we know the data is drawn from a lognormal distribution, we fit a linear mixed model (LMM) [10,42] to log-transformed data as a baseline, and fit an ART model to the original (not log-transformed) data. Specifically, we wish to compare levels in A and B, averaging over the levels of C. That is, C is not directly involved in the contrasts. This is achieved in R using the following code.

```r
# Fit linear mixed model (LMM)
# to log-transformed data
m.lmm = lmer(log(Y) ~ A%B + (1|S), data=df)

# Fit ART model to data
m.art = art(Y ~ A%B + (1|S), df)

# Conduct AxB contrasts on LMM
ccontrast( emmeans(m.lmm, ~ A:B),
method="pairwise", adjust="holm")

# Conduct AxB contrasts on ART model
ccontrast( emmeans(
   artlm(m.art, "A:B"), ~ A:B),
method="pairwise", adjust="holm")
```

We created the data such that there is not a true difference between (A1, B1) and (A1, B2), and there is a true difference between (A1, B1) and (A2, B2) (Table 1). Comparing results of both tests, contrasts on the LMM produce results that match the true effects (A1, B1 – A1, B2 : p = .1792, i.e., no significant difference) and (A1, B1 – A2, B2 : p < .0001, i.e., a significant difference) (Table 2), but contrasts conducted on the ART model result in a Type I error (i.e., finding a significant difference when there is no true difference) (A1, B1 – B1, B2 : p < .0001), and a Type II error (i.e., not finding a significant difference when there is a true difference) (A1, B1 – A2, B2 : p = .9144) (Table 3, Figure 2). Both tests’ results agree for all other pairs of conditions.

| contrast | estimate | SE  | df | t.ratio | p.value |
|----------|----------|-----|----|---------|---------|
| A1 B1 - A1 B2 | 0.0 | 0.0 | 273 | 1.3 | 0.1792 |
| A1 B1 - A2 B2 | -0.5 | 0.0 | 273 | -165.9 | <.0001 |

Table 2: Highlighted results of contrasts conducted on a LMM of log-transformed responses, comparing levels of A and B in our running example. In the top row, a difference was correctly not detected between A1, B1 and A1, B2 (p = .1792), and there is no true difference. In the bottom row, a difference was correctly detected between A1, B1 and A2, B2 (p < .0001), and there is a true difference.

Table 3: Highlighted results of contrasts conducted using ART, comparing levels of A and B in our running example. In the top row, a difference was incorrectly detected between A1, B1 and A1, B2 (p < .0001), but there is no true difference. In the bottom row, a difference was incorrectly not detected between A1, B1 and A2, B2 (p = .9144), but there is a true difference.

| contrast | estimate | SE  | df  | t.ratio | p.value |
|----------|----------|-----|-----|---------|---------|
| A1 B1 - A2 B2 | -43.2 | 3.8 | 273 | -11.3 | <.0001 |
| A1 B1 - A2 B2 | 0.4 | 3.8 | 273 | 0.1 | 0.9144 |

Figure 2: Sample data for (A1, B2), (A1, B1), and (A2, B2). Dots indicate condition means. Contrasts using the ART procedure found a difference between A1, B2 and A1, B1 even though there is not a true difference; also, no difference was found between A1, B1 and A2, B2 even though there is a true difference.

Obviously, we cannot judge the validity of a statistical procedure on one example alone. Therefore, we assessed the correctness of the original ART procedure applied to multifactor contrasts on 72,000 synthetic data sets representing several different experimental designs, and confirmed the patterns found in our running example. (More details on our simulation procedure are given below.) Our results show that using the the original ART procedure to conduct multifactor contrasts on data drawn from lognormal, Cauchy, or exponential distributions produces inflated Type I error rates (Figure 3); that conducting contrasts with the the original ART procedure on data drawn from any distribution produces Type I error rates that are far from their expected value (α = .05), either too high or too low (Figure 3); and that, for multifactor contrasts, the original ART procedure has low statistical power (high Type II error rates) (Figure 4). Single-factor contrasts conducted with the the original ART procedure are, in fact, correct; indeed, our new method ART-C reduces to the same mathematical formula as the original ART in the single-factor case. ART-C results are included in Figures 3 and 4 for comparison. We show ART-C’s derivation and validation below.

4 THE SOLUTION: AN ALGORITHM FOR ART CONTRASTS

We developed ART-C, a procedure to conduct nonparametric multifactor contrasts within the ART paradigm. Using our new alignment process, ART-C aligns data, then ranks it with ascending midranks, and conducts multifactor contrasts comparing combinations of levels of factors for which the data was aligned. Thus, the process is
ART-C

much like the original ART procedure, but the data is aligned not for main effects and interactions, but for desired contrast tests.

Data must be aligned and ranked for each set of factors whose levels will be compared. In our running example, we found an A x B interaction effect. Response Y must be aligned and ranked to compare combinations of levels of A and B. Had we also found an A x C interaction effect, response Y would have to be aligned and ranked separately to compare combinations of levels of A and C.

Like the original ART procedure, ART-C can be used on non-conforming data, i.e., data for which the residuals do not need to be normally distributed. (Although, do note that the original ART procedure has been shown to inflate Type I error rates on heteroscedastic data [35].) In this work, we validated ART-C on data with continuous responses.

4.1 ART-C Procedure for Multifactor Contrasts

In this section, we walk through the ART-C procedure with an example, similar to our running example, with three factors: A with levels $A_i, i = 1...a$, B with levels $B_j, j = 1...b$, and C with levels $C_k, k = 1...c$, and response Y.

We present the ART-C procedure in four steps:

Step 1. Prepare data. To prepare data for ART-C:

1. Concatenate the factors of interest to create a new factor. For example, when conducting contrasts on A and B, we concatenate A and B and create a new factor labeled AB. For any response Y for which A has level $A_i$ and B has level $B_j$, AB has level $AB_{ij}$.

2. Remove original copies of the factors involved (here A and B).

3. Keep as-is any factors not involved in the desired contrasts (here C).

Step 2. Compute aligned response $Y'$. Regardless of which factors were concatenated in Step 1.1 and which original factors were removed in Step 1.2, $Y_{ijk}$ denotes all responses Y where A had level $A_i$, B had level $B_j$, and C had level $C_k$ before Step 1.1 was completed. Sometimes, the levels of all factors need to be taken into account when aligning $Y_{ijk}$. $\overline{AB_{ij}C_{k}}$ denotes the mean of all responses where the new concatenated factor AB has level $AB_{ij}$ and factor C has level $C_k$. Other times, we only care about the levels of the concatenated factor. $\overline{AB_{ij}}$ denotes the mean of all responses where AB has level $AB_{ij}$ regardless of the level of C. $\mu$ denotes the grand mean (i.e., the mean of all responses).

In our running example, there are three possible types of contrasts: three-factor contrasts, two-factor contrasts, and single-factor contrasts. We demonstrate the ART-C aligning formula on all three types of contrasts and then present the general case. As an example, Table 4 shows a small subset of sample calculations for two-factor contrasts in a three-factor model.

Three-factor contrasts in a three-factor model. To align response $Y_{ijk}$ for contrasts between levels of factors A, B, and C,
compute:

\[ Y'_{ijk} = Y_{ijk} - \overline{ABC_{jk}} + \overline{ABC_{ijk}} = Y_{ijk} - \mu. \]

Two-factor contrasts in a three-factor model. To align response \( Y_{ijk} \) for contrasts between levels of factors \( A \) and \( B \), compute:

\[ Y'_{ijk} = Y_{ijk} - \overline{AB_{ij}C_{k}} + \overline{AB_{ij}} - \mu \]

Single-factor contrasts in a three-factor model. The focus of this work is not on single-factor contrasts since the original ART alignment procedure can be used for single-factor contrasts, but it is worth noting that our method is mathematically equivalent to the ART in the single-factor case. To align response \( Y_{ijk} \) for contrasts between levels of factor \( A \) compute:

\[ Y'_{ijk} = Y_{ijk} - \overline{A_{i}B_{j}C_{k}} + \overline{A_{i}} - \mu \]

General Case: M-factor contrasts in an N-factor model. We need more complex notation to describe the general case. In the general case, we align response \( Y_{i...n} \) for contrasts between levels of \( M \) factors in an \( N \)-factor model. In the example above, we named our factors \( A, B, \) and \( C \). Here, we name them \( X_{1}, X_{2}, \ldots, X_{N} \) and denote level \( j \) of factor \( X_{j} \) as \( X_{ij} \) (e.g., level 2 of factor \( X_{1} \) is denoted as \( X_{12} \)). In Step 1.1, we concatenated the \( M \) factors for which we were aligning to create a new factor \( X_{1}X_{2} \ldots X_{M} \). The level of factor \( X_{1}X_{2} \ldots X_{M} \) that was created by concatenating \( X_{1i}, X_{2j}, \ldots, X_{M,m} \) is denoted as \( (X_{1}X_{2} \ldots X_{M})_{ij...m} \). In Step 1.2, we removed the original copies of the \( M \) factors concatenated in Step 1.1. After Step 1.3, there are \( N - M \) other (not concatenated) factors in the model denoted \( X_{M+1}, X_{M+2}, \ldots, X_{N} \). Thus, \( X_{M+1,m+1} \) denotes a level of factor \( X_{M+1} \); \( X_{M+2,m+2} \) denotes a level of factor \( X_{M+2} \); and \( X_{N,n} \) denotes a level of factor \( X_{N} \). With this notation in hand, to align the data in the general case, we compute:

\[ Y'_{i...n} = Y_{i...n} - \overline{(X_{1}X_{2} \ldots X_{M})_{i...m}X_{M+1,m+1}X_{M+2,m+2} \ldots X_{N,n}} + \overline{(X_{1}X_{2} \ldots X_{M})_{i...m}} = Y_{i...n} - \mu. \]

For example, with this notation, our "two-factor contrasts in a three-factor model" formula would be:

\[ Y'_{ijk} = Y_{ijk} - \overline{(X_{1}X_{2})_{ij}}X_{ijk} + \overline{(X_{1}X_{2})_{ij}} = Y_{ijk} - \mu. \]

Step 3. Compute ranked response \( Y'' \). Apply midranks to all values \( Y' \) in ascending order to create aligned-and-ranked responses \( Y'' \) (see example in Table 4). That is, the smallest \( Y' \) is given rank \( Y'' = 1 \), the next smallest \( Y' \) is given rank \( Y'' = 2 \), until all \( Y' \) values have been assigned a rank. If there is a tie among \( k \) values, the mean of the next \( k \) ranks that would be used as the rank for all \( k \) values (i.e., midranks). For example, if there is a tie between the third and fourth smallest \( Y' \), they would both be assigned rank \( Y'' = (3 + 4) / 2 = 3.5 \). This is a standard application of applying ascending midranks to data.

Step 4. Conduct contrasts on \( Y'' \). Contrast tests as post hoc tests are justified when the original ART procedure resulted in significant main effects or interactions. However, as stated above, contrasts do not need to follow significant omnibus tests if warranted by the research question (i.e., planned contrasts). Also, note that conducting multiple post hoc tests should be accompanied by a p-value correction for multiple comparisons (e.g., with the Bonferroni correction [43], Holm’s sequential Bonferroni procedure [19], or Tukey’s HSD test [41], to name a few). In the ART-C procedure, conduct contrasts using the full factorial model comprising all factors that remain after Step 1.3, but only interpret results of comparisons of levels of the concatenated factor created in Step 1.1; comparisons between levels of the non-concatenated factor(s) are meaningless.

Returning to our running example of conducting contrasts to compare levels of \( A \) and \( B \), we have factors \( A \) and \( B \), and have computed \( Y'' \) aligned-and-ranked for factor \( AB \). We would therefore conduct contrasts using a full-factorial model with factors \( AB \) and \( C \) (e.g., \( Y \sim AB \times C \)). We ignore the omnibus test results for this model, but we follow it with contrasts among desired levels of \( AB \). Contrasts that would involve \( C \) are meaningless.

5 VALIDATING OUR APPROACH

In this section, we describe how we validated our ART-C procedure for multifactor contrasts. Specifically, we examined Type I error rates and statistical power. We approached our validation in ways consistent with simulation-based validations from the statistics literature [1, 5, 26, 33].

5.1 Generating Synthetic Data

To create our 72,000 synthetic data sets, we drew responses as random samples from known populations. We use the term "condition" to refer to combinations of levels from any number of factors, but it is important to note that samples were only drawn for conditions of one level from each factor. Our synthetic data sets varied according to the following four properties:

- **Layout**: The number of factors and number of levels per factor in the data set. Values: two factors with two levels each \((2 \times 2)\), two factors with three levels each \((2 \times 3)\), and three factors with two levels each \((2 \times 2 \times 2)\).
- **Population distribution**: Type of distribution from which samples in the data set were drawn. Specific distributions (see Table 5) were chosen because they represent data frequently found in HCI studies (e.g., normal, lognormal, exponential), or because they’re commonly used in simulation studies in statistics due to

| \( AB \) | \( C \) | \( Y \) | \( Y' \) | \( Y'' \) |
|--------|--------|------|------|------|
| \( AB_1 \) | \( C_4 \) | 7 | 7.555 | 5.5 |
| \( AB_1 \) | \( C_5 \) | 5 | 7.555 | 2 |
| \( AB_1 \) | \( C_2 \) | 2 | 2.555 | 3 |
| \( AB_1 \) | \( C_2 \) | 2 | 2.555 | 3 |
| \( AB_1 \) | \( C_1 \) | 10 | 10.555 | 7 |
| \( AB_1 \) | \( C_8 \) | 8 | 8.555 | 5.5 |
| \( AB_1 \) | \( C_5 \) | 5 | 5.555 | 8 |
| \( AB_1 \) | \( C_2 \) | 1 | 1.555 | 3 |
their heavy tails [1, 5] (e.g., Cauchy, t with 3 degrees of freedom, double exponential). Note that the mean is a type of location and the standard deviation is a type of scale; for consistency, we use the general terms “location” and “scale.”

Table 5: Population Distributions and their parameters.

| Distribution   | Parameters                  |
|----------------|-----------------------------|
| Normal         | Mean, Standard Deviation    |
| Lognormal      | Log Mean, Log Standard Deviation |
| Exponential    | Rate                        |
| Cauchy         | Location, Scale             |
| t(3)           | Location, Scale             |
| Double Exponential | Location, Scale            |

- **Condition Sample Size**: The number of data points randomly sampled from a population for each condition. Values: 8, 16, 24, 32, and 40, selected because they represented typical sample sizes in HCl.

- **Between or Within Subjects**: In a between-subjects design, each subject contributes one response to the data set, and the number of responses is equal to the number of subjects. In a within-subjects design, each subject contributes one response in each condition, and the number of subjects is equal to the condition sample size. Values: between and within. Mixed factorial designs were left for future work.

Our running example has a $2 \times 2 \times 2$ layout, condition sample size of 40, lognormal population distribution, and is within-subjects. For each of the $3 \times 6 \times 5 \times 2 = 180$ combinations of property values, we generated approximately 200 data sets in which all conditions in one data set were sampled from population distributions with equal locations and approximately another 200 data sets in which all population locations were randomly chosen. Population scale was always equal to 1. We describe our data generating process in four steps:

**Step 1. Determine latent location.** We begin by determining a latent location for each condition ($\mu_c^*$), which will undergo several transformations before being used as parameter values in a population distribution. When conditions have equal population locations, the latent location is fixed at 0 (Equation (1a)). Otherwise, its value is sampled from a standard normal distribution (Equation (1b)). Scale is always equal to 1 in our analyses (Equation (2)).

- $\mu_c^* = 0$ (1a)
- $\mu_c^* \sim N(0, 1)$ (1b)
- $\sigma_c = 1$ (2)

In Equations (1a) and (1b), $\mu_c^*$ is the latent location for condition $c$, and in Equation (2), $\sigma_c$ is the scale for condition $c$.

**Step 2. Add random intercepts per subject.** When generating within-subjects data, each subject is assigned a unique random offset ($\beta_s$) sampled from a normal distribution with mean 0, and standard deviation $SD$ (Equation (3b)), where $SD$ is randomly chosen from $\{0.1, 0.5, 0.9\}$ (Equation (3a)) and is the same value for the entire data set. These values were chosen to represent a reasonable ratio between within-subject variance and between-subject variance. We now update our latent mean notation to ($\mu_{c,s}^*$) to represent the latent mean for each combination of condition and subject, and a subject’s random offset is added to all of its associated latent locations (Equation (3c)). For consistency, we use this notation for between-subjects data as well, but with a random per-subject offset of 0 (Equation (3d)).

- $SD \sim Random(0.1, 0.5, 0.9)$ (3a)
- $\beta_s \sim N(0, SD)$ (3b)
- $\mu_{c,s}^* = \mu_c^* + \beta_s$ (3c)
- $\mu_{c,s}^* = \mu_c^* + 0$ (3d)

Equations (3a), (3b), and (3c) are used for within-subjects data. In Equation (3b) $\beta_s$ is the random offset for subject $s$, and in Equation (3c) $\beta_s$ is added to all latent locations $\mu_c^*$ associated subject $s$, resulting in a new latent location $\mu_{c,s}^*$ for condition $c$ and subject $s$. In Equation (3d) $\mu_c^*$ is simply relabeled $\mu_{c,s}^*$ for consistency, however each subject still has the same latent location $\mu_c^*$ for condition $c$.

**Step 3. Transform latent location with inverse link function.** Latent location is currently expressed as a linear model, but some distributions’ parameters must be expressed as a function of a linear model. This function, called the inverse link function ($g$), transforms the latent location ($\mu^*$) into the appropriate location for the distribution ($\mu$) (Equations (4)).

- $\mu_{c,s} = g(\mu_{c,s}^*)$ (4)

In Equations (4), $g_{\mu}$ is the location inverse link function and it transforms a latent location $\mu_{c,s}^*$ into a location $\mu_{c,s}$.

**All Population Distributions** (Table 5) use the identity inverse link function (Equations 5a) except for the exponential distribution (Equation 5b).

- $g_{\mu, id}(x) = x$ (5a)
- $g_{\mu, exp}(x) = exp(x)$ (5b)

In Equations (5a), $g_{\mu, id}$ is the identity inverse link function. In Equation (5b), $g_{\mu, exp}$ is the location inverse link function used by the exponential distribution.

**Step 4. Generate data.** Response $Y_{c,s}$ is sampled from the relevant distribution, represented here by the generic function $Distribution(x, y)$ (Equation (6)). The exponential distribution only has a single parameter ($rate = 1/\text{location}$) and follows Equation (7):

- $Y_{c,s} \sim Distribution(\mu_{c,s}, \sigma_{c,s})$ (6)
- $Y_{c,s} \sim Exp(1/\mu_{c,s})$ (7)

**Example.** We illustrate this process by generating response $Y_{5,2}$ for condition 5 and subject 2 in our running example. **Step 1.** Since our example does not have equal population locations, we use Equations 1b and 2.

- $\mu_{5,2}^* \sim N(0, 1)$
- $\sigma_{5,2} = 0.75$
- $\sigma_{5,2} = 1$
Step 2. Our example uses a within-subjects design, so we add per-participant offsets. Note that SD would have already been chosen for condition 1. The same value would be used here.

\[ SD \sim Random (0.1, 0.5, 0.9) \]

\[ \beta_2 \sim N (0, 0.5) \]

\[ = 0.1 \] (3b)

\[ \mu_{5,2} = 0.75 + 0.1 \]

\[ = 0.85 \] (3c)

Step 3. We use the inverse location link function for the lognormal distribution.

\[ \mu_{5,2} = g_{\mu, id}(0.85) \]

\[ = 0.85 \] (5a)

Step 4. Finally, we sample a lognormal distribution with log mean \( \mu_{5,2} \) and log standard deviation \( \sigma_{5,2} \) to get response \( Y_{5,2} \).

\[ Y_{5,2} \sim Lognormal (0.85, 1) \]

\[ = 3.27 \] (6)

5.2 Testing Procedure

To best explain our testing procedure, we first introduce some definitions:

- **An x-factor contrast** is a contrast between two conditions composed of one level each from \( x \) factors.

- **Contrast size** is the \( x \) in x-factor contrast.

- **A design** as a unique combination of a layout, population distribution, condition sample size, between or within-subjects, and contrast size.

- **A trial** consists of one contrast test result, and all possible contrasts were conducted. There were:

  - 8 trials in a data set with a \( 2 \times 2 \) layout
  - 42 trials in a data set with a \( 3 \times 3 \) layout
  - 49 trials in a \( 2 \times 2 \times 2 \) layout.

There were 72,000 total data sets split evenly among designs with each layout (24,000 data sets each). Thus, there were a total of 24,000 \( (8 + 42 + 49) = 2,376,000 \) trials. There were 1,094 data sets out of 72,000 data sets (1.5%) with at least one trial for which ART-C did not converge. All of these data sets were within-subjects and were therefore modeled as *linear mixed models* using the *lmer* method in R, and it is common for *lmer* to cause convergence issues.

These data sets were removed.

By definition, ART-C is an aligning and ranking procedure followed by a contrast testing method—our validation used a \( t \)-test. Since we were validating a contrast testing method and not investigating the cause of a significant omnibus result, we did not correct for multiple comparisons. The R programming language was used to generate all data sets, conduct all contrasts, and analyze the results. All R code is included as supplementary material and is available online for replication and extension.\(^5\)

Following a common approach in statistics literature [1, 5, 26, 31–33], we validated our method on two metrics: Type I error rate and power.

5.3 Type I Error Rate

A significance level \( (\alpha) \) represents the probability of a Type I error (false positive) and is used as a threshold to reject a null hypothesis \( (p < \alpha) \). Many readers will recognize that typically, alpha is set to .05, although other values may be used. A large-scale simulation shows a method is correct when the proportion of tests in which a true null hypothesis was rejected (observed Type I error rate) is close to the significance level. That is, the proportion of tests in which \( p \) was less than \( \alpha \) should be close to \( \alpha \).

For example, 5,516 trials were conducted on data from a \( 2 \times 2 \times 2 \) layout, lognormal population distribution, condition sample size 40, within-subjects, contrast size three, and no differences between conditions’ population locations. Using a significance level of .05, ART-C found a significant difference in 265 trials, resulting in a \( \frac{265}{5516} = .048 \) observed Type I error rate, which is very close to the \( \alpha = .05 \) significance threshold, indicating the correctness of ART-C for this design.

Each data point in the following results represents the observed Type I error rate for one design. All population locations were set to 0 (Equation 1a), and thus the null hypothesis that there is no true difference between conditions’ population locations is true for all trials. As is common practice in statistics, we include observed Type I error rates for the \( t \)-test as a baseline comparison [31, 32].

Contrasts conducted with ART-C on designs with a combination of contrast size one, Cauchy population distribution, and \( 3 \times 3 \) or \( 2 \times 2 \times 2 \) layout had inflated observed Type I error rates \((M = .373, SD = .076)\), while \( t \)-test contrasts did not \((M = .025, SD = .004)\). Those Cauchy designs were considered outliers and were not included in the remainder of our analysis of Type I error rates; we address this further in our discussion.

Table 6: Mean Type I error rates (and standard deviations) for ART-C and, for comparison, the \( t \)-test, grouped by contrast size and layout over all designs, excluding designs with a Cauchy population distribution. Values closer to .05 are better, indicating greater correctness. ART-C has comparable Type I error rates to the \( t \)-test, but as our additional results show, much greater power.

| Contrast Size | Layout | ART-C | \( t \)-test |
|---------------|--------|-------|------------|
| 1             | 2x2    | .046 (.011) | .040 (.014) |
| 1             | 3x3    | .053 (.009) | .048 (.007) |
| 2             | 2x2x2  | .057 (.016) | .048 (.009) |
| 2             | 3x3    | .050 (.004) | .058 (.016) |
| 2             | 2x2x2  | .048 (.005) | .045 (.007) |
| 3             | 2x2x2  | .049 (.004) | .054 (.011) |

Results show observed Type I error rates for contrasts conducted with both ART-C and the \( t \)-test on remaining designs were clustered around .05: ART-C \((M = .050, SD = .009)\) and \( t \)-test \((M = .048, SD = .012)\), and design properties do not appear to have an effect on...
observed Type I error rates, confirming the robustness of the ART-C procedure. Observed Type I error rates for all designs are included as supplementary material (see “Type_I_all_designs.csv”). Table 6 and Figure 5 illustrate both methods’ observed Type I error rates, closely clustered around .05, and show egregious Type I error rates for ART-C with a Cauchy distribution.

For example, ART-C contrast tests conducted on data with a 2 × 2 × 2 layout, lognormal population distribution, condition sample size 40, within-subjects, contrast size three, and different population locations for each condition detected a true significant difference in 4408 out of 5824 trials and therefore had \( \frac{4408}{5824} = .76 \) observed power.

Population locations for each condition were randomly sampled from a standard normal distribution (Equation (1b)). Although we cannot guarantee these locations were different, there is an infinitely small chance they were the same, and we therefore assume that the null hypothesis of no difference between condition population locations is false. In the following results, a significance level of .05 was used, and each data point represents the observed power of one design.

When averaged over all designs, our results show that ART-C had the highest observed power (\( M = .598, SD = .143 \)), followed by Mann Whitney U test / Wilcoxon signed-rank test (\( M = .521, SD = .149 \)), and finally the t-test (\( M = .461, SD = .149 \)). Observed powers for all designs are included as supplementary materials (see “power_all_designs.csv”).

Population distribution and condition sample size were the only design properties that had a large impact on observed power. ART-C had higher observed power than the t-test for all population distributions other than the normal distribution, for which it was the same, and had higher observed power than the Mann-Whitney U test and Wilcoxon signed-rank test for all population distributions (Table 7, Figure 6).

### 5.4 Power

Statistical power is the probability of rejecting a false null hypothesis (detecting a true difference) given a particular significance level. Observed power is the proportion of tests in which a false null hypothesis was rejected. Unlike for Type I errors, there is no expected value to compare observed power to; instead, we followed common practices in statistics [1, 5, 26] and compared to other methods, specifically the t-test, Mann-Whitney U test for between-subjects designs, and Wilcoxon signed-rank test for within-subjects designs.

For example, ART-C contrast tests conducted on data with a 2 × 2 × 2 layout, lognormal population distribution, condition sample size 40, within-subjects, contrast size three, and different population locations for each condition detected a true significant difference in 4408 out of 5824 trials and therefore had \( \frac{4408}{5824} = .76 \) observed power.

Population locations for each condition were randomly sampled from a standard normal distribution (Equation (1b)). Although we cannot guarantee these locations were different, there is an infinitely small chance they were the same, and we therefore assume that the null hypothesis of no difference between condition population locations is false. In the following results, a significance level of .05 was used, and each data point represents the observed power of one design.

When averaged over all designs, our results show that ART-C had the highest observed power (\( M = .598, SD = .143 \)), followed by Mann Whitney U test / Wilcoxon signed-rank test (\( M = .521, SD = .149 \)), and finally the t-test (\( M = .461, SD = .149 \)). Observed powers for all designs are included as supplementary materials (see “power_all_designs.csv”).

Population distribution and condition sample size were the only design properties that had a large impact on observed power. ART-C had higher observed power than the t-test for all population distributions other than the normal distribution, for which it was the same, and had higher observed power than the Mann-Whitney U test and Wilcoxon signed-rank test for all population distributions (Table 7, Figure 6).

Table 7: Mean statistical power (and standard deviations) for ART-C, t-test, Mann-Whitney U test (M-W) / Wilcoxon signed-rank test (W.S.R.), and ART, grouped by population distribution. Higher values are better, representing more statistical power.

|                  | Lognormal | Normal  | Exponential |
|------------------|-----------|---------|-------------|
| ART-C            | .69 (.10) | .66 (.09) | .66 (.11)   |
| T-test           | .46 (.11) | .66 (.09) | .52 (.12)   |
| M-W/ W.S.R.     | .58 (.12) | .59 (.12) | .56 (.12)   |
| ART              | .62 (.14) | .49 (.18) | .58 (.16)   |

|                  | t(3)     | Double Exp. | Cauchy |
|------------------|----------|-------------|--------|
| ART-C            | .58 (.11) | .60 (.10)   | .41 (.13) |
| T-test           | .50 (.10) | .56 (.10)   | .07 (.02) |
| M-W/ W.S.R.     | .52 (.13) | .54 (.12)   | .34 (.12) |
| ART              | .42 (.18) | .44 (.19)   | .51 (.16) |

Condition sample size affected power in that ART-C had higher observed power than the t-test and Mann-Whitney U test / Wilcoxon signed-rank test regardless of condition sample size, but all tests’ observed power increased as condition sample size increased, which is expected.
5.5 Comparison to ART

Contrasts conducted with ART-C had lower observed Type I error ($M = .067$, $SD = .072$) than contrasts conducted on data aligned-and-ranked using the original ART procedure ($M = .121$, $SD = .174$), and higher observed power (ART-C: $M = .598$, $SD = .143$ vs. ART: $M = .511$, $SD = .182$).

When separated by population distribution, ART-C had lower observed Type I error rates than ART for the lognormal, exponential, and Cauchy population distributions (Table 8, Figure 3), but ART-C observed Type I error rates were closer to the significance level ($\alpha = .05$) than ART’s for all population distributions, indicating that ART-C is more correct. ART-C also had higher observed power than ART for all population distributions except Cauchy (Table 7, Figure 4).

Table 8: Mean Type I error rates (and standard deviations) for ART-C and ART, grouped by population distribution. Values closer to $\alpha = .05$ are better, indicating greater correctness.

|                | Lognormal | Normal  | Exponential |
|----------------|-----------|---------|-------------|
| ART-C          | .054 (.015)| .049 (.008)| .051 (.007) |
| ART            | .141 (.096)| .024 (.023)| .065 (.048) |

|                | t(3)      | Double Exp. | Cauchy     |
|----------------|-----------|--------------|------------|
| ART-C          | .049 (.006)| .049 (.007) | .14 (.154) |
| ART            | .033 (.015)| .026 (.023) | .425 (.209) |

Contrast size also had an interesting effect on power. Observed power with ART-C was highest for single-factor contrasts, followed by three-factor contrasts, and then two-factor contrasts, but the differences were small. However, ART’s power decreased as contrast size increased, and the differences were much larger (Table 9, Figure 7). Recall that the alignment formulas for ART and ART-C become mathematically equivalent in the single factor case.

Recall in our running example that we conducted multifactor contrasts on levels of factors $A$ and $B$, and contrasts conducted with ART produced a Type I error and a Type II error (see Table 3, Figure 2), while contrasts conducted with a linear mixed model (LMM) on log-transformed data resulted in correct conclusions (see Table 2) that agreed with the ground truth (see Table 1). Contrasts conducted
Figure 7: ART-C (teal) and ART (gray) observed statistical power by contrast size. Each point represents observed statistical power for one design. Higher values are better indicating greater power. ART-C power is higher for all contrast sizes and increases with contrast size compared to ART which decreases. Both methods are equivalent when conducting single-factor contrasts.

Table 10: Highlighted results of contrasts conducted using ART-C, comparing levels of A and B in our running example. In the top row, a difference was correctly not detected between A1, B1 and A1, B2 (p = .6758), and there is not a true difference. In the bottom row, a difference was detected correctly between A1, B1 and A2, B2 (p < .05), and there is a true difference.

| contrast              | estimate | SE  | df      | t.ratio | p.value |
|-----------------------|----------|-----|---------|---------|---------|
| A1,B1 - A1,B2         | 1.5      | 3.7 | 273     | 0.4     | 0.6758  |
| A1,B1 - A2,B2         | -89.9    | 3.7 | 273     | -24.5   | <.0001  |

Thus, taken as a whole, our results show that ART-C has appropriate Type I error rates clustered around α = .05, except for data sampled from Cauchy distributions, for which ART-C should not be used. Furthermore, ART-C has high statistical power, outperforming the t-test, Mann-Whitney U test, Wilcoxon signed-rank test, and ART. These results show that ART-C is a correct and powerful procedure for use within the ART paradigm for conducting contrast tests within or across levels of multiple factors.

6 ARTOOLEXE AND R PACKAGE “ARTOOL”

To make ART-C widely available to the community, we updated the existing open-source ARTool.exe Windows application (see footnote 2) [46] and the ARTool R package (see footnote 1) to include ART-C.

6.1 ARTool.exe Windows Application

The ARTool.exe Windows application was released as an open-source tool in 2011 [46] to facilitate the aligning and ranking of data for analysis using the ART procedure. We extended this open-source tool to include our ART-C procedure for multifactor contrasts. Users can now indicate that they want contrasts with a checkbox (Figure 8 (top)), which then offers them a separate dialog box (Figure 8 (bottom)) from which they can select the factors whose levels are involved in their desired contrast test. ARTool then uses the ART-C procedure to produce aligned and ranked output suitable for analysis. See footnote 3 for the link to our updated ARTool Windows application.

6.2 R Package “ARTool”

The current “ARTool” R package makes it easy to conduct non-parametric tests of main effects and interactions using the ART procedure. A single function call aligns and ranks data for each fixed effect in a formula $f$ provided by the user. The result is an ART model $m$ that keeps a copy of formula $f$ and the data. Given $m$, another function in ARTool, $anova$, runs multiple ANOVAs behind the scenes, one for each fixed effect in $f$, and returns the results of each test. In this work, we have added a new function, $art.con$, that uses our ART-C procedure to conduct multifactor contrast tests. Given the same model $m$ and a contrast formula $c$, the ART-C procedure is used to align and rank the data saved in $m$ for the contrasts specified in $c$. It then parses the formula $f$ saved in $m$, conducts the contrasts, and returns the results.

In our running example, we first conducted $A \times B$ contrasts with ART, which, of course, is incorrect given ART’s propensity for Type I errors. Now, we can correctly use ART-C to perform these contrasts. Figure 9 shows how we would use ART-C to conduct contrasts correctly.

See footnote 1 for the link to our updated R package and footnote 2 for the link to the code.

7 DISCUSSION

Our results showed that ART-C’s Type I error rate is typically clustered around $\alpha = .05$, offering strong evidence for its correctness. In addition to having more power than a t-test for all non-normal distributions and more power than a Mann-Whitney U test and Wilcoxon signed-rank test for all distributions, it is worth noting that the increase in power achieved by using ART-C is largest for data drawn from lognormal and exponential distributions. This finding is particularly meaningful because the lognormal and exponential distributions were included due to their frequent appearance in HCI.

That said, our results showed that single-factor ART-C contrasts conducted on data drawn from a Cauchy-distributed population had high observed Type I error rates. This is not unique to ART-C; the Cauchy distribution is known to be “pathological” and many well-known statistics concepts do not hold on Cauchy-distributed data (e.g., the Central Limit Theorem [25]). This situation occurs because Cauchy distributions have tails that are so fat that neither their mean nor variance is well defined. In practice, this concern can arise in data with extreme outliers. Thus, we encourage users to avoid using ART-C if they have theoretical reasons to suspect the data is drawn from a Cauchy-distributed population or if the data has extreme outliers.
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Figure 8: Top: Our ARTool.exe tool with a “Want contrasts” checkbox. Table 5 from Higgins et al. [15] is being aligned and ranked. Bottom: Our new tool for specifying multifactor contrasts. Two factors, Moisture and Fertilizer, from the same Table 5, each have levels 1-4. Selecting both factors would allow, e.g., a comparison of (Moisture 2, Fertilizer 3) vs. (Moisture 4, Fertilizer 1).

Figure 9: Screenshot using ART-C to conduct A×B contrasts in our running example in R. The `anova` call first would produce omnibus test results for any A, B, and C main effects and interactions; if, for example, the A×B interaction were statistically significant, `art.con` could be used to conduct post hoc pairwise comparisons as shown here.

In HCI, nonparametric tests are typically used as a catch-all when parametric tests are not appropriate. The particular Cauchy result above illuminates that this practice can be problematic. In fact, ART-C is mathematically equivalent to ART in the single-factor case, and ART was thought to be appropriate for single-factor contrasts, but would also be ill-suited for the Cauchy case.

A disclaimer to not use a method to analyze data with a particular residual distribution is not useful unless researchers investigate experimental data distributions beyond checking for normality. The American Psychological Association’s Taskforce on Statistical Inference encourages researchers to take a closer look at their data:

> As soon as you have collected your data, before you compute any statistics, look at your data. Data screening is not data snooping. It is not an opportunity to discard data or change values to favor your hypotheses. However, if you assess hypotheses without examining your data, you risk publishing nonsense. [45] (emphasis in original)

Even nonparametric tests are subject to assumptions. There are many tried-and-tested visualizations for model diagnostics that can be applied to assess assumptions relevant to ART: quantile-quantile (qq) plots [17], for example, allow one to check for the presence of fat tails in the distribution of residuals (i.e., excess kurtosis, which in extreme cases could indicate the presence of Cauchy-distributed data). Modern visualizations like worm plots [6] can make it even easier to diagnose fat tails. The point, though, is that there is no all-encompassing solution in statistical analysis: model fit and assumptions cannot be assumed and must be checked, and nonparametric approaches are no exception to this rule.
8 LIMITATIONS AND FUTURE WORK

There are infinitely many combinations of layouts, population distributions, and condition sample sizes one could examine in a study like ours, but we could only analyze a finite amount of data and had to be selective. These decisions were carefully made, considering the needs of the HCI community and statistical norms, but they were certainly not exhaustive.

Our validation only investigated data in which all conditions’ populations had the same location or all conditions’ populations had different locations. Additionally, even when parameter values were varied, conditions in the same data set were always drawn from the same distribution. Data in which there are differences between some conditions and not others arises frequently in HCI, but we chose this validation process because it is commonly used in statistics [1, 5, 26, 39].

We included models with random intercepts, which represented the impact each subject had on the response. However, we did not include models with random slopes, which allow, for some types of responses, better fitting models where subjects’ responses vary differentially across another variable (e.g., time). Although random slope models would certainly be valuable, fixed effects models and models with random intercepts are used more frequently in HCI, so we chose to focus our validation on such models, leaving other models for future work.

ART-C is defined as an alignment procedure, followed by a ranking procedure, and then a contrast test. We chose to use the t-test as the contrast test in our analyses because it is the most familiar to the HCI community and therefore how we anticipate most researchers will use our new method. Still, it would be worthwhile to see how ART-C performs when a different contrast test is used.

In addition to our extension to the ARTTool R package and ARTTool.exe Windows application, we envision a platform-agnostic tool that does not require programming experience, and even an ART and ART-C package for other common statistics software (e.g., SAS, SPSS). With the algorithmic and validation work we have done here, it should be relatively straightforward to create additional add-ons for common statistical packages.

We leave addressing our limitations to future work. To facilitate this, we have published the R code used to generate synthetic data, conduct all contrasts, and log the results (see footnote 5), as well as our analysis code (also footnote 5). The “ARTTool” R package (see footnotes 1 and 2) and ARTTool.exe application (see footnote 3), including our new additions to them, are open source.

9 CONCLUSION

The ART method has enabled anyone familiar with an ANOVA to conduct nonparametric analyses on data from factorial experiments and detect main effects and interactions [46], but we have shown that it inflates Type I error rates and has low statistical power when used to conduct multifactor contrasts. To remedy this, we have developed, validated, and presented the ART-C procedure for aligning and ranking data for nonparametric multifactor contrasts within the ART paradigm, giving researchers a technique and tools to analyze data nonparametrically from factorial experiments. We have validated our method’s correctness and statistical power on 72,000 synthetic data sets whose properties represent data commonly found within HCI and statistics. Our results show that ART-C does not inflate Type I error, and has higher statistical power than a t-test, Mann-Whitney U test, Wilcoxon signed-rank test, and ART. To facilitate the widespread use of ART-C, we have added it to the existing “ARTTool” R package and ARTTool.exe Windows application.

It is our hope that the simplicity of conducting multifactor contrasts with ART-C will impact the HCI community by enabling researchers to easily investigate their nonconforming multifactor data at a level of granularity that previously required statistical expertise and a departure from the ART paradigm. Owing to ART’s evident popularity, we believe ART-C can be immediately useful to many researchers in HCI and beyond.
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