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Abstract—The eligibility of various advanced quantum algorithms will be questioned if they cannot guarantee privacy. To fill this knowledge gap, here we devise an efficient quantum differentially private (QDP) Lasso estimator to solve sparse regression tasks. Concretely, given $N$ $d$-dimensional data points with $N \ll d$, we first prove that the optimal classical and quantum non-private Lasso requires $\Omega(N + d)$ and $\Omega(\sqrt{N} + \sqrt{d})$ runtime, respectively. Then we prove that the runtime cost of QDP Lasso is dimension independent, i.e., $O(N^{5/2})$, which implies that the QDP Lasso can be faster than both the optimal classical and quantum non-private Lasso. Last, we exhibit that the QDP Lasso attains a near-optimal utility bound $O(N^{-2/3})$ with privacy guarantees and discuss the chance to realize it on near-term quantum chips with advantages.

Index Terms—Differential privacy, quantum machine learning, quantum computing.

I. INTRODUCTION

Quantum machine learning (QML), as a burgeoning field in quantum computation, aims to facilitate machine learning tasks with quantum advantages [1]. Numerous theoretical studies have shown that QML algorithms can dramatically reduce the runtime complexity over their classical counterparts, e.g., quantum perceptron [2]. Meanwhile, experimental studies have employed near-term quantum devices to accomplish toy-model learning tasks [3, 4, 5]. Theoretical and experimental results suggest that we are stepping into a new era, in which near-term quantum processors [6, 7] can be employed to benefit practical learning tasks.

Despite the advance of QML algorithms, the legality of the proposed quantum learning algorithms in many data-sensitive applications will be questioned if they cannot guarantee privacy, caused by legal, financial, or moral reasons. Therefore, to broaden the applicability of QML, it is essential to design quantum private learning algorithms, which can train accurate learning models without exposing precise information of individual training examples such as medical records for patients. However, how to design such quantum algorithms with runtime advantages remains unexplored.

In the classical scenario, differential privacy (DP), which quantitatively formalizes a rigorous and standard notion of ‘privacy’, provides one of the most prominent solutions towards private learning [8]. During the past decade, extensive DP learning algorithms have been proposed under varied practical settings [9, 10, 11, 12, 13]. Motivated by the success of DP learning and the limited results of quantum private learning, it is highly desired to devise quantum differentially private (QDP) learning algorithms to broaden applications of QML in the data-sensitive areas.

A fundamental topic in private learning is to devise DP sparse regression learning models [12, 14]. Let $D = \{X_i, y_i\}_{i=1}^N$ be the given dataset, where $X_i \in \mathbb{R}^d$ and $y_i \in \mathbb{R}$ are the $i$-th feature vector and the corresponding target, respectively. Equivalently, we write $D = \{X \in \mathbb{R}^{N \times d}, y \in \mathbb{R}^N\}$. In all practical scenarios, $N \ll d$. Suppose that $D$ satisfies $y = \theta^* + \omega$, where $\theta^* \in \mathbb{R}^d$ with $\|\theta^*\|_0 = s$ (i.e., $s \ll N$) is the underlying sparse parameter to be estimated, and $\omega \in \mathbb{R}^d$ is the noise vector. The goal of DP sparse regression is to recover $\theta^*$ while satisfying differential privacy. The mainstream learning model to tackle this task is the DP Lasso estimator [15], which estimates $\theta^*$ by minimizing the loss function $\mathcal{L}(\theta)$, i.e.,

$$
\arg \min_{\theta \in \mathcal{C}} \mathcal{L}(\theta) := \frac{1}{2N} \|X\theta - y\|_2^2,
$$

(1)

where the constraint set $\mathcal{C} = \{\theta \in \mathbb{R}^d : \|\theta\|_1 \leq l_1\}$ is an $l_1$ norm ball that guarantees the sparsity of the estimated result and the differential privacy should be preserved with respect to any subset of the individual pair $(X_i, y_i)$. Following the conventions [12, 14, 15, 16], we set $l_1 = 1$, and suppose that $\|X\|_\infty \leq 1$ and $\|y\|_\infty \leq 1$ throughout the paper for ease of comparison. Note that our results can be easily generalized to $l_1 \in \mathbb{R}_+$, $\|X\|_\infty \leq c_1$, and $\|y\|_\infty \leq c_2$, where $c_1, c_2 \in \mathbb{R}_+$ are two positive constants.

An important utility measure of the private Lasso is the expected excess risk $R_{E}$, i.e.,

$$
R_{E} := \mathbb{E}(\mathcal{L}(\theta)) - \min_{\theta \in \mathcal{C}} \mathcal{L}(\theta),
$$

(2)

where the expectation is taken over the internal randomness of the algorithm for generating $\theta$. For example, the studies [14, 15] proposed private Lasso algorithms with a utility bound $O(1/N^{2/3})$. Ref. [17] presented a private algorithm with an $O(1/N)$ utility bound, under the strong convexity and mutual incoherence assumptions. All of these algorithms run in polynomial time in $N$ and $d$. 
Different from the classical scenario, how to design QDP Lasso remains unknown because of the disparate priorities of QML and DP. Specifically, QML algorithms pursue low runtime overhead, while DP learning concerns a good utility. Therefore, the proposed QDP algorithm should accommodate the following two requirements from each side:

1) a lower runtime over its classical counterparts;
2) a near-optimal utility bound.

Contributions. The main contribution in this study is devising a quantum differentially private Lasso estimator to tackle the private sparse regression learning tasks in Eqn. (1) with a lower runtime complexity than both optimal classical and quantum Lasso estimators and a near-optimal utility bound. To the best of our knowledge, this is the first quantum private learning algorithm that can solve practical learning problems with provable advantages.

Quantum input/output models. To make a fair comparison, the quantum input/output models used in our study are restricted to have an almost identical setting to the classical case [18], except that we allow coherent queries to the entries of given inputs. The formal definition of quantum input models used in this study is as follows.

Definition 1 (Input models). For a given dataset \( D = \{ X \in \mathbb{R}^{N \times d}, y \in \mathbb{R}^N \} \), the classical (quantum) input oracles \( O_X \) and \( O_y \) can recover the entry \( X_{ij} \) and the entry \( y_i \) with \( i \in [N] \) and \( j \in [d] \) in \( O(1) \) time (in superposition).

Note that ‘in superposition’ means that coherent queries are permitted in the quantum input model, i.e., the algorithm is allowed to query many locations at the same time [19]. Many quantum algorithms have exploited this condition to tackle the private sparse regression learning tasks with provable advantages. Ref. [20] employed the above quantum input/output model to design a sublinear runtime quantum kernel classifier.

Let us further emphasize the importance of the employed quantum input model in Definition 1. As questioned by [20], using too powerful quantum input models may render the achieved quantum speedup inconclusive. Namely, given a strong classical input model, quantum-inspired classical algorithms can collapse many QML algorithms claiming exponential speedups [21].

Our first theoretical result is analyzing runtime and utility bound of the proposed QDP Lasso estimator.

Theorem 1 (Informal, see Theorems 4 and 5 for the formal description). Given the quantum input models \( O_X \) and \( O_y \) in Definition 1, the proposed QDP Lasso is \((\epsilon, \delta)\)-differentially private, and outputs \( \theta^{(T)} \) after \( T \sim O((N \epsilon)^{2/3}) \) iterations with overall \( \tilde{O}(N^{5/2} \epsilon^2) \) runtime and the utility bound

\[
R_\mathcal{C} = \tilde{O}\left(\left(\frac{\epsilon}{N}\right)^{-2/3}\right).
\]

To figure out whether the proposed QDP Lasso can attain a runtime speedup, we further explore runtime cost of the optimal classical and quantum non-private Lasso estimators.

Theorem 2 (Modified from Lemma 3 and Corollary 3. Given the input model formulated in Definition 1, the runtime complexity of the classical and quantum non-private Lasso estimators is lower bounded by \( \Omega(N + d) \) and \( \Omega(\sqrt{N} + \sqrt{d}) \), respectively.

Theorems 1 and 2 provide the following three key insights.

- The runtime complexity of QDP Lasso is dimension independent, while the runtime for both the optimal classical and quantum non-private Lasso estimators depends on the feature dimension \( d \). In other words, QDP Lasso yields a runtime speedup when \( d \geq O(N^{5/2}) \) and \( d \geq O(N^5) \), respectively.
- Note that the non-private Lasso requires \( O(N d^2) \) runtime [22] and assigning the DP property generally involves extra operations. Hence, the best known DP Lasso needs \( O(N d^2) \) runtime, where the QDP Lasso outperforms it when \( d > O(N^{3/4}) \).
- The utility bound of the proposed QDP Lasso is near-optimal, since the optimal utility bound of sparse regression learning has proven to be \( \Omega(1/(N \log N)^{2/3}) \) [15].

We summarize the main conclusions in this work in Table 1. There are two main technical results that differentiate the QDP Lasso with the classical DP Lasso [15]. The first one is the quantum generalization of the Frank-Wolfe algorithm for non-private Lasso [23], which will be employed as the backbone of the QDP Lasso estimator. We prove that the runtime cost of the proposed algorithm is \( \tilde{O}(\sqrt{Nd}) \), which achieves a quadratic runtime speedup over the optimal classical Lasso in terms of the feature dimension \( d \). Moreover, we conduct error analysis to confirm its stability (see Theorem 3 for details).

Our second key technical result is the devised privacy mechanism, which ensures the QDP Lasso estimator to attain privacy guarantee and achieve a runtime speedup over the optimal quantum non-private Lasso. Note that this result contradicts classical DP algorithms, since assigning DP property to non-private algorithms generally requires extra operations. In contrast with the classical scenario, a crucial observation in the QDP Lasso is:

‘The probabilistic nature of quantum mechanics enables quantum learning models to efficiently gain the DP property’.
Such an observation indicates that the sampling-based input models [13] may provide substantial runtime advantages for classical DP learning algorithms.

II. RELATED WORK

Previous QML literature related to our work can be divided into two groups. The first group is quantum regression algorithms and the second group is quantum differential privacy. Here we separately compare them with our work.

Quantum regression algorithms. There are a few proposals aiming to solve quantum regressions tasks without the privacy requirement. A seminal work is [24], which showed that the ordinary least squares fitting problem can be solved with an exponential speedup given the assumption that there exists a quantum random access memory (QRAM) to encode classical input into quantum states in logarithmic runtime [25], [26]. Under such an assumption, the quantum linear systems algorithm [27] can be employed to compute the closed-form expression for the estimated solution with an exponential speedup. Following this pipeline, the subsequent works further improve the runtime complexity bound with respect to the polynomial terms [28], [29], [30], e.g., rank and condition number, and tackle variants of the regression tasks, e.g., nonlinear regression and ridge regression [31]. In contrast to solving the closed-form expression, the study [32] tackles the ridge regression tasks by using the gradient descent method, where the runtime complexity achieves an exponential speedup at each iteration under the QRAM assumption. We remark that the applicability of these algorithms is highly questionable, since it is still an open question about how to efficiently implement QRAM. Moreover, recent quantum-inspired algorithms adopt the similar assumption of QRAM and dequantize numerous quantum algorithms with exponential speedups [21], [33], [34].

Several studies developed the hybrid quantum-classical methods to solve regression tasks on near-term quantum devices [35], [36]. Since there is no theoretical convergence guarantee for these hybrid methods, they are incomparable with our result.

Quantum private learning. Several studies have investigated the topic of quantum private learning [37], [38], [39], [40], [41]. In particular, the main contribution of the two studies [40], [37] is to utilize the result of differential privacy to advance quantum tasks, i.e., shadow tomography and defending adversarial attacking. The study [39] proposed a quantum private perceptron, while the privacy metric used in [39] follows the study [42], which is irrelevant to the notion of differential privacy and is incomparable with our results. The study [38] developed quantum privacy mechanisms and analyzed their privacy guarantees. However, how to connect QDP with learning algorithms is unexplored. Recently, the study [43] explored quantum differential privacy from the perspective of learning theory. The study [41] systematically exploited the connection between differential privacy and algorithms to learn a quantum state. We emphasize that, unlike the above studies, our work aims to develop a private learning algorithm that achieves both the quantum advantage and the provable utility guarantee. These two factors have not been considered together before.

III. PRELIMINARIES

We unify some basic notation throughout the whole paper. The set \( \{1, 2, \ldots, n\} \) is denoted as \([n]\). Given a matrix \( X \in \mathbb{R}^{N \times d} \) and a vector \( v \in \mathbb{R}^d \), the \( i \)-th row of \( X \) and the \( i \)-th entry of \( v \) are represented by \( X_i \) and \( v_i \), respectively. The \( \ell_p \) norm of \( v \) is denoted as \( \|v\|_p = \|X\|_p \). The Frobenius norm of \( X \) is defined as \( \|X\|_F = (\sum_{i=1}^N \sum_{j=1}^d |X_{i,j}|^2)^{1/2} \). The notation \( e_i \) always refers to the \( i \)-th unit basis vector, e.g., for \( e_i \in \mathbb{R}^3 \), \( e_i = [1, 0, 0] \). The identity matrix of size \( D \times D \) is denoted as \( I_D \).

A. Convex optimization

We introduce two basic definitions in convex optimization. Refer to [44] for more details.

Definition 2 (L-Lipschitz). A function \( f \) is called \( L \)-Lipschitz over a set \( C \) if for all \( u, w \in C \), we have

\[
|f(u) - f(w)| \leq L \|u - w\|_2 .
\]

If \( f(\cdot) \) is \( L \)-Lipschitz, differentiable, and convex, then

\[
\|\nabla f(u)\|_2 \leq L .
\]

Definition 3 (Curvature constant [45]). The curvature constant \( C_f \) of a convex and differentiable function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) with respect to a compact domain \( C \) is

\[
C_f := \sup_{z-x \in \gamma(s-x)} \frac{2}{\gamma^2} f(z) - f(x) - \langle z-x, \nabla f(x) \rangle ,
\]

where \( \gamma \in (0, 1] \), \( x, s \in C \), and \( \langle \cdot, \cdot \rangle \) denotes usual inner product.

B. Quantum computation

We present essential background of quantum computation, i.e., quantum states, quantum oracles, and the complexity measure. We refer to [19] for details.

Quantum mechanics works in the Hilbert space \( \mathcal{H} \) with \( \mathcal{H} \cong \mathbb{C}^n \), where \( \mathbb{C} \) represents the complex Euclidean space. We use Dirac notation to denote quantum states. A pure quantum state is defined by a vector \( |\psi\rangle \) (named ‘ket’) with unit length. Specifically, the state \( |\alpha\rangle \in \mathbb{C}^d \) is \( |\alpha\rangle = \sum_{i=1}^d a_i |i\rangle \) with \( \sum_{i=1}^d |a_i|^2 = 1 \), where the computation basis \( |i\rangle \) stands for the unit basis vector \( e_i \in \mathbb{C}^d \). The inner product of two quantum states \( |\alpha\rangle \) and \( |\beta\rangle \) is denoted by \( \langle \alpha | \beta \rangle \), where \( \langle \alpha | \) refers to the conjugate transpose of \( |\alpha\rangle \). We call a state \( |\alpha\rangle \) is in superposition if the number of nonzero entries in \( |\alpha\rangle \) is larger than one. Analogous to the ‘ket’ notation, density operators can be used to describe more general quantum states. Given a mixture of \( m \) quantum pure states \( |\psi_i\rangle \in \mathbb{C}^d \) with the probability \( p_i \) and \( \sum_{i=1}^m p_i = 1 \), the density operator \( \rho \) presents the mixed state \( |\rho\rangle = \sum_{i=1}^m p_i |\psi_i\rangle \). The basic element in quantum computation is the quantum bit (qubit). A qubit is a two-dimensional quantum state, e.g., a qubit can be written as \( |\alpha\rangle = a_1 |0\rangle + a_2 |1\rangle \). Let \( |\beta\rangle \) be another qubit. The quantum state represented by these two qubits is formulated by the tensor product, i.e., \( |\alpha\rangle \otimes |\beta\rangle \) as a 4-dimensional vector. Following conventions, we can also
write $\langle a \rangle \otimes |b\rangle$ as $|a, b\rangle$ or $|a\rangle \langle b|$. For clearness, we sometimes denote $|a\rangle \langle b|$ as $|a\rangle_A \langle b|_B$, which means that the qubits $|a\rangle_A$ ($|b\rangle_B$) is assigned in the quantum register $A$ ($B$). There are two typical quantum operations. The first one is quantum (logic) gates that operates on a small number qubits. Any quantum gate corresponds to a unitary transformation and can be stated in the circuit model, e.g., an $n$-qubit quantum gate $U$ with $U^{2^n \times 2^n}$ satisfies $U^{T}U = I$. The second one is the quantum measurement, which aims to extract quantum information such as the computation result into the classical form. Given a density operator $\rho$, the outcome $m$ will be measured with the probability $p_m = Tr(K_m^\dagger K_m)$ and the post-measurement state will be $K_m^\dagger K_m / p_m$ with $\sum_m K_m^\dagger K_m = I$.

A quantum oracle $O$ can be treated as a ‘black box’, which encapsulates certain quantum operations and can be used as the input to another algorithm. The quantum input model encapsulates certain quantum operations and can be used as the input to another algorithm. The quantum input model $O_X$ refers to a unitary transformation that allows us to access the input data in superposition, i.e., denote $G$ as a set of indexes to be queried, we have $O_X([i, j] | 0) = \sqrt{|G|^{-1}} \sum_{i', j' \in G} |i', j\rangle \langle i, j'| X_{ij}$ for any $i \in [n]$ and $j \in [d]$. Note that, as with classical computers, the quantum state $|X_{ij}\rangle$ records the binary string of $X_{ij}$, i.e., $2 \to |10\rangle$. Similar rules can be applied to $O_y$. Finally, the runtime complexity of a quantum algorithm is defined as the number of elementary operations employed in the algorithm. We use $O(\cdot)$ to denote the runtime complexity, or use $O(\cdot)$ that hides the poly-logarithmic factors. We also employ the little o notation, i.e., $f(n) = o(g(n))$, to denote that $f(n) / g(n) \to 0$.

C. Differential privacy

We provide the definition of classical and quantum DP.

**Definition 4** (Differential privacy). An algorithm $A$ is $(\epsilon, \delta)$-differential private if for any two neighboring datasets $X$ and $X'$ with $X, X' \in \mathbb{R}^{N \times d}$, and for all measurable sets $O \subseteq \text{Range}(A)$, the following holds:

$$\text{Pr}(A(X) \in O) \leq e^\epsilon \text{Pr}(A(X') \in O) + \delta. \quad (6)$$

Here the neighboring datasets $X$ and $X'$ refer the number of rows in $X$ that need to be modified (e.g., moved) to get the $X'$ is one.

In this study, we exploit the classical notion of DP to denote the neighboring states $\rho$ and $\sigma$, i.e., $\rho$ and $\sigma$ are prepared by two classical neighboring datasets $X$ and $X'$ given in Definition 4. Suppose that the neighboring datasets $X$ and $X'$ in Definition 4 differ in the $i$-th row. Following the Definition 1, the explicit form of the neighboring quantum states (unnormalized) yields $\rho = \sum_{ij} |X_{ij}\rangle \langle i|j\rangle$ and $\sigma = \sum_{ij} |X'_{ij}\rangle \langle i|j\rangle$, where the basis $|X_{ij}\rangle \langle i|j\rangle$ is always the same between $\rho$ and $\sigma$ when $i \neq i'$.

IV. QUANTUM NON-PRIVATE LASSO ESTIMATOR

The content in this section can be separated into two parts. First, we devise a quantum non-private Lasso estimator and prove its runtime complexity. Note that the proposed quantum non-private Lasso estimator will serve as the backbone of the QDP Lasso. Second, we analyze the runtime complexity (lower bound) of the optimal classical and quantum Lasso, which will be used to compare with the QDP Lasso.

A. Quantum non-private Lasso estimator

Here we propose a quantum version of the Frank-Wolfe (FW) algorithm [23] to build a quantum non-private Lasso estimator, which is our first main technical contribution. Through exploiting the robustness of the FW algorithm, the proposed quantum non-private Lasso attains a quadratic speedup over its classical counterpart (see Theorem 3 and Lemma 3). Note that the proposed algorithm is a prerequisite to devise the QDP Lasso in Section V.

**Algorithm 1** Frank-Wolfe Algorithm for Lasso [45]

1: Input: Dataset $D = \{X \in \mathbb{R}^{N \times d}, y \in \mathbb{R}^N\}$ with the quantum input oracles $O_X$ and $O_y$ in Definition 1, the loss $\mathcal{L} \in \mathbb{R}_+$ and the constraint set $C = \{\theta \in \mathbb{R}^d : \|\theta\|_1 \leq 1\}$ in Eqn. (1), and the total number of iterations $T \in \mathbb{N}_+$;

2: Randomly choose $\theta^0 \in C$ with one nonzero entry;

3: for $t = 1$ to $T$ do

4: for all $s \in [2d]$ do

5: Compute $k^{(t)} = \arg \min_{s \in [2d]} \alpha^{(t)}_s$ and obtain $\hat{e}_{k^{(t)}}$;

6: $\theta^{(t+1)} = (1 - \mu_t)\theta^{(t)} + \mu_t \hat{e}_{k^{(t)}}$;

7: end for

8: Output: $\theta^{(T)}$

The implementation of the FW method for Lasso is summarized in Alg. 1. In detail, FW seeks the target solution $\theta^* = \arg \min_{\theta \in \mathcal{C}} \mathcal{L}(\theta)$ in Eqn. (1) through an iteratively updating manner (Line 3-7). Since the constraint domain $C$ is an $l_1$ norm ball, the optimization can be done by checking each vertex $e_s$ of the polytope $C$, where the vertices set is denoted by $S = \{e_s\}_{s=1}^{2d}$ so that $e_s = e_s$ for $1 < s \leq d$ and $e_s = -e_{s-d}$ for $d < s \leq 2d$. In other words, the vertices set $S$ contains $2d$ unit basis vectors $\{\pm e_s\}_{s=1}^{2d}$. Figure 1 illustrates the geometric intuition of the FW algorithm. At the $t$-th iteration, the FW algorithm moves $\theta^{(t)}$ to the minimizer of a linear function (a vertex in the set $S$), i.e.,

$$\hat{e}_{k^{(t)}} := \arg \min_{e_s \in S} \langle e_s, \nabla \mathcal{L}(\theta^{(t)}) \rangle. \quad (7)$$

Denote $\langle e_s, \nabla \mathcal{L}(\theta^{(t)}) \rangle := \alpha^{(t)}_s$ (in Line 4). The explicit form of $\alpha^{(t)}_s$ for $s \leq d$ yields

$$\alpha^{(t)}_s := -\frac{1}{N} \sum_{i=1}^{n} X_{is} (y_i - \langle X_i, \theta^{(t)} \rangle). \quad (8)$$

For $d < s \leq 2d$, we have $\alpha^{(t)}_s = -\alpha^{(t-d)}_s$. Locating the minimizer $\hat{e}_{k^{(t)}}$ is accomplished in Line 5 of Alg. 1. Note that the updating rule in the FW algorithm is a linear combination.
Quantum non-private Lasso. We now introduce the quantum non-private Lasso, where its implementation is summarized in Alg. 2. In particular, there are two key steps that differ with the classical FW algorithm (Alg. 1): namely, the construction of the oracle \( O_{\alpha(t)} \) to replace the computation of \( \alpha(t) \), and the employment of the quantum minimum finding algorithm \([49]\) to find \( \hat{e}_k(t) \). These two steps enable the quantum Lasso estimator to quadratically reduce its runtime complexity to find \( \hat{e}_k(t) \) for any \( t \in [T] \).

**Algorithm 2 Quantum Lasso estimator**

1. **Input:** Dataset \( D = \{ X \in \mathbb{R}^{N \times d}, y \in \mathbb{R}^N \} \) with the quantum input oracles \( O_X \) and \( O_y \) in Definition 1, the loss \( \mathcal{L} \in \mathbb{R} \), and the constraint set \( \mathcal{C} = \{ \theta \in \mathbb{R}^d : \| \theta \|_1 \leq 1 \} \) in Eqn. (1), and the total number of iterations \( T \in \mathbb{N}_+ \);  
2. Randomly choose \( \theta^{(1)} \in \mathcal{C} \) with one nonzero entry;  
3. for \( t = 1 \) to \( T - 1 \) do  
4. Implement the oracle \( O_{\alpha(t)} : | s \rangle \! \langle 0 | \rightarrow | s \rangle \! \langle s |^{(t)} \) in Lemma 1;  
5. Compute \( \hat{k}(t) = \arg \min_{s \in [2d]} \alpha_s^{(t)} \) using the quantum minimum finding algorithm in Corollary 1 and the oracle \( O_{\alpha(t)} \);  
6. \( \theta^{(t+1)} = (1 - \mu_t) \theta^{(t)} + \mu_t \hat{e}_k(t) \), where \( \mu_t = \frac{2}{t+2} \);  
7. end for  
8. **Output:** \( \theta^{(T)} \)

We next elaborate on how to implement Lines 4-5 in Alg. 2. \( \theta^{(t)} \)

**State preparation (Line 4 in Alg. 2).** This step aims to build the oracle \( O_{\alpha(t)} \) that prepares a quantum state related to the classical vector \( \alpha^{(t)} \) in Eqn. (5) to earn a runtime speedup.

**Lemma 1 (Oracle \( O_{\alpha(t)} \)).** Given access to quantum input models \( O_X \) and \( O_y \) in Definition 1, the estimated state preparation oracle \( O_{\alpha(t)} \), which with success probability \( 1 - 2b \)

\[
O_{\alpha(t)} | s \rangle \! \langle 0 | = | s \rangle \! \langle s |^{(t)} \), i.e.,
\[
O_{\alpha(t)} | s \rangle \! \langle 0 | = | s \rangle | \alpha_s^{(t)} \rangle,
\]

can be constructed in \( \tilde{O}(T^2 \sqrt{N}/c) \) runtime, where \( | \alpha_s^{(t)} - \alpha_s^{(t)} | \leq c \) for any \( s \in [2d] \), and the runtime hides a poly-logarithmic term \( O(\log(1/b)) \).

We defer the construction details of \( O_{\alpha(t)} \) and the proof of Lemma 1 in Appendix A. Notice that the runtime of calculating the classical vector \( \alpha^{(t)} \) is at least \( O(Nd) \) due to the multiplication of \( X^T \in \mathbb{R}^{d \times N} \) and \( (y - X\theta^{(t)}) \in \mathbb{R}^N \). In contrast, the runtime to prepare the estimated state \( | \alpha_s^{(t)} \rangle \) is \( O(T^2 \sqrt{N}/c) \) and is independent of the feature dimension \( d \), celebrated by the coherent property in the quantum input model. Since \( T, N \ll d \) in most practical scenarios, this result indicates the efficacy to prepare the state \( | \alpha_s^{(t)} \rangle \) instead of directly computing classical form \( \alpha^{(t)} \), and enables the quantum Lasso to earn a runtime speedup over the classical Lasso.

**Find \( \hat{e}_k(t) \) (Line 5 in Alg. 2).** Given access to the oracle \( O_{\alpha(t)} \), we can directly employ the quantum minimum finding algorithm \([49]\) to find \( k(t) \), or equivalently \( \hat{e}_k(t) \). We summarize the runtime complexity to find \( \hat{e}_k(t) \) below.

**Corollary 1.** Suppose that the state preparation oracle \( O_{\alpha(t)} \) in Lemma 1 can be implemented in \( T_\alpha \) runtime. With success probability at least \( 1/2 \), the classical output \( \hat{e}_k(t) \) can be obtained in \( O(T_\alpha \sqrt{d}) \) runtime. The success probability can be boosted to at least \( 1 - 1/2^c \) by repeating the quantum minimum finding algorithm \( c \) times.

**Proof of Corollary 1.** Let us first recap a crucial technique used in the quantum non-private Lasso estimator, i.e., the quantum minimum finding algorithm (Dür-Höyer’s algorithm) \([49]\). Recall the quantum minimum finding algorithm \([49]\). Given an unordered list \( \{ f(i) \}_{i=1}^{2d} \) with \( 2d \) items, the goal of the minimum finding algorithm is to find an index \( k^* \), i.e.,

\[
k^* = \arg \min_{i} f(i), \forall i \in [2d].
\]

The theoretical result of quantum minimum finding algorithm is as follows.

**Lemma 2** (Quantum minimum finding algorithm, \([49]\)). The quantum minimum finding algorithm finds the index \( k^* \) defined in Eqn. (10) with the probability at least \( 1/2 \). The corresponding runtime complexity is \( 22.5 \sqrt{2d} + 1.4 \log_2(2d) \).

We refer Reader \([49]\) to explain the implementation details of the quantum minimum finding algorithm, summarized in Alg. 3 and refer the interested readers to Ref. \([50]\) for the detailed explanation. First, the input of the algorithm is a quantum oracle \( \tilde{O} \), i.e., \( \tilde{O} | i \rangle \! \langle i | = | i \rangle \! \langle i | f(i) \rangle \), where \( f(i) \) refers to the \( i \)-th item of the unordered list \( \{ f(i) \}_{i=1}^{2d} \), denote by \( T \) the total runtime. When \( T^* < T \), the algorithm continuously employs the Grover search to obtain the index \( k^* \) and compare \( f(k) \) and \( f(k^*) \). Once \( T^* > T \), the quantum minimum finding algorithm outputs \( k \) as the prediction of \( k^* \).

A central component of the quantum minimum finding algorithm is the comparator oracle \( O_{\text{comp}} \), which is employed
Algorithm 3 Quantum minimum finding algorithm (Dürr-Høyer’s algorithm) reformulated

1: **Input:** $O$
2: Set $T = 22.5\sqrt{2d} + 1.4 \log_2^2(2d)$, $k \sim [2d]$, and $T' = 0$
3: **while** $T' < T$ **do**
4: Initialize the state $(\frac{1}{\sqrt{2d}} \sum_{i=1}^{2d} |i\rangle_R_1) \otimes |k\rangle_R_2$
5: Use the comparator oracle $O_{\text{comp}}$ to mark every item $i$ for which $f(i) < f(k)$ with runtime $T_1$
6: Apply Grover search algorithm to increase the probability of the marked items with runtime $T_2$, and then observe the first register $R_1$, and let $k'$ be the outcome;
7: $T' \leftarrow T' + T_1 + T_2$
8: **if** $f(k') \leq f(k)$, then set $k \leftarrow k'$
9: **end while**
10: **Output:** $k$

to mark every item with $f(i) \leq f(k)$ for a given $k$. Mathematically, $O_{\text{comp}}$ is defined as

$$O_{\text{comp}}\left|i\right\rangle\left\langle j\right| = \left|i\right\rangle\left\langle j\right|g(i,j)\ ,$$

where $g(i,j) = 1$ if $f(i) \leq f(k)$; otherwise, $g(i,j) = 0$. Note that $O_{\text{comp}}$ can be implemented efficiently by querying the input oracle $O$ twice.

We now leverage the result of the quantum minimum finding algorithm in Alg. 3 and Lemma 2 to prove Corollary 4.

Recall Alg. 3 and Lemma 2. The runtime of the quantum minimum finding algorithm, i.e., $22.5\sqrt{2d} + 1.4 \log_2^2(2d)$, is dominated by applying Grover search algorithms and preparing the initialized state, where the first part takes $22.5\sqrt{2d}$ (Line 6 of Alg. 3) and the second part takes $1.4 \log_2^2(2d)$ (Line 4 of Alg. 3), respectively [50]. However, such a runtime cost is based on the assumption that the input oracle can be prepared in $O(1)$ runtime. This is not the case for the quantum Lasso. The construction of the input oracle $O_{\alpha(t)}$ to load different entries of $\alpha(t)$ takes $T_{\alpha}$ runtime. Therefore, the total runtime of the quantum minimum finding algorithm used in the quantum non-private Lasso becomes $O(T_{\alpha}\sqrt{2d})$, since the runtime to execute the Grover search algorithms is $O(T_{\alpha}\sqrt{2d})$ instead of $O(\sqrt{2d})$.

Since the success probability of the quantum minimum finding algorithm is 1/2, with repeatedly querying such an algorithm $c$ times, the probability that none of the $c$ outcomes belong to the minimum result is $1/2^c$. Therefore, with success probability $1 - 1/2^c$, there exists at least one target result among $c$ outcomes.

In conjunction with Lemma 4 and Corollary 4, we attain a main result of the quantum non-private Lasso estimator.

**Theorem 3.** Denote $\varsigma$ as the error parameter and $C_f$ as the curvature constant of the loss function $L$. Given access to $O_X$ and $O_y$ formulated in Definition 7 with success probability $1 - o(1)$, the quantum Lasso as described in Alg. 2 after $T$ iterations outputs $\theta^{(T)}$ with the utility bound $R_L \leq O(C_f/T + \varsigma)$ in $O(T^3\sqrt{Nd}/\varsigma)$ runtime complexity.

**Proof of Theorem 3.** The proof of Theorem 3 utilizes a technical result of the Frank-Wolfe algorithm. A crucial property of the Frank-Wolfe algorithm is its robustness. Specifically, instead of calculating the exact solution $\hat{e}_{k(t)}$ as shown in Eqn. (7), employing any approximate solution $\hat{e}_{k(t)} \in S$ (e.g., obtained by a noisy solver), where $\hat{e}_{k(t)}$ is sampled from a certain distribution $P$, to update the learning parameters $\theta^{(t)}$ can also promise the convergence of Frank-Wolfe algorithm, as long as $\hat{e}_{k(t)}$ satisfies the following relation.

$$E_{\hat{e}_{k(t)} \sim P} \left[ (\hat{e}_{k(t)}, \nabla L(\theta^{(t)})) \right] \leq \min_{\hat{e}_x \in S} E_{\hat{e}_x} \nabla L(\theta^{(t)}) + \frac{1}{2} \mu \theta^{(t)} + C_f\ ,$$

(11)

where $C_f$ is the curvature constant formulated in Definition 3 $\mu$ is the learning rate, and $\frac{1}{2} \mu \theta^{(t)}$ refers to the additive approximation quality in the step $t$ with $\vartheta \geq 0$ being an arbitrary fixed error parameter [45]. The following proposition quantifies the convergence rate of Frank-Wolfe algorithm.

**Proposition 1 (Theorem 1, [45]).** Let $\{\hat{e}_{k(t)}, \ldots, \hat{e}_{k(T)}\}$ be a sequence of vectors from $S$ with $\theta^{(t+1)} = (1 - \mu \vartheta)^{\theta^{(t)}} + \mu \hat{e}_{k(t)}$, such that for all $t \in [T]$, Eqn. (11) is satisfied. Then the result $\theta^{(T)}$ satisfies

$$R_L \leq 2C_f T (1 + \vartheta)\ .$$

(12)

We emphasize that, although the original proof of Proposition 1 only takes account of the deterministic case, it can be easily extended to the expectation setting given in Eqn. (11).

Proposition 1 implies that the only difference between the exact (i.e., $\hat{e}_{k(t)} = e_{k(t)}$ and $\vartheta = 0$) and approximate scenarios (i.e., $\hat{e}_{k(t)} \neq e_{k(t)}$ and $\vartheta > 0$) is that the utility bound of the latter is slightly worse than the former. Moreover, under the exact setting, Lasso achieves the utility bound $O(C_f/T)$.

We are now ready to prove Theorem 3.

**Error analysis and utility bound.** The error of quantum Lasso comes from the two subroutines, Lines 4 and 5 of Alg. 2 respectively. First, the state preparation oracle only generates an approximated state $|\alpha^{(t)}\rangle$ with success probability $1 - 2b$ and $b \in [0, 1]$, as stated in the proof of Lemma 4. Second, the quantum minimum finding algorithm can only locate the index that corresponds to the minimum entry of $\alpha^{(t)}$ with success probability $1 - 1/2^c$, as shown in Corollary 4.

Since the quantum minimum finding algorithm queries the oracle $O_{\alpha(t)}$ at most $\sqrt{2d}$ times as illustrated in Alg. 3 the probability that the state $|\alpha^{(t)}\rangle$ can always be successfully prepared in all $\sqrt{2d}$ queries is $(1 - 2b)^{\sqrt{2d}}$. Overall, the success probability to obtain $\hat{e}_{k(t)}$ is $(1 - 1/2^c)(1 - 2b)^{\sqrt{2d}}$, where the index $\breve{k}(t)$ is defined as

$$\breve{k}(t) = \arg \min_{s \in [2d]} \hat{\alpha}^{(t)}_s\ .$$

(13)

Since there are in total $T$ iterations in the quantum Lasso algorithm, the success probability to collect $\{\hat{e}_{\breve{k}(t)}\}_{t=1}^T$ is

$$(1 - 1/2^c)(1 - 2b)^{\sqrt{2d}} T = (1 - 2b)^T (1 - 2b)^{\sqrt{2d} T},$$

(14)

where $c = \lceil \log_2(1/2b) \rceil$. Eqn. (14) can be simplified as

$$(1 - 2b)^{T(1 + \sqrt{2d})} \geq 1 - 1/\kappa = 1 - o(1),$$

(15)
where we choose $b = \frac{1}{\kappa T(2d+1)}$, $\kappa > 0$. The inequality uses $(1 + x/n)^n \geq 1 + x$ for $n \geq 1$ and $|x| \leq n$ ($x$ and $n$ correspond to $-1/\kappa$ and $T(\sqrt{2d} + 1)$, respectively). In other words, with success probability $1-o(1)$, we can collect $\{\hat{E}_{k(t)}\}_{t=1}^{\infty}$.

We then analyze of the utility bound of quantum Lasso when the collected basis vectors are $\{\hat{E}_{k(t)}\}_{t=1}^{\infty}$. Followed from Lemma 1 and the definition of $k^{(t)}$ as formulated in Line 5 of Alg. 2 we have

$$\alpha^{(t)}_{k(t)} \leq \alpha^{(t)}_{\hat{k}(t)} + \varsigma \leq \alpha^{(t)}_{\hat{k}(t)} + \varsigma \leq \alpha^{(t)}_{\hat{k}(t)} + 2\varsigma,$$  \hspace{1cm} (16)

where the first inequality uses $|\alpha^{(t)}_{k(t)} - \alpha^{(t)}_{\hat{k}(t)}| \leq \varsigma$, the second inequality comes from the fact $\alpha^{(t)}_{\hat{k}(t)} = \min_{s \in \{0, 1\}^d} \alpha^{(t)}_{s(t)} \leq \alpha^{(t)}_{\hat{k}(t)}$, and the last inequality employs $|\alpha^{(t)}_{\hat{k}(t)} - \alpha^{(t)}_{\hat{k}(t)}| \leq \varsigma$. By expanding $\alpha^{(t)}_{k(t)}$ and $\alpha^{(t)}_{\hat{k}(t)}$ with their explicit forms, we obtain the following relation, i.e.,

$$\alpha^{(t)}_{k(t)} \leq \alpha^{(t)}_{\hat{k}(t)} + 2\varsigma \Rightarrow \langle \hat{e}_{k(t)} \rangle \leq \langle \hat{e}_{\hat{k}(t)} \rangle \leq \varsigma,$$  \hspace{1cm} (17)

In conjunction with Eqn. (11) and (17), we can choose $\vartheta = \frac{4\varsigma}{\mu_2 C_f}$. Finally, Proposition 1 yields

$$R_L \leq \frac{2C_f}{T + 2}(1 + \vartheta) \leq \frac{2C_f}{T} + 4\varsigma = O(C_f/T + \varsigma),$$  \hspace{1cm} (18)

where the second inequality employs $\mu_2 = 2/(T + 2)$ and $\vartheta = \frac{4\varsigma}{\mu_2 C_f}$.

**Runtime analysis.** We then analyze the runtime complexity of each iteration, which can be efficiently obtained from Lemma 1 and Corollary 1. As shown in Lemma 1, the runtime of using the oracle $O_\alpha^{(t)}$ to prepare the state $\alpha^{(t)}_{k(t)}$ is $T_\alpha = \hat{O}(\hat{T}^2\sqrt{N}/\varsigma)$. Note that we omit the influence of $b$ in the runtime analysis of quantum Lasso, since the runtime to prepare $O_\alpha^{(t)}$ only has a logarithmic dependence in terms of $b$. Following the results in the error analysis, at the $t$-th iteration, by repeatedly querying the quantum minimum finding algorithm $e = [\log_2(1/2b)]$ times, the target basis vectors $\hat{E}_{k(t)}$ that $\hat{k}(t)$ satisfies Eqn. (13) can be collected with success probability $1-o(1)$. Therefore, based on the claim of Corollary 1, the runtime to find $\hat{E}_{k(t)}$ is $\hat{O}(c T_\alpha \sqrt{d})$. The runtime of quantum Lasso with $T$ iterations is therefore $\hat{O}(c T T_\alpha \sqrt{d})$. By exploiting the explicit form of $T_\alpha = \hat{O}(T^2\sqrt{N}/\varsigma)$ and $c = [\log_2(1/2b)]$, the runtime complexity of quantum Lasso is then equal to

$$\hat{O}(T^3\sqrt{N d}/\varsigma).$$

**B. The runtime lower bounds in non-private settings**

We end this section by proving the optimal (lower bound) runtime complexity of classical and quantum non-private Lasso estimators with the input model in Definition 1. The central tool toward this goal is the equivalence between Lasso and support vector machine (SVM) [51]. This equivalence enables us to leverage the advanced results of the optimal (quantum) SVM [18, 20] to infer the runtime of the optimal (quantum) non-private Lasso. The derived results allow us to evaluate performance of the quantum non-private Lasso and the QDP Lasso.

The runtime cost of the optimal classical Lasso is as follows.

**Lemma 3.** Given access to the input model in Definition 1, the runtime complexity of the classical non-private Lasso is lower bounded by $\Omega(N+d)$.

**Proof of Lemma 3.** Let us first recall the result achieved in [51]. In particular, the dual optimization problem of support vector machine (SVM) and its variants (i.e., kernel SVM, soft-margin SVM variants using $l_2$-loss, and one-class SVMs) is of the form

$$\min_{\theta \in \mathcal{C}} ||X \theta||^2, \hspace{1cm} (19)$$

where $\Delta$ is the unit simplex in $\mathbb{R}^d$. The key observation in Sec. 3 of [51] is that the optimization problem in Eqn. (19) is equivalent to Lasso as defined in Eqn. (1), i.e., $\min_{\theta \in \mathcal{C}} ||X \theta - y||^2$. In particular, [51] states that any instance of Lasso can be reformulated as a $l_2$-loss soft-margin (or hard-margin) SVM instance with the same optimal solutions. This result guarantees the equivalence between SVM and Lasso even though the relaxations are considered. To be more specific, as addressed in Section 4.1 of [51], the SVM algorithm proposed in [18] can be directly employed to design a sublinear time algorithm for the Lasso.

Following the above observation, we now employ the result obtained from SVM study to quantify the lower bound runtime complexity of the classical Lasso estimator. In particular, the study [18] proves that, given the input model formulated in Definition 1, the optimal runtime for the support vector machine (SVM) is $\Omega(N+d)$. Supported by the equivalence between SVM and Lasso, the optimal runtime for Lasso is lower bounded by $\Omega(N+d)$.

We further quantify the runtime complexity of the optimal quantum non-private Lasso estimator.

**Corollary 2.** When the estimation error $\varsigma = \Theta(1)$ is set as a constant, the runtime complexity of the quantum non-private Lasso is lower bounded by $\Omega(\sqrt{N} + \sqrt{d})$.

**Proof of Corollary 2.** The proof of this corollary follows Lemma 3 closely. Given the input model formulated in Definition 1, the lower bound of quantum SVM is $\Omega(\sqrt{N} + \sqrt{d})$ [20]. In favor of the equivalence between Lasso and SVM [51], then the runtime lower bound of the corresponding quantum Lasso is also $\Omega(\sqrt{N} + \sqrt{d})$.

We now use the above two results to assess the performance of the quantum non-private Lasso, while the analysis of the QDP Lasso will be deferred to the next section. In particular, based on Lemma 3 the proposed quantum non-private Lasso in Theorem 3 achieves a quadratical runtime speedup over the optimal classical Lasso in terms of the feature dimension $d$. Moreover, the runtime complexity of the quantum non-private Lasso is near-optimal when $N \ll d$, supported by the results of Corollary 2.

**V. QUANTUM PRIVATE LASSO ESTIMATOR**

To ease understanding, let us first review the general rule of transforming non-private learning algorithms to DP algorithms.
before elaborating on the proposed QDP Lasso. Concretely, there are three mainstream strategies to assign DP properties to a classical learning algorithm, i.e., injecting randomness to 1) the input datasets; 2) the optimization information such as gradients; and 3) the employed loss function [52]. For example, the DP Lasso [15] attains the privacy promise by adding noise sampled from Laplacian or Gaussian distributions with certain variances to \( \alpha^{(t)} \) in Line 4 of Alg. 4.

Due to the fact that injecting noise into non-private algorithm generally involves extra operations, almost all current classical DP learning algorithms have a worse runtime complexity than their non-private counterparts. However, the probabilistic nature of quantum mechanics motivates us to rethink: Can we use such randomness to attain the DP property instead of introducing extra cumbersome operations as classical DP algorithms do to impose DP property on the quantum non-private Lasso in Alg. 2? First, the quantum minimum finding of introducing extra cumbersome operations as classical DP learning algorithms has a worse runtime complexity than generally involves extra operations, almost all current classical DP learning algorithms have a worse runtime complexity than their non-private counterparts. However, the probabilistic nature of quantum mechanics motivates us to rethink: Can we use such randomness to attain the DP property instead of injecting handcrafted noise?

The proposed QDP Lasso provides a positive affirmation towards the above question. As summarized in Alg. 4, the QDP Lasso adopts the following two simple procedures instead of introducing extra cumbersome operations as classical DP algorithms do to impose DP property on the quantum non-private Lasso in Alg. 2: First, the quantum minimum finding algorithm in Line 5 of Alg. 2 is abandoned in the QDP Lasso. Second, the searched index \( k^{(t)} \) of the QDP Lasso is acquired by sampling from an engineered state \( |\alpha^{(t)}\rangle \) denoted by \( \mathcal{W}(\alpha^{(t)}) \).

In the rest of this section, we first introduce the quantum subroutine \( \mathcal{W}(\alpha^{(t)}) \) in Line 7 of Alg. 4 that prepares the state \( |\alpha^{(t)}\rangle \). We next analyze runtime and utility of the proposed QDP Lasso. Last, we elaborate on the necessity of the involved examination procedure Line 3-5 of Alg. 4.

**Algorithm 4 (\( \epsilon, \delta \))-QDP Lasso estimator**

1. **Input:** Dataset \( D = \{X \in \mathbb{R}^{N \times d}, y \in \mathbb{R}^N \} \) with the quantum input oracles \( O_X \) and \( O_y \) in Definition 1; the loss \( L \in \mathbb{R}_+ \) and the constraint set \( C = \{\theta \in \mathbb{R}^d : |\theta|_1 \leq 1\} \) in Eqn. (1); the total number of iterations \( T \in \mathbb{N}_+ \), the Lipschitz constant \( L_1 \in \mathbb{R}_+ \), the error threshold \( \varsigma \in \mathbb{R}_+ \), and the differential privacy parameters (\( \epsilon, \delta \));
2. Calculate the hyper-parameter \( \lambda = \sqrt{2T \ln(1/\delta)} \frac{4}{cN} \in \mathbb{R}_+ \) in Eqn. (21);
3. Randomly choose \( \theta^{(1)} \in C \) with one nonzero entry;
4. If \( L_1/\lambda \geq \ln(1/\varsigma) \) then Break;
5. End if for \( t = 1 \) to \( T - 1 \) do
6. Prepare the state \( |\mathcal{W}(\alpha^{(t)})\rangle \) in Eqn. (20) by the quantum subroutine \( \mathcal{W}(\alpha^{(t)}) \) in Lemma 4;
7. Measure the index register \( |s\rangle \) of \( |\mathcal{W}(\alpha^{(t)})\rangle \) conditioned on seeing the last qubit as 0, and set the received index \( k^{(t)} \in [2d] \) as \( K^{(t)} = k^{(t)} \);
8. \( \theta^{(t+1)} = (1 - \mu_t)\theta^{(t)} + \mu_t \hat{e}_{K^{(t)}} \), where \( \mu_t = \frac{2}{T+2} \);
9. Output: \( \theta^{(T)} \)

The aim of the well-designed subroutine \( \mathcal{W}(\alpha^{(t)}) \) in Line 7 of Alg. 4 is to achieve the DP property. Mathematically, \( \mathcal{W}(\alpha^{(t)}) \) prepares a superposition state \( |\mathcal{W}(\alpha^{(t)})\rangle \), i.e.,

\[
|\mathcal{W}(\alpha^{(t)})\rangle = \sum_{s=1}^{2d} \frac{1}{\sqrt{2d}} |s\rangle |\alpha_s^{(t)}\rangle \left(e^{-|\alpha_s^{(t)}|^2 + 2} + 1\right) |0\rangle + |\bot_s\rangle,
\]

where \( |\bot_s\rangle = \sqrt{1 - e^{-|\alpha_s^{(t)}|^2 + 2}} |1\rangle \) refers to the garbage state. Based on the explicit form of \( |\mathcal{W}(\alpha^{(t)})\rangle \), we obtain the following two observations. On the one hand, when the index \( |s\rangle \) of the quantum state \( |\mathcal{W}(\alpha^{(t)})\rangle \) is measured, the index \( s \in [2d] \) whose corresponding entry \( \alpha_s^{(t)} \) is close to \( \alpha_s^{(t)} = \min_{s \in [2d]} \alpha_s^{(t)} \) will be chosen as \( K^{(t)} \) with high probability. On the other hand, due to the non-zero probability amplitude, all indices \( s \in [2d] \) could be selected as the output \( K^{(t)} \). As shown in Theorem 4, these two properties ensure the QDP Lasso to meet the requirements of differential privacy in Definition 4.

**Theorem 4 (Privacy guarantee).** Given the dataset \( D = \{X \in \mathbb{R}^{N \times d}, y \in \mathbb{R}^N \} \) in Definition 2, the QDP Lasso, as illustrated in Alg. 4 achieves \( (\epsilon, \delta) \)-differential privacy after \( T \) iterations, with setting

\[
\lambda = \sqrt{2T \ln(1/\delta)} \frac{8}{cN}.
\]

**Proof of Theorem 4** A technical tool employed to prove Theorem 4 is the strong composition property in differential privacy. **Proposition 2 (Strong composition, Theorem 3.3, [53]).** For every \( \epsilon' > 0, \delta, \delta' > 0, \) and \( k \in \mathbb{N} \), the class of \( (\epsilon', \delta') \)-differentially private mechanism is \( (\epsilon, k\delta' + \delta) \)-differentially private under \( k \)-fold adaptive composition, i.e.,

\[
\epsilon = \sqrt{2k \ln(1/\delta)} \epsilon' + k\epsilon_0,
\]

where \( \epsilon_0 = \epsilon' - 1 \).

We are now ready to prove Theorem 4.

Here we first quantify the differential privacy of the QDP Lasso at the \( t \)-iteration and then employ the strong composition property as formulated in Proposition 2 to demonstrate the privacy guarantee of the proposed QDP Lasso estimator.

To ease notation, we refer Line 7-8 of Alg. 4 as the privacy mechanism \( \mathcal{M} \). At the \( t \)-th iteration, when the input dataset is \( D \), denoted \( Z^{(t)} = \sum_{s=1}^{2d} \exp \left(-\frac{|\alpha_s^{(t)}|^2 + 2L_1}{\lambda}\right) \), the index \( k^{(t)} \in [2d] \) will be accepted as the output \( K^{(t)} = k^{(t)} \) with probability

\[
\Pr(\mathcal{M}(D) = k^{(t)}) = \frac{1}{Z^{(t)}} \exp \left(-\frac{|\alpha_{k^{(t)}}^{(t)}|^2 + 2L_1}{\lambda}\right).
\]

When the same rule applies to the neighboring dataset \( D' \), denoted \( Z'^{(t)} = \sum_{s=1}^{2d} \exp \left(-\frac{|\alpha_{\bot}^{(t)}|^2 + 2L_1}{\lambda}\right) \), the same index \( k \) will be accepted as the output \( K^{(t)} = k^{(t)} \) with probability

\[
\Pr(\mathcal{M}(D') = k^{(t)}) = \frac{1}{Z'^{(t)}} \exp \left(-\frac{|\alpha_{k^{(t)}}^{(t)}|^2 + 2L_1}{\lambda}\right).
\]
Based on the differential privacy formulated in Definition 4, we now bound the ratio

\[ \frac{\Pr(M(D) = k(t))}{\Pr(M(D') = k(t))} \]

and

\[ \leq \frac{\exp \left( -|\alpha_k^{(t)}| + 2L_1 \right)}{\lambda} \cdot Z(t) \]

\[ \leq \frac{\exp \left( -|\alpha_k^{(t)}| + 2L_1 \right)}{\lambda} \cdot \sum_{s=1}^{2d} \exp \left( -|\alpha_s^{(t)}| + 2L_1 \right) / \lambda \]

\[ \leq \exp \left( -\frac{|\alpha_k^{(t)}| + 2L_1}{\lambda} \right) \cdot \exp \left( \frac{4}{\lambda N} \right) \]

\[ \leq \exp \left( -\frac{8}{\lambda N} \right), \tag{25} \]

where the first inequality uses \(|\alpha_s^{(t)} - \alpha_s^{(t)}| \leq \frac{2}{N}\) as proved below and \(|\alpha_s^{(t)}| \leq L_1\) for all \(s \in [2d]\), the second inequality comes from \(|a - b| \leq |\alpha - \beta|\), and the last inequality employs \(|\alpha_s^{(t)} - \alpha_s^{(t)}| \leq \frac{4}{N}\) again. In particular, the difference of \(\alpha_s^{(t)}\) and \(\alpha_s^{(t)}\) for any entry \(s \in [2d]\) is upper bounded by

\[ |\alpha_s^{(t)} - \alpha_s^{(t)}| \]

\[ = \left[ -\frac{1}{N} \sum_{i=1}^{N} X_{is} \left( y_i - \langle x_i, \theta^{(t)} \rangle \right) \right. \]

\[ + \left. \frac{1}{N} \sum_{i=1}^{N} X_{is} \left( y_i - \langle x_i, \theta^{(t)} \rangle \right) \right| \]

\[ \leq \frac{1}{N} |X_ks| |y_k - \langle x_k, \theta^{(t)} \rangle| + \frac{1}{N} |X_ks| |y_k - \langle x_k, \theta^{(t)} \rangle| \]

\[ \leq \frac{1}{N} |X_ks| (|y_k| + |\langle x_k, \theta^{(t)} \rangle|) + \frac{1}{N} |X_ks| (|y_k| + |\langle x_k, \theta^{(t)} \rangle|) \]

\[ \leq \frac{1}{N} |X||F| (1 + |X||F|) + \frac{1}{N} |X||F| (1 + |X||F|) \]

\[ \leq \frac{4}{N}. \tag{26} \]

The first equality in Eqn. 26 comes from Eqn. 8. The first inequality employs the triangle inequality and the fact that only one example, said the \(k\)-th example, in \(D\) is varied. The second inequality uses the triangle inequality. The third inequality is guaranteed by the facts that \(|X_ks| \leq |X||F|, |X_ks| \leq |X'||F\), \(|y_k| \leq 1, |y_k| \leq |y|| \leq 1, |\langle x_k, \theta^{(t)} \rangle| \leq |\langle x_k, \theta^{(t)} \rangle| \leq |\langle x_k, \theta^{(t)} \rangle| \leq |\langle x_k, \theta^{(t)} \rangle| \leq \frac{1}{N} \) due to \(|\theta^{(t)}| \leq 1\), see Eqn. (1). The last inequality exploits the results \(|X||F| \leq 1\) and \(|X'||F| \leq 1\).

To ensure the ratio \(\frac{\Pr(M(D) = k(t))}{\Pr(M(D') = k(t))}\) is upper bounded by \(\epsilon'\), we have to bound

\[ \exp \left( -\frac{8}{\lambda N} \right) \leq \epsilon' \Rightarrow \epsilon' \geq \frac{8}{\lambda N}. \tag{27} \]

Then, with employing the strong composition property given in Proposition 2, the proposed quantum composition property achieves \((\epsilon, \delta)\)-privacy after \(T\) iterations, where

\[ \epsilon \approx \sqrt{2T \ln(1/\delta)} \frac{8}{\lambda N}. \tag{28} \]

In other words, with setting

\[ \lambda = \sqrt{2T \ln(1/\delta)} \frac{8}{cN}, \]

the proposed quantum private Lasso with weighted sampling mechanism achieves \((\epsilon, \delta)\)-differential privacy.

We remark that the devised privacy mechanism used in the QDP Lasso, as our second main technical contribution, amounts to sampling \(k(t)\) from the state \(|\mathcal{W}(\alpha^{(t)})\rangle\) in Line 8 of Alg. 4. Mathematically, at the \(t\)-th iteration, the quantum subroutine \(\mathcal{W}(\alpha^{(t)})\) as will be described below is employed to prepare \(|\mathcal{W}(\alpha^{(t)})\rangle\) in Eqn. (20). This privacy mechanism is a crucial element to dramatically reduce runtime of the QDP Lasso to outperform both the optimal classical and quantum non-private Lasso estimators, since it avoids involving extra operations such as noise injection and removes the quantum minimum finding algorithm, which dominates the runtime complexity of the quantum non-private Lasso.

We next exhibit that the subroutine \(\mathcal{W}(\alpha^{(t)})\) can be efficiently implemented. This result is the precondition to assure the efficacy of the proposed QDP Lasso. Based on Eqn. (26), we observe that the state \(|\mathcal{W}(\alpha^{(t)})\rangle\) can be prepared by applying the conditional rotation operation \(27)\) to the state \(|\alpha^{(t)}\rangle\) accompanied with an ancillary qubit. In other words, the subroutine \(\mathcal{W}(\alpha^{(t)})\) can be effectively constructed by employing the oracle \(O_\alpha^{(t)}\) in Theorem 1 with extra \(O(1)\) overhead. The following lemma summarizes the runtime cost of implementing \(\mathcal{W}(\alpha^{(t)})\).

**Lemma 4.** Following notations used in Lemma 7 there exists a quantum algorithm which with success probability \(1 - 2b\) and \(b \in (0, 1)\), prepares a quantum state

\[ |\tilde{\mathcal{W}}(\alpha^{(t)})\rangle = \sum_{s=1}^{2d} \frac{1}{\sqrt{2d}} |s \rangle \left| \tilde{\alpha}_s^{(t)} \right\rangle \left( e^{-i|\alpha_s^{(t)} + \theta^{(t)}| / 2} |0\rangle + \tilde{s} \right), \tag{29} \]

where \(\tilde{s} = 1 - e^{-i|\alpha_s^{(t)} + \theta^{(t)}| / 2} |1\rangle\) in \(O(T^2 \sqrt{N}/c)\) runtime.

Moreover, the prepared state \(|\tilde{\mathcal{W}}(\alpha^{(t)})\rangle\) estimates the state \(|\mathcal{W}(\alpha^{(t)})\rangle\) in Eqn. (20) with \(|\alpha_s^{(t)} - \tilde{\alpha}_s^{(t)}| \leq \epsilon, \epsilon \leq L_1, \) and \(\tilde{\alpha}_s^{(t)} = -\tilde{\alpha}_s^{(t)}\) for any \(s \in [2d]\).

**Proof of Lemma 4** Let us first recall the construction of the quantum subroutine \(\mathcal{W}(\alpha^{(t)})\), as the backbone of Alg. 4. Specifically, we first exploit the oracle \(O_\alpha^{(t)}\) in Lemma
and quantum arithmetic operations such as addition and multiplication to prepare a uniform superposition state
\[ |\varphi(\alpha^{(t)})\rangle = \frac{1}{\sqrt{2d}} \sum_{s=1}^{2d} |s\rangle \exp(-|\hat{\alpha}_s^{(t)}| + 2L_1/|\lambda|). \tag{30} \]

We then introduce an ancillary qubit to the state \(|\varphi(\alpha^{(t)})\rangle\) and rotate the state conditioned on \(|\alpha_s^{(t)} + 2L_1/|\lambda|\rangle\) to obtain the target state \(|\mathcal{W}(\alpha^{(t)})\rangle\).

Here we first detail the implementation of the above two steps and then analyze their runtime cost by step.

The preparation of the state \(|\varphi(\alpha^{(t)})\rangle\) can be accomplished with an extra \(O(1)\) runtime complexity if we have access to the oracle \(O_{\alpha^{(t)}}\) defined in Eqn. (47). In particular, we first append an ancillary qubit and apply \(H\) gate to create the state
\[ H \otimes O_{\alpha^{(t)}} |0\rangle \otimes |0\rangle \rightarrow \frac{1}{\sqrt{2d}} \sum_{s'=1}^{d} \left( |0\rangle |s'\rangle |\hat{\alpha}_{s'}^{(t)}\rangle + |1\rangle |s'\rangle |\hat{\alpha}_{s'}^{(t)}\rangle \right). \tag{31} \]

Next, we use a CNOT gate to flip the sign of \(\hat{\alpha}_{s'}\), where the control and target qubits are the first qubit and the specific qubit that records the sign information of \(\alpha_s^{(t)}\), i.e., the state in Eqn. (31) transforms to
\[ \frac{1}{\sqrt{2d}} \sum_{s'=1}^{d} \left( |0\rangle |s'\rangle |\hat{\alpha}_{s'}^{(t)}\rangle + |1\rangle |s'\rangle |\hat{\alpha}_{s'}^{(t)}\rangle \right). \tag{32} \]

Absorbing the first qubit into the index register \(|s\rangle\), we obtain
\[ \frac{1}{\sqrt{2d}} \sum_{s=1}^{2d} |s\rangle \left| \hat{\alpha}_s^{(t)} \right\rangle. \tag{33} \]

Notably, even though there exists an error \(\zeta\) with \(|\alpha_s^{(t)} - \alpha_s^{(t)}\rangle \leq \zeta\) as discussed in Appendix A, the above implementation procedure guarantees
\[ \hat{\alpha}_s^{(t)} = -\hat{\alpha}_{s+d}^{(t)}, \forall s \in [d], \tag{34} \]

since \(\alpha_s^{(t)} + d\) is produced by flipping the sign qubit of \(\alpha_{s+d}^{(t)}\). This property will be employed in the utility bound analysis. Once the state in Eqn. (33) is prepared, we apply a quantum adder, multiplier, and exponential operation \[54, 55\] to obtain the state
\[ \frac{1}{\sqrt{2d}} \sum_{s=1}^{2d} |s\rangle \left| \hat{\alpha}_s^{(t)} + 2L_1 \right\rangle \frac{1}{\sqrt{2d}} \sum_{s=1}^{2d} |s\rangle \left| \hat{\alpha}_s^{(t)} + 2L_1 \right\rangle \]
\[ \times \exp \left( \frac{1}{2} \sum_{s=1}^{2d} |s\rangle \langle s\left| \hat{\alpha}_s^{(t)} + 2L_1 \right\rangle \left( |\lambda\rangle \langle \lambda| \right) \right) \]
\[ \exp(\hat{\varphi}(\alpha^{(t)})) = \frac{1}{\sqrt{2d}} \sum_{s=1}^{2d} |s\rangle \left[ \exp \left( -\frac{\hat{\alpha}_s^{(t)} + 2L_1}{|\lambda|} \right) \right]. \tag{35} \]

Last, we introduce an ancillary qubit and apply a controlled rotation operation used in \[27\] to estimate the target state \(|\mathcal{W}(\alpha^{(t)})\rangle\), i.e.,
\[ \frac{1}{\sqrt{2d}} \sum_{s=1}^{2d} |s\rangle \left[ \exp \left( -\frac{\hat{\alpha}_s^{(t)} + 2L_1}{|\lambda|} \right) \right] \left| 0\right\rangle \text{ conditional rotation on the 2nd quantum register} \]
\[ |\mathcal{W}(\alpha^{(t)})\rangle = \sum_{s=1}^{2d} \frac{1}{\sqrt{2d}} |s\rangle \left| \hat{\alpha}_s^{(t)} \right\rangle \times \left( \frac{e^{-|\alpha_s^{(t)} + 2L_1|/C_1}}{C_1} |0\rangle + \sqrt{1 - \frac{e^{-|\alpha_s^{(t)} + 2L_1|/C_1}}{C_1}} |1\rangle \right), \tag{36} \]

where \(C_1\) depends on \(\lambda\) and \(L_1\) as defined in Line 3-7 of Alg. 4.

Under the above description, the runtime cost to prepare the state in Eqn. (31) is \(O(T^2 \sqrt{\gamma/|\zeta|})\), supported by Lemma 4. The subsequent steps from Eqn. (32) to Eqn. (35), which aims to prepare the state \(|\varphi(\alpha^{(t)})\rangle\), only involve Hadamard transformations and basic quantum arithmetic operations and can be completed in \(O(\log(d))\) runtime. In the last step, the conditional rotation operation as formulated in Eqn. (36) can be achieved in \(O(1)\) runtime \[27\]. Overall, the runtime cost to prepare the state \(|\mathcal{W}(\alpha^{(t)})\rangle\) is \(O(T^2 \sqrt{\gamma/|\zeta|})\).

The result of Lemma 4 and the optimization results of the FW algorithm allow us to quantify the utility and runtime cost of the QDP Lasso.

**Theorem 5 (Utility and runtime).** Let \(L_1 \in \mathbb{R}_+\) be the Lipschitz constant of the loss \(L\) in Eqn. (7), \(0 \leq \zeta < L_1\) be the error threshold, and \(C_f \in \mathbb{R}_+\) be the curvature constant of \(L\) in Definition 3. Given the dataset \(D = \{X \in \mathbb{R}^{N \times d}, y \in \mathbb{R}^N\}\), with success probability \(1 - o(1)\), after \(T = \frac{(N_2)^{1/3}}{\ln^{1/3}(1/\delta)}\) iterations, \((\epsilon, \delta)\)-QDP Lasso in Alg. 4 achieves the utility bound \(R_L \leq \tilde{O} \left( \frac{C_f^{1/3}}{N^{1/3} |\lambda|^2/\epsilon \delta} + \zeta + L_1 \right)\) in runtime \(\tilde{O} \left( \frac{C_f^{1/3}}{N^{1/3} |\lambda|^2/\epsilon \delta} \right)\).

**Proof of Theorem 5** We first analyze the Error and utility bound of QDP and then derive its runtime complexity.

**Error analysis and utility bound.** We now analyze how the selected basis \(e_{K^{(t)}}\) as described in Alg. 4 affects the error term \(\tilde{e}\) given in Proposition 1 when the imperfection of the state preparation oracle \(O_{\alpha^{(t)}}\) is considered. Specifically, supported by Lemma 4 with success probability \(1 - 2\delta\), the obtained result in Line 5 satisfies \(|\alpha_s^{(t)} - \alpha_s^{(t)}\rangle \leq \zeta\) for \(\forall k^{(t)} \in [2d]\). Consequently, the probability to accept \(k^{(t)}\) as the output index shown in Line 6 is proportional to \(\exp(-|\alpha_s^{(t)} + 2L_1/|\lambda|)\). This estimated acceptance rate, we now discuss the upper bound of \(E [\langle e_{K^{(t)}}, \nabla L(\theta^{(t)}) \rangle]\). Note that, the symmetry property of \(\alpha^{(t)} = \nabla L(\theta^{(t)}) - \nabla L(\theta^{(t)})\) implies that its minimal entry, i.e., \(\alpha_s^{(t)} = \min_{s \in S} (\hat{e}_s, \theta^{(t)}\rangle\), is always less than zero.

Denote \(\tilde{Z} = \sum_{s=1}^{2d} \exp \left( -\frac{|\alpha_s^{(t)} + 2L_1|}{|\lambda|} \right)\). The upper bound of \(E [\langle e_{K^{(t)}}, \nabla L(\theta^{(t)}) \rangle]\) satisfies
\[ E [\langle e_{K^{(t)}}, \nabla L(\theta^{(t)}) \rangle] \]
\[ \begin{align*}
&= \sum_{s=1}^{2d} \Pr(\text{Accept} | K^{(t)} = s) \left( \hat{e}_s, \nabla L(\theta^{(t)}) \right) \\
&= \sum_{s=1}^{2d} \exp \left( -\frac{\alpha^{(t)}_s + 2L_1}{\lambda} \right) \hat{a}_s^{(t)} \\
&= \frac{\hat{a}_k^{(t)} - \hat{a}_{k^*}^{(t)}}{Z} + \sum_{s=1}^{2d} \exp \left( -\frac{\alpha^{(t)}_s + 2L_1}{\lambda} \right) \hat{a}_s^{(t)} \\
&\leq \alpha^{(t)}_{k^*} + \zeta + L_1 + \frac{\sum_{s=1}^{2d} \exp \left( -\frac{\alpha^{(t)}_s + 2L_1}{\lambda} \right) \hat{a}_s^{(t)}}{Z} \\
&= \alpha^{(t)}_{k^*} + 2\zeta + L_1 + \frac{\sum_{s=1}^{2d} \exp \left( -\frac{\alpha^{(t)}_s + 2L_1}{\lambda} \right) \hat{a}_s^{(t)}}{Z} \\
&= \alpha^{(t)}_{k^*} + 2\zeta + L_1 + \frac{\sum_{s = -L_1}^{s \neq -L_1} \exp \left( -\frac{\alpha^{(t)}_s + 2L_1}{\lambda} \right) \hat{a}_s^{(t)}}{Z} \\
&\leq \alpha^{(t)}_{k^*} + 2\zeta + L_1 + \sum_{s = -L_1}^{s \neq -L_1} \exp \left( -\frac{\alpha^{(t)}_s + 2L_1}{\lambda} \right) \hat{a}_s^{(t)} \\
&\leq \alpha^{(t)}_{k^*} + 2\zeta + L_1 + \lambda. \quad (37)
\end{align*} \]

The first and second inequalities employ the facts that, for any \( s \in [2d] \), \( |\alpha^{(t)}_s - \alpha^{(t)}_{k^*}| \leq \zeta \) as shown in Lemma 4, and \( |\alpha^{(t)}_s| \leq L_1 \), since every entry of \( \alpha^{(t)}_s \) belongs to \( \{\pm \nabla \alpha L\}_{s=1} \) and \( \|\nabla L\|_2 \leq L_1 \). The third equality splits the summation into two groups, where the first and second group only includes the index that corresponds to the positive and negative entries of the projected gradient, respectively, i.e., \( S^+ = \{ s^+ | \hat{a}_{s^+}^{(t)} > 0 \} \) and \( S^- = \{ s^- | \hat{a}_{s^-}^{(t)} \leq 0 \} \). The cardinality of these two groups are equal such that \( |S^+| = |S^-| = d \). Then, in the third inequality, we exploit the following relation, i.e.,

\[ \sum_{s \neq -L_1} \exp \left( -\frac{\alpha^{(t)}_s + 2L_1}{\lambda} \right) \hat{a}_s^{(t)} \leq 0, \tag{38} \]

since \( \hat{a}_{s^+}^{(t)} \leq 0 \) and its coefficient is positive. The last inequality is derived as follows, i.e.,

\[ \sum_{s^+ \in S^+} \exp \left( -\frac{\alpha^{(t)}_{s^+} + 2L_1}{\lambda} \right) \hat{a}_{s^+}^{(t)} = \frac{\sum_{s^+ \in S^+} \exp \left( -\frac{\alpha^{(t)}_{s^+} + 2L_1}{\lambda} \right) \hat{a}_{s^+}^{(t)}}{\sum_{s^+ \in S^+} \exp \left( -\frac{\alpha^{(t)}_{s^+} + 2L_1}{\lambda} \right) + \sum_{s^- \in S^-} \exp \left( -\frac{\alpha^{(t)}_{s^-} + 2L_1}{\lambda} \right)} \]

where the first inequality uses \( \frac{1}{a+b} \leq \frac{1}{a} \) when \( a, b > 0 \), and the last inequality utilizes the facts \( e^x \geq 1 + x \) and \( L_1 \geq -\alpha^{(t)}_{k^*} > 0 \), which leads to \( \exp \left( -\frac{\alpha^{(t)}_{k^*} + 2L_1}{\lambda} \right) \leq 1 + \frac{\alpha^{(t)}_{k^*} + 2L_1}{\lambda} \). Hence,

\[ \sum_{s^+ \in S^+} \exp \left( -\frac{\alpha^{(t)}_{s^+} + 2L_1}{\lambda} \right) \hat{a}_{s^+}^{(t)} = \sum_{s^+ \in S^+} \exp \left( -\frac{\alpha^{(t)}_{s^+} + 2L_1}{\lambda} \right) \leq \alpha^{(t)}_{k^*} + 2\zeta + L_1 + \lambda, \]

which is the required bound.
This result indicates that, when \( M \) is larger than a certain constant, which is inversely proportional to \( \varsigma \), with probability \( 1 - o(1) \), we can always observe the status ‘0’ at least once. Consequently, the runtime complexity to accomplish the \( t \)-th iteration is \( \tilde{O}(T^2\sqrt{N} / \varsigma) \).

By leveraging the runtime to complete each iteration and the result of Eqn. (42) that the optimal iterations follows \( T = \frac{C_f^2/(N\epsilon)^{2/3}}{\ln^{2/3}(1/\delta)} \), we conclude that the runtime complexity of Alg. 4 is

\[
\tilde{O}(T \cdot T^2\sqrt{N} / \varsigma) = \tilde{O}\left(\frac{C_f^2N^{5/2}\epsilon^2}{\varsigma}\right).
\]

(45)

Theorem 5 allows us to infer all results presented in Table 1. Specifically, in conjunction with Lemma 3 and Theorem 5, an immediate observation is that the QDP Lasso is faster than the optimal classical non-private Lasso when \( d > O(N^{5/2}) \). Moreover, combining Lemma 2 with Theorem 5, the QDP Lasso could be even faster than the optimal quantum non-private Lasso when \( N > O(N^{5}) \). These results separate quantum DP learning with its classical counterparts, where the implementation of classical private Lasso estimators generally require much more runtime than non-private cases. We note that in the quantum domain, the DP requirement separates the QDP Lasso with the quantum non-private Lasso to be two different learning problems. The former concerns finding a solution with the DP property and a good utility bound, while the latter pursues the optimal solution in Eqn. (1). These different aims enable that the proposed QDP Lasso may achieve a lower runtime complexity than that of the quantum non-private Lasso. Next, the utility bound of the QDP Lasso is near-optimal, since the study [15] has proven that the optimal utility of DP Lasso is \( \Omega(1/(N \log N)^{2/3}) \). Last, achieved near-optimal utility bound and runtime speedups indicate that the proposed QDP Lasso meets the two requirements of QDP learning.

Remark 1. We remark that the number of iterations of \( T \) in Theorem 5 is a positive integer. In other words, when \( \epsilon \) is small and results in \( T < 1 \), we should keep \( T = 1 \). In this case, the runtime complexity of the proposed QDP Lasso estimator is \( \tilde{O}(\sqrt{N}/\varsigma) \) and its corresponding utility bound is

\[
R_L \leq \tilde{O}(2C_f + \varsigma + \frac{1}{\varsigma^2})
\]

(see proof of Theorem 5 for details). We next explain the examination procedure in Line 3-5 of Alg. 4 in the QDP Lasso. This step aims to ensure the legality of the privacy mechanism. Specifically, when \( L_1/\lambda \geq \ln(1/\varsigma) \), the probability to sample the index \( s \) for all \( s \in [2d] \) will be near to zero, which renders the sampling process in Line 8 of Alg. 4 to be ill-posed. Furthermore, when \( L_1/\lambda \geq \ln(1/\varsigma) \), the error term \( \varsigma \) caused by the state preparation oracle will heavily affect the performance of the quantum private Lasso.

We further address the importance of examining the degree of the required privacy, driven by the distinguished runtime complexity between quantum private and non-private Lasso. Recall the conclusions of Theorem 3 and Theorem 5. When the privacy budget \( \epsilon \) is sufficiently small, the runtime cost for quantum private Lasso is \( \tilde{O}(N^{5/2}\epsilon^2/\varsigma) \), while a large privacy budget \( \epsilon \) that is close to the non-private setting results in \( \tilde{O}(\sqrt{Nd}) \) runtime. Without the examination in Line 3-5 of Alg. 4 it is difficult to explain when the runtime of quantum Lasso should depend on the feature dimension \( d \), since the privacy budget can be continuously degraded from the absolutely private case to the non-private case.

We last emphasize why the runtime of the quantum DP Lasso may be less than that of the quantum non-private Lasso when both of them employ the input/output quantum model formulated in Dentition 1. The central reason is that these two models focus on different aims, as stated in Introduction. Namely, quantum DP Lasso pursues both a lower runtime over its classical counterparts and a near-optimal utility bound for the specified differential privacy parameters, while quantum non-private machine learning algorithms only pursue low runtime when \( \|\theta(T) - \theta^*\| \leq \varsigma \). These different aims lead them to be two different learning problems. To elucidate how this separation allows QDP Lasso to advance quantum non-private Lasso, let us consider an extreme setting where the second requirement of QDP (i.e., attain a near-optimal utility bound) is discarded. In this scenario, the extreme QDP Lasso targets to output all possible solutions \( \theta \) with non-zero probability. This can be efficiently achieved by outputting the index \( k^{(t)} \) randomly sampled from a uniform quantum state \( \frac{1}{\sqrt{2d}} \sum_{s=1}^{2d} |s\rangle \) for \( \forall t \in [T] \), which takes \( \tilde{O}(1) \) runtime. Instead, the goal of quantum non-private Lasso is to find the optimal result.
\( \theta^* \) in Eqn. (1). Therefore, according to Theorem 3 for the same \( T \), the runtime complexity of this extreme QDP Lasso is lower than the quantum non-private Lasso, i.e., \( \tilde{O}(T) \) versus \( \tilde{O}(T^2) \).

VI. NUMERICAL SIMULATIONS

In this section, we validate the performance of the QDP Lasso using a synthetic dataset. We choose the reconstruction error, i.e., \( \| \theta^0 - \theta^* \|_2/\|\theta\|_2 \) that \( \theta^0 \) is the output of the employed private Lasso estimator, as the metric to evaluate the utility guarantee. To collect statistical information, all settings are repeated with 10 times and then compute the average reconstruction error. The construction rule of the synthetic dataset \( \mathbf{X} \in \mathbb{R}^{n \times d} \) is as follows. Each entry of \( \mathbf{X} \) is drawn i.i.d. from a uniform distribution \( U(-1, 1) \), and the \( s^* \) non-zero entries of the optimal parameters \( \theta^* \) is drawn i.i.d. from \( U(0, 1) \). Based on this construction rule, we build two synthetic datasets \( D(1) = (\mathbf{X}(1), \mathbf{y}(1)) \in (\mathbb{R}^{400 \times 1000}, \mathbb{R}^{400}) \) and \( D(2) = (\mathbf{X}(2), \mathbf{y}(2)) \in (\mathbb{R}^{1000 \times 5000}, \mathbb{R}^{1000}) \) with \( s^* = 10 \) to evaluate performance of the QDP Lasso. The value of the privacy budget \( \epsilon \) is ranging from 0.1 to 1.

Figure 2 illustrates the simulation results. The reconstruction error of the classical DP Lasso with the Laplacian privacy mechanism [15] and the QDP Lasso is continuously decreasing with respect to the increased privacy budget \( \epsilon \) for both \( D(1) \) and \( D(2) \). This empirical results accord with the theoretical results as shown in Theorem 5.

VII. APPLICATIONS

A recent study indicates that quantum system noise enhances the threshold to attain quantum advantages [56]. Concretely, quadratic speedups will not enable quantum advantages on early generations of fault-tolerant devices and quartic speedups look significantly more practical. This result denies the possibility to implement quantum kernel classifier [20] or quantum kernel perceptron [21] on a modest fault-tolerant quantum computer to attain quantum advantages. Moreover, many quantum algorithms claiming exponential speedups are dequantized by quantum-inspired classical algorithms [21]. The proposed QDP Lasso, whose runtime is independent with feature dimension, paves a new way to attain advantages on early fault-tolerant quantum machines.

VIII. CONCLUSION

In this paper, we propose a QDP Lasso estimator to accomplish private sparse regression learning tasks. To the best of our knowledge, this is the first quantum private learning algorithm with runtime advantages and near-optimal utility. Moreover, we exhibit that the runtime of the QDP Lasso can be even lower than the optimal quantum non-private Lasso. The achieved results open an avenue to apply NISQ devices to attain runtime speedups. One of the interesting directions for the future study is to design other QDP algorithms that can provide both computational efficiency and utility improvements.

APPENDIX

The organization of the Appendix is as follows. Specifically, in Subsection A we first demonstrate that the oracle \( O_{\tilde{A}}(t) \), which prepares a quantum state that approximates the target state \( O_{\tilde{A}}(t) |0\rangle = |s\rangle \alpha_s^{(t)} \) with an additive error, can be effectively implemented. We then analyze the required runtime complexity to implement \( O_{\tilde{A}}(t) \) in Subsection. Last, we present the proof of Lemma 5 and Lemma 6 which are employed to support the runtime analysis of implementing \( O_{\tilde{A}}(t) \), in Subsection C and Subsection D respectively.

A. Implementation of the state preparation oracle

The state preparation oracle \( O_{\tilde{A}}(t) \) in Alg. 2 aims to prepare the quantum state \( O_{\tilde{A}}(t) |s\rangle = |s\rangle \alpha_s^{(t)} \), where

\[
\alpha_s^{(t)} := |0\rangle |\alpha_s^{(t)}\rangle,
\]

for \( 1 < s \leq d \), and \( \alpha_s^{(t)} = -\alpha_{s-d}^{(t)} \) for \( d < s \leq 2d \).

The above equation implies that the oracle \( O_{\tilde{A}}(t) \) can be constructed with an extra \( O(1) \) runtime complexity if we have access to

\[
O_{\tilde{A}}(t) |s\rangle |0\rangle = |s\rangle \alpha_s^{(t)} \quad \forall s \in [d].
\]

To be concrete, when the query \( |s\rangle \) satisfies \( d < s \leq 2d \), we first query \( O_{\tilde{A}}(t) \) by the basis \( |s'\rangle \) with \( s' = s - d \) to obtain \( |s'\rangle \alpha_{s'}^{(t)} \). We then flip the qubit that records the sign information of \( \alpha_{s'} \) to obtain \( |s'\rangle - \alpha_{s'}^{(t)} \). Based on this fact, the implementation of the oracle \( O_{\tilde{A}}(t) \) that approximates to \( O_{\tilde{A}}(t) \) amounts to preparing an oracle that approximates to \( O_{\tilde{A}}(t) \). With a slight abuse of notation, in the following subsections, we use \( O_{\tilde{A}}(t) \) to specify the oracle that approximates to \( O_{\tilde{A}}(t) \). For elucidating, Table II summarizes the definitions and intuitions of quantum oracles explored in this section.

1) Implementation of \( O_{\tilde{A}}(t) \): The implementation of the oracle \( O_{\tilde{A}}(t) \), which leverages the reformulated expression of \( \alpha^{(t)} \) in Eqn. (46), is summarized in Algorithm 5. The detailed explanation of each step is as follows.

The inputs of Alg. 5 are two oracles, i.e., \( O_X \) and \( O_y \) in Definition 1 and the classical input \( \theta^{(t)} \) for \( t \in [T] \). From Line 2 to Line 3 of Alg. 5, we employ Hadamard transformations and an oracle \( O_z \), i.e.,

\[
O_z : \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle_{r_1} \rightarrow \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle_{r_1} |z_i^{(t)}\rangle_{r_2},
\]

to load the vector \( z_i^{(t)} \), where \( z_i^{(t)} := y_i - \langle X_i, \theta^{(t)} \rangle \) in Eqn. (46) for any \( i \in [N] \), into the quantum register \( r_2 \). The construction of \( O_z \) requires \( O(T^2) \) runtime, whose proof is given in Subsection C.
The summary of quantum oracles. The intuition and definition of quantum oracles exploited in Algls. 1-5 are illustrated. The dimensionality of quantum state depends on the precision to store a real number. Here we suppose that all real numbers (i.e., \( X_{ij}, y, \alpha_s^{(t)}, \)
\( z_i^{(t)}, \text{ and } \theta_j^{(t)} \)) are stored by the single-precision floating-point format, which requests 32 qubits.

| Oracle | Intuition | Definition |
|--------|-----------|------------|
| \( O_X \) | Load input data \( X \in \mathbb{R}^{N \times d} \) into the quantum state | \( O_X (G) = \sqrt{|G|^{-1}} \sum_{i,j \in G} |i,j \rangle |X_{ij} \rangle \in \mathbb{C}^{32N^2d} \), where \( G \) denotes a set of indexes to be queried. |
| \( O_y \) | Load input label \( y \) into the quantum state | \( O_y (G) = \sqrt{|G|^{-1}} \sum_{i \in G} |i \rangle |y_i \rangle \in \mathbb{C}^{32N} \), where \( G \) denotes a set of indexes to be queried. |
| \( O_{\alpha^{(t)}} \) | Prepare the quantum state of \( \alpha_s^{(t)} \) in Eqn. (13) | \( O_{\alpha^{(t)}} (|s \rangle |0 \rangle \rightarrow |s \rangle \alpha_s^{(t)} \rangle \in \mathbb{C}^{64d} \) |
| \( O_z \) | A quantum subroutine to construct \( O_{\alpha^{(t)}} \) | \( O_z \colon \frac{1}{\sqrt{|N|}} \sum_{i=1}^{N} |i \rangle \rightarrow \frac{1}{\sqrt{|N|}} \sum_{i=1}^{N} |i \rangle |z_i^{(t)} \rangle \in \mathbb{C}^{32N} \) |
| \( O_{\theta^{(t)}} \) | Load trainable parameters into the quantum state | \( O_{\theta^{(t)}} (|0 \rangle \rightarrow \frac{1}{\sqrt{2^d}} \sum_{j=1}^{2^d} |j \rangle \theta_j^{(t)} \rangle \in \mathbb{C}^{2^d} \) |

Algorithm 5 Quantum State Preparation oracle \( O_{\alpha^{(t)}} \):

1. **Input**: Input oracles \( O_X, O_y, \) and the classical input \( \theta^{(t)} \).
2. Initialize \(|s \rangle_r_0 \ 0 \rangle_{r_1} \) for quantum registers \( r_0 \) and \( r_1 \), and apply Hadamard transformation to the \( r_1 \) register

\[
|s \rangle_{r_0} 0 \rangle_{r_1} \xrightarrow{\text{Hadamard transformation}} \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i \rangle_{r_1} ;
\]

3. Introduce the quantum register \( r_2 \) and apply oracle \( O_z \) formulated in Lemma 5 to the register \( r_1 \) and \( r_2 \), i.e., let

\[
\frac{1}{\sqrt{N}} |s \rangle_{r_0} \sum_{i=1}^{N} |i \rangle_{r_1} \rightarrow \frac{1}{\sqrt{N}} |s \rangle_{r_0} \sum_{i=1}^{N} |i \rangle_{r_1} |z_i^{(t)} \rangle_{r_2} ;
\]

4. Introduce the quantum register \( r_3 \) and employ \( O_X \) to generate

\[
\frac{1}{\sqrt{N}} |s \rangle_{r_0} \sum_{i=1}^{N} |i \rangle_{r_1} |z_i^{(t)} \rangle_{r_2} |X_{i,s} \rangle_{r_3} ;
\]

5. Introduce the quantum register \( r_4 \), and apply the quantum operation \( U_{\text{inner}} \) as formulated in Lemma 6 to the quantum registers \( r_2 \) and \( r_3 \) to obtain the state

\[
|s \rangle_{r_0} \alpha_s^{(t)} \rangle_{r_4} ;
\]

6. **Output**: Output \(|s \rangle \alpha_s^{(t)} \rangle \).

Lemma 5. Given access to oracles \( O_X \) and \( O_y \) in Definition 4 and the classical input \( \theta^{(t)} \), the oracle \( O_z \) in Eqn. (48) can be implemented in \( O(T^2) \) runtime.

In Line 5 of Alg. 5, we aim to compute \( z_i^{(t)} X_{i,s} \) and record the result in the quantum register \( r_4 \). Specifically, we apply the oracle \( U_{\text{inner}} \) to the quantum registers \( r_1 \) and \( r_4 \) to compute

\( \alpha_s^{(t)} = \sum_i z_i^{(t)} X_{i,s} \).

The implementation of \( U_{\text{inner}} \) is summarized by the following lemma.

Lemma 6. Given the access to the oracle \( O_X \) and \( O_z \), there exists a quantum operation \( U_{\text{inner}} \) that estimates the inner product \( \langle X_{i,s}, z_i^{(t)} \rangle, \forall s \in [d] \) within the error threshold \( \varsigma \), outputs the state formulated in Line 5 of Alg. 5 with success probability \( 1 - 2b \). Suppose that the runtime to implement \( O_z \) is \( T_z \), the runtime complexity to implement \( U_{\text{inner}} \) is \( O(T_z \sqrt{N} \log(1/b)/\varsigma) \).

The proof of Lemma 6 is given in Subsection D.

B. Runtime complexity

Proof of Lemma 7. The runtime complexity of the implementation of \( O_{\alpha^{(t)}} \), as presented in Alg. 5, can be effectively obtained by combining the results of Lemma 5, 6, and 7. Note that, the error and uncertainty is introduced by Line 5 of Alg. 5. Due to the result of Lemma 6, the target state in Line 5 of Alg. 5 can only be approximately prepared in error \( \varsigma \) with success probability \( 1 - 2b \). Therefore, the oracle constructed in Alg. 5 refers to \( O_{\alpha^{(t)}} \) instead of \( O_{\alpha^{(t)}} \), which prepares the state \(|s \rangle \alpha_s^{(t)} \rangle \) that satisfies \( |\alpha_s^{(t)} - \alpha_s^{(t)}| \leq \varsigma \) for any \( s \in [2d] \), with success probability \( 1 - 2b \).

We now analyze the required runtime complexity Line by Line. The computation cost of Line 2 is \( \tilde{O}(1) \), since only Hadamard transformation is employed. In Line 3, we use the oracle \( O_z \) with the runtime complexity \( O(T^2) \), supported by Lemma 5. In Line 4, we call the oracle \( O_X \), which takes \( O(1) \) runtime. Therefore, the runtime complexity from Line 2 to Line 4 is \( \tilde{O}(T^2) \).

In Line 5, we employ \( U_{\text{inner}} \) to prepare the target state. Following the conclusion of Lemma 5, the oracle \( O_z \) corresponds to the unitary transformations used in Line 2-4, which requires \( O(T^2) \) runtime complexity to implement it. Then, supported by Lemma 6 with success probability \( 1 - 2b \), the oracle \( U_{\text{inner}} \) prepares the target state with error \( \varsigma \) in runtime \( \tilde{O}(T^2 \sqrt{N}/\varsigma) \).

Overall, the runtime complexity of Alg. 5 is \( \tilde{O}(T^2 \sqrt{N}/\varsigma) \), which is dominated by Line 5. Since the oracle \( O_{\alpha^{(t)}} \) can be efficiently implemented by using \( O_{\alpha^{(t)}} \) with an extra \( O(1) \) runtime as explained in Appendix A, the runtime complexity to implement the oracle \( O_{\alpha^{(t)}} \) for \( \forall s \in [2d] \) is also \( \tilde{O}(T^2 \sqrt{N}/\varsigma) \).
C. Proof of Lemma 5

The proof of Lemma 5 or equivalently, the implementation of oracle $O_2$, uses the following lemma.

**Lemma 7.** Denote the quantum oracle that prepares a state corresponding to $\theta^{(t)}$ as $O_{\theta^{(t)}}$, i.e.,

$$O_{\theta^{(t)}} : |0\rangle \rightarrow \frac{1}{\sqrt{d}} \sum_{j=1}^{d} |j\rangle |\theta^{(t)}_j\rangle.$$  \hspace{1cm} (49)

Given the classical input $\theta^{(t)} \in \mathbb{R}^d$ with $t \in [T]$, the oracle $O_{\theta^{(t)}}$ formulated in Eqn. (49) can be constructed in $O(T)$ runtime complexity.

**Proof of Lemma 7.** Recall the updating rule of $\theta^{(t)}$ described in Frank-Wolfe algorithm. The number of non-zero entries of $\theta^{(t)}$ at the $t$ step is no greater than $t$. The sparsity of $\theta^{(t)}$ implies that the oracle $O_{\theta^{(t)}}$ can be efficiently implemented by using single-qubit and two-qubit gates with $O(T)$ complexity. The implementation of $O_{\theta^{(t)}}$ is as follows, i.e.,

$$|0\rangle \xrightarrow{O(\log d) \text{ gates}} \frac{1}{\sqrt{d}} \sum_{j=1}^{d} |j\rangle |\theta^{(t)}_j\rangle$$ \hspace{1cm} (50)

For each entry $\theta^{(t)}_j$ with a constant precision, we need $O(1)$ multi-control $(\log d)$-qubit gates to encode it into the state $|j\rangle |\theta^{(t)}_j\rangle$. Since the multi-control $(\log d)$-qubit gate can be implemented by $O(\text{poly}(\log d))$ Toffoli gates and each Toffoli gate can be implemented by constant single-qubit and two-qubit gates [57], the required number of single-qubit and two-qubit gates to implement the multi-control $(\log d)$-qubit gate is $O(\text{poly}(\log d))$. The sparsity of $\theta^{(t)}$ implies that the total number of multi-control $(\log d)$-qubit gates is $O(T)$. Alternatively, the required number of single-qubit and two-qubit gates to build $O_{\theta^{(t)}}$ is $O(\text{poly}(\log d)T) = O(T)$.  

We now employ the result of Lemma 7 to prove Lemma 5.

**Proof of Lemma 5.** We implement the demonstration of the oracle $O_2$ in Alg. 6 and analyze its runtime complexity Line by Line. In particular, the runtime complexity of Line 3 is $O(1)$ by applying Hadamard transformation. The runtime complexity of Line 4 is $O(T)$, since the runtime complexity to implement $O_X$ and $O_y$ is $O(1)$ and the runtime complexity to implement $O_{\theta^{(t)}}$ is $O(T)$. In Line 5 and Line 7, the runtime complexity to conduct the multiplication and subtraction is $O(1)$, supported by [54].

In Line 6, the oracle $O_v$ is employed to compute $v^{(t)}$ and record the result in the quantum register $r_5$. Note that, due to the sparsity of $\theta^{(t)}$, the result of $v_i^{(t)}$ only relates to non-zero entries of $\theta^{(t)}$. Motivated by such a fact, instead of encoding in total $d$ entries, we only encode the entries whose indexes belong to the set $J$ into quantum states. The implementation of $O_v$ exploits the property that the cardinality $|J|$ is no greater than $T$ with $T \sim O(\log(N))$. In particular, given the quantum state formulated in Line 5 of Alg. 6 the oracle $O_v$ is composed of the following unitary transformations, i.e.,

$$\frac{1}{\sqrt{|J|}} \sum_{i=1}^{N} |i\rangle |y_i\rangle \sum_{j \in J} |j\rangle |X_{ij} \theta^{(t)}_j\rangle \bigg| r_4$$ \hspace{1cm} (51)

$$\rightarrow \frac{1}{\sqrt{|J|}} \sum_{i=1}^{N} |i\rangle |y_i\rangle \sum_{j \in J} |j\rangle |X_{ij} \theta^{(t)}_j\rangle \bigg| 0\rangle_{q_2, \ldots, q_{|J|}}$$

$$\rightarrow \frac{1}{\sqrt{|J|}} \sum_{i=1}^{N} |i\rangle |y_i\rangle \sum_{j \in J} |j\rangle |X_{ij} \theta^{(t)}_j\rangle \bigg| r_4$$ \hspace{1cm} (51)

$$\rightarrow \frac{1}{\sqrt{|J|}} \sum_{i=1}^{N} |i\rangle |y_i\rangle \sum_{j \in J} |j\rangle |X_{ij} \theta^{(t)}_j\rangle \bigg| r_4$$ \hspace{1cm} (51)

The first arrow in Eqn. (51) is introducing $|J| - 1$ quantum registers. The second arrow indicates that, the result $X_{ij} \theta^{(t)}_j$ for the different $j$ is recorded in $|J| - 1$ quantum registers separately, by repeatedly calling Line 4-5 of Alg. 5 to $\{q_2, \ldots, q_{|J|}\}$ in total $|J| - 1$ queries. The last arrow shows that we uncompute
and delete all quantum registers $|j\rangle$, $r_s$, and $\{q_i\}_{i=1}^N$.

An observation of Eqn. (51) is that the runtime complexity to implement $O_v$ is dominated by the second arrow. Since the runtime complexity of Line 4-5 is $O(T)$, the runtime complexity to implement $O_v$ is $O((|J| - 1)T) \leq O(T^2)$. Overall, the runtime complexity of Alg. 6 is $O(T^2)$, which is dominated by implementing $O_v$.

D. Proof of Lemma 6

Lemma 6 is a direct consequence of the inner product of two vectors.

Proposition 3 (Modified from Lemma A.10, [58]). Suppose that we have access to two quantum oracles $O_{X^\top}$ and $O_z$ with $X^\top \in \mathbb{R}^{d \times N}$ and $z \in \mathbb{R}^N$,

$$O_{X^\top} : |i\rangle |0\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{j=1}^{N} |j\rangle |X_j^\top\rangle \quad (52)$$

$$O_z : |0\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{j=1}^{N} |j\rangle |z_j\rangle \quad . \quad (53)$$

Denote the runtime complexity to implement $O_{X^\top}$ and $O_z$ is at most $O(T_{\max})$, and $\|X^\top\| = \max_j \|X_j\|$; there exists a quantum algorithm that with the probability at least $1 - 2b$, outputs the state

$$|i\rangle \langle X_i^\top, z\rangle \quad , \quad (54)$$

where $\langle X_i^\top, z\rangle - \langle X_i^\top, z\rangle \leq \varsigma$ in $O(T_{\max} \|X\| \log(1/b))$

runtime.

Proof of Lemma 6. The implementation of $U_{\text{inner}}$ directly employs the result of Proposition 3. Recall that, given the state

$$\frac{1}{\sqrt{N}} \sum_{i=1}^{N} |s\rangle |i\rangle r_s |z_i^{(t)}\rangle r_z |X_{is}r_z\rangle \quad , \quad (55)$$

the operation $U_{\text{inner}}$ aims to estimate the inner product $(X_i^\top, z^{(t)})$ for any $s \in [2d]$.

Following the above observation, we apply Proposition 3 to the quantum register $r_2$ and $r_3$ to estimate $(X_i^\top, z^{(t)})$ in superposition. The result is stored in the quantum register $r_4$. We then uncompute the quantum registers $r_2$ and $r_3$, and output the obtained state.

With success probability $1 - 2b$, the quantum operation $U_{\text{inner}}$ prepares the estimated state $\frac{1}{\sqrt{2b}} \sum_{i=1}^{N} |s\rangle |i\rangle r_s |z_i^{(t)}\rangle r_z |X_{is}r_z\rangle$ with error $\varsigma$ in runtime

$$O(T_{z} \sqrt{N} \log(1/b)) \quad ,$$

since $T_{\max} = T_z$ and $\|X\|_\infty \leq 1$.

We remark that the core ingredients of Proposition 3 are the amplitude amplification and phase estimation [59], [60]. Due to a huge number of control qubits gates used in quantum phase estimation, the computation-resource requirement may be unfriendly to the near-term quantum devices. Toward this issue, it is possible to attempt to employ a more advanced subroutine instead of the original one such as [61].
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