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Abstract

Aims and objectives: This study aimed to establish whether adults have a preference for semantics or emotional prosody (EP) when identifying the emotional valence of an utterance, and whether this is affected by bilingualism. Additionally, we wanted to determine whether the prosodic bias (PB) found in bilingual children in a previous study persisted through adulthood.

Design: Sixty-three adults with varying levels of bilingualism identified the emotional valence of words with positive, negative or neutral semantics expressed with a positive, negative, or neutral EP. In Part 1, participants chose whichever cue felt most natural to them (out of semantics or prosody). In Part 2, participants were instructed to identify either the semantics or the prosody in different experimental blocks.

Data and analysis: In Part 1, a one-sample t-test was used to determine whether one type of cue was preferred. Furthermore, a linear regression was used with the participants’ language profile score (measured with the Language and Social Background Questionnaire, LSBQ) as a predictor and how often prosody was chosen as the outcome variable. In Part 2, we ran a linear regression with the LSBQ score as the predictor and a PB score as the outcome.

Findings: In Part 1, participants chose semantics and prosody equally often, and the LSBQ score did not predict a preference for prosody. In Part 2, higher LSBQ scores lead to a larger PB.

Originality: This is the first study to show that bilingual adults, like children, have an increased bias towards EP the more bilingual they are, but only under constrained experimental conditions.

Implications: This study was the first to empirically investigate the conscious choice of emotional cues in speech. Furthermore, we discuss theoretical implications of our results in relation to methodological limitations with experimental settings in bilingual research.
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Introduction

Communication is a complex interplay where we have to process a large amount of information simultaneously. For instance, when it comes to understanding the emotions of an interlocutor with whom we are interacting face-to-face, we have to simultaneously observe that person, listen to the content of their utterances, and how they express what they are saying, all this while it is occurring in a distinct social context with its specific social rules and culture. Research shows that when several of the channels, for instance tone of voice, facial expression, and the actual content of what is said, are present and congruent, interpretation is much easier than when only one of those channels are present (Paulmann & Pell, 2011).

Moreover, when speech is ambiguous, for example when the semantics and prosody of an utterance are incongruent, it is often assumed that people will rely on the prosody to infer the speaker’s intention. For instance, an early study by Mehrabian and Wiener (1967) seems to support the idea that prosody prevails over semantics when the two are incongruent. In the Mehrabian and Wiener study, participants had to determine the feelings of a speaker towards an addressee based on utterances with incongruent semantics and prosody by either paying attention to both semantics and prosody, to semantics only, or to prosody only. Mehrabian and Wiener concluded that prosody trumps semantics, although a closer look at their results shows that semantics also was statistically significant in several conditions. Furthermore, due to the complexity of the design along with a small sample (i.e., a $3 \times 3 \times 2$ between-subject design with 10 participants in each group), their results should be interpreted with caution. However, in a more recent study by Morton and Trehub (2001), adult participants tended to rely more on prosody than semantics when asked to interpret the emotional state of a speaker when listening to utterances with incongruent semantics and emotional prosody (EP). Note, however, that in the instructions, participants were asked to listen carefully to the speaker’s voice, which potentially may have been interpreted as being the same thing as tone of voice.

Evidence from research on empathy has found that semantics are central for empathic accuracy when participants are asked to more generally determine an interlocutor’s emotions. For instance, Hall and Mast (2007) found that when a listener has to interpret an interlocutor’s thoughts and feelings, the most useful information is what is actually said (i.e., semantics), followed by EP, and finally by other visual non-verbal cues. Similarly, Gesn and Ickes (1999) found that empathic accuracy was mainly dependant on verbal (especially the actual content of what was being said), rather than non-verbal cues. These results from empathic accuracy research suggest that prosody is not necessarily the most useful cue to use when accurately interpreting an interlocutor’s feelings. Given that some of the studies presented above indicate that listeners rely more on semantics, while other studies presented here suggest that prosody is the go-to cue when interpreting incongruent speech, it is still an open question whether incongruent utterances are interpreted based on semantics, prosody, or even both.

More recent studies, however, have suggested that prosody is the “appropriate cue” to establish the true meaning of a speaker (e.g., Hellbernd & Sammler, 2016; Yow & Markman, 2011). However, such studies either make this fundamental assumption, or investigate occurrences where prosody is the correct answer, such as sarcasm. But even when using sarcasm and irony, prosody may not always be the predominant cue used by the listener to determine the speaker’s intention. For instance, Rivière et al. (2018) found that a majority of their participants relied mainly on contextual information that was provided before an ironic or non-ironic utterance was presented in order to determine whether an utterance was ironic or not. More specifically, when the context suggested a non-ironic situation, participants judged the utterance following the presentation of the contextual information as non-ironic, even if the utterance was expressed with an
ironic tone of voice. Thus, although prosody is clearly an important cue to help decipher a speaker’s intended meaning, in some ambiguous or incongruent situations, prosody may not be as important as many have assumed.

Indeed, Misono et al. (1997) found that when listening to ambiguous sentences, the preference for semantic cues or prosody varies depending on the context. In their study, the authors presented utterances where, grammatically speaking, there were two possible subjects for an action or two possible owners of an object. They found that when prosody stressed a second but less likely subject or owner in a sentence (e.g., prosody stressing “the lady” in the utterance “The perpetrator threatened the lady with the knife”), nearly 77% of the participants still interpreted the first (and more likely) subject as the intended subject. Hence, a large majority of the participants based their judgement of the ambiguous sentence on its semantic information despite a discrepant prosody which, according to some, should indicate and be interpreted as the true intended meaning. Misono et al. (1997) clearly show that it is not always the case, and that other factors can reduce the influence of prosody on interpretation.

However, it is important to note that there are important cultural differences between different types of languages. For instance, in most European languages, there is a tacit assumption that what is said is also what is meant, as opposed to several Asian languages such as Japanese where what is meant depends on how it is said (Ishii & Kitayama, 2002). Unsurprisingly, research shows that listeners of Japanese rely primarily on prosody when identifying their interlocutor’s meaning when utterances have an incongruent content and tone of voice (Ishii & Kitayama, 2002). The same was found in a population of Mandarin Chinese speakers where prosody was always more salient than semantics in an auditory emotional Stroop task (Lin et al., 2020). Thus, both the context of the utterance (as in Misono et al., 1997) and the cultural context make the interplay between different cues during communication quite complex.

Other factors could also influence which type of cue is used to infer intended meaning in speech. For instance, Yow and Markman (2011) suggested that bilingual children are better at paying attention to non-verbal emotional verbal cues due to their increased need (compared to monolinguals) to pay attention to their surroundings and interlocutor in order to choose the appropriate language to interact in. Indeed, they found that preschoolers that were bilingual were better at interpreting emotions in speech based on prosody compared to monolingual children, who were more inclined to use semantics. However, an underlying assumption in Yow and Markman (2011), that was based off Morton and Trehub’s (2001) findings, was that EP is the cue that reveals a speaker’s feelings more than semantics. Yet, based on the research presented above, this is not robustly established and appears to vary greatly depending on the context. Thus, what was shown by Yow and Markman was that bilingual children differed in their use of emotional cues in speech compared to monolingual children.

Importantly, a recent study by Champoux-Larsson and Dylman (2019) suggests that one’s level of bilingualism affects which type of cue (semantics or prosody) attention is directed towards when emotional words are uttered with a discrepant EP (such as a word with a positive semantic meaning uttered in an angry tone of voice), at least in children. In their study, the authors asked children with varying levels of bilingualism (bilingualism was measured on a continuous scale from monolingual to bilingual) to determine the valence of spoken words based specifically on either their semantics or on their EP. The crucial finding was that, while children performed similarly overall, the more bilingual children were, the more difficulty they had ignoring the distractor on trials where semantics was the target and prosody was the distractor (i.e., they made more mistakes based on the distractor). In contrast to Yow and Markman (2011), Champoux-Larsson and Dylman (2019) did not assume that prosody is always the correct answer and did not interpret their results as an advantage in bilingual children, but rather as a bias towards EP in relation to the degree of
bilingualism. Although it is not clear which mechanisms are behind these results, this study, similar to Yow and Markman’s (2011) study, suggests that bilinguals process cues in emotional speech differently as compared to monolinguals. Yet, it is not clear whether bilingualism leads to an advantage in the processing of EP, a preference, or a bias, particularly in adults.

Thus, two important questions arise from the study by Champoux-Larsson and Dylman (2019). Firstly, since all the participants were children, it is unclear whether this proposed bias towards prosody persists through adulthood. Indeed, there are several examples in the bilingual literature where differences between monolinguals and bilinguals are found during childhood only to disappear in adulthood (see Bialystok et al. (2005) for an example on inhibitory control throughout the lifespan). Extrapolating an effect found in bilingual children to bilingual adults can therefore not be done without first being empirically investigated. For instance, Bhatara et al. (2016) found that the more proficient participants were in their second language (L2), the less accurate they were at identifying positive emotions based on EP in neutral utterances in their L2. However, in Bhatara et al. (2016), only the prosody of utterances provided emotional information, while semantics were held neutral. Thus, while the authors could investigate the accuracy with which bilingual participants interpreted EP in their L2, the design did not allow to investigate potential preferences for either semantics or prosody (Bhatara et al., 2016). Secondly, there is an additional, and perhaps more crucial, question that arises from Champoux-Larsson and Dylman’s (2019) study. Namely, those participants were specifically asked to base their responses on either the semantics or the prosody of the words. Thus, it is unclear whether participants would base their responses on semantics or prosody in a free choice task (which might reflect a level of ambiguity more similar to real life), and whether this preference would depend on their level of bilingualism. In other words, it is unclear which cue a bilingual would choose to interpret emotion in speech if they were not instructed to rely on either semantics or on prosody, as was done in Yow and Markman (2011).

In light of the abovementioned studies, the current study investigated which type of cue (semantics or prosody) adult participants base their judgement on when listening to words with a semantic and prosodic emotional content in particular, and whether bilingualism affects this choice. Also, we investigated whether the prosodic bias (PB) found in bilingual children also exists in adult bilinguals. To investigate these two areas, we first asked adults with varying levels of bilingualism (from mostly monolingual to mostly bilingual) to determine the emotional valence of utterances based on their general impression (i.e., without specifying which cue to use) to determine if there is a preferred cue and whether it is moderated by bilingualism. In Part 2, we asked them to determine the utterance’s valence based on its EP or on its semantic content specifically to determine whether a PB also exists in adult bilinguals.

**Methods**

**Participants**

Participants were recruited through advertisements on the department’s social media and directly on campus. The total sample consisted of 74 participants (25.7% males, 73% females, 1.3% other) aged 18 to 50 years (mean ($M$) = 25.93, standard deviation ($SD$) = 7.29). However, one participant reported not having normal or corrected hearing, and 10 participants reported having started to learn Swedish after age five (thus making Swedish an L2 to them), and were excluded from further analysis. The final sample consisted of 63 native Swedish speakers (28.6% males, 69.8% females, 1.6% other) aged 18 to 50 years ($M = 25.95$, $SD = 7.17$) reporting having English as their L2, or one of their L2s if they had more than one.
The participants’ language profile was measured using Parts B and C of the Language and Social Background Questionnaire (LSBQ: Anderson et al., 2018). Specifically, the Composite Factor Score (CFS), which is the score developed by Anderson et al. (2018), was computed via the provided score calculator. The CFS is a complete score that includes a large array of important facets of bilingualism, namely, proficiency in the respondent’s first language (L1) and L2, frequency of use of the L1 and L2, which language(s) was heard during different periods in life (from infancy to adolescence) and from different people (parents, siblings, grand-parents, relatives, partner, roommates, neighbours, and friends), which language(s) is used in different contexts (at home, school, work, for social activities, religious activities, hobbies, shopping, and social services), and for different activities (reading, writing emails or text messages, in social media, to write lists, when watching TV or movies, listening to the radio, surfing on the internet, and praying), as well as frequency of code-switching (with family, friends, and on social media). The CFS can be used as a continuous variable, or can be split into distinct groups based on the recommendations found in the LSBQ’s score calculator. Here, the CFS was used as a continuous variable since it is increasingly argued that this way to operationalise bilingualism better reflects the true nature of the concept (e.g., DeLuca et al., 2019; Edwards, 2012; Gullifer et al., 2018; Gullifer & Titone, 2020; Incera & McLennan, 2018; Jylkkä et al., 2017; Kaushanskyaya & Prior, 2015; Luk & Bialystok, 2013; Sulpizio et al., 2020; Surraion & Luk, 2019), and because we wanted to replicate Champoux-Larsson and Dylman (2019) as closely as possible. In this study, level of bilingualism thus refers to the computed CFS for each participant based on their answers on the LSBQ. In other words, our sample consisted of participants with varying levels of bilingualism, with participants being more monolingual at the lower end of the scale, and participants being more bilingual at the upper end of the scale ($M = 4.74, SD = 3.63$). We controlled with bivariate correlation analyses that age and highest level of completed education (on a scale from 1 to 6 where 1 = elementary school or lower, 2 = high school, 3 = professional education, 4 = Bachelor’s degree, 5 = Master’s degree, 6 = PhD: $M = 2.49, SD = 0.98$) respectively did not correlate with the CFS. Both analyses were non-significant (age: $r = -0.001, p = 0.992$; education: $r = 0.092, p = 0.475$). All questions were presented and responded to via the survey platform Qualtrics.

**Stimuli**

The stimuli from Champoux-Larsson and Dylman (2019) were used in the current study. These consisted of 108 different recordings of 18 single words with a positive (e.g., love), negative (e.g., dead), or neutral (e.g., clock) semantics (six words per valence) in Swedish. All words were presented vocally and uttered in a positive (happy), negative (angry) and neutral tone of voice by one female and one male native speaker, resulting in the 108 recordings. Of the 108 recordings, the valence of the semantics and prosody were congruent for 36 of them, and the valence of the semantics and prosody were incongruent for the remaining 72 recordings. As reported in Champoux-Larsson and Dylman (2019), the words were selected from lists of words that had previously been produced in a pilot study based on different emotional categories (positive, negative, and neutral) and were afterwards rated by other independent raters based on valence, arousal and dominance. The authors controlled that words were matched on arousal, frequency, and number of letters. Furthermore, the recordings created by Champoux-Larsson and Dylman were validated by independent raters until an inter-rater agreement of at least 0.8 was reached for the EP (see detailed information on the selection and validation of the stimuli in Champoux-Larsson and Dylman (2019)).
Design

There were two parts in this experiment: non-directed; and directed. In the non-directed part (Part 1), participants grounded their judgement of the valence of the stimulus based on what felt most natural to them (semantics or prosody). The 108 recordings were presented randomly with two breaks, one after 36 trials and the other after 72 trials. Between each trial (i.e., a recording being played for the participant followed by the participant’s response), a fixation cross was presented for 500 milliseconds (ms). Part 1 was always presented first in order to avoid a priming effect from the second part (which was directed).

In the second part of the experiment, four blocks with directed trials were presented. Participants were asked to base their judgements on either semantics or prosody and to ignore the irrelevant cue (i.e., prosody in the semantics blocks, and semantics in the prosody blocks). The same 108 recordings as in Part 1 were presented (a trial here again consisted of a recording played for the participant, followed by the participant’s response, and a fixation cross for 500 ms before the following trial), and divided into four semi-randomised blocks with valence of word content, valence of tone of voice, congruence between word content and tone of voice, and gender of speaker balanced across the blocks. Two of the blocks were directed towards semantics (i.e., participants had to identify the valence of the words based on their semantics while ignoring the prosody) and two of the blocks were directed towards prosody (i.e., participants had to identify the valence of the utterances based on their prosody while ignoring the semantics). The four blocks were presented in a counterbalanced order thus creating four versions of the experiment to which participants were randomly assigned. SuperLab (version 5) was used for programming and running the experiment on a MacBook Air.

Procedure

Participants were met in the laboratory on campus. They first filled out the survey with background questions and the LSBQ (Anderson et al., 2018). Afterwards, participants completed the computerised task where instructions were provided in writing. Before the non-directed block, there were six practice trials with different recordings that were not used subsequently in the experimental trials. Afterwards, the 108 experimental trials were presented in a randomised order. In order to avoid priming the participants or teaching them the “correct” answer, no feedback on their answers was provided since the aim was to investigate what felt most natural to them. Responses were provided by pressing a drawing depicting a happy (for positive), neutral or angry (for negative) face on the keyboard (placement of the happy and the angry drawings was counterbalanced across participants). For the non-directed block, participants received the following written instructions (in Swedish): “You will listen to words. Indicate whether you interpret each word that you hear as positive, neutral, or negative by pressing the corresponding icon on the keyboard. Answer as quickly and as accurately as possible”. The order of the answer alternatives in the instructions, namely negative, neutral, or positive, corresponded to the order of the icons on the keyboard. After the non-directed block, participants continued with the directed blocks. Before each block, written instructions were provided and the same practice trials as in Part 1 were presented. Answers were provided in the same manner as in the non-directed block, namely by pressing a drawing depicting a happy (for positive), neutral or angry (for negative) face on the keyboard (placement of the happy and the angry drawings was the same as in the non-directed block). The instructions (also in Swedish and in writing) for the semantics blocks were as follows: “This time, indicate whether the MEANING of each word is positive, neutral, or negative by pressing the corresponding icon on the keyboard. Answer as quickly and accurately as possible”. For the prosody blocks, the instructions
were the same except for the beginning, which read: “This time, indicate whether each word is EXPRESSED in a positive, neutral, or negative manner by pressing the corresponding icon on the keyboard”. There was no time limit to provide an answer throughout the experiment. Participants received either course credits or a movie ticket for their participation.

Results

Part 1: Non-directed block

We first conducted a one-sample t-test to ensure that our sample performed above chance (i.e., 55.6% since there were three possible answers of which two were correct for the incongruent trials) on all trials. Participants responded significantly above chance ($M = 83.83$, $SD = 10.71$), $t(62) = 17.65, p < 0.001, d = 2.22$. Subsequently, only incongruent trials were of interest in the non-directed block since congruent trials did not allow to differentiate which cue a participant had based their judgement on (i.e., for a stimulus with positive semantics and positive prosody, it was impossible to know if a participant answered “positive” based on the semantics, prosody, or both). On the other hand, incongruent trials allowed us to make this differentiation. For incongruent trails, since both semantics and prosody were valid choices, there were two potential correct answers, and only one incorrect answer. For instance, a semantically negative word uttered with a neutral tone of voice was judged correctly if the participant answered either negative or neutral since they were free to choose whatever cue they wanted. However, if a participant answered “positive” for a semantically negative stimulus with a neutral prosody, this was considered a mistake. Because we wanted to examine which cue participants primarily based their judgement on, only incongruent trials where participants had provided a correct answer (namely, an answer where the participant provided a correct answer based on either the utterance’s semantics or its prosody, since both alternatives were valid) were included in the analysis. Answers that were faster than 200 ms were considered as errors and were excluded. To account for the different number of trials computed per participant due to the varying number of excluded trials, frequencies were converted into percentages of correct answers for prosody-based correct answers.

We first analysed whether prosody was chosen more often than semantics. If no preference exists, both cues should be chosen approximately 50% of the time. A one-sample t-test revealed that the percentage of correct answers where prosody was chosen ($M = 56.75$, $SD = 33.7$) was not significantly different from 50%, $t(62) = 1.6, p = 0.117$. Next, we used the CFS as a predictor in a linear regression analysis where the percentage of correct answers where prosody was chosen was used as the outcome variable. If increased bilingualism leads to a preference for prosodic cues, the percentage of times when this cue was chosen should increase along with the CFS. The model was not significant, $F(1, 61) = 2.37, p = 0.129, R^2 = 0.037$, suggesting that the degree of bilingualism does not predict a heightened preference for prosodic cues.

Part 2: Directed blocks

Again, we first controlled that our participants had performed above chance levels (i.e., 33% since there were three different possible answers and that only one of them was correct for any given trial). A one-sample t-test showed that they did ($M = 75.83$, $SD = 15.44$), $t(62) = 20.47, p < 0.001, d = 2.58$. To investigate whether a PB exists in adulthood, a linear regression was performed with the mistakes in the semantics blocks (i.e., the block where the participants were asked to report the valence of the word content) that were biased towards the distractor (i.e., the utterance’s prosody) as the outcome variable (in percentage to account for the different number of trials that were
included for each participant). Again, the CFS was the predictor. The model was significant and revealed that the higher the CFS was, the more participants tended to make mistakes that were biased towards the prosody of the utterances in the semantics block, \( F(1, 61) = 4.37, p = 0.041, R^2 = 0.07 \).

As the PB may reflect a difficulty in ignoring distractors in general, we also controlled whether the opposite bias, namely a bias towards semantics (when the target was the prosody and the distractor was the semantics) existed. A semantic bias was computed by calculating the percentage of mistakes that were biased towards the distractor (semantics) in the prosody blocks. A linear regression analysis with CFS as predictor was not significant, \( F(1, 61) = 0.28, p = 0.596, R^2 = 0.005 \).

In order to control for differences in general performance, as the PB may reflect a poorer general performance the more bilingual the participants were, the participants’ accuracy on the task in general was investigated. A linear regression with accuracy for all conditions as the outcome variable and the CFS as the predictor was not significant, \( F(1, 61) = 1.61, p = 0.21, R^2 = 0.03 \), suggesting that the participants’ level of bilingualism did not affect their performance in general.

Furthermore, the bilinguals’ tendency to attend to prosody more has been interpreted as a bilingual advantage in prosody processing in Yow and Markman (2011), while Champoux-Larsson and Dylman (2019) posit that this effect may in fact be caused by the bias towards prosody that they found. In order to verify whether our sample performed better on incongruent trials where prosody was the target, which would reflect an advantage in prosody processing, the percentage of correct responses on incongruent trials in the prosody blocks was analysed with a linear regression analysis using the CFS as predictor. The model was not significant, \( F(1, 61) = 0.001, p = 0.98, R^2 < 0.001 \), suggesting that bilingualism does not lead to an advantage in performance when identifying EP in incongruent utterances.

Finally, for exploratory purposes only, we investigated general performance in terms of accuracy on congruent semantics and congruent prosody trials, as well as on incongruent semantics and incongruent prosody trials. A paired-sample \( t \)-test revealed that participants performed better on congruent semantics trials (\( M = 14.13, SD = 3.19 \)) than on congruent prosody trials (\( M = 13.11, SD = 2.87 \)), \( t(62) = 2.55, p = 0.013, d = 0.32 \). As for incongruent trials, a paired-sample \( t \)-test showed that participants again were more accurate for semantics (\( M = 26.44, SD = 7.97 \)) than for prosody trials (\( M = 22.14, SD = 7.32 \)), \( t(62) = 3.41, p = 0.001, d = 0.43 \). We also explored the mean reaction times by conducting a two-way repeated measures analysis of variance with type of cue (semantics, prosody) and congruence (congruent, incongruent) as independent variables, and reaction times as dependant variable. The reaction times did not differ significantly between semantics (\( M = 738, SD = 367 \)) and prosody trials (\( M = 746, SD = 360 \), \( F < 1 \). However, the main effect of congruence was significant here as well, with congruent trials (\( M = 687, SD = 323 \)) being responded to faster than incongruent trials (\( M = 796, SD = 392 \)), \( F(1, 72) = 17.65, p < 0.001, \eta^2 = 0.069 \). The interaction between type of cue and congruence approached significance, but was not significant, \( F(1, 72) = 3.5, p = 0.065, \eta^2 = 0.012 \). All in all, these analyses suggest that semantics is easier to interpret than prosody in terms of accuracy, albeit not slower, and that incongruent trials are more effortful than congruent trials.

**Discussion**

This study investigated the type of cue (semantics or prosody) that adults tend to rely on to determine emotional valence when listening to words that are positive, negative or neutral and uttered with an incongruent prosody, both in general and as a function of their language profile. It also investigated whether the proposed PB found in children in Champoux-Larsson and Dylman (2019) persists into adulthood. The results suggest that, in general, semantics and prosody are chosen
equally often to determine an utterance’s emotional valence when the semantics and EP are incongruent, and that it is not modulated by the extent to which a person is bilingual. Furthermore, our results show that the PB found during childhood in Champoux-Larsson and Dylman (2019) is also found in adult bilinguals. Namely, the more bilingual participants were (based on the CFS), the more they tended to make mistakes biased towards the prosody of utterances in constrained task settings when the correct answer should have been the semantics. Taken together, our results suggest that prosody is processed or paid attention to differently the more bilingual a person is, but only under constrained conditions. From a developmental point of view, this study also suggests that bilinguals follow a particular developmental path regarding the processing of emotion in speech, at least when it comes to prosodic cues. Indeed, the effect found in children in Champoux-Larsson and Dylman (2019) was virtually the same PB that we found in this study in an adult population. A main difference however is that while the children in Champoux-Larsson and Dylman performed better on prosody trials the more bilingual they were, this was not the case with our adult population. Note however that we cannot establish this effect without doubt since the two groups belonged to two different studies and could therefore not be compared directly, since this study was not longitudinal.

The pattern of results from the current study has parallels with other phenomena in bilingual research. For instance, the code-switching literature has repeatedly shown a “mixing cost” when a speaker is instructed to switch from one language to another, a process which is effortful, recruits more resources and leads to longer reaction times (e.g., Jevtović et al., 2019; Kleinman & Gollan, 2016). This may seem counterintuitive since bilinguals otherwise appear to switch effortlessly and seamlessly from one language to another in settings where they are free to speak whatever language they want. Indeed, code-switching has been suggested to reflect a process which allows communication to be less costly and more efficient (e.g., Kleinman & Gollan, 2016). In fact, recent studies show that when a person is obliged to switch during an experimental task, a mixing cost clearly appears, but that when switching is voluntary during the same task, no such cost emerges (e.g., Blanco-Elorrieta & Pylkkänen, 2017; de Bruin et al., 2018; Jevtović et al., 2019). Together with the findings of the current study, these studies indicate that the effects that are observed in less natural and constrained settings do not necessarily reflect the reality of bilingual communication in real life. This is important as much knowledge is built on effects that are found in controlled and constrained contexts. In the current case, had we only used a constrained and directed condition (Part 2 of the study), our results would have suggested a fundamental difference between monolinguals and bilinguals in emotion processing in speech. However, because of the non-directed condition (Part 1 of the study), more nuanced conclusions can be drawn, suggesting that although increased bilingualism leads to differences in the processing of EP in a constrained setting, it may not necessarily have substantial consequences in real life situations.

Although our study cannot establish the underpinnings of this effect, given its relationship with the level of bilingualism that our participants had, one could tentatively speculate about the interference that the participants’ L2, particularly English, had on their performance. However, the current data cannot give any clear indications regarding this for several reasons. Firstly, while all participants had English as an L2 (due to English being a compulsory subject in the Swedish school), the participants’ English language proficiency likely varied greatly across the sample, especially given that we measured bilingualism on a continuous scale. As the entire experiment was conducted in Swedish only (which was the participants’ native language), we did not measure their English language proficiency specifically. While the LSBQ does technically ask about L2 proficiency, this is only measured using four sub-questions, and does not take into consideration multiple L2s.
Secondly, several of the participants reported additional L2s apart from English, even if all of them reported having at least English as an L2. It is, therefore, difficult to comment on the level of influence from the participants’ L2s in a reliable way. Even if we did take L2 proficiency into consideration, given that the reported L2s themselves varied greatly across participants, where some of the L2s were from the same language families whereas others were not, measuring the level of emotional influence from the L2 in this context would be speculative at best. Despite the variability in L2s, however, we did find an effect of bilingualism in Part 2, which strengthens the generalisability of this study to various types of bilinguals. However, a more stringent sample with a specific and homogeneous language profile could potentially affect the results, particularly in Part 1 of our study.

Furthermore, while there are studies showing parallel activation of bilinguals’ two languages, these have mainly shown cross-linguistic influence of the native language on the L2 (e.g., Thierry & Wu, 2007). In contrast, the participants in our study completed the task in a strict L1 context. Studies specifically investigating cross-linguistic influence in both L1 and L2 have found an asymmetrical pattern of results whereby the L1 influences L2 naming while the influence from L2 on L1 naming is considerably smaller (e.g., Dylman & Barry, 2018). Of course, these studies have not investigated emotion words per se, and more recent research on, for example, the foreign language effect in decision-making, has indicated a potential transfer of emotional resonance from linguistically similar languages such as Swedish and Norwegian (e.g., Dylman & Champoux-Larsson, 2020), and so, these issues may need to be more closely investigated in future studies.

Another important issue is the consequences of investigating and interpreting results in different ways to support or refute the debated bilingual advantage concept. As Champoux-Larsson and Dylman (2019) showed in their study, what was originally interpreted as a bilingual advantage in the processing of EP was driven by a bias towards prosody. In the current study, we did not find that higher bilingualism scores led to better performance on the prosody trials (i.e., we did not find a bilingual advantage), but we still replicated the PB. If the PB had not been investigated in Champoux-Larsson and Dylman (2019) or in this study, only the development of the alleged bilingual advantage would have been the focus of both studies. Namely, Champoux-Larsson and Dylman would likely have claimed to have replicated the bilingual advantage in prosody processing in children, and we would simply have concluded that the advantage in prosody processing found in bilingual children disappears in adulthood (similarly to what other studies investigating the development of alleged bilingual advantages in other domains usually find, see for example Bialystok et al., 2012). However, because the study by Champoux-Larsson and Dylman (2019) and this study also analysed the types of mistakes that the participants make, both studies show that the reality of prosody processing, in constrained contexts, is more intricate and complex than what a bilingual advantage approach could explain on its own.

Furthermore, as in Yow and Markman (2011), participants were not instructed to focus specifically on one of the two cues in Part 1 of this study. Unlike in Yow and Markman however, we asked our participants in Part 2 to focus specifically on one of the two cues, thus creating a distinct distractor. On the other hand, unlike Yow and Markman, where they coded the answers as correct when they were based on paralanguage derived from the results in Morton and Trehub (2001), we did not assume that prosody was the correct answer in Part 2. Nevertheless, even if we had done so, the percentage of correct answers based on prosody in Part 1 was not modulated by bilingualism. Taken together, the lack of effect of bilingualism on performance for prosody processing in Parts 1 and 2 suggest that no so-called bilingual advantage could be replicated. On the other hand, it supports the idea that bilingualism leads to a bias towards prosody in adults just as it does in children. Simultaneously, our results do not necessarily mean that bilingualism leads to a better processing of prosody during childhood. The fact that no effect on accuracy for prosody processing
was found in this study compared to Yow and Markman (2011) and Champoux-Larsson and Dylman (2019), where the participants were children, could simply be a reflection of normal cognitive development given that the participants were adults in the current study. Note, however, that the semantics and prosody blocks in Part 2 were presented in alternation. Since we did not subsequently remind participants which cue to focus on after the instructions were given at the beginning of each block, we cannot rule out completely that some participants were confused and forgot about the instructions. However, since the blocks started with clear instructions and practice trials, and because they were relatively short in terms of duration, it is improbable that participants had time to forget about the instructions. Thus, even though we cannot rule out this possibility completely, this limitation in our design is unlikely to have affected our results.

Additionally, the effect size of the PB that we found was quite small, and results should therefore be interpreted cautiously, particularly when it comes to real life effects considering the artificial setting that we tested our participants in. The fact that our results in Part 1 found that semantics and prosody are chosen equally often, and the fact that our analyses in Part 2 only found a small effect of bilingualism with the PB indicates that all cues are important when interpreting the meaning of what is said by an interlocutor. Also, the results that were found using a laboratory setting are likely to differ in a real life setting where other aspects such as attention, motivation, and context will affect how and with what cues a person interprets a talker’s intention and emotions. All in all, however, our study suggests that there may be different mechanisms underlying the processing of EP in speech as one is increasingly bilingual, at least to some extent and in some contexts. However, our design does not allow explaining which mechanisms are involved. A possibility is that, as Champoux-Larsson and Dylman (2019) hypothesise, prosody across languages may show less variability than semantics, thus making prosody more constant, more reliable, and thus less effortful to use, but only for the most bilingual individuals. This could be a consequence of the different social demands that bilinguals face. While monolinguals only have one language to choose from, bilinguals must constantly monitor their interlocutor in order to determine which language(s) to use. These different social monitoring demands may lead to more permanent differences in how prosody is processed. However, more research will be needed to understand the underpinnings of the effects found in this study.

Finally, while we did not specifically examine or measure executive functioning, executive functions are likely involved, particularly in Part 2, where the participants were task bound to specifically attend to one cue while actively ignoring a distractor. This task naturally must involve some degree of cognitive control. There is a vast literature on executive functioning in bilinguals (see, e.g., Costa et al., 2009; Green & Abutalebi, 2013; Luk et al., 2012; Soveri et al., 2011), as well as an extensive literature and debate regarding the existence of the so-called bilingual advantage in executive functioning (e.g., Bialystok, 2011; Bialystok et al., 2012; Hilchey & Klein, 2011; Lehtonen et al., 2018; Paap & Greenberg, 2013; Paap et al., 2014). However, there are many methodological issues raised in this debate. For example, these studies have predominantly investigated (different populations of) balanced, or simultaneous, bilinguals, whereas the current study purposefully examined a more heterogeneous sample of bilinguals measuring bilingualism on a continuous scale. Indeed, a recent study has shown that different operationalisations of bilingualism can, in fact, yield different results in the same sample of bilinguals conducting an executive function task (Champoux-Larsson & Dylman, 2021). Thus, much remains to be examined with regard to the role of executive functions (including which one or which ones) in the bilingual literature, how best to define and operationalise bilingualism in future studies, and even how we can go about designing tasks that actually measure relevant executive functions in the first place. These are important methodological and theoretical questions going forward. Likewise, an interesting future direction from this study is to specifically investigate how executive functions are involved in
determining the emotional state of an interlocutor based on semantics and prosody, and perhaps even more importantly, the interaction between semantics, EP, but also context.
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