Orbital magnetism of ultracold fermionic gases in a lattice: Dynamical mean-field approach
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We study finite-temperature properties of ultracold four-component mixtures of alkaline-earth-metal-like atoms in optical lattices that can be effectively described by the two-band spin-1/2 Hubbard model including Hund’s exchange coupling term. Our main goal is to investigate the effect of exchange interactions on finite-temperature magnetic phases for a wide range of lattice fillings. We use the dynamical mean-field theory approach and its real-space generalization to obtain finite-temperature phase diagrams including transitions to magnetically ordered phases. It allows to determine optimal experimental regimes for approaching long-range ferromagnetic ordering in ultracold gases. We also calculate the entropy in the vicinity of magnetically ordered phases, which provides quantitative predictions for ongoing and future experiments aiming at approaching and studying long-range ordered states in optical lattices.
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I. INTRODUCTION

Quantum simulators with fully controllable interaction parameters, which can describe fundamental phenomena in condensed-matter physics, have been a goal of the solid-state-physics community for over 30 years. Such simulators can provide information on the main properties of the physical system in question and isolate different effects and mechanisms, which, in general, constitutes a challenging task to realize in bulk materials due to their inevitable complexity.

Experiments in which fermionic or bosonic gases are loaded into optical lattices have already been carried out [1–7] and have led to further developments of the field. Both the depth of the periodic trapping potential and the lattice geometry can be fully controlled. In this way, a wide range of strongly correlated systems with different geometries can be investigated. Therefore, atomic gases with tunable interactions in optical lattices allow experimental realization of the Hubbard model in different regimes with ultimate control and tunability.

The simple electronic structure of alkali-metal atoms (a single valence electron) in combination with Feshbach-resonances sets new perspectives for experimental realization and study of many different unconventional systems, including superconductivity with nontrivial Cooper pairing [8–10], Bose-Fermi mixtures [17–21], and mixtures of fermions with three hyperfine states (in analogy to quantum chromodynamics) [22, 23]. However, relative simplicity of the internal structure of these atoms also introduces many limitations and implies that some phenomena can not be directly observed within current experiments working with ultracold gases of alkali-metal atoms [24]. So far, only short-range magnetic correlations have been observed [25, 26] in the Fermi and Bose-Hubbard models because the energy scales of the effective long-range spin-spin correlations set low entropy requirements.

On the other hand, remarkable developments of experimental techniques in ultracold gases of alkaline-earth-metal-like atoms [27–32] in recent years have allowed investigation of new states of matter that go beyond the possibilities already offered by conventional condensed-matter systems [33, 34]. The unique properties of these atoms [29] also give an opportunity to study Hamiltonians beyond the reach of current alkali-based experiments. Among these are the following: the two-band Hubbard model revealing, in particular, the physics of the orbital-selective Mott transition [35], the Kugel-Khomskii model originally proposed for transition-metal oxides [36], the Kondo lattice model studied in the context of manganese oxide perovskites and heavy fermion materials [37], and SU($N$)-symmetric magnetic systems [22, 38]. Ytterbium is particularly versatile due to its large number of bosonic and fermionic isotopes with a wide range of interaction strengths [32] and also has some advantages, such as low-lying (meta)stable excited electronic states, decoupling of the nuclear spin from the electronic degrees of freedom, and different ac-polarizabilities of the ground and metastable states.

A central topic in quantum magnetism is the interplay between orbital and spin degrees of freedom. As pointed out in Ref. [33], systems consisting of alkaline-earth-metal-like atoms are most convenient for realizations and studies of the two-band Hubbard model over a wide parameter range. One interesting aspect of these systems is the possibility of magnetic ordering of nuclear spins. Therefore, one of the main goals of our paper is to determine parameter regimes that are most favorable for ferromagnetic (FM) phases, so that they can be observed within ultracold atomic gases in optical lattices at experimentally accessible values of temperatures and entropies. Our expectations in this respect are based on the double-exchange mechanism [39]. Its physics is most
pronounced in the Kondo lattice model, which is also often referred to as the double-exchange model.

This paper is organized as follows. In Sec. II we introduce the main theoretical model for the system under study, the two-orbital Hubbard model, and briefly discuss some relevant limiting cases. In Sec. III we briefly present our numerical method, the dynamical mean-field approach. Sec. IV presents the numerical results and a discussion of the magnetic properties (Sec. IV A) and the entropy analysis (Sec. IV B). We conclude in Sec. V with a brief summary of the obtained results and an outlook.

II. SYSTEM AND MODEL

We consider a two-orbital Fermi-Hubbard Hamiltonian of the following type [33]:

\[
H = -t \sum_{\langle i,j \rangle \sigma} (c_{i \alpha \sigma}^\dagger c_{j \alpha \sigma} + H.c.) + U \sum_{i,\alpha} n_{i \alpha \uparrow} n_{i \alpha \downarrow} \\
+ \sum_{i,\alpha \sigma} (V - \delta_{\sigma \sigma'} V_{\text{ex}}) n_{i e \alpha} n_{i \sigma' \alpha'} \\
+ V_{\text{ex}} \sum_{i,\sigma \sigma' \alpha} c_{i \sigma' \alpha}^\dagger c_{\text{g} \sigma \alpha} c_{i \sigma \alpha} - \sum_{i,\alpha} \mu_\alpha n_{i \alpha},
\]

where \( \alpha = \{ g, e \} \) denotes the electronic state representing the orbital, \( \sigma = \{- \uparrow, \ldots, \uparrow \} \) denotes one of the \( N = 2I + 1 \) nuclear Zeeman states representing the spin, the operator \( c_{i \alpha \sigma}^\dagger \) (\( c_{i \alpha \sigma} \)) creates (annihilates) an atom in the internal state \( | \alpha \sigma \rangle \) at the site \( i \), \( t \) is the hopping amplitude, \( n_{i \alpha \sigma} = c_{i \alpha \sigma}^\dagger c_{i \alpha \sigma} \), and \( n_{i \alpha} = \sum_\sigma n_{i \alpha \sigma} \). The notation \( \langle i,j \rangle \) indicates the summation over nearest-neighbor sites. \( U = g_{\alpha \alpha} \int d^3r w_{\alpha \alpha}^2(r) \) is the Hubbard interaction within a single band (only \( g \) or \( e \) atoms), and \( V = (U_g^+ + U_e^-) / 2 \) and \( V_{\text{ex}} = (U_g^+ - U_e^-) / 2 \) describe the on-site direct and exchange interaction terms, respectively, with \( g_{\alpha \alpha'} = 4 \pi a_{\alpha \alpha'} / M \), where \( a_{\alpha \alpha'} \) is the scattering length of two atoms on orbitals \( \alpha \) and \( \alpha' \), \( M \) is the atomic mass, \( w_{\alpha \alpha} (r) \) is the Wannier function on orbital \( \alpha \), and \( U_{\text{ex}} \) is the interorbital exchange interaction \( V_{\text{ex}} \) is separated into its density-density and spin-flip contributions [the terms in the second and the third lines of Eq. (1), respectively]; the latter is neglected below in our numerical analysis (see Sec. III).

The system described by the Hamiltonian (1) can be experimentally realized by loading ground-state atoms (denoted by \( | g \rangle \)) that are prepared in two different nuclear Zeeman states in the optical lattice, i.e., the realization that is directly related to the solid-state materials, \( \sigma, \sigma' = \{ \uparrow, \downarrow \} \). The system can be extended to the second orbital by the supplementary electronic state \( | e \rangle \). Appropriate candidates are mixtures of alkaline-earth-metal-like atoms (in particular \( ^{173}\text{Yb} \) and \( ^{87}\text{Sr} \) fermionic isotopes, see, e.g., Refs. [27, 30, 32, 40]) due to the presence of two stable electronic states, \( ^1S_0 = | g \rangle \) and \( ^3P_0 = | e \rangle \). The different ac polarizability of the ground- and (meta)stable states also gives an opportunity to realize the Kondo lattice model in ultracold gases.

Let us note that for the amplitude of the lattice potential \( V_0 \approx 3E_r \), with \( E_r = \hbar^2 k^2 / (2m) \) being the recoil energy of the atoms, typical ratios of the Hubbard parameters are \( V_{\text{ex}} / U \sim V / U \sim 10 \) under the conditions of the experiment [32, 41]. These ratios decrease with an increase in the lattice potential \( V_0 \). Hence, we focus on the case of a sufficiently strong lattice potential \( V_0 \gtrsim 5E_r \) in our analysis. Due to experimental limitations (e.g., large particle losses related to the three-body collisions in weak lattice potentials), we choose \( U = 12t \), \( V = 22t \), and \( V_{\text{ex}} = 21t \) as the central values [31]. However, according to the mentioned tunability by applying the Feshbach-resonance technique in ultracold atoms, in Sec. IV we show results assuming that one or two parameters can be additionally tuned with respect to these central values. Therefore, we also provide important predictions for the most optimal regimes in approaching and studying the long-range ordered phases in optical lattices.

An important insight into many-body states and possible magnetic phases of the model (1) can be gained by considering the strong-coupling (SC) limit. For definiteness, assuming all the constants entering Eq. (1) are positive, \( \Delta = (\mu_g - \mu_e) \geq 0 \) (this corresponds to the condition for the total number of particles \( N_g \geq N_e \) in experiments), and \( \Gamma = \min\{U, V, V_{\text{ex}}\} \), the SC limit can be associated with the condition \( \Gamma \gg t \). Note that, in contrast to the single-band Fermi-Hubbard Hamiltonian, the model (1) is more complex due to the wider range of lattice fillings and parameters involved. Nevertheless, the corresponding SC limits at different fillings have been studied in the literature in different contexts (see, e.g., Refs. [35, 32, 43] and references therein). In particular, at quarter filling (\( n = (n_{ie} + n_{ig}) \approx 1 \)), the system can be mapped to the effective spin-1/2 Heisenberg model: (a) with the antiferromagnetic coupling between two spin states \( | \uparrow \rangle \) and \( | \downarrow \rangle \) within the \( g \) orbital at \( \Gamma < \Delta \), or (b) with the antiferroorbital coupling between the same \( \sigma \) states on different orbitals at \( \Delta \lesssim t \ll \Gamma \). In turn, at half filling (\( n \approx 2 \)), the system can be mapped to the effective spin-1 Heisenberg model with positive (“antiferromagnetic”) effective coupling constants between adjacent “spins” (hard-core bosons) that can be expressed in terms of creation and annihilation operators of fermionic double occupancies. Finally, at non-integer values of lattice fillings (at \( n < 1 \) and \( 1 < n < 2 \)) the leading contributions are expected to come from the double-exchange mechanism [39]; thus, the ferromagnetic order can develop in these regions depending on the explicit values of \( n, \Delta, U, V, \) and \( V_{\text{ex}} \).

III. METHOD

Our theoretical analysis is based on the dynamical mean-field theory (DMFT) numerical approach [45, 46]. Although a number of relevant properties of strongly cor-
related systems can be studied by using the standard mean-field approximation, this method is certainly limited. For instance, the Hartree-Fock approximation usually significantly overestimates the critical temperatures for the long-range ordered phases in the intermediate- and strong-coupling limits (see, e.g., Ref. [12]). In contrast, the DMFT technique allows us to retain all the dynamical quantum fluctuations of the self-consistent local effective problem onto which, as in standard mean-field theories, the full lattice problem is effectively mapped [47]. Since all the energy scales characterizing the effective problem are treated on the same level, this scheme is considered to be one of the most powerful theoretical approaches to the non-perturbative regime of the Hubbard model and other strongly correlated systems.

The physical idea is based on an approximation of the full lattice problem with a single-site effective problem. The effects of the rest of the lattice on each site are described by a self-consistent effective field (analogous to the static Weiss field) acting on the local degrees of freedom of the single-site problem. The local dynamics of the DMFT effective problem is treated exactly (now, the Weiss field is transformed to its dynamical version). The DMFT approximation becomes exact in the limit of infinite lattice coordination number (i.e., the limit of infinite lattice dimension). In this limit, the momentum conservation is irrelevant in the interaction vertices of all self-energy diagrams. Hence, the total self-energy $\Sigma(\omega)$ is momentum independent. The locality of the self-energy becomes the main starting point in the development of DMFT. An auxiliary impurity problem (usually, the Anderson impurity model (AIM) [48]) and its action $S_{eff}$ are introduced, containing an impurity with the same local interactions as on the lattice (the impurity is connected to a non-interacting bath). Although it is not an exact method in the case of square and cubic lattice geometries ($z = 4$ and $z = 6$, respectively), results obtained with DMFT are often considered as a good reference point both for experiments and for other numerical approaches.

The most challenging part of the DMFT procedure is to solve the impurity problem. For the case under study, the AIM Hamiltonian can be written in the following form:

$$H_{AIM} = \sum_{\alpha} \sum_{l=1}^{n_s} \left[ \epsilon_{l\alpha\sigma} a_{l\alpha\sigma}^\dagger a_{l\alpha\sigma} + V_{l\alpha\sigma}(d_{l\alpha\sigma}^\dagger d_{l\alpha\sigma} + H.c.) \right] + U \sum_{\alpha} n_{\alpha}^d n_{\alpha}^d + \sum_{\sigma\sigma'} (V - \delta_{\sigma\sigma'} V_{xx}) n_{\alpha\sigma}^d n_{\alpha\sigma'}^d - \sum_{\alpha} \mu_{\alpha} n_{\alpha}, \quad (2)$$

where the spin-flip term from Eq. [1] is omitted, $d_{l\alpha\sigma}^\dagger$ and $a_{l\alpha\sigma}^\dagger$ create the “impurity” and bath electrons, respectively, and the index $l$ labels the number of the bath’s orbital, with $n_s$ being the cut-off number peculiar to the exact diagonalization (ED) approach [45] (one of the methods to solve the AIM problem). The quantities $\epsilon_{l\alpha\sigma}$ and $V_{l\alpha\sigma}$ (bath’s energies and hybridization amplitudes, respectively) are the so-called Anderson parameters that are determined self-consistently within the DMFT iterative procedure. To solve the effective quantum impurity problem, we use the ED method [45, 49, 50] as well as the continuous-time quantum Monte-Carlo hybridization expansion solver (CT-HYB) (see Refs. [38, 51, 52] for details).

The impurity problem is related to the lattice problem through the self-consistency condition (the Dyson equation)

$$\Sigma_{\alpha\sigma}(i\omega_n) = G_{\alpha\sigma}^{-1}(i\omega_n) - G_{\alpha\sigma}(i\omega_n), \quad (3)$$

where $G_{\alpha\sigma}(i\omega_n)$ is the Weiss Green’s function, $G_{\alpha\sigma}(i\omega_n)$ is the local lattice Green’s function, $\omega_n = (2n + 1)\pi/\beta$ is the fermionic Matsubara frequency, $n$ is an integer number, and $\beta$ is the inverse temperature in units of $k_B = 1$. In turn, the Weiss Green’s function can be directly expressed in terms of the hybridization function $\Delta_{\alpha\sigma}(i\omega_n)$ as $G_{\alpha\sigma}^{-1}(i\omega_n) = i\omega_n + \mu_{\alpha} - \Delta_{\alpha\sigma}(i\omega_n)$. Therefore, condition (3) relates the hybridization function $\Delta_{\alpha\sigma}(i\omega_n)$ that is determined by the Anderson parameters as

$$\Delta_{\alpha\sigma}(i\omega_n) = \sum_{h=2}^{n_s} \frac{|V_{\alpha\sigma}|^2}{i\omega_n - \epsilon_{l\alpha\sigma}}, \quad (4)$$

and the local Green’s function at the given frequency $\omega_n$.

A. Single-site DMFT and FM ordering analysis

For the multi-band Hubbard model as given by Eq. [1], the DMFT self-consistency condition for homogeneous phases in the presence of the magnetic field $h$ (necessary below for the analysis of the FM-ordered phases) can be written as follows:

$$G_{\alpha\sigma}(i\omega_n) = \int \frac{D(\epsilon)}{i\omega_n + \mu_{\alpha} + h\sigma - \epsilon - \Sigma_{\alpha\sigma}(i\omega_n)}, \quad (5)$$

where $D(\epsilon)$ is the non-interacting density of states (we consider the simple cubic lattice geometry below). The magnetization as a function of the external field $h$ is given by

$$M(h) = \frac{1}{\beta} \sum_{\alpha} \sum_{n} e^{i\omega_n \theta^+} [G_{\alpha\uparrow}(i\omega_n) - G_{\alpha\downarrow}(i\omega_n)], \quad (6)$$

where the field $h$ enters implicitly via the Green’s functions dependence on $h$.

A ferromagnetic phase manifests itself by a non-zero spontaneous magnetization $M_0 = \lim_{n \to 0} M(h) \neq 0$. The fits for the magnetic susceptibility $\chi$ read

$$M(h) = M_0 + \chi h. \quad (7)$$

Since the magnetic susceptibility diverges at the critical temperature $T_C$, the phase boundaries can be determined by the Curie–Weiss fit

$$\chi = \frac{c}{T - T_C}, \quad (8)$$

where $c$ is a fitting parameter.
B. Two-sublattice and real-space DMFT

To allow for antiferromagnetic (AFM) ordering of the bipartite type, the DMFT self-consistency conditions must be extended to the following form:

$$G_{\alpha\sigma}(i\omega_n) = \int \frac{\zeta_{\alpha\sigma} D(e) de}{\zeta_{\alpha\sigma} A \zeta_{\sigma\alpha} B - e^2}$$

(9)

with $\zeta_{\alpha\sigma} \equiv i\omega_n + \mu_A - \Sigma_{\alpha\sigma}(i\omega_n)$ and the sublattice indices $s = A, B$ and their opposites $\bar{s} = B, A$.

However, the single-site or two-sublattice DMFT self-consistency conditions introduced above are obviously not enough to capture more exotic types of magnetic order (see, e.g., Ref. [50]). In this case, the real-space generalization of DMFT (RDMFT) is required [53, 54]. The RDMFT approximation is successfully used for the system that has an enlarged unit cell, i.e., spanning more than two lattice sites, or even without any translational symmetry remaining. Within this approach, the local self-energy depends on the spatial index that sublational symmetry remaining. Within this approach, the so-called clustering procedure in RDMFT is discussed in detail in Ref. [50] in the context of three-sublattice AFM ordering in the SU(3)-symmetric Hubbard model at filling $n = 1$ and can be applied to the system under study in a straightforward way.

In the present paper, numerical results are obtained by using two types of impurity solvers: ED (limited to $n_s = 4$ per each $\alpha\sigma$ state) and CT-HYB. In addition to the single-site and two-sublattice versions, we also applied the RDMFT approach (typically for system size not larger than $12^3$ sites) where it was necessary.

IV. RESULTS

A. Magnetic properties

In this section, we focus on the analysis of magnetic properties of ultracold atomic mixtures assuming the simple cubic lattice geometry (as in the experiments [31, 32]). Within the DMFT approach (and its case-specific modifications discussed in Sec. III), we construct phase diagrams in two ways: by fixing the chemical potential $\mu$ (the natural input variable in the numerical analysis) or the lattice filling $n$ (density of atoms per site, which is more relevant for experiments). Since the Hund’s coupling amplitude $V_{xx}$, as well as interaction strengths $V$ and $U$, can be tuned with a high level of control in experiments working with ultracold gases, our analysis is focused on finding the optimal parameter regime for approaching magnetic phases. Note that we use slightly different parameter ranges than the ones that are typically used for modeling solid-state systems [42]. The reason is that our choice for the main parameters is based on the experiments [31, 32], where the spin-changing contact interactions were realized. There, an exchange between particles in the two separate orbitals is mediated by the contact interaction between atoms that is characterized by the clock-shift spectroscopy in a three-dimensional optical lattice [32]. All relevant scattering channels for atom pairs in combinations of the ground and the excited states can also be effectively determined by the corresponding measurements. In particular, an elastic scattering between the orbitals is dominated by the antisymmetric channel that results in the extremely strong spin-exchange coupling. Our ranges for the values of $U$, $V$, and $V_{xx}$ are chosen to correspond to this experimental situation (see Sec. IV for more details).

First, we focus on the analysis of the finite-temperature phase diagrams for fixed chemical potential $\mu$ in the region of $n \approx 1.5$. To solve the effective quantum impurity problem within DMFT, we choose the CT-HYB solver (which is found to be reliable down to $T \approx 0.05$) for this case. Note that here and below we use the units of $t = 1$ for all energy-related quantities. Below the critical temperature (the Curie temperature $T_C$), due to spontaneous symmetry breaking, the magnetic moments on each lattice site become aligned with their neighbors. The magnetic susceptibility $\chi$ diverges at $T_C$ in the thermodynamic limit. Hence, the most direct method is to analyze $\chi$ and thus determine critical temperature for the FM ordering.

In Fig. 1 we show the magnetic susceptibility $\chi$ and the residual magnetization $M_0$ as functions of temperature $T$ for fixed $\mu = 2.5, V = 22, V_{xx} = 21$ and two different values $U$, $U = 6$ (left) and $U = 12$ (right).

![FIG. 1. (color online) Magnetic susceptibility $\chi$ and residual magnetization $M_0$ as functions of temperature $T$ for fixed $\mu = 2.5, V = 22, V_{xx} = 21$ and two different values $U$, $U = 6$ (left) and $U = 12$ (right).](image)
the $T - V_{ex}$ and $T - U$ phase diagrams at fixed $\mu = 2.5$. A similar analysis was done in Ref. [42]; however, there the authors studied the importance of Hund’s rule coupling in the presence of orbital degeneracy as a microscopic mechanism of ferromagnetism in transition metals, and the corresponding analysis was limited to the Bethe lattice geometry with symmetric semi-elliptic density of states $D(\epsilon)$. They found that for intermediate intra- and inter-orbital couplings (i.e., at $U = 9$ and $V = 5$, respectively) and $n = 1.25$, already a small Hund’s rule coupling is sufficient to stabilize ferromagnetism. However, note that for the case of cubic lattice geometry (which is more relevant for optical-lattice experiments) all interaction parameters must be rescaled properly (in particular, due to the three-fold increase of the bandwidth in comparison with [42]) to allow for the FM order at finite temperature for a wide range of lattice fillings. While we additionally verified that our DMFT results with the mentioned rescaling qualitatively agree with [42], obviously, a more case-specific analysis is required to give reliable quantitative predictions that properly account for the lattice geometry and interaction amplitudes peculiar to the ultracold-atom experiments [31, 32].

According to Fig. 2(a), we observe that ferromagnetism is stabilized by the exchange coupling (the Ising-type Hund’s coupling $V_{ex}$). Note that we also determine a critical value of $V_{ex}$, where the magnetically-ordered phase becomes completely suppressed at $T > 0$. With increasing exchange $V_{ex}$, the critical temperature $T_C$ increases and reaches its highest value at $V_{ex} \approx 21$ and then decreases again. It is important to note that the exchange interaction must be smaller than the density-density interaction $V$, since for $V_{ex} > V$ the effective inter-band interaction becomes attractive. Although this region is not considered in the framework of our studies, it remains an interesting research direction from the point of view of the stability of triplet superconductivity [55].

In Fig. 2(b) we also study the influence of the intra-orbital Hubbard interaction on the stability of the FM phase. With increasing $U$ (at fixed $V = 22$ and $V_{ex} = 21$), the critical temperature for FM order increases. However, we observe a saturation effect for $T_C$ at large $U$ which directly indicates that FM ordering is governed by double-exchange processes (with an effective amplitude proportional to $V_{ex} = \text{const}$), but not by super-exchange processes (which scale inverse proportionally with the interaction strength $U$).

The above analysis is performed at fixed chemical potential. However, from the point of view of experimental realization of the system with ultracold gases in optical lattices, the density of atoms rather than the chemical potential can be directly controlled and tuned. Hence, it is important to study how the FM phase is affected by a change in the lattice filling $n$. In Fig. 3 we show an example of the $T - n$ phase diagram at $U = 12$, $V = 22$, and $V_{ex} = 21$. These calculations were performed by using the ED solver, but the results were also compared with the output from the CT-HYB solver, so that the critical temperatures for the FM phase are in a good agreement with each other within the statistical error. From Fig. 3 we conclude that the FM phase is stable for a wide range of lattice fillings, i.e., from $n \approx 0.8$ up to $n \approx 1.9$. Due to particle-hole symmetry, we only show the range of $n$ from 0 to 2 (half filling). At the chosen interaction parameters, the maximum value of $T_C$ corresponds to $n \approx 1.5$, and typical Curie temperatures are of the order of $T \sim 0.25$. Around half filling, ferromagnetic order is suppressed by the antiferromagnetic Heisenberg exchange and two-sublattice AFM order appears in the phase diagram. The corresponding Néel temperatures $T_N$ are higher than the Curie temperatures $T_C$. It is im-
important to note that the maximum of $T_N$ is observed at $n \approx 1.94$; that is, it is shifted away from the “undoped” Mott-insulating state ($n = 2$), where the AFM order becomes significantly suppressed at high temperatures. According to additional analysis, we conclude that this behavior is peculiar to the chosen regime $V > V_{ex} > U$. With a decrease of both $V$ and $V_{ex}$ to the values close to or less than the intra-orbital interaction $U$, the more “conventional” behavior of $T_N$ is observed with a sharp maximum at $n = 2$ that corresponds to a typical scenario in the solid-state realizations \cite{12}. Hence, we observe in this case not only quantitative but also qualitative differences between the solid-state and ultracold gases systems. A schematic illustration of the observed phases in the system under study is also shown in Fig. 3.

We find a phase-separated region (PS) between AFM and FM ordering at low temperatures and $n \geq 1.7$ in the $T - n$ phase diagram, which corresponds to the region of the first-order phase transition line in the $T - \mu$ phase diagram (ellipse in the inset of Fig. 3). Note that in the numerical analysis of the $T - \mu$ phase diagram in this region, we observe either no stable convergence of DMFT to one or both of the proposed solutions that are peculiar to low temperatures $T \lesssim 0.08$ or a reliable convergence to both solutions; thus, a coexistence of two phases is observed at $T \gtrsim 0.08$. However, we should emphasize here that the first-order transition indicated in the $T - \mu$ diagram can not be observed directly due to discontinuities in the total number of particles $n$ across the phase boundary at the fixed $\mu$; thus, the only possible mechanism for the system to equilibrate in this region under experimental conditions (fixed $n$) is a phase separation that is observed by our RDMFT analysis.

Now, let us discuss the influence of the Ising-type Hund’s coupling on the stability of the FM phase in more detail. Figure 4 shows the boundaries of this phase at fixed $U = 12$, $V = 22$ and six different values of the exchange interaction obtained with the ED solver. At the highest value of $V_{ex} = 21.5$, ferromagnetism is found to be stable for a broad range of particle densities. Note that there exists a critical value of $n$ below which the FM state becomes unstable, in particular, $n_c \approx 0.7$ at $T = 0$ and $V_{ex} = 21.5$. This critical value is systematically shifted towards higher $n$ with decreasing exchange interaction. The Curie temperature decreases with decreasing $V_{ex}$ and is significantly lower for $V_{ex} = 14$ (the maximum of $T_C \approx 0.06$) than for $V_{ex} = 21.5$ (the maximum of $T_C \approx 0.35$). Moreover, the suppression of FM order with decreasing $V_{ex}$ remains strong at higher values of $n$. In this region, the competing AFM instability appears (for simplicity, it is indicated only schematically in Fig. 4 around half filling).

A further interesting aspect of this analysis is the influence of the intra-orbital interaction on the stability of FM. In Fig. 4 we also show the $T - n$ phase diagram at $V = 22$, $V_{ex} = 21$ and different values of intra-orbital interaction $U$. It is clearly visible that higher values of $U$ support the ferromagnetic order because of the tendency of the fermions to localize within a single orbital. In the strong-coupling limit, the interactions between particles coming from different orbitals become effectively the interactions between localized moments.

Finally, in Fig. 5 we show the $T - U$ phase diagram at fixed $V = 22$, $V_{ex} = 21$ and different values of the filling. The computations were done with the ED solver, and the Curie temperatures obtained for $n = 1.5$ are in a good agreement with those obtained for $\mu = 2.5$ ($n \approx 1.5$) using the CT-HYB solver (see also Fig. 2). In the weak-coupling limit, the critical temperature for FM order increases with $n$. This dependence on $n$ is related to the fact that the Brillouin zone becomes more filled with increasing $n$, and thus, mechanisms for magnetic instabilities are better supported. However, note that at moderate coupling (around $U = 10$), the tendency is inverted: that is, the Curie temperature decreases with $n$. In the strong-coupling limit, this behavior can be understood from the argument that the FM state favors some moderate “doping” since at larger $n$ it starts to compete with the AFM instability. Therefore, from the
perspective of higher $T_C$, the optimal filling is around $n = 1.4$ in the strong-coupling regime ($U > 12$).

### B. Entropy analysis

An important thermodynamical quantity in experiments working with ultracold atomic mixtures in optical lattices is the entropy rather than the temperature. The system is isolated from the environment and experiments are assumed to be performed adiabatically. Hence, the entropy can be considered to be approximately fixed. To calculate the entropy, we use the Maxwell relation for the entropy per site (according to Ref. [56]):

$$s(\mu_0, U, T) = \int_{-\infty}^{\mu_0} \left( \frac{\partial n(\mu, U, T)}{\partial T} \right) d\mu,$$

(10)

where the filling $n$ is the local observable directly measured by DMFT.

![FIG. 6](color online) Isentropic lines at different values of filling: $n = 0.85$, $n = 1.2$, $n = 1.6$, and $n = 1.8$. The inter-band interactions are kept fixed, $V = 22$ and $V_{ex} = 21$.

To perform the above integration, the chemical potential is discretized with the parametrization $\mu(r) = \mu_0 - V_tr^2$, where $V_tr$ is a trapping potential, $r$ is the distance from the trap center and $\mu_0$ is the chemical potential in the center of the trap [38, 50, 57]. This parametrization is equivalent to the local-density approximation (LDA) for a system with an external trapping potential. Note that, according to our experience, in the numerical integration procedure (10) a significantly reduced grid size in $\mu$ is now required for the system under study to attain reliable results at low $T$ in comparison with that of the single-band Hubbard model. In Fig. 6 we show the isentropic lines in the $T-U$ plane, including the FM-ordered phases at different values of the lattice fillings: $n = 0.85$, $n = 1.2$, $n = 1.6$, and $n = 1.8$ (with fixed $V = 22$ and $V_{ex} = 21$).

Note that in SU(N)-symmetric mixtures an enhanced Pomeranchuk effect takes place. The Pomeranchuk effect was observed first in fermionic $^3$He, where below a certain temperature the entropy of liquid $^3$He was found to be less than that of the same system in the solid state. Thus, heat absorption occurs when the solid phase is formed. In experiments with ultracold gases in the lattice, the same physical mechanism was also observed [28], but only in the magnetically-unordered (PM) regime so far. It remains a highly-important experimental goal to cool down ultracold gases in optical lattices to the regime where substantial long-range magnetic correlations can develop [24]. Hence, the Pomeranchuk effect constitutes a powerful and very useful mechanism from the point of view of many-body cooling. With a proper account of magnetic-ordering effects it was shown that the Pomeranchuk effect is significantly enhanced for the SU(3)-symmetric mixture in comparison with two-component fermionic systems in optical lattices [50].

However, in Fig. 6 it is clearly visible that in the case of strong asymmetry in the intra- and inter-orbital interaction strengths, the Pomeranchuk effect does not play a crucial role; that is, we do not observe that an increase of the intra-orbital interaction strength $U$ at constant entropy leads to a decrease in temperature, although at $n = 0.85$ this behavior is slightly visible. Note that a non-intuitive behavior of the isentropic lines is observed at $U \in [0, 2]$ that, aside from limitations in the numerical analysis, can potentially be ascribed to the appearance of the superfluid instability in fermionic mixtures with a large asymmetry in interaction strengths [58].

As for the entropy analysis in the vicinity of the FM-ordered phase, we observe a characteristic bending of the isentropic curves at the phase boundary that then follow the curvature of the magnetic phase transition lines (thick black lines in Fig. 6). Note that the same behavior is observed in the DMFT analysis of the AFM-ordered phases in the SU(2)- and SU(3)-symmetric mixtures at $n = 1$ (quantum magnetism based on the super exchange mechanism) [50, 57].

Note also that at strong coupling and from $n = 0.85$ to $n \approx 1.5$, we observe that the isentropic curves are systematically shifted towards lower temperatures. However, at higher values of $n$, i.e., from $n \approx 1.6$ to $n = 1.8$, the tendency is opposite and the isentropic curves are shifted towards higher values of $T$. This could be due to the fact that for higher values of $n$ (around half filling), ferromagnetic ordering is strongly suppressed by the antiferromagnetic exchange interactions and the behavior of the isentropic curves is similar to the one for which AFM magnetic ordering dominates [57]. At intermediate values of $n$ (the optimal regime for FM ordering), our results show that the FM-ordered phases in four-component mixtures can be approached and studied in detail in experiments with ultracold alkaline-earth-metal-like atoms, since the long-range ordered states are found to be stable at rel-
V. CONCLUSIONS AND OUTLOOK

We have studied the magnetic phase diagram of the two-orbital Hubbard model in the context of recent experiments with ultracold gases of alkaline-earth-metal-like atoms in optical lattices, including an analog of Hund’s coupling in solid-state materials. Such systems can be realized nowadays by tuning the relative amplitude of spin-exchange processes between particular spin components in these mixtures. Finite-temperature phase diagrams were obtained for the cases of fixed chemical potential and fixed density (lattice filling) by using the DMFT approach for the simple cubic lattice geometry.

We found that the FM order is stabilized by the exchange interaction (Ising-type Hund’s coupling) for a wide range of atomic densities away from half-filling. We determined the critical values of the exchange $V_{ex}$ for the appearance of FM-ordered states in the system at $T > 0$. In the strong-coupling regime, we determined the optimal values of doping for observing FM instabilities in ultracold gases. Close to half-filling, the ferromagnetic ordering is found to be suppressed by the antiferromagnetic Heisenberg exchange, and the two-sublattice AFM-ordered state appears in the phase diagram. We also analyzed and determined the upper boundaries of the phase-separated region between AFM and FM ordering in the $T − n$ phase diagram. In the entropy analysis, we identified possible advantages of four-component mixtures of alkaline-earth-metal-like atoms in comparison with alkali-metal atoms for approaching quantum magnetism in optical lattices due to higher critical entropy values.

In this paper, we have restricted our analysis to the same filling within each orbital, i.e., $n_e = n_g$ (or, equivalently, $\Delta = 0$), and equal values of intra-orbital interactions, $U_{gg} = U_{ee} = U$. However, the realization of state-dependent potentials for four-component ultracold atomic mixtures also provides possibilities to study from a new perspective the Kondo lattice model [59, 60], which has been successfully applied to explain the physics of heavy-fermion compounds and other magnetic materials, such as nickel and manganese perovskites [61]. We did not study magnetic order in the presence of an external trapping potential, which could be an interesting extension of our analysis. It could also be of interest to investigate the influence of mass imbalance (different bandwidths) on the stability of magnetic phases by fixing the hopping amplitude of fermions in the $e$ band to be much smaller than in the $g$ band. Moreover, taking into account $t_g \neq t_e$ will also give an opportunity to study orbital-selective Mott-Hubbard transitions [35] of ultracold atomic mixtures in optical lattices.
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