Energy has become an indispensable need to sustain our lives. Approximately 80% of the energy consumed in the world is produced from fossil sources. For the reasons such as the depletion of fossil resources and their damages to the environment, the interest in renewable resources is increasing and the importance of solar systems, which draws attention with unlimited energy resource, is increasing day by day. The biggest disadvantages of solar systems are seen as low production efficiency and high setup cost. A PV cell can convert only 5-20% of the solar energy coming on it to electricity. Based on this, it is very important to provide the power obtained from PV with maximum efficiency and minimum cost. Accordingly, many different maximum power point tracking (MPPT) algorithms have been proposed over the years. Although the purpose of all proposed algorithms is the same, they have many advantages and disadvantages compared to each other. In this study, the most used MPPT algorithms have been examined and compared by considering many parameters such as tracking speed, stability, and cost etc. and a new classification of these algorithms is proposed.
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INTRODUCTION

Energy, which can be defined as the ability to do work in its basic form, is in an indispensible position to sustain human life, meet their needs, and increase the quality of life. Over time, there is a serious increase in the total energy consumed in the world due to many reasons such as the increase in the human population, changes in people’s lifestyle, increase in production, and technological developments. Energy production should be increased in order to meet the energy needs. Approximately 80% of the energy produced in the world is produced in power plants where natural gas and coal are used as the main energy source [1]. It is thought that toxic gases such as carbon, sulfur, heavy metals mixed into the soil and many other wastes released into the atmosphere during energy production from these limited fossil resources on earth will have negative effects on nature and living things over the years. Renewable energy sources, especially solar energy, are seen as an important alternative here. Because the sun sends more than the energy consumed in the world as clean energy every day. Solar energy has gained a place as a serious choice with its advantages such as very low operating and maintenance costs and being the most ecofriendly energy. In addition to all these advantages, it also has disadvantages such as low efficiency, especially in energy conversion, and high setup cost. Numerous studies are carried out in order to obtain maximum efficiency from photovoltaic (PV) panels [2–4].

Solar energy is produced by converting the photon energy carried by the light coming to the surface of the panels formed by the combination of photovoltaic cells, into electric current by p-n junction in these cells. As the wavelength of the light gets shorter, the amount of energy carried by the photon increases. On the other hand, the angle of the light that comes to the panel is also very important. The angle of the sunray comes on the earth constantly changes during the day. Consequently, the amount of radiation absorbed by the solar panel (photovoltaic cells) will also change, so the energy obtained will be different at each time interval. PV cells can basically be compared to a p-n junction diode. The equivalent circuit model of the PV cell was described by Lorenzo in 1994 [5]. This model consists of a current source and a parallel diode connected to it. Here, the series resistance (R_s) refers to the internal losses of the
is the point \((I_{\text{opt}}, V_{\text{opt}})\) in Fig. 3. The suitable value received by the load for this point is \(R_{\text{opt}}\). The maximum power \(P_{\text{max}}\) can be written as follows:

\[
P_{\text{max}} = V_{\text{opt}} \cdot I_{\text{opt}} = I_{\text{opt}}^2 \cdot R_{\text{opt}} = \frac{V_{\text{opt}}^2}{R_{\text{opt}}}
\]

(5)

The load characteristic can be found linearly as the slope of \(I/V = 1/R\) for an ohmic load. It can be said that the power transferred to the load depends only on the resistance. Accordingly, if the load \(R\) is too low, the PV cell will operate close to the \(I_{\text{sc}}\) as a current source in the A-B range in Fig. 1. If the load \(R\) is quite high, then the solar cell will operate at a value close to the \(V_{\text{oc}}\) as a constant voltage source in the D-E range of the curve [6]. For the system to function correctly, an increasing and decreasing irregular power supply cannot be given directly to the load. These power values need to be made regular and efficient. MPPT is used to perform this process. In other words, the purpose of MPPT is to obtain maximum power from PV panels in all conditions by matching the I-V operating point with the load characteristics [7]. The delivered power can be maximized by regulating the current or voltage of the PV panel to force the converter operate at the MPP [8,9].

PV systems always have a DC-DC converter. MPPT controls the DC-DC converter, forcing the PV system to operate at MPP. Fig. 4 shows the operating scheme of the MPPT system. The MPPT usually measures the input and/or output voltage/current of the PV, and it sends a suitable control signal to the DC-DC converter by processing this data to operate the system in MPP. Here, the measured data is processed with the help of reference values, the error is detected, and the DC-DC converter is controlled with the appropriate PWM signals adjusted by modifying the duty cycle for the point where the maximum power can be obtained.

Over the years, Perturb and Observe (P&O) [7,11–13], Incremental Conductance (IncCond) [14–18], Fuzzy Logic [19–21] etc. many different MPPT algorithms have been proposed. Although the purpose of all proposed algorithms is the same, they have many advantages and disadvantages
compared to each other. In this study, MPPT algorithms, accepted in the literature, were examined, and compared considering many parameters such as speed, complexity and cost etc. A new classification of MPPT algorithms is proposed.

**MPPT ALGORITHMS**

In order to obtain maximum power and efficiency from the PV panel, many methods are proposed, and each of these methods has different advantages and disadvantages. Therefore, the most appropriate method should be chosen for each system. Here, many parameters such as the atmospheric conditions of the region where the system will be installed, sunshine duration, and the budget allocated to the system should be taken into consideration.

MPPT methods can be classified by different names. There are different approaches in these classifications such as the characteristics of the algorithm and tracking method. Generally, these are divided into classes such as indirect, direct, soft computing, or conventional, intelligent methods depending on the method of application [2,22–24]. MPPT algorithms can be classified under headings such as constant parameters, measurement-and-comparison, mathematical calculation, trial-and-error, and intelligent according to the tracking method [25]. In indirect methods, MPP is calculated with simple assumptions without measuring the power of the PV. In direct methods, parameters such as power, voltage, and current of PV are measured with the help of sensors and MPP is determined with processing these measured values.

The most used classification is divided MPPT algorithms into two classes as conventional and intelligent. In this paper, MPPT algorithms are examined according to this classification and a new classification is proposed.

**Conventional Methods**

**Constant Voltage (CV)**

The simplest MPPT method, CV, is applied by fixing the PV voltage to a value close to the VMPP reference value. The PV voltage is measured, compared with VMPP, an error is found, and the voltage is adjusted according to the error. The flowchart of the method is shown in Fig. 5. In this method, true MPP cannot be achieved because the effect of temperature and radiation are not included in the algorithm. The most important advantage of this method is that it is more efficient than many more expensive methods under low radiation [26]. Due to this feature, it is preferred in some cases.

**Fractional Open-Circuit Voltage (FOCV)**

The $V_{oc}$ shown in Fig. 3 expresses the open circuit voltage of the PV panel. In the FOCV, the $V_{oc}$ at the ends of the PV panel is measured, and multiplied with a certain coefficient to find the $V_{opt}$ [27]. The equation between $V_{oc}$ and $V_{opt}$ is expressed as follows:

$$V_{opt} = V_{oc} \cdot k_{oc} \quad (0 < k_{oc} < 1)$$

Here, $k_{oc}$ coefficient depends on factors such as the production technology of the panel and atmospheric conditions. The optimum voltage usually corresponds to 76% of the open circuit voltage. Researches have shown that the $k_{oc}$ value is in the range of 0.73-0.80 [28]. The key disadvantage of the method whose flowchart shown in Fig. 6 is that the PV power has to be cut off suddenly to measure the $V_{oc}$ [29]. It is preferred in some cases due to its low cost and simple application.

**Open-Circuit Voltage with Pilot PV Cell (FOCVPVC)**

The method is same as the FOCV. The only difference here is that instead of making the entire panel open circuit, $V_{opt}$ is calculated over the $V_{oc}$ of a single cell, independent of other cells, and named as a pilot. Thus, interruptions during voltage measurement, one of the most important disadvantages of the FOCV, are prevented.
However, it works more inefficiently in cases such as partial shading [26,30].

**Fractional Short-Circuit Current (FSCC)**

In this method, which is very similar to the FOCV, \( I_{sc} \) is calculated by measuring the \( I_{oc} \) of the PV [31]. The relationship between short circuit current and optimum current is given below:

\[
I_{op} = I_{sc} \cdot k_{sc} \quad (0 < k_{sc} < 1)
\]

Here, \( k_{sc} \) coefficient depends on same conditions. The optimum current generally corresponds to 86% of the open circuit current. Researches have shown that the \( k_{sc} \) value is in the range of 0.78-0.92 [32]. In FSCC whose flowchart shown in Fig. 7, it is more difficult to determine \( I_{sc} \) because of heat dissipation and increase in power loss. It may not always be physically possible to short circuit the system. In addition, additional materials such as switches and current sensors may be needed [33]. This increases the cost and the loss in energy produced. For these reasons, the FOCV is more preferred between these simple two methods.

**Look-up Table (LUT)**

In the LUT whose flowchart is given in Fig. 8, the data of PV under all possible atmospheric conditions is recorded and a table is created. A new \( V_{opt} \) value is determined in each round by comparing the actual values with the saved ones. In the LUT, since it is assumed that the actual conditions of the PV are the conditions in which the data in the table is recorded, in some cases the \( V_{opt} \) may not be determined correctly enough [12]. As the table expands, the efficiency and the system memory needed increase. Since increasing the system memory will increase the cost, tables with optimum dimensions are preferred and some possible conditions are neglected. This situation negatively affects the capture of MPP [34,35].

**Load Current or Load Voltage Maximization (LCLVM)**

In this method, it is assumed that when the output power is maximized in a lossless converter, the input power will also be maximized. Load voltage or current is maximized depending on the characteristics of the load. Thus, it is assumed that the input power also reaches its maximum.

One of the major disadvantages of the method is that the converter is not lossless, so MPP cannot be fully tracked. By increasing the quality of the converter, the loss can be minimized, but this will increase the cost [36,37].

**PV Output Senseless (POS)**

The flowchart of the method, generally used in large-scaled systems, is shown in Fig. 9. In large-scaled PV systems, the voltage drop at the output is negligible. In this case, the maximum power can be considered directly proportional to the maximum current. In POS, the old and new duty-cycle data are compared, and the load current is taken as a feedback, thus minimizing the error [38]. One of the major advantages of the method, which responds quickly to sudden atmospheric changes and shading, is that the system does not require any measurement from the PV side [39].
MPP instead of capturing the true MPP. When the P-V curve seen in Fig. 11 is examined, it is seen that the power increases almost linearly until the certain value of the voltage and decreases very rapidly after the peak point. In the method, the oscillation around the MPP is minimized with a flexible step size. The step size gets smaller as it gets closer to the MPP and gets bigger as it gets further away. In some studies, the step size is estimated with different algorithms. Thus, a more efficient P&O can be obtained [43–45].

**Three-Point Weight Comparison (TPWC)**

TPWC works similarly to P&O. The power is calculated by comparing the values at two different moments in P&O and three in TPWC. Since the power of one step ahead and one step behind is calculated and decided accordingly in the PV curve, a closer operation is provided to MPP. Where X is the current point, Y is one step ahead and Z is one step behind, a point is considered positive if it has more power than the previous point, and negative if not. The duty-cycle is increased if two of the points are positively weighted, is decreased if negative. The closest point to MPP is reached when the total weight is zero [3]. In Fig. 12, the flowchart of TPWC and possible nine situations for three points are given. Here, the blue, green, and black colored circles represent the X, Y, and Z positions, respectively.
**Hill Climbing (HC)**

The flowchart of the HC is shown in Fig. 13. In the HC method, which operates similarly to P&O, the duty cycle is changed directly instead of changing the current or voltage as in the P&O. In the HC, the duty cycle $D$ is periodically adjusted with an offset (constant perturbation) with the direction of increase in power. If the power change is negative, the perturbation direction is reversed. Fixed or variable step size can be determined as in P&O. Similarly, not reaching true MPP under partial shading is seen as the major disadvantage [46,47].

![Figure 13. Hill climbing flowchart](image)

**On-Line MPP Search (OLMPP)**

In the OLMPP, the maximum power error is found by comparing the instant power with the reference maximum power value, and this error is approached to zero to reach MPP. The method, whose flowchart is given in Fig. 14, has been created based on the operating power of the load. Initial reference values are taken as $P_{\text{ref}} = 0$, $I_{\text{ref}} = 0$ and $V_{\text{ref}} = V_{oc}$. The output voltage is controlled by the load current. Therefore, deviations from MPP occur if the load current or power is low. Additional load connections can be made to prevent this situation, but this causes losses. Another disadvantage of the method is that it adapts slowly to changing atmospheric conditions [48].

![Figure 14. On-line search flowchart](image)

**DC-Link Capacitor (DCLC)**

In this method, a converter (AC) is connected to the PV system. The basic structure of DCLC is shown in Fig. 15, is based on the voltage drop on a capacitor connected to the output of the DC-DC converter. The relationship between the $V_{pv}$ and the $V_{link}$ is expressed in the following equation:

$$ D = 1 - \frac{V_{pv}}{V_{link}} $$

where $D$ is the duty ratio of the ideal boost converter.

The output power so the power obtained from the PV, increases if the output current of the boost converter is increased. If the power needed by the converter does not exceed the maximum $P_{pv}$, the output power of the boost converter is kept constant. When the maximum power is exceeded, the voltage on the link capacitor starts to drop. Before this drop, the current $I_{\text{peak}}$ of the converter is at the maximum point and the system is operating at MPP. The current (AC) is used as feedback to prevent the $V_{\text{link}}$ from falling. The duty cycle $D$ is regulated to keep $I_{\text{peak}}$ at maximum [49,50].

![Figure 15. DC-Link capacitor scheme](image)

**Incremental Conductance (IncCond)**

The two main disadvantages of the P&O method are the oscillation around MPP and its slowness to adapt to rapidly changing atmospheric conditions. IncCond method has been developed to avoid these disadvantages [14]. By measuring the output voltage and current of the PV, its power and conductivity are computed, and the duty cycle required to operate the system at MPP is determined [17]. The flowchart of the IncCond is given in Fig. 16.

When the ratio of PV power difference to voltage difference is zero, MPP is captured and it can be expressed with the following equations:

$$ \frac{dP_{pv}}{dV_{pv}} = \frac{d(V_{pv}, I_{pv})}{dV_{pv}} = I_{pv} + V_{pv} \frac{dI_{pv}}{dV_{pv}} = 0 $$

$$ I_{pv} = - \frac{dV_{pv}}{dI_{pv}} \approx - \frac{\Delta V_{pv}}{\Delta I_{pv}} $$

![Figure 16. Incremental Conductance flowchart](image)
In the P-V curve, the slope is zero in MPP, it increases (positive) on the left of the MPP and decreases on the right (negative):

\[
\frac{dP_{pv}}{dV_{pv}} = 0 \quad \text{if} \quad \frac{dI_{pv}}{dV_{pv}} = \frac{I_{pv}}{V_{pv}} \quad \text{at MPP} \quad (11)
\]

\[
\frac{dP_{pv}}{dV_{pv}} > 0 \quad \text{if} \quad \frac{dI_{pv}}{dV_{pv}} > \frac{I_{pv}}{V_{pv}} \quad \text{left of MPP} \quad (12)
\]

\[
\frac{dP_{pv}}{dV_{pv}} < 0 \quad \text{if} \quad \frac{dI_{pv}}{dV_{pv}} < \frac{I_{pv}}{V_{pv}} \quad \text{right of MPP} \quad (14)
\]

The IncCond method shows the ability to adapt more quickly to sudden changes in atmospheric conditions while narrowing the oscillation around MPP, which are the major disadvantages of P&O [13,15]. Although it basically works the same as P&O, more complex control structures are used in the IncCond method [16]. Instead of the voltage based on the method, current can also be chosen. In this case, the new method is called Incremental resistance (IncRes) [51,52].

**Parasitic Capacitance (PC)**

There are two major reactive parasitic elements in PV cells. These are called parasitic inductance and capacitance. The PC method is very similar to IncCond, but in this method, the parasitic capacitance \(C_p\) of the PV cell is also taken into account. Parasitic capacitance is caused by loads in the junction area [53]. If this generally neglected parasitic effect is included in the calculations, the following current equation is obtained:

\[
I_{pv}(t) = I_{ph} - I_c \left( e^{(V_{pv}+I_{pv}R_l)}-1 \right) + I_p(t) \quad (14)
\]

Here \(I_c\) shows the capacitor current and is defined by the following equation:

\[
I_c(t) = C_p \frac{dV_{pv}}{dt} \quad (15)
\]

The following power equation is obtained by updating Equation (14):

\[
P_{pv}(t) = \frac{dF(V_{pv}(t))}{dV_{pv}(t)} V_{pv}(t) + F(V_{pv}(t)) = 0 \quad (18)
\]

Here, the derivative of PV power to its voltage is taken, the MPP equation is obtained as in the IncCond method. Here the dot represents the degree of the derivative:

\[
\frac{dF(V_{pv}(t))}{dV_{pv}(t)} = -\frac{F(V_{pv}(t))}{V_{pv}(t)} \quad (19)
\]

\[
\dot{I}_{pv}(t) = \frac{I_{pv}(t)}{V_{pv}(t)} \quad (20)
\]

In Equation (20), the left side shows incremental conductance, while the right side shows instantaeeous conductance. If the second-order derivative is taken, the following maximum power equation is obtained:

\[
\frac{dF(V_{pv}(t))}{dV_{pv}(t)} + C \left( \frac{V_{pv}(t)}{V_{pv}(t)} + \frac{\dot{V}_{pv}(t)}{V_{pv}(t)} \right) + F(V_{pv}(t)) = 0 \quad (21)
\]

Here, three expressions refer to incremental inductance, the induced ripple from \(C_p\), and instantaneous inductance, respectively. If \(C = 0\) is taken in this equation, the equality of the IncCond method is obtained. Parasitic capacitance can be modeled as a parallel capacitor to each PV cell, parallel connection of many modules in large-scale systems increases efficiency due to parasitic capacitance [54,55].

**Intelligent Methods**

**Fuzzy Logic (FL)**

With the development of processor technology, the usage areas of fuzzy logic control have expanded. The use of FL for MPPT provides many advantages. Some of them are to track the MPP with high accuracy, not be affec-
ted by the disruption of the inputs, and work independently from the system model, unpredictable, and non-modeling physical data [19,56]. The FL method consists of three stages. In the first stage, fuzzification, numerical data are converted into linguistic values with the help of membership function. There are five levels here: Z (Zero), NS (Negative Small), PS (Positive Small), NB (Negative Big), and PB (Positive Big) [57]. The inputs of the FL algorithm generally consist of functions expressing error (E) and change in error (ΔE), whose equations are given below:

\[ E = \frac{P_{pv}(t) - P_{pv}(t-1)}{P_{pv}(t) - P_{pv}(t-1)} \]  
\[ \Delta E(t) = E(t) - E(t-1) \]  

In the second stage, Rule table, entries are processed, and a decision is made. In the last step, defuzzification, linguistic data are transformed into crisp data.

**Artificial Neural Networks (ANN)**

ANN generally consist of three layers. The first part, input layer, indicates the part where the data is received, the second part, hidden layer, the part where the data is processed in a complex structure, and the last part, output layer, refers to the part where the obtained results are [58,59]. The basic structure of artificial neural networks can be seen in Fig. 17. Input data in neural networks can be PV module parameters such as I_{sc}, V_{oc}, temperature, radiation, atmospheric measurements, or various combinations of these. Duty cycle data that will drive the DC-DC converter is obtained at the output. In this method, input data are processed with certain weights in the hidden layer and it may take days or years to find the ideal weights. Each network structure is trained on the PV system, so it cannot be directly applied to a different system. However, the network trained for a system enables the system to work in true MPPT without being affected by the change of PV module parameters or environmental factors [20,60,61].

**Particle Swarm Optimization (PSO)**

PSO is a population-based stochastic method of optimization. There are many different PSO methods created by examining the social behaviors of flocks. In the PSO method, the elements that are part of a flock are randomly distributed into value ranges for optimum solution and the search continues for generations. All members develop their own solutions by simulating the success of their neighbors [62,63]. The position x_i of an element is calculated by the following equation:

\[ x_i^{t+1} = x_i^t + v_i^{t+1} \]  

Here v_i is the velocity element showing the step size. If the speed decreases, the control gets slow if the speed increases, the control gets unstable [62]. The next value is calculated with the following equation:

\[ v_i^{t+1} = wv_i^t + c_1r_1(P_{best_i} - x_i^t) + c_2r_2(G_{best} - x_i^t) \]  

Here w is the internal weight, c_1, c_2 are the coefficients of acceleration, r_1, r_2 are the values in the range of 0-1. P_{best_i} and G_{best} represents the best personal position and the best neighborhood position of the particle i, respectively. The most important disadvantage of the PSO is the adjustment of the parameters.

**Ant Colony Optimization (ACO)**

The ACO was first introduced in 1990s and applied to some combinational optimization problems successfully [64]. In years, this technique has been more popular for researchers and various applications of ACO have been made [65]. The ACO, probabilistic algorithm, is preferred to find the global optimum paths based on the behavior of foraging ants. Ants move randomly along the paths and explore the area in search of food. While transporting food to the nest, ants leave a trail of chemical pheromones on the way for other ants to reach the food faster. During the action period, the amount of pheromone increases according to the amount of food and this shortens the path to food for the colony [66].

For continuous domains, one of the most common ACO-based algorithms, ACO_{f}, is based on the Gram Schmidt process. ACO algorithms use a pheromone model to generate probabilistic solutions for combinatorial optimization problems. But ACO_{f} uses the solution archive as a way to identify the pheromone distribution over the space of search. A limited number of the complete solutions of the problem are stored in memory called the solution archive. For generating new solutions, the archive acts like a reference [67]. The equations given below are used in ACO_{f}:

\[ G_i(x) = \sum_{i=1}^{K} w_i g_i^0(x) = \sum_{i=1}^{K} w_i \frac{1}{\sigma_i \sqrt{2\pi}} \exp \left( -\frac{(x - \mu_i)^2}{2\sigma_i^2} \right) \]  

Figure 17. Artificial neural network scheme
Here, \( G_i(x) \) is the Gaussian Kernel to the \( i \)th dimension of the solution and \( g_i'(x) \) is the \( i \)th sub-Gaussian function to the \( i \)th dimension of the solution. \( \mu^i \) and \( \sigma^i \) are the \( i \)th dimension mean value and the \( i \)th standard deviation to the \( i \)th solution, respectively. Pheromone equation is:

\[
\tau_{i(l)} = \frac{1}{\sigma_i \sqrt{2\pi}} \exp \left( -\frac{(x - \mu^i)^2}{2\sigma^2_i} \right) \tag{27}
\]

The equation provides the most relevant information to solve the objective function. This ACO \(_k\) model requires many calculations for the right solution. Therefore, processors with high capability and speed are required in the ACO method. This situation increases the cost.

**Grey Wolf Optimization (GWO)**

The GWO algorithm mimics the behaviours (hunting and leadership) of wild gray wolves and proposed in 2014 by Mirjalili et al [68]. There are four types of gray wolves in a wolfpack to mimic the leadership hierarchy. These are alpha (\( \alpha \)), omega (\( \omega \)), delta (\( \delta \)), and beta (\( \beta \)). When designing the GWO, best to worse solutions are alpha, beta and delta, and omega, respectively. Gray wolves encircle a prey during hunting [69]. This behavior is expressed as:

\[
\vec{D} = |\vec{C} \cdot \vec{X}_p(t) - \vec{X}_p(t)| \tag{28}
\]

\[
\vec{X}(t + 1) = \vec{X}_p(t) - \vec{A} \cdot \vec{D} \tag{29}
\]

where \( t \) is the instant iteration, \( \vec{D}, \vec{C} \) and \( \vec{A} \) are the coefficients, \( \vec{X}_p \) is the position of the prey, and \( \vec{X} \) is the position of the gray wolf. \( \vec{A} \) and \( \vec{C} \) are calculated with the equations given below:

\[
\vec{A} = 2\vec{a} \cdot \vec{r}_i - \vec{a} \tag{30}
\]

\[
\vec{C} = 2\vec{r}_i \tag{31}
\]

The hunt is often led by leaders called alpha and occasionally followed by beta and delta. Thus, alpha is considered as the candidate solution with the best information of the prey location. Delta and omega take the role dealing the wounded members in the wolfpack. Gray wolves finish the hunt by attacking their prey when it gets stuck and stops [70].

The flowchart of the GWO MPPT method for the PV is shown in Fig. 18. For the number of gray wolves, namely the duty ratios, output power \( P_{pv} \) is computed by the \( V_{pv} \) and \( I_{pv} \) measurements. When the MPP is found by the wolves, the correlated coefficient vectors turn into almost zero. In this algorithm duty cycle (\( D \)) is described as a grey wolf [71]. In this case, Equation (31) can be modified as given below:

\[
D_i(k + 1) = D_i(k) - A \cdot D \tag{32}
\]

Thereby, the fitness function of the MPPT algorithm has been formulated as follows

\[
P(D^k_i) > P(D^{k+1}_i) \tag{33}
\]

where \( P, k, \) and \( i \) are the power, the number of iterations, and the number of present gray wolves, respectively.

![Figure 18. Grey wolf optimization flowchart](image-url)
RESULTS AND DISCUSSION

Numerous MPPT algorithms have been proposed to obtain maximum power and efficiency from the PV panel in years. These methods have many advantages and disadvantages. It is necessary to choose the optimum method for the PV system to be applied. Here, many parameters such as the atmospheric conditions of the region where the system will be installed, sunshine duration, and the budget allocated to the system should be taken into consideration. In this study, the most common methods were examined and compared with reference to certain parameters. Table 1 shows the comparison of the algorithms. While the comparison the major parameters such as speed, stability, cost, efficiency, etc considered into account. Here, ‘V’ refers to voltage, ‘I’ current, ‘T’ temperature sensor, ‘A’ analog, and ‘D’ digital.

MPPT methods can be classified by different names. There are different approaches in these classifications such as the characteristics of the method and the prevalence of use. Generally, they are divided into classes such as indirect, direct, intelligent, conventional methods etc. In the study, a new classification of the most used MPPT algorithms has been made by considering their dates of invention, complexity, and level of development, and is presented in Table 2.

1st generation methods are generally analog methods. These methods are easy to apply, low cost, low efficiency, and cannot track true MPPT. The most important advantage of these methods is that they can track MPP with acceptable speed and accuracy by low cost and fast setup.

Table 2. Classification of MPPT algorithms.

| Generation | Tracking Method                                      |
|------------|-----------------------------------------------------|
| 1st Generation | Constant Voltage  |
|             | Fractional Open-Circuit Voltage                     |
|             | Open-Circuit Voltage Pilot PV Cell                  |
|             | Fractional Short-Circuit Current                    |
|             | Look Up Table                                        |
| 2nd Generation | Load Current or Load Voltage Maximization          |
|             | PV Output Senseless                                  |
|             | Perturb&Observe                                     |
|             | Three-Point Weight Comparison                       |
|             | Hill Climbing                                        |
|             | On-Line MPP Search                                  |
|             | DC-Link Capacitor Drop Control                      |
|             | Incremental Conductance                             |
|             | Parasitic Capacitance                               |
|             | Fuzzy Logic Control                                 |
|             | Artificial Neural Networks                          |
|             | Particle Swarm Optimization                         |
|             | Ant Colony Optimization                             |
| 3rd Generation | Grey Wolf Optimization                             |

1st generation methods are generally analog methods. These methods are easy to apply, low cost, low efficiency, and cannot track true MPPT. The most important advantage of these methods is that they can track MPP with acceptable speed and accuracy by low cost and fast setup.

Table 1. Comparison of MPPT algorithms.

| Tracking Method | Sensors | Stability | A/D | Speed | True MPPT | Cost | Efficiency | Ref |
|-----------------|---------|-----------|-----|-------|-----------|------|------------|-----|
| CV              | V       | Low       | A   | Mid   | No        | Low  | Low        | [72]|
| FOCV            | V       | Low       | A   | Mid   | No        | Low  | Low        | [73]|
| FOCVPVC         | V       | Low       | A   | Mid   | No        | Low  | Low        | [74]|
| FSVC            | V       | Low       | A   | Mid   | No        | Low  | Low        | [75]|
| LUT             | T & I   | Low       | D   | Mid   | Maybe     | Mid  | Mid        | [76]|
| LCLVM           | V & I   | Low       | A   | Low   | No        | Low  | Low        | [77]|
| POS             | I       | Low       | D   | Low   | No        | Low  | Low        | [78]|
| P&O             | V & I   | Low       | A/D | Low   | Yes       | Mid  | Mid        | [79]|
| TPWC            | V & I   | Mid       | D   | Mid   | Yes       | Mid  | Mid        | [80]|
| HC              | V & I   | Mid       | D   | Low   | Yes       | Mid  | Mid        | [81]|
| OLMPP           | V & I   | Mid       | D   | Low   | Yes       | Mid  | Mid        | [82]|
| DCLC            | V & I   | Mid       | D   | Low   | No        | Low  | Low        | [83]|
| IncCond         | V & I   | Mid       | D   | Low   | Yes       | Mid  | Mid        | [84]|
| PC              | V & I   | Mid       | D   | Mid   | Yes       | High | Mid        | [85]|
| FL              | V & I   | High      | D   | High  | Yes       | High | High       | [21]|
| ANN             | V & I   | High      | D   | High  | Yes       | High | High       | [86]|
| PSO             | V & I   | High      | D   | High  | Yes       | High | High       | [87]|
| ACO             | V & I   | High      | D   | High  | Yes       | High | High       | [88]|
| GWO             | V & I   | High      | D   | High  | Yes       | High | High       | [89]|

[207–220]
2nd generation methods, the most widely used, are usually digital systems that require more than one sensor. In some methods of this generation, true MPPT can be achieved in medium level stability, speed, cost, and efficiency.

3rd generation methods, which especially emerged with the development of digital electronics, high-speed processors, and optimization theories, has quite high speed, complexity, stability, cost, and efficiency. For the successful implementation of these methods, it should be ensured that many iterations are made quickly, and the right decision is made. Therefore, it is necessary to use processors with high processing speed, but this also means an increase in cost.

CONCLUSION

Considering the damage caused by fossil fuels to the environment, researches are carried out for cleaner energy resources. At this point, solar energy, which has an infinite source, also draws attention due to its eco friendliness. A great number of MPPT algorithms have been proposed in order to obtain maximum power and efficiency from PV panels. In this study, MPPT algorithms which are well accepted in the literature and widely used in the industry were examined and a detailed comparison table was presented. A new classification has been proposed for the analyzed MPPT algorithms. It is thought that this review can help in choosing the optimum algorithm for a PV system and can serve as a significant reference to future studies in this field.
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