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ABSTRACT Image encryption and steganography techniques are receiving a lot of interest and investigations due to their high importance in multimedia communication systems. A novel highly efficient image encryption and steganography technique are presented in this paper. For the first time, the proposed technique uses hybrid DNA encoding and Choquet’s Fuzzy Integral sequences. At first, a confused version of the image, using a simple chaotic map, is encoded using DNA’s bases. Four coded images are generated using the four DNA bases, namely AT, CG, GC, and TA. Parallel to that, a Choquet’s fuzzy Integral sequence is generated and DNA encoded similarly to obtain four pseudo-random sequences. Secondly, the resulting four fuzzy/DNA sequences are used to diffuse the four DNA encoded images using the complementary DNA XOR rule, according to certain control code. Finally, the wavelet fusion algorithm is then used to fuse the resulting four fuzzy-DNA encoded images, to get the encrypted image. For added security, a new steganography approach is used. In particular, the encrypted image is divided into four sub-images, each of which is hidden in a different carrier image selected from a known group of carrier images according to a given key. The simulation results and security analysis confirmed the efficiency of the proposed image encryption algorithm as well as the steganography approach used for enhanced security. Ten different images with a size of 256 × 256 are used to test the proposed method. The results show that the proposed algorithm has a higher key sensitivity. The pixel correlation coefficient values are very small (between 5.3220e-04 and 0.0011 horizontally, between 8.7670e-04 and 0.0022 vertically and between 0.0002 and 0.0045 diagonally). Furthermore, the measured information entropy of the encrypted images is between 7.9970 and 7.9979 which are very close to the ideal value of 8. Additionally, the measured unified average changing intensity and number of pixels change rate values take the values between 33.46 and 33.39 and between 99.61 and 99.64, respectively, which are again closed to the ideal values. The steganography test shows that the hidden encrypted images are almost invisible at high values of SNR and are characterized by good NCC values under different types of attacks. The performance of the new proposed algorithm is proved to overcomes many other previously published image encryption techniques.
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I. INTRODUCTION

There has been a quantum leap in the last few years in the fields of digital communication and networking technologies. Huge amounts of data have been shared and communicated through open networks. This trend is not expected to stop anytime in the future, so it is important to find different methods to secure data transferred over the different networks. Many domains have been created and used for data protection, including steganography, and watermarking. They depend on using media to hide information. For instance, cryptography is used to safeguard written messages, whereas a cipher (the coded equivalent of a message) is created from the original plaintext. An encryption algorithm is used for this process. To decrypt a message, the recipient needs to have a secret key to convert the cipher back into the original text.
To encrypt data, many methods have been employed. This includes DES or Data Encryption Standard, SDES or Simplified Data Encryption Standard, AES or Advanced Encryption Standard. However, images possess certain features that make all these methods inappropriate for their encryption, i.e., strong connection between the various pixels and high recurrence [1]–[5].

With the development of the fuzzy integral, it was found that it would be quite beneficial in image encryption, due to its many benefits, including its ease of use, high security, high speed, and high sensitivity [6]–[8]. Fuzzy integral is used to integrate all fuzzy sets. This is the opposite of ordinary definitions of a fuzzy integral. It can integrate fuzzy sets to the used fuzzy measure space. However, these sets have to not be united by an estimate. The fuzzy integral expresses a finite set that requires a fuzzy measure. Fuzzy rules are needed for the function of fuzzy measures. A Choquet fuzzy integral (CFI) is the output of these rules, achieved through the defuzzification process [9]–[11].

Many scientific fields, including Mathematics, computer science, and chemistry have been using DNA’s biological structure since Adelman’s work on the issue. This structure is used when attempting to encrypt storage spaces, especially large ones, as well as enormous parallelism, and ultra-low power consumption. There have been many DNA-dependent schemes, which have been studied with success recently. They mostly rely on the dynamic rule of ranges, which is used as a secret key for building. When encoding, the rules of DNA can be applied in one of two methods. The first is that every single pixel of an image, having an 8-bit gray value, is turned into a sequence of four DNA codes. This way the complexity of the image is reduced when it is encrypted. The second is that a cipher image is generated out of the plain encoded image, as per certain rules related to DNA [5].

If someone is trying to hide certain secret data in a cover media, this would be called steganography. This act mainly depends on human imperceptibility, in case of images and inaudibility, when the information being hidden is audible. A stego file is the result of a file that includes hidden information, using one of the following strategies: Least Significant Bit (LSB), Discrete Cosine Transform, (DCT) and Discrete Wavelet Transform (DWT) [12]–[15]. Even though both cryptography and steganography provide good security, there have been attempts to merge them into one method that has good not only good concealment but also high security.

Choquet’s fuzzy integral is highly sensitive, complex, and nonlinear, properties that provide high security. Thus, it is used to encrypt images, which will be described in this paper. Seven steps are applied to use the algorithm described in this paper. First, a binary sequence of 8-bit in length is generated out of the original images. Second, a simple chaotic map is used to shuffle the binary stream. Third, DNA’s complementary rule is used to encode the shuffled image. Fourth, according to DNA’s four types of nitrogenous bases, four images are extracted from the encoded and shuffled image. They are AT, CG, GC, and TA. This is a new concept. Fifth, the DNA random sequences are used to diffuse each of the four blocks that each image is split into. The previously random sequences described are generated from the Choquet fuzzy integral (CFI). This takes place while using a control code. A key made of two components is of dependence by the CFI. The components are used to create the initial condition of the CFI. These two components are the external secret key of the finite length and a secret image, which can be a signature, a stamp, or something different. This parameter is employed to enhance the security level. Both components are diffused together, creating the primary condition and parameters of the CFI. The NIST random test package was used to test the generated sequences and the results obtained were quite positive. However, these results proved that a single bit of change in the PN key produces uncorrelated sequences, which are very different; making sequence generation highly sensitive to any alteration in the image or PN key [16]. Sixth, an encrypted image is produced through the fusion of the resulting images by DWT. As for the seventh step, it works on improving the security of the suggested technique. This takes place through the division of the encrypted image into four sub-images. These are hidden in a carrier or a set of images, through steganography. Finally, different tests are used to check the security of this process. They include the following techniques tested under various attacks: histogram, entropy, the correlation between adjacent pixels, key sensitivity and differential attack analysis as well as the steganography with the imperceptibility and the robustness tests, under different attacks.

As for the remainder of the paper, it consist of the following: Related work in section II, a brief report on fuzzy measure and the Choquet fuzzy integral is described in section III, a description of the biological characteristics of DNA in section IV, the proposed cryptosystem in section V, the results of the study in section VI, security testing of the proposed system in section VII, the steganography test in section VIII, and the conclusion of the study in section IX.

II. RELATED WORK
This section will take a look at some of the previously studied aspects of image encryption. It will also demonstrate a merge between the methods of cryptography and steganography. In a previous study, an image was encrypted using the phase-truncated short-time fractional Fourier transform, as well as the hyper-chaotic system [17]. PTSTFRFT is different from coding done through traditional phase truncation in that it was combined with wave-based permutation. This is done in order to construct the EU or the encryption unit, used to code sub-images. In this encoding, the amplitude information is recombined with the confusing phase information. Another study suggested using the three dimensions of a chaotic map to encrypt color images. The map produces three numbers diffused through RGB channels of the image [18]. The next step was to divide the image into 4 × 4 parts. Then each of these parts’ location is changed and is also divided into 16 × 16 blocks. Each of these blocks is then permuted using different
keys of a certain map. When all blocks have been permuted, the encrypted image is created. A different study proposed using an approach that uses compressed sensing as well as multi-image cross pixel scrambling to encrypt a color image. According to the tricolor theory, the image is divided into three sub-images, which are then processed sparsely using the discrete wavelet transform. To see these images, different Gaussian random matrices are used [19]. It was proposed to encrypt image using a generated random key stream and self-processing [6]. CFI produces pseudo-random sequences, for example a 128-bit key was used to produce the parameters of CFI. Following this step, each half of an image’s data was used to shuffle the other half of the image and vice-versa. In study [7], it was proposed to perform the encryption of an RGB color image by using CFI based key stream generator. CFI yielded a certain output that was used to shit the bits of the three gray-level components randomly. Then, a coupling of the generated key stream and the three components of RGB color pixels was performed to encrypt the permuted components. In study [20], the following process took place: information to be hidden was encoded using the Elliptic Curve Cryptography algorithm; then, the LSB Inversion algorithm was used to insert the encrypted data into a cover object. Several modes of attack were used to test the security of this method. These modes included visual, histogram, and chi-square attacks. In study [1], it was suggested to apply the LSBS of the chaos-based audio steganography and the one-time pad of the cryptography method. To encrypt data, a key for one-time pad was used, it was made of a sequence of PWLCM. To hide a certain message, a random sequence was generated from the logistic map. The encrypted data was hidden in the host audio samples in some random positions of the LSB through indices of the ordered generated sequence. In study [8], the following process took place: information to be hidden was encrypted using the Elliptic Curve Cryptography method. To encrypt data, a key was used to produce the parameters of CFI. Following this step, each half of an image’s data was used to shuffle the other half of the image and vice-versa. In study [11], it was proposed to perform the encryption of an RGB color image by using CFI based key stream generator. CFI yielded a certain output that was used to shit the bits of the three gray-level components randomly. Then, a coupling of the generated key stream and the three components of RGB color pixels was performed to encrypt the permuted components. In study [20], the following process took place: information to be hidden was encoded using the Elliptic Curve Cryptography algorithm; then, the LSB Inversion algorithm was used to insert the encrypted data into a cover object. Several modes of attack were used to test the security of this method. These modes included visual, histogram, and chi-square attacks. In study [1], it was suggested to apply the LSBS of the chaos-based audio steganography and the one-time pad of the cryptography method. To encrypt data, a key for one-time pad was used, it was made of a sequence of PWLCM. To hide a certain message, a random sequence was generated from the logistic map. The encrypted data was hidden in the host audio samples in some random positions of the LSB through indices of the ordered generated sequence. Cryptography and steganography were combined into one algorithm and shown [21]. The new steganography algorithm was used to encrypt and hide the data in an image, which was then divided into four level blocks. Depending on a key, the data will be hidden in the four diagonal sub-block values.

### III. FUZZY MEASURE AND CHOQUET FUZZY INTEGRAL

A nonlinear aggregation tool is made from the combination the Choquet fuzzy integral and the fuzzy measure to produce a sequence of high security [10], [16], [22]. This paper tests this approach. CFI has certain characteristics, summarized as follows:

**A. FUZZY MEASURE**

There are different classes of fuzzy measures; they include probability (a subset of classical measures), plausibility, necessity, possibility, and belief measures. The following equations mark the method of determining a fuzzy measure [23], [24]:

\[
F(A_1) = g_1 \\
F(A_i) = g_i + F(A_{i-1}) + \lambda g_i F(A_{i-1}), \quad 1 < i < n
\]

where the membership grade is \(g_i\) and \(F(A_i)\) is the fuzzy measure over the corresponding membership grades.

**B. SUGENO \( \lambda \) MEASURE**

A very similar type of measure to probability is the Sugeno measure. It is a very specific type of fuzzy measure that deals with \(g(A \cup B)\) state of probability reconstruct. The value of \(\lambda\) measures represents the variance between the Sugeno measure and the previously mentioned state \(\lambda \in [-1, \infty]\) is a real-valued parameter, which can be calculated using the following equation [25]:

\[
1 + \lambda = \prod_{i=1}^{n} (1 + \lambda g_i)
\]

**C. CHOQUET FUZZY INTEGRAL**

To calculate the Choquet fuzzy integral, one must depend on the Sugeno \(\lambda\) and the fuzzy measures. The CFI is more complex and nonlinear. The following equation is used in the calculation of the CFI [11]:

\[
CFI = \int h \, dg = \sum_{i=1}^{n} [h(x_i) - h(x_{i-1})] F(A_i)
\]

where \(h\) is the initial input of the Choquet fuzzy integral.

### IV. BIOLOGICAL BACKGROUND OF DNA

The human body is composed mainly of DNA or deoxyribonucleic Acid. It marks the storage space for human genetic information, which contains information about each person’s growth, development and procreation. One molecule of DNA carries an extremely large amount of information in its consolidated structure. It is a polymer of nucleotides made essentially of four nitrogenous bases. Two of them are the two-ringed purines, Guanine \((G)\) and Adenine \((A)\), and the other two are the single-ringed pyrimidine, Cytosine \((C)\) and Thymine \((T)\) [5].

**A. DNA SEQUENCE ENCRYPTION**

A string of DNA contains the four basic nucleotides arranged in sequence. The letters G, C, A, and T, represent Guanine, Cytosine, Adenine and Thymine, respectively, where the first two are complementary, as well as the last two. One and zero are also complementary in the binary system. The same applies to 01 and 10 and also 11 and 00. Thus, the 24 schemes shown in Table 1 DNA coding, as per the standards of complementation of DNA coupling.

**TABLE 1. The encoding rules for DNA sequences.**

| Bases | Rule 0 | Rule 1 | Rule 2 | Rule 3 | Rule 4 | Rule 5 | Rule 6 | Rule 7 |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|
| A     | 00     | 00     | 01     | 10     | 10     | 01     | 11     | 11     |
| G     | 10     | 01     | 00     | 00     | 11     | 11     | 01     | 10     |
| C     | 01     | 10     | 11     | 11     | 00     | 00     | 10     | 01     |
| T     | 11     | 00     | 11     | 10     | 01     | 10     | 00     | 00     |

Certain mathematical and biological computation are introduced to enable the use of DNA in cryptography. These include exclusive and XOR. The binary formation is used
in sequencing DNA according to the XOR operations. Eight types of DNA XOR rules are available and represent the eight types of encoding rules. Rule 2, seen in Table 2, is used for the sake of this paper.

V. THE PROPOSED CRYPTOSYSTEM
This part of the paper describes the algorithm used to encrypt images, which will later be hidden in a group of images. In step one, CFI is used to generate pseudo-random sequences which our work was presented in [16]. In step two, a simple chaotic map is used to confuse one version of the image, which results in coded using DNA, according to the four nitrogenous bases. This image is divided into four images, as per the AT, CG, GC, and TA bases of DNA. At the same time, DNA bases are also used to encode the random

---

**FIGURE 1.** Block diagram of the proposed algorithm.

**TABLE 2.** DNA XOR operations using Rule 2.

|     | A | C | G | T |
|-----|---|---|---|---|
| A   | A | C | G | T |
| C   | C | A | T | G |
| G   | G | T | A | C |
| T   | T | G | C | A |
sequences of Choquet Fuzzy Integral. Out of the encoded images, four blocks arise as a result of splitting. Then, the diffusion of the pixels of each block and random DNA fuzzy sequences is carried out using the XOR DNA complementary rule by applying a control code. To construct an encrypted image, the four blocks are combined using DWT. The final step of this process is hiding the four sub-images split from the encrypted image into a carrier using IWT. This step is undertaken to increase the security of the process. Figure 1 shows the structure of the suggested encryption. For more details regarding the steps taken, following are more illustrations:

**Step 1:**
The pseudo-random sequence from CFI utilized for encryption is shown in Figure 2 with a brief description of its generation. The external key and the secret image are used to calculate the initial input of the CFI, \( h_1, h_2, h_3, h_4 \). At the key level, the image can be any type of file, including signatures, icons, etc.

- The 128-bit secret key is made of session keys, \( K_1, K_2, \ldots, K_{16} \), i.e., 8-bit long blocks.
- The following equations are used to calculate the Key parameter \( A, B, C, D \):
  \[
  A = (K_1 \oplus K_2 \oplus K_3 \oplus K_4) \\
  B = (K_5 \oplus K_6 \oplus K_7 \oplus K_8) \\
  C = (K_9 \oplus K_{10} \oplus K_{11} \oplus K_{12}) \\
  D = (K_{13} \oplus K_{14} \oplus K_{15} \oplus K_{16})
  \]

- Eq. (14) is then used to calculate membership grades \( g \) from \( h \) [26].
- Following this step \( \lambda \) is calculated using Eq. (3). Its value is then substituted in Eq.(2) to obtain the fuzzy measure \( F(A_i) \).

- The image used has a size of 256 \( \times \) 256 and its gray level matrix is inserted.
- It is then divided into blocks of 2 \( \times \) 2, the result are four values of \( I(s) \), using XOR for each of the gray levels within each block.
- The initial inputs can be calculated as the following equations:
  \[
  h_1 = ((A + K) \mod 256) \oplus I(1) \\
  h_2 = ((B + K) \mod 256) \oplus I(2) \\
  h_3 = ((C + K) \mod 256) \oplus I(3) \\
  h_4 = ((D + K) \mod 256) \oplus I(4)
  \]

where \( I(1), I(2), I(3), \) and \( I(4) \) are the diffused values for each block by using XOR and \( K \) is the sum of blocks for the secret key.

\[
D = (K_{13} \oplus K_{14} \oplus K_{15} \oplus K_{16}) \\
K = \sum_{i=1}^{16} (K_i)
\]
The initial inputs $h_1, h_2, h_3, h_4$ as well as the fuzzy measure $F(A_i)$ are used to calculate the CFI through the use of Eq. (4).

Finally, the secure random sequences from the fuzzy integral value CFI as follows:

$$C_j = (ARS(\text{int}(\text{CFI mod 1}) \times 10^{14}, S)) \mod 256 \quad (15)$$

In the previous equation, $ARS$ represents the arithmetic right shift for the binary sequence, as for the normalized fraction value, it is represented by $(\text{CFI mod 1})$. As $S$ assumes values from 0 to 7, a different four random sequences $(C_1, C_2, C_3, C_4)$ can be generated. The length of the sequence is reached after repeating the previous steps. Thus, the initial input values are updated as such:

$$h_i = C_j \mod 256, \quad j = 1, 2, 3, 4 \quad (16)$$

**Step 2:**

In this step, 8-bit binary sequences are issued out of each pixel of the plain image, which are then shuffled with the help of a logistic map. These systems are a form of chaotic systems. They have the following characteristics: control parameters ($\lambda$), an initial condition of $(X_0)$, and an output of $(X)$. As for the input variables, they are expressed as:

$$x_{n+1} = \lambda x_n (1 - x_n) \quad (17)$$
where the chaotic parameter is $\lambda$ and the number of iterations is $n$. $\lambda \in [0, 4]$, $x \in [0, 1]$ in which the chaotic attitude is realized when $\lambda \in [3.57, 4]$. 

**Step 3:**
- Table 1 shows the DNA-inspired, according to which the image is encoded. For the purpose of this research, when DNA’s nitrogenous bases are transformed into the binary system, A means 00, C means 01, G means 10, and T means 11. The length of the DNA-inspired sequence for each pixel is four. For example, the first pixel, which has a value of 220, is transformed into the following binary code $[11011100]$. This pixel can be DNA encoded as such TCTA, whereas A, C, G, T indicate 00, 01, 10, 11, respectively.
- The four images (A, C, G, and T), each represented by one of the nitrogenous bases, are extracted from the image which was encoded and permuted. The empty spaces of each image are replaced by its complement. For instance, the empty spaces of image (A) are replaced with its complement (T), image (C) with its complement (G), and so on.
- The four images are renamed to (AT, CG, GC, and TA). This step is illustrated in Figure 3. Also, the generated fuzzy sequences from the first step are coded using DNA.

**Step 4:**
- In the next step, four blocks are obtained from the division of each of the DNA images. A different random fuzzy sequence is used to XOR each of the blocks.
- For each of the blocks, a random sequence is selected from a control code with four different sequences. For example, when image AT is divided into four blocks.
- The four random sequences are selected by the control code to encrypt each of the blocks, where $(C_1)$ encrypts the fourth block, $(C_2)$ encrypts the third block, $(C_3)$ encrypts the first block, and $(C_4)$ encrypts the second block. This takes place for each image.
- After that, every DNA image is converted into a binary based on Table 1. Then, each element is transformed into a decimal number.
DWT (Discrete Wavelet Transform) is used to combine the four registered inputs that were encrypted. Figure 4 shows image fusion and how it is carried out.

**Step 5:**
"After the encryption process described in the previous step, the encrypted image is hidden into a group of carriers imaged using the integer wavelet transform (IWT) technique [14], [15]. IWT is selected as it is a more efficient approach than DWT. The coefficients in IWT are represented by finite precision integer numbers which allow for lossless encoding. This transform maps integers to integers, whereas in the case of DWT, if the input consists of integers (as in the case of images), the resulting output no longer consists of integers. Thus, the perfect reconstruction of the original image becomes difficult.

In the adopted steganography technique, the encrypted image is divided into four sub-images, each of which is hidden in a different carrier image selected from a known group of carrier images according to a given key. Each of the carrier, or cover, images is transformed using the second level of IWT to obtain four sub-bands (LL2, HL2, LH2 and HH2). The secret data, representing one quadrant of the encrypted image is embedded in the high-frequency coefficients (HH2 sub-band) of the IWT of the corresponding carrier image."

**- Steps to Embed an image**
1- Reading the set of images.
2- Selecting the four images and applying one level wavelet transform to each image.
3- Reading the secret image.
4- Dividing the secret image into four blocks.
5- Embedding each block in the high-frequency coefficients produced from Integer Wavelet Transform in the chosen locations of details coefficients as shown in Figure 5.

**- Steps of Image Extraction**
A set of images is sent to the receiver. To extract the four images, a password is needed, and the previously described steps are done in reverse order. Figure 6 shows how the extraction process is accomplished. The following steps are used:
1- Inserting password for extraction the four images which the four blocks are hidden in it;
2- Applying the integer wavelet transform to each image;
3- Extracting the four sub-images;
4- Decrypting the sub-images using the DNA rules and the fuzzy integral to obtain the final image.

**VI. EXPERIMENTAL RESULTS**
To apply the new algorithm, MATLAB R2015 is used for computer simulation with gray scale images size 256 × 256. Two stages make the components of the new algorithm. Figure 7 shows the first stage which makes up the encryption process and Figure 8 shows the second stage which is the steganography process.

**VII. SECURITY ANALYSIS OF IMAGE ENCRYPTION**
To ensure the security of the encrypted image, a performance analysis is applied. This includes security against brute-force attacks. Details of the security analysis are described in this section. This analysis includes the following aspects:
correlation tests between two adjacent pixels, information entropy, key sensitivity, histogram, and differential attack, including the mean square error, the unified average changing intensity and the number of pixel change rate are demonstrated [27]–[29].

A. DIFFERENTIAL ATTACK
To find out the relationship between the original image and the encrypted one, attackers resort to changing one pixel in the original image. This type of attack, the differential attack, would lose its effect if a minimal change in the original image would lead to a significant change in the encrypted one. Three different measures testing the effect of a single-pixel variation on the encrypted image are employed in this paper [30].

1) AVALANCHE EFFECT
In the case of the avalanche effect, a major change in the encrypted image is obtained from the modification of the encryption key or a change in the original image. The avalanche effect happens when 50% of the bits of the encrypted image are changed from just a single-bit change in the original one. To test for the avalanche effect, the modified bit should be determined from the keys. If MSE is \( \geq 30 \text{ dB} \), then there is a major variation between the two images. MSE can be calculated using Eq.(18) [30]–[32]:

\[
MSE = \frac{1}{M \times N} \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} (C_1(i,j) - C_2(i,j))^2 
\]

If \( C_1 \) and \( C_2 \) are two encrypted images, which differ by one bit in the key used in their encryption. Table 3 shows the results of MSE by changing one bit in the key. It is shown that the values MSE of the proposed algorithm are greater than 30 dB, which proves that the proposed algorithm is sensitive to the variation of the key.

2) NUMBER OF PIXEL CHANGE RATE (NPCR)
NPCR, calculated using Eq.(19), marks the percentage of pixels changed in the cipher image corresponding to the pixel variation of the original image [30], [33], [34]:

\[
NPCR = \frac{\sum_{i,j} D(i,j)}{M \times N} \times 100 \% 
\]

where \( M \) and \( N \) represent the length and width of the image, respectively, \( E_1(i,j) \) and \( E_2(i,j) \) represent the corresponding cipher image pixel values before and after the plain image variation, respectively. The UACI and NPCR values are shown in Table 4, it can be shown that the NPCR results are close to ideal value 99.6094% and the UACI results are close to ideal value 33.4635 %, which displays that the proposed algorithm is highly sensitive to little variations of the plain image and then can resist differential attack. The NPCR and UACI decryption metrices have also been calculated. The values of NPCR and UACI have been estimated to be Zero, as after the decryption procedure, the decrypted image and the original image are identical with no missing packets or changes between them.
The quality of encryption of a cryptosystem can be measured through the calculation of the correlation coefficient. Thus, this calculation is considered useful in the analysis of the performance of the encryption. The correlation coefficient marks the relation between any two variables. This coefficient reaches zero or is very close to it when the original image and the encrypted one are different. The correlation coefficient is calculated for various positions of the encrypted, as well as the original images. They are the horizontal, the vertical, and the diagonal positions. The formula below is used to calculate the correlation coefficient [30], [41], [42]:

\[
    r_{xy} = \frac{\text{cov}(x, y)}{\sqrt{D(x)} \cdot \sqrt{D(y)}}
\]

where \( r_{xy} \) is the correlation coefficient and \( \text{COV} \) is the covariance between pixels \( (x) \) and \( (y) \), where \( (x) \) and \( (y) \) are the grayscale values of two pixels in the same place in the plaintext and cipher-text images, respectively. \( D(x) \) is the variance and \( E(x) \) is the mean. Multi images encrypted with the proposed algorithm’s correlation distribution can be seen in Table 5, which shows that the performance of this algorithm
FIGURE 8. The steganography approach.

TABLE 4. NPCR & UACI.

| Algorithms | Images (256 x 256) | NPCR | UACI |
|------------|--------------------|------|------|
| Lena       | 99.61              | 33.46|
| Airplane   | 99.62              | 33.43|
| Boat       | 99.65              | 33.42|
| Cameraman  | 99.63              | 33.44|
| Peppers    | 99.63              | 33.46|
| Tree       | 99.64              | 33.42|
| Truck      | 99.60              | 33.46|
| Girl       | 99.61              | 33.45|
| Baboon     | 99.61              | 33.44|
| All Black  | 99.56              | 33.39|
| Ref [35]   | Baboon             | 99.55|
| Ref [36]   | Peppers            | 99.62|
| Ref [37]   | Cameraman          | 99.63|
| Ref [38]   | Pepper             | 99.62|
| Ref [39]   | Airplane           | 99.59|
| Ref [40]   | Lena               | 99.50|

compared to other references. The correlation coefficients of the proposed algorithm are closer to 0 than the other algorithms. It denotes that the proposed algorithm can effectively decrease the correlation of adjacent pixels in a cipher image.

C. ENTROPY INFORMATION ANALYSIS

Entropy is used to describe the texture of an image. It is a statistical measure of randomness. A source that emits 256 symbols has an entropy of 8. Entropy (E) is calculated using the following formula [46], [47]:

\[
E = \sum_{i=1}^{N-1} P(X_i) \log_2 P(X_i)
\]

(22)

where N is the total number of symbol (X) and P(X_i) is the probability of occurrence of symbol(X_i). The entropy should be close to 8 for encrypted image. Table 6 shows the entropy values for the encrypted image, as well as other references. The entropy of the proposed algorithm is very close to the ideal value 8. Our proposed algorithm has better 4 results in overall, better 2 results in Ref [36], [37]. It is denoted that the proposed algorithm realizes the best results, which means the encrypted images of our algorithm has a random pixel value distribution.

D. PEAK SIGNAL-TO-NOISE RATIO (PSNR)

The peak signal-to-noise ratio is applied to measure the quality of the encryption technique. PSNR indicates the variation in pixel values between the original image and the encrypted image [32]. PSNR can be calculated as the following formula:

\[
PSNR = 10 \log_{10} \left[ \frac{M * N * 255^2}{\sum_{i=0}^{N-1} \sum_{j=0}^{M-1} [P(i,j) - C(i,j)]^2} \right]
\]

(23)
TABLE 5. Correlation coefficient between two adjacent pixels in the original and encrypted images.

| Algorithms | Images (256 × 256) | Correlation Coefficient |
|------------|---------------------|-------------------------|
|            |                     | Horizontal              | Vertical               | Diagonal               |
|            |                     | Plain | Encrypted | Plain | Encrypted | Plain | Encrypted |
| Lena       | 0.9853              | 5.3220e-04 | 0.9791 | 8.7670e-04 | 0.9402 | 0.0002 |
| Airplane   | 0.9166              | 1.2627e-04 | 0.9931 | 8.1190e-04 | 0.9621 | 0.0003 |
| Boat       | 0.9268              | 3.8595e-04 | 0.9452 | 0.0003 | 0.9152 | 0.0008 |
| Cameraman  | 0.9335              | 0.0002 | 0.9592 | 2.8897e-04 | 0.9452 | 0.0012 |
| Peppers    | 0.9634              | 0.0003 | 0.9704 | 0.0011 | 0.9014 | 0.0023 |
| Tree       | 0.9645              | 0.0014 | 0.9451 | 0.0004 | 0.9312 | 0.0032 |
| Truck      | 0.8955              | 0.0013 | 0.9477 | 0.0016 | 0.8745 | 0.0023 |
| Girl       | 0.9740              | 0.0003 | 0.9657 | 0.0006 | 0.9216 | 0.0014 |
| Baboon     | 0.8736              | 0.0011 | 0.8261 | 0.0021 | 0.8132 | 0.0032 |
| All Black  | NA                  | 0.0014 | NA      | 0.0012 | NA      | 0.0025 |
| All White  | NA                  | 0.0011 | NA      | 0.0022 | NA      | 0.0045 |
| Ref [43]   | Lena                | 0.9761 | -0.0058 | 0.98862 | -0.0068 | 0.9361 | -0.0103 |
| Ref [31]   | Peppers             | 0.9807 | -0.0028 | 0.9752 | -0.0039 | 0.9636 | -0.0024 |
| Ref [44]   | Cameraman           | 0.933480 | 0.002941 | 0.959220 | -0.00775 | 0.908660 | -0.001903 |
| Ref [45]   | Lena                | 0.9718 | 0.0045 | 0.9865 | 0.0018 | 0.9620 | -0.0058 |
| Ref [39]   | Airplane            | 0.9702 | -0.0019 | 0.9687 | -0.0067 | 0.9454 | 0.0161 |
| Ref [41]   | Lena                | 0.9794 | 0.0214 | 0.9646 | 0.0465 | 0.9535 | -0.0090 |
| Ref [42]   | Lena                | 0.93063 | 0.00773 | 0.95945 | -0.01103 | 0.90711 | 0.00153 |

TABLE 6. Entropy information analysis.

| Algorithms | Images (256 × 256) | Information Entropy Analysis |
|------------|---------------------|-----------------------------|
| Lena       | 7.9973              |
| Airplane   | 7.9972              |
| Boat       | 7.9979              |
| Cameraman  | 7.9971              |
| Peppers    | 7.9977              |
| Tree       | 7.9976              |
| Truck      | 7.9975              |
| Girl       | 7.9974              |
| Baboon     | 7.9972              |
| All Black  | 7.9970              |
| Ref [35]   | Baboon              | 7.9970                      |
| Ref [36]   | Peppers             | 7.9976                      |
| Ref [37]   | Cameraman           | 7.9972                      |
| Ref [38]   | Peppers             | 7.9978                      |
| Ref [46]   | Boat                | 7.9789                      |
| Ref [47]   | Lena                | 7.9965                      |

TABLE 7. Peak signal to noise ratio.

| Algorithms | Images (256 × 256) | Peak Signal to Noise Ratio |
|------------|---------------------|---------------------------|
| Lena       | 8.1423              |
| Cameraman  | 9.1405              |
| Peppers    | 9.4374              |
| Airplane   | 8.6867              |
| Boat       | 8.4373              |
| Tree       | 9.3829              |
| Truck      | 9.5234              |
| Girl       | 9.9582              |
| Baboon     | 9.3772              |

TABLE 8. Encryption time consumption [unit:sec].

| Algorithms | Images (256 × 256) | Encryption Time (unit:sec) |
|------------|---------------------|---------------------------|
| Lena       | 0.99742435          |
| Baboon     | 0.9072624           |
| Ours       | Cameraman           | 0.892656                 |
|           | Boat                | 0.890877                 |
|           | Airplane            | 0.9131487                |
|           | Peppers             | 0.9147926                |
| Ref [31]   | Lena                | 1.170444                 |
| Ref [36]   | pepper              | 0.95                      |
| Ref [48]   | Lena                | 1.164                     |

where M and N represent the length and width of the image, respectively. \( P(i,j) \) represents the pixel value of an original image, and \( C(i,j) \) represents the pixel value of the cipher image. The encryption quality is better when PSNR is low. Table 7 shows the result of PSNR between original and cipher images.

E. HISTOGRAM ANALYSIS

The histogram marks the distribution of pixels in their gray scale values. A good encryption algorithm is confirmed, when pixels are distributed uniformly in the encrypted image [29]. Figure 9 shows a step by step histogram for the image encryption proposed. The histogram of original and encrypted images is illustrated in Figure 10.

F. KEY SENSITIVITY ANALYSIS

It is important to note changes in the encryption key and see how sensitive the process is to such changes. High sensitivity means that a single bit of change in this key may lead to a totally different result. In general, fuzzy integral is extremely sensitive to changes in system initial parameters. That is to say that an unnoticeable change in the encryption key results in differences between the decrypted and the original images. In Figure 11, there are three images, the original one, a decrypted one with the correct encryption key, and a decrypted one with the wrong key. It can be said that the algorithm was highly sensitive to the key since a small change has resulted in a very different image and the original one was never reached with such a key [28].

G. SPEED ANALYSIS

The speed of the algorithm is estimated in a system that has a 3.0 GHz processor with 8GB RAM, MATLAB R2015b, and Windows 10 operating system. The encryption time of the proposed algorithm for various images is
shown in Table 8 and compared with different algorithms. Decryption time consumption is listed in Table 9.

**VIII. STEGANOGRAPHY TESTS**

In the encryption process described in this paper, it was suggested that after the encryption of the image is done, four sub-images would be extracted from the said image and hidden in a set of images using the IWT method. This process is done to improve the security level. To test whether this desired effect was accomplished or not, two metrics were applied under different attacks, namely the imperceptibility and robustness tests [2], [14], [15].

**TABLE 9. Decryption time consumption [unit: sec].**

| Algorithm | Images (256 × 256) | Decryption Time (unit: sec) |
|-----------|--------------------|-----------------------------|
| Lena      |                    | 2.1833291                   |
| Baboon    |                    | 1.9972180                   |
| Cameraman |                    | 1.9638721                   |
| Boat      |                    | 1.8705817                   |
| Airplane  |                    | 2.0089271                   |
| Pepper    |                    | 2.01254372                  |
| Ours      |                    |                             |
A. IMPERCEPTIBILITY TEST

Imperceptibility looks at the quality of the image and how it was affected following encryption, as well as how good the sub-images were hidden and whether the viewer could see them. To test this, the signal-to-noise ratio (PSNR) is applied. This ratio serves in the evaluation of the similarities between the original image \(x\) and the stego-image \(y\). PSNR can be calculated using the following equation.

\[
PSNR = 10 \log_{10} \left( \frac{Max((i, j))^2}{MSE} \right)
\]

where \(L\) and \(W\) are the size of the image (length and width) and \(MSE\) is the mean square error between the two images. When the results of the PSNR are high, this means that imperceptibility was good and that the similarities between the two images are high. For each stego image, Table 10 shows the values of its PSNR.

\[
MSE = \frac{1}{M \times N} \sum_{i=1}^{L} \sum_{j=1}^{W} (x(i, j) - y(i, j))^2
\]
B. STRUCTURE SIMILARITY INDEX ANALYSIS OF STEGANOGRAPHIC RESULTS (SSIM)

SSIM is utilized to measure the similarity between the cover image and stego image. The values of SSIM lie between 0 and 1. SSIM is better when the result is larger [49], [50]. It can be calculated as formula:

$$SSIM = \frac{(2\mu_c \mu_s + C_1)(2\sigma_{cs} + C_2)}{\mu_c^2 + \mu_s^2 + C_1(\sigma_c^2 + \sigma_s^2 + C_2)}$$

where $C_1$ and $C_2$ are two constants. $c$ is the cover image and $s$ is the stego image. Furthermore, $\mu$, $\sigma$ are the average and the standard deviation respectively. Table 11 shows the values of its SSIM.

C. ROBUSTNESS TEST

Several types of attacks were used to test the algorithm, including median and mean, salt and pepper noise, cropping, Gaussian noise, rotation, and shearing. The similarities between the original image and the stego one were tested using the normalized correlation coefficient (NCC), which is considered one of the best means of testing the relation between two functions. Eq.27 is used to calculate the NCC.

$$NCC = \frac{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (I_c(i,j)I_s(i,j))}{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (I_c(i,j))^2}$$

IX. CONCLUSION

Our proposed new scheme in this paper is inspired by the increasing performance of Image encryption and steganography techniques in modern multimedia communication systems. Our new highly stochastic and secure image encryption technique is based on the use of the DNA’s dynamic range rule, as well as the complex and nonlinear properties of fuzzy integrals. In summary, four images are extracted from the original image, according to the nitrogenous bases of DNA (AT, CG, GC, and TA). Then each DNA image is diffused using a fuzzy sequence. After that, DWT is used to fuse these images. For increasing security, a new steganography approach is used. In particular, the encrypted image is split into four sub-images, each of which is hidden in a different carrier image selected from a known group of carrier images according to a given key. Each selected carrier image will have one-quarter of the encrypted image hidden into it. The performance analysis is carried out to test the security properties of the proposed scheme. The results prove the robustness of the new algorithm against most types of attacks. From the encryption point of view and standards, it is a very stochastic algorithm that has low correlation coefficients (close to the ideal value of zero) and quite sensitive to changes in the encryption key and has good entropy. Also, the steganography

---

TABLE 10. PSNR of four stego image.

| Images      | PSNR (dB) |
|-------------|-----------|
| Stego-image (1) | 42.1824  |
| Stego-image (2) | 42.5703  |
| Stego-image (3) | 42.4666  |
| Stego-image (4) | 42.2313  |

TABLE 11. SSIM between cover image and stego image.

| Images | SSIM |
|--------|------|
| Image (1) | 0.9789 |
| Image (2) | 0.9798 |
| Image (3) | 0.9795 |
| Image (4) | 0.9791 |

TABLE 12. Normalized correlation coefficient (NCC).

| Attacks      | Stego (1) | Stego (2) | Stego (3) | Stego (4) |
|--------------|-----------|-----------|-----------|-----------|
| Mean Filter  | 0.9556    | 0.9672    | 0.9564    | 0.9592    |
| Median Filter| 0.9864    | 0.9939    | 0.9926    | 0.9815    |
| Shearing     | 0.8778    | 0.8937    | 0.8510    | 0.8769    |
| Rotation     | 0.7595    | 0.8091    | 0.7636    | 0.7819    |
| Cropping     | 0.9117    | 0.9637    | 0.9080    | 0.8450    |
| Salt, Pepper Noise | 0.9860    | 0.9834    | 0.9805    | 0.9824    |
| Gaussian Noise | 0.9721    | 0.9626    | 0.9551    | 0.9525    |
test proved that hidden encrypted images are almost invisible at high PSNR and have good NCC values under different types of attacks. The robustness of the new proposed algorithm and the promising results of its different security tests make it suitable for digital image encryption for future multimedia communication systems.

X. FUTURE WORK

Inspired by a recommendation of one of the anonymous reviewers, we plan to extend our work in a future paper that is concerned with the security problems of the proposed fuzzy-DNA encryption algorithms. In this future work we will examine any possible flaws that could affect the proposed encryption algorithms. As suggested by that reviewer, we can use determined steps and identified flowchart to represent the flaws and solve the problems that could affect the security of the system after encryption as described in [51].
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