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This book chapter gives an introduction to, and an overview of, methods for cooling trapped ions. The main addressers are researchers entering the field. It is not intended as a comprehensive survey and historical account of the extensive literature on this topic. We present the physical ideas behind several cooling schemes, outline their mathematical description, and point to relevant literature useful for a more in-depth study of this topic.

I. INTRODUCTION

Trapped ions are used in a wide variety of areas of experimental physics from high-precision measurements and metrology through to applications in Quantum Information Processing (QIP) and Quantum Simulation (QS). The key to the success of many of these applications is the ability to cool the trapped ions down to low temperatures (or, for single ions, more correctly, to reduce their kinetic energies to very low values). This article is based on a series of lectures given at a winter school on Trapped Ions held in January 2012 at Les Houches in France. The aim of the lectures was to give an up-to-date account of the range of cooling techniques that have been employed for trapped ions in the past and to give an overview of new techniques currently being developed. Though other techniques are discussed, the article concentrates on the extremely successful approach of laser cooling (section III).

As an example of the injection loading technique, the HITRAP facility at the Gesellschaft für Schwerionenforschung (GSI) in Darmstadt will load a variety of different experimental Penning traps with highly charged ions generated by smashing an energetic beam of heavy ions into a stripping target. Exotic ions up to and including hydrogen-like uranium (a uranium nucleus with only a single orbiting electron remaining) can be created in this way. After many stages of slowing and pre-cooling, bunches of highly charged ions at a temperature of around 4K will be directed into an experimental trap. One such trap is operated by the SPECTRAP collaboration whose aim is to use cold trapped highly charged ions to make optical spectroscopic measurements of hyperfine transitions that, in ordinary ions, would be in the radio or microwave region of the spectrum. These experiments will allow very sensitive tests of QED in situations where electric and magnetic fields are huge so that perturbative approaches to QED are stretched to their limits. Despite the initial internal temperature of the ion bunch being quite low it is expected that imperfect control of the transport of these ions into the final trap and ‘shutting the door’ on them will lead to relatively high initial temperatures in the trap in the region of an eV or more. A variety of in-trap cooling techniques will therefore be brought to bear once the bunch of highly charged ions has been captured.

It is worth first considering how hot ions might typically be when they are first loaded into an ion trap. A typical trap has a depth somewhere in the region of 0.1-100 eV. Ions will remain trapped if they have this sort of kinetic energy when they are near the centre of the trap. Using $E \sim k_B T$ we find that ions with a temperature of $T \sim 1 \times 10^3 K$ can easily be trapped. In comparison to the kinds of traps available for neutral atoms these traps are extraordinarily deep. Furthermore traps can be made to be very small so that oscillation frequencies in ion traps can be very high, easily in the region of tens of MHz.

How hot the ions initially are depends critically on the loading technique. Ions may be either injected into a trap from outside or can be created in-situ from neutral atoms passing through the trap. In the former technique ions are typically loaded in bunches. A typical trap has a direct current (DC) voltage applied to some sort of endcaps (which may be hollow to allow the passage of ions). The voltage of one endcap is temporarily brought to a low value while a bunch of ions enters the trap. The endcap voltage is then ramped up quickly so that the ions that bounce off the potential created by the far end-caps find themselves trapped. The initial temperature of ions loaded in this way depends on the internal temperature of the initial ion bunch and upon the details of how the electrode pulsing is implemented, but typically initial temperatures are high and similar to the actual trap depth. In order to do useful experiments often some form of cooling is required so that the ions become well localized at the centre of the trap rather than filling its entire volume. Of course the density of ions near the centre of the trap is limited by their mutual Coulomb repulsion so that final densities are many orders of magnitude lower than they can be for trapped neutral atoms.

As an example of the injection loading technique, the HITRAP facility at the Gesellschaft für Schwerionenforschung (GSI) in Darmstadt will load a variety of different experimental Penning traps with highly charged ions generated by smashing an energetic beam of heavy ions into a stripping target. Exotic ions up to and including hydrogen-like uranium (a uranium nucleus with only a single orbiting electron remaining) can be created in this way. After many stages of slowing and pre-cooling, bunches of highly charged ions at a temperature of around 4K will be directed into an experimental trap. One such trap is operated by the SPECTRAP collaboration whose aim is to use cold trapped highly charged ions to make optical spectroscopic measurements of hyperfine transitions that, in ordinary ions, would be in the radio or microwave region of the spectrum. These experiments will allow very sensitive tests of QED in situations where electric and magnetic fields are huge so that perturbative approaches to QED are stretched to their limits. Despite the initial internal temperature of the ion bunch being quite low it is expected that imperfect control of the transport of these ions into the final trap and ‘shutting the door’ on them will lead to relatively high initial temperatures in the trap in the region of an eV or more. A variety of in-trap cooling techniques will therefore be brought to bear once the bunch of highly charged ions has been captured.
II. NON-LASER COOLING TECHNIQUES

A. Electron Cooling

The pre-cooling of ions in the HITRAP facility will be accomplished using electron cooling. This is a technique often used in so-called ‘nested’ Penning traps. A Penning trap can be comprised of a series of hollow cylindrical electrodes. By making a structure with a large number of such electrodes along a line, an array of traps for positively and negatively charged particles can be formed. By generating a W-shaped potential as shown in figure [4] electrons and positive ions can be trapped in the same region of space where they can interact (the electrons are confined to the inverted well owing to their negative charge). An interesting example of this sort of cooling is in the field of Anti-Hydrogen production. In these experiments negatively charged anti-protons are cooled through collisions with positrons (see reference [2] and the web pages of the ALPHA, ASACUSA and ATRAP collaborations at CERN).

As a precursor to these experiments, Hall et al. [3] performed a pilot experiment in order to develop the technique, in which protons were cooled through collisions with electrons. In their experiment the cylindrical electrodes could have voltages up to 150 V, their magnetic field was B=6 T and the trap was held in a cryostat at T=4.2 K. A 40 nA, 1 kV electron beam from a field emission point was fired along the B-field towards a metal plate at the end of the trap. Hydrogen ejected from the plate was then ionised by the electrons. The protons generated were initially trapped in a shallow harmonic well (to the right of the W-shaped potential shown in figure [1]) formed by applying appropriate potentials to the trap electrodes. The protons could then be loaded into the W shaped potential well with a well known initial energy. The protons could then be ejected from the trap and detected. By measuring the profile of their time-of-flight a temperature for the protons could be inferred. This temperature was found to be commensurate with the results obtained in the HITRAP facility.

When the protons could be ejected from the trap) is surprisingly rare so that elastic collisions dominate leading to thermalisation between the electrons and the protons. The protons in their cyclotron orbits radiate rapidly removing kinetic energy from the system leading to ‘sympathetic’ cooling of the protons. Note for the antihydrogen work recombination is the goal so strategies for enhancing this process are necessary (adapted from reference [3]).

This induces a current in the resistor

\[ i = \frac{qv_z}{2z_0} \]  \hspace{1cm} (2)

As a result energy is dissipated at a rate

\[ \frac{dE}{dt} = -i^2 R = \frac{q^2 RE}{4mz_0^2} \]  \hspace{1cm} (3)

This in turn leads to exponential cooling of the charged particle with a time constant given by

\[ t_{\text{nat}} = \frac{4mz_0^2}{q^2 R}. \]  \hspace{1cm} (4)

If the resistor is cooled for instance by placing it in a cryogenic environment then eventually the charged particle will come into thermal equilibrium with the resistor. Thus, this technique can in principle result in temperatures in the region of 4K (liquid He), and, since initial ion temperatures can be as high as the trap depth, resistive cooling is often well worth implementing. In practice the technique is usually operated in a resonant fashion whereby the circuit connected to the ion is not simply resistive but has some reactance (in this case the external circuit is known as a ‘tank circuit’). While this in principle makes the technique more effective it adds a
complication for clouds of ions where many resonant frequencies may be apparent due to the many modes of oscillation of the ion cloud. Resistive cooling also requires cryogenic operation which has a clear experimental overhead. As a result, unless cryogenic operation is required for some other reason, it is worth considering other cooling methods.

C. Buffer Gas Cooling

Again, bearing in mind the very high temperatures that newly loaded ions may have in traps, even cooling the ions down to room temperature could be very beneficial for some experiments. In radiofrequency (RF) traps this can be accomplished by allowing a small amount of neutral ‘buffer gas’ into the trap along with the trapped ions. The buffer gas particles, which are in thermal equilibrium with the trap container through frequent collisions with the walls, collide with the ion, removing kinetic energy and transporting it to the walls of the chamber as heat. To avoid chemical reactions occurring between the neutral particles and the ion, the buffer gas is chosen to be inert and typically the lightest noble gas available, helium, is used. A pressure of He in the region of 10^{-6} mbar suffices. This technique is used extensively in Linear Ion Trap Mass Spectrometry to cool samples and increase sensitivity.

Buffer gas cooling in a Penning trap is possible but requires an extra technique to be brought to bear. In a Penning trap a static electric quadrupole potential is used to confine the ions in the axial direction. This static potential actually repels ions away from the centre of the trap towards the walls. The radial confinement in this trap comes from the imposition of a strong axial magnetic field. As a result the ions move around the top of a radial electrostatic potential hill in circular ‘magnetron’ orbits. On a smaller scale the ions perform cyclotron orbits at a frequency that is reduced by the presence of the electric potential – the ‘modified cyclotron frequency’. If energy is taken away from the ions by collisions with the buffer gas then they will tend to move down the electric potential and thus towards the walls of the trap.

The magnetron motion is therefore unusual insofar as it is unstable. The modified cyclotron motion is ‘normal’ in the sense that removing energy from it results in smaller cyclotron loops. Buffer gas cooling can be made to work in the Penning trap by a trick that couples the ‘normal’ modified cyclotron motion to the unstable magnetron motion. In this way energy is transferred periodically between the two motions. While the ion’s motion is predominately cyclotron-like the the ion is cooled strongly by the buffer gas collisions. For the right parameters this strong cooling can be made to dominate over the tendency of the ions to move outwards in the trap when the ion is moving in a more purely magnetron-like orbit.

III. LASER COOLING

The idea of using lasers to cool samples of atomic particles was independently suggested for ions in 1975. The first experimental demonstrations of laser cooling of trapped atomic ions came a few years later in 1978 followed soon by a thorough theoretical analysis specifically for trapped ions. Laser cooling for a single ion was demonstrated in 1980. Since these early days laser cooling has become an ubiquitous technique used extensively to produce extremely cold samples of both ions and neutral atoms. Some of the main ideas have been covered extensively elsewhere in the literature (e.g., [12–15, 17]), and we will limit ourselves to giving a basic description of the process here. However, there have been a number of recent developments specific to ion traps and we will focus more closely on these.

When an atom (or ion) absorbs a photon from a laser beam the momentum of the photon ℏk is imparted to the atom (k is the wavenumber). For visible photons ℏk is small, in the region of 1 × 10^{-27} kgm/s. Though this is indeed small, it is not entirely negligible compared to the relatively small momentum of a room temperature atom. If the laser beam is directed against the direction of motion of the atom this momentum kick slows the atom down. Laser cooling harnesses this interaction to bring gaseous samples of atoms or ions down to very low temperatures. However, there are some difficulties that need to be overcome. Once the atom has absorbed a photon it is in an excited state. After a short time (typically a few ns) the atom re-emits the photon spontaneously, receiving another momentum kick in the process. The atom is then ready to go around the cycle of absorption and emission again. At first sight it would seem that nothing has been gained, but closer consideration shows that the momentum kicks from the absorption events are additive, since all the photons involved come from the laser beam, whilst the spontaneously emitted photons have a nearly isotropic distribution, so that the recoil momentum kicks tend to cancel each other out over many cycles of the process. The fact that atoms can absorb and emit photons so rapidly means that scattering can provide an enormous deceleration to a moving atom – in the region of 10^{5}g (g is the earth’s gravitational acceleration). However, in order to realise the potential of this force the Doppler effect must be taken into account.

Imagine a beam of atoms moving towards an oncoming laser beam. The problem is that atomic transitions are relatively narrow in frequency. In order for laser cooling to work the laser must be deliberately detuned to the red side of the natural transition frequency of the atom. In this way the moving atom is shifted into resonance with the laser and can scatter a photon. The next problem is that as an atom slows down, the Doppler effect takes it out of tune with the incoming radiation, potentially switching the process off after a few scattering events. It is easy to show that of the order of 10^{4} scattering events
are required to bring a room temperature atom to rest. There has been an enormous amount of activity in the area of laser cooling of neutral atoms and a variety of techniques have been developed that overcome the problems described above allowing large numbers of scattering events to take place and eventually leading to ultra-cold samples of neutral atoms which can be stored in a variety of neutral atom traps. Most of these techniques are not relevant to trapped ions. However it is important to understand that this type of cooling – called Doppler cooling – whilst being extremely effective, does have its limitations. In particular the description above assumes that atoms only have two energy levels. This is a gross simplification and in real atoms multiple laser frequencies are often required in order to pump atoms out of metastable energy levels where they could otherwise become stranded for long periods of time.

Although very low temperatures can be achieved using Doppler cooling there is a limit – the Doppler limit – and this limit is relevant to trapped ions. The argument above is rather too simplistic to capture the physical process that leads to this limit. Firstly, even a stationary atom does not absorb light at a single well-defined frequency – the atomic transition has a ‘lineshape’ due to natural broadening that is Lorentzian. Secondly, the atoms or ions one wishes to cool do not typically all move in a set direction but instead move about randomly undergoing collisions with each other. At any given time some atoms in the gas will be moving towards the red-detuned laser and will thus be more likely to scatter a photon, however even atoms that are moving away from the laser beam will have some probability of absorbing a photon in the wing of the absorption line. For neutral atoms a strategy often employed is to use pairs of counter-propagating laser beams so that whatever direction the atom may be moving in, it will find itself Doppler shifted into resonance with a laser beam that tends to slow it down. By considering the scattering of photons from atoms moving in one dimension in counter-propagating red detuned laser beams at this level of complexity it can be shown that the radiation pressure or ‘scattering force’ \( F \) is given by

\[
F \sim h k^2 v
\]

where \( \sim \) indicates that the r.h.s of equation [3] is actually preceded by a numerical factor. If the laser power is low so that the transition is not overly saturated and the detuning is of the order of the natural linewidth of the transition \( \gamma \) then this numerical factor will be of order unity. This is a velocity-dependent force and can therefore be viewed as a form of friction. This friction removes energy from the atom at the rate

\[
- F \cdot v \sim h k^2 v^2
\]

In order to understand the Doppler limit it is necessary to look back at the argument above concerning the near-isotropic emission events causing momentum kicks that tend to cancel each other out over many absorption-emission cycles. Although this is broadly true, the recoil momentum kicks during spontaneous emission cannot be ignored completely. If we imagine an initially stationary atom undergoing this process in isolation we see it making a random walk in momentum space. If the atom can scatter photons at a rate \( R \) photons per second, then its average momentum will grow as

\[
\Delta p = \sqrt{n h \kappa} = \sqrt{R t h k}
\]

Again, for well chosen values of the detuning and the saturation parameter the scattering rate can be of order \( \gamma \). We will henceforth replace \( R \) with \( \gamma \) but bear in mind that the equations that follow are only approximate. Over a time \( t \), \( n \) photons will be scattered and the average increase in kinetic energy due to the random walk is

\[
\frac{\Delta p^2}{2m} = \frac{h^2 k^2 \gamma t}{2m}
\]

This means that the random spontaneous scattering of photons leads to a heating rate given by \( \frac{h^2 k^2 \gamma t}{2m} \). The limit to the achievable temperature can be found by equating this heating rate to the cooling rate and finding out what temperature results from this equilibrium:

\[
\frac{h^2 k^2 \gamma t}{2m} = h k^2 v^2,
\]

so that

\[
v^2 = \frac{h \gamma}{2m}.
\]

The average kinetic energy in one dimension realised in this way can be related to temperature through

\[
\frac{(mv^2)}{2} = \frac{h \gamma}{4} = \frac{1}{2} k_B T
\]

giving the famous Doppler limit [79]

\[
\frac{h \gamma}{2} = k_B T.
\]

Amongst the first neutral atoms to be cooled in this way were Rb and Na for which the Doppler Limits are 144 \( \mu \)K and 240 \( \mu \)K respectively (using the D line for laser cooling), astonishingly low temperatures by any reckoning. The ingenuity of workers in the field of laser cooling has led to a number of strategies for circumventing the Doppler Limit and reaching even lower temperatures. Most of these techniques are of limited relevance...
to trapped ions for which alternative ‘sub-Doppler’ cooling techniques have been developed. These techniques will form the focus of the rest of this article. To understand these techniques it is important to ask the question: what is fundamentally the lowest temperature that a collection of trapped ions can reach? It is important to remember that the ions are held in a harmonic potential well. At some level the quantisation of the motion of the ion in this potential well must become manifest. Indeed the lowest temperature that the ions can reach is set by the zero-point or motional ground state energy of an ion held in this potential well. Since ion traps can be made so tightly confining, the ultimate temperature that trapped ions can reach is higher than the lowest temperatures achievable for trapped neutral atoms where the traps are in effect comparatively weakly confining. Nonetheless, as we will see, it is possible to cool trapped ions to the extent that they spend the vast majority of their time in the motional ground state and in this state the ions are as cold as they physically can be.

Trapping neutral atoms is often achieved using a so-called Magneto-Optical Trap (MOT). In this device a number of laser beams derived from the same laser intersect over a small volume in a vacuum chamber where there is a spatially varying magnetic field. A combination of the laser detuning and the Zeeman effect ensure that an atom feels a scattering force directed towards the centre of the volume. This combination of a static magnetic field landscape and the light field lead to a velocity and position dependent force, and thus forms a ‘trap’ for atoms.

By contrast ions, being charged, can be trapped even without the imposition of a light field, and even when they are very hot. Laser cooling can then be applied as a separate consideration. This means that a trapped ion can in principle be laser cooled using a single laser beam. Indeed some species of ion (notably Be\(^{+}\) and Mg\(^{+}\)) really do require only a single laser frequency and can be cooled with a single beam. These ions are unusual in that they do not have metastable levels below the first electronically excited state used for laser cooling. When such metastable levels are present the ion can be lost to them for long periods of time. The requirement for three dimensional cooling is fulfilled by ensuring that the single laser beam is directed into the ion trap making an appreciable angle to all the principle axes of the trap.

It is important to realise that a single trapped ion does not move randomly in an ion trap – it oscillates harmonically at a set of well defined motional frequencies. For Doppler cooling the normal situation is that these motional frequencies are much lower than the photon scattering rate. The strategy for laser cooling is therefore straightforward. A laser beam is sent into the trap and detuned to the red of the natural frequency of the ion. Most of the time the ion does not interact with the laser, but the ion’s oscillations in the trap periodically bring it into resonance with the laser due to the Doppler effect. During brief intervals within each oscillation period the ion scatters some photons. Because of the judicious red detuning, this only occurs when the ion happens to be moving towards the laser beam. The ion thus slows down and its oscillatory amplitude is reduced. Even if only a few photons are scattered per oscillation cycle the ion gradually loses momentum in the trap and its motion is reduced. For a cloud of ions this constitutes cooling. Collisions between the ions complicate the overall motion but don’t change the essential outcome [13].

Despite the fact that, for ions, trapping and laser cooling are really separable techniques, and despite the significant differences in the details of how laser cooling is applied for ions, the physics behind the Doppler limit is unchanged so that this limit also applies to trapped ions. The rest of this article concerns a variety of techniques that have been developed, or are currently under development that allow cooling well below the Doppler limit to the quantum mechanical ground state of the motion in the trap potential.

So far we have considered an idealised atom or ion with only two energy levels, the ground state and a single excited state. Most trapped ions are significantly more complicated than this. The singly charged positive ions of the alkaline earths are the most commonly used ions for laser cooling. This is because the neutral atoms have two electrons outside full shells so that with one electron removed their spectra become particularly simple due to them having a single electron in the outer shell. They thus have spectra that resemble those of the neutral alkalis (which are the most popular neutral atom species for laser cooling). \(^{40}\)Ca\(^{+}\) is one of the most commonly used ion-species, largely because the laser frequencies required are all obtainable using solid state lasers. A simplified energy level diagram for Ca\(^{+}\) is given in figure 2. Laser cooling is performed on the dipole allowed \(S_{1/2} – P_{1/2}\) transition at 397 nm. The ion can spontaneously emit to the \(D_{3/2}\) level which is metastable, having a lifetime of \(\sim 1\) s. After scattering about 16 photons the ion will end up in the \(D_{3/2}\) level, switching off the laser cooling for around a second. The result is that the ion would appear dark most of the time and cooling would be very ineffective. To avoid this a ‘repumper’ laser resonant with the \(D_{3/2} – P_{1/2}\) transition at 866 nm is shone into the trap so that the ion is rapidly put back into the \(S\) to \(P\) cooling cycle as soon as it drops into the \(D_{3/2}\) level. The 397 nm laser is red-detuned by around a half a natural linewidth to provide laser cooling while the 866 nm laser is tuned to the centre of the \(D_{3/2} – P_{1/2}\) transition.

One of the limitations of laser cooling is the large experimental overhead involved in setting up to cool a new species of ion. This typically requires a suite of lasers, all of which need to be controlled carefully. Fortunately, the long range of the Coulomb interaction between ions furnishes us with a very effective means of cooling a very wide range of ions that cannot be directly cooled with lasers. The approach is to co-trap laser cooled ions with other ions which may be of interest for other purposes. These other ions undergo long-range Coulomb collisions...
For reasons hinted at above, a narrow transition will be required in order to perform sub-Doppler cooling of the trapped ion. Fortunately, a very narrow transition is available, for example, in Ca$^+$ which is the $S_{1/2} - D_{5/2}$ transition shown in figure 2. This transition is dipole forbidden but allowed as an electric quadrupole transition. The $D_{5/2}$ state decays to the ground state with a natural lifetime of around 1 s. It can be driven using a laser at 729 nm. A few microwatts at 397 nm is all that is required to saturate the normal Doppler cooling transition. In order to achieve excitation within a few ms on the 729 nm transition a great deal more laser power is required to oversaturate this weak transition. Typically a few milliwatts are required, however, this is easily within the reach of diode laser based systems and Ti:Sapphire laser systems. The basic strategy for ground state cooling is to pre-cool the ion to the Doppler limit using the 397 nm and 866 nm lasers and then to switch to a different cooling scheme involving the narrow transition at 729 nm to remove the last few motional quanta from the system leaving it in the ground state of its motion in the trap.

A. Ion-Laser Interaction Hamiltonian

Although the ion motion must be treated quantum mechanically, for most purposes we will find that a classical treatment of the radiation field will suffice. We will assume the ion is a two-level atom (TLA) with a ground state $|g\rangle$ and an excited state $|e\rangle$. It should be borne in mind that the ion will be cooled to the Doppler limit before beginning the sub-Doppler cooling process we are about to discuss. This process involves the narrow $S_{1/2} - D_{5/2}$ transition so that we may identify $|g\rangle$ with $S_{1/2}$ and $|e\rangle$ with $D_{5/2}$. In what follows, we consider coherent deterministic (de-)excitation of the ion by the laser field only. For laser cooling, as discussed here, in addition a dissipative process is required in the form of spontaneous decay. This ensures that entropy is removed and the ion is cooled. An adequate mathematical treatment that includes spontaneous emission would require solving a master equation (e.g., [13]). However, the treatment given below is sufficient to gain physical insight into different mechanisms that lead to cooling in the remainder of this chapter.

More detailed developments of the material presented in this section are available in a number of places (e.g., [20, 22]).

We assume the atomic wavefunctions are known so we can write the time independent Schrödinger equation for an isolated atom (ion) as

$$H_A|i\rangle = \hbar \omega_i |i\rangle \quad , \quad i = g, e$$

Using the closure theorem and orthonormality of $|i\rangle$ allows us to write the atomic part of the Hamiltonian as

$$H_A = \hbar \omega_g |g\rangle \langle g| + \hbar \omega_e |e\rangle \langle e|$$
We define the zero of energy as being midway between \( h\omega_g \) and \( h\omega_c \) such that \( \omega_c = \omega_a/2 \) and \( \omega_g = -\omega_a/2 \) giving
\[
H_A = \frac{h\omega_a}{2} \langle e|e\rangle - \langle g|g\rangle = \frac{h\omega_c}{2}\sigma_z
\]  
(15)

Where we have implicitly defined \( \sigma_z \) which describes the laser propagating along the trap axis in a linear trap for which the harmonic motion along the trap axis has a lower motional frequency (weaker binding) than the other two axes of the trap. We will only consider the motion in this one dimension. The Hamiltonian for the interaction between the ion and the applied laser field is given by
\[
H = H_A + H_m + H^{(i)}
\]  
(16)

Where \( H_m \) relates to the motion of ion of mass \( m \) in a 1-D harmonic trap and \( H^{(i)} \) relates to the ion’s interaction with the laser field. \( H_m \) can be written
\[
H_m = \frac{p^2}{2m} + \frac{1}{2}m\nu^2z^2 = \nu(a^\dagger a + 1/2)
\]  
(17)

where \( a \) and \( a^\dagger \) are related to \( z \) and \( p \) through the usual relationships for a harmonic oscillator
\[
z = \sqrt{\frac{\hbar}{2m\nu}}(a + a^\dagger), \quad p = \sqrt{\frac{\hbar\nu}{2}}(a^\dagger - a)
\]  
(18)

and \( \nu \) is the angular frequency of the harmonic oscillation. We have in mind a single ion or a small chain of ions in a linear trap for which the harmonic motion along the trap axis \( z \) has a lower motional frequency (weaker binding) than the other two axes of the trap. We will only consider the motion in this one dimension. The Hamiltonian for the interaction between the ion and the applied laser field is given by
\[
H^{(i)} = -E \cdot D = Ex \cos(\omegaLt - kz) \cdot D = -\frac{E}{2} \{ e^{i(\omegaLt-kz)} + e^{-i(\omegaLt-kz)} \} \hat{x} \cdot D
\]  
(19)

which describes the laser propagating along the \( z \) direction polarised along \( x \) and \( D \) is the atomic dipole operator.

Now an operator \( O \) can be written
\[
O = \sum_{i,j} O_{ij} |i\rangle \langle j|
\]  
(20)

where \( O_{ij} = \langle i|O|j\rangle \).

So the operator \( \hat{x} \cdot D \) can be written
\[
\hat{x} \cdot D = \sum_{i,j} \langle i|\hat{x} \cdot D|j\rangle |i\rangle \langle j| = \langle e|\hat{x} \cdot D|g\rangle \{ |e\rangle \langle e| + |g\rangle \langle g| \}
\]  
(21)

This gives
\[
H^{(i)} = \frac{\hbar\Omega}{2} (\sigma_+ + \sigma_-) \{ e^{i(\omegaLt-kz)} + e^{-i(\omegaLt-kz)} \}
\]  
(22)

where we have introduced the definitions \( \sigma_+ = |e\rangle \langle g| \) and \( \sigma_- = |g\rangle \langle e| \) and we define the Rabi frequency \( \Omega \)
\[
\Omega = -\frac{E}{\hbar} \langle e|\hat{x} \cdot D|g\rangle
\]  
(23)

Now \( z = z_0(a + a^\dagger) \) \( (z_0 = \sqrt{\hbar/2m\nu} \) is the root mean square extension of the ground state wavefunction), and we define the Lamb-Dicke parameter \( \eta = kz_0 \) giving
\[
H^{(i)} = \frac{\hbar\Omega}{2} (\sigma_+ + \sigma_-) \{ e^{i\eta(a + a^\dagger)}e^{-i\omegaLt} + e^{-i\eta(a + a^\dagger)}e^{i\omegaLt} \}
\]  
(24)

We will return later to an interpretation of the important Lamb-Dicke parameter (LDP). For now we consider the physical interpretation of this Hamiltonian. The Laser field can have two notable effects: it can (i) affect the motion of the active electron in the ion \( (\sigma_+ , \sigma_-) \) and it can (ii) affect the motion of the ion in the trap \( (a , a^\dagger) \). The first of these actions is fairly obvious since the laser radiation can be in resonance with the atomic transition. The second action is less obvious since the motional frequency is very low so that direct resonant coupling of this motion to the laser field is out of the question. Critically, it transpires that (i) and (ii) go hand in hand and the key to understanding the interaction is to see how this works.

This is best done by transforming to the ‘interaction picture’. This is a useful step when a Hamiltonian can be separated into time independent parts and a part which contains all the explicit time dependence. Looking back at equation \( (13) \) we note that \( H_A \) and \( H_m \) are themselves time independent and so lead only to the usual exponential time dependence associated with their respective eigenfunctions. On the other hand \( H^{(i)} \) is itself a time dependent operator. The benefit of transforming to the ‘interaction picture’ is that it allows us to home in on the effects caused by the time dependent interaction without the clutter of the normal time dependence associated with \( H_A \) and \( H_m \).

In general if we can write a Hamiltonian as \( H = H_0 + V(t) \) then \( H \) obeys the Schrödinger equation
\[
H\Psi = i\hbar \frac{\partial \Psi}{\partial t}
\]  
(25)

Now if we define a new waveform \( \Psi' = e^{iH_0t/\hbar}\Psi \) then we also have \( \Psi = e^{-iH_0t/\hbar}\Psi' \). It can be shown that the full Hamiltonian in the interaction picture, denoted \( \tilde{H} \), is given by
\[
\tilde{H} = e^{iH_0t/\hbar}V e^{-iH_0t/\hbar}
\]  
(26)

where this Hamiltonian obeys the Schrödinger equation
\[
i\hbar \frac{\partial \Psi'}{\partial t} = \tilde{H}\Psi'
\]  
(27)

Substituting \( H_0 = H_A + H_m \) into this equation leads (after some algebra involving Taylor expansions of exponentiated operators) and after making the rotating wave approximation (neglecting terms that evolve with frequency \( \omega_L + \omega_a \)) to an expression for the full Hamiltonian for our system in the interaction picture . To simplify the notation we define \( \hat{a} = ae^{-i\omega t}, \hat{a}^\dagger = a^\dagger e^{i\omega t}, \) and \( \Delta = \omega_L - \omega_a \) giving
the motional frequency

\[ \tilde{H} = \frac{h\Omega}{2} (e^{i\eta(\tilde{a} + \tilde{a}^\dagger)} \sigma_+ + e^{-i\tilde{a}_t}) + H.c. \]  

(28)

Below we will see how the experimentally adjustable detuning \( \Delta \) plays a decisive role in determining the response of the trapped ion’s motion and internal state to the applied radiation field. In what follows it is shown that choosing the right detuning picks out specific changes to the motional state to go hand in hand with the excitation or de-excitation of the internal state.

### B. Lamb-Dicke Regime

The motion of the ion in the trap means that, in its rest frame, it sees the monochromatic laser as being comprised of a range of frequencies. The fact that the motion is simple harmonic means that only certain discrete frequencies are present in the spectrum seen by the ion in its rest frame. For large amplitude oscillations the spectrum consists of an unshifted (carrier) frequency plus an array of positive (blue) and negative (red) sidebands, separated by the motional frequency \( \nu \) (the amplitude of the motion acts as a ‘modulation index’ in FM theory). For small oscillations the spectrum becomes simpler with just the carrier and a single pair of sidebands (one red and one blue) having an appreciable amplitude. We will put these notions on a firm mathematical footing later. For now we note that we are free to choose the laser frequency we apply. If we choose to apply the laser with \( \omega_L = \omega_n \) then the ion in its rest frame will interact with the carrier. On the other hand if we apply radiation that is detuned by the motional frequency \( \omega_L = \omega_n \pm \omega \) then the ion, in its rest frame, will interact with one of the sidebands.

Returning to the lab frame we should ask how it is that a detuned photon can be absorbed by the ion, changing its internal state by more (or less) than the photon energy, and yet conserving energy. The answer is that the ion’s motion can be de-excited (or excited) in the presence of interactions: (i) it couples \(|g, n\rangle\) to \(|e, n\rangle\) by choosing it to be resonant or (ii) it couples \(|g, n\rangle\) to \(|e, n + 1\rangle\) by detuning it to the blue sideband or (iii) it couples \(|g, n\rangle\) to \(|e, n - 1\rangle\) by detuning it to the red sideband. We are therefore choosing \( \Delta = \omega_L - \omega_n = \delta \pm \nu \) where \( \delta \) allows for the un-ideal situation where the laser isn’t exactly tuned to a sideband. We will show below how, mathematically, the choice of the detuning picks out the relevant interaction.

How small should the oscillations be in order for the spectrum to simplify to a carrier plus two sidebands? Classically the amplitude of the oscillation needs to be much smaller than \( \lambda/2\pi \). The QM analogue of the amplitude of the oscillation is given by the spread of the wavefunction \( \tilde{z}_n \), which is given by \( (\langle \vec{z}^2 \rangle)^{1/2} \) where

\[ \langle \vec{z}^2 \rangle = (2(n + 1) + 1) \hbar / 2mv \]  

(29)

So that

\[ \eta \sqrt{2(n + 1)} = \tilde{z}_n = 2\pi / \lambda \]  

(30)

which defines the QM Lamb-Dicke regime.

At this stage it is useful to consider a Taylor expansion of the operator \( e^{i\eta(\tilde{a} + \tilde{a}^\dagger)} \). In the Lamb-Dicke regime we can limit the Taylor expansion to first order

\[ e^{i\eta(\tilde{a} + \tilde{a}^\dagger)} = 1 + i\eta(ae^{-i\nu t} + a^\dagger e^{i\nu t}) \]  

(32)

The full Hamiltonian of equation 28 is completely general, but in the Lamb-Dicke regime, and given a particular laser tuning, it is well approximated by a much simpler Hamiltonian. In the same way as the rotating wave approximation picks out certain terms on account of their relatively slow time dependence (‘stationary terms’) the combination of \( \Delta \) and \( \nu \) in the above equation picks out particular terms when equation 32 is inserted in the full Hamiltonian 28.

For \( \Delta = 0 \) (the carrier) and using equation 32 we find

\[ \tilde{H} = \frac{h\Omega}{2} (\sigma_+ + \sigma_-) \]  

(33)

For \( \Delta = \nu \) (blue sideband) we have

\[ \tilde{H} = \frac{h\Omega}{2} \eta (a\sigma_+ + a^\dagger \sigma_-) \]  

(34)

For \( \Delta = -\nu \) (red sideband) we have

\[ \tilde{H} = \frac{h\Omega}{2} \eta (a\sigma_+ + a^\dagger \sigma_-) \]  

(35)

This takes exactly the same form as the Jaynes-Cummings Hamiltonian of quantum optics with the exception that here \( a \) and \( a^\dagger \) destroy and create quanta of motion in the harmonic well rather than photons of the EM field (the quanta of the motional state of an ion are often called phonons following the nomenclature used in condensed matter physics). We can read it as meaning that a phonon is destroyed when the ion is promoted from \(|g\rangle\) to \(|e\rangle\) and a phonon is created when the ion makes a transition from \(|e\rangle\) to \(|g\rangle\). For this reason the Hamiltonian for the blue sideband is often referred to as the anti-Jaynes Cummings Hamiltonian which is a new possibility opened up in this context.
C. Coupling Strength

The strength of the coupling between an atom and the radiation field is given by the Rabi frequency. Building upon the ideas presented in the last section is is straightforward to calculate the coupling strength for interactions when the laser is detuned to the sidebands. This is taken into account through a modified Rabi frequency $\Omega_{n+1,n}$. In the Lamb-Dicke regime only three interactions need to be considered, one for the carrier

$$\Omega_{n,n} = \Omega(1 - \eta^2 n)$$

and one for each of the two sidebands

$$\Omega_{n+1,n} = \eta \sqrt{n + 1} \Omega \quad \text{blue sideband}$$

$$\Omega_{n-1,n} = \eta \sqrt{n} \Omega \quad \text{red sideband}$$

For small $\eta$, these relations demonstrate the expected result that interaction on the sidebands is weaker than that on the carrier. In classical FM theory the red and blue sidebands have equal weight however note here there is a purely quantum mechanical effect. For a given $n$ the coupling on the red sideband is a little weaker than on the blue sideband. This imbalance gets greater as the system pushes deeper into the quantum regime where $n$ is small. When $n = 0$ the coupling on the red sideband is zero. This is exactly what one would expect – with the laser tuned to the position of the red sideband and the ion already in $|n = 0\rangle$ there is no motional state below $|n = 0\rangle$ to which the excitation can take place. By tuning the laser to the red sideband the effect on the motional state is therefore conditional upon the initial motional state of the ion. If it is in an excited motional state then an interaction can occur whereas if it is already in the motional ground state nothing happens. This conditionality was exploited by Cirac and Zoller [23] in their original proposal for a two-qubit quantum gate using trapped ions (see figure 3).

It is worth noting that while small $\eta$ is desirable, since it simplifies the interactions, if $\eta$ is too small then the interactions on the sidebands will be very weak. For applications such as normal sideband cooling described in the next section it is therefore necessary to use visible radiation since microwave transitions lead to very small values of $\eta$ and so do not allow for simultaneous changes to the motional state of an ion that go hand in hand with changes to the internal state. Another way of viewing this is in terms of the momentum $\hbar k$ of the photons involved. For small $k$, as found in the microwave region of the EM spectrum, the photons simply do not carry enough momentum to give the ion the required momentum kick in order to change its motional state.

D. Sideband Cooling

Imagine a single ion that has already been cooled on a strongly allowed transition to the Doppler limit in a trap which is sufficiently stiff that the ion is in the Lamb-Dicke regime with small $\eta \ll 1$. To remove the last few quanta of motional energy we switch to ‘sideband cooling’ on a narrow transition. By tuning the laser to the red sideband a photon will be absorbed which excites the ion internally but removes a quantum of motional energy (see figure 3). The fact that the ion is in the Lamb-Dicke regime means that in emission the carrier transition is favoured so that when the ion returns to the internal ground state the motional state is on average unaltered. Just a few cycles of this process should leave the ion in the motional ground state. Once the ion is in the motional ground state the system uncouples from the radiation since there is no motional state below the ground state to which a transition might occur (as described above).

As described so far, this scheme has a major drawback. The cycle time is set by the natural lifetime of the upper state which is necessarily very long (since it is associated with a narrow transition). For example with $\text{Ca}^+$, it might take a second or longer for the ion to complete a cycle, if the upper state is metastable. Heating rates in small traps are usually not insignificant at this level so that some method for achieving a modest speed-up of the process is needed. This can be achieved by
using another laser to couple the upper state of the narrow transition via an allowed transition to a higher lying state which does have a dipole-allowed transition to the internal ground state of the ion (for Ca$^+$ this is the $D_{3/2} \rightarrow P_{3/2}$ transition at 854 nm, see figure 2). The effect is to ‘lend some width’ to the narrow transition so that the ion recycles to the ground state more rapidly [24].

An intercombination resonance in In$^+$ is sufficiently narrow (natural linewidth $\Gamma = 2\pi \times 360$ kHz) to be able to resolve motional sideband in typical ion traps, but still provides fast spontaneous decay to close the sideband cooling cycle. Sideband cooling of In$^+$ is reported in [25].

There are some practical limits to the efficacy of sideband cooling. One of these is associated with an oversimplification we have made in the discussion of the process. If a laser is tuned to the red sideband it is still capable of resulting in ‘off resonant’ excitation on the carrier or, worse, on the blue sideband. Though these latter excitations will be rare, they actually put energy into the ion motion. Schemes for overcoming this drawback have been developed (see EIT cooling below).

We have assumed that one privileged direction in the ion trap has a lower oscillation frequency than the others and have discussed sideband cooling in the context of the motion in this one direction. If cooling to the motional ground state in 3D is required, then the process needs to be stepped through the different frequencies of motion, adding a complication. If coupling between the motion in different directions is weak (as is usually the case) it may suffice to perform ground state cooling in only one dimension leaving the ions relatively hot in the other modes (directions).

Sideband cooling was first performed for a single Hg$^+$ ion [26]. It has since been performed for a number of other species of ion (e.g. Yb$^+$) [27, 28, 29]. It has also been achieved for short strings of ions in radiofrequency traps [30, 31]. An added complication for strings of ions is the additional motional modes of oscillation. For a single ion there is only one mode of oscillation in 1D – the centre of mass (COM) mode. For two ions, there are two modes – the COM mode in which the two ions move in phase with each other and the ‘breathing mode’ in which two ions move in anti-phase. Each extra ion added to a string of ions in the trap brings an extra mode in 1D. In reality the spectrum of even a short string of ions in a trap is significantly more complicated than that alluded to in the discussion above of a carrier and a single pair of sidebands.

### 1. Raman sideband excitation

In the sections above it became clear why, for sideband cooling, laser light was used. The Lamb-Dicke parameter $\eta$, that is a measure for how well the internal dynamics of trapped ions can be coupled to their vibrational dynamics, should not be too small in order to be able to efficiently excite a motional sideband for cooling. Thus, typical Zeeman and hyperfine resonances in the RF regime (of order 1 MHz - 10 GHz) would not be suitable for sideband cooling. However, if a two-photon Raman transition between two such states is driven, then cooling becomes possible. The physical mechanism behind Raman sideband cooling will be outlined below.

If the two light beams driving a stimulated Raman transition between hyperfine states were parallel, that is, $\hat{k}_1 = \hat{k}_2$, where $\hat{k}_i \equiv \vec{k}_i / |\vec{k}_i|, i = 1, 2$ is a unit vector pointing along the propagation direction of the respective light beam, then the absorption of a photon from one beam and subsequent stimulated emission into the second Raman beam would lead to a negligible net transfer of momentum to the atom. The momentum transferred to the atom, potentially useful for cooling, would amount to $\hbar \hat{k}_1 - \hbar \hat{k}_2$, where the photons have a frequency difference corresponding to a typical Zeeman or hyperfine splitting. This is, in typical traps, not sufficient to efficiently (de-)excite vibrational motion. However, if the two Raman beams are antiparallel (i.e., $\hat{k}_1 = -\hat{k}_2$), then the net momentum transfer is $\hbar \hat{k}_1 + \hbar \hat{k}_2$ making (de-)excitation of vibrational motion efficient [32]. The difference vector $\hat{k}_1 - \hat{k}_2$ points along the direction of the vibrational motion to be cooled, for example, an axial or radial vibrational mode in a linear ion trap.

### E. Sideband Cooling using RF radiation

Above, we saw that Zeeman or hyperfine resonances of the electronic ground state can be used for Raman sideband cooling. Driving such a resonance in 1-photon absorption and emission using RF radiation results in negligible momentum transfer to the ion and thus does not allow for efficient cooling. For example, the Lamb-Dicke parameter $\eta \approx 10^{-7}$ for the ground state hyperfine resonance in $^{171}$Yb$^+$. The following paragraphs are devoted to outlining a scheme that allows for controlling the motion of trapped ions using RF radiation, despite $\eta$ having a negligible magnitude.

An illustration from classical physics may be useful in order to better understand how the ionic oscillator may be excited even though essentially no linear momentum is transferred from the absorbed photon. As a prototype of an harmonic oscillator characterized by angular frequency $\nu$ we consider a mass $m$ attached to a massless spring exerting a force $\vec{F}_S = -mv^2 \vec{z}$ on $m$ as sketched in Fig. 4a. We start with a motionless oscillator. In order to set the mass in motion, we can apply a force $F$ for a time $\Delta t$ resulting in a momentum kick $\Delta p = F/\Delta t$ and, as a consequence, the mass oscillates around its equilibrium position. In phase space, the impulsive excitation corresponds to a shift along the momentum axis followed by motion on a circle in phase space (Fig. 4b). This motion is associated with cyclic transformation of the initial kinetic energy $(\Delta p)^2 / 2m$ into potential energy and
vice versa. This way of exciting an oscillator would correspond to the motional excitation of a trapped ion by absorption of photon associated with a momentum kick. In the case of a quantum mechanical oscillator, energy conservation is satisfied by appropriately tuning the light field to a sideband (see equations 33 and 35).

Alternatively, the suspension point of the spring may be (nearly) instantaneously moved to a new equilibrium position (i.e., on a timescale $\Delta t$ fast compared to the oscillation frequency of the mass), $\Delta \varepsilon$ away from the initial position. Due to its inertia, the mass $m$ does not initially move. However, now it is no longer located at the equilibrium position of the harmonic potential (corresponding to the spring in its relaxed state). Instead, it is displaced from the spring’s new equilibrium position, has acquired the potential energy $m\nu^2(\Delta \varepsilon)^2$, and thus will start to oscillate around this new equilibrium position. The corresponding trajectory in phase space is again a circle signifying harmonic motion. A quantum mechanical analogue to this type of excitation is discussed in the next paragraphs.

Adding a state dependent force to the effective harmonic force confining a trapped ion has a similar effect. This is illustrated in Fig. 5. Upon excitation from state $|0\rangle$ into state $|1\rangle$ the oscillator’s equilibrium position is shifted by

$$\Delta \varepsilon = F/(mv^2)$$

(39)

where $F = |\partial_z E_1(z)|$ or, using $E_1 = \hbar \omega$,

$$F = (\hbar/2)|\partial_z \omega(z)|,$$

(40)

that is, the force $F$ is proportional to the magnitude of the gradient $|\partial_z \omega(z)|$ of the ionic angular resonance frequency $\omega(z)$. Such a gradient can be achieved by applying a spatially varying magnetic field $B(z)$ to the trapped ion [34]. The parameter that replaces the usual LDP and serves as a measure for how likely the motional excitation of an ion is when exciting its internal resonance is

$$\kappa \equiv \Delta \varepsilon/z_0$$

(41)

with the root mean square extension of the ground state wavefunction, $z_0$ of a trapped ion. Using eqs. 39 and 11 the coupling strength $\kappa$ can also be expressed as

$$\kappa = \frac{z_0|\partial_z \omega(z)|}{\nu}$$

(42)

which indicates that $\kappa$ measures the change in the ion’s resonance frequency when the ion is moved over a distance $z_0$ in units of the harmonic oscillator frequency. Thus, coupling between internal and motional dynamics becomes efficient, and cooling by scattering of photons is possible, even when RF radiation is used [34, 36, 37].

A proper mathematical description of the interaction between a trapped atom and electromagnetic radiation in the RF regime shows that the usual LDP $\eta$ is replaced by a new effective LDP [34],

$$\eta_{\text{eff}} = \eta + i\kappa \equiv \eta' e^{i\theta}.$$
Even if the motional excitation of the ion relies on the state dependent oscillator potential as described above, there is linear momentum associated with the absorption of a photon (i.e., LDP $\eta \neq 0$). However, this momentum is appreciable only if radiation of high enough frequency is employed to drive the ionic resonance. In eq. (35), $\eta$ accounts for absorption of linear momentum while $\kappa$ accounts for the effect due to the gradient in the resonance frequency. This expression reduces to $\eta_{\text{eff}} = \kappa$ (neglecting a global phase factor) when $\eta \approx 0$, which is the case for RF radiation. Then, the Hamiltonian reads $H_1$ (in an interaction picture under the RWA, expanded up to first order in $\eta_{\text{eff}}$ (compare eqs. [38] and [32])

$$H_1 = \frac{1}{2} \hbar \Omega_R \left[ e^{-i(\Delta t + \phi)} \sigma_+ \left[ 1 + i \eta_{\text{eff}} \left( a^\dagger e^{i\nu_2} t + ae^{-i\nu_2} t \right) \right] \right] + H.c.$$  

If we set the detuning $\Delta = -\nu_2$, then we obtain the Hamiltonian eq. (35) with $\eta$ replaced by $\eta_{\text{eff}}$, which is the Hamiltonian that was shown to make sideband cooling possible (the phase $\phi$ in the above Hamiltonian is not relevant here). Thus, in order to achieve cooling, the red motional sideband can be driven by long-wavelength RF radiation [33]. Such resonances in the electronic ground state are characterized by the absence of spontaneous emission (for all practical purposes). Therefore, after absorption of a photon on the red sideband, and the ensuing loss of one motional quantum, the ion has to be returned to its initial state by a suitable optical pumping process as was mentioned in section III D.

The field that leads to magnetic gradient induced coupling (MAGIC) between internal and motional states of ions, at the same time, makes ions in an ion Coulomb crystal individually distinguishable by their resonance frequency [34, 37, 38]. This is the case, if the ionic resonance exhibits a Zeeman shift. For this purpose, instead of applying a magnetic gradient one could also use a spatially varying ac Stark shift induced by an additional light beam [39] to individually address ions by selecting their respective resonance frequency. In addition, this Stark shift gradient gives rise to an effective LDP that could potentially be used to drive motional sidebands in the long-wavelength range. The magnitude of this effective LDP induced by an ac Stark shift gradient will depend on atomic properties that, for the typically used ion species, are known or could be measured, and on the intensity profile of the light beam, and its detuning. Another possibility for sideband cooling is to take advantage of the gradient of a RF field driving a hyperfine transition to induce coupling between internal and motional states and thus sideband cool trapped ions [10].

1. **Simultaneous cooling of many vibrational modes**

Usually, if one wants to sideband-cool $N$ modes of an $N-$ion crystal (considering one spatial direction only), the radiation driving an internal atomic resonance is red-detuned by the frequency of the motional mode to be cooled. Thus, only this one mode loses energy during repeated cooling cycles and is cooled efficiently. If cooling of more than one mode is desired, then the light field has to be tuned sequentially to the resonances corresponding to the respective modes (or, alternatively, light fields at multiple sideband resonances are applied simultaneously). In a Coulomb crystal consisting of $N$ trapped ions, the magnetic gradient that induces $\eta_{\text{eff}}$, at the same time, shifts the resonance frequency of each ion depending on its position in the crystal. This effect can be put to use for simultaneously cooling a number of vibrational modes [39] as is outlined below.

The magnetic gradient could be designed so that the red sideband resonance, corresponding to the COM mode at frequency $\nu_1$, of ion 1 coincides with the red sideband, corresponding to the mode with the next higher frequency $\nu_2$, of ion 2, and so on for the other ions. In this way, a red sideband resonance of each one of $N$ ions is used for cooling a particular vibrational mode. Since all these resonances coincide, it is sufficient to irradiate all ions with just a single frequency field in order to achieve simultaneous cooling of all $N$ vibrational modes.

**IV. LASER COOLING USING ELECTROMAGNETICALLY INDUCED TRANSPARENCY**

We have seen how simultaneous cooling of several vibrational modes could be achieved by suitably shaping the atomic absorption spectrum such that several motional red sideband are simultaneously excited with a fixed-frequency field. A suitably shaped atomic spectrum that allows for simultaneous cooling of more than one mode may also be achieved by employing electromagnetically induced transparency.

As mentioned in section III D when applying usual sideband cooling, a limit on the achievable cooling rate is imposed by power broadening of the red sideband resonance which leads to non-resonant excitation of the carrier resonance and even of the blue sideband, thus giving rise to transitions that contribute to heating of the ions. If these spurious transitions could be suppressed, then the cooling limit and the cooling rate would benefit. Therefore, a second effect of a deliberately and suitably modified atomic absorption spectrum (in addition to the cooling of multiple modes) useful for cooling can be that it effectively suppresses unwanted resonances contributing to heating of the ions, for example, the carrier and blue sideband resonance.

We will now outline how the atomic spectrum can be modified in a desired way using coherent driving fields. For our purposes, the latter typically are in the RF range, or between the infra-red and ultra-violet range of the electromagnetic spectrum. For brevity, we will refer to such an electromagnetic field as the “light field” or simply “field”. Different theoretical treatments of the light-atom interaction may be used here. A perturbative treat-
ment is valid only under particular conditions imposed on the relative strength of the parameters characterizing the atom interacting with the field(s). The optical Bloch equations are exact but do not always provide clear insight into the physical processes that take place in the atom-field interaction. The dressed state picture can be useful to identify states and scattering amplitudes that play a role for a given set of parameters. Here, we view the atom-field interaction from each one of these three different angles depending on the context and on the insight we wish to obtain.

For the moment we are interested in coherent dynamics only, and do not take into account spontaneous emission. If we deal with hyperfine and Zeeman states connected via magnetic dipole resonances in the RF regime, then this is a valid approach. However, for laser cooling an additional dissipative process is required. If a three-level system as shown in Fig. 6 is implemented with optical transitions, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realized by dipole allowed resonances, this requirement is realize...
field with frequency $\omega_3$ and Rabi frequency $\Omega_3 = -\vec{d}_3 \cdot \vec{F}_3/h$ (see Fig. 6) scanning the level structure induced by the first field $\omega_1$. For now, we assume $\Omega_3 \ll \Omega_1$ so that the probe field does not appreciably alter the level structure \[81\].

From the level structure displayed in Fig. 6, we expect to obtain two resonances, when monitoring the absorption of this probe field as a function of its detuning, $\Delta_3$. This is indeed the case as is shown in Fig. 8. The width of the resonances seen in Fig. 8 is determined by the spontaneous decay of state $|2\rangle$ with rate $(1 - \beta)\Gamma$ into state $|1\rangle$ and with rate $\beta \times \Gamma$ into state $|3\rangle$. The fact that the absorption probability goes to zero for $\Delta_3 = 0 = \Delta_1$ can be understood by considering the amplitudes for dipole transitions between state $|3\rangle$ and the states dressed by the $\omega_1$-field, $|+\rangle$ and $|-\rangle$, respectively. These transition amplitudes are (in the perturbative limit regarding the interaction between field 3 and the atom) proportional to

\[
\langle + | \vec{d} | 3 \rangle / (\Omega_1/2 - \Delta_3 + i\Gamma/2) \tag{50}
\]

and

\[
\langle - | \vec{d} | 3 \rangle / (\Omega_1/2 + \Delta_3 + i\Gamma/2) , \tag{51}
\]

respectively. We note that

\[
\langle + | \vec{d} | 3 \rangle = 1/\sqrt{2} (\langle 1 | - \langle 2 \rangle) \vec{d} | 3 \rangle = +1/\sqrt{2} | 3 \rangle \vec{d} | 3 \rangle \tag{52}
\]

\[
\langle - | \vec{d} | 3 \rangle = -1/\sqrt{2} (\langle 2 |) \vec{d} | 3 \rangle \tag{53}
\]

(recall that there is no atomic dipole on the 1-3 resonance, $\langle 1 | \vec{d} | 3 \rangle = 0$). Therefore, if the probe field is tuned midway between the two resonances ($\Delta_3 = 0$), both induced atomic dipole moments contribute equally in magnitude but with opposite phase and thus cancel exactly giving zero absorption probability. The atom does not scatter light at frequency $\omega_3$, in other words, it is transparent for this light, or viewed differently, the atomic sample remains dark.

Such a dark state was observed in sodium vapour \[44\] and in numerous other experiments. A review of related theoretical and experimental work is found in references \[45, 46\]. Dark resonances in ionic spectra are reported, for example, using trapped Ba$^+$ ions \[47, 49\], with Ca$^+$ \[50, 52\], with Sr$^+$ \[51, 53\], and Yb$^+$ \[54\], and have been used for cooling of Ba$^+$ \[52\] and Ca$^+$ \[55\].

A spectrum that displays a single resonance line for $\Omega_1 \to 0$ and two resonances for $\Omega_1 > 0$, as shown in Fig. 8, is also known as Autler-Townes doublet \[59\].

So far, in order to obtain some insight into the physical mechanism of EIT, we considered particular combinations of parameters of the light field and the atom.
$\Delta_1 = 0, \Omega_3 \ll \Omega_1$. The description of the atomic response can, of course, be generalized by allowing for arbitrary detuning $\Delta_3$ and no longer requiring $\Omega_3 \ll \Omega_1$ when calculating the EIT absorption profile \[46, 60\].

In the considerations above, the field at frequency $\omega_3$ was considered to be a weak field that probes the level structure induced by the field at frequency $\omega_1$. Now, when the coupling strengths $\Omega_3$ and $\Omega_1$ are comparable in size, the field at frequency $\omega_3$ itself alters the atomic response appreciably. A characteristic feature of the atomic spectrum remains: a dark resonance (no scattered light) arises when $\Delta_3 = \Delta_1 \ [60]$.

An example absorption profile that results when $\Delta_3$ is scanned is displayed in figure $8b$). For $\Delta_3 = \Delta_1$, a coherent superposition of state $|1\rangle$ and state $|3\rangle$ is created again as was discussed above, a dark state that does not absorb light.

We have seen that by employing two fields the absorption spectrum can be altered drastically. Such a modified absorption spectrum can be exploited for cooling of ions: The absorption profile is positioned relative to the the sideband spectrum of the ion(s) such that a high absorption probability is obtained for the red sideband (leading to cooling) while the absorption probability for the carrier and the blue sideband (contributing to heating) remains small (see Fig $8b$)). With a Ca$^+$ ion, EIT cooling has been demonstrated \[58\]. For a collection of ions that form a Coulomb crystal it should be possible to make the absorption spectrum overlap with the sideband spectrum such that several vibrational modes are cooled simultaneously.

Already this relatively simple system (three atomic states and two fields) allows for modifying the atomic response considerably to achieve efficient laser cooling. Of course, in order to make this qualitative description of EIT cooling quantitative, terms that describe the atomic motion and spontaneous emission have to be added to the Hamiltonian. A detailed theoretical analysis of EIT cooling of a trapped atom for the case $\Delta_1 = \Delta_3$ (two-photon resonance) can be found in \[61\]. There, the cooling rate and the mean phonon number in steady state are given for an atom confined in a harmonic oscillator potential.

VI. COOLING SCHEME COMBINING LASER LIGHT AND RF

As outlined above, EIT cooling relies on shaping the atomic absorption and emission spectrum using laser fields that create light-induced states and shift them suitably. In \[73\] a different way of using the ac Stark shift is proposed that also eliminates the carrier transition that otherwise would slow down cooling and increase the steady state temperature. One of the two fields employed there could be an RF field, while for repumping a laser field is used.

When laser radiation is applied to ions that are exposed to a magnetic field gradient, then the effective LDP, eq. \[43\] has two components, one being $\eta$ which is due to the momentum transferred to the ion, the other being $\kappa$, which stems from the state selective displacement (Fig. $5b$). This could be exploited for cooling: If, in addition to an RF field driving an ionic resonance, a laser field is used that induces a Raman transition, and the phase between these fields is adjusted properly, then (in a classical picture) the momentum kicks experienced by the ion due to light scattering and the displacement could constructively add up to (de-)excite the ion’s motion. Here, only the relative phase between the fields is relevant. The proper quantum mechanical treatment shows that again the carrier and blue sideband transition could be eliminated by interference. A cooling scheme based on this that promises high cooling rates is proposed in \[74\].

A discussion of further interesting cooling techniques that have been or could be applied to trapped atomic and molecular ions (e.g., \[75–77\]) is beyond the scope of this introduction. Let us mention a novel fast cooling scheme that relies on pulsed excitation of ionic resonances to exert properly timed momentum kicks to the ion in order to cool its motion \[78\].
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