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Abstract—We consider the problem of finding a control policy for a Markov Decision Process (MDP) to maximize the probability of reaching some states while avoiding some other states. This problem is motivated by applications in robotics, where such problems naturally arise when probabilistic models of robot motion are required to satisfy temporal logic task specifications. We transform this problem into a Stochastic Shortest Path (SSP) problem and develop a new approximate dynamic programming algorithm to solve it. This algorithm is of the actor-critic type and uses a least-square temporal difference learning method. It operates on sample paths of the system and optimizes the policy within a pre-specified class parameterized by a parsimonious set of parameters. We show its convergence to a policy corresponding to a stationary point in the parameters’ space. Simulation results confirm the effectiveness of the proposed solution.
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I. INTRODUCTION

Markov Decision Processes (MDPs) have been widely used in a variety of application domains. In particular, they have been increasingly used to model and control autonomous agents subject to noises in their sensing and actuation, or uncertainty in the environment they operate. Examples include: unmanned aircraft [1], ground robots [2], and steering of medical needles [3]. In these studies, the underlying motion of the system cannot be predicted with certainty, but they can be obtained from the sensing and the actuation model through a simulator or empirical trials, providing transition probabilities.

Recently, the problem of controlling an MDP from a temporal logic specification has received a lot of attention. Temporal logics such as Linear Temporal Logic (LTL) and Computational Tree Logic (CTL) are appealing as they provide formal, high level languages in which the behavior of the system can be specified (see [4]). In the context of MDPs, providing probabilistic guarantees means finding optimal policies that maximize the probabilities of satisfying these specifications. In [2], [5], it has been shown that, the problem of finding an optimal policy that maximizes the probability of satisfying a temporal logic formula can be naturally translated to one of maximizing the probability of reaching a set of states in the MDP. Such problems are referred to as Maximal Reachability Probability (MRP) problems. It has been known [3] that they are equivalent to Stochastic Shortest Path (SSP) problems, which belong to a standard class of infinite horizon problems in dynamic programming.

However, as suggested in [2], [5], these problems usually involve MDPs with large state spaces. For example, in order to synthesize an optimal policy for an MDP satisfying an LTL formula, one needs to solve an MRP problem on a much larger MDP, which is the product of the original MDP and an automaton representing the formula. Thus, computing the exact solution can be computationally prohibitive for realistically-sized settings. Moreover, in some cases, the system of interest is so complex that it is not feasible to determine transition probabilities for all actions and states explicitly.

Motivated by these limitations, in this paper we develop a new approximate dynamic programming algorithm to solve SSP MDPs and we establish its convergence. The algorithm is of the actor-critic type and uses a Least Square Temporal Difference (LSTD) learning method. Our proposed algorithm is based on sample paths, and thus only requires transition probabilities along the sampled paths and not over the entire state space.

Actor-critic algorithms are typically used to optimize some Randomized Stationary Policy (RSP) using policy gradient estimation. RSPs are parameterized by a parsimonious set of parameters and the objective is to optimize the policy with respect to these parameters. To this end, one needs to estimate appropriate policy gradients, which can be done using learning methods that are much more efficient than computing a cost-to-go function over the entire state-action space. Many different versions of actor-critic algorithms have been proposed which have been shown to be quite efficient for various applications (e.g., in robotics [6] and navigation [7], power management of wireless transmitters [8], biology [9], and optimal bidding for electricity generation companies [10]).

A particularly attractive design of the actor-critic architecture was proposed in [11], where the critic estimates
the policy gradient using sequential observations from a sample path while the actor updates the policy at the same time, although at a slower time-scale. It was proved that the estimate of the critic tracks the slowly varying policy asymptotically under suitable conditions. A centerpiece of these conditions is a relationship between the actor step-size and the critic step-size, which will be discussed later.

The critic of [11] uses first-order variants of the Temporal Difference (TD) algorithm (TD(1) and TD(λ)). However, it has been shown that the least squares methods – LSTD (Least Squares TD) and LSPE (Least Squares Policy Evaluation) – are superior in terms of convergence rate (see [12], [13]). LSTD and LSPE were first proposed for discounted cost problems in [12] and [14], respectively. Later, [13] showed that the convergence rate of LSTD is optimal. Their results clearly demonstrated that LSTD converges much faster and more reliably than TD(1) and TD(λ).

Motivated by these findings, we propose an actor-critic algorithm that adopts LSTD learning methods tailored to SSP problems, while at the same time maintaining the concurrent update architecture of the actor and the critic. (Note that [15] also used LSTD in an actor-critic method, but the actor had to wait for the critic to converge before making each policy update.) To illustrate salient features of the approach, we present a case study where a robot in a large environment is required to satisfy a task specification of “go to a set of goal states while avoiding a set of unsafe states.” (We note that more complex task specifications can be directly converted to MRP problems as shown in [2], [5].)

The rest of the paper is organized as follows. We formulate the problem in Sec. II. The LSTD actor-critic algorithm with concurrent updates is presented in Sec. III, where the convergence of the algorithm is shown. A case study is presented in Sec. IV. We conclude the paper in Sec. VI.

Notation: We use bold letters to denote vectors and matrices; typically vectors are lower case and matrices upper case. Vectors are assumed to be column vectors unless explicitly stated otherwise. Transpose is denoted by a prime. For any \( m \times n \) matrix \( A \), with rows \( a_1, \ldots, a_m \in \mathbb{R}^n \), \( v(A) \) denotes the column vector \( (a_1, \ldots, a_m) \). \( \| \cdot \| \) stands for the Euclidean norm and \( \| \cdot \|_\theta \) is a special norm in the MDP state-action space that we will define later. \( 0 \) denotes a vector or matrix with all components set to zero and \( I \) is the identity matrix. \( |S| \) denotes the cardinality of a set \( S \).

II. Problem Formulation

Consider an SSP MDP with finite state and action spaces. Let \( k \) denote time, \( X \) denote the state space with cardinality \( |X| \), and \( U \) denote the action space with cardinality \( |U| \). Let \( x_k \in X \) and \( u_k \in U \) be the state of the system and the action taken at time \( k \), respectively. Let \( g(x_k, u_k) \) be the one-step cost of applying action \( u_k \) while the system is at state \( x_k \). Let \( x_0 \) and \( x^* \) denote the initial state and the special cost-free termination state, respectively. Let \( p(j|x_k, u_k) \) denote the state transition probabilities (which are typically not explicitly known); that is, \( p(j|x_k, u_k) \) is the probability of transition from state \( x_k \) to state \( j \) given that action \( u_k \) is taken while the system is at state \( x_k \). A policy \( \mu \) is said to be proper if, when using this policy, there is a positive probability that \( x^* \) will be reached after at most \( |X| \) transitions, regardless of the initial state \( x_0 \). We make the following assumption.

**Assumption A**

There exist a proper stationary policy.

The policy candidates are assumed to belong to a parameterized family of Randomized Stationary Policies (RSPs) \( \{\mu_\theta(u|x) \mid \theta \in \mathbb{R}^n\} \). That is, given a state \( x \in X \) and a parameter \( \theta \), the policy applies action \( u \in U \) with probability \( \mu_\theta(u|x) \). Define the expected total cost \( \bar{\alpha}(\theta) \) to be

\[
\lim_{t \to \infty} E\left\{\sum_{k=0}^{t-1} g(x_k, u_k) \mid x_0\right\}
\]

where \( u_k \) is generated according to RSP \( \mu_\theta(u|x) \). The goal is to optimize the expected total cost \( \bar{\alpha}(\theta) \) over the \( n \)-dimensional vector \( \theta \).

With no explicit model of the state transitions but only a sample path denoted by \( \{x_k, u_k\} \), the actor-critic algorithms typically optimize \( \theta \) locally in the following way: first, the critic estimates the policy gradient \( \nabla \bar{\alpha}(\theta) \) using a Temporal Difference (TD) algorithm; then the actor modifies the policy parameter along the gradient direction. Let the operator \( P_\theta \) denote taking expectation after one transition. More precisely, for a function \( f(x, u) \),

\[
(P_\theta f)(x, u) = \sum_{j \in X, \nu \in U} \mu_\theta(u|j)p(j|x, u)f(j, \nu)
\]

Define the \( Q_\theta \)-value function to be any function satisfying the Poisson equation

\[
Q_\theta(x, u) = g(x, u) + (P_\theta Q_\theta)(x, u),
\]

where \( Q_\theta(x, u) \) can be interpreted as the expected future cost we incur if we start at state \( x \), apply control \( u \), and then apply RSP \( \mu_\theta \). We note that in general, the Poisson equation need not hold for SSP, however, it holds if the policy corresponding to RSP \( \mu_\theta \) is a proper policy [16]. We make the following assumption.

**Assumption B**

For any \( \theta \), and for any \( x \in X \), \( \mu_\theta(u|x) > 0 \) if action \( u \) is feasible at state \( x \), and \( \mu_\theta(u|x) = 0 \) otherwise.

We note that one possible RSP for which Assumption B holds is the “Boltzmann” policy (see [17]), that is

\[
\mu_\theta(u|x) = \frac{\exp(h_\theta^{(u)}(x))}{\sum_{a \in U} \exp(h_\theta^{(a)}(x))},
\]

where \( h_\theta^{(u)}(x) \) is a function that corresponds to action \( u \) and is parameterized by \( \theta \). The Boltzmann policy is simple to use and is the policy that will be used in the case study in Sec. IV.

**Lemma II.1** If Assumptions A and B hold, then for any \( \theta \) the policy corresponding to RSP \( \mu_\theta \) is proper.

**Proof:** The proof follows from the definition of a proper policy.

Under suitable ergodicity conditions, \( \{x_k\} \) and \( \{x_k, u_k\} \) are Markov chains with stationary distributions under a fixed
policy. These stationary distributions are denoted by \( \pi_\theta(x) \) and \( \eta_\theta(x, u) \), respectively. We will not elaborate on the ergodicity conditions, except to note that it suffices that the process \( \{x_k\} \) is irreducible and aperiodic given any \( \theta \), and Assumption [3] holds. Denote by \( Q_\theta \) the \((|X||U|)\) dimensional vector \( Q_\theta = (Q_\theta(x, u); \forall x \in X, u \in U) \). Let now

\[
\psi_\theta(x, u) = \nabla_\theta \ln \mu_\theta(u|x),
\]

where \( \psi_\theta(x, u) = 0 \) when \( x, u \) are such that \( \mu_\theta(u|x) \equiv 0 \) for all \( \theta \). It is assumed that \( \psi_\theta(x, u) \) is bounded and continuously differentiable. We write \( \psi_\theta(x, u) = (\psi_\theta^1(x, u), \ldots, \psi_\theta^n(x, u)) \) where \( n \) is the dimensionality of \( \theta \).

As we did in defining \( Q_\theta \) we will denote by \( \psi_\theta \) the \((|X||U|)\)-dimensional vector \( \psi_\theta = (\psi_\theta(x, u); \forall x \in X, u \in U) \).

A key fact underlying the actor-critic algorithm is that the policy gradient can be expressed as (Theorem 2.15 in [13])

\[
\frac{\partial \tilde{Q}_i}{\partial \theta_i} = (Q_\theta \cdot \psi_\theta^i)_\theta, \quad i = 1, \ldots, n,
\]

where for any two functions \( f_1 \) and \( f_2 \) of \( x \) and \( u \), expressed as \((|X||U|)\)-dimensional vectors \( f_1 \) and \( f_2 \), we define

\[
\langle f_1, f_2 \rangle_\theta = \sum_{x, u} \eta_\theta(x, u) f_1(x, u) f_2(x, u).
\]

Let \( \| \cdot \|_\theta \) denote the norm induced by the inner product \( \langle \cdot, \cdot \rangle_\theta \), i.e., \( \|f\|^2_\theta = \langle f, f \rangle_\theta \). Let also \( \mathcal{A}_\theta \) be the subspace of \( \mathbb{R}^{|X||U|} \) spanned by the vectors \( \psi_\theta^i \), \( i = 1, \ldots, n \) and denote by \( \Pi_\theta \) the projection with respect to the norm \( \| \cdot \|_\theta \) onto \( \mathcal{A}_\theta \), i.e., for any \( f \in \mathbb{R}^{|X||U|}, \Pi_\theta f \) is the unique vector in \( \mathcal{A}_\theta \) that minimizes \( \|f - \Pi_\theta f\|_\theta \) over all \( f \in \mathcal{A}_\theta \). Since for all \( i \)

\[
\langle Q_\theta, \psi_\theta^i \rangle_\theta = \langle \Pi_\theta Q_\theta, \psi_\theta^i \rangle_\theta,
\]

it is sufficient to know the projection of \( Q_\theta \) onto \( \mathcal{A}_\theta \) in order to compute \( \nabla_\theta V(\theta) \). One possibility is to approximate \( Q_\theta \) with a parametric linear architecture of the following form (see [11]):

\[
Q_\theta^*(x, u) = \psi_\theta'(x, u)r^*, \quad r^* \in \mathbb{R}^n.
\]

This dramatically reduces the complexity of learning from the space \( \mathbb{R}^{|X||U|} \) to the space \( \mathbb{R}^n \). Furthermore, the temporal difference algorithms can be used to learn such an \( r^* \) effectively. The elements of \( \psi_\theta(x, u) \) are understood as features associated with an \((x, u)\) state-action pair in the sense of basis functions used to develop an approximation of the \( Q_\theta \)-value function.

### III. Actor-Critic Algorithm Using LSTD

The critic in [11] used either TD(\( \lambda \)) or TD(1). The algorithm we propose uses least squares TD methods (LSTD in particular) instead as they have been shown to provide far superior performance. In the sequel, we first describe the LSTD actor-critic algorithm and then we prove its convergence.

#### A. The Algorithm

The algorithm uses a sequence of simulated trajectories, each of which starting at a given \( x_0 \) and ending as soon as \( x^* \) is visited for the first time in the sequence. Once a trajectory is completed, the state of the system is reset to the initial state \( x_0 \) and the process is repeated.

Let \( x_k \) denote the state of the system at time \( k \). Let \( r_k \), the iterate for \( r^* \) in (3), be the parameter vector of the critic at time \( k \), \( \theta_k \) be the parameter vector of the actor at time \( k \), and \( x_{k+1} \) be the new state, obtained after action \( u_k \) is applied when the state is \( x_k \). A new action \( u_{k+1} \) is generated according to the RSP corresponding to the actor parameter \( \theta_k \) (see [11]). The critic and the actor carry out the following updates, where \( z_k \in \mathbb{R}^n \) represents Sutton’s eligibility trace [17], \( b_k \in \mathbb{R}^n \) refers to a statistical estimate of the single period reward, and \( A_k \in \mathbb{R}^{n \times n} \) is a sample estimate of the matrix formed by \( z_k (\psi_\theta'(x_{k+1}, u_{k+1}) - \psi_\theta'(x_k, u_k)) \), which can be viewed as a sample observation of the scaled difference of the observation of the state incidence vector for iterations \( k \) and \( k+1 \), scaled to the feature space by the basis functions.

#### LSTD Actor-Critic for SSP

**Initialization:**

Set all entries in \( z_0, A_0, b_0 \) and \( r_0 \) to zeros. Let \( \theta_0 \) take some initial value, potentially corresponding to a heuristic policy.

**Critic:**

\[
\begin{align*}
&z_{k+1} = \lambda z_k + \psi_\theta'(x_k, u_k), \\
&b_{k+1} = b_k + \gamma_k [g(x_k, u_k)z_k - b_k], \\
&A_{k+1} = A_k + \gamma_k [\psi_\theta'(x_{k+1}, u_{k+1}) - \psi_\theta'(x_k, u_k)] - A_k,
\end{align*}
\]

where \( \lambda \in [0, 1], \gamma_k \equiv \frac{1}{k} \), and finally

\[
r_{k+1} = -A_k^{-1} b_k.
\]

**Actor:**

\[
\theta_{k+1} = \theta_k - \beta_k \Gamma(r_k) r_k' \psi_\theta'(x_{k+1}, u_{k+1}) \psi_\theta'(x_{k+1}, u_{k+1}).
\]

In the above, \( \{\gamma_k\} \) controls the critic step-size, while \( \{\beta_k\} \) and \( \Gamma(r) \) control the actor step-size together. An implementation of this algorithm needs to make these choices. The role of \( \Gamma(r) \) is mainly to keep the actor updates bounded, and we can for instance use

\[
\Gamma(r) = \begin{cases} 
\frac{D}{|r|}, & \text{if } |r| > D, \\
1, & \text{otherwise},
\end{cases}
\]

for some \( D > 0 \). \( \{\beta_k\} \) is a deterministic and non-increasing sequence for which we need to have

\[
\sum_k \beta_k = \infty, \quad \sum_k \beta_k^2 < \infty, \quad \lim_{k \to \infty} \beta_k = 0.
\]

(7)
An example of \( \{ \beta_k \} \) satisfying Eq. (7) is
\[
\beta_k = \frac{c}{k \ln k}, \quad k > 1, \tag{8}
\]
where \( c > 0 \) is a constant parameter. Also, \( \psi_{\theta}(x, u) \) is defined as
\[
\psi_{\theta}(x, u) = \nabla_{\theta} \ln \mu_{\theta}(u|x),
\]
where \( \psi_{\theta}(x, u) = 0 \) when \( x, u \) are such that \( \mu_{\theta}(u|x) \equiv 0 \) for all \( \theta \). It is assumed that \( \psi_{\theta}(x, u) \) is bounded and continuously differentiable. Note that \( \psi_{\theta}(x, u) = (\psi_{\theta}(x, 1), \ldots, \psi_{\theta}(x, n)) \) where \( n \) is the dimensionality of \( \theta \).

The convergence of the algorithm is stated in the following Theorem (see the Appendix for the proof).

**Theorem III.1 [Actor Convergence]** For the LSTD actor-critic with some step-size sequence \( \{ \beta_k \} \) satisfying (7), for any \( \epsilon > 0 \), there exists some \( \lambda \) sufficiently close to 1, such that \( \liminf_k \| \nabla \tilde{g}(\theta_k) \| < \epsilon \) w.p.1. That is, \( \theta_k \) visits an arbitrary neighborhood of a stationary point infinitely often.

**IV. The MRP and Its Conversion into an SSP Problem**

In the MRP problem, we assume that there is a set of unsafe states which are set to be absorbing on the MDP (i.e., there is only one control at each state, corresponding to a self-transition with probability 1). Let \( X_G \) and \( X_U \) denote the set of goal states and unsafe states, respectively. A safe state is a state that is not unsafe. It is assumed that if the system is in a safe state, then there is at least one sequence of actions that can reach one of the states in \( X_G \) with positive probability. Note that this implies that Assumption A holds. In the MRP, the goal is to find the optimal policy that maximizes the probability of reaching a state in \( X_G \) from a given initial state. Note that since the unsafe states are absorbing, to satisfy this specification the system must not visit the unsafe states.

We now convert the MRP problem into an SSP problem, which requires us to change the original MDP (now denoted as MDP\(_M\)) into a SSP MDP (denoted as MDP\(_S\)). Note that [3] established the equivalence between an MRP problem and an SSP problem where the expected reward is maximized. Here we present a different transformation where an MRP problem is converted to a more standard SSP problem where the expected cost is minimized.

To begin, we denote the state space of MDP\(_M\) by \( X_M \), and define \( X_S \), the state space of MDP\(_S\), to be
\[
X_S = (X_M \setminus X_G) \cup \{ x^* \},
\]
where \( x^* \) denotes a special termination state. Let \( x_0 \) denote the initial state, and \( U \) denote the action space of MDP\(_S\). We define the action space of MDP\(_S\) to be \( U \), i.e., the same as for MDP\(_M\).

Let \( p_{\mu}(j|x, u) \) denote the probability of transition to state \( j \in X_M \) if action \( u \) is taken at state \( x \in X_M \). We now define the transition probability \( p_{\mu}(j|x, u) \) for all states \( x, j \in X_S \) as:
\[
p_{\mu}(j|x, u) = \begin{cases} 
p_{\mu}(i|x, u), & \text{if } j = x^*, 
p_{\mu}(j|x, u), & \text{if } j \in X_M \setminus X_G,
\end{cases}
\]
for all \( x \in X_M \setminus (X_G \cup X_U) \) and all \( u \in U \). Furthermore, we set \( p_{\mu}(x^*|x^*, u) = 1 \) and \( p_{\mu}(x_0|x, u) = 1 \) if \( x \in X_U \), for all \( u \in U \). The transition probability of MDP\(_S\) is defined to be the same as for MDP\(_M\), except that the probability of visiting the goal states in MDP\(_M\) is changed into the probability of visiting the termination state; and the unsafe states transit to the initial state with probability 1.

For all \( x \in X_S \), we define the cost \( g(x, u) = 1 \) if \( x \in X_U \), and \( g(x, u) = 0 \) otherwise. Define the expected total cost of a policy \( \mu \) to be \( \bar{\alpha}_{\mu}^S = \lim_{t \to \infty} E\{ \sum_{k=0}^{t-1} g(x_k, u_k) | x_0 \} \) where actions \( u_k \) are obtained according to policy \( \mu \) in MDP\(_S\). Moreover, for each policy \( \mu \) on MDP\(_S\), we can define a policy on MDP\(_M\) to be the same as \( \mu \) for all states \( x \in X_M \setminus (X_G \cup X_U) \). Since actions are irrelevant at the goal and unsafe states in both MDPs, with slight abuse of notation we denote both policies to be \( \mu \). Finally, we define the Reachability Probability \( R_{\mu}^M \) as the probability of reaching one of the goal states from \( x_0 \) under policy \( \mu \) on MDP\(_M\).

The Lemma below relates \( R_{\mu}^M \) and \( \bar{\alpha}_{\mu}^S \):

**Lemma IV.1** For any RSP \( \mu \), we have \( R_{\mu}^M = \frac{1}{\bar{\alpha}_{\mu}^S + 1} \).

**Proof:** From the definition of the \( g(x, u) \), \( \bar{\alpha}_{\mu}^S \) is the expected number of times when unsafe states in \( X_U \) are visited before \( x^* \) is reached. From the construction of MDP\(_S\), reaching \( x^* \) in MDP\(_S\) is equivalent to reaching one of the goal states in MDP\(_M\). On the other hand, for MDP\(_M\), by definition of \( X_G \) and \( X_U \), in the Markov chain generated by \( \mu \), the states \( X_G \) and \( X_U \) are the only absorbing states, and all other states are transient. Thus, the probability of visiting a state in \( X_U \) from \( x_0 \) on MDP\(_M\) is \( 1 - R_{\mu}^M \), which is the same as the expected probability of visiting \( X_U \) for each run of MDP\(_S\), due to the construction of transition probabilities (9). We can now consider a geometric distribution where the probability of success is \( R_{\mu}^M \). Because \( \bar{\alpha}_{\mu}^S \) is the expected number of times when an unsafe state in \( X_U \) is visited before \( x^* \) is reached, this is the same as the expected number of failures of Bernoulli trails (with probability of success being \( R_{\mu}^M \)) before a success. This implies \( \bar{\alpha}_{\mu}^S = \frac{1 - R_{\mu}^M}{R_{\mu}^M} \). Rearranging \( \bar{\alpha}_{\mu}^S = \frac{1 - R_{\mu}^M}{R_{\mu}^M} \) completes the proof. 

The above lemma means that \( \mu \) as a solution to the SSP problem on MDP\(_S\) (minimizing \( \bar{\alpha}_{\mu}^S \)) corresponds to a solution for the MRP problem on MDP\(_M\) (maximizing \( R_{\mu}^M \)). Note that the algorithm uses a sequence of simulated trajectories, each of which starting at \( x_0 \) and ending as soon as \( x^* \) is visited for the first time in the sequence. Once a trajectory is completed, the state of the system is reset to the initial state \( x_0 \) and the process is repeated. Thus, the actor-critic algorithm is applied to a modified version of the MDP\(_S\) where transition to a goal state is always followed by a transition to the initial state.
V. Case study

In this section we apply our algorithm to control a robot moving in a square-shaped mission environment, which is partitioned into 2500 smaller square regions (a 50 × 50 grid) as shown in Fig. 1. We model the motion of the robot in the environment as an MDP: each region corresponds to a state of the MDP, and in each region (state), the robot can take the following control primitives (actions): “North”, “East”, “South”, “West”, which represent the directions in which the robot intends to move (depending on the location of a region, some of these actions may not be enabled, for example, in the lower-left corner, only actions “North” and “East” are enabled). These control primitives are not reliable and are subject to noise in actuation and possible surface roughness in the environment. Thus, for each motion primitive at a region, there is a probability that the robot enters an adjacent region.

We label the region in the south-west corner as the initial state. We marked the regions located at the other three corners as the set of goal states as shown in Fig. 1. We assume that there is a set of unsafe states X_U in the environment (shown in black in Fig. 1). Our goal is to find the optimal policy that maximizes the probability of reaching a state in X_GO (set of goal states) from the initial state (an instance of an MRP problem).

A. Designing an RSP

To apply the LSTD Actor-Critic algorithm, the key step is to design an RSP \( \mu_\theta(u|x) \). In this case study, we define the RSP to be an exponential function of two scalar parameters \( \theta_1 \) and \( \theta_2 \), respectively. These parameters are used to provide a balance between safety and progress from applying the control policy.

For each pair of states \( x_i, x_j \in X \), we define \( d(x_i, x_j) \) as the minimum number of transitions from \( x_i \) and \( x_j \). We denote \( x_j \in N(x_i) \) if and only if \( d(x_i, x_j) \leq r_n \), where \( r_n \) is a fixed integer given apriori. If \( x_j \in N(x_i) \), then we say \( x_i \) is in the neighborhood of \( x_j \), and \( r_n \) represents the radius of the neighborhood around each state.

For each state \( x \in X \), the safety score \( s(x) \) is defined as the ratio of the safe neighbouring states over all neighboring states of \( x \). To be more specific, we define

\[
    s(x) = \frac{\sum_{y \in N(x)} I_s(y)}{|N(x)|}
\]

where \( I_s(y) \) is an indicator function such that \( I_s(y) = 1 \) if and only if \( y \in X \setminus X_U \) and \( I_s(y) = 0 \) otherwise. A higher safety score for the current state of robot means it is less likely for the robot to reach an unsafe region in the future.

We define the progress score of a state \( x \in X \) as \( d_g(x) := \min_{y \in X_G} d(x, y) \), which is the minimum number of transitions from \( x \) to any goal region. We can now propose the RSP policy, which is a Boltzmann policy as defined in [10]. Note that \( U = \{u_1, u_2, u_3, u_4\} \), which corresponds to “North”, “East”, “South”, and “West”, respectively. We first define

\[
    a_i(\theta) = F_i(x) e^{\theta_1 E\{s(f(x, u_i))\} + \theta_2 E\{d_g(f(x, u_i)) - d_i(x)\}}
\]

where \( \theta := (\theta_1, \theta_2) \), and \( F_i(x) \) is an indicator function such that \( F_i(x) = 1 \) if \( u_i \) is available at \( x_i \) and \( F_i(x) = 0 \) if otherwise. Note that the availability of control actions at a state is limited for the states at the boundary. For example, at the initial state, which is at the lower-left corner, the set of available actions is \( \{u_1, u_2\} \), corresponding to “North” and “East”, respectively. If an action \( u_i \) is not available at state \( x_i \), we set \( a_i(\theta) = 0 \), which means that \( \mu_\theta(u_i|x) = 0 \).

Note that \( a_i(\theta) \) is defined to be the combination of the expected safety score of the next state applying control \( u_i \), and the expected improved progress score from the current state applying \( u_i \), weighted by \( \theta_1 \) and \( \theta_2 \). The RSP is then given by

\[
    \mu_\theta(u_i|x) = \frac{a_i(\theta)}{\sum_{i=1}^{4} a_i(\theta)}.
\]

We note that Assumption \[B\] holds for the proposed RSP. Moreover, Assumption \[A\] also holds, therefore Theorem \[II.1\] holds for this RSP.

B. Generating transition probabilities

To implement the LSTD Actor-Critic algorithm, we first constructed the MDP. As mentioned above, this MDP represents the motion of the robot in the environment where each state corresponds to a cell in the environment (Fig. 1). To capture the transition probabilities of the robot from a cell to its adjacent one under an action, we built a simulator.

The simulator uses a unicycle model (see, e.g., [19]) for the dynamics of the robot with noisy sensors and actuators. In this model, the motion of the robot is determined by specifying a forward and an angular velocity. At a given region, the robot implements one of the following four controllers (motion primitives) – “East”, “North”, “West”, “South”. Each of these controllers operates by obtaining the difference
between the current heading angle and the desired heading angle. Then, it is translated into a proportional feedback control law for angular velocity. The desired heading angles for the “East”, “North”, “West”, and “South” controllers are 0°, 90°, 180°, and 270°, respectively. Each controller also uses a constant forward velocity.

To find the transition probabilities, we performed a total of 5000 simulations for each controller and state of the MDP. In each trial, the robot was initialized at the center of the cell, and then an action was applied. The robot moved in that cell according to its dynamics and surface roughness of the region. As soon as the robot exited the cell, a transition was applied to steer the robot to the center of the new cell before exiting it. Thus, the robot always started from the center of a cell. This makes the process Markov (the probability of the current transition depends only the control and the current state, and not on the history up to the current state). We also assumed perfect observation at the boundaries of the cells.

It should be noted that, in general, it is not required to have all the transition probabilities of the model in order to apply the LSTD Actor-Critic algorithm, but rather, we only need transition probabilities along the trajectories of the system simulated while running the algorithm. This becomes an important advantage in the case where the environment is large and obtaining all transition probabilities becomes infeasible.

C. Results

We first obtained the exact optimal policy for this problem using the methods described in [2], [5]. The maximal reachability probability is 99.9988%. We then used our LSTD actor-critic algorithm to optimize with respect to \( \theta \) as outlined in Sec. III and IV.

Given \( \theta \), we can compute the exact probability of reaching \( X_G \) from any state \( x \in X \) applying the RSP \( \mu_\theta \) by solving the following set of linear equations

\[
p_\theta(x) = \sum_{u \in U} \mu_\theta(u|x) \sum_{y \in X} p(y|x, u) p_\theta(y),
\]

for all \( x \in X \setminus (X_U \cup X_G) \) (13)
such that \( p_\theta(x) = 0 \) if \( x \in X_U \) and \( p_\theta(x) = 1 \) if \( x \in X_G \).

Note that the equation system given by (13) contains exactly \( |X| - |X_U| - |X_G| \) number of equations and unknowns.

We plotted in Fig. 2 the reachability probability of the RSP from the initial state (i.e., \( p_\theta(x_0) \)) against the number of iterations in the actor-critical algorithm each time \( \theta \) is updated. As \( \theta \) converges, the reachability probability converges to 90.3%. The parameters for this example are:

\[
r_n = 2, \lambda = 0.9, D = 5 \text{ and the initial } \theta = (50, -10). \text{ We use (8) for } \beta_k \text{ with } c = 0.05.
\]

VI. Conclusion

We considered the problem of finding a control policy for a Markov Decision Process (MDP) to maximize the probability of reaching some states of the MDP while avoiding some other states. We presented a transformation of the problem into a Stochastic Shortest Path (SSP) MDP and developed a new approximate dynamic programming algorithm to solve this class of problems. The algorithm operates on a sample-path of the system and optimizes the policy within a prespecified class parameterized by a parsimonious set of parameters. Simulation results confirm the effectiveness of the proposed solution in robot motion planning applications.

Appendix: Convergence of the LSTD Actor-Critic Algorithm

We first cite the theory of linear stochastic approximation driven by a slowly varying Markov chain [13] (with simplifications).

Let \( \{y_k\} \) be a finite Markov chain whose transition probabilities depend on a parameter \( \theta \in \mathbb{R}^n \). Consider a generic iteration of the form

\[
s_{k+1} = s_k + \gamma_k (h_{\theta_k}(y_{k+1}) - G_{\theta_k}(y_{k+1}) s_k) + \gamma_k \Xi_k s_k,
\]

where \( s_k \in \mathbb{R}^m \), and \( h_\theta(\cdot) \in \mathbb{R}^{m}, G_\theta(\cdot) \in \mathbb{R}^{m \times m} \) are \( \theta \)-parameterized vector and matrix functions, respectively. It has been shown in [13] that the critic in (14) converges if the following set of conditions are met.

![Fig. 2. The dashed line represents the optimal solution (the maximal reachability probability) and the solid line represents the exact reachability probability for the RSP as a function of the number of iterations applying the proposed algorithm.](image-url)
Condition 1

1) The sequence \( \{\gamma_k\} \) is deterministic, non-increasing, and
\[
\sum_k \gamma_k = \infty, \quad \sum_k \gamma_k^d < \infty.
\]
2) The random sequence \( \{\theta_k\} \) satisfies \(||\theta_{k+1} - \theta_k|| \leq \beta_k H_k|| \) for some process \( \{H_k\} \) with bounded moments, where \( \{\beta_k\} \) is a deterministic sequence such that
\[
\sum_k \left( \frac{\beta_k}{\gamma_k} \right)^d < \infty \quad \text{for some } d > 0.
\]
3) \( \Xi_k \) is an \( m \times m \)-matrix valued martingale difference with bounded moments.
4) For each \( \theta \), there exist \( \tilde{h}_d(\theta) \in \mathbb{R}^m \), \( G(\theta) \in \mathbb{R}^{m \times m} \), and corresponding \( m \)-vector and \( m \times m \)-matrix functions \( h_\theta(\cdot), G(\cdot) \) that satisfy the Poisson equation. That is, for each \( \gamma \),
\[
\begin{align*}
 h_\theta(y) &= h_\theta(y) - \tilde{h}_\theta + (P_\theta h_\theta)(y), \\
 \hat{G}(y) &= G(y) - \tilde{G}(y) + (P_\theta \hat{G})(y).
\end{align*}
\]
5) For any constant \( C \) and for all \( \theta \), we have
\[
\max(||h_\theta||, ||G(\theta)||) \leq C.
\]
6) For any \( d > 0 \), there exists \( C_d > 0 \) such that
\[
\sup_k \mathbb{E}[||h_\theta(y_k)||^d] \leq C_d, \quad \text{where } h_\theta(\cdot) \text{ represents any of the functions } h_\theta(\cdot), G(\cdot), \hat{h}_\theta(\cdot), \hat{G}(\cdot).
\]
7) For some constant \( C > 0 \) and for all \( \theta, \bar{\theta} \in \mathbb{R}^n \),
\[
\max(||h_\theta - h_\bar{\theta}||, ||G(\theta) - G(\bar{\theta})||) \leq C||\theta - \bar{\theta}||.
\]
8) There exists a positive measurable function \( C(\cdot) \) such that for every \( d > 0 \),
\[
\sup_k \mathbb{E}[C(\gamma_k)^d] < \infty, \quad \text{and } ||h_\theta(y_k) - f_\theta(y_k)|| \leq C(\gamma)||\theta - \bar{\theta}||.
\]
9) There exists \( a > 0 \) such that for all \( s \in \mathbb{R}^m \) and \( \theta \in \mathbb{R}^n \)
\[
s'G(\theta)s \geq a||s||^2.
\]

For now, let’s focus on the first two items of Condition 1. Recall that for any matrix \( A \), \( v(A) \) is a column vector that stacks all row vectors of \( A \) (also written as column vectors). Simple algebra suggests that the core iteration of the LSTD critic can be written as (14) with
\[
s_k = \begin{bmatrix} b_k \\ v(A_k) \\ 1 \end{bmatrix}, \quad y_k = (x_k, u_k, z_k),
\]
\[
h_\theta(y) = \begin{bmatrix} v((P_\theta \psi_\theta)(z_k, u_k)) \\ v(z((P_\theta \psi_\theta)(z_k, u_k)) - (P_\theta \psi_\theta)(x_k, u_k)) \\ 1 \end{bmatrix},
\]
\[
G_\theta(y) = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \Xi_k = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & D \end{bmatrix},
\]
where
\[
D = v(z_k \psi_\theta(x_k, u_k)) - (P_\theta \psi_\theta)(x_k, u_k),
\]
and \( M \) is an arbitrary (large) positive constant whose role is to facilitate the convergence proof, and \( y = (x, u, z) \) denotes a value of the triplet \( y_k \).

The step-sizes \( \gamma_k \) and \( \beta_k \) in (4) and (6) correspond exactly to the \( \gamma_k \) and \( \beta_k \) in Condition (1)(1) and (1)(2), respectively. If the MDP has finite state and action space, then the conditions on \( \{\beta_k\} \) reduce to (13)
\[
\sum_k \beta_k = \infty, \quad \sum_k \beta_k^d < \infty, \quad \lim_{k \to \infty} \gamma_k = 0,
\]
where \( \{\beta_k\} \) is a deterministic and non-increasing sequence. Note that we can use \( \gamma_k = 1/k \) (cf. Condition 1). The following theorem establishes the convergence of the critic.

Theorem VI.1 [Critic Convergence] For the LSTD actor-critic (4) and (5) with some step-size sequence \( \{\beta_k\} \) satisfying (16), the sequence \( s_k \) is bounded, and
\[
\lim_{k \to \infty} ||G(\theta_k)s_k - \hat{h}(\theta_k)|| = 0.
\]

Proof: To show that (14) converges with \( s, y, h_\theta(\cdot), G(\cdot) \) and \( \Xi \) substituted by (15), the conditions (1)(1)-(9) should be checked. However, a comparison with the convergence proof for the TD(\( \lambda \)) critic in (11) gives a simpler proof. Let
\[
F_\theta(y) = z(\psi_\theta(x, u)) - (P_\theta \psi_\theta)'(x, u).
\]

While proving the convergence of TD(\( \lambda \)) critic operating concurrently with the actor, (11) showed that
\[
\tilde{h}_\theta(y) = \begin{bmatrix} \hat{h}^{(1)}_\theta(y) \\ \hat{h}^{(2)}_\theta(y) \end{bmatrix} = \begin{bmatrix} M g(x, u) \\ g(x, u)z \end{bmatrix},
\]
\[
G_\theta(y) = \begin{bmatrix} 1 & 0 \\ z/M & F_\theta(y) \end{bmatrix},
\]
and
\[
\Xi_k = \begin{bmatrix} 0 & 0 & 0 \\ 0 & (\psi_\theta')((x_{k+1}, u_{k+1})) - (P_\theta \psi_\theta)'(x_k, u_k) \end{bmatrix}
\]
satisfy Condition (3)(4)(8). In our case, (15) can be rewritten as
\[
h_\theta(y) = \begin{bmatrix} \hat{h}^{(1)}_\theta(y) \\ -F_\theta(y) \end{bmatrix}, \quad G_\theta(y) = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \Xi_k = \begin{bmatrix} \hat{\Xi}_k \\ 0 \end{bmatrix}.
\]

Note that although the two iterates are very different, they involve the same quantities and both in a linear fashion. So, \( h_\theta(\cdot), G(\cdot) \) and \( \Xi_k \) also satisfy conditions (1)(3)(4)(8). Meanwhile, the step-size \( \gamma_k \) satisfies condition (1)(1), and the step-size \( \{\beta_k\} \) satisfies Eq. (16) (which is as explained above implies condition (1)(2)). Now, only condition (9) remains to be checked. To that end, note that all diagonal elements of \( G(\theta) \) equal to one, so, \( G(\theta) \) is positive definite. This proves the convergence. Using the same correspondence and the result in (11), one can further check that (17) also holds here.

Proof of Theorem III.1

The result follows by setting \( \phi_\theta = \psi_\theta \) and following the proof in Section 6 of (11).
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