FINITE ENTROPY TRANSLATING SOLITONS IN SLABS

E.S. GAMA, F. MARTÍN, AND N.M. MØLLER

ABSTRACT. We study translating solitons for the mean curvature flow, \( \Sigma^2 \subseteq \mathbb{R}^3 \) which are contained in slabs, and are of finite genus and finite entropy.

As a first consequence of our results, we can enumerate connected components of slices to define asymptotic invariants \( \omega^\pm(\Sigma) \in \mathbb{N} \), which count the numbers of “wings”. Analyzing these, we give a method for computing the entropies \( \lambda(\Sigma) \) via a simple formula involving the wing numbers, which in particular shows that for this class of solitons the entropy is quantized into integer steps.

Finally, combining the concept of wing numbers with Morse theory for minimal surfaces, we prove the uniqueness theorem that if \( \Sigma \) is a complete embedded simply connected translating soliton contained in a slab with entropy \( \lambda(\Sigma) = 3 \) and containing a vertical line, then \( \Sigma \) is one of the translating pitchforks of Hoffman-Martín-White [15].

1. INTRODUCTION

A smooth orientable surface \( \Sigma^2 \) immersed in \( \mathbb{R}^3 \) is called a translating soliton of the mean curvature flow if the mean curvature vector satisfies

\[
\vec{H} = e_3^\perp,
\]

meaning that it moves “upwards” in the \( e_3 \)-direction at unit speed. Consequently, if \( N : \Sigma \to S^2 \) denotes the Gauss map of \( \Sigma \), then

\[
H = -\langle e_3, N \rangle,
\]

where \( H \) denotes the scalar mean curvature of \( \Sigma \).

In this paper, we will be studying complete embedded translating solitons in \( \mathbb{R}^3 \) of finite entropy, so let us first recall the definition of the entropy of a surface in \( \mathbb{R}^3 \).
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Following [8] (See also [4][Appendix A]), given $\Sigma \subseteq \mathbb{R}^3$ any surface, $x_0 \in \mathbb{R}^3$ and $s_0 > 0$ we define

$$F_{x_0,s_0}[\Sigma] = \frac{1}{4\pi s_0} \int_{\Sigma} e^{-\frac{|x-x_0|^2}{4s_0}} d\Sigma \in (0, +\infty].$$

**Definition 1.1.** The entropy of $\Sigma \subseteq \mathbb{R}^3$, denoted by $\lambda(\Sigma)$, is:

$$\lambda(\Sigma) = \sup_{x_0 \in \mathbb{R}^3, s_0 > 0} F_{x_0,s_0}[\Sigma] \in (0, +\infty].$$

We say that a surface $\Sigma$ has finite entropy if $\lambda(\Sigma) < +\infty$.

A complete immersed translator with finite entropy is proper in $\mathbb{R}^3$ [4,23]. Recent investigations [1,7,9,15,16,22,27] indicate that the number of families of complete translators with finite entropy is vast. This means that in order to obtain any classification results, we have to introduce additional hypotheses to further restrict the class of complete translators under consideration.

Thus, in this paper we are going to consider the case of complete translating solitons with finite entropy which are confined to slabs of $\mathbb{R}^3$. This geometric condition is first of all natural in the light of the convex hull classification theorem due to F. Chini and N. Møller [5]-[6], from which we know that the projection in the $e_3$-direction of the convex hull of $\Sigma$ must be either a straight line, a strip between two parallel lines, a halfplane in $\mathbb{R}^2$, or the entire plane $\mathbb{R}^2$. The slab condition is also closely related to the notion of (non)collapsedness for mean convex flows. In fact, in the case of translating solitons with $H > 0$, the property of being collapsed is equivalent to the slab condition, as a trivial consequence of the classification of complete translating graphs [15]. In this paper we therefore also view the slab condition as a version of collapsedness which is well-defined in our setting of not necessarily mean convex flows.

The classification of the projection of the convex hull allows, a priori, the possibility that translating solitons could be contained in slanted slabs. However, an easy first application of the maximum principle rules this out (see Proposition 3.21.)

Up to rotations around the $z$-axis and horizontal translations (all of them preserve the velocity vector of the flow), we can thus assume that the slab is

$$S_w := \{(x, y, z) \in \mathbb{R}^3 : |x| < w\}, \text{ for some } w > 0.$$

**Definition 1.2 (Width).** If $\Sigma \subseteq \mathbb{R}^3$ is a complete connected translator contained in a slab, then we define the width of $\Sigma$ as the infimum of the numbers $2w$, where $w$ is given as in the previous paragraph. Then we write $\text{width}(\Sigma) = 2w$.

If $\Sigma$ is not contained in any slab, we define $\text{width}(\Sigma) = +\infty$.

**Remark 1.3.** From the preceding definitions it is clear that having $\text{width}(\Sigma) = 0$ implies $\Sigma = \{x = 0\}$. In that special case, all of the results of this paper hold trivially true, and thus we shall from now on always assume that $\text{width}(\Sigma) > 0$. 
If we impose the extra hypothesis of having finite genus, then we can prove that the entropy must always be a positive integer. Let \( \Sigma \) be a complete, embedded translator with \( \lambda(\Sigma) < \infty \) and genus(\( \Sigma \)) < \( \infty \). Assume \( \Sigma \subset S_w \), for some \( w > 0 \). Then we are also able to prove that outside a vertical cylinder (which contains the topology of \( \Sigma \)) \( \Sigma \) consists of a disjoint union of finitely many non-compact, simply connected translators with boundary, that we call the wings of \( \Sigma \).

We shall demonstrate that there are two kinds of wings: the ones that are graphs over the \((y, z)\)-plane and the ones that are bi-graphs over the \((y, z)\)-plane. Wings of the first kind are called planar wings and wings of the second kind are called wings of grim reaper type.

**Theorem 1.4.** Let \( \Sigma^2 \subseteq \mathbb{R}^3 \) be a complete embedded translator so that the width, the entropy and the genus are finite. If \( \omega_P \) represents the number of planar wings and \( \omega_G \) represents the number of wings of grim reaper type, then \( \omega_P + 2\omega_G \) is even and

\[
\lambda(\Sigma) = \frac{1}{2} (\omega_P + 2\omega_G). \tag{1.3}
\]

Recently, F. Chini [3], [4] proved that if \( \Sigma^2 \subseteq \mathbb{R}^3 \) is a complete, embedded translator which is simply connected, contained in a slab and \( \lambda(\Sigma) < 3 \), then \( \Sigma \) is mean convex. In particular, by the classification in [14] (see Theorem 2.1 below), \( \Sigma \) is either a vertical plane, a \( \Delta \)-wing or a tilted grim reaper. As a first demonstration of the techniques of the present paper, in Section 10.1 we give a new proof of Chini’s theorem within our framework.

The main result of this paper consists in extending the previous classification results to the case \( \lambda(\Sigma) < 4 \) under additional hypotheses, as follows:

**Theorem 1.5.** Let \( \Sigma^2 \subseteq \mathbb{R}^3 \) be a simply connected complete embedded translator of finite width and \( \lambda(\Sigma) = 3 \). Assume that \( \Sigma \) contains a vertical line. Then \( \Sigma \) is one of the pitchfork translators constructed by Hoffman, Martín and White [15] (see Fig. 7).

Owing to [24] (see [21] as well), this also classifies all stable, w.r.t the ambient metric in (1.4), translators of finite width and low entropy, under additional mild assumptions:

**Corollary 1.6.** The pitchforks are the unique complete embedded and stable translators of finite width and \( \lambda(\Sigma) = 3 \) which contain a vertical line.

Another interesting related type of translators that we are going to study in this paper is the class of graphs in general direction contained in slabs, which we will soon show is in fact a subclass of the more general translating solitons which we will be considering, namely having also finite entropy and, being simply connected, representing a special case of finite genus. The examples from this class also play an important role in motivating the more general theorems which we will be proving.
Definition 1.7. Fix any unit vector \( v \in \mathbb{R}^3 \). Let \( \Omega \subseteq [v]^\perp \) be a planar domain. We say that a smooth function \( u : \Omega \to \mathbb{R} \) is a translator provided that

\[ \Sigma := \text{Graph}_{(v,\Omega)}[u] := \{ p + u(p) v : p \in \Omega \} \subseteq \mathbb{R}^3 \]

is a translating soliton as in (1.1). We will refer to such \( \Sigma \) as a translating graph.

Our basic assumption in this paper is that the translating graphs \( \text{Graph}[u] \) are complete in \( \mathbb{R}^3 \), and by a slight abuse of language we will then say that \( u \) is complete.

If we imposed that the direction of the graph \( v \) coincided with the velocity of the flow \( e_3 \), there would be nothing to prove, as such complete graphs have been already completely classified. Namely, when \( v = e_3 \), the complete connected translating graphs in the direction of \( v \) are: the bowl soliton, the family of tilted grim reaper surfaces and the family of \( \Delta \)-wings (see Theorem 2.1.)

However, if \( v \neq e_3 \), as we have already mentioned, recent investigations [15,16,17] indicate that the number of families of complete graphs is very large. This means that in order to obtain any classification results, we have to introduce additional hypotheses to further restrict the class of complete graphs under consideration.

If \( \Sigma = \{ p + u(p) v : p \in \Omega \} \), for \( \Omega \) an open planar domain in \([v]^\perp\), is a graph contained in the slab \( S_w \), then we are going to distinguish two cases: Case I: \( v /\in S^2 \cap \{ x = 0 \} \); Case II: \( v \in S^2 \cap \{ x = 0 \} \).

Case I, which at face value might seem to deal with a larger set of examples, is in fact easier than Case II, and will be handled already by Proposition 3.13 below, which asserts that any connected translating graph in Case I must be a plane \( \{ x = x_0 \} \). Case II, meaning \( v \in S^2 \cap \{ x = 0 \} \), is not so elementary and the number of known examples is very large [15,16,17]. In Section 3, we will in particular prove that any complete translating graph contained in a slab is simply connected and has finite entropy. As a consequence of Theorem 1.4, the entropy is also always a positive integer for such graphs. We would like to point out that the scherkenoids constructed by Hoffman-Martín-White [15] are examples of complete connected translating graphs which do not lie in any slab and they have infinite entropy. On the other hand, the bowl soliton constructed by Altschuler-Wu [1] (see also Clutterbuck-Schnürer-Schulze in [7]) is an example of a complete connected vertical translating graph that does not lie in a slab and it has finite entropy, which is no longer an integer, but has the value \( \lambda(\Sigma) = \lambda(S^1 \times \mathbb{R}) = \sqrt{2\pi/e} \).

We furthermore conjecture that the plane and the bowl soliton (a vertical graph) are the unique examples of translating graphs of finite entropy whose domains of definition are not contained in planar strips.

As a consequence of the classification due to [4, Theorem 1] and Corollary 8.6, we also classify the graphs of small width, in Corollary 10.3 in Section 10.1.

The main techniques used in this paper come from the fact, observed first by T. Ilmanen [20], that translators can be seen as minimal surfaces in \( \mathbb{R}^3 \) endowed with the conformal metric

\[ g = e^z \langle \cdot, \cdot \rangle_{\mathbb{R}^3} \]

(1.4)
Firstly, this means that we are able to use White’s general compactness results for minimal 2-surfaces in Riemannian 3-manifolds under uniform bounds on genus and area [35]. We can also make use of the so called Morse-Radó theory for minimal surfaces [18]. Roughly speaking, Morse-Radó theory studies the way in which a foliation by minimal surfaces intersects a fixed minimal surface $M$ inside a Riemannian 3-manifold. The structure of the resulting family of curves in $M$ is determined by the topology of $M$ and the behaviour of the mentioned foliation along $\partial M$. Given a complete translator $\Sigma$, contained in a slab, with finite genus and finite entropy, the Morse-Radó theory allows us to understand the finer nature of the set

$$\mathcal{H} := \{ p \in \Sigma : H(p) = 0 \},$$

and its image under the Gauss map (Section 5.) This detailed insight will be crucial in the classification results of Section 11 as well in Section 10 where we reprove the already known result by Chini, that finite width, 1-connectedness and $\lambda(\Sigma) < 3$ together imply that $\mathcal{H} = \emptyset$.
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2. Examples of translating graphs

The purpose of this part is to introduce the key examples of translating graphs that will be used throughout the paper. The more advanced examples presented here were constructed in [14], [15] and [27].

Tilted grim reaper surfaces. The first nontrivial examples of translating graphs, apart from the planes (i.e. planes parallel to $e_3$), are given by the family of tilted grim reaper surfaces $\{ G_\zeta \}_{\zeta \in [0,\pi/2) \cup (\pi/2,\pi)}$ defined by

$$G_\zeta = \left\{ (x, y, -\log \cos(x \cos \zeta) / \cos^2 \zeta - y \tan \zeta) : x \in \left(-\frac{\pi}{2|\cos \zeta|}, \frac{\pi}{2|\cos \zeta|}\right) \quad \text{and} \quad y \in \mathbb{R} \right\}.$$

Indeed, for all $\eta \neq \zeta$, $G_\zeta$ is a graph of a smooth function in the direction of $v_\eta = \sin \eta e_3 + \cos \eta e_2$. The surface $G_0$ is called the standard grim reaper surface.

$\Delta$-wings. Based on previous works of Wang [34] and Spruck and Xiao [32], Hoffman et al. [14] classified the complete translating graphs over domains in $(x, y)-$plane as follows:
Theorem 2.1 (Classification of complete vertical graphs, [14]). Given \( w > \pi/2 \), there is a unique (up to translations, and rotations preserving the direction of translation) complete, strictly convex translator \( u^w : (-w, w) \times \mathbb{R} \rightarrow \mathbb{R} \). Up to translations, and rotations preserving the direction of translation, the only other complete vertical translating graphs in \( \mathbb{R}^3 \) are the tilted grim reaper surfaces, and the bowl soliton.

Remark 2.2. The graph of the function \( u^w \) is called the \( \Delta \)-wing of width \( 2w \). We also note that by [32] the assumption of strict convexity in Theorem 2.1 is a direct consequence of being mean convex, which by [12] is automatic for vertical graphs.

The next two subsections are devoted to describing some families of complete, simply connected, translators introduced by Hoffman, Martín and White in [15]. By Theorem 2.1 they cannot be graphs in the direction of translation, however they will be graphs into other directions.

2.1. Pitchforks. Pitchforks were introduced by Hoffman, Martín and White in [15]. In this case, a fundamental piece of the surface is a graph over the strip in the \((x, y)\)-plane

\[ u : (0, w) \times \mathbb{R} \rightarrow \mathbb{R}, \quad \text{where} \quad w \geq \pi. \]

with the following boundary values:

\[ u(x, y) = \begin{cases} 
-\infty & \text{for } x = 0 \text{ and } y < 0, \\
\infty & \text{for } x = 0 \text{ and } y > 0, \\
\infty & \text{for } x = w.
\]  

Then \( \text{Graph}[u] \) is a translator with boundary which contains the \( z \)-axis. By reflecting this graph about the \( z \)-axis we obtain a complete (without boundary), simply connected, translating soliton (see Fig. 1) of finite entropy.

Remark 2.3. Hoffman, Martín and White have conjectured that any two functions solving (2.1) differ by a constant.

If \( w > \pi \), the complete pitchfork of width \( 2w \) is a graph over a strip in the \((x, z)\)-plane:

\[ \Omega = (-w, w) \times \{0\} \times \mathbb{R}. \]

This can also be visualized in Figure 1 since the normal never points along the \((x, z)\)-plane (which is roughly in the plane of the paper) and a rigorous proof of this can be found in Theorem 12.1 in [15].

In the case \( w = \pi \), we only that know that the corresponding pitchfork is a graph over some subdomain of the \((x, z)\)-plane

\[ \Omega \subseteq (-\pi, \pi) \times \{0\} \times \mathbb{R}. \]

However, we do not know whether \( \Omega \) coincides with the whole strip or if it is a proper subdomain.
2.2. Semigraphical Translators. When you remove the symmetry axis from pitchforks, they are graphs over a strip of the \((x, y)\)-plane. This motivates the following

**Definition 2.4.** A translator is \(M\) is called semigraphical if

1. \(M\) is a smooth, connected, properly embedded submanifold (without boundary) in \(\mathbb{R}^3\).
2. \(M\) contains a nonempty, discrete collection of vertical lines.
3. \(M \setminus L\) is a graph, where \(L\) is the union of the vertical lines in \(M\).

Suppose \(M\) is a semigraphical translator. We may suppose w.l.o.g. that \(M\) contains the \(z\)-axis \(Z\). Note that \(M\) is invariant under 180° rotation about each line in \(L\), from which it follows that \(L \cap \{z = 0\}\) is an additive subgroup of \(\mathbb{R}^2\).

Semigraphical translators have been almost classified by Hoffman-Martín-White, in the following sense

**Theorem 2.5** ([16], Theorem 34). If \(M\) is a semigraphical translator in \(\mathbb{R}^3\), then it is one of the following:

1. a (doubly-periodic) Scherk translator,
2. a (singly-periodic) Scherkenoid,
3. a (singly-periodic) helicoid-like translator,
4. a pitchfork,
5. a (singly-periodic) Nguyen’s trident, or
6. (after a rigid motion) a translator containing \(Z\) such that \(M \setminus Z\) is a graph over \(\{(x, y) : y \neq 0\}\).

It has been conjectured in [16] that Case (6) cannot occur.
Figure 2. Semigraphical translators. Row 1 (left to right): Scherk translator, scherkenoid, and trident. Row 2: Helicoid-like translator and pitchfork.

Notation. Throughout the paper, we are going to use the following notations related to slicing and decomposing the surfaces: For a given set $A$ in $\mathbb{R}^3$, we define the sets:

$$A_+(t) := \{(x, y, z) \in A : x \geq t\}, \quad A_-(t) := \{(x, y, z) \in A : x \leq t\},$$

$$A^+(t) := \{(x, y, z) \in A : y \geq t\}, \quad A^-(t) := \{(x, y, z) \in A : y \leq t\},$$

$$A(s, t) := \{(x, y, z) \in A : s < y < t\}.$$

and

$$A[s, t] := \{(x, y, z) \in A : s \leq y \leq t\}.$$

We also make extensive use of the three families of planes:

$$\pi_x(t) := \{(x, y, z) \in \mathbb{R}^3 : x = t\}$$

$$\pi_y(t) := \{(x, y, z) \in \mathbb{R}^3 : y = t\}$$

$$\pi_z(t) := \{(x, y, z) \in \mathbb{R}^3 : z = t\}.$$

and the maps

$$\Pi_x(x, y, z) := (y, z)$$

$$\Pi_y(x, y, z) := (x, z)$$

$$\Pi_z(x, y, z) := (x, y).$$
3. Preliminaries and Background

In this section we compile some of the general results about translating solitons which we will be needing throughout the paper. See also Appendix A where we collect some more of their consequences and technical parts of the proofs.

As we mentioned in the introduction, that translators are minimal surfaces with respect to Ilmanen’s metric \( g = e^z \langle \cdot, \cdot \rangle_{\mathbb{R}^3} \) was first proven in \[20\].

**Definition 3.1.** From now on, we will therefore also refer to translators as \( g \)-minimal surfaces. The associated geometric quantities will be indexed accordingly, e.g. \( \mathcal{H}_g^2(\cdot) \) will denote the two-dimensional Hausdorff measure associated to Ilmanen’s metric on \( \mathbb{R}^3 \).

**Definition 3.2.** Let \( \Omega \) be a subset of \( P_v = [v]_{\perp} \). The set
\[
\Omega \times_v \mathbb{R} := \{ p + tv : p \in \Omega \text{ and } t \in \mathbb{R} \}
\]
is called the cylinder over \( \Omega \) in the direction of \( v \).

Stability of translating vertical graphs was observed in Shahriyari paper [28, Theorem 2.5]. In fact we will be making extensive use of the stronger \( g \)-area minimizing properties of graphs in general direction via the next lemma, which is inspired in a general result by B. Solomon [31].

**Lemma 3.3.** Let \( \Sigma = \text{Graph}_{(v, \Omega)}[u] \) be a complete connected translating graph. Then, \( \Sigma \) is \( g \)-area minimizing in \( \mathbb{R}^3 \).

**Proof.** See [31, Corollary 1.1] or [15, Appendix A] for the proof. \( \square \)

Along the paper we will make use of the following compactness theorem which shall be a fundamental tool in the proof of several results.

**Theorem 3.4 (Compactness).** Let \( \Sigma \) be a complete, embedded translating soliton with finite genus and finite entropy and let \( \{p_i\} \) be a sequence in \( \mathbb{R}^3 \).

Define \( \Sigma_i := \Sigma - p_i \). Then, after passing to a subsequence, \( \{\Sigma_i\}_{i \in \mathbb{N}} \) has a limit which is either empty or a smooth properly embedded minimal surface \( \Sigma_{\infty} \). If the limit is not empty, the convergence is smooth away from a discrete set denoted by \( \text{Sing} \subseteq \Sigma_{\infty} \). Moreover, for each connected component \( \Sigma' \) of \( \Sigma_{\infty} \), either

(a) the convergence to \( \Sigma' \) is smooth everywhere with multiplicity 1, or

(b) the convergence is smooth, with some multiplicity greater than one, away from \( \Sigma' \cap \text{Sing} \).

**Proof.** As the entropy \( \lambda(\Sigma) < \infty \), then \( \Sigma \) has quadratic area growth (see, for instance [36, Theorem 9.1].) Then the sequence \( \Sigma_i \) has uniform area bounds on compact subsets of \( \mathbb{R}^3 \). Moreover, as the genus of \( \Sigma \) is finite then the genus of \( \Sigma_i \) is also locally uniformly bounded. Hence, the proof of the theorem is a direct consequence of Theorem 1 in [35]. \( \square \)
Next, we want to prove that if $\Sigma$ is a complete translating graph contained in a slab $S_w$, then $\Sigma$ has finite entropy.

We start by observing that Lemma A.3 allows us to conclude the uniform estimate for the area of a complete connected translating graph inside a cube of length $w$.

**Lemma 3.5.** Let $\Sigma$ be a complete connected translating graph of width $2w$ and $Q$ be a cube in $\mathbb{R}^3$ of side length $w$. Then, there exists a constant $C > 0$ (independent of $Q$ and $\Sigma$) such that

$$\text{Area}(Q \cap \Sigma) \leq C,$$

where $\text{Area}(\cdot)$ indicates the area functional in $\mathbb{R}^3$ endowed with the Euclidean metric.

As application of this result, we are going to prove that complete connected translating graphs have finite entropy. The ideas used in the proof of the next proposition are inspired by [17,37].

**Proposition 3.6.** Let $\Sigma$ be a complete connected translating graph of width $2w$. Then $\Sigma$ has quadratic area growth. In particular, the entropy of $\Sigma$ is finite.

**Proof.** Firstly, we assume that $R \geq w$. Consider $p = (p_1, p_2, p_3) \in \mathbb{R}^3$. Let $n \in \mathbb{N}$ so that

$$(n+1)w > R \geq nw. \quad (3.1)$$

Then

$$B_R(p) \subset \prod_{j=1}^{3} [p_j - (n+1)w, p_j + (n+1)w].$$

since $\Sigma \subseteq S_w$, one obtains:

$$\Sigma \cap B_R(p) \subseteq \Sigma \cap \{[p_1 - w, p_1 + w] \times \prod_{j=2}^{3} [p_j - (n+1)w, p_j + (n+1)w]\}.$$

Let $\tilde{Q} = [p_1 - w, p_1 + w] \times \prod_{j=2}^{3} [p_j - (n+1)w, p_j + (n+1)w]$ and notice that this set is the union of $8(n+1)^2$ cubes of side length $w$. Therefore, Lemma 3.5 implies

$$\text{Area}(\Sigma \cap B_R(p)) \leq 8(n+1)^2 C$$

and hence by (3.1) one gets

$$\frac{\text{Area}(\Sigma \cap B_R(p))}{\pi R^2} \leq \frac{8(n+1)^2}{\pi n^2 w^2} C =: \tilde{C},$$

where $\tilde{C}$ depends only on $w$. Now, if $R < w$, then Lemma 3.5 and the monotonicity formula ensure that

$$C_1 = \sup_{p \in \mathbb{R}^3} \frac{\text{Area}(B_R(p))}{\pi R^2} < +\infty.$$
This completes the proof of the first part. The second part follows from [36][Theorem 9.1]. □

The next result is essentially due to M. Eichmair & J. Metzger [10, Appendix B] and L. Shahriyari [28]. It describes the structure of the domains of complete translating graphs (see also [5]) and guarantees in particular that any complete translating graph is simply connected.

**Lemma 3.7.** Let \( u : \Omega \to \mathbb{R} \) be a complete connected translating graph in the sense of Definition 1.7, not necessarily contained in a slab. Then each connected component of \( \partial \Omega \times_v \mathbb{R} \) is either a tilted grim reaper (thus not a graph in the \( v \)-direction) or a vertical plane containing \( e_3 \). Thus, \( \Omega \) is unbounded and simply connected, and there are at most two parallel lines contained in \( \partial \Omega \).

**Proof.** By [10, Appendix B] we know that the sequence \( \{ \Sigma \pm n v \}_{n \in \mathbb{N}} \) converges smoothly on compact subsets, after passing to a subsequence, to \( \Sigma := \text{Graph}(u, \Omega) \) and \( \Sigma_\pm = \partial \Omega \times_v \mathbb{R} \). Thus each component of the limit translator is a connected ruled translator, which were classified in [25, Corollary 2.1]; they are either tilted grim reapers or vertical planes.

Once we know that every connected component of \( \partial \Omega \) is either an entire line or a complete grim reaper curve, which in particular are unbounded curves, it also follows from basic topological properties of \( \mathbb{R}^2 \) that the connected domain \( \Omega \) is simply connected. □

**Remark 3.8.** We would like to point out that all known examples in Lemma 3.7 are graphs over strips in \( P_v \) or over the entire plane \( P_v \).

We conjecture that the strips and planes are the unique examples of the planar domains which occur, so that also the half-plane is ruled out in Lemma 3.7, as in case \( v = e_3 \) where it was already proven in [34, 32, 14].

As a consequence of Theorem 3.4 and Proposition 3.6, we get the following extra information in the case of graphs.

**Corollary 3.9.** Let \( \Sigma^2 \subseteq \mathbb{R}^3 \) be a complete translating graph in the direction of \( v \in S^2 \) and \( \{ p_k \} \) be a sequence in \( \mathbb{R}^3 \).

Define \( \Sigma_k := \Sigma - p_k \). Then, up to passing to a subsequence, \( \{ \Sigma_k \} \) has a smooth limit on compact subsets of \( \mathbb{R}^3 \); \( \Sigma_\infty = \Sigma_\infty^2 \subseteq \mathbb{R}^3 \), possibly empty. If \( \Sigma_\infty \) is not empty, then each connected component of \( \Sigma_\infty \) is either:

- a translating graph in the direction of \( v \), or
- a grim reaper cylinder tangent to \( v \), or
- a vertical plane (i.e. containing \( e_3 \)).

**Proof.** The convergence statement is a consequence of Theorem 3.4 (taking into account that \( \Sigma_k \) is simply connected, by Lemma 3.7).
On the other hand, if we denote by $N_k$ the Gauss map of $\Sigma_k$, then $f_k = \langle N_k, v \rangle$ is a positive Jacobi function over $\Sigma_k$. If we label $f_\infty = \lim_k f_k$, then $f_\infty \geq 0$ and it is a Jacobi function over $\Sigma_\infty$.

Consider $\Sigma'$ a connected component of $\Sigma_\infty$. Hence, by a local application of the strong maximum principle for the stability operator either $f_\infty |_{\Sigma'} > 0$ everywhere or $f_\infty |_{\Sigma'} \equiv 0$. In the first case, $\Sigma'$ is a graph in the direction of $v$. In the second case, we have that $v$ is tangent to $\Sigma'$ and its Gauss curvature $K \equiv 0$. By Corollary 2.1 in [25] we have that $\Sigma'$ is either a vertical plane, or a grim reaper cylinder (tangent to $v$). This concludes the proof. □

3.1. Chini-type results. In this part we collect some results from [4] which will be used throughout the paper.

A fundamental fact in the proof of several results in this paper will be the following theorem by F. Chini [3, [4, Theorem 10 and Corollary 11]. This theorem provides an important description of the asymptotic behavior of a complete translator of finite width $2w > 0$ when it approaches the boundary planes $\{x = \pm w\}$.

**Theorem 3.10. ([4, Th. 10])** Let $\Sigma^2$ be a properly immersed translator of $\mathbb{R}^3$ such that $\partial(\text{Conv}(\Pi_e(\Sigma))) \neq \emptyset$.

Then for every $q \in \partial(\text{Conv}(\Pi_e(\Sigma)))$ and for every $\rho > 0$ we that

$$\sup_{\Sigma \cap B(q,\rho)} z = +\infty.$$  

**Theorem 3.11. ([4, Cor. 11]).** Let $\Sigma^2 \subseteq \mathbb{R}^3$ be a connected properly immersed translator of width $2w > 0$. Then, for any plane $\pi$ parallel to $e_3$ and not parallel to $e_2$, there exist two distinct sequences $\{p_k^1\}, \{p_k^2\} \subseteq \Sigma \cap \pi$ satisfying the following properties:

a. $\lim_{k \to +\infty} \langle p_k^1, e_3 \rangle = \lim_{k \to +\infty} \langle p_k^2, e_3 \rangle = +\infty$;

b. $\lim_{k \to +\infty} \text{dist}(p_k^1, L_1) = \lim_{k \to +\infty} \text{dist}(p_k^2, L_2) = 0$.

where the lines are $L_1 := \pi \cap \{x = -w\}$ and $L_2 := \pi \cap \{x = w\}$

At this point, we would like to point out an important fact which will be useful later.

**Remark 3.12.** Let $t \in \mathbb{R}$ so that $\{y = t\}$ is transverse to $\Sigma$, which holds for almost every $t$ by an application of Sard’s theorem to the map which projects $\mathbb{R}^3$ to the $y$-axis. Using that $\Sigma$ is proper (see Proposition A.2 in Appendix A), it can be deduced that $\Sigma \cap \{y = t\}$ is a union of proper curves on $\{y = t\} \cap \{-w < x < w\}$, where $2w$ is the width of $\Sigma$.

On the other hand, Chini’s Theorem 3.11 implies that there exist two arcs in $\Sigma \cap \{y = t\}$ (possibly both arcs are part of the same curve) that we call $\gamma_1$ and $\gamma_2$, so that $\gamma_i$ is sequentially asymptotical to the line $L_i := \{y = t\} \cap \{x = (-1)^i w\}$. Thus, if we consider an increasing sequence $\{\tau_n\}$ with $\tau_n \to +\infty$ as in Theorem 3.11, then
the sequence \( \{ \Sigma - \tau_n e_3 \} \) satisfies that any subsequential limit of \( \{ \Sigma - \tau_n e_3 \} \) must contain the planes \( \{ x = -w \} \) and \( \{ x = w \} \).

Using this, we are ready to classify the complete graphs in \( S_w \), \( w \geq 0 \), when \( v \notin S^2 \cap \{ x = 0 \} \).

**Proposition 3.13.** Let \( \Sigma \) be a complete connected translating graph of finite width in the direction of \( v \notin S^2 \cap \{ x = 0 \} \). Then \( \Sigma \) is a plane \( \{ x = x_0 \} \).

**Proof.** We start by noticing that the domain of such a graph cannot contain any curve in the boundary, since this would imply that \( \Sigma \) leaves \( S_w \), while \( \text{width}(\Sigma) = 2w \). In particular, \( \Sigma \) is an entire graph over the plane \( P_v = [v] \perp \).

To complete the proof, we only need to check that \( w = 0 \). Indeed, assume for contradiction that \( w > 0 \). Let us denote by \( \pi \) the plane spanned by \( e_3 \) and \( v \). Hence \( \pi \) is orthogonal to \( P_v \) and transverse to the slab.

By Remark 3.12, we obtain two curves \( \gamma_1 \) and \( \gamma_2 \) in \( \Sigma \cap \pi \) asymptotic to the line \( L_i := \pi \cap \{ x = (-1)^i w \} \) at the “upper” infinity. Clearly, this means that multiple points on \( \Sigma \) project in the direction of \( v \) to the same point on \( P_v \), a contradiction with \( \Sigma \) being a graph in the direction of \( v \). □

3.2. Rado functions. In this subsection, we present some basic facts about the Morse-Rado theory of minimal surfaces in 3-manifolds (see [18]). These facts are essential tools for the rest of the paper.

**Definition 3.14.** A continuous, real-valued function on a 2-manifold \( M \) is called a Radó function provided each point \( p \in M \) has a neighborhood \( U \) such that

1. \( U \cap \{ F = F(p) \} \) consists of a finite collection \( C_1, \ldots, C_v \) of embedded arcs.
2. Each \( C_i \) joins the point \( p \) to a point in \( \partial U \).
3. \( C_i \cap C_j = \{ p \} \) for \( i \neq j \).
4. Each \( C_i \) is in the closure of \( \{ F > F(p) \} \) and in the closure of \( \{ F < F(p) \} \).
5. If \( p \in \partial M \), we also require that each \( C_i \setminus \{ p \} \) is contained in the interior of \( M \).

The number \( v = v(F, p) \) is called the valence of \( p \).

The following result shows Radó functions arise in a natural way in the study of minimal surface theory:

**Theorem 3.15.** Suppose \( M \) is an embedded minimal surface in a smooth Riemannian 3-manifold \( N \). Suppose \( F : N \to \mathbb{R} \) is a continuous function such that

1. The level sets of \( F \) are smooth minimal surfaces.
2. Each level set \( M[t] := F^{-1}(t) \) is in the closure of \( \{ F > t \} \) and of \( \{ F < t \} \).

Suppose also that \( F \) is not constant on any connected component of \( M \). Then the restriction of \( F \) to the interior of \( M \) is a Radó function without any interior local maxima or interior local minima. The interior saddles of multiplicity \( n \) are the points where \( M \) makes contact of order \( n \) with the level set \( \{ F = F(p) \} \).

The main result in [18] is the following:
Theorem 3.16 (Hoffman, Martín, White [18]). Suppose that $M$ is a compact minimal surface with boundary in a Riemannian manifold $N$. Suppose that $F : N \to \mathbb{R}$ is a continuous function such that

1. if $\dim N = 3$, the level sets of $F$ are minimal surfaces, and
2. if $\dim N > 3$, the level sets of $F$ are totally geodesic.
3. for each $t$, $\{F = t\}$ is in the closure of $\{F > t\}$ and of $\{F < t\}$.

Suppose also that $F$ is nonconstant on each connected component of $M$, and that the set $Q$ of local minima of $F|_{\partial M}$ is finite. Then the number $N(F|_M)$ of interior critical points of $F|_M$ (counting multiplicity) and the number $s^0(F)$ of boundary saddle points of $F|_M$ (counting multiplicity) satisfy

$$N(F|_M) + s^0(F) = |Q| - \chi(M),$$

where $\chi(M)$ is the Euler characteristic of $M$ and where $|Q|$ is the number of elements in the set $Q$.

In Theorem 3.16 “interior critical point of $F|_M$” means “interior point $p$ of tangency of $M$ and the level set $\{F = F(p)\}$”, and the multiplicity of such a critical point is the order of contact of $M$ and $\{F = F(p)\}$. Boundary saddle points and their multiplicities are defined in [18, Definition 23].

It would be natural in Theorem 3.16 to assume that $F$ is $C^1$ (or even smooth) with nowhere vanishing gradient. However, that assumption would be undesirable for the following reason. Consider a minimal foliation $\mathcal{F}$ of a Riemannian 3-manifold. Of course the leaves are smooth. At least locally, the foliation can be given as the level sets of a function $F$. However, for some minimal foliations, there is no such function that is $C^1$ with nowhere vanishing gradient. (Consider, for example, the minimal foliation of $\{(x, y, z) : x > 0\}$ consisting of the halfplanes $z = sx$ with $s \geq 0$ and the halfplanes $z = s$ with $s < 0$. If $F$ is a $C^1$ function whose level sets are the leaves, then the gradient $DF(x, 0) \equiv 0$.)

In Sections 10 and 11 we will show how powerful this kind of results are: using just continuous functions.

Theorem 3.16 provides an exact formula for $N(F|_M)$. In many situations, a good upper bound for $N(F|_M)$ suffices. Simply dropping the term $s^0(F)$ in Theorem 3.16 gives the bound

$$N(F|_M) \leq |Q| - \chi(M),$$

which is often adequate. But one can get a better upper bound as follows. Let $A$ be the set of local maxima and local minima of $F|_{\partial M}$ that are not local maxima or local minima of $F|_M$. Then $s^0(F) \geq |A|$ (where $|A|$ is the number of elements of $A$), so from Theorem 3.16 one can deduce

Corollary 3.17 (Hoffman, Martín, White [18]). Under the hypotheses of Theorem 3.16,

$$N(F|_M) \leq |Q| - \chi(M) - |A|.$$
See Theorem 26 in [18], where the authors also specify when equality holds in Corollary 3.17.

Remark 3.18. One sometimes encounters $F$ and $M$ that satisfy all but one of the hypotheses of Theorem 3.16, namely the hypothesis that the set of local minima of $F|_{\partial M}$ is finite. In particular, that hypothesis will fail if $F$ is constant on one or more arcs of $\partial M$. One can handle such examples as follows. Suppose $F$ is not constant on any connected component of $\partial M$ (like in Lemma 11.1). Let $\tilde{M}$ be obtained from $M$ by identifying each arc of $\partial M$ on which $F$ is constant to a point. Let $\tilde{F}$ be the function on $\tilde{M}$ corresponding to $F$ on $M$. If $\tilde{F}|_{\partial \tilde{M}}$ has a finite set $\tilde{Q}$ of local minima, then

$$N(F|_M) = N(\tilde{F}|_{\tilde{M}}) = |\tilde{Q}| - \chi(M) - s^{\partial}(\tilde{F}) \leq |\tilde{Q}| - \chi(M) - |\tilde{A}|,$$

where $\tilde{A}$ is the set of local minima and local maxima of $\tilde{F}|_{\partial \tilde{M}}$ that are not local minima or local maxima of $\tilde{F}|_{\tilde{M}}$. These facts are direct consequences of Theorems 24, 26, and 48 in [18].

There is also a version of Theorem 3.16 for noncompact $M$:

Theorem 3.19 (Hoffman, Martín, White [18]). Let $-\infty \leq a < b \leq \infty$. In Theorem 3.16, suppose the hypothesis that $M$ is compact is replaced by the hypotheses that $F : M \to (a,b)$ is proper, that $d_1(M) := \dim H_1(M; \mathbb{Z}_2)$ is finite, and that the limit

$$\beta := \lim_{t \to a, t > a} |(\partial M) \cap F^{-1}(t)|$$

exists and is finite. Then

$$N(F|_M) + s^{\partial}(F) = \frac{1}{2}\beta + |Q| - \chi(M),$$

and therefore

$$N(F|_M) \leq \frac{1}{2}\beta + |Q| - \chi(M) - |A|.$$  

Remark 3.20. Another useful fact about $N(F|_M)$ is that it depends lower semicontinuously on $F$ and on $M$ (even without assuming properness); see Theorem 40 in [18].

A simple application of these results is the following proposition.

Proposition 3.21. Let $\Sigma$ be a complete, embedded translating soliton which is contained in a slab:

$$\{ q \in \mathbb{R}^3 : a < \langle q, \xi \rangle < b \}, \quad \xi \in \mathbb{R}^3, \quad \|\xi\| = 1,$$

where $-\infty < a < b < \infty$. Then the slab normal is horizontal: $\xi \perp e_3$. 
Proof. Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be the function whose vertical graph gives the bowl soliton, \( B \), with \( f(0, 0) = 0 \). Consider the function \( \tilde{F} : \mathbb{R}^3 \to \mathbb{R} \)

\[
\tilde{F}(x, y, z) = z - f(x, y),
\]
and define \( F := \tilde{F}|_\Sigma \). Theorem 3.15 says that \( F \) is a Radó function (see Definition 3.14.) If we assume that the slab normal \( \xi \), is not perpendicular to \( e_3 \), then there are \( C_1, C_2 > 0 \) such that:

\[
\forall (x, y, z) \in \Sigma : |z| \leq C_1 \|(x, y)\| + C_2
\]

This gives \( \lim_{\|p\| \to \infty} F(p) = -\infty \), seeing as (by [1], [7] or [26])

\[
f(x, y) = \frac{1}{4} \|(x, y)\|^2 - \log(\|(x, y)\|) + O(\|(x, y)\|^{-1}).
\]

Therefore, \( F \) has a global maximum at some \( p_0 = (x_0, y_0, z_0) \in \Sigma \). But this is impossible, since Theorem 3.15 implies that a Radó function has no local maxima or minima unless it is constant. This contradiction proves the proposition. \( \square \)

4. THE WINGS OF TRANSLATING SOLITONS

In this section, we are going to define what we mean by wings of a complete, embedded translating soliton of width \( 2w > 0 \), finite genus and finite entropy (see Section 2.2 for the notation).

Proposition 4.1. Let \( \Sigma \) be a complete, connected embedded translating soliton of finite width, finite genus and finite entropy. Let \( \{\lambda_n\} \) and \( \{\sigma_n\} \) be sequences of real numbers. Consider the sequence \( \{\Sigma_n = \Sigma - \lambda_n e_2 - \sigma_n e_3\} \). If \( \Sigma_n \to \Sigma_\infty \), then the number of connected components of \( \Sigma_\infty \) is finite. Moreover, if \( \Sigma \) is a graph, then the multiplicity of convergence on each connected component of \( \Sigma_\infty \) is one.

Proof. The first part is a consequence of the finiteness of the entropy since the entropy is lower semicontinuous.

Hence, what remains to be proven is multiplicity one of the convergence in the graphical case. For this, we fix \( p \in \Sigma_\infty \) and \( r > 0 \) small enough so that the open ball \( B_r(p) \) in \( \mathbb{R}^3 \) only intersects one connected component of \( \Sigma_\infty \), which we denote \( \Sigma' \), and so that \( \partial B_r(p) \) is transverse to \( \Sigma' \). Let \( m \) be the multiplicity of \( \Sigma' \). We have

\[
\lim_{n \to +\infty} \mathcal{H}_g^2(\Sigma_n \cap B_r(p)) = m \mathcal{H}_g^2(B_r(p) \cap \Sigma_\infty).
\]

Recall that \( \Sigma = \text{Graph}_{(v_\theta, \Omega_\theta)}[u_\theta] \), where \( u_\theta : \Omega_\theta \to \mathbb{R} \) is a smooth function. In particular, for all \( n \) we have \( \Sigma_n = \text{Graph}_{(v_n, \Omega_n)}[u_n] \), where \( u_n : \Omega_n \to \mathbb{R} \) is a smooth function. We remark that there is \( n_0 \) large enough satisfying that \( \partial B_r(p) \) is transverse to \( \Sigma_n \), when \( n \geq n_0 \). Using again that the multiplicity is \( m \), we also may suppose that \( \Sigma_n \cap B_r(p) \) has \( m \) disjoint connected components, if \( n \geq n_0 \). Choose two
disjoint connected components and called they by $C^1_n$ and $C^2_n$, clearly $\partial C^i_n \subset \partial B_r(p)$.
If $m \geq 2$, then it may also be assumed that
\[ \mathcal{H}_g^2(C^1_n) + \mathcal{H}_g^2(C^2_n) \geq \frac{3}{2} \mathcal{H}_g^2(B_r(p) \cap \Sigma_\infty). \]
\[ \mathcal{H}_g^2(\hat{C}_n) \leq \frac{1}{2} \mathcal{H}_g^2(B_r(p) \cap \Sigma_\infty), \]
and
\[ \text{dist}_H(\partial C^1_n, \partial C^2_n) < \pi \]
when $n \geq n_0$, where $\hat{C}_n$ is the annulus on $\partial B_r(p)$ with boundary $\partial C^1_n \cup \partial C^2_n$ and $\text{dist}_H(\cdot, \cdot)$ indicates the Hausdorff distance in $\mathbb{R}^3$ with respect to the Euclidean metric.

For all $n \geq n_0$ let $\mathcal{C}_n$ be the $g$–area minimizing surface in $\mathbb{R}^3$ with boundary $\partial C^1_n \cup \partial C^2_n$. The existence of such a surface is ensured by Theorem [A.1]. Note also that the proof of Proposition [A.2] implies that $C_n$ is connected and lies in $\Omega_n \times_{v_n} \mathbb{R}$.

Now, since
\[ \mathcal{H}_g^2(C_n) \leq \mathcal{H}_g^2(\hat{C}_n) < \mathcal{H}_g^2(\Sigma_n \cap B_r(p)), \]
when $n \geq n_0$ which leads to a contradiction with Lemma [3.3]. Therefore, we must have $m = 1$, which completes the proof. \[ \Box \]

We are now ready to prove one of the main results of this paper, which shows that there is a well-defined notion of “the number of wings” for translating solitons of finite width, finite genus and finite entropy. This notion of wing will be fundamental to our further analysis. Before stating the theorem, we record a lemma which is needed for its proof.

**Lemma 4.2.** Let $W$ be a connected, embedded translator with (possibly non-compact) boundary contained in $S_w \cap \{y \geq t\}$, for some $t > 0$ and so that $\partial W \subset \pi_y(t)$. If
\[ \sup\{y : (x, y, z) \in W\} < \infty, \]
then $W$ is a piece of the plane $\pi_y(t)$.

*Proof.* The proof of this lemma is a slight modification of the arguments in the proof the bi-halfspace theorem (wedge theorem) due to Chini and Møller (see Theorem 1 in [5]). \[ \Box \]

The following is our main result concerning the wings of translating solitons in slabs. For the statement, recall our notation from p. 8.

**Theorem 4.3.** Let $\Sigma$ be a complete, connected embedded translating soliton of finite width, finite genus and finite entropy. There exist positive integers $\omega^\pm(\Sigma)$, and a $t_0 > 0$ such that if $t \geq t_0$, then the number of connected components of $\Sigma^+(t)$ (respectively $\Sigma^-(t)$) equals $\omega^+(\Sigma)$ (respectively $\omega^-(\Sigma)$).
Proof. First, let us prove that $\omega^+(\Sigma)$ is well-defined. The proof for $\omega^-(\Sigma)$ is similar. Let us define the non-negative integers

$$\mu(t) := \text{number of connected components of } \Sigma^+(t).$$

Claim 4.4. The function $\mu(t)$ is bounded.

Assume that this were not the case. Then it would be possible to find a sequence $t_n \nearrow +\infty$ so that $\Sigma^+(t_n)$ has more than $n$ connected components. Notice that (by the maximum principle) none of these connected components can be bounded from above. Let $C_j(t_n)$ be these components, for $j = 1, \ldots, k(n)$, and define

$$\beta_j(t_n) := \inf \{ z : z \in C_j(t_n) \} \in [-\infty, +\infty).$$

Finally, take

$$\alpha_n = \max \{ n, \beta_j(t_n), j = 1, \ldots, k(n) \}.$$

Then, the subsequential limit

$$\Sigma_\infty := \lim_{m} (\Sigma - t_n e_2 - \alpha_n e_3),$$

exists (Theorem 3.4), is not empty and has infinitely many connected components, contradicting Proposition 4.1.

Claim 4.5. The function $\mu(t)$ is a non-decreasing function.

Again, we proceed by contradiction. Assume that we have $t < t'$ but $\mu(t) > \mu(t')$. This means that either:

(a) there are two components $W_1 \neq W_2$ in $\Sigma^+(t)$ that form parts of the same component $W$ of $\Sigma^+(t')$, or

(b) there exists a connected component $W$ in $\Sigma^+(t)$ whose intersection with $\Sigma^+(t')$ is empty.

Statement (a) is impossible because $\Sigma^+(t') \subset \Sigma^+(t)$. On the other hand, the statement (b) would imply (using Lemma 4.2) that $W$ would be planar. So, the plane $\pi_y(t)$ would be contained in $\Sigma$, which is absurd. This contradiction proves Claim 4.5.

Taking into account Claims 4.4 and 4.5, there must be a $t_0 > 0$ such that the function $\mu(t)$ is constant for $t > t_0$. Then $\omega^+(\Sigma) := \mu(t) \ (t \geq t_0)$ is well-defined.

Finally, if $\omega^-(\Sigma) = 0$, this would imply that $\Sigma$ were contained in a region of the form $(-w, w) \times (a, \infty) \times \mathbb{R}$. But this is impossible due to Theorem 1 in [5]. Thus we always have that $\omega^-(\Sigma) \geq 1$ and similarly $\omega^+(\Sigma) \geq 1$. □

Definition 4.6 (Wings of a translating soliton). Let $\Sigma$ be a complete, connected translating soliton contained in a slab $\{-w \leq x \leq w\}$ of finite genus and finite entropy, and let $t_0 > 0$ be a real number as in Theorem 4.3. Then, by a wing of $\Sigma$ we mean any connected component of $\Sigma \setminus \{|y| \leq t\}$, where $t > t_0$. 
Definition 4.7. The number $\omega^+(\Sigma)$ (respectively $\omega^- (\Sigma)$) from Theorem 4.3 is called the number of right (respectively, left) wings of $\Sigma$. The number $\omega (\Sigma) = \omega^+ (\Sigma) + \omega^- (\Sigma)$ is called the total number of wings of $\Sigma$.

Before stating the next result, we need the following lemmas.

Lemma 4.8. Let $\Sigma$ be as before. Then, the number of ends of $\Sigma$ is bounded from above by $\omega (\Sigma)$.

Proof. As $\Sigma$ has finite genus, then $\Sigma$ is homeomorphic to a compact surface, denoted by $\overline{\Sigma}$, minus a possibly infinity set. Let $\{E_1, E_2, \ldots, E_n\}$ be any finite sequence of ends of $\Sigma$. Adopt on $\overline{\Sigma}$ any Riemannian metric and define $4d = \min \{\text{dist}_\Sigma (E_i, E_j) : i \neq j\}$. With these choices, let $\{D_d(E_i)\}$ be a family of disjoint geodesic disks on $\overline{\Sigma}$, and thus, $\{D_d(E_i) \setminus \{E_i\}\}$ is a disjoint family of open set on $\Sigma$, here and for the remaining of the proof we will see each $D_d(E_i) \setminus \{E_i\}$ as a subset of $\Sigma$ rather than $\overline{\Sigma}$.

Now, Theorem 1 in [5] says that each $D_d(E_i) \setminus \{E_i\}$ cannot belong to $\{|y| < R\}$, for all $R > 0$. Moreover, we can find $R_1$ large enough so that $\partial D_d(E_i) \setminus \{E_i\} \subseteq \{|y| \leq R_1\}$. Consequently, if $t > R_1$, then $\Sigma^\pm (\pm t)$ possesses $n$ disjoint connected components, but then Theorem 4.3 implies that $n \leq \omega (\Sigma)$. This finishes the proof. 

Lemma 4.9. Consider $t_0 > 0$ given by Theorem 4.3. There is $t_1 \geq t_0$ so that:

(1) $\Sigma \cap \{|y| \geq t_1\}$ is a disjoint union of simply connected regions of $\Sigma$, and
(2) if $t > t_1$ then $\Sigma^- (t)$ and $\Sigma^+ (-t)$ are connected, and
(3) if $t > t_1$ then $\Sigma^- (t)$ and $\Sigma^+ (-t)$ are homeomorphic to $\Sigma$.

Proof. Firstly, we are going to prove statement (1). As $\Sigma$ has finite topology, by Lemma 4.8 then $\Sigma$ is homeomorphic to a compact surface $\overline{\Sigma}$ minus a finite set of points $\{E_1, \ldots, E_k\}$. If $t > t_0$ is large enough, then

$$M_t := \Sigma \cap \{|y| \geq t\}$$

is contained in $D_1 \cup \cdots \cup D_k$, where $D_i$ is a topological disk in $\overline{\Sigma}$ centered at the end $E_i$, $i = 1, \ldots, k$.

Label $D_i(t) := M_t \cap D_i$. We have two possibilities

(a) $E_i \in \text{Int}(D_i(t))$, i.e. $\partial D_i(t)$ is compact in $\Sigma \subset \mathbb{R}^3$,
(b) $E_i \in \partial(D_i(t))$, i.e. $\partial D_i(t)$ is not compact in $\Sigma \subset \mathbb{R}^3$.

Notice that $D_i(t') \subset D_i(t)$, for $t' > t$. Thus, if (b) happens for some $t$, then it happens for all $t' > t$. Notice also that in Case (b) $D_i(t)$ is simply connected.

Hence, it suffices to prove that (a) cannot happen for all $t > t_0$. Assume that this were the case, then we could take $t' > t$ such that $t' - t > \pi$. Then $D_i(t) \setminus D_i(t')$ would be a compact translator in $\mathbb{R}^3$ whose boundary curves are contained in $\pi_y(y)$ and $\pi_y(t')$. At this point we consider

$$\Psi : \{t < y < t'\} \longrightarrow \mathbb{R}$$
$\Psi(x, y, z) = z + \log(\sin(y - t))$.

$\Psi|_{D_i(t) \setminus D_i(t')}$ is a Radó function and it has a local minimum in the interior of $D_i(t) \setminus D_i(t')$, which is absurd (we use again Proposition 2.3 in [18]). This contradiction proves that (a) cannot happen for all $t > t_0$. So, Statement (1) has been proved.

In order to prove (2), we proceed by contradiction. Assume it is false, then there would be an increasing sequence $\{t_n\}$ so that, for instance, $\Sigma^-(t_n)$ is disconnected for all $n$. We start with $\Sigma^-(t_1)$, let $A_1$ and $B_1$ be two disjoint connected components of it. Namely, the existence of these subsets ensures that $\omega^-(\Sigma) \geq 2$.

On the other hand, as $\Sigma$ is connected, there is $t_{n_1} > 1$, so that $A_1$ and $B_1$ are contained in the same connected component of $\Sigma^-(t_{n_1})$. Let us call such a connected component $A_{n_1}$, and let $B_{n_1}$ be a distinct connected component of $\Sigma^-(t_{n_1})$. So $\omega^-(\Sigma) \geq 3$.

Repeating the argument inductively, we would conclude that $\omega^-(\Sigma) \geq k$ for all $k \in \mathbb{N}$, which is contrary to Theorem [4.3]

Finally, in order to prove (3), notice that from (1) and (2) we have that $\Sigma^-(t)$ is homeomorphic to $\bar{\Sigma}$ minus a finite number of topological disks which contained one end $E_i$ (for some $i$) at the boundary. Hence, $\Sigma^-(t)$ has the same topology as $\Sigma = \Sigma \setminus \{E_1, \ldots, E_k\}$.

Next, we show that there exists a relation between the number $\omega^\pm(\Sigma)$ and the number of connected components of $\partial\Sigma^\pm(t)$ whenever $t > t_1$.

**Proposition 4.10.** If $t > t_1$, then the number of connected components of every slice $\partial\Sigma^\pm(\pm t) = \Sigma \cap \pi_y(\pm t)$ is exactly equal to $\omega^\pm(\Sigma)$.

**Proof.** Let $W$ be any connected component of $\Sigma^+(t)$, with $t > t_1$. Assume for contradiction that the number of connected components of $\partial W$ is at least 2. Let $\gamma_1$ and $\gamma_2$ be two disjoint connected components of $\partial W$ and fix two points $p_i \in \gamma_i$. Since $W$ is connected, there must exist a path $\sigma_W$ on $W$ connecting $p_1$ and $p_2$. On the other hand, as $\Sigma^-(t)$ is connected, there is a path $\sigma$ on $\Sigma^-(t)$ connecting $p_1$ and $p_2$. However, the loop $\sigma_W \ast \sigma^{-1}$, which we get from concatenation, is not homotopically equivalent to a curve in $\Sigma^-(t)$ ((3) in Lemma [4.9]). This would imply that $p_1$ and $p_2$ could be joined by a continuous arc contained in $\Sigma \cap \pi_y(t)$, which is absurd. This contradiction proves the proposition. □

**Corollary 4.11.** If $W$ is any connected component of $\Sigma^\pm(\pm t)$, with $t > t_1$, then $W \cap \pi_y(\pm t)$ is a smooth, connected proper curve. In particular, if $t > t_1$ then $\pi_y(-t)$ and $\pi_y(t)$ are transverse to $\Sigma$.

**Proof.** Proposition [4.10] implies that $\partial W$ is connected.

If we consider the function $f_{e_2}: \Sigma \to \mathbb{R}$

$$f_{e_2}(x) := \langle x, e_2 \rangle,$$
then Theorem 2.2 in [18] says that \( f_{e_2} \) is a Radó type function. Hence, if the set \( \partial W \subseteq \{ f_{e_2} = t \} \) contains a non-smooth curve it is because \( \partial W \) contains a ramification point of \( f_{e_2} \) where, in suitable polar coordinates for \( M \) at \( p \), \( f_{e_2} \) has the form:

\[
f_{e_2}(p) + cr^n \sin n\theta + o(r^n),
\]

for some integer \( n \geq 2 \) and \( c \neq 0 \) (see Definition 3.14).

So, for \( t' > t \) and very close to \( t \), since \( \{ f_{e_2} = t' \} \) never contains compact components (by Theorem 2 in [5] or Corollary 2.4 in [18]), the set \( \{ f_{e_2} = t' \} \cap W \) is a curve with \( n \) different components. This contradicts the connectedness of \( \partial (W \cap \Sigma^+(t')) \). \( \square \)

Later we will also need the case of vertical slicing non-perpendicularly to the slab, which we record in the following corollary.

**Corollary 4.12.** Suppose \( t > t_1 \), and \( P \) is any vertical plane transversal to the slab \( S_w \) such that \( P \cap S_w \subseteq \{ \pm y > t_1 \} \). Then the number of connected components of \( P \cap \Sigma \) equals \( \omega^+(\Sigma) \).

**Proof.** If \( P \) is parallel to \( \pi_y(t_1) \), then we have nothing to prove (Proposition 4.10). So we are going to assume that \( P \) is not parallel to \( \pi_y(t_1) \).

We consider the case \( y > t_1 \). The proof of the case \( y < -t_1 \) is symmetric. We have that

\[
P \cap \partial S_w = \{ x = w, y = t_0 \} \cup \{ x = -w, y = t_2 \},
\]

with \( t_1 \leq t_0, t_2 \). As we are assuming that \( P \) is not perpendicular to \( e_2 \), then \( t_0 \neq t_2 \).

W.l.o.g. we can assume that \( t_0 < t_2 \) (the other case is similar.)

Consider \( S_P \) the connected component of \( S_w \setminus P \) which contains \( \Sigma^+(t_2) \) and define

\[
W_P := \Sigma \cap S_P
\]

Namely note that if \( T \) denotes the closed triangular cylinder in \( S_w \) between \( P \) and \( \pi_y(t_2) \), then

\[
W_P = \Sigma^+(t_2) \cup (T \cap \Sigma)
\]

with \( \Sigma^+(t_2) \cap (T \cap \Sigma) \neq \emptyset \), and we find that \( T \cap \Sigma \) has the same number of connected components as \( \Sigma^+(t_2) \). Actually, each connected component of \( W_P \) is contained in the corresponding connected component of \( \Sigma^+(t_2) \): If not, \( T \cap \Sigma \) would contain a connected component which does not intersect \( \pi_y(t_2) \), seeing as \( \pi_y(t_2) \cap \Sigma \) and \( \pi_y(t_0) \cap \Sigma \) have the same number of connected components by Proposition 4.10. But such a component thus has boundary contained in \( P \), which is forbidden by Lemma 4.2 unless \( \Sigma = P \), which is absurd.

Finally, knowing now that \( W_P \) is connected, we can repeat the proof of Proposition 4.10 using that \( \Sigma \) has finite topology, to conclude that the number of connected components of \( W_P \) agrees with \( \omega^+(\Sigma) \). \( \square \)
5. Structure of the set \( N(\{H = 0\}) \)

In this section, we will study some finer properties of the zero level set of the mean curvature function on translators and the images of this set under the Gauss map. This will be crucial in order to conclude certain mean convexity results for (limits) of sequences of complete translators, and in turn allow us to make use of known classification results for such solitons.

For this purpose, we will from now on label
\[
H = \{ p \in \Sigma : H(p) = 0 \} = N^{-1}(E),
\]
where we use the following notation for the equator in the unit sphere (i.e. the codomain of the Gauss map):
\[
E = \{ \nu \in S^2 : \langle \nu, e_3 \rangle = 0 \}.
\]

When a translator \( \Sigma \) is not a vertical plane, then the set \( H \) is the union of a locally finite collection of regular \( C^2 \)-curves for which the singular points, defined as the intersections of the curves, are isolated (see Remark 18 in [4]). Note in particular that \( H \) cannot contain isolated points.

Contained within the proof of Proposition 20 in [4] is the following lemma, guaranteeing in particular the absence of closed loops in \( H \) in the simply connected case, which by Lemma 3.7 includes the case of graphs.

**Lemma 5.1.** Let \( \Sigma^2 \subseteq \mathbb{R}^3 \) be a complete embedded translator. Then there is an injection of fundamental groups,
\[
\pi_1(H) \hookrightarrow \pi_1(\Sigma).
\]
In particular, the zero sets of the mean curvature on complete simply connected translating solitons cannot have connected components which are compact.

**Lemma 5.2.** Let \( \Sigma \) be a nonplanar connected properly embedded translator. Then \( N(H) \) is open subset of the equator \( E \).

**Proof.** If the Gauss map is a diffeomorphism near \( p_0 \), this means that \( p \) is not one of the singular points in \( H \), and by the inverse function theorem applied to the Weingarten map \( dN_{p_0} \), this is equivalent to \( k_1(p_0) = -k_2(p_0) \neq 0 \). In this case, it is clear that open arcs in \( H \) are mapped to open arcs in \( N(H) \).

In the case when \( dN_{p_0} \) is not an isomorphism, we have \( k_1(p_0) = 0 = k_2(p_0) \). Letting \( v_0 := N(p_0) \) and making use of the Radó function \( f_{v_0}(p) := \langle v_0, p \rangle \) (see again Theorem 2.2 in [18]), for small enough \( \varepsilon > 0 \) the surface \( \Sigma \cap B(p_0, \varepsilon) \) can be written as a graph over the plane \( T_{p_0} \Sigma = \{ \langle v_0, p \rangle = 0 \} \) of the following form (in suitably rotated polar coordinates on \( T_{p_0} \Sigma \)):
\[
f_{v_0}(r, \theta) = c_0 + c_n r^n \sin(n\theta) + o(r^n), \quad c_n \neq 0,
\]
where \( n \geq 2 \) (since \( k_1(p_0) = 0 = k_2(p_0) \)). In this approximation, the \( n-1 \) crossing curves in \( H \) correspond to the straight lines through the origin at angles \( \theta = \frac{\pi}{2n} + \frac{k n}{n-1} \). 

Then, a straightforward computation using (5.3) gives that $N(\mathcal{H} \cap B(p_0, \varepsilon))$ contains an open arc in $E$ and that $N(p_0)$ is an interior point of this arc.

In fact, when $n$ is odd, each line $\theta = \frac{\pi}{2n} + \frac{k\pi}{n-1}$ is mapped onto an arc in $E$ of the form $\{w \in E : \langle Jv_0, w \rangle \in (-\delta, \delta)\}$, for some $\delta > 0$ sufficiently small, where $J$ represents the counter-clockwise 90° rotation in the $(x, y)$–plane. When $n$ is even, each line $\theta = \frac{\pi}{2n} + \frac{k\pi}{n-1}$ is mapped onto an arc in $E$ of the form:

- $\{w \in E : \langle Jv_0, w \rangle \in [0, \delta)\}$, when $k$ is even, and
- $\{w \in E : \langle Jv_0, w \rangle \in (-\delta, 0)\}$, when $k$ is odd.

In both cases, we conclude that $N(p_0)$ is contained in the interior of an arc in $N(\mathcal{H})$.

Note that this property is stable under perturbation, so that the approximation in (5.3) is sufficient. □

**Lemma 5.3.** Let $\Sigma$ be a connected complete embedded translating soliton of width $2w > 0$, finite genus and finite entropy. Then $N(\mathcal{H})$ is an open subset of $E$ whose boundary points (if any) lie in $\{-e_1, e_1\}$. In particular, if $N(\mathcal{H}) \cap \{-e_2, e_2\} = \emptyset$, then $\mathcal{H} = \emptyset$.

**Proof.** If $\partial N(\mathcal{H}) \neq \emptyset$, then let $e \in E$ be a boundary point of $N(\mathcal{H})$. If there were a point $p \in \Sigma$ so that $N(p) = e$, then by Lemma 5.2 there would be a small arc in $N(\mathcal{H})$ containing $e$, which is absurd.

Thus, we know that there must be a divergent sequence $\{p_n\}$ in $\Sigma$, so that $N(p_n) \to e$. Take the sequence $\Sigma_n := \Sigma - p_n$.

By Theorem 3.4, we know that (up to taking a subsequence) $\Sigma_n$ has a limit, which we call $\Sigma_\infty$. Let $\Sigma_0$ be the connected component of $\Sigma_\infty$ containing the origin. From Lemma 5.2 we have that if $\Sigma_0$ is not planar, then $N(\Sigma_0)$ is an open subset of $E$ containing $e$. But, as the sequence $\Sigma_n := \Sigma - p_n$ consists of translates of $\Sigma$, this would imply that $e$ would not be a boundary point of $N(\Sigma)$, which is absurd. Hence, $\Sigma_0$ is a plane perpendicular to $e$. As $\Sigma_0$ is contained in a slab parallel to $\{x = 0\}$, then as claimed: $e = \pm e_1$.

The final conclusion of the lemma now follows from the possibilities for $N(\mathcal{H})$, being either one or both of the half-equators in $E \setminus \{-e_1, e_1\}$ or empty. □

**Lemma 5.4.** Let $\Sigma$ be a complete embedded translating soliton of width $2w > 0$, finite genus and finite entropy. Then for all $\nu \in E \setminus \{-e_1, e_1\}$:

$$\#(N^{-1}(\{\nu\})) < \infty.$$  

**Proof.** Fix $\nu \in E \setminus \{-e_1, e_1\}$. We consider the Radó function

$$f_\nu(p) := \langle p, \nu \rangle, \quad \text{on } \Sigma,$$

whose critical points are precisely the points of $\Sigma$ where the tangent plane is perpendicular to $\nu$.  

(5.4)
As we already reason in the proof of Corollary 4.11, each time that \( \{ f_\nu = t \} \)
contains a critical point of \( f_\nu \), the number of connected components of \( \{ f_\nu = t' \} \)
increases, for \( t' > t \), when \( t > t_1 \), with \( t_1 \) as in Lemma 4.9. Hence, the number of critical points (counting its multiplicity) of \( f_\nu \) is finite, because the number of connected components of \( \{ f_\nu = t \} \) is a fixed number for all \( |t| > t_1 \) by Corollary 4.12.

\[ \square \]

6. Weak asymptotic behaviour

The next step will consist of proving that in the “upper” and “lower” infinities, complete embedded translating solitons in slabs of finite genus and finite entropy look like a finite union of planes. Unfortunately, we can only prove a kind of weak asymptotic behaviour, as this limit is just subsequential.

**Proposition 6.1.** Let \( \Sigma \) be a complete, embedded translating soliton of width \( 2w > 0 \), finite genus and finite entropy. Let \( \{ \tau_n \} \) be a sequence so that \( \tau_n \nearrow +\infty \). Then, after passing to a subsequence, we have

\[ \Sigma \pm \tau_ne_3 \to \Sigma_{\pm\infty}, \]

where \( \Sigma_{\pm\infty} \) is a finite union of parallel planes in \( S_w \).

**Proof.** The limit translator exists by Theorem 3.4. Consider \( \Sigma' \) a non-planar connected component of \( \Sigma_{\pm\infty} \), i.e. of finite width. Applying Lemma 5.4 to \( \Sigma \), in the limit the image of the Gauss map

\[ \pm e_2 \notin N(\Sigma'). \]

Then, by Lemma 5.3 since \( \Sigma' \) is not a plane, we have that \( N(\Sigma') \cap E = \emptyset \). Thus \( \Sigma' \) is a complete self-translating graph over the \((x,y)\)-plane. The next claim will however prove that this cannot happen.

**Claim 6.2.** \( \Sigma' \) cannot be a graph over the \((x,y)\)-plane.

To prove this claim, we proceed by contradiction. By the classification of complete vertical graphs in Theorem 2.1 from [14], and since \( \Sigma' \) has finite width, we know that \( \Sigma' \) is either a tilted grim reaper or a \( \Delta \)-wing.

Assume first that \( \Sigma' \) were a \( \Delta \)-wing, whose apex, for some \( t \), lay in the plane \( \pi_y(t) \). Consider the grim reaper given by the graph of the function

\[ f : \mathbb{R} \times (t - \pi/2, t + \pi/2) \to \mathbb{R}, \]

\[ f(x,y) = -\log \cos(y - t), \]

and let

\[ F(x,y,z) = z - f(x,y). \]

Label \( M := \Sigma(t - \pi/2, t + \pi/2) \), (see p. [8] for notation.) We consider a sequence \( z_n \nearrow +\infty \) so that, if we define

\[ M_n = M \cap \{|z| < z_n\}, \]
then $F|_{\partial M_n}$ has no critical points. Hence, by Theorem 3.19, we have that there exists a constant $C > 0$, independent of $z_n$, such that the number of critical points of $F|_{M_n}$ satisfies

$$\mathcal{N}(F|_{M_n}) < C.$$ 

As $M_n$ is an exhaustion of $M$, then, taking Remark 3.20 into account, we have

$$\mathcal{N}(F|_M) \leq \liminf_n \mathcal{N}(F|_{M_n}) \leq C. \quad (6.2)$$

In particular, there are at most finitely many points in $\Sigma \cap \pi_y(t)$ at which the Gauss map is vertical. When we take limits of a sequence of the form $\Sigma_n = \Sigma - \tau_n e_3$, where each $\Sigma_n$ has the same Gauss image, this implies that at no points in $\Sigma' \cap \pi_y(t)$ can the Gauss map be vertical. But this contradicts the assumption that $\Sigma'$ is a $\Delta$-wing with vertical Gauss map at some point in the plane $\pi_y(t)$. So this case does not happen.

Assume now that $\Sigma'$ is a tilted grim reaper whose normal vector along its line of symmetry equals some fixed vector $w_0 \in \mathbb{S}^2$. Consider the function $f$ given by (6.1), for $t = 0$ this time, and define $M$ as before. We know that there is $y_0 \in (-\pi/2, \pi/2)$ such that the normal of $\text{Graph}[f]$ at $y = y_0$ is $w_0$. Reasoning as in the case of the $\Delta$-wing, we can conclude that there are at most finitely many points in $\Sigma \cap \pi_y(y_0)$ at which the Gauss map is $\pm w_0$. Taking limits we again conclude that there were in fact no points in $\Sigma' \cap \pi_y(y_0)$ whose Gauss map equals $w_0$, which is absurd. This proves that also the tilted reaper case cannot happen, proving the claim and hence the proposition.

7. Properties of the wings

Let $\Sigma$ be a complete, embedded translating soliton of width $2w > 0$, finite genus and finite entropy.

From now on, we shall assume that $W$ is a wing, i.e. a connected component of $\Sigma^+(t), t > t_1$. We begin our study by analyzing the projections to the $xy$-plane of such wings.

For the following result, recall that we denote by $\Pi_z$ the orthogonal projection to the plane $\{z = 0\}$.

**Proposition 7.1.** Letting

$$\kappa := \inf_{p \in \partial W} \langle p, e_1 \rangle, \quad \text{and} \quad \rho := \sup_{p \in \partial W} \langle p, e_1 \rangle.$$ 

Then $\kappa < \rho$ and

$$\Pi_z(W \setminus \partial W) \subseteq (\kappa, \rho) \times (t, +\infty).$$

**Proof.** We will first explain how Chini's argument [4, Theorem 10] ensures that

$$\Pi_z(W) \subseteq [\kappa, \rho] \times [t, +\infty).$$
Indeed, normalize so that $\kappa = t = 0$ and consider the grim reaper
\[ \mathcal{G}_h = \left\{ (x, y, -\log \cos \left( y + \frac{\pi}{2} \right)) : y \in (-\pi, 0), x \in \mathbb{R} \right\} + h\mathbf{e}_3, h \in \mathbb{R}. \]

Denote by $R_\theta$ the counterclockwise rotation of angle $\theta$ around the $z-$axis. By assumption $R_\theta(\mathcal{G}_h) \cap W = \emptyset$ for all $\theta \in [0, \varepsilon]$ for some $\varepsilon > 0$.

Let $\theta_0 = \sup\{\theta \in [0, \frac{\pi}{2}] : R_\theta(\mathcal{G}_h) \cap W = \emptyset\}$. We claim that $\theta_0 = \pi/2$. In fact, let us suppose by contradiction that $\theta_0 < \pi/2$. Since $\Sigma \subset S_w$ and $\partial W \subset \pi_y(0)$, then either $R_{\theta_0}(\mathcal{G}_h) \cap W \neq \emptyset$ or $\dist\{R_{\theta_0}(\mathcal{G}_h), W\} = 0$.

The first case cannot happen by the maximum principle once $W$ cannot leave $S_w$. About the second case, we could find a sequence $\{p_n\} \subseteq \text{int}(W)$ so that $\dist\{p_n, \partial W\} \geq \varepsilon$ for some $\varepsilon > 0$, $\dist\{p_n, \mathcal{G}_h\} = 0$, and $W$ lies in the non-convex region in $\mathbb{R}^3$ bounded by $\mathcal{G}_h$. Assume that $\Sigma - p_n \to \Sigma_\infty$ and $\mathcal{G}_h - p_n \to \mathcal{G}_\infty$. Denote by $\tilde{\Sigma}$ and $\tilde{\mathcal{G}}_h$ the connected components of these sets which contain $(0,0,0)$. Namely, our hypotheses provide that
\[ \tilde{\Sigma} = \tilde{\mathcal{G}}_h, \]
which is impossible since $\tilde{\Sigma}$ would belong to a slab $S_{\tilde{w}}$, where $\tilde{w} \geq w$, and $\tilde{\mathcal{G}}_h$ does not belong to it.

Therefore, since $h$ was arbitrary, we have proven that $\Pi_z(W) \subset [\kappa, +\infty) \times [t, +\infty)$. Analogously we see that $\Pi_z(W) \subset (-\infty, \rho] \times [t, +\infty)$. This concludes the proof of the claim. We also notice that the maximum principle guarantees that in fact
\[ \Pi_z(W \setminus \partial W) \subset (\kappa, \rho) \times (t, +\infty). \]

Proposition 7.2. Let $W_\infty$ be any limit of a convergent subsequence of $\{W - y_n\mathbf{e}_2 - z_n\mathbf{e}_3\}$, where $\{y_n\}$ and $\{z_n\}$ are sequences with $y_n \nearrow +\infty$. Then each connected component of $W_\infty$ is either a plane or a complete graph over the $(x, y)$-plane.

Proof. Using Lemma 5.4 we know that:
\[ \#(N^{-1}(\{-\mathbf{e}_2, \mathbf{e}_2\} \cap W) < C \]
for some $C > 0$. Then, if we consider the subsequential limit $W_\infty$ (which exists by Theorem 3.4), then
\[ \pm \mathbf{e}_2 \notin N(W_\infty). \]

Hence, we can apply Lemma 5.3 to deduce that any connected component of $W_\infty$ must be either a plane or a vertical graph.

Let $W$ be a connected component of $\Sigma^+(t_1)$. By Corollary 4.11 we know that $W \cap \pi_y(s)$ is a proper embedded curve on $\pi_y(s) \cap S_w$, for all $s > t_1$. Note also that the transversality in Corollary 4.11 ensures that the property of a slice curve $W \cap \pi_y(s)$ being bounded from below (or not) in the $\mathbf{e}_3$-direction is a condition which is open in the interval of $s$-values, and hence this is independent of $s$.\[ \square \]
Evidently, the same transversality argument also means that both ends of $W \cap \pi_y(s)$ cannot go to $-\infty$, i.e. $W \cap \pi_y(s)$ be bounded from above, since then it would hold for all values of $s$ and then a two-sided maximum principle argument using a grim reaper cylinder would lead to a contradiction. Thus, either both ends of $W \cap \pi_y(s)$ go to $+\infty$ or one of them goes to $+\infty$ while the other one goes to $-\infty$, where $\pm \infty$ again means with respect to the $z-$axis.

All in all, the following notion of “wing type” is well-defined.

**Definition 7.3.** If both ends of the slice curve $W \cap \pi_y(s)$, $s > t_1$, go to $+\infty$ with respect to the $z-$axis, then we say that $W$ is a wing of grim reaper type. On the other hand, if only one end goes to $+\infty$ with respect to the $z-$axis, we say that $W$ is a wing of planar type.

The next result summarizes the results that we are going to need about planar type wings.

**Proposition 7.4.** Let $W$ be a right planar type wing of $\Sigma$ so that $\Pi_z(W \setminus \partial W) \subseteq (\kappa, \rho) \times (t, +\infty)$. If $s$ is sufficiently large, then $W^+(s)$ is a graph into the direction of $e_1$.

**Proof.** First of all, we are going to prove the following:

**Claim:** There exists $s > 0$ so that $\langle N(p), e_1 \rangle \neq 0$, for all $p \in W^+(s)$.

Assume this claim were false. Then there would exist sequences $t_n \nearrow +\infty$ and $p_n \in W \cap \pi_y(t_n)$ with $N(p_n) \perp e_1$. If we consider $W - p_n$, then Theorem 3.4 allows us to take a subsequential limit, which we call $W_\infty$, a complete translator of finite width. Let $W'$ be the connected component of $W_\infty$ containing the origin $0$. Now, Proposition 7.2 ensures that $W'$ is either a vertical plane or a graph over the $(x, y)$-plane. But since the Gauss map $N(0) \perp e_1$, the planar case is ruled out. Knowing therefore that $W'$ is a complete graph over the $(x, y)$-plane, of finite width, by Theorem 2.1 it must be either a $\Delta$-wing or a tilted grim reaper. However, seeing as $W$ is a planar wing (see Definition 7.3), this means that there exists a sequence of points $q_n \in W \cap \pi_y(t_n)$ with the following two properties:

1. $q_n$ is a local maximum of $z$ in $\pi_y(t_n) \cap W$. In particular, $N(q_n) \perp e_1$, and
2. $\langle q_n, e_3 \rangle - \langle p_n, e_3 \rangle \to \infty$.

Reasoning as before, $W - q_n \to \hat{W}_\infty$ (up to a subsequence). Let $\hat{W}$ be the connected component of $\hat{W}_\infty$ containing $0$. Using Property (2) above we have that the $z$-coordinate is not bounded bellow in $\hat{W} \cap \pi_y(0)$. Then, using Proposition 7.2 we have that $\hat{W}$ is a vertical plane. However, as $N(0) \perp e_1$ this plane would be not contained in the slab, which is absurd. This contradiction proves the claim.

Hence, by elementary topology, we get that $W^+(s)$ is a graph into the direction of $e_1$. 

$\square$
In the remaining part of this section we study the case when \( W \) is a wing of grim reaper type. Under this assumption we define the function

\[
s > t \mapsto f_W(s) := \min_{p \in \pi_y(s) \cap W} \langle p, e_3 \rangle
\]

and the minimal axis of \( W \) given by

\[
\mathcal{M}_W := \{ p \in W : \langle p, e_3 \rangle = f_W(\langle p, e_2 \rangle) \}.
\]

About this set, we trivially have:

**Lemma 7.5.** \( \mathcal{M}_W \subseteq \{ \langle N, e_1 \rangle = 0 \} \).

Note that \( \{ \langle N, e_1 \rangle = 0 \} \) is the union of smooth curves and the singular points are isolated, as seen by applying Theorem 2.5 in [2] to the stability operator \( L \) along with the fact that \( u = \langle N, e_1 \rangle \) is a Jacobi function \( Lu = 0 \) (similarly to Remark 18 in [4]). Therefore, \( \mathcal{M}_W \) has the same properties, too.

Given a point \((y, z)\) in the plane \( \{ x = 0 \} \), we define

\[
L(y, z) := \{(x, y, z) : x \in \mathbb{R}\}.
\]

(7.2)

**Lemma 7.6.** For \( t \) large enough, for all \((y, z)\) \( \in \Pi_x(W^+(t)) \) such that \( L(y, z) \) is transversal to \( W \), the intersection \( L(y, z) \cap W \) is either empty or consists of exactly two points.

**Proof.** We proceed again by contradiction. Assume that there existed \( t_n \nearrow +\infty \) and lines \( L(t_n, z_n) \subset \pi_y(t_n) \), for some \( z_n \), each intersecting \( W \) in at least 4 points: namely, recall that the number of points in the intersection of \( W \) with any such transversal line is finite, because each \( W \cap \pi_y(t_n) \) is known to be bounded from below by Definition 7.3. Furthermore this is always an even number, possibly zero.

This means that along the curve \( W \cap \pi_y(t_n) \), the \( z \)-coordinate has a local maximum, \( p_n \in W \cap \pi_y(t_n) \). By Theorem 3.4, possibly up to taking a subsequence, \( W - p_n \) converges to some complete limiting translator \( W_\infty \supseteq 0 \). We let \( W' \) denote the connected component of \( W_\infty \) containing the origin, and notice that its Gauss map \( N(0) \perp e_1 \). So, by Lemma 7.2, \( W' \) is a graph \( z = f_\infty(x, y) \) over the \((x, y)\)-plane.

Using the smooth convergence, given a ball \( B_R(0) \subseteq \mathbb{R}^3 \), for \( n \) large enough, each \((W - p_n) \cap B_R(0)\) is thus also a graph \( z = f_n(x, y) \) over the disk of radius \( R \) around 0 in the \((x, y)\)-plane.

But we have moreover, from \( p_n \) being a local maximum, that

\[
\frac{\partial^2 f_\infty}{\partial x^2}(0) = \lim_{n \to \infty} \frac{\partial^2 f_n}{\partial x^2}(0) \leq 0,
\]

(7.3)

for the graph describing \( W' \). However \( W' \) was either a tilted grim reaper or a \( \Delta \)-wing, where in both cases we know (7.3) to not be the case. This contradiction finishes the proof of the lemma, as the only possibilities which now remain are

\[
\# (L(y, z) \cap W) \in \{0, 2\}.
\]

(7.4)

\( \square \)
The next result is an analogue to Proposition 7.4 but for the grim reaper case.

**Proposition 7.7.** If $t$ is large enough then $M_W \cap W^+(t)$ is smooth. Moreover, $W^+(t) \setminus M_W$ has two connected components and each connected component of this surface is a smooth graph (with boundary) into the direction of $e_1$.

**Proof.** Take $s > t$, where $t$ is given by Lemma 7.6. We have that the $z$-coordinate has only a local minimum and no local maxima on $\pi_y(s) \cap W$. Furthermore, $L(s, f_W(s)) \cap W$ is a unique point, where $f_W$ is as in (7.1). Otherwise, it would contain a segment. By analytic continuation, $W$ would contain the whole line $L(s, f_W(s))$, which is absurd.

Therefore, we can decompose $W^+(t)$ into three disjoint connected components $S_W^+ \cup M_W \cup S_W^-$. Furthermore, $M_W$ cannot have singularities in $W^+(t)$ and $S_W^\pm$ are smooth graph into the direction of $e_1$. □

8. **Computing the entropy of translating solitons in slabs**

The main goal of this section is to introduce an easy method for computing the entropy of a complete, embedded translating solitons in slabs, with finite genus and entropy.

Before stating our result, we will need a definition.

**Definition 8.1.** Let $\Sigma$ be a complete, embedded translating soliton of width $2w$, finite genus and finite entropy. Denote by $\omega_P^-(\Sigma)$ (respectively, $\omega_P^+(\Sigma)$) the number of left (respectively, right) planar type wings of $\Sigma$ and $\omega_G^-\Sigma$ (respectively, $\omega_G^+(\Sigma)$) the number of left (respectively, right) grim reaper type wings of $\Sigma$.

The following main theorem makes this more precise, and links it to the entropy.

**Theorem 8.2.** Let $\Sigma$ be a complete, embedded translating soliton of width $2w < \infty$, finite genus and finite entropy. Then $\lambda(\Sigma)$ is an integer. Furthermore,

$$\lambda(\Sigma) = \omega_P^-\Sigma + 2\omega_G^-\Sigma = \omega_P^+\Sigma + 2\omega_G^+\Sigma.$$  \hspace{1cm} (8.1)

**Proof.** Consider the family $\left\{\frac{1}{\sqrt{-t}}\Sigma - \sqrt{-t}e_3\right\}_{t < 0}$. Taking into account that $\Sigma$ has finite entropy, we get that for any sequence $\{t_n\}$ with $t_n \searrow -\infty$ the sequence $\left\{\frac{1}{\sqrt{-t_n}}\Sigma - \sqrt{-t_n}e_3\right\}$, up to passing to a subsequence, converges as varifolds to a self-shrinker. Actually, the self-shrinker limit will be the static plane $\pi_x(0)$ with finite multiplicity, because the boundary of the set $S_w$ has $\pi_x(0)$ as limit.

In order to get an upper bound for the multiplicity of this plane, we just need to remark that any horizontal line $L(p)$, where $p \in \pi_x(0) \setminus \{-s \leq y \leq s\}$, where $s$ is a fix number so that Proposition 7.4 and Proposition 7.7 hold, intersects the surface $\frac{1}{\sqrt{-t_n}}\Sigma - \sqrt{-t_n}e_3$ in at most $\omega_P^-\Sigma + 2\omega_G^-\Sigma$ points if $p \in \pi_x(0) \cap \{y \geq s\}$ and $\omega_P^+\Sigma + 2\omega_G^+\Sigma$ points if $p \in \pi_x(0) \cap \{y \leq -s\}$, providing $t_n$ is sufficiently large. Thus, the multiplicity of $\pi_x(0)$ is less than $\min\{\omega_P^-\Sigma, \omega_G^-\Sigma, \omega_P^+\Sigma, \omega_G^+\Sigma\}$.
Therefore, by using Huisken’s monotonicity formula \cite{19}, we deduce that (see Lemma 25 in \cite{4} for more details)

\[
\lambda(\Sigma) \leq \min\{\omega_P(\Sigma) + 2\omega_G(\Sigma), \omega_P^+(\Sigma) + 2\omega_G^+(\Sigma)\}.
\]

On the other hand, we also aim to show that the entropy is bounded from below by

\[
\max\{\omega_P(\Sigma) + 2\omega_G(\Sigma), \omega_P^+(\Sigma) + 2\omega_G^+(\Sigma)\}.
\]

To see this, we intersect the left (respectively, right) wings with a plane \(\pi_y(t)\) (respectively, \(\pi_y(-t)\)) where \(t\) is taken large enough so that the planar type wings are graphs over the \(yz\)-plane and the grim reaper type wings are bi-graphs over the \(yz\)-plane. Namely Proposition 7.6 and Proposition 7.7 ensure that we can choose such a \(t\). Now, in this intersection, we have exactly, \(\omega_P^+(\Sigma) + 2\omega_G^+(\Sigma)\) (respectively, \(\omega_P(\Sigma) + 2\omega_G(\Sigma)\)) arcs going to \(+\infty\) with respect to the \(z\)-axis on the right (respectively, left) side of the graph. Consequently, when taking the limit \(\Sigma - \tau_n e_3 \to \Sigma_{\infty}\), we see that the number of connected components is bounded from below by

\[
\max\{\omega_P^+(\Sigma) + 2\omega_G^+(\Sigma), \omega_P^+(\Sigma) + 2\omega_G^+(\Sigma)\}.
\]

At this point, we use the invariance under translations of the entropy to conclude that

\[
\max\{\omega_P^+(\Sigma) + 2\omega_G^+(\Sigma), \omega_P^+(\Sigma) + 2\omega_G^+(\Sigma)\} \leq \lambda(\Sigma).
\]

This completes the proof. \(\Box\)

Next, we will derive a few useful applications from this result.

**Corollary 8.3.** Let \(\Sigma\) be as in Theorem 8.2. The wing numbers satisfy:

\[
\begin{align*}
\omega_P^-(\Sigma) &= \omega_P^+(\Sigma), \\
\omega_G^-(\Sigma) &= \omega_G^+(\Sigma), \\
\omega(\Sigma) &\equiv 0 \mod 2.
\end{align*}
\]

\(8.2\)

**Proof.** We notice that Proposition 6.1 guarantees that for \(\tau_n \nearrow +\infty\), the sequence \(\Sigma + \tau_n e_3\) converges (up to a subsequence) to \(\Sigma_{\infty}\) which is a finite family of vertical planes in \(S_w\) parallel to \(e_2\), possibly with multiplicity. For \(t\) large enough, by Definition 7.3, the number of planes in \(\Sigma_{\infty} \cap \{y < -t\}\) equals \(\omega_P^-(\Sigma)\) while the number of planes in \(\Sigma_{\infty} \cap \{y > t\}\) equals \(\omega_P^+(\Sigma)\). Then, it is obvious that \(\omega_P^+(\Sigma) = \omega_P^-(\Sigma)\).

Now, finally, (8.1) means that also \(\omega_G^-(\Sigma) = \omega_G^+(\Sigma)\), and so the number of wings \(\omega(\Sigma)\) is always even. \(\Box\)

**Definition 8.4.** The number \(\omega_P(\Sigma) := \omega_P^-(\Sigma)(= \omega_P^+(\Sigma))\) is called the number of planar type wings of \(\Sigma\) and \(\omega_G(\Sigma) := \omega_G^-(\Sigma)(= \omega_G^+(\Sigma))\) will denote the number of grim reaper type wings of \(\Sigma\).

**Corollary 8.5.** Let \(\Sigma\) be a complete, embedded translating soliton of width \(2w\), finite genus and finite entropy. Let \(\{\tau_n\}\) be a sequence so that \(\tau_n \nearrow +\infty\).
(i) If $\Sigma - \tau_n e_3 \to \Sigma_\infty$, then the number of connected components of $\Sigma_\infty$ counted with multiplicity is exactly $\lambda(\Sigma)$;

(ii) If $\Sigma + \tau_n e_3 \to \Sigma_{-\infty}$, then the number of connected components of $\Sigma_{-\infty}$ counted with multiplicity is exactly $\omega_P(\Sigma)$.

**Corollary 8.6.** Let $\Sigma$ be a complete translating graph of width $2w$. Then
\[ \lambda(\Sigma) \leq \left\lfloor \frac{w}{\pi} \right\rfloor + 1, \]
where $\lfloor x \rfloor$ denotes the largest integer smaller than or equal to $x \in \mathbb{R}$.

**Proof.** Consider a sequence $\Sigma - \tau_n e_3 \to \Sigma_\infty$ as in Corollary 8.5. Recall that by Corollary A.5, the distance between any two planes in $\Sigma_\infty$ is at least $\pi$. Hence the corollary follows since the multiplicity is one in the graphical case. \[\square\]

### 9. A GAP FOR THE WIDTH OF TRANSLATING SOLITONS WITH ONE END

This section is devoted to giving a gap theorem for the width of complete, connected translating solitons with one end. More precisely, we prove that if the soliton is not flat, then its width must be bigger than or equal to $\pi$. This result extends a result due to Spruck and Xiao [32] for vertical graphs.

**Proposition 9.1.** Let $\Sigma$ be a complete, embedded connected translating soliton of width $2w > 0$, finite genus and finite entropy with one end. Then $\text{width}(\Sigma) \geq \pi$.

**Proof.** As a tilted grim reaper type wing has width $\geq \pi$, then it suffices to prove $\omega_G(\Sigma) \geq 1$. Suppose this is not the case, then $\omega_G(\Sigma) = 0$, which means that $\Sigma$ only possesses planar type wings.

Then, by Proposition 7.4, there exists $s$ large enough so that each connected component of $\Sigma^\pm(\pm s)$ is a graph with respect to $e_1$. Consequently, the set $\{\langle N, e_1 \rangle = 0\}$ lies on $\Sigma[-s,s]$. In turn, Proposition 6.1 implies that cannot exist any arc of $\{\langle N, e_1 \rangle = 0\}$ which goes to $\pm\infty$ with respect to $z$-axis. Therefore,
\[ \{z : (x, y, z) \in \Sigma, \langle N(x, y, z), e_1 \rangle = 0\} \]
is a bounded set. Hence, there exists $R_0 > 0$ large enough so that $\{\langle N, e_1 \rangle = 0\}$ lies in the horizontal solid cylinder $C_{R_0} := \overline{B}_{R_0}(0) \times e_1 \mathbb{R}$, where $\overline{B}_{R_0}$ is the closed ball centered at the origin in the $(y,z)$-plane and of radius $R_0$. Notice that the intersection of the cylinder with the slab is bounded.

Our hypothesis of $\Sigma$ having one end ensures that $\Sigma \setminus \partial C_R$ is connected. Moreover $\partial C_R$ is transversal to $\Sigma$, for all $R > R_0$. Then, $\Sigma \cap \partial C_R$ is a Jordan curve, for all $R \geq R_0$. Moreover, we have that the projection  
\[ \Pi_x : \Sigma \cap \partial C_R \to \{x = 0\} \cap C_R \]
is a covering map of $\lambda(\Sigma)$-sheets. But this is impossible if $\lambda(\Sigma) \geq 2$, indeed in this case we would have a self-intersection. Therefore, we would have $\lambda(\Sigma) = 1$, and so, $\Sigma$ would be a plane, which is absurd. This contradiction proves the proposition. \[\square\]
It is an immediate consequence of the proof that

**Corollary 9.2.** Any complete, embedded connected translating soliton with one end of width $2w > 0$, finite genus and finite entropy possesses at least two grim reaper type wings.

10. **Translators with finite width and $\lambda(\Sigma) < 3$**

As we have mentioned before, F. Chini [3, 4] classified the properly embedded translators with finite width and entropy less than 3. In this section we are going to show how the techniques introduced in this paper allow us to provide a shorter proof of this theorem:

**Theorem 10.1** (Chini [3, 4]). Let $\Sigma$ be a simply connected translating soliton with finite width and $\lambda(\Sigma) < 3$. Then $\Sigma$ is one of the following solitons:

1. a vertical plane;
2. a grim reaper cylinder (possibly tilted);
3. a $\Delta$-wing.

**Proof.** From Theorem 8.2, we know that $\lambda(\Sigma)$ is a positive integer, so either $\lambda(\Sigma) = 1$ or $\lambda(\Sigma) = 2$.

If $\lambda(\Sigma) = 1$, then $\Sigma$ is a vertical plane.

If $\lambda(\Sigma) = 2$, then $\Sigma - ze_3$ converges (subsequentially) to 2 planes, as $z \to +\infty$.

Hence, we have two possibilities for the number of wings (recall Definition 7.3):

(a) $\omega(\Sigma) = 4$ and all the wings are planar.
(b) $\omega(\Sigma) = 2$ and both wings are of grim reaper type.

From Corollary 9.2 Case (a) is not possible.

Next, we are going to prove that $\Sigma$ is mean convex. To do this, consider $F : \mathbb{R}^3 \to \mathbb{R}$

$$F(p) = \langle p, e_2 \rangle.$$  

Theorem 3.15 implies that $F|_\Sigma$ is a Radó function in the sense of Definition 3.14.

Consider $a < b$ regular values of $F|_\Sigma$ and a sequence $z_n \nearrow +\infty$. Let us define

$$\Sigma(a, b) := \{p \in \Sigma : a < F(p) < b\}.$$  

and

$$\Sigma_n(a, b) := \Sigma(a, b) \cap \{z \leq z_n\}.$$  

By Proposition 6.1, we know that a subsequence of $\Sigma \pm z_n e_3$ converges (smoothly on compact sets) to vertical planes parallel to $\{x = 0\}$.

Hence, up to a subsequence, we can assume that $F|_{\Sigma_n(a, b)}$ does not have critical points along $\partial \Sigma_n(a, b)$. Moreover, we can also assume that

$$F|_{\Sigma_n(a, b)} : \Sigma_n(a, b) \to (a, b)$$
is proper and it is strictly monotone along $\partial \Sigma_n(a, b)$. Hence, we can use Theorem 3.19 and Remark 3.18 to deduce that the number of critical points counted with multiplicity satisfies

$$N(F|_{\Sigma_n(a, b)}) \leq \beta + |Q| - \chi(\Sigma_n(a, b)) - |A| = 1 + 0 - 1 - 0 = 0.$$  

Taking into account that $\Sigma_n[a, b]$ represents an exhaustion of $\Sigma(a, b)$ we can apply Remark 3.20 to deduce that

$$N(F|_{\Sigma(a, b)}) \leq \lim\inf_n N(F|_{\Sigma_n(a, b)}) = 0,$$

Taking limits as $a \to -\infty$ and $b \to +\infty$, and using Remark 3.20 again, we get that

$$N(F|_{\Sigma}) = 0.$$

Thus, Lemma 5.3 would imply that $N(\mathcal{H}) = \emptyset$ and then $\Sigma$ mean convex. As $\Sigma$ has finite width, then Theorem 2.1 implies that $\Sigma$ is either a tilted grim reaper, or a $\Delta$-wing.

\[\square\]

**Corollary 10.2.** Let $\Sigma$ be a complete, embedded, simply connected translating soliton of width $2w > 0$ and finite entropy. Assume that $\omega^+(\Sigma) = 1$ (or equivalently $\omega^- (\Sigma) = 1$). Then, $\Sigma$ is either a tilted grim reaper surface or a $\Delta$-wing.

**Proof.** First, notice that, as the width is positive, $\Sigma$ is not flat. Furthermore, from Theorem 8.2 we have that $\lambda(\Sigma) \leq 2$. Then, we only have to use Theorem 10.1 to conclude the result. \[\square\]

**Corollary 10.3.** The unique complete connected translating graphs in $\mathbb{R}^3$ of width $2w$, where $2w \in [\pi, 2\pi)$, are tilted grim reaper surfaces, and $\Delta$-wings.

**Proof.** By Corollary 8.6 we know that $\lambda(\Sigma) \leq 2$. Hence, $\lambda(\Sigma) = 2$, but then Theorem 10.1 implies the result. \[\square\]

11. **Uniqueness of the pitchforks**

The main goal of this final section consists in characterizing pitchforks as the unique examples of complete, embedded, simply connected translating soliton, $\Sigma \subset \mathbb{R}^3$ of finite width, entropy $\lambda(\Sigma) = 3$ under additional hypothesis.

We begin with the study of some geometric properties of the set $\mathcal{H}$ that will help us to derive important results about $\Sigma$.

**Lemma 11.1.** Let $\Sigma$ be a complete embedded simply connected translating soliton of finite entropy and finite width with $\omega(\Sigma) = 4$. Then

$$N|_{\mathcal{H}} : \mathcal{H} \to E$$

is a diffeomorphism onto its image. Furthermore, for $q \in \mathcal{H}$ arbitrary, $\Sigma \setminus T_q\Sigma$ has precisely four connected components, two on each side of $T_q\Sigma$. 

Proof. Given $\nu \in E \setminus \{-e_1, e_1\}$, we consider the Radó function
\[ f_\nu : \Sigma \to \mathbb{R}, \]
\[ p \mapsto \langle p, \nu \rangle. \] (11.1)
Consider two regular values, $a < b$, of $f_\nu$ and define
\[ \Sigma_\nu(a, b) := \{ p \in \Sigma : f_\nu(p) \in (a, b) \} \]
and
\[ \Sigma_\nu^n(a, b) := M(a, b) \cap \{|z| \leq z_n\}, \quad z_n \nearrow \infty \]
By Proposition 6.1, we know that a subsequence of $\Sigma \pm zne_3$ converges (smoothly on compact sets) to vertical planes parallel to $\{x = 0\}$. Then, up to a subsequence, we can assume that $f_\nu$ does not have critical points along $\partial \Sigma_\nu^n(a, b)$. Moreover, we can also assume $f_\nu$ is strictly monotone along $\partial \Sigma_\nu^n(a, b)$. Hence, we can use Theorem 3.16 and Remark 3.18 to estimate the number of critical points (counted with multiplicity.) As $f_\nu$ is strictly monotone along $\partial \Sigma_\nu^n(a, b)$, then the number of minima and maxima of $f_\nu$ along $\partial \Sigma_\nu^n(a, b)$ is zero. So $|Q| = |A| = 0$. On the other hand, the number of points in $\{f_\nu(t) = t\} \cap \partial \Sigma_\nu^n(a, b)$, for $t > a$ is 4. So, the number
\[ \beta = \lim_{t \to a, t > a} \sharp(\{f_\nu = t\} \cap \partial \Sigma_\nu^n(a, b)) = 4. \]
Hence,
\[ N(f_\nu|_{\Sigma_\nu^n(a, b)}) \leq \frac{1}{2} \beta + |Q| + |A| - \chi(\Sigma_\nu^n(a, b)) = 1. \]
Taking limits as $a \to -\infty$ and $b \to +\infty$, and using Remark 3.20 again, we get that
\[ N(f_\nu) \leq 1, \]
If $N(f_\nu) = 0$, then Lemma 5.3 would imply that $N(\mathcal{H}) = \emptyset$ and then $\Sigma$ would be a vertical graph, which is impossible by Theorem 2.1 if we recall that we are assuming $\omega(\Sigma) = 4$. Thus:
\[ \forall \nu \in E \setminus \{-e_1, e_1\} : \#(N^{-1}(\nu)) \in \{0, 1\}, \] (11.3)
proving injectivity of the Gauss map when restricting to $\mathcal{H} = N^{-1}(E)$. Then if $q \in \mathcal{H}$, equivalently if $\nu := N(q) \in E \setminus \{-e_1, e_1\}$, we conclude that
\[ \Sigma \setminus \pi = \Sigma \setminus T_q \Sigma. \]
has two connected components on each side of $\pi$, as otherwise there would be another point $q'$ with $N(q') = \pm N(q)$, which is impossible by the count of critical points (i.e. preimages) in (11.3). \qed
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Figure 3. On solitons as in Lemma 11.1, for each \( q \in \mathcal{H} \) arbitrary, \( \Sigma \setminus T_q \Sigma \) has precisely four connected components, two on each side of \( T_q \Sigma \).

Corollary 11.2. Let \( \Sigma \) be as in Lemma 11.1. Then, up to a possible change of orientation of the surface,

\[
N(\mathcal{H}) = E \cap \{ y > 0 \}.
\]

Using these result we are now going to that if we also impose on the translating soliton that it contains a vertical line, then the soliton must be a pitchfork. That is the purpose of the next theorem.

Theorem 11.3. Let \( \Sigma \) be a complete, embedded, simply connected translating soliton of finite width and entropy \( \lambda(\Sigma) = 3 \). If \( \Sigma \) contains a vertical straight line, \( A \), then \( \Sigma \) is a pitchfork.

Proof. Denote by \( \Sigma \) any complete simply connected translating of width \( 2w > 0 \) and entropy \( \lambda(\Sigma) = 3 \). We first note that Corollary 8.3 and Corollary 9.2 imply that \( \Sigma \) possesses one grim reaper type wing and one planar type wing on both the left and right sides. In particular, the total number of wings is \( \omega(\Sigma) = 4 \).

From Lemma 11.1 we conclude that

\[
\forall \nu \in E \setminus \{-e_1, e_1\} : f_\nu \text{ has exactly one critical point.} \tag{11.4}
\]

Up to a translation, we can assume that the unique critical point of \( f_{e_2} \) is \( p_0 = (x_0, 0, 0) \), for some \( x_0 \in \mathbb{R} \). Moreover, up to a possible change of orientation of \( \Sigma \), we may assume that \( N(p_0) = e_2 \). Then, by Lemma 5.3 we know that

\[
N(\mathcal{H}) = E \cap \{ y > 0 \}.
\]
Next, we would like to argue that
\[
\mathcal{H} := \{ H = 0 \} = A = \{ (x_0, 0) \} \times \mathbb{R}.
\]

As \( \Sigma \) is a \( g \)-minimal surface and \( A \) is a geodesic with respect to the metric \( g \), then we can use the Schwarz reflection principle to ensure that \( A \) is a line of symmetry of \( \Sigma \). Then, \( A \) passes through \( p_0 \), otherwise there would be more than two points whose normal is \( \pm \mathbf{e}_2 \). Moreover, it is trivial that \( A \subseteq \mathcal{H} \).

As the symmetry with respect to \( A \) preserves the slab \( S_w \), then \( p_0 = (0, 0, 0) \) and \( A \) coincides with the \( z \)-axis.

We have that \( N(0, 0, z) \to \pm \mathbf{e}_1 \), as \( z \to \pm \infty \) (recall that the subsequential limits of \( \Sigma - ze_3 \) are vertical planes parallel to \( \{ x = 0 \} \)). Then, the injectivity of \( N \) along \( \mathcal{H} \) implies that \( N(A) = E \cap \{ y > 0 \} \). Combining this fact again with the injectivity of \( N \) along \( \mathcal{H} \) (Lemma 11.1), we conclude that the closed set \( \mathcal{H} := \{ H = 0 \} \) consists of just one one-dimensional smooth curve without any singularities, and that in fact equality of these sets holds, as desired: \( \mathcal{H} = A \).

We have thus proved that \( \Sigma \setminus \{(0, 0)\} \times \mathbb{R} \) has two connected components and each of these components is strictly mean convex. We aim to show that, in fact, the projection \( \Pi_z \) restricted to each connected component is a diffeomorphism onto its image. Otherwise, let \( p_1 \) and \( p_2 \) so that \( \Pi_z(p_1) = \Pi_z(p_2) \). So, let us consider an arc \( \alpha \) of the curve \( \pi_y((p_1, \mathbf{e}_2)) \cap \Sigma \) connecting \( p_1 \) and \( p_2 \). This would yield either a local maximum or local minimum for the function \( x \mapsto \langle x, \mathbf{e}_1 \rangle \). But at such extremum point, the projection \( \Pi_z \) restricted to any neighborhood of the point could not be one-to-one, and this gives a contradiction. Therefore, each connected component of \( \Sigma \setminus \{(0, 0)\} \times \mathbb{R} \) is a smooth graph. Now, the theorem follows from the classification theorem for semi-graphical translators, see Theorem 2.5 or [16, Theorem 34], seeing as all the other examples in the list are periodic, hence of infinite entropy, and/or have infinite width. \( \square \)

**Remark 11.4.** Although it has been conjectured in [16] that, given \( w \geq \pi \), there is only one (up to rigid motions) pitchfork of width \( 2w \), it has at the time of writing not been rigorously proven. See Remark 2.3 for further explanations.

**Remark 11.5.** The hypothesis of \( \Sigma \) being simply connected cannot be removed, as there are examples, constructed by X.H. Nguyen [27], of complete translators contained in a slab, with entropy \( \lambda(\Sigma) = 3 \) and infinite genus (see also [16].) Nguyen’s examples form a 1 parameter family of translators

\[
\{ M_a : a \in (0, \infty) \}.
\]

The translator \( M_a \) is contained in the slab \( S_{w(a)} \), where \( w(a) \in (\pi, 2\pi) \) is an increasing function of \( a \). Moreover, it contains the family of vertical straight lines \( \{ x = 0, y = na \} \); \( n \in \mathbb{Z} \). So, it is periodic with period equal to \( (0, 2a, 0) \), (see Fig. [3].)
Appendix A. Results on $g$-area minimizing surfaces

The main goal of this appendix is to show that all complete connected translating graphs in general direction are proper surfaces in $\mathbb{R}^3$ and they have local area bounds. Both results rely on the $g$-area minimizing properties of self-translating graphs.

Notice that it will suffice (by Proposition 3.13) to work with complete graphs $\Sigma \subseteq S_w = \{(x,y,z) \in \mathbb{R}^3 : |x| < w\}$ which are in Case II, i.e. $v \in S^2 \cap \{x = 0\}$. This implies that $v = v_\theta := \sin \theta e_3 + \cos \theta e_2$, (A.1)

for some $\theta \in [0, \pi)$. From now on, we thus normalize the vector $v$ to always be in the family $\{v_\theta := \sin \theta e_3 + \cos \theta e_2 : \theta \in [0, \pi)\}$. Moreover, we will use the family of planes $\{P_\theta := [v_\theta]^{-1}\}$, where $\theta \in [0, \pi)$, and the functions from Definition 1.7 defined on domains $\Omega_\theta \subseteq P_\theta$ will then be labeled $u_\theta$.

We begin this part by introducing some results about the existence of $g$-area minimizing surfaces, see [11,13,30] for details.

**Theorem A.1.** Let $\gamma_1$ and $\gamma_2$ be two disjoint smooth Jordan curves in $\mathbb{R}^3$. Assume that there is a locally integral 2-dimensional current $C$ so that $\partial C = [\gamma_1] \cup [\gamma_2]$ and $M_g[C] < +\infty$, where $M_g[C]$ denotes the mass of $C$ in $(\mathbb{R}^3, g)$. Then, there is a $g$-area minimizing surface $S$ with boundary $\gamma_1 \cup \gamma_2$. Furthermore, $S$ is smooth up to the boundary.

Using this result and the $g$-area minimizing property in Lemma 3.3, we are now going to prove that each complete translating graph is proper.

**Proposition A.2.** Let $\Sigma^2 \subseteq \mathbb{R}^3$ be a complete connected translating graph. Then $\Sigma$ is proper in $\mathbb{R}^3$.

**Proof.** We are assuming that $\Sigma = \text{Graph}[u_\theta]$, where $u_\theta : \Omega_\theta \to \mathbb{R}$ is a smooth function. Before we start the proof, we will introduce some notation. We already know by Lemma 3.7 that the boundary of the solid cylinder $\Omega_\theta \times_\theta \mathbb{R}$ is formed by tilted grim reapers (tangent to $v_\theta$) and at most two vertical planes.

Let $M$ be a connected component of $\partial(\Omega_\theta \times_\theta \mathbb{R})$. Suppose $M = \pi_x(t)$ In this case, we define

$$M(s) := \begin{cases} M - se_1 & \text{if } \Sigma \subseteq \{x < t\} \\ M + se_1 & \text{if } \Sigma \subseteq \{x > t\} \end{cases}$$

If $M$ is a tilted grim reaper tangent to $v_\theta$, then we define

$$M(s) := \begin{cases} M - se_3 & \text{if } \Sigma \subseteq \text{Nconv}(M) \\ M + se_3 & \text{if } \Sigma \subseteq \text{Conv}(M) \end{cases},$$

where $\text{Nconv}(M)$ indicates the non-convex region in $\mathbb{R}^3$ with boundary $M$, and $\text{Conv}(M)$ denotes the convex one.
Then, for \( s \) small enough, we define \( C(s) \) as the connected component of \( \Omega_\theta \times_\theta \mathbb{R} \) whose closure only intersects
\[
\bigcup_{M \subset \partial(\Omega_\theta \times_\theta \mathbb{R})} M(s).
\]

Once we have introduced this notation, we may return to the proof. In order to conclude that \( \Sigma \) is proper, we only need to verify \( B_r(0) \cap \Sigma \) is compact for all \( r > 0 \). So, let \( B_r(0) \) be an open ball in \( \mathbb{R}^3 \). Without loss of generality, it will assume that \( \partial B_r(0) \cap \Sigma \).

We claim that \( B_r(0) \cap \Sigma \) has finitely many connected components. We argue by contradiction, suppose that \( \Sigma \cap B_r(0) \) has infinitely many connected components. For all \( s > 0 \) sufficiently small, we may conclude that \( B_r(0) \cap C(s) \) is a compact set in \( \Omega_\theta \times_\theta \mathbb{R} \). Thus, for all \( s > 0 \) sufficiently small the \( g \)-area minimizing condition of \( \Sigma \) in \( \Omega_\theta \times_\theta \mathbb{R} \) implies that the number of leaves of \( \Sigma \cap B_r(0) \) intersecting \( B_r(0) \cap C(s) \) is finite. This yields that the leaves of \( \Sigma \cap B_r(0) \) shall accumulate on boundary of \( \Omega_\theta \times_\theta \mathbb{R} \).

Therefore, if \( \{ S_i \} \) is a sequence of distinct connected components of \( \Sigma \cap B_r(0) \), then any limit of a convergent subsequence of such sequence shall belong to \( B_r(0) \cap \partial(\Omega_\theta \times_\theta \mathbb{R}) \). Passing to a subsequence, we will assume that \( \{ S_i \} \) converges to \( B_r(0) \cap \partial(\Omega_\theta \times_\theta \mathbb{R}) \).

Let \( i_0 \) be large enough so that if \( i \geq i_0 \) it holds
\[
\mathcal{H}_g^2(S_i) + \mathcal{H}_g^2(S_{i+1}) > \frac{3}{2} \mathcal{H}_g^2(B_r(0) \cap \partial(\Omega_\theta \times_\theta \mathbb{R}))
\]
\[
\mathcal{H}_g^2(\hat{C}_i) < \frac{1}{2} \mathcal{H}_g^2(B_r(0) \cap \partial(\Omega_\theta \times_\theta \mathbb{R}))
\]
and
\[
\text{dist}_H(\partial S_i, \partial S_{i+1}) < \pi
\]
where \( \hat{C}_i \) indicates the annulus in \( \partial B_r(0) \) with boundary \( \partial S_i \) and \( \partial S_{i+1} \), and \( \text{dist}_H(\cdot, \cdot) \) indicates the Hausdorff distance in \( \mathbb{R}^3 \) with the euclidean metric. These assumptions and Theorem [A.1] ensure that for all \( i \geq i_0 \) there is a \( g \)-area minimizing surface \( C_i \) with boundary \( \partial S_i \) and \( \partial S_{i+1} \) in \( (\mathbb{R}^3, g) \) so that
\[
\mathcal{H}_g^2(C_i) \leq \mathcal{H}_g^2(\hat{C}_i) < \mathcal{H}_g^2(S_i) + \mathcal{H}_g^2(S_{i+1}) \tag{A.2}
\]

Notice that \( C_i \) is connected. Indeed, if \( C_i \) was disconnected, then \( \partial S_i \) and \( \partial S_{i+1} \) belongs to disjoint connected components.

Let \( M_i \) be a connected component of \( C_i \) with boundary \( \partial S_i \). Using translating of the connected components on boundary of \( \partial(\Omega_\theta \times_\theta \mathbb{R}) \), it may conclude that \( M_i \) belongs to \( \Omega_\theta \times_\theta \mathbb{R} \). Since, \( \Sigma \) is \( g \)-area minimizing in this set, we conclude that \( \mathcal{H}_g^2(S_i) \leq \mathcal{H}_g^2(M_i) \). Analogously, it may be deduced that the connected component of
Consider the planes \( \pi_x(c) \) and \( \pi_x(-c) \), where \( c > 0 \). If \( 2c < \pi \), then \( \pi_x(-c) \cup \pi_x(c) \) is not \( g \)-area minimizing in \( \mathbb{R}^3 \).

**Proof.** Consider for \( h > 0 \) the rectangles

\[
D_{\pm} := \{(\pm c, y, z) : y \in [0, h] \text{ and } z \in [-\log \cos c, \sigma - \log \cos c]\},
\]

where \( \sigma \) satisfies \( \sin c < \tanh \sigma \). In [12, Proposition 3.11], it was proved that if \( h \) is sufficiently large, then there is a piecewise (in fact, smooth) cylinder \( C \) in the set between \( \pi_x(-c) \) and \( \pi_x(c) \) such that \( \partial C = \partial D_- \cup \partial D_+ \) and \( H_g^2(C) < H_g^2(D_-) + H_g^2(D_+) \), where \( H_g^2(\cdot) \) denotes the two-dimensional Hausdorff measure associated to Ilmanen’s metric on \( \mathbb{R}^3 \). Thus, if \( \Sigma' := (\pi_x(-c) \setminus D_-) \cup C \cup (\pi_x(c) \setminus D_+) \), then

\[
H_g^2(\Sigma' \cap B_R) < H_g^2((\pi_x(-c) \cup \pi_x(c)) \cap B_R), \forall R \text{ large enough},
\]

absurd.

We also remark that \( C_i \) belongs to \( \Omega_\theta \times_\theta \mathbb{R} \). We can see this by using that the connected components of \( \partial(\Omega_\theta \times_\theta \mathbb{R}) \) as barriers as before.

Fix any \( i \geq i_0 \) and let \( s \) be small enough so that \( \overline{S_i} \) and \( \overline{S_{i+1}} \) belong to \( C(s) \), and so \( C_i \) belongs to \( C(s) \) too. Denote by \( \hat{\Sigma} \) the piecewise surface obtained from \( \Sigma \) by removing the sets \( S_i \) and \( S_{i+1} \) and adding \( C_i \) in their place. From \( \text{[A.2]} \), one gets

\[
H_g^2(\hat{\Sigma} \cap \overline{B_r(0) \cap C(s)}) \leq H_g^2(\hat{C}_i) + H_g^2(\Sigma \cap \overline{B_r(0) \cap C(s) \setminus \{S_i \cup S_{i+1}\}})
\]

Namely, this contradicts the fact that \( \Sigma \) is \( g \)-area minimizing in \( \Omega_\theta \times_\theta \mathbb{R} \).

Consequently, we have shown that \( \Sigma \cap \overline{B_r(0)} \) has finitely many connected components. Now it is easy to infer that \( \Sigma \cap \overline{B_r(0)} \) is compact, which completes the proof. \( \square \)

Using the Proposition \( \text{[A.2]} \) and Lemma \( \text{[3.3]} \), it is then straightforward to obtain the following local area bounds for complete translating graphs.

**Lemma A.3.** Let \( \Sigma \) be a complete connected translating graph. Then, for all \( q \in \mathbb{R}^3 \) and \( r > 0 \) it holds:

\[
H_g^2(B_r(q) \cap \Sigma) \leq H_g^2(\partial B_r(q)).
\]

Next, we would like to conclude that some surfaces cannot be \( g \)-area minimizers. For that, we need the following result.

**Lemma A.4.** Consider the planes \( \pi_x(-c) \) and \( \pi_x(c) \), where \( c > 0 \). If \( 2c < \pi \), then \( \pi_x(-c) \cup \pi_x(c) \) is not \( g \)-area minimizing in \( \mathbb{R}^3 \).
where $B_R = B_R(0) = \{ p \in \mathbb{R}^3 : |p| < R \}$. Therefore, $\pi_x(-c) \cup \pi_x(c)$ is not $g$–area minimizing in $\mathbb{R}^3$.

**Corollary A.5.** Let $\Sigma$ be a complete translating soliton that possesses two disjoint parallel planes with distance less than $\pi$ as connected components. Then, $\Sigma$ is not $g$–area minimizing in $\mathbb{R}^3$.
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