S stars and s-process in the Gaia era
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ABSTRACT

Context. S stars are transition objects between M-type giants and carbon stars on the asymptotic giant branch (AGB). They are characterized by overabundances of s-process elements. Roughly half of them are enhanced in technetium (Tc), an s-process element with no stable isotope, while the other half lack technetium. This dichotomy arises from the fact that Tc-rich S stars are intrinsically producing s-process elements and have undergone third dredge-up (TDU) events, while Tc-poor S stars owe their s-process overabundances to a past pollution by a former AGB companion which is now an undetected white dwarf, and since the epoch of the mass transfer, technetium has totally decayed.

Aims. Our aim is to analyse the abundances of S stars and gain insights into their evolutionary status and on the nucleosynthesis of heavy s-process elements taking place in their interior. In particular, the location of extrinsic and intrinsic S stars in the HR diagram will be compared with the theoretical onset of the TDU on the thermally pulsing AGB.

Methods. A sample of 19 S-type stars was analysed by combining HERMES high-resolution spectra, accurate Gaia Data Release 2 (GDR2) parallaxes, stellar-evolution models, and newly designed MARCS model atmospheres for S-type stars. Various stellar parameters impact the atmospheric structure of S stars, not only effective temperature, gravity, metallicity and microturbulence but also C/O and [s/Fe]. We show that photometric data alone are not sufficient to disentangle these parameters. We present a new automatic spectral-fitting method that allows one to constrain the range of possible atmospheric parameters.

Results. Combining the derived parameters with GDR2 parallaxes allows a joint analysis of the location of the stars in the Hertzsprung–Russell diagram and of their surface abundances. For all 19 stars, Zr and Nb abundances are derived, complemented by abundances of other s-process elements for the three Tc-rich S stars. These abundances agree within the uncertainties with nucleosynthesis predictions for stars of corresponding mass, metallicity and evolutionary stage. The Te dichotomy between extrinsic and intrinsic S stars is seen as well in the Nb abundances: intrinsic, Tc-rich S stars are Nb-poor, whereas extrinsic, Tc-poor S stars are Nb-rich. Most extrinsic S stars lie close to the tip of the red giant branch (RGB), and a few are located along the early AGB. All appear to be the cooler analogues of barium stars. Barium stars with masses smaller than 2.5 M⊙ turn into extrinsic S stars on the RGB, because only for those masses does the RGB tip extend to temperatures lower than ∼4200 K, which allows the ZrO bands distinctive of S-type stars to develop. On the contrary, barium stars with masses in excess of ∼2.5 M⊙ can only turn into extrinsic S stars on the E-AGB, but those are short-lived, and thus rare. The location of intrinsic S stars in the HR diagram is compatible with them being thermally-pulsing AGB stars. Although nucleosynthetic model predictions give a satisfactory distribution of s-process elements, fitting at the same time the carbon and heavy s-element enrichments still remains difficult. Finally, the Tc-rich star V915 Aql is challenging as it points at the occurrence of TDU episodes in stars with masses as low as M ∼ 1 M⊙.
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1. Introduction

S stars are late-type giants characterized by the presence of TiO and ZrO molecular bands in their optical spectrum (Merrill 1922). The carbon to oxygen ratio (C/O) of S stars lies in the range from 0.5 to just below unity. This indicates that they are transition objects between M-type giants (C/O ~ 0.4) and carbon stars (C/O > 1) on the asymptotic giant branch (AGB; Iben & Renzini 1983). The spectra of S stars also show signatures of an overabundance of s-process elements (Smith & Lambert 1990). The s-process is a slow neutron-capture process which is responsible for the production of approximately half of all the elements heavier than Fe (Käppeler et al. 2011). S-process elements are transported to the stellar surface of a thermally pulsing AGB
Gaia Data Release 2 (GDR2; Gaia Collaboration 2018) and need (Van Eck et al. 2017; hereafter SVE17). A grid of MARCS model atmospheres, covering the complete parameter space of S stars, was recently published to fill this gap.

In the present study, we combine the parallaxes from the Gaia Data Release 2 (GDR2; Gaia Collaboration 2018) and the high-resolution spectra of S stars with the MARCS model atmospheres of S stars, to derive stellar parameters for S stars. Our goal is to gain insights into the evolutionary status and nucleosynthesis taking place in these complex stellar interiors.

The atmospheric parameter determination is an intricate task for S stars. The atmospheric structure of S stars is not only governed by surface gravity (log g), effective temperature (T_eff) and metallicity ([Fe/H]), as usual, but is also severely impacted by the C/O, and to a lesser extent, by the overall s-process element abundance ([s/Fe]). In cool (mostly intrinsic) S stars, the molecular band strengths are sensitive to both [s/Fe] and C/O (Piccirelli 1980; Van Eck et al. 2017). Valid atmospheric parameters, as required for a reliable abundance analysis, are thus not easy to derive. Because of the absence of models accurately accounting for the specific molecular opacities (especially ZrO) present in S-star atmospheres, the analysis of S stars traditionally relied on model atmospheres of M-type stars. These model atmospheres are however unable to handle the combined strong influence of T_eff, C/O and [s/Fe] on the atmospheric structure of S stars. A grid of MARCS model atmospheres, covering the complete parameter space of S stars, was recently published to fill this need (Van Eck et al. 2017; hereafter SVE17).

In the present study, we combine the parallaxes from the Gaia Data Release 2 (GDR2; Gaia Collaboration 2018) and the high-resolution spectra of S stars with the MARCS model atmospheres of S stars, to derive stellar parameters for S stars. Our goal is to gain insights into the evolutionary status and nucleosynthesis taking place in these complex stellar interiors.

The paper is organized as follows. The data overview and target selection are presented in Sect. 2. The procedures developed for the parameter determination of S stars are discussed in Sect. 3. In Sect. 4, we describe our abundance analysis and the line list used to derive the s-process element abundances. In particular, we discuss the Zr and Nb abundances for all our targets, because they give insight on the s-process operation temperature. We also study in detail the s-process abundance profiles for the three intrinsic S stars of our sample. Finally, in Sect. 6, we present the GDR2 Hertzsprung–Russell (HR) diagram of a restricted sample of S stars.

2. Observations and target selection

2.1. S stars from the Gaia catalogues

Among the 1347 S stars of the General Catalog of S stars (GCSS Second Edition; Stephenson 1984), 321 are present in the Gaia Data Release 1 (DR1; Gaia Collaboration 2016), made available when the present study started. If we consider only targets observable from the Roque de los Muchachos Observatory (La Palma, Canary Islands, and thus eligible for a HERMES high-resolution spectrum), that is, with δ > −30°, the intersection reduces to 124 objects (see also Sect. 2.2).

The (δ, σ_ϖ) plane (where δ is the DR1 parallax and σ_ϖ its error) for these 124 S stars is presented in Fig. 1. For the present study, only stars with good-quality DR1 parallaxes are selected, that is, matching the condition σ_ϖ/δ_ϖ ≤ 0.3. This condition ensures that the distance obtained by simple inversion of the parallax is not significantly biased. The positioning of individual stars on specific evolutionary tracks, as performed in Sect. 6, indeed requires accurate distance estimates. These 18 S stars with Gaia DR1 parallaxes are located below the blue line in Fig. 1. Our final sample of 19 S stars includes as well UY Cen, which is not observable with HERMES but has a UVES spectrum and satisfies the condition on δ/σ_ϖ. The list of the 19 target S stars is presented in Table 1. Although the sample selection for the present investigation is, as described above, based on Gaia DR1, during the course of our study the DR2 parallaxes were released. We used these more accurate parallaxes, listed in Table 1, for the present paper. Our study was not extended to the full DR2 sample of S stars with accurate parallaxes, though, since we had not collected high-resolution spectra for all of them. The full GDR2 S-star sample analysis is therefore deferred to a forthcoming paper. Table 1 shows that distances obtained by simple inversion of the parallaxes are compatible within 1σ with the Bayesian estimate provided by Bailer-Jones et al. (2018). In the remainder of the paper, we will thus use distances obtained from a simple inversion of the parallax.

![Fig. 1. Error on the parallax σ_ϖ as a function of the parallax δ for the 124 S stars resulting from the intersection of the General Catalog of Galactic S stars (Stephenson 1984) and Gaia DR1 (Gaia Collaboration 2016), observable with the HERMES spectrograph (δ > −30°). The blue and green lines delineate the quality conditions defined as σ_ϖ = 0.3 δ and σ_ϖ = 0.5 δ, respectively.](image-url)
Table 1. Basic data for the S star targets.

| TYC   | Name       | CGSS | Sp. type | V   | V−K   | \(\varpi \pm \sigma_\varpi\) (mas) | \(d(1/\varpi)\) (pc) | \(d(\text{Bayes})\) (pc) | \(E_{B−V}\) | \(K−[12]\) | \(K−[25]\) |
|-------|------------|------|----------|-----|-------|----------------------------------|---------------------|---------------------|--------------|-------------|-------------|
| 1048-1612-1 | V915 Aql | 1099 | S5+/2    | 8.4 | 6.3   | 2.1 | 1.97 ± 0.06 | 507 | 500±18 | 0.17 | 1.0 | 1.3 |
| 5419-1968-1 | NQ Pup   | 422  | S4.5/2   | 7.6 | 5.3   | 2.3 | 1.56 ± 0.07 | 637 | 627±20 | 0.08 | 0.8 | 0.9 |
| 7786-2428-1 | UY Cen   | 816  | S6/8     | 7.1 | 6.5   | 0.6 | 1.64 ± 0.14 | 608 | 604±62 | 0.15 | 1.3 | 1.8 |
| 494-1067-1 | HD 189581 | 1178 | S4*2     | 8.5 | 5.6   | 2.8 | 1.48 ± 0.06 | 673 | 662±30 | 0.05 | 0.5 | 0.7 |
| 3372-809-1 | HD 233158 | 152  | S        | 9.3 | 6.0   | 3.3 | 1.29 ± 0.05 | 773 | 757±34 | 0.08 | 0.5 | 0.5 |
| 2675-3191-1 | HD 191589 | 1194 | M0S1.5V/II | 7.3 | 4.1   | 3.1 | 2.34 ± 0.06 | 427 | 423±11 | 0.06 | 0.4 | 0.5 |
| 2683-716-1 | HD 19226 | 1192 | M1-3IIIa | 7.3 | 5.0   | 2.3 | 1.22 ± 0.03 | 817 | 798±10 | 0.12 | 0.3 | 0.3 |
| 2636-435-1 | V530 Lyra | 1053 | M3-5III   | 7.4 | 5.1   | 2.3 | 1.99 ± 0.03 | 501 | 494±9  | 0.02 | 0.5 | 0.6 |
| 2744-435-1 | HD 215336 | 1304 | S        | 7.8 | 4.0   | 3.8 | 1.45 ± 0.05 | 686 | 673±24 | 0.12 | 0.6 | 0.8 |
| 5641-427-1 | HD 150922 | 937  | M2S      | 7.9 | 6.3   | 1.6 | 1.51 ± 0.05 | 659 | 648±24 | 0.04 | 0.3 | 0.3 |
| 5989-625-1 | HD 63733 | 411   | S3.5/3   | 7.9 | 4.4   | 3.5 | 1.26 ± 0.04 | 792 | 775±25 | 0.19 | 0.7 | 1.0 |
| 4376-1398-1 | BD+69°524 | 612  | S        | 9.3 | 4.9   | 4.4 | 1.05 ± 0.03 | 951 | 925±31 | 0.23 | 0.7 | 0.8 |
| 2256-1443-1 | BD+28°4592 | 1334 | S2/3    | 9.4 | 4.4   | 5.0 | 0.71 ± 0.05 | 1400 | 1340±103 | 0.08 | 0.6 | 1.5 |
| 1818-1043-1 | V1135 Tau | 87   | S3/3     | 8.9 | 5.8   | 3.1 | 1.38 ± 0.07 | 722 | 709±42 | 0.07 | 0.6 | 0.6 |
| 6503-1173-1 | AB Col    | 174  | M3III    | 9.5 | 7.2   | 2.7 | 1.51 ± 0.03 | 660 | 648±15 | 0.08 | 0.7 | 0.8 |
| 5971-534-1 | –        | 302 | S1*2     | 10.9 | 5.2   | 5.6 | 0.69 ± 0.03 | 1430 | 1376±56 | 0.01 | –   | –   |
| 5399-2402-1 | BD-10°1977 | 332  | S3*1     | 9.3 | 6.2   | 3.1 | 0.70 ± 0.05 | 1413 | 1365±30 | 0.13 | 0.8 | 0.8 |
| 5404-2748-1 | FX CMa    | 350  | S5/6     | 8.6 | 5.6   | 3.0 | 0.70 ± 0.05 | 1413 | 1366±114 | 0.10 | 0.5 | 0.8 |
| 5976-138-1  | BD-22°1742 | 318  | S3*3     | 10.3 | 3.8   | 6.4 | 0.52 ± 0.03 | 1920 | 1827±142 | 0.14 | –   | –   |

Notes. Columns 1, 2, and 3 list different identifiers: Tycho2 (Høg et al. 2000), GCVS, HD, BD, and Catalog of Galactic S stars (CGSS) entry number. Columns 4, 5, 6, and 7 list spectral type, V magnitude, V−K colour, and K magnitude, respectively, extracted from the SIMBAD Astromonical Database (Wenger et al. 2000). Column 8 lists the GDR2 parallax and its error. Columns 9 and 10 compare the distances obtained by simple inversion of the parallax and by Bayesian inference (Bailer-Jones et al. 2018), the latter including the 1\(\sigma\) error bar. The reddening \(E_{B−V}\) has been obtained from the Gomtcharov (2012) extinction maps. Columns 12 and 13 list the K-[12] and K-[25] from the IRAS Point Source Catalog and 2MASS K magnitude (Skrutskie et al. 2006).

In fact, many bright stars with \(G \leq 7\) (where \(G\) is the Gaia magnitude) and “extremely blue and red sources” are missing from the Gaia DR1 (Gaia Collaboration 2016). The red cut introduces a bias against intrinsic S stars in our sample as intrinsic S stars are redder, on average, than extrinsic S stars: \((B−V)_{\text{ext}} \approx 1.20\) as compared to \((B−V)_{\text{int}} \approx 1.65\) (Van Eck et al. 2000). Therefore, many among the most evolved (intrinsic) S stars are absent from our sample.

2.2. High-resolution spectra

The availability of HERMES\(^1\) high-resolution spectra (Raskin et al. 2011) is needed to derive accurate atmospheric parameters of S stars. The HERMES spectrograph is mounted on the 1.2m Mercator Telescope at the Roque de Los Muchachos Observatory, La Palma (Canary Islands). It is a fibre-fed spectrograph in a temperature-controlled environment which ensures good wavelength stability. HERMES spectra have a wavelength coverage of 380–900 nm with a spectral resolution of \(R = 85,000\). The spectra are automatically reduced through a dedicated pipeline at the end of the observing night.

The 18 S-type stars matching the conditions mentioned in Sect. 2.1 all have V < 11, and are thus easily observable with HERMES. The observation log is given in Table 2. The spectrum of one additional intrinsic S star, UY Cen, was obtained from the UVES POP database\(^2\) (Bagnulo et al. 2003). The TGAS parallax of UY Cen satisfies the parallax condition (Sect. 2.1) but with a declination \(\delta \approx −44\degree\), it is not observable with HERMES. UY Cen is an interesting benchmark star already studied in SVE17.

2.3. Classification based on Tc lines

A S/N ratio larger or equal to 30 in the V band is needed to detect Tc lines in S stars spectra (Van Eck et al. 1998). For this purpose, we use the three strong Tc I resonance lines located at 4238.19, 4262.27 and 4297.06 Å. As mentioned by Little-Marenin & Little (1979) and Van Eck & Jorissen (1999), all three lines are severely blended but can nevertheless be used to distinguish intrinsic from extrinsic S stars. We classified 16 stars as Tc-poor (Fig. 2) and 3 stars as Tc-rich (Fig. 3), namely NQ Pup, V915 Aql and UY Cen. There is a good correlation between the diagnostics provided by the 4238.19 and 4262.27 Å features. Because the 4297.06 Å Tc line is blended by other s-process element lines (especially by Nb), even when the star is devoid of Tc, the strength of that feature varies from one Tc-poor

---

\(^1\) HERMES is an acronym for High Efficiency and Resolution Mercator Echelle Spectrograph.

\(^2\) https://www.eso.org/sci/observing/tools/uvesspop/interface.html
Table 2. List of S stars with available TGAS solution and high-resolution spectra.

| Name          | Observation date | S/N | Instrument |
|---------------|------------------|-----|------------|
| V915 Aql      | 2016 May 27      | 50  | H          |
| NQ Pup        | 2010 Feb 19      | 110 | H          |
| HD 189581     | 2009 July 31     | 60  | H          |
| HD 233158     | 2016 April 22    | 50  | H          |
| HD 191589     | 2011 April 10    | 80  | H          |
| HD 191226     | 2011 April 9     | 110 | H          |
| V530 Lyr      | 2011 April 6     | 100 | H          |
| HD 215336     | 2009 July 2      | 120 | H          |
| HD 150922     | 2011 April 10    | 100 | H          |
| HD 63733      | 2016 April 23    | 50  | H          |
| BD +69°524    | 2010 Oct 26      | 60  | H          |
| V1135 Tau     | 2016 Nov 16      | 60  | H          |
| AC Col        | 2016 Nov 09      | 60  | H          |
| TYC 5971-534-1| 2016 Nov 10      | 40  | H          |
| BD −10°1977  | 2016 Nov 09      | 40  | H          |
| FX CMa        | 2016 Nov 09      | 50  | H          |
| BD −22°1742  | 2016 Nov 10      | 40  | H          |
| UY Cen        | 2016 Feb 03      | 50  | U          |

Notes. For HERMES spectra, the signal-to-noise ratio (S/N) is estimated around 500 nm. H and U in the last column stands for HERMES and UVES, respectively.

star to another (see Fig. 2), depending on the average s-process overabundance.

UY Cen is an ambiguous case. It shows a clear absorption feature at 4238.19 and 4297.06 Å, thus hinting at its Tc-rich nature, but the absorption feature is not as clear at 4262.27 Å (a fact also reported by Van Eck & Jorissen 1999). Based on the two lines providing consistent results, we classify UY Cen as Tc-rich; this classification is further supported by its infrared excess (Sect. 7 and Fig. 19).

The presence of Tc was first detected in V915 Aql by Little et al. (1987), and Fig. 3 clearly confirms the Tc-rich nature of that star. NQ Pup was classified as intrinsic S star by Smith & Lambert (1988); we confirm this classification, as we do for the Tc-poor nature of HD 189581, HD 191589, HD 191226, HD 150922 and HD 215336 as previously found by Smith & Lambert (1988) and of BD −28°4592 and V1135 Tau as formerly published in Jorissen et al. (1993). Wang & Chen (2002) classified HD 233158 and BD −10°1977 as Tc-deficient from their location in the $(K - [12]) - ([12] - [25])$ photometric plane. Finally, Otto et al. (2011) found BD +69°524 to be Tc-poor from the IRAS photometry. We confirm these results from the analysis of our high-resolution spectra (Fig. 2).

For some objects however there are some disagreements with previous assignments. V530 Lyr was classified as Tc-rich by Smith & Lambert (1988) and Van Eck et al. (1998), but they mention that their classification for this star was uncertain due to the blend at 4262.27 Å. Similarly, HD 63733 was classified as Tc-rich by Smith & Lambert (1988) and Van Eck et al. (1998), though the latter mentioned an uncertainty on this classification. However, from the features at 4238.19 and 4262.27 Å, we re-classify unambiguously both stars as Tc-poor.

Finally, there was no former classification available for AB Col, TYC 5971-534-1, FX CMa and BD −22°1742 in the literature. From their Tc features (Fig. 2), we have tagged all four stars as extrinsic S stars. The final Tc-rich/poor assignment for our sample stars is listed in Table 4.

To confirm the paradigm that Tc-deficient S stars are always member of binary systems, we investigated the binary status of our extrinsic S stars. HD 63733, HD 189581, HD 191226, HD 191589, HD 215336, V530 Lyr, BD +28°4592, and V1135 Tau are known to be binary systems (Jorissen & Mayor 1988; Brown et al. 1990; Jorissen et al. 1993). The radial velocity (RV) for the other extrinsic S stars was not monitored to check their binarity.

Similarly, for the three intrinsic S stars, there is no RV monitoring available to test their binarity. However, the frequency of occurrence of binary systems among intrinsic S star is expected to be similar to that among normal (that is, non s-process-enriched) stars. For a discussion of this topic, see for example Table 9.1 and Sect. 9.3 in Jorissen (2004) as well as Jorissen et al. (1993). We note that Brown et al. (1990) classified NQ Pup and V915 Aql as single stars from the absence of the He I features at 10 830 Å, contrary to the situation prevailing for binary systems with a white dwarf companion where this feature is observed.

3. Stellar parameters determination

In an attempt to obtain the stellar parameters for S-type stars solely based on photometric data, we designed a spectral energy distribution (SED) fitting routine called S4U (S stars SED fitting Utility). SED fitting has been used as a successful technique for atmospheric parameter determination of barium (Escozza et al. 2017) and post-AGB stars (Hillen et al. 2017). Hence, we tested the capability of photometric observations alone to constrain the extended parameter space of S-type stars with S4U (Sect. 3.1). Because photometry alone cannot lift the degeneracies between the S star stellar parameters, we later developed a second method (Sect. 3.2) based on comparing a high-resolution HERMES spectrum with the grid of synthetic spectra from SVE17. We shall confirm, as already mentioned by SVE17, that high-resolution spectroscopy is needed for the careful disentanglement of the atmospheric parameters of S stars.

3.1. S4U: S stars SED Fitting Utility

The S4U code compares the available photometric observations of a given star with those computed from the synthetic spectra of the grid of S-star models (SVE17). S4U is an extension of the tool described in Degroote et al. (2011) for the SED fitting with Kurucz atmospheric models. The five dimensions of the S4U parameter space are $T_{\text{eff}}$, $\log g$, reddening $E_{B-V}$, $[\text{C}/\text{Fe}]$, and $[\text{s}/\text{Fe}]$. The inclusion of $[\text{C}/\text{Fe}]$ and $[\text{s}/\text{Fe}]$, which are atmospheric parameters important for S stars (SVE17 and Sect. 1), makes S4U a specific tool for SED fitting of S stars.

3.1.1. Method

S4U collects first the photometry of the targets from the SIMBAD database (Wenger et al. 2000). These photometric data are carefully cleaned, removing all the saturated data points as well as those flagged as unreliable sources by SIMBAD. S4U cannot be used for large-amplitude pulsators like Miras, and $[\text{Fe}/\text{H}] = 0.0$ and $-0.5$. These model SEDs are medium-resolution synthetic spectra computed from the MARCS model atmospheres of the S-star grid. The parameter...
Fig. 2. The spectral region around the three (4238.19, 4262.27 and 4297.06 Å) ultra-violet Tc I lines in Tc-poor S stars. The observed spectra have been normalized using unity-based normalization.

range covered by this grid is 2700–4000 K (with steps of 100 K) for $T_{\text{eff}}$, $0 \leq \log g \leq 5$ (with steps of 1 dex), C/O from 0.5 to 0.99 (0.50, 0.75, 0.90, 0.92, 0.95, 0.97, 0.99), [s/Fe] of 0.0, +1.0, +2.0 dex, and [$\alpha$/Fe] scaled with metallicity. The microturbulence is fixed at 2 km s$^{-1}$. Next, a photometric grid is obtained by integrating each synthetic spectrum of the model grid over the transmission curves of the various photometric filters. The photometric systems used by S4U include HIPPARCOS, Strömgren, Johnson, Cousins, 2MASS, Geneva, Tycho2, Galex, DENIS, SDSS and USNO-B. The photometry has been calibrated using the Vega model of Bohlin & Gilliland (2004) with the zero points of Maíz Apellániz (2007).

Only photometric bands bluer than $K$ are considered for the SED fitting, to avoid being sensitive to possible photometric excesses caused by circumstellar dust. A $\chi^2$ statistics is then used to establish the goodness-of-fit for about 1 million models.
obtained randomly by interpolation of the photometric grid in the five atmospheric parameters listed above. The best-fitting model is of course the one with the minimum $\chi^2$. The error on the parameters is derived as the 1-$\sigma$ error enclosing 67% of the model fits (see the coloured regions of Fig. 4b–d).

3.1.2. Discussion

Obtaining the stellar parameters for S-type stars from SED fitting with photometry alone turns out to be very challenging. This is due to the coupling between $T_{\text{eff}}$, [C/Fe], and [s/Fe], and to the fact that the latter two values cannot be constrained solely by broadband photometry. The SED fitting (top left panel of Fig. 4) and the plots of reduced probability (top right, bottom left, and right panels of Fig. 4) provide a visual demonstration of the above conclusion.

The distribution of reduced probability in the log $g$ – $T_{\text{eff}}$ plot (top right panel of Fig. 4) shows that S4U constrains $T_{\text{eff}}$ reasonably well, since a vertical strip of dark colours (low reduced probabilities) imply low $\chi^2$ values and hence best-fitting models.
Table 3. Stellar parameters for a set of Henize stars obtained from SVE17, compared with results from S4U.

| Star name | \(T_{\text{eff}}\) (K) | SVE17 C/O | [s/Fe] | \(T_{\text{eff}}\) (K) | S4U C/O | [s/Fe] |
|-----------|------------------------|-----------|--------|------------------------|---------|--------|
| Hen 4-3   | 3500 (3500;3500) 0.50 (0.50;0.75) 0.00 (0.00;0.00) |            |        | 3447 (3400;3500) 0.750 (0.50;0.899) 0.8 (0.50;1.25) |
| Hen 4-5   | 3700 (3600;3800) 0.50 (0.50;0.75) 1.00 (1.00;1.00) |            |        | 3628 (3550;3650) 0.925 (0.925;0.971) 1.8 (1.25;2.00) |
| Hen 4-14  | 3700 (3700;3800) 0.50 (0.50;0.75) 1.00 (1.00;1.00) |            |        | 3705 (3630;3730) 0.971 (0.899;0.991) 1.8 (1.25;2.00) |
| Hen 4-16  | 3500 (3500;3600) 0.50 (0.50;0.75) 1.00 (0.00;1.00) |            |        | 3550 (3500;3600) 0.751 (0.50;0.925) 0.9 (0.00;1.00) |
| Hen 4-19  | 3600 (3500;3700) 0.90 (0.50;0.92) 1.00 (1.00;2.00) |            |        | 3510 (3500;3550) 0.991 (0.991;0.991) 1.1 (0.75;1.25) |
| Hen 4-20  | 3500 (3500;3500) 0.50 (0.50;0.75) 0.00 (0.00;1.00) |            |        | 3496 (3400;3500) 0.899 (0.899;0.925) 1.3 (1.00;1.50) |
| Hen 4-35  | 3900 (3900;3900) 0.50 (0.50;0.75) 1.00 (1.00;1.00) |            |        | 3918 (3850;3950) 0.50 (0.50;0.50) 1.6 (1.25;2.00) |
| Hen 4-37  | 3500 (3400;3500) 0.50 (0.50;0.75) 0.00 (0.00;0.00) |            |        | 3443 (3350;3450) 0.899 (0.751;0.899) 0.6 (0.00;1.00) |
| Hen 4-40  | 3400 (3400;3500) 0.75 (0.75;0.92) 0.00 (0.00;0.00) |            |        | 3465 (3450;3550) 0.925 (0.751;0.925) 1.2 (1.00;1.50) |
| Hen 4-44  | 3500 (3500;3500) 0.50 (0.50;0.50) 1.00 (1.00;1.00) |            |        | 3576 (3500;3600) 0.899 (0.899;0.925) 1.3 (1.00;1.50) |

Notes. The values between brackets in the SVE17 columns correspond to the range covered by the models with \(\chi^2_{\text{min}} \leq \chi^2 \leq 1.4\chi^2_{\text{min}}\). The values between brackets in the S4U columns correspond to the range covered by the best-fitting models within the 67% confidence interval of the reduced probability. The conversion of [C/Fe] from S4U into C/O is performed using the Grevesse et al. (2007) abundances.

3.2. Atmospheric parameters derived from spectral fitting

Realizing the limitations of S4U, we devised a spectral-fitting method\(^4\) that is more efficient at disentangling the atmospheric parameters of S stars. The method is very similar to that described in Neyskens et al. (2015) and SVE17, and searches for the best-fitting MARCS model by comparing the associated synthetic spectra with chunks of the observed spectrum, along with a couple of photometric indices. Since the observed high-resolution spectra are not flux-calibrated, the slope of the spectrum is not reliable over extended wavelength ranges (\(\geq 100\) Å). It is therefore necessary to compare the synthetic and observed spectra over small spectral domains (about 100 Å) that have been normalized by matching the points of maximum flux, and this is done separately within each considered chunk.

The high-resolution synthetic spectra are generated by the Turbospectrum radiative-transfer code (Alvarez & Plez 1998, Plez 2012) using the MARCS model atmospheres from SVE17. The synthetic spectra have been convolved with a Gaussian kernel to a resolution matching that of the observed spectrum and reddened to match the reddening of the target star, as derived from the Gontcharov (2012) table with the distance computed from the DR2 parallax. The comparison between observed and synthetic spectra is then performed through \(\chi^2\)-minimization, summing over all spectral pixels, and using the flux itself as an estimate of the variance on the observed spectrum. In this process, it is important to remove spectral regions contaminated by telluric lines, as well as strong lines like the Na D doublet, whose core flux is close to zero in the observed spectrum. Since the core of the line is not well reproduced in the synthetic spectrum, it would lead to very large spurious contributions to the \(\chi^2\) value if it were not discarded.

The rederived \(V\)–\(K\) and \(J\)–\(K\) photometric indices have been used as well in the comparison. They have been attributed arbitrary weights corresponding to 20 000 pixels, so that they

\(^4\) The spectroscopic method applicable for hotter stars, using excitation and ionisation equilibrium to constrain \(T_{\text{eff}}\) and \(\log g\), cannot be used here. Indeed, given the heavily blended and depressed spectra of S stars and the current accuracy of transition probabilities and wavelengths in molecular (mainly TiO, ZrO, LaO, VO and CH) line lists, a \(\chi^2\) minimization between synthetic and observed spectra has to be performed instead.
contribute to the $\chi^2$ in proportion to their band width. The adopted 1σ error were 0.04 and 0.01 for $V-K$ and $J-K$, respectively. Values of $\chi^2$ for every spectral chunk and photometric indices are then calculated.

The model with the lowest total $\chi^2$ value is then selected as the best-fitting model, providing a first estimate of atmospheric parameters. Finally, we validate the stellar parameters by checking high-resolution spectral windows (for example, the 50 Å spectral window including the two $\lambda 7819$ and $\lambda 7849$ Å Zr lines; see Figs. 8 and 9).

3.3. Constraining $\log g$ with DR2 parallaxes

To better constrain the gravities derived from the spectral-fitting method, spectral chunks in the $U$ band would be required (see the discussion in SVE17). However, these red stars have weak signals in that spectral range. Here we use instead the star location in the HR diagram (see Sect. 6) to constrain its mass and radius, and hence its gravity that we name “Gaia log g” in the following. This Gaia log $g$ is derived from the relation:

$$
\log g - \log g_{\odot} = \log \frac{M}{M_{\odot}} + 4 \log \frac{T_{\text{eff}}}{T_{\text{eff,\odot}}} - \log \frac{L}{L_{\odot}}
$$

$$
= \log \frac{M}{M_{\odot}} + 4 \log \frac{T_{\text{eff}}}{T_{\text{eff,\odot}}} + 0.4 (K + BC_K - A_K) - 10 + 5 \log (\varpi - M_{\text{bol,\odot}}),
$$

where $\varpi$ is the Gaia DR2 parallax expressed in mas; $A_K$ is the extinction in the $K$ band, derived as described in Sect. 3.2; $T_{\text{eff}}$ and $BC_K$, the bolometric correction in the $K$ band, are taken from the MARCS model with the lowest $\chi^2$. The mass is determined by selecting the evolutionary track of the corresponding metallicity passing closest to the star location in the HR diagram (details about the stellar models are provided in Sect. 5.1). Since the Gaia log $g$ obtained in this way generally does not match the one from the spectral-fitting tool, the process was iterated as illustrated in Fig. 5.

In the next iteration, we thus adopted the new Gaia log $g$ and chose the first model in the list of best-fitting models having log $g$ matching the Gaia log $g$ value. With this new model (which could have a $T_{\text{eff}}$ and/or metallicity which differ from the previous one), we obtain a new position in the HR diagram. This iterative process is pursued until it converges towards a consistent log $g$ value.

3.4. Uncertainties on the atmospheric parameters

As explained above, finding the atmospheric parameters ($T_{\text{eff}}$, log $g$, [Fe/H], C/O and to a lesser extent [s/Fe]) for S stars is an intricate process, and so is the estimate of their uncertainties. The method we followed is inspired by that of Cayrel et al. (2004). It consists in finding alternate atmospheric parameters which lead to an acceptable fit of the high-resolution spectrum. We illustrate the procedure with V915 Aql. Its best parameters are $T_{\text{eff}} = 3400$ K, log $g = 0$, [Fe/H] = $-0.5$, C/O = 0.75, and [s/Fe] = 0 dex (Table 4). In the following, this set of parameters will be called “model A”. In the list of best models provided by the $\chi^2$ method, one of the models coming after A has $T_{\text{eff}} = 3500$ K, log $g = 1$, [Fe/H] = 0.0, C/O = 0.5, and [s/Fe] = 1 dex. We denote this as “model H”. Figure 10 reveals that the synthetic spectrum for model H fits the $\lambda 7819$ Å line almost equally well as the spectral fit for model A, though model A and model H differ from each other by one grid step for each of their parameters. We therefore consider that one grid step in each of the considered parameters represents a fair estimate of their uncertainty (and consequently, that an interpolation in the model grid would not provide any accuracy improvement). An estimate of the impact of these model-parameter uncertainties on the $s$-process abundance uncertainty will be discussed in Sect. 4.4.

4. Abundance determination

The abundances for all the considered elements were derived by comparing the observed spectra with synthetic spectra generated by TurboSpectrum using MARCS model atmospheres. We have used the same molecular and atomic line lists as SVE17.

4.1. C, N, O

The spectra of S stars are dominated by oxygen-bearing molecular bands. An accurate estimate of the C, N, and O abundances is needed as a priori to derive accurate atomic abundances. The carbon abundance is determined from sensitive features in the CH band around 4300 Å (Fig. 6). Because the $\lambda 6300.3$ Å [O1] line lies in a severely blended region, it is not possible to use it for deriving the O abundance. Therefore, we use instead a metallicity-scaled solar O abundance value throughout our study. The C/O was varied over the whole range 0.50–0.99 and synthetic spectra with those values were compared to the observed spectrum in order to confirm that the spectral-fitting routine indeed provides the most appropriate C/O. Since we derived the carbon abundance from the CH G-band and the C/O from an overall spectral fit, we may combine these values to derive the oxygen abundance. We checked that it was indeed consistent with the assumed metallicity-scaled solar O abundance. We found an agreement better than 0.2 dex in all our stars, except for TYC 5971-534-1, for which the discrepancy in log $c_O$ amounts to 0.26 dex.

The uncertainty on C/O was estimated from the values of the C/O providing an acceptable fit to the CH G-band.

The nitrogen abundance was then derived from the CN lines. The uncertainty on C/O was estimated from the values of the C/O providing an acceptable fit to the CH G-band.

The nitrogen abundance was then derived from the CN lines available in the 7900–8100 Å range (Fig. 7), using in particular the lines listed in Merle et al. (2016). We note, however, that for stars with C/O $\lesssim 0.9$, the CN lines are strong and their sensitivity to the N abundance is therefore limited, making the N abundance uncertain.

4.2. Metallicity [Fe/H]

Metallicity is derived from Fe line synthesis (in the range $\lambda 7300$–$\lambda 8700$ Å). Metallicities along with the number of lines used and their standard deviations are listed in Table 4; the full line list is given in Sect. A.1.
Table 4. Atmospheric parameters for S stars after performing iterations on log \( g \).

| Name         | \( T_{\text{eff}} \) (K) | \( L \) (\( L_\odot \)) | \( \log g \) | [Fe/H] | \( \sigma \) [Fe/H] | C/O | [s/Fe] | \( BC_K \) | Mass (\( M_\odot \)) | Te |
|--------------|--------------------------|--------------------------|--------------|--------|---------------------|-----|--------|------------|-----------------------|----|
| V915 Aql     | 3400 (3400; 3400)         | 1958 (3403; 2098)        | 0 (0; 1)     | −0.5 (9) | 0.15                | 0.75| 0      | 3.00       | 1                     | Y  |
| NQ Pup       | 3700 (3500; 3700)         | 3059 (2797; 3360)        | 1 (1; 2)     | −0.3 (10) | 0.05                | 0.50| 1      | 2.77       | 2.5                   | Y  |
| UY Cen       | 3300 (3000; 3400)         | 10505 (8826; 12712)      | 0 (0; 3)     | −0.3 (7)  | 0.15                | 0.999| 1      | 3.05       | 3                     | Y  |
| HD 189581    | 3500 (3500; 3500)         | 1845 (1972; 2199)        | 1 (1; 2)     | 0.0 (12)  | 0.13                | 0.50| 0      | 2.93       | 2                     | N  |
| HD 233515    | 3600 (3600; 3600)         | 1692 (1553; 1851)        | 1 (1; 1)     | −0.4 (12) | 0.16                | 0.50| 0.75   | 2.84       | 1                     | N  |
| HD 191589    | 3700 (3700; 3800)         | 636 (604; 670)           | 1 (1; 2)     | −0.3 (12) | 0.10                | 0.75| 0.75   | 2.77       | 1                     | N  |
| HD 191226    | 3600 (3600; 3600)         | 4767 (4511; 5046)        | 1 (1; 0)     | −0.1 (12) | 0.13                | 0.50| 0.90   | 2.85       | 3.5                   | N  |
| V530 Lyr     | 3500 (3500; 3600)         | 1530 (1493; 1610)        | 1 (1; 3)     | 0.0 (10)  | 0.12                | 0.50| 0.75   | 2.93       | 1.5                   | N  |
| HD 215336    | 3700 (3700; 3700)         | 913 (854; 979)           | 1 (1; 1)     | −0.5 (11) | 0.12                | 0.50| 0      | 2.77       | 1.5                   | N  |
| HD 150922    | 3600 (3600; 3600)         | 5614 (5234; 6036)        | 1 (1; 1)     | −0.5 (11) | 0.12                | 0.50| 0.75   | 2.86       | 2.5                   | N  |
| HD 63733     | 3700 (3700; 3700)         | 955 (1510; 1728)         | 1 (1; 2)     | −0.4 (13) | 0.11                | 0.50| 0.75   | 2.78       | 2.5                   | N  |
| BD +69°524   | 3600 (3600; 3600)         | 1619 (893; 1023)         | 1 (1; 2)     | −0.1 (15) | 0.12                | 0.75| 0      | 2.84       | 1                     | N  |
| BD +28°4592  | 3700 (3700; 3800)         | 1196 (1036; 1396)        | 1 (1; 2)     | −0.2 (14) | 0.14                | 0.50| 0      | 2.94       | 1                     | N  |
| V1135 Tau    | 3400 (3400; 3500)         | 1601 (1435; 1798)        | 1 (1; 2)     | −0.4 (11) | 0.16                | 0.50| 0.75   | 2.92       | 2                     | N  |
| AB Col       | 3500 (3300; 3500)         | 1940 (1852; 2036)        | 1 (1; 2)     | 0.0 (17)  | 0.14                | 0.50| 0      | 2.92       | 2                     | N  |
| TYC 5971-534-1| 3600 (3600; 3600)       | 666 (608; 734)           | 1 (1; 2)     | −0.4 (15) | 0.18                | 0.50| 0.90   | 2.83       | 1                     | N  |
| BD -10°1977  | 3500 (3500; 3600)         | 6016 (5513; 7117)        | 0 (0; 1)     | −0.5 (16) | 0.15                | 0.50| 0.75   | 2.94       | 3                     | N  |
| FX CMa       | 3500 (3500; 3600)         | 7032 (6021; 8319)        | 1 (1; 1)     | 0.0 (8)   | 0.14                | 0.97| 1      | 2.91       | 4                     | N  |
| BD-22°1742   | 4000 (4000; 4000)         | 775 (671; 905)           | 1 (1; 5)     | −0.3 (11) | 0.09                | 0.75| 0      | 2.54       | 2                     | N  |

Notes. In the \( T_{\text{eff}} \) and \( \log g \) columns, the numbers between brackets denote the values spanned during the \( \log g \) iterations, while in the C/O column they indicate the error on C/O from the CH regions and in the L column, they indicate the luminosity error due to the GDR2 error on the parallax. The metallicities [Fe/H] have been obtained from the Fe abundance analyses. The numbers in brackets in the [Fe/H] column indicate the number of lines used to derive [Fe/H] and the next column indicates the standard deviation (derived from the line-to-line scatter) on [Fe/H]. \( BC_K \) is the bolometric correction in the K-band as computed from the MARCS model atmospheres. The masses have been derived from the locations of the stars in the HR diagram compared to the STAREVOL tracks (Fig. 16). The last column lists whether the star is Tc-rich (“Y”) or Tc-poor (“N”) from the analysis of its Tc lines (Sect. 2.3).

4.3. s-process elements

Abundances of Zr and Nb are derived for all our programme stars (Tables 5 and 6). The Zr abundances were measured from the two Zr I lines with transition probabilities from laboratory measurements (Biémont et al. 1981) at 7819.37 and 7849.36 Å (see Figs. 8 and 9). As discussed by Neyskens et al. (2015) and Karinkuzhi et al. (2018), the above Zr I lines systematically lead to Zr I abundances 0.30 dex lower than abundances derived from lines with transition probabilities from Corliss & Bozman (1962). We favour the former lines as they rely on measured transition probabilities.

The Nb abundances for our stars were estimated from the Nb lines listed in Table A.1. Not all Nb lines which are listed in Table A.1 were present in all stars, though, and finding good Nb lines for the intrinsic S stars was even more challenging because of the strong molecular blending. We did not derive the Nb abundance for the intrinsic S star UY Cen as we could not find any well-reproduced Nb line or blend. On average, we used four Nb lines for every extrinsic S star and two for intrinsic S stars. These Zr–Nb abundances will be discussed in Sect. 5.4.

In addition to Zr and Nb, we attempted to determine Sr, Y, Ba, La, Ce, Nd, Sm and Eu abundances in the intrinsic S stars of our sample (Table 6). Finding good Sr lines was impossible for...
Fig. 6. Carbon abundance derived from a comparison between the observed spectrum of the extrinsic S star HD 189581 in the CH G-band (black line) and the synthetic spectrum for different C/O values. The best agreement is obtained for C/O = 0.5. The grey line presents the synthesis without the CH linelist.

Fig. 7. Bottom panel: comparison between the synthetic and observed spectra for V530 Lyr in the 8076–8088 Å range containing CN lines. Top three panels: ±1 Å zoom around the CN lines at 8035, 8057.3, and 8082.9 Å (from left to right panels). The green dashed lines mark the CN lines used by Merle et al. (2016) in barium stars. The grey line presents the synthesis without the CN line list. The value [N/Fe] = 0.9 has been adopted.

NQ Pup and V915 Aql, and we could derive the Sr abundance for UY Cen using only one Sr line. We could find two good Y lines in UY Cen and even more in NQ Pup and V915 Aql. The Ba abundance was derived using only one Ba line at 7488.077 Å since other Ba lines were heavily saturated. The La abundance was derived for NQ Pup and UY Cen but not for V915 Aql. The Ce and Nd abundances were derived using at least two lines for all three stars. The Sm abundance could be derived only for UY Cen and NQ Pup. The Eu abundance could only be obtained for NQ Pup from one Eu line. All the atomic lines used for the abundance determination are listed in Table A.1 with their excitation potential and $\log g_f$.

4.4. Uncertainties on the abundances

The s-process abundance uncertainties were estimated for the three intrinsic S stars NQ Pup, V915 Aql and UY Cen, because they cover an effective temperature range (3300–3700 K) representative of that of S stars, and because the spectra of intrinsic S stars are often more blended than those of extrinsic S stars, so the errors can only be overestimated when applied to our entire sample. Uncertainties are listed in the bottom panels of Tables 7–9. In the upper panels, model A designates the adopted model, whereas models B–G correspond to models differing by one grid step from model A, each parameter varied at a time. The abundance resulting from each of these models is then compared with the abundance from model A and these differences are listed as columns $\Delta_{B-A}$,...,$\Delta_{G-A}$ in the bottom panels of Tables 7–9.

The stellar parameters of S stars are strongly correlated to one another. Hence, the total error budget should account for this entanglement between the stellar parameters. We followed a method similar to that of Cayrel et al. (2004) to estimate the uncertainties on our abundances due to the entangled stellar
parameters. After modifying $T_{\text{eff}}$ by $+100$ K or $-100$ K from model A, we adjusted the other stellar parameters to obtain an acceptable fit to the global spectrum, as already explained in Sect. 3.4. We designate this alternate model as “H” in Tables 7–9.

To further illustrate the strong coupling between atmospheric parameters in S-type stars, Fig. 10 compares synthetic spectra around the Zr I 7819 Å line for models A and H of V915 Aql. While there are significant differences between the parameters of the two models ($|\Delta T_{\text{eff}}| = 100$ K, $|\Delta \log g| = 1$, $|\Delta [\text{Fe/H}]| = 0.5$, $|\Delta \text{C/O}| = 0.25$, $|\Delta [\text{s/Fe}]| = 1$), it is extremely difficult to decide which model has to be preferred from this plot alone. This reveals an intrinsic uncertainty existing for S-star atmospheric parameters. However, our technique consisting in a global assessment combining a $\chi^2$ minimization with gravity determined from the Gaia parallax can help to solve this puzzle. Indeed, the $\log g$ value associated with model H for V915 Aql and UY Cen is incompatible with the “Gaia log g”.

Furthermore, for V915 Aql, model H is inconsistent with the derived s-process overabundance: model H has $[\text{s/Fe}] = +1$ dex, whereas the individual abundances do not exceed 0.5 dex. Both arguments support the selection of model A over model H.

For NQ Pup, the situation is more tricky, models A and H only differing by $|\Delta T_{\text{eff}}| = 100$ K and $|\Delta \text{C/O}| = 0.25$. However, the comparison of the spectral fit in the TiO bands for models A and H clearly favours model A (Fig. 11).

The expected uncertainty on the abundances due to the changes of multiple stellar-parameter (Col. $\Delta H_{\text{A}}$ of Tables 7–9) is estimated as the difference between the abundances derived from models H and A (the reference model).

4.5. Abundance profiles of the three intrinsic S stars NQ Pup, UY Cen, and V915 Aql

As a star evolves on the AGB, it is subject to several episodes of third dredge-up resulting into progressive surface enrichment.
Fig. 10. Comparison between the observed spectrum of V915 Aql (black line) and synthetic spectra corresponding to model A (top panel, blue line) and to model H (bottom panel, red line), in the region surrounding the Zr I λ7819 Å line.

Table 5. C, N, Zr, and Nb abundances in extrinsic S stars.

| Name         | [C/Fe] | [N/Fe] | [Zr/Fe] | log $\varepsilon$ Zr | [Nb/Fe] | log $\varepsilon$ Nb |
|--------------|--------|--------|--------|-----------------------|---------|---------------------|
| HD 189581    | −0.03  | 0.6    | −0.1   | 0.14                  | 0.0     | 0.07                |
| HD 233158    | 0.17   | 0.7    | 0.3    | 0.14                  | 0.3     | 0.17                |
| HD 191589    | 0.15   | 0.5    | 0.4    | 0.14                  | 0.7     | 0.05                |
| HD 191226    | 0.15   | 0.7    | 0.4    | −                    | 0.5     | 0.21                |
| V530 Lyra    | −0.03  | 0.9    | 0.2    | 0.07                  | 0.3     | 0.27                |
| HD 215336    | −0.03  | 1.1    | 0.5    | 0.07                  | 0.7     | 0.19                |
| HD 150922    | 0.17   | 0.4    | 0.4    | 0.21                  | 0.2     | −                   |
| HD 63733     | −0.03  | 1.4    | 1.0    | −                    | 1.2     | 0.17                |
| BD +69° 524  | 0.17   | 0.6    | 0.2    | 0.14                  | 0.4     | −                   |
| BD +28° 4592 | 0.15   | 0.5    | 0.9    | 0.07                  | 1.3     | 0.17                |
| V1135 Tau    | 0.15   | 0.2    | 0.4    | −                    | 0.5     | 0.12                |
| AB Col       | −0.03  | 0.2    | 0.0    | 0.14                  | −0.1    | 0.20                |
| TYC 5971-534-1 | 0.28  | 0.07  | 0.2    | 0.14                  | 0.5     | 0.08                |
| BD -10°1977  | 0.13   | 0.6    | 0.07   | 0.21                  | 0.19    | 0.10                |
| FX CMa       | 0.26   | 1.6    | 1.2    | −                    | 1.4     | 0.17                |
| BD −22° 1742 | 0.35   | −0.1   | 0.2    | 0.28                  | 0.4     | −                   |

We present the abundances of these three intrinsic S stars in Table 6, and discuss them in turn in the remainder of this section.

4.5.1. NQ Pup

Our $T_{\text{eff}}$, log $g$ and [Fe/H] values match well with those of de Boer & Cottrell (2009), but their C/O > 1 is larger than our estimate of C/O = 0.5, which is in agreement with that of Neyskens et al. (2015). Our metallicity is also very similar to that of Neyskens et al. (2015; [Fe/H] = −0.30 and −0.31, respectively).

The s-process abundance profile of NQ Pup (left row of Fig. 12) reveals a mild enhancement in s-process elements (and even no detectable Ce enhancement), well in line with the nearly solar C/O. Our La II, Nd II, and Eu II abundances agree with those from de Boer & Cottrell (2009) within error bars. We report lower [Y/Fe] and [Zr/Fe] values as compared to de Boer & Cottrell (2009). Our Zr abundance differs by 0.17 dex from that of Neyskens et al. (2015) despite the fact that the same Zr lines have been used in both studies. Our effective temperature differs by 200 K, but the sensitivity of the Zr abundance on $T_{\text{eff}}$ is too weak to fully account for the observed difference (Table 7). The abundance difference is thus probably due to differences in the continuum placement.

4.5.2. V915 Aql

No chemical abundances were reported so far for this Tc-rich S star. Though the carbon content in V915 Aql (C/O = 0.25) is slightly higher than in NQ Pup, we do not measure a stronger s-process enrichment. From the middle panel of Fig. 12, we see that the light and heavy s-process elements reach similar overabundance levels in both stars. We confirm that we do observe indications of a moderate s-process overabundance in V915 Aql.
including the presence of Tc. Given its low-mass (1 $M_\odot$), inferred from its location in the HR diagram (Fig. 16), this conclusion is of importance in the framework of stellar evolution, as we will further discuss in Sect. 5. As for NQ Pup, uncertainties on $T_{\text{eff}}$ have the strongest impact on the abundance determination.

### 4.5.3. UY Cen

Abundance determination in UY Cen is a challenging task because of its low temperature and C/O close to unity. It is consequently an SC star (consistent with its S6/8 spectral type). Abundance analyses of stars of that kind are known to be challenging (Catchpole 1982, SVE17). The gaps present in the UVES spectral coverage even strengthen the challenge. The elemental abundances were derived from few lines only and to vindicate our results, we compared them with the abundances from Catchpole (1982), keeping in mind however that SC-like atmospheric models were not available at the time. Catchpole reported that all elements heavier than Fe are overabundant by 0.6 dex in UY Cen. We observe a similar overabundance level (right panel of Fig. 12). Catchpole scaled his abundances with respect to Ti and obtained [Ti/H] = $-1.05$ and [Fe/Ti] = $0.3$ which results in [Fe/H] = $-0.75$. On the contrary, we derive a metallicity [Fe/H] = $-0.3$. This result is obtained from a selection of very good non-blended and non-saturated Fe lines.

Most s-process elements are highly enriched in UY Cen with [X/Fe] > 1, in particular Sr, Y, Zr, La, and Nd. UY Cen is significantly more s-process enriched than NQ Pup (Fig. 12). This is consistent with the positions of these two stars in the HR diagram where UY Cen appears more evolved on the TP-AGB (middle panel of Fig. 16), though on an evolutionary track with a higher mass.

### 5. Comparison of abundances with nucleosynthesis predictions

#### 5.1. Stellar models and nucleosynthesis calculations

To locate the stars in the HR diagram, evolutionary tracks have been computed with the STAREVOL code whose detailed description can be found in Siess et al. (2000) and Siess & Arnould (2008). In short, this code considers the radiative opacity tables of Iglesias & Rogers (1996) above 8000 K and of Ferguson et al. (2005) at lower temperatures. Opacity enhancement due to the formation of molecules in carbon-rich atmospheres is also accounted for following the formulation of Marigo (2002). The Schröder & Cuntz (2007) prescription for the mass-loss rate is considered up to the beginning of the AGB phase and then the Vassiliadis & Wood (1993) formulation is applied. To follow the abundances of heavy elements, we use a nuclear network of 411 species with all the relevant reactions for the s-process nucleosynthesis. We adopt the solar abundance distribution of Asplund et al. (2005) and consider overshooting below the envelope at all times. A diffusion equation is used to simulate the partial mixing of protons in the C-rich layers at the time of the third dredge-up. Following the formalism of Eq. (9) of Goriely & Siess (2018), the diffusive mixing (DM) parameters adopted in our calculations are $D_{\text{mix}} = 10^5$ cm$^2$ s$^{-1}$ and $p = 5$, where $D_{\text{mix}}$ is the value of the diffusion coefficient at the innermost boundary of the diffusive region and $p$ is an additional free parameter defining the slope of the exponential decrease of the overshoot diffusion coefficient with depth.

#### 5.2. The s-process abundance distribution

The observed abundance profiles of the 3 intrinsic S stars have been compared with nucleosynthesis predictions from the STAREVOL code. The surface abundance distribution displayed in the right panels of Fig. 13 corresponds to the outcome of s-process nucleosynthesis in an AGB model with the same metallicity as the target star (as listed in Table 6), and a mass matching the star location in the HR diagram (left panels of Fig. 13). The listed mass and pulse number are indicative. The pulse number is chosen in order to optimally match both the overabundance level and the location in the HR diagram. Although such an agreement is not guaranteed a priori, it is reached at least for NQ Pup. For that star, there is a good match between models and observations not only for luminosities and temperatures, but also for most abundances (except Ce and Eu).

---

**Table 6. Elemental abundances for NQ Pup, UY Cen, and V915 Aql, along with the standard deviation due to line-to-line scatter.**

|         | NQ Pup | UY Cen | V915 Aql |
|---------|--------|--------|----------|
| Z       | log $c_0$ | log $c$ | $\log \epsilon$ | $N$ | [X/H] | [X/Fe] | $\log \epsilon$ | $N$ | [X/H] | [X/Fe] | $\log \epsilon$ | $N$ | [X/H] | [X/Fe] |
| C       | 6.843  | 8.06   | −0.37 | −0.07 | 8.46 | 0.03  | 0.33 | 8.24 | −0.19 | −0.31 |
| N       | 7.83   | 8.74   | 0.91  | 1.21  | 7.80 | 0.00  | 0.27 | 7.60 | −0.2  | 0.3   |
| O       | 8.89   | 8.36   | −0.33 | −0.03 | 8.46 | −0.23 | 0.07 | 8.36 | −0.33 | 0.17  |
| Fe      | 7.50   | 7.20   | ±0.07 | ±0.30 | 7.18 | ±0.15 | ±0.32 | 7.0  | ±0.16 | ±0.50 |
| Sr I    | 2.87   | 2.15   | 0.18  | 0.21  | 3.13 | ±0.41 | 0.22 | 1.9  | ±0.00 | −0.31 |
| Y I     | 2.21   | 2.37   | 0.00  | 0.39  | 3.30 | ±0.00 | 1.22 | 2.0  | ±0.00 | −0.21 |
| Zr I    | 2.58   | 2.87   | ±0.07 | ±0.99 | 2.90 | ±0.00 | 1.04 | 2.4  | ±0.28 | −0.18 |
| Nb I    | 1.46   | 1.27   | ±0.17 | ±0.99 | 1.96 | ±0.05 | 0.58 | 1.3  | ±0.00 | −0.4  |
| Ba I    | 2.18   | 2.35   | ±0.00 | ±0.99 | 2.40 | ±0.00 | 0.52 | 2.2  | ±0.00 | 0.02  |
| La II   | 1.10   | 1.50   | ±0.14 | ±0.99 | 1.95 | ±0.00 | 0.58 | 1.35 | ±0.14 | 0.43  |
| Ce II   | 1.70   | 1.50   | ±0.03 | ±0.99 | 2.90 | ±0.00 | 1.48 | 1.35 | ±0.14 | 0.43  |
| Nd I    | 1.42   | 1.57   | ±0.35 | ±0.99 | 1.90 | ±0.00 | 0.52 | 1.0  | ±0.00 | 0.43  |
| Sm I    | 0.96   | 1.00   | ±0.00 | ±0.99 | 1.90 | ±0.00 | 0.52 | 1.0  | ±0.00 | 0.43  |
| Eu II   | 0.52   | 0.00   | ±0.00 | ±0.99 | 1.90 | ±0.00 | 0.52 | 1.0  | ±0.00 | 0.43  |

**Notes.** The columns entitled $N$ list the number of lines used to derive the abundances.
Fig. 11. Same as Fig. 10 for NQ Pup in one of the TiO band.

Table 7. Sensitivity of the elemental abundances of NQ Pup upon variations of the atmospheric parameters.

| Model | \(T_{\text{eff}}\) (K) | \(\log g\) (cm s\(^{-2}\)) | [Fe/H] | C/O | [s/Fe] | \(\chi_t\) (km s\(^{-1}\)) |
|-------|---------------------|----------------------------|-------|-----|--------|-------------------|
| A     | 3700                | 1.0                        | −0.5  | 0.50 | 1.00   | 2.0               |
| B     | 3600                | 1.0                        | −0.5  | 0.50 | 1.00   | 2.0               |
| C     | 3800                | 1.0                        | −0.5  | 0.50 | 1.00   | 2.0               |
| D     | 3700                | 0.0                        | −0.5  | 0.50 | 1.00   | 2.0               |
| E     | 3700                | 0.0                        | 0.0   | 0.50 | 1.00   | 2.0               |
| F     | 3700                | 1.0                        | −0.5  | 0.50 | 0.75   | 2.0               |
| G     | 3600                | 1.0                        | −0.5  | 0.75 | 1.00   | 2.0               |
| H     | 3600                | 1.0                        | −0.5  | 0.75 | 1.00   | 2.0               |

Element  \(\Delta\)B–A  \(\Delta\)C–A  \(\Delta\)D–A  \(\Delta\)E–A  \(\Delta\)F–A  \(\Delta\)G–A  \(\Delta\)H–A
[N/Fe]  −0.02  −0.17  −0.72  −0.21  −0.13  −1.05  −0.11
[Fe/H]  0.01  −0.24  −0.30  −0.20  −0.04  −0.16  0.00
[Y/Fe]  −0.07  0.22  0.00  0.04  0.03  −0.04  −0.30
[Zr/Fe]  0.08  0.37  0.13  0.13  0.22  0.04  −0.02
[Nb/Fe]  0.03  0.17  0.13  0.03  0.02  0.11  0.09
[Ba/Fe]  −0.26  −0.11  −2.00  0.00  0.00  0.00  0.00
[La/Fe]  −0.22  −0.12  0.09  −0.16  −0.32  −0.50  −0.36
[Ce/Fe]  −0.01  0.24  −0.15  0.30  0.04  0.11  0.08
[Nd/Fe]  −0.24  0.10  −0.12  0.09  0.00  −0.16  −0.25
[Sm/Fe]  0.19  0.24  0.30  0.05  0.34  0.12  −0.16
[Eu/Fe]  0.17  0.31  0.48  0.38  0.22  0.46  −

Notes. A dash in the \(\Delta\) column indicates that the agreement between the observed and the synthetic spectra was too poor and that the (unique) line usually providing the abundance for the considered element had to be rejected.

The case of V915 Aql is more puzzling (middle panel of Fig. 13), since the star lies at an uncomfortably low mass and luminosity for the third dredge-up to occur. This object would require a 1.3 \(M_\odot\) model to match its location in the HR diagram, but no s-process surface enrichment is predicted at such a mass because models do not predict the TDU to operate for \(M \lesssim 1.3 \ M_\odot\) (e.g. Karakas & Lugaro 2016, and the present STAREVOL models). To account for V915 Aql surface abundances, a 1.5 \(M_\odot\) model had to be used, but such a model does not agree with the position of V915 Aql in the HR diagram. Nevertheless, abundance predictions for this model reproduce fairly well the overabundance pattern of V915 Aql (except for La).

Finally, concerning UY Cen (bottom panel of Fig. 13), a 3.5 or 4 \(M_\odot\) model would be needed to match its location in the HR diagram. However, such high-mass models do not succeed in matching the rather high level of measured overabundances.

Table 8. Same as Table 7 for V915 Aql.

| Model | \(T_{\text{eff}}\) (K) | \(\log g\) (cm s\(^{-2}\)) | [Fe/H] | C/O | [s/Fe] | \(\chi_t\) (km s\(^{-1}\)) |
|-------|---------------------|----------------------------|-------|-----|--------|-------------------|
| A     | 3400                | 0.0                        | −0.5  | 0.75 | 0.00   | 2.0               |
| B     | 3300                | 0.0                        | −0.5  | 0.75 | 0.00   | 2.0               |
| C     | 3500                | 0.0                        | −0.5  | 0.75 | 0.00   | 2.0               |
| D     | 3400                | 1.0                        | −0.5  | 0.75 | 0.00   | 2.0               |
| E     | 3400                | 0.0                        | 0.0   | 0.75 | 0.00   | 2.0               |
| F     | 3400                | 0.0                        | −0.5  | 0.50 | 1.00   | 2.0               |
| G     | 3400                | 0.0                        | −0.5  | 0.75 | 1.00   | 2.0               |
| H     | 3500                | 1.0                        | 0.0   | 0.50 | 1.00   | 2.0               |

Element  \(\Delta\)B–A  \(\Delta\)C–A  \(\Delta\)D–A  \(\Delta\)E–A  \(\Delta\)F–A  \(\Delta\)G–A  \(\Delta\)H–A
[N/Fe]  0.34  −0.10  1.00  0.03  0.83  0.70  0.63
[Fe/H]  0.06  −0.10  −0.20  0.00  0.00  0.50  0.10
[Y/Fe]  −0.11  0.15  0.15  0.10  0.20  0.10  0.00
[Zr/Fe]  −0.18  0.20  −0.10  −0.20  −0.30  0.00  0.00
[Nb/Fe]  −0.36  0.00  0.00  0.00  0.00  −0.20  0.00
[Ba/Fe]  0.04  0.20  −0.20  0.00  0.00  −0.20  −0.10
[Ce/Fe]  −0.09  0.13  0.12  0.00  0.20  0.10  0.10
[Nd/Fe]  0.39  0.25  −0.05  0.05  0.15  −0.05  −0.20
Site direction: in the metal-poor ([Fe/H] estimated for the SC star UY Cen. In the range 0.5–0.8 which is less than the value of [Zr/Fe] = 1.0 corresponds to the upper limit for an S-type star) implies [Zr/Ti] increases with pulse number (compare for example the cases NQ Pup, Deroo et al. (2005) found a moderate s-process enrichment ([s/Fe] ~ 0.2) post-AGB star V453 Oph. Dere et al. (2005) found a moderate s-process enrichment ([s/Fe] ~ 0.5) not accompanied by a simultaneous C-enrichment. The observed upper limit on the nitrogen abundance in this object excluded a possible CN-cycle destruction of the dredged-up carbon. Moreover, the abundances of elements of similar condensation temperatures as carbon proved that the atmosphere was not depleted in refractory elements like carbon (such a depletion pattern is indeed typical in binary post-AGB stars). We must thus conclude that a key piece is missing for a successful modelling of the simultaneous s-process and carbon enrichments in AGB and related stars of various metallicities. A possibly related issue is the marked gap between the (modest) C and s-process enhancements observed in (N-type) carbon stars and those observed in post-AGB stars (De Smedt et al. 2015).

Table 9. Same as Table 7 for UY Cen.

| Model | $T_{\text{eff}}$ (K) | $\log g$ (cm s$^{-2}$) | [Fe/H] (dex) | C/O (dex) | [s/Fe] (dex) | $\chi^2$ (km s$^{-1}$) |
|-------|---------------------|--------------------|-------------|--------|-----------|------------------|
| A     | 3300                | 0.0                | −0.5        | 0.99   | 1.00      | 2.0              |
| B     | 3200                | 0.0                | −0.5        | 0.99   | 1.00      | 2.0              |
| C     | 3400                | 0.0                | −0.5        | 0.99   | 1.00      | 2.0              |
| D     | 3300                | 1.0                | −0.5        | 0.99   | 1.00      | 2.0              |
| E     | 3300                | 0.0                | 0.0         | 0.99   | 1.00      | 2.0              |
| F     | 3300                | 0.0                | −0.5        | 0.97   | 1.00      | 2.0              |
| G     | 3300                | 0.0                | −0.5        | 0.97   | 1.00      | 1.5              |
| H     | 3200                | 1.0                | 0.0         | 0.99   | 1.00      | 2.0              |

because the large envelope mass leads to a strong dilution. A 3 $M_\odot$ stellar model allows a better match of the abundances, but in turn is too faint to match UY Cen luminosity in the HR diagram.

5.3. Comparison between the modelled and measured carbon and s-process enrichments

The sensitivity of the s-process abundances to the pulse number may be assessed from Fig. 14, which displays the evolution of the Zr and La abundances as a function of pulse number in the HR diagram, namely, NQ Pup and UY Cen. For NQ Pup, constraints from Zr and La appear to be mutually compatible with the C/O evolution, pointing at pulse numbers in the range 5–8. For UY Cen however, the measured La and Zr abundances are difficult to reconcile with the model C/O, which increases too rapidly to remain in the range of values characterizing S stars ($0.5 < C/O < 1$). Thus, models do not seem to correctly predict the respective rates at which the s-process and carbon abundances increase as a function of pulse number. If such a mismatch occurs at a later evolutionary stage along the TP-AGB, it will be far better noticeable as the discrepancy increases with pulse number (compare for example the cases UY Cen and NQ Pup).
5.4. The Zr–Nb pair

In extrinsic S stars, the time elapsed since the end of the mass-transfer episode is sufficient for $^{93}$Zr to have fully decayed into mono-isotopic Nb. Actually, mono-isotopic Nb can only be produced by $\beta$-decay of $^{93}$Zr (half-life of $1.53 \times 10^6$ yr). Hence, extrinsic stars should be enhanced in niobium as compared to intrinsic stars. The Zr–Nb pair may therefore be used to confirm the Tc-rich/Tc-poor dichotomy (see the more extensive discussion by Neyskens et al. 2015 and Karinkuzhi et al. 2018). Figure 15 shows the trend of [Zr/Fe] vs. [Nb/Fe] for the intrinsic and extrinsic S stars of our sample. There is indeed a clear difference between the positions of intrinsic S stars and extrinsic (barium and S) stars in this plane. The two intrinsic, Tc-rich S stars (NQ Pup and V915 Aql) are, as expected, Nb-poor, and their Nb and Zr abundances are in excellent agreement with those predicted by AGB nucleosynthesis in 2 or 3 $M_\odot$ stars.

We now compare in this diagram the location of extrinsic S stars with that of barium stars. Despite their larger error bars (due to the cooler, more blended spectra of S stars), the Nb and Zr abundances of extrinsic S stars are well in line with those of barium stars, as expected since extrinsic S stars are just the cooler analogs of barium stars (see Fig. 17 below). The fact that Nb and Zr abundances of most barium stars in Fig. 15 are larger than those of extrinsic S stars is probably due to a selection bias, since Karinkuzhi et al. (2018) deliberately selected highly enriched barium stars (so that their primordial Nb and Zr abundances could be neglected).

6. The HR diagram of S stars

Figure 16 presents the HR diagram of our sample of S stars using the final stellar parameters from Table 4 and the stellar evolutionary tracks of the corresponding metallicity computed with the
The intrinsic (Tc-rich) S star V915 Aql, with [Fe/H] = −0.25 while the average metallicity of solar-metallicity STAREVOL tracks to the HR diagram of Escorza et al. (2017, their Fig. 7), resulting in Fig. 17. These authors used STAREVOL evolutionary tracks of metallicity [Fe/H] = −0.25 while the average metallicity of our extrinsic S-star sample is −0.1. Hence, we also added the solar-metallicity STAREVOL tracks to the HR diagram of Fig. 17. As expected, Tc-poor S stars appear as the cooler analogs of barium stars. The reason is that the ZrO molecular bands distinctive of S-type stars only appear below $T_e \approx 4000$ K. The coolest barium stars of Escorza et al. (2017) may be estimated from Fig. 16 by noting that the main sources of uncertainty are the ±100 K uncertainty on the $T_{\text{eff}}$ derivation, along with an intrinsic error of about 100–150 K on the location of the evolutionary tracks themselves (Cassisi 2017).

The two intrinsic stars NQ Pup and UY Cen are both located on the TP-AGB, as expected. UY Cen is located well above the predicted onset of TDU (black dotted line in the middle panel of Fig. 16), corresponding to the lowest stellar luminosity following the first occurrence of a TDU episode), which is consistent with its large overabundance level in s-process elements. On the contrary, NQ Pup lies just above the TDU threshold, as already reported by Van Eck et al. (1998).

The intrinsic (Tc-rich) S star V915 Aql, with [Fe/H] = −0.5 and located along a 1 $M_\odot$ track, constitutes a most puzzling case (as already mentioned in Sect. 5.2) because the third dredge-up is expected to occur only for masses larger than 1.3 $M_\odot$ according to stellar evolution predictions (e.g. Karakas & Lugaro 2016, and the present STAREVOL models). V915 Aql is not the only low-mass AGB star where evidence of TDU is observed. De Smedt et al. (2015) reached a similar conclusion in their analysis of low-luminosity s-process-rich post-AGB stars.

On the contrary, the HRD location of most extrinsic S stars is compatible with them being on the RGB, confirming the conclusions drawn for S stars from the HIPPARCOS data (Van Eck et al. 1998). However, the extrinsic S stars HD 150922, HD 191226, FX CMa, and BD −10◦ 1977 (which are the high-luminosity analogs of barium stars (e.g. Jorissen & Mayor 1988), it is interesting to compare the location of these two families in the HR diagram. We thus added our sample of extrinsic S stars to the barium-star HR diagram of Escorza et al. (2017, their Fig. 7), resulting in Fig. 17. As expected, Tc-poor S stars appear as the cooler analogs of barium stars. The reason is that the ZrO molecular bands distinctive of S-type stars only appear below $T_{\text{eff}} \approx 4000$ K. The coolest barium stars of Escorza et al. (2017) have $T_{\text{eff}} \approx 3600$ K, while our warmest S star has $T_{\text{eff}} \approx 4000$ K. The stars located in the transition region between barium and
S stars indeed have an hybrid spectral classification. A good example thereof is IT Vir (HD 121447), classified as SC2 (Ake 1979), K4Ba (Abia & Wallerstein 1998), K7Ba, and S0.

Another interesting feature emerging from Fig. 17 is that, despite S stars being cooler than barium stars, they are not necessarily brighter, and this is due to the fact that some barium stars are much more massive than extrinsic S stars. In fact, the comparison of barium and extrinsic S-star masses (Fig. 18) reveals that, despite the small number statistics (only 16 extrinsic S stars), S-star masses peak around 1–2 $M_\odot$, whereas barium-star masses peak around 2.5 $M_\odot$. This is not surprising, since the RGB extends to cool enough temperatures for the ZrO bands to form (and the star to be classified as type S) only for low-mass stars (3000 K for 1 $M_\odot$, 3550 K for 2 $M_\odot$), whereas for masses larger than 2.5 $M_\odot$, the RGB tip is at $T_{\text{eff}} > 4260$ K. Hence, barium stars with masses in excess of $\sim 2.5$ $M_\odot$ can only turn into extrinsic S stars on the E-AGB, but those are short-lived, and thus rare.

7. Infrared excess of the intrinsic S stars

Infrared excesses observed for AGB stars are associated with the formation of dust; indeed, mass loss and pulsations bring dust far enough from the warm photosphere to allow dust to condense. Figure 19 compares the SEDs of the three intrinsic S stars...
from our sample. There is a clear increase of the infrared excess with decreasing effective temperature for the three stars NQ Pup, V915 Aql and UY Cen (3700, 3400, and 3300 K, respectively). Furthermore, a comparison with Fig. 12 shows that this trend is correlated with the s-process enrichment, since UY Cen is the object with the coolest effective temperature, the largest infrared excess and the largest s-process overabundance. This trend is also well correlated with the C/O (C/O = 0.50, 0.75 and 0.999 for NQ Pup, V915 Aql and UY Cen, respectively; Table 4). These evolutionary indicators point at NQ Pup and V915 Aql as being relatively unevolved intrinsic S stars (at the beginning of the TP-AGB) while UY Cen is among the most evolved intrinsic S stars, consistent with both its location in the HR diagram (well above the predicted onset of TDU) and its spectral classification (S6–8 – Table 1 – or C abundance; Lloyd Evans 2010).

8. Conclusions

In this paper, we illustrated the specific difficulties faced when trying to derive the atmospheric parameters of S-type stars. Fitting their SED for instance leads to effective temperatures accurate to within 200 K, but does not allow one to fix the other stellar parameters \((\log g, [\text{Fe/H}], \text{C/O}, [\text{s/Fe}])\) without ambiguities. We therefore developed a spectral-fitting method making use of the grid of MARCS model atmospheres for S-type stars. This model grid covers the required range in \(T_\text{eff}\), surface gravity, metallicity, C/O, and [s/Fe]. The spectral-fitting method finds, among the grid of synthetic spectra, those matching best an observed high-resolution, high S/N spectrum. Combined with Gaia DR2 parallaxes and stellar evolution models, it finally allows one to select the most appropriate model, producing a good agreement at high resolution between synthetic and observed spectra. This provides the necessary basis for deriving reliable surface abundances. The Zr–Nb abundances of extrinsic and intrinsic S stars were especially investigated, and appear to be in good agreement with the predictions of s-process nucleosynthesis in AGB stars. In particular, a segregation is observed between intrinsic (Te-rich) S stars and extrinsic (barium and S) stars, Te-rich S stars being, as expected, Nb-poor.

The combination of their atmospheric parameters with their Gaia DR2 parallaxes also provide the location of S stars in the HR diagram. Extrinsic S stars lie either on the upper part of the RGB (for most of them) or on the early-AGB, whereas intrinsic S stars like NQ Pup and UY Cen are located on the TP-AGB (with UY Cen lying well above the onset of TDU episodes). The situation is less clear for the low-mass, Te-rich S star V915 Aql, pointing at the possible occurrence of TDU episodes in low-mass \((M \sim 1 M_\odot)\) stars. For our intrinsic stars, we find a good qualitative correlation between increasing infrared excesses, increasing C/O, increasing s-process overabundance levels, and decreasing effective temperatures. However, another puzzle comes from the tension between the measured and predicted rates at which C/O and s-process abundances increase.

In a forthcoming paper, the Gaia DR2 parallaxes of a larger number of intrinsic S stars will be used in order to constrain the luminosity of the first occurrence of the third dredge-up, as well as the luminosity where the C/O reaches unity (i.e. when S stars turn into SC stars).

Extrinsic S stars appear as the cooler analogs of barium stars in the HR diagram. A comparison of their respective masses reveal, however, that barium stars are on average more massive than extrinsic S stars. This results simply from the fact that, to develop their distinctive ZrO bands, S-type stars should be cooler than ~4200 K, and this is possible only close to the RGB tip of low-mass stars. The E-AGB also fulfills this condition, but the shorter time scale associated with that phase does not favour the detection of extrinsic S stars at that stage.
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Fig. 19. The spectral energy distributions of NQ Pup, V915 Aql and UY Cen (from left to right), compared with the best-matching spectroscopic MARCS model.
# Appendix A: Line list

Table A.1 lists the lines used for the abundance analysis.

## Table A.1. Atomic lines used in this study.

| Species | λ (Å) | χ (eV) | log gf | Reference | Star |
|---------|-------|--------|--------|-----------|------|
| Fe I    | 7389.398 | 4.301  | −0.460 | Kurucz (2007) | U |
|         | 7418.667 | 4.143  | −1.376 | O’Brien et al. (1991) | V |
|         | 7443.022 | 4.186  | −1.820 | Martin et al. (1988) | N |
|         | 7461.263 | 5.507  | −3.059 | Kurucz (2007) | NU |
|         | 7498.530 | 4.143  | −2.250 | Martin et al. (1988) | VU |
|         | 7540.430 | 2.727  | −3.850 | Martin et al. (1988) | N |
|         | 7568.899 | 4.283  | −0.773 | Kurucz (2007) | U |
|         | 7586.018 | 4.313  | −0.458 | Kurucz (2007) | NV |
|         | 7832.196 | 4.435  | 0.111  | Kurucz (2007) | U |
|         | 7937.139 | 4.313  | 0.225  | Kurucz (2007) | U |
|         | 8108.320 | 2.728  | −3.898 | Kurucz (2007) | NV |
|         | 8698.706 | 2.990  | −3.452 | Kurucz (2007) | NV |
|         | 8699.454 | 4.955  | −0.380 | Nave et al. (1994) | NV |
|         | 8701.404 | 5.742  | −5.156 | Kurucz (2007) | NV |
|         | 8710.404 | 5.742  | −5.156 | Kurucz (2007) | NV |
|         | 8729.144 | 3.415  | −2.871 | Kurucz (2007) | NV |
|         | 8747.425 | 3.018  | −3.176 | Kurucz (2007) | V |
|         | 8763.966 | 4.652  | −0.146 | Nave et al. (1994) | V |
| Fe II   | 7454.035 | 10.562 | −4.130 | Raassen & Uylings (1998) | N |
| Sr I    | 4962.259 | 1.847  | 0.200  | García & Campos (1988) | U |
| Y I     | 5630.130 | 1.356  | 0.211  | Meggers et al. (1975) | U |
|         | 6402.006 | 0.066  | −1.849 | Kurucz (2007) | N |
|         | 6435.004 | 0.066  | −0.820 | Hannaford & Lowe (1985) | N |
|         | 6557.371 | 0.000  | −2.290 | Kurucz (2007) | N |
|         | 6793.703 | 0.066  | −1.601 | Kurucz (2007) | N |
|         | 7802.485 | 1.900  | −1.880 | Corliss & Bozman (1962) | U |
|         | 7812.13 | 5.849  | −3.155 | Kurucz (2007) | U |
|         | 8800.588 | 0.000  | −2.240 | Corliss & Bozman (1962) | V |
| Y II    | 7861.809 | 1.839  | −0.570 | Nilsson et al. (1991) | NV |
| Zr I    | 7819.374 | 1.822  | −0.380 | Biémont et al. (1981) | NVU |
|         | 7849.365 | 0.687  | −1.300 | Biémont et al. (1981) | NV |
|         | 8114.888 | 0.000  | −1.180 | Duquette & Lawler (1982) | N |
|         | 4195.089 | 0.020  | −0.910 | Duquette & Lawler (1982) | N |
|         | 4262.053 | 0.130  | −0.560 | Duquette & Lawler (1982) | N |
|         | 4345.308 | 0.000  | −1.360 | Duquette & Lawler (1982) | N |
|         | 5189.186 | 0.130  | −1.394 | Duquette & Lawler (1982) | N |
|         | 5271.524 | 0.142  | −1.240 | Duquette & Lawler (1982) | V |
|         | 5350.722 | 0.267  | −0.862 | Duquette & Lawler (1982) | N |
| Ba I    | 7488.077 | 1.190  | −0.230 | Miles & Wiese (1969) | NVU |
| La I    | 7068.387 | 0.131  | −1.780 | Corliss & Bozman (1962) | U |
| La II   | 4322.464 | 0.173  | −2.377 | Biémont et al. (2001) | N |
|         | 5114.559 | 0.235  | −1.030 | Lawler et al. (2001) | N |
| Ce II   | 8404.133 | 0.704  | −1.670 | Meggers et al. (1975) | NVU |
|         | 8716.659 | 0.122  | −1.980 | Meggers et al. (1975) | NVU |
|         | 8772.135 | 0.357  | −1.260 | Palmeri et al. (2000) | NVU |
| Nd II   | 4715.586 | 0.205  | −0.900 | Den Hartog et al. (2003) | N |
|         | 5276.869 | 0.859  | −0.440 | Meggers et al. (1975) | NVU |
|         | 5293.160 | 0.823  | 0.100  | Den Hartog et al. (2003) | NV |
|         | 5291.656 | 0.850  | 0.400  | Meggers et al. (1975) | U |
|         | 5319.810 | 0.550  | −0.140 | Den Hartog et al. (2003) | N |
| Sm I    | 4523.178 | 0.101  | −0.839 | Penkin & Komarovskii (1976) | N |
| Sm II   | 4244.696 | 0.277  | −0.810 | Lawler et al. (2006) | N |
|         | 4318.926 | 0.277  | −0.250 | Lawler et al. (2006) | N |
|         | 8048.681 | 1.746  | −0.370 | Meggers et al. (1975) | U |
| Eu II   | 4129.69 | 0.000  | −0.977 | Biémont et al. (2001) | N |

**Notes.** The last column lists the stars where the corresponding line was used for abundance determination (N: NQ Pup; V: V915 Aql; U: UY Cen).