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ABSTRACT

Federated learning is an emerging distributed machine learning framework for privacy preservation. However, models trained in federated learning usually have worse performance than those trained in the standard centralized learning mode, especially when the training data are not independent and identically distributed (Non-IID) on the local devices. In this survey, we provide a detailed analysis of the influence of Non-IID data on both parametric and non-parametric machine learning models in both horizontal and vertical federated learning. In addition, current research work on handling challenges of Non-IID data in federated learning are reviewed, and both advantages and disadvantages of these approaches are discussed. Finally, we suggest several future research directions before concluding the paper.

1. Introduction

Traditional centralized learning requires all data collected on local devices such as mobile phones to be stored centrally on a data center or cloud server. This requirement not only raises the concern of privacy risks and data leakage, but also poses high demands on storage and computing capacities of the server when the amount of data is huge. Although distributed data parallelism \cite{23}, which enables multiple machines to train a model replica with different data groups in parallel, may serve as a potential solution to the issue of storage and computational capacity, it still needs access to the whole training data to split it into evenly distributed shards, causing possible security and privacy problems to the data.

Federated learning (FL) aims to train a global model that can be trained on data distributed on different devices while protecting the data privacy. In 2016, McMahan \textit{et al.}, for the first time, introduce the concept of FL \cite{95} based on data parallelism and proposed a Federated Averaging (FedAvg) algorithm. As a decentralized machine learning approach, FedAvg allows multiple devices to train a machine learning model cooperatively, while keeping the user data stored locally. FedAvg obviates the need for uploading the users’ sensitive data to a centralized server, and makes it possible for the edge devices to train a shared model locally within their own local dataset. By aggregating the updates (gradients) of local models, FedAvg meets the basic requirements for privacy protection and data security.

While FL provides a promising approach to privacy protection, many challenges arise in comparison with centralized learning when FL is applied to the real world \cite{150}. These include communication cost needed for transmitting parameters between the server and local devices, computing power and energy consumption required for local devices, and the heterogeneity and randomness of possibly a huge number of local devices in the learning process. A large body of research to address the above challenges, including reducing communication cost \cite{18, 95, 97, 142}, FL considering hardware constraints \cite{28, 85}, and additional protections against adversarial attacks \cite{61, 160, 170}.

Although the authors in \cite{95} claim that FedAvg is able to cope with the not independent and identically distributed (Non-IID) data to a certain degree, a lot of research have indicated that a deterioration in accuracy of FL is almost inevitable on Non-IID or heterogeneous data \cite{166}. The performance degradation can mainly be attributed to weight divergence of the local models resulting from Non-IID. That is, local models having the same initial parameters will converge to different models because of the heterogeneity in local data distributions. During the FL, the divergence between the shared global model acquired by averaging the uploaded local models and the ideal model (the model obtained when the data on the local devices is IID) continues to increase, slowing down the convergence and worsening the learning performance.
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Due to the rapid increase of research interest in FL, several valuable review papers on federated learning have been published in the literature. A general introduction to FL and its applications are given in [150, 161], detailed discussions of advances and challenges can be found in [61, 82]. Analyses of threats and additional privacy preservation techniques in FL are presented in [128, 81, 8, 92]. Overviews of FL applications to IoT and edge devices [73, 56, 117], wireless networks [53], mobile devices [85], and healthcare [143] have also been reported.

Although Kulkarni et al. [72] have provided a brief introduction to personalization approaches to handling Non-IID data in FL, none of the existing work have explored the impact of Non-IID data on FL in great detail. To fill the gap, this paper is dedicated to a comprehensive survey of FL on Non-IID data, including an in-depth analysis of various data distributions, their influences on model aggregation, a categorization and discussion of pros and cons of existing techniques for handling skewed data distributions, and an outline of remaining challenges and future research in the area of FL in the presence of Non-IID data.

2. Federated Learning

FL aims to find an optimal global model $\theta$ (Eq. (2)) that can minimize the aggregated local loss function $f_k(\theta^k)$ (Eq. (1)), where $x$ is the data feature, $y$ is the data label, $n_k$ is the local data size, $n = \sum_{k=1}^{C\times K} n_k$ is the total number of sample pairs, $C$ is the participation ratio assuming that not all local clients participate in each round of model updates, $l$ is the loss function and $k$ is the client index.

$$f_k(\theta^k) = \frac{1}{n_k} \sum_l^{n_k} l(x_i, y_i; \theta^k)$$

$$\min_{\theta} f(\theta) = \sum_{k=1}^{C\times K} \frac{n_k}{n} f_k(\theta^k)$$

Generally speaking, FL can be categorized into horizontal and vertical FL according to characteristics of data distribution among the connected clients, which was originally defined in the paper [150]. In the following, we provide a brief introduction to these two FL frameworks before we discussing various data distributions.

2.1. Horizontal Federated Learning

Horizontal FL is also referred to homogeneous FL [43], which represents the scenarios in which the training data of participating clients share the same feature space but have different sample space. As a simple example shown in Fig. 1, Client 1 and Client 2 contain different rows of data with the same personal features and each row indicates the particular data for one particular person.

The FedAvg algorithm [95] is a typical horizontal FL algorithm and its pseudo code is presented in Algorithm 1, where $m = C\times K$ is the number of participating clients. Both the global model $\theta_t$ (where $t$ is the communication round) and all local models $\theta^k$ have the same model structure with different model parameter values. Under this assumption, direct model aggregation can be implemented as described in line 9 of Algorithm 1, in which all uploaded local models $\theta^k$ are weighted averaged based on the ratio $\frac{n_k}{n}$, which is proportional to the amount of data on each client, to generate the global model $\theta_t$.

Compared to the standard centralized learning paradigm, horizontal FL provides a simple yet effective solution to prevent private local data from being leaked, because only the global model parameters $\theta_t$ and local model parameters $\theta^k$ are allowed to be communicated between the server and clients, and all the training data are kept on the client devices without being accessed by any other parties.

However, frequently downloading and uploading model parameters will consume much communication resources. Therefore, many techniques have been proposed to reduce communication costs in horizontal FL, such as client updates sub-sampling [120, 67, 10] and model quantization [142, 44, 139, 97, 112]. Besides, Chen et al. [18] suggest to reduce the communication frequency of deep layers of the neural network model to enhance the communication efficiency. In addition, Zhu et al. [168] use a multi-objective evolutionary algorithm to simultaneously increase the model performance and decrease communication costs.

Although no private data can be directly accessed by any third party, the uploaded model parameters or gradients of each client may still leak data information [120], and it has been shown that private image data can be recovered...
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| Features       | Client 1 | Client 2 |
|----------------|----------|----------|
| Name | Age | Sex | Height | Weight | Label | Name | Age | Sex | Height | Weight | Label |
| Person A | 24 | Male | 178 | 78 | 1 | | Person D | 17 | Female | 159 | 52 | 0 |
| Person B | 61 | Female | 165 | 64 | 0 | | Person E | 11 | Male | 137 | 36 | 1 |
| Person C | 44 | Male | 182 | 89 | 1 | | Person F | 33 | Female | 171 | 60 | 0 |

Figure 1: An illustrative example of data partition in horizontal federated learning. There are two clients, each containing five personal features including name, age, sex, height and weight. Client 1 has the data of Persons A, B, and C, while Client 2 stores the data of Persons D, E and F.

Algorithm 1 FedAvg. $K$ is the total numbers of clients; $B$ is the size of mini-batches, $T$ is the total number of communication rounds, $E$ is the total local training epochs, and $\eta$ is the learning rate.

```
1: Server:
2: Initialize global model $\theta_0$
3: for each communication round $t = 1, 2, ... T$ do
4:   Select $m = C \times K$ clients, where $C \in (0, 1)$
5:   for each Client $k = 1, 2, ... m$ in parallel do
6:     Download $\theta_t$ to Client $k$
7:     Do Client $k$ update and receive $\theta^k$
8:   end for
9: Update global model $\theta_t \leftarrow \sum_{k=1}^{m} \frac{n}{m} \theta^k$
10: end for
11:
12: Client $k$ update:
13: Replace local model $\theta^k \leftarrow \theta_t$
14: for local epoch from 1 to $E$ do
15:   for batch $b \in (1, B)$ do
16:     $\theta^k \leftarrow \theta^k - \eta \nabla L_k(\theta^k, b)$
17:   end for
18: end for
19: Return $\theta^k$
```

from the gradient information of both shallow and deep neural networks [2, 107, 134, 165, 172]. Therefore, additional privacy protection techniques like homomorphic encryption (HE) [4] and differential privacy (DP) [30] have been suggested to address this issue. Phong et al. [107] adopt lattice based additive HE to protect uploaded local model parameters. Hao et al. [46] propose a more efficient symmetric additive HE scheme to reduce the encryption time, while Zhang et al. [160] use introduce an encoding quantization technique to combine the model parameters into a vector and encrypt the generated vector as a whole, further reducing the encryption time in horizontal FL. More recently, Zhu et al. [170] design a distributed additive encryption scheme suited for horizontal FL, in which key pairs are collaboratively generated between the server and clients. On top of the distributed key generation, ternary gradient quantization [139] of the model parameters together with an approximate aggregation method is adopted to significantly save the encryption time, in particular for deep neural networks.

Compared to HE approaches, DP is more favorable in terms of computation time. For instance, local DP is used in [120, 37, 167, 126, 114, 137], in which the model gradients on the client side are perturbed by adding Gaussian or Laplacian noise before uploading them to the server. Meanwhile, perturbation noise can also be added on the server side to the global model [96, 100], known as central DP, to indistinguish the outputs of the aggregation function. Moreover, Truex et al. propose a hybrid privacy-preserving FL scheme by combining Paillier encryption [104] with
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### Features

| Name  | Age | Height | Label |
|-------|-----|--------|-------|
| Person A | 24  | 178    | 1     |
| Person B | 61  | 165    | 0     |
| Person C | 44  | 182    | 1     |
| Person D | 17  | 159    | 0     |
| Person E | 11  | 137    | 1     |
| Person F | 33  | 171    | 0     |

| Name  | Sex | Weight |
|-------|-----|--------|
| Person A | Male | 78     |
| Person B | Female | 64    |
| Person C | Male | 89     |
| Person D | Female | 52    |
| Person E | Male | 36     |
| Person F | Female | 60    |

### Samples

**Client 1**

- **Person A**: 24 years old, 178 cm tall, label 1
- **Person B**: 61 years old, 165 cm tall, label 0
- **Person C**: 44 years old, 182 cm tall, label 1
- **Person D**: 17 years old, 159 cm tall, label 0
- **Person E**: 11 years old, 137 cm tall, label 1
- **Person F**: 33 years old, 171 cm tall, label 0

**Client 2**

- **Person A**: Male, 78 kg
- **Person B**: Female, 64 kg
- **Person C**: Male, 89 kg
- **Person D**: Female, 52 kg
- **Person E**: Male, 36 kg
- **Person F**: Female, 60 kg

**Figure 2**: An illustrative example of vertical federated learning. Client 1 stores three features (name, age, and height) and a label of all six persons, while Client 2 stores two features (sex and weight) only without a label.

Local DP. The disadvantage of using DP is that the perturbation noise will lead to performance degradation of the global model. Even worse, DP cannot deal with some inverting gradient attacks as introduced in [107, 51].

Besides HE and DP based protection methods, other techniques [146, 77, 152] have also been used, and integrating secure aggregation protocol with a double masking technique [6] is a very popular approach. In this scheme, key pairs are generated by exchanging Diffie-Hellman keys [26] among connected clients and perturbed random numbers can be canceled out after model aggregation on the server. In addition, double masking is robust to the issue caused by offline clients, since the global model parameters can still be retrieved if some clients are offline during training. However, this method applies the Diffie-Hellman key exchange and Shamir secret sharing [116] to every client, which requires a large amount of communication resources.

Finally, horizontal FL often has worse global model performance than centralized learning, especially when parametric models are used in FL. One reason for this is that, horizontal FL needs to do weighted model averaging to update the global model, which has limited theoretical evidence to support the effectiveness of this approach. Although, data parallelism [113, 78, 11, 147, 42, 115] in distributed machine learning [23, 94, 64], which has a very similar learning scheme with horizontal FL, has been empirically proved to be valid and widely used in multi-GPU computation to accelerate the learning speed in deep learning, designers need to ensure the training data on multiple devices are evenly distributed. In practice, however, the client training data in horizontal FL are always Non-IID, which may degrade the global model performance.

### 2.2. Vertical Federated Learning

Vertical FL [150, 88] is also called heterogeneous FL [157], in which users’ training data share the same sample space but have different feature spaces. As shown in Fig. 2, Client 1 and Client 2 have the same data samples with different features. Unlike horizontal FL where all clients have their own local data labels, in vertical FL it is often assumed that only one client stores all the data labels (e.g. in Fig. 2, only Client 1 has the data labels and Client 2 has no labels). The client with data labels are called guest party [1] (client) or passive party [19] (client), whereas the client without data labels are termed host party (client) or active party (client).

The main steps of vertical FL for training a logistic regression [98] are shown in Algorithm 2, where $X^k_b$ is the batch data on Client $k$, $z^k_b$ is the inner product of local batch data $X^k_b$ and local model $\theta^k_b$, $\theta_b$ is the activation function, $\hat{y}_b$ is the prediction for batch data and $L(y_b, \hat{y}_b)$ is the loss function. For each batch training in line 6 of Algorithm 2, data sample identities of $X^k_b$ must be the same for all clients; otherwise, the prediction $\hat{y}$ cannot be correctly calculated. Different from FedAvg, a horizontal federated learning algorithm, a vertical federated logistic regression system does not contain a central server, nor a shared global model. Both the guest client and host clients have their own local models $\theta^k_b$ corresponding to the feature space of local data $X^k$, which should be kept locally without sending them to other clients. After calculating the model outputs (inner product) $z^k_b$ on all connected clients, these results will be sent to the guest client for aggregation to calculate the loss function (line 10 Algorithm 2). Finally, the intermediate...
gradients $\frac{\partial L}{\partial z_k^b}$ can be calculated on the guest client and sent back to the corresponding host client for local model update. Note that the model on the guest client should also be updated.

**Algorithm 2** Vertical FL for logistic regression

1: Client 1 is guest client and others are host clients
2: Training data $X = \{X_1, X_2, ..., X^K\}$
3: Initialize local model $\theta^k_0, k \in (1, K)$
4: 
5: for each communication round $t = 1, 2, ..., T$ do
6: for batch data $X^*_k \in (X^*_1, X^*_2, ..., X^*_K)$ do
7: for each Client $k = 1, 2, ..., K$ in parallel do
8: Compute $z^*_k = X^*_k \theta^k$ and send it to Client 1, if $k \neq 1$
9: end for
10: Compute $\hat{y}_k = a(\sum^K_{k=1} z^*_k)$ and $L(y_k, \hat{y}_k)$ on Client 1
11: Compute $\frac{\partial L}{\partial \theta^k}$ on Client 1 and send $\frac{\partial L}{\partial \theta^k}$ to Client $k, k \in (2, K)$
12: for each Client $k = 1, ..., K$ in parallel do
13: $\theta^k_t = \theta^k_{t-1} - \eta \frac{\partial L}{\partial \theta^k}$
14: end for
15: end for
16: end for

Apart from the client training data, there are three main differences between horizontal FL and vertical FL. First, horizontal FL has a server for global model aggregation, while vertical FL does not have this kind of central server, nor a global model. Consequently, the aggregation of local model outputs in vertical FL is performed on the guest client to construct the loss function. Second, model parameters or gradients are communicated between the server and clients in horizontal FL. In vertical FL, by contrast, local model parameters are related to the local data feature spaces that are not allowed to be transferred to other clients. Instead, the guest client receives model outputs from the connected host clients and sends the intermediate gradient values back for local model updates. Finally, the server and clients interact with each other for only once in one communication round in horizontal FL, while the guest client and host clients need to send and receive information for $B$ times in one communication round of vertical FL.

Compared to horizontal FL, training parametric models in vertical FL has two advantages. First, models trained in vertical FL always should be in principle have the same performance as the model trained in a centralized way. This is because the computed loss function in vertical FL (line 8 and line 10 of Algorithm 2) is the same as the one in centralized learning. Second, vertical FL often consumes less communication resources than horizontal FL, because only the batch local model outputs $z^*_b$ and intermediate gradients $\frac{\partial L}{\partial z^*_b}$ are required to be transmitted between the guest client and host clients, where $z^*_b$ is a batch set of scalars for logistic regression on client $k$, and $\frac{\partial L}{\partial z^*_b}$ is the intermediate gradients. Note that the local model $\theta^k$ can also be used to extract feature representations, and in this case $z^*_b$ becomes a set of vectors whose sizes are determined by the designer. Therefore, the communication costs in vertical FL are determined by the number of data samples and thus vertical FL may consume more communication resources than horizontal FL only if the data size is extremely large.

Privacy preservation is one main challenge in vertical FL. Hardy et al. [47] propose a privacy preserving identity resolution scheme for secure ID alignment in vertical logistic regression, and Nock et al. [102] provide a detailed analysis of the impact of identity resolution. Liu et al. introduce a protocol to protect user sample IDs in asymmetrical vertical FL. Yang et al. introduce a simplified two-party vertical FL framework [151] by removing the third party coordinator. Different from the above work in which parametric models are used for vertical FL, Cheng et al. adopt xgboost [16] decision tree model to construct a secureboost [19] system. Similarly, Wu et al. propose a privacy preserving vertical decision tree learning scheme called Pivot [140], which does not need any trusted third party.

In addition to privacy preservation, effort has also been made to enhance the learning performance in vertical FL. Yang et al. [148] adopt the Quasi-Newton method [106] for vertical federated logistic regression to accelerate the convergence speed. Liu et al. propose a FedBCD algorithm [90], in which each party conducts multiple local updates before communication to reduce the required number of communication rounds. Feng and Yu propose an MMVFL framework [32] to solve multi-class problems with multiple parties. Finally, Chen et al. [17] use a perturbed local embedding technique to simultaneously protect individual’s privacy and enhance the communication efficiency.
3. Categories of Non-IID Data

The training data on each client in FL heavily depends on the usage of particular local devices, and therefore, the data distribution of connected clients may be totally different with each other. This phenomenon is known as Non-IID [95], which may cause severe model divergence, especially for parametric models in horizontal FL. More specifically, for a supervised learning task on client $k$, assume each data sample $(x, y)$, where $x$ is the input attribute or feature and $y$ is the label, follows a local distribution $P_k(x, y)$. By Non-IID, we mean $P_k$ differs from client to client. Similar to [61, 79], we discuss categories of Non-IID data from the perspective of attribute $x$, label $y$ and other more complicated FL scenarios.

3.1. Attribute skew

Attribute skew indicates the scenarios in which the feature distribution $P_k(x)$ across attributes on each client is different from each other. The data attributes across clients can be non-overlapped, overlapped or even the same.

3.1.1. Non-overlapping attribute skew

Non-overlapping attribute skew means that the data features across the clients are mutually exclusive. In this case, if data samples $x$ on different clients $k$ with the same identities hold the same labels $P_k(y|x)$, it is known as vertical FL. This non-overlapping property can ensure that the computed total loss of the logistic regression (linear model) in vertical FL is equal to that in centralized learning (refer to line 10 of Algorithm 2). For a dataset like personal information as shown in Fig. 2, client 1 owns the features of age and height, while client 2 has the features of sex and weight. And for image data as shown in Fig. 3, an image of panda is partitioned into two non-overlapped pieces and client 1 stores the left part and client 2 stores the right part. The main difference between these two types of datasets is that the adjacent attributes for personal information may not correlated (for example, 'Age' and 'Height' in client 1 of Fig. 2 have no relationship), but adjacent pixels for image data are always strongly correlated.

![Client 1 and Client 2 storing image data](image.png)

**Figure 3:** An example of non-overlapping attribute skew for image datasets, the left half of the image data is stored on Client 1, while the right half of the image is on Client 2.

3.1.2. Partial overlapping attribute skew

The second category of attribute skew is partial overlapping attribute skew, in which some parts of the data features can be shared with each other. For instance, multi-view images [123, 79] are shot from different angles and each party holds single-view (single angle) images. As shown in Fig. 4a, client 1 and client 2 stores the same PC image with different angles. Note that the distribution of each overlapping attribute among different clients may be consistent or inconsistent.

**Consistent distribution:** In this case, the $i$-th overlapping attribute $x_i$ is sampled from the same distribution $P(x_i, y)$, which means that the shared attributes will not enlarge the Non-IID divergence of the data.
Inconsistent distribution: As the name suggests, inconsistent distributions of the shared attributes are another reason of Non-IID divergence in addition to the situation in which each client has unique attributes. For example, Xu et al. assume that each client may encounter an infeasible domain when sampling data from the domain of input [144].

3.1.3. Full overlapping attribute skew

This case is often known as horizontal FL (horizontal data partition), when the overall data is horizontally partitioned among the clients without overlap, as shown in Fig. 1.

Generally, Non-IID divergence of this case usually happens in the presence of inconsistent data distributions, when there is an attribute imbalance of the training data across clients due to perturbations, for example, different degrees of impulse noise across clients, as shown in Fig. 4b. In addition, real world feature imbalance is another feature distribution skew with the same data features. For instance, the EMNIST dataset [20] collects hand written digit numbers from different people, thus, even for the same digit number, the character features (e.g., stroke width and slant) are different.

3.2. Label skew

Label skew represents the scenarios in which the label distribution differ from client to client. There are two slightly different situations of label skew, one is label distribution skew and the other is label preference skew.

3.2.1. Label distribution skew

Label distribution skew is a common Non-IID category, where label distributions $P_k(y)$ on the clients are different and a conditional feature distribution $P_k(x|y)$ is shared across the clients. And it is usually caused by location variations of the clients that store similar types of local training data. Two main kinds of label distribution skew settings [79] have been considered in FL research, namely label size imbalance and label distribution imbalance.

As shown in Fig. 5, label size imbalance is originally proposed in the FedAvg algorithm [95], where each client owns data samples with a fixed number $c$ label classes. $c$ is a hyper parameter that determines the degree of label imbalance, and a smaller $c$ means stronger label imbalance, and vice versa.

Label distribution imbalance is another situation considered in [159], in which a $p_{c,k}$ portion of the instances of label class $c$ is distributed on client $k$ with a probability $p_c \sim Dir_k(\beta)$, where $Dir(\cdot)$ is the Dirichlet distribution and $\beta$ is the concentration parameter influencing the imbalance level. And a larger $\beta$ value will result in more unbalanced data partition. Since the imbalance level of data distributions can be easily adjusted by $\beta$, some recent studies [80, 86, 130, 131] adopt this method to emulate different Non-IID cases in the real-world.
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|       | bird | deer | frog | ship |
|-------|------|------|------|------|
| Client 1 | ![Image](image1.png) | ![Image](image2.png) | | |
| Client 2 | | | ![Image](image3.png) | ![Image](image4.png) |

Figure 5: An illustrative example of label size imbalance with two clients and $c = 2$ using CIFAR10 as an example.

3.2.2. Label preference skew

Different from label distribution skew, label preference skew considers the client data sample intersection issues often encountered in real-world applications, where the conditional distribution $P_k(y|x)$ may vary across the clients, although $P_k(x)$ is the same.

If the training data across the clients are horizontally overlapped, it is likely that different users annotate different labels for the same data sample due to individuals’ preferences. For the image of a cat with glass in Fig. 6, user 1 labels 'like', while user 2 labels 'dislike'.

Crowdsourcing data [34] is a more complex situation where data labels can be noisy, posing serious challenges to information collection in many centralized machine learning tasks, let alone in FL tasks. For example, most local devices only contain unlabelled data and require multiple workers or volunteers to label them. Therefore, it is not uncommon that some labels are incorrect, noisy and even missing.

Feature: Glass

![Image](image5.png)

Figure 6: An example of label preference skew. For the same input feature (a cat with glass), Client 1 may label 'like' while Client 2 may label 'dislike' instead.

3.3. Temporal skew

Temporal skew means the skew in distribution in temporal data, including spatio-temporal data and time-series data, also referred to as time-stamped data. This type of data accounts for a large proportion of real-world FL applications (e.g., various measurement data in IoT devices) and hence, it needs to be categorized separately. Different from attribute skew and label skew, temporal skew refers to the inner correlation of data observations in the time domain. Particularly for time series data, the data distributions $P_k(x, y|t)$ ($t$ is the time index) on each client keeps changing over time.

We present an illustrative example of temporal skew, as shown in Fig. 7, where two webcams at different locations take photos of runners over over the time and the deviation of photos on different clients comes from time difference. Although there is a temporal skew in the data collected on Client 1 and Client 2, these data have a great amount of intersections across the entire time period.

In addition, it can happen that different clients collect data during different periods of time rather than the whole time period, which also results in temporal skew. As shown in Fig. 8, Client 1 stores the stock prices for the first 60 months, while Client 2 holds those for the last 60 months.

3.4. Other scenarios

There are some other scenarios that do not belong to any Non-IID categories discussed above.
3.4.1. Attribute & Label skew

In the scenario of Attribute & Label skew, different clients hold data with different labels and different features, which integrates the characteristics of both horizontal and vertical FL.

|       | bird | deer | frog | ship |
|-------|------|------|------|------|
| Client 1 | ![image](image1.png) | ![image](image2.png) | ![image](image3.png) | ![image](image4.png) |
| Client 2 | ![image](image5.png) | "Federated learning" |

Figure 9: An example of different features, different labels Non-IID. Client 1 and Client 2 may hold different types of data (image and audio).

Specifically, different features can also be extended to a generalized definition that data types may vary across clients. As shown in Fig. 9, client 1 only have image dataset and client 2 only have speech dataset. Global model aggregation becomes extremely hard in this case, since local model types or structures may be totally different across clients.

3.4.2. Quantity skew

Quantity skew means the number of training data varies across different clients and it can occur in all situations discussed above.
4. Challenges of Non-IID Data to Model Training

Both parametric models and non-parametric models have been used for FL. Due to the differences in the training mechanisms for parametric and non-parametric models in both horizontal and vertical FL, the impacts of Non-IID on their training performances are also considerably different. In this section, we introduce the core training steps of both parametric and non-parametric models in FL at first, and then discuss the influences of Non-IID training data on their performance in horizontal and vertical FL, respectively.

4.1. Horizontal federated learning

If not specified, Non-IID in horizontal FL usually refers to label distribution skew, this is because, label distribution skew often causes more serious client data distribution divergence compared to the case with the same features but different labels. For those extreme cases in which for example, each client contains data samples with only one class [156], it can happen that the global model does not converge at all.

4.1.1. Parametric models

Non-IID data does affect the learning performance on parametric models [95, 166, 112, 129, 119, 7] and will always cause global model divergence in horizontal FL. Since the local data distributions are different from the global data distribution, the averaged local model parameters may also be far away from the global model parameters [166], particularly when the number of epochs for local updates is large [62, 110, 130]. As shown in Fig. 10, the divergence between the averaged local model parameters $\theta_{avg}^{t+1}$ and the actual global model parameters $\theta_{t+1}$ are much larger for Non-IID data. In addition, the divergence may accumulate over the communication round $t$.

**Linear models** like linear regression and ridge regression are the simplest parametric models, which can be directly used in FedAvg algorithm. However, the local private data are more likely to be leaked or reverse-engineered [138, 92] for linear models than for other complex parametric models. This is because the communicated gradients of the parameters of linear models are proportional to the local input data [107]. Therefore, additional privacy preserving methods like homomorphic encryption (HE) are usually required to use linear models in horizontal FL.

**Neural networks** are currently the most widely used parametric models in FL, since they have extraordinary performance in computer vision, speech recognition, among others. Three types of neural network models, multi-layer perceptrons [109, 35], convolutional neural networks [74] and long-short-term-memory (LSTM) [52], are originally used in the FedAvg algorithm for image classification and next word prediction tasks. Simulation results [95] indicate that FedAvg is able to achieve good performance using shallow neural network models on relatively simple datasets, although it performs slightly worse than centralized learning. However, in case deep neural networks are used, the FedAvg algorithm becomes very sensitive to client data distribution and may fail to converge on very strongly Non-IID data.
4.1.2. Non-parametric models

Decision trees are typical non-parametric models and the gradient boosting decision tree (GBDT) [63] becomes very popular at present in solving both regression and classification problems because of its good performance. Among gradient boosting tree models, xgboost [16] is the most powerful one, which has already been applied in both horizontal FL [149] and vertical FL [135, 19]. The following modifications should be made when the FedAvg algorithm is applied to xgboost:

1. Set binning points (thresholds) for all data features on all connected clients and the server.
2. Each client computes the local histograms for all binning points and send all histograms to the server.
3. The server sums up the received local histograms, and calculates the corresponding impurity values for all binning points. Then, the server will find the best split binning points and send them back to the clients.
4. After getting the best split binning points, clients can split the current node and construct the next-layer of the tree. If stop conditions are not fulfilled, go back to Step 2 and repeat this procedure.

The local histograms are the sum of the local gradients and Hessian matrix for a specific binning point and they intrinsically contain label information of the training data [19], which can be inferred by the server. In order to protect the privacy of the information about the local models, one can often adopt a secure aggregation technique that adds or subtracts an extra random number to the local histograms of each client before sending them to the server. Since the random number is generated by a pseudo random generator with the same seed value, it can be cancelled out with each other [6] after summing the perturbed histograms in the server, as shown in Fig. 11.

Although different horizontally ‘partitioned’ local training data may lead to different local histograms of every possible split, the summed gradients and Hessian (blue and orange bar in the server of Fig. 11) in the server do not change for each split. Therefore, Non-IID data does not cause any training divergence for decision tree models.

4.2. Vertical federated learning

Non-IID in vertical FL usually refers to ‘same labels, different features’, and most existing work assume that different clients do not have no overlap in features (i.e., no common features) and the data labels are only stored on one client, called the guest client. The rest clients that do not have any labels are known as host clients.

Figure 11: Secure aggregation used in horizontal federated xgboost, where g is the gradient and h is the Hessian. Secure aggregation [6] is used here for information protection.
**4.2.1. Parametric models**

*Linear models* like logistic regression (generalized linear model) are commonly used in vertical FL. As discussed in Section 2.2 that both model gradients and the training data are stored on local devices during the training period, which reduces both potential data leakage risk and communication costs. To further enhance the security level, some research work [47, 88, 151] adopts an encrypted model training scheme by encrypting all the model outputs from the host clients. In this case, the gradients of the loss with respect to model parameters can be calculated on ciphertext directly [150] due to the property of HE.

As discussed in Section 2.2, the loss function of training logistic regression in vertical FL has no difference to that in centralized learning. Therefore, Non-IID data does not affect the learning performance for linear models.

*Neural networks* can also be trained in vertical FL. As shown in Fig. 12, both the guest client $K$ and a host client $J$ own a local neural network model $Net_K$ and $Net_J$, respectively, which are used to extract features of the local training data. And then the feature representation $Z_J$ on the host client will be sent to the guest client to concatenate with $Z_K$ over the feature dimension. Finally the final output $Y_{out}$ can be generated by passing forward the merged feature output through an neural network model $Net_C$. There are two main differences between the vertical federated logistic regression and neural network model. First, the local model output $z$ of a single data sample for logistic regression is a scalar, which should be summed up for loss computation. By contrast, the local output $Z$ in the neural network is a vector of feature representation. Second, the guest client needs to construct an extra neural network model to achieve the classification predictions.

It should be noticed that, overall output of the neural networks in vertical FL is different from that in centralized learning, because the neural network is split into several separated sub-networks. A simple example is shown in Fig. 13, where the connections of the global network (denoted by dashed lines) will vanish after splitting it into two sub-networks. In fact, training neural networks in vertical FL remains an open challenge and there are very limited research work focusing on this topic. Recently, Liang *et al.* present a self-supervised vertical federated neural architecture search to collaboratively fine-tuning both the architecture and model parameters [84]. However, they do not discuss the impact of Non-IID data on the model learning performance.
4.2.2. Non-Parametric models

For decision trees in vertical FL, all the histogram values are calculated only on the guest client, because it owns all labels of the training data, as defined in Section 2.2. To avoid leaking data label information of the guest client, all the gradients and Hessian values of node data samples need to be encrypted before sending them to any other host clients. The training steps [19] are as follows:

1. Set binning points of all features for both the guest client and host clients. Initialize key pairs on the guest client.
2. On the current decision node or root node, compute and get the largest impurity value and send the encrypted gradients and Hessian values of node data samples to host clients.
3. For each host client, split data samples for all binning points and sum the corresponding encrypted gradients and Hessian values. Each split is recorded with a unique split number corresponding to the feature and split bin value. The summed values together with the split numbers are sent back to the guest client for decryption.
4. Calculate impurity values for all splits and get the best split with the largest impurity value on the guest client. If the best split is on the guest client, add the feature and split bin value with a unique record ID in the local lookup table. If the best split is on one of host clients, the guest client sends the split number to the corresponding host client. And then this host client can find the feature and split bin value based on the received split number and update the local lookup table.
5. The current decision tree can be constructed with the record ID and client ID. If the stop criterion is not fulfilled, go back to step 2 to construct the next layer of the tree.

A single generated tree model and its corresponding lookup table is shown in Fig. 14. Same as in the aforementioned horizontal scenarios, the learning performance of decision tree models in vertical FL is not influenced by Non-IID data. This is because the calculated impurity values are only dependent on the gradients and Hessian of data samples on the decision node, which has no relationship to data feature distributions among clients.
5. Main Approaches to Handling Non-IID Data

As discussed in the last section, Non-IID data, specifically label distribution skew, may cause severe learning divergence to parametric models mainly in horizontal FL. However, the FedAvg algorithm per se cannot deal with model divergence problems caused by Non-IID data, especially when complex models such as neural networks are used in federated learning. Current approaches to dealing with Non-IID problems in horizontal FL can be classified into the data based approach, algorithm based approach, and system based approach, as shown in Fig. 15. Both advantages and disadvantages of these methods will be discussed in detail. In this section, if not specified otherwise, FL means horizontal FL, the baseline FL algorithm is FedAvg described in Algorithm 1, and models are neural networks.

5.1. Data based approach

Intuitively, the performance degeneration of FL in the presence of Non-IID data is caused by the heterogeneous data distributions and hence, data based approaches aim to address this issue by modifying the distributions. Data sharing and augmentation are two main solutions with state-of-the-art performance.

5.1.1. Data sharing

Data sharing [166] is very straightforward but effective to deal with Non-IID data in horizontal FL. A globally shared dataset $G$ with a uniform distribution is stored on the server and the global model is warmed up by training $G$. In addition, a random $\alpha$ percentage of $G$ should be downloaded to all connected clients so that the client model is updated by both local training data and the shared global data from $G$. Experimental results show that the model test accuracy can be enhanced by approximately 30% on the CIFAR10 [71] dataset with only 5% of globally shared data.

Similar ideas are also used in [127, 155] to alleviate the negative effect of Non-IID by sharing some local data with the server. Although this data sharing method can significantly enhance the global model performance on Non-IID data (in fact, this approach outperforms most horizontal FL algorithms on Non-IID data), it has very obvious shortcomings. At first, it is hard to get so called uniformly distributed global dataset, since the server has no idea about the data distributions among the connected clients. Second, downloading parts of global dataset to each client for model training violates the requirement of privacy preserving learning, which is the fundamental motivation of FL.

5.1.2. Data augmentation

Data augmentation [125] is originally a technique to increase the diversity of training data by some random transformations or knowledge transfer, which can also be used to mitigate local data imbalance issues in FL. There are three main kinds of data augmentation methods used in FL: the vanilla method, the mixup method [162], and the generative adversarial network (GAN) [40] based method.

The basic idea of using the vanilla data augmentation in FL is proposed in [28], in which each client needs to send its label distribution information like the number of data samples for each class $c$ to the server. Then the server
can calculate the number of samples $C_c$ for each data class $c$ and their mean value $C$. If $C_c < C$, client $k$ needs to generate $(\bar{C}/C_y)^a$ number of augmentations for each local data sample $(x, y)$, where $\alpha$ is the hyperparameter to control the degree of augmentation and label $y$ is equal to $c$. Both the original local data sample and the augmented data are used to update the local model parameters.

The mixup method is another data augmentation approach to tackling Non-IID data. Shin et al. [118] first use this method to propose a XorMixFL framework. The core idea is that each client uploads its encoded seed samples (encoded using the XOR operator) to the server for decoding and the base data samples together with decoded samples in the server can construct a new balanced dataset. After that, a global model is trained on this reconstructed data and downloaded to each client until the training converges. Yoon et al. propose a mean augmented method [154] by exchanging the averaged batch local data with the server. The exchanged mean data will be combined and sent back to each client to reduce the degree of local data imbalance.

Different from the two previous methods, the purpose of federated GAN data augmentation is to train a good generator in the presence of Non-IID data. A general approach is that each client has to send its local seed data samples to the server at first, as does in the data sharing strategy. And then, the server can train the generator and discriminator of GAN based on these seed samples and the well trained generator will be sent to all connected clients. With the received generative model, each client can replenish the training data for the missing labels to construct an IID local dataset. However, sending local data samples to the server violates the data privacy requirement in FL and Yonetani et al. suggest to locally train the discriminators, which will be weighted averaged to construct an aggregated global discriminator on the server, where the weights are determined by the softmax function value calculated across the outputs of discriminators uploaded from connected clients. The generator can be updated by applying the loss gradients computed by the global discriminator. This approach can protect local data privacy to some extent, but the information of label distribution must be revealed to the server. In order to address this issue, Jeong et al. introduce a multi-hop federated augmentation with sample compression (MultFAug) strategy, which can protect not only data privacy but also the information about label distributions.

Overall, data augmentation techniques can significantly improve the learning performance of the model trained on Non-IID data by replenishing the local imbalanced data with augmentations. However, most of these techniques can only be implemented with the help of aforementioned data sharing, which may increase the risk of data privacy leakage.

5.2. Algorithm based approach

As we stated in Section 2, the goal of federated learning is to collaboratively train a shared model without sharing private data. However, the local models trained by FL may be harmed by the shared model in terms of performance [158], and may fail to generalize due to the drift of heterogeneous data shards [27]. This can be seen from Eq. (1), which indicates that a certain client trains a local model without information exchange between clients, and its model may generalize poorly on unseen data. In addition, the conventional global loss function of a FL system is to minimize Eq. (2), the output of the system is common for all clients and hence, each client may lose their precision on its own task, especially for heterogeneous data or objectives [31]. For example, in a FL system consisting of two clients $A$ and $B$, client $A$ needs an inference efficiency model and client $B$ emphasizes the accuracy. Eventually, it may be difficult to apply the global model to client $A$ due to limited computing budget.

To address these issues, personalization approaches have received much attention recently. Personalization, as shown in Fig. 16, aims to adjust the model according to the local tasks. In general, there are several major types of personalization methods, including conducting local fine-tuning (personalization via regularization & interpolation, or meta learning), including a personalization layer, multi-task learning, and knowledge distillation [25].

5.2.1. Local fine-tuning

Local fine-tuning, as the most classic and powerful personalization method, aims to fine-tune the local models after receiving the global model from the server using local data [132], and FedAvg is the basic form of local fine-tuning. The purposes of local fine-tuning are two-folds, i.e., finding a suitable initial shared model, and combining local and global information.

One common idea for fine-tuning is to build a high quality initial global model based on meta-learning methods. A representative method called Personalized FedAvg (Per-FedAvg) [31], which leverages Model-Agnostic Meta-Learning (MAML) [33] to find an initial global model, making it easier for the local clients to obtain good performance.
with little computation costs. In Per-FedAvg, the authors modify the loss function in Eq. (2) as follows:

$$
\min_{\theta} F(\theta) = \sum_{k=1}^{C \times K} \frac{n_k}{n} f_k \left( \theta - \alpha \nabla f_k(\theta) \right),
$$

where $\alpha$ is the step size, and the cost function $F$ is the average of meta functions $F_1, F_2, \ldots, F_k, \ldots, F_N$ on client $k$, which can be denoted by

$$
F_k(\theta) = f_k \left( \theta - \alpha \nabla f_k(\theta) \right),
$$

where the local model $\theta^k$ is synchronized with $\theta$ and the gradient of local functions can be calculated by

$$
\nabla F_k(\theta) = \left( I - \alpha^2 \nabla^2 f_k(\theta) \right) \nabla f_k \left( \theta - \alpha \nabla f_k(\theta) \right),
$$

where the first and second order information can be replaced by the unbiased estimation using a batch of data. As the authors discussed, the new cost function (Eq. (4)) can capture the differences between clients, and a new client can perform well after being slightly trained based on the obtained initial solution with their own data. This method achieves the first-order optimality with convergence guarantees and better performance on heterogeneous data than FedAvg, but the approximate gradient of Per-FedAvg will significantly affect the results. Similarly, Jiang et al. combine the Reptile algorithm [101] with FedAvg for local personalization [59], however, the performance of their method is only verified on EMNIST-62 and MNIST datasets. Chen et al. propose federated meta-learning (FedMeta) framework, where a meta-learner is shared among the clients instead of a global model [15]. Similar to multi-task learning, FedMeta also treats each client as a separated task, and the target is to train a well-initialized model that can be rapidly adapted to any new tasks, but the shared meta-learner may also leads to the leakage of users’ privacy.

Combination of local and global information is another approach and several studies on regularization and interpolation have been conducted. The aim of regularization is to minimize the disparity between the global and local models, and FedAvg can be viewed as a special case of regularization-based personalization. Instead of solving Eq. (2) for an explicit global model, Hanzely et al. design a new form of the cost function by adding a regularization term to investigate a trade-off between local and global models [45]. Dinh et al. introduce Moreau Envelopes [99] into the proposed pFedMe algorithm to overcome the statistical diversity among clients [27]. Specifically, they add a term of $l_2$ norm for client cost function:

$$
f_k(\theta_k) = \frac{1}{n_k} \sum_{i=1}^{n_k} \ell(x_i, y_i; \theta_k) + \frac{\gamma}{2} \| \theta_k - \theta \|^2.
$$
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Figure 17: An illustration of horizontal FL with personalization layers.

where $\theta$ is the global model and $\gamma$ is the regularization parameter. In general, pFedMe outperforms FedAvg on the convergence rate, but there are too many hyperparameters need to be adjusted. Similarly, Huang et al. personalize FL with additional terms and a federated attentive message passing (FedAMP) strategy to relieve the influence of Non-IID data [55], and they guarantee the convergence of the proposed FedAMP and obtains satisfactory results on several widely used datasets.

Interpolation is another idea for combining local and global information, which can further be divided into data interpolation and model interpolation. Data interpolation combines local and global data for training, while model interpolation combines local and global model as the personalized model. Mansour et al. conduct a systematic empirical study on three personalization strategies, client clustering, data interpolation and model interpolation as well as their theoretical guarantees [93]. However, similar to [59], this method need to be examined on more challenging tasks.

5.2.2. Personalization layer

As its name suggests, this type of methods allows each client to have personalized layers in the neural network models. As shown in Fig. 17, each client model consists of personalization layers (filled blocks) and base layers, and only the base layers need to be uploaded to the server for global model aggregation.

A typical paradigm called FedPer is introduced in [3], where the base layers are the shallow layers of the neural network that extracts high-level representations and the personalization layers are the deep layers for classifications. The pseudo code for FedPer is shown in Algorithm 3 and it is clear to see that except for the personalization layers, FedPer is exactly the same as the original FedAvg algorithm. Experimental results have shown that FedPer can achieve much higher test accuracy than FedAvg, especially on strongly Non-IID data. And it is surprising to find that FedPer has achieved better performance on Non-IID data than on IID data.

By contrast, Liang et al. propose an LG-FEDAVG [83] in which the personalization layers are shallow layers of the neural network and the base layers that are shared with the server are deep layers for class classifications. In addition to supervised local training with the shared global model, LG-FEDAVG also discuss unsupervised learning (autoencoder [70]), self-supervised (jigsaw solving [103]), and adversarial training with an extra locally constructed...
model connected to the personalization layers. When calculating the test accuracy on new devices, all trained local model logsits are averaged before choosing the most likely class. Experiment results show that LG-FEDAVG can achieve much better local test accuracy and slightly better new test accuracy than FedAvg.

Personalization layers are able to not only enhance the learning performance on Non-IID data but also reduce communication costs, since only the base layers rather than the whole model need to be shared between the server and clients. One disadvantage is that each client needs to permanently store the personalization layers without releasing them.

### 5.2.3. Multi-task learning

An alternative to solving the personalization problem is to treat it as a multi-task learning problem [12]. For example, MOCHA, a representative framework for federated multi-task learning (FMTL), firstly considers issues of communication cost, stragglers and fault tolerance for FL [122]. Due to the use of primal-dual optimization method, MOCHA generates separated but related models for each client, which makes it unsuitable for non-convex optimization tasks. Corinzia et al. propose an FMTL framework VIRTUAL using a Bayesian network and approximated variational inference that can deal with non-convex models. Their method achieves satisfactory results on several Non-IID datasets, but has difficulties in converging when there is a large number of clients, due to the sequential fine-tuning [21]. To alleviate the performance degeneration of FL caused by incongruent data distributions, Sattler et al. propose a non-convex FMTL framework, called clustered federated learning (CFL), to group local information [111]. CFL presents a computationally efficient metric of client population distributions based on the cosine similarity, and obtains remarkable results on Non-IID data. However, CFL may pose new challenges to data security due to the reliance on the data similarity.

### 5.2.4. Knowledge distillation

Knowledge distillation [9, 50, 41] is also a promising idea for personalized federated learning. The concept of transfer information from large models to small ones is first proposed by Bucilua et al. [9] and popularized by Hinton et al. as knowledge distillation. The main motivation in FL is to transfer knowledge from the server or other clients to a certain client to improve its performance on unknown heterogeneous data. In general, there are two kinds of knowledge distillation strategies adopted in Non-IID FL, namely federated transfer learning and domain adaption.

Transfer learning plays a key role in federated knowledge distillation. In [132], the authors train a next-word prediction model using FedAvg with different hyperparameters for personalization to make sure the model can generalize in new mobile devices. Liu et al. focus on the secure modeling under decentralized data shards and propose a federated transfer learning (FTL) framework, which leverages homomorphic encryption [36] and secret sharing [14] as protocols [89]. Lin et al. [86] utilize an ensemble distillation strategy to robustly fuse multiple models, and the distilled model

---

**Algorithm 3 FedPer**

1: **Server:**
2: Initialize the shared base model $\theta_B^0$
3: Initialize personalization layers $\theta_{P_k}^0$
4: **for** each communication round $t = 1, 2, \ldots, T$ **do**
5: Select $m = C \times K$ clients, where $C \in (0, 1)$
6: **for** each Client $k = 1, 2, \ldots, m$ in parallel **do**
7: Download $\theta_B^t$ to Client $k$
8: Do Client $k$ update and receive $\theta_B^k$
9: **end for**
10: Update base model $\theta_B^{t+1} = \frac{1}{m} \sum_{k=1}^{m} \theta_B^k$
11: **end for**
12: **Client** $k$ update:
13: Merge base model $\theta_B$ and personalization layers $\theta_{P_k}$
14: **for** local epoch from 1 to $E$ **do**
15: **for** batch $b \in (1, B)$ **do**
16: $\langle \theta_B^k, \theta_{P_k} \rangle \leftarrow (\theta_B^k, \theta_{P_k}) - \eta \nabla L_k(\theta_B^k, \theta_{P_k}; b)$
17: **end for**
18: **end for**
19: **Return** $\theta_B^k$

---
alleviates the leak risk and computational cost compared to several widely used FL algorithms. The FedDF algorithm is summarized in Algorithm 4.

Algorithm 4 An illustration of the homogeneous FedDF.

1: Initialize server model $\theta_0$, $K$ clients, a total of $T$ communication rounds, $n_k$ samples for a local dataset of client $k \in K$ and its weight $p_k$, participation ratio $C$.
2: for each communication round $t = 1, 2...T$ do
3: $S_t$ ← random subset (C fraction) of $K$ clients
4: for each client $k \in S_t$, in parallel do
5: $\hat{\theta}_k^t$ ← Local update of FedAvg using $\theta_{t-1}$
6: end for
7: initialize for model fusion $\theta_{t,0}$ ← $\sum_{k \in S_t} p_k \hat{\theta}_k^t$
8: for $j$ in $[1, ..., N]$ do
9: sample a mini-batch of samples $d$, from e.g. (1) an unlabeled dataset, (2) a generator use ensemble of $\{\hat{\theta}_k^t\}_{k \in S_t}$ to update server student $\theta_{t,j-1}$ through AVGLOGITS
10: end for
11: $\theta_t \leftarrow \theta_{t,N}$
12: end for
13: Return $\theta_T$

From lines 8-10 of the algorithm, we can find that unlabeled data or artificially generated samples are used to assist the knowledge extraction from all participating clients, and the method can be applied to both homogeneous and heterogeneous settings, although the used unlabeled data may lead to an increase in the calculation budget. Similarly, Chang et al. propose Cronus, a collaborative robust learning method, by uploading learned features instead of local models to implement local personalization [13]. Li et al. propose a framework called decentralized federated learning via mutual knowledge transfer (Def-KT), in which local clients exchange messages directly in a peer-to-peer manner without the participation of the cloud server [75]. The authors state that the performance degeneration of FedAvg on heterogeneous data may be caused by transferring model parameters only, and the key point of Def-KT is to leverage the advantages of mutual knowledge transfer (MKT) to mitigate the influence of label-shift [163]. Concretely, during each communication round, a subset of selected clients first train their models locally, and then transmit the updated models to the second subset of clients. Then the clients in the second subset can compute two soft predictions (logits) based on their local models and received well trained models. These two calculated logits are used as the dummy labels to update both the local model and received model on each client in the second subset.

Another important chart of knowledge distillation is domain adaption, which emphasizes on eliminating the differences between data shards between clients. A federated adversarial domain adaptation (FADA) algorithm is presented in [105], which uses adversarial adaptation techniques to solve the domain shift problem in FL systems. Li et al. propose FedMD algorithm to enable clients train their unique models on local data [76]. The key element of FedMD is to transfer knowledge from a public dataset (without privacy leakage risk) shared by the clients. For example, the initial model of a certain client is firstly trained on a subset of CIFAR100 (public set) and then the personalized training on CIFAR10 (private set) will be performed.

5.2.5. Lifelong Learning

Lifelong learning is a fundamental challenge in machine learning, where a model is trained on sequential tasks and each task can be seen only once. The main objective is to maintain the model accuracy without forgetting previously learnt tasks. Hence, it is possible to borrow the idea of lifelong learning to overcome the influence of Non-IID data.

Elastic weight consolidation (EWC) [66] is an effective approach to mitigating catastrophic forgetting in lifelong learning, in which the most important parameters for a specific task $A$ are identified. When the model is trained on another task $B$, the learner will be penalized for changing these parameters. By making an analogy between federated learning and lifelong learning, Shoham et al. propose a federated curvature (FedCurv) algorithm based on EWC as a solution to Non-IID issues in FL [119]. During each round, participants transmit updated models together with the diagonal of the Fisher information matrix, which represents the most informative parameters for the current task. A penalty term is added to the loss function for each participant to promote the convergence towards a globally shared optimum. Furthermore, they assume that the communication cost could be further reduced by a sparse version of the uploaded parameters, without practical verification though. Liu et al. combine lifelong and reinforcement learning to form a lifelong federated reinforcement learning (LFRL) architecture [87]. With LFRL, they enable robots to merge and transfer experience, so that the robot can quickly adapt itself to a new environment.
5.2.6. Structure adaption

As mentioned before, training complex parametric models like deep neural networks (DNNs) is very challenging in FL, especially on Non-IID data. Here we introduce and discuss two useful techniques to accelerate the convergence speed of DNNs in FL.

One technique is to use adaptive optimizers like Adagrad [29], Adam [65], among many others, to replace the standard SGD optimizer. However, these adaptive optimizers often require to accumulate momentum [124] of the previous gradient information for model update, which may double the uploading communication costs in FL. This is because model training is performed only on local devices and the accumulated gradients (with the same size as the model parameters) also need to be uploaded to the server for aggregation. Reddi et al. propose a federated adaptive framework [108] to fix this issue. The core idea is simple: the accumulated gradients are calculated upon the averaged global gradients on the server and each client performs the standard SGD for local model training. This not only saves the local computation resources but also reduces the upload communication costs, since the central server is assumed to be much more powerful than the edge devices.

Another useful technique is to use group normalization (GN) layers [141] to replace the batch normalization (BN) layers in DNNs [164]. BN layers calculate both the mean and variance of one batch training data along the batch dimension during the training and track the exponential moving mean and variance for model prediction. However, in FL, each client device has its own data and the calculated batch moving statistics should also be averaged on the server, which cannot represent the actual global statistics. As a result, local moving statistics are very sensitive to the client data distribution and the aggregated global statistics may fail to converge on Non-IID data [57]. GN is another option by partitioning the channels of each training data into groups and computing per-group statistics separately. Since the statistics of GN are calculated per data sample, it is invariant to the client data distribution. Experimental results have shown that GN exhibits a faster and more stable convergence profile than BN.

5.3. System based approach

5.3.1. Client clustering

Most FL approaches assume that the whole system contains only one global model, which is hard to learn all client information especially in a heterogeneous data environment. Therefore, client clustering is proposed to construct a multi-center framework by grouping the clients into different clusters. And those clients with the similar local training data are allocated to the same cluster. However, the data distribution of each client is private and sensitive information and should be kept secret from the central server. To this end, two main kinds of secure data similarity evaluation methods are introduced in the literature: one is to evaluate the similarity of the loss value, and the other is the similarity of model weights.

The first similarity evaluation approach is reported in [93, 68, 39, 38] by comparing the loss values of different client models. The general idea for this technique is straightforward: the server constructs multiple global models instead of a single model and send all cluster models to connected clients for local empirical loss computation. And then each client updates the received cluster model with the smallest loss value and returns it to the server for cluster model aggregation. A representative approach called iterative federated clustering algorithm (IFCA) [38] is described in Algorithm 5, where a one-hot vector $s_{i,j}$ is used to identify the cluster group of the uploaded local model and option I & II are actually the same thing with different global model updating methods. It should be noticed that IFCA reallocates clients to cluster groups based on the calculated local loss of all cluster models across each communication round, making the download payload $k$ times larger than that in FedAvg. To mitigate this issue, Koppurapu and Lin [69] propose a fork algorithm to group clients only at some particular rounds, which reduces the frequency of doing clustering.

The second approach evaluates the local data similarity and does clustering based on the local model weights. Before clustering the clients, some methods [7, 111] train and warm up the global model with the standard FedAvg algorithm. And then the warmed-up global model is downloaded to each device for local updating (or just calculating the model gradients) and returned to the server. The server can derive the similarity scores, for instance, the cosine similarity, according to the received model weights and group the clients into clusters based on the calculated similarity scores. In addition, Chen et al. set the fixed cluster clients before training and train cluster models with corresponding clients separately with the FedAvg algorithm. In addition, Xie et al. adopt a stochastic expectation and maximization algorithm [24] to perform client clustering and model training at the same time. Instead of a similarity score, the L1 distance between the local model $W_i$ and the cluster model $\tilde{W}^k$ is computed, as shown in line 4 of Algorithm 6, where $m$ is the total number of clients and $K$ is the total number of clusters. In the expectation step, each local model on client
that, the derived cluster models are downloaded to the clients within the clusters for local model training. Note that cluster models involved. Before calculating the test metrics, all the cluster models need to be downloaded to every clients and a simple method to integrate these calculated metrics is doing (weighted) averaging for different cluster

Algorithm 5 Iterative federated clustering algorithm (IFCA)

1: Input: number of clusters $k$, any single cluster index $j \in [k]$, the total number of communication round $T$, number of local epochs $E$, mini-batch size $B$, learning rate $\eta$
2: 
3: for $t = 0, 1, ..., T - 1$ do
4: Server: Broadcast cluster model $\theta^t_j, j \in [k]$
5: Randomly subsample $m$ participating clients
6: for client $i \in m$ in parallel do
7: Determine cluster group: $j = \arg\min_{j \in [k]} F_i(\theta^t_j)$
8: Generate one-hot vector $s_i = \{ s_{i,j} \}_{j=1}^k$ with $s_{i,j} = 1$ if $j = j$
9: option I (gradient averaging):
10: Compute gradient: $g_i = \nabla F_i(\theta^t_j)$
11: option II (model averaging):
12: $\tilde{\theta}_i = \text{ClientUpdate}(\theta^t_j, E, B, \eta)$
13: Send back $s_i$ and $g_i$ or $\tilde{\theta}_i$ to the server
14: end for
15: Server:
16: option I (gradient averaging): $\theta^{t+1}_j = \theta^t_j - \frac{\eta}{m} \sum_{i \in [m]} s_{i,j} g_i$
17: option II (model averaging): $\theta^{t+1}_j = \sum_{i \in [m]} s_{i,j} \tilde{\theta}_i$/$\sum_{i \in [m]} s_{i,j}$
18: end for
19: Return $\theta^T_j, j \in [k]$
20:
21: ClientUpdate($\theta_j, E, B, \eta$) at the $i$-th machine
22: $\theta^t \leftarrow \theta^t_j$
23: for local epoch from 1 to $E$ do
24: for batch $b \in [B]$ do
25: $\theta^t \leftarrow \theta^t - \eta \nabla F_i(\theta^t, b)$
26: end for
27: end for
28: Return $\theta^t$

$i$ measure the distance $d_{ik}$ with each global model in cluster $k$ to update cluster assignment $r^k_i$. In maximization step, all clients are grouped into clusters based on $r^k_i$ (with the shortest distance) and averaging the cluster models. After that, the derived cluster models are downloaded to the clients within the clusters for local model training. Note that the distance (similarity) calculation method can be replaced by other methods like the cosine similarity.

Algorithm 6 FeSEM-Federated stochastic EM

1: Initialize $K$, $\{ W_{i,k} \}_{i=1}^m \{ \bar{W}_k \}_{k=1}^K$
2: while stop condition is not satisfied do
3: E-Step:
4: Compute distance $d_{ik} = \text{Dist}(W_i, \bar{W}_k)$ $\forall i, k$
5: Update $r^k_i = \begin{cases} 1, & \text{if } k = \arg\min_{k} \text{Dist}(W_i, \bar{W}_k) \\ 0, & \text{otherwise} \end{cases}$
6: M-step:
7: Group clients into $C_k$ based on $r^k_i$
8: Update $\bar{W}_k = \frac{1}{\sum_{i \in C_k} r^k_i} \sum_{i \in C_k} r^k_i W_i$
9: for each cluster $k = 1, ..., K$ do
10: for $i \in C_k$ do
11: Send $\bar{W}_k$ to client $i$
12: $W_i \leftarrow \text{ClientUpdate}(i, \bar{W}_k)$
13: end for
14: end for
15: end while

Besides, model inference or testing in this scenarios is different from the standard FedAvg algorithm due to multiple cluster models involved. Before calculating the test metrics, all the cluster models need to be downloaded to every clients and a simple method to integrate these calculated metrics is doing (weighted) averaging for different cluster
models. Another simple approach requires all clients to compute the loss function values of all cluster models and select the cluster model with the smallest loss for calculating the local test metrics. Apart from these two simple methods, Sattler et al. propose an interesting tree-based structure [38] as shown in Fig. 18. At the root node resides a shared global model $\theta^*$ is trained with the standard FedAvg algorithm over all connected clients. In the next layer (the 1st split layer), the client population is split into two clusters based on the cosine similarities, and the cluster models $\theta^*_0$ and $\theta^*_1$ are trained again by the FedAvg algorithm on the allocated cluster clients. This splitting continues recursively until the stop condition is satisfied. It can be seen that the cluster models near the root node are general models and those located at the bottom layers are personalized models. And different cluster models in the parameter tree can be selected for different applications. Moreover, all the tree models can also be ensembled by the aforementioned two approaches to metrics calculation.

Doing client clustering is necessary and reasonable to deal with Non-IID problems in FL, since aggregating local models with considerably different training data may cause negative knowledge transfer and degrade the shared model performance. In addition, generating multiple global models instead of a single one is beneficial for scalability and flexibility of FL systems so that designers can choose or ensemble different cluster models for specific tasks. However, this method always need to consume additional computation and communication resources for both model training and test.

5.3.2. System level optimization

The fundamental system design of FL is first illustrated by Google [5] and then become very popular [153]. WeBank’s AI Department has released and maintained an open-source industrial FL framework FATE [136]. Additionally, He et al. develop an open-source FL library FedML, in which many state-of-the-art FL algorithms are implemented [49]. In terms of eliminating the influence of Non-IID data distribution, Jing et al. quantify the performance of federated transfer learning (FTL) using FATE on homogeneous and heterogeneous tasks. And they conclude that inter-process communication, data encryption, internet networking condition of FTL are the main bottlenecks and can be improved further [60].

6. Remaining Challenges and Future Directions

Although a large number of remedies have been proposed for handling Non-IID data distributions in FL, many challenges remain open.

- Privacy protection is a basic and vital purpose of FL, but a plenty of methods designed for addressing Non-IID
data such as data sharing, knowledge distillation inevitably increase the risk of privacy exposure. It is still not clear to what extent these methods harm the data privacy, and there is no quantitative measures to identify the degree of privacy leakage.

- FL contains a large number of hyperparameters, e.g., the total number of clients, the number of local epochs, and client dropout probability, which strongly differ from algorithm to algorithm, making it hard to benchmark the real Non-IID performance of these algorithms.

- Although two real image dataset are introduced in [91, 54], a universal homogeneous and heterogeneous benchmark dataset still lacks for FL. Generate synthetic Non-IID data by arbitrary partitioning datasets cannot effectively evaluate the performance of a method proposed for handling Non-IID data [79].

- Personalized federated learning is promising for IOT edge devices, although it has not yet received enough attention. The system design, model deployment, communication cost reduction in unstable and limited wireless networks and task adaption with limited computation budget remain an open question.

- Although the vertical FL framework is able to be widely adopted in practical industry scenarios, only a handful work has attempted to cope with the potential problems caused by Non-IID distribution under vertical FL settings. For instance, data features with overlapping is one of the most typical cases of Non-IID scenarios for vertical FL, which deserves more attention. In addition, other Non-IID cases with both attribute and label skew, and ‘different features, different labels’ and ‘crowdsourcing skew’ have not been fully investigated.

- There is an increasing demand for automated machine learning (AutoML) and lots of algorithms have been presented on neural architecture search (NAS) in practical scenarios [22, 133]. However, only a limited amount of research on federated NAS has been reported [145, 121, 48, 169] and little work has considered the influence of Non-IID distributions.

Given the above remaining challenges, we suggest the following future directions:

- Define quantitative criteria for measuring the degree of privacy leakage so that the maximum amount of shared data can be bounded.

- Construct FL benchmark problems reflecting real-world requirements and challenges and provide standard FL hyperparameter settings so that FL algorithms can be fairly compared.

- More cases of Non-IID scenarios for vertical FL need to be further explored, and the corresponding model performance in non-standard Non-IID settings (e.g. with overlapped data features) can be compared to that in standard Non-IID setting. In addition, corresponding algorithms can also be proposed to different Non-IID cases in vertical FL.

- Federated neural architecture search (FNAS) [171] is an emerging research direction and the effect of NON-IID has not been clearly investigated. Therefore, handling Non-IID problems in FNAS is an interesting future direction.

7. Conclusion

This paper aims to provide a systematic understanding of Non-IID data in federated learning systems and provide a comprehensive overview of existing techniques for handling Non-IID data. A detailed categorization of Non-IID data distributions are given with illustrative examples, several of which have not been discussed in the literature. Different from existing surveys on FL, we focus on the impact of Non-IID data on both parametric and non-parametric models in horizontal and vertical FL. We point out that Non-IID data distributions mainly affect the learning performance of parametric models in horizontal FL and complex models like DNN mor sensitive to client data distributions. We indicate that some existing work on handling Non-IID data, such as local fine-tuning and data sharing achieve better convergence performance often at the cost of either increased local computation and communication resources or even data privacy. Other methods including personalization and client clustering need to change the structure of the vanilla FL framework, making it no longer possible to generate a global model for all clients. Finally, we discuss remaining challenges in handling Non-IID in FL, and suggest a few research directions to handle the open questions.
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