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Abstract—Graph anomaly detection in this paper aims to distinguish abnormal nodes that behave differently from the benign ones accounting for the majority of graph-structured instances. Receiving increasing attention from both academia and industry, yet existing research on this task still suffers from two critical issues when learning informative anomalous behavior from graph data. For one thing, anomalies are usually hard to capture because of their subtle abnormal behavior and the shortage of background knowledge about them, which causes severe anomalous sample scarcity. Meanwhile, the overwhelming majority of objects in real-world graphs are normal, bringing the class imbalance problem as well. To bridge the gaps, this paper devises a novel Data Augmentation-based Graph Anomaly Detection (DAGAD) framework for attributed graphs, equipped with three specially designed modules: 1) an information fusion module employing graph neural network encoders to learn representations, 2) a graph data augmentation module that facilitates the training set with generated samples, and 3) an imbalance-tailored learning module to discriminate the distributions of the minority (anomalous) and majority (normal) classes. A series of experiments on three datasets prove that DAGAD outperforms state-of-the-art baseline detectors concerning various mostly-used metrics, together with an extensive ablation study validating the strength of our proposed modules.

Index Terms—Anomaly detection, graph mining, data augmentation, anomalous sample scarcity, class imbalance, graph neural networks, semi-supervised learning

I. INTRODUCTION

Anomalies appear as objects that deviate from other reference members [1], [2]. In various real-world scenarios, they could be fake news [3], telecommunication fraudsters [4], and spammers [5], which bring serious security and economic problems to our society. Benefiting from the power of graph modeling to characterize complicated interactions/relationships as connections among real-world objects [6], [7], graph anomaly detection demonstrates its advantages in exposing anomalies by means of graph mining techniques [4], [8], providing a comprehensive solution to dealing with complex graph-structured data. In this way, real-world anomalies can be depicted as - anomalous nodes representing single objects like fraudsters [9], anomalous edges denoting interactions like illegal transactions [10], and abnormal subgraphs revealing groups of interconnected malevolent objects, such as fraud groups [11]. This work concentrates on detecting anomalous nodes that appear most frequently in real scenarios.

Existing studies on graph anomaly detection have made efforts to discover anomalous objects dealing with graph topological information and rich features, but they are vulnerable to the intuitive nature of data regarding two issues, i.e., anomalous sample scarcity and class imbalance, to some extent. For one thing, real-world anomalies are not easy to observe. For instance, around 90% of victims in e-commerce scenarios did not report through payment platforms like Alipay (www.alipay.com), so only a small number of anomalies can be captured [11]. For another, anomalous objects are far less numerous than benign ones [12]. As a result of this, graph anomaly detection is faced with the severely skewed distribution of anomalies versus benign nodes in quantity.

Fig. 1. A toy example of data augmentation for graph anomaly detection. With very few labeled samples, a graph anomaly detector (→) that only exploits original data misidentifies some anomalies not easily exposed. Carefully augmenting training samples based on node embeddings/representations (→) can complement information together with original samples to learn more effective graph anomaly detectors.
However, they fail to utilize the knowledge of even a limited number of anomalies, which to some extent sacrifices the capability to distinguish between normal and anomalous objects. Most of those unsupervised methods are built on autoencoders [13] and rest on the assumption - that pursuing error minimization before and after data reconstruction is able to separate unusual items from the normal ones in a new low-dimensional feature space. Others study graph anomaly detection assisted by labeled nodes [14], [15], but they do not look into the class imbalance issue, incurring subpar anomaly detection performance.

In pursuit of better performance in anomaly detection, we develop a novel Data Augmentation-based Graph Anomaly Detection framework called DAGAD with three specially designed modules in tandem with each other to address the above two issues. DAGAD organizes these modules in a consolidated manner, summarized as follows: 1) an information fusion module encodes node attributes and graph topology information into low-dimensional vectors, a.k.a. node embeddings/representations, to represent fused features on nodes in a unified way; 2) a data augmentation module enriches the training set by generating additional training samples from original nodes based on their representations, which alleviates the suffering from anomalous sample scarcity, as shown in Fig. 1; and 3) an imbalance-tailored learning module comes up with a class-wise loss function to alleviate the class imbalance issue. Taking the advantage of graph neural networks (GNNs) in attributed graph learning [16], [17], DAGAD integrates the above modules into a GNN-aided learning framework to acquire an effective graph anomaly detector by extracting discriminative representations for anomalies and normal nodes. Most importantly, DAGAD is designed to exert maximum leverage on a very limited number of labeled data to distinguish anomalies.

 Contributions. This paper contributes to graph anomaly detection from the points as follows:

- The investigated graph data augmentation technology generates additional samples derived from the original training set in the embedding space. Augmented samples together with original samples are leveraged by two classifiers in a complementary manner, to learn discriminative representations for the anomalous and normal classes.
- The representation-based data augmentation module in our framework provides a comprehensive solution to the scarcity of anomalous training samples in anomaly detection. This module is also extendable to other graph learning tasks that rely on learning features from a very limited number of labeled instances.
- A simple but effective imbalance-tailored learning module is employed to alleviate the suffering from class imbalance by utilizing a specially designed class-wise loss, which can be easily integrated into other semi-supervised graph anomaly detectors.
- Extensive experiments on three datasets as well as an ablation study prove DAGAD’s superiority and the proposed modules’ effectiveness under diverse evaluation criteria.

II. RELATED WORK

This paper focuses on the anomalous node detection problem, which aims to identify the nodes that significantly deviate from others in the graph. For completeness, we investigate recent studies on graph anomaly detection as well as data augmentation and class-imbalanced learning.

A. Graph Anomaly Detection

To date, various graph anomaly detection studies have been conducted to identify potential anomalies (e.g., fraudsters and network intruders) in real-world networks [4], [8]. These studies explore the graph topology or non-structured node features from different perspectives for fusing the patterns of nodes and then identify anomalies that experience different patterns. Due to the advancement of deep graph data representation, especially graph neural networks [16], and their efficacy in graph analysis, uncovering graph anomalies with deep learning techniques has been extensively studied in contemporary works [18]–[21]. Unlike conventional machine learning-based graph anomaly detection techniques that rely heavily on expert knowledge and human-recognized statistical features [22], [23], deep learning-based detectors deliver superior performance in wide applications ranging from finance to network security.

Most deep learning-based graph techniques stem from the motivation to encode the rich graph data into high-level node representations [17]. Graph anomalies can then be identified in an unsupervised manner by assigning anomaly scores regarding the reconstruction loss introduced by each node [19], [21], [24], [25], distance to the majority of nodes [20], or through semi-supervised/unsupervised learning [26], [27] to train deep classifiers. This line of research counts heavily on the informativeness of node representations, and advanced graph neural network models such as GCN [28], GAT [29], and GraphSAGE [30], are therefore widely adopted for extracting node representations. However, existing works almost fail to fully capitalize on a very limited number of anomalies from the training set, and the majority of them follow an introduced assumption that anomalies can be manifest in reconstruction error in an unsupervised manner. Even though there are a few works under semi-supervised learning settings [14], [15], it is difficult for them to effectively confront the challenges of the scarcity of labeled anomalies and class imbalance associated with anomaly detection. Further efforts to bridge these gaps are of great demand for better anomaly detection solutions.

B. Data Augmentation

Data augmentation aims at enhancing the quantity and/or size of training data by either slightly modifying original data or generating synthetic instances from original data [31]. It has been proved that fields ranging from natural language processing [32] to computer vision [33] benefit from the power of data augmentation. Hence, data augmentation can serve as an effective tool to alleviate the lack of anomalous samples.
B. Problem Formulation

Given an attributed graph \( \mathcal{G} \), graph anomaly detection can be resolved as a binary classification task. Specifically, each node \( v_i \) should be identified to be either ‘normal’ associated with a label of 0, or ‘anomalous’ associated with a label of 1, i.e., \( V \to Y \in \{0, 1\}^n \). With observed labels for a limited number of nodes, this work aims to predict labels for other nodes.

IV. PROPOSED FRAMEWORK

As Fig. 2 shows, the proposed framework DAGAD is composed of three major modules working collaboratively. The first information fusion module handles graph topology and node attributes and employs two GNN encoders to extract different intermediate representations of nodes, respectively. Then, the data augmentation module derives additional samples based on representations learned in the information fusion module to enrich the training set. Eventually, the imbalance-tailored learning module adopts class-wise losses to reveal the differences between anomalous and normal nodes with the class imbalance issue alleviated, and each node is labeled as normal or anomalous.

A. Information Fusion Module

Performing anomaly detection on original graph-structured data is not easy, due to the fruitful node attributes and complicated graph topology. Instead, DAGAD tells the differences between anomalous and normal nodes based on their low-dimensional representations captured by encoders, i.e., \( \phi : \{A, \mathcal{X}\} \to H \in \mathbb{R}^{n \times d} \), where \( H \) includes a node representation \( h_j \in \mathbb{R}^d \) for each node \( v_j \), satisfying \( d \ll k \).

Taking advantage of the strength of GNN models in fusing graph topology and node attribute information into node representations [17], DAGAD adopts a GNN model as an encoder to aggregate information from neighborhoods, which can be formulated as:

\[
\begin{align*}
h^l_i = f_{AGG}\left(h^{l-1}_i, \{h^{l-1}_j : v_j \in \mathcal{N}(i)\}\right),
\end{align*}
\]

where \( h^l_i \) denotes the representation associated with node \( v_i \) in the \( l \)-th GNN layer, and other nodes standing in the neighborhood of node \( v_i \) are collected in a set \( \mathcal{N}(i) \). \( f_{AGG}(\cdot) \) serves as an information aggregator (e.g., sum and mean) performed on node representations with taking in node attributes as initial node representations, i.e., \( h^0_i = x_i \).

B. Data Augmentation Module

1) Augmentation on Representation: Based on node representations learned by the information fusion module, anomaly detectors incur suboptimal performance as a result of exploiting limited information from original observed anomalous samples. Such a rarity of anomalies makes it difficult for graph anomaly detectors to distinguish anomalies and normal nodes clearly. Our data augmentation module assists anomaly detectors in addressing the anomalous sample scarcity issue from a new perspective. Different from existing graph data augmentation techniques that augment either graph structures
or node attributes, DAGAD’s data augmentation module is aimed to generate samples based on node representations of original samples to enrich the knowledge of anomalies captured in the training set.

The whole learning process targets learning the boundary between anomalous and normal classes. Specifically, DAGAD deploys two classifiers to capture discriminative features of anomalies and normal nodes from low-dimensional representations. Particularly, the performance of classifier $C_a$ will be enhanced with the help of another classifier $C_b$ which tries to extract the anomaly-related features as much as possible by overfitting to the anomalous class.

DAGAD augments samples involved in the training set by following the process: First, we randomly permute the representations extracted by Eq. (1):

$$\tilde{H} = \text{PERMUTE}(\{h_i : v_i \in V\}),$$

where $\tilde{H}$ restores the permuted representations via $\text{PERMUTE} : h_i \rightarrow \tilde{h}_i \in \tilde{H}$. Then, to make the above two classifiers work together, serving the fore-mentioned purpose, we concatenate the representations of two parts, each learned by a GNN encoder, that is,

$$h_i = \text{CONCAT}(h_i^{C_a}, h_i^{C_b}),$$

where $h_i^{C_a}$ and $h_i^{C_b}$ denote the GNN-encoded representations of node $v_i$ by classifiers $C_a$ and $C_b$, respectively. Analogous to this, the augmented samples will be obtained by a concatenation of $C_b$’s permuted representations and original ones of $C_a$’s by

$$\tilde{h}_i = \text{CONCAT}(\tilde{h}_i^{C_a}, \tilde{h}_i^{C_b}),$$

where $\tilde{h}_i^{C_a}$ is classifier $C_a$’s $i$-th representation after permutation. Furthermore, since $C_b$ will be trained using the augmented representations as well, the assignment of labels to augmented samples follows the permutation order, i.e., $\tilde{y} = \text{PERMUTE}(y)$.

2) Complementary Learning: With augmentation performed on representations as a foundation, the training process proceeds with two above classifiers in a complementary fashion. In detail, each classifier employs a multiple-layer perceptron (MLP) $f^{\text{MLP}}(Z; \theta)$ (with 2 fully connected layers by default) [47] to obtain the final representations of nodes, where $Z$ can be their concatenated representations derived from the ones returned by GNN encoders and $\theta$ denotes the trainable parameter set. Taking input $h \in \mathbb{R}^{2d}$ as an example here, each layer of the MLP can be formulated as:

$$h_1^l = h_1^{l-1}W + b$$

where $W \in \mathbb{R}^{D \times 2d}$ and $b \in \mathbb{R}^{D}$ are trainable weights and bias, getting a $D$-dimensional representation for each node. In this way, we can capture the final representations $h^* \in \mathbb{R}^{2}$ for original samples and $h^* \in \mathbb{R}^{2}$ for augmented samples. Subsequently, a softmax function is employed to calculate the probability of a node being an anomaly or a normal instance by

$$P(y|h^*) = \text{Softmax}(h^*).$$

Hence, each node will be assigned a label by

$$y = \arg\max_y P(y|h^*).$$

As shown in Fig. 2, the learning process runs in a complementary manner, which optimizes the detection performance on the original training set as well as the augmented samples. For original training manner, we apply the cross entropy (CE) loss and the generalized cross entropy (GCE) loss [48] for $C_a$ and $C_b$, respectively. Classifier $C_a$ is expected to overfit to learn features most relevant to the anomalous class, which simultaneously helps $C_b$ capture the discriminative
features between the anomalous class and the normal class, achieving a better detection result. Accordingly, the two parts are combined into
\[
\mathcal{L}_{\text{org}} = \mathcal{L}_{\text{org}}^C + \mathcal{L}_{\text{org}}^b \\
= \omega(C_a, C_b, h^*, y) \cdot \psi_{\text{CE}}(C_a(h^*), y) \\
+ \psi_{\text{GCE}}(C_b(h^*), y),
\]
where \(\psi_{\text{CE}}\) and \(\psi_{\text{GCE}}\) are the CE loss function and GCE loss function, respectively, and \(\omega\) guarantees complementary information sharing between \(C_a\) and \(C_b\) [49], calculated by
\[
\omega(C_a, C_b, h^*, y) = \frac{\psi_{\text{CE}}(C_b(h^*), y) + \psi_{\text{CE}}(C_a(h^*), y)}{\text{norm}}.
\]
The decrease of \(\omega(C_a, C_b, h^*, y)\) in value, as shown in Fig. 3, will restrict \(C_a\) to overfit to the anomalous class during the learning process.

For another thing, \(C_b\) also involves the augmented samples in the GCE loss by maximizing the objective:
\[
\mathcal{L}_{\text{aug}} = \psi_{\text{GCE}}(C_b(h^*), \tilde{y}).
\]
Having all parts together, the overall loss function of DAGAD is formulated as:
\[
\mathcal{L} = \alpha \cdot \mathcal{L}_{\text{org}}^C + \mathcal{L}_{\text{org}}^b + \beta \cdot \mathcal{L}_{\text{aug}}^b.
\]
To enable that \(h^C_a\) and \(h^C_b\) are learned mainly under the guidance of \(C_a\) and \(C_b\), the loss from \(C_b\) is not back-propagated to the encoder learning \(h^C_a\), and vice versa.

### C. Imbalance-tailored Learning Module

Suffering from imbalanced training data, graph learning-based anomaly detectors are always inclined to bias toward the normal class while under-training the anomalous class. DAGAD resolves this issue by coming up with an imbalance-tailored learning module. To balance the contributions from the two classes to the learning process, we develop a class-wise loss function based on Eq. (11). Instead of treating every training sample equally, as shown in the standard instance-wise CE loss for classification:
\[
\psi_{\text{CE}} = -\frac{1}{|V_{\text{train}}|} \sum_i p(v_i|y_i) \log p(v_i|y_i),
\]
where \(p(v_i|y_i)\) is the probability of node \(v_i\) belonging to its ground truth class \(y_i\). We assign the same weight to both classes (i.e., anomalous vs. normal) by
\[
\psi_{\text{GCE}} = \psi_{\text{CE}}(p(v_i|y_i = 1)) + \psi_{\text{CE}}(p(v_i|y_j = 0))
\]
\[
= -\frac{1}{|V_{\text{train}}^{\text{anm}}|} \sum_i p(v_i|y_i) \log p(v_i|y_i)
\]
\[
-\frac{1}{|V_{\text{train}}^{\text{norm}}|} \sum_j p(v_j|y_j) \log p(v_j|y_j),
\]
where \(|V_{\text{train}}^{\text{anm}}|\) and \(|V_{\text{train}}^{\text{norm}}|\) count anomalous and normal samples in the training set, respectively. Similarly, a new class-wise GCE loss can be defined as:
\[
\tilde{\psi}_{\text{GCE}} = \psi_{\text{GCE}}(p(v_i|y_i = 1)) + \psi_{\text{GCE}}(p(v_j|y_j = 0)).
\]
On top of this, the overall loss as shown in Eq. (11) is replaced by
\[
\tilde{\mathcal{L}} = \alpha \cdot \mathcal{L}_{\text{org}}^C + \mathcal{L}_{\text{org}}^b + \beta \cdot \mathcal{L}_{\text{aug}}^b.
\]

### Algorithm 1: DAGAD

**Input**: attributed graph \(G\); training set with nodes \(V_{\text{train}}\) and labels \(Y_{\text{train}}\); GNN encoders \(\phi_a\) and \(\phi_b\); classifiers \(C_a\) and \(C_b\); training iteration \(T\)

**Output**: predict labels \(Y\)

1. Initialize associated parameters
2. \(t \leftarrow 1\)
3. while \(t \leq T\) do
4. Extract \(h^C_a\) and \(h^C_b\) from \(\phi_a\) and \(\phi_b\) by Eq. (1)
5. Obtain \(h\) by Eq. (3) and augmented \(\hat{h}\) by Eq. (4)
6. \(h^C_a \leftarrow \text{MLP}_{C_a}(h)\)
7. \(h^C_b \leftarrow \text{MLP}_{C_b}(h)\)
8. \(\hat{h}^C_a \leftarrow \text{MLP}_{C_a}(\hat{h})\)
9. Obtain \(y_1\) by Eqs. (6) and (7)
10. Calculate \(\tilde{\mathcal{L}}\) on the training set by Eq. (15)
11. Update \(\phi_a\), \(\phi_b\), \(C_a\), and \(C_b\) by minimizing \(\tilde{\mathcal{L}}\)
12. end
13. Return \(Y = \{y_i\}_{i=1}^{n}\)

---
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11. Update \(\phi_a\), \(\phi_b\), \(C_a\), and \(C_b\) by minimizing \(\tilde{\mathcal{L}}\)
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**D. Computational Complexity**

During each training iteration, the computational cost of DAGAD is introduced by the forward- and backward-computation of the parameters in the GNN layers and MLPs.
Taking the GCN as an example, the computation complexity will be approximately $O(2nkdl + 2dD)$ with $n$ node, $k$-dimensional node attributes, and $d$ and $D$ neurons in the MLPs. Additionally, the complexity of permutation-based augmentation approximates $O(n_1)$ where $n_1 < n$ counts labeled training samples. As in real cases, $D \leq d \ll k$, so the overall complexity of DAGAD approximates to $O(nk^2 + n)$.

V. EXPERIMENTS

To conduct a performance evaluation of our devised framework, we implement extensive experiments by comparison with ten up-to-date graph anomaly detectors on three real-world attributed graph datasets. Besides, we perform ablation analysis to test the effectiveness of the specially designed functional modules. All these are expected to answer the following questions:

- **Q1:** Is DAGAD superior to the up-to-date baseline approaches regarding anomaly detection performance?
- **Q2:** Does our data augmentation module facilitate the detection of anomalies?
- **Q3:** Does our imbalance-tailored learning module optimize anomaly detection performance?
- **Q4:** Is DAGAD sensitive to any major hyper-parameters?

A. Experimental Setup

1) **Datasets:** For fairness, we adopt the three most widely used real-world attributed graphs with injected anomalies in previous works [21], [25], [50] to validate the effectiveness of our model. Table I displays statistics of these three datasets.

| Dataset     | #Nodes | #Edges | #Attributes | #Anomalies |
|-------------|--------|--------|-------------|------------|
| BlogCatalog | 5,196  | 172,759| 8,189       | 298        |
| ACM         | 16,484 | 74,073 | 8,337       | 597        |
| Flickr      | 7,575  | 241,277| 12,047      | 445        |

Note: #Edge counts edges excluding self-loops.

1. In our experiments, each dataset is divided into two parts which contain 20% and 80% of labeled nodes for training and test, respectively, each with the same proportion of anomalies as the whole dataset.

- **BlogCatalog** [51] is an online social network for users to share blogs with the public. The network structure represents the follower-followee relations among users and node attributes are a list of tags describing the users.
- **ACM** [52] is a widely used scientific citation network where nodes depict publications and edges represent the citation relations. Node attributes are extracted from the publication content using bag-of-words.
- **Flickr** [51] is an online image-sharing network. The network structure is organized in a similar way to BlogCatalog while node attributes are generated using tags that reflect user interests.

2) **Baselines:** We test our proposed framework by comparison with 10 representative and up-to-date deep graph learning-based anomaly detectors as follows:

- **GCN-Detector** [28] is an anomaly detector composed of a 2-layered graph convolutional network encoder and one fully connected layer that assigns labels to nodes directly.
- **GAT-Detector** [29] adopts a 2-layered graph attention neural network for guiding the information aggregation process in graph representation learning, and similar to GCN-Detector, nodes are then identified as anomalous or normal using their representations.
- **GraphSAGE-Detector** [30] samples neighboring nodes for generating node representations and inductively spots anomalous nodes.
- **GeniePath-Detector** [26] takes a new neighbor information filtering process in GCN by exploring informative sub-graphs and paths for graph anomaly detection.
- **FdGars** [27] aims at detecting anomalies in online review networks by modeling their behavioral features and relationships from the review logs.
- **DONE** [19] is an Autoencoder-based anomaly detection model that identifies anomalous nodes with regard to their high structure and attribute reconstruction error. Each node’s anomaly score is automatically learned through the learning process and top-$K$ nodes with higher scores are identified as anomalies.
- **AdONE** [19] further extends DONE under a generative-adversarial neural network framework to learn the anomaly scores and depicts anomalies in the same way as DONE.
- **DOMINANT** [21] adopts GCN for encoding the graph and reconstructs node attributes and graph topology using two different decoders. Each node is assigned an anomaly score with regard to its reconstruction error.
- **AnomalyDAE** [25] employs an encoder with graph attention layers for encoding the graph and a fully connected neural network for encoding node attributes. Similar to DOMINANT, anomaly scores are calculated based on the reconstruction loss.
- **OCGNN** [20] adopts hypersphere learning to the decision boundaries between anomalies and normal nodes. The one-class graph neural network proposed in this work is trained using normal data, and it identifies anomalies as nodes that are precluded from the learned hypersphere.

3) **Experimental Setting:** In our experiments, we use the published implementations of baselines and set the hyperparameter values as provided in their original papers, if available. Specifically, for GCN-Detector, GAT-Detector, GraphSAGE-Detector, DOMINANT, AnomalyDAE, and OCGNN, we implement them using the code published by their authors, and

| Dataset   | #Nodes | #Edges | #Attributes | #Anomalies |
|-----------|--------|--------|-------------|------------|
| Flickr    | 7,575  | 241,277| 12,047      | 445        |
| ACM       | 16,484 | 74,073 | 8,337       | 597        |
| BlogCatalog | 5,196  | 172,759| 8,189       | 298        |

Note: #Edge counts edges excluding self-loops.

1All datasets were downloaded on March 15, 2022 from https://github.com/kaize0409/GCN_AnomalyDetection_pytorch/tree/main/data

2https://github.com/pygod-team/pygod
3https://github.com/kaize0409/GCN_AnomalyDetection_pytorch
4https://github.com/haoyfan/AnomalyDAE
5https://github.com/WangXuhongCN/myGNN
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the other baselines are implemented using code provided by an open-source library\(^6\) for graph anomaly detection.

Our model is implemented in PyTorch [53]. We set the embedding dimensions of the GNN layer and MLP’s hidden and output layers to 64, 32, and 2, respectively. \(\alpha\) and \(\beta\) terms in the overall loss function are set to 1.5 and 0.5, and \(q\) in the GCE loss term is set to 0.7. We employ the Adam optimizer [54] with a learning rate set to 0.005 and implement two variants of our framework based on the GCN encoders and the GAT encoders, namely DAGAD-GCN and DAGAD-GAT, to validate DAGAD’s effectiveness. For DAGAD-GAT, we adopt a GAT layer with 8-head attention. The code for our framework can be accessed online\(^6\).

4) Evaluation Metrics: We evaluate the detection performance with five popular metrics [20], [21], [27], i.e., Macro-Precision, Macro-Recall, Macro-F1-score, ROC Curve, and AUC score, since the macro metrics can reflect the performance of anomaly detectors on imbalanced data without overly underestimating the minority (anomalous) class. Specifically, Macro-Precision is the unweighted mean of the proportions of the true anomalies in all detected anomalies and the true normal nodes in all identified normal ones, calculated by

\[
\text{Precision}_{\text{macro}} = \frac{P_a + P_n}{2} \frac{2(tp_a + tp_n)}{2(tp_a + fp_a + tp_n)},
\]

(16)

where \(P_a\) and \(P_n\) measure the precision for the anomalous and normal classes, respectively. \(tp_a\) counts the true positives of detected anomalies and \(fp_a\) counts the false positives of anomalies, while \(tp_n\) and \(fp_n\) are those for the normal class.

Similarly, Macro-Recall indicates the unweighted average of the proportions of the detected true anomalies in ground truth anomalies and the detected true normal nodes in ground truth normal ones. Macro-recall is valued by

\[
\text{Recall}_{\text{macro}} = \frac{R_a + R_n}{2} \frac{2(tp_n + fn_a)}{2(tp_n + fn_a + tp_n)},
\]

(17)

where \(R_a\) and \(R_n\) measure the recall of the anomalous and normal classes, respectively. \(fn_a\) counts the false negatives of detected anomalies and \(fn_n\) counts the false negatives of detected normal objects.

F1-score is a compromise between recall and precision, and Macro-F1-score is the unweighted average of the F1-scores for the two classes (i.e., anomalous and normal), quantified by:

\[
F1_{\text{macro}} = \frac{F_1 a + F_1 n}{2} = \frac{P_a \cdot R_a}{P_a + R_a} + \frac{P_n \cdot R_n}{P_n + R_n}.
\]

(18)

Different from Precision, Recall, and F1-score that directly count different rates based on true positives, false positives, and false negatives, ROC and AUC measure a detector’s ability in distinguishing anomalies and normal nodes by adaptively measuring the detector’s true positive rate and false positive rate at various thresholds, which are widely employed to validate unsupervised detectors’ performance.

B. Detection Performance (Q1)

We test the anomaly detection capabilities of our proposed framework and baselines with the widely adopted evaluation metrics introduced in Section V-A4. Specifically, for baselines trained under the guide of limited labeled samples, i.e., FdGars, GCN-, GAT-, GraphSAGE-, and GeniePath-Detector, we assess their performance concerning their macro precision, recall, and F1-scores, while for other unsupervised models, we compare the ROC curve and the AUC score. Moreover, we report the average metric values over ten runs for our models and baselines.

1) Comparison with Semi-supervised Detectors: The Precision, Recall, and F1-score of all baseline models and two variants of DAGAD are reported in Table II. In terms of the F1-score which shows the effectiveness of anomaly detection in the data imbalanced scenario, DAGAD employing either a one-layer GCN or GAT as GNN encoders achieves improved detection performance, that is, higher than the other five baseline methods on all datasets. Such superior detection performance benefits from our carefully designed modules. As the loss function balances the importance of training nodes in both normal and anomalous classes, our model can learn a classifier that avoids overfitting to the normal class with more training instances. Therefore, through training, assisted by a classifier trying to learn much information from the anomalous samples, GNN encoders and another classifier can eventually learn the boundary between anomalous and normal nodes and identify anomalies accurately.

\(\text{https://github.com/FanzhenLiu/DAGAD}\)
The Recall is another vital measurement of a model’s ability to identify all anomalies in the test data. The higher the score is, the more real anomalies are identified correctly by a model. In our experiments, both DAGAD-GCN and DAGAD-GAT achieve significantly higher recall scores than baselines, that is, nearly at least 19% higher than any baseline, indicating that our model is superior in depicting true anomalies with much fewer anomalies being misidentified as normal. Furthermore, as a higher score of precision means that fewer normal nodes are pinpointed as anomalous, we get the observations that the two variants of DAGAD have a better capability of depicting anomalies with lower false positive rates on BlogCatalog. GCN-Detector and GAT-Detector achieve the highest precision on Flickr and ACM, respectively, at the price of detecting real anomalies much fewer than DAGAD.

In summary, GCN-, GAT-, GraphSAGE-, GeniePath-Detector, and FdGars all suffer from lower F1-score and Recall, because they lack the ability to capture the distribution or patterns of true anomalies leveraging a very limited number of labeled anomalous samples in imbalanced data scenarios. Therefore, we propose DAGAD to overcome these limitations and the experimental results verify the efficacy of DAGAD regarding the most commonly used metrics. We also conduct ablation analysis in Section V-C to further explore the efficacy of the two key modules explained in Sections IV-B and IV-C.

2) Comparison with Unsupervised Detectors: Another five most-up-to-date graph anomaly detection models are involved in comparison with DAGAD on the three datasets, and the results with regard to the ROC curve and the average AUC score are reported in Fig. 4 and Table III, respectively.

As observed in Fig. 4, all models except OCGNN could identify anomalies and normal nodes under different false positive rate thresholds. DAGAD-GCN and DAGAD-GAT achieve better performance than the baselines on BlogCatalog and Flickr under evaluation of the ROC curve and the AUC score. Both get remarkably higher true positive rates, e.g., nearly 0.78 and 0.86 on BlogCatalog, 0.83 and 0.90 on Flickr under the false positive rate around 0.2. Also, they achieve higher average AUC scores than any other baseline on the two datasets, as observed from Table III. On the ACM dataset, the two variants of our model could get relatively higher true positive rates when the false positive rate is under 0.07. The comparable AUC score shows that more comprehensive information from the structure, attribute and combined anomalies defined in DONE [19] can contribute a higher AUC score on this dataset, and this would be explored in our future work.

C. Ablation Study (Q2, Q3)

Recalling the two functional modules, namely the data augmentation module and the imbalance-tailored learning module
specially designed for handling the anomalous sample scarcity and class imbalance challenges associated with anomaly detection, to validate their efficacy, we conduct extensive ablation tests on the three datasets with another 4 variants involved as follows:

- **DAGAD-GCN-IMB**: excludes the data augmentation module and the imbalanced-tailored learning module. It employs one GCN layer and an MLP with two fully connected neural network layers for architecture, and adopts the standard instance-wise CE loss for training.
- **DAGAD-GAT-IMB**: is similar to **DAGAD-GCN-IMB**, and the only difference is that it employs a graph attention layer instead of a GCN layer.
- **DAGAD-GCN-IMB** equipped with the data augmentation module has the same neural network architecture as **DAGAD-GCN**, but it is trained without using the imbalance-tailored learning module.
- **DAGAD-GAT-IMB**: based on the architecture of **DAGAD-GAT** adopts the same training strategy as **DAGAD-GCN-IMB**.

As shown in Table IV, when applying additional learning modules to vanilla GCN- and GAT-based models, the anomaly detection performance is improved dramatically regarding the F1-score, Precision, and Recall. Specifically, with the imbalance-tailored learning module adopted to guide the learning process, the F1-score and the Recall of **DAGAD** increase by at least 41% and 79% on the three datasets, respectively. Additionally, the data augmentation module helps to achieve a precision increase of over 35% on BlogCatalog, 23% on ACM, and 15% on Flickr. To this end, we can safely conclude that both the data augmentation module and the imbalance-tailored learning module effectively facilitate anomaly detection performance.

**D. Sensitivity to Hyper-parameters (Q4)**

The two regularization terms $\alpha$ and $\beta$ in **DAGAD**’s overall loss function as shown in Eq. (15) are critical in balancing the weights of training losses introduced by $C_a$, $C_b$, and the data augmentation module. Hence, we evaluate our model’s sensitivity to these two terms by comparing Precision, Recall, F1-score, and AUC score under different settings. Specifically, we run **DAGAD-GCN** and **DAGAD-GAT** on BlogCatalog dataset for $\alpha \in \{1.0, 1.2, 1.4, 1.6, 1.8, 2.0\}$ and $\beta \in \{0.1, 0.3, 0.5, 0.7, 0.9, 1.1\}$ and report the results in Figs. 5 and 6. It can be observed that the better values for $\alpha$ and $\beta$ are around 1.6 and 0.9, respectively.

**VI. CONCLUSIONS**

In this work, we discuss two paramount challenges associated with graph anomaly detection, i.e., anomalous sample scarcity and class imbalance. Both challenges introduce defective results to current works in this field because a clear boundary between anomalies and normal objects cannot be effectively learned with insufficient knowledge about anomalies. To alleviate these issues, we devise a data augmentation-based graph anomaly detection framework, **DAGAD**. With three widely used datasets, extensive experiments present a comprehensive assessment of detectors regarding Macro-Precision, Macro-Recall, Macro-F1-score, ROC curve, and AUC score. The results demonstrate that **DAGAD** outperforms 10 up-to-date baselines, followed by an ablation study validating the power of our proposed modules. This work is expected to provide a promising solution for practical applications with class-imbalanced, limited labeled data.
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