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Abstract

Single-agent reinforcement learning algorithms in a multi-agent environment are inadequate for fostering cooperation. If intelligent agents are to interact and work together to solve complex problems, methods that counter non-cooperative behavior are needed to facilitate the training of multiple agents. This is the goal of cooperative AI. Recent research in adversarial machine learning, however, shows that models (e.g., image classifiers) can be easily deceived into making inferior decisions. Meanwhile, an important line of research in cooperative AI has focused on introducing algorithmic improvements that accelerate learning of optimally cooperative behavior. We argue that prominent methods of cooperative AI are exposed to weaknesses analogous to those studied in prior machine learning research. More specifically, we show that three algorithms inspired by human-like social intelligence are, in principle, vulnerable to attacks that exploit weaknesses introduced by cooperative AI’s algorithmic improvements and report experimental findings that illustrate how these vulnerabilities can be exploited in practice.

ATTENTION: This is a preliminary draft of a working paper on ongoing research. Queries about the latest findings may directed to the authors. Do not cite this manuscript without permission of the authors.

1 Introduction

All but assured in the era of ubiquitous AI is the concomitant ubiquity of interaction among intelligent systems and AI applications. This unshakable reality has led to a call for research in multi-agent reinforcement learning with a clear emphasis on cooperation [4]. One motivation for this research is remedial: Single-agent reinforcement learning methods commonly promote the formation of selfish defectors within groups [12]. No doubt would it be dangerous to deploy automated cars or planes which train on these methods. If intelligent agents are to interact with each other in the real world — the one we human beings inhabit, no less — cooperative AI is necessary to mitigate these potential dangers.

In machine learning, adversarial attacks are known to severely impair the performance of machine learning models by way of small manipulations to inputs at test time [11]. It has been shown, for example, that applying perturbations to an image can significantly decrease the accuracy of an image classifier, even when images and their perturbations are indistinguishable to the human eye. Aside from negatively affecting model performance, adversarial attacks can pose a hidden danger should they be utilized in a way that is not noticeable to a model’s maintainer. Some researchers warn that there are currently no reliable defenses that cover a wide range of such attacks and accordingly argue against deploying machine learning solutions in contested, adversarial spaces [17]. If cooperative AI is to improve human cooperation and well-being, a pressing question is whether, and to what extent,
do analogous, new problems of adversarial attacks in machine learning subvert that benevolent goal. This paper endeavors to answer this pressing question.

An important line of research in cooperative AI has focused on introducing algorithmic improvements that accelerate learning of optimally cooperative behavior. We show that three algorithms inspired by human-like social intelligence which have received much attention in multi-agent reinforcement learning are, in principle, vulnerable to attacks that exploit weaknesses introduced by cooperative AI’s algorithmic improvements. We also report experimental findings that illustrate how these vulnerabilities can be exploited in practice. Our findings show that cooperation could be subverted if, for example, an adversary makes a determination that cooperative AI techniques were used to train targets.

Attacks on properties inspired by social intelligence have not been given their due in cooperative AI research. Carlini [2] reports over 6,000 research articles on adversarial supervised and single-agent reinforcement learning. By contrast, we reckon there are fewer than one half dozen articles related to adversarial attacks in cooperative AI.

Outline

This paper is organized as follows. Section 2 argues that a dangerous form of social behavior, obfuscation, demands urgent attention in cooperative AI. Section 3 places our line of research in the context of related research in cooperative AI, multi-agent reinforcement learning (MARL), and adversarial machine learning. Section 4 introduces three new vulnerabilities corresponding to well-understood cooperative AI algorithms: public beliefs, mean-field representations, and sequential social dilemmas. Section 5 thereupon presents experimental findings the show adversarial attacks negatively affect cooperative learning with public beliefs. The paper concludes with discussion of reported findings and ongoing work as well as proposals for future work in Section 6.

The present manuscript reports the latest findings of ongoing research and is routinely updated at the conclusion of each experimental cycle.

2 Background

The primary aim of cooperative AI, according to Dafoe et al. [4], is "to help individuals, humans and machines, to find ways to improve their joint welfare" [4, p. 4]. Nevertheless, its methods, they caution, might fail to be socially beneficial, if left unchecked. Dafoe et al. [4] argue that if we do not take meaningful steps to ensure these methods maximize welfare, dangerous forms of behavior like exclusion, collusion, or coercion of humans or other agents might emerge.

Omitted from among these potential risks, however, are forms of obfuscation in cooperative behavior. For example, a mediator facilitating negotiations over an issue of contention can, up to plausible deniability, amplify disagreement in order to sell a good whose value increases with longer runs of stalled negotiations. Successful attacks could make well-trained cooperative AI systems perform much worse when deployed in the real world and cause catastrophic damage in critical applications, like self-driving vehicle coordination, AI-regulated marketplaces, or human-machine teaming in conflict resolution. Merely to suggest that cooperative AI’s methods might not be socially beneficial would be to understate the risk of its menace to society.

We investigate obfuscation in cooperative AI with a focus on scenarios featuring beliefs, mean-field approximations, and sequential social dilemmas, methods that have received a lot of attention from the cooperative AI community. These methods were chosen because they have been inspired by what people believe is necessary to intelligently navigate social interactions. For beliefs in MARL, our work investigates how adversarial attacks affect the public belief Markov decision process (MDP) [7, 18]. Reasoning about the beliefs of others helps us anticipate their actions. We also explore the adversarial vulnerabilities inherent in mean-field reinforcement learning [3, 21], which assumes that it is impractical to keep track of every single agent separately. In environments with a large number of agents, taking the average is more manageable. Sequential social dilemmas [12] model how we choose to cooperate or defect over time. These scenarios are interesting because investigating obfuscations in these scenarios capture some of the strengths and weaknesses inherent in human cooperation.
In Section 5, we apply adversarial attacks in machine learning as a way to model obfuscation in cooperative AI.

3 Related Work

Adversarial machine learning investigates the scenario where data is actively manipulated by an adversary seeking to make the model less accurate [5]. There has also been some more recent work specific to adversarial deep learning [9, 11, 19]. Other work assumes an adversary in RL settings. Huang et al. [10] study the effects of white-box and black-box attack on neural network policies. Rakhsha et al. [16] provide a framework for training-time poisoning attacks on RL environments in offline and online settings. Zhang et al. [22] devise a framework and an efficient attack strategy for reward poisoning. While we build upon these previous works, we argue that cooperative AI introduces new vulnerabilities that have not been explored before in adversarial machine learning. Other research in cooperative AI draws attention to adversarial attacks on cooperative AI that particularly focus on multi-agent communication or consensus-based MARL. Tu et al. [20] explore the setting where RL agents communicate by sharing learned intermediate representations and how adversarial attacks diminish performance. By contrast, the methods we explore do not presume any explicit means of communication. Figura et al. [6] show that a single adversary can lead the other agents to optimize a utility function that it chooses. Our work makes the more general claim that, similar to computer vision [17], cooperative AI as a whole is vulnerable to adversarial attacks and research is needed to defend against such attacks.

4 Methods

We now discuss some strategies an adversary might use to subvert cooperative AI. The following attacks are unique to cooperative AI and account for the interactions between agents. This non-exhaustive list of cooperative AI methods discusses possible attacks on beliefs, mean-field approximations, and inequalities in social dilemmas. Similar to how artificial neural networks were inspired by the brain, these cooperative AI methods were chosen because they were inspired by social concepts used to describe the facilitation of human and animal cooperation.

4.1 Attacks on Beliefs

In this paper, our primary focus will be on beliefs in multi-agent environments. In philosophy and game theory, the notion of belief has been explored in a way that coalesces with how we define knowledge and rationality ([1], [15]). It has also been investigated in the field of AI ([8], [14]). Beliefs are useful in MARL because it is a way for agents to infer the private features of the other agents. Here, we will focus on beliefs in terms of the public belief MDP (PuB-MDP) [7]. In the PuB-MDP, beliefs are different from states or observations. Public beliefs are defined as the posterior over all private state features given the public state features: \( B_t = P(f_{pri}^t | f_{pub}^0 \ldots f_{pub}^t) \), where \( f_{pub} \) are the public features and \( f_{pri}^t \) are the private features. Such beliefs are update with the following update rule:

\[
P(f_t^a | u_t^a, B_t, f_{pub}^t, \hat{\pi}) = \frac{P(u_t^a | f_t^a, \hat{\pi})P(f_t^a | B_t, f_{pub}^t)}{P(u_t^a | B_t, f_{pub}^t, \hat{\pi})} \tag{1}
\]

where, at time \( t \), \( f_t^a \) are the private features of agent \( a \), \( u_t^a \) is the action of agent \( a \), and \( \hat{\pi} : \{ f^a \} \rightarrow U \) is a partial policy for the acting agent deterministically mapping private observations to environment actions.

The problem that arises is that even though this representation of beliefs can help groups of agents quickly learn to cooperative toward the optimal solution [7, 18], it also opens up another vulnerability. Even if the designer of this multi-agent system made sure the states/observations could not be exploited, it is possible for an adversary to attack the belief representations to subvert the group of agents. Hence, the designer will need to account for another possible weakness in the multi-agent system.
In the experiments section, we provide the results of some experiments inspired by past work on adversarial examples using FGSM [9, 10] and poisoning rewards or certain features in RL during training as an adversarial attack to subvert the policy [16, 22]).

### 4.2 Attacks on Mean-Field Approximations

In cases where the number of agents is large, it is impractical for an RL algorithm to learn from all the observations and actions of each agent. In these cases, it is more practical to reduce all the observations or actions to a single value. Mean-field RL considers the scenario where the large number of agents prompts the need to reduce observations or actions to mean observation [3] or mean actions [21] respectively. That is, for \( N \) agents, each agent \( i \) at time \( t \) learns from its own observation \( o_i^t \) and the mean observation of all agents \( \frac{1}{N} \sum_{j=1}^{N} o_j^t \). For discrete actions, an agent \( i \) can interpret the mean action as an empirical distribution of the actions the other agents take.

Although this method can make scaling a large number of agents more tractable, it can also introduce some vulnerabilities:

- Negligibly small changes to each state of the neighboring agents can affect the mean observation. Typical attacks in single-agent RL make sure the attacks do not raise the attention of the designer so that the attacks do not stop. This is a trade-off since the attacker wants to inflict as much damage as possible. An attack’s effect might be so small that it does not affect the victim at all. In large cooperative settings, however, the many small attacks can add up. If many small attacks were coordinated in a way that increases the bias of the sample mean state relative to the true mean state could harm the training of the mean-field RL agents. One possible strategy for the attacker is to apply Fast Gradient Sign Method (FGSM) [9] to \( n \leq N \) agents. If the mean observation with \( n \) many perturbations is not checked, then it might be that the effect becomes worse as \( n \) gets closer to \( N \).

- Keeping the mean action close to the uniform distribution. In most scenarios, having the policy be the uniform distribution at all states is not desirable. In particular, we assume that cooperation is reached when the group converges to predictable behavior for at least some of the states. An adversary could attack the mean action by modifying its empirical distribution to slightly put more weight on less optimal actions at each state.

Since adversarial attacks are effective when the attacks are not detected, precautions need to be taken so that attacks do not emerge from seemingly insignificant changes to individual observations and actions. Currently, research on adversarial attacks in RL mostly describe the subversion of a single agent. There is a clear need to extend this to a larger, multi-agent setting.

### 4.3 Attacks on Social Dilemma Inequalities

Attacks on social dilemma inequalities are perhaps the most representative of what it means to subvert cooperation. In Macy and Flache [13], a set of inequalities were proposed to represent the social dilemmas of individual and collective interests. If we have variables \( R \) (reward), \( P \) (punishment), \( S \) (sucker), and \( T \) (temptation), then we have the following:

1. \( R > P \): Players prefer mutual cooperation over mutual defection.
2. \( R > S \): Players prefer mutual cooperation over unilateral cooperation.
3. \( 2R > T + S \): Players prefer mutual cooperation over an equal probability of unilateral cooperation and defection.
4. \( T > R \) or \( P > S \): Players prefer unilateral defection to mutual cooperation (greed). Players prefer mutual defection to unilateral cooperation (fear).

Leibo et al. [12] coined the term *sequential social dilemmas* (SSD) that extended these inequalities to a Markov game setting. To put it more clearly for a two player scenario, let \( V(\pi(s)) \) be the state-value function for the joint policy of the two players: \( \pi = (\pi_1, \pi_2) \). Then the SSD can be modeled as a matrix game social dilemma (MGSD) for each state \( s \) in the state space \( S \):
\[
R(s) := V^{\pi_C, \pi_C}_1(s) = V^{\pi_C, \pi_C}_2(s),
\]
\[
P(s) := V^{\pi_D, \pi_D}_1(s) = V^{\pi_D, \pi_D}_2(s),
\]
\[
S(s) := V^{\pi_C, \pi_C}_1(s) = V^{\pi_D, \pi_D}_2(s),
\]
\[
T(s) := V^{\pi_D, \pi_C}_1(s) = V^{\pi_C, \pi_D}_2(s),
\]

where \(\pi_C\) and \(\pi_D\) are cooperative and defecting policies. This set of value functions correspond to the variables in the social dilemma inequalities defined above. We also denote \(\Pi^C\) as the set of all cooperative policies, and \(\Pi^D\) as the set of all defecting policies.

Now that we have equations (2) - (5), we can better observe the weaknesses an adversary can exploit. If it is in our interest to cooperate, it is in our adversary’s interest to subvert the chances of successful cooperation. One possible adversarial attack would be to affect the policies so that each agent is more likely to perceive unilateral defection from the other agents. In Leibo et al. [12], choosing a cooperative or defecting policy depends on a social behavior metric \(\alpha : \Pi \to \mathbb{R}\). Let \(\alpha_c\) and \(\alpha_d\) be the threshold values such that \(\alpha(\pi) < \alpha_c \iff \pi \in \Pi^C\), and \(\alpha(\pi) > \alpha_d \iff \pi \in \Pi^D\). Hence, the social behavior metric \(\alpha\) can be a vulnerability that allows an adversary to trick the agents into picking policies from \(\Pi^D\) more often. One idealized, white-box attack an adversary could use is to train an RL agent with the reward function \(r = 1\) if the victim agent fails to reach cooperative behavior and \(r = 0\) otherwise at the end of an episode. The attack action space can be the interval \((-\delta, \delta)\) for some perturbation \(\delta > 0\). The perturbation chosen by the attacker would then be applied to the victim’s neural network policy. The attack’s goal would then be to chosse the sequence of perturbations that lead the victims to cross the social behavior metric and pick defecting policies as much as possible. This idealized attack draws inspiration from past adversarial RL work on attacks on neural network policies [10] and reward poisoning [22].

5 Experimental Results

We have completed an experiment that shows how Fast Gradient Sign Method (FGSM) attacks [9] affect the agents’ beliefs.

5.1 Experiment Methodology

We trained the agents using Cooperative Approximate Policy Iteration [18] in the game of Trade Comm\(^1\). Trade Comm is a communication game with the following rules:

1. Each player is independently dealt one of num\_items with uniform chance.
2. Player 1 makes one of num\_utterances utterances, which is observed by player 2.
3. Player 2 makes one of num\_utterances utterances, which is observed by player 1.
4. Both players privately request one of the num\_items * num\_items possible trades.

The trade is successful if and only if both player 1 asks to trade its item for player 2’s item and player 2 asks to trade its item for player 1’s item. Both players receive a reward of one if the trade is successful and zero otherwise. We trained with 12 items and 12 utterances. The unperturbed belief representations are the updated belief distributions given the coordinator’s prescription and the player’s action. Hence, they are vectors with values in the interval \([0, 1]\). The public beliefs are represented as prescription vectors that are concatenations of the each player’s posterior belief probabilities and the one-hot encoding of the players’ utterances. During training, the CAPI algorithm generates a large number of prescription vectors using a policy, and then updates each vector’s assessed according to their expected reward plus expected value of the next belief state. During evaluation, the policy selects the prescription with the highest assessed value at the current belief state as its action [18]. One group was trained normally, and the other group was trained with adversarial

---

\(^1\)Used the open-source code by Sokota et al. [18] here: https://github.com/ssokota/capi (MIT License)
Figure 1: The performance of four separate groups trained using Cooperative Approximate Policy Iteration. This plot shows the mean performance and 95% confidence interval for each group’s expected returns. As $\epsilon$ increases, the FGSM attack has more of an impact on the training.

Figure 2: This bar plot shows the percentage of times the Cooperative Approximate Policy Iteration groups achieved the optimal policy during training and 95% confidence interval of the mean percentage. Here, we define “reached optimal policy” as the expected returns being greater than 0.99. It shows how many times the groups reach the optimal policy after 1000 episodes, which is the halfway point.

perturbations applied to the agents’ belief representations. This is a white-box attack since it has access to the parameters of the victim’s policy. We trained each group over 5 random seeds. We used the same hyperparameters used in Sokota et al. [18]. The experiments were run on Amazon Web Services using NVIDIA Tesla V100 GPU or T4 Tensor Core GPU instances.

5.2 Results

From the plot in Figure 1, it is clear that the perturbations hindered the training of the agents. The groups with adversarially perturbed beliefs do not converge to the optimally cooperative policy.
On average, the normal group was able to converge after around 1000 episodes. Our results show that FGSM can negatively affect the training of a cooperative group, and that increasing $\epsilon$ can proportionally impact training performance. The groups with perturbed by an FGSM attack with $\epsilon = 0.5, 0.7$ have clearly worse performance than the normal group. Even the group with the smallest $\epsilon = 0.3$ showed a statistically significant difference from the normal group.

In the bar plots in Figure 2, we show the percentage of times the Cooperative Approximate Policy Iteration groups reach the optimal policy. Here, "reaching the optimal policy" means the group achieves an expected return of at least 0.99 at the current time step during evaluation. After 1000 training episodes, the Normal group reaches the optimal policy close to 100% of the time. The agents impacted by FGSM, however, show significant decreases in the frequency of reaching the optimal policy. Although the $\epsilon = 0.5$ and $\epsilon = 0.7$ attacks have different mean expected returns in Figure 1, they have similar frequencies in Figure 2 because the bar plot does not account for the distance between the mean expected returns and the optimal score.

6 Conclusion

This paper has argued that prominent methods of cooperative AI are exposed to systemic weaknesses analogous to those studied in prior machine learning research on adversarial attacks. Forms of social behavior such as obfuscation pose a danger to cooperative AI. Three well-understood algorithms — public belief Markov decision processes, mean-field approximations, and multi-agent reinforcement learning in sequential social dilemmas — are shown to be vulnerable to adversarial attacks adapted to their social environments. Experimental findings are also offered to show that attacks on public beliefs can negatively impact convergence to optimally cooperative behavior that uses public beliefs.
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