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ABSTRACT. We develop a new general method to prove various non-doubling local $Tb$ theorems. The method combines the non-homogeneous good lambda method of Tolsa, the big pieces $Tb$ theorem of Nazarov–Treil–Volberg and a new change of measure argument based on stopping time techniques. We also improve known results and discuss some further applications.

1. INTRODUCTION

By a singular integral operator (SIO) related to some Borel measure $\mu$ in $\mathbb{R}^n$ we understand a linear operator $T$ for which we have for all nice and disjointly supported functions $f_1, f_2$ that

$$
\int_{\mathbb{R}^n} T f_1(x) f_2(x) \, d\mu(x) = \iint_{\mathbb{R}^n \times \mathbb{R}^n} K(x, y) f_1(y) f_2(x) \, d\mu(y) \, d\mu(x)
$$

for a suitable kernel $K$ defined for $x \neq y$. An example in $\mathbb{R}$ is the Hilbert transform, where $d\mu(x) = dx$ and $K(x, y) = 1/(x - y)$. In general, SIOs need not be bounded in $L^2(\mu)$: the assumed size properties of the kernel $K$ are too weak for this and more subtle cancellation has to be accounted for. This additional cancellation can most conveniently be formulated using various testing conditions. Such theorems characterising the boundedness of SIOs via testing conditions are called $Tb$ theorems. The rough idea is that the action of $T$ needs to be studied only on some single non-degenerate function $b$ (such as $b = 1$), or in the case of local $Tb$ theorems, on a suitable family of non-degenerate functions $b_Q$ indexed by cubes $Q$ (such as $b_Q = 1_Q$). An example of such a testing condition is the local $T1$ condition:

$$
\sup_{Q \subset \mathbb{R}^n} \left[ \frac{1}{\mu(Q)} \int_Q \|T1_Q\|^2 \, d\mu + \frac{1}{\mu(Q)} \int_Q \|T^*1_Q\|^2 \, d\mu \right] < \infty.
$$

The theory is significantly more subtle if the underlying measure $\mu$ is non-doubling: such theory is called non-homogeneous Calderón–Zygmund analysis. The usual assumption then is that $\mu(B(x, r)) \leq Cr^m$ for some exponent $m$, and that the kernel estimates for $K$ are tied to this $m$ (see Section 3).
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In this paper we develop a new method to prove certain very rough (meaning that the test functions $b_Q$ can have very low integrability) local $Tb$ theorems, and prove new and very general results. The theorems are formulated in the non-homogeneous situation. However, the results are already new even in the Lebesgue measure case. The developed method is very convenient and modular, and we will refer to multiple further works where it has been successfully applied.

**History and context.** The history of $Tb$ theorems is extremely wide. The starting point in the Lebesgue measure case is the famous $T1$ theorem by David–Journé [8]. Our focus is, however, on the local variants that were first introduced by M. Christ [5]. They are flexible tools as the non-degeneracy (also referred to as accretivity) of a given test function $b_Q$ is only assumed on its supporting cube $Q$, i.e., $| \int_Q b_Q \, d\mu | \gtrsim \mu(Q)$. In a global $Tb$ theorem a single function $b$ has to satisfy this non-degeneracy in all cubes, and constructing such a $b$ can be more difficult. Christ’s version works for doubling measures $\mu$ (but not more general than that) and requires that the test functions themselves are nice, $b_Q \in L^\infty(\mu)$, and that $Tb_Q$ satisfies a demanding testing condition, $Tb_Q \in L^\infty(\mu)$. Very significant efforts have been made by multiple authors to allow both rougher test functions and less demanding testing conditions. A parallel line of investigation has dealt with the corresponding results in the non-homogeneous situation – we get to this later.

In general, we actually require two families of test functions – one for $T$ and one for the adjoint $T^*$. In what follows we will always assume that $T$ is antisymmetric, $T^* = -T$, which makes the discussion easier to follow. However, the completely general case sometimes involves very real difficulties – but we are not concerned with them here.

We say that a function $b_Q$ is an $L^p(\mu)$-admissible, $p \in [1, \infty)$, test function on a cube $Q \subset \mathbb{R}^n$ (with constant $B_1$), if

1. $\text{spt} \, b_Q \subset Q$, $\mu(Q) = \int_Q b_Q \, d\mu$ and
2. $\left( \frac{1}{\mu(Q)} \int_Q |b_Q|^p \, d\mu \right)^{1/p} \leq B_1$.

A long standing problem (even for the Lebesgue measure) asks whether the $L^2$ boundedness of (an antisymmetric) SIO $T$ follows if we are given $p \in (1, \infty)$, and for every cube $Q$ an $L^p(\mu)$-admissible test function $b_Q$ (with the same constant $B_1$) so that

\begin{equation}
\int_Q |Tb_Q|^p' \, d\mu \leq B_2 \mu(Q).
\end{equation}

Here $1/p + 1/p' = 1$. This is often referred to as Hofmann’s local $Tb$ problem. For certain simpler model operators this type of local $Tb$ theorem in the Lebesgue measure case appears in Auscher–Hofmann–Muscalu–Tao–Thiele [11]. The extension to the SIO case has turned out to be of extreme difficulty – particularly if $p < 2$. In fact, for $p < 2$ this is still not known in general. Even if the testing condition on $1_Q Tb_Q$ becomes more demanding here as $p'$ grows, i.e., when $p$ gets smaller, the lower integrability of the test functions $b_Q$ is desired. Hytönen–Nazarov [12] showed in the Lebesgue measure case that the $L^2$ boundedness follows from the **buffered** testing condition $\int_Q |Tb_Q|^p' \, dx \lesssim |Q|$ for any $p \in (1, \infty)$. A key thing in the Lebesgue measure case is that if $p \geq 2$, then the original testing conditions (with $1_Q Tb_Q$) automatically imply the stronger buffered testing conditions (with $1_{2Q} Tb_Q$) by Hardy’s inequality. Previous related results include Auscher–Yang [4], Auscher–Routin [3] and Hofmann [10]. In the follow-up paper by two of us and Tolsa [17] we use and build on the methods presented in this paper to fully
prove the difficult case $p < 2$ in $\mathbb{R}$, and show that we can always allow at least some exponents $p \in (2 - \epsilon, 2]$ even when working in $\mathbb{R}^n$ with $n > 1$.

We turn to discuss the non-homogeneous aspects in more detail. Non-doubling theory has been pioneered by David [7], Nazarov–Treil–Volberg [25] and Tolsa (see e.g. the book [24]). Previously, it was strongly believed that the class of doubling measures was the right class for the theory of singular integrals. The non-homogeneous theory is of extreme importance in many geometric questions – to mention just one key result, see the proof of the semiadditivity of analytic capacity by Tolsa [26]. Moreover, Nazarov–Treil–Volberg [25] developed their so-called dyadic-probabilistic methods to deal with the difficulties posed by general measures, but such methods have also been extremely influential in other instances. For example, they led to the dyadic representation theorems and the first solution of the $A_2$ conjecture by Hytönen [11].

Nazarov–Treil–Volberg [22] proved the first local $Tb$ theorem in the non-doubling situation – there $b_Q \in L^\infty(\mu)$ and $Tb_Q \in BMO_2(\mu)$ (understood to mean that for all cubes $R$ we have $\int_R |Tb_Q - \langle Tb_Q \rangle_R|^2 d\mu \leq C\mu(2R)$, where $\langle Tb_Q \rangle_R = \mu(R)^{-1} \int_R Tb_Q d\mu$). In [13] one of us and Lacey proved a non-homogeneous local $Tb$ theorem in the case that $b_Q, 1_Q Tb_Q \in L^2(\mu)$ (even for SIOs $T$ that are not necessarily antisymmetric). The state-of-the-art in the antisymmetric case is the already mentioned paper [17].

**Square functions vs SIOs.** It is of interest to consider local $Tb$ theorems also for *square functions* (SFs) $V$ that are introduced below. Such theorems have been applied e.g. in multiple Kato square root papers – see for instance [2]. See also Example [15] below. For us, however, SFs mainly just offer a simpler platform compared to SIOs, and allows us to present the full technical execution of our method, including the big piece $Tb$ type argument discussed in more detail below. A key technical difference between SFs $V$ and SIOs $T$ is that for SIOs our testing conditions need to a priori involve $1_Q T_* b_Q$ (instead of $1_Q Tb_Q$), where $T_*$ is the maximally truncated SIO

$$T_* f(x) = \sup_{\epsilon > 0} |T_\epsilon f(x)|, \quad T_\epsilon f(x) = \int_{|x-y| > \epsilon} K(x, y) f(y) d\mu(y).$$

New local $Tb$ theorems for antisymmetric Calderón–Zygmund operators with testing conditions involving $1_Q T_* b_Q$ follow at once from the ideas of this paper, and we explicitly state these in Section 3. To pass from such results to the original Hofmann’s problem (with testing conditions involving $1_Q Tb_Q$ as in [13]) a so-called adapted Cotlar’s inequality is needed: one needs to use the existence of the test functions to prove a Cotlar type inequality, i.e., a pointwise control of $T_*$ by something involving only $T$. A fancy version of an adapted Cotlar’s inequality is presented in the follow-up paper [17] (for previous version see also [12]). This step causes the fact that in Hofmann’s problem we can only allow $p \in (2 - \epsilon, 2]$ (that is, we cannot always go all the way down to $p > 1$ in [17]).

Results involving $V$ and $T_*$, however, behave in completely analogous ways. In such formulations we can allow $L^p(\mu)$-admissible test functions with any $p > 1$, and, as we shall soon see, we can do quite a bit more – we can e.g. even use test measures with weaker conditions than this. Moreover, the testing conditions need not be as in Hofmann’s problem [11]. In fact, we can have $1_Q V b_Q$ (or $1_Q T_* b_Q$) in any $L^{s, \infty}$, $s > 0$. That is, the given regularity of the test function (the exponent $p$) need not be reflected in the testing condition at all (we can use any $s > 0$) – the conditions decouple.
We now define the SFs that we use. Let \( m, \alpha > 0 \), and assume that we have kernels \( s_t : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C}, t > 0 \), satisfying the size condition

\[
|s_t(x, y)| \lesssim \frac{t^\alpha}{(t + |x - y|)^{m+\alpha}},
\]

the \( y \)-Hölder condition

\[
|s_t(x, y) - s_t(x, z)| \lesssim \frac{|y - z|^{\alpha}}{(t + |x - y|)^{m+\alpha}}
\]

whenever \( |y - z| < t/2 \), and the \( x \)-Hölder condition

\[
|s_t(x, y) - s_t(z, y)| \lesssim \frac{|x - z|^{\alpha}}{(t + |x - y|)^{m+\alpha}}
\]

whenever \( |x - z| < t/2 \). Let \( M(\mathbb{R}^n) \) denote the vector-space of all complex Borel measures in \( \mathbb{R}^n \). The variation measure of \( \nu \in M(\mathbb{R}^n) \) is denoted by \( |\nu| \) and the total variation is \( \|\nu\| = |\nu|(\mathbb{R}^n) \). For a given complex measure \( \nu \) we define

\[
\theta_t \nu(x) = \int s_t(x, y) \, d\nu(y), \quad x \in \mathbb{R}^n.
\]

The vertical square function \( V \) is defined by

\[
V\nu(x) = \left( \int_0^\infty |\theta_t \nu(x)|^2 \frac{dt}{t} \right)^{1/2}, \quad x \in \mathbb{R}^n.
\]

Given a cube \( Q \subset \mathbb{R}^n \) define also the truncated version

\[
V_Q \nu(x) = \left( \int_0^{\ell(Q)} |\theta_t \nu(x)|^2 \frac{dt}{t} \right)^{1/2},
\]

where \( \ell(Q) \) denotes the side length of \( Q \).

We say that a (positive) Radon measure \( \mu \) in \( \mathbb{R}^n \) is of order \( m \), if \( \mu(B(x, r)) \lesssim r^m \) for all \( x \in \mathbb{R}^n \) and \( r > 0 \). For \( f \in \bigcup_{p \in [1, \infty]} L^p(\mu) \) and \( x \in \mathbb{R}^n \) we set

\[
\theta_t^\mu f(x) := \theta_t(f \, d\mu) = \int s_t(x, y) f(y) \, d\mu(y)
\]

and

\[
V_\mu f(x) := V(f \, d\mu)(x) = \left( \int_0^\infty |\theta_t^\mu f(x)|^2 \frac{dt}{t} \right)^{1/2}.
\]

Define also \( V_{\mu, Q} f = V_Q(f \, d\mu) \). The above definitions make sense also when \( \mu \) is finite (and not necessarily of order \( m \)).

1.5. Example. Mayboroda–Volberg \cite{Mayvol}, Chousionis, Garnett, Le and Tolsa \cite{vmt1} and others have linked boundedness of square functions and geometry. Let \( E \subset \mathbb{R}^n \) be a closed set which is \( m \)-ADR for some integer \( 0 < m < n \), i.e., \( \mu := \mathcal{H}^m|_E \) satisfies \( \mu(B(x, r)) \sim r^m \) for all \( x \in E \) and \( r \in (0, \text{diam}(E)) \). Let \( s_t(x, y) = t \partial_t^{-m} \phi([x - y]/t) \), where \( \phi(x) = (1 + |x|^2)^{-(m+1)/2} \). This kernel satisfies (1.2), (1.3) and (1.4). One of the results of \cite{vmt1} says that \( E \) is uniformly \( m \)-rectifiable (for the definition see \cite{vmt1}) if and only if \( V_\mu \) is \( L^2(\mu) \) bounded.
Description of the new method and applications. In the first step of the method the idea is to fix a cube \( Q \) and prove that there exists \( G_Q \subset Q \) so that \( \mu(G_Q) \gtrsim \mu(Q) \) and \( \|1_{G_Q}V_{1,\mu}f\|_{L^2(\mu)} \lesssim \|f\|_{L^2(\mu)} \) for every \( f \in L^2(\mu) \) satisfying that \( \text{spt} f \subset G_Q \). This relies on the big pieces type \( T_b \) theorem of Nazarov, Treil and Volberg [24] – see also Volberg’s book [28] and Tolsa’s book [26] for expositions of this theorem. In the appendix we also formulate and give a complete proof of the big piece \( T_b \) theorem in the SF situation, which is much more approachable than the difficult one in the SIO context (compare e.g. to the book of Tolsa [26], pages 137–194). We hope that our proof helps to make this important theorem more approachable. In our rough local \( T_b \) setting this theorem certainly cannot be applied directly – it e.g. requires a bounded test function. The idea is to first perform a change of measure to \( \sigma = \frac{|b_Q|}{d\mu} \) and aim to apply the big piece \( T_b \) theorem A.1 with the measure \( \sigma \) and the \( L^\infty \)-function \( \frac{b_Q}{|b_Q|} \). In essence, we make the measure worse but the function a lot better. In order to pass from the \( \mu \) measure to the \( \sigma \) measure, and then back, we use stopping time arguments.

The non-homogeneous good lambda method of Tolsa [26] – see Theorem 2.5 below – says that the existence of such a big piece \( G_Q \) in every nice cube (doubling and of small boundary) is enough to guarantee the global \( L^2(\mu) \) boundedness of \( V_{\mu} \). It is extremely convenient that the good lambda method is so flexible – this is the reason why we can assume the existence of \( b_Q \) only in nice cubes.

This general method is the main contribution of this article. Previously one of the key difficulties in proving non-homogeneous local \( T_b \) theorems with rough test functions was that it was difficult to prove the boundedness of certain \( b_Q \)-adapted (or twisted) martingale transforms (see Lacey–Martikainen [13]). We do not need such transformations in our new strategy, and this is highly convenient.

We compare our method to that of Hytönen–Nazarov [12]. Their proof works for doubling measures and it does not appear to be clear how to extend their method to non-homogeneous measures. Moreover, they do not use the big pieces global \( T_b \) or the the good lambda method. Instead, they write a rough test function as a sum of the good and bad part using the Calderón–Zygmund decomposition. The good part is a non-degenerate \( L^\infty \) function which they want to use as a test function in some simpler \( T_b \) theorem. To transfer their testing conditions involving \( T_{bQ} \) to this new bounded function they have to perform stopping times in a delicate order, and suppress their operator appropriately in the bad set. Thus, their proof is very different from our strategy. In [17] we prove a deeper instance of Cotlar’s inequality than in [12], and then combine this with our local \( T_b \) theorems involving \( T_s \) (Proposition 3.1 below). This combination then allows us to drop their buffer assumption even for some \( p < 2 \), and gives a proof that works in the non-homogeneous situation.

Besides the best known local \( T_b \) theorem for SFs and maximally truncated SIOs \( T_s \) presented in this paper and the best known result concerning Hofmann’s problem [17], we have also applied this new method in [18], where the flexibility of the method is helpful in handling issues involving metric space arguments. Lastly, we mention that in [21] we applied the ideas of the current paper and [17] to prove new results in the bilinear setting.

Formulation of the new local \( T_b \) theorem for square functions. A cube \( Q \subset \mathbb{R}^n \) is called \((\alpha, \beta)\)-doubling for a given measure \( \mu \) if \( \mu(\alpha Q) \leq \beta \mu(Q) \). Given \( t > 0 \) we say that a cube
$Q \subset \mathbb{R}^n$ has $t$-small boundary with respect to the measure $\mu$ if

$$\mu(\{x \in 2Q : \text{dist}(x, \partial Q) \leq \lambda \ell(Q)\}) \leq t \lambda \mu(2Q)$$

for every $\lambda > 0$. The following theorem presents the best known local $Tb$ theorem for SFs.

1.6. **Theorem.** Let $\mu$ be a measure of order $m$ in $\mathbb{R}^n$ and $B_1, B_2 < \infty$, $\epsilon_0 \in (0, 1)$ be given constants. Let $\beta > 0$ and $C_1$ be large enough (depending only on $n$). Suppose that for every $(2, \beta)$-doubling cube $Q \subset \mathbb{R}^n$ with $C_1$-small boundary there exists a complex measure $\nu_Q$ so that

1. $\text{spt} \nu_Q \subset Q$;
2. $\mu(Q) = \nu_Q(Q)$;
3. $\|\nu_Q\| \leq B_1 \mu(Q)$;
4. For all Borel sets $A \subset Q$ satisfying $\mu(A) \leq \epsilon_0 \mu(Q)$ we have

$$|\nu_Q|(A) \leq \frac{\|\nu_Q\|}{32B_1}.$$ 

Suppose there exist $s > 0$ and for all $Q$ as above a Borel set $U_Q \subset \mathbb{R}^n$ such that $|\nu_Q|(U_Q) \leq \frac{\|\nu_Q\|_{\text{Haus}}}{32B_1}$ and

$$\sup_{\lambda > 0} \lambda^{s} \mu(\{x \in Q \setminus U_Q : V_Q \nu_Q(x) > \lambda\}) \leq B_2 \|\nu_Q\|.$$ 

Then $V_\mu : L^p(\mu) \rightarrow L^p(\mu)$ for every $p \in (1, \infty)$.

The following points are aimed to clarify the technical aspects of this theorem.

- If $V_\mu : L^{2}(\mu) \rightarrow L^{2}(\mu)$ boundedly, then $V : M(\mathbb{R}^n) \rightarrow L^{1,\infty}(\mu)$ boundedly. In this non-homogeneous setting this is (for SIOs) a result of Nazarov–Treil–Volberg [23] – for another proof see [26]. It follows that given $\nu_Q$ like above one has to have

$$\sup_{\lambda > 0} \lambda^{s} \mu(\{x \in Q \setminus U_Q : V_Q \nu_Q(x) > \lambda\}) \leq \sup_{\lambda > 0} \lambda^{s} \mu(\{x : V \nu_Q(x) > \lambda\}) \leq C \|\nu_Q\|.$$ 

This makes the assumptions necessary.

- Suppose $q \in (1, \infty)$ and that $b_Q$ is an $L^{q}(\mu)$-admissible test function with a constant $B_1$. Then $\nu_Q := b_Q \, d\mu$ is a testing measure as in the above theorem – i.e., it satisfies (1)-(4). Here $q = 1$ is enough for (3) but $q > 1$ can be used to get (4):

$$\int_A |b_Q| \, d\mu \leq \mu(A)^{1/q} B_1 \mu(Q)^{1/q} \leq \epsilon_0^{1/q} B_1 \int_Q b_Q \, d\mu \leq \frac{1}{32B_1} \int_Q |b_Q| \, d\mu$$

if $\epsilon_0 := (32B_1^2)^{-q}$. In general, it is enough to prove (4) by some method.

- It is to be expected that the fact that the cubes are doubling and of small boundary makes the theorem significantly easier to apply with non-homogeneous measures than the previously known theorems. We are not aware how to modify the strategies in [13, 14] and [15] to yield this generality.

- The fact that we can allow a small exceptional set $U_Q$ allows some additional flexibility in technical arguments, and this is in fact exploited in [17].

In the previously known state-of-the-art theorems for SFs the assumptions have been of the form that $q \in (1, \infty)$, for each cube $Q$ we are given an $L^{q}(\mu)$-admissible test function $b_Q$ and the testing condition holds with the same $q$:

$$\int_Q |V_{\mu,Q}b_Q|^q \, d\mu \lesssim \mu(Q).$$
The Lebesgue case is by Hofmann [9] and the non-doubling case by two of us [16]. Previous results (the case \(q = 2\)) include [2] and [14].

In Section 2 we prove our main result for SFs and present our method in detail. In Section 3 we discuss the analogous results for SIOs. In Appendix A we give a relatively short proof of the big pieces global \(Tb\) theorem for square functions, which we need to apply in Section 2.

Notation. We write \(A \lesssim B\), if there is a constant \(C > 0\) so that \(A \leq CB\). We may also write \(A \sim B\) if \(B \lesssim A \lesssim B\).

We then set some dyadic notation. For cubes \(Q\) and \(R\) we denote

- \(\ell(Q)\) is the side-length of \(Q\);
- \(d(Q, R)\) denotes the distance between the cubes \(Q\) and \(R\);
- \(D(Q, R) := d(Q, R) + \ell(Q) + \ell(R)\) is the long distance;
- \(W_Q = Q \times [\ell(Q)/2, \ell(Q)]\) is the Whitney region associated with \(Q\);
- \(\text{ch}(Q)\) denotes the dyadic children of \(Q\);
- \(\mu|Q\) denotes the measure \(\mu\) restricted to \(Q\);
- \(\langle f \rangle_Q = \mu(Q)^{-1} \int_Q f\,d\mu\) (or just \((f)_Q\) if the measure is clear from the context).
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2. The main method and proof of the local \(Tb\) theorem for SFs

We record the following easy lemma.

2.1. Lemma. Let a cube \(Q \subset \mathbb{R}^n\) be given and \(G \subset Q\). Suppose also that \(\nu(Q) \lesssim \ell(Q)^m\). If \(\|1_G V_{\nu,Q} f\|_{L^2(\nu)} \lesssim \|f\|_{L^2(\nu)}\) for every \(f \in L^2(\nu)\) satisfying \(\text{spt } f \subset G\), then also \(\|1_G V_{\nu} f\|_{L^2(\nu)} \lesssim \|f\|_{L^2(\nu)}\) for every \(f \in L^2(\nu)\) satisfying \(\text{spt } f \subset G\).

Proof. This follows from the pointwise estimate

\[
\int_0^\infty |\theta_t^\nu f(x)|^2 \frac{dt}{t} \lesssim \nu(Q) \ell(Q)^{-2m} \|f\|_{L^2(\nu)}^2.
\]

\(\square\)

2.2. Definition. Given a cube \(Q \subset \mathbb{R}^n\) we consider the following random dyadic grid. For small notational convenience assume that \(c_Q = 0\) (that is, \(Q\) is centred at the origin). Let \(N \in \mathbb{Z}\) be defined by the requirement \(2^{N-3} \leq \ell(Q) < 2^{N-2}\). Consider the random square \(Q^* = Q^*(w) = w + [-2^N, 2^N]^n\), where \(w \in [-2^{N-1}, 2^{N-1}]^n =: \Omega_N = \Omega\). The set \(\Omega\) is equipped with the normalised Lebesgue measure \(\mathbb{P}_N = \mathbb{P}\). We define the grid \(D(w) := D(Q^*(w))\). Notice that \(Q \subset \alpha Q^*(w)\) for some \(\alpha < 1\), and \(\ell(Q) \sim \ell(Q^*(w))\).

Next, we prove the main Proposition.

2.3. Proposition. Let \(\mu\) be a measure of order \(m\) and \(B_1, B_2 < \infty\), \(\epsilon_0 \in (0, 1)\) be given constants. Let \(Q \subset \mathbb{R}^n\) be a fixed cube. Assume that there exists a complex measure \(\nu = \nu_Q\) such that

(1) \(\text{spt } \nu \subset Q\);
\( \mu(Q) = \nu(Q); \)
\( \| \nu \| \leq B_1 \mu(Q); \)
\( \text{For all Borel sets } A \subset Q \text{ satisfying } \mu(A) \leq \epsilon_0 \mu(Q) \text{ we have} \)
\[ |\nu(A)| \leq \frac{\| \nu \|}{32 B_1}. \]

Suppose there exist \( s > 0 \) and a Borel set \( U_Q \subset \mathbb{R}^n \) for which \( |\nu|(U_Q) \leq \frac{\| \nu \|}{16 B_1} \) so that
\[ \sup_{\lambda > 0} \lambda^s \mu(\{ x \in Q \setminus U_Q : V_Q \nu(x) > \lambda \}) \leq B_2 \| \nu \|. \]

Then, there is some subset \( G_Q \subset Q \setminus U_Q \) such that \( \mu(G_Q) \gtrsim \mu(Q) \) and
\[ \|1_{G_Q} V_\mu f\|_{L^2(\mu)} \lesssim \| f \|_{L^2(\mu)}. \]

**Proof.** We can assume that \( \text{spt } \mu \subset Q \). Indeed, if we have proved the theorem for such measures, we can then apply it to \( \mu|Q \). Let us denote \( \sigma = |\nu| \), where \( |\nu| \) is the variation measure of \( \nu \). Also, let us write the polar decomposition of the complex measure \( \nu \) as
\[ \nu = b \, d\sigma, \]
where \( |b(x)| = 1 \) always.

The idea is to apply the big pieces global \( Tb \) theorem from Appendix A (Theorem A.1). It will be applied to the measure \( \sigma \) and the bounded function \( b \). Using stopping times we need to construct some exceptional sets so that the assumptions of that theorem are verified. Moreover, we need to be able to come back to the \( \mu \) measure – this requires encompassing additional stopping times to the construction.

We fix \( w \), and write \( D(w) = D \). We also write \( D_0 = D(0) \). Let \( A = A_w \) consist of the maximal dyadic cubes \( R \in D \) for which
\[ \left| \int_R b \, d\sigma \right| < \eta \sigma(R), \]
where \( \eta := \frac{1}{2} B_1^{-1} \). We set
\[ T_T = T_w = \bigcup_{R \in A} R \subset \mathbb{R}^n. \]

Notice that
\[ \sigma(Q) = \|\nu\| \leq B_1 \mu(Q) = B_1 \nu(Q) = B_1 \int_Q b \, d\sigma. \]

Then estimate
\[ \int_Q b \, d\sigma = \left| \int_Q b \, d\sigma \right| = \left| \int_Q \sum_{R \in A} b \, d\sigma \right| \leq \sigma(Q \setminus T) + \eta \sigma(Q). \]

Since \( \eta B_1 = 1/2 \) we conclude that
\[ \sigma(Q) \leq B_1 \sigma(Q \setminus T) + \frac{1}{2} \sigma(Q), \]
and so
\[ \sigma(Q) \leq 2 B_1 [\sigma(Q) - \sigma(T)]. \]

From here we can read that
\[ \sigma(T) \leq (1 - \eta) \sigma(Q). \]
Next, let $\mathcal{F}$ consist of the maximal dyadic cubes $R \in D_0$ for which

$$\sigma(R) > \frac{B_1}{\epsilon_0} \mu(R)$$

or

$$\sigma(R) < \delta \mu(R),$$

where $\delta := \eta / 16 = \frac{1}{32} B_1^{-1}$. Let $\mathcal{F}_1$ be the collection of maximal cubes $R \in D_0$ satisfying the first condition, and define $\mathcal{F}_2$ analogously. Note that

$$\mu \left( \bigcup_{R \in \mathcal{F}_1} R \right) \leq \epsilon_0 \mu(Q),$$

so that we have by assumption (4) that

$$\sigma \left( \bigcup_{R \in \mathcal{F}_1} R \right) \leq \frac{1}{32B_1} \sigma(Q) = \delta \sigma(Q).$$

Finally, we record that

$$\sigma \left( \bigcup_{R \in \mathcal{F}_2} R \right) = \sum_{R \in \mathcal{F}_2} \sigma(R) \leq \delta \sum_{R \in \mathcal{F}_2} \mu(R) = \delta \mu \left( \bigcup_{R \in \mathcal{F}_2} R \right) \leq \delta \mu(Q) \leq \delta \sigma(Q).$$

We may conclude that the set

$$H_1 = \bigcup_{R \in \mathcal{F}} R$$

satisfies $\sigma(H_1) \leq 2 \delta \sigma(Q) = \frac{2}{8} \sigma(Q)$.

We now record the important property of the exceptional set $H_1$. Let $x \in Q \setminus H_1$. For any $R \in D_0$ satisfying that $x \in R$ we have that

$$\frac{1}{32B_1} = \delta \leq \frac{\sigma(R)}{\mu(R)} \leq \frac{B_1}{\epsilon_0}.$$ 

From this we can conclude (using a dyadic variant of Lemma 2.13 of [20]) that for all Borel sets $A \subset \mathbb{R}^n$ there holds that

$$\delta \mu(A \cap (Q \setminus H_1)) \leq \sigma(A \cap (Q \setminus H_1)) \leq \frac{B_1}{\epsilon_0} \mu(A \cap (Q \setminus H_1)).$$

In particular, we have that $\sigma|(Q \setminus H_1) \ll \mu|(Q \setminus H_1)$. Using Radon–Nikodym theorem we let $\varphi \geq 0$ be a function so that

$$\sigma(A) = \int_A \varphi \, d\mu$$

for all Borel sets $A \subset Q \setminus H_1$. We obviously have that $\varphi \sim 1$ for $\mu$-a.e. $x \in Q \setminus H_1$.

We need another exceptional set $H_2$. To this end, let

$$p(x) := M_{R,m} \nu(x) = \sup_{r > 0} \frac{\sigma(B(x, r))}{r^m}.$$ 

For $p_0 > 0$ let $E_{p_0} = \{ p \geq p_0 \}$. Using that $M_{R,m} : M(\mathbb{R}^n) \to L^{1,\infty}(\mu)$ boundedly we see that

$$\mu(E_{p_0}) = \mu(\{ M_{R,m} \nu \geq p_0 \}) \leq \frac{C}{p_0} \| \nu \| \leq \frac{CB_1}{p_0} \mu(Q).$$
We fix $p_0 \lesssim 1$ so large that $\mu(E_{p_0/2m}) \leq \epsilon_0 \mu(Q)$, so that in particular $\sigma(E_{p_0/2m}) \leq \frac{\eta}{2} \sigma(Q)$. For $x \in \{p > p_0\}$ define
\[
 r(x) = \sup\{r > 0 : \sigma(B(x, r)) > p_0 r^m\},
\]
and then set
\[
 H_2 := \bigcup_{x \in \{p > p_0\}} B(x, r(x)).
\]
It is clear that every ball $B_r$ with $\sigma(B_r) > p_0 r^m$ satisfies $B_r \subset H_2$. Notice that if $y \in H_2$, then there is $x \in \{p > p_0\}$ so that $y \in B(x, r(x))$, and so $\sigma(B(y, 2r(x)) \geq \sigma(B(x, r(x)) \geq p_0 r^m = p_0 2^{-m} [2r(x)]^m$. We conclude that $H_2 \subset E_{p_0/2m}$, and so $\sigma(H_2) \leq \frac{\eta}{2} \sigma(Q)$.

The assumption about the set $U_Q$ reads $\sigma(U_Q) \leq \frac{\eta}{2} \sigma(Q)$. Define now $H = H_1 \cup H_2 \cup U_Q$. The properties of $H$ are as follows:

1. We have $\sigma(H) \leq \frac{\eta}{2} \sigma(Q)$, and so $\sigma(H \cup T_w) \leq (1 - \eta / 2) \sigma(Q) = \tau_1 \sigma(Q), \tau_1 < 1$.
2. If $\sigma(B_r) > p_0 r^m$, then $B_r \subset H$.
3. We have a function $\varphi$ so that
\[
 \sigma(A) = \int_A \varphi \, d\mu
\]
for all Borel sets $A \subset Q \setminus H$, and $\varphi \sim 1$ for $\mu$-a.e. $x \in Q \setminus H$.

We also have for every $\lambda > 0$ that
\[
 \lambda^s \sigma(\{x \in Q \setminus H : V_{\omega, Q} b(x) > \lambda\}) = \lambda^s \sigma(\{x \in Q \setminus H : V_{\omega} b(x) > \lambda\}) \lesssim \lambda^s \mu(\{x \in Q \setminus U_Q : V_{\omega} b(x) > \lambda\}) \leq B_2 \|\nu\| = B_2 \sigma(Q).
\]

Appealing to Theorem [A.1] with the measure $\sigma$ and the $L^\infty$ function $b$ we find $G_Q \subset Q \setminus H \subset Q \setminus U_Q$ so that $\sigma(G_Q) \gtrsim \sigma(Q)$ and
\[
 \|1_{G_Q} V_{\omega, Q} f\|_{L^2(\sigma)} \lesssim \|f\|_{L^2(\sigma)}
\]
for every $f \in L^2(\sigma)$.

Suppose now that $g \in L^2(\mu)$ and $\text{spt} \ g \subset G_Q$. We apply Equation (2.4) with $f = g/\varphi$ (since $G_Q \subset Q \setminus H$ we have $\varphi \sim 1$ $\mu$-a.e. on the support of $g$). Notice that
\[
 \|1_{G_Q} V_{\omega, Q} (g/\varphi)\|_{L^2(\sigma)} = \|1_{G_Q} V_{\omega, Q} g\|_{L^2(\mu)} \lesssim \|1_{G_Q} V_{\omega, Q} g\|_{L^2(\mu)}
\]
so that
\[
 \|1_{G_Q} V_{\omega, Q} g\|_{L^2(\mu)} \lesssim \|g/\varphi\|_{L^2(\sigma)} \lesssim \|g\|_{L^2(\mu)}.
\]

Applying Lemma 2.1 we conclude that
\[
 \|1_{G_Q} V_{\omega} f\|_{L^2(\mu)} \lesssim \|f\|_{L^2(\mu)}
\]
for every $f \in L^2(\mu)$ satisfying that $\text{spt} \ f \subset G_Q$. Moreover, we have that
\[
 \mu(Q) \leq \sigma(Q) \lesssim \sigma(G_Q) = \int_{G_Q} \varphi \, d\mu \lesssim \mu(G_Q).
\]
We are done. \qed
Let us now record the non-homogenous good lambda method of Tolsa. This is essentially Theorem 2.22 in [26], where it is done for Calderón-Zygmund operators and without the requirement that the cubes in the statement should have small boundaries. The modified version with small boundaries is recorded in [17]. The adaptation to the square function setting is easy, and we omit it.

2.5. Theorem. Let $\mu$ be a measure of order $m$ in $\mathbb{R}^n$. Let $\beta > 0$ and $C_1 > 0$ be big enough numbers, depending only on the dimension $n$, and assume $\theta \in (0, 1)$. Suppose for each $(2, \beta)$-
doubling cube $Q$ with $C_1$-small boundary there exists a subset $G_Q \subset Q$ such that $\mu(G_Q) \geq \theta \mu(Q)$ and $V : M(\mathbb{R}^n) \to L^{1, \infty}(\mu|G_Q)$ is bounded with a uniform constant independent of $Q$. Then $V_\mu$ is bounded in $L^p(\mu)$ for all $1 < p < \infty$ with a constant depending on $p$ and on the preceding constants.

2.6. Remark. In Theorem 2.5 the assumption $V : M(\mathbb{R}^n) \to L^{1, \infty}(\mu|G_Q)$ can be replaced by $V_\mu : L^2(\mu|G_Q) \to L^2(\mu|G_Q)$. Indeed, the latter assumption implies the former one. The original reference is Nazarov–Treib–Volberg [23], but see also Theorem 2.16 in [26].

We are ready to prove our main theorem for SFs.

Proof of Theorem 1.6. Proposition 2.3 gives for every $(2, \beta)$-
doubling cube $Q \subset \mathbb{R}^n$ with $C_1$-small boundary a subset $G_Q \subset Q$ such that $\mu(G_Q) \gtrsim \mu(Q)$ and

$$\|1_{G_Q} V_\mu f\|_{L^2(\mu)} \lesssim \|f\|_{L^2(\mu)}$$

for every $f \in L^2(\mu)$ with $\text{spt} f \subset G_Q$. Applying Theorem 2.5 and Remark 2.6 gives the result. \hfill \Box

3. Comments on the Calderón–Zygmund case

In this section we describe more carefully what kind of result can directly be obtained for Calderón–Zygmund operators (this means the same thing as SIOs here) using the method of this paper. That is, we describe the analog of our main Proposition 2.3 for Calderón–Zygmund operators. For clarity we formulate a slightly less technical statement involving testing functions rather than measures – this is the one invoked in [17].

First, let us recall some definitions.

We say that $K : \mathbb{R}^n \times \mathbb{R}^n \setminus \{(x, y) : x = y\} \to \mathbb{C}$ is an $m$-dimensional Calderón–Zygmund kernel if for some $C < \infty$ and $\alpha \in (0, 1]$ we have that

$$|K(x, y)| \leq \frac{C}{|x - y|^m}, \quad x \neq y,$$

$$|K(x, y) - K(x', y)| \leq C \frac{|x - x'|^\alpha}{|x - y|^{m+\alpha}}, \quad |x - y| \geq 2|x - x'|,$$

and

$$|K(x, y) - K(x, y')| \leq C \frac{|y - y'|^\alpha}{|x - y|^{m+\alpha}}, \quad |x - y| \geq 2|y - y'|.$$

We consider the following $\epsilon$-truncated singular integral operators $T_\epsilon$, $\epsilon > 0$:

$$T_\epsilon \nu(x) = \int_{|x-y| > \epsilon} K(x, y) \, d\nu(y), \quad x \in \mathbb{R}^n.$$

The integral on the right hand side is absolutely convergent if, say, $|\nu|(\mathbb{R}^n) < \infty$. 

For a positive Radon measure $\mu$ in $\mathbb{R}^n$ and $f \in L^1_{\text{loc}}(\mu)$ we define
$$T_{\mu,\epsilon}f(x) = T_\epsilon(f\mu)(x), \quad x \in \mathbb{R}^n.$$The integral defining $T_{\mu,\epsilon}f(x)$ is absolutely convergent if for example $f \in L^p(\mu)$ for some $1 \leq p < \infty$ and $\mu$ is of order $m$. We say that $T_\mu$ is bounded in $L^p(\mu)$ if the operators $T_{\mu,\epsilon}$ are bounded in $L^p(\mu)$ uniformly in $\epsilon > 0$.

We define the maximal operator $T_\ast$ by
$$T_\ast \nu(x) = \sup_{\epsilon > 0} |T_\epsilon \nu(x)|, \quad \nu \in M(\mathbb{R}^n), \quad x \in \mathbb{R}^n,$$Like above, we also set $T_{\mu,\ast}f(x) = T_\ast(f\mu)$.

For $p \in [1, \infty)$ we say that a function $b_Q$ is an $L^p(\mu)$-admissible test function on a cube $Q \subset \mathbb{R}^n$ (with constant $B_1$), if
1. $\text{spt} b_Q \subset Q$,
2. $\mu(Q) = \int_Q b_Q \, d\mu$ and
3. $\left( \frac{1}{\mu(Q)} \int_Q |b_Q|^p \, d\mu \right)^{1/p} \leq B_1$.

Below we will need $p > 1$ (see the comments after Theorem 1.6).

It is easier to prove local $Tb$ theorems assuming conditions for maximal truncations $T_{\mu,\ast}b_Q$ rather than uniform conditions on $T_{\mu,\epsilon}b_Q$. Of course, this distinction does not manifest itself in the square function setting. There is a tradeoff here and the theorems are not strictly comparable. This is because one needs much weaker conditions on $T_{\mu,\ast}b_Q$ compared to $T_{\mu,\epsilon}b_Q$, but of course $T_{\mu,\ast}b_Q$ is a larger object to begin with. A theorem involving $T_{\mu,\ast}b_Q$ with very weak testing assumptions is very important also because the most efficient strategies for proving local $Tb$ theorems involving $T_{\mu,\ast}b_Q$ are based on these. See Hytönen–Nazarov [12] for some related results in the Lebesgue situation.

We now state the analog of Proposition 2.3—the result concerning Hofmann’s problem [17] is reduced to this statement using a fancy version of Cotlar’s inequality (the main technical tool of [17]). Even the flexibility with the exceptional set $U_Q$ is needed there.

3.1. Proposition. Let $\mu$ be a measure of degree $m$ on $\mathbb{R}^n$ and $K$ be an $m$-dimensional kernel satisfying $K(x,y) = -K(y,x)$. Let $Q \subset \mathbb{R}^n$ be a fixed cube, $q \in (1, \infty)$ and $b_Q$ be an $L^q(\mu)$-admissible test function in $Q$ with constant $B_1$. Then there exists a small constant $c_1 = c_1(q, B_1) > 0$ with the following property. If there exist $s > 0$ and an exceptional set $U_Q \subset \mathbb{R}^n$ so that $\int_{U_Q} |b_Q| \, d\mu \leq c_1 \int_Q |b_Q| \, d\mu$ and
$$\sup_{\lambda > 0} \lambda^s \mu(\{x \in Q \setminus U_Q: T_{\mu,\ast}b_Q(x) > \lambda\}) \leq B_2 \mu(Q) \text{ for some } B_2 < \infty,$$then there exists $G_Q \subset Q \setminus E_Q$ so that $\mu(G_Q) \geq \mu(Q)$ and $T_{\mu|G_Q} : L^2(\mu|G_Q) \to L^2(\mu|G_Q)$ with a norm depending on the constants in the assumptions.

The proof is essentially the same than that of Proposition 2.3. However, this time we of course need to use the Calderón–Zygmund version of the big piece $Tb$ theorem due to Nazarov–Treil–Volberg [24]. This is also proved in detail in [28]. See also [26], Theorem 5.1, for an exposition in the case of the Cauchy operator. Notice that the big piece $Tb$ involves maximal truncations as well, which is an explanation why they appear here also.
The related local $Tb$ corollary follows using the good lambda method. Again, we could even use testing measures, exceptional sets and so forth, but we prefer to state the slightly less technical statement here.

3.2. Corollary. Let $\mu$ be a measure of degree $m$ on $\mathbb{R}^n$ and $K$ be an $m$-dimensional kernel satisfying $K(x, y) = -K(y, x)$. Suppose $q \in (1, \infty)$, and let $b$ and $t$ be large enough constants (depending only on $n$). We assume that to every $(5, b)$-doubling cube $Q \subset \mathbb{R}^n$ with $t$-small boundary there is associated an $L^q(\mu)$-admissible test function $b_Q$ in $Q$ with constant $B_1$ such that

$$\sup_{\lambda > 0} \lambda^s \mu(\{x \in Q: T_{\mu,t}b_Q(x) > \lambda\}) \leq B_2\mu(Q)$$

for some $B_2 < \infty$ and $s > 0$. Then $T_{\mu}: L^2(\mu) \to L^2(\mu)$ with a bound depending on the above constants.

Appendix A. Big pieces global $Tb$ for square functions

In this appendix we prove the big pieces global $Tb$ theorem for square functions which we needed above. For antisymmetric Calderón–Zygmund operators with some assumptions about the maximal truncation $T,b$ this is by Nazarov–Treil–Volberg [24] (see also [26] and [28]). Our efficient proof in the square function setting is much more approachable than the proof in the Calderón–Zygmund case, which is why we present it here.

A.1. Theorem. Let $Q \subset \mathbb{R}^n$ be a cube. Let $\sigma$ be a finite Borel measure in $\mathbb{R}^n$ so that $\text{spt} \, \sigma \subset Q$. Suppose $b$ is a function satisfying that $\|b\|_{L^\infty(\sigma)} \leq C_b$. For every $w$ let $T_w$ be the union of the maximal dyadic cubes $R \in \mathcal{D}(w)$ for which

$$\left| \int_{R} b \, d\sigma \right| < c_{\text{acc}} \sigma(R).$$

We are also given a measurable set $H \subset \mathbb{R}^n$ satisfying the following properties.

- There is $\delta_0 < 1$ so that $\sigma(H \cup T_w) \leq \delta_0 \sigma(Q)$ for every $w$.
- Every ball $B_r$ of radius $r$ satisfying $\sigma(B_r) > C_0 r^m$ satisfies $B_r \subset H$.
- We have for some $s > 0$ the estimate

$$\sup_{\lambda > 0} \lambda^s \sigma(\{x \in Q \setminus H: V_{\sigma,Q}b(x) > \lambda\}) \leq C_1 \sigma(Q).$$

Then there is a measurable set $G_Q$ satisfying $G_Q \subset Q \setminus H$ and the following properties:

(a) $\sigma(G_Q) \gtrsim \sigma(Q)$.
(b) $\|1_{G_Q} V_{\sigma,Q}f\|_{L^2(\sigma)} \lesssim \|f\|_{L^2(\sigma)}$ for every $f \in L^2(\sigma)$.

A.2. Remark. Only the good lambda method (Theorem 2.5) and hence the main theorem (Theorem 1.6) require the $x$-continuity of $s_t$ i.e. (1.4). Proposition 2.3 and the above Theorem [A.1] do not require it.

Proof of Theorem [A.1]. We begin by suppressing our operator appropriately. Set

$$S_0 = \{x \in Q: V_{\sigma,Q}b(x) > \lambda_0\},$$

where $0 < \lambda_0 \lesssim 1$ is large enough. Now simply define

$$\tilde{s}_t(x, y) = s_t(x, y)1_{\mathbb{R}^n \setminus S_0}(x).$$
Notice that \((\tilde{s}_t)_{t>0}\) is a measurable family of kernels satisfying (1.2) and (1.3), which is all we shall need in what follows. Now, \(\tilde{V}_{s,Q}\) (and similar objects) are defined in the natural way using the kernels \(\tilde{s}_t\). Then for any \(f\) we have

\[
V_{s,Q}f(x) = V_{s,Q}f(x)1_{\mathbb{R}^n \setminus S_0}(x) = V_{s,Q}f(x)1_{\mathbb{R}^n \setminus (Q \cap (V_{s,Q}b > \lambda_0))}(x),
\]

and from here we can easily read two key things about these suppressed operators. The first is that for any \(f\) we have

\[
\tilde{V}_{s,Q}f(x) = V_{s,Q}f(x) \text{ for } x \in \mathbb{R}^n \setminus S_0,
\]

and the second is that

\[
\tilde{V}_{s,Q}b(x) \leq \lambda_0 \text{ for every } x \in Q.
\]

Finally, with a large enough choice of \(\lambda_0\) we have (for every \(w\)) that \(\sigma(H \cup T_w \cup S_0) \leq \delta_1 \sigma(Q)\) for some \(\delta_1 < 1\). Indeed,

\[
\sigma(S_0 \setminus H) \leq \sigma(\{x \in Q \setminus H : V_{s,Q}b(x) > \lambda_0\}) \leq \frac{C_1}{\lambda_0^s} \sigma(Q).
\]

At this point \(\lambda_0 \lesssim 1\) can be fixed by demanding that it satisfies

\[
\lambda_0^s > \frac{2C_1}{1 - \delta_0},
\]

whence we conclude that

\[
\sigma(H \cup T_w \cup S_0) \leq \sigma(H \cup T_w) + \sigma(S_0 \setminus H) \leq \frac{1 + \delta_0}{2} \sigma(Q) =: \delta_1 \sigma(Q), \delta_1 < 1.
\]

We are now done with suppressing the operator.

We will next define the set \(G_Q\). This is done by setting

\[
p_0(x) = P(\{w \in \Omega : x \in Q \setminus (H \cup T_w \cup S_0)\}),
\]

and then defining

\[
G_Q = \left\{ x \in Q : p_0(x) > \frac{1 - \delta_1}{2} =: \tau \right\} \subset Q \setminus H.
\]

An argument by Nazarov–Treil–Volberg (see [24]) shows that \(\sigma(G_Q) \gtrsim \sigma(Q)\). Indeed, the argument goes as follows. Notice first that by (A.4) we have that

\[
\int_Q p_0(x) \, d\sigma(x) = \int_{\Omega} \sigma(Q \setminus (H \cup T_w \cup S_0)) \, dP(w) \geq (1 - \delta_1) \sigma(Q).
\]

Since \(1 - p_0 \geq 0\) everywhere, and \(1 - p_0 \geq 1 - \tau = (1 + \delta_1)/2\) on \(Q \setminus G_Q\), we have

\[
\int_Q (1 - p_0(x)) \, d\sigma(x) \geq \int_{Q \setminus G_Q} (1 - p_0(x)) \, d\sigma(x) \geq \frac{1 + \delta_1}{2} \sigma(Q \setminus G_Q).
\]

We conclude that

\[
\sigma(Q \setminus G_Q) \leq \frac{2}{1 + \delta_1} \left( \sigma(Q) - \int_Q p_0(x) \, d\sigma(x) \right) \leq \frac{2\delta_1}{1 + \delta_1} \sigma(Q),
\]

and so

\[
\sigma(G_Q) \geq \left( 1 - \frac{2\delta_1}{1 + \delta_1} \right) \sigma(Q) = \frac{1 - \delta_1}{1 + \delta_1} \sigma(Q).
\]
It remains to prove that \( \| 1_{G_Q} V_{\sigma, Q} f \|_{L^2(\sigma)} \lesssim \| f \|_{L^2(\sigma)} \) for every \( f \in L^2(\sigma) \). The key property of \( G_Q \) is as follows. Suppose \( h \geq 0 \) is any positive function. Then we have that

\[
\int_{G_Q} h(x) \, d\sigma(x) \leq \tau^{-1} \int_{G_Q} p_0(x) h(x) \, d\sigma(x) = \tau^{-1} E_w \int_{G_Q \setminus [H \cup T_w \cup S]} h(x) \, d\sigma(x).
\]

We apply this as follows:

\[
\| 1_{G_Q} V_{\sigma, Q} f \|_{L^2(\sigma)}^2 = \int_{G_Q} \int_0^{\ell(Q)} |\theta^\alpha_t f(x)|^2 \frac{dt}{t} \, d\sigma(x)
\]

\[
\leq \tau^{-1} E_w \int_{G_Q \setminus [H \cup T_w \cup S_0]} \int_0^{\ell(Q)} |\theta^\alpha_t f(x)|^2 \frac{dt}{t} \, d\sigma(x)
\]

\[
= \tau^{-1} E_w \sum_{R \in D_0} \int_{[R \cap G_Q \setminus [H \cup T_w \cup S_0]} \int_{\ell(R)/2}^{\min(\ell(R), \ell(Q))} |\theta^\alpha_t f(x)|^2 \frac{dt}{t} \, d\sigma(x),
\]

where again \( D_0 = D(0) \). Given \( w \) we then write

\[
\sum_{R \in D_0} = \sum_{R \in D_0 : R \text{ is } D(w)-good} + \sum_{R \in D_0 : R \text{ is } D(w)-bad},
\]

where \( R \in D_0 \) is said to be \( D(w) \)-good if \( d(R, \partial P) > \ell(R)^\gamma \ell(P)^{1-\gamma} \) for every \( P \in D(w) \) satisfying \( \ell(P) \geq 2^\gamma \ell(R) \). Here \( r \lesssim 1 \) is a fixed large enough parameter, and \( \gamma := \alpha/(2m + 2\alpha) \). It is a standard fact by Nazarov–Treil–Volberg (see [25]) that given \( R \in D_0 \) we have that

\[
(A.7) \quad \mathbb{P}(\{ w \in \Omega : R \text{ is } D(w)-bad \}) \leq \tau/2
\]

for a large enough fixed \( r \).

Using (A.7) we estimate

\[
E_w \sum_{R \in D_0 : R \text{ is } D(w)-bad} \int_{[R \cap G_Q \setminus [H \cup T_w \cup S_0]} \int_{\ell(R)/2}^{\min(\ell(R), \ell(Q))} |\theta^\alpha_t f(x)|^2 \frac{dt}{t} \, d\sigma(x)
\]

\[
\leq \sum_{R \in D_0 : R \text{ is } D(w)-bad} \mathbb{P}(\{ w \in \Omega : R \text{ is } D(w)-bad \}) \int_{R \cap G_Q} \int_{\ell(R)/2}^{\min(\ell(R), \ell(Q))} |\theta^\alpha_t f(x)|^2 \frac{dt}{t} \, d\sigma(x)
\]

\[
\leq \frac{\tau}{2} \int_{G_Q} \int_0^{\ell(Q)} |\theta^\alpha_t f(x)|^2 \frac{dt}{t} \, d\sigma(x).
\]

To be precise, for the following we would need the a priori finiteness of this term. However, this is easy to arrange in a multiple of ways, so we skip this technicality. We may
now conclude (using also that $\theta_+^\sigma f(x) = \tilde{\theta}_+^\sigma f(x)$ for every $x \in Q \setminus S_0$ by \((A.4)\)) that
\[
\|1_{G_Q} V_{\sigma,Q} f\|_{L^2(\sigma)}^2 \\
\leq 2\tau^{-1} E_w \sum_{R \in D_0} \int_{[R \cap G_Q] \setminus [H \cup T, \cup S_0]} \int_{\ell(R)/2}^{\min(\ell(R),\ell(Q))} |\tilde{\theta}_+^\sigma f(x)|^2 \frac{dt}{t} \, d\sigma(x) \\
\lesssim E_w \sum_{R \in D_0} \int_R \int_{\ell(R)/2}^{\min(\ell(R),\ell(Q))} |\tilde{\theta}_+^\sigma f(x)|^2 \frac{dt}{t} \, d\sigma(x).
\]

We will now fix $w$, write $D = D(w)$ and $T = T_w$, and prove that
\[(A.8) \sum_{R \in D_0} \int_R \int_{\ell(R)/2}^{\min(\ell(R),\ell(Q))} |\tilde{\theta}_+^\sigma f(x)|^2 \frac{dt}{t} \, d\sigma(x) \lesssim \|f\|_{L^2(\sigma)}^2.
\]

This will then end the proof.

The important property of the set $T$ is that if $R \in D$ and $R \not\subset T$ then
\[
\left| \int_R b \, d\sigma \right| \gtrsim \sigma(R),
\]
while the important property of the set $H$ is that if $L \subset \mathbb{R}^n$ is an arbitrary cube satisfying $L \not\subset H$ then $\sigma(\lambda L) \lesssim \lambda^m \ell(L)^m$ for all $\lambda \geq 1$. It is useful to say that $R \in D_0^{tr}$ (tr stands for transit) if $R \in D_0$, $\sigma(R) \neq 0$ and $R \not\subset H \cup T$, and $P \in D^{tr}$ if $P \in D$, $\sigma(P) \neq 0$ and $P \not\subset H \cup T$. Note that $D_0^{tr}$ really means $w$-transit cubes from $D_0$ (and one should really write $D_0^{tr}(w)$), but $w$ is fixed and so $T$ is fixed and we do not need to insist on this.

It is time to expand the function $f$ in the grid $D$ using $b$-adapted martingales only in the transit cubes $P \in D^{tr}$. Denote $\langle f \rangle_A = \langle f \rangle_A^\sigma = \sigma(A)^{-1} \int_A f \, d\sigma$, if $\sigma(A) \neq 0$. Let $P_0 = Q^+(w)$ (see the Definition \([2.2]\)) so that all $P \in D$ satisfy $P \subset P_0$. Without loss of generality we can assume that $\text{spt } b \subset Q$ and $\text{spt } f \subset Q$. Define
\[
E_{P_0} f = \frac{\langle f \rangle_{P_0}}{\langle b \rangle_{P_0}} b.
\]
(This is actually independent of $w$ since it just equals $E_Q f$, because $\text{spt } \sigma \subset Q \subset P_0$). For any cube $P \in D^{tr}$ define the function $\Delta_P f$ as follows:
\[
\Delta_P f = \sum_{P' \in \mathcal{C}(P) \setminus \{P\}} A_{P'}(f) 1_{P'},
\]
where
\[
A_{P'}(f) = \begin{cases} 
\left( \frac{\langle f \rangle_{P'} - \langle f \rangle_{P}}{\langle b \rangle_{P'}} \right) b & \text{if } P' \in D^{tr}, \\
\langle f \rangle_{P} b & \text{if } P' \not\in D^{tr}.
\end{cases}
\]
Notice that $P_0 \in D_{tr}^r$, since $\sigma(P_0) = \sigma(Q)$ and every non-transit cube $P$ has to satisfy $\sigma(P) \leq \sigma(H \cup T) \leq \delta_0 \sigma(Q)$. It is easy to see that

$$f = \sum_{P \in D_{tr}^r} \Delta_P f + E_{P_0} f$$

$\sigma$-a.e. and in $L^2(\sigma)$, and that

$$\sum_{P \in D_{tr}^r} \|\Delta_P f\|_{L^2(\sigma)}^2 + \|E_{P_0} f\|_{L^2(\sigma)}^2 \lesssim \|f\|_{L^2(\sigma)}^2.$$

See e.g. Section 5.4.4 of [26]. It will be convenient to exploit notation by redefining on the largest level $P_0$ the operator $\Delta_{P_0} f$ to be $\Delta_{P_0} f = f + E_{P_0} f$.

Going back to (A.8) we see that we need to control

$$\sum_{R \in D_{tr}^r} \int_R \int_{\ell(R)/2}^{\min(\ell(R), \ell(Q))} \left| \sum_{P \in D_{tr}^r} \tilde{\theta}_P \Delta_P f(x) \right|^2 \frac{dt}{t} d\sigma(x).$$

Given $R \in D_{tr}^r$, $R$ is $D(w)$-good, the $P \in D_{tr}^r$ summation is split in to the following four pieces:

1. $P$: $\ell(P) \leq \ell(R)$;
2. $P$: $\ell(P) \geq \ell(R)$ and $d(P, R) > \ell(R)\gamma \ell(P)^{1-\gamma}$;
3. $P$: $\ell(R) \leq \ell(P) \leq 2\ell(R)$ and $d(P, R) \leq \ell(R)\gamma \ell(P)^{1-\gamma}$;
4. $P$: $\ell(P) > 2\ell(R)$ and $d(P, R) \leq \ell(R)\gamma \ell(P)^{1-\gamma}$.

For future need we set

$$A_{PR} := \frac{\ell(P)^{\alpha/2} \ell(R)^{\alpha/2}}{D(P, R)^{m+\alpha}} \sigma(P)^{1/2} \sigma(R)^{1/2};$$

$$D(P, R) := \ell(P) + \ell(R) + d(P, R).$$

The following estimate by Nazarov–Treil–Volberg (see e.g. [25]) is extremely useful

$$\sum_{P \in D_{tr}^r} A_{PR} x_P y_R \lesssim \left( \sum_{P} x_P^2 \right)^{1/2} \left( \sum_{R \in D_{tr}^r} y_R^2 \right)^{1/2}$$

for every $x_P, y_R \geq 0$. For an easy reference, see pp. 159–160 in [26]. In particular, we have that

$$\left( \sum_{R \in D_{tr}^r} \left[ \sum_{P \in D_{tr}^r} A_{PR} x_P \right]^2 \right)^{1/2} \lesssim \left( \sum_{P} x_P^2 \right)^{1/2}.$$

The sums (1) and (2) are handled as follows. Notice that in (1) we have $\ell(P) < \ell(R) \leq \ell(P_0)$ so that $\int \Delta_P f d\sigma = 0$. Therefore, using the $y$-Hölder for $\tilde{s}_t$ we get

$$\tilde{\theta}_P \Delta_P f(x) \lesssim A_{PR} \sigma(R)^{-1/2} \|\Delta_P f\|_{L^2(\sigma)}, \quad (x, t) \in W_R,$$

where $W_R := R \times [\ell(R)/2, \ell(R))$. In the case (2), the size estimate for $\tilde{s}_t$ yields

$$|\tilde{\theta}_P \Delta_P f(x)| \lesssim \frac{\ell(R)^{\alpha}}{d(P, R)^{m+\alpha}} \sigma(P)^{1/2} \|\Delta_P f\|_{L^2(\sigma)}, \quad (x, t) \in W_R.$$
But this yields the same bound as in \( A.9 \), since here
\[
\frac{\ell(R)^\alpha}{d(P, R)^{m+\alpha}} \sigma(P)^{1/2} \lesssim A_P \sigma(R)^{-1/2}.
\]
To see this, notice that it is obvious if \( d(P, R) \geq \ell(P) \). In the opposite case note that \( d(P, R)^{m+\alpha} \gtrsim D(P, R)^{m+\alpha} \ell(P)^{-\alpha/2} (\ell(R)^{\alpha/2}) \). This is seen by combining the facts that \( d(P, R) > \ell(P)^{\gamma} \ell(P)^{1-\gamma} \), \( \gamma m + \gamma \alpha = \alpha/2 \) and \( D(P, R) \lesssim \ell(P) \). Thus, also in the case (2) the estimate \( A.9 \) holds. The cases (1) and (2) are therefore under control via the estimate
\[
\sum_{R \in \mathcal{D}_0^r} \left( \sum_{P \in \mathcal{D}^r} A_{PR} \| \Delta_P f \|_{L^2(\sigma)} \right)^2 \lesssim \sum_{P \in \mathcal{D}^r} \| \Delta_P f \|^2_{L^2(\sigma)} \lesssim \| f \|^2_{L^2(\sigma)}.
\]
The summation (3) is even easier. Using that \( P \) and \( R \) are both transit, \( t \sim \ell(P) \sim \ell(R) \) and the size estimate for \( \tilde{s}_t \) we see that
\[
|\tilde{\theta}_t \Delta_P f(x)| \lesssim t^{-m} \sigma(P)^{1/2} \| \Delta_P f \|_{L^2(\sigma)} \lesssim \sigma(R)^{-1/2} \| \Delta_P f \|_{L^2(\sigma)}, \quad (x, t) \in W_R.
\]
This can then easily be summed, since given \( R \) there are only finitely many \( P \) such that \( \ell(P) \sim \ell(R) \) and \( d(P, R) \lesssim \min(\ell(P), \ell(R)) \).

We move on to the main term (4). For each \( R \in \mathcal{D}_0^r \) satisfying that \( R \) is \( \mathcal{D} \)-good, \( R \subset P_0 \) and \( \ell(R) < 2^{-r-l(P_0)} \) we let \( P_{R,k} \in \mathcal{D}, k \in \{r, r+1, \ldots, \log_2[\ell(P_0)/\ell(R)]\} \), be the unique \( \mathcal{D} \)-cube satisfying that \( \ell(P_{R,k}) = 2^k \ell(R) \) and \( R \subset P_{R,k} \). Such a cube exists since \( R \) is \( \mathcal{D} \)-good. Moreover, since \( R \not\subset H \cup T \) then also \( P_{R,k} \not\subset H \cup T \) i.e. \( P_{R,k} \in \mathcal{D}^r \). We see that we only need to prove that
\[
\sum_{R \in \mathcal{D}_0^r: R \subset P_0, R \text{ is } \mathcal{D} \text{-good, } \ell(R) < 2^{-r-l(P_0)}} \int R \int_{\min(\ell(R), \ell(Q))}^{\log_2[\ell(P_0)/\ell(R)]} \sum_{k=r+1}^{\log_2[\ell(P_0)/\ell(R)]} |\tilde{\theta}_t \Delta_{P_{R,k}} f(x)|^2 \frac{dt}{t} \, d\sigma(x) \lesssim \| f \|^2_{L^2(\sigma)}.
\]
Recalling that all \( P_{R,k}, r \leq k \leq \log_2[\ell(P_0)/\ell(R)] \) are transit, we see using a standard calculation that \( \sum_{k=r+1}^{\log_2[\ell(P_0)/\ell(R)]} \tilde{\theta}_t \Delta_{P_{R,k}} f \) equals
\[
- \sum_{k=r+1}^{\log_2[\ell(P_0)/\ell(R)]} \log_2[\ell(P_0)/\ell(R)] \cdot B_{P_{R,k}-1} \tilde{\theta}_t (1_{\mathbb{R}^n \setminus P_{R,k-1}} b)
\]
\[
+ \sum_{k=r+1}^{\log_2[\ell(P_0)/\ell(R)]} \tilde{\theta}_t (1_{P_{R,k} \setminus P_{R,k-1}} \Delta_{P_{R,k}} f) + \frac{(f)_{P_{R,k}}}{(b)_{P_{R,k}}} b,
\]
where
\[
B_{P_{R,k}-1} = \langle \Delta_{P_{R,k}} f/b \rangle_{P_{R,k}-1} = \begin{cases}
\frac{(f)_{P_{R,k-1}}}{(b)_{P_{R,k-1}}} - \frac{(f)_{P_{R,k}}}{(b)_{P_{R,k}}}, & \text{if } r+1 \leq k < \log_2 \ell(P_0)/\ell(R), \\
(\frac{f}{b})_{P_{R,k}-1}, & k = \log_2 \ell(P_0)/\ell(R).
\end{cases}
\]
Let us start deciphering this by proving that the term

$$\Pi := \sum_{R \in D^r : R \subset P_0} |f|_{P_0}^2 a_P := \sum_{R \in D^r : R \subset P_0} \int_R \int_{t(R)/2} |\tilde{\theta}_t b(x)|^2 \frac{dt}{t} \, d\sigma(x).$$

is under control. We simply estimate

$$\Pi \lesssim \sum_{P \in D^r} |(f)_{P_0}|^2 a_P,$$

where $a_P$ is defined as above. We do not know whether this cube is transitive or not, but it shall not

$$\Pi \lesssim \|f\|_{L^2(\sigma)}^2.$$

To have $\Pi \lesssim \|f\|_{L^2(\sigma)}^2$, it is enough to verify the Carleson property of $(a_P)_{P \in D}$. To this end, let $S \in D$ be arbitrary. We have that

$$\sum_{P \in D : P \subset S} a_P \lesssim \sum_{R \in D^r : R \subset S} \int_{S \times (0, t(R))} |\tilde{\theta}_t b(x)|^2 \frac{dt}{t} \, d\sigma(x) \leq \int_{S \times (0, t(R))} |\tilde{\theta}_t b(x)|^2 \frac{dt}{t} \, d\sigma(x) = \int_S |\tilde{V}_{\sigma,Q} b(x)|^2 \, d\sigma(x) \lesssim \sigma(S),$$

since $\tilde{V}_{\sigma,Q} b(x) \lesssim 1$ for every $x \in \text{spt} \sigma$ by \ref{A.3}.

We are only left with some completely standard calculations (but we need to be slightly careful to use transitivity). So let us first control $|B_{P_{R,k-1}} \tilde{\theta}_t (1_{R^n \setminus P_{R,k-1}} b)(x)|$ for $(x, t) \in W_R$. Notice that $R \subset B(x, d(R, \partial P_{R,k-1})/2)$, since $d(R, \partial P_{R,k-1}) \geq 2^{\gamma(1-\gamma)} \ell(R) \geq C_d \ell(R)$ by having $r$ large enough to begin with. The point is that $B(x, d(R, \partial P_{R,k-1})/2) \not\subset H$. Moreover, we clearly have that $B(x, d(R, \partial P_{R,k-1})/2) \subset P_{R,k-1}$. Using these facts we get

$$|\tilde{\theta}_t (1_{R^n \setminus P_{R,k-1}} b)(x)| \lesssim \int_{B(x, d(R, \partial P_{R,k-1})/2)} \frac{\ell(R)\alpha}{|x - y|^{m+\alpha}} \, d\sigma(y) \lesssim \ell(R)\alpha \frac{d(R, \partial P_{R,k-1})^{-\alpha}}{\ell(P_{R,k-1})} \lesssim \left(\frac{\ell(R)}{\ell(P_{R,k-1})}\right)^{\alpha/2} \sim 2^{-\alpha k/2},$$

where we also used that $d(R, \partial P_{R,k-1}) \geq \ell(R)^{1/2} \ell(P_{R,k-1})^{1/2}$ (which follows since $R$ is $D$-good). Since $P_{R,k-1} \not\subset T$ we have

$$|B_{P_{R,k-1}} \sigma(P_{R,k-1}) \lesssim \left| \int_{P_{R,k-1}} B_{P_{R,k-1}} b \, d\sigma \right| = \left| \int_{P_{R,k-1}} \Delta_{P_{R,k-1}} f \, d\sigma \right| \leq \sigma(P_{R,k-1})^{1/2} \|\Delta_{P_{R,k}} f\|_{L^2(\sigma)}.$$

Combining these estimates we get for $(x, t) \in W_R$

$$\text{(A.10)} \quad |B_{P_{R,k-1}} \tilde{\theta}_t (1_{R^n \setminus P_{R,k-1}} b)(x)| \lesssim 2^{-\alpha k/2} \sigma(P_{R,k-1})^{-1/2} \|\Delta_{P_{R,k}} f\|_{L^2(\sigma)}.$$

Let us still estimate $|\tilde{\theta}_t (1_{P_{R,k}} \Delta_{P_{R,k}} f)(x)|$ for $(x, t) \in W_R$. Let $S \in \text{ch}(P_{R,k})$, $S \neq P_{R,k-1}$. We do not know whether this cube is transitive or not, but it shall not
matter. Indeed, we just estimate
\[
|\tilde{\theta}_1^2 (1 S \Delta_{P_{R,k}} f)(x)| \lesssim \frac{\ell(R)^\alpha}{d(R,S)^{m+\alpha}} \int_{P_{R,k}} |\Delta_{P_{R,k}} f(y)| d\sigma(y)
\]
\[
\lesssim \left( \frac{\ell(R)}{\ell(P_{R,k-1})} \right)^{\alpha/2} \frac{\sigma(P_{R,k})^{1/2}}{\ell(P_{R,k-1})^m} \|\Delta_{P_{R,k}} f\|_{L^2(\sigma)}
\]
\[
\lesssim 2^{-\alpha k/2} \sigma(P_{R,k-1})^{-1/2} \|\Delta_{P_{R,k}} f\|_{L^2(\sigma)},
\]
where we used that $\ell(S) = \ell(P_{R,k-1})$, $d(R,S)^{m+\alpha} \geq \ell(R)^{\alpha/2}\ell(S)^{\alpha/2}\ell(S)^m$ and the transitivity of $P_{R,k-1}, P_{R,k}$. So $|\tilde{\theta}_1^2 (1 P_{R,k}\setminus P_{R,k-1} \Delta_{P_{R,k}} f)(x)|$ satisfies the same estimate as in (A.10).

We are done with the proof if we can control the summation
\[
\sum_{R \in \mathcal{D}_0 : R \subset P_0} \sum_{R \text{ is } D\text{-good}} \sigma(R) \sum_{k=\tau+1}^{\log_2[\ell(P_0)/\ell(R)]} 2^{-\alpha k/2} \sigma(P_{R,k-1})^{-1/2} \|\Delta_{P_{R,k}} f\|_{L^2(\sigma)}^2.
\]
Using a summation argument that appears in p. 9 in [15] we dominate this by
\[
\sum_{P \in \mathcal{D}^{nc}} \|\Delta_{P} f\|_{L^2(\sigma)}^2 \lesssim \|f\|_{L^2(\sigma)}^2.
\]
\[\square\]
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