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Significant optical engineering advances at the University of Arizona are being made for design, fabrication, and construction of next-generation astronomical telescopes. This summary review paper focuses on the technological advances in three key areas. First is the optical fabrication technique used for constructing next-generation telescope mirrors. Advances in ground-based telescope control and instrumentation comprise the second area of development. This includes active alignment of the laser truss-based Large Binocular Telescope (LBT) prime focus camera, the new MOBIUS modular cross-dispersion spectroscopy unit used at the prime focal plane of the LBT, and topological pupil segment optimization. Lastly, future space telescope concepts and enabling technologies are discussed. Among these, the Nautilus space observatory requires challenging alignment of segmented multi-order diffractive elements. The OASIS terahertz space telescope presents unique challenges for characterizing the inflatable primary mirror, and the Hyperion space telescope pushes the limits of high spectral resolution, far-UV spectroscopy. The Coronagraphic Debris and Exoplanet Exploring Pioneer (CDEEP) is a Small Satellite (SmallSat) mission concept for high-contrast imaging of circumstellar disks and exoplanets using vector vortex coronagraph. These advances in optical engineering technologies will help mankind to probe, explore, and understand the scientific beauty of our universe.
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Introduction

Astronomical advances are largely coupled with technological improvements. From the invention of the first optical telescope used by Galileo in 1609 and through the foreseeable future, astronomy and optical engineering are forever linked. In this paper, several advances are summarized that will enable future telescopes to probe and expand our scientific understanding of the universe.

To begin, Section Deterministic computer controlled optical surfacing technologies covers optical fabrication
and manufacturing process optimization technologies. Fabrication of large optics is an extremely time-consuming process due to the large size and high-accuracy requirements\textsuperscript{1−4}. For example, polishing each segment of the Giant Magellan Telescope (GMT) to the specified accuracy consumed about one year. Modern precision optical surfaces are manufactured with Computer Controlled Optical Surfacing (CCOS) processes\textsuperscript{5−7}, such as small-tool polishing\textsuperscript{5,6}, bonnet polishing\textsuperscript{7}, magnetorheological finishing, ion beam figuring\textsuperscript{8,9}, etc. With these systems, there are two main categories of methods for improving polishing efficiency: increasing the material removal rate and minimizing the total dwell time. In this section, both categories are addressed. The mathematical theory of multiplexed two CCOS runs for simultaneous use of two polishing tools has been developed\textsuperscript{8}. Dwell time optimization is demonstrated via Robust Iterative Fourier Transform-based dwell time Algorithm (RIFTA)\textsuperscript{8}. These emerging technologies provide opportunity to increase speed and reduce cost of large optics manufacturing.

Section Very large telescope control system, instrument, and segmentation summarizes optical engineering technology developments for very large telescopes. As a first example, the Large Binocular Telescope (LBT) team is developing a laser-truss based alignment system for maintaining telescope collimation and pointing\textsuperscript{10,11,12}. The laser truss metrology system, able to measure the relative position of optics in six degrees of freedom, is the first of its kind to be implemented on large, ground-based telescopes. A second innovation for the LBT system is an instrument package referred to as MOBIUS (Mask-Oriented Breadboard Implementation for Unscrambling Spectra). The MOBIUS system adds cross-dispersion capability to the existing LUCI (LBT Utility Camera in the Infrared) near infrared (NIR) imagers and spectrographs\textsuperscript{13}. By inserting the MOBIUS module, we extend simultaneous coverage down to 0.32 μm by binocular observations with one MODS (The Multi-Object Double Spectrographs) and one LUCI. The final example discussed in Section Very large telescope control system, instrument, and segmentation is segmentation of primary mirror apertures. A pinwheel aperture segmentation is a promising approach which obtains a point spread function (PSF) with enhanced axial symmetry. This is modeled using Fraunhofer diffraction theory with the Python-based POPPY simulation tool\textsuperscript{14}.

Section Future space telescope concepts and enabling technologies introduces some next generation space telescope concepts. The multi-order diffractive engineered (MODE) lens is a novel optical element that is lightweight, achromatic across a large spectrum and has more relaxed tolerances than mirror segments of a similar size\textsuperscript{15−19}. The Nautilus Space Observatory concept provides a new solution utilizing the transmissive MODE lens segments. Our group has developed both a mechanism to align MODE lens segments\textsuperscript{20} and an in-process metrology system to monitor the lens alignment while the segments are being bonded together\textsuperscript{21}. The Orbiting Astronomical Satellite for Investigating Stellar Systems (OASIS) is a proposed terahertz space observatory that will explore the role of water in the evolution of planetary systems and features a 20-meter diameter primary mirror, which is obtained by using inflatable membrane technology\textsuperscript{22−24}. By pressurizing one transparent and one metallized membrane sealed around a rigid tensioning ring, a lenticular surface with immense light-collecting power can be obtained. We present a metrology technique for measuring the surface figure of such novel inflatable mirrors\textsuperscript{25}. At the other end of the optical spectrum, the next generation UV space telescope concept, Hyperion, is designed to examine the origin of the star formation\textsuperscript{26}. At the atomic-to-molecular interstellar boundary layer, the fuel for star formation (SF) exists in a state of H2. Both the reflective telescope and cross-dispersion instrumentation design using freeform optics are presented. The Coronagraphic Debris and Exoplanet Exploring Pioneer (CDEEP) is a SmallSat mission concept for high-contrast imaging of circumstellar disks and exoplanets. CDEEP is equipped with a vector vortex coronagraph (VVC) to achieve the contrast necessary to resolve debris disks in scattered light at visible wavelengths (<10\textsuperscript{−6} with post processing). This instrument will enable the classification of transport-dominated debris disks by measuring the albedo, composition, and morphology with extreme sensitivity. The design of the CDEEP mission and associated vacuum compatible high-contrast imaging testbed are documented in Maier et al\textsuperscript{27}.

The authors acknowledge that this invited summary paper is significantly based on and directly overlaps with many parts of a previous conference publication\textsuperscript{28}. The goal of this extended review article is to provide comprehensive details and substantial updates with additional/reorganized materials presenting the latest optical engineering technology developments conducted at the University of Arizona.
Deterministic computer controlled optical surfacing technologies

Fabricating the large, complicated optical surfaces required by future telescopes is continuously being improved with innovative techniques to reduce cost and time. In this section, two approaches are discussed. Simultaneous polishing with multiple tools of different sizes provides a holistic approach to polishing because tool size is related to the spatial frequency of the surface errors that can be corrected. The other method, dwell time optimization, improves the efficiency of the removal by spending more effort on the high surface and minimizing time spent in regions with low error. Both techniques help make future telescopes a reality.

Dual-tool multiplexed polishing model for computer controlled optical surfacing

Many future telescope system designs utilize non-trivial optical surfaces and components such as freeform lens or mirrors in order to control the aberrations especially for wide field of view systems. Those precision optics manufacturing efficiency can be significantly improved if multiple fabrication tools are adopted simultaneously in a single polishing process. For instance, the Large Polishing Machine (LPM) in Fig. 1 consists of two tools with different sizes. A 1.2 m diameter stressed lap (labelled Tool1) and a 0.3 m diameter non-Newtonian lap (labelled Tool2) have been used in the LPM to ensure adequate removal for the Large Synoptic Survey Telescope (LSST) and GMT. They can be controlled simultaneously and independently during a single CCOS run.

In order to accelerate the polishing process speed, a dual-tool multiplexing polishing model enabling simultaneous running of the two polishing heads was developed. The convolutional material removal model of an individual tool is defined as

\[ Z(x, y) = R(u, v) * (T(x, y) \times V(x, y) \times P(x, y)) \] (1)

where "***" represents the convolution operator; \( Z(x,y) \) is the removed material distribution, which is equal to the convolution between the basic Tool Influence Function (TIF) \( R(u,v) \) and the product of the dwell time \( T(x,y) \), the velocity \( V(x,y) \), and the contact pressures \( P(x,y) \). Equation (1) is still valid in the dual-tool multiplexing model. Moreover, since the material removed at a certain dwell point in the single-tool model is required to be identical to that in the dual-tool model, the following boundary condition BC (BC-1) should be fulfilled,

\[ BC-1: Z_1'(x, y) \equiv Z_1'(x, y) \text{ and } Z_2'(x, y) \equiv Z_2'(x, y), \] (2)

where \( Z_1'(x, y) \) and \( Z_2'(x, y) \) represents the material removed by \( R_1 \) (the basic TIF of Tool1) and \( R_2 \) (the basic TIF of Tool2) at \( (x, y) \) in the single-tool model, respectively; \( Z_1''(x, y) \) and \( Z_2''(x, y) \) represents the material removed by \( R_1 \) and \( R_2 \) at \( (x, y) \) in the dual-tool model, respectively. Since \( R_1 \) and \( R_2 \) remain invariant, Eq. (2) can be further transformed into

\[
\begin{align*}
T_1' \times V_1' \times P_1' &= T_1'' \times V_1'' \times P_1'', \\
T_2' \times V_2' \times P_2' &= T_2'' \times V_2'' \times P_2'',
\end{align*}
\] (3)

where \( T_1', V_1' \) and \( P_1' \) are the dwell time, the velocity, and the contact pressure of Tool1 in the single-tool model, respectively; and \( T_2', V_2' \) and \( P_2' \) are the dwell time, the velocity, and the contact pressure of Tool2 in the single-tool model, respectively. Similarly, \( T_1'', V_1'', P_1'' \), \( T_2'', V_2'', P_2'' \) are the corresponding parameters for Tool1 and Tool2 in the dual-tool model.

Since LPM works in workpiece rotation mode (see Fig. 1), the simultaneous run of the two tools requires the dwell time for each individual tool to be synchronized. This is achieved by setting one tool (e.g. Tool1) as the primary tool so that its dwell time and velocities remain invariant, i.e.

\[
\begin{align*}
T_1'(x, y) &= T_1''(x, y), \\
V_1'(x, y) &= V_1''(x, y)
\end{align*}
\] (4)

In addition, during simultaneous polishing, Tool1 and Tool2 are placed at the opposite locations (i.e. 180°). Therefore, \( T_2'' \) can be calculated with the machine-specific BC (BC-2) as

\[ BC-2: T_2''(x, y) = \text{rotate}(T_2', x, y), 180°. \] (5)

It is worth mentioning that the separation angle between Tool1 and Tool2 can be arbitrary. The 180° is
As the contact pressure is often set as constants, all of the parameters for the dual-tool model are now synchronized. However, $V^m_2(x, y)$ obtained from Eq. (6) may exceed the maximum velocity allowed by the polishing machine. Therefore, the Velocity Adjustment Algorithm (VAA) shown by the algorithm in Fig. 2 is employed to constrain the velocities under the valid range. VAA adjusts the velocities of Tool2 and Tool1 in two loops, respectively. In the first loop, $V^m_2(x, y)$ is clamped to the $V^{max}_2$ if it is over the range, and $T^m_2(x, y)$, $T^{1}_2(x, y)$ and $V^m_2(x, y)$ are updated accordingly. Similarly, in the second loop, $V^m_1(x, y)$ is clamped to the $V^{max}_1$ if it is over the range, and $T^m_1(x, y)$, $T^{1}_1(x, y)$ and $V^m_1(x, y)$ are updated accordingly.

The performances of the single-tool sequential polishing and dual-tool simultaneous polishing are studied using a simulated surface error map in shown in Fig. 3, where Figs. 3(a) and 3(b) are the results of two sequential single-tool runs. The figure error is reduced from 1.72 $\mu$m RMS to 184.9 nm RMS after processed by Tool1 (see Fig. 3(a)), which is then further decreased to 3.4 nm RMS by Tool2 shown in Fig. 3(b). The total dwell time of the sequential runs is 22.62 ˚ + 36.54 = 59.16 h.

In the dual-tool multiplexed model, two tool-feed modes are tested, namely the in-out mode shown in Figs. 3(d) and 3(f) and the in-in mode shown in Figs. 3(c) and 3(e). The in-out mode is generally applicable to any dual-tool polishing scenario, because Tool1 and Tool2 move in the same direction and the tool collision can be avoided.

The in-in mode has the potential problem of tool collision, however, it can also be applied for the GMT on-axis segment here, since this problem is automatically resolved because of the hole at the mirror’s center. Tool1 is selected as the primary tool in the dual-tool polishing, so that the parameters of Tool2 (i.e. the dwell time and velocities) are adjusted and synchronized with those of Tool1. The performances of the in-in and the in-out feed modes are studied with equal-angle and equal-arc-length path types, respectively. With the equal-angle paths, as shown in Figs. 3(c) and 3(d), the in-in feed mode achieves 29.26 h, which is shorter than that (37.08 h) of the in-out feed mode. Compared with the single-tool sequential result, the polishing efficiency is improved by 50.54% with the in-in mode.

The two feed modes with the equal-arc-length paths are further demonstrated in Figs. 3(e) and 3(f). The total dwell time of the in-in feed mode shown in Fig. 3(e) is 29.26 h, which achieves a similar residual error as those in Figs. 3(c) and 3(d). It is worth mentioning that, however, the in-out feed mode cannot be applied with the equal-arc-length path as shown in Fig. 3(f), since the two tools have different radial positions at any instant so that the arc lengths cannot be equal.

In a word, the multiplexed dual-tool deterministic polishing model can enable the efficient polishing of large optics. Also, the dual-tool multiplexing model can be further extended to an N-tool model multiplexing N tools, in which case the polishing efficiency can be further improved.

**Robust iterative Fourier transform-based dwell time algorithm for CCOS**

One of the most essential numerical optimization problems of a CCOS process is to optimize the dwell time which controls how much time a tool dwells at a certain position on the surface of a workpiece. The dwell time optimization is guided by the convolutional polishing model,

$$z(x, y) = b(x, y) * t(x, y),$$

(7)

where “*” represents the convolution operation, $b(x, y)$ is the Tool Influence Function (TIF), $z(x, y)$ is the removed material, and $t(x, y)$ is the dwell time. $z(x, y)$ and $b(x, y)$ are known, $t(x, y)$ is thus calculated via deconvolution, which is an ill-posed operation that may not result in a reliable and unique solution of $t(x, y)$.

---

1: procedure: VAA $(V^m_1)$, $(V^m_2)$, $(T^m_1)$, $(T^m_2)$
2: $[m, n] \rightarrow \text{rows}(V^m_1), \text{cols}(V^m_2)$
3: while $y < m$ and $x < n$ do $\triangleright$ Adjust $V^m_1$ and $T^m_1$
4: if $V^m_1(x, y) > V^{max}_1$ then
5: $V^m_1(x, y) \leftarrow V^{max}_1$
6: $T^m_1(x, y) = T^m_1(x, y) \times V^m_1(x, y) V^m_2(x, y)$
7: $T^m_1 \rightarrow \text{rotate}(T^m_1, 180^\circ)$ $\triangleright$ Eq.(5)
8: $V^m_1 \leftarrow V^m_1 \times T^m_1 / T^m_2$ $\triangleright$ Eq.(6)
9: while $y < m$ and $x < n$ do $\triangleright$ Adjust $V^m_1$ and $T^m_1$
10: if $V^m_1(x, y) > V^{max}_1$ then
11: $V^m_1(x, y) \leftarrow V^{max}_1$
12: $T^m_1(x, y) = T^m_1(x, y) \times V^m_1(x, y) V^m_2(x, y)$
13: $T^m_1 \rightarrow \text{rotate}(T^m_1, 180^\circ)$ $\triangleright$ Eq.(5)
14: $V^m_1 \leftarrow V^m_1 \times T^m_1 / T^m_2$ $\triangleright$ Eq.(6)

---

Fig. 2 | Flow of velocity adjustment algorithm. Figure reproduced with permission from ref.6, Optical Society of America.
Due to the conflicting boundary conditions (i.e., BC-1 and BC-2) with the given tool path quantization, the multiplexed run parameters cannot be computed.

Fig. 3 | The results of simulation: (a–b) two sequential single-tool runs using Tool$_1$ followed by Tool$_2$, (c) in-in feed with equal-angle path, (d) in-out feed with equal angle path, (e) in-in feed with equal-arc-length path, and (f) in-out feed with equal-arc-length path. Figure reproduced with permission from ref.6, Optical Society of America.
(1) implies that, to achieve the desired figure in a Clear Aperture (CA), \( t(x, y) \) should be optimized on a Dwell Grid (DG) which is larger than the outline perimeter of the CA with the radius of \( b(x, y) \). A reliable \( t(x, y) \) solution should fulfill three requirements. First, it should be non-negative, since CCOS techniques usually do not have the material adding capability. Second, it should minimize the estimated residual in the CA with the shortest total dwell time to guarantee the fabrication efficiency. Third, the computation time of \( t(x, y) \) should be reasonable.

Three categories of dwell time optimization algorithms, namely the matrix-based algorithms, the Bayesian algorithm, and the Fourier transform-based algorithm, that partially fulfill these requirements have been attempted. The matrix-based algorithms modeled the deconvolution in an algebraic way, where \( t(x, y) \) is solved from an over-determined linear system. Since the matrix is ill-conditioned and rank-deficient, \( t(x, y) \) is always unsmooth, unless certain constraints are added. However, the introduction of constraints makes the linear system much more complicated which cannot be efficiently solved when the measurement scale is large. The Bayesian algorithm assumes a Poisson distribution of \( t(x, y) \) and a uniform distribution of \( z(x, y) \), from which \( t(x, y) \) is solved via the Richardson-Lucy algorithm. This algorithm automatically guarantees the non-negativity of \( t(x, y) \), however, it contains a regularization hyper-parameter, which is hard to tune in practice. The Fourier transform-based algorithm is very computationally efficient since deconvolution is transferred to pointwise division in frequency domain by the Fast Fourier Transform (FFT) algorithm as

\[
\hat{t}(u, v) = F^{-1} \left[ \frac{\hat{Z}_d(u, v)}{\hat{B}(u, v)} \right],
\]

where \( F^{-1} \) represents the inverse Fourier transform, \( \hat{Z}_d(u, v) \) is the Fourier transform of the desired removal on the dwell grid, \( \hat{B}(u, v) \) is the Fourier transform of the TIF \( b(x, y) \). However, the close-to-zero frequencies during the division may amplify the noise and a thresholded inverse filtering step is introduced as

\[
t(x, y) = F^{-1} \left[ \frac{Z_d(u, v)}{B(u, v)} \right],
\]

where \( \gamma \) is the threshold value and

\[
B(u, v; \gamma) = \begin{cases} 
  B(u, v), & \|B(u, v)\| > \gamma \\
  \gamma, & \text{otherwise}
\end{cases}.
\]

This threshold value again, becomes a hyper-parameter that is usually chosen by trial-and-error.

Based on the Fourier transform-based algorithm, we proposed a Robust Iterative Fourier Transform-based dwell time Algorithm (RIFTA) that fulfills all the three characteristics of dwell time mentioned above while maintains FFT’s high computational efficiency. First, the Nelder-Mead algorithm was employed to directly search the optimal threshold \( \gamma \) for the thresholded inverse filtering. Second, a two-level iterative scheme was proposed to guarantee the non-negativity of the dwell time with the minimal increase in the total dwell time. Third, bicubic resampling was introduced to flexibly adapt the calculated dwell time to any machining intervals in a real CCOS process. The algorithm flow of RIFTA is given in Algorithm 1, which is briefly explained in the followings. Details of RIFTA can be found in ref. 9.

**Finding the optimal \( \gamma \).** We define a residual map \( z_r \) to be the difference between the desired removal \( z_d \) and the removed material \( z(x, y) \) as

\[
z_r = z_d - z.
\]

The effectiveness of \( t(x, y) \) can be quantitatively evaluated by-interrogating the Root Mean Square (RMS) of \( z_r \), as \( \text{RMS}[z_r] \). The optimal \( \gamma \) can be found from an unconstrained optimization problem as

\[
y_{\text{opt}} = \underset{\gamma}{\arg\min} \text{RMS}[z_r(x, y)].
\]

Substituting Eqs. (7), (9) and (11) to Eq. (12), the optimization objective can be reformulated as

\[
y_{\text{opt}} = \underset{\gamma}{\arg\min} \text{RMS} \left\{ z_d(x, y) - b(x, y) * F^{-1} \left[ \frac{Z_{DG}(u, v)}{B(u, v)} \right] \right\}.
\]

It can be observed that the optimization space in Eq. (13) is not smooth due to the thresholding and cropping operations. Its gradients thus cannot be calculated so that any derivative-based optimization algorithms can hardly be applied. In RIFTA, as shown in Line 8 in the RIFTA algorithm in Fig. 4, the Nelder-Mead algorithm is applied to directly search \( y_{\text{opt}} \). The initial guess \( y_{\text{init}} \) is obtained as the ratio between \( \text{RMS}[z_d] \) and \( \text{RMS}[z_r] \) when \( \gamma = 1.0 \).

**Two-level iterative scheme.** If the smallest entry of \( z_d \) is outside the CA, to ensure the non-negativity of \( t \), a constant piston should be added to offset the smallest entry in the DG. This operation, however, will inadvertently increase the total dwell time. Therefore, in RIFTA,
as shown by Lines 6 – 16 in Algorithm (Fig. 4), the inner iterations only depend on the residuals in the CA, i.e. $z_{r,ca}$, to adjust the pistons in the DG. In each iteration, $z_{0}$ is only offset by a piston of $\min \{z_{r,ca}\}$, where $\min \{\cdot \}$ represents the minimum entry in “.”. The negative entries in the calculated $t$, as shown in Line 9, are set as zeros in Line 10. In this way, $z_{0}$ is always guaranteed to be adjusted by the smallest pistons during the iterative updates. As shown in Line 15, these inner iterations are performed until the Standard Deviation (STD) of the difference between the current and the previous residuals in the CA is less than the threshold $\text{std}_t$ or the maximum number of iteration $\text{max}_it$ is reached. The outer iterations are then added to tune the size of the DG, since we found that a much smaller DG is sufficient to obtain the desired $z_{r,ca}$, while the total dwell time is significantly reduced. As shown in Algorithm 1, starting from $s = \lfloor r_{0}/2 \rfloor$, the outer iterations keep searching for the smallest $s$ that fulfills the same stopping criteria as the inner iterations.

Bicubic resampling. To enable the flexibility of having different sampling intervals between metrology and fabrication hardware, we use bicubic resampling to downsample $t$ to any required machining intervals that a CCOS process requires. As shown in Fig. 5, the algorithmic accuracy is not affected by this resampling scheme.

The performance of RIFTA is evaluated on real measurement data shown in Fig. 5(a), where a rectangular flat mirror is measured with 0.12 mm sampling interval using the sub-aperture stitching interferometry platform\textsuperscript{41}. The size of the CA is set as 200 mm × 5 mm. The initial figure error in the CA is 167.02 nm Peak-to-Valley (PV) and 38.39 nm RMS. We use a Gaussian TIF with the peak removal rate of 1 nm/s and a radius of 5 mm so that the initial DG size is 210 mm × 15 mm.

Figures 5(b–f) shows the different dwell time calculation results. The corresponding estimated residuals in the CA are given in Figs. 5(g–k). Without using RIFTA, as shown in Figs. 5(b) and 5(g), the total dwell time is 3411.32 mins while the residual in the CA remains at 8.44 nm RMS using $\gamma_{ini} = 1.6709 \times 10^{6}$, which indicates that the calculated dwell time is far from the optimal solution. After $y$ is optimized as $\gamma_{opt} = 1.6650 \times 10^{6}$, the

```
Algorithm 1. RIFTA dwell time algorithm
1: procedure RIFTA (zd, b, CA, std_t, max_it)
2:     rb ← radius of b, s ← \lfloor rb/2 \rfloor
3:             it ← 0, zr_ca ← Inf
4:    ... & 10)
5: Eq.(7)
6: Eq.(11)
7: Residual in CA
8: Resample t
9: 1: procedure RIFTA (zd, b, CA, std_t, max_it)
10:   s = \lfloor rb =2 \rfloor
11: \gamma_{opt} = 1.6650 \times 10^{6}
12: = \lfloor rb/2 \rfloor
13: ... & 10)
14: \gamma_{ini} = 1.6709 \times 10^{6}
15: while STD[z_{r,ca} - z_{r,ca}^{min}] > std_t and it < max_it
16:     s ← s + 1
17: while STD[z_{r,ca} - z_{r,ca}^{min}] > std_t and s < r_{0}
18:     t = Bicubic_Resampling(f)
19: return t
```

Fig. 4 | Flow of RIFTA dwell time algorithm.

**Fig. 5** (a) Initial surface error map from real measurement, (b–f) dwell time calculation results, and (g–k) estimated residuals in the CA without using RIFTA (b, g), adding $y$ optimization (c, h), adding inner iterations (d, i), adding outer iterations (e, j), and resampling to 1 mm (f, k).
RMS of the residual in the CA reduces to 0.47 nm as shown in Fig. 5(h). The total dwell time shown in Fig. 5(c) is similar to that in Fig. 5(b). Afterwards, the inner iterations are employed to shorten the dwell time. Fig. 5(d) shows that the inner iterations bring the total dwell time down to 584.28 mins with an equally good residual in Fig. 5(i). As shown in Figs. 5(e) and 5(j), the dwell time is further reduced to 479.08 mins after the outer iterations for the DG size optimization. The minimized DG size is 207.4 mm × 12.6 mm. The final dwell time, as shown in Fig. 5(f), is obtained by downsampling Fig. 5(e) to 1 mm sampling interval by bicubic resampling. The final estimated residual in the CA shown in Fig. 5(k) is not affected by the resampling operation, which proves that RIFTA is an effective dwell time optimization algorithm for CCOS processes.

Very large telescope control system, instrument, and segmentation

Large, ground-based telescopes dominate modern astronomy. The heritage and lessons learned from these systems create the foundations for future telescopes. In this section, three areas are discussed. The first two, alignment system and cross-dispersion science module, will enable the Large Binocular Telescope (LBT) to produce new and more accurate astronomical observations. The third topic proposes design improvements to telescope mirror segmentation and secondary mirror obscurations created by the support structures.

Large binocular telescope prime focus camera alignment using laser truss alignment system

The Telescope Metrology System measures changes in distance between various points around the primary mirror and retroreflectors fixed to the prime focus camera (LBC), forming a system of laser trusses to determine the “pose” (relative positioning and orientation) of the primary mirror shown in Fig. 6 to LBC prime focus configuration. Each laser truss consists of measurement arms extending from collimators positioned around the primary mirror cell to retroreflectors on the LBC, as shown in Fig. 7. An absolute distance measuring interferometer, the Etalon Absolute Multiline Technology (EAMT), measures laser truss leg lengths with micron-level accuracy over a 10 meter baseline about once every ten seconds. To determine the pose of the optical elements, an inverse kinematic analysis based on the Stewart-Gough hexapod platform is performed on laser truss lengths. With the pose computed, necessary positioning and rotation corrections may be commanded on the primary mirror to improve collimation and pointing.

The ability of the TMS to measure the relative position and orientation of the primary mirror was validated using incremental motion commanded on the primary mirror, spanning the full range of motion for normal telescope operation. Results for measured Rx motion are presented in Fig. 8. The maximum deviation between the calculated pose and the telescope controls was 1.7 μm in lateral motion (X, Y, Z) and 0.1 arcsec in rotational motion (Rx, Ry, Rz), which are within the expected range of deviation given the TMS measurement accuracy.

To further verify the validity of the TMS functionality, measured primary mirror position and orientation data were incorporated into an optical model for optical aberration and image quality analysis. For commanded rotations about X, or Rx motion, Zernike coefficients for
both horizontal and vertical first-order coma were determined as shown in Fig. 8. Both on-axis and off-axis fields were considered in this analysis, where the field was increased parallel to Z7 horizontal coma. The anticipated field-dependence is exhibited in Z7 magnitude at off-axis field positions. Vertical coma, Z8, exhibits no field-dependence with primary mirror Rx rotation as the aberration is oriented perpendicular to the increase in field. Primary functionality of the TMS has been successfully demonstrated at prime focus for monocular mode.

The Telescope Metrology System has begun transitioning from “concept testing” and prototyping on LBT to implementation as an integrated part of the Telescope Control System (TCS). As such, emphasis has shifted from solely focusing on accuracy to include system reliability and error handling. In its simplest possible configuration, the TMS consists of nine metrology channels from the right side (DX) primary mirror to three retroreflectors on the LBC red channel. Various system attributes are undergoing refinement during this stage, including: upgrading collimator optics and mount; implementing optical path difference (OPD) corrections to vacuum length; implementing inverse kinematic pose calculations; implementing software error handling; and developing robust and reliable software interaction with the metrology system and telescope.

Achromatic fiber collimators are critically important when using the EAMT system. For monochromatic collimators, the metrology waveband (1532 +/- 70 nm) and the alignment waveband (633 nm) produce very different beam diameters at a distance of 10 meters. To combat this problem, an achromatic collimator was designed to mitigate alignment difficulty. Larger diameter collimators are also being standardized for the TMS, as they improve the beam-walk tolerance and increase the contrast interference signals, improving overall robustness. Besides hardware improvements, enhancements to system calibration in software the OPD of the laser truss path length varies with temperature, pressure, humidity, and CO2 content, with the temperature contribution presenting the dominant effect. Utilizing telemetry from the observatory sensors, Ciddor corrections are applied to optical path length to perform a “vacuum” correction.

To improve the robustness and error handling capabilities of the TMS, the LBTO software group has implemented an TCP/IP (transmission control protocol/internet protocol) software interface, enabling network communication to the EAMT unit via the TCP server. An experimental code has been developed to take...
measurements, manage interactions between the metrology system and the telescope, and send pose-corrections to the primary mirror. The core functionality of this code is focused on transforming raw channel length measurements to a final “change of pose” vector, which is first adjusted for various telescope instrument offsets, then sent to the TCS as the final correction vector. A schematic outlining the primary functional components of the TMS software is shown in Fig. 9.

First, a pose vector is computed from raw lengths received. Then we subtract the most recent reference pose, the pose measured following the last active-optics cycle using Focal Plane Image Analysis (FPIA). The change of pose is then further processed to combine various terms such as prime focus camera guiding corrections, PSF instrument offsets, as well as primary mirror bending terms, etc. to obtain the final correction to send to TCS. Following some pending requirements review and on-sky commissioning, we are nearly ready to deploy the software for routine use on the LBT. Currently, the TMS team is working to produce a comprehensive hardware and software metrology package to support ongoing LBC operations. The system has proven successful in passive tests, running in parallel with science observations without sending corrections. Next, the system must complete on-sky commissioning during telescope engineering time. The key benchmarks that the TMS must meet are reliability, accuracy, and operability.

**MOBIUS: Cross-dispersion module for Large Binocular Telescope (LBT)**

The MOBIUS (Mask-Oriented Breadboard Implementation for Unscrambling Spectra) is a plug-in module (Fig. 10) which will be placed at the focal plane of LBT to provide cross-dispersion for LUCI\(^1\). This module disperses the input slit images in the perpendicular direction to the existing grating to cover \(zJHK\) bands simultaneously (Fig. 11) with a single LUCI. As every optical element will be installed inside of current LUCI’s slit mask frame, using MOBIUS requires no modifications to current instrument settings. Since MOBIUS consists of two identical cross disperser modules, it will also provide sky subtraction by dithering between source and sky position.

A key optical requirement of MOBIUS is retaining image quality despite the insertion of the module. To verify

---

**Fig. 9** | Schematic presenting the major steps in transforming raw channel length measurements to a “change of pose” correction vector. The core functionality of the TCP/IP software lies in the shaded, starred box. Figure reproduced with permission from ref.\(^12\), SPIE.

**Fig. 10** | (a) Optical layout of MOBIUS. Each MOBIUS module consists of a right-angle mirror, a spherical mirror as collimator, and a dispersing prism which is made of Strontium titanate (SrTiO\(_3\)). The incident beam from LBT will be deflected by the right-angle mirror near the focal plane. (b) As MOBIUS will utilize existing slit mask frame, it requires no modification to current LUCI hardware settings. Figure reproduced with permission from ref.\(^13\), SPIE.
that the image quality is not degraded, we compared the RMS spot radius at the focal plane of the LBT and the ensquared energy at the detector plane (Fig. 12). From simulations, the RMS spot radius increased in every band after MOBIUS was introduced, however, this spot is still smaller than the expected size delivered from the telescope, which is 150 μm at focal plane. (Fig. 12(a)) Further, the greatest difference in half width distance for 90% fraction ensquared energy is also about 2 μm which is smaller than a pixel size of detector which is 18 μm (Fig. 12(b)). These results demonstrate that the MOBIUS can expand wavelength coverage of a single LUCI while generating negligible variation in optical performance.

Currently the MOBIUS optics elements are fabricated (Fig. 13(a)) and frame modeling for prototype is done (Fig. 13(b)).

Innovative pinwheel pupil solution for future telescope application

As early as 1941, Werenskiold, an amateur astronomer and telescope builder has recorded that curved spiders on secondary mirror could greatly improve the quality of the planetary observation, followed by similar experimental results from Couder (1952) and Everhart and J. Kantorski (1959). Until 1984, Richter provided a detailed Fraunhofer diffraction calculation mathematically and proved that a thin, circular arc obscuration with an angle of $\phi$ lying in the aperture plane can spread out the flares with the same angle $\phi$ in the both sides in the aperture plane.
diffraction patterns, shown in Fig. 14.

The previously-mentioned research\textsuperscript{43-45}, the secondary mirror spiders from Harvey and Ftaclas (1995)\textsuperscript{47}, apodized pupils with spatially varying transmission functions\textsuperscript{48}, and the diffraction noise caused by straight edges and gratings of hexagonal segment topology\textsuperscript{49} indicated that the curved-sided segments might be a good alternative for future large telescopes design. Comparing to the high-contrast imaging systems with hexagonal segmented design and delicate instrument for current and future ground- and space-based telescopes\textsuperscript{50}, Breckinridge suggested a KISS (Keep It Simple for Space) rule with pinwheel pupil concept for space telescope design\textsuperscript{51}. Such concept can reduce the number of optical surfaces, reduce the complexity (active wavefront control or apodized aperture) of the overall system, and then further reduce the cost for future mission. In 2018, Breckinridge and Harvey summarized the previous work, and proposed a pinwheel pupil solution\textsuperscript{49} with digitally simulated results showing without narrow continuous flares and spikes\textsuperscript{52}.

In this section, we compare the point spread function (PSF) of a pinwheel pupil (curved edges) and that of a keystone pupil (straight edges) and further illustrate how the curvature of the spokes in the pinwheel pupil plane can impact the PSF in the image plane. The discrete matrix Fourier Transform analysis is performed by Physical Optics Propagation in Python (POPPY)\textsuperscript{53,54}, a Python library primarily developed by a team of astronomers at the Space Telescope Science Institute. The investigated pupils are shown in Fig. 15, and they are circular, circular with central obscuration, keystone, Pinwheel 180, Pinwheel 360, and Pinwheel 540 pupil. The numerical number indicated after each pinwheel pupil is the total degree of the curved spokes, in order to meet the bow-tie/searchlight effect spreading the light in 360 degree effect\textsuperscript{46,49,53}, following the pinwheel pupil prescription from Breckinridge and Harvey\textsuperscript{52}. The normalized PSFs are calculated by POPPY. Fig. 16 shows the subtracted PSFs, which means that every normalized PSFs are subtracted by the normalized PSF of the circular aperture (Fig. 15(a)). By doing so, one can easier to observe directly what the footprint can the obscurations, the curved spokes in the pupil plane create in the image plane.

Figure 16(a) shows nothing because the PSF of the circular aperture is subtracted by itself. When the central obscuration is added, Fig. 16(b) illustrated that the energy among the concentric rings. In Fig. 16(c), the segment gaps and straight spokes are added to the aperture plane (Fig. 15(c)), and the consequences are the redistribution of the energy among rings and the straight flares in the PSF. The subtracted PSF of Pinwheel 180 shown in Fig. 16(d) indicates that the curved spokes can redistribute

---

**Fig. 13** | (a) Pictures of fabricated MOBIUS optics elements. The size of optics is limited to fit in slit mask frame. (b) Modeling of the MOBIUS-installed frame. To compensate the added weight from MOBIUS, the frame has light-weighted features.

**Fig. 14** | A thin, circular arc obscuration with an angle of \( \phi \) lying in the aperture plane is shown on the left. Such obscuration gives rise the ”bow-tie/searchlight effect”\textsuperscript{46,49,53} in the Fraunhofer diffraction pattern shown on the right.
the straight flares along the rings, which is like spreading the beads on the rings, and this is called the “beading effect”. More and more curvature of the spokes was added from Pinwheel 180 (Fig. 15(d)), Pinwheel 360 (Fig. 15(e)), and Pinwheel 540 (Fig. 15(f)), and one can observe that the beads are spread out azimuthally following the same direction of the bending of the spokes. Such effect can prevent the straight flares spanning radially across from the center to the outer rings. As a result, the PSF approaches more like an Airy Disk. The tolerance analysis was presented for the pinwheel pupil. It was illustrated that the pinwheel pupil has low sensitivity in edge error, rotation error, and displacement error.

The pinwheel pupil solution can provide an Airy Disk-like PSF with stable performance with the manufacture and alignment error. The fundamental analysis presented in this section is participated to illustrate the advantages of the pinwheel pupil topology. Further investigation including system integration with optimized coronagraphs (e.g., Ruane et al 2018 and N’Daiye et al 2016) for exoplanet imaging remains to be studied. From the perspective of manufacturing and the KISS rule, the benefit of using a pinwheel pupil provides an innovative solution creating a stable, Airy Disk-like PSF pattern, which can be a great alternative for future space/ground telescope missions.

**Future space telescope concepts and enabling technologies**

Astronomers have long desired space telescopes which are free from the many limitations imposed by Earth’s atmosphere. To make these future telescopes practical, three new technologies are discussed. First is a discussion of new segmented lens alignment technology designed for exoplanet spectroscopy. The second topic addresses the limited launch capabilities of current rockets by proposing an inflatable primary mirror for terahertz OASIS telescope. As might be imagined, an inflatable mirror has unique metrology requirements. Also, this section introduces a novel space telescope design with cross-dispersed spectroscopy improvements for a far UV
observation. Finally, this section reviews the CDEEP VVC coronagraph concept including an off-axis primary mirror and a microelectromechanical system (MEMS) deformable mirror (DM). To accurately simulate the incredibly sensitive performance in a relevant space-like environment, a vacuum compatible testbed has been designed to prototype and develop the coronagraph.

**Nautilus space observatory for exoplanet spectroscopy using segmented transmissive optics**

The Nautilus space observatory for exoplanet spectroscopy utilizes segmented transmissive lenses called MODE lenses as shown in Fig. 17. The alignment tolerances of a segmented MODE lens are on the order of micrometers rather than nanometers. The MODE lens is a novel, lightweight optical component that utilizes both a multi-order diffractive (MOD) lens and a diffractive Fresnel lens (DFL) surface to make a refractive optic that is significantly achromatic and lighter than a typical lens of similar optical power\(^\text{[15]}\). Its light weight allows for its use in applications such as space observatories. The Nautilus space observatory is one such proposed observatory that would be used for exoplanet spectroscopy and would utilize a segmented MODE lens\(^\text{[15]}\).

A MODE lens is preferable to a reflective optic in this application because it has much looser alignment tolerances. However, new alignment technologies are still needed to reach these tolerances and meet engineering requirements specific to the MODE lens such as an unobscured aperture for use while bonding the lens segments. To enable the MODE lenses use in such a segmented primary, we have been developing an alignment technology called the Kinematically Engaged Yoke System (KEYS) shown in Fig. 18\(^\text{[20]}\). KEYS utilizes ball-bearings to kinematically contact the MODE lens at the step-like features on the front MOD surface of the lens. This constrains the lens in five degrees of freedom, leaving rotation about the optical axis unconstrained. These ball bearings are attached to set screws, allowing for adjustment of tip, tilt and piston of the lens segments. Two of
Fig. 17 | (a) Conceptual space deployment image of the Nautilus array in orbit. (b) A color-corrected MODE lens developed by the Nautilus team. (c) A molded Gen4 MODE lens prototype using low-temperature glass.

Fig. 18 | (a) The assembled KEYS prototype. (b) A cross-section view showing the contact points of the ball bearings on the step-like features of the MODE lens. Figure reproduced with permission from ref. 20, SPIE.

Fig. 19 | The real data from the metrology system. (a) Live view from the camera. (b) All segments are well-aligned against initial co-phasing status. The black line represents the actual size of the single segment. It measures the unobscured area (from the KEYS structure), which is large enough to sense and monitor the misalignment. (c) Segment 3 drifted from the reference position and the measured tilting angle is 0.006°. (The X and Y axis units of (b) and (c) are in pixels.) Figure reproduced with permission from ref. 21, SPIE.
the setscrews are mounted on folded flexures which allow for two degrees of freedom of adjustment in the transverse plane.

A prototype KEYS was tested on a 240-mm, segmented PMMA MOD lens (no DFL). Our alignment was tested using a deflectometry measurement system and a ZYGO scanning white-light interferometer (SWLI). Using the SWLI, we were able to align segments within 20 microns which is within our tolerances for optical performance and our deflectometry system showed we had a tilt adjustment resolution of 0.006° as shown in Fig. 19.

However, it has become necessary to adjust the lens while testing optical performance in order to be able to compensate for errors made during molding of glass MODE lens segments. In order to accomplish this, we are developing an automatic KEYS that uses actuators rather than manual set screws to make orientation and position adjustments to the lens segments. A stepper motor is coupled to a fine-thread setscrew using a flexible, helical coupling. To achieve finer resolution, those set screws push on lever flexures that have ball bearings adhered to them in order to kinematically contact the lens segment as shown in Fig. 20.

Inflatable reflector metrology for OASIS terahertz space telescope

The Orbiting Astronomical Satellite for Investigating Stellar Systems (OASIS) is a 20-meter class space observatory that uses an inflatable membrane primary as shown in Fig. 21. Some challenges to measuring the specular concave surface include its large size, manufacturing variations such as wrinkles, and intentional but possibly large variations from annealing.

Deflectometry is well-posed to meet these metrology challenges because it is able to measure specular surfaces and can be reconfigured to measure a vast range of surface slopes, such as those produced at various inflation pressures. The principal challenge to deflectometry in achieving global accuracy has historically been geometric calibration, but testing at a long distance lends the ability to achieve the required \( \lambda/8 \approx 67.5 \mu m \) accuracy by using a portable deflectometer head that is calibrated offsite and aligned to the test surface.

Measurement uncertainty in the calibration of the system components, such as the camera, test surface, and spatial light source, introduces different shape errors. Defining the direction \( \hat{z} \) as parallel to optical axis of the nominally rotationally symmetric surface, axial miscalibrations along \( \hat{z} \) produces radially symmetric error such as excess defocus or spherical terms, while lateral miscalibrations in the \( \hat{x} \) or \( \hat{y} \) directions embed excess astigmatism or higher order asymmetric error into the obtained measurement shape.

Exploring deflectometry for a 1-meter OASIS primary
antenna model, we show that the required calibration error by an external measurement device is relatively relaxed in the axial direction. At a measurement distance approximately equal to the radius of curvature (~4 m) in the inflated f/2.2 configuration, an uncertainty $\varepsilon_z$ within a bilateral 3.5 mm envelope is sufficient to produce the desired $\lambda/8$ measurement accuracy specification, shown in Fig. 22. Because the scale of the optical test setup (meters) dwarfs the uncertainty of the calibration measurement devices (millimeters), excess rotationally symmetric induced errors are not as nefarious in a long-distance deflectometer as they have been in smaller testing configurations.

As for errors induced by lateral calibration uncertainty, induced asymmetric shape can be removed using the N-Rotations methodology, familiar in the absolute interferometry literature. The central thesis of these methods is that a measurement consists of inherent surface shape and spurious shape imbued by systematic calibration error. While the true surface shape rotates if the optic is physically clocked, the systematic calibration error does not. If measurements of a clocked optic are

![Calibration error allowed for measurement distances for $\lambda/8=67 \mu$m](image)

**Fig. 22** | A coarse tool such as a laser distance gauge can easily measure the longitudinal distance within 2 millimeters. The shape error sensitivity is vastly dominated by the lateral calibration errors $\varepsilon_y$ or $\varepsilon_x$, which require 300 microns of accuracy to meet the global measurement requirement. Since the compact deflectometer head is portable and quasi-kinematically mounted, this can easily be achieved in an offsite coordinate measuring machine.

![Sample test measurements and corrected map residuals](image)

**Fig. 23** | A simulation showing inherent surface shape and instrument test error is provided. Sample test measurement 1 and 2 differ in that a rotated surface shape was added to the static instrumental error map to produce them. 'Unrotating' each of the six maps to the original unclocked positions produces an average that is remarkably similar to the true inherent surface shape. Taking the difference between this average and underlying inherent surface shape yields an error of less than 0.5% of the systematic error originating from the measuring instrument.
digitally unrotated and then averaged, rotationally asymmetric terms can be precisely cancelled out. Fig. 23 demonstrates this concept by simulating an inherent test shape and systematic error (in mm), measurements of the clocked optic, and the asymmetric term removal result. A clocking uncertainty of 0.5 degrees is added into the 6-rotation simulation to demonstrate its efficacy even with physical rotation stages.

Combined, the OASIS deflectometer concept is less susceptible to induced rotationally symmetric errors because of its long-distance testing configuration and its ability to rotate coaxially about the antenna’s optical axis. The 1-meter prototype configuration (Fig. 24) is used in scaling studies of the inflatable membrane architecture over a large range of pressures and up to the 20 m scale version.

**Long-slit cross-dispersion spectroscopy for Hyperion FUV spectroscopy space telescope**

Hyperion space mission (Fig. 25) targets the observation of Far Ultraviolet (FUV) spectral range where its investigation reveals the secret of the first stage of the star formation\(^{63-65}\). Due to the spectrum complexity and population within the interesting FUV range (1405 Å – 1645 Å, 1 Å = 10\(^{-10}\) m), the high spectral resolution spectroscopy with a wide field of view is an essential specification. The astronomer demand drives the optical design goal to achieve 5 arcsec spatial resolution, 10 arcmin instantaneous field of view, and greater than 30000 spectral resolution \((R = \lambda / \Delta \lambda)\).

In order to meet the optical performance requirements, we adopted the extreme aspect ratio long-slit (240 aspect ratio, 10 arcmin × 2.5 arcsec) on the Ritchey-Chretién telescope. The hyperbolic mirrors for primary and secondary are designed to have the 2,400 mm effective focal length, and it passes the F/6 beam to spectroscopic apparatus\(^{25,26}\). The extreme aspect ratio of the long-slit and the high spectral resolution requirement \((R > 30,000)\) at the FUV spectral range makes the Hyperion’s optical design unique. The conventional spectrometer optical layout (off-axis collimator-grating-imaging optics) induces the significant aberration, especially when the long slit has to be installed into the high-resolution spectroscopy. We introduced the novel on-axis

---

**Fig. 24 |** (a) Front view of the inflatable 1-meter OASIS primary aperture prototype solid model. (b) The deflectometer head is mounted onto a telescope mount and features a typical machine vision camera, a high-quality LCD display, and a laser for alignment with the test mirror’s optical axis. The deflectometry assembly (LCD screen, laser, and camera) was affixed to an OPTRON telescope mount with 3 DOFs so alignment could be achieved between the mechanical axis of the OASIS 1-meter prototype and the calibrated center point of the deflectometer.
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**Fig. 25 |** The rendering image of the UV space telescope Hyperion examining the fuel for star formation by probing the nature, extent, and state of H\(_2\) at the crucial atomic-to-molecular interstellar medium boundary layer\(^{25,26}\). Figure reproduced with permission from ref.\(^{25},\) SPIE.
layout applying the collimation mirror on-axis through the center hole of the first grating (échelle grating), and the freeform imaging mirrors are embodied (Fig. 26). The elliptical center hole on the échelle grating is designed to have zero photon loss by matching the secondary mirror’s obstacle as shown in Fig. 26(a).

The on-axis layout of the primary mirror – secondary mirror – tertiary mirror – first grating (échelle) gives the minimized the field aberration along the slit length\(^{66,67}\). Moreover, the in-plane layout of the first grating (échelle) – cross dispersion grating – two freeform mirror – detector allows us to estimate and handle the aberration easily. Since the cross dispersion divergence angle after both gratings is large, the formation of the two freeform mirrors and surfaces are optimized based on the previously reported Type-4 design form approach\(^{68}\). Once the optical design is selected, the diffractive performance is evaluated for the entire spectral range. Even though the geometric optical optimization carefully selects the grating diffraction order and line density, it doesn’t confirm the spectral efficiency. Furthermore, because the high-order échelle grating has a delicate spectral sensitivity, the diffraction efficiency simulation is an essential procedure. Based on the electromagnetic wave propagation simulation, both gratings’ blaze angles are determined to have the best efficiency at the targeting order as shown in Fig. 27.

---

**Fig. 26** | The cross-dispersion spectroscopy optics layout (b) and beam footprint on the échelle grating plane (a). Figure reproduced with permission from ref.\(^{25}\), SPIE.

**Fig. 27** | The diffraction efficiency calculation results for (a) échelle grating and (b) cross dispersion and (c) spectrum distribution on the 52 mm × 52 mm sensor plane. The three orders of the échelle grating are overlapped, but those are separated by cross dispersion horizontally on the sensor. The high-order of échelle grating dispersive the spectrum rapidly, and it implements the \( R > 30000 \). Figure reproduced with permission from ref.\(^{25}\), SPIE.
Coronagraphic debris exoplanet exploring pioneer (CDEEP) for SmallSat space coronagraph

The Coronagraphic Debris and Exoplanet Exploring Pioneer (CDEEP) is a SmallSat mission concept developed by the UArizona Space Astrophysics Laboratory in collaboration with the Large Optics Fabrication & Testing group. As a coronagraphic instrument which blocks on-axis starlight to allow detection of dim circumstellar debris disks, CDEEP is proposed to be a monolithic silicon carbide (SiC) three-mirror telescope and coronagraph instrument featuring a 34.9 cm primary mirror as shown in Fig. 28. This SmallSat design also serves as a technical pathfinder for future space coronagraph telescopes utilizing even larger monolithic mirror apertures. CDEEP leverages heritage from the Deformable Mirror Demonstration Mission (DeMI), the PICTURE series balloon and sounding rocket missions, EXCEDE laboratory testing, SiC optics and the vast theoretical and experimental work conducted toward the development of VVC technology. The off-axis fore-optics eliminate problematic diffraction features from secondary mirror supports that would otherwise make high-contrast imaging more challenging. The fast Cassegrain objective feeds light to the fast-steering mirror (FSM) for pointing correction, and then to the DM for static and dynamic aberration correction. The corrected light is then imaged onto the VVC which rejects on-axis starlight while passing light from a debris disk and/or planet unperturbed. The rejected starlight is vignetted by a reflective Lyot stop and fed to the low-order wavefront sensor, while the light from the target of interest is passed to the science camera suite. With post-processing, the CDEEP coronagraph will achieve contrast levels of $10^{-8}$, enabling

![Optomechanical rendering of the CDEEP optical configuration showing the unobscured SiC telescope and integrated optical bench.](https://doi.org/10.29026/oea.2021.210040)

![Raytrace of the coronagraph optical train beginning at the secondary mirror M2. Figure reproduced with permission from ref. 27, SPIE.](https://doi.org/10.29026/oea.2021.210040)
the direct detection of debris disks and exoplanets.\footnote{1}

To prototype this mission and develop a platform for exploring future high-contrast imaging concepts, a vacuum-compatible testbed based on the optical layout of CDEEP (Fig. 29) is under construction at the University of Arizona. This testbed will serve as the primary platform for testing the CDEEP mission concept, as well as investigations into VVC technology and electric field conjugation focal plane wavefront sensing.\footnote{2} The high-performance and compact form factor are ideal for prototyping future high-contrast imaging instrumentation intended for spaceborne observatories. Presently, the optical and mechanical design of the testbed is completed, and construction is slated to begin in 2021. The testbed will begin operations in a cleanroom environment, but ultimately be integrated into a vacuum chamber for further testing and refinement in a relevant environment. The development of the CDEEP testbed marks the beginning of The University of Arizona’s journey to developing high-performance optical satellite payloads in support of space astrophysics and planetary science investigations.

Concluding remark

A diverse selection of ground-based and space-based future telescope technologies are actively being conceptualized, designed, prototyped, and demonstrated at the University of Arizona. Optical polishing enhancements discussed in Section Deterministic computer controlled optical surfacing technologies enable efficient production of future optical elements. New engineering technology in Section Very large telescope control system, instrument, and segmentation will upgrade and expand capabilities of existing very large ground-based or space telescopes. Finally, in Section Future space telescope concepts and enabling technologies, a view of the future shows how space-based telescopes that had previously been only a dream, are now realizable through the advances in optical engineering technologies. This suite of optical technologies serves the next generation of astronomical investigations by offering novel yet applicable approaches that the wider design and engineering community can practically use. It is our hope that these contributions in design and instrumentation will not only provide new practical benchmarks for modern astronomy today, but also precipitate the next great insights and questions about our universe.
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