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The wind tunnel test is one of the most reliable methods for evaluating the dynamic response of high-rise buildings considering wind-structure interaction. In conventional aeroelastic wind tunnel tests, the calibration of stiffnesses, masses and the damping properties of a scaled specimen is required. This takes extensive time and effort, especially when the tests need to be repeated with various geometric designs during design iterations. This study introduces a new testing method that combines a numerical simulation and the conventional aeroelastic wind tunnel test through the real-time hybrid simulation method. The stiffness, damping and partial mass of a scaled building model are represented numerically, while the rest of the mass, the wind-induced pressure around the model and the wind-structure interaction are represented physically in a wind tunnel. The building model in the wind tunnel rests on a base-pivoting system, which is controlled with a linear motor. The base moment induced by wind pressure and the inertial force from the mass of the physical specimen is measured; those measurements are then fed back into a numerical integration scheme. A delay-compensation scheme is implemented to minimize the effects of actuator delay on the dynamic response of the system. Several tests are carried out to validate and calibrate the developed test apparatus and control scheme including (1) tests for the identification of actuator delay, (2) free vibration tests for characterization of the dynamic properties of the hardware and the control system, and (3) wind tunnel tests for system validation through aeroelastic real-time hybrid simulation. This paper presents the overall design of the experimental apparatus, the adopted delay compensation and numerical integration schemes, and a summary of the test results. Test results confirmed that the developed experimental technique can replace the conventional aeroelastic wind tunnel tests of a building model, thus improving the efficiency of the aeroelastic wind tunnel testing.
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INTRODUCTION

The number of new high-rise building construction has rapidly increased due to advancements in construction technology and to house the increasing populations in urban areas. For the design of these structures, proper estimation of lateral loads, such as earthquake and wind, is essential. Advancements in the seismic design of high-rise buildings have decreased their weight...
significantly to reduce the effect of earthquake forces on the buildings. If the weight of a high-rise structure decreases, the damping of the structure tends also to decrease, which in turn increases the vibration-induced acceleration of a structure subjected to wind load (Kanda et al., 2003). It is imperative to properly evaluate the dynamic response of high-rise buildings subjected to wind load at the design phase.

Both static and dynamic analysis methods have been used to evaluate the response of high-rise structures under wind loads. In the static analysis method, it is assumed that the dynamic interaction between a building and the wind load is negligible. In practice, static analysis is usually recommended for buildings up to 50 meters in height. This method cannot be applied to buildings that are tall, have a high slenderness ratio, or are susceptible to vibration under wind loads. For buildings with an aspect ratio (height to width ratio) of more than five and having the first natural period larger than 1 s, a dynamic analysis is required (Mendis et al., 2007). The dynamic effect of wind loads on tall buildings can be evaluated by performing computational fluid dynamics (CFD) analysis or boundary layer wind tunnel (BLWT) tests. Elshaer et al. (2015) used the CFD models, or surrogate models such as neural networks (NN), to evaluate the vibration of a tall building under wind load. The CFD analysis can accurately predict structural responses only for idealized boundary conditions at the expense of large computational time. However, CFD analysis cannot reliably simulate the wind fluctuation characteristics of natural winds and requires many assumptions and approximations. In such situations, the response of high-rise buildings subjected to wind can be more accurately evaluated with BLWT tests.

There are two test methods with a BLWT: the aerodynamic test method and the aeroelastic test method (Duthinh and Simiu, 2011). In the aerodynamic test method, a rigid model is used. Either the high-frequency base balance (HFBB) method or the high-frequency pressure integration (HFPI) method is used to measure the bending and torsional moments and base shear forces in the wind tunnel (Aly, 2013). Dragoiescu et al. (2006) performed wind tunnel tests of the CAARC (Commonwealth Advisory Aeronautical Council) standard tall building model using both HFBB and HFPI methods. The study concluded that each method has advantages and disadvantages. The main advantage of the HFBB is that the model can be constructed quickly, typically within 2–3 weeks. However, the method relies on the assumption of nearly linear mode shapes. The HFBB cannot provide any information to assess the pedestrian level wind. The HFBB method is not suitable for a building that has non-linear mode shapes nor is it suitable when the natural frequencies for higher modes are in the range where significant wind energy is available. The main advantage of HFBB method is not only the low cost of running the test, but also its technical simplicity, easy operation, and small time requirement (Zou et al., 2017). In tall buildings that have a linear translational mode shape, the measured base moment from the HFBB method is distributed as equivalent lateral force along with the height of the building, based on the mode shape and the mass distribution.

In comparison, the main advantage of using HFPI is its inclusion of the correlation and coherence of the force components. The variation of wind loads along the height of the structure is available in detail from pressure transducers. The construction of a model for the HFPI method is more time-consuming than the construction of a model for the HFBB method. For models with very complex geometry, many pressure taps are required. Besides, the model needs an ample interior space to run pressure tubes. For a complex building, the HFPI method requires simplification of the geometry to distribute the pressure taps. The main challenge in both aerodynamic methods (HFBB and HFPI methods) is the inability to consider the vibration of a structure and the corresponding wind-structure interaction effect that governs the serviceability of flexible high-rise buildings.

The aeroelastic test is required for slender tall buildings. Depending on the dynamic properties of a building, aerodynamic damping can reduce the wind-induced force, acceleration, and displacement for buildings. However, under aeroelastic instability conditions, the aerodynamic damping becomes negative, which can increase the displacement and acceleration of a tall building (Kareem et al., 1999; Amin and Ahuja, 2010; Kim et al., 2016). Thus, for a tall building that has a high slenderness ratio, an aeroelastic test is necessary (Sullivan, 1977; Xu and Kwok, 1993; Pozzuoli, 2012; Zhou et al., 2002, Zhao et al., 2011) to accurately evaluate the effect of aerodynamic damping on dynamic responses. The aeroelastic test method can simulate the wind-structure interaction effect by modeling the deformation of a building due to wind load.

Multi-degree of freedom (MDOF) or single degree of freedom (SDOF) models are used for aeroelastic tests. The MDOF model is recommended when a building has significant higher mode contributions and coupling in mode shapes. If the building has an approximately linear mode shape and does not exhibit a coupled mode of vibration, an SDOF model can be used to evaluate the aeroelastic effect. Many tall buildings’ center of mass does not coincide with the center of stiffness, which results in coupling of translational and torsional motion. These coupled vibration modes cannot be represented with the SDOF aeroelastic test (Thepmongkorn et al., 1999). The SDOF aeroelastic test, however, is more efficient than the multi-degree of freedom aeroelastic test in terms of design, fabrication, calibration and measurement (Zhou and Kareem, 2003).

In the SDOF aeroelastic test, it is essential to match the frequency of the scaled specimen with that of the prototype building after applying a scaling factor. In addition, the first mode generalized mass (MGM) or mass moment of inertia (MMI) of a scaled model needs to be matched with that of the prototype building after imposing a scaling factor (Zhou and Kareem, 2003). The development of a test specimen satisfying the above conditions require significant time and effort. For this reason, the aeroelastic test is not commonly used in compared with the aerodynamic test.

The hybrid simulation is rapidly gaining acceptance in the field of structural engineering since it is cost-effective and can address the challenges that exist in conventional tests. Pseudo-dynamic (PsD) hybrid simulation is typically carried out for rate-independent structural elements. Various frameworks have been developed to facilitate PsD hybrid simulations such as...
UT-SIM Framework (Mortazavi et al., 2017; Huang and Kwon, 2018) or OpenFresco (Schellenberg et al., 2009), and there have been many applications in research projects (Kammula et al., 2014; Mojiri et al., 2019; among many others). Real-time hybrid simulation (RTHS), in which the simulation is carried out in real-time to model the behavior of rate-dependent structural elements, is an extension of the conventional PsD hybrid simulation method. RTHS has been performed widely in the field of earthquake engineering (Ahmadizadeh, 2007; Christenson et al., 2008; Mercan and Ricles, 2009; Chen et al., 2012; Botelho and Christenson, 2017; Guo et al., 2017; Solum, 2017; among many others) and fire engineering (Wang et al., 2019).

There have been applications of real-time hybrid simulation in wind engineering, which is termed as real-time aeroelastic hybrid simulation (RTAHS). The RTAHS method is beneficial over conventional aeroelastic tests as a user can easily define the dynamic parameters numerically. Also, RTAHS provides additional benefits. For example, the main program can be extended by implementing tuned mass damper, tuned liquid damper, or any other supplemental damper models in the control system, which allows rapid prototyping of appropriate damping system to control the vibration of a building subjected to wind load. However, The RTAHS method has some shortcomings as well. For example, a wind testing facility needs to invest in hardware, which is certainly more expensive than springs or masses for conventional tests. To operate the equipment properly, a technician needs a certain level of training. Also, the user interface needs to be developed for the user-friendly and fail-proof operation of the equipment.

The early studies on the development and applications of the RTAHS method are Kanda et al. (2003, 2006), Nishi and Kanda (2010), and Kato and Kanda (2014). Kanda et al. (2003) proposed a RTAHS method to estimate the performance of a high-rise building for across and along wind directions considering the wind-structure interaction. For the RTAHS, the dynamic properties of the model building were defined in a numerical model, and the aerodynamic force was measured from a specimen in a wind tunnel. In that study, two rotary servomotors were used to excite the model building, and load cells were used to measure the forces. In each time step, external forces were measured with the load cells based on which the displacements of the specimen were calculated using a time integration scheme. Then, the calculated displacements were imposed to the model. This process continued in real-time up to the end of the experiment. Kanda et al. (2006) presented details about the numerical integration scheme for the aeroelastic hybrid simulation considering the multi-degree of freedom model. Using load cells in a RTAHS has a downside; the load cells cannot separate the inertia forces from the wind forces. Thus, Nishi and Kanda (2010) proposed a RTAHS method using the HFPI technique. Later, Kato and Kanda (2014) used the HFPI method to simulate the aerodynamic vibrations of a tall building in a wind tunnel. In that study, the authors also explored the application of the RTAHS method to a building with a base isolation system, which was modeled numerically. Recently, Wu and Song (2019) numerically investigated the feasibility of RTAHS of a building equipped with dampers. Wu et al. (2019) proposed a RTAHS method of a bridge deck section model subjected to wind loads. Kwon et al. (2019) proposed a conceptual design of experimental setup for RTAHS of base-pivoting building model and bridge deck section model. Al-subaihawi et al. (2020) performed a real-time hybrid simulation in which the wind load was modeled numerically to evaluate wind-induced vibration in a tall building with dampedException outliers.

The main objective of this paper is to propose a new design of an experimental apparatus using electric linear motor that can perform a real-time aeroelastic hybrid simulation for a single degree of freedom base-pivoting building model. An experimental apparatus and control scheme are developed, which can impose pivoting motion by controlling the linear motor. The delay of the actuator is partially compensated for by using the inverse compensation technique. Section “Framework for Real-Time Aeroelastic Hybrid Simulation (RTAHS)” of this paper presents the overall framework and experimental apparatus, followed by experimental verification tests in section “Preliminary Tests for Characterization of Dynamic Properties” and wind tunnel tests in section “Real-Time Aeroelastic Hybrid Simulation (RTAHS).” Section “Conclusion” summarizes the main developments and findings from this study.

**FRAMEWORK FOR REAL-TIME AEROELASTIC HYBRID SIMULATION (RTAHS)**

In this study, a real-time aeroelastic hybrid simulation system for a base-pivoting high-rise model building is proposed. The equation of motion for a base-pivoting model subjected to wind loads can be expressed as below:

\[ M\ddot{\theta} + C\dot{\theta} + k\theta = M(\dot{\theta}, \ddot{\theta}, s(t)) \]  

where \( I, C, \) and \( k \) are the rotational inertia, damping coefficient for rotational velocity and rotational spring coefficient. For the sake of simplicity, these terms will be referred to as mass, damping and stiffness coefficients hereafter. \( \theta \) is rotation angle, and dots denote derivatives of the rotation angle. Since buildings are designed to behave in the elastic range when subjected to wind load, these properties remain constant throughout the test. The right side of the equation represents moment induced by wind load, which is a function of three factors: \( s(t) \) is a time-varying component of the wind velocity, and \( \dot{\theta} \) and \( \ddot{\theta} \) are displacement and velocity of the structure, respectively.

The substructuring for the RTAHS is different from the substructuring for typical RTHS for a structure subjected to seismic load. In the latter, a structural system is substructured into numerical and physical elements. In the former, however, the right-hand side of the Eq. (1) is modeled physically. In addition, the mass of the model, \( I \), is split into physical and numerical components because it is nearly impossible to develop a physical model without having mass. Thus, for the real-time aeroelastic hybrid simulation, Eq. (1) can be modified as below:

\[ (I_E + I_N)\ddot{\theta}(t) + C\dot{\theta}(t) + k\theta(t) = M(\dot{\theta}, \ddot{\theta}, s(t)) \]  

where \( I_E \) and \( I_N \) are the experimental and numerical inertia terms, respectively.
where $I_E$ and $I_N$ represent the mass of the specimen and the numerically represented mass, respectively. In the proposed RTAHS, the measured force (i.e., a base moment) includes the inertial force and the wind-induced force. Thus, Eq. (2) can be written as Eq. (3) where the right-hand side is experimentally measured:

$$I_N\ddot{\theta}(t) + c\dot{\theta}(t) + k\theta(t) = M(\theta, \dot{\theta}, s(t)) - I_E\ddot{\theta}(t)$$

Consequently, in the numerical integration scheme only the numerical rotational mass, $I_N$, needs to be defined. The Eqs. (1, 3) are mathematically identical. In RTAHS, however, there is a delay in the actuator’s response, which impacts the dynamic characteristics of the system. This will be further elaborated in section “Delay Compensation.”

The overall configuration of the proposed RTAHS is illustrated in Figure 1. The proposed RTAHS platform mainly consists of a linear motor with a magnetic encoder, a load cell, a motor controller, a motor driver and a real-time data acquisition and control (NI cDAQ-9133) system. The control loop mainly consists of a numerical integration scheme, a delay compensation scheme and a PID control loop, as shown in Figure 1. In this figure, $r$ is the distance from the pivoting point to the point where the load transfer element is mounted (see Figure 2), $u_p$ is the linear predicted displacement, $u_m$ is the measured linear displacement, $\theta_t$ is the target displacement calculated by solving the equation of motion and $F_m$ is the measured force. $A$ is the electric current output from the motor driver, which energizes the magnetic field of the linear motor.

The following sections present the main components of the proposed RTAHS apparatus.

**Experimental Setup**

An experimental apparatus is developed to perform the RTAHS for a base-pivoting building model for a crosswind direction. Figure 2A shows the schematic of the developed experimental setup for this study. Figure 2B shows the plan view of the developed system without the model, and Figure 2C shows the developed system in the wind tunnel facility. The main components for the experimental apparatus are as below.

**Supporting Frame**

A rigid frame is designed to support the linear motor and the base-pivoting system. The frame elements are selected such that they do not develop resonance during the RTAHS. The dimension of the frame is 490 mm in height and 560 mm in width, which is determined based on the geometry of the opening in the wind tunnel. The top of the frame is flush with the wind tunnel floor. The linear motor is mounted to the supporting frame. The specimen mount (crosshead in Figure 2E) is supported on the frame.

**Actuation**

A linear motor was chosen as an actuator. A rotary motor with a precision gear was also considered as a potential actuator. However, after consulting an equipment manufacturer, it was concluded that a rotary motor was not suitable due to the potential control issue associated with backlash in gear. The direct-drive rotary motor is also possible, but precisely controlling maximum 0.02 rad of rotation angle at maximum 8 Hz would be challenging due to the resolution of the rotary encoder. In addition, implementing a bi-directional pivoting motion in the future upgrade would be challenging when two rotary motors are used. A load transfer mechanism is designed to transfer the linear motion to a base-pivoting motion, as shown in Figure 2D. The linear motor has a total stroke of 60 mm, peak force of 790 N, continuous force of 176 N, and peak velocity of 2.5 m/s, all of which are far higher than the requirements for the RTAHS. The peak linear velocity corresponds to the angular velocity of 33 rad/s, considering the dimension of the crosshead in Figure 2A.

**Sensors**

The position of the electric motor is measured with a magnetic encoder with a resolution of 0.001 mm. The base rotation angle is calculated based on the distance from the pivoting point to the point where the load transfer element is mounted ($r$ in Figure 2A). The HFBB method is used to measure wind-induced force in this study. While the HFBB method has its own challenge, as discussed in section “Introduction,” it was advantages as well. For example, the load cell can transfer data at a faster rate than pressure transducers, and the model development is relatively easier than using pressure tabs for an HFPI model. The HFPI model in hybrid simulation also requires the integration of the measured pressures from the pressure tabs to calculate the force or moment approximately. This can result in inaccuracies if the geometry of a specimen is complicated. In the proposed design of the experimental setup, the force is measured with a uniaxial tension-compression load cell with a capacity of 445 N. One end of the load cell is connected to the moving part of the linear motor, and the other end is connected to the crosshead through the load transfer element.

**Building Model**

The building model is constructed with balsa wood. The building model has a height of 750 mm and planner dimensions of 75 mm × 75 mm, which represent a prototype building of 300 m in height and 30 m in width and depth.

**Numerical Integration Scheme**

This study adopted the central difference method (CDM) to perform numerical integration. There are various numerical integration algorithms developed for hybrid simulations to improve stability and accuracy. The stability resulting from the CDM is not an issue in this study because the smallest period of the base-pivoting single degree of freedom (SDOF) system is sufficiently larger than the integration time step. The stability of CDM depends on the time step and the shortest natural period of the structure. If the shortest period of the structure is $\tau_{min}$ and the time step of the integration scheme is $\Delta t$, the numerical
integration is stable when the following equation is satisfied:

\[ \Delta t < \frac{\tau_{\text{min}}}{\pi} \]  

(4)

In the current study, the period of the single degree of freedom system is considered 125 ms (i.e., \( f = 8 \) Hz), and the time step of the integration scheme considering the processing speed of the real-time controller is 5 ms, which satisfies the above stability criteria.

In the RTAHS, the equation of motion needs to be modified as shown in Eq. (3) because the measured moment includes the moment from the dynamic wind pressure, \( M(\theta, \dot{\theta}, s(t)) \), and the moment resulting from the acceleration of the specimen and other load transfer elements, \(-I_E\ddot{\theta}(t)\). The measured moment is denoted as \( M_m(t) \) in Eq. (5)

\[ M_m(t) = M(\theta, \dot{\theta}, s(t)) - I_E\ddot{\theta}(t) \]  

(5)

Then, Eq. (3) can be written in discrete form for step \( i \) at time \( t_i = i \Delta t \).

\[ I_N\dddot{\theta}_i + c\dot{\theta}_i + k\theta_i = M_{m,i} \]  

(6)
Eq. (6) needs to be solved to predict the displacement in each step. In the CDM, the velocity and acceleration at step $i$ are calculated based on Eqs. (7, 8)

$$\dot{\theta}_i = \frac{\theta_{i+1} - \theta_{i-1}}{2 \Delta t}$$

(7)

$$\ddot{\theta}_i = \frac{\theta_{i+1} - 2\theta_i + \theta_{i-1}}{\Delta t^2}$$

(8)

After substituting Eqs. (7, 8) into Eq. (6), the displacement at step $i + 1$, $\theta_{i+1}$, can be calculated from the measured moment, $M_{m,i}$; numerical mass, $I_N$; damping coefficient, $c$; structural stiffness coefficient, $k$; time step, $\Delta t$; the previous steps’ displacements $\theta_i$ and $\theta_{i-1}$ as shown in Eq. (9)

$$\theta_{i+1} = \frac{2 \Delta t^2}{2I_N + c \Delta t} \left( \frac{2I_N}{\Delta t^2} - k \right) \theta_i + \left( \frac{c}{2 \Delta t} - \frac{I_N}{\Delta t^2} \right) \theta_{i-1} + M_{m,i}$$

(9)

The displacement predicted with Eq. (9), which is denoted as target displacement, $\theta_{t,i}$, in Figure 1, is modified for delay compensation, which is then transferred to the motor driver. The motor controller in Figure 1 does not have any role in the hybrid simulation other than relaying commands and measurements. The motor controller is required to enable communication from the real-time data acquisition and control system (NI-cDAQ) and the motor driver. A host PC is used between the NI-cDAQ and the motor controller. The data is transferred in real-time from the NI-cDAQ to the motor controller through the host PC.

**Delay Compensation**

In a real-time hybrid simulation (RTHS), it is essential to impose motion without significant delay. The delay may result in unintended negative damping and a corresponding stability issue, or unintended positive damping. Depending on the dynamic characteristics of the specimen and the actuation system, the delay may be frequency dependent. Besides, if a structural system behaves in the inelastic range (i.e., there are changes in stiffness during a simulation), the initially tuned gain parameters may not work properly. Advanced adaptive delay compensation methods, such as Chae et al. (2013), have been proposed to consider the frequency-dependency or non-linearity in the system.

In the configuration of the testing apparatus proposed for an RTAHS, the selected linear motor has a large continuous force capacity (176 N) in comparison with the actual force required to run the test. The maximum measured peak force was less than 50 N in this research; thus, the specimen-actuator interaction is negligible. In addition, while there is some non-linearity resulting from wind-structure interaction, the overall mass and stiffness of the system can be considered constant. Time delay is observed in preliminary tests of the control scheme, but the delay was constant in the frequency range of interests. Thus, in this study, the inverse time delay compensation method developed by Chen (2007) is adopted, which assumes a constant delay. The method is briefly summarized below, and the method is illustrated in Figure 3B.

In the presence of delay, the measured displacement $\theta_{m,i+1}$ at time step $i + 1$ can be expressed as

$$\theta_{m,i+1} = \theta_{m,i} + \frac{1}{\alpha} (\theta_{t,i+1} - \theta_{m,i})$$

(10)

where $\alpha$ is the ratio between the time to reach the target displacement ($\alpha \Delta t$ in Figure 3A) and the time step $\Delta t$, assuming a constant delay. Eq. (10) can be rearranged in terms of the target displacement, $\theta_{t,i+1}$,

$$\theta_{t,i+1} = \alpha \theta_{m,i+1} - (\alpha - 1) \theta_{m,i}$$

(11)

By applying the first-order discrete Z-transform, the relationship between the target displacement and the measured response can be obtained, as shown in the transfer function in Eq. (12).

$$G_d(z) = \frac{X_{m,\theta}(z)}{X_{t,\theta}(z)} = \frac{1}{\alpha - (\alpha - 1)z^{-1}} = \frac{z}{\alpha z - (\alpha - 1)}$$

(12)

where $X_{m,\theta}(z)$ and $X_{t,\theta}(z)$ are the discrete Z-transform of $\theta_{m,i+1}$ and $\theta_{t,i+1}$, respectively. Note that when there is no delay (i.e., $\alpha = 1$), the value of the transfer function becomes one. To compensate for the delay, the predicted displacement, $\theta_{p,i+1}$, can be imposed on the controller instead of the target displacement, $\theta_{t,i+1}$, where the predicted displacement is calculated as:

$$\theta_{p,i+1} = \alpha \theta_{t,i+1} - (\alpha - 1) \theta_{t,i}$$

(13)

In a conventional RTHS of structures where the restoring force is a function of the deformation of a specimen, the delay in the displacement profile is imposed on a control system; thus, the previous steps’ displacements \( \theta_i \) and \( \theta_{i-1} \) as shown in Eq. (9) do not have any role in the hybrid simulation other than relaying commands and measurements. The motor controller is required to enable communication from the real-time data acquisition and control system (NI-cDAQ) and the motor driver. A host PC is used between the NI-cDAQ and the motor controller. The data is transferred in real-time from the NI-cDAQ to the motor controller through the host PC.

In a real-time hybrid simulation (RTHS), it is essential to impose motion without significant delay. The delay may result in unintended negative damping and a corresponding stability issue, or unintended positive damping. Depending on the dynamic characteristics of the specimen and the actuation system, the delay may be frequency dependent. Besides, if a structural system behaves in the inelastic range (i.e., there are changes in stiffness during a simulation), the initially tuned gain parameters may not work properly. Advanced adaptive delay compensation methods, such as Chae et al. (2013), have been proposed to consider the frequency-dependency or non-linearity in the system.

In the configuration of the testing apparatus proposed for an RTAHS, the selected linear motor has a large continuous force capacity (176 N) in comparison with the actual force required to run the test. The maximum measured peak force was less than 50 N in this research; thus, the specimen-actuator interaction is negligible. In addition, while there is some non-linearity resulting from wind-structure interaction, the overall mass and stiffness of the system can be considered constant. Time delay is observed in preliminary tests of the control scheme, but the delay was constant in the frequency range of interests. Thus, in this study, the inverse time delay compensation method developed by Chen (2007) is adopted, which assumes a constant delay. The method is briefly summarized below, and the method is illustrated in Figure 3B.
where $M_R$ is the ratio between the experimental inertia mass, $I_E$, and the total inertia mass, $I$, as defined in Eq. (18) and $k$ is the stiffness of the system as defined in Eq. (1).

$$M_R = \frac{I_E}{I} = \frac{I_E}{I_E + I_N}$$  \hspace{1cm} (18)

As shown in Eq. (17) the delays in the actuator’s response leads to positive damping, i.e., energy dissipation, not negative damping. It is worth noting that a similar expression for a displacement-dependent force (e.g., linear spring) leads to negative damping.

The energy dissipation in Eq. (17) can be expressed as equivalent viscous damping, $C_{eq}$. The energy dissipated per cycle by a viscous damping force in a SDOF system oscillating with an amplitude of $\theta_o$ and frequency of $\omega_o$ can be derived as,

$$\delta E = \pi \theta_o^2 \omega_o C_{eq}$$  \hspace{1cm} (19)

By equating Eqs. (17, 19), one can find an equivalent damping coefficient and corresponding damping ratio, as shown in Eqs. (20, 21), respectively,

$$C_{eq} = M_R k \delta t$$  \hspace{1cm} (20)

$$\xi_{eq} = \frac{C_{eq}}{2 \sqrt{Ik}} = \frac{M_R k \delta t}{2 \sqrt{Ik}} = \frac{M_R \delta t}{2} \omega_o = \pi M_R f_o \delta t$$  \hspace{1cm} (21)

Thus, the equivalent damping ratio, $\xi_{eq}$, can be expressed as a function of mass ratio, $M_R$, frequency of the structure, $f_o$, and constant delay, $\delta t$, of the actuator-control system. The observed delay from the experiment and the corresponding damping ratio is further discussed in section “Free Vibration Test.”

### Cascade PID Control of Linear Motor

The predicted displacement in Eq. (13), $\theta_{p, i+1}$, is imposed on the motor driver in Figure 1 after converting the rotary motion to linear motion, i.e., $\theta_{p, i+1} = \theta_{p, i+1} \times r$. The motor driver controls the linear motor using a cascade PID control. It is the default control structure implemented in the motor drive, and the user can optimize the gain parameters. The cascade PID control includes three different control loops: the position loop, velocity loop and current loop. The current loop acts as the inner loop for the velocity loop, and the velocity loop act as an inner loop of the position loop.

For optimal performance, the control gains need to be tuned. In this study, the gains were calibrated after attaching all physical components, including the model building. After calibration, the system response was observed, as shown in Figure 4. From this figure, it can be observed that the response does not overshoot and monotonically approach the target command. There are 5 ms of delay before the system starts moving. This delay is due to the 5 ms of loop time used in the controller. It took 30 ms to reach the target displacement. After running all tests, the authors learned that the gain parameters could have been further tuned to reduce the 30 ms of delay before the delay compensation was applied.

### PRELIMINARY TESTS FOR CHARACTERIZATION OF DYNAMIC PROPERTIES

Dynamic characteristics of the experimental apparatus and the control system are identified by imposing a white noise displacement profile, cyclic tests, and free vibration tests.
A white noise displacement profile is used to identify the delay characteristics. The cyclic tests are used to measure the actual inertia mass of the specimen and the moving parts in the pivoting system. Free vibration tests are performed to evaluate the relationship between the input and output values of frequency and damping.

**White Noise Test and Cyclic Test**

The white noise signal, which was filtered through a low-pass filter, is used to measure the delay characteristics of the actuator. The input signal is a predefined displacement history, which has a magnitude of 1 mm and a frequency range of 0.1–10 Hz. Note that the numerical integration scheme is not used in these tests because the displacement histories are predefined.

The input displacement histories and the response of the linear motor are used to obtain a transfer function in the form of the Bode plot. The Bode plot of the white noise signal with and without delay compensation technique is presented in Figure 5. The delay for the system without delay compensation (i.e., \( \alpha = 1 \)) is observed to be 29 ms, which is consistent with the observation from the step response shown in Figure 4. Chen et al. (2009) defined \( \alpha \) as the ratio of the actuator delay to the servo controller sampling time (i.e., time step). The actuator delay is defined as the time difference between the time when the compensated command \( \theta_p = u_p / r \) in Figure 1) is issued and the time when the measured displacement \( \theta_m \) becomes similar to the compensated command. When the time delay compensation is not applied (\( \alpha = 1 \)), the target command \( \theta_t \) is identical to the compensated command as shown in Eq. (13). From the white noise test with \( \alpha = 1 \), it was found that the actuator delay was 29 ms. Because the sampling time of the servo controller was 5 ms, the proper value of \( \alpha \) is approximately 6.

After the first test with \( \alpha = 1 \), the inverse delay compensation scheme discussed in section “Delay Compensation” was used with \( \alpha \) values ranging from 2 to 6 to observe the performance of the delay compensation scheme. It was observed from the tests that the delay decreases as the value of \( \alpha \) increases. However, as the value of \( \alpha \) increases, the amplitude error was increasing as a function of frequency. With the \( \alpha \) value of 6, the amplitude increases to 146% at the frequency of 8 Hz as shown in Figure 5B. In addition, the delay of 16 ms was still observed with the \( \alpha \) value of 6. Thus, with the inverse delay compensation scheme, the maximum value of \( \alpha \) is deemed to be 3, as it did not introduce amplitude error that was observed in Figure 5B. At this value of \( \alpha \), the observed delay was 23 ms as shown in Figure 5A, which was not a significant improvement from 29 ms. The delay of 23 ms leads to additional damping, as discussed in section “Apparent Damping,” which was compensated by tuning the numerical damping parameter.

The authors also carried out additional tests with an independent experimental setup. We observed that the inverse delay compensation scheme does not fully reduce the delay and tends to amplify the vibration as the value of \( \alpha \) increases. Therefore, it is suggested to adopt a more advanced delay compensation scheme in future tests.

After the installation of the specimen, cyclic tests were also performed to measure the physical mass, \( I_E \) in Eq. (3). A displacement amplitude of 0.4375 mm was imposed at each frequency, which is equivalent to 1/200 radian of rotation. After the completion of the cyclic tests, the relationship between the RMS value of measured force, \( F_{rms} \), and the RMS value of angular acceleration, \( \theta_{rms} \) was found. The physical mass, \( I_E \) of the moving part was obtained by using Eq. (22). In this equation, \( r \) is the distance in mm of the pivoting point from the load cell, as shown in Figure 2A:

\[
I_E = \frac{F_{rms}}{\theta_{rms}} \tag{22}
\]

The considered frequency range is 4–8 Hz. The mass moment of inertia from this test is found to be \( I_E = 35,900 \text{ kg-mm}^2 \). This value is used to perform the free vibration test and the RTAHS.

**Free Vibration Tests**

Free vibration tests were performed considering a mass ratio, \( M_R \), of 0.5 to 20%; the mass ratio is the ratio of physical mass to the total mass as presented in Eq. (18). The frequency ranges from 4 to 8 Hz, and the damping ratio of -1.5 to 0% was considered to run the free vibration tests. Note that negative damping was imposed because of the additional damping introduced by the approximately 23 ms of delay discussed in section “White Noise Test and Cyclic Test.” The free vibration test was performed by applying an initial displacement of 0.875 mm, which is equivalent to 1/100 radian of rotation. The measured force, which includes the inertial component, \( -I_E \theta(t) \) in Eq. (5), but not wind-induced force, is fed back to the equation of motion.

Figures 6A,B presents the target command predicted by Eq. (9), which is labeled as “Target” in the figure, the predicted command after delay compensation in Eq. (13) which is labeled as “Compensated,” and the measured response for the case with a mass ratio of 5% (\( M_R = 7 \) in Table 1), damping ratio of 0% and a frequency of 6 Hz. It can be observed that even with 0% of the damping ratio, the system shows logarithmic decay due to the additional damping from the delay. In this case, the observed delay of 23 ms is consistent with the delay when \( \alpha = 3 \) in Figure 5. From a series of parametric tests summarized in Table 1, however, we found that the delay varies from 14 to 23 ms, and the average delay is 19 ms depending on the test parameters of specified frequency, mass ratio, or damping ratio. The difference between the average delay (19 ms) from free vibration tests and the delay observed from white noise tests with \( \alpha \) of 3 (23 ms) is about 5 ms. Further investigation is required to find out the cause of this delay difference. A more robust delay compensation method needs to be implemented in future test.

In order to evaluate the dynamic characteristics of the proposed testing apparatus in the presence of the delay, a series of free vibration tests are carried out by using mass ratio, damping ratio and natural frequency as control parameters. In Table 1, the physical mass, \( I_E \), is fixed for all tests. The mass density is the average mass density of a high-rise building structure. The typical range of mass density for high-rise buildings varies from 200 to 450 kg/m³. In this study, however, much higher values of mass density are also used to investigate the impact of the mass ratio on the additional damping (i.e., Eq. 21). The total mass in Table 1 is the rotational mass of the scaled model, considering...
the dynamic similitude law. Then, the numerical mass is defined as the difference between the total mass and the physical mass. After the parametric experiments, the observed apparent frequency and damping ratio of the system are presented in the following subsections.

### Apparent Frequency

After completing the free vibration tests, the frequency of the system is evaluated from the measured displacement response. In Table 2, the input frequency, $f_I$, is the frequency defined as the property of the system in Eq. (1). The observed apparent


| Mass ratio | $M_{R-1}$ | $M_{R-2}$ | $M_{R-3}$ | $M_{R-4}$ | $M_{R-5}$ | $M_{R-6}$ | $M_{R-7}$ | $M_{R-8}$ | $M_{R-9}$ | $M_{R-10}$ | $M_{R-11}$ | $M_{R-12}$ |
|------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 20.1%      | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 15.1%      | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 12.9%      | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 11.3%      | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 9.5%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 6.7%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 5.0%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 4.0%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 3.0%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 2.0%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 1.0%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |
| 0.5%       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       | 4.0       |

$f_I$, Input Frequency; $\xi_I$, Input Damping; $f_M$, Measured Frequency; $\xi_M$, Measured Damping.
frequencies are listed in the columns with the label $f_M$, which is evaluated based on the Fast Fourier Transform (FFT) of the measured response. From this table, it can be observed that with the increase of the mass ratio, the difference of input and output frequency increases. The largest difference between the input and measured frequencies was 6.8%, which was observed from the test cases $M_{R-1}$ when the input frequency was 6 Hz. For test cases from $M_{R-3}$ to $M_{R-12}$ (i.e., mass ratio less than 12.9%), the maximum frequency error is 0.3%. From this observation, it can be concluded that the mass ratio influences the frequency error. If the mass ratio is below a certain threshold (e.g., 12.9% in this study), the frequency error is negligible.

**Apparent Damping**

The observed apparent damping ratio is evaluated from the measured displacement signal by assuming logarithmic decay. Table 2 shows the apparent damping ratio for different frequencies, numerically defined damping ratios and mass ratios. Figure 7A shows the relationship between the mass ratio and measured damping ratios. The input damping for this figure is zero, and the input frequencies are 4.0, 6.0, and 8.0 Hz. The predicted damping ratio from Eq. (21), which is calculated based on the time delay of 23 ms observed in the white noise test (as discussed in section “White Noise Test and Cyclic Test”) and the input frequency, is also presented in solid lines. Figure 7A shows that the trend is similar in the measured damping ratio and the predicted damping ratio and that the damping ratio increases as the mass ratio increases. The discrepancy between the measured damping ratio and the predicted damping ratio would have resulted from one or more of the following: the frequency error, an inconsistent delay in each test, energy dissipation from swivel joint, or the numerical evaluation of the damping ratio from the measured time-series data. When the damping ratio is large, the response decays quickly. Thus, using only a few data points to fit the logarithmic decay curve would result in an error estimating the damping ratio.

Figure 7B compares the predicted damping ratio using Eq. (21) added to the input damping ratio, $\xi_I$, in Table 2, against the measured damping ratios from all tests. It can be observed from the figure that the predicted and measured damping ratios are well-correlated with an average slope of 0.93. The discrepancy between the predicted and measured damping ratios deserves further investigation, especially after reducing the delay in the actuator’s response and reducing the mass of the moving parts in the experimental apparatus.

**REAL-TIME AEROELASTIC HYBRID SIMULATION (RTAHS)**

RTAHS is performed with the building model introduced in section “Experimental Setup.” The building model is a 1:400 scale model of a prototype structure with a height of 300 m. A total of 45 RTAHS tests were conducted by controlling several parameters, as summarized in Table 3. Two mass ratios, 6.7 and 5% were chosen for this study, which corresponds to effective mass density ratios of 551 and 735. These mass density ratios are greater than mass density ratios of typical high-rise buildings. Because the objective of the tests is to validate the hybrid simulation method, rather than evaluating the wind response.

| Test ID | Height, $h$ (mm) | Width, $B$ (mm) | Length, $L$ (mm) | Effective mass density ratio, $\rho_s$ (kg-mm$^2$) | Experimental mass, $I_E$ (kg-mm$^2$) | Numerical mass, $I_N$ (kg-mm$^2$) | Input Frequency, $f_I$ (Hz) | Target damping ratio, $\xi_T$ (%) | Mass ratio, $M_{R}$ (%) | Target mass damping parameter, $\delta = \frac{\rho_s \xi_T}{\rho_a}$ | Wind velocity (m/s) |
|---------|-----------------|----------------|-----------------|-----------------------------------------------|---------------------------------|---------------------------------|-----------------------|------------------------|-------------------|---------------------------------|----------------------|
| R-1     | 750             | 75             | 75              | 551                                            | 35,900                          | 447,800                         | 4.2, 6.0, and 8.0       | 1.5                    | 6.7               | 8.27                             | 4, 5, 6, 7, 8, and 9 |
| R-2     | 751             | 447,800        | 125             | 5.0                                            | 5.0                             | 5.88                            | 4, 5, 6, 7, 8, and 9    |
| R-3     | 735             | 626,000        | 0.8             | 5.1                                            | 5.88                            | 5.6, 7                          | 4, 5, 6, 7, 8, and 9    |
| C       | 191             | 185,614        | 6.18            | 1.1                                            | N/A                             | 2.10                            | 4, 5, 6, 7, 8, and 9    |
of a specific building, the effective mass density ratios were deemed appropriate. Because of the presence of the damping introduced in the delay, the damping coefficient in Eq. (1) is adjusted to achieve a target damping ratio. The target damping ratio $\zeta_T(\%)$ for the RTAHS cases R-1, R-2, and R-3 are 1.5, 1.25, and 0.8%, respectively. Three different frequencies, 4.2, 6.0, and
8.0 Hz, are used to perform the RTAHS. The mean wind velocity measurements at the top of the building model are 4, 5, 6, 7, 8, and 9 m/s for cases R-1 and R-2, and 5, 6, and 7 m/s for the R-3 case. The RTAHS is performed by considering open terrain for the considered building.

The normalized root means square (NRMS) error of the measured displacement is calculated to confirm that the linear motor is achieving the target displacement accurately. In the current RTAHS, most tests have an NRMS error of less than 5%, as shown in Figure 8A. In most cases, the NRMS error is less than 2%, which confirms that the linear motor follows the command without significant error. The displacement history record for an RTAHS case (R-1 with a frequency of 8 Hz and wind velocity 9 m/s) is shown in Figures 8B,C. These figures also confirm that the linear motor follows the target command properly with a certain level of delay.

**Validation of the Test Result**

In order to validate the RTAHS method, the test results are compared against conventional aeroelastic tests with the same building model, and also against the available test results in Kato and Kanda (2014). The properties of the conventional aeroelastic test specimen are summarized in Table 3. The conventional aeroelastic test was performed by considering an effective mass density, \( \rho_s \), of 191 where \( \rho_a \) is the density of the air, structural damping ratio, \( \xi \), of 1.1%, and frequency of 6.18 Hz. In the conventional aeroelastic test, two linear springs with stiffness of 0.92 N/mm are fixed to the supporting frame, as shown in Figure 9A. A mass is attached to the rod, which can move vertically to tune the frequency of the model. A magnetic damper based on eddy current damping is attached at the base, which can be adjusted to tune the damping coefficient. The illustration for the overall configuration and experimental setup is shown in Figure 9.

The response of a building model under wind load depends on the mass-damping parameter, \( \delta \), and the reduced (or normalized) wind velocity. The mass-damping parameter is defined as below:

\[
\delta = \frac{\rho_s}{\rho_a} \xi \quad (23)
\]

where \( \rho_s \) is the mass density of the building, \( \rho_a \) is the air density and \( \xi \) the structural damping ratio. As shown in Eq. (23), higher damping and higher structural mass lead to a higher mass-damping parameter. Thus, a smaller structural response is expected with a higher mass-damping parameter. The mass-damping parameters, \( \delta \), for the conventional aeroelastic test, and R-1 and R-3 of RTAHS are 2.1, 5.88, and 8.27, respectively, whereas the mass-damping parameter of the test results in Kato and Kanda (2014) is 2.0.

The reduced velocity, \( V_r \), is a dimensionless parameter, which is defined as the ratio of the mean wind speed (\( u \)) to the frequency (\( f \)) and width (\( b \)) of the building:

\[
V_r = \frac{u}{fb} \quad (24)
\]

The wind velocity for the conventional aeroelastic tests varies from approximately 4–9 m/s, which corresponds to the reduced velocity, \( V_r \), from 8.61 to 19.41. The vibration amplitude of the model is measured with two laser displacement transducers.

**FIGURE 10** | Comparison of angular displacement from RTAHS, conventional aeroelastic tests, and Kato and Kanda (2014).
FIGURE 11 | Time series data of the conventional test (A) at the reduced velocity of 11.9 (B) at the reduced velocity of 10.1.

This reduced velocity is due to vortex shedding. The reason why vortex-induced vibration did not occur in the R-1 case can be explained by the mass-damping parameter, which is consistent with Cheng et al. (2002), where it was found that the vortex-shedding effect is not manifested when the mass-damping parameters are equal to or greater than 6.28.

The Response Curve for Angular Displacement and Acceleration
Figures 12A,B present the RMS angular displacements and RMS angular acceleration as functions of the reduced velocity, respectively. For the RTAHS test case, as well as R-1 and R-2, the effective mass density ratio of the building is 551. The considered damping ratios for R-1 and R-2 are 1.5 and 1.25%, respectively, as summarized in Table 3. The mass-damping parameter for the R-1 and R-2 is 8.27 and 6.88, respectively. For the case of R-3, the vortex shedding happened at a reduced velocity of 10.1, with the magnitude of the angular displacement being 0.16%. The vortex shedding effect for R-1 and R-2 is not observed in this study since the cases have a higher mass-damping parameter. In buildings with a mass-damping parameter greater than or equal to 6.28, the vortex shedding effect does not occur (Cheng et al., 2002). The maximum angular acceleration observed at the vortex shedding condition is 0.058 rad/sec$^2$ for test case R-3, and at reduced wind speed, it was observed to be 10.1. The RMS angular acceleration is obtained from the RMS angular displacement, using Eq. (25). In this equation, $T$ is the fundamental period of the structure.

$$\ddot{\theta}_{\text{rms}} = \frac{\theta_{\text{rms}}}{T^2} \quad (25)$$

CONCLUSION
This study presents a new design of an experimental apparatus for real-time aeroelastic hybrid simulation of a base-pivoting building model. The experimental apparatus mainly consists of a linear motor, a motor driver, a real-time controller, and transducers. The inverse delay compensation scheme is adopted to reduce the actuator time delay. A series of preliminary tests and RTAHS tests are carried out. The following are the main findings from the tests:

- From white noise tests, the delay in the linear motor was about 29 ms when delay compensation was not used. It is speculated that the constant delay could have been reduced if PID gains were further optimized.
With the presence of 29 ms of constant delay, the inverse delay compensation scheme was used. The delay was reduced to 23 ms when $\alpha = 3$, without having an amplitude error. It was expected that when the value of $\alpha$ was 6, the phase and amplitude error should be small. However, the experimental results showed an increase in the amplitude error when the value of $\alpha$ was larger than 3. This observation requires further investigation.

An expression is derived to relate apparent damping, which results from the delay in the motor’s response, the physical mass of the specimen and the specified natural frequency of the specimen. Unlike conventional substructuring tests of displacement-dependent elements, the result of the delay is an increase in damping ratio. The free vibration tests confirmed that the measured damping ratios are consistent with the derived equation.

Based on a series of free vibration tests, it was observed that the delay does not impact the frequency of the system when there is a mass ratio of less than 15%.

RTAHS tests were conducted to validate the developed system. A relatively large mass-damping ratio was used in the tests. There was only one case (R-3) in which the vortex-induced vibration was observed at the reduced velocity of approximately 10, a result consistent with those from the literature. In other cases (R-1 and R-2), the vortex-induced vibrations were not observed due to a higher mass-damping ratio, which is also consistent with the existing literature.

The main contributions of this study are the noble design of the experimental apparatus, as well as the verification and validation of the implemented control schemes. The RTAHS is beneficial over conventional aeroelastic tests as a user can rapidly define the dynamic characteristic of the system. In addition, RTAHS provides additional benefits. For example, the main program can be further extended by implementing tuned mass damper, tuned liquid damper, or any other supplemental damper models, which will allow rapid prototyping of appropriate damping system to control the vibration of a building subjected to wind load. There are a few topics that remain to be investigated in future studies. Some of the following are currently in progress:

- The gains of the controllers need further calibration to make the system more responsive.

- The observed issue in the inverse delay compensation and the variation of delay at different testing parameters needs to be addressed by implementing an advanced delay compensation method.

- Further systematic RTAHS experiments need to be carried out at low mass-damping ratios.

- The configuration shown in Figure 1 includes a redundant motor controller. Research is in progress to simplify the configuration beyond the design presented in this paper.

- It is necessary to expand the experimental setup to model both along-wind and across-wind vibration by using two linear motors.

- While the impact of delay can be compensated by adjusting numerical damping, the impact of delay can be further reduced by optimizing the design of the moving part of the experimental setup to reduce the mass ratio.
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