Multipath-based SLAM using Belief Propagation with Interacting Multiple Dynamic Models
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Abstract—In this paper, we present a Bayesian multipath-based simultaneous localization and mapping (SLAM) algorithm that continuously adapts interacting multiple models (IMM) parameters to describe the mobile agent state dynamics. The time-evolution of the IMM parameters is described by a Markov chain and the parameters are incorporated into the factor graph structure that represents the statistical structure of the SLAM problem. The proposed belief propagation (BP)-based algorithm adapts in an online manner, to time-varying system models by jointly inferring the model parameters along with the agent and map feature states. The performance of the proposed algorithm is finally evaluated with a simulated scenario. Our numerical simulation results show that the proposed multipath-based SLAM algorithm is able to cope with strongly changing agent state dynamics.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) is important in many fields including robotics [1], autonomous driving [2], location-aware communication [3], and robust indoor localization [4]–[6]. Specifically, robustness, i.e. achieving a low probability of localization outage, is still challenging in environments with strong multipath propagation [7]–[10].

New systems supporting multipath channels take advantage of it by exploiting multipath components (MPCs) for localization [4], [5], [14]–[13]. A promising approach is to model specular reflections included in the radio signal at flat surfaces by virtual anchors (VAs) that are mirror images of the physical anchors (PAs) [14]. Multipath-based SLAM algorithms can detect and localize reflective flat surfaces represented by PAs or virtual anchors (VAs).

Fig. 1 shows an exemplary environment highlighting the geometric relations between the agent and physical anchors (PAs) or virtual anchors (VAs). In this work, we extended a multipath-based SLAM belief propagation (BP) algorithm [5], [15] by interacting multiple models (IMM) parameters to describe the agent state dynamics based on [16], [17]. The time-evolution of the interacting multiple models (IMM) parameters is described by a Markov chain and the IMM parameters are incorporated into the factor graph structure that represents the statistical structure of the SLAM problem. The proposed belief propagation (BP)-based algorithm adapts in an online manner to time-varying IMM parameters by jointly inferring the model parameters along with the agent and map feature states. The algorithm jointly performs probabilistic data association (DA) and sequential Bayesian estimation of the state of a mobile agent and the states of “potential VA” (PVAs) characterizing the environment [5], [18], [19]. The states are augmented by a binary existence variable, associated to a probability of existence enabling the estimation of an unknown number of VAs.

II. SIGNAL MODEL

The agent is equipped with an H-element antenna array. At every discrete time step $n$, the element locations are denoted by $p_{h,n}^{(h)}$, $h \in \{1, \ldots, H\}$, the agent position $p_n$ refers to the center of gravity of the array. We also define $d_{h,n} = \| p_{h,n}^{(h)} - p_n \|$ and $\psi_{h,n} = \angle (p_{h,n}^{(h)} - p_n) - \psi_n$, the distance from the reference location $p_n$ and the orientation, respectively, of the $h$-th element. The array orientation $\psi_n$ is unknown.

At every time $n$, anchor $j \in \{1, \ldots, J\}$ transmits a baseband signal $s(t)$ centered at carrier frequency $f_c$. The signal at antenna element $h$ is then given as

$$
\hat{h}_{\text{RX},n}^{(j,h)}(t) = \sum_{l=1}^{L_{n}^{(j,h)}} \alpha_{l,n}^{(j,h)} s(t - \tau_{l,n}^{(j,h)}) + \nu_{n}^{(j,h)}(t) + w_{n}^{(j,h)}(t). 
$$

The first term on the right-hand side (RHS) describes $L_{n}^{(j,h)}$ specular MPCs with complex amplitudes $\alpha_{l,n}^{(j,h)} = \alpha_{l,n}^{(j,h)} \exp (2\pi f_c \frac{d_{l,n}^{(h)}}{c} \cos (\phi_{l,n}^{(j,h)} - \psi_n - \psi_{h,n}^{(j,h)}))$ and delays $\tau_{l,n}^{(j,h)} = \tau_{l,n}^{(j,h)} - \frac{d_{l,n}^{(h)}}{c} \cos (\phi_{l,n}^{(j,h)} - \psi_n - \psi_{h,n}^{(j,h)})$ with $\tau_{l,n}^{(j,h)} = \| p_{h,n}^{(h)} - p_{n}^{(j)} \| / c$. With $c$ as speed of light and $\text{AoA} \phi_{l,n}^{(j,h)} = \angle (p_{n}^{(j,h)} - p_n) - \psi_n$ related to the distance and angle between the agent’s position $p_n \in \mathbb{R}^2$ and the PA/VA positions...
\[ p_i^{(j)} \subset \mathbb{R}^2, \] respectively. The second term on the RHS of (1), \( v_i^{(j),(h)}(t) \), represents the DM, which interferes with the position-related, specular MPCs. The last term on the RHS of (1), \( w_i^{(j),(h)}(t) \), is AWGN with power spectral density \( N_0 \).

**Channel estimation:** A sparse multipath channel estimator \([20],[21]\) is used to estimate at each time \( n \) and for each PA a set of \( M_n^{(j)} \) MPC distances \( \hat{d}_{m,n}^{(j)} = c_{m,n}^{(j)} \) and AoAs \( \hat{\varphi}_{m,n}^{(j)} \) and the corresponding complex amplitudes \( \hat{a}_{m,n}^{(j)} \), where \( m \in M_n^{(j)} = \{1, \ldots, M_n^{(j)}\} \). To infer the variances \( \hat{\sigma}_{m,n}^{(j)} \) of the amplitudes, we use the antenna array at the agent. The measured normalized amplitude is given as \( \hat{u}_{m,n}^{(j)} = |\hat{a}_{m,n}^{(j)}|/\hat{\sigma}_{m,n}^{(j)} \). The MPC parameters are combined into the measurement vector \( z_n^{(j)} = [z_{1,n}^{(j)T}, \ldots, z_{M_n^{(j)},n}^{(j)T}]^T \), i.e., \( z_n^{(j)} = [\hat{d}_{m,n}^{(j)}, \hat{\varphi}_{m,n}^{(j)}, \hat{u}_{m,n}^{(j)}]^T \). The vectors \( z_n^{(j)} \) are used as noisy “measurements” by the SLAM algorithm.

### III. System Model

At each time \( n \), the state \( x_n \) of the agent consists of its position, velocity, and orientation. As in \([5],[15],[18]\), we account for the unknown number of features by introducing for each PA \( j \) potential VAs (PVAs) \( k \in \{1, \ldots, K_n^{(j)}\} \). The number of PVAs \( K_n^{(j)} \) is the maximum possible number of actual features that produced measurements so far \([18]\) (where \( K_n \) increases with time). The state of PVA \( (j,k) \) is denoted as \( y_n^{(j,k)} = [ x_{k,n}^{(j)}, z_{k,n}^{(j)} ]^T \) with vector \( x_{k,n}^{(j)} = [ p_{k,n}^{(j)T}, u_{k,n}^{(j)} ]^T \), which comprises the fixed PVA position \( p_{k,n}^{(j)} \) and the normalized amplitude \( u_{k,n}^{(j)} \) \([15]\). The existence/nonexistence of PVA \( k \) is modeled by the existence variable \( r_{k,n}^{(j)} \in \{0,1\} \) in the sense that PVA \( k \) exists if and only if \( r_{k,n}^{(j)} = 1 \). It is considered formally also if PVA \( k \) is nonexistent, i.e., if \( r_{k,n}^{(j)} = 0 \). The states \( x_{k,n}^{(j)} \) of nonexistent PVAs are obviously irrelevant. Therefore, all probability density functions (PDFs) defined for PVA states \( f(y_{k,n}^{(j)}) \) are of the form \( f(x_{k,n}^{(j)},0) = f_k^{(j)} f_a(x_{k,n}^{(j)}) \), where \( f_a(x_{k,n}^{(j)}) \) is an arbitrary “dummy PDF” and \( f_k^{(j)} \in [0,1] \) is a constant. We also define the stacked vectors \( y_{n}^{(j)} = [ y_{1,n}^{(j)}, \ldots, y_{K_n^{(j)},n}^{(j)} ]^T \) and \( y_n = \left[ y_n^{(j)T}, \ldots, y_n^{(j)T} \right]^T \).

At any time \( n \), each PVA is either a *legacy PVA*, which was already established in the past, or a *new PVA*, which is established for the first time. The states of legacy PVAs and new PVAs for PA \( j \) will be denoted by \( y_n^{(j)} = [ x_n^{(j)T}, z_n^{(j)T} ]^T \) with \( k \in \{1, \ldots, K_n^{(j)}\} \) and \( \tilde{y}_n^{(j)} = [ x_n^{(j)T}, \tilde{z}_n^{(j)T} ]^T \) with \( m \in \{1, \ldots, M_n^{(j)}\} \), respectively. Thus, the number of all new PVAs equals the number of measurements, \( M_n^{(j)} \). The set and number of legacy PVAs are updated according to \( K_n^{(j)} = K_{n-1}^{(j)} + M_n^{(j)} \).

The vector of all legacy PVAs and new PVAs states at time \( n \) for PA \( j \) are given by \( y_n^{(j)} = [ y_n^{(j)} \ldots y_n^{(j)}, \tilde{y}_n^{(j)} ]^T \) and \( \bar{y}_n^{(j)} = [ \bar{y}_n^{(j)} \ldots \bar{y}_n^{(j)}, \tilde{y}_n^{(j)} ]^T \), respectively. For all PAs the states of all legacy and new PVAs are given by the vectors \( y_n = [ y_n^{(j)} \ldots y_n^{(j)}, \bar{y}_n^{(j)} ]^T \) and \( \bar{y}_n = [ \bar{y}_n^{(j)} \ldots \bar{y}_n^{(j)}, \tilde{y}_n^{(j)} ]^T \), respectively.

The state of all PVAs at time \( n \) is given by the vector \( y_n = [ y_n^{(j)}, \bar{y}_n ]^T \).

#### A. Association Vectors

For each PA, measurements \( z_{m,n}^{(j)} \) are subject to a DA uncertainty. It is not known which measurement \( z_{m,n}^{(j)} \) is associated with which PVA \( k \), or if a measurement \( z_{m,n}^{(j)} \) did not originate from any PVA (false alarm) or if a PVA did not give rise to any measurement (missed detection). The probability that a PVA is “detected”, in the sense that it generates a measurement \( z_{m,n}^{(j)} \) in the MPC parameter estimation stage, is denoted by \( P_d(x_n, x_n^{(j)}) \equiv P_d(u_{k,n}^{(j)}) \), being defined by its normalized amplitude \( u_{k,n}^{(j)} \). The distribution of false alarm measurements \( f_{FA}(z_{m,n}^{(j)}) \) is assumed to be known. The associations between measurements \( z_{m,n}^{(j)} \) and the PVAs at time \( n \) can be described by the K-dimensional feature-oriented DA vector \( c_{n}^{(j)} = [c_{1,n}^{(j)}, \ldots, c_{K_n^{(j)},n}^{(j)}]^T \), with entries \( c_{k,n}^{(j)} = M \in \{1, \ldots, K_n^{(j)}\} \), if PVA \( k \) generates \( z_{m,n}^{(j)} \) and 0, if PVA \( k \) does not generate any \( z_{m,n}^{(j)} \). In addition, we consider the \( M_n \)-dimensional measurement-oriented DA vector \( b_{n}^{(j)} = [b_{1,n}^{(j)}, \ldots, b_{M_n,n}^{(j)}]^T \) with entries \( b_{m,n}^{(j)} = k \in \{1, \ldots, K_{n-1}^{(j)}\} \), if \( z_{m,n}^{(j)} \) is generated by PVA \( k \) and 0 if not generated by any PVA \( \{1, \ldots, K_{n-1}^{(j)}\} \).

#### B. State Evolution

Following the interacting multiple model (IMM) approach \[24\], the agent state can switch between different dynamic models \( q_n \in Q \equiv \{1, \ldots, Q\} \) at any time \( n \). The according state-transition PDF of the agent state is given by \( f_q(x_n| x_{n-1}) \). The dynamic model (DM) index \( q_n \) is modeled as a random variable which evolve according to the first-order Markov chain with a constant transition matrix \( Q \in [0,1]^{Q \times Q} \) over time \((0,1)^Q \times Q\) denotes a \( Q \times Q \) matrix with entries between 0 and 1). The DM’s transition probability mass function (pmf) of \( q_n \) is given by \( p(q_n = q_{n-1} = i') = |Q|_{i,i'} \) for \( i',i \in Q \). Note that \( \sum_{i'=1}^Q |Q|_{i,i'} = 1 \) \( \forall i \). The target state \( x_n \) and the DM index \( q_n \) are assumed to jointly evolve according to a Markovian dynamic model, i.e., \( f(x_n, q_n | x_{n-1}, q_{n-1}) = f_q(x_n | x_{n-1}) f(q_n | q_{n-1}) \).

The agent state \( x_n \) and the augmented states of the legacy PVAs, \( \bar{y}_n^{(j)} \), are assumed to evolve independently according to Markovian state dynamics, i.e.,

\[
\begin{align*}
\mathbb{P}\left( x_n, y_n | x_{n-1}, y_{n-1}, q_{n-1} \right) &= f_q(x_n | x_{n-1}) f(q_n | q_{n-1}) \\
&= f_q(x_n | x_{n-1}) \prod_{j=1}^J \prod_{k=1}^{K_n^{(j)-1}} f(y_n^{(j)} | y_{k,n}^{(j)}) 
\end{align*}
\]

where \( f(y_n^{(j)} | y_{k,n}^{(j)}) \) is the state-transition PDFs of legacy PVA \( (j,k) \). Note that \( y_n^{(j)} \) depends on both \( y_{k,n}^{(j)-1} \) and \( y_{m,n}^{(j)} \). If PVA \( (j,k) \) existed at time \( n-1 \), i.e., \( r_{k,n-1} = 1 \), it either dies, i.e., \( r_{k,n} = 0 \), or survives, i.e., \( r_{k,n} = 1 \); in the latter case, it becomes/remains a legacy PVA at time \( n \). The probability of survival is denoted by \( P_s^k \). If the PVA...
survives, its new PMVA state $\mathbf{y}^{(j)}_{k,n}$ is distributed according to the state-transition PDF $f_{y^{(j)}_{k,n}}(\mathbf{y}^{(j)}_{k,n-1})$ (for details cf. [5]). It is assumed that at time $n=1$ for each PA $j$ the initial prior PDFs $f_{y^{(j)}_{1,n}}$, $k = \{1, \ldots, K^{(j)}\}$ and $f(x_1)$ are known. All (legacy and new) PVA states up to time $n$ are denoted as $y_{1:n} = [y_{1:T} \cdots y_{n:T}]^T$.

**C. Joint Posterior PDF and the FG**

By using common assumptions [5, 18] and for fixed and thus observed measurements $\mathbf{z}_{1:n}$, it can be shown that the joint posterior PDF of $\mathbf{x}_{0:n}$ ($\mathbf{x}_{1:n} = \mathbf{x}_{1:T} \cdots \mathbf{x}_{n:T}$), $\mathbf{y}_{1:n}$, and $\mathbf{b}_{1:n}$, conditioned on $\mathbf{z}_{1:n}$ for all time steps is given by

$$f(x_{1:n}, y_{1:n}, y_{1:n}, c_{1:n}, b_{1:n} | z_{1:n})$$

subject to

$$\propto \left(\prod_{j=1}^{K(J)} \frac{1}{f(y^{(j)}_{1:n})} \right) \times \prod_{n'=2}^{n} f(q_{n'} | q_{n'-1})$$

$$\times \left(\prod_{j=1}^{K(J)} \frac{1}{f(y^{(j)}_{n-1})} \right) \times g(x_{n}, y_{k,n}^{(j)}), c_{k,n}, z_{n}^{(j)} \prod_{m=1}^{M^{(j)}} \Psi_{km}(c_{k,n}^{(j)}, y_{m,n}^{(j)})$$

where $g(x_{n}, y_{k,n}^{(j)}), c_{k,n}, z_{n}^{(j)}$, $f(y_{m,n}^{(j)})$, and $h(x_{n}, y_{m,n}^{(j)}), b_{m,n}, z_{n}^{(j)}$ are explained in what follows.

The pseudo likelihood functions $g(x_{n}, y_{k,n}^{(j)}), c_{k,n}, z_{n}^{(j)}) = (g(x_{n}, y_{k,n}^{(j)}), c_{k,n}, z_{n}^{(j)})$ and $h(x_{n}, y_{m,n}^{(j)}), b_{m,n}, z_{n}^{(j)} = h(x_{n}, y_{m,n}^{(j)}), b_{m,n}, z_{n}^{(j)}$ are given by

$$g(x_{n}, y_{k,n}^{(j)}), c_{k,n}, z_{n}^{(j)} \propto \frac{P_{fa}(a_{k,n}^{(j)}) f(z_{n}^{(j)} | x_{n}, y_{k,n}^{(j)}), c_{k,n} = m}{\mu_{fa} f_{u}(z_{n}^{(j)})}$$

$$g(x_{n}, y_{k,n}^{(j)}), c_{k,n}, z_{n}^{(j)} \propto 1, \quad c_{k,n} = 0$$

and $g(x_{n}, y_{k,n}^{(j)}), c_{k,n}, z_{n}^{(j)} \propto \delta(c_{k,n})$ as well as

$$h(x_{n}, y_{m,n}^{(j)}), b_{m,n}, z_{n}^{(j)}$$

$$h(x_{n}, y_{m,n}^{(j)}), b_{m,n}, z_{n}^{(j)}$$

are expressed as

$$h(x_{n}, y_{m,n}^{(j)}), b_{m,n}, z_{n}^{(j)} \propto \left\{ \begin{array}{ll}
0, & b_{m,n} \in K^{(j)} \\
\int_{f_{d}^{(j)}} f_{d}(z_{n}^{(j)}), b_{m,n} \int_{f_{u}^{(j)}} f_{u}(z_{n}^{(j)})
\end{array} \right.$$
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Fig. 2. Floorplan of the emulated room including the agent track (solid magenta), the position of PA 1 (red filled circle) and PA 2 (blue filled circle), the according VAs (red and blue circles for PA 1 and PA 2, respectively), the estimated agent track (green dashed), and the estimated VAs (red and blue pluses for PA 1 and PA 2, respectively).

IV. PERFORMANCE EVALUATION

The proposed SLAM algorithm is validated in the indoor scenario shown in Fig. 2. To show the benefit of the proposed algorithm, we have chosen an agent track that consists of straight parts with a small spacing between consecutive agent positions and two rapid turns with increased spacing between consecutive agent positions. The abrupt changes of the agent state in direction are indicated by vertical gray lines in Fig. 3a, Fig. 3b, and Fig. 4. We compare the proposed SLAM algorithm with IMM to the original SLAM algorithm in [15].

The agent’s state-transition pdfs \( f_j(x_n|x_{n-1}) \), with \( x_n = [p_n^T \ v_n^T]^T \), are defined by near constant-velocity motion models [24, Sec. 6.3.2], where the driving process is iid across \( n \), zero-mean, and Gaussian with driving process variance \( \sigma_w^2 \). The agent state can switch between two dynamic models \( \{Q\} = \{2\} \) with \( \sigma_{w,1}^2 = 0.0032^2 \) and \( \sigma_{w,2}^2 = 0.01^2 \). The dynamic model transition probabilities are chosen as \( [Q]_{1,1} = [Q]_{2,2} = 0.99 \) and \( [Q]_{1,2} = [Q]_{2,1} = 0.01 \). The original multipath-based SLAM from [15] uses also a near constant-velocity motion model with constant driving process variance \( \sigma_w^2 = 0.0032^2 \).

For the sake of numerical stability, we introduced a small regularization noise to the PVA state \( p_k^{(j)} \) at each time \( n \), i.e.,

\[
p_k^{(j)} = p_k^{(j)} + \omega_k,
\]

where \( \omega_k \) is iid across \( k \), zero-mean, and Gaussian with covariance matrix \( \sigma_\omega^2 \) and \( \sigma_\omega = 3 \cdot 10^{-3} \) m.

We performed 10 simulation runs, each using the floor plan and agent track shown in Fig. 2. The true MPC parameters, distance, AoA, and amplitude are calculated for the set of PAs and VAs as in Fig. 2 with 5 and 4 VAs for PA 1 and PA 2, respectively. All parameters related to the radio signal, the normalized amplitude, and the according detection probability can be found in [15]. In each simulation run, we generated with detection probability \( P_d(u_{m,n}) \) the noisy range measurements \( d_{m,n} \), AoA measurements \( \phi_{m,n} \), and normalized amplitude measurements \( y_{m,n} \) related to the measurement likelihood functions in [15] (7), (8), and (9), respectively, using the true MPC parameters. In addition to the true noisy measurements we generate a mean number of \( \mu_{PA} = 1 \) false alarm measurements after thresholding for both PA 1 and PA 2 according to a false alarm pdf \( f_{FA}(z_{m,n}) \) that is uniform on \([0, 30]m\).

The particles for the initial agent state are drawn from a 4-D uniform distribution with center \( x_1 = [0, 0]^T \), where \( x_0 \) is the starting position of the actual agent track, and the support of each position component about the respective center is given by \([-0.1 \times 15m, 0 \times 15m]\) and of each velocity component is given by \([-0.05 m/s, 0.05 m/s]\). The prior distribution for new PVA states \( f_{new}(y_{m,n}) \) is uniform on the square region given by \([-15 \times 15 m, 15 \times 15 m]\) around the center of the floor plan shown in Fig. 2 and the mean number of new PVs at time \( n \) is \( \mu_n = 0.05 \). The probability of survival is \( p_s = 0.999 \) and the detection and pruning thresholds are \( p_{de} = 0.5 \) and \( p_{pr} = 10^{-3} \), respectively.

As an example, Fig. 2 depicts the MMSE estimates of the PVA positions for one simulation run as well as estimated agent tracks.

Fig. 3a shows the root mean square error (RMSE) of the agent positions versus time \( n \). The RMSE of the agent positions of the proposed algorithm stays below 7 cm along the entire agent track, whereas the RMSE of the agent position of algorithm presented in [15] increases significantly after the first turn. Fig. 3b shows the mean optimal subpattern assign-
ment (MOSPA) errors \cite{27} for the two PAs and the associated VAs, all versus time \( n \). The MOSPA errors are based on the Euclidean metric with cutoff parameter \( c = 1 \) m and order \( p = 1 \). The solid lines show the MOSPA errors of the proposed SLAM algorithm and the dashed lines show the MOSPA errors of the algorithm presented in \cite{15}. The MOSPA error of the proposed SLAM algorithm and of the algorithm presented in \cite{15} are very similar until the second sharp turn starting at time \( n = 105 \). After this time \( n \), the MOSPA error of the algorithm presented in \cite{15} increases significantly in comparison to the proposed algorithm. However, in the majority of simulation runs, the original multipath-based SLAM algorithm presented in \cite{15} is also able to recover from this difficult situation.

Finally, Fig. 4 shows the beliefs for the two dynamic models calculated by the proposed algorithm, averaged over the simulation runs. It can be seen that along the straight parts of the agent track with a smaller spacing between consecutive agent positions, dynamic model 1 is in force, and whenever the change of direction and the spacing between consecutive agent positions is larger, dynamic model 2 is in force.

V. CONCLUSIONS

We have extended a multipath-based SLAM algorithm that continuously adapts IMM parameters to describe the mobile agent state dynamics. The time-evolution of the IMM parameters is described by a Markov chain and the parameters are incorporated into the factor graph. Our numerical simulations have shown that the proposed multipath-based algorithm is able to adapt the agent state space dynamic in an online manner enabling small agent errors even for rapid changes in the agent movement.
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