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Abstract—Cyber-physical systems (CPS) incorporate the complex and large-scale engineered systems behind critical infrastructure operations, such as water distribution networks, energy delivery systems, healthcare services, manufacturing systems, and transportation networks. Industrial CPS in particular need to simultaneously satisfy requirements of available, secure, safe and reliable system operation against diverse threats, in an adaptive and sustainable way. These adverse events can be of accidental or malicious nature and may include natural disasters, hardware or software faults, cyberattacks, or even infrastructure design and implementation faults. They may drastically affect the results of CPS algorithms and mechanisms, and subsequently the operations of industrial control systems (ICS) deployed in those critical infrastructures. Such a demanding combination of properties and threats calls for resilience-enhancement methodologies and techniques, working in real-time operation. However, the analysis of CPS resilience is a difficult task as it involves evaluation of various interdependent layers with heterogeneous computing equipment, physical components, network technologies, and data analytics. In this paper, we apply the principles of chaos engineering (CE) to industrial CPS, in order to demonstrate the benefits of such practices on system resilience. The systemic uncertainty of adverse events can be tamed by applying runtime CE-based analyses to CPS in production, in order to predict environment changes and thus apply mitigation measures limiting the range and severity of the event, and minimizing its blast radius.
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I. INTRODUCTION

The term cyber-physical systems (CPS) refers to systems which integrate and interconnect the physical environment with control, computing, and networking components. In the last decade, there has been a rapid growth of CPS in critical infrastructures including power systems, manufacturing facilities, robotics, transportation networks, desalination plants, and other industrial control systems (ICS).

These substantial applications of CPS, especially in industrial environments, have largely computerized critical infrastructures, making them subject to diverse threats which industrial CPS need to face, by simultaneously satisfying requirements of available, secure, safe and reliable system operation, in an adaptive and sustainable way.

These adverse events can be of accidental or malicious nature and may include natural disasters such as hurricanes, earthquakes, wildfires, hardware or software faults, e.g., in smart monitoring devices due to bugs in the code (e.g., operating system, compilers, libraries, etc.), or bit flips induced by cosmic rays, or ‘silent errors’ due to components and manufacturing variability faults, as well as cyberattacks, infrastructure design and implementation faults and, last but not least, unexpected operating conditions. They may drastically affect the results of CPS algorithms and mechanisms, and subsequently the operations of ICS deployed in those critical infrastructures, leading in the end to potential financial, social, legal, and political consequences.

Such a demanding combination of requirements versus threats calls for correspondingly powerful defenses, beyond classic industry-practice mitigation techniques. In other words, industrial CPS should seek resilience, or the continued ability to “endure” and “recover” from disrupting events. Resilient computing systems are ones that have built-in baseline defenses; can cope with virtually any quality of threat, be it accidental or malicious; protect in an incremental way and automatically respond and adapt to threats; and provide unattended and sustainable operation. However, the crafting and analysis of CPS resilience is a difficult task as it involves, as usual in this sector, various interdependent layers with heterogeneous computing equipment, physical components, network technologies, and data analytics.

In order to enhance and evaluate CPS resilience, there exist various works on resilience definitions, metrics, and evaluation and enhancement methods. A conceptual resilience curve with resilient control metrics is the “Disturbance and Impact Resilience Evaluation Curve” (DIRE), presented in Fig. 1, expressing the “Rs” of resilience, i.e., Recon, Resist, Respond, Recover, and Restore according to [2]. Experimentation practices involve the use of hardware-in-the-loop (HIL) testbed environments and digital twins. Monte Carlo simulation-based methods, pre-selected scenario-based methods, and machine learning-based methods. Existing methods, however, are often not examined in deployed CPS nor governed by a proactive experimentation practice in which weaknesses can be revealed before impacting the system, e.g., often HIL experimentation is specific to the application and scenarios under test, and not following systematic experimentation steps.
In this work, we apply the principles of chaos engineering (CE) to industrial CPS, in order to demonstrate the benefits of such practices on system resilience. CE has been primarily used for software systems, and can be defined as “the discipline of experimenting on a system in order to build confidence in the system’s capability to withstand turbulent conditions in production” [8]. We propose to extend the concept to a more general framework including overall CPS architectures (hardware and software), as well as a broader scope of faults beyond software.

CE involves the facilitation of experiments to reveal weaknesses within a system, i.e., how the system responds to unexpected events such as outages due to cyberattacks or faults. The concept of CE was originated from Netflix in an effort to develop a built-in resilience tool within the production environment [9]. Typically, CE experiments include the following steps (Fig. 2): (1) define the ‘steady state’ of a system in order to quantify its characteristic behavior under a certain type of events; (2) build a hypothesis around the steady state which should be followed in both the control/theoretical aspect and the experiments (measurable output of a system); (3) vary process events into the systems reflecting realistic adverse productions conditions; (4) run automated experiments within the system production environment in an effort to disprove the hypothesis in terms of control and experiments differences.

This experimentation process builds confidence in the system with regards to its steady states of operation and how hard they are to be disrupted. In case CE experimentation identifies a systemic weakness, the overall process is set up in a way to ensure that potential impact radius from the experiment is minimized and contained. The systemic uncertainty of adverse events can thus be tamed by applying runtime CE-based analyses to CPS in production, in order to predict environment changes and thus apply mitigation measures limiting the range and severity of the event, and minimizing its blast radius [10].

In terms of quantitative benefits, CE can reduce the number of preventable outages. This reduction of the blast radius is coupled with chaos-induced bounded harm that is revealed by CE experiments. Another aiding approach to CE is modeling outages using historical data, i.e., a proper implementation of CE experiments requires an establishment of a baseline for test metrics based on historical data. Taking proper records from an incident management system in place, and identifying vulnerabilities where the failure of a seemingly low-risk node (i.e., with subliminal criticality) could bring the system down leading to an outage, provides insight to quantitative financial loss due to the occurred incident as well as information about vulnerable nodes that should be injected in the next CE experiment. The adoption process may require engineers to mitigate risks of impacting customers with these experiments. This means there is a balance between reducing the impact to customers and identifying vulnerabilities quickly. As for qualitative benefits of CE, these include improvement in design decisions, growth in understanding service criticality, and confidence in validating reliability measures.

In this paper, we introduce the concept of CE for enhancing the resilience of CPS, and specifically, ICS environments of critical infrastructures. First, we review experimentation practices for weaknesses identification and testing as well as present existing CE approaches (Section II). We then build a case of a CE formal model in which we define and describe the control theoretical aspects of CE within a nonlinear cyber-physical ICS (Section III). Furthermore, we present a use-case scenario on the industrial process control model of the Tennessee Eastman Challenge in an effort to map the CE experimentation steps with actual metrics and failure events (Section IV). Finally, Section V concludes the paper and provides directions for future work.

II. RELATED WORK AND LIMITATIONS

Modern distributed systems and content delivery networks are often implemented as software-based services. Testing and vulnerability detection in distributed systems is a broad field that borrows numerous techniques from different engineering fields. CPS, and in particular modern ICS, are typically implemented as distributed software-based systems that control embedded devices and field sensors. Yet to our knowledge, there has been no prior use of CE experiments on ICS. As such, relevant publications cover two distinct areas, namely (A) vulnerability and fault diagnosis in ICS, and (B) current practices of CE in distributed systems.

A. Vulnerability Detection and Fault Testing in ICS

There exist several techniques for vulnerability detection and failure testing in software-based distributed systems that
share common characteristics with CE experiments. In software, existing approaches can be broadly classified into:

1) Static and dynamic analysis methods including fuzzing techniques. These approaches identify issues inside the code of embedded components and industrial systems, either offline (static) or during run-time execution of software (dynamic).
2) Fault and attack injection on ICS components.
3) Conditional testing approaches for the detection of system deviations, mostly implemented with invariant mining techniques.

There is extensive research on static analysis of industrial software for fault detection. Recent approaches utilize various techniques, such as regression verification [11], model checking [12], [13], or sequential function charts for the programming of the programmable logic controllers (PLCs). These approaches have extended these methods by including specifications of plant behavior converted to hybrid automata for verifying safety properties [14], [15].

Concerning dynamic analysis approaches, there exists work that delves into fault testing of ICS components. Authors in [16] have presented how tools can generate test inputs through symbolic execution to detect program execution errors. Vet-PLC is another attempt that combines static and dynamic analysis presented in [17]. Its goal is to verify real-world PLC code driven by events and detect safety violations in code. The work combines different types of analysis to understand causal relations among events in PLC code and quantitatively gauge temporal dependencies that are constrained by machine operations.

Published research has also used fuzz testing in ICS, with existing work targeting both industrial protocols and embedded systems. For example, authors in [18] were able to fuzz test function codes in ICS protocols and extract semantic information for vulnerability detection. Other approaches opted to fuzz input commands on firmware binaries extracted from ICS to evaluate the security of specific libraries inside ICS components [19], [20], or inject large number of attacks on network protocols and monitor target systems and their responses for unexpected behavior that might suggest the existence of vulnerabilities [21], [22].

Mining invariant values from ICS devices has also been in scope of recent research in fault detection of ICS software. Recent approaches aim to extract operational conditions from system logs via data mining. These conditional variables are then evaluated whether they hold true at some point in time during varying executions of ICS processes [23], [24]. Other approaches mine such conditions from smart meters and medical devices, mostly for intrusion detection purposes [25]. Chen et al. extracted invariants from data traces of a water purification testbed to detect anomalies in system execution [26]. Other mixed approaches may also use invariants for vetting the source code of ICS components [17].

CE experiments try to deal with the fact that functional charts and specifications cannot capture the scale and complexity of user behavior in modern distributed systems. As such, CE focuses on experimenting on the entire system under test as a single entity. Even though such approaches are not able to formally define function executions, they show great promise in uncovering unwanted states of execution that were previously unknown and not depicted in functional specifications [9], [27]. CE experiments may also utilize fuzzing techniques for input, but they do not consider specific technical inputs or their fuzzed input does not target specific software or components. Instead, CE experiment view all ICS components and field devices as a single system and try to fuzz real-world, high-level input to observe what happens to the ICS boundary.

Also, another difference between CE experiments and some of the aforementioned fault analysis and testing techniques lies on the fact that CE experiments do not follow a binary assertion logic (as is the case with invariants or static analysis). Most fault testing and assessment methods assign preconsidered restrictions and evaluate software-based systems against these precondition to assert them as true or false. Instead, CE experiments focus in creating new execution data and detect system states that were previously unknown to operators [9].

B. Existing CE Approaches

Concerning existing CE experiments, the most famous case is Netflix, where engineers have taken CE as an approach to experimentally verify distributed systems’ reliability. That is achieved either by changing the boundary state of components and analyzing system behavior using an internal service that was created specifically for his purpose (Chaos Monkey) [9], or by introducing false injections at the boundary of Netflix micro-services [27]. Chaos Monkey was also used in [28], where researchers proposed a balanced use of the service to inject variable degrees of failure into the network without disconnecting it and assess it against network invariant metrics.

Large-scale Java applications have also been known to utilize CE for testing complex distributed software [29]. Other implementations of the CE principles aimed to automatically inject system failures and errors into a containerized application to evaluate the overall system resilience under unknown states of operation [30]. Researchers in [31] detected faults in industrial network data using recurrent neural networks that incorporate CE principles to improve the efficiency of the tuning procedure. Neural networks and CE was also proposed in [32] as a means for generating unwanted states in nonlinear electrical circuits. Authors aimed to discover vulnerabilities on large, complex systems, such as the U.S. power grid.

Other research has focused on using CE for analyzing the execution states of Infrastructure-as-a-Service (IaaS) cloud platforms. For example, CloudStrike implemented the principles of CE by injecting faults to cloud resources to experiment on cybersecurity breaches caused by human errors and misconfigured resources [33], [34].
III. A Generic Chaos Engineering (CE) Model

The cyber-physical model of ICS can be seen as a model of a nonlinear system in the following state-space form:

$$\dot{x}(t) = g(x(t), u(t), \delta(t))$$  (1)
$$\Delta y(t) = h(x(t), u(t), \delta(t))$$  (2)

where the state $x(t) \in \mathbb{R}^n$ with $x(0) = x_0$, the measurement output deviations $\Delta y(t) \in \mathbb{R}^m$, the control input $u(t) \in \mathbb{R}^m$ (e.g., could represent set-points for states regulation), and $N = \{1, \ldots, n\}$ represents the index set of the ICS components. $\delta(t) \in \mathbb{R}^{n_s}$ denotes the piecwise vector of constant signals including disturbances, measurement noise, and unknown control parameters. The model in Eqs. (1), (2) may describe water treatment facility, a desalination plant, a microgrid or any other cyber-physical ICS, and might have been derived under suitable regularity constraints from a more general differential-algebraic model [35].

1) Steady state definition in ICS environments: One major requirement of any CE experiment is to determine the system’s steady state, i.e., that state in which the performance of the system is contributing towards maintaining a particular system property in a specific pattern or within a specific range. The objective in this part is model the development of the system in such a way to be able to describe the steady states according to the anticipated conditions of the system metrics. In the scenario of ICS, such metrics could be the level of sodium hydroxide in a water treatment plant [36].

**Definition 1** (Steady State Stability and Synchronization). There exist domains $V \subseteq \mathbb{R}^{m} \times \mathbb{R}^{n}$ and $W \subseteq \mathbb{R}^{n}$ for which:

1. $g$ and $h$ are Lipschitz continuous functions on $W \times V$,
2. A Lipschitz continuous function $\phi\omega$ on $W$ is differentiable $\phi\omega : V \rightarrow W$ and $\forall(u, \delta) \in V$ satisfies $0 = g(\phi\omega(u, \delta), u, \delta)$, i.e., each pair $(u, \delta) \in V$ is unique on $W$’s equilibrium state $\phi\omega(u, \delta)$.
3. There exist constants $c_j > 0$, $j \in \mathbb{N} : j \in [1, 4]$, and a continuously differentiable function $f$ in $(x, u)$, $f : W \times V \rightarrow \mathbb{R}_{\geq 0}$, $(x, (u, \delta)) \rightarrow f(x, u, \delta)$ for which $\forall x \in W$ and $\forall(u, \delta) \in V$:

$$c_1 \|x - \phi\omega(u, \delta)\|^2 \leq f(x, u, w) \leq c_2 \|x - \phi\omega(u, \delta)\|^2$$

$$\nabla_x f(x, u, \delta) \leq -c_3 \|x - \phi\omega(u, \delta)\|^2$$

$$\|\nabla_u f(x, u, \delta)\| \leq c_4 \|x - \phi\omega(u, \delta)\|^2$$

(1)-(3) essentially present a singular perturbation problem in which relaxations and other variants exist, and (3) in particular, is a Lyapunov function determining exponential stability of $\phi\omega(u, \delta) \in W$ [37].

(4) The input-to-output equilibrium mapping $\Delta\tilde{y}(u, \delta) = h(\phi\omega(u, \delta), u, w) : V \rightarrow \mathbb{R}^m$ has the form of:

$$\Delta\tilde{y}(u, \delta) = h(\phi\omega(u, \delta), u, w) = (1/\gamma) * 1_m * (1_m^T \tilde{u} - d)$$  (3)

where $\gamma > 0$, $1_m$ representing the indicator function of size $m$, and $d_{cu} \in \mathbb{R}$ is an unmeasured constant disturbance.

(4) shows that in steady state conditions, the synchronization of output measurements is possible with deviations being the same at all ICS components. The steady state of an output state can be seen as $1_m^T u - d$, e.g., the difference of load demand and generation control inputs in a power grid model. The linear span of the indicator function is chosen due to the objective of having finite linear combinations as indicator step functions on arbitrary intervals.

In ICS, system operators or automated functionalities of the ICS allocate actions to the actuating elements of the systems in an effort to operate across nominal system setpoint metrics. The target setpoints can be determined in a minimization-type of problem:

$$\begin{align*}
\text{minimize} & \quad z(u_h) := \sum_{j \in V} z_j(u_{hj}) \\
\text{s.t.} & \quad 0 = 1_m^T u - d_{cu}
\end{align*}$$  (4)

where $j \in V$ and $|V| = m$ is the set of the system nodes. Eq. (4) is assumed to be strictly feasible, i.e., the constraint is satisfied. $z_j : U_j \rightarrow \mathbb{R}$ models the disutility of the $j$th ICS component of not satisfying system nominal demands, and encompasses a barrier function to enforce inequalities $u_{h_1} \in U_j = (u_{i_1}, u_{i_2})$, where $-\infty \leq u_{i_1} < u_{i_2} \leq +\infty$. The constraint of Eq. (4) ensures balance of system control inputs $1_m^T u$ and unmeasured distrubances $d_{cu}$. In addition, by Eq. (3), Eq. (4) ensures that the steady state system deviations should lead to zero. An example metric following the last minimization problem could be defined as the frequency regulation setpoint of secondary frequency control of ICS in power grids.

2) Formulating hypotheses: Once the metrics are determined and the steady state behavior of the ICS is understood, the experimental hypotheses can be defined. The objective is to determine what is expected as the result of an experiment, in terms of the system’s steady state conditions, if we apply a set of diverse events into the ICS. Lemma 2 relies on the minimization problem of Eq. (4) to determine under some assumptions the outcome of the experiment in terms of the target setpoints.

**Definition 2** (Direct Graph and Connectivity). A sensor network of an ICS can be seen as a topological map represented by a directed graph $G = (V, E, \Lambda)$ with nodes $V = \{1, \ldots, m\}$, edges $E \subseteq V \times V$, and $\Lambda = \{a_{ij}\} \in \mathbb{R}^{m \times m}$ is a weighted adjacency matrix with non-negative adjacency elements, i.e., $a_{ij} \geq 0$, and $a_{ij} > 0$ if and only if the edge $(i, j) \in E$. The neighbors of node $i$ are defined as $N_i \triangleq \{j \in V : (i, j) \in E\}$.

**Definition 3** (Laplacian Matrix). The Laplacian matrix $L \in \mathbb{R}^{m \times m}$ of the graph $G$ of Definition 2 is defined by its elements given by:

$$L_{ij} = \begin{cases}
-a_{ij} & \text{if } i \neq j \\
\sum_{k \neq i} a_{ik} & \text{if } i = j
\end{cases}$$

Every row sum of $L$ is zero. As for its eigenvalues $\lambda_i$ by definition there exist $\lambda_j = 0$ with right-eigenvector $X_{R_j} = 1_m$ and the rest $\lambda_i, i \neq j$, have positive real part [38].
Definition 4 (Globally Reachable Node). A node $v_j \in V$ is a globally reachable node, if there exists a path (i.e., a combination of edges in $E$) from it to every other node in $G$.

The next lemma shows an important property of Laplacian $L$.

Lemma 1. The graph $G$ has a globally reachable node if and only if the Laplacian of $L$ has a simple zero eigenvalue. In this scenario, the left-eigenvector $X_{Lj} \in \mathbb{R}^m$ of $L$ associated with the simple $\lambda_j = 0$ is $X_{Lj} \geq 0$, and $X_{Lj} > 0$ if and only if node $v_j \in V$ is globally reachable.

Lemma 2. Consider Definition 2 of a sensor network of an ICS represented by a weighted directed graph $G = (V, E, A)$ with Laplacian matrix $L$, and let such graph to follow also Definition 2, i.e., include a globally reachable node and the left-eigenvector $X_{Lj} \in \mathbb{R}^m$ of $L$ to correspond to its simple eigenvalue $\lambda_j = 0$. Let $\Delta L$ follows the form of Eq. (3) and $u_h \in \mathbb{R}^m$, then for the case of a diagonal matrix $D \geq 0$ for which $X_{Lj}^\top D X_{Lj} > 0$, there exist the following equivalent statements: (1) $u_h$ is the unique optimal solution of Eq. (4); and (2) the vector $q_h \in \text{span} (1_m)$ is unique and satisfies:

$$0 = D \Delta L (u_h, X_{Lj}) + L q_h$$

(5a)

$$u_h = \nabla \cdot z^\ast (q_h)$$

(5b)

where $z^\ast (q) = \sum_{j \in V} z^\ast_j (q_j)$ is the conjugate of $z$.

The proofs of Lemma 1 and Lemma 2 are omitted due to space requirements and can be found in literature [38, 39].

The hypotheses in CE experiments are typically in the form of “the events we are injecting into the system will not cause the system’s behavior to change from steady state” [10]. Since the target metric setpoints can be determined via a priori data, etc. We cannot be aware of the system conditions in which can further lead to system or sub-systems failures. In CE, the goal is to induce real-world events into the ICS which can be controlled. Following the formulation of the previous CE model, we follow the paradigm of linear distributed control or typically termed distributed averaging proportional integral (DAPI) control, often deployed in multi-agent networked systems in order to control system elements towards a consensus objective [40]. Under this concept, the system components/agents in the distributed ICS (e.g., PLC devices) exchange information with other agents in order to take the proper control decisions (locally), often using linear PI (proportional integral) controls in an effort to minimize the agents’ differences. If we consider the $N$ agents of the ICS to follow DAPI control, then the control dynamics of $u_j(t)$, $j \in \mathcal{N}$, can be represented as follows:

$$\dot{u}_j(t) = \sum_{\ell \in \mathcal{N}, \ell \neq j} a_{j\ell} (x_{\ell}(t) - x_j(t)) + \beta_j(t)$$

(6)

$a_{ik}$ follows Definition 2 and it is a binary index of the unidirectional connectivity: if $a_{ik} = 1$, node $i$ can receive data from $k$, and if $a_{ik} = 0$ there is no unidirectional communication from $k$ to $i$. $\beta_j(t)$ can be seen as the bias term to balance ICS operating set-points.

Let $C$ be a diagonal matrix to include the coefficients of the local measurement $C_{j}$ with $j = \{1, \ldots, n\}$. The differentiation of the local measurement data from other data sent from other system agents (remote) can lead to re-writing Eq. (6) as follows:

$$\dot{u}_j(t) = -C_j x_j(t) + \sum_{\ell \in \mathcal{N}, \ell \neq j} a_{j\ell} x_{\ell}(t) + \beta_j(t)$$

(7)

in which the terms represent the local information, the remote information, and the system bias, respectively. Following Definition 2 of the adjacency matrix representing the remote connectivity index of the ICS network, we can organize Eq. (7) as:

$$\dot{u}(t) = -(C + A) x(t) + \beta(t) = -Q x(t) + \beta(t),$$

(8)

where $Q = C - A$. According to [41], and because $Q$ is essentially a positive semi-definite matrix with every row sum being zero, the system has a steady-state equilibrium in consensus based on the control updates of Eq. (7) if the ICS network agents form an undirected and connected graph. When $\beta = 0$, any system equilibrium is in a consensus: by $x_j = x_i, j, i \in \mathcal{N}$.

4) Run experiments in ICS production & experiment automation: A major difference of CE compared to accepted forms of security testing is the automation within the system’s production environment as well as the focus on the overall system behavior. Security automation drives continual supervision of the system, which especially in ICS is required due to continuous system changes, e.g.,阀门 pressure, poisoning data, etc. We cannot be aware a priori which conditions to the production environment will change the results of a CE test. In this experimentation stage, ideally, the tests need to be tested on the production environment. However, if that is not possible, experiments must be examined in testing conditions as close as possible to the production environment in order to reduce risks in terms of experiments validity increased reliability, and provide enhanced insight into the performance of the experiments in terms of results confidence.

5) Minimize the Blast Radius: CE experiments should contribute in minimizing the blast radius of adverse events to the overall system operation, i.e., limit the range and severity of injected events to the system. A resilient ICS resulted from the CE experiments should reduce to the maximum the
effects of adverse events. Such events, via the continuous CE experimentation, could be fully characterized providing full understanding of the initial conditions that drove them. Thus, it is of paramount importance to develop probabilistic models for asset availability, accessibility, and usability during and succeeding a major event. The task is complex and is dependent on multiple, interacting and often counterintuitive correlations between variables.

IV. USE-CASE SCENARIO

In this section, we introduce a use-case for CE on ICS that realizes the generic CE model presented in Section III on a real-world case study. The work is based on the industrial process control model of the Tennessee Eastman Challenge (TEC) [42]. TEC defines a real-world industrial process control system (IPCS) for continuous chemical manufacturing plants that consists of five units: a reactor, a product condenser, a vapor-liquid separator, a recycle compressor, and a product stripper for producing the desired end products. The model has 12 actuators (manipulated variables) for control and 41 sensors (measured inputs) for monitoring. The model’s ICS process produces two products from four input reactants.

The presented use-case utilizes a variation of the IPCS of this testbed as set up by National Institute of Standards and Technology (NIST) to define an example where an adverse event can be detected through CE [43]. This version of the model assumes a decentralized process controller for control loop continuous operation. It includes a PLC with industrial network protocol capability to provide communication between the field equipment and a PLC over a typical protocol (e.g., MODBUS). Field sensors send measured variable information to the PLC, and the PLC uses sensor inputs to compute desired values of the actuators. The IPCS network is segmented from the main network by a boundary router. Routing uses dynamic routing protocols to communicate with the main switch. The testbed utilizes two virtual networks, a main control room network (LAN 1) and the process operation environment (LAN 2). Network traffic between the two subnets is transferred through the boundary router. The operation environment consists of the plant’s field sensor simulators, a PLC, and the data historian, while the control room consists of a human–machine interface (HMI) and the controllers. The overall network architecture is depicted in Fig. 3.

A. Step-by-step Description on a Real-world Environment

For the purposes of introducing CE experiments in ICS, we could simplify the TEC testbed to only include one chemical reaction process that outputs product G using three input components. We could also restrict potential boundary conditions to the reactor temperature, output yield of product G, and input feed rate of input materials such that the reaction rates of the reactants are a function of the reactor temperature. Product G can be seen as the output of the chemical reaction of three input components: \( u_k > 0, k \in \mathbb{N} : k \in [1, 3] \) by sending vector signals \( u = [u_1 \ldots u_3]^T \) to the chemical process and receiving back sensor measurements \( y = [y_1 \ldots y_3]^T \). Sample nominal input values for the chemical process are described in Table I.

| Nominal Input | Description | Value |
|---------------|-------------|-------|
| \( u_1 \)    | Chemical component A feed setpoint to controller | 0.25 kscmh |
| \( u_2 \)    | Chemical component B feed setpoint to controller | 3686 kg/h |
| \( u_3 \)    | Chemical component C feed setpoint to controller | 9.35 kscmh |

Table I: Sample nominal input values for chemical process production [44].

1) Steady state definition: In order to setup a CE experiment on the aforementioned use-case, we first need to define the steady state of the system for that chemical process. We can describe this example as a stochastic state space model with additive noise such that it captures the evolution of the chemical process in the plant by describing wide ranges of time constants [45]. Output deviations \( \Delta y(t) \) on the production of \( G \) and input ranges \( u_i(t) \) for states regulation are defined as members of a same set \( \mathbb{R}^n \). \( v \subseteq \mathbb{R}^m \times \mathbb{R}^n \) includes nominal input ranges for normal operating limits that induce acceptable states/members of set \( W \subseteq \mathbb{R}^n \). Composition measurements can be omitted to avoid a multi-rate sampling problem [44]. The original publications that introduced the TEC testbed list the plant’s process nominal input demands as ranges of input values for equipment protection [42], [43]. Variable value ranges are restricted by existing operating constrains of the TEC’s chemical process, within finite domains of operation. These ranges are presented in Table II. Ranges define the normal operating limits as well as the process shutdown limits.
for all chemical processes. At each time $t$, the state $x_j(t)$ of the $j$th ICS component that participates in the chemical production process lies within the state space $\mathbb{R}^n$, which is represented by the normal and shutdown values of five process variables (e.g., reactor temperature ranges).

A CE experiment on the TEC testbed can utilize operational metrics such as the throughput rate, input feed rate, or output yield of a chemical process to monitor for potential deviations $y_t$ that capture the execution of the chemical process at the system boundary. These metrics, depicted in Table III, can act as primary indicators of the reliability of the industrial process and characterize the hypothesis of the steady state behavior. The operational metrics capture the ICS chemical process’s availability at the system boundary, and not technical metrics such as reactor temperature or pressure levels since this is not in line with CE experimentation.

2) Hypothesis formulation: Steady state conditions allow for deviations within the set of normal operating states as depicted in Table II for all process variables of the ICS components. For example, for the aforementioned chemical process of product $G$, the steady state can be seen as the difference of the dependent process variable values (e.g., the reactor temperature or any operational metric) and the chemical process’s control inputs for the production of $G$.

Following Definition 2, all networked systems along with the plant simulator that participate in this chemical process can be represented in a weighted, directed graph that has at least one globally reachable node (i.e., its left-eigenvector $X_{L_i} \geq 0$, and $X_{L_i} > 0$). We assume agents of the TEC architecture to follow DAPI control with state vectors $x_j(t)$ seen as a linear combination of control inputs $u_j(t)$, $j \in N$ and outputs $\Delta y(t)$ over time $t$ with a sampling data period of $\Delta t = 1$ min, computed from data since the initial startup of the plant’s process.

For the purposes of the CE experiment, we form the hypothesis that the output of the “output yield” metric will remain within acceptable bounds, given any set of linear combinations of control inputs [10]. Output can be mapped as a single output $y_t$ vector in $\mathbb{R}^m$. The “output yield” metric is chosen as an example. Different types of key performance indicators (KPIs) can be chosen, based on operator knowledge and on the characteristics of the system under test, e.g., manufacturing process performance KPIs, computing resources performance KPIs, OPC data exchange performance KPIs, etc.

3) Varying ICS process events: The CE experiment will vary potential real-world events to affect the modeled steady state and then analyze its impact on the boundary metric “output yield” as described in Table III. These variations will mostly take the form of non-critical events that can still affect the overall ICS functionality and disrupt the ICS steady state.

Agents in the used TEC closed-loop system theoretically ensure the reliability of the chemical process during the occurrence of all potential events. Still, when certain limits are crossed in critical and non-critical systems, ICS production and state of operation may not satisfy system nominal demands through the disutility $z(u_t)$ of an ICS component that participates in the chemical process to create product $G$, as defined in Eq. [4]. Furthermore, close-loop processes may often be disrupted and fall back to alternate operations. In such events, ICS often utilize backup analog mechanisms (e.g., meters, alarms, etc.) to continue observing system states. Still, this behavior may not be desirable in the long-term since it may require additional time and effort to perform necessary monitoring or control functions, which may present risks due to reduced quality, safety, or efficiency of the system [46].

The proposed CE experiment focuses only on the ICS process for the production of end product $G$ as captured by the output yield metric over time periods $t$. The process evolves according to the state vector $x_t$ and inputs $u_t$. A list of such variations for the presented testbed can be quite diverse, including (but not restricted to) the following:

- Terminate/overload server instances (e.g., historian, HMI).
- Inject latency into requests between the controller and the sensors.
- Inject network errors between the controller and the actuator.
- Make a subnet unavailable (router failure).
- Restart the PLC at a given point in the industrial process.
- Fail a sensor.

This list includes sample input events chosen due to their ability to multiply the effect of the CE experiment and introduce fluctuations at a broad system level (in our case, as a significant deviation on the output yield rate for the chemical process of product $G$) instead of granular, specific technical inconsistencies. We can effectively model these fluctuations as step changes in the chemical process using a simple linear

Table II: Process operating constraints [42].

| Process variable | Normal operating limits | Shutdown operating limits |
|------------------|-------------------------|--------------------------|
|                  | Low limit | High limit | Low limit | High limit |
| Reactor pressure | None | 200% kPa | None | 3000 kPa |
| Reactor level    | 50% (11.8 m³) | 100% (21.3 m³) | 2.0 m³ | 24.0 m³ |
| Reactor temperature | None | 150°C | None | 175°C |
| Product separator level | 30% (3.3 m³) | 100% (9.0 m³) | 1.0 m³ | 12.0 m³ |
| Stripper base level | 30% (3.5 m³) | 100% (6.6 m³) | 1.0 m³ | 8.0 m³ |

Table III: Manufacturing process key performance indicators (KPIs) as boundary metrics [43].

| System Boundary metric | Description |
|------------------------|-------------|
| Throughput Rate        | Measures amount of end products produced over a specific amount of time. |
| Input Feed Rate        | Measures amount of input materials consumed over a specific amount of time. |
| Output Yield           | Measures percentage of the end product produced at the output of the process. |
model [44]. Typical ICS experiments can last from 24 to 48 hours and capture information to calculate relevant boundary metrics over the IPCS potential nominal input values [43]. As depicted in Eq. (9), inputs can be seen as a sequence of signals, where \( u^0(t) \) is the nominal input for the base operating mode and reference inputs given in Table I. Following a similar case study [44], we can perturb manipulated input variables as three-level sequences (e.g., pseudo random binary sequences (PRBS)) to generate deterministic input signals \( u_i(t) \) and reduce the effect of non-linearities on the resulting linear model [47].

\[
\begin{align*}
    u^0_i(t), & \quad t < t_0 \\
    u^0_i(t) + \Delta u_i(t), & \quad t_0 \leq t < (t_0 + 24h) \\
    u^0_i(t) - \Delta u_i(t), & \quad t_0 + 24h \leq t < (t_0 + 48h) \\
    u^0_i(t), & \quad t \geq (t_0 + 48h)
\end{align*}
\]  

(9)

**Example use-case:** The PLC scans for signals gathered from the sensors monitoring the reactor. If there is an increase in reactor temperature, then the PLC will communicate with the actuator to initiate commands for decreasing the temperature at the reactor. An adverse event introduces lots of traffic at the protocol level and causes a congestion failure at the boundary router. Field metrics and scans do not reach the control room in timely order, although the system does not yet detect any disconnection to the field. As such, the reactor temperature rises and the output yield of product \( G \) decreases to unacceptable levels. From a business process perspective, this event sums up to whether the generator is able to reliably operate on any acceptable steady state and deliver its services in any case scenario. To analyze such boundary system states from a functional perspective, we map the system’s operational “output yield” output for product \( G \) that reliably sets a vector of measured outputs to monitor for states that do not satisfy system nominal demands.

4) **Run experiments in ICS production & analyze results:** During CE experimentation, we vary control inputs in a non-binary assertion logic. By following Eq. (55), the CE experiment aims to measure the divergence (whether positive or negative) from any steady state operation of the system towards a state that does not satisfy system nominal demands.

In the model test-case, unpredictable events on networked components should be used as input to the CE experiment. These events must ideally follow a non-deterministic approach that still conforms to real-world execution conditions of the chemical process for producing product \( G \). For example, an experiment can utilize software or hardware malfunctions, or extreme input to controllers but obviously cannot generate events that can never happen on the real-world (e.g., assume different ICS components or changes in the system’s structure). If the CE experiment is run on a real production environment, experimentation must implement safety measures that will enable operators to recover individual ICS components to previously defined steady states [33]. This safety practice in CE experiments is in line with best practices by NIST, which specifically state that exhaustive testing of systems is essential to support availability of services [48]. This may include saving and restoring configuration data as a form of ICS component state, or even utilizing in-memory data to mitigate effects in erroneous system states. For all intends and purposes, if semi-simulated environments are used for running CE experiments, then each recorded adverse event should be externally validated to assure operators that all unwanted states detected will generalize to the real system, or is simply a product of experimentation on the testbed that will not reflect to real-world systems [10].

**B. Mitigating Operational Risks**

Traditionally, CE experiments are purposely run in production to analyze the behavior of the entire real-world system and capture potential third-party influence issues (e.g., inputs, other systems, library dependencies, etc.). Still, the ICS environment is heavily dependent on constant availability, which renders such approaches too risky. Instead, CE events can be simulated using a hardware-in-the-loop (HIL) implementation of the aforementioned model. Such testbeds are efficient when challenging the resiliency of ICS against highly complex scenarios [49], since they integrate the complexity of the real-world system by adding the actual control system and simulating the plant equipment. This way, they mimic real-world systems without field devices and machinery, while utilizing real hardware for the control loop. In HIL testbeds, the software layer must reflect how each added component to the ICS increases the attack surface [3]. An example layout of HIL testbeds in presented in Fig. 4.

CE experiments conducted on HIL testbeds can test actual control systems without having to experiment on real-world field devices and eliminating test risk. We can simulate failure events by selectively failing the aforementioned systems on the HIL testbed and analyze the resulting execution states of engaged hardware devices (e.g., sudden termination of the historian, or take a router offline). Since synthetic models cannot possibly capture the real-world complexity or randomness of events, it is important to utilize as many devices as possible on the HIL testbed. Ideally, only field machinery, actuators and sensors should be simulated, to avoid real-world impact.
V. CONCLUSIONS AND FUTURE WORK

Research has intensively explored systems and software testing, using various approaches such as execution path analysis, injection, fuzzing and conditional detection methods. Still, current work seems inadequate to capture the complexity of functionality, specifications and user behavior in modern distributed and industrial systems. In this paper, we adopt the concept of CE and present how it can be utilized for complex CPS, and specifically, ICS environments in which adverse events can affect the operating system states. We have examined the related work in the area and set up a formal CE model of nonlinear ICS that generalizes over the CE experimentation steps. We have also described a use-case scenario based on the TEC chemical process. In our future work, we aim to develop a resilience assessment framework in a methodological approach that will utilize the concept of CE to quantify the resilience of industrial CPS. The goal is not only to expand the theoretical and experimentation contribution of this work, but also develop automated restoration policies against classes of adverse events which can be utilized in practical systems. Furthermore, we plan to identify necessary and sufficient conditions which can ensure steady state system operation under stealthy cyberattacks and evaluate them in a realistic HIL testbed.
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