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Abstract—In vertical federated learning (FL), the features of a data sample are distributed across multiple agents. As such, inter-agent collaboration can be beneficial not only during the learning phase, as is the case for standard horizontal FL, but also during the inference phase. A fundamental theoretical question in this setting is how to quantify the cost, or performance loss, of decentralization for learning and/or inference. In this paper, we consider general supervised learning problems with any number of agents, and provide a novel information-theoretic quantification of the cost of decentralization in the presence of privacy constraints on inter-agent communication within a Bayesian framework. The cost of decentralization for learning and/or inference is shown to be quantified in terms of conditional mutual information terms involving features and label variables.

Index Terms—Vertical FL, collaborative learning/inference, conditional entropy

I. INTRODUCTION

Consider a vertical federated learning (FL) framework in which attributes (or features) of a data sample are distributed across multiple local agents. Such scenarios arise in many practical settings, including sensor arrays with component sensors being geographically distributed [1], or insurance companies utilizing health records from different hospitals [2]. Note that vertical FL is distinct from horizontal FL, which is studied in the overwhelming majority of papers on the subject [1]: In horizontal FL, agents have independent data points, while in vertical FL the agents share the same data points, whose features are partitioned across agents. As explained in [3], in vertical FL settings, the inter-agent collaboration can be beneficial not only during the learning phase, as for horizontal FL, but also during the inference phase. It is then important to understand at a fundamental theoretical level if decentralization, wherein agents use only local data for learning and/or inference, entails a significant performance loss as compared to collaborative learning and/or inference. This is the subject of this paper.

As a first attempt in this direction, Chen et al. [4] address this problem by studying a binary classification problem in which each class corresponds to a bivariate Gaussian distribution over two input features, which are vertically distributed between two agents. The authors identify four collaboration settings depending on whether collaboration is done during learning and/or inference phases as collaborative learning-collaborative inference (CL/CI), collaborative learning-decentralized inference (CL/DI), decentralized learning-collaborative inference (DL/CI), and decentralized learning-decentralized inference (DL/DI). By taking a frequentist approach, the authors compare the classification error rates achieved under these four settings.

In this work, inspired by [4], we develop a novel information-theoretic approach to quantify the cost of decentralization for general supervised learning problems with any number of agents and under privacy constraints. Specifically, we consider a supervised learning problem defined by an arbitrary joint distribution \( P_{X,Y|W} \) involving the feature vector \( X \) and label \( Y \), with the feature vector vertically partitioned between any number of local agents (see Figure 1). The agents are assumed to collaborate via a stochastic aggregation mechanism that maps the local distributed features to a shared feature to be used by each agent during learning and/or inference. To limit the information leakage from the shared feature to an adversarial eavesdropper, unlike [4], privacy constraints are imposed on the aggregation mapping. By adopting a Bayesian framework, we characterize the average predictive performance of the four settings – CL/CI, CL/DI, DL/CI, and DL/DI – under privacy constraints via information-theoretic metrics. Finally, we illustrate the relation between the four collaboration settings with/without privacy constraints on two numerical examples.

Fig. 1: Illustration of the vertical federated learning (FL) setup under study.
II. PROBLEM FORMULATION

Setting: We study a vertical federated learning (FL) setting with $K$ agents that can cooperate during the learning and/or inference phases of operation of the system. Our main goal is to quantify using information-theoretic metrics the benefits of cooperation for learning and/or inference. We focus on a supervised learning problem, in which each data point corresponds to a tuple $(X, Y)$ encompassing the $K$-dimensional feature vector $X = (X_1, \ldots, X_K)$ and the scalar output label $Y$. As illustrated in Figure 1, each $k$th feature $X_k$ in vector $X$ is observed only at the $k$th agent, while the output label $Y$ is observed at all the $K$ agents [5], [6]. Features and labels can take values in arbitrary alphabets. The unknown data distribution is assumed to belong to a model class $\{P_{X,Y|W} : W \in \mathcal{W}\}$ of joint distributions that are identified by a model parameter vector $W$ taking values in some space $\mathcal{W}$. Adopting a Bayesian approach, we endow the model parameter vector with a prior distribution $P_W$.

As illustrated in Figure 1 let $(\mathcal{X}, \mathcal{Y}) = \{(X_1, Y_1), \ldots, (X_N, Y_N)\}$ denote a training data set of $N$ labelled samples which, when conditioned on model parameter $W$, are assumed to be generated i.i.d. according to distribution $P_{X,Y|W}$. The $N \times K$ matrix $\mathcal{X}$ collects the $K$-dimensional feature vectors $\{X_n\}_{n=1}^N$ by rows. We denote as $X_{n,k}$, the $(n,k)$th element of matrix $\mathcal{X}$, for $n = 1, \ldots, N$, and $k = 1, \ldots, K$; and as $X_k = [X_{1,k}, \ldots, X_{N,k}]^T$ ($[\cdot]^T$ is the transpose operation) the $k$th column of the data matrix, which corresponds to the observations of agent $k$. The goal of the system is to use the training data set $(\mathcal{X}, \mathcal{Y})$ to enable the agents to predict the label of a new, previously unseen, test feature vector $X$. The joint distribution of model parameter $W$, training data $(\mathcal{X}, \mathcal{Y})$ and test data $(\mathcal{X}, \mathcal{Y})$ can be written as

$$P_{W,X,Y,X,Y} = P_W \otimes (P_{X_1,\ldots,X_K,Y|W})^\otimes N \otimes P_{X_1,\ldots,X_K,Y|W},$$

with $\otimes$ representing the product of distributions and $(\cdot)^\otimes N$ denoting the corresponding $N$-fold product.

Collaborative/decentralized learning/inference: In the learning phase, training data is used to infer the model parameter $W$, enabling the agents in the inference phase to make predictions about test label $Y$ given the test feature vector $X$ based on the model $P_{X,Y|W}$. Either or both learning and inference phases can be carried out collaboratively by the agents or in a decentralized fashion, i.e., separately by each agent. When collaborating for learning or inference, the $K$ agents share their locally observed feature data via a third party, e.g., an edge server in a wireless cellular architecture. The operation of the third party is modelled as a stochastic aggregation mapping $P_{\tilde{X}|X_1,\ldots,X_k} = P_{\tilde{X}|X}$ from the input $K$ local features to an output shared feature $\tilde{X}$. As detailed next, for learning, the mapping $P_{\tilde{X}|X}$ is applied independently to each data point. Furthermore, as we also detail later in this section, we impose privacy constraints on the aggregation mapping $P_{\tilde{X}|X}$ so that the shared feature $\tilde{X}$ does not reveal too much information about the local agents’ features.

We specifically distinguish the following four settings:

- **Collaborative learning-collaborative inference (CL/CI):** Agents collaborate during both learning and inference phases by sharing information about their respective features. Accordingly, during learning, each agent has access to the shared training data features $\tilde{X} = (\tilde{X}_1, \ldots, \tilde{X}_K)$ with $\tilde{X}_n \sim P_{\tilde{X}|X=X_n}$ being generated independently by the third party, in addition to its own observed local feature data $X_k$. Furthermore, during inference, agent $k$ can use the shared test feature $\tilde{X} \sim P_{\tilde{X}|X=X}$ in addition to its own observation $X_k$ in order to predict the test label $Y$.
- **Collaborative learning-decentralized inference (CL/DI):** Agents collaborate only during learning by sharing information about their respective features as explained above, while inference is decentralized. Accordingly, during inference, each $k$th agent uses the $k$th feature $X_k$ of test feature vector $X$ in order to predict the test label $Y$.
- **Decentralized learning-collaborative inference (DL/CI):** Agents operate independently, with no cooperation in either learning or inference phases.
- **Decentralized learning-decentralized inference (DL/DI):** Agents operate independently, with no cooperation in either learning or inference phases.

Privacy constraints: The aggregation mapping $P_{\tilde{X}|X}$ shares the output feature $\tilde{X}$ with each of the $K$ local agents during collaborative learning and/or inference. To account for privacy constraints concerning agents’ data, we limit the amount of information that a “curious” eavesdropper may be able to obtain about the local features’ data from observing $\tilde{X}$. To this end, we impose the following privacy constraint on the aggregation mapping so that the shared feature $\tilde{X}$ does not leak too much information about the local features $X_k$ of all agents $k = 1, \ldots, K$.

The aggregation mapping $P_{\tilde{X}|X}$ is said to be $\epsilon$-private if

$$I(\tilde{X}; X_k | X^{(-k)}) \leq \epsilon, \quad \text{for all } k = 1, \ldots, K,$$

where $X^{(-k)} = (X_1, \ldots, X_{k-1}, X_{k+1}, \ldots, X_K)$. The constraint $\mathbf{[2]}$ measures privacy against a strong eavesdropper that knows all features except the $k$th feature $X_k$. Specifically, the conditional mutual information $I(\tilde{X}; X_k | X^{(-k)})$ quantifies the additional information about $X_k$ gained by the eavesdropper upon observing the shared feature $\tilde{X}$. As such, the metric is also relevant as a privacy measure against “curious” agents.

We note that although the privacy constraint in $\mathbf{[2]}$ bears resemblance to the MI-differential privacy (MI-DP) constraint introduced in $\mathbf{[7]}$, the condition in $\mathbf{[2]}$ does not have the same operational meaning. In fact, the MI-DP constraint in $\mathbf{[7]}$, $\mathbf{[8]}$ ensures differential privacy for individual i.i.d. data samples of a training data set, and it relies on a mechanism that applies on the entire data set during learning. In contrast, the constraint $\mathbf{[2]}$ accounts for the privacy of correlated local features via a per-sample masking mechanism, and it applies to both learning and inference phases.

Predictive loss under privacy constraints: In all the four settings described above, any agent $k$ uses the available training data $(\tilde{X}_k, Y)$, with $\tilde{X}_k$ being equal to $X_k$ for decentralized
learning and to \((X_k, \hat{X})\) for collaborative learning, in order to infer the model parameter \(I\). The inferred model is then used to predict the label \(Y\) given the feature input \(\tilde{X}_k\), with \(\tilde{X}_k\) being equal to \(X_k\) for decentralized inference and to \((X_k, \hat{X})\) for collaborative learning. We impose that the aggregation mapping \(P_{\tilde{X}|X}\) must satisfy the privacy constraint in \([2]\).

The joint operation of learning and inference at agent \(k\) can be accordingly described via a stochastic predictive distribution \(Q_{Y|\tilde{x}_k,y,\tilde{x}_k}\) on the test label \(Y\) given the training data \((\tilde{x}_k, y)\) and test feature input \(\tilde{x}_k\). Note that this stochastic mapping can account for arbitrary choices of learning and inference algorithms. By optimizing over aggregation mapping as well as over learning and inference algorithms, we define the \(\epsilon\)-private predictive loss as

\[
\mathcal{R}(\epsilon) = \min_{P_{\tilde{X}|X}} \max_{k=1,...,K} \min_{Q_{Y|\tilde{x}_k,y,\tilde{x}_k} \in \mathcal{P}(Y|\tilde{x}_k,y,\tilde{x}_k)} \mathbb{E}_{P_{\tilde{X}|X}} \left[ -\log Q_{Y|\tilde{x}_k,y,\tilde{x}_k} \right] \quad \text{s.t.} \quad I(\tilde{X}; X_k|X^{(k)}) \leq \epsilon \quad \text{for all} \quad k = 1, \ldots, K. \quad (3)
\]

In \([3]\), the aggregation mapping \(P_{\tilde{X}|X}\) is optimized over some specified family \(\mathcal{P}(\tilde{X}|X)\) of conditional distributions \(P_{\tilde{X}|X}\) in order to minimize the worst case predictive loss across the agents under constraint \([2]\). Furthermore, the inner optimization is over a class of predictive distributions \(Q(Y|\tilde{x}_k,y,\tilde{x}_k)\).

In the absence of privacy constraints, i.e., when \(\epsilon = \infty\), assuming that the distribution family \(\mathcal{P}(\tilde{X}|X)\) is sufficiently large, the optimal aggregation mapping \(P_{\tilde{X}|X}\) puts its entire mass on the output shared feature \(\tilde{X} = X\). As such, under collaborative learning, each agent \(k\) uses the entire feature data i.e., \(\tilde{x}_k = x\); and, under collaborative inference, it uses the entire test feature vector \(\tilde{x}_k = X\). The predictive loss \([4]\) in this case evaluates as

\[
\mathcal{R}(\infty) = \max_{k=1,...,K} \min_{Q_{Y|\tilde{x}_k,y,\tilde{x}_k} \in \mathcal{P}(Y|\tilde{x}_k,y,\tilde{x}_k)} \mathbb{E}_{P_{\tilde{X}|X}} \left[ -\log Q_{Y|\tilde{x}_k,y,\tilde{x}_k} \right]. \quad (4)
\]

The predictive loss \([4]\) represents the worst-case minimum average cross-entropy loss across all agents, that can be obtained given the information about the training data set and the test input feature \([9]\).

### III. PRELIMINARIES AND FULLY COLLABORATIVE BENCHMARK

In this section, we first provide a brief explanation of the main information-theoretic metrics used in this work. Then, we define and derive the average predictive loss for the benchmark case in which both learning and inference are collaborative.

**Information-theoretic Metrics**: Let \(A\) and \(B\) denote two (discrete or continuous) random variables with joint distribution \(P_{A,B}\), and with corresponding marginals \(P_A\) and \(P_B\). The joint entropy of \(A\) and \(B\), denoted \(H(A,B)\), is defined as \(H(A,B) = \mathbb{E}_{P_{A,B}}[-\log P_{A,B}]\), with \(\mathbb{E}_P[-]\) denoting the expectation with respect to distribution \(P\). More generally, the conditional entropy of \(A\) given \(B\) is defined as \(H(A|B) = \mathbb{E}_{P_{A|B}}[-\log P_{A|B}]\), where \(P_{A|B} = P_{A,B}/P_B\) is the conditional distribution of \(A\) given \(B\). By the chain rule, we have the relationship \(H(A,B) = H(B) + H(A|B)\); and we also have the property that conditioning reduces entropy \([10]\) i.e., \(H(A|B) \leq H(A)\).

The mutual information \(I(A;B)\) between the random variables is defined as \(I(A;B) = \mathbb{E}_{P_{A,B}} \left[ \log \frac{P_{A,B}}{P_A P_B} \right] \).

Finally, for random variables \(A, B\) and \(C\) with joint distribution \(P_{A,B,C}\), the conditional mutual information \(I(A;B|C)\) between \(A\) and \(B\) given \(C\) is defined as \(I(A;B|C) = \mathbb{E}_{P_{A,B,C}} \left[ \log \frac{P_{A,B|C}}{P_A P_B} \right] \).

**Private collaborative learning-collaborative inference (CL/CI)**: As a benchmark, we now study the predictive loss \([5]\) for the CL/CI setting. The \(\epsilon\)-private predictive loss \([3]\) of CL/CI is given as

\[
\mathcal{R}_{CL/CI}(\epsilon) = \min_{P_{\tilde{X}|X}} \max_{k=1,...,K} \min_{Q_{Y|\tilde{x}_k,y,\tilde{x}_k} \in \mathcal{P}(Y|\tilde{x}_k,y,\tilde{x}_k)} \mathbb{E}_{P_{\tilde{X}|X}} \left[ -\log Q_{Y|\tilde{x}_k,y,\tilde{x}_k} \right] \quad \text{s.t.} \quad I(\tilde{X}; X_k|X^{(k)}) \leq \epsilon \quad \text{for all} \quad k = 1, \ldots, K, \quad (5)
\]

where \(\mathcal{F}(\tilde{X}|X) = \{P_{\tilde{X}|X} \in \mathcal{P}(\tilde{X}|X) : \text{constraint } (2) \text{ holds}\} \quad (7)\)

is the feasible space of conditional distributions satisfying the privacy constraint \([2]\). The equality in \([6]\) holds under the assumption that the distribution family \(Q(Y|\tilde{X},X_k,Y,\tilde{X},X_k)\) is sufficiently large to include the posterior distribution \(P_{Y|\tilde{X},X_k,Y,\tilde{X},X_k}\). In fact, for any fixed aggregation mapping \(P_{\tilde{X}|X} \in \mathcal{F}(\tilde{X}|X)\), the posterior minimizes the cross-entropy metric in \([5]\). In a similar manner, when no privacy constraints are imposed, i.e., when \(\epsilon = \infty\), and the family \(\mathcal{P}(\tilde{X}|X)\) is large enough, the Bayesian predictive loss \([4]\) can be exactly characterized as

\[
\mathcal{R}_{CL/CI}^{CL/CI}(\infty) = H(Y|X,\tilde{X},Y). \quad (8)
\]

### IV. COST OF DECENTRALIZATION UNDER PRIVACY CONSTRAINTS

In this section, we use the benchmark predictive loss \([6]\) observed under the ideal CL/CI setting to evaluate the cost of decentralization in the learning and/or inference phases under privacy constraints.

**Lemma 4.1**: The \(\epsilon\)-private predictive losses of decentralized learning and/or inference are given as

\[
\mathcal{R}_{DL/CI}(\epsilon) = \min_{P_{\tilde{X}|X} \in \mathcal{F}(\tilde{X}|X)} \max_{k=1,...,K} H(Y|X_k,\tilde{X},X_k,Y) \quad (9)
\]

\[
\mathcal{R}_{DL/CI}(\epsilon) = \min_{P_{\tilde{X}|X} \in \mathcal{F}(\tilde{X}|X)} \max_{k=1,...,K} H(Y|X_k,\tilde{X},X_k,Y) \quad (10)
\]

\[
\mathcal{R}_{DL/CI}(\epsilon) = \max_{k=1,...,K} H(Y|X_k,X_k,Y) \quad (11)
\]

where set \(\mathcal{F}(\tilde{X}|X)\) is as defined in \([7]\).
Note that the predictive loss \( R_{\text{CL/CI}}^{\text{DL/DI}}(\epsilon) \) of the fully decentralized DL/DI setting does not depend on the privacy parameter \( \epsilon \) since decentralization does not entail any privacy loss. Therefore, in the absence of privacy constraints, we have \( R_{\text{CL/CI}}^{\text{DL/DI}}(\infty) = R_{\text{CL/CI}}^{\text{DL/DI}}(\epsilon) \), while the predictive losses in (9)–(10) evaluate as

\[
R_{\text{CL/CI}}^{\text{DL/DI}}(\infty) = \max_{k=1,\ldots,K} H(Y|X_k, \mathcal{X}, \mathcal{Y}),
\]

\[
R_{k}^{\text{DL/CI}}(\infty) = \max_{k=1,\ldots,K} H(Y|X, X_k, \mathcal{Y}),
\]

under the assumption of sufficiently large \( P(\mathbf{X}|\mathbf{X}) \). Furthermore, using the property that conditioning reduces entropy results in the following relation between the predictive losses of the four schemes – CL/CI, CL/DI, DL/CI and DL/DI – in the absence of privacy constraints,

\[
R_{\text{CL/CI}}^{\text{DL/DI}}(\infty) \leq \min\{R_{\text{CL/CI}}^{\text{DL/DI}}(\infty), R_{\text{CL/CI}}^{\text{DL/DI}}(\infty) \} \leq \max\{R_{\text{CL/CI}}^{\text{DL/DI}}(\infty), R_{\text{CL/CI}}^{\text{DL/DI}}(\infty) \} \leq R_{\text{CL/CI}}^{\text{DL/DI}}(\epsilon).
\]

The difference between the \( \epsilon \)-private predictive risks of the decentralized and collaborative schemes capture the cost of decentralization. Specifically, given two schemes \( a, b \in \{\text{CL/CI}, \text{CL/DI}, \text{DL/CI}, \text{DL/DI}\} \) such that \( R^a(\epsilon) \geq R^b(\epsilon) \), we define the cost of \( a \) with respect to \( b \) as

\[
C^a-b(\epsilon) = R^a(\epsilon) - R^b(\epsilon).
\]

In the absence of privacy constraints (\( \epsilon = \infty \)) and assuming symmetric agents so that the maximum in (2) is attained for any \( k = 1, \ldots, K \), the cost of decentralization can be exactly characterized as in the following result.

**Proposition 4.1:** The cost of decentralization \( C^a-b(\infty) \) for \( \epsilon = \infty \) and symmetric agents can be characterized for the \( k \)th learning agent as detailed in Table IV, where \( X^{(-k)} = (X_1, \ldots, X_{k-1}, X_{k+1}, \ldots, X_K) \) and \( \mathcal{X}^{(-k)} = (\mathcal{X}_1, \ldots, \mathcal{X}_{k-1}, \mathcal{X}_{k+1}, \ldots, \mathcal{X}_K) \).

The results in Table IV have intuitive interpretations. For instance, the cost \( C_{\text{CL/CI}}^{\text{DL/DI}}(\infty) \) = \( I(Y; X^{(-k)}|X_k, \mathcal{X}, \mathcal{Y}) \) corresponds to the additional information about label \( Y \) that can be obtained from observing the features \( X^{(-k)} \) of other agents, given \( \mathcal{X}, \mathcal{Y} \) and \( X_k \). Examples will be provided in the next section in which the cost of decentralization is evaluated also in the presence of privacy constraints based on (9), (9)–(11).

**V. EXAMPLES**

In this section, we consider two simple numerical examples to illustrate the cost of decentralization for learning and/or inference with and without the privacy constraints that was quantified in Section IV for general models.

**A. Two-Agent Non-Private Collaborative Learning and/or Inference**

Consider two agents \( (K = 2) \) observing binary joint features \( X_1, X_2 \in \{0, 1\} \), which have the joint distribution defined by the probability \( r \) of the two features \( X_1 \) and \( X_2 \) being equal, i.e., \( \Pr[X_1 = X_2] = r/2 \), with \( \Pr[X_1 = 1] = \Pr[X_2 = 1] = 0.5 \). Parameter \( r \) quantifies the statistical dependencies between features \( X_1 \) and \( X_2 \) through the MI \( I(X_1; X_2) = \log 2 - H_b(r) \), where \( H_b(r) = -r \log(r) - (1-r) \log(1-r) \) denotes the binary entropy with parameter \( r \). Note that the MI takes the maximum value of \( I(X_1; X_2) = 1 \) when \( r = 0 \) or \( 1 \), and the minimum value of \( I(X_1; X_2) = 0 \) when \( r = 0.5 \). The output binary label \( Y \in \{0, 1\} \) depends on the feature vector \( X \) through the model

\[
P_{Y=1|X_1, X_2, W} = \begin{cases} W_1 & \text{if } X_1 \oplus X_2 = 0 \\ W_2 & \text{if } X_1 \oplus X_2 = 1 \end{cases},
\]

with model parameters \( W = (W_1, W_2) \), where \( \{W_1, W_2\} \in [0, 1] \). Accordingly, \( W_1 \) and \( W_2 \) are the probabilities of the event \( Y = 1 \) when \( X_1 \) and \( X_2 \) are equal or different, respectively. We assume that the model parameters are a priori independent and distributed according to beta distributions as

\[
P_{W_1, W_2} = \text{Beta}(W_1|\alpha_1, \beta_1)\text{Beta}(W_2|\alpha_2, \beta_2),
\]

where \( \alpha_1, \beta_1, \alpha_2, \beta_2 > 0 \) are fixed hyperparameters.

![Fig. 2: Predictive losses (9), (9)–(11) for the four schemes under no privacy constraints (\( \epsilon = \infty \)) as a function of the mutual information \( I(X_1; X_2) \). (\( \alpha_1 = 2, \beta_1 = 1.5, \alpha_2 = 1.5, \beta_2 = 2 \) and \( N = 3 \).) Figure 2 compares the predictive loss derived in Lemma 4.1 with no privacy constraints (\( \epsilon = \infty \)) under the four schemes – CL/CI, CL/DI, DL/CI and DL/DI – as a function of the mutual information \( I(X_1; X_2) \) between the components of the bivariate feature vector. The number of data samples is \( N = 3 \) and other hyperparameters are set to \( \alpha_1 = 2, \beta_1 = 1.5, \alpha_2 = 1.5, \beta_2 = 2 \). When the MI \( I(X_1; X_2) \) is large, the predictive risks under collaborative and decentralized schemes are similar, and the cost of decentralization is negligible. This is because a larger MI \( I(X_1; X_2) \) implies that each local agent’s feature \( X_k \), for \( k = 1, 2 \), is highly informative about the local feature \( X^{(-k)} \) of the other agent, and no significant additional information can be obtained via collaboration. This applies to both learning and inference phases. Conversely, when the MI is small, decentralization entails a significant cost. In this example, centralized inference is more effective than centralized learning due to the importance of having access to both \( X_1 \) and \( X_2 \) in order to infer \( Y \) by (16).
TABLE I Cost of decentralization $C^{\alpha \sim b}(\infty)$ (a defines the column and b the row)

|       | CL/CI | CL/DI | DL/CI | DL/DI |
|-------|-------|-------|-------|-------|
| CL/CI | $–$   | $I(Y; X(\sim k)|X_k, Y)$ | $I(Y; X^2|X_k, X, Y)$ | $I(Y; X^{\sim k}|X_k, X, Y)$ |
| CL/DI | $–$   | $–$   | $–$   | $I(Y; X^{\sim k}|X_k, X, Y)$ |
| DL/CI | $–$   | $–$   | $–$   | $–$   |
| DL/DI | $–$   | $–$   | $–$   | $–$   |

B. Three-Agent Private Collaborative Learning and/or Inference

We now extend the example in Section V-A by considering three agents ($K = 3$) and by imposing privacy constraints during collaboration in the learning and inference phases. The feature vector $X = (X_1, X_2, X_3)$ consists of three binary features $X_k \in \{0, 1\}$ for $k = 1, 2, 3$, where $X_1$ and $X_2$ are distributed as in Section V-A and we have $\Pr[X_3|X_1 = x_1, X_2 = x_2] = \Pr[X_3|X_2 = x_2]$ with $\Pr[X_3 \neq X_2, X_2 = x_2] = (1 - r)$. Generalizing the previous example, the output binary label $Y \in \{0, 1\}$ depends on the feature vector $X$ through the model

$$P_{Y=1|X,W} = \begin{cases} W_1 & \text{if } X_1 \oplus X_2 \oplus X_3 = 0 \\ W_2 & \text{if } X_1 \oplus X_2 \oplus X_3 = 1 \end{cases}$$

(18)

where model parameters have the same prior distribution (17).

The aggregation mapping $P_{X|Y}$ produces a binary random variable $\tilde{X} \in \{0, 1\}$ as

$$\tilde{X} = X_1 \oplus X_2 \oplus X_3 \oplus \xi,$$

with $\xi \sim \text{Bern}(s)$, (19)

where parameter $s \in [0, 1]$ is selected so as to guarantee the privacy constraints in (2), which can be written as

$$\begin{align*}
\epsilon & \geq I(\tilde{X}; X_3|X_1, X_2) = -H_b(s) + H_b(s(1-r) + (1-s)) \\
\epsilon & \geq I(\tilde{X}; X_1|X_2, X_3) = -H_b(s) + H_b(sr + (1-r)(1-s)) \\
\epsilon & \geq I(\tilde{X}; X_2|X_1, X_3) = -H_b(s) + 2r(1-r)\log(2) + ((1-r)^2 + r^2)H_b\left(\frac{(1-r)^2 + r^2}{(1-r)^2 + r^2}\right).
\end{align*}$$

VI. CONCLUSIONS

This paper presents a novel information-theoretic characterization of the cost of decentralization during learning and/or inference in a vertical FL setting. Under privacy constraints on the aggregation mechanism that enables inter-agent communications, we show, by adopting a Bayesian framework, that the average predictive performance of the four schemes can be quantified in terms of conditional entropies. Furthermore, when no privacy constraints are imposed, the cost of decentralization for symmetric agents is shown to be exactly characterized by conditional mutual information terms. Evaluating the derived metrics for real-world examples would generally require the implementation of mutual information estimators, and is left for future work.
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