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Abstract

We describe the algebraic $K$-theory of the $K(1)$-local sphere and the category of type 2 finite spectra in terms of $K$-theory of discrete rings and topological cyclic homology. We find an infinite family of 2-torsion classes in the $K_0$ of type 2 spectra at the prime 2, and explain how to construct representatives of these $K_0$ classes.
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1 Introduction

Fix a prime $p$ and let $\text{Sp}^\wedge_p$ be the category of dualizable $p$-complete spectra. One of the fundamental results in stable homotopy theory is the thick subcategory theorem of Hopkins and Smith [HS98], which says that every nonzero thick subcategory of $\text{Sp}^\wedge_p$ is one of the categories $\text{Sp}^\omega_{\geq n}$ of finite spectra of type at least $n$ for some $n \geq 0$. A modern interpretation of this result is the statement that the Balmer spectrum of $\text{Sp}^\wedge_p$ agrees with the Zariski spectrum of $\mathcal{M}_{\text{fg},p}$, the moduli stack of $p$-typical formal groups.

In this paper, we study a subtle additional structure on the Balmer spectrum of $\text{Sp}^\wedge_p$, namely its sheaf of algebraic $K$-theory. To the open set corresponding to the height $\leq n$ locus, this sheaf takes the value $K(L_f^n \mathbb{S}_p)$, and on global sections, it is $K(\mathbb{S}_p)$. This sheaf was first considered in [Wal84], where fundamental localization sequences relating $K(L_f^n \mathbb{S}_p)$ to the $K$-theory of the monochromatic layers $K(\text{Sp}^\wedge_{T(n)})$ were observed. Thomason in [Tho97] showed that understanding the homotopy groups of the sheaf in low degrees would allow one to refine the thick subcategory theorem, and classify stable subcategories of $\text{Sp}^\wedge_p$.

The only case in which $K(L_f^n \mathbb{S}_p)$ is well understood is the case $n = 0$, where it is $K(\mathbb{Q}_p)$. For $n \geq 1$, essentially the only thing previously known about $K(L_f^n \mathbb{S}_p)$ was its chromatic height, because of redshift [AR02, CMNN20, LMMT20, HW20, Yua21]. Further information was previously out of reach: for example, no $K$ group was previously known.

In contrast, $K(\mathbb{S}_p)$ is now well understood. The reason is that $\mathbb{S}_p$ is a connective ring, and the Dundas–Goodwillie–McCarthy (or DGM) theorem [DGM12, Ras18] gives a pullback square for any connective ring $R$ of the form

\[ 2 \text{when } n = 0, \text{ this denotes the category } \text{Sp}^\wedge_p. \]
\[ 3 \text{It is not important that we work in a } p\text{-completed setting, it is just convenient, as the chromatic localizations } L_f^n \text{ don’t affect the rationalization or } \ell\text{-adic completions.} \]
\[ 4 \text{In contrast to thick subcategories, stable subcategories may not be closed under retracts} \]
\[ 5 \text{see [Wei05] for a discussion of what is known.} \]
K(R) \xrightarrow{\text{*}} TC(R) \\
\downarrow \quad \downarrow \\
K(\pi_0 R) \xrightarrow{\text{*}} TC(\pi_0 R)

where the horizontal maps are the cyclotomic trace. This largely reduces the computation of K-theory to understanding TC and the K-theory of discrete rings, both of which are usually more tractable invariants. Finally one must analyse the cyclotomic trace and reconstruct the K-theory of a connective ring from its constituent pieces in the pullback square. For the sphere, this is carried out in [Rog03, BM19]\(^6\).

The rings \(L^n_1S_p\) are not connective, so DGM cannot directly be applied to compute their K-theory. Here we show nevertheless that \(K(L^n_1S_p)\) can be described in terms of TC and K-theory of discrete rings, answering Problem 2.6 of [Ant15]. To state our result, we need to introduce the ring \(j_\zeta\) below.

**Definition 1.1.** Let \(j_\zeta\) be the \(E_\infty\)-ring \(\ell^pZ_hZ_p\) for \(p > 2\), and \(ko_2hZ\) if \(p = 2\). Here \(\ell_p\) is the \(p\)-completed Adams summand of connective topological K-theory and \(ko_2\) is 2-completed connective real topological K-theory, and the \(Z\) action comes from the Adams operation \(\Psi^{1+p}\).

The underlying spectrum of \(j_\zeta\) can be described as the \(-1\)-connective cover of the \(K(1)\)-local sphere.

**Theorem A.** \(K(L^n_1S_p) \cong K(L_{K(1)}S)\), there is a cofibre sequence split on \(\pi_*\)

\[K(j_\zeta) \xrightarrow{} K(L_{K(1)}S) \xrightarrow{} \Sigma K(F_p)\]

and a pullback square

\[K(j_\zeta) \xrightarrow{} TC(j_\zeta) \\
\downarrow \quad \downarrow \\
K(Z_p) \xrightarrow{} TC(Z_p^{hZ})\]

Let \(F\) be the fibre of the map \(TC(j_\zeta) \to TC(Z_p^{hZ})\). Then \(F[\frac{1}{p}] = 0\). For \(p > 2\), \(F\) is \((2p - 2)\)-connective and \(\pi_{2p-2}(F/p) \cong \bigoplus_0^\infty F_p\). For \(p = 2\), \(F\) is 1-connective and \(\pi_1F \cong \bigoplus_0^\infty F_2\).

In particular, even for the ring \(L^n_1S\), whose localizations at the primes other than \(p\) agree with that of the sphere, its K-theory is not degree-wise finitely generated! This is in sharp contrast to \(K(S)\) and \(K(L^n_0S) = K(S_{[1]}_{[p]})\), which are degree-wise finitely generated.

The proof of the cofibre sequence in Theorem A, which is carried out in section 2, comes from analysing the localization sequence

\(^6\)to understand the homotopy groups of the K-theory of the sphere from the pullback square, a finite generation result of Dwyer as well as an analysis of the arithmetic fracture square are used in [BM19].
\[
\text{Mod}(j_\zeta)^\omega \otimes \text{Sp}_{\geq 2}^\omega \longrightarrow \text{Mod}(j_\zeta)^\omega \longrightarrow \text{Mod}(L^f_1 j_\zeta)^\omega
\]

and showing that on \(K\)-theory, it induces the desired cofibre sequence. Because \(L^f_1 j_\zeta = L_{K(1)}S\), the only substantial claim is that \(K(F_p) \cong K(\text{Mod}(j_\zeta)^\omega \otimes \text{Sp}_{\geq 2}^\omega)\). To obtain this we choose a particularly good generator of the category, namely \(j_\zeta \otimes Z\), where for \(p > 2\), \(Z\) is the Smith–Toda complex \(S/(p, v_1)\) constructed by Toda [Tod71], and for \(p = 2\) it is \(S/(2, \eta, v_1)\), the type 2 spectrum constructed by Davis and Mahowald [DM81]. We then show that the endomorphism ring of \(j_\zeta \otimes Z\) is coconnective with \(\pi_0 = F_p\), so that we can conclude by applying the devissage result of [BL21] that \(K(\text{Mod}(j_\zeta)^\omega \otimes \text{Sp}_{\geq 2}^\omega) \cong K(F_p)\).

The other main claim in Theorem A is the pullback square, which allows us to understand \(K(j_\zeta)\). This is almost an immediate consequence of Theorem B below, which extends the DGM theorem to include the map \(\ell^h \mathbb{Z} \to \mathbb{Z}^h\). Recall that a truncating invariant \(E\) is a localizing invariant for which the map \(E(R) \to E(\pi_0 R)\) is an equivalence for any connective ring \(R\). In this language, DGM says that the fibre of the cyclotomic trace is truncating.

**Theorem B.** Let \(f : R \to S\) be a map of connective \(E_1\)-rings with a \(\mathbb{Z}\)-action such that \(f\) is 1-connective. Then for any truncating invariant \(E\), \(E(R^h \mathbb{Z}) \to E(S^h \mathbb{Z})\) is an equivalence. Moreover, if \(f\) is \(n\)-connective, then \(\text{TC}(R^h \mathbb{Z}) \to \text{TC}(S^h \mathbb{Z})\) is too.

We also obtain the following variant:

**Theorem C.** Let \(R \to S\) be a 1-connective map of \(-1\)-connective rings such that \(\pi_{-1} R\) is a finitely generated \(\pi_0 R\)-module. Then for any truncating invariant \(E\), \(E(R) \to E(S)\) is an equivalence.

The proof of Theorem B, which can be found in section 3 is an application of the work of Land–Tamme on the \(K\)-theory of pullbacks. Namely, one has a pullback diagram

\[
\begin{array}{ccc}
R^h \mathbb{Z} & \longrightarrow & R \\
\downarrow & & \downarrow \\
R & \longrightarrow & R \times R
\end{array}
\]

Applying the main result of [LT19], one obtains a pullback square after applying any localizing invariant, where \(R \times R\) is replaced by the ring \(R \otimes_{R^h \mathbb{Z}} R\). The latter ring is connective, and comparing with the analogous construction for \(S\) and using the pullback square and the fact that the invariant is truncating, one obtains the result.

In addition to Theorem A, we also obtain a similar formula for \(K(\text{Sp}_{T(1)}^\omega)\) in Theorem 4.2, which we use in section 7 to answer [HS99, Problem 16.4] at height 1. For \(K(\text{Sp}_{\geq 2})\) we obtain the result below.

**Theorem D.** There is a fibre sequence \(X \to K(\text{Sp}_{\geq 2}) \to K(F_p)\) split on \(\pi_*\), where \(X\) is the total fibre of the square
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• For $p > 2$, $X$ is $(2p - 3)$-connective, so $K_0(Sp_{\geq 2}) = \mathbb{Z}$ with generator $[S/(p, v_1)]$.

• For $p = 2$, $X$ is connective with $\pi_0 X = \bigoplus_0^\infty \mathbb{Z}/2$, and the torsion free quotient of $K_0(Sp_{\geq 2})$ is generated by $[S/(2, \eta, v_1)]$.

In particular we find, contrary to our initial expectations that at the prime 2 there are infinitely many 2-torsion classes in $K_0(Sp_{\geq 2})$! As a corollary, we obtain a classification of dense stable subcategories of type 2 spectra. A full stable subcategory $C' \subset C$ is dense if the inclusion is an equivalence on idempotent completions.

**Corollary 1.2.** (Corollary 5.2) The dense stable subcategories of $Sp_{\geq 2}$ for $p > 2$ are in bijection with subgroups of $\mathbb{Z}$, and the dense stable subcategories of $Sp_{\geq 2}$ at the prime 2 are in bijection with subgroups of $\mathbb{Z} \oplus \bigoplus_0^\infty \mathbb{F}_2$.

In section 6, we explain how to construct explicit spectra representing all of the 2-torsion classes, but we briefly explain how to construct the first one here. We first choose a self map $v_1^4: \Sigma^8 S/2 \rightarrow S/2$. Because $\eta \sigma$ is 2-torsion in $\pi_8 S^2$, we can produce an extension of it to a map $\Sigma^8 S/2 \rightarrow S$. Let $\bar{\eta \sigma}$ be the composite

$$\bar{\eta \sigma} : \Sigma^8 S/2 \rightarrow S \rightarrow S/2$$

Then $[S/(2, v_1^4 + \bar{\eta \sigma})] - [S/(2, v_1^4)]$ represents the first 2-torsion class in $K_0(Sp_{\geq 2})$.

We ask open questions throughout the paper related to this work. A particularly important one is the following:

**Question 1.3.** What can be said about $TC(j_\zeta)$? For example, can its homotopy groups be computed, at least mod $(p, v_1)$ or $(p, v_1, v_2)$?

As a first step to the above question, in forthcoming work joint with David Lee, we compute $THH(j_\zeta)$ mod $(p, v_1)$ at odd primes.

**Theorem 1.4** (Lee–Levy [LL23]). For $p > 2$, there is an isomorphism of graded rings

$$\pi_* THH(j_\zeta)/(p, v_1) \cong \pi_* THH(\ell)/(p, v_1) \otimes \pi_* HH(C^{\infty}(S^1; \mathbb{F}_p)/\mathbb{F}_p)$$

We don’t know the extent to which the methods of this paper are capable of understanding higher height phenomena. Despite this, in forthcoming work joint with Robert Burklund, we completely compute the $K$-theory sheaf after inverting the prime $p$.

**Theorem 1.5** (Burklund–Levy [BL23]). For $n \geq 1$, there are isomorphisms

$$K(L_n Sp_p)[\frac{1}{p}] \cong K(L_n^f S_p)[\frac{1}{p}] \cong K(Z_p)[\frac{1}{p}] \oplus \Sigma K(\mathbb{F}_p)[\frac{1}{p}]$$

Moreover $K(Sp_{\geq n})[\frac{1}{p}] \cong K(\mathbb{F}_p)[\frac{1}{p}]$, and a generator of $K_0(Sp_{\geq n})[\frac{1}{p}]$ is given by the class of a generalized Moore spectrum $[S/(p, v_1^{p^1}, \ldots, v_n^{p^{n-1}})]$.  
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Conventions
We assume the reader is familiar with higher algebra and algebraic $K$-theory. Some conventions we use are:

- The term category will refer to an $\infty$-category as developed by Joyal and Lurie.
- $\text{Map}_C(a,b)$ denotes the space of maps from $a$ to $b$ in a category $C$. $C$ is omitted from the notation when it is clear from context.
- Similarly, in a stable category $C$, $\text{map}_C(a,b)$ denotes the mapping spectrum.
- For an $\mathbb{E}_1$-algebra $R$, $\text{Mod}(R)$ refers to its category of left modules.
- For an $\mathbb{E}_1$-algebra $R$ and a stable category $C$, $R \otimes C$ is shorthand for either $\text{Mod}(R) \otimes C$ if $C$ is presentable or $\text{Mod}(R)^{\omega} \otimes C$ if $C$ is small.\footnote{there is no ambiguity because if $C$ is stable, presentable, and small, it must be zero, in which case $\text{Mod}(R) \otimes C$ and $\text{Mod}(R)^{\omega} \otimes C$ are both the zero category.}
- We use $K(-)$ for nonconnective $K$-theory. For a compactly generated stable category $C$, $K(C)$ will mean $K(C^{\omega})$.
- $\mathcal{U}_{\text{loc}}$ and $\mathcal{U}_{\text{add}}$ denote the versions of the universal localizing and additive invariants of \cite{BGT13} that do not preserve any kind of filtered colimits.
- We use $x_n$ for a polynomial generator in degree $n$ and $\epsilon_n$ for an exterior generator in degree $n$. As an example, $\mathbb{S}[x_n]$ is the free $\mathbb{E}_1$-algebra on a class in degree $n$.
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2 Localization sequences and devissage
The main goal of this section is to prove the parts of Theorem A that come from localization sequences and devissage, namely Proposition 2.2, Proposition 2.3, and Lemma 2.4 below. These results allow us to reduce the study of objects such as $K(L_1[\mathbb{S}])$, $K(\text{Sp}_{\omega}^{\geq 2})$, and $K(\text{Sp}_{K(1)}^{\omega})$ to the study of $K(j_{\zeta})$. The key tool here is devissage in the form given in \cite{BL21}.
Theorem 2.1 ([BL21]). If $R$ is a coconnective ring with $\pi_0$ regular, and $\pi_{-i}$ has tor dimension $< i$ over $\pi_0$, then the connective cover map $\pi_0R \to R$ is an equivalence on $K$-theory.

To begin, recall that there is a localization sequence

$$\text{Sp}_{\geq n+1} \to \text{Sp} \to L_n^f \text{Sp}$$

(1)

Our propositions are obtained by tensoring this with the rings in question.

Proposition 2.2. The natural map $K(L^f_1 \text{Sp}_p) \to K(L_{K(1)} \mathbb{S})$ is an equivalence.

Proof. Tensoring the localization sequence (1) for $n = 0$ with the map $L^f_1 \text{Sp}_p \to L_{K(1)} \mathbb{S}$, we get a map of localization sequences

$$\begin{array}{ccc}
\text{Mod}(L^f_1 \text{Sp}_p)^{p-\text{nil}} & \to & \text{Mod}(L^f_1 \text{Sp}_p) \\
\downarrow & & \downarrow \\
\text{Mod}(L_{K(1)} \mathbb{S})^{p-\text{nil}} & \to & \text{Mod}(L_{K(1)} \mathbb{S})
\end{array}$$

The category in the top left is the category of $T(1)$-local spectra, whereas the one in the bottom left is the category of $K(1)$-local spectra. By the telescope conjecture at height 1 [Mil81, Mah81], these two categories agree, so the left vertical map is an equivalence.

$L^f_0$ is just inverting $p$, and $L^f_0 L^f_1 \text{Sp}_p = L^f_0 \text{Sp}_p = \mathbb{Q}_p$. $L^f_0 L_{K(1)} \mathbb{S}$ is the ring $\mathbb{Q}_p[\epsilon_{-1}]$, ($\epsilon_{-1}$ is usually called $\zeta$). It follows that the right vertical map is a connective cover map, and so applying Theorem 2.1, it is an equivalence on $K$-theory.

Since $K$-theory is a localizing invariant, the middle vertical map is also an equivalence on $K$-theory.

The next proposition is somewhat more subtle, because the ring $j_\zeta$ is not regular in the sense of [BL22, BL21]. Nevertheless, a formal neighborhood of its height $\geq 2$ locus is regular, which is all that is needed.

Proposition 2.3. There is a cofibre sequence $K(\mathbb{F}_p) \to K(j_\zeta) \to K(L_{K(1)} \mathbb{S})$.

Proof. Tensoring the localization sequence (1) for $n = 1$ (relative to $\text{Sp}^\omega$) with $\text{Mod}(j_\zeta)^\omega$, we get a cofibre sequence

$$\begin{array}{ccc}
\text{Mod}(j_\zeta)^\omega \otimes \text{Sp}_{\geq 2}^\omega & \to & \text{Mod}(j_\zeta)^\omega \\
& & \to \text{Mod}(L^f_1 j_\zeta)^\omega
\end{array}$$

We claim that $L^f_1 j_\zeta = L_{K(1)} \mathbb{S}$. Indeed, it is clear that $L_{K(1)} j_\zeta = L_{K(1)} \mathbb{S}$, and $j_\zeta$ and $L_{K(1)} \mathbb{S}$ are rationally both $\mathbb{Q}_p[\epsilon_{-1}]$.

It remains to identify $K(\text{Mod}(j_\zeta)^\omega \otimes \text{Sp}_{\geq 2}^\omega)$ with $K(\mathbb{F}_p)$. By the thick subcategory theorem, $\text{Sp}_{\geq 2}$ is generated by any type 2 spectrum $Z$, so $\text{Mod}(j_\zeta)^\omega \otimes \text{Sp}_{\geq 2}^\omega$ is generated by $j_\zeta \otimes Z$ for such $Z$. 
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Let $Z$ denote the type 2 spectrum which for $p > 2$ is the Smith-Toda complex $S/(p,v_1)$ constructed in [Tod71] and for $p = 2$, is the type 2 complex $S/(2,\eta,v_1)$ constructed in [DM81]. The key property of $Z$ is that $Z \otimes \mathbb{F}_2 = \mathbb{F}_2$ at the prime 2 and $Z \otimes \ell = \mathbb{F}_p$ for $p > 2$. It follows that $Z \otimes j_\xi = \mathbb{F}_p^{h \mathbb{Z}}$, which is in particular coconnective with $\pi_0 = \mathbb{F}_p$.

Since $Z$ has only one cell in dimension 0 and the rest in positive degrees, $\text{End}(Z \otimes j_\xi) \cong Z \otimes Z^i \otimes j_\xi$ is also coconnective with $\pi_0 = \mathbb{F}_p$. We learn from Morita theory and Theorem 2.4 that $K(j_\xi \otimes \text{Sp}_{\geq 2}) \cong K(\text{End}_{j_\xi}(j_\xi \otimes X)) \cong K(\mathbb{F}_p)$.

The following lemma is necessary to get that the cofibre sequences in Theorem A and Theorem 4.2 are split on $\pi_*$. 

**Lemma 2.4.** $K(\mathbb{Z}_p^{h \mathbb{Z}} \otimes \text{Sp}_{\geq 1}^\omega) \cong K(\mathbb{F}_p)$ and the composite

$$\text{Mod}(\mathbb{F}_p^\omega) \to j_\xi \otimes \text{Sp}_{\geq 2}^\omega \to j_\xi \otimes \text{Sp}_{\geq 1}^\omega \to \mathbb{Z}_p^{h \mathbb{Z}} \otimes \text{Sp}_{\geq 1}^\omega$$

is null after applying $U_{add}$.

**Proof.** $\text{cof} p \in \text{Mod}(\mathbb{Z}_p^{h \mathbb{Z}})^{p-nil}$ has a coconnective endomorphism ring with $\pi_0 = \mathbb{F}_p$, so $K(\text{Mod}(\mathbb{Z}_p^{h \mathbb{Z}})^{p-nil}) = K(\mathbb{F}_p)$ by Theorem 2.1. It remains to prove the second claim.

Let $R$ be $\ell_p$ or $k_0$ depending on the prime so that $R^{h \mathbb{Z}} = j_\xi$. Then there are $\mathbb{Z}$-equivariant $\mathbb{E}_\infty$-maps $\pi : R \to \mathbb{F}_p$ and $f : R \to \mathbb{Z}_p$, and $\mathbb{F}_p$ is perfect over $R$ as it is $R \otimes Z$, where $Z$ is as in the proof of Proposition 2.3. We use the same names to denote the induced maps on $Z$-homotopy fixed points. There is also the connective cover map $g : \mathbb{F}_p \to \mathbb{F}_p^{h \mathbb{Z}}$.

Taking $Z$-homotopy fixed points, we obtain a diagram

$$\text{Mod}(\mathbb{Z}_p^{h \mathbb{Z}})^{\omega,p-nil} \xleftarrow{f^*} \text{Mod}(j_\xi)^{\omega} \otimes \text{Sp}_{\geq 2}^\omega \xrightarrow{g^*} \text{Mod}(\mathbb{F}_p^{h \mathbb{Z}})^{\omega} \xleftarrow{\pi_*} \text{Mod}(\mathbb{F}_p^{h \mathbb{Z}})^{\omega}$$

Here $\pi_*$ is the right adjoint of $\pi^*$, which exists since $\mathbb{F}_p^{h \mathbb{Z}}$ is perfect over $j_\xi$. We also have the map $g^* : \text{Mod}(\mathbb{F}_p^{h \mathbb{Z}})^{\omega} \to \text{Mod}(\mathbb{F}_p^{h \mathbb{Z}})^{\omega}$, and we can rephrase our lemma as saying that $f^* \circ \pi_* \circ g^*$ is null on $U_{add}$.

We will in fact just show that $f^* \circ \pi_*$ is null on $U_{add}$. To do this, that composite is given by tensoring with the $\mathbb{Z}_p^{h \mathbb{Z}} - \mathbb{F}_p^{h \mathbb{Z}}$-bimodule $\mathbb{Z}_p^{h \mathbb{Z}} \otimes_{j_\xi} \mathbb{F}_p^{h \mathbb{Z}}$. We have a chain of equivalences

$$\mathbb{Z}_p^{h \mathbb{Z}} \otimes_{j_\xi} \mathbb{F}_p^{h \mathbb{Z}} \cong \mathbb{Z}_p^{h \mathbb{Z}} \otimes Z \cong (\mathbb{Z}_p \otimes Z)^{h \mathbb{Z}} \cong (\mathbb{Z}_p \otimes_R \mathbb{F}_p)^{h \mathbb{Z}}$$

where at the second step, it is used that $Z$ is a finite spectrum.

Thus the Postnikov filtration on the $\mathbb{Z}_p - \mathbb{F}_p$-bimodule $\mathbb{Z}_p \otimes_R \mathbb{F}_p$ gives a finite $\mathbb{Z}$-equivariant filtration with associated graded $\mathbb{F}_p[\epsilon_{v_1+1}]$ for $p > 2$ and $\mathbb{F}_2[\epsilon_{\eta_1+1}, \epsilon_{v_1+1}]$ for $p = 2$. Taking

\[8\]There are actually 8 distinct $v_1$ self maps on $S/(2,\eta)$ and 4 nonisomorphic $S/(2,\eta,v_1)$s, but this is irrelevant here: for example all choices of $S/(2,\eta,v_1)$ become isomorphic after basechange to $j_\xi$. This follows from the proof of this proposition, since they are in the heart of a bounded $t$-structure after basechange and have only one cell in degree 0, so there is no obstruction to producing an isomorphism between the different versions.
the $\mathbb{Z}$-fixed points of this filtration, we get a finite filtration of the bimodule $\mathbb{Z}^h_{p^r} \otimes_{\mathbb{Z}} F^h_{p^s}$ whose associated graded is $\mathbb{F}^h_{p^r}[\epsilon_{|r|+1}]$ for $p > 2$ and $\mathbb{F}^h_{2}[\epsilon_{|r|+1}, \epsilon_{|r|+1}]$ for $p = 2$. As a $\mathbb{Z}^h_{p^r} - \mathbb{F}^h_{p^s}$-bimodule, $F^h_{p^s}$ corresponds to the functor $\text{Mod}(\mathbb{F}^h_{p^s})^\omega \rightarrow \text{Mod}(\mathbb{Z}^h_{p^r})^\omega$ that is right adjoint to the base change from $\mathbb{Z}^h_{p^r}$ to $\mathbb{F}^h_{p^s}$. Since $\epsilon_{|r|+1}$ is in odd degree, $U_{\text{add}}$ splits finite filtrations and sends suspension to $-1$, we learn that after applying $U_{\text{add}}$, the $f^* \circ \pi_*$ becomes null.

\[
\square
\]

3 Topological cyclic homology

In this section we prove Theorem 3.5 and Theorem 3.7, which are refinements of Theorem B of Theorem C, and in particular extend the Dundas-Goodwillie-McCarthy theorem to certain $-1$-connective rings. This allows us to understand $K(j_c)$ in terms of the cyclotomic trace.

Given a ring $R$ giving $R$ a $\mathbb{Z}$ action is the same as giving an automorphism $\phi$ of $R$. $R^h_{\mathbb{Z}}$ is then the pullback of the diagonal map $\Delta : R \rightarrow R \times R$ along the twisted diagonal $(1, \phi) : R \rightarrow R \times R$. The idea for extending DGM to the nonconnective ring $R^{h_{\mathbb{Z}}}$ is to use the work of Land-Tamme on the $K$ theory of pullbacks to relate the $K$-theory and TC of $R^{h_{\mathbb{Z}}}$ to that of connective rings.

Recall that for any $\mathbb{E}_1$-ring $R$, there is a standard $t$-structure on $\text{Mod}(R)$, where a module is connective iff it is generated under colimits and extensions by $R$, and coconnective iff its underlying spectrum is is connective.

\textbf{Lemma 3.1.} Let $R$ be a $-1$-connective $\mathbb{E}_1$-ring. Then any $R$-module $M$ which is connective as a spectrum, $M$ is connective in the standard $t$-structure on $\text{Mod}(R)$. In particular, for any right $R$-module $N$ whose underlying spectrum is connective, $M \otimes_R N$ is connective.

\textbf{Proof.} Using the $t$-structure on $R$-modules, we obtain a cofibre sequence $\tau_{\geq 0} M \rightarrow M \rightarrow \tau_{< 0} M$. $\tau_{\geq 0} M$ is $-1$-connective as an underlying spectrum since $R$ is, and it is built from $R$ via colimits and extensions. $\tau_{< 0} M$ is coconnected as an underlying spectrum. Since $M$ is connective as a spectrum and $\tau_{\geq 0} M$ is $-1$-connective as a spectrum, $\tau_{< 0} M$ is connective as well, so must be 0. It follows that $M = \tau_{\geq 0} M$ is connective in the $t$-structure. $M \otimes_R N$ is connective since it is built from $R \otimes_R N = N$ out of colimits and extensions and $N$ is connective.

\textbf{Lemma 3.2.} Suppose that $R \rightarrow R'$ is an $i$-connective map of $-1$-connective $\mathbb{E}_1$-rings for $i \geq -1$, $M, N$ are right and left $R'$-modules that are connective in the standard $t$-structure. Then the map $M \otimes_R N \rightarrow M \otimes_{R'} N$ is $(i + 1)$-connective.

\textbf{Proof.} $M, N$ are built out of $R'$ under colimits and extensions, so it suffices to assume $M = N = R'$. Then we are trying to show that $R' \otimes_R R' \rightarrow R'$ is $i$-connective. This map has a section given by the left unit, so its fibre is the cofibre of the section. The cofibre of the unit map, $M'$, is $(i + 1)$-connective by assumption. $M' \otimes_R R'$ is an extension of $M' \otimes_R R = M'$ by $M' \otimes_R M'$. $M' \otimes_R M'$ is $(2i + 2)$-connective by Lemma 3.1, so the result follows. \[\square\]
The following proposition is due to Waldhausen [Wal84, Proposition 1.2]\(^9\), except he stated it for \(\mathbb{Z}\)-algebras, though the general proof is identical. We reproduce the proof below for convenience and future reference. The proposition is a precursor to trace methods.

**Proposition 3.3** (Waldhausen). Let \(f : R \to S\) be an \(i\)-connective map of connective \(\mathbb{E}_1\)-algebras for \(i \geq 1\). Then \(\text{fib}(K(f))\) is \((i+1)\)-connective, with \(\pi_{i+i} \text{fib}(K(f)) = \text{HH}_0(\pi_0 S; \pi_i \text{fib} f)\).

**Proof.** Since \(i+1 \geq 2\), it suffices by the Hurewicz theorem to show that \(\text{fib}(K(f))\) is \((i+1)\)-connective and that \(H_{i+1} \text{fib}(K(f)) \cong \text{HH}_0(\pi_0 R; \pi_i \text{fib} f)\). The nonpositive \(K\)-theory only depends on \(\pi_0 R\) for a connective ring [BGT13, Theorem 9.53], so by the Hurewicz theorem, it suffices to show the connectivity statement at the level of homology of \(\text{BGL}^+\).

Consider the map of homology Serre spectral sequences computing the homologies of \(\text{BGL}(R)\) and \(\text{BGL}(R)^+\) via the vertical maps in the diagram below:

\[
\begin{array}{ccc}
\text{BGL}(R) & \longrightarrow & \text{BGL}(R)^+ \\
\downarrow & & \downarrow \\
\text{BGL}(S) & \longrightarrow & \text{BGL}(S)^+
\end{array}
\]

The signature of the \(E_2\)-term of the Serre spectral sequence for the left vertical map is

\[
H_p(\text{BGL}(S); H_q(\text{fib BGL}(f))) \implies H_{p+q}(\text{BGL}(R))
\]

The first nonzero term in this spectral sequence is \(H_0(\text{BGL}(S); H_{i+1}(\text{fib BGL}(f)))\). Because \(\text{GL}\) and the infinite matrix ring \(\text{M}\) only disagree on \(\pi_0\) and \(f\) is \(i\)-connective for \(i \geq 1\), \(\text{fib GL}\) can be identified with \(\text{fib M}\). By the Hurewicz theorem, \(H_{i+1}(\text{fib BGL} f)\) then agrees with \(\pi_i \text{fib} M f = \pi_i \text{M} \text{fib} f\), where we view \(\text{fib} f\) as a nonunital ring in order to make sense of \(M f\). Under this identification, the action of \(\pi_0 \text{GL}(S)\) is identified with conjugation action of \(\pi_0 \text{GL}(R)\) on \(\pi_i \text{M} \text{fib} f\). The trace then gives an isomorphism \(\text{tr} : H_0(\text{BGL}(S); \pi_i (M \text{fib} f)) \to \text{HH}_0(\pi_0 S; \pi_i \text{fib} f)\).

The \(E_2\)-term of the Serre spectral sequence for the right vertical map on the other hand is \(H_*(\text{BGL}(S)^+; H_*(\text{fib K}(f)))\). Since \(H_*(\text{BGL}(R)) \cong H_*(\text{BGL}(R))^+\), the map of Serre spectral sequences yields an isomorphism on abutments. \(\text{BGL}(R)^+ \to \text{BGL}(S)^+\) comes from a map of spectra (the 1-connective cover of \(K\)-theory), so the coefficient system for homology is trivial, and in the lowest degree \(s\) in which \(\text{fib}(K(f))\) is nonzero, its homology is \(H_s(\text{fib} K(f))\), which must survive to the \(E_\infty\)-page for degree reasons. Since in the left vertical map Serre spectral sequence, there are no terms contributing to \(H_s\) for \(s \leq i\), we must then have that \(H_s(\text{fib} K(f)) = 0\) for \(s \leq i\), giving the connectivity statement. By looking at the lowest nonvanishing terms in the spectral sequences and comparing the two spectral sequences, we then learn that \(H_{i+1}(\text{fib} K(f)) \cong H_0(\text{BGL}(S); \pi_i (M \text{fib} f)) \cong \text{HH}_0(\pi_0 S; \pi_i \text{fib} f)\), proving the proposition.

The following proposition is likely well known:

---

\(^9\)see also [LT19, Lemma 2.4]
Proposition 3.4. Let $S$ be a set of primes, and $R \to R'$ a map of connective $E_1$-rings that is an isomorphism on $\pi_0$. Then $\text{fib}(\text{TC}(R) \to \text{TC}(R'))[S^{-1}] \cong \text{fib}(\text{TC}(R[S^{-1}]) \to R'[S^{-1}])$.

Proof. The fibre of TC is in this case equivalent to the fibre of $K$-theory by [DGM12]. Since $K$-theory is a filtered colimit preserving localizing invariant, it is a sheaf with respect to localizing at primes, with stalks the relative TC of the $p$-local rings. Thus it suffices to show the result for $R, R'$ $p$-local rings. In this case, TC is already $p$-local, so we can assume that $S = \{p\}$. The set of maps $R \to R'$ clear satisfy the 2 out of 3 property, so by considering the composite $R \to R' \to \pi_0 R' = \pi_0 R$, we can assume the map is $R \to \pi_0 R$.

Now since rationalization is $t$-exact, and because of the connectivity result in Proposition 3.3, it suffices to show the result for the map $\tau_{\leq n} R \to \tau_{\leq n-1} R$. This is a square zero extension, so now the result follows from [Ras18, Theorem 5.15.1].

By taking the cospan $R \to R \times R \leftarrow R$ associated to $R^{h\mathbb{Z}}$ as discussed above, we see that the following result refines Theorem B:

Theorem 3.5. Suppose we are given a map of cospans of connective $E_1$-rings that is levelwise $i$-connective for $i \geq 1$. Then for any truncating invariant $E$, the map on the pullbacks induces an $E$-equivalence, and an $i$-connective map on TC.

Proof. Let

$$
\begin{array}{ccc}
R_0 & \longrightarrow & R_1 & \leftarrow & R_2 \\
\downarrow & & \downarrow & & \downarrow \\
S_0 & \longrightarrow & S_1 & \leftarrow & S_2
\end{array}
$$

be the map of cospans in consideration, and let $R_3, S_3$ denote the pullbacks. Applying [LT19], we obtain a pullback square:

$$
\begin{array}{ccc}
U_{\text{loc}}(R_3) & \longrightarrow & U_{\text{loc}}(R_0) \\
\downarrow & & \downarrow \\
U_{\text{loc}}(R_2) & \longrightarrow & U_{\text{loc}}(R_0 \circ_{R_3} R_2)
\end{array}
$$

where the underlying spectrum of $R_0 \circ_{R_3} R_2$ is $R_0 \otimes_{R_3} R_2$, which is connective by Lemma 3.1. Moreover one has a corresponding pullback square for the $S_i$. The maps $R_i \to S_i$ are $i$-connective for $i \geq 1$, so they induce an equivalence on $E$, and also the map on pullbacks is $(i-1)$-connective. The map $R_0 \otimes_{R_3} R_2 \to S_0 \otimes_{R_3} S_2$ is $i$-connective by Lemma 3.1, and the map $S_0 \otimes_{R_3} S_2 \to S_0 \otimes_{S_3} S_2$ is $i$-connective by applying both Lemma 3.1 and Lemma 3.2 so the composite, which on underlying spectra agrees with $R_0 \circ_{R_3} R_2 \to S_0 \circ_{S_3} S_2$ is $i$-connective. It thus induces an equivalence on $E$ and a $(i+1)$-connective map on TC.

From the pullback square above, we then learn that $E(R_3) \to E(S_3)$ is also an equivalence, and that $\text{TC}(R_3) \to \text{TC}(S_3)$ is $n$-connective.

We now apply Theorem B to $j_\zeta$:
Corollary 3.6. Let $R = k_{o_2}$ for $p = 2$ and $\ell_p$ for $p > 2$. There are pullback squares

$$
\begin{array}{c}
K(R^{h\mathbb{Z}}) \longrightarrow \ TC(R^{h\mathbb{Z}}) \\
\downarrow \quad \downarrow \\
K(Z_p^{h\mathbb{Z}}) \longrightarrow \ TC(Z_p^{h\mathbb{Z}})
\end{array}
\quad
\begin{array}{c}
K(ko_2^{h\mathbb{Z}}) \longrightarrow \ TC(ko_2^{h\mathbb{Z}}) \\
\downarrow \quad \downarrow \\
K(\tau_{\leq 2}S_2^{h\mathbb{Z}}) \longrightarrow \ TC(\tau_{\leq 2}S_2^{h\mathbb{Z}})
\end{array}
$$

where for $R$, the vertical maps are $(2p - 2)$-connective for $p > 2$ and $1$-connective for $p = 2$, and for the second pullback square for $ko_2$, the vertical maps are $4$-connective. The vertical fibres are $p$-nil.

Proof. The pullback squares follow immediately from Theorem B and the fact that $\tau_{\leq 3}ko_2 = \tau_{\leq 2}S_2$, $\tau_{\leq 2p-3} \ell_2 = \mathbb{Z}_p$, which implies that the actions on those truncations are trivial.

We now show that the vertical fibres are $p$-nil for the first square, as the proof for the second square is identical. Consider the square

$$
\begin{array}{c}
\text{TC}(R^{h\mathbb{Z}})[\frac{1}{p}] \longrightarrow \ TC(R^{h\mathbb{Z}}[\frac{1}{p}]) \\
\downarrow \quad \downarrow \\
\text{TC}(Z_p^{h\mathbb{Z}})[\frac{1}{p}] \longrightarrow \ TC(Z_p^{h\mathbb{Z}}[\frac{1}{p}])
\end{array}
$$

It will suffice to show this square is cartesian, since the map $R^{h\mathbb{Z}}[\frac{1}{p}] \to Z_p[\frac{1}{p}]$ is an equivalence. By the proof of Theorem 3.5, we have pullback squares

$$
\begin{array}{c}
\text{TC}(R^{h\mathbb{Z}})[\frac{1}{p}] \longrightarrow \ TC(R)[\frac{1}{p}] \\
\downarrow \quad \downarrow \\
\text{TC}(R)[\frac{1}{p}] \longrightarrow \ TC(R[\frac{1}{p}])
\end{array}
\quad
\begin{array}{c}
\text{TC}(R^{h\mathbb{Z}}[\frac{1}{p}]) \longrightarrow \ TC(R[\frac{1}{p}]) \\
\downarrow \quad \downarrow \\
\text{TC}(R[\frac{1}{p}]) \longrightarrow \ TC(R[\frac{1}{p}])
\end{array}
\quad
\begin{array}{c}
\text{TC}(R^{h\mathbb{Z}})[\frac{1}{p}] \longrightarrow \ TC(R \odot R^{h\mathbb{Z}} R[\frac{1}{p}]) \\
\downarrow \quad \downarrow \\
\text{TC}(R[\frac{1}{p}]) \longrightarrow \ TC(R[\frac{1}{p}])
\end{array}
$$

and similarly with $Z_p$ replacing $R$. $R[\frac{1}{p}] \odot R[\frac{1}{p}] \times R[\frac{1}{p}]$ agrees with $(R \odot R^{h\mathbb{Z}} R[\frac{1}{p}])$ because the underlying spectrum is a tensor product, and tensor products commute with inverting $p$. Thus we learn from these pullback squares that to show the pullback square we want is cartesian, it suffices to prove this with the pair $Z_p^{h\mathbb{Z}} \times R^{h\mathbb{Z}}$ replaced by $Z_p, R$ and $(Z_p \odot Z_p) \times Z_p$, $(R \odot R^{h\mathbb{Z}} R)$. But these are pairs of connective rings with the same $\pi_0$, so the result follows now from Proposition 3.4. \(\square\)
We now prove a variant of Theorem 3.5, where the ring $R$ in question is $-1$-connective, but doesn’t have to come from a pullback square. The idea is the same as before: to resolve $\text{Mod}(R)$ by module categories of connective rings, only this time instead of the resolution coming to us from a pullback square, we construct one by hand. The result below is a refinement of Theorem C.

**Theorem 3.7.** Let $R \to S$ be an $1$-connective map of $-1$-connective rings such that $\pi_{-1}R$ is a finitely generated $\pi_0R$-module. Then for any truncating invariant $E$, $E(R) \to E(S)$ is an equivalence. Moreover, if $f$ is $n$-connective, then $\text{TC}(R) \to \text{TC}(S)$ is $(n-1)$-connective.

**Proof.** Choose generators $x_1, \ldots, x_n \in \pi_{-1}R$ as a $\pi_0R$-module. We will build an $R$-module $X$ whose cells correspond to the free monoid on the set $\{x_1, \ldots, x_n\}$ such that its endomorphism ring is connective. We will then embed $\text{Mod}(R)$ fully faithfully into $\text{Mod}(\text{End}(X))$, and show that the cofibre is also the module category of a connective ring. Doing the same for $S$, and comparing, we will obtain the result.

To construct $X$, set $X_0 = R$, and choose a free module of rank $n$ in degree $-1$ to hit the generators $x_i$ of $X$ in degree $-1$, and let $X_1$ be the cofibre. $\pi_{-1}X_1$ is canonically identified with $n$ copies of $\pi_{-1}X_0$ indexed on the $x_i$s. We can then repeat this process, constructing $X_i$ as the cofibre of a free module of rank $n^i$ hitting the generators of $X_{i-1}$, which are indexed on words of length $i$ in the $x_i$. Let $X = \text{colim}_i X_i$. Note that $X$ is connective because the map $X_i \to X_{i+1}$ is zero on negative homotopy groups by construction. We claim that $\text{End}(X) = \lim_i(\text{map}(X_i, X))$ is connective. More generally, we will show that $\text{map}(X, Y) = \lim_i \text{map}(X_i, Y)$ is connective for any $Y$ that is connective as a spectrum. The individual terms $\text{map}(X_i, Y)$ are connective because $Y$ is connective as a spectrum and $X_i$ are built out of finitely many cells of degree 0. Thus it suffices to show that any map $X_i \to Y$ can be extended to $X_{i+1}$, so that the $\lim^1$-term that could potentially contribute to $\pi_{-1}(\text{map}(X, Y))$ vanishes. But this follows since the obstructions to making an extension lives in $\pi_{-1}Y$, which vanishes.

We now show that the thick subcategory generated by $X$ contains $R$. The $X_i$ filtration makes $X$ into a filtered $R$-module, with associated graded a free module on the free monoid generated by the $x_i$. We will construct a filtered self map $\sigma x_i : X \to X$ such that on the associated graded, $x_i$ is left multiplication by $x_{i+1}^{10}$. The obstruction to extending a filtered map defined until $X_{k-1}$ to $X_k$ at the $k$th step in the filtration is the map $\theta$ in the diagram below:

---

As pointed out to me by Robert Burklund, there is a universal example, the trivial square zero extension $S \oplus \bigoplus_n \Sigma^{-1}S$, which one can show by obstruction theory admits an $E_1$-map to $R$ for any $-1$-connective $R$ sending the classes in degree $-1$ to the classes $x_1, \ldots, x_n$. This gives an alternate way to construct the module $X$ and self maps $\sigma x_i$ via basechange from the universal example.
\[ \sigma \xrightarrow{\theta} \] has to be null since the map \( X_k \to X_{k+1} \) is 0 on \( \pi_{-1} \) by construction. Thus we can produce the dashed arrow in the diagram. Since \( \pi_0 \) of the space of nullhomotopies for an individual component \( \Sigma^{-1} R \) is exactly \( \pi_0 R^{n+1} \), we can choose the nullhomotopy so that the map on the associated graded is as desired.

Now note that the cofibre of \( X \) by all of the \( \sigma x_i \)s is just \( R \), so that \( R \) is in the thick subcategory generated by \( X \). Let \( \langle X \rangle \) be the thick subcategory of \( \text{Mod}(R) \) generated by \( X \), and let \( \langle X \rangle/\langle R \rangle \) denote the localization of \( \langle X \rangle \) away from the thick subcategory generated by \( R \). Morita theory gives an equivalence \( \langle X \rangle = \text{Mod}(\text{End}(X))^{\omega} \), and we thus have a localization sequence

\[ \text{Mod}(R)^{\omega} \to \text{Mod}(\text{End}(X))^{\omega} \to \text{Mod}(\text{End}(\langle X \rangle/\langle R \rangle)(X))^{\omega} \]

We claim that \( \text{End}(\langle X \rangle/\langle R \rangle)X \) is also connective. To understand this endomorphism ring, we observe that the \( X_i \) are cofinal among perfect \( R \)-modules mapping to \( X \). This means that \( \text{End}(\langle X \rangle/\langle R \rangle)(X) \) is computed as \( \text{colim}_i \text{map}(X, X/X_i) \), so it suffices to show \( \text{map}(X, X/X_i) \) is connective. But \( X/X_i \) is connective as a spectrum, and as we have shown, \( \text{map}(X, Y) \) is connective whenever \( Y \) is connective as a spectrum.

Finally, we note that \( X \otimes_R S \) has exactly the same properties as an \( S \)-module, and in fact \( X \to X \otimes_R S \) is \( i \)-connective by Lemma 3.1. However due to the possibility of \( \lim^1 \), this only guarantees that \( \text{End}(X) \to \text{End}(X \otimes_R S) \) as well as the maps of endomorphisms in the cofibres are \( (i-1) \)-connective. Nevertheless, the contribution of the \( \lim^1 \)-term to \( \pi_0 \) is square zero, so since truncating invariants are nil-invariant [LT19, Theorem B], we learn that \( E(\text{End}(X)) \to E(\text{End}(X \otimes_R S)) \) is an equivalence, and similarly for the localized ring. By the localization sequence, the \( E(R) \to E(S) \) is also an equivalence. Since \( \text{End}(X) \to \text{End}(X \otimes_R S) \) is \( (i-1) \)-connective, it induces an \( i \)-connective map on \( TC \), so via the localization sequence, the original map \( R \to S \) induces an \( (i-1) \)-connective map on \( TC \).

\[ \square \]

**Remark 3.8.** The connectivity bound for \( TC \) may not be optimal in the above theorem, and the finiteness hypothesis might not be necessary. Also, if one of the \( x_i \) is chosen to be zero, \( \text{End}(X) \) vanishes on every additive invariant by the Eilenberg swindle. This means that we have really proven that the suspension of \( U_{\text{loc}}(R) \) is \( U_{\text{loc}} \) of a connective ring.

**Question 3.9.** To what extent do Theorem 3.5 and Theorem 3.7 generalize?
For instance, can Theorem 3.5 be generalized to other finite limits of sufficiently connective ring maps? The results proven here are certainly not the most general: for example the methods of this section are capable of proving that for a sufficiently connective map of rings \( R \to S \) with a \( \mathbb{Z}^n \)-action that is trivial in low degrees, \( E(R^{h\mathbb{Z}^n}) \to E(S^{h\mathbb{Z}^n}) \) is an equivalence for any truncating invariant \( E \).

4 The main theorems

We now put together the results so far to prove the main theorems A and D, as well as Theorem 4.2, which are stated where they are proven for convenience.

Theorem A. \( K(L_1^T \mathbb{S}) \cong K(L_{K(1)} \mathbb{S}) \), there is a cofibre sequence split on \( \pi_* \)

\[
K(j_\zeta) \to K(L_{K(1)} \mathbb{S}) \to \Sigma K(\mathbb{F}_p)
\]

and a pullback square

\[
\begin{array}{ccc}
K(j_\zeta) & \to & TC(j_\zeta) \\
\downarrow & & \downarrow \\
K(\mathbb{Z}_p) & \to & TC(\mathbb{Z}^{h\mathbb{Z}})
\end{array}
\]

Let \( F \) be the fibre of the map \( TC(j_\zeta) \to TC(\mathbb{Z}^{h\mathbb{Z}}) \). Then \( F[\frac{1}{p}] = 0 \). For \( p > 2 \), \( F \) is \((2p - 2)\)-connective and \( \pi_{2p-2}(F/p) \cong \bigoplus_0^\infty \mathbb{F}_p \). For \( p = 2 \), \( F \) is 1-connective and \( \pi_1 F \cong \bigoplus_0^\infty \mathbb{F}_2 \).

Proof. The first statement is just Proposition 2.2, and the cofibre sequence is Proposition 2.3. We now show that the cofibre sequence is split on \( \pi_* \). After inverting \( p \), \( K(j_\zeta) \to K(\mathbb{Z}^{h\mathbb{Z}}) \) is an equivalence by Corollary 3.6, so the map is null by Lemma 2.4. Thus the cofibre sequence splits on \( \pi_* \) after inverting \( p \). Because \( K_*(\mathbb{F}_p) = K_*(\mathbb{F}_p)[\frac{1}{p}] \) in positive degrees and is torsion, we obtain the desired result in degrees \( \neq 1 \). On \( \pi_1 \), one observes that \( j_\zeta/(p, v_1) \) and \( j_\zeta/(2, \eta, v_1) \) are zero in \( K_0(j_\zeta) \), so that the cofibre sequence is a short exact sequence on \( \pi_1 \), so it splits since \( K_0(\mathbb{F}_p) = \mathbb{Z} \) is projective.

Corollary 3.6 gives a pullback square

\[
\begin{array}{ccc}
K(j_\zeta) & \to & TC(j_\zeta) \\
\downarrow & & \downarrow \\
K(\mathbb{Z}^{h\mathbb{Z}}_p) & \to & TC(\mathbb{Z}^{h\mathbb{Z}}_p)
\end{array}
\]

and gives the connectivity claims for \( F \). By applying Theorem 2.1 to \( \mathbb{Z}^{h\mathbb{Z}}_p \), we learn that \( K(\mathbb{Z}_p) \cong K(\mathbb{Z}^{h\mathbb{Z}}_p) \), so that this pullback square agrees with the one in the theorem statement.

It remains to prove the claims about the first nonvanishing homotopy group of \( F \).
To compute $\pi_1$ of the vertical fibre for $p = 2$, we first observe from the second pullback square in Corollary 3.6 that it is the same as $\pi_1$ of the fibre of $K(\tau_{\leq 2}S^{hZ}) \to K(Z_2^{hZ})$, where the action on $\tau_{\leq 2}S$ is (necessarily) trivial. From Land–Tamme (see the proof of Theorem 3.5), we get a pullback square

$$
\begin{array}{c}
\mathcal{U}_{\text{loc}}(\tau_{\leq 2}S_2^{hZ}) \\
\downarrow \\
\mathcal{U}_{\text{loc}}(\tau_{\leq 2}S_2)
\end{array}
\begin{array}{c}
\mathcal{U}_{\text{loc}}(\tau_{\leq 2}S_2) \\
\downarrow \\
\mathcal{U}_{\text{loc}}(\tau_{\leq 2}S_2) \otimes_{\tau_{\leq 2}S_2^{hZ}} \tau_{\leq 2}S_2
\end{array}
$$

We claim that there is an equivalence of $E_1$-algebras $\tau_{\leq 2}S_2 \otimes_{\tau_{\leq 2}S_2^{hZ}} \tau_{\leq 2}S_2 \cong \tau_{\leq 2}S_2[z]$. To see this, we first apply the formula in [LT22] (see also [BL21, Example 4.9]), which gives an equivalence of $E_1$-algebras $\tau_{\leq 2}S_2 \otimes_{\tau_{\leq 2}S_2} \tau_{\leq 2}S_2 \cong \tau_{\leq 2}S_2[z]$. It suffices then to show that

$$
\tau_{\leq 2}S_2 \otimes_{\tau_{\leq 2}S_2} \tau_{\leq 2}S_2 \cong \tau_{\leq 2}S_2 \otimes_{\tau_{\leq 2}S_2^{hZ}} \tau_{\leq 2}S_2
$$

To do this, we use the observation in [LT22] (see also [BL21, Section 4]) that $R_1 \otimes_{R_2} R_3$ just depends on the span $R_1, R_3$ and the unital $R_1 - R_3$-bimodule $R_4$. Thus it suffices to show that $\tau_{\leq 2}S[\epsilon_0]$ and $\tau_{\leq 2}S \times \tau_{\leq 2}S$ define isomorphic unital $\tau_{\leq 2}S - \tau_{\leq 2}S$-bimodules. But indeed, they are both symmetric bimodules, and $\tau_{\leq 2}S[\epsilon_0]$ is a free $E_0$-$\tau_{\leq 2}S$-algebra on $\epsilon_0$, so by sending $\epsilon_0$ to $(1,0) \in \pi_0(\tau_{\leq 2}S \times \tau_{\leq 2}S)$ we get an isomorphism.

The same argument for $Z_2$ instead of $\tau_{\leq 2}S_2$ shows that $Z_2 \otimes_{Z_2^{hZ}} Z_2 = Z_2[z]$. From Proposition 3.3, we then learn that $K_2(\tau_{\leq 2}S_2[z], Z_2[z]) = \pi_0(\tau_{\leq 2}S_2 \otimes_{\tau_{\leq 2}S_2^{hZ}} \tau_{\leq 2}S_2)$. By comparing the Land–Tamme pullback squares for $\tau_{\leq 2}S^{hZ}$ and $Z_2^{hZ}$, since $K_2(\tau_{\leq 2}S_2, Z_2) = Z/2$, this shows that $K_1(\tau_{\leq 2}S^{hZ}, Z_2^{hZ})$ is infinitely many copies of $Z/2$.

At odd primes, as before, it suffices to show that $\pi_{2p-1}K(\ell_p \otimes_{\ell_p^{hZ}} \ell_p, \mathbb{Z}_p[z])/p$ is countably generated. To do this, we will first study it’s underlying spectrum, which is a tensor product. We claim that the natural map $j_\ell \otimes j_{\ell^{hZ}} : [hZ] \to \ell_p$ is a $p$-completion, where we consider $j_\ell \to \ell$ as a $Z$-equivariant map with a trivial action on $j_\ell$. To see this, we consider the commutative diagram below, where the horizontal arrows are given by 1 minus the action of 1 in $Z$.

$$
\begin{array}{c}
j_\ell \\
\downarrow \\
\ell_p
\end{array}
\begin{array}{c}
j_\ell \\
\downarrow \\
\ell_p
\end{array}
\begin{array}{c}
j_\ell \\
\downarrow \\
\ell_p
\end{array}
\begin{array}{c}
\cdots
\end{array}
$$

The horizontal maps are $j_\ell^{hZ}$ and $\ell_p^{hZ}$ module maps respectively. Since the action of 1 in $Z$ on $\pi_1 \ell_p$ is 1 mod $p$, the horizontal maps are zero on $\pi_1$ mod $p$, so the colimit along the horizontal maps are zero $p$-adically. Moreover the fibres of each horizontal map is $j_\ell^{hZ}$ and $\ell_p^{hZ}$ respectively. Thus we have produced a filtration of $j_\ell$ as a $j_\ell^{hZ}$-module that basechanges $p$-adically to a filtration of $\ell_p$ as a $\ell_p^{hZ}$ module, proving the claim.

As a consequence, we obtain that the map $\ell_p \otimes_{j_{\ell^{hZ}}} j_\ell \to \ell_p \otimes_{\ell_p^{hZ}} \ell_p$ is an equivalence after $p$-completion. We now filter $j_\ell$ via the homotopy fixed point filtration. Namely, $(\tau_{\geq *}, \ell_p)^{hZ}$
gives a filtration on $j_\zeta$. The map $j_\zeta \to \ell_p$ is also a filtered map, where $\ell_p$ is given by the Postnikov filtration.

In what follows, $C^*(\mathbb{Z}_p; R) = \text{colim}_i (C^*(\mathbb{Z}/p^i; R))$ for $R$ an $\mathbb{E}_\infty$-algebra denotes the algebra of continuous cochains on $\mathbb{Z}_p$ with coefficients in $R$. Up to $p$-completion, it is also given by the tensor product $R \otimes_{p^\mathbb{Z}} R$, where $R$ has the trivial $\mathbb{Z}$-action. Taking the tensor product $j_\zeta/\ell_p \otimes_{j_\zeta/\ell_p} j_\zeta$ in filtered rings gives a spectral sequence converging to the homotopy of the tensor product. We know that the tensor product is $(j_\zeta \otimes_{j_\zeta/\ell_p} j_\zeta)/\ell_p \cong C^*(\mathbb{Z}_p; j_\zeta/\ell_p)$. The associated graded of $j_\zeta$ is a $\mathbb{Z}$-algebra since it is the homotopy fixed points of the associated graded of $\ell_p$, which has the Postnikov filtration. We thus have isomorphisms

$$\text{gr } j_\zeta/\ell_p \otimes_{\text{gr } j_\zeta/\ell_p} j_\zeta \cong \text{gr } j_\zeta/\ell_p \otimes_{\text{gr } j_\zeta/\ell_p} j_\zeta \cong C^*(\mathbb{Z}_p; \text{gr } j_\zeta/\ell_p)$$

Thus we learn that the spectral sequence for $(j_\zeta \otimes_{j_\zeta/\ell_p} j_\zeta)/\ell_p$ degenerates. $\pi_* \text{gr } j_\zeta/\ell_p = \mathbb{F}_p(\zeta, v_1)$ since the Adams operations act trivially on $\pi_* \ell_p$, mod $p$, so the associated graded of the homotopy ring of this tensor product is $\mathbb{F}_p(\zeta, v_1) \otimes C^*(\mathbb{Z}_p; \mathbb{F}_p)$.

The spectral sequence for $j_\zeta/\ell_p \otimes_{j_\zeta/\ell_p} j_\zeta$ maps to the one coming from the tensor product of filtered rings $\ell_p/\ell_p \otimes_{j_\zeta/\ell_p} j_\zeta$. The $E_1$-page of the spectral sequence for $\ell_p/\ell_p \otimes_{j_\zeta/\ell_p} j_\zeta$ is the homotopy ring of $\ell_p/\ell_p \otimes_{\text{gr } j_\zeta/\ell_p} j_\zeta \cong \text{gr } \ell_p/\ell_p \otimes_{\text{gr } j_\zeta/\ell_p} j_\zeta \cong \text{gr } \ell_p/\ell_p \otimes_{\mathbb{F}_p} C^*(\mathbb{Z}_p; \mathbb{F}_p)$. Thus the $E_1$-page is $\mathbb{F}_p[\zeta, v_1] \otimes_{\mathbb{F}_p} C^*(\mathbb{Z}_p; \mathbb{F}_p)$, so the map of spectral sequences is surjective and thus both spectral sequences degenerate. We also learn that $j_\zeta/\ell_p \otimes_{j_\zeta/\ell_p} j_\zeta \to \ell_p/\ell_p \otimes_{j_\zeta/\ell_p} j_\zeta$ is an isomorphism on $\pi_*$ in even degrees because at the level of $E_1$-pages it is the map $\mathbb{F}_p[\zeta, v_1] \otimes_{\mathbb{F}_p} C^*(\mathbb{Z}_p; \mathbb{F}_p) \to \mathbb{F}_p[\zeta, v_1] \otimes_{\mathbb{F}_p} C^*(\mathbb{Z}_p; \mathbb{F}_p)$

Using the formula for $\otimes$ in the case the action is trivial as we did for $p = 2$, we obtain an equivalence of $\mathbb{E}_1$-rings $j_\zeta \otimes_{j_\zeta/\ell_p} j_\zeta \cong j_\zeta[z]$. Thus we have an $\mathbb{E}_1$-algebra map

$$j_\zeta[z] \cong j_\zeta \otimes_{j_\zeta/\ell_p} j_\zeta \to \ell_p \otimes_{\ell_p/\ell_p} \ell_p$$

Since $\otimes$ is the tensor product on underlying spectra, we learn that mod $p$, this map is an isomorphism in even degrees, so we learn that $\pi_*(\ell_p \otimes_{\ell_p/\ell_p} \ell_p)/\ell_p = \mathbb{F}_p[v_1, z]$ as a ring. It follows that $\text{HH}_0(\mathbb{Z}_p[z]; \pi_{2p-2} \ell_p \otimes_{\ell_p/\ell_p} \ell_p)/\ell_p = \mathbb{F}_p[z]$ so using Proposition 3.3, we learn that $\pi_{2p-1} K(\ell_p \otimes_{\ell_p/\ell_p} \ell_p, \mathbb{Z}_p[z])/\ell_p = \mathbb{F}_p[z]$, which indeed is countably generated.

Using the formula for $\otimes$ in the case the action is trivial as we did for $p = 2$, we obtain an equivalence of $\mathbb{E}_1$-rings $j_\zeta \otimes_{j_\zeta/\ell_p} j_\zeta \cong j_\zeta[z]$. Thus we have an $\mathbb{E}_1$-algebra map

$$j_\zeta[z] \cong j_\zeta \otimes_{j_\zeta/\ell_p} j_\zeta \to \ell_p \otimes_{\ell_p/\ell_p} \ell_p$$

Since $\otimes$ is the tensor product on underlying spectra, we learn that mod $p$, this map is an isomorphism in even degrees, so we learn that $\pi_*(\ell_p \otimes_{\ell_p/\ell_p} \ell_p)/\ell_p = \mathbb{F}_p[v_1, z]$ as a ring. It follows that $\text{HH}_0(\mathbb{Z}_p[z]; \pi_{2p-2} \ell_p \otimes_{\ell_p/\ell_p} \ell_p)/\ell_p = \mathbb{F}_p[z]$ so using Proposition 3.3, we learn that $\pi_{2p-1} K(\ell_p \otimes_{\ell_p/\ell_p} \ell_p, \mathbb{Z}_p[z])/\ell_p = \mathbb{F}_p[z]$, which indeed is countably generated.
**Question 4.1.** Is the boundary map \( K(\mathbb{F}_p) \to K(j_\zeta) \) in Theorem A null?

We saw in the above proof that the map is null after inverting \( p \), so that Question 4.1 is essentially a \( p \)-adic question.

Next, we give a formula for \( K(\text{Sp}_{\mathbb{T}(1)}) \):

**Theorem 4.2.** There is a cofibre sequence split on \( \pi_* \)

\[
K(j_\zeta \otimes \text{Sp}_{\geq 1}) \longrightarrow K(\text{Sp}_{\mathbb{T}(1)}) \longrightarrow \Sigma K(\mathbb{F}_p)
\]

and a pullback square

\[
\begin{array}{ccc}
K(j_\zeta \otimes \text{Sp}_{\geq 1}) & \longrightarrow & \text{TC}(j_\zeta) \\
\downarrow & & \downarrow \\
K(\mathbb{F}_p) & \longrightarrow & \text{TC}(\mathbb{Z}_p^{h\mathbb{Z}})
\end{array}
\]

**Proof.** First note that

\[
K(j_\zeta \otimes \mathbb{Q}) \longrightarrow K(L_{K(1)}S \otimes \mathbb{Q}) \longrightarrow 0
\]

is a cofibre sequence since \( j_\zeta \otimes \mathbb{Q} \cong L_{K(1)}S \otimes \mathbb{Q} \). Thus combining this with cofibre sequence from Theorem A via the localization sequences for rationalization, we get the claimed cofibre sequence.

To obtain the pullback square, we again consider what happens when we rationalize. Then \( j_\zeta \otimes \mathbb{Q} \cong \mathbb{Q}_p^{h\mathbb{Z}} \), so

\[
\begin{array}{ccc}
K(j_\zeta \otimes \mathbb{Q}) & \longrightarrow & \text{TC}(j_\zeta \otimes \mathbb{Q}) \\
\downarrow & & \downarrow \\
K(\mathbb{Q}_p) & \longrightarrow & \text{TC}(\mathbb{Q}_p^{h\mathbb{Z}})
\end{array}
\]

is not only a pullback square, but the vertical fibres vanish. By combining this pullback square with the one for \( j_\zeta \) in Theorem A, we obtain the claimed pullback square.

Finally, the splitting of the cofibre sequence at the level of \( \pi_* \) follows exactly as in the proof of Theorem A. Namely, after inverting \( p \), the cofibre sequence becomes a split cofibre sequence by Lemma 2.4, which shows that the cofibre sequence is split on \( \pi_* \) in degrees \( \neq 1 \) since \( K(\mathbb{F}_p) \) is \( p' \)-torsion in degrees \( \neq 0 \). In degree 1, one gets a short exact sequence on homotopy groups since \( K_0(\mathbb{F}_p) \to K_0(j_\zeta \otimes \text{Sp}_{\geq 1}) \) is null, and this short exact sequence splits since \( K_0(\mathbb{F}_p) \cong \mathbb{Z} \) is projective.

**Theorem D.** There is a fibre sequence \( X \to K(\text{Sp}_{\geq 2}) \to K(\mathbb{F}_p) \) split on \( \pi_* \), where \( X \) is the total fibre of the square
For $p > 2$, $X$ is $(2p - 3)$-connective, so $K_0(Sp_{\geq 2}) = \mathbb{Z}$ with generator $[\mathbb{S}/(p, v_1)]$.

For $p = 2$, $X$ is connective with $\pi_0 X = \bigoplus_0^\infty \mathbb{Z}/2$, and the torsion free quotient of $K_0(Sp_{\geq 2})$ is generated by $[\mathbb{S}/(2, \eta, v_1)]$.

Proof. Consider the diagram of cofibre sequences given by tensoring the first localization sequence of rings with $j_\zeta$ and applying $K$-theory. We use Proposition 2.3 to identify the lower sequence.

\[
\begin{array}{ccc}
K(Sp_{\geq 2}) & \longrightarrow & K(Sp) \\
\downarrow & & \downarrow \\
K(F_p) & \longrightarrow & K(j_\zeta)
\end{array}
\]

The right vertical map is an equivalence by Theorem A, so the left square is a pullback square. Thus the fibre $K(Sp_{\geq 2}) \to K(F_p)$ is the fibre $K(S) \to K(j_\zeta)$ which by comparing the DGM squares for $S$ with the pullback square in Theorem A yields the pullback square. The claims about $X$ come from the claims about the vertical fibres in the pullback square of Theorem A. Namely, $\text{fib}(TC(Sp) \to TC(Z_p))$ is $(2p - 3)$-connective by Proposition 3.3, so combining this with the connectivity bound in Theorem A gives the claim.

The splitting on $\pi_*$ of the cofibre sequence follows from a similar argument as in the proof of Theorem A. Namely, the map $K(S_2)[\frac{1}{p}] \to K(F_p)[\frac{1}{p}]$ is an equivalence, because $\text{fib}(TC(S_p) \to TC(Z_p))[\frac{1}{p}] \simeq \text{fib}(TC(S_p)[\frac{1}{p}] \to TC(Z_p)[\frac{1}{p}]) = 0$ by Proposition 3.4, and $\text{fib}(TC(j_\zeta) \to TC(Z^{hZ}_p))[\frac{1}{p}] = 0$ by Corollary 3.6. In particular, the cofibre sequence is split after inverting $p$, and since $\pi_1 K(F_p) = \pi_1 K(F_p)[\frac{1}{p}]$ in nonzero degrees, the cofibre sequence is split on homotopy in nonzero degrees. In degree 0, it is a short exact sequence homotopy groups since the map $K_0(F_p) \to K_0(j_\zeta)$ is null, and must be split since $K_0(F_p)$ is projective.

The remaining thing to justify is that $\mathbb{S}/(p, v_1)$ for $p > 2$ and $\mathbb{S}/(2, \eta, v_1)$ for $p = 2$ are generators of the torsion free quotient of $K_0$. The map $K(Sp_{\geq 2}) \to K(F_p)$ is on $K_0$ exactly this torsion free quotient, and the generator of $K_0$ was seen to be as claimed in the proof of Proposition 2.3.

\[\square\]

5 The K-theory sheaf

In this section we define the $K$-theory sheaf $K^\Delta$, and explain how it classifies stable tensor ideals, refining the classification of thick tensor ideals of the Balmer spectrum. After doing so, we extract some consequences of our main theorems.
Recall that if $C$ is a small rigid symmetric monoidal stable category\(^{11}\), the Balmer spectrum of $C$, $\text{Spec}^\Delta(C)$, allows one to classify thick tensor ideals of $C$ [Bal05]. To each open set $O$ of the Balmer spectrum, there is a finite localization $L_O(C)$ given by localizing away from objects whose support doesn’t intersect $O$. By associating to each $O$ the algebraic $K$-theory of $L_O(C)$, we obtain the $K$-theory sheaf $K^\Delta(C)$ on $\text{Spec}^\Delta(C)$, which is a sheaf of $\mathbb{E}_\infty$-rings.

Knowing $K^\Delta(C)$ allows one to in particular refine the classification of thick tensor ideals to a classification of stable tensor ideals. This is due to the following elementary result of Thomason:

**Proposition 5.1** (Thomason [Tho97]). Given a small stable category $C$, there is a bijection between dense stable subcategories $C' \subset C$ and subgroups of $K_0(C)$, given by the assignment $C' \mapsto K_0(C') \subset K_0(C)$.

Here, a dense subcategory of a stable category is one such that the inclusion induces an equivalence on idempotent completions. It follows from Proposition 5.1 that every stable tensor ideal is given by a thick subcategory $C' \subset C$ and a submodule of $K_0(C')$ as a $K_0(C')$-module. $K_0(C')$ can be extracted from $K^\Delta(C)$ as follows: since $K$-theory commutes with filtered colimits, we can assume that $C'$ is a compact stable tensor ideal. Its support is then a closed set $Z_{C'}$ of the Balmer spectrum, and we let $O_{C'}$ denote the open complement. We have a cofibre sequence $K(C') \to K(C) \to K(L_{O_{C'}}(C))$, allowing us to extract $K_0(C')$.

We essentially ran the above process of extracting $K(C')$ in the proof of Theorem D to obtain a description of $K(\text{Sp}_{\geq 2})$ as the fibre of $K(\text{Sp}_p) \to K(L_1\text{Sp}_p)$. The following is a consequence of Theorem D.

**Corollary 5.2.** The dense stable subcategories of $\text{Sp}_{\geq 2}$ for $p > 2$ are in bijection with subgroups of $\mathbb{Z}$, and the dense stable subcategories of $\text{Sp}_{\geq 2}$ at the prime $2$ are in bijection with subgroups of $\mathbb{Z} \oplus \bigoplus_0^\infty \mathbb{F}_2$.

The following corollary is a consequence of the fact that the map $K_0(\text{Sp}_{\geq 1}) \to K_0(\text{Sp}_{K(1)}^\omega)$ is surjective (in fact it is an isomorphism).

**Corollary 5.3.** Any compact $K(1)$-local spectrum is the $K(1)$-localization of a type 1 spectrum.

**Proof.** One observes that the $K(1)$-local spectra which are $K(1)$-localizations of type 1 spectra are a stable subcategory of $\text{Sp}_{K(1)}^\omega$ corresponding to the subgroup of $K_0$ that is the image of $K_0(\text{Sp}_{\geq 1})$. \(\square\)

Note that apriori all that is clear is that a compact $K(1)$-local spectrum is a retract of the $K(1)$-localization of a finite type 1 spectrum.

**Question 5.4.** Given a compact $K(1)$-local spectrum, is there a way of finding a lift of it to $\text{Sp}_{\geq 1}$?

\(^{11}\)it is sufficient for $C$ to be monoidal, in which case $K^\Delta(C)$ is a sheaf of $\mathbb{E}_1$-rings
Next we interpret Theorem 1.5 in the corollary below. We can say that a stable subcategory \( C' \subset C \) is \( p \)-saturated if \( \bigoplus_1^p X \in C' \implies X \in C' \).

**Corollary 5.5** (Burklund–Levy). The nonzero \( p \)-saturated stable subcategories of \( \text{Sp}_p \) are specified by a type \( n \) and a \( \mathbb{Z}[[\frac{1}{p}]] \)-submodule of \( \mathbb{Z}[[\frac{1}{p}]] \).

### 6 Constructing type 2 spectra

In Theorem D, it was shown that \( K_0(\text{Sp}_{\geq 2}) \simeq \mathbb{Z} \bigoplus_0^\infty \mathbb{F}_2 \) at the prime 2. Here we explain how to construct type 2 spectra representing the 2-torsion classes. The key point is understanding the boundary maps in the \( K \)-theory of a localization sequence, which is the purpose of the Lemma 6.2 below.

**Construction 6.1.** Let \( C \xrightarrow{i} D \xrightarrow{\pi} E \) be a localization sequence, and let \( f : d \to d \) for \( d \in D \) be a map. Suppose \( f \) has the property that its cofibre is in \( C \). Then if \( \text{Map}(d, d)_f \) denotes the connected component containing \( f \), taking the cofibre gives a map \( \text{cof} : \text{Map}(d, d)_f \to B \text{Aut}(\text{cof } f) \).

On the other hand, since \( \text{cof } f \) vanishes in \( E \), composing with \( \pi \) gives a map \( \pi : \text{Map}(d, d)_f \to \text{Aut}(\pi d) \).

Recall also that given an object \( c \in C \), there is a canonical map \( B \text{Aut}(c) \to C^\sim \to \Omega^\infty K(C) \)

**Lemma 6.2.** In the situation of Construction 6.1, the diagram below commutes up to a sign, where \( \delta \) is the boundary map associated to the localization sequence.

\[
\begin{array}{ccl}
\text{Map}(d, d)_f & \xrightarrow{\pi} & \text{Aut}(\pi d) \\
\downarrow_{\text{cof}} & & \downarrow_{\delta} \\
B \text{Aut}(\text{cof } f) & \longrightarrow & \Omega^\infty K(C)
\end{array}
\]

*Proof.* Recall (eg see [HLS22, Definition 3.4]) that \( \Omega^\infty K(C) \) can be modeled via the \( Q \)-construction \( \Omega|\text{Span}(C)| \), where \( \text{Span}(C) \) is the category of spans of objects in \( C \), with composition given by pulling back. The natural map \( C^\sim \to \Omega^\infty K(C) \) sends \( x \) to the span \( 0 \leftarrow x \to 0 \).

Consider the diagram below in \( |\text{Span}(C)| \) where an arrow with a perpendicular line indicates the direction of a span as a map in \( \text{Span}(C) \). All of the 2-cells are the obvious ones, except for the one labeled \( \pi f^{-1} \), where \( \pi f^{-1} \) is the difference between the 2-cell and the obvious one.
Because the boundary is sent to 0, this diagram represents a map $S^2 \to |\text{Span}(C)|$. Since it is given by conjugating $\pi f^{-1}$ by the triangles in the diagram above, it represents the image of $f$ in $\Omega^{\infty+1}K(E)$. To compute $\delta$ of this, consider the lift of the diagram below to $|\text{Span}(D)|$:

Here $f^{-1}$ is the map of spans identifying $d$ with the fibre of $d \to \text{cof } f$. Note there is a subtlety about making the diagram lift the previous one: the maps $\Sigma d \to \Sigma \pi d$ are given by multiplication by $f$, and the maps $d \to \pi d$ are the canonical ones. This lift is a diagram in the shape of $D^2$ and has the property that its boundary $S^1$ lives in $|\text{Span}(C)|$. Thus the boundary $S^1$ represents $\delta$ applied to the map $S^2 \to |\text{Span}(E)|$. But by composing the composable maps in the boundary, we find that the boundary is canonically homotopic to (up to a sign) $\{\text{cof } f\} \to C^\infty \to \Omega^{\infty}K(C)$. By the naturality of this construction in $f$, we have shown the diagram commutes as claimed. 

\[\square\]
Given the lemma, we now find explicit generators for $K_1(S^{h\mathbb{Z}})$. There is an equivalence $S^{h\mathbb{Z}} \simeq S[\epsilon^{-1}]$, and a localization sequence

$$\text{Mod}(S[\epsilon^{-1}]) \longrightarrow \text{Mod}(S[x]) \longrightarrow \text{Mod}(S[x^{\pm 1}])$$

where we identify $S[\epsilon^{-1}] = \text{End}_{S[\mathbb{Z}]}(S[x]/x)$. From Proposition 3.3, and examining the long exact sequence on homotopy groups, we learn that $K_1(S[\epsilon^{-1}]) = K_1(S) \oplus \text{coker}(\mathbb{Z}/2[x] \rightarrow \mathbb{Z}/2[x^{\pm 1}])$ where $\mathbb{Z}/2[x]$ and $\mathbb{Z}/2[x^{\pm 1}]$ are $\text{HH}_0(\pi_0 R; \pi_1 R)$, where $R = S[x], S[x^{\pm}]$. In the proof of Proposition 3.3, the Hochschild homology term is coming from $H_0(\text{BGL}(\pi_0 R); \pi_2(\text{BGL}(R)))$, which is isomorphic to $H_0(\text{BGL}_1(\pi_0 R); \pi_2(\text{BGL}_1(R))$ since the bimodule is symmetric. Thus those $K_2$ classes come from the classes $\eta x^i \in \pi_2 \text{B Aut}(R)$. Thus to find representatives of the $K_1$ classes, we need to compute the boundary map $K_2(S[x^{\pm 1}]) \rightarrow K_1(S[\epsilon^{-1}])$ on these classes, but this exactly what Lemma 6.2 is made to do. Namely, note that $\eta x^{-i} \in \pi_1 \text{Aut}(S[x^{\pm 1}])$ lifts to $\pi_1$ of the component of $\text{Map}_{S[x]}(S[x], S[x])$ containing the map $x^i$, by composing with the automorphism $\eta$ on the target.

Taking the cofibre, we get a nontrivial element, which we call $g_i$ of $\pi_1(\text{B Aut}(\text{cof } f)) = \pi_0(\text{Aut}(\text{cof } f))$. $g_i$ is the map obtained as the horizontal cofibre of the diagram

$$
\begin{array}{ccc}
S[x] & \xrightarrow{x^i} & S[x] \\
\| & \eta & \| \\
S[x] & \xrightarrow{x^i} & S[x]
\end{array}
$$

Since $g_i$ is nontrivial, for $i = 1$ the only possibility is that $g_1 = 1 + \beta x \eta$. In general, we can use the fact that $\eta x^{-i}$ is in the image of the analogous localization sequence for $S[x^i]$ to learn that $g_i = 1 + \beta x^i \eta$.

We can describe these maps in terms of $S^{h\mathbb{Z}}$. Let $X_i$ be the module corresponding to $S[x]/x_i$. It has a cellular filtration by the other $X_j$, defined inductively by observing that $X_i$ can be constructed as the cofibre of the map $\zeta_{i-1} : \Sigma^{-1}S^{h\mathbb{Z}} \rightarrow X_{i-1}$ given by hitting the generator in $\pi_{-1}$.

$\zeta_i$ extends to a self map of $\zeta : \Sigma^{-1}X_i \rightarrow X_i$ corresponding to $\beta x^{12}$, which we give the same name. Thus we have proven:

**Lemma 6.3.** $K_1(S^{h\mathbb{Z}}, S)$ is generated by $[g_n]$, where $g_n$ is the automorphisms $g_n = 1 + \eta \zeta_i : X_i \rightarrow X_i$.

The map $K_1(S^{h\mathbb{Z}}, S) \rightarrow K_1(j^{h\mathbb{Z}}_*, Z^{h\mathbb{Z}}_2)$ is an isomorphism (see Corollary 3.6), so the latter is generated by automorphisms of the same name. By Theorem D, the image of these class along the map $K_1(j^{h\mathbb{Z}}_*) \rightarrow K_1(L_{K(1)}S_2) \simeq K_1(L_1^jS_2) \rightarrow K_0(S^j_{\geq 2})$ are the generators of 2-torsion classes in $K_0$.

---

\text{12}Explicitly, this map is the composite $X_i \rightarrow \Sigma X_{2i} \rightarrow \Sigma X_i$, where we view $X_i$ as the first and last $i$ cells of $X_{2i}$.  
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To actually compute the representatives in $K_0$, we first observe that these 2-torsion classes are in the kernel of the map $K_1(L_{K(1)}\mathbb{S}) \to K_1(L_{K(1)}\mathbb{S} \otimes \mathbb{Q})$, because $\eta$ is. It follows from the localization sequence that these classes lift to $K_1(\text{Sp}_{T(1)}^\omega)$. To actually produce lifts, we observe that the diagram below (thought of in $\text{Mod}(L_{K(1)}\mathbb{S}^\omega)$) commutes up to homotopy:

\[
\begin{array}{ccc}
X_i & \xrightarrow{1} & X_i \\
\downarrow^2 & & \downarrow^2 \\
X_i & \xrightarrow{g_i} & X_i
\end{array}
\]

Let $\bar{g}_i$ denote an automorphism of $X_i/2$ obtained by taking vertical cofibres. Since 1 represents the trivial element of $K_1$ and the class is 2-torsion, $\bar{g}_i$ represents the same $K_1$-class as $\bar{g}_i$ by additivity of $K$-theory, but constitutes a lift to $K_1(\text{Sp}_{T(1)}^\omega)$. Note that $\bar{g}_i$ is not $g_i \otimes \text{cof } 2$, as the latter has trivial $K_1$ class, as $\text{cof } 2$ is 0 in $K_0(L_{K(1)}\mathbb{S})$.

The desired $K_0$ classes are then obtained as the image via the map $K_1(\text{Sp}_{T(1)}^\omega) \to K_0(\text{Sp}_{\geq 2})$ from the localization sequence $\text{Sp}_{\geq 2} \to \text{Sp}_{\geq 1} \to \text{Sp}_{T(1)}^\omega$. This can be again computed by Lemma 6.2, but we need to use a trick to account for the fact that the self map we need to cofibre by is no longer in degree 0. This trick is an instantiation of the rotation invariance phenomenon studied in [Lur15].

**Lemma 6.4.** Let $C$ be a stable category. Then the map $U_{\text{loc}}(C) \to U_{\text{loc}}(C[x_2^{\pm 1}])$ is naturally a split inclusion.

**Proof.** There is a localization sequence $C[x_2]^{x_2-\text{nil}} \to C[x_2] \to C[x_2^{\pm 1}]$. Because $C$ is canonically a retract of $C[x_2]$, it will suffice to show that the map $F : C[x_2]^{x_2-\text{nil}} \to C[x_2] \to C$ is naturally null on $U_{\text{loc}}$. There is a cofibre sequence of functors in $\text{Fun}(C[x_2]^{x_2-\text{nil}})$

\[
\Sigma^2 U \xrightarrow{x^2} U \xrightarrow{\cdot} F
\]

where $U$ is the underlying functor, and $x_2$ is the natural transformation given by multiplication by $x_2$. Since $U_{\text{loc}}$ is additive and $\Sigma^2 U$ and $U$ induce the same map after applying $U_{\text{loc}}$, it follows that $F$ is null upon applying $U_{\text{loc}}$. 

\[\Box\]

Our next goal is to lift $X_i \otimes \text{cof } 2$ to $\text{Sp}_{\geq 1}$. Recall that $X_i$ was constructed as the cofibre of a map $\zeta_{i-1} : \Sigma^{-1}L_{K(1)}\mathbb{S} \to X_{i-1}$. Let us fix a $v_1$-self map on $\text{cof } 2$, so that a power of $v_1$ will indicate a power of that particular self map. After tensoring with $\text{cof } 2$, we can lift maps from $\text{Sp}_{T(1)}^\omega$ to $\text{Sp}_{\geq 1}$ after sufficient composition with $v_1$. Thus we can inductively construct finite type 1 spectra $\bar{X}_i$ such that its $T(1)$-localization is $X_i \otimes \text{cof } 2$ and it has a lift of $v_1^j \zeta_i$ so that the cofibre is $\bar{X}_{i+1}$.

Choose a $v_1$ self map on $\bar{X}_{i+1}$, and note that $\bar{g}_i v_1^j$ lifts to a self map $\bar{g}_i$ of $\bar{X}_{i+1}$ for $j$ sufficiently large.

**Proposition 6.5.** The boundary map $K_1(\text{Sp}_{T(1)}^\omega) \to K_0(\text{Sp}_{\geq 2})$ sends $\bar{g}_i$ to $[\text{cof } \bar{g}_i] - [\text{cof } v_1^j]$, where the cofibres are taken as self maps of $\bar{X}_i$. Thus these are a basis of the 2-torsion of $K_0(\text{Sp}_{\geq 2})$, and these along with $\text{cof}(2, \eta, v_1)$ generate $K_0(\text{Sp}_{\geq 2})$. 

24
Proof. The later statements follow from the claim about the boundary map by applying Theorem D, so we will just prove the claim about the boundary map. By Lemma 6.4, it suffices to do so after tensoring the localization sequence with $S[x_2^{±1}]$. Let $u_1$ denote the $v_1$-self map of $X_i \otimes \text{cof } 2$, except shifted into degree 0. It is an automorphism so we have $[\bar{g}_i] = [\bar{g}_i u_1^{n_i}] - [u_1^{n_i}]$. But $\bar{g}_i u_1^{n_i}$ and $u_1^{n_i}$ lift to self maps of $\tilde{X}$, so by applying Lemma 6.2 and observing that $x_2$ is an automorphism so can be ignored when taking cofibres, we learn that the boundary is $[\text{cof } \bar{g}_i] - [\text{cof } u_1^{n_i}]$.

We now run this construction explicitly for $g_1$. Here cof 2 has a $v_1^d$-self map, $g_1$ is $1 + \eta \zeta$, and $\sigma$ is a lift of $\zeta v_1^d$. Since $\eta \sigma$ is 2-torsion, we can form the map $\eta \sigma : \Sigma^8 S/2 \to S \to S/2$, where the first map in the composite is given by a nullhomotopy of $2\eta \sigma$. $\bar{g}_1$ is then given by the automorphism of cof 2 named $v_1^d + \eta \sigma$, so the first 2-torsion $K_0$ class is $[S/(2, v_1^d + \eta \sigma)] - [S/(2, v_1^d)]$.

Even though we can explicitly construct representing $K_0$ classes, the computation of $K_0(\text{Sp} \geq 2)$ remains somewhat inexplicit. For example, given a type 2 spectrum $X$, where $p > 2$, it does not obviously give a way of building $X$ out of $S/(p, v_1)$ via cofibre sequences. On the other hand, any type 1 spectrum has an explicit way of being built out of $S/p$: namely its cell decomposition naturally decomposes into Moore spectra. Thus we ask:

**Question 6.6.** Is there an explicit way, given a type 2 spectrum, to build it out of representatives of the generating $K_0$ classes via cofibre sequences?

**Question 6.7.** At the prime 2, given a type 2 spectrum, is there a way of computing its $K_0$ class?

One possible approach to Question 6.7 would be to try to understand the isomorphisms $K_0(\text{Sp} \geq 2) \cong \text{im}(K_1(\text{Sp}_{K(1)})) \cong K_1(\text{Sp}_{K(1)})/K_1(\text{Sp} \geq 1)$.

### 7 Euler characteristics

We turn to studying the torsion free part of $K_0(\text{Sp} \geq n)$, and use Theorem 4.2 an answer to [HS99, Problem 16.4] at height 1. We study natural homomorphisms out of this torsion free part called Euler characteristics. We explain how the image of the Euler characteristic $\chi_{\text{BP}(n)}$ is an obstruction to small type $n + 1$ spectra such as Smith–Toda complexes existing. Using the existence of spectra such as ko and tmf, we compute the image of $\chi_{\text{BP}(n)}$ at heights $\leq 2$, and conjecture what the answer is in general.

Recall from [MR99] that a spectrum $X$ is said to be fp of type at most $n$ if it is bounded below, $p$-complete, and $X \otimes Y$ is $\pi$-finite for any $Y \in \text{Sp}_{\geq n+1}$. Let $\text{fp}_n$ denote the full subcategory of Sp consisting of fp spectra of type at most $n$. Note that $\text{fp}_{-1}$ is the category of $p$-torsion $\pi$-finite spectra.

**Lemma 7.1.** $K(\text{fp}_{-1}) \simeq K(\mathbb{F}_p)$ and $K(\text{fp}_0) \simeq K(\mathbb{Z}_p)$. 


Proof. The t-structure on spectra is bounded on fp₀ and fp₋₁ with hearts finitely generated discrete Zp-modules and p-nil discrete Zp-modules respectively. The result then follows from the nonconnective theorem of the heart [AGH19] (which is a refinement of [Bar15]), and Quillen’s devissage [Qui73].

Remark 7.2. We could alternatively have used Theorem 2.1 to prove Lemma 7.1, but the method above seems more direct.

Tensoring sets up a pairing \( \chi : K(f₂) \otimes K(Sp_{≥n+1}) \to K(f₁) \simeq K(ℤ_p) \), which we call the Euler characteristic. If we fix a class \([X] \in K₀(f₂)\), we obtain a map \( \chi_X : K(Sp_{≥n+1}) \to K(ℤ_p) \). On \( π₀ \), identifying \( K₀(ℤ_p) \simeq ℤ \), this map takes \( Y \) to \( Σᵢ(-1)^ⁱ log_p |πᵢ(X \otimes Y)| \).

Euler characteristics are in general nontrivial homomorphisms. For example, if BP\( ⟨n⟩ \) is the \((p\text{-completed})\) truncated Brown–Peterson spectrum, then it is easy to see that on the generalized Moore spectrum \( S/(pⁿ, v₁^n, ..., vₙ^n) \), \( χ_{BP\langle n⟩} \) takes the value \( Π_i j \). In fact \( χ_{BP\langle n⟩} \) is shown in [BL23] to give an equivalence \( K(Sp_{≥n+1})[1_p] \to K(ℤ_p)[1_p] \). In particular, the image of the map on \( π₀ \) integrally is generated by some power of \( p \).

Euler characteristics can be used to obstruct the existence of small type \( n \) spectra. For example, because \( k₀/η \simeq ku₂ \) and \( k₀/η \) are in \( fp₁ \), the image of \( χ_{ku₂} \) is a multiple of 2 (in fact it is exactly 2). It follows that the Smith–Toda complex \( S/(2, v₁) \) cannot exist, because \( χ_{ku₂}(S/(2, v₁)) \) would be 1. This example shows the image of \( χ_{BP\langle n⟩} \) is an obstruction to Smith–Toda complexes and other small type \( n + 1 \) spectra from existing. Below we compute the image of \( χ_{BP\langle n⟩} \) at low heights.

Proposition 7.3. The table below lists the image of \( χ_{BP\langle n⟩} : K₀(Sp_{≥n+1}) \to ℤ \) at some low heights. In all these cases, there exists \( X \in fp_n \) such that \( χ_X \) has image \( ℤ \).

| prime | 2  | 3  | 5  | > 5 |
|-------|----|----|----|-----|
| 0, -1 | ℤ  | ℤ  | ℤ  | ℤ   |
| 1     | 2ℤ | ℤ  | ℤ  | ℤ   |
| 2     | 8ℤ | 3ℤ | ℤ  | ℤ   |
| 3     | ?  | ?  | ?  | ℤ   |

Proof. In all the cases in the table where the answer is \( ℤ \), there exists a Smith–Toda complex \( V(n) \) [Tod71], which has the property that \( V(n) \otimes BP\langle n⟩ = ℤ_p \), so 1 is indeed in the image. For \( n = 1, p = 2 \), we observe that \( k₀/η = BP\langle 1⟩ \) and \( k₀/η \otimes S/(2, η, v₁) = ℤ₂ \). It follows that \( 2[k₀/η] = [BP\langle 1⟩] \) in \( K₀(fp₁) \) and that the image of \( χ_{k₀/η} \) is 1. Thus the image of \( χ_{BP\langle 1⟩} = 2χ_{k₀/η} \) is 2.

For \( n = 2, p = 2 \), we use [LN12], which shows that 2-adically there is an \( ℤ∞ \)-map \( tmf \to tmf₁(3) = BP\langle 2⟩ \) realizing at the level of mod 2 cohomology the quotient \( A//E(2) \to A//A(2) \). It follows that \( tmf₁(3) \otimes tmf ℤ₂ \) is the dual of \( A(2) // E(2) \), which is an exterior algebra on three generators in even degrees. Since tmf is connective with \( π₀(tmf) = ℤ₂ \), the map \( K₀(tmf) \to K₀(ℤ₂) = ℤ \) is an isomorphism, and we learn that \( tmf₁(3) \) is perfect over tmf and \( [tmf₁(3)] = 8 ∈ K₀(tmf) \). tmf is fp of type 2: in [BE20], a type 2 spectrum.
For $n = 2, p = 3$, [BP04] constructed a $v_2^1$ self map on the spectrum $Y(2) \otimes V(1)$, where $Y(2)$ is the 8-skeleton of $S/\alpha_1$. Moreover, there is an equivalence $Y(2) \otimes \text{tmf} \simeq B\langle 2 \rangle \oplus \Sigma^8 B\langle 2 \rangle$ (see Remark 2.3 of ibid.). It follows that $(Y(2) \otimes V(1))/v_2$ has $\chi_{\text{tmf}}$ equal to 2, and $3[\text{tmf}] = 2[B\langle 2 \rangle]$. Thus the image of $\chi_{\text{BP}(2)}$ must be $3\mathbb{Z}$, and the image of $\chi_{\text{BP}(2) \oplus \Sigma \text{tmf}}$ is $\mathbb{Z}$.

\textbf{Question 7.4.} What is the generator of the image of $\chi_{\text{BP}(n)} : K_0(\text{Sp}_{\geq n+1}) \to \mathbb{Z}$? Is it the size of the maximal finite $p$-subgroup of the height $n$ Morava stabilizer group?

Indeed, in the cases studied in Proposition 7.3, the result agrees with the size of the maximal $p$-subgroup of the Morava stabilizer group at that height (see [Hew95]).

\textbf{Question 7.5.} Does there always exist an $X$ fp of type $n$ such that $\chi_X : K_0(\text{Sp}_{\geq n+1}) \to \mathbb{Z}$ is surjective?

The truth of Question 7.5 would suggest that fp spectra and finite spectra are dual in the sense that the extent of the failure of small type $n + 1$-spectra to exist corresponds exactly to that of the failure of BP $\langle n \rangle$ to be a regular fp type $n$ ring closest to the sphere.

Now we turn to answer a question of Hovey–Strickland [HS99]. They considered two homomorphisms, $\chi, \xi$ out of $K_0(\text{Sp}_{K(n)}^w)$. At height $n$, prime $p$, suppose that $M_\ast$ is a graded $p$-torsion graded abelian group of periodicity $|v_n|p^i$. Then $\text{len} M_\ast$ is defined to be $\frac{1}{p} \sum_0 v_n |p^{-1} \log_p |M_\ast|$. $\chi : K_0(\text{Sp}_{K(n)}) \to \mathbb{Z}$ is defined as $[X] \mapsto \text{len} \pi_{\text{even}}(E(n)_\ast \otimes X) - \text{len} \pi_{\text{odd}}(E(n)_\ast \otimes X)$ and $\xi : K_0(\text{Sp}_{K(n)}) \to \mathbb{Z}[\frac{1}{p}]$ is defined as $[X] \mapsto \text{len} \pi_{\text{even}}(X) - \text{len} \pi_{\text{odd}}(X)$. They then ask:

\textbf{Problem 7.6} ([HS99, Problem 16.4]). What is the relationship between $\chi$ and $\xi$? Is $\chi$ an isomorphism? If not, is $Q \otimes \chi$ an isomorphism? Can one say anything about the higher $K$-theory of $\text{Sp}_{K(n)}^w$?

In Theorem 4.2, we described $K(\text{Sp}_{K(1)}^w)$ as a spectrum. We now answer the rest of Problem 7.6 for $n = 1$.

\textbf{Proposition 7.7.} For $n = 1, \xi = 0$, and $\chi$ is an isomorphism.

\textit{Proof.} The generator of $K_0(\text{Sp}_{K(1)}^w) \simeq \mathbb{Z}$ is $L_{K(1)}S/p$, so we need merely check the result on the generator. $\pi_\ast L_{K(1)}/p$ is an exterior algebra on $\pi_\ast K(1)$ on $\zeta$, which is an odd degree class, so we see that $\xi$ evaluates to 0. $E(1)/p$ is $K(1)$, so $\chi(S/p) = 1$.

In [BL23], we answer most of Problem 7.6 at all heights.

\textbf{Proposition 7.8} ([BL23]). $\chi$ is an isomorphism after inverting $p$ and $\xi$ is 0.

\textbf{Remark 7.9.} In fact $\chi$ is closely related to $\chi_{\text{BP}(n-1)}$: there is a commutative diagram
Indeed, it suffices to check this rationally, where it can be easily checked on a generalized Moore spectrum by the results of [BL23].

**Question 7.10.** Is the map $K_0(\text{Sp}_{\geq n}) \to K_0(\text{Sp}_K(n))$ an isomorphism after quotienting by $p$-torsion?\(^\text{13}\)

Because of Remark 7.9, a positive answer to Question 7.10 would imply that the remaining part of Problem 7.6, determining the image of $\chi$, is equivalent to Question 7.4.
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