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With rising uncertainty in the real world, online Reinforcement Learning (RL) has been receiving increasing attention due to its fast learning capability and improving data efficiency. However, online RL often suffers from complex Value Function Approximation (VFA) and catastrophic interference, creating difficulty for the deep neural network to be applied to an online RL algorithm in a fully online setting. Therefore, a simpler and more adaptive approach is introduced to evaluate value function with the kernel-based model. Sparse representations are superior at handling interference, indicating that competitive sparse representations should be learnable, non-prior, non-truncated and explicit when compared with current sparse representation methods. Moreover, in learning sparse representations, attention mechanisms are utilized to represent the degree of sparsification, and a smooth attentive function is introduced into the kernel-based VFA. In this paper, we propose an Online Attentive Kernel-Based Temporal Difference (OAKTD) algorithm using two-timescale optimization and provide convergence analysis of our proposed algorithm. Experimental evaluations showed that OAKTD outperformed several Online Kernel-based Temporal Difference (OKTD) learning algorithms in addition to the Temporal Difference (TD) learning algorithm with Tile Coding on public Mountain Car, Acrobot, CartPole and Puddle World tasks.
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I. INTRODUCTION

In Reinforcement Learning (RL), an agent usually seeks the optimal policy and learns it to solve a sequential decision-making problem [1], and the entire learning process relies heavily on the interaction between agent and working environment. In practice, real-world problems are complex and indefinite, often resulting in ineffective and inefficient computation and learning during long episodic applications while using offline algorithms. To solve these problems, online RL has been proposed, a solution gaining recent widespread attention [2], especially online RL methods for fully online updating which rely on one transition [3], which is current and limited transition or experience, e.g., Temporal Difference (TD) learning [4]. Online RL can result in faster learning through bootstrapping and improved computational and data efficiency because it focuses on learning from real-time samples which are encountered frequently. However, online RL implementation still needs to consider the following issues:

- Online RL requires a function approximation that can work effectively in online learning rather than offline or batch learning.
- Online updating often suffers from catastrophic forgetting or interference.
- Online algorithms should possess good convergence guarantees.

Value Function Approximation (VFA) is a widely used RL technique for large-scale or continuous state spaces. In general, it is a mapping of features and related parameters to state values, which can be divided into linear and nonlinear methods. As a representative of nonlinear VFA, learning from batch updating and deep neural networks [5] often fails to solve simple RL tasks in fully online settings [2]. Compared with deep neural networks, linear VFA methods can be computed quickly and exhibit elegant theoretical analysis [6], [7], [8], however, their performance often depends on features defined by experts. Fortunately, kernel-based VFA is an ideal choice for online RL, as it can not only learn representations adaptively [9], but also learn in fully online settings [10].

When online RL uses VFA, an update on one transition may change all parameters of the value function. This issue, referred to catastrophic interference, causes the update on the current transition to catastrophically interfere with or forget the updates on previous transitions. Generally, an effective method for resolving catastrophic interference in online RL is sparse representation [2], where only partial parameters need updating to reduce global interference. In addition, sparse representation can capture important state attributes so that the agent can obtain an accurate value evaluation.

Traditional sparse representation methods such as Tile Coding [11] and n-tuple networks [12], have been successfully applied in linear VFA algorithms, but they are artificially predefined and limited by the curse of dimensionality. For neural networks, there are certain methods that can be used for sparse representation: (i) Rectified Linear Units (ReLU) [13] is learnable and imply sparsity, but provides no such guarantees. To further promote sparsity, some heuristics have been proposed to reduce catastrophic interference. (ii) Dropout randomly masks part of the activation function during training [14]. (iii) $k$-sparse autoencoders only retain the top-$k$ nodes largest activations [15]. (iv) Winner-Take-All autoencoders keep the first $k\%$ activations of each layer in the training [16]. Although they suited for high-dimensional inputs, they are problematic, as they have a tendency truncate potentially...
TABLE I
COMPARISON OF VARIOUS SPARSE REPRESENTATIONS ON FOUR ASPECTS: “Learnable” refers to the ability to adaptively learn a sparse representation without artificial construction; “Non-prior” means that no prior knowledge or hyperparameters are required; “Non-truncated” signifies a continuous or smooth reduction (not discretization); “Explicit” means that the value function is represented by an explicit sparse mechanism.

| Sparse Representations                  | Learnable | Non-prior | Non-truncated | Explicit |
|-----------------------------------------|-----------|-----------|---------------|----------|
| Tile Coding [11]                        | √         | √         |               |          |
| n-tuple networks [12]                   | √         | √         |               |          |
| RELU [13]                               | √         | √         |               |          |
| Dropout [14]                            | √         | √         |               |          |
| k-sparse autoencoders [15]               |           |           |               |          |
| Winner-Take-All autoencoders [16]       |           |           |               |          |
| L₁ regularization [17]                  | √         |          |               |          |
| L₂ regularization [18]                  | √         |          |               |          |
| Distributional Regularizers [3]         | √         |          |               |          |
| selective function [19]                 | √         |          |               |          |
| attentive function [19]                 | √         |          |               |          |

significant outputs, possibly producing insufficiently sparse representations [3]. Regularization strategy is an alternative approach: (i) $L_1$-regularization refers to feature selection, which sets all unimportant features to zero [17] and is also a truncated sparse representation. (ii) $L_2$-regularization is relatively smooth [18], and implicitly sparse like ReLU. (iii) Distributional Regularizers estimate the neural network output to a sparse distribution, which effectively ensures smooth sparsity [3], however it must rely on a prior distribution. As shown in Table I we can conclude that a good sparse representation needs to satisfy four characteristics: learnable, non-prior, non-truncated and explicit. To learn an efficient sparse representation, we further propose attentive kernel-based VFA.

Attention mechanism can smoothly extract important features with normalized weights, which has been successfully applied in visual and machine translation tasks [20], [21]. In terms of emphasising local information, attention mechanism is consistent with sparse representation. Generally, attention mechanism encoding methods can be separated into hard-attention and soft-attention [19], which corresponds to two different sparsifications: truncated and non-truncated. Previously, Online Selective Kernel-based Temporal Difference (OSKTD) learning artificially defines a selective function to provide a truncated sparse representation [10], however it lacks adaptability and smoothness. To learn a non-truncated sparse representation, we focused on soft-attention and used the attentive function as the degree of sparsification. In addition, to guarantee stability of the online RL, we introduced two-timescale optimization [22] based on TD and propose Online Attentive Kernel-Based Temporal Difference (OAKTD) learning. Furthermore, we analyzed the convergence of OAKTD and compared it with existing methods on several control tasks. The experimental results verify that OAKTD is the best performing method.

The rest of this paper is organized as follows. Section II gives an introduction of the Markov Decision Process, kernel-based VFA and online dictionary construction, and selective kernel-based VFA. In Section III, we propose an attentive kernel-based VFA and derive the OAKTD algorithm. In Section IV, we provide a stability analysis of OAKTD. Section V presents experimental settings, results and analysis. Finally, conclusions and future work are stated in Section VI.

II. BACKGROUND

A. Markov Decision Process

Consider a discounted Markov Decision Process (MDP) $\langle S, A, P, R, \gamma \rangle$, where $S$ is a state space, $A$ is a finite action space, $R : S \times A \times S \rightarrow \mathbb{R}$ is a reward function, $P : S \times A \times S \rightarrow [0,1]$ is a state transition function and $\gamma \in (0,1)$ is a discount factor [11]. A policy is a mapping $\pi : S \times A \rightarrow [0,1]$, which defines for each action the selection probability conditioned on the state. The return at time $t$ is defined as the discounted sum of rewards, which is then defined as $G_t := \sum_{i=1}^{\infty} \gamma^{t-i} R_{t+i}$.
The infinite-horizon discounted value function given policy $\pi$ is $V^\pi : \mathcal{S} \to \mathbb{R}$, which is then defined as

$$V^\pi(s) := \mathbb{E}[G_t | S_t = s, \pi].$$

The goal is to find an optimal policy $\pi^* = \arg \max_\pi V^\pi(s)$ to maximize the expectation of the discounted accumulative rewards in a long period. Under the optimal policy, the optimal value function $V^*(s)$ satisfies the Bellman optimality equation

$$V^*(s) = \max_{a \in \mathcal{A}} [r(s,a) + \gamma V^{*}(s') | s' \sim P(s,a,\cdot)],$$

where $r(s,a) = \mathbb{E}[R(s,a,s') | s' \sim P(s,a,\cdot)]$. For the large-scale or continuous state problems, Value Function Approximation (VFA) is a generalized method. An online RL algorithm requires low computational complexity. Thus, a common VFA for online RL is linear, which can be then defined as

$$V_\theta(s) = \theta^T \phi(s) = \sum_{i=1}^{m} \theta_i \phi_i(s),$$

(1)

where $\phi(s) = (\phi_1(s), \ldots, \phi_m(s))^T \in \mathbb{R}^m$ is a feature vector, and $\theta = (\theta_1, \theta_2, \ldots, \theta_m)^T \in \mathbb{R}^m$ is a weight vector. Linear VFA can be quickly computed and possess elegant and sophisticated theoretical analysis, e.g., Temporal Difference with Gradient Correction (TDC) [6], Decentralized Temporal Difference Learning [7], Target-based Temporal Difference Learning [8] etc. However, their performances rely heavily on pre-defined feature functions. In nonlinear VFA, deep neural networks are effective at extracting state representations, but fail to be applied in online RL [2]. Another is kernel-based VFA, which will be introduced in the following subsection.

**B. Kernel-based VFA and Online Dictionary Construction**

Kernel-based value function is a memory-based and non-parametric model. According to Representer Theorem [23], the value function can be projected into the infinite-dimensional Reproducing Kernel Hilbert Spaces (RKHS), which is then defined as

$$V_\theta(s) = \theta^T k(s) = \sum_{i=1}^{\infty} \theta_i k(s, s_i),$$

(2)

where kernel function $k : \mathcal{S} \times \mathcal{S} \to \mathbb{R}$ is a continuous, symmetric, and positive-definite function according to Mercer’s theorem, e.g., a Gaussian kernel $k(s, s_i) = \exp(-\frac{|s-s_i|^2}{2\sigma^2})$. It is easy to find that the value function is impossible to use an infinite number of pairwise $\{ \theta_i, k(s, s_i) \}$ in (2). Therefore, kernel reduction for $\{ \{ \theta_i, k(s, s_i) \} \}$ is indispensable in practice. The method of reduction is called dictionary construction. Kernel-based value function is then defined as

$$V_\theta(s) = \theta^T k(s) = \sum_{i \in D} \theta_i k(s, s_i),$$

(3)

where $D$ is a dictionary of states, the number of dictionary vectors $|D| \ll |\mathcal{S}|$, and learning parameters $\theta \in \mathbb{R}^{|D|}$.

Dictionary construction is targeted at reducing infinite kernel function space [24], [10]. In fully online settings, Modified Novelty Criterion (MNC) is a competitive method, as it can adaptively learn representation and provide lower computational complexity $O(n)$ compared with Approximation Linear Dependence (ALD) [10]. The MNC is a distance-based dictionary construction method and the distance-based condition for a new feature vector $\phi(S_t)$ is

$$d_t = \min_{s_i \in D_{t-1}} ||\phi(s_i) - \phi(S_t)||^2 \leq \mu_1,$$

where $\mu_1$ is a threshold parameter. Using the kernel trick, by substituting $k(s_i, S_t)$ to $\phi(s_i)\phi(S_t)$, we can obtain $d_t = \min_{s_i \in D_{t-1}} |k(s_i, S_t) - 2k(s_i, S_t) + k(S_t, S_t)|).$ Specially, we define $d_t = \min_{s_i \in D_{t-1}} (2 - 2k(s_i, S_t))$ with Gaussian kernel. The update rule for the sample dictionary $D$ is then defined as

$$D_t = \begin{cases} D_{t-1}, & \text{if} \quad d_t \leq \mu_1, \\ D_{t-1} \cup \{ \phi(S_t) \}, & \text{otherwise}. \end{cases}$$

(5)

Online dictionary construction can ensure the feasibility of optimization with finite parameters, and enhances the generalization ability. However, some issues still exist in kernel-based VFA with online dictionary construction.

**C. Sparse Representations for Kernel-based VFA**

Catastrophic interference is one critical issue of VFA applied in online RL [3]. To formalize the interference in RL, the pairwise interference between two different samples has been proposed [2], which can be then defined as

$$PI(\theta_t, S_t, \hat{S}_t) := \mathcal{L}(\theta_{t+1}, \hat{S}_t | S_t) - \mathcal{L}(\theta_t, \hat{S}_t),$$

where $S_t$ and $\hat{S}_t$ are two different states. $\mathcal{L}(\theta_t, \hat{S}_t)$ is the objective function for the state $\hat{S}_t$, $\theta_{t+1}$ is updated by the gradient based state $S_t$. If $PI$ is positive, the interference will occur. Under traditional TD algorithm, a natural loss function is the Mean Squared Value Error (MSVE), which is then defined as

$$\mathcal{L}(\theta) = \text{MSVE}(\theta) := ||V^T - V_\theta||^2_D,$$

where $D$ is the diagonal matrix of state distribution. The update of $\theta$ is

$$\theta_{t+1} = \theta_t + \alpha(U_t - V_{\theta_t}(S_t))\nabla_{\theta_t}V_{\theta_t}(S_t),$$

where $\alpha$ is a step-size, $U_t$ is target value and $\nabla_{\theta_t}V_{\theta_t}(S_t)$ is the Jacobian of $V_{\theta_t}(S_t)$ at $\theta = \theta_t$. Then, the pairwise interference in RL can be approximated by a Taylor expansion:

$$PI(\theta_t, S_t, \hat{S}_t) \approx (\theta_t - \theta_{t+1}) \frac{\partial \mathcal{L}(\theta_{t+1}, \hat{S}_t)}{\partial \theta} = 2\alpha[U_t - V_{\theta_t}(S_t)][V^T(\hat{S}_t) - V_{\theta_t}(\hat{S}_t)]\nabla_{\theta_t}V_{\theta_t}(S_t) - \nabla_{\theta_t}V_{\theta_t}(\hat{S}_t).$$

This equation provides some insights for interference analysis. It is difficult to determine whether interference occurs, because $V^T(\hat{S}_t)$ is unknown. Fortunately, we can avoid interference satisfying the condition $\nabla_{\theta_t}V_{\theta_t}(S_t)^T \nabla_{\theta_t}V_{\theta_t}(S_t) \to 0$. Furthermore, for a linear VFA, we have

$$\nabla_{\theta_t}V_{\theta_t}(S_t)^T \nabla_{\theta_t}V_{\theta_t}(\hat{S}_t) = \phi(S_t)^T \phi(\hat{S}_t),$$

where $\phi$ is feature vector. The condition can be also written as $\phi(S_t)^T \phi(\hat{S}_t) \to 0$. Thus, to alleviate interference, sparse
representations can be an effective method to approximate the condition.

Similarly, in kernel-based VFA, we have
\[
\nabla \theta _1 V_\theta (S_t)^T \nabla \theta _1 V_\theta (S_t) = \phi (S_t)^T \phi (S_t) = k(S_t, S_t),
\]
by the kernel trick. However, it is difficult for kernel-based VFA to guarantee an effective and explicit sparse representation in online RL, because the condition \(k(S_t, S_t) \to 0\) is hard to be satisfied. In order to encourage sparsification of kernel-based VFA, a selective kernel-based value function is proposed \[10\].

\[
V(s) = \theta ^T K(s) \beta (s) = \sum _{s \in D} \theta _i k(s, s_i) \beta (s, s_i),
\]
where \(K(s)\) is the diagonal matrix of kernel function \(k(s, s_i)\), and \(\beta (s)\) is a distance-based selective function vector with elements \(\beta (s, s_i)\), which is written as
\[
\beta (s, s_i) = \begin{cases} 1, & k(s, s_i) - 2k(s, s_i) + k(s_i, s_i) < \mu _2, \\ 0, & \text{otherwise}, \end{cases}
\]
where \(\mu _2\) is a threshold parameter. The selective function truncates partial kernels by a distance-based indicator function and can also be replaced by other sparse representations in structures. Two simple examples of this will be provided. In dropout, we have
\[
\beta _{\text{dropout}}(s, s_i) = \begin{cases} 1, & \text{with} \eta \text{ possibility}, \\ 0, & \text{otherwise}, \end{cases}
\]
where \(0 < \eta < 1\). Similarly, for ReLU, we have
\[
\beta _{\text{ReLU}}(s, s_i) = \begin{cases} 1, & k(s, s_i) > b, \\ 0, & \text{otherwise}, \end{cases}
\]
where \(b\) is a learnable bias. In online RL, selective kernel-based VFA provides a generalized framework for combining several existing sparse methods. However, as mentioned previously, these methods may exhibit problems in their learnable, non-prior, non-truncated and explicit characteristics. Therefore, we will introduce the attentive function in greater detail in the next section.

III. ONLINE ATTENTIVE KERNEL-BASED TEMPORAL DIFFERENCE LEARNING

The highlights of our methods are: (i) we designed an attentive kernel-based value function, (ii) we adopted online two-timescale optimization. In the following part, details of Online Attentive Kernel-Based Temporal Difference learning are presented.

A. Attentive Kernel-based VFA

In order to obtain a good sparse representation, we introduce an attentive function. As shown in Fig. 1, based on the framework of sparse representation for kernel-based VFA, we have attentive kernel-based value function 2

\[
V_{\theta , w}(s) = \theta ^T K(s) a_w(s) = \sum _{s \in D} \theta _i k(s, s_i) a_w(s, s_i),
\]
where \(K(s)\) is the diagonal matrix of kernel function \(k(s, s_i)\), parameters \(w\) and \(\theta\) are learning parameter vectors, and \(a_w(s)\) is the attentive function vector with elements \(a_w(s, s_i)\). \(D\) is a dictionary constructed online by MNC.

Our model uses the attentive function as the degree of sparsification. Based on the generalized attention model, we defined a novel score function based on \(L_1\) Norm
\[
e(s, s_i) = w ^T \psi (s, s_i),
\]
where the learning parameter \(w \in \mathbb{R}^{|s|}\), and \(\psi (s, s_i) \in \mathbb{R}^{|s|}\) is the vector with the \(k\)-th element \(|\chi _k(s) - \chi _k(s_i)|\), where \(\chi _k(s)\) is the \(k\)-th element of state \(s\). After normalization by the softmax function, the attentive function is then defined as
\[
a_w(s, s_i) = \frac{\exp (w ^T \psi (s, s_i))}{\sum _{s_j \in D} \exp (w ^T \psi (s, s_j))}.
\]

Attentive kernel-based VFA is nonlinear, which may lead to algorithm instability. Thus, we introduced two-timescale optimization to alleviate this issue in the next subsection.

B. Two-Timescale Optimization

To guarantee stability of attentive kernel-based VFA, we adopt two-timescale optimization [22], which in process was divided into slow and fast parts. As shown in Fig. 2, the slow part uses an auxiliary parameter \(\tilde{\theta}\) to learn attentive kernel-based sparse features \(\phi _w\) and the fast part approximates a linear value function \(V_{\phi , \theta}\) with the learned features. In structure, two-timescale optimization splits attentive kernel-based VFA into two parts: attentive sparse representation

2For convenience of expression, we use \(V_{\mathcal{D}}\) to replace \(V_{\theta , w, D}\), which is online attentive kernel-based VFA about dictionary \(D\). In subsequent theoretical proofs, we take dictionary convergence into account and re-add the dictionary symbol, e.g., \(\Phi _{w, D}\).
Furthermore, we deduce the update formula based on gradient in terms of their respective components. For a linear FA, we have

$$\theta_{t+1} = \Gamma W \left( \hat{\theta}_t + \alpha_t \delta_t (\nabla_{\hat{\theta}_t} V_{\hat{w}}(S_t) - \gamma \nabla_{\hat{\theta}_t} V_{\hat{w}}(S_{t+1})) \right)$$

$$= \Gamma W \left( \hat{\theta}_t + \alpha_t \delta_t (K(S_t) a_{w_t}(S_t) - \gamma K(S_t) a_{w_t}(S_{t+1})) \right). \tag{10}$$

In a representation learning, we can obtain the same update of $w_{t+1}$, which is written as

$$w_{t+1} = \Gamma W \left( w_t + \alpha_t \delta_t (\nabla_{w_t} V_{w}(S_t) - \gamma \nabla_{w_t} V_{w}(S_{t+1})) \right)$$

$$= \Gamma W \left( w_t + \alpha_t \delta_t \left( \nabla_{w_t} \phi_w^T(S_t) - \gamma \nabla_{w_t} \phi_w^T(S_{t+1}) \right) \hat{\theta}_t \right), \tag{11}$$

where $\nabla_{w_t} \phi_w^T(s) \in \mathbb{R}^{|s| \times |D|}$ is the Jacobian of $\phi_w^T(s)$ at $w = w_t$, and $\nabla_{w_t} \phi_w(s, s_i) = k(s, s_i) \nabla_{w_t} a_{w_t}(s, s_i)$ is the column corresponding to $s_i$. For convenience, we define

$$\dot{a}_{w_t}(s, s_i) := \nabla_{w_t} a_{w_t}(s, s_i)$$

$$= \frac{\nabla_{w_t} e(s, s_i) \exp(e(s, s_j))}{\sum_{j \in D} \exp(e(s, s_j))} - \frac{\exp(e(s, s_i)) \sum_{j \in D} \nabla_{w_t} e(s, s_j) \exp(e(s, s_j))}{\sum_{j \in D} \exp(e(s, s_j))}$$

$$=a_{w_t}(s, s_i) \left[ \psi(s, s_i) - \frac{\sum_{j \in D} \psi(s, s_j) \exp(e(s, s_j))}{\sum_{j \in D} \exp(e(s, s_j))} \right]$$

Then, the updating of $w_{t+1}$ in (11) can be rewritten as

$$w_{t+1} = \Gamma W \left( w_t + \beta_t \delta_t \sum_{s_i \in D} \dot{a}_{w_t}(S_t, s_i) - \gamma k(S_{t+1}, s_i) \dot{a}_{w_t}(S_{t+1}, s_i) \right). \tag{12}$$

After attentive kernel-based representation learning, a linear state value estimate is available. In fast process, a natural objective function can use the Mean Squared Value Error (MSVE) which measures the difference between the approximate value $V_{\theta, w}$ and the true value $V^\pi$, which is defined as

$$\mathcal{L}_{fast}(\theta) = || V^\pi - V_{\theta, w} ||^2_D$$

$$= \sum_{s \in S} d(s) [V^\pi(s) - V_{\theta, w}(s)]^2.$$
C. Algorithm Description

Our proposed OAKTD is an online learning algorithm, which aims to enhance accuracy and stability of kernel-based algorithms. The main steps of OAKTD include three aspects: (i) Online dictionary construction; (ii) Attentive kernel-based representation learning; (iii) Linear value function evaluation.

Our OAKTD is based on traditional RL paradigm and the classical framework of on-policy TD. The MNC-based dictionary construction is a distance-based method with a finite number of dictionary vectors which appeals to Theorem 2.1, Chapter 2.2 of Engle [27], [28]. Additionally, we can adjust threshold \( \mu_1 \) and enhance the exploration to make the dictionary converge at a very fast speed. As result, the dictionary convergence time was short and negligible. Then, we calculated the computational complexity in OAKTD using \( n + n^2 + nm \), where \( n = |D| \) is the number of stable dictionary vectors and \( m = |s| \) is state’s dimension. In reality, the state’s dimension is generally far less than the dictionary size \( m \ll n \), the real computational complexity of each update of OAKTD is \( O(n^2) \). In summary, pseudocode for the OAKTD is summarized as Algorithm 1.

Algorithm 1 Online Attentive Kernel-Based Temporal Difference Learning

1: Input: the policy \( \pi \) to be evaluated
2: Algorithm parameter: \( \alpha, \beta, \epsilon, \mu_1 \)
3: Initialize parameters \( D = \emptyset, \theta, \hat{\theta}, w \)
4: Loop for each episode:
5: initialize state \( s \)
6: Loop for each step of episode:
7: Sample \( a \sim \pi(s, \cdot) \)
8: Take action \( a \), observe \( r, s' \)
9: Update dictionary \( D \) according to (5)
10: Update \( \hat{\theta}, w \) according to (10), (12)
11: Update \( \theta \) according to (13)
12: Update learning rate \( \alpha, \beta \) and greedy rate \( \epsilon \)
13: \( s \leftarrow s' \)
14: Until \( s \) is terminal

IV. THE STABILITY ANALYSIS OF OAKTD

In this section, we analyze the convergence of online dictionary construction, and the convergence of two-timescale optimization under a fixed dictionary assumption and other standard assumptions.

Assumption 1: The kernel function \( k \) in dictionary construction is a Lipschitz continuous Mercer kernel and state space \( \mathcal{S} \) is a compact subset of a Banach space.

Theorem 1 (Convergence of MNC-based Dictionary Construction): Let Assumption 1 hold. Under MNC-based dictionary construction procedure, for any training sequence \( \{s_i\} \subset \mathcal{S}(i = 1, 2, \ldots, \infty) \) and any \( \mu_1 > 0 \), the number of dictionary vectors is finite, and the dictionary sequence \( \{D_t\}_{t \in \mathbb{N}} \) converges to a stable dictionary \( D^* \subset \mathcal{S} \).

Proof: According to Assumption 1 we claim that for any training sequence \( \{s_i\} \subset \mathcal{S}(i = 1, 2, \ldots, \infty) \) and for any \( \mu_1 > 0 \), the number of dictionary vectors is finite, and the dictionary sequence \( \{D_t\}_{t \in \mathbb{N}} \) converges to a stable dictionary \( D^* \subset \mathcal{S} \). According to the MNC-based dictionary construction [5], it is easy to find that any two elements \( \phi(s_i) \) and \( \phi(s_j) \) in the dictionary are \( \sqrt{\mu_1} \)-separated, satisfying \( |\phi(s_i) - \phi(s_j)| > \sqrt{\mu_1} \). Then, based on the analysis given by Theorem 2.1 and Proposition 2.2, Chapter 2.2 of Engle [27], [28], the claim follows.

We consider a function \( \Gamma : U \subset \mathbb{R}^{d_1} \rightarrow \mathcal{X} \subset \mathbb{R}^{d_2} \) is Frechet differentiable at \( x \in U \), i.e., there exists a bounded linear operator \( \hat{\Gamma}_x : \mathbb{R}^{d_1} \rightarrow \mathbb{R}^{d_2} \) such that the limit
\[
\hat{\Gamma}_x(y) = \lim_{\epsilon \rightarrow 0} \frac{\Gamma(x + \epsilon y) - x}{\epsilon}.
\]
Recall that \( \Gamma^W \) is the projection onto a prescribed compact and convex subset \( \mathcal{W} \subset \mathbb{R}^{d_2} \), where \( \Gamma^W(x) = x \), \( x \in \mathcal{W} \) is the interior of \( \mathcal{W} \), while for \( x \notin \mathcal{W} \), it is the nearest point in \( \mathcal{W} \) w.r.t. the Euclidean distance \( \Gamma^W(x) = \arg \min_{y \in \mathcal{W}}|x - y| \).

Then, the above limit exists when the boundary \( \partial \mathcal{W} \) of \( \mathcal{W} \) is smooth. Further, for \( x \in \mathcal{W} \), we have
\[
\hat{\Gamma}^W_x(y) = \lim_{\epsilon \rightarrow 0} \frac{\Gamma^W(x + \epsilon y) - x}{\epsilon} = \lim_{\epsilon \rightarrow 0} \frac{x + \epsilon y - x}{\epsilon} = y.
\]
\( i.e., \hat{\Gamma}^W(\cdot) \) is an identity map for \( x \in \mathcal{W} \).

Assumption 2: The Markov chain induced by the given policy \( \pi \) is ergodic, i.e., aperiodic and irreducible.

Assumption 3: Given a realization of the transition dynamics of the MDP in the form of a sample trajectory \( O_\pi = \{S_0, A_0, R_1, A_1, R_2, S_2, \ldots\} \), where the initial state \( S_0 = S \) is chosen arbitrarily, while the action \( A_t \sim \pi(S_t) \), the transitioned state \( S_{t+1} \sim P(S_t, A_t) \) and the reward \( R_{t+1} = r(S_t, A_t, S_{t+1}) \).

Assumption 4: The pre-determined, deterministic, step-size sequences \( \{\alpha_t\}_{t \in \mathbb{N}} \) and \( \{\beta_t\}_{t \in \mathbb{N}} \) satisfy \( \alpha_t, \beta_t \in (0, 1] \), \( \sum_{t=0}^{\infty} \alpha_t = \sum_{t=0}^{\infty} \beta_t = \infty \), \( \sum_{t=0}^{\infty} \alpha_t^2 < \infty \), \( \sum_{t=0}^{\infty} \beta_t^2 < \infty \), and \( \lim_{t \rightarrow \infty} \frac{\alpha_t}{\beta_t} = 0 \).

Note that \( \lim_{t \rightarrow \infty} \frac{\alpha_t}{\beta_t} = 0 \) implies that \( \{\alpha_t\} \) converges to 0 relatively faster than \( \{\beta_t\} \). The purpose of using different learning rates is to form a quasi-stationary estimate [29]. When viewed from the faster timescale recursion, the slower timescale recursion seems quasi-static. When viewed from the slower timescale, the faster timescale recursion seems equilibrated. While analyzing the asymptotic behaviour of the relatively faster timescale stochastic recursion, it is analytically admissible to consider the slow timescale stochastic recursion to be quasi-stationary [60].

Theorem 2 (Convergence of Two-Timescale Optimization): Let Assumptions 2 hold. Let \( D \subset \mathcal{S} \) is a fixed dictionary.

Let \( \bar{w}^T = (w^T, \bar{\theta}^T) \) and \( \Gamma^W \) is a projection to a compact, convex subset \( \mathcal{W} \subset \mathbb{R}^{d_1 + |D|} \) with smooth boundary. Let \( \Gamma^W \) be Frechet differentiable and \( \Gamma^W(1/2 \nabla_{\bar{w}} \mathcal{L}_{\text{slow}})(\bar{w}) \) be Lipschitz continuous. Let \( \mathcal{W} \) be the set of asymptotically stable equilibria of the following Ordinary Differential Equation (ODE) contained inside \( \mathcal{W} \):
\[
\frac{d}{dt} \bar{w}(t) = \Gamma^W(\bar{w}(t)) - \frac{1}{2} \nabla_{\bar{w}} \mathcal{L}_{\text{slow}}(\bar{w}(t)),
\]
where \( \bar{w}(0) \in \mathcal{W} \) and \( t \in \mathbb{R}_+ \). Then the stochastic sequence \( \{\bar{w}_t\}_{t \in \mathbb{N}} \) generated by natural residual-gradient algorithm
within the two-timescale optimization converges almost surely to $W$. Furthermore, the stochastic sequence $\{\bar{\theta}_t\} \in \mathbb{N}$ generated by semi-gradient algorithm within the two-timescale setting converges almost surely to the limit $\theta^*$, which satisfies

$$\Phi_{w^*,D\theta^*} = \Pi_{w^*,D} T(\Phi_{w^*,D\theta^*}),$$

(15)

where $\bar{w}^* \in W$, $\Phi_{w^*,D}$ is the attentive kernel-based feature matrix with the $\phi_{w^*,D}(s)$ as its rows, and $\Pi_{w^*,D}$ is a projection operator according to $\Pi_{w^*} : V = \arg\min_{\tilde{V} \in \mathcal{F}} \| V - \tilde{V} \|_D^2$ with $\mathcal{F} = \{ \Phi_{w^*,D\theta} \}$.

**Proof:** The proof is very similar to that given by two-timescale networks [22]. In particular, we assume that the dictionary is fixed, which is to avoid the disturbance caused by dictionary construction [30].

**In the slow optimization process**, to analyze the behavior of the slow optimization, we apply the ODE-based analysis of stochastic recursive algorithms [31, 32]. The ODE-based analysis is elegant, conclusive and further guarantees that limit points of the stochastic recursion will almost surely belong to the compact internally connected chain transitive invariant set of the equivalent ODE.

Define the filtration $\{\mathcal{F}_t\} \in \mathbb{N}$, a family of increasing natural $\sigma-$fields, where $\mathcal{F}_t = \sigma(\{\bar{w}_i, S_t, R_t; 0 < i < t\})$. Then, we recall the previous projected stochastic recursion updating $\bar{w}$, which can be rewritten as

$$\bar{w}_{t+1} = \Gamma^W \left( \bar{w}_t + \alpha_t (h(\bar{w}_t) + M_{t+1} + l_t) \right),$$

(16)

where $h(\bar{w}_t) = \mathbb{E} \left[ \delta_t \left( \nabla h(\bar{w}_t) V_s (S_t) - \gamma \nabla h(\bar{w}_t) V_{s}(S_{t+1}) \right) \right]$, the noise term $M_{t+1} = \mathbb{E} \left[ \delta_t \left( \nabla h(\bar{w}_t) V_s (S_t) - \gamma \nabla h(\bar{w}_t) V_{s}(S_{t+1}) \right) \right]$, and the bias $l_t = \mathbb{E} \left[ \delta_t \left( \nabla h(\bar{w}_t) V_s (S_t) - \gamma \nabla h(\bar{w}_t) V_{s}(S_{t+1}) \right) \right] - h(\bar{w}_t)$.

Further,

$$\bar{w}_{t+1} = \bar{w}_t + \alpha_t \frac{\Gamma^W \left( \bar{w}_t + \alpha_t (h(\bar{w}_t) + M_{t+1} + l_t) - \bar{w}_t \right)}{\alpha_t}$$

$$= \bar{w}_t + \alpha_t (\Gamma^W_{\bar{w}_t} (h(\bar{w}_t)) + \Gamma^W_{\bar{w}_t} (M_{t+1}))$$

$$+ \tilde{\Gamma}^W_{\bar{w}_t} (l_t) + o(\alpha_t),$$

(17)

where $\Gamma^W$ and $\tilde{\Gamma}^W_{\bar{w}_t}$ are defined in previous section.

Then, a few observations are in order: (i) $\Gamma^W_{\bar{w}_t} (h(\bar{w}_t))$ is a Lipschitz continuous function in $\bar{w}_t$, which follows from the hypothesis of the Theorem. (ii) $\Gamma^W_{\bar{w}_t} (M_{t+1})$ is a truncated martingale difference noise. Indeed, it is easy to verify that the noise sequence $\{ M_{t+1} \} \in \mathbb{N}$ is a martingale-difference sequence with respect to the filtration $\{ \mathcal{F}_t \} \in \mathbb{N}$, $\forall t \in \mathbb{N}$, $M_{t+1}$ is $\mathcal{F}_{t+1}$-measurable and integrable, and $\mathbb{E}[M_{t+1}|\mathcal{F}_t] = 0$ a.s., $\forall t \in \mathbb{N}$. Also, since $\Gamma^W_{\bar{w}_t}$ is a bounded linear operator, we have $\Gamma^W_{\bar{w}_t} (M_{t+1})$ to be $\mathcal{F}_{t+1}$-measurable and integrable, $\forall t \in \mathbb{N}$. Further, $\exists K_0 \in (0, \infty)$, such that

$$\mathbb{E} \left[ \| \tilde{\Gamma}^W_{\bar{w}_t} (M_{t+1}) \|^2 | \mathcal{F}_t \right] \leq K_0 (1 + \| \bar{w}_t \|^2) \ a.s.,$$

which follows directly from the finiteness of the Markov chain [33] and the boundary $\partial W$ is smooth. (iii) For the bias, we have

$$\| \tilde{\Gamma}^W_{\bar{w}_t} (l_t) \| = \sup_{\epsilon > 0} \left( \lim_{\epsilon \to 0} \frac{\mathbb{E} \left[ W (\bar{w}_t + \epsilon l_t) - W (\bar{w}_t) \right]}{\epsilon} \right)$$

$$\leq \lim_{\epsilon \to 0} \frac{\mathbb{E} \left[ W (\bar{w}_t + \epsilon l_t) - W (\bar{w}_t) \right]}{\epsilon}$$

and $\tilde{\Gamma}^W_{\bar{w}_t} (l_t) \to 0$ as $t \to \infty$ a.s., which follows directly from the ergodicity and finiteness of the underlying Markov chain [33]. (iv) $o(\alpha_t) \to 0$ as $t \to \infty$. (v) The iterates of $\bar{w}_t$ remain bounded a.s., i.e.,

$$\sup_{t \in \mathbb{N}} \| \bar{w}_t \| < \infty, \ a.s.,$$

since $\bar{w}_t \in W, \forall t \in \mathbb{N}$ and $W$ is compact.

Thus, by appealing to Theorem 2, Chapter 2 of Borkar [32], we conclude that the stochastic recursion (11) converges to the asymptotically stable equilibria of the ODE, that is,

$$\frac{d}{dt} \bar{w}(t) = \Gamma^W \bar{w}(t) (h(\bar{w}_t)) = \Gamma^W \bar{w}(t) (-\frac{1}{\sqrt{2}} \nabla_{\bar{w}} \mathcal{L}_{slow}(\bar{w}(t)),$$

where $\bar{w}(0) \in \bar{W}$ and $t \in \mathbb{R}_+$. **In the fast optimization process**, the fast optimization is a traditional TD algorithm, our point of interest for the on-policy algorithm. Stability analysis of on-policy TD has been given by Sutton [1], which converges to a TD fixed point. Further, we obtain a fixed point given a stable $\bar{w}_f \equiv \bar{w}^*$, which follows from the TD fixed point of the fast optimization

$$\Phi_{w^*,D\theta^*} = \Pi_{w^*,D} T(\Phi_{w^*,D\theta^*}),$$

which is the final fixed point of two-timescale optimization.

We prove that the online dictionary construction is convergent, and the two-timescale optimization is convergent under the assumption that the dictionary is fixed. Our analysis is not enough to guarantee that the OAKTD algorithm is convergent. However, this analysis is acceptable, because under the assumption that the dictionary construction converges first, i.e., after the dictionary is fixed, the convergence of OAKTD is guaranteed. We will verify this assumption in the next section.

**V. Experiments**

In this section, we conduct experiments on four classic control tasks with continuous state spaces: Mountain Car, Acrobot, CartPole and Puddle World [11, 12], which are all public benchmarks for studying online reinforcement learning algorithms. To accurately evaluate performance of the attentive kernel-based model as sparse representation, we compared our proposed OAKTD [4] with OKTD, OSKTD and TD with Tile Coding. In addition, to reflect characteristics of the attention mechanism as a degree of sparsification, we representatively visualize the attention on the kernel in Mountain Car since it is a 2-dimensional task similar to Puddle World.

Note that OAKTD is a learning algorithm for prediction. In this paper, we use its on-policy version to learn for control, and adopt $\epsilon$-greedy policy. But we still use the abbreviation OAKTD rather than OAK-SARSA.
A. Descriptions of Control Tasks

The Mountain Car is the problem about how to drive an
car up to the top of a hill. The difficulty is that gravity is
much stronger than the car’s engine and thus the car cannot
accelerate directly to up the hill. There are three alternative
actions: full throttle forward (+1), full throttle reverse (−1),
and zero throttle (0). Its position $x_{t+1}$ can be updated by it
last position $x_t$ and velocity $\dot{x}_t$, which is,

$$x_{t+1} = \text{bound}[x_t + \dot{x}_t + 1],$$

where $\dot{x}_{t+1} = \text{bound}[\dot{x}_t + 0.001 \omega_x - 0.0025 \cos(3x_t)]$, the
bound operation enforces $−1.2 \leq x_{t+1} \leq 0.5$ and $−0.07 \leq
\dot{x}_{t+1} \leq 0.07$. In addition, when $x_{t+1}$ reaches the left bound,
$\dot{x}_{t+1}$ will be reset to zero. The reward is $−1$ for all states
except the goal state at the top of the hill in which the episode
ends with a reward 0. The discount factor is set to 0.99. The agent is initialized in a
downward vertical position.

The Cartpole is a the classic inverted pendulum problem
with a center of gravity above its pivot point. It is unstable and
can be controlled by moving the pivot point under the center of
mass. The state of Cartpole consists of its position, velocity,
angle, and angular velocity. The cart only has two possible
actions: move to the left or move to the right. A reward of $+1$
is provided for every timestep that the pole remains upright.
The discount factor is set to 1. The goal is to keep the cartpole
balanced by applying appropriate forces to a pivot point.

The Puddle World is a task to seek for a goal position
in a limited scene. The environment is a $1 \times 1$ square, where
the puddles are 0.1 in radius and are located at center points
$(0.1, 0.75)$ to $(0.45, 0.75)$ and $(0.45, 0.4)$ to $(0.45, 0.8)$. The
agent starts at position $[0.2, 0.4]$ and can choose five actions,
up, down, left, right and stop, which moved approximately
0.05 in these directions under the bounder $[0, 1]$. In addition,
a random gaussian noise with standard deviation 0.01 was
also added to the motion along both dimensions. The reward is
$−1$ for each time step plus additional penalties if the agent
does not enter the puddles. These penalties were $−400$ times
the distance to the nearest edge of the puddles regions. The
discount factor is set to 0.999.
**B. Experimental Settings**

In the Mountain Car task, for fair comparison as possible, we adopt $\epsilon$-greedy exploration in the learning process, and set the greedy parameter $\epsilon$ to $\epsilon_t = 0.9999^t$, i.e., it will gradually decreases to zero as those methods proceed. The learning rate of linear approximation is uniformly set to $0.01 \times 0.99999^t$, which is also the fast learning rate in OAKTD. In online kernel-based methods, we use a Gaussian kernel with parameter $\sigma_2 = 1$. It is necessary to standardize the states for eliminating the effect of feature scale, and the $k$-th element can be defined as $\frac{x_k(s) - \text{min}(x_k(s))}{\text{max}(x_k(s)) - \text{min}(x_k(s))}$. Then, the parameters of online dictionary construction are set to $\mu_1 = 0.1$, $\sigma_1 = 1$. For the specific parameters of different methods, we set to the slow learning rate $\alpha_t = 0.05 \times 0.99999^t$, the fast learning rate $\beta_t = 0.01 \times 0.99999^t$. In OAKTD, we set to the slow learning rate $\alpha_t = 0.1 \times 0.99999^t$ and the fast learning rate $\beta_t = 0.01 \times 0.99999^t$. In OSKTD, we set to selective function $\mu_2 = 1.4$. In addition, in TD with Tile Coding, we set the number of tilings to 16, the size of every tiling to 256.

In the Acrobot task, the learning rate is uniformly set to $0.001 \times 0.99999^t$. For online kernel-based methods, the parameters of dictionary construct are set to $\mu_1 = 0.3$, $\sigma_1 = 1$ and the parameter of kernel function is set to $\sigma_2 = 1$. For the specific parameters of different methods, we set to the slow learning rate $\alpha_t = 0.1 \times 0.99999^t$, the fast learning rate $\beta_t = 0.001 \times 0.99999^t$ in OAKTD. In OSKTD, we set selective function to $\mu_2 = 1$. In addition, in TD with Tile Coding, we set the number of tilings to 16, the size of every tiling to 4096.

In the CartPole task, the learning rate is uniformly set to $0.01 \times 0.999999^t$. The parameters of dictionary construct are same as the setting of the Acrobot. For the specific parameters of different methods, in OAKTD, we set to the slow learning rate $\alpha_t = 0.1 \times 0.99999^t$ and the fast learning rate $\beta_t = 0.01 \times 0.999999^t$. In OSKTD, we set to selective function $\mu_2 = 1$. In addition, in TD with Tile Coding, we set the number of tilings to 16, the size of every tiling to 4096.

In the Puddle World task, the learning rate is uniformly set to $0.01 \times 0.999999^t$. The parameter of dictionary construct is set to $\mu_1 = 0.1$, $\sigma_1 = 1$ and the parameter of kernel function

| Environment   | Dictionary Size | Convergence Steps x 100% |
|---------------|-----------------|--------------------------|
| Mountain Car  | 80.35 ± 4.32    | 0.59 ± 0.22              |
| Acrobot       | 5.20 ± 2.54     | 0.23 ± 0.18              |
| Cartpole      | 90.85 ± 18.23   | 0.29 ± 0.10              |
| Puddle World  | 181.05 ± 7.13   | 0.36 ± 0.13              |

C. Results and Analysis

In the learning process, each algorithm runs over 50 times, each with one million steps. For online dictionary construction in our proposed OAKTD algorithm, we record the mean and std of the dictionary size after convergence, and the mean and std of the time steps (in percentage of learning steps) taken when the dictionary converges, as shown in Table [III]. It is easy to find that the convergence steps of the online dictionary construction are far fewer than the learning steps. It verifies the assumption that the online dictionary construction converges first.

In addition, in order to effectively evaluate the performance of different algorithms, we test the performance of the algorithm every thousand learning steps. The learning curves of several algorithms for different control tasks are shown for the first 100,000 steps in Fig. [3]. In Mountain Car, from the perspective of cumulative rewards, compared with OKTD and OSKTD, OAKTD has higher mean and lower standard deviation. Compared with TD with Tile Coding, OAKTD has a faster convergence rate and approximate mean, but their final convergence results are very similar. To further reflect the behavior of OAKTD, we sample the total state space that is a set of 171 x 141 points evenly spaced in the position-velocity...
space, as the initial state of Mountain Car. In particular, the position (velocity) interval is evenly divided into subintervals of length 0.01 (0.001). As shown in Fig. 4, TD with Tile Coding has more light streaks in the cool colors, which shows agent needs more steps in these areas. OAKTD has more smooth performance. Moreover, the number of OAKTD parameters is also far less than TD with Tile Coding. After the above analysis, OAKTD has the best performance for Mountain Car.

In the other tasks, the performance of TD with Tile Coding is relatively declined in 2-dimensional Puddle World, and 4-dimensional Acrobot and CartPole, compared to 2-dimensional Mountain Car. OKTD and OSKTD have the worst standard deviation in Acrobot and Puddle World, and don’t even work in CartPole. However, OAKTD has best mean and standard deviation. The steady performance of OAKTD in the three control problems further expands the advantage of attentive function in online RL. Furthermore,

To accurately describe the attention on the kernels, based on behavior of OAKTD in Mountain Car, we sample three states \((-1, -0.07), (0, 0), (0.5, 0.07)\), a dictionary, and attentive parameters \(w = (-0.13, -0.04)\). After standardization, visualization of attention is shown in Fig. 5. It vividly shows that attention is distributed in the kernel functions as the degree of sparsification. To further describe the distribution situation, we selected state \((0, 0)\) and visualized its attention distribution in the whole state space. As shown in Fig. 6, we can observe that attention is focused around itself and spreads outward. The experimental results show the attentive function can be well suited for sparse representation learning, and attentive kernel-based VFA can be more suitable for online RL.

VI. CONCLUSION AND FUTURE WORK

In this paper, we construct an attentive kernel-based model and proposed a stable Online Attentive Kernel-based Temporal Difference (OAKTD) learning algorithm based on two-timescale optimization in order to simplify the model and alleviate catastrophic interference for online Reinforcement Learning (RL). Furthermore, we prove the convergence of our proposed algorithm. For the four classic control tasks (Mountain Car, Acrobat, CartPole and Puddle World), our experimental results verify that compared with OSKTD, OKTD and TD with Tile Coding, OAKTD performed the best.

For future study, we will focus on the following aspects: (i) to extend our OAKTD algorithm to handle continuous action RL problems, e.g., combining policy gradient or its variants [34], [35]; (ii) other ways of sparse representation that satisfy the proposed four characteristics: learnable, non-prior, non-truncated and explicit; (iii) to guarantee the stability of the algorithm, we utilize two-timescale optimization and we wish to know if other optimizations (e.g., semi-gradient method) could result in a convergence guarantee? (iv) since our proposed attentive kernel-based model is applied to the temporal difference learning algorithm, it could obviously be applied to other machine learning algorithms as well, e.g., attentive Support Vector Machine (SVM), attentive Support Vector Regression (SVR) etc.
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