Abstract

Background: Growth cone migratory patterns show evidence of both deterministic and stochastic search modes.

Results: We quantitatively examine how these two different migration modes affect the growth cone's pathfinding response, by simulating growth cone contact with a repulsive cue and measuring the resultant turn angle. We develop a dimensionless number, we call the determinism ratio $\Psi$, to define the ratio of deterministic to stochastic influences driving the growth cone's migration in response to an external guidance cue. We find that the growth cone can exhibit three distinct types of turning behaviors depending on the magnitude of $\Psi$.

Conclusions: We conclude, within the context of these in silico studies, that only when deterministic and stochastic migration factors are in balance (i.e. $\Psi \approx 1$) can the growth cone respond constructively to guidance cues.

Background

Understanding how individual neurons are so reliably guided to their targets during development may be considered a crucial first step to developing successful therapies for neuronal injury. Previous work has focused on understanding how the growth cone – a sensory motile structure at the end of a growing neurite – navigates through a complex extracellular environment [for review [1-4]; see also [5-12]]. It has been shown that, at a minimum multiple guidance cues whose expression patterns are controlled both temporally and spatially, are necessary for neurons to reach their targets [13-20]. In vivo experiments have shown that during development, the growth cone's migration pattern undergoes a transition near major pathfinding decision regions [21-24]. When not in a decision region, growth cone migration is relatively constant. By contrast, when in a decision region, forward migration frequently stalls and the growth cone becomes morphologically complex. This type of behavior is suggestive of at least two migratory states, one purposeful and deterministic, and a second erratic and stochastic.

We report here simulation results that show that growth cone migration does indeed transition between a deterministic state (where growth is characterized by smooth forward motion without abrupt directional changes) and a stochastic state (where growth is characterized by frequent pauses and sudden abrupt directional changes). We find that only at the transition between stochastically-dominated and deterministically-dominated motion, is guidance by traditionally tested environmental factors [25,26] possible. Based on these computational results, that we develop...
Results

Simulation of growth cone migration and guidance

Various random walk models capable of capturing crucial stochastic [5,27,28] and deterministic [5,27,29] aspects of growth cone movement have been adapted to simulate growth cone migration [9,30-32]. We use the simplest of these models. Migration is simulated in 2-dimensions, and correspondingly two equations are used. One equation models migration in the direction of axonal outgrowth (Δxct); the second models migration in the orthogonal direction (Δycl) [30]. Explicitly,

\[ Δx_{ct} = e_{xt} \]

\[ Δy_{ct} = e_{yt} + Δy_{avg} \]

where Δx_{ct} and Δy_{ct} equal the change in the growth cone centroid coordinates, x_c and y_c respectively, over a time interval τ. The e_{xt} and e_{yt} terms are drawn from independent and normal random distributions with zero means and constant standard deviations \( σ_{dx} \sqrt{τ} \) and \( σ_{dy} \sqrt{τ} \) respectively. These deviations are explicitly normalized with respect to time step τ [33] to generate behaviors whose statistics do not depend on the numerical choice of the simulation time step. Stochastic migration distances will grow with \( \sqrt{τ} \), just as they would by a random diffusive process.

To model the effect of a repulsive cue, we block migration in the direction of contact \( θ_c \) plus or minus a constraint parameter \( δ \) (i.e. \( θ_c ± δ \)). As shown in Fig. 1(a), \( θ_c \) sets the direction of filopodium-cue contact and is measured relative to the positive x-axis of the growth cone, and \( δ \) sets the size of the constraint region, which in turn represents the strength of the cue. A large \( δ \) characterizes a strongly repulsive cue, a small \( δ \) characterizes a weakly repulsive cue.

We measure the inhibitory impact of the constraint region \( θ_c ± δ \) on a migrating growth cone by calculating the resulting turn angle \( φ \) in a manner similar to turn assays developed in vitro [26,34]. As illustrated in Fig. 1(b), \( ζ_{pre} \) is the migration trajectory angle before contact with a guidance cue, and \( ζ_{post} \) is the migration trajectory angle after contact with a guidance cue. The turn angle \( φ \) is defined as the difference between pre-contact and post-contact trajectory angles:

\[ φ = ζ_{pre} - ζ_{post} \]

**Migratory behavior resultant from contact with a discrete repulsive cue**

To summarize, in our simulations contact with a repulsive cue prevents future migration toward the cue, i.e. in the direction \( θ_c ± δ \), and we quantify the resulting change in migration direction in terms of the turn angle \( φ \). The expected value of the turn angle \( φ \) as a function of the contact angle \( θ_c \), the constraint size \( δ \), and the characteristic time τ, is in turn calculated from the determinism ratio \( Ψ(θ_c, δ, τ) \) (please see our methods section for a detailed derivation of \( Ψ \)). The determinism ratio \( Ψ \) is dimensionless, and captures the ratio of mean deterministic migration to mean stochastic migration.

Algorithmically, we evaluate the actual dependence of the turn angle \( φ \) on the constraint region \( θ_c ± δ \) – i.e. how a growth cone can be expected to respond to a repulsive cue in its environment – by varying the location of the constraint region in 5° intervals from \( θ_c = 95° \) to \( 150° \), and the size of the constraint region, also in 5° intervals, from \( δ = 5° \) to \( 20° \). We then calculate the determinism ratio \( Ψ(θ_c, δ, τ) \) as described in our methods section for all 48 constraint regions \( θ_c ± δ \), and for 18 characteristic times τ. Characteristic times ranged in value over five orders of magnitude from \( 10^{-6} \) s to 500 s.

In Fig. 2 we plot the resultant turn angle \( φ \) as a function of the determinism ratio \( Ψ \) for all 864 combinations of \( θ_c, δ, \) and...
and \( \tau \). From this figure, it is evident that all computational data fall onto a single continuous curve. When \( \Psi \) is negative, migration is dominated by the stochastic terms in Eq’s. (1)-(2), and the turn angle is always significant and negative. Such a state exhibits essentially no net forward motion, which we interpret as leading to growth cone collapse. The turn angle \( \phi \) is often close to -180° resulting in 180° random migration dominates. The growth cone always collapses. The second state is a transition region where deterministic and stochastic motions are balanced. This region occurs over a narrow region where random migration and deterministic migration are comparable. At \( \phi = 0^\circ \) deterministic migration dominates. Growth cone migration is unaffected by size or placement of the constraint region.

Based upon our simulation data we conclude that the growth cone turn angle is insensitive to repulsive cues for negative \( \Psi \) (in which case the growth cone wanders energetically) or for large \( \Psi \) (in which case the growth cone moves forward nearly unaffected by cue contact). Only in a narrow critical region between these extremes, where stochastic growth and deterministic growth are balanced, is directed migration possible.

To further explore the influence of stochastic and deterministic factors on the expected turn angle \( \phi \), in Fig. 3 we analyze turn behavior at different values of characteristic time \( \tau \) for 56 distinct constraint regions \( \theta_c \pm \delta \). The location of the constraint region is varied in 5° intervals from \( \theta_c = 95^\circ \) to 160°, and the size of the constraint region is varied in 10° intervals from \( \delta = 10^\circ \) to 40°. In Fig. 3(a) the turn angle \( \phi \) is plotted as a function of the determinism ratio \( \Psi \), and in Fig. 3(b) the turn angle \( \phi \) is plotted against the contact angle \( \theta_c \). Each graph in Fig. 3(b) contains four curves that correspond to four constraint sizes \( \delta \). All data are replicated for the three different choices of \( \tau \) indicated.

Examining Fig. 3(a) first, we see that for a short characteristic time \( \tau = 0.001 \) s all turn angles are very large and as we have suggested, this may be interpreted as leading to collapse of the growth cone. With or without this interpretation, it is clear that rapid exploratory motion here swamps any purposeful forward growth. At \( \tau = 10 \) s, many constraint regions result in turning behavior that is within the critical region of Fig. 2 where guided outgrowth without collapse is possible. In this case, both the size and placement of the constraint region are important in determining the turn angle, and a complete range of turning behaviors, from a complete change in direction to no turn at all, are possible at this characteristic time. At \( \tau = 120 \) s, on the other hand, the majority of constraint regions result in no turn angle. A few constraint regions result in a determinism ratio \( \Psi \) that is at the edge of transition between essentially random migration and deterministic migration, however, the growth cone’s sensitivity to guidance cues is profoundly suppressed.

Fig. 3(b) explicitly displays the effect of the contact angle on turning behavior. Experimentally, the angle of contact with a cue has been shown to be a determinant in the eventual growth cone turning response [25]. For example, perpendicular contact (in our system this would be a contact angle close to 90°) of a motor neuron with the repulsive surface of the posterior sclerotome results in a larger turn angle (i.e. branching behavior) than more oblique contact with the same cue [25].

As in Fig. 3(a), we see that in Fig. 3(b) a small characteristic time \( \tau = 0.001 \) s results in large turn angles that are indicative of growth cone collapse. However, by \( \tau = 10 \) s...
Figure 3

Turn Angle $\phi$ as a Function of Determinism Ratio $\Psi$ (a) and as a Function of Contact Angle $\theta_c$(b). The turn angle $\phi$ is plotted (a) as a function of the determinism ratio $\Psi$, and (b) as a function of the contact angle $\theta_c$. As demonstrated in both (a) and (b), when $\tau \ll 1$ s, $\phi$ is always $\sim -180^\circ$. In contrast, when $\tau \gg 1$ s, $\phi$ is always $\sim 0^\circ$. Only at $\tau \sim 10$ s is guided migration possible through modulation of cue geometry and strength.
both contact angle and constraint size play much more significant roles in determining the turn angle response. For perpendicular contacts (\(\theta \approx 90^\circ\)), strongly repulsive cues (i.e. those with large \(\delta\)) produce complete reversal of the growth cone's direction. However, for more oblique contacts (\(\theta \approx 135^\circ\)), a turn with continued forward outgrowth is possible. By a characteristic time \(\tau \approx 120\) s, the angle of cue contact is no longer a determinant in turning behavior: the turn angle is essentially constant across all contact angles.

These results imply that the geometry of cue placement and the cue's repulsive strength can strongly control growth cone turning behavior when – and only when – the characteristic time \(\tau\) is on the order of 10–90 s. Significantly, this is very close to the timescale associated with new filopodial [35] and lamellipodial [36,37] initiations in response to stimuli. This is a first suggestion of several that we discuss in the next section that supports the hypothesis that growth cone exploration time scales may be matched with forward migration speeds so as to support cue-responsive motion in which random exploration and forward motion are balanced near the edge of stability.

**Discussion**

We have gained insight into the mechanisms of growth cone guidance through the development and application of a quantitative model of growth cone guidance. We have reproduced, with a very simple model, stereotypical behavior seen in vitro [25,26,34,38]. Consistent with observed migratory behavior [23,39-42], our computational model predicts two primary migrational states based upon simple stochastic and deterministic behavioral dynamics. To calculate which migrational state the growth cone is within, we have defined a dimensionless measure, the determinism ratio \(\Psi\), that captures the balance between stochastic and deterministic motions driving migration. Most significantly, we have found that the model parameter that determines whether stochastic or deterministic dynamics dominate migration, the characteristic time \(\tau\), is crucial to determining the growth cone's repulsive turn response. Importantly, the characteristic time \(\tau\) is an indicator of endogenous growth cone migration dynamics, and is independent of exogenous factors such as the angle of cue contact and the cue's repulsive strength. At one extreme, when \(\tau \ll 1\) s, stochastic motion dominates and significant changes in growth cone direction regularly occur independent of the size and location of the constraint region. At the opposite extreme, when \(\tau \gg 1\) s, deterministic motion dominates: no change in growth cone direction is possible, again independent of constraint region. Only between these two extremes is there a transition region where controlled changes in migration direction are possible.

From our analysis, we found that the balance between stochastic and deterministic dynamics, captured in our computational model for growth cone guidance via contact with a local repulsive cue, determines the growth cone's turn response. There is qualitative experimental evidence that suggests that multiple conversions between stochastic and deterministic growth states occur during development. For example, the growth cone undergoes significant structural remodeling in decision regions, developing a complex shape as it spreads outward and develops numerous filopodia [40]. Further, migration patterns become non-uniform, exhibiting frequent pauses or stalls [21,22,43]. When not in a decision region, growth cone morphology is characterized by a streamlined shape, and migration is far more uniform [21,22,43]. While not definitive, these data support the hypothesis that the growth cone can switch between stochastically and deterministically dominated growth, and that close to a decision region the growth cone transitions from one to another.

Without doubt, the growth cone is a finely tuned sensory structure capable of adapting to different environments. Its potential behaviors are much more nuanced and varied than the simplified model presented here can capture. However, our model does capture a broad range of turning behavior with a small number of biologically plausible parameters. Future work will focus on expanding the model to capture an increased range of neuronal pathfinding behaviors. For example, in the future we plan to explicitly account for axonal branching, an important mediator of neuronal pathfinding [44,45]. In addition to the situation of a lone pathfinder axon and its growth cone considered here, we would like to include interactive behavior between multiple axons, such as fasciculation, where populations of axons grow alongside one another. In vitro experiments have shown that the same cue can elicit either an attractive or a repulsive turn in response to the concentration of secondary messengers such as Ca\(^{2+}\) and cAMP within the growth cone [34,46], and we would like to account for this in future work. Additionally, consideration of fixed repulsive cues likely does not address the action of repulsive gradients. In response to contact with a repulsive gradient, it is likely that the growth cone would extend toward the steepest decrease in gradient strength [47].

The model of growth cone guidance by repulsion presented here is most appropriate for the sensing of local repulsive cues where the balance between stochastic and deterministic behaviors sets the turn response. Such a mechanism must exist in any guidance system containing both stochastic and deterministic growth [48-50]. We speculate the nervous system may well make use of such a...
mechanism to regulate which neurons growth steadily and which may pause to explore their environment.

Conclusions

We have developed a model for growth cone guidance and migration that can be used to gain insight into how the balance between stochastic and deterministic behavioral dynamics can produce stereotypical growth cone behavior seen in vivo and in vitro [23,39-42]. To quantify this behavior, we have developed a dimensionless measure, the determinism ratio $\Psi$, to predict which migrational state the growth cone is within based upon the balance of stochastic to deterministic motions driving migration rates. When we the turn angle, $\phi$, is plotted against $\Psi$, a stochastic dominated migration state and a deterministic dominated migration state are seen. It is in the transition between these two states that sustained growth cone guidance by a repulsive cue is possible and controllable.

Methods

Migration model parameter values

The model for growth cone migration has three parameters: $\Delta y_{avg}$ the rate of growth cone migration in the y-axis (axonal) direction [5,30], and $\sigma_{dx}$ and $\sigma_{dy}$ the standard deviations of the growth cone migration rates in the x-axis (non-axonal) and y-axis (axonal) directions respectively. The value of $\Delta y_{avg}$ is 0.019 $\mu$m/s. This value is calculated with non-axonal outgrowth removed as described in [5]. This migration rate is similar to previously published migration rates under similar culture conditions [30,51,52]. The standard deviation for growth cone migration in the axonal y-axis direction is $\sigma_{dy} = 0.2$ $\mu$m/s, the standard deviation for growth cone migration in the non-axonal x-axis direction is $\sigma_{dx} = 0.1$ $\mu$m/s. These parameter values are calculated from experimental measurements of dorsal root ganglion (DRG) growth cone migration on an uniform laminin surface as detailed in [31], elements of this protocol including DRG isolation, DRG culture conditions, and filming of DRG outgrowth have been described previously in [52].

Growth cone trajectory measurements

The migration trajectory angle $\zeta$ (Fig. 1(b)) is calculated from simulated growth cone centroid motion in relation to a fixed positive x-axis. Each trajectory angle is defined as the inverse tangent of the ratio of the time averaged values for simulation generated $(x,y)$ centroid coordinates ($<\Delta x>$ and $<\Delta y>$ respectively) over a set time T, typically 30 minutes:

$$\zeta = \tan^{-1}(<\Delta y>/ <\Delta x>) \quad (4)$$

Simulation of growth cone guidance by a discrete repulsive cue

As defined by Eq’s. (1) and (2), growth cone migration is modeled as having explicit deterministic and stochastic components. It is important to emphasize that these two components make fundamentally different contributions to growth cone migration. Migration originating from deterministic motion is simply proportional to elapsed time, $T$: its integrated value is 0 in the x-direction and $\Delta y_{avg}^* T$ in the y-direction. By contrast, migration driven by stochastic motion grows as $c_1 \sqrt{T}$ in the x-direction and $c_2 \sqrt{T}$ in the y-direction, where $c_1$ and $c_2$ (see Eq’s. (5) and (6)) are constants whose values depend on $\theta_c$ and $\delta$. Consequently, even when stochastic growth is normalized with time step as we have done, the two components of motion intrinsically and inevitably grow at different rates. For large characteristic times, growth will be deterministically dominated, and for small characteristic times, growth will be stochastically dominated. The relative values of $\sigma_{dx}$, $\sigma_{dy}$, and $\Delta y_{avg}$ in Eq’s. (1)-(2) govern the timescale at which growth transitions from one regime to the other (discussed next), but regardless of these numerical values, a system driven both by stochastic and deterministic influences as in Eq’s. (1)-(2) must exhibit distinct growth regimes for sufficiently small and large elapsed times.

To evaluate the transition time scale in the growth cone guidance problem, we have performed Monte Carlo simulations, in which we calculate migration in the axonal direction $\hat{y}$ and in the orthogonal non-axonal direction $\hat{x}$ by averaging stochastically-generated migration that we constrain such that $\tan^{-1}(\Delta y/\Delta x) = \theta_c \pm \delta$. Constrained migration is simulated for each $\theta_c$, $\delta$ parameter combination for $N = 3,600,000$ total simulation steps, the equivalent of 1 hour total time $T$ simulated with time step $\tau$ equal to 0.001 s. Axonal directed migration constant, $c_2(\theta_c, \delta)$, and non-axonal directed migration constant, $c_1(\theta_c, \delta)$, are respectively defined as:

$$c_2(\theta_c, \delta) = \frac{\sum_{n=1}^{N} \Delta y(\theta_c, \delta)}{N\sqrt{\tau}} \quad (5)$$

$$c_1(\theta_c, \delta) = \frac{\sum_{n=1}^{N} \Delta x(\theta_c, \delta)}{N\sqrt{\tau}} \quad (6)$$

We repeat the evaluation of $c_1(\theta_c, \delta)$ and $c_2(\theta_c, \delta)$ 500 times for each $\theta_c, \delta$ combination. The distances traveled in the x-
and y-directions used to calculate the post-contact trajectory angle are defined as:

\[
\langle x(\theta_c, \delta) \rangle = c_1(\theta_c, \delta) \sqrt{\tau} \tag{7}
\]

\[
\langle y(\theta_c, \delta) \rangle = c_2(\theta_c, \delta) \sqrt{\tau} + \Delta y_{avg} \tau \tag{8}
\]

Here we again see explicitly that the motion of a growth cone depends on the characteristic time \(\tau\). In the biological context, this time refers to the rapidity with which the growth cone explores its environment: if the growth cone wanders rapidly, \(\tau\) will be small and Eq's. (7) and (8) will prescribe stochastically dominated motion, whereas if the growth cone moves steadily forward, \(\tau\) will be large, and the deterministic term in Eq. (8) will dominate. The same results are obtained in our simulations, where the choice of \(\tau\) dictates the character of growth.

It is important to clarify that in our simulation, the choice of normalization of the standard deviation of \(e_{xt}\) and \(e_{yt}\) in Eq's. (1) and (2) to \(\sqrt{\tau}\) does not affect this intrinsic competition between stochastic and deterministic growth rates. The normalization used in Eq's. (1) and (2) merely allows us to set the parameters \(\sigma_{dx}\) and \(\sigma_{dy}\) independently of time step in a standard way – i.e. so that the stochastic part of a simulation with given values of these parameters will grow with the same rate for large or small \(\tau\). Irrespective of the choice of normalization, once parameters have been fixed, whether a neurite’s motion is predominantly stochastic or deterministic depends on the relative time scales of its random and purposeful motions. We reiterate that this competition between stochastic and deterministic behaviors is a mathematically unavoidable consequence of the fact that stochastic processes grow with the square root of time, while a constant velocity drift grows linearly with time.

To examine how stochastic and deterministic factors compete, we define a determinism ratio, \(\Psi\), to be the dimensionless ratio of the sum of mean deterministic migration \(\Delta y_{avg}\tau\) and stochastic migration \(c_2 \sqrt{\tau}\) from Eq. (5) to mean stochastic migration, \(c_1 \sqrt{\tau}\), from Eq. (6). Thus for large and positive \(\Psi\), growth is highly deterministic and for negative \(\Psi\), growth is chiefly stochastic. Referring to Fig. 1(b), the post-contact trajectory angle \(\zeta_{post}\) for a given characteristic time \(\tau\) is calculated from the determinism ratio \(\Psi\).

\[
\zeta_{post} = \tan^{-1}(\Psi) = \tan^{-1}\left(\frac{c_2(\theta_c, \delta) \sqrt{\tau} + \Delta y_{avg} \tau}{c_1(\theta_c, \delta) \sqrt{\tau}}\right) \tag{9}
\]

where we recall from Eq's. (5) and (6) that \(c_{1r}\), \(c_{2r}\), and hence \(\langle \zeta_{post} \rangle\), are functions of \(\theta_c\), \(\delta\), and \(\tau\). Finally, the expected value for the turn angle \(\phi\) as a function \(\theta_c\), \(\delta\), and \(\tau\) is calculated from the expected values of the pre-contact trajectory angle \(\zeta_{pre}\) (initiated arbitrarily to 90°) and post-contact trajectory angle \(\zeta_{post}\).

\[
\langle \phi(\theta_c, \delta, \tau) \rangle = \langle \zeta_{pre} \rangle - \langle \zeta_{post}(\theta_c, \delta, \tau) \rangle \tag{10}
\]

**Symbols and abbreviations**

- \(\Psi\): determinism ratio
- \(\tau\): characteristic time step
- \(\Delta x_{ct}\): non-axonal outgrowth over time \(\tau\)
- \(\Delta y_{ct}\): axonal outgrowth over time \(\tau\)
- \(e_{xt}\): stochastic non-axonal outgrowth over time \(\tau\)
- \(e_{yt}\): stochastic axonal outgrowth over time \(\tau\)
- \(\Delta y_{avg}\): constant rate of axonal outgrowth
- \(\sigma_{dx}\): non-axonal outgrowth standard deviation
- \(\sigma_{dy}\): axonal outgrowth standard deviation
- \(\theta_c\): angle of filopodium-cue contact
- \(\delta\): constraint size parameter
- \(\zeta_{pre}\): pre-contact trajectory angle
- \(\zeta_{post}\): post-contact trajectory angle
- \(\phi\): turn angle
- \(\tan^{-1}\): inverse tangent function
- \(c_1\): stochastic motion constant arising from blocking non-axonal migration
- \(c_2\): stochastic motion constant arising from blocking axonal migration
- \(N\): number of simulation time steps
- \(T\): total simulation time (\(N\ast\tau\))
- DRG: dorsal root ganglion
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