The Use of Sentinel-2 for Chlorophyll-a Spatial Dynamics Assessment: A Comparative Study on Different Lakes in Northern Germany
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Abstract: Eutrophication of inland waters is an environmental issue that is becoming more common with climatic variability. Monitoring of this aquatic problem is commonly based on the chlorophyll-a concentration monitored by routine sampling with limited temporal and spatial coverage. Remote sensing data can be used to improve monitoring, especially after the launch of the MultiSpectral Instrument (MSI) on Sentinel-2. In this study, we compared the estimation of chlorophyll-a (chl-a) from different bio-optical algorithms using hyperspectral proximal remote sensing measurements, from simulated MSI responses and from an MSI image. For the satellite image, we also compare different atmospheric corrections routines before the comparison of different bio-optical algorithms. We used in situ data collected in 2019 from 97 sampling points across 19 different lakes. The atmospheric correction assessment showed that the performances of the routines varied for each spectral band. Therefore, we selected C2X, which performed best for bands 4 (root mean square error—RMSE = 0.003), 5 (RMSE = 0.004) and 6 (RMSE = 0.002), which are usually used for the estimation of chl-a. Considering all samples from the 19 lakes, the best performing chl-a algorithm and calibration achieved a RMSE of 16.97 mg/m³. When we consider only one lake chain composed of meso-to-eutrophic lakes, the performance improved (RMSE: 10.97 mg/m³). This shows that for the studied meso-to-eutrophic waters, we can reliably estimate chl-a concentration, whereas for oligotrophic waters, further research is needed. The assessment of chl-a from space allows us to assess spatial dynamics of the environment, which can be important for the management of water resources. However, to have an accurate product, similar optical water types are important for the overall performance of the bio-optical algorithm.
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1. Introduction

Inland water bodies comprise large networks of geographically distributed hydrologic freshwater ecosystems, which integrate their surrounding terrestrial area and are sites of intense biogeochemical activity [1]. They are sentinel systems for the response of the entire watershed to climate variation [2]. Furthermore, inland water bodies provide many ecosystem services to humans, including drinking water, food, transport, energy, industrial
purposes and recreation [3]. However, anthropogenic pressure on aquatic systems often results in water quality degradation [4]. A major challenge regarding inland waters is increasing eutrophication [5], which can be detected through enhanced chlorophyll-a (chl-a) concentration, a proxy for trophic state [6]. Chl-a is the pigment that all phytoplankton species have in common [7] and the primary optically active component used when studying water color [8]. Traditional water quality monitoring programs involve field sampling and laboratory analysis, which are time-consuming, costly, and not always feasible [9]. Recently, buoys equipped with automated multiparameter probes have been used to increase the frequency of data acquisition [10,11] and reduce laboratory-based analysis. However, neither laboratory- nor probe-based water quality assessments can readily capture the spatial heterogeneity combined with the temporal dynamics of water quality [12]. To quantify these dynamics, remote sensing techniques have been developed to monitor proxies for water quality parameters, including chl-a [8,13,14] and water transparency [15,16] in inland water systems. The advantages of using remote sensing techniques to monitor water quality are (1) the huge spatial coverage of satellite images, which provide information from a large area opposed to few or single point sampling location(s), (2) the ability to obtain information from inaccessible water bodies, (3) the ability to retrieve historical data from past satellite images [17] and (4) fast assessment of the ecological status of water quality compared to some laboratory techniques [16]. Given appropriate weather conditions, current remote sensing techniques are useful tools for water quality monitoring, enabling a time-saving and cost-effective water resource management [12].

One of the main challenges for current remote sensing of water quality is the spatial resolution of the sensors to detect useful optical information from lakes, which cover 3.7% of the Earth’s nonglaciated land area [18]. However, the number of small lakes is much higher than the number of large lakes [19]. Traditional ocean color sensors such as the Moderate Resolution Imaging Spectroradiometer (MODIS), the Medium Resolution Imaging Spectrometer (MERIS) and the Ocean and Land Colour Instrument (OLCI) onboard of Sentinel-3 have a low spatial resolution compared to land observation sensors [20]. Satellites with higher spatial resolution, like the Landsat satellite family, lack important spectral bands for the estimation of water quality parameters, such as the narrow absorption spectral feature of chl-a around 665 nm. With the launch of the MultiSpectral Instrument (MSI) onboard Sentinel-2 satellites (A and B, launched in 2015 and 2017, respectively), a new opportunity to explore smaller aquatic systems (larger than 100 m$^2$) appeared. Although the MSI was not designed for aquatic remote sensing, its spatial resolution of down to 10–20 m per pixel is suitable for aquatic systems of 900 m$^2$ and its spectral resolution is appropriate for detecting the chl-a absorption peak at 665 nm and the backscattering of particles at 705 nm [21].

An important challenge for water quality remote sensing is the atmospheric correction for satellite imagery over inland waters [22]. For optically complex inland waters, this task is complicated due to additional effects such as water turbidity, which can increase the signal in the near-infrared spectrum, whitecaps, sun glint and adjacency effects from the surrounding land [23]. Therefore, for the computation of the remote sensing reflectance ($R_s$), atmospheric correction is a key processing step to lake color remote sensing [24].

The first study to investigate the use of Sentinel-2 for the monitoring of inland water quality parameters was conducted in two eutrophic lakes: Lake Peipsi and Lake Võrtsjärv, both located in Estonia [20]. Chl-a was estimated based on the peak height at 705 nm (band 5), which was calculated against band 4 (665 nm) and band 6 (740 nm) baselines with a coefficient of determination ($R^2$) of 0.80. The authors recommend using an algorithm relying on red-near-infrared spectral bands, especially in lakes with high organic matter concentrations, causing high absorption of short wavelength radiation. However, the use of band 6 can be compromised by adjacency effects. Another study estimated chl-a concentration by testing different combinations of band ratios and correlating them to chl-a concentrations samples from the tropical mesotrophic Lake Ba Be (Vietnam) [25]. The authors found that the best band ratio for the estimation of chl-a concentration was
the green–red band ratio with an $R^2$ of 0.68. Overall, this study was based on empirical relationships that are difficult to replicate in other systems. The use of Sentinel-2 imagery was also evaluated for the estimation of chl-a in subalpine lakes in Italy, which are mostly oligotrophic with few meso-to-eutrophic lakes [26], using the Bio-Optical Model-Based tool for Estimating water quality and bottom properties from Remote sensing images (BOMBER) [27]. Different from previous studies, which used empirical and semiempirical approaches for estimating chl-a concentration, BOMBER used a physical approach for the monitoring of water quality with Sentinel-2 imagery. For chl-a estimation, the model is based on the spectral inversion procedure, where the specific absorption spectra of phytoplankton are used for the calculation of the chl-a concentration ($R^2 = 0.82$). Recently, Li et al. [28] proposed a machine learning method for the estimation of chl-a concentration from Sentinel-2 imagery in 45 Chinese lakes with trophy varying from oligotrophic to hypertrophic. The authors created three clusters of $R_{rs}$ and identified the best machine learning algorithms by testing linear regression model, support vector machine model and Catboost model for the estimation of chl-a and other water quality parameters for each cluster ($R^2 = 0.50, 0.64$ and $0.79$ for clusters 1, 2 and 3). While the use of machine learning approaches is increasing, the need of large training data sets is important to improve the performance. In another study from 10 mesotrophic Estonian lakes, chl-a concentration was computed based on semiempirical algorithms from the literature and showed that the performance of an algorithm varied from lake to lake [29]. This highlights the need of an algorithm that can be geographically transferable and the need to understand the optical properties of the lakes being monitored, which can be related to the trophy state of the aquatic system. Thus, for the oligotrophic waters in subalpine lakes in Italy, a physical approach was more adequate [26], whereas for meso-to-eutrophic waters, band ratios were used [20,25,29].

In terms of atmospheric correction, the first study using Sentinel-2 images [20] computed the bottom of the atmosphere reflectance estimated by the standard atmospheric correction routine for Sentinel-2. However, the study did not have simultaneous field radiometry data to validate the atmospheric correction performance. In the study at Lake Ba Be (Vietnam) [25], Sentinel-2 images were atmospherically corrected using an empirical line, which is a technique that only allows the correction for that specific Sentinel 2/MSI scene. Nevertheless, the authors applied the same empirical line to other scenes over the same area in different months and years. In the Italian subalpine lakes, Sentinel-2 images were atmospherically corrected by the Second Simulation of the Satellite Signal in the Solar Spectrum (6S) atmospheric correction [26]. The authors evaluated the 6S atmospheric correction routine for bands 1, 2, 3 and 4 and showed that there was an overestimation for these four spectral bands. Unfortunately, bands 5 and 6 were not evaluated. For the study in 45 Chinese lakes, authors did not evaluate the atmospheric correction which was made by the Case-2 Regional Coast Colour (C2RCC). While the studies mentioned above used only one atmospheric correction routine and a specific method for estimating chl-a, a study from 10 Estonian lakes evaluated the performance of four different atmospheric correction routines of which three were developed for inland waters. In that study, the C2RCC processor showed the best performance; however, authors observed that it was not sensitive in estimating band 4, which is crucial for chl-a estimation [29]. This issue was later fixed by the inclusion of the extreme case look-up tables via the Case-2 Extreme Cases (C2X) atmospheric correction routine, which is an extension of the C2RCC.

Based on previous research, we noticed a lack of atmospheric correction assessments when evaluating the use of Sentinel 2/MSI imagery for chl-a concentration estimation. Therefore, in this study, we tried to not only assess the most suitable chl-a algorithm but also the best atmospheric correction routine. The primary goal of our study was to assess the spatial heterogeneity of chl-a from relatively small (0.8–5.1 km$^2$) oligo- to polytrophic lakes in Northern Germany from Sentinel-2/MSI images. To do that, we present the measurements and methodologies used to assess the best atmospheric correction routine and bio-optical algorithm for our study site (Section 2). In Section 3, we present the results
of our comparison among six different atmospheric corrections routines and five bio-optical algorithms with different calibrations. We discuss our results in Section 4, comparing them with previous studies as well as discussing the spatial heterogeneity of chl-a and its use for environmental management. Finally, Section 5 presents the summary of the study as well as some future directions.

2. Materials and Methods

2.1. Study Site

The Mecklenburg–Brandenburg lake district encompasses more than 1000 lakes and is situated in the glacially formed North German Lowland. The studied lakes are located about 100 km north of Berlin (Figure 1). The lakes within this area cover various sizes, shapes, depths and a wide range in trophic state and biogeochemical characteristics (Table 1) [30]. Several of these lakes have been previously measured by the European Multi Lake Survey (EMLS) [31], which confirms the diversity in the biogeochemical characterization observed in the early 2000s. Moreover, many of the lakes are connected by rivers, streams and natural or manmade channels and provide regionally important ecosystem services especially for transportation, professional and sports fisheries, as well as other recreation and sports activities. This study region is, therefore, of high interest for monitoring and management and offers a unique possibility to study river-connected lake systems in the North German Lowland.

![Map of the lakes sampled in this study in the North German Lowland. Colors indicate the lake chain (or non-connected lakes) and triangles indicate the sampling point in each lake.](image-url)
Table 1. Morphometric characteristics, sampling coordinates and trophic index [32] of the studied lakes. Data were kindly provided by the Ministry of Agriculture and the Environment Mecklenburg-Vorpommern. Data for the lakes in Brandenburg are available online [33].

| Group                          | Lake       | Acronym | Latitude | Longitude | Area (km²) | Mean Depth (m) | Retention Time (year) | Trophic Index (LAWA) [32] |
|-------------------------------|------------|---------|----------|-----------|------------|------------------|------------------------|----------------------------|
| Deep Müritz-Havel Lakes       | Ellbogensee| ELL     | 53.21    | 13.04     | 1.74       | 7.60             | 0.10                   | 2.90                       |
| Deep Müritz-Havel Lakes       | Großer Pälitzsee | GPA | 53.20    | 12.99     | 2.67       | 7.92             | 0.07                   | 2.60                       |
| Deep Müritz-Havel Lakes       | Kleiner Pälitzsee | KPA | 53.20    | 12.96     | 2.08       | 9.30             | 0.08                   | 2.90                       |
| Deep Müritz-Havel Lakes       | Labussee   | LAB     | 53.21    | 12.90     | 2.58       | 7.00             | 0.22                   | 2.90                       |
| Deep Müritz-Havel Lakes       | Großer Priepertsee | PRI | 53.22    | 13.03     | 1.05       | 10.80            | 0.16                   | 3.20                       |
| Deep Müritz-Havel Lakes       | Röblinsee  | ROB     | 53.18    | 13.12     | 0.87       | 3.70             | 7.00                   | 3.40                       |
| Deep Müritz-Havel Lakes       | Stolpsee   | STO     | 53.17    | 13.21     | 3.71       | 6.64             | 3.00                   | 2.35                       |
| Deep Müritz-Havel Lakes       | Vilzsee    | VIL     | 53.21    | 12.84     | 2.00       | 7.90             | 0.22                   | 3.20                       |
| Deep Müritz-Havel Lakes       | Ziermsee   | ZIE     | 53.20    | 13.07     | 1.12       | 6.00             | 0.05                   | 2.80                       |
| Deep Müritz-Havel Lakes       | Ziermsee   | ZOT     | 53.24    | 12.81     | 1.49       | 6.70             | 0.15                   | 3.30                       |
| Shallow Havel Lakes           | Großer Labussee | GLA | 53.31    | 12.95     | 3.35       | 4.10             | 0.55                   | 2.80                       |
| Shallow Havel Lakes           | Useriner See | USE | 53.33    | 12.97     | 3.76       | 4.63             | 0.72                   | 2.80                       |
| Shallow Havel Lakes           | Woblitzsee | WOB    | 53.28    | 12.98     | 5.04       | 3.93             | 0.34                   | 3.30                       |
| Shallow Havel Lakes           | Zierker See | ZIS    | 53.36    | 13.04     | 3.50       | 1.62             | 1.12                   | 3.70                       |
| Individual                    | Stechlinsee | STE    | 53.15    | 13.03     | 4.52       | 23.00            | 65.00                  | 1.70                       |
| Individual                    | Großer Lychensee | GLY | 53.20    | 13.28     | 2.94       | 7.20             | 3.00                   | 3.20                       |
| Deep Feldberg Lakes           | Breiter Luzin | BLU   | 53.36    | 13.46     | 3.37       | 22.80            | 16.25                  | 1.90                       |
| Deep Feldberg Lakes           | Feldberger Haussee | FEH | 53.35    | 13.44     | 1.32       | 5.83             | 3.05                   | 2.10                       |
| Deep Feldberg Lakes           | Schmaler Luzin | SLU  | 53.32    | 13.43     | 1.46       | 14.49            | 3.35                   | 1.40                       |
In this study, we collected data from 19 lakes, which we divided into four groups: Deep Müritz-Havel Lakes (from West to East, Zotzensee, Vilzsee, Labussee, Kleiner Pälitzsee, Großer Pälitzsee, Ellbogensee, Großer Priepertsee, Ziernsee, Röblinsee and Stolpsee), Shallow Havel Lakes (from North to South, Zierker See, Useriner See, Großer Labussee and Woblitzsee, although the Zierker See is not exactly located at the Upper Havel River path), individual lakes (Großer Lychensee and Stechlinsee) and the Deep Feldberg Lakes (from West to East, Schmaler Luzin, Feldberger Haussee, and Breiter Luzin), as shown in Figure 1.

The Shallow Havel Lakes are connected to each other via the Upper Havel river system flowing southward and finally merge with the Deep Müritz-Havel Lakes at the northern end of Ellbogensee. Großer Lychensee is also connected to the Deep Müritz-Havel Lakes via Stolpsee and the River Woblitz. The Deep Feldberg Lakes are connected to each other, but without any further river connection to other lakes, and Lake Stechlin is fully disconnected from the other study lakes. All these lakes have been previously classified using the trophic index (classification system designed to rate water bodies based on the amount of biological productivity) of the German working group on water issues (LAWA) [32] giving index values between 1.4 and 3.7, which correspond to the range of oligotrophic to hypereutrophic waters (Table 1). The Deep Müritz-Havel Lakes are more connected among them, followed by the Shallow Havel Lakes, and lastly the individual lakes (Großer Lychensee and Stechlinsee) and the Deep Feldberg Lakes.

2.2. In Situ Data Set

All in situ data were collected during six field campaigns conducted between June and October 2019. Unfortunately, only the campaign conducted on 26 July 2019 had cloud-free sky and coincided with a Sentinel-2A/MSI passage over the area of interest. The Sentinel-2A/MSI Level-1 image (Scene ID: GS2A_20190726T102031_021369_N02.08) was downloaded from Copernicus Open Access Hub (scihub.copernicus.eu). We collected the water samples from 1 m depth and above water radiometric data at the previously installed buoys as part of the CONNECT Project (see Figure 1, buoy coordinates according to Table 1). On 26 July 2019, we used the opportunity of clear sky and the passage of a Sentinel-2A/MSI to conduct an extra campaign with several sampling points per lake on a subset of the study lakes, namely, the lakes Ellbogensee, Großer Priepertsee, Labussee, Vilzsee, Ziernsee and Zotzensee. In this campaign, we retrieved a total of 32 sampling points collected in areas without bottom reflectance and far from the shoreline of these lakes. The location of the individual sampling points for this field campaign can be found in Ogashawara et al. [34]. The total in situ data set used in this study encompasses 97 samples of radiometric and limnological measurements.

2.2.1. Remote Sensing Reflectance

Radiometric data were collected to calculate the proximal hyperspectral $R_{rs}$ directly at the water surface using two spectroradiometers: the Analytical Spectral Devices FieldSpec Pro (Analytik Ltd., Cambridge, UK) and the JETI Specbos 1211 UV (JETI-Jena Technische Instrumente GmbH, Jena, Germany). The FieldSpec Pro has a field of view of 8° and a measurement range from 350 to 2500 nm with an optical resolution of 1 nm in the visible range. The Specbos 1211 UV has a field of view of 1.8° and a measurement range from 230 to 1000 nm, with an optical resolution of 4.5 nm. Data acquisition and $R_{rs}$ calculation was based on the viewing angles and equations proposed by Mobley [35]. For the irradiance reference, we used a diffuse reflectance target with 20% reflectivity (Zenith lite, SG3145, SphereOptics GmbH, Herrsching, Germany) described in Ogashawara et al. [34]. The proximal $R_{rs}$ spectra was used for the computation of bio-optical algorithms as well as to simulate Sentinel-2/MSI image based on the MSI’s spectral response function.
2.2.2. Chl-$a$ Concentration

Water samples were taken from 1 m depth using a Limnos Water Sampler (Limnos, Komorów, Poland) and quantified using high-performance liquid chromatography (HPLC) in the laboratory. Extraction of chl-$a$ was modified from Wright and Jeffrey [36] and Shatwell et al. [37]. Briefly, from each water sample, 200 to 500 mL were filtered under dimmed light conditions in the lab onto glass fiber filters (GF-75, 25 mm, Advantec MFS, Japan); the filters were frozen and stored at $-80^\circ\text{C}$ for up to 6 months. Prior to extraction, filters were freeze-dried and kept at $-20^\circ\text{C}$ for a few days or weeks. Phytoplankton pigments on the filter were then extracted in 1 mL of precooled N,N-dimethylformamide. One spatula of glass beads (0.75–1 mm, Retsch, Hann, Germany) was added and extraction was carried out by shaking the samples for 2 h at 800 rpm and 4 $^\circ\text{C}$ in the dark. Samples were centrifuged and supernatants were then analyzed using an HPLC system (Infinity II 1260, Agilent Technologies, Santa Clara, CA, USA) coupled to a diode array detector (Infinity II 1260 Diode Array Detector HS, Agilent Technologies, USA) using an EC-C18 column (Poroshell 120, 3.0 $\times$ 150 mm, 2.7 $\mu\text{m}$, Agilent Technologies, USA). The HPLC method was modified from Barlow et al. [38] as follows: Samples were mixed with 1 M ammonium acetate 1:1 ($v$:$v$) in the injection loop. The flow was set to 0.65 mL min$^{-1}$ and eluent composition was set at 50% eluent A (70% MeOH, 30% 0.5 M ammonium acetate in ultrapure water) and 50% eluent B (100% MeOH); the ratio was changed to 15% A and 85% B in a linear gradient within 14 min. Eluent B was then changed to 100% within one minute and held for 11 min at an increased flow rate of 1 mL min$^{-1}$. To recondition the column, eluent composition was changed back to 50% A and 50% B and held for 2 min at a flow rate of 0.65 mL min$^{-1}$. Chl-$a$ was detected by absorbance at 665 nm using a diode array detector (Infinity II 1260 Diode Array Detector HS, Agilent Technologies, USA) and quantified by peak area after calibration with an external Chl-$a$ standard (Sigma Aldrich/Merck, Darmstadt, Germany). Chl-$a$ concentrations were used to assess the performance of the bio-optical algorithms.

2.3. Bio-Optical Models for Chl-$a$

Previous research on bio-optical modeling of chl-$a$ evaluated the performance of the most common bio-optical algorithms for the estimation of chl-$a$ concentrations from Sentinel-2/MSI imagery spectral bands [39–42]. In this study, we are comparing the same bio-optical algorithms evaluated in these previous comparisons [39–42] since they are the most common algorithms for inland waters; therefore, we excluded ocean color algorithms. The selected algorithms are listed in Table 2 and are known as the two bands algorithm (2BDA) [13], the semianalytical algorithm (GO08) [12], the three bands algorithm (3BDA) [13], the modified three bands algorithm (YA10) [43] and the normalized difference chlorophyll index (NDCI) [14]. These bio-optical algorithms were originally developed for different sensors; therefore, spectral bands were adapted to the MSI spectral bands. For hyperspectral measurements, we used the same bands as MSI. Table 2 shows the algorithm formulations based on the spectral bands of Sentinel-2/MSI.

These bio-optical algorithms for chl-$a$ estimation, adapted to the spectral bands and resolution of Sentinel-2/MSI, have previously been calibrated at different study sites considering a wide range of chl-$a$ concentrations. For 2BDA, we used calibrations such as M09A [7], G10A [44], G11A [39], A14A [40] and B16A [41]. For the GO08, we used the calibration from GO08 [11]. For 3BDA, we used calibrations such as M09B [7], G10B [44], G11B [39], A14B [40] and B16B [41]. For the NDCI, we used calibrations such as M12A and M12B [14], A14C [40] and B16C [41]. Finally, for the YA10, we used its own calibration YA10. Table 3 summarizes the calibrations used in our study.
The following atmospheric correction routines were applied to the Sentinel-2/MSI Level 1 image: (1) ACOLITE [45–47], (2) the C2RCC, (3) the Case-2 Extreme Cases (C2X) [48–50], (4) image correction for atmospheric effects (iCOR) [51], (5) modified atmospheric correction for inland waters (MAIN) [52] and (6) Sentinel-2 Correction (Sen2Cor) [53]. The Sentinel-2/MSI Level 1 image was first resampled from 20 to 10 m spatial resolution using a scientific image processing toolbox called the Sentinel Application Platform (SNAP v 7.0) developed by Brockmann Consult (Hamburg, Germany), Array Systems Computing (Toronto, Ontario, Canada) and C-S (Paris, France). The selection of these atmospheric corrections was based on the routines that were developed for inland waters (ACOLITE, C2RCC, C2X, iCOR and MAIN) and the standard routine for Sentinel-2 imagery (Sen2Cor). Four of these six atmospheric correction routines were recently evaluated for a Landsat 8/Operational Land Imager (OLI) image over our study site and some showed good performances for the OLI image [34].
ACOLITE is an atmospheric correction routine that uses the dark spectrum fitting approach by default, but can be configured to use the exponential extrapolation approach [45–47]. Here, we applied the ACOLITE version Python 20,210,114 routine using the default. C2RCC and C2X rely on a database of radiative transfer simulations of water-leaving radiance and related top-of-atmosphere (TOA) radiances via neural networks. The in-water modeling uses the Hydrolight radiative transfer model (Sequoia, Belevue, WA, USA) and the atmospheric radiative transfer is based on the successive-order-of-scattering (SOS) model [54] with aerosol properties derived from AErosol RObotic NETwork (AERONET) measurements [50]. C2RCC is used for typical ranges of inherent optical properties (IOPs) while C2X is commonly used for extreme ranges of IOPs [48–50].

iCOR v 2.0 is an atmospheric correction routine based on MODTRAN 5, requiring information about the solar and viewing angles (Sun Zenith Angle, View Zenith Angle and Relative Azimuth Angle) and a digital elevation model [51]. For the calculation of $R_{rs}$, the iCOR product was divided by $\pi$. MAIN is an atmospheric correction method implemented on Google Earth Engine by Page et al. [52] and Sen2Cor v. 2.8 is based on scene classification and look-up tables from a radiative transfer model and the surface reflectance was divided by $\pi$ for an approximate estimation of $R_{rs}$ [53]. The images were processed according to the default processing parameters and a spatial resolution of 60 m for the comparison among different routines since iCOR and Sen2Cor only process all spectral bands at this resolution.

The best atmospheric correction was used for the extraction of $R_{rs}$ (single pixel over the sampling location) from the Sentinel-2/MSI image. The extracted $R_{rs}$ values were used for the computation of chl-a bio-optical algorithms (see Section 2.3) which were compared to the measurements of chl-a concentration (as described in the next Section 2.5).

### 2.5. Performance Evaluation

To evaluate the performance of the atmospheric correction routines (see Section 2.4) for the Sentinel-2A/MSI image, the $R_{rs}$ values of each Sentinel-2/MSI spectral band from each pixel corresponding to a ground sample were plotted against the in situ proximal hyperspectral $R_{rs}$ spectrum (obtained with the spectroradiometers at 1 nm interval). This allowed to evaluate the retrieval of spectral features by the atmospheric correction routines. Additionally, standard statistical metrics were used to evaluate the performance of atmospheric correction routines. Similarly, to evaluate the bio-optical algorithms for the estimation of chl-a concentration (Tables 3 and 4), standard statistical metrics were used to evaluate their performance using HPLC-based chl-a concentration from water samples.

Brewin et al. [55] and Neil et al. [42] combined error metrics in a quantitative scoring system to rank bio-optical algorithms according to their performance relative to average error statistics. The use of a scoring system was proven to be appropriate for highlighting the algorithms with an underperformance. We assigned scoring points based on the standard deviation distance from 0. For the bias, mean absolute error (MAE), mean square error (MSE) and root mean square error (RMSE), two scoring points were awarded where an algorithm’s error statistics was shown to be within one standard deviation from 0; one scoring point was awarded where an algorithm’s error statistics was between 1 and 2 standard deviations from 0 and no scoring point was awarded where an algorithm’s error statistics was higher than 2 standard deviations from 0. For the coefficient of determination ($R^2$) the same rule for scoring points distribution was applied, however, instead of measuring the distance from zero, we measured the distance from 1. The total number of scoring points was then summed up for each algorithm and the performance rank was allocated based on the total point score. The maximum possible score was 10. Table 4 presents the statistical metrics and rules used to evaluate the performance of each algorithm.

For the evaluation of the bio-optical models the same statistical metrics were calculated for the modeled and measured chl-a concentration.
Table 4. List of statistical metrics.

| Metric | Formula $^{1,2,3}$ | Score $^4$ |
|--------|---------------------|------------|
| $R^2$  | $R^2 = 1 - \frac{\sum (X_{obs} - X_{mod})^2}{\sum (X_{obs} - X_{msr})^2}$ | 0 point: $>\pm 2 \sigma$ from 1 |
| bias   | $bias = \frac{1}{N} \sum_{i=1}^{N} (X_{mod} - X_{obs})$ | 1 point: $\pm 2 \sigma$ from 1 |
| MAE    | $MAE = \frac{1}{N} \sum_{i=1}^{N} |X_{mod} - X_{obs}|$ | 2 points: $\pm 1 \sigma$ from 1 |
| MSE    | $MSE = \frac{1}{N} \sum_{i=1}^{N} (X_{mod} - X_{obs})^2$ | Per metric: |
| RMSE   | $RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (X_{mod} - X_{obs})^2}$ | 0 point: $>\pm 2 \sigma$ from 0 |

$^1 X_{obs}$ is the observed value in lab or in situ ($R_{rs}$, chl-a concentration); $^2 X_{msr}$ is the mean of all observed values in lab or in situ ($R_{rs}$, chl-a concentration); $^3 X_{mod}$ is the modeled value ($R_{rs}$, chl-a concentration); $^4$ final score is the sum of all scores from each of the 5 metrics (10 points maximum).

An overview of the methodological procedure in this study is presented in Figure 2. The in situ data ($R_{rs}$ and chl-a concentration) are used to ground truth the respective image based estimations. The in situ $R_{rs}$ (proximal hyperspectral measurements just above the water surface) was also used for the computation of bio-optical algorithms for the estimation of chl-a concentration based on the hyperspectral signal and based on the simulated Sentinel-2 spectral bands. A Level 1C image was used to evaluate different atmospheric correction routines and the best routine was taken for the computation of the bio-optical algorithms used in this comparison. With this comparison we were able to access the best bio-optical algorithm for our study site.

![Figure 2. Flowchart of the main steps in this study.](image-url)
3. Results

Figure 3 presents a detailed overview of the atmospheric correction routines and chl-a bio-optical algorithm assessments. All atmospheric correction routines are listed in Figure 3, however, for the bio-optical algorithms only the algorithms listed in Table 2 are presented. While the 2BDA, the 3BDA and the NDCI were used with several calibrations (Table 3) we did not include the calibrations within Figure 3. Section 3.1 covers the assessment of the atmospheric correction routines while Sections 3.2 and 3.3 cover the assessment of chl-a bio-optical algorithms.

![Figure 3](https://example.com/figure3.png)

**Figure 3.** A detailed flowchart of the assessments in this study.

### 3.1. Atmospheric Correction Routine Comparison

To use the Sentinel-2 image with in situ match-up data, six atmospheric correction routines were applied for the retrieval of $R_{rs}$. For the comparison of different atmospheric correction routines, were $R^2$ and RMSE values for the estimation of each spectral band (Table 5). The lowest RMSE (0.001) for band 1 was scored by ACOLITE, C2RCC and C2X. For band 2, the lowest RMSE (0.002) was scored by ACOLITE and C2RCC, while for band 3, only C2RCC scored a RMSE of 0.008. The lowest RMSE for band 4 (0.003) was scored by C2RCC and C2X, while for band 5, only C2RCC scored a RMSE of 0.002. Surprisingly, for band 6, the lowest RMSE (0.002) was scored by C2X and Sen2Cor. iCOR and MAIN did not score the lowest RMSE for any of the spectral bands. Nevertheless, the lowest RMSE did not correspond to the highest $R^2$; for example, there was no correlation between Sen2Cor band 6 (740 nm) and the in situ measured $R_{rs}$ ($R^2 = 0$); and the RMSE was one of the lowest for this spectral band (RMSE = 0.002).

For a better assessment of the performance of the atmospheric correction routines, scatter plots between the in situ measured $R_{rs}$ values and the image-estimated $R_{rs}$ values were evaluated (Figure 4). For band 1 (443 nm) and band 2 (490 nm), ACOLITE achieved the best results close to the 1:1 line, followed by the C2X and C2RCC (Figure 4A,B). For band 3, centered at 560 nm (Figure 4C), ACOLITE, iCOR and Sen2Cor achieved good performance; C2X and C2RCC showed a small underestimation of the $R_{rs}$ and MAIN an overestimation. For band 4 (665 nm), C2X and C2RCC achieved results better than the other atmospheric correction routines being close to the 1:1 line while others were...
overestimating it (Figure 4D). For the NIR, C2RCC had the best performance followed by C2X, which had some overestimation for the higher values (Figure 4E). Finally, for the band centered at 740 nm, none of the atmospheric correction routines showed a good performance (Figure 4F). Nevertheless, the C2RCC and C2X had the lowest values of $R_s$ at 740 nm. Considering that most of the algorithms for chl-a retrieval use band 4, band 5 and band 6, C2X was chosen to be the most suitable atmospheric correction routine, especially because it was able to capture the peak around 705 nm for more productive lakes (Figure A1 in the Appendix A).

Table 5. Statistical metrics ($R^2$, RMSE) for six different atmospheric correction routines for Sentinel-2/MSI image (ACOLITE, C2RCC, C2X, iCOR, MAIN and Sen2Cor). Shaded areas indicate the lowest values of RMSE.

| Spectral Band Center | ACOLITE | C2RCC | C2X | iCOR | MAIN | Sen2Cor |
|----------------------|---------|-------|-----|------|------|---------|
|                      | $R^2$   | RMSE  | $R^2$ | RMSE | $R^2$ | RMSE | $R^2$ | RMSE | $R^2$ | RMSE | $R^2$ | RMSE |
| 443 nm               | 0.79    | 0.001 | 0.41 | 0.001 | 0.61 | 0.001 | 0.72 | 0.004 | 0.49 | 0.007 | 0.64 | 0.003 |
| 490 nm               | 0.90    | 0.002 | 0.70 | 0.002 | 0.76 | 0.003 | 0.87 | 0.006 | 0.81 | 0.012 | 0.87 | 0.005 |
| 560 nm               | 0.97    | 0.012 | 0.95 | 0.008 | 0.89 | 0.011 | 0.97 | 0.014 | 0.95 | 0.024 | 0.96 | 0.014 |
| 665 nm               | 0.91    | 0.004 | 0.93 | 0.003 | 0.94 | 0.003 | 0.91 | 0.005 | 0.95 | 0.011 | 0.95 | 0.005 |
| 705 nm               | 0.93    | 0.004 | 0.95 | 0.002 | 0.97 | 0.004 | 0.94 | 0.005 | 0.97 | 0.010 | 0.95 | 0.005 |
| 740 nm               | 0.21    | 0.003 | 0.14 | 0.003 | 0.19 | 0.002 | 0.09 | 0.004 | 0.06 | 0.008 | 0.00 | 0.002 |

Figure 4. Cont.
3.2. Comparison of Chl-a Concentration Estimations for the Entire Data Set

The corresponding performance scores for bio-optical algorithms to retrieve chl-a concentration from proximal hyperspectral data for all lakes and locations (n = 97) showed that 2BDA and NDCI were the best-performing algorithms (Figure 5). For the 2BDA, three calibrations obtained a score of 8 points: G11A, A14A and B16A, while for the NDCI, the A14C calibration was the only one to achieve 8 points. Low performances were found for the 3BDA, which got low scores for all calibrations similarly to the YA10 algorithm. For individual statistical metrics (Table A1 in Appendix A), the NDCI using A14C and B16C calibrations achieved the highest $R^2$ value ($R^2 = 0.479$), while 2BDA with B16A calibration achieved the best performance for the bias, MAE, MSE and RMSE ($-0.664$, $10.196$, $287.804$ and $16.965$, respectively). The chl-a concentration measured via HPLC for the entire data set varied from 1.77 to 75.24 mg/m$^3$ and for this range algorithms based on the red and near infrared bands outperformed other algorithms. However, the overall performance of algorithms was not satisfactory since less than half of the data could be accurately retrieved (Table A1 in Appendix A).

For the simulated Sentinel-2/MSI data set, the performances of chl-a bio-optical algorithms were similar to the hyperspectral data. In addition to the 2BDA and NDCI algorithms, the GO08 (which is based on red and NIR bands) also achieved a score of 8. The main difference between hyperspectral and simulated Sentinel-2/MSI data was the better performance of the simulated data, especially for the 3BDA. This could be related to the use of the 740 nm spectral band in the 3BDA computation, which was used to correct for water absorption. Therefore, the $R_s$ value of in situ hyperspectral data at this wavelength was low and, since the simulated spectra use a larger band width, the spectral response function of this specific spectral band ended up adding more information. Nevertheless, the statistical estimators (Table A2 in Appendix A) were similar to the lowest RMSE (16.73 mg/m$^3$) being achieved by the 2BDA and A14A combination. Overall, the performance of the simulated Sentinel-2/MSI was similar to the ones using hyperspectral data, where the best algorithm was the 2BDA with the A14A calibration, but the overall performance was still poor.

For the Sentinel-2/MSI image, we obtained 32 matching samples which were collected from one lake group, the Müritz-Havel Lakes (Figure 1 and Section 2.2). The highest scores of 9 points were obtained by the 2BDA using M09A, G11A, A14A, and B16A calibrations and by the 3BDA using the M09B, G11B and B16B calibrations. Statistical metrics (Table A3...
in Appendix A) showed that the lowest RMSE was 5.20 mg/m³ estimated via 3BDA using G11B calibration, followed by the 2BDA using A14A (5.70 mg/m³) and G11A (6.50 mg/m³) calibrations. Similarly, to the simulated Sentinel-2/MSI image, the use of satellite imagery seems to improve the performance of the 3BDA algorithm. In the satellite image this overperformance of the 3BDA can be related to the atmospheric correction procedure which overestimates the \( R_{rs} \) value for the 740 nm spectral band (Figure 4). Therefore, the low RMSE is then based on the wrong retrieval of \( R_{rs} \), which is not appropriate for a universal use of the algorithm. Consequently, the use of the 2BDA with the A14A calibration is more appropriate.

![Score Comparison Chart](image)

**Figure 5.** Calculated scores for different chl-a bio-optical algorithms and calibrations using proximal hyperspectral data for 19 lakes \((n = 97)\), simulated Sentinel-2/MSI for 19 lakes \((n = 97)\) and the Sentinel-2/MSI image for Havel Lakes \((n = 32)\).

### 3.3. Comparison of Chl-a Concentration Estimations for the Deep Müritz-Havel Lakes

In Section 3.2, the hyperspectral and simulated Sentinel-2/MSI signals were compared to chl-a concentration measured via HPLC from all 19 lakes, whereas the Sentinel-2/MSI image was compared to data obtained from 6 lakes belonging to the group of Deep Müritz-Havel Lakes with low retention time (or residence time, which is the water age or flushing time, Table 1). To better compare the three approaches, we related the hyperspectral and simulated Sentinel-2/MSI signals to chl-a concentration measured via HPLC from the Deep Müritz-Havel Lakes \((n = 68)\). For the hyperspectral data, the NDCI with the A14C calibration scored 10 points, being the highest among all the algorithms and data sets analyzed (Figures 5 and 6). Overall, the results for the hyperspectral data from the Deep Müritz-Havel Lakes were similar to the previous ones (Figure 5) with 2BDA and NDCI getting the highest scores; however, the lowest RMSE value for the Deep Müritz-Havel lakes was 10.97 mg/m³ (Table A4 in the Appendix A), thereby overestimating chl-a concentrations in comparison to chl-a concentration measured via HPLC ranging
from 2.97 to 74.69 mg/m³. For the simulated Sentinel-2/MSI signal for the data from the Deep Müritz-Havel lakes, scores were also similar to the previous analysis of the 19 lakes (Figure 5), however, as for the hyperspectral data the statistical estimators were better for the simulated Sentinel-2/MSI signal, with the lowest RMSE value of 8.94 mg/m³ achieved when using the 2BDA with B16A calibration. Finally, the three data sets from the Deep Müritz-Havel Lakes (hyperspectral, simulated Sentinel-2/MSI signal and Sentinel-2/MSI image) achieved the same scores for the 2BDA using A14A and B16A calibrations, showing that the 2BDA is the only algorithm that is transferable for different sensors.
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**Figure 6.** Calculated scores for different chl-a bio-optical algorithms and calibrations using proximal hyperspectral data for Deep Müritz-Havel Lakes (n = 68), simulated Sentinel-2/MSI for Deep Müritz-Havel Lakes (n = 68) and the Sentinel-2/MSI image for Deep Müritz-Havel Lakes (n = 32).

The comparison between the estimated chl-a concentration by the 2BDA/A14A algorithm and the measured chl-a concentration by the HPLC method is presented for the entire data set (Figure 7A) and for the Deep Müritz-Havel Lakes (Figure 7B). In the entire data set, it was observed that for low chl-a concentration (mainly found at the oligotrophic mesotrophic waters of Stechlinsee, Breiter Luzin and Schmaler Luzin) was responsible for erroneous estimations from the bio-optical algorithm. This was not observed for the Deep Müritz-Havel Lakes data set (composed mainly of meso- to eutrophic waters). For these lakes, the relationship between estimated and measured chl-a was improved, which might be due to their higher connectivity. The oligotrophic waters from Stechlinsee (yellow rhombus) and Deep Feldberg Lakes (blue squares) are the ones that differ most from the Deep Müritz-Havel Lakes (red circles, Figure 7A). Data from the Deep Müritz-Havel Lakes have chl-a concentrations varying from 2.97 to 74.69 mg/m³; therefore, having different trophic states—oligotrophic, mesotrophic and eutrophic (Figure 7B). The retrieval of chl-a from remote sensing data was improved for the Deep Müritz-Havel Lakes data set, even
when different trophic states were included. This unexpected result shows that while trophic state is important for the characterization of optical water types [42], other variables could contribute for the improvement of the performance of bio-optical algorithms. In this case, besides the difference in the retention time from the Deep Müritz-Havel Lakes to the Stechlinsee and Deep Feldberg Lakes (Table 1), the land use in the catchment area is also different, with a stronger agriculture presence in the Deep Müritz-Havel Lakes, and a forest coverage for Stechlinsee and Deep Feldberg Lakes.

Figure 7. Measured HPLC chl-a concentration and 2BDA/A14A estimated chl-a concentration for: (A) the entire data set; (B) the Deep Müritz-Havel Lakes data set.

4. Discussion

4.1. Performance of Algorithms

Recently, Warren et al. [56] evaluated six atmospheric correction routines for Sentinel-2/MSI images over inland waters. In their analysis, C2RCC achieved good performance for inland waters, achieving the lowest root-mean-square deviation (RMSD). Ogashawara et al. [34] evaluated the use of ACOLITE, iCOR, C2RCC and C2X atmospheric correction routines for the Landsat 8/OLI images and noticed that ACOLITE was good for the visible range, while C2RCC and C2X performed better in the red to near-infrared spectral bands. Overall, the results presented in Section 3.1 of this study corroborates with previous studies on atmospheric corrections over inland waters. Additionally, the atmospheric correction procedure showed to be an important factor for the performance of bio-optical algorithms, especially on the algorithms that use the spectral band centered at 740 nm which is usually sign of an uncorrected adjacency effect [57]. To avoid these effects from adjacent pixels, the use of a tighter subset of the aquatic system can improve the performance of the atmospheric correction routine.

There is a strong relationship ($R^2$ of 0.96) between the image and the simulated spectra for bands 4 and 5, but a poor relationship ($R^2$ of 0.28) exists for band 6 (centered at 740 nm) (Figure 8). This emphasizes that the overperformance of some bio-optical algorithms on the Sentinel-2/MSI image is caused by the overestimation of $R_{ns}$ at 740 nm (Figure 4). This poor performance of the atmospheric correction routine for the spectral band centered at 740 nm has been observed by Warren et al. [56] who noticed the same problem for different atmospheric correction routines for inland waters. Therefore, atmospheric correction routines need to improve the retrieval of the spectral information in the near-infrared, especially for
inland waters. This highlights the need for an atmospheric correction evaluation before the 
use of any satellite imagery for bio-optical modeling studies.

It is important to note that the results on the evaluation of the atmospheric correction 
in this study are solely based on a single image. More images are needed for a complete 
evaluation of the atmospheric correction routines for Sentinel-2/MSI images under different 
atmospheric conditions. Yet, to correctly use the image over our study area, we assessed 
the best atmospheric correction for this single scene for the most appropriate application of 
chl-a bio-optical algorithms.

![Figure 8. Relationship between $R_{rs}$ values from spectral bands 4, 5 and 6 for the simulated MSI bands and Sentinel-2/MSI image after atmospheric correction with C2X.](image)

The results presented in Sections 3.2 and 3.3 showed that for chl-a retrieval, bio-optical 
algorithm using the combination of red and near-infrared spectral bands achieved the 
best performances. This finding agrees with Gurlin et al. [39], who also used proximal 
hyperspectral data collected at 20 sand pit lakes in Nebraska in two different seasons. For 
these lakes, the simple 2BDA algorithm was able to outperform complex algorithms, 
suggesting the need to return and use the simple two-band NIR-red model. This suggestion 
was also supported by a later publication by Augusto-Silva et al. [40] who used proximal 
hyperspectral data from 40 sampling points in a tropic hydroelectric reservoir in Brazil to 
evaluate various bio-optical algorithms for chl-a estimation in different seasons. For these 
mesotrophic waters, the 2BDA algorithm out-competed other bio-optical algorithms when 
using proximal hyperspectral data. Beck et al. [41] showed that both 2BDA and NDCI had 
good performances for a synthetic Sentinel-2/MSI image derived from a hyperspectral 
airborne image. Neil et al. [42] compiled a big data set containing 2807 proximal hyperspectral 
data sets from 185 aquatic systems worldwide. In this large and unique data set, the 
authors compared 48 combinations of bio-algorithms using different calibrations and ended 
up with three bio-optical algorithms which should be used for (1) oligotrophic waters, 
(2) meso-to-eutrophic waters and (3) for hypereutrophic waters. For the meso-to-eutrophic 
waters, authors suggested the use of the 2BDA algorithm with G11A calibration which was 
similar to the findings in this study; however, here, A14A calibration was the best, and this 
was not evaluated by the authors. Additionally, Neil et al. [42] also suggested that 2BDA 
should be the algorithm to be used when there is no information about the trophic state of 
the lake. The performance of 2BDA was also supported by Soomets et al. [58], who showed
that 2BDA had the best performance for the entire data set from different Estonian and Latvian lakes. All these studies and the results presented in Sections 3.2 and 3.3 suggest that the use of formulations, which provide a unitless product like the 2BDA and NDCI algorithms, reduce the uncertainties in the estimation of chl-a concentration by excluding the seasonal solar azimuth differences and atmospheric contributions.

4.2. Bio-Optical Algorithms Transferability to Different Sensors

For the estimation of chl-a concentrations, the three best combinations of bio-optical algorithms and calibrations for hyperspectral data, based on the scores (Figure 5) and statistical metrics (Table A1 in the Appendix A) for all 19 lakes were: (1) 2BDA/B16A; (2) 2BDA/A14A; and (3) NDCI/A16C, respectively. For the simulated Sentinel-2/MSI signal (Table A2 in the Appendix A), the three best algorithms and calibrations were: (1) 2BDA/A14A, (2) 2BDA/B16A; and (3) NDCI/A16C, respectively. Consideration of all lakes sampled (Figure 1) indicates that the 2BDA represents the algorithm that is most consistent for the estimation of chl-a concentration.

When considering only the Deep Müritz-Havel lakes (meso- to eutrophic waters), the best three algorithms were the same for the hyperspectral data (Tables 6 and A4 in the Appendix A) and for the simulated Sentinel-2/MSI signal (Table A5 in the Appendix A): (1) 2BDA/B16A, (2) 2BDA/A14A and (3) NDCI/A16C, respectively. For the Sentinel-2/MSI image, the best bio-optical algorithms for chl-a concentration were: (1) 3BDA/G11B, (2) 2BDA/A14A and (3) 2BDA/G11A. However, since the 3BDA uses band 6, which was clearly affected by the atmospheric correction, the performance of this algorithm is biased. Thus, considering these three data sets, 2BDA/A14A was the only tested bio-optical algorithm that can be used for all data sets with a good performance, since 2BDA/B16A did not perform well for the Sentinel-2/MSI image.

While most studies comparing bio-optical algorithms evaluate their accuracy based on estimation errors of water quality parameters [39–42], in this study, not only error metrics were used for quality assessment of each bio-optical algorithm. We also added a new perspective for algorithm evaluation, i.e., its capability to be transferred to different sensors. Thus, we suggest that for a high versatility, a bio-optical algorithm should not only be accurate but also transferable to other sensors, and the combination of both should be routinely considered in future performance evaluations.

Table 6. Summary of the metrics of the best algorithm per sensor and data set used in this study.

| Sensor                          | Algorithm/Calibration | $R^2$ | RMSE  | $p$-Values |
|---------------------------------|-----------------------|-------|-------|------------|
| Hyperspectral (19 lakes)        | 2BDA/B16A             | 0.42  | 16.96 | <0.001     |
| Simulates MSI (19 lakes)        | 2BDA/A16A             | 0.40  | 16.73 | <0.001     |
| Hyperspectral (10 lakes)        | 2BDA/B16A             | 0.69  | 10.97 | <0.001     |
| Simulates MSI (10 lakes)        | 2BDA/B16A             | 0.63  | 8.93  | <0.001     |
| MSI (6 lakes)                   | 2BDA/A14A             | 0.93  | 5.71  | <0.001     |

4.3. Chl-a Retrieval from the Sentinel-2/MSI Image and Spatial Patterns

2BDA/A14A was applied to the Sentinel-2/MSI image for the pixels, which exclusively contain water (Figure 9). The final product provides the spatial distribution of chl-a concentration for some of the Müritz-Havel Lakes, including the six lakes for which we have collected both in situ water samples for chl-a measurements and hyperspectral data. A gradient of chl-a concentration can be observed from ZOT over VIL to LAB (Figure 9C) where concentrations were highest in ZOT and decreased toward LAB along the flow
direction of the Müritz-Havel river system. Additionally, VIL showed a gradient within the lake, with low chl-a concentrations in the western part of the lake, where it connects to the oligotrophic Schwarzer See and high chl-a concentrations in the northern area, where it connects to ZOT. Another heterogeneous spatial pattern was observed among ELL, PRI and ZIE (Figure 9B), where ELL and ZIE along the Upper Havel river system showed low chl-a concentrations, while PRI showed significantly higher chl-a concentrations. In the region where ELL is connected to PRI (Figure 9B), we observed increased chl-a concentration indicating that chl-a-rich water from PRI was entering into the less chl-a-rich ELL.

![Image of lake connections and concentrations]

**Figure 9.** Estimated chl-a concentrations from Sentinel-2/MSI image acquired on 26.07.2019 using the 2BDA bio-optical algorithm with the A14A calibration. Color indicates the estimated chl-a concentration while circles indicate the measured chl-a concentration. (A) Deep Müritz-Havel Lakes; (B) Zoom view of Großer Priepertsee (PRI) and Ellbogensee (ELL) connection; (C) Zoom view of Zotzensee (ZOT), Vilzsee (VIL) and Labussee (LAB).

Our results (Figures 6 and 8, Tables A1–A5 in the Appendix A) demonstrate that remote sensing measurements can retrieve chl-a with low errors in lakes. Based on the in situ HPLC measurements of chl-a, the selected bio-optical algorithm was applied to the satellite imagery and was able to retrieve chl-a concentrations with a bias as low as $-0.03 \text{mg/m}^3$ (see Table 4 for the details on statistical metrics). The retrieved chl-a concentrations were consistent with the trophy of the studied lakes as indicated by the trophic index from LAWA (Table 1) which shows that ZOT, VIL and PRI have higher index values than LAB, ELL and ZIE.
Our study of river-connected lakes adds new insights on how remote sensing data, obtained with medium resolution spaceborne sensors, can be used to successfully monitor water quality parameters and to acquire spatial patterns between and within lakes. To better understand the environmental dynamics of lake systems the information about the spatial heterogeneity within and between lakes can, for example, be used to improve water sampling strategies by selecting representative areas and appropriate timing for in situ sampling. While the use of satellite data cannot replace in situ monitoring programs, the use of remote sensing data for lake monitoring would rather complement traditional data by providing a new dimension of spatial and temporal data acquisition and resolution [59]. Although the use of remote sensing data is limited by cloud cover, with MSI being present on both Sentinel-2A and Sentinel-2B, the temporal resolution is duplicated and could, in principle, acquire 100 images per year in our study area. Even if cloud cover affects half of the images, the use of satellite data could still increase the number of observations by a factor of 4 in comparison to traditional monitoring programs that typically collect data monthly or mostly less frequently. Additionally, the spatial distribution of chl-\(a\) can assist the planning of field campaigns and implementation of early warning systems for algal bloom developments. Future constellations of nanosatellites equipped with Earth Observation sensors capable of monitoring in water chl-\(a\) can improve the temporal acquisition of images and become important tools to complement novel lake management strategies.

5. Conclusions

We evaluated several algorithms for the estimation of chl-\(a\) concentration in river-connected lakes using hyperspectral, simulated Sentinel-2/MSI signal and a single Sentinel-2/MSI image. We used chl-\(a\) concentrations measured via HPLC from 19 lakes in North-East Germany collected from June to October 2019. Unfortunately, due to cloud cover, only one Sentinel-2/MSI image acquired on 26 July 2019 matched up with in situ radiometric and chl-\(a\) concentration data. Therefore, the evaluation of the atmospheric correction routines is limited to only one atmospheric condition. For the estimation of chl-\(a\) concentrations, red and near infrared algorithms such as 2BDA and NDCI were the best performing algorithms for the hyperspectral and simulated Sentinel-2/MSI signals (Figures 5 and 6, Tables A1, A2, A4 and A5). For the satellite image, although the 3BDA showed the best performance (Figures 5 and 6 and Table A3), this result is erroneous since it uses a spectral band which showed poor performance of the atmospheric correction procedure (Figures 4 and 8). Therefore, the best performing algorithm for the Sentinel-2/MSI image was the 2BDA which showed solid performance when applied to different sensors and data sets. While there are several studies using in situ hyperspectral \(R_s\) data to simulate Sentinel-2 spectral bands, we highlight here the need of more studies using satellite images for calibration of algorithms. Thus, another limitation of this study was the use of calibrations which were derived from hyperspectral data instead of the Sentinel-2 images.

For the atmospheric correction of the Sentinel-2/MSI image, we evaluated the use of ACOLITE, C2RCC, C2X, iCOR, MAIN and Sen2Cor routines and compared them to in situ hyperspectral \(R_s\) data. Based on statistical metrics, scatterplots (Figure 4) and the retrieval of the spectral shape (Figure A1) we selected C2X as the best performing atmospheric correction routine for our study site. The C2X routine was able to retrieve similar spectral shapes and the magnitude of in-situ \(R_s\) spectra, especially for bands 4, 5 and 6 which are commonly used for chl-\(a\) algorithms. However, due to the limited match ups with satellite imagery, future studies should focus on a comparison of atmospheric correction routines under different atmospheric conditions (not only in a clear sky day) for aquatic systems with different trophic states and located in different latitudes. Additionally, based on the underperformance from all atmospheric correction routines for band 6 (740 nm) future studies should focus on the improvement of the retrieval of \(R_s\) in the near-infrared—which is usually affected by adjacency effects.
Finally, the spatial assessment of the results unraveled high spatial heterogeneity in chl-\(a\) concentrations within lakes and gradients along a chain of river-connected lakes. These spatial heterogeneities indicate effects of connectivity among a cascade of lakes or interconnected lakes in a lake-river system, which can be explained by a gradient in biogeochemical variability and highlight the influence of a neighboring lake of higher or lower trophic state. These observations are important not only to understand the environmental dynamics of river-connected lakes, but also for the management of inland water systems. Thus, the remote sensing technology has the potential to complement and streamline existing monitoring programs by increasing temporal and spatial resolution for pattern detection to help understanding the dynamics of highly abundant small-sized aquatic systems.
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**Appendix A**

In this appendix we present the statistical metrics used for chl-\(a\) estimations from hyperspectral data (Table A1) and simulated Sentinel-2/MSI signal (Table A2) for all lakes; statistical metrics for Sentinel-2/MSI image (Table A3) for six of the Havel-Müritz Lakes, as well as the statistical metrics used for chl-\(a\) estimations from hyperspectral data (Table A4) and simulated Sentinel-2/MSI signal (Table A5) for the Havel Lakes.
Table A1. Statistical metrics ($R^2$, bias, MAE, MSE, RMSE) for different chl-$a$ bio-optical algorithms from proximal hyperspectral in situ data from all lakes. 2BDA with G10A calibration and 3BDA with G10B calibration did not produce results. Shaded cells indicate the best values of each metric.

| Statistical Metric | 2BDA/ M09A | 2BDA/ G11A | 2BDA/ A14A | 2BDA/ B16A | 3BDA/ M09B | 3BDA/ G11B | 3BDA/ A14B | 3BDA/ B16B | NDCI/ M12A | NDCI/ M12B | NDCI/ A14C | NDCI/ B16C | YA10/ YA10 | GO08/ GO08 |
|--------------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $R^2$              | 0.42       | 0.32       | 0.42       | 0.42       | 0.001      | 0.007      | 0.001      | 0.001      | 0.14       | 0.15       | 0.48       | 0.48       | 0.47       | 0.44       |
| bias               | 13.21      | 8.55       | 6.04       | −0.66      | −6.75      | −27.70     | −21.47     | −13.44     | 10.97      | 11.38      | 8.65       | 10.27      | 43.88      | 14.17      |
| MAE                | 18.59      | 16.14      | 12.40      | 10.19      | 29.34      | 44.24      | 55.52      | 23.39      | 17.33      | 17.42      | 13.43      | 14.00      | 63.54      | 17.96      |
| MSE                | 485.53     | 483.76     | 293.55     | 287.80     | 3742.71    | 28720.80   | 21043.93   | 1227.24    | 505.51     | 516.01     | 321.31     | 508.12     | 8655.17    | 451.39     |
| RMSE               | 22.03      | 21.99      | 17.13      | 16.96      | 61.18      | 169.47     | 145.06     | 35.03      | 22.48      | 22.71      | 17.92      | 22.54      | 93.03      | 21.24      |

Table A2. Statistical metrics ($R^2$, bias, MAE, MSE, RMSE) for different chl-$a$ bio-optical algorithms from simulate Sentinel-2/MSI spectral bands from proximal hyperspectral in situ data from all lakes. 2BDA with G10A calibration and 3BDA with G10B calibration did not produce results. Shaded cells indicate the best values of each metric.

| Statistical Metric | 2BDA/ M09A | 2BDA/ G11A | 2BDA/ A14A | 2BDA/ B16A | 3BDA/ M09B | 3BDA/ G11B | 3BDA/ A14B | 3BDA/ B16B | NDCI/ M12A | NDCI/ M12B | NDCI/ A14C | NDCI/ B16C | YA10/ YA10 | GO08/ GO08 |
|--------------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $R^2$              | 0.40       | 0.32       | 0.40       | 0.40       | 0.002      | 0.002      | 0.002      | 0.24       | 0.25       | 0.46       | 0.46       | 0.38       | 0.43       |
| bias               | 10.16      | 6.42       | 3.96       | −3.46      | −1.75      | −14.51     | −8.97      | −11.31     | 12.19      | 6.49       | 4.65       | 48.81      | 11.93      |
| MAE                | 15.56      | 13.87      | 11.73      | 10.88      | 22.97      | 30.48      | 36.23      | 21.47      | 16.10      | 16.27      | 12.69      | 13.14      | 72.24      | 15.60      |
| MSE                | 392.05     | 403.57     | 279.96     | 287.20     | 2304.78    | 12981.36   | 11894.81   | 924.42     | 474.60     | 482.69     | 310.44     | 335.84     | 11712.69   | 394.83     |
| RMSE               | 19.80      | 20.09      | 16.73      | 16.95      | 48.01      | 113.93     | 109.06     | 30.40      | 21.78      | 21.97      | 17.62      | 18.33      | 108.22     | 19.87      |

Table A3. Statistical metrics ($R^2$, bias, MAE, MSE, RMSE) for different chl-$a$ bio-optical algorithms from Sentinel-2 / MSI image for Müritz-Havel Lakes. 3BDA with G10B calibration and GO08 with GO08 calibration did not produce results. Shaded cells indicate the best values of each metric.

| Statistical Metric | 2BDA/ M09A | 2BDA/ G11A | 2BDA/ G10A | 2BDA/ A14A | 2BDA/ B16A | 3BDA/ M09B | 3BDA/ G11B | 3BDA/ A14B | 3BDA/ B16B | NDCI/ M12A | NDCI/ M12B | NDCI/ A14C | NDCI/ B16C | YA10/ YA10 | GO08/ GO08 |
|--------------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $R^2$              | 0.93       | 0.94       | 0.93       | 0.93       | 0.93       | 0.94       | 0.93       | 0.93       | 0.72       | 0.85       | 0.90       | 0.90       | 0.87       | 0.94       |
| bias               | −7.60      | −4.60      | −4.97      | −0.03      | −3.85      | −7.29      | −2.03      | −26.00     | 8.53       | 1847.14    | 17.91      | 15.12      | −30.48     | −75.29     | 452.97     |
| MAE                | 7.82       | 4.91       | 5.20       | 3.54       | 6.55       | 7.51       | 3.13       | 26.91      | 8.98       | 1848.33    | 28.31      | 21.08      | 30.48      | 83.77      | 460.71     |
| MSE                | 91.66      | 42.63      | 56.06      | 32.62      | 65.73      | 85.52      | 27.05      | 1118.88    | 108.74     | 6214.1280  | 1205.85    | 645.09     | 1605.96    | 11403.78   | 899341.67  |
| RMSE               | 9.57       | 6.53       | 7.49       | 5.71       | 8.11       | 9.25       | 5.20       | 33.45      | 10.43      | 2492.82    | 34.73      | 25.40      | 40.07      | 106.79     | 948.34     |
Table A4. Statistical metrics ($R^2$, bias, MAE, MSE, RMSE) for different chl-a bio-optical algorithms from proximal hyperspectral in situ data from Müritz-Havel Lakes. 2BDA with G10A calibration and 3BDA with G10B calibration did not produce results. Shaded cells indicate the best values of each metric.

| Statistical Metric | 2BDA/ G10A | 2BDA/ G11A | 2BDA/ A14A | 2BDA/ B16A | 3BDA/ M09B | 3BDA/ A14B | 3BDA/ B16B | NDCI/ M12A | NDCI/ M12B | NDCI/ A14C | NDCI/ B16C | YA10/ YA10 | GO08/ GO08 |
|-------------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $R^2$             | 0.69       | 0.59       | 0.69       | 0.69       | 0.000      | 0.001      | 0.000      | 0.20       | 0.21       | 0.71       | 0.71       | 0.66       | 0.68       |
| bias              | 17.45      | 12.86      | 8.98       | 3.12       | -4.01      | -14.74     | -15.02     | -12.24     | 13.34      | 10.92      | 15.66      | 44.45      | 17.54      |
| MAE               | 18.96      | 15.29      | 10.55      | 7.04       | 25.08      | 31.05      | 44.22      | 21.04      | 16.64      | 16.84      | 11.75      | 17.85      | 53.93      | 18.39      |
| MSE               | 423.47     | 328.85     | 193.48     | 120.25     | 1777.25    | 5899.48    | 9552.48    | 741.46     | 435.94     | 447.71     | 247.49     | 456.33     | 5306.31    | 419.30     |
| RMSE              | 20.58      | 18.13      | 13.91      | 10.97      | 42.16      | 76.81      | 97.74      | 27.23      | 20.88      | 21.16      | 15.73      | 21.36      | 72.84      | 20.48      |

Table A5. Statistical metrics ($R^2$, bias, MAE, MSE, RMSE) for different chl-a bio-optical algorithms from simulate Sentinel-2 / MSI spectral bands from proximal hyperspectral in situ data from Müritz-Havel Lakes. 2BDA with G10A calibration and 3BDA with G10B calibration did not produce results. Shaded cells indicate the best values of each metric.

| Statistical Metric | 2BDA/ G10A | 2BDA/ G11A | 2BDA/ A14A | 2BDA/ B16A | 3BDA/ M09B | 3BDA/ A14B | 3BDA/ B16B | NDCI/ M12A | NDCI/ M12B | NDCI/ A14C | NDCI/ B16C | YA10/ YA10 | GO08/ GO08 |
|-------------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $R^2$             | 0.63       | 0.56       | 0.63       | 0.63       | 0.03       | 0.02       | 0.03       | 0.40       | 0.41       | 0.65       | 0.65       | 0.51       | 0.62       |
| bias              | 8.54       | 6.34       | 4.00       | -0.19      | 1.36       | -0.98      | 0.28       | -5.98      | 8.59       | 8.95       | 5.15       | 5.46       | 30.03      | 9.23       |
| MAE               | 9.51       | 7.80       | 5.93       | 4.88       | 11.41      | 11.14      | 13.81      | 11.84      | 9.56       | 9.77       | 6.63       | 7.19       | 40.55      | 9.75       |
| MSE               | 198.43     | 163.51     | 113.37     | 79.84      | 411.49     | 341.63     | 1200.57    | 321.15     | 255.03     | 261.26     | 144.96     | 149.02     | 5304.52    | 222.90     |
| RMSE              | 14.09      | 12.79      | 10.65      | 8.93       | 20.28      | 18.48      | 34.65      | 17.92      | 15.97      | 16.16      | 12.04      | 12.21      | 72.83      | 14.93      |
Figure A1. Comparison between $R_{rs}$ spectral from proximal hyperspectral data (solid lines) and the best atmospheric correction routines for Sentinel-2/MSI (points). (A) ACOLITE, (B) C2RCC, (C) C2X.
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