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Abstract—Recent work has shown the effectiveness of the word representations features in significantly improving supervised NER for the English language. In this study we investigate whether word representations can also boost supervised NER in Arabic. We use word representations as additional features in a Conditional Random Field (CRF) model and we systematically compare three popular neural word embedding algorithms (SKIP-gram, CBOW and GloVe) and six different approaches for integrating word representations into NER system. Experimental results show that Brown Clustering achieves the best performance among the six approaches. Concerning the word embedding features, the clustering embedding features outperform other embedding features and the distributional prototypes produce the second best result. Moreover, the combination of Brown clusters and word embedding features provides additional improvement of nearly 10\% in F1-score over the baseline.
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I. INTRODUCTION

In order to achieve good performance, supervised NER models require huge amounts of manually annotated data. The annotation process is fastidious and needs much time and resources. An effective way of handling this data sparsity is to take advantage of massive unlabeled data, freely available, to learn word representations and use it as features to boost supervised NER systems.

The first type of word representations used in NER was Brown clustering. Liang\textsuperscript{1} included the Brown cluster features in semi-supervised English NER and achieved substantial improvements. More recently, the focus has switched to a new type of word representations named “word embeddings”. The effectiveness of word embedding features in NER has been widely demonstrated for English language. The works of Turian et al. \textsuperscript{2}, \textsuperscript{3}, Passos et al. \textsuperscript{4} and Guo et al. \textsuperscript{5} show that plugging word embeddings into linear models is the key to improve NER and create state-of-the-art systems.

Inspired by the success of English language, we investigate in this paper whether these techniques can be successfully applied to NER in Arabic.

In section 2, first we survey prior work on Arabic NER and present the various methods of learning word representations. Section 3 describes the approaches of integrating word representations into NER. Section 4 outlines the experimental settings and results. Finally, we draw our final conclusions in section 5.

II. RELATED WORK

A. Arabic NER

Recently, numerous research studies have been published on the supervised Arabic NER. Most of these NER systems used classical features such as lexical (prefixes, suffixes, character n-grams, word length, and punctuation) \textsuperscript{6–8}, contextual (word n-grams and rule-based features) \textsuperscript{8}, \textsuperscript{9}, morphological (Part of Speech, Gender, Person, Aspect, Number, Base Phrase Chunk, etc.) \textsuperscript{10}, \textsuperscript{11} and list lookup features (gazetteers, lexical Triggers and Nationality information) \textsuperscript{9}, \textsuperscript{11}.

\textsuperscript{1} Corresponding author
The first Arabic NER system that incorporates word representations is the one proposed by Zirikly and Diab [12]. This Dialectal Arabic NER system includes Brown Clustering as feature in addition to classical features and shows improvement over state-of-the-art features performance.

Zirikly and Diab [13] continue the work on word representations for Arabic NER and study the impact of word representations on Arabic NER performance for Social Media data. Their system uses Brown Clustering and Word2vec Clustering Embeddings with Lexical, Contextual, Morphological Features and Gazetteers and demonstrates superior results in comparison to other NER systems using large gazetteers.

**B. Word Representations**

A word representation can be defined as a vector paired with a word, where each dimension’s value matches a feature and could potentially capture useful semantic and syntactic properties [2].

Recently, word Representations have been quite successful at substantially improving performance on various NLP tasks [3], [14–16].

There are two main approaches to inducing unsupervised word representations over unlabeled data. One approach is to use clustering algorithms to induce clusters from unlabeled corpora and using them as features in supervised NLP systems. The clustering can be hierarchical like Brown Clustering [1], [17] or non-hierarchical like k-means [18] and Clarke Clustering [19].

Another approach is to learn dense low-dimensional real-valued vectors also known as a “word embeddings” [20] using unsupervised approaches. The two predominant model’s families for inducing word embeddings are:

1) **Count-based methods**, such as Latent Semantic Analysis (LSA) [21], Hyperspace Analogue to Language (HAL) [22], Hellinger PCA (HPCA) [23] and Global Vectors (GloVe) [24]. These methods use co-occurrence matrix and matrix factorization techniques to generate word vectors.

2) **Context-predicting methods**, such as the Collobert and Weston model [25], the hierarchical log-bilinear model (HLBL) [26] and Skip-gram/CBOW models [27]. These kinds of methods are based on the local context window and neural network structures as the underlying predictive model to induce word representations.

**III. APPROACHES FOR INTEGRATING WORD REPRESENTATIONS WITH NER**

**A. Brown Clustering (BC)**

Brown clustering [17] is an agglomerative hierarchical word clustering technique which group similar words into clusters using the mutual information computed at the bigrams level [1]. The algorithm takes an input sequence $w_1, \ldots, w_n$ of words and returns word clusters as binary tree, where each leaf is an input word. Thus, we can uniquely identify each word by its path from the root. Sample Brown clusters are shown in Table I.
TABLE I

| Brown Cluster Induced From Arabic Wikipedia Dumps [28]. |
|----------------------------------|
| Brown Clusters | Word                |
| 010010          | بيلينسكي            |
| 010010          | جيرينوفسكي          |
| 00000011        | الهيدرپولینیه        |
| 00000011        | الهیدرپولینیه        |
| 01011110        | الفوقی            |
| 01011110        | العروضی            |
| 1111110001      | بالابریط            |
| 1111110001      | بموریسا            |

B. Dense Embeddings (DE)

The intuitive way of integrating word embeddings into NER linear models is the use of dense continuous vector representations of words directly as features. Previous work has demonstrated the effectiveness of this approach to enhance the existing supervised NLP systems [2]. However, it has some disadvantages, such as the problem of linear non-separability, inadequacy when dealing with rare-words and the word ambiguity, and the large amount of computation needed [29]. Figure 1 shows examples of dense embedding features.

C. Binarized Embeddings (BI)

One straightforward way for transforming the low-dimensional continuous-valued word embeddings to high-dimensional discrete embeddings, is binarization.

There are various conversion functions to perform binarization. In this study, we consider three simple ones.

The first function (method A) introduced by Faruqui et al. [30], transforms the real-valued $x_{ij}$ of the word embedding vector $X$ into binary values by applying:

$$
\phi(x_{ij}) = \begin{cases} 
1, & \text{if } x_{ij} > 0 \\
0, & \text{otherwise}
\end{cases}
$$

Figure 2 shows examples of the binary embedding features generated using method A.
The second function (method $B$) proposed by Guo et al. [5] create binarized embeddings by performing
the following conversion:

$$\varphi(x_{i,j}) = \begin{cases} +U, & \text{if } x_{i,j} \geq \text{MEAN}^+ \\ -B, & \text{if } x_{i,j} \leq \text{MEAN}^- \\ 0, & \text{otherwise} \end{cases}$$

where $\text{MEAN}^+$ ($\text{MEAN}^-$) represents the mean of positive (negative) values of vector $X$.

Figure 3 presents examples of the binary embedding features created using method $B$.

| ... | $+U$ | $+U$ | 0 | $-B$ | 0 | $+U$ |
| ... | $-B$ | $+U$ | $+U$ | 0 | 0 | $+U$ |
| ... | $+U$ | 0 | $+U$ | $-B$ | 0 | $+U$ |

Figure 3. Examples of binary word embeddings (method $B$).

The third function (method $C$) that we use is quiet similar to the second one, the only difference is that
we calculate the median instead of the mean as follows:

$$\omega(x_{i,j}) = \begin{cases} U_+, & \text{if } x_{i,j} \geq \text{MEDIAN}^+ \\ B_-, & \text{if } x_{i,j} \leq \text{MEDIAN}^- \\ 0, & \text{otherwise} \end{cases}$$

where $\text{MEDIAN}^+$ ($\text{MEDIAN}^-$) represents the median of positive (negative) values of vector $X$.

Figure 4 presents examples of the binary embedding features generated using method $C$.

| ... | $+U$ | $+U$ | $-B$ | 0 | 0 | $+U$ |
| ... | $-B$ | $+U$ | 0 | $+U$ | 0 | $+U$ |
| ... | $+U$ | 0 | 0 | $+U$ | $-B$ | $+U$ |

Figure 4. Examples of binary word embeddings (method $C$).

D. Sparse Embeddings

The intuition behind this approach is to transform the dense and uninterpretable word embeddings into
sparse word vectors. The Introduction of sparsity in word embeddings has been shown to improve usability
of word vectors as features [5], dimension interpretability [31], [32] and computational efficiency.

Faruqui et al. [30] introduced two methods to obtain sparse overcomplete word vectors.

The first method is based on sparse coding [33] and $\ell_1$ regularization to create sparse overcomplete word
embeddings (SE) as follows:

$$a_{k+1,i,j} = \begin{cases} 0, & \text{if } |\tilde{g}_{k,i,j}| \leq \delta \\ \gamma, & \text{otherwise} \end{cases}$$

where, $a_{k+1,i,j}$ is the jth element of overcomplete sparse word vector $a_i$ at the kth update and $\tilde{g}_{k,i,j}$ is the
corresponding average gradient and $\gamma$ is defined as:

$$\gamma = -\text{sgn}(\tilde{g}_{k,i,j}) \frac{\eta_t}{\sqrt{G_{k,i,j}}} (|\tilde{g}_{k,i,j}| - \delta)$$

With $G_{k,i,j} = \Sigma_{k'=1}^{k} \tilde{g}_{k',i,j}^2$
Figure 5 shows examples of the sparse overcomplete embedding features.

\[
\begin{array}{cccccc}
\text{...} & 0.0525 & 0 & 0 & -0.0315 & 0 & 0 \\
\text{...} & -0.00938 & 0 & 0 & 0.000644 & 0 & 0 \\
\text{...} & 0 & -0.036 & 0 & 0 & 0.0162 & 0 \\
\end{array}
\]

Figure 5. Examples of sparse overcomplete word embeddings.

The second method is based on Non-negative sparse coding and \( \ell_1 \) regularization to obtain nonnegative sparse word embeddings (NNSE) by zeroing out the negative elements as follows:

\[
b_{k+1,i,j} = \begin{cases} 
0, & \text{if } |\bar{g}_{k,i,j}| \leq \delta \\
0, & \text{if } \gamma < 0 \\
\gamma, & \text{otherwise}
\end{cases}
\]

where, \( b_{k+1,i,j} \) is the jth element of nonnegative sparse word vector \( b_i \) at the kth update and \( \bar{g}_{k,i,j} \) is the corresponding average gradient and \( \gamma \) as defined previously for the first method. Figure 6 shows examples of the nonnegative sparse embedding features.

Both methods have the same hyperparameters: the \( \ell_1 \)-regularization coefficient \( \delta \), the \( \ell_2 \)-regularization coefficient \( \tau \), and the sparse word embedding length \( K \).

\[
\begin{array}{cccccc}
\text{...} & 0.0527 & 0 & 0 & 0.024 & 0 & 0 \\
\text{...} & 0.0132 & 0 & 0 & 0.0242 & 0 & 0 \\
\text{...} & 0 & 0.00276 & 0 & 0 & 0.0114 & 0 \\
\end{array}
\]

Figure 6. Examples of nonnegative sparse word embeddings.

E. Clustering Embeddings (CE)

Yu et al. [29] proposed clustering embeddings to overcome the drawbacks of using the dense embeddings directly with linear models. The k-means clustering technique is used to cluster the word embeddings. The distance metric chosen to measure similarities between clusters and words is the Euclidean distance. Since different granularity can be represented by different numbers of clusters \( k_s \) [29], we decided to combine the clustering results of different \( k_s \) as features to fully use the embeddings potential efficiently.

Moreover, based on the cluster features, more discriminative compound features can be built. These compound cluster features are created by combining cluster features internally or with other basic features.

F. Distributional Prototypes (Proto)

The distributional Prototypes were introduced by Guo et al [5] for English NER. The basic intuition of these features is that similar words are likely to be labeled with the same entity class. Thus, this approach selects representative words (prototypes) for each class and assigns them as features to the words according to the distributed similarity.
To build distributional prototype features, first, we construct the prototypes list for each target entity class using Normalized Pointwise Mutual Information (NPMI) [34]. The NPMI between entity classes and words from the annotated training corpus is computed as follows:

\[
NPMI(\text{class}, \text{word}) = \frac{PMI(\text{class}, \text{word})}{-\ln p(\text{class}, \text{word})}
\]

\[
PMI(\text{class}, \text{word}) = \ln \frac{PMI(\text{class}, \text{word})}{p(\text{class})p(\text{word})}
\]

Then we select the top m words for each target class as prototypes.

Table II shows five prototypes extracted from the NER training set of AQMAR corpus [35].

| Entity Class | Prototypes |
|--------------|------------|
| B-LOC        | إسبانيا، جنوب سنة، إسبانيا |
| I-LOC        | إسبانيا، جنوب سنة، إسبانيا |
| B-PER        | هيلر، لويس، محمد |
| I-PER        | دي، عبد بن |
| B-ORG        | إسبانيا |
| I-ORG        | إسبانيا |
| B-MISC       | إسبانيا |
| I-MISC       | إسبانيا |
| O            | إسبانيا |

Next, given the list of prototypes for each class, the cosine similarity is computed between each word in the corpus and the prototypes in the list using the corresponding word embedding vectors. If the cosine similarity exceeds the predefined threshold (typically 0.5), the prototype will be assigned as a prototype feature of the word. Figure 7 shows examples of assigned prototypes.

IV. EXPERIMENTS AND DISCUSSION

A. NER Model

In this study, we follow a supervised machine learning approach. Typically, NER is treated as a sequence labeling problem with the aim to find the best label sequence for a given input sequence.

Among the supervised machine learning algorithms, CRF is the most widely used model for sequence labeling in the field of NLP. Hence, we choose it for our NER experiments.

CRF is a discriminative undirected graphical model [36] that integrates the advantages of classification and graphical modeling.
Here, we use the CRFsuite\textsuperscript{2} implementation of CRF. It’s fast and we can easily change the feature generation code to add extra features.

B. Baseline Features

The baseline features were defined over a context window of ± 1 token. The set of features for each token was:

- The word itself.
- Part-of-speech tag.
- Token length.
- Prefixes and Suffixes: the first and last 1, 2, 3, 4 characters in a word.
- Character n-grams: head and trailing character unigrams, bigrams and trigrams.

C. AQMAR Corpus

The Arabic Wikipedia Named Entity Corpus (AQMAR) is a hand-annotated corpus of 28 Arabic Wikipedia articles for Arabic named entities [35]. The AQMAR is tagged with four entities: PERSON, LOCATION, ORGANIZATION, MISCELLANEOUS (MIS) and nine classes: O, B-PER, I-PER, B-ORG, I-ORG, B-LOC, I-LOC, B-MISC and I-MISC. In this corpus there are 74K tokens and 2687 sentences. Additional information about AQMAR is shown in Table III.

| TABLE III | DEVELOPMENT AND TEST CORPORA STATISTICS FOR AQMAR DATASET. |
|------------|-------------------------------------------------------------|
|            | documents | words | sentences | entities | MIS rate |
| Test       | 20        | 52,650 | 1,976     | 3,781    | 37%      |
| Development | 8         | 21,203 | 711       | 2,073    | 53%      |

In this study, we used the test part as the training set. We split the development part in half; one was used as development corpus and the other as testing corpus.

D. Experimental Setting

We take the Arabic Wikipedia dumps offered by Al-Rfou’, Perozzi and Skiena\textsuperscript{3} [28] as our unlabeled data to learn the word embeddings. No pre-processing was done and the text was already tokenized. This corpus contains about 52 million tokens and 1.83 million word types. We set the frequency threshold to 80 and use a dictionary with 48088 most common words in the corpus. Three neural network embedding algorithms were used to learn word embeddings: SKIP-gram, CBOW and GloVe. Table IV presents the training parameters used for each algorithm.

| TABLE IV | PARAMETERS USED TO LEARN THE ARABIC WORD EMBEDDINGS |
|----------|-------------------------------------------------------|
| Vector size | SKIP-gram | CBOW | GloVe |
| Window | 50 | 50 | 50 |
| Sample | 1e-3 | 1e-3 | N/A |
| Hierarchical Softmax | Yes | Yes | N/A |
| Negative sampling | 0 | 0 | N/A |
| Frequency threshold | 80 | 80 | 80 |
| Max iterations | N/A | N/A | 15 |

\textsuperscript{2} http://www.chokkan.org/software/crfsuite/

\textsuperscript{3} https://sites.google.com/site/rmyeid/projects/polyglot#TOC-Download-Wikipedia-Text-Dumps
For the sparse features, we do a grid search on \( \delta \in \{0.1, 0.5, 1.0\}, \tau \in \{10^{-4}, 10^{-5}, 10^{-6}\} \) and \( K \in \{10L, 15L, 20L\} \), where \( L \) is the size of the initial vector, to select the three hyperparameters \( \delta \), \( \tau \) and \( K \) empirically. The chosen hyperparameters are summarized in Table V.

For the cluster features, we tune \( n \) the number of clusters from 100 to 1000 on the development set, and choose the combination of \( n = 100, 200, 300, 400, 500, 1000 \), which gets the best results. Concerning the distributional prototype features, we use a fixed number of prototypes \( m \) for each target class. \( m \) is fine-tuned on the development corpus and set to 60.

Also, we induce 500 brown clusters of words using the same training data as for word embeddings learning.

| TABLE V | HYPERPARAMETERS USED FOR LEARNING SPARSE OVERCOMPLETE VECTORS |
|---------|-----------------|
| **X**   | **L** | **\( \delta \)** | **\( \tau \)** | **K** |
| SKIP-gram | 50    | 0.5   | \( 10^{-5} \) | 500   |
| CBOW    | 50    | 0.5   | \( 10^{-5} \) | 500   |
| GloVe   | 50    | 0.5   | \( 10^{-5} \) | 500   |

E. Results & Discussion

Table VI shows the performances of the CRF based NER system on the AQMAR dataset when using different word representation features. The baseline achieves 55.45% of F-score.

Across the three neural network embedding algorithms used, almost all the embedding features improve the baseline. The only exceptions to this rule are sparse embeddings and binary embeddings (method A). The first one does worse than the baseline for SKIP-gram and CBOW. For the second one, It’s for SKIP-gram and GloVe.

In comparison with the other embedding features, the Clustered embedding achieves the best performance among the four embedding approaches (4.51% higher than the baseline for SKIP-gram). The second best embedding approach is Distributional Prototypes with an F-score improvement of 1.74% above the baseline for SKIP-gram. The combination of these two features further improves the F-score by 5.75%.

On the other hand, we also compare the embedding features with Brown clustering features. As shown in Table VI, Brown clusters outperform all the embedding features with an F-score of 62.45% (7 points higher than the baseline). Finally, by combining the Brown clustering features with the best embedding features (CE and Proto), the performance can be enhanced further (67.22% for SKIP-gram).

Although the sparse word embeddings presents consistent benefits across many NLP benchmark tasks for English [30], empirical results shows, to our surprise, values close to the baseline and even lower that the ones produced by dense embedding features. This suggests that sparse embedding features are not beneficial enough for the NER task, especially for a morphologically rich language as Arabic.

Generally, our work demonstrates that the integration of the unsupervised word representation features have a very positive impact on NER performance for Arabic. Also, it is worth mentioning that the combination of Brown clusters and various word embeddings approaches further enhance the performances of the Arabic NER system.
TABLE VI

|                  | SKIP-gram | CBO | GloVe |
|------------------|-----------|-----|-------|
|                  | F1        | F1  | F1    |
| Baseline         | 55.45     | 55.45 | 55.45 |
| + DE             | 56.18     | 56.19 | 56.41 |
| + SE             | 55.26     | 55.36 | 55.51 |
| + NNSE           | 55.51     | 55.58 | 55.79 |
| + BI (method A)  | 55.01     | 56.87 | 55.26 |
| + BI (method B)  | 56.95     | 56.55 | 56.3  |
| + BI (method C)  | 56.75     | 55.54 | 56.48 |
| + CE             | 59.96     | 60.28 | 60.98 |
| + Proto          | 57.19     | 58.9  | 56.86 |
| + CE + Proto     | 61.2      | 61.05 | 60.2  |
| + BC             | 62.45     | 62.45 | 62.45 |
| + BC + Proto     | 63.42     | 66.57 | 63.55 |
| + BC + CE        | 65.32     | 64.39 | 66.23 |
| + BC + CE + Proto| 67.22     | 66.57 | 65.36 |

V. Conclusion

This paper investigates the impact of word representations on the Arabic NER system. We present six approaches used for integrating word representations with NER and we provide comparison for three popular neural word embedding algorithms. The Evaluation using AQMAR dataset shows that word representations features boost significantly supervised NER system in Arabic. The performance is further improved when different approaches are combined together.

For future work, we would like to test these approaches with numerous different domains and also investigate the impact of Cross-lingual Word Representations on NER performance for Arabic.

REFERENCES

[1] P. Liang, “Semi-supervised learning for natural language,” Massachusetts Institute of Technology, 2005.
[2] J. Turian, L. Ratinov, and Y. Bengio, “Word representations: a simple and general method for semi-supervised learning,” in Proceedings of the 48th annual meeting of the association for computational linguistics, 2010, pp. 384–394.
[3] J. Turian, L. Ratinov, Y. Bengio, and D. Roth, “A preliminary evaluation of word representations for named-entity recognition,” in NIPS Workshop on Grammar Induction, Representation of Language and Language Learning, 2009, pp. 1–8.
[4] A. Passos, V. Kumar, and A. McCallum, “Lexicon Infused Phrase Embeddings for Named Entity Resolution,” in Proceedings of the Eighteenth Conference on Computational Natural Language Learning, CoNLL 2014, Baltimore, Maryland, USA, June 26-27, 2014, 2014, pp. 78–86.
[5] J. Guo, W. Che, H. Wang, and T. Liu, “Revisiting Embedding Features for Simple Semi-supervised Learning,” in EMNLP, 2014, pp. 110–120.
[6] A. Abdul-Hamid and K. Darwish, “Simplified Feature Set for Arabic Named Entity Recognition,” in Proceedings of the 2010 Named Entities Workshop, 2010, pp. 110–115.
[7] I. El Bazi and N. Laachfioubi, “A comparative study of Named Entity Recognition for Arabic using ensemble learning approaches,” in 2015 IEEE/ACS 12th International Conference of Computer Systems and Applications (AICCSA), 2015, pp. 1–6.
[8] K. Shalaan and M. Oudah, “A hybrid approach to Arabic named entity recognition,” Journal of Information Science, vol. 40, no. 1, pp. 67–87, 2014.
[9] Y. Benajiba, P. Rosso, and J. M. Benedruz, “Anersys: An arabic named entity recognition system based on maximum entropy,” in International Conference on Intelligent Text Processing and Computational Linguistics, 2007, pp. 143–153.
Rfou, B. Perozzi, and S. Skiena, “Polyglot: Distributed word representations for multilingual NLP,” in Proceedings of the 2012 conference of the North American chapter of the association for computational linguistics: Human language technologies, 2012, pp. 477–487.

F. Huang and A. Yates, “Distributional representations for handling sparsity in supervised sequence-labeling,” in Proceedings of the Joint Conference of the 47th Annual Meeting of the ACL and the 4th International Joint Conference on Natural Language Processing of the AFNLP: Volume 2-Volume 2, 2009, pp. 1030–1038.

T. Koo, X. Carreras Pérez, and M. Collins, “Simple semi-supervised dependency parsing,” in 46th Annual Meeting of the Association for Computational Linguistics, 2008, pp. 595–603.

P. F. Brown, P. V. Desouza, R. L. Mercer, V. J. D. Pietra, and J. C. Lai, “Class-based n-gram models of natural language,” Computational Linguistics, vol. 18, no. 4, pp. 467–479, 1992.

D. Lin and X. Wu, “Phrase clustering for discriminative learning,” in Proceedings of the Joint Conference of the 47th Annual Meeting of the ACL and the 4th International Joint Conference on Natural Language Processing of the AFNLP: Volume 2-Volume 2, 2009, pp. 1030–1038.

A. Clark, “Combining distributional and morphological information for part of speech induction,” Proceedings of 10th EACL, pp. 59–66, 2003.

Y. Bengio, R. Ducharme, P. Vincent, and C. Jauvin, “A neural probabilistic language model,” journal of machine learning research, vol. 3, no. Feb, pp. 1137–1155, 2003.

S. Deerwester, S. T. Dumais, G. W. Furnas, T. K. Landauer, and R. Harshman, “Indexing by latent semantic analysis,” Journal of the American society for information science, vol. 41, no. 6, p. 391, 1990.

K. Lund and C. Burgess, “Producing high-dimensional semantic spaces from lexical co-occurrence,” Behavior Research Methods, Instruments, & Computers, vol. 28, no. 2, pp. 203–208, 1996.

R. Lebret and R. Collobert, “Word Embeddings through Hellinger PCA,” in Proceedings of the 14th Conference of the European Chapter of the Association for Computational Linguistics, 2014, pp. 482–490.

J. Pennington, R. Socher, and C. D. Manning, “Glove: Global Vectors for Word Representation,” in EMNLP, 2014, vol. 14, pp. 1532–43.

R. Collobert and J. Weston, “A unified architecture for natural language processing: Deep neural networks with multitask learning,” in Proceedings of the 25th international conference on Machine learning, 2008, pp. 160–167.

A. Mnih and G. E. Hinton, “A scalable hierarchical distributed language model,” in Advances in neural information processing systems, 2009, pp. 1081–1088.

T. Mikolov and J. Dean, “Distributed representations of words and phrases and their compositionality,” Advances in neural information processing systems, 2013.

R. Al-Rfou, B. Perozzi, and S. Skiena, “Polyglot: Distributed word representations for multilingual NLP,” arXiv preprint arXiv:1307.1662, 2013.

M. Yu, T. Zhao, D. Dong, H. Tian, and D. Yu, “Compound Embedding Features for Semi-supervised Learning,” in HLT-NAACL, 2013, pp. 563–568.

M. Faruqui, Y. Tsvetkov, D. Yogatama, C. Dyer, and N. Smith, “Sparse overcomplete word vector representations,” arXiv preprint arXiv:1506.02004, 2015.

B. Murphy, P. P. Talukdar, and T. M. Mitchell, “Learning Effective and Interpretable Semantic Models using Non-Negative Sparse Embedding,” in COLING; 2012, pp. 1933–1950.

A. Fyshe, P. P. Talukdar, B. Murphy, and T. M. Mitchell, “Interpretable semantic vectors from a joint model of brain-and-text-based meaning,” in Proceedings of the conference. Association for Computational Linguistics. Meeting, 2014, vol. 2014, p. 489.