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Abstract

Background/objectives: Built in Self Test Architectures are used for the online or offline testing of the digital circuits and can be operated both in normal as well as test mode. So the objective is to test the circuit under test in online mode with less concurrent test latency and less area overhead. Methods/Statistical Analysis: In the case of normal mode the time required for testing becomes undesirable parameter so here we prefer offline testing method with concurrent approach which is also monitoring the window at the input by applying input vectors considering circuit under test as most important part of the processor which is arithmetic logic unit. Findings: The particular locations of the input vectors are stored in the latches which worked as the memory elements and this proposed scheme becomes more efficient by using cellular automata as test pattern generation and response analyzer using rule 90. Application/Improvement: The proposed scheme is comparable with the same architecture, considering TPG as LFSR (Linear Feedback Shift Register) and counter.

Keywords: Arithmetic Logic Unit, Built in Self Test, Cellular Automata, Concurrent Test Latency, LFSR, Memory Elements, TPG, Windowing

1. Introduction

Built in Self Test testing scheme is used to test the circuit itself and it is a most desirable technique nowadays as it reduces the expensive test equipment and also reduce the area overhead and testing time. The BIST scheme can be categorized between online mode and offline mode. In online mode the circuit under test is kept in working condition and the BIST scheme performs the testing as well. While in offline mode the circuit under test is kept disable so it indicates that offline testing may take more testing time so here we prefer offline mode testing. Here there are two modes, called normal and test mode. During the operation of the test mode the inputs are applied to the CUT via test pattern generator and the outputs are captured by the response verifier so the normal operation of the CUT can be affected by the stated process and the performance of the system is disgraced while during normal mode the CUT also works simultaneously with the BIST operation.

Built in Self Test architecture with Concurrent approach proposes a scheme of observing or monitoring a set of vectors coming from the test pattern generation which are applied to the CUT inputs during normal mode operation. If the incoming test vectors are matched with the already active test set, then a vector has performed hit operation and the RVE signal has

*Author for correspondence
Figure 1. Basic BIST block operation.

Figure 2. Proposed BIST scheme.
enabled the response verifier and it observes the output of the particular CUT and similarly when it completes for all vectors or when it performs HIT for all vectors, then the bits of the response verifier are examined. while in test mode the inputs are given from the test pattern generator and then verified by the response verifier. The performance of the architecture can be measured by the hardware complexity which should be less and concurrent test latency which we can call as testing time, which can be also measured by the number of clock cycles or time units.

2. Proposed Block Diagram of BIST Scheme

The proposed BIST architecture is shown in Figure 2. Now suppose the CUT has n inputs, then the possible input vectors are $2^n$. There is very difficult to check all the vectors and verifying the outputs for more inputs so there is a test patterns are generated according to the particular CUT. Here we are dealing with online BIST with a concurrent approach so we are observing the coming input vectors considering a window from the input vector. We are dividing the input vectors between two parts by considering the window size as $W$ and also it should be $W=2^w$ where $w$ is just an integer which should be less than the number of inputs. so at every time the vectors are observed from considered window and if all vectors perform HIT then the response verifier is enabled and it examined all the contents of it.

The input vectors are divided into two sets of bits which should be like $w+h=n$ where h bits are the higher order bits of the window and it shows whether the input vectors are matched with the current window which has considered and it shows the relative location of the vectors and are stored in the memory cells which can be designed in the BIST controller logic block. If the current incoming vector belongs to the current window, then it has removed from the active test sets and if all vector has performed HIT then the response verifier will capture the response to that vector and then next window will be considered and similarly for the other windows the same operation is occurring.

Figure 3 shows the decoding structure which is not a normal decoder, but it has two external signals cmp and tge. According to these signals decoder can be operated and gives a respective output bits.

Figure 3. Decoder.

The Figure 4 shows the proposed BIST architecture by considering the CUT as one of the most important parts of the microprocessor which is arithmetic unit logic and it has considered here for 8 bit input. The ALU has been implemented for the arithmetic and logical operations based on the input signals. So here among 8 bits of the input vector four least significant bits are considered as window and so there are 16 possible patterns which can be generated by the test pattern generation and compared with the current considered window with the help of comparator. When the they matched the cmp signal get enabled and so as tge signal then the decoder outputs are equal to one. When tge and cmp signals are disabled, then decoder outputs are zero. When tge is disabled and cmp is enabled the module operated as a normal decoder.

The architecture of the proposed BIST scheme with $n=8$, $h=4$ and $w=4$ is shown in Figure 4. The BIST con-
controller consists of a test pattern generator which can be a standard linear feedback register, counter or cellular automata. Here we have generated the patterns using cellular automata. It also contains logic block which consists of logic, memory cells, which are nothing but a latch using nor gates, d-flip-flops with overflow signal and response verifier. The d-flipflop is used for a unit delay, so that overflow signal drives a tge a signal. There are also two external signals reset and clock. The clk and clk’ signals are active high and active low respectively.

The following cases are the operation of the logic block which has been shown in Figure 5: 1) Reset of the block, 2) HIT occurs in the particular vector for a first time, 3) Vector from the same window but not for the first time, 4) When all cells are filled and we can proceed to the next window.

2.1 Reset of the Logic Block
Initially the logic module is reset through the reset signal and when reset signal is enabled, then tge signal is also enabled and all decoder outputs are enabled, and according to the decoder output the memory cell are filled with one value or zero value.
2.2 HIT occurs for the Current Vector and Reaches to the CUT for the First Time

This is the BIST operation during normal mode and during this mode the inputs are driven through the normal inputs as well as CBU and the least significant bits are the w bits are driven to the decoder inputs and the h higher order bits are generated by the cellular automata and given to the comparator input. When vector reaches to the CUT input, then comparator is enabled and it compares the current pattern with the window bits and if they are equal, then one of the decoder output is enabled and according to the one and that particular memory cell becomes enabled. Similarly for all vectors when the HIT occurs, then the counter enables via rev signal.

2.3 Vector from the Same Window but not for the First Time

If the memory cell contains one value for the considered better than the rave signal is not enabled, and similarly w stage counter is also not enabled.

2.4 When All Cells are Filled

When all cells are filled or we can say full then w stage counter becomes 1 it means all the contents of counter are 1 so review signal causes to enable overflow signal after one unit delay through D flip flop. This operation occurs during the 1st half cycle of the clock and after the completion of one window it will start again for the next window in the next clock cycle.

3. Test Pattern Generation

In the BIST architectures test pattern generation is the most important block to consider. Here we have preferred cellular automata for the generation of patterns as it has an advantage to generate the most random pattern compared with linear feedback shift register and counter. How this will affect the BIST scheme that we will check at the end. The cellular automata has generated the patterns using rule 90.

Figure 6 shows the four stage cellular automata which consists of D flip flops and XOR gates. It generates 16 test patterns of four bits. The connection of a cell with neighbouring cell is based on the rules defined by rule 90 and rule 150. Here we have designed using rule 90.

4. Simulation Results

The BIST architecture is implemented in Verilog HDL. Here we have considered a circuit under test as 8 bit arithmetic logic unit which includes addition, subtraction and some logical operation like AND operation and NOT operation.

Figure 7 is the RTL diagram of the 8 bit ALU which we have considered as a circuit under test and here we are implementing BIST architecture to test ALU. So here we are monitoring the incoming input vectors at the inputs of the ALU and verifying the output using response verifier.
Figure 7. 8 bit ALU as CUT.

Figure 8. Output waveforms of the CUT.
Figure 8 shows the output waveforms of 8 bit ALU. As shown in figure add_sub signals indicates arithmetic operation and func signal indicates the logical operation.

Figures 9 and 0 show the most important RTL diagrams of logic block of BIST controller and final BIST architecture with all signals and instantiation. It also includes a global clock signal and reset for the logic module.

5. Evaluation Parameters and Comparison

There are two main parameters we have considered to evaluate our BIST architecture which are area complexity as it is the most important factor to evaluate which we have obtained using Xilinx ISE tool area summary report and another parameter is concurrent test latency which defined by the total testing time in terms of time unit or clock cycles which we have obtained using timing report.

Table 1 shows the comparison of different BIST architecture using different types of TPGs as we have mentioned before. From the table, we can analyze that cellular automata is most suitable for our concurrent testing scheme, though it has more hardware than LFSR but CTL is less and that is what we need in our case.

6. Conclusion and Future Scope

As BIST architectures are the best solution to test different combinational and digital logical circuits, we have proposed an efficient testing scheme in online testing, which has used the concept of monitoring and observ-
ing the input vectors for the particular CUT and storing the window locations in the different logic memory cells which we have used NOR based latch are used to observe the input vector has performed a HIT or not. For further modification we can replace the logic memory cells with static or dynamic memory cells so that we can reduce area overhead. The proposed BIST architecture is more efficient using cellular automata as a test pattern generator.
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