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ABSTRACT

This paper investigates a new strategy for geostationary satellite attitude control using Linear Quadratic Gaussian (LQG), Loop Transfer Recovery (LTR), and Linear Quadratic Integral (LQI) control techniques. The sub-system satellite attitude determination and control of a geostationary satellite in the presence of external disturbances, the dynamic model of sub-satellite motion is firstly established by Euler equations. During the flight mission at 35000 Km altitude, the stability characteristics of attitude motion are analyzed with a large margin error of pointing, then a height performance-order LQI, LQG and LTR attitude controller are proposed to achieve stable control of the sub-satellite attitude, which dynamic model is linearized by using feedback linearization method. Finally, validity of the LTR order controller and the advantages over an integer order controller are examined by numerical simulation. Comparing with the corresponding integer order controller (LQI, LQG), numerical simulation results indicate that the proposed sub-satellite attitude controller based on LTR order can not only stabilize the sub-satellite attitude, but also respond faster with smaller overshoot.
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1. INTRODUCTION

The attitude control of geostationary spacecrafts [1–4], has important applications for telecommunication space missions such as pointing and for motion flying, the Attitude Determination and Control Subsystem (ADCS) provides attitude information and maintains the required spacecraft attitude during all phases of the mission, starting at spacecraft separation from the launch vehicle and throughout its operational lifetime [5–8]. The selection of an ADCS is a function of many factors, including mission objectives, satellite design, distributions torques, design constraints and stabilization required. Several control methods have been developed over the past years since the first satellite was launched. Mostly researchers all those techniques may be classified as active or passive, there are number of uncertainties that the conventional control does not account for in the design of satellite controller. The main source is the linearization of the non-linear system. These uncertainties can be adapted to a large extent by using LTR (Linear Quadratic Gaussian) compensator. The design approach for the LTR controller is based on the principle of certainty equivalence in which the Kalman filter is designed separately from the LQI optimal controller.

In the present work, we consider the problem of attitude control for rigid satellites based on the Euler representation, the performance of attitude model in state space form with LQG and LQI are examined to achieve stability for the closed-loop system in several perturbation torques acting upon a rigid
satellite. Then the same model is simulated with LTR compensator, the simulation with LQG and LQI results, indicating an increase in robustness at higher frequency measurement perturbation. To recover the robustness of the LQI, a Loop Transfer Recovery (LTR) involves a fictitious noise source to the input of the plant in Kalman filter design. As the amplitude of injected noise becomes large in intensity, the LQG open-loop transfer function approaches that of the LQR and loop recovery takes place [9-12].

The organization of the paper is the following: mathematical preliminaries including modeling of the satellite dynamics and kinematics are presented in the next section. Section 3 presents the problem formulation and methodology including LQI, LQG and LTR. The main contribution of this paper will be presented in Section 4. Discussion and numerical simulations are also presented in Section 5. Section 6 provides the concluding remarks.

2. PROBLEM DEFINITION AND METHODOLOGY

Consider the spacecraft in orbit at 35000 Km, where is exposed to a several External disturbance torques, include gravity gradient, magnetic disturbances, and aerodynamic drag. To ensure the mission with height performance, it’s necessary to design an attitude control system is for the case of constant attitude tracking to minimize a pointing error. The main objective and methodology of this paper is to find the optimal controller that consists of the rigid spacecraft such that asymptotic stability is achieved. Problem definition as shown in Figure 1.

The vibrations generated by the static and dynamic forces of rotating equipment, which are generally the reaction wheels that are used for the Attitude Determination and Control Subsystem (ADCS) placed in the neighborhood of payload, are one of the most important factors affecting the pointing payloads and precision devices in space platforms. This reaction wheels has a complex configuration with gears more detail in Figure 2, which makes it has a complex vibration mechanism such as vibration coupling structure, these vibrations are caused by the speed control system of the wheels, and mainly due to the peaks of response in transitional regime [13-14]. Therefore, it is necessary to analyze and minimize these peaks. On the basis of this, an implementation and an effective comparisons of three control algorithms.
The natural frequencies and displacement configurations follow equations in [15]. For a lateral configuration, the natural frequency reads:

\[ f_{\text{lnat}} = 0.560 \frac{E.I}{M_{\text{sat}}L^2} \]  

(1)

The lateral displacement follows:

\[ \delta_l = 0.125 \left( \frac{M_{\text{sat}}L^3}{E.I} \right) a_{cc} \]  

(2)

E: Young module, I: inercie of satellite, \( M_{\text{sat}} \): Mass of satellite, \( L \): Length of satellite and \( a_{cc} \): The acceleration due to the speed motor control.

3. DYNAMIC AND KINEMATICS OF SPACECRAFT

In this section, a rigid satellite model is presented [16-17]; a geostationary satellite is shown in Figure 3. The angles pitch, yaw and roll (\( \theta, \Psi, \varphi \)) are defined respectively as a rotation around the body axes and (\( p, q, r \)) are the angular rate. Figure 3 shows all reference used.
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Figure 3. Frame systems (body and reference frame and inertial frame system and in motion)

3.1. Dynamic mention

For the rotating motion of the satellite, the moments Euler equation can be described as the followings equation:

\[ M = \frac{dH}{dt} \]  

(3)

\( H \), The angular momentum of the satellite calculated in O and M the inertial resultant of the moments applied to the satellite as shown in Figure 3, then the kinetic moment of the satellite is calculated by summation of the subsystem masses of the satellite.

\[ H = \int r \wedge V_1 dm = \int r \wedge V_o dm + \int r \wedge (\omega_B |_O) \wedge r dm \]  

(4)

\[ H = V_o \wedge \int r dm + \int r \wedge (\omega_B |_O) \wedge r dm \]
Assuming that O is the center of mass of the satellite

$$\int r \, dm = 0$$

And developing the second term, we obtain in the base \((x, y, z)\)

$$H = \begin{bmatrix} \omega_x \int (y^2 + z^2) \, dm & -\omega_y \int y_i x_i \, dm & -\omega_z \int z_i x_i \, dm \\ -\omega_x \int y_i x_i \, dm + \omega_y \int (x^2 + z^2) \, dm & -\omega_z \int z_i y_i \, dm \\ -\omega_x \int y_i z_i \, dm - \omega_y \int y_i z_i \, dm + \omega_z \int (y^2 + x^2) \, dm \end{bmatrix} \tag{5}$$

Using the definition of the inertial moments of the satellite around its orthogonal axes as well as the definition of the inertial products, we obtain the following matrix formulation.

$$H = I \omega_B l$$

$$I = \begin{bmatrix} I_{xx} & -I_{xy} & -I_{xz} \\ -I_{xy} & I_{yy} & -I_{yz} \\ -I_{xz} & -I_{yz} & I_{zz} \end{bmatrix} \text{ is the inertial matrix of the satellite}$$

Projecting this equation on the axes of the reference B (or axes of Euler), we obtain Euler’s equations:

$$M_x = H_x + \omega_y H_y - \omega_z H_z$$
$$M_y = H_y + \omega_z H_z - \omega_z H_z$$
$$M_z = H_z + \omega_x H_x - \omega_y H_z \tag{6}$$

We assuming that the axes are the main axes of inertia

$$H_x = l_{xx} \omega_x H_y = l_{xy} \omega_y H_z = l_{xz} \omega_z$$

$$\begin{bmatrix} \dot{\omega}_x \\ \dot{\omega}_y \\ \dot{\omega}_z \end{bmatrix} = \begin{bmatrix} (I_{yy} - I_{xz}) \omega_x \omega_y + u_x + T_x \\ (I_{xx} - I_{xy}) \omega_x \omega_y + u_y + T_y \\ (I_{xx} - I_{xy}) \omega_x \omega_y + u_z + T_z \end{bmatrix} \tag{7}$$

\(u(u_x, u_y, u_z): \) The components of the control moment vector
\((T_x, T_y, T_z): \) The components of the moment vector of the exogenous disturbances.

### 3.2. Kinetic mention

For the kinetic mention, the rotation matrix can then be generated by three elementary rotations defined by the matrices \((T_\theta, T_\psi, T_\varphi)\)

$$T_\psi = \begin{bmatrix} \cos \psi & -\sin \psi & 0 \\ \sin \psi & \cos \psi & 0 \\ 0 & 0 & 1 \end{bmatrix}, T_\theta = \begin{bmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{bmatrix}, T_\varphi = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \varphi & -\sin \varphi \\ 0 & \sin \varphi & \cos \varphi \end{bmatrix}$$

The rotation matrix is then \(T_\varphi T_\theta T_\psi\)

$$T_\theta T_\psi T_\varphi = \begin{bmatrix} \cos \theta \cos \psi & \cos \theta \sin \psi & -\sin \theta \\ -\cos \varphi \sin \psi + \sin \varphi \sin \theta \cos \psi & \cos \varphi \cos \psi + \sin \varphi \sin \theta \sin \psi & \sin \varphi \cos \theta \\ \sin \varphi \sin \psi + \cos \varphi \sin \theta \cos \psi & -\sin \varphi \cos \psi + \cos \varphi \sin \theta \sin \psi & \cos \varphi \sin \theta \end{bmatrix}$$
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The coordinates of the angular velocity vector of the reference point linked to the satellite B with respect to the reference R can be written as:

\[ p = -\Psi \sin \theta + \dot{\phi} \]
\[ q = \Psi \cos \theta \sin \varphi + \dot{\theta} \cos \varphi \]
\[ r = \Psi \cos \theta \sin \varphi + \dot{\theta} \sin \varphi \]

Thus, by inverting the previous equation, it will always be possible to calculate the angles the Euler of the satellite in any reference.

\[ \dot{\varphi} = p + [q \sin \varphi + r \cos \varphi] \tan \theta \]
\[ \dot{\theta} = q \cos \varphi - r \sin \varphi \]
\[ \Psi = [q \sin \varphi + r \cos \varphi] \cos^{-1} \theta \]

4. LQI/LQR/LTR OPTIMAL CONTROLS METHODS

A main objective of feedback system design is to achieve a nominal performance specification for a given design model of the plant, and to maintain this performance over a range of expected errors between the design model and the true plant [18-21]. In this section, three control methods are proposed and described in brief: LQI controller, LQG and LTR based on optimal control theory, the proposed approach in this paper is detailed in the scheme presented in Figure 4.
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Figure 4. Optimall controllers

4.1. LQI: Linear Quadratic with integral

LQI (linear quadratic with integral) controllers are the static feedback controllers based upon plant state and integral (for continuous plants) or sum (for discrete plants) of tracking error. They stabilize the outer loop s and minimize the quadratic cost functional associated with step exogenous inputs. Step reference input and step disturbance [22].

4.2. LQG: linear quadratic gaussian

The Linear-Quadratic-Gaussian (LQG) control paradigm is generally well-understood in literature. There are many methods available of calculating and minimizing the expected cost E[J]. The implementation of a LQG control design method [23] to linearized port Hamiltonian system defined by (6) to derive the dynamic observer based controller Figure 5.
\[ \dot{x} = [(J - R)Q - BK - FB^TQ]x + Fu_c \quad (8) \]

\[ y_c = K\dot{x} \]

Where the state of the controller \( \dot{x} \) represents the estimation of the state \( x \) of the system, the feedback gains are:

\[ F = P_QBR^{-1}, \quad K = \bar{R}^{-1}B^TP_c \quad (9) \]

Where \( P_f = P_f^T > 0 \) are the solutions of the following Riccati equations:

\[ (J - R)QP + P(Q(J - R)^T - P_QB\bar{R}^{-1}B^TP_Q + Q_v = 0 \quad (10) \]

\[ Q(J - R)^TP_c + P_c(Q(J - R) - P_cB\bar{R}^{-1}B^TP_c + \bar{Q} = 0 \quad (11) \]

With \( Q_v = Q_v^T > 0, R_\omega = R_\omega^T \geq 0 \) the covariance matrices and \( \bar{Q} = \bar{Q}^T > 0 \) and \( \bar{R} = \bar{R}^T \geq 0 \) the optimal control weighting matrices. The cost function of the optimal control is

\[ J_c = \int_0^\infty (x^TQx + u^TRu)dt \quad (12) \]

4.3. LTR: loop transfer recovery

Loop Transfer Recovery is a tool applied in robust multi variable control. LTR design is the last step in a three step design procedure for constructing dynamic compensators [24]. For a \( m \times n \) dimensional \( G(s) \) has only minimum phase transmission zeros, then the open- loop transfer function.

\[ G(s)G_c(s) = [C(sI - A)^{-1}B][K(sI - A + BK + FC)^{-1}F] \stackrel{\sigma \rightarrow 0}{\longrightarrow} C(sI - A)^{-1}F \quad (13) \]

\( K \) and \( \sigma \) are from \( LQ [(A,B) \; controlable, (A,C) \; observable] \)

\[ J = \int_0^\infty \left( x^T(t)C^TC_x(t) + \sigma u^T(t)Nu(t) \right) dt \quad (14) \]

\[ x = Ax(t) + Bu(t) \quad (15) \]

5. RESULTS AND DISCUSSION

We present in this section the different results. In order to demonstrate the superiority of attitude stabilization controller presented in this paper, LQI, LQG and LTR as follows is compared. The results presented in this sub-section were obtained with a simulator that implements the dynamics of the satellite using MATLAB and SIMULINK. The spacecraft simulation model includes the attitude dynamics and kinematics. External disturbance torques, include gravity gradient, magnetic disturbances, and aerodynamic drag are simulated. The Figure 6 present the SIMULINK bloc developed in this study with Ixx=157; Iyy=153; lzz=157;
The A, B, C, D matrix are presented:

\[ A = \]

\[
\begin{bmatrix}
0 & 0 & 0 & 1.0000 & 0 \\
0 & 0 & 0 & 0 & 1.0000 \\
0 & 0 & 0 & 0 & 0 \\
-1.5690 & 0 & 0 & 0 & -0.5690 \\
0 & -1.5690 & 0 & 0.5690 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[ C = [1 0 0 0 0; 0 1 0 0 0; 0 0 1 0 0]; \]

\[ D = [0 0 0 0; 0 0 0 0]; \]

\[ B = \]

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0.5187 & 0 & 0 \\
0 & 0.5187 & 0 \\
0 & 0 & 0.2015
\end{bmatrix}
\]

In the Figure 7, we done the simulation results in, the three angles Pitch, Yaw and Roll are plotted in spin mode in the presence of disturbance torques. The simulation results of LQI/LQG controller are given from Figure 8. Based on Figure can be found that the stabilization can not be achieved, could also be concluded as two aspects: low convergence rate and excessive initial control torque.
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The simulation results of LTR controller are given from Figure 8. Based on Figure, the performance and robustness of the LTR algorithm control for geostationary satellite is evaluated. Based on Figure 9 it can be found that angular velocity is constant during the simulation time, and convergence rate of Eulers is maintained at a high level during this stage. This reveals that the LTR controller has a better efficiency on control torque comparing with LQI/LQG controller.

A comparative study is showed in Figure 10, the Pitch and Roll responses axes are plotted. It is observed that the angles converge within rapidly with LTR controller. The application of Response Surface Method (RSM) show in Figure 11 and 12 offers based on parameter estimates, an empirical relationship between the response variable (extration yield of LTR) and the test variables. In Figure 11, we present the variation of lateral displacement as function of geometry of satellite end eceleration due to of reaction wheels speed control. We note that the displacelement increase as acceleration increase. In Figure 12, we present the variation of lateral frequency as function of geometry of satellite end the mass in Tonne. We note that the frequency varie as function of the geometry and the mass.

Figure 7. Spin mode of satellite
Figure 8. LQI/LQG response

Figure 9. LTR response

Figure 10. Angles rate LQI/LQG/LTR response
6. CONCLUSION

In this paper, we analyzed the performance of a geostationary satellite stabilized, LQI, LQG and LTR controller algorithms was introduced and simulated. The three controllers was evaluated on a nonlinear system of a geostationary satellite with height inertia compared with microsatellite, proposed stability analysis for the control law of Euler’s -based control system that employs saturation function has been presented. Furthermore, the Euler’s based Extended Kalman Filter (EKF) analyzed in this paper was implemented. The simulation of ADCS sub-system was performed by applying different perturbation. The results showed that the LQI and LQG controller was not able to achieve stable operation in the presence of disturbance.

On the other hand, the proposed method LTR that employs EKF observer was found to effectively improve both small signal stability and transient stability of the ADCS sub-system subjected to severe disturbances.
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