Data Visualization Model Methods and Techniques
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Abstract. In order to meet the requirements of high-dimensional data processing in the information field, this paper aims to explore methods and techniques for visualizing general data resource clustering data. Through the visual mapping of dimensionality reduction and high-dimensional data, a visual learning model for visual influencing factors is established. The visual system model approach was tested using the IRIS dataset from the University of California Irvine database (UCL) database. The results show that the model can effectively analyze the data set, visualize the characteristics of IRIS data in real time, achieve the expected results, and point the way for other data visualization models.

1. Introduction

From an information service perspective, data visualization is understood as a way to provide the essence of the interface, regardless of the internal structure of the data visualization. What is needed for a user or information provider is a simple, easy to understand, time-saving, and efficient way to present data content and understand the meaning of the data. Regardless of the data visualization technology tool, the ultimate goal should be to meet the needs of some users, but for data visualization technology tool providers, the ultimate goal is how to effectively provide data visualization services and develop appropriate visualization tools or platforms. [1]

Model is the basic method for human beings to understand and describe things through abstraction and filtering [2], which is convenient for humans to further explore the inherent laws and potential values of things.

The visual model is highly abstract, clear and regular, and powerful, so it is a powerful tool for data resource management and utilization. As an innovation in the development and utilization of data resources, data mining visualization methods and techniques as a composite concept stem from the combination of data mining technology and visualization methods. Data mining can help employees find information that is of interest to the data domain faster, or display some novel conclusions [3]. Data visualization technology can visualize and simplify complex data, making it easy for researchers to study the inherent laws of data.

Visualization techniques currently which based on the NumPy, Pandas, Matplotlib, and Seaborn data analysis libraries in Python are widely used and can be used for various dataset analysis. Moreover, the visualization technology has the advantages of easy implementation and good interactivity.
2. Data visualization features and classification

Faced with intricate high-dimensional data, people often complain that we don't understand the meaning of the data. Transforming complex data into acceptable forms by using scientific data visualization techniques. [4] Therefore, data visualization technology has the following characteristics:

1) Interactivity: Easily manage data;
2) Multidimensional: information that acquires multiple dimensions (attributes, features) of the data, but in the form of one dimension in front of the person;
3) Visibility: The data is finally presented in the form of graphics, images, curves and animations, and its patterns and relationships can be visualized;
4) Ease of use: Data can be quickly analyzed and mined.

With the rapid development of computer technology, only single-scale data can be visualized before, and large-scale and high-dimensional data can now be visualized and dynamically interacted with each other. High-dimensional data no longer makes people feel terrible and scared.

Data visualization is a scientific and technological study on the visual representation of data. Among them, the visual representation of such data is defined as a kind of information extracted in a certain summary form, including various attributes and variables of the corresponding information unit [6].

It is a concept that is constantly evolving and its boundaries are constantly expanding. Primarily refers to technically advanced technical methods that allow visualization of data through representation, modeling, and display of stereo, surface, attributes, and animation using graphics, image processing, computer vision, and user interfaces. Explanation. Compared to special technical methods such as stereo modeling, data visualization covers a much wider range of technical methods.

(i) Data collection

Data collection (sometimes abbreviated as DAQ or DAS), also known as "data acquisition" or "data collection," refers to the process of sampling the real world to produce data that can be processed by a computer. Typically, the data acquisition process includes the steps of acquiring and processing the signals and waveforms in order to obtain the desired information. Among the components of the data acquisition system are sensors for converting measurement parameters into electrical signals, which are acquired by the data acquisition hardware.

(ii) Data analysis

Data analysis refers to the process of detailed research and summary of data in order to extract useful information and form conclusions. Data analysis is closely related to data mining, but data mining tends to focus on larger data sets, less on reasoning, and often uses data that was originally collected for a different purpose. In the field of statistics, some people divide data analysis into descriptive statistical analysis, exploratory data analysis, and confirmatory data analysis; among them, exploratory data analysis focuses on discovering new features in the data, while confirmatory data analysis Focus on the verification or falsification of existing hypotheses.

(iii) Types of data analysis include:

1) Exploratory data analysis: refers to a method for analyzing data in order to form a test that is worthy of hypothesis, and is a supplement to the traditional statistical hypothesis testing method. The method is named by the famous American statistician John Tukey.

2) Qualitative data analysis: also known as "qualitative data analysis", "qualitative research" or "quality research data analysis", refers to non-numeric data (or data) such as words, photos, observations, etc. Analysis.

After 2010, the data visualization tools are mainly based on visual elements such as tables, graphs, maps, etc. The data can be filtered, drilled, data linked, jumped, highlighted and other analysis methods for dynamic analysis.

Visualization tools can provide a variety of data presentation forms, diverse graphics rendering forms, rich human-computer interaction methods, dynamic scripting engines that support business logic, and more.
Different from the general Dashboard or Reporting products, Yonghong's BI front-end is discovery-type: rich in interactive means and powerful in analysis. Users can further interact with data, filter, drill, brush, associate, transform, etc., allowing users to: grasp information, find problems, find the answer and take action.

(iii) Data Mining

Data mining is the process of sorting and sorting out large amounts of data. Data mining is often used by business intelligence organizations and financial analysts; however, in the scientific arena, data mining is increasingly being used to extract information from the vast data sets generated by modern experimental and observational methods.

Data mining is described as "the extraordinary process of extracting implicit, previously unknown, potentially useful information from the data" and "the science of extracting useful information from large data sets or databases." Data mining related to enterprise resource planning refers to the process of statistical analysis and logical analysis of large transaction data sets, looking for a process that may contribute to the decision-making work [11].

3. Visual analysis of influencing factors

1. Data space: is a multi-dimensional information space composed of a data set consisting of n-dimensional attributes and m elements;
2. Data development: refers to the derivation and calculation of quantitative data using certain algorithms and tools;
3. Data analysis: refers to the analysis of data such as slicing, block, and rotation of multi-dimensional data, so that data can be observed from multiple angles and multiple sides;
4. Data visualization: refers to the process of representing data in a large data set as a graphical image and using data analysis and development tools to discover unknown information.

Data visualization has proposed a number of methods that can be divided into geometry-based techniques, pixel-oriented technologies, icon-based technologies, layer-based techniques, image-based technologies, and distributed technologies, depending on the principles of their visualization [12].

3.1. Data set description and make analysis program

This experiment selected the IRIS data set as a test data set. The selection of data sets is based on two aspects: on the one hand, the IRIS data set is a standard test data set, with rich research results, and has the highest identity and recognized best data field visual test set can reduce complexity results evaluation and Strengthen persuasiveness. On the other hand, simple categorical data can better visualize the technology, and the IRIS data set fully meets this requirement.

The IRIS dataset, also known as the iris flower feature dataset, is available from UCI (University of California, Irvine) machine learning database [5]. The IRIS data set contains a total of 150 data points obtained by collecting 50 data points of Setosa, Versicolor and Virginca from a given attribute. The data set can be described by the five attributes listed in Table 1.

| Serial number | Attribute name | Property Description |
|---------------|----------------|----------------------|
| 1             | sepal_length   | Sepals length, cm    |
| 2             | petal_length   | Petal length, cm     |
| 3             | sepal_width    | Sepal width, cm      |
| 4             | petal_width    | Petal width, cm      |
| 5             | Class          | Iris species, including setosa, versicolor, virginca three |

Obviously, the table consists of four attributes of iris SepalLengthCm, SepalWidthCm, PetalLengthCm, PetalWidthCm and its iris species Species.
Specific analysis procedures: Among the multiple influencing factors, only one of them is analyzed at a time, and other factors remain unchanged. The influencing factors are analyzed by comparing the visualized iris flower data map, the text form and the trend graph of the convergence criteria.

3.2. Data set preprocessing visualization
First of all, according to the characteristics of the data set itself necessary pretreatment, and then start the feature analysis. The purpose of data preprocessing is usually denoising, eliminating redundancy, cleaning data, converting data formats, and so on. Figure 1 has been csv data format into a data structure for the array DataFrame form.

![Iris flower dataset](image1.png)

**Fig.1. Iris flower dataset**

3.3. Quick scatter diagram visualization method
Scatter plot visualization is the display of multidimensional data in a two-dimensional plane that can more clearly identify hidden information in the data. Scatter plot visualization is an effective way to visualize dimensionality reduction data. It expresses data sets in a concise and intuitive graphical form and is an effective way to visualize multidimensional data due to its reduced dimensionality \[9\].

Taking the length and width of the cymbal as the research object, the paper introduces the single influencing factor as the data visualization process of the research object.

![Scatter plot](image2.png)

**Fig 2. Scatter plot**
Figure 2 (a) shows the data in the form of a scatter-point histogram, which not only shows the distribution of data but also the concentration of data. Figure 2 (b) is marked iris species, so that the type of sepals length and width distribution.

3.4. Visualization based on dimensionality reduction
The main idea of 2D dimension data visualization is to find a mapping from high-dimensional space to low-dimensional space, and to maintain some distribution and structural features of high-dimensional data space through the seed mapping technology. [6]

Since the petals are organoleptic in three dimensions, the visualization of the three-dimensional data is poorly visualized, so the data is dimensionally reduced. In this paper, two-dimensional view visualization method to describe the length and width of petals.

3.5. Visualization based on statistical distribution
Many times we want to know the statistical characteristics of the data. We can see from the central limit theorem that many data in the life will finally be normally distributed. How to visualize it? The skeplot function in the Seaborn package in Python works.
3.6. Visual comparison based on graphics

This technique is different from the icon-based visualization technique. The technique of graph-based visualization uses the graph to represent the dimension information of multi-dimensional data.

From the data set, Iris has two major characteristics. In the above, a simple description has been made on the visual analysis of a single factor. Next, we will consider the multi-factor and multivariate comparison. The Pairplot function in Seaborn takes multiple factors into account and performs a horizontal comparison at the same time.

![Data distribution chart](image_url)
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4. Parallel coordinate visualization method

Parallel coordinate visualization is a typical multidimensional visualization technique based on geometry. It is a visualization technique proposed by Inselberg to represent n-dimensional data in two dimensions. [7] It is widely used in the field of data mining and visualization. Its basic idea is to map n properties of n-dimensional data into two-dimensional space by n equidistant parallel axes, where each parallel axis represents the dimension of high-dimensional data and the values of these axes. That is, the size of the property value, the various dimensions are connected by means of the polyline. Through the visualization method, users can directly see the distribution of high-dimensional data in two-dimensional space. [8]
Fig 6. Two-dimensional mapping chart

5. Conclusion

In this article, two factors that influence the classification of iris, sepal, petal, length, and width are visualized by using the Data Science Analysis Package and the IRIS dataset in Python. Intuitive, concise visual analysis solutions explain obscure theories in new ways, enabling researchers in new fields to understand the knowledge domain better and faster. The visual analysis program enriches the expression of scientific theory. At the same time, the success of the experiment has guiding significance for the verification and interpretation of other mature theories.
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