Merged-GHCIDR: Geometrical Approach to Reduce Image Data
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Abstract—The computational resources required to train a model have been increasing since the inception of deep networks. Training neural networks on massive datasets have become a challenging and time-consuming task. So, there arises a need to reduce the dataset without compromising the accuracy. In this paper, we present novel variations of an earlier approach called reduction through homogeneous clustering for reducing dataset size. The proposed methods are based on the idea of partitioning the dataset into homogeneous clusters and selecting images that contribute significantly to the accuracy. We propose two variations: Geometrical Homogeneous Clustering for Image Data Reduction (GHCIDR) and Merged-GHCIDR upon the baseline algorithm - Reduction through Homogeneous Clustering (RHC) to achieve better accuracy and training time. The intuition behind GHCIDR involves selecting data points by cluster weights and geometrical distribution of the training set. Merged-GHCIDR involves merging clusters having the same labels using complete linkage clustering. We used three deep learning models - Fully Connected Networks (FCN), VGG1, and VGG16. We experimented with the two variants on four datasets - MNIST, CIFAR10, Fashion-MNIST, and Tiny-Imagenet. Merged-GHCIDR with the same percentage reduction as RHC showed an increase of 2.8%, 8.9%, 7.6% and 3.5% accuracy on MNIST, Fashion-MNIST, CIFAR10, and Tiny-Imagenet, respectively.

Index Terms—Dataset Reduction, Homogeneous Clusters, Agglomerative Clustering

I. INTRODUCTION

Deep neural networks are increasingly used in everyday life, particularly speech and image recognition. Researchers worldwide have modeled more sophisticated architectural designs to tackle the Imagenet-Challenge, consequently increasing the number of parameters involved in training. This has led to an increase in the requirement of computational resources and an exponential increase in the time required to train the model on the full dataset. All the images in the dataset do not contribute sufficiently to the accuracy. We can thus separate a sample of images from the training dataset, which carries almost all the dataset’s properties. This sampling will allow us to train a CNN efficiently in time and memory with maintaining the same accuracy. This paper attempts to reduce the dataset size by sampling a fraction of the whole dataset such that when trained on this reduced data, the accuracy is equivalent to that of the original dataset.

Various approaches for dataset reduction have been proposed in the past, such as Reduction through homogeneous clustering (RHC) [1] and Principle Sample Analysis (PSA) [2]. Our algorithm was designed using RHC as a baseline. RHC clusters the dataset by considering the labels of each data point. The dataset is partitioned into homogeneous clusters; i.e., all the data points belonging to that cluster will have the same label. The final reduced dataset is constructed by taking only the centroids of these homogeneous clusters. The pitfall of RHC is that it disregards the importance of other images which form the cluster boundary, but boundary points play a significant role in distinguishing the labels of neighboring clusters [3]. Larger clusters contain more images, so they should contribute more to the reduced dataset, but RHC also does not consider the varying size of clusters.

Our work attempts to further improve the idea of RHC by imbuing the geometrical features of the clusters and introducing cluster weights to ensure the varying contribution from each cluster. We assured that the reduced dataset is a direct subset of the original dataset to ensure the interpretability of images, unlike RHC, which uses aggregation of the images in the reduced dataset. We propose two variations: Geometrical Homogeneous Clustering for Image Data Reduction (GHCIDR) [an extension to our previous work [4]] & Merged-GHCIDR. GHCIDR gives weights to each homogeneous cluster according to its size and divides each cluster into annular regions. Then it samples images from the interior region of two concentric annuli. Thus, we can get a smaller representation of the entire cluster by selecting images spread over the cluster.

The reduction rate of GHCIDR was found to be lesser than RHC. To regulate this reduction rate, we proposed Merged-GHCIDR. Merged-GHCIDR merges the homogeneous clusters of the same class using complete linkage clustering. These two variants were tested on four image datasets: MNIST [5], CIFAR10 [6], Fashion-MNIST [7] and Tiny-Imagenet [8]. We tested our reduced datasets on three deep learning models; namely, Fully Connected Networks FCN [9], VGG1 [10] and VGG16 [10]. We found both variants performed better than the baseline RHC in terms of accuracy. Merged-GHCIDR gave an accuracy of 99.04%, 86.33%, 72.07% & 55.55% accuracy.
on MNIST, Fashion-MNIST, CIFAR10 and Tiny-Imagenet respectively trained on VGG model.

Our main contribution includes:

- We propose two novel approaches, which involve reducing the dataset size by selecting a subset of points from the original dataset. In comparison to existing works, which reduce the dataset size by modifying the data points, our work focuses on a sampling of data points based on the geometrical aspect of the training set. It outperforms the existing works, providing better accuracy with comparable reduction.
- Existing work on image dataset reduction uses compression to reduce the size but simultaneously compromises their interpretability, while in our approach, we sample the images that contribute significantly to the accuracy. Thus, ensuring that the images in the reduced dataset are direct subsets of the full image dataset.
- Unlike RHC, our algorithm is parametric in nature, i.e., the user can control the size of the reduced dataset. We used complete linkage clustering to merge the homogeneous clusters having the same labels, as we experimentally concluded that it outperforms the other agglomerative clustering techniques (Single Linkage and Average Linkage).

II. BACKGROUND

In this section, we describe some of the previously proposed approaches of dataset reduction, such as Prototype Selection by Clustering (PSC), Reduction by Space Partitioning (RSP3), Reduction Through Homogeneous Clustering (RHC) and Dataset Distillation. The Reduction by Space Partitioning (RSP) algorithm \cite{11} is a group of approaches for reducing a dataset. The main idea of RSP1 and RSP2 is to recursively split the dataset into two sets and select the centroid of each class from the subset. RSP3, on the other hand, divides the dataset until all of the points inside a subset have the same labels. Due to the recursive nature of RSP, the size of the reduced dataset is not determined; hence, this makes it difficult for the user to get a better trade-off between accuracy and reduction. In another approach, PSC \cite{3}, a selection algorithm uses the \textit{k}-means clustering to extract the clusters in the original dataset. For homogeneous clusters, it selects items nearest to the centroid, while for non-homogeneous clusters, it samples the images that form the basis of separation between the different classes of the clusters. The drawback of PSC is that it requires the user to employ a trial-and-error method to determine the final count of the clusters.

RHC improved on the weakness of PSC and RSP by providing a better trade-off between accuracy and reduction. It focuses on constructing homogeneous clusters which contain data points belonging to the same class. Initially, the algorithm considers the full training dataset as a single cluster. There are two possibilities for the clusters on each iteration - homogeneous and non-homogeneous. If the cluster is homogeneous, its centroid gets added to the reduced dataset (final output). If it is non-homogeneous, then we recursively cluster the points using \textit{k}-means \cite{12} algorithm until all the clusters become homogeneous or there is no cluster left. RHC was tested on various annotated datasets \cite{13} - Letter recognition (LR), Pen-Digits (PD), and Landsat Satellite (LS). It gave better accuracy with lesser time complexity than classical ML algorithms such as \textit{k}-NN \cite{14}, and PSC \cite{3}.

Recently, Dataset Distillation \cite{15} approach proposed by Wang et al., an alternative formulation for the model distillation (a widely used technique in ensemble learning \cite{16}), aims to refine the knowledge of a large dataset to a smaller one. The idea was to synthesize a smaller dataset (points not necessarily from the original dataset) such that when the model is trained on distilled data, it gives accuracy almost the same as that of the model trained on original data. Dataset distillation approach \cite{15} when applied on MNIST comprising 60000 images, reduced the dataset to only ten images, i.e., as low as one image per class. However, this dataset has a limitation that we cannot identify the class of the image, making it less interpretable.

In this work, we took RHC as baseline and proposed our own approach which overcomes the problem of \cite{3}, \cite{11}, \cite{15} and \cite{1}. We applied the RHC algorithm over image datasets and discovered it performed poorly for images. Since the images in the reduced set are an aggregation of a cluster, they become blurry, and we cannot effectively determine the class of the centroid as shown in Figure\cite{1} Also, the RHC algorithm is a non-parametric algorithm where the size of the reduced set is not determined, and therefore we cannot get a specific desired reduction. RHC has its own limitations, which can be improved with an enhanced approach to data point selection. This work proposes the Merged-GHCIDR, a parametric algorithm that outputs data with a precise reduction rate, forming the subset of the full dataset.

III. PRELIMINARIES

**Definition 1 (Complete-linkage clustering).** This is one of the agglomerative clustering algorithms. Initially, all the points (outputs from GHCIDR) are considered single element clusters. Then iteratively, clusters are merged with the following invariant - merge clusters with the minimum distance between the farthest points of any two clusters. Mathematically, the
complete-linkage involves calculating the distance \( S(A, B) \) between the clusters \( A \) and \( B \) as the following expression:

\[
S(A, B) = \max_{a \in A, b \in B} d(a, b)
\]

where, \( d(a, b) \) is the distance between the elements \( a \in A, b \in B \) and \( A, B \) are the clusters.

**Definition 2 (N-dimensional ball)** [17]. A \( n \)-sphere of radius \( r \) is defined as a set of points in \( (n + 1) \)-dimensional Euclidean space that is at a constant distance \( r \) from a fixed point \( c \), where \( r \) can be any positive real integer and \( c \) can be any point in \( (n + 1) \)-dimensional space for any natural number \( n \).

\[
S^n(r) = \{ x \in \mathbb{R}^{n+1} : ||x|| = r \}
\]

**Definition 3 (Annulus).** The volume between two concentric \( n \)-spherical surfaces is defined as the annulus. In this paper, we divide the \( n \)-sphere into multiple concentric annuli and use this representative structure to sample the points based on their geometrical distribution inside the annulus.

**IV. Proposed Approach**

In this section, we propose the approach to reduce the dataset by sampling the data points that contribute significantly to the accuracy. We further build upon the central idea of the RHC algorithm that clusters the points based on the homogeneous labels and generates a reduced dataset by taking the centroid of each cluster. The images in this reduced dataset consist of centroids, which are an aggregation of all the points representing the cluster, making the images unidentifiable. RHC ignores boundary points of each cluster which act as a distinguishing factor for classification between images of two adjacent clusters [3]. Also, RHC avoids the size of the clusters making the contribution of different-sized clusters equal in the reduced dataset.

To overcome these problems, in this work, we propose - GHCIDR and Merged-GHCIDR. Geometrical Homogeneous Clustering for Image Data Reduction (GHCIDR) creates homogeneous clusters similar to the concept of RHC. However, here we imbibe the geometrical aspect of the dataset while RHC considers only the centroid. GHCIDR takes into account the size of clusters by assigning weights to decide the number of data points to be selected from each cluster. Hence, the images in the reduced dataset of GHCIDR are identifiable and a better representation of the original dataset. Another drawback of RHC is that it is non-parametric, and the size of the reduced dataset is not in the user’s control. We further improved the GHCIDR algorithm into Merged-GHCIDR. In this approach, we merged the clusters obtained from GHCIDR using complete linkage clustering to give users control over the size of the reduced data, making the algorithm parametric. This overcomes the problem encountered in RHC and GHCIDR.

**A. Geometrical Homogeneous Clustering for Image Data Reduction (GHCIDR)**

In GHCIDR (shown in Figure: 2), we introduce the idea of cluster weights by assigning more weightage to large-sized clusters. Adding cluster weights ensures we select images proportional to the cluster’s size. Furthermore, RHC selects only the centroid from each homogeneous cluster, whereas GHCIDR focuses on selecting images from the entire homogeneous cluster. To incorporate RHC’s concept of centrality in our algorithm, we select an image nearest to the cluster’s centroid. In addition, we consider the cluster as an “N-dimensional ball.” We divide this ball into annular regions and select images from each “annulus.” This ensures that we select images from the entire volume of the cluster.

**Algorithm:** Consider the cluster as an \( N \)-dimensional ball and images as points in this ball.
- Add the nearest point from the centroid of the cluster into the reduced set.
- Let \( maxDist \) be the distance of the farthest point from the centroid.
- Let \( \alpha \) be the parametric reduction rate input to the algorithm.
- Let \( size of cluster \) be the number of data points in that cluster.
- Let \( \gamma \) depend on the size of the cluster, \( maxDist \) and the reduction rate \( \alpha \).

\[
\gamma = \frac{maxDist}{((1 - \alpha) \times (size of cluster))}
\]

- Divide \( maxDist \) into partitions of equal size to get \( \frac{maxDist}{\gamma} \) annuli of the ball, with the innermost part being a sphere.
- For each annulus \( i \), let the inner radius and outer radius of the annulus be \( R_{i1} \) and \( R_{i2} \), respectively.
- Find the point belonging to annulus \( i \) having distance from the centroid nearest to \( (R_{i1} + R_{i2})/2 \) and add it to the reduced set.

**B. Merged-GHCIDR**

GHCIDR takes the homogeneous clusters formed by the RHC as input. RHC selects only one image from each cluster, while GHCIDR selects at least one image (nearest to centroid) and more (evenly distributed across the cluster) based on
the size of the cluster. Due to this, the reduction percentage of GHCIDR is always lesser than or equal to RHC. From Figure 3, we can see that as the cluster size increases, their count decreases drastically. Out of 12,200 clusters of CIFAR 10, nearly 10,000 clusters lie in a size range between 1 and 5. Because of this, the weightage assigned to small clusters becomes infinitesimal, resulting in few or zero data points being sampled from these clusters, which play a significant role in the overall representation of the dataset. Also, selecting zero images would reduce the accuracy as the number of smaller clusters is very large. To solve this tradeoff, we merge the homogeneous clusters having the same labels using complete linkage clustering (Figure 4). Merged-GHCIDR applies GHCIDR on these merged clusters. We experimentally found that complete linkage clustering performed better than the other agglomerative clustering methods inaccuracy.

Algorithm:
- Let us define $\beta$ as the ratio:
  $$\beta = \frac{\text{#Clusters}}{\text{total Homogeneous Clusters From RHC}}$$
- Iterate over each class and reduce the number of clusters to $(\beta \times \text{total Homogeneous Clusters Of Each Class})$ using complete linkage clustering.
- Apply the GHCIDR algorithm on the merged clusters to get the final condensed set.
- Tune the value of $\beta$ such that we get the reduction rate equivalent to RHC.

Note: Similar reduction rate of Merged-GHCIDR and RHC helps us compare the performance of these algorithms effectively.

V. Evaluation

A. Datasets

**MNIST Dataset [5]**: It is a collection of 60,000 handwritten images with 10 classes. Dimension of each image is 28x28 pixels.

**FMNIST Dataset [7]**: It is a collection of 60,000 clothes images with 10 classes. Dimension of each image is 28x28 pixels.

**CIFAR10 Dataset [6]**: It is a dataset of 50,000 coloured images with 10 classes. Dimension of each image is 32x32x3 pixels.

**Tiny-Imagenet Dataset [8]**: It is a subset of Imagenet consisting of 100,000 coloured images with 100 classes. Dimension of each image is 64x64x3 pixels.

B. Metrics

**Accuracy**: To compare the performance of the reduced dataset and the original dataset, we have used accuracy as the performance metric. Accuracy is defined as the ratio of the total number of correct predictions to the total number of predictions on the test dataset.

$$\text{Accuracy (Test Dataset)} = \frac{\text{#Correct Predictions}}{\text{#Total Predictions}}$$

**Training Time**: It is the time taken by the Neural Network to get trained on the given dataset. We compare the training time of the neural networks trained on both the original dataset and the reduced dataset.

C. Experimental Settings

- We experimented on three deep learning models, namely FCN (Fully Connected Network), VGG1 and VGG16. We used Nvidia P100 GPU with 60 GB RAM for dataset reduction and training.
- For FCN, VGG1, and VGG16, we used a batch size of 64, 100 epochs, and a learning rate of 0.001 (VGG1) and 0.01 (VGG16).
- Each experiment was carried out five times, and average accuracy and variance were reported.
- To get the size of condensed dataset equal to that of RHC in merged-GHCIDR, we found the optimum value of $\beta$, $\beta = 5$.

You can find the data on this link: [https://www.kaggle.com/c/thu-deep-learning/data](https://www.kaggle.com/c/thu-deep-learning/data)
Table I. Accuracy on reduced data, Variance and % reduction of MNIST dataset trained on FCN and VGG1 model for GHCIDR, Merged-GHCIDR and RHC.

| Algorithm Name | % Accuracy on reduced data | Variance | Training Time | % Accuracy on reduced data | Variance | Training Time | % Reduction Rate |
|----------------|---------------------------|----------|---------------|---------------------------|----------|---------------|------------------|
| Full Dataset   | 98.502                    | 0.001    | 355s 163ms    | 99.550                    | 0.003    | 705s 668ms    | 0                |
| RHC            | 94.418                    | 0.338    | 104s 192ms    | 96.284                    | 0.778    | 102s 118ms    | 95.068           |
| Merged - GHCIDR| 94.574                    | 0.226    | 106s 647ms    | 99.040                    | 0.001    | 101s 440ms    | 95.068           |
| GHCIDR         | 97.628                    | 0.021    | 121s 351ms    | 99.338                    | 0.002    | 134s 325ms    | 87.273           |

Table II. Accuracy on reduced data, Variance and % reduction of FMNIST dataset trained on FCN and VGG1 model for GHCIDR, Merged-GHCIDR and RHC.

| Algorithm Name | % Accuracy on reduced data | Variance | Training Time | % Accuracy on reduced data | Variance | Training Time | % Reduction Rate |
|----------------|---------------------------|----------|---------------|---------------------------|----------|---------------|------------------|
| Full Dataset   | 90.034                    | 0.076    | 472s 434ms    | 93.338                    | 0.015    | 104s 961ms    | 90.930           |
| RHC            | 71.786                    | 1.936    | 143s 222ms    | 79.102                    | 2.154    | 104s 961ms    | 90.930           |
| Merged - GHCIDR| 80.726                    | 0.619    | 147s 197ms    | 86.334                    | 0.784    | 102s 131ms    | 95.068           |
| GHCIDR         | 87.038                    | 0.106    | 191s 458ms    | 91.564                    | 0.02     | 148s 523ms    | 95.068           |

Table III. Accuracy on reduced data, Variance and % reduction of CIFAR10 and Tiny Imagenet datasets trained on VGG1 and VGG16 model for GHCIDR, Merged-GHCIDR and RHC respectively.

| Algorithm Name | % Accuracy on reduced data | Variance | % Reduction Rate | Training Time | % Accuracy on reduced data | Variance | % Reduction Rate | Training Time |
|----------------|---------------------------|----------|------------------|---------------|---------------------------|----------|------------------|---------------|
| Full Dataset   | 82.658                    | 0.007    | 0                | 601s 186ms    | 61.862                    | 0.588    | 0                | 6550s 821ms   |
| RHC            | 64.478                    | 2.023    | 75.670           | 402s 921ms    | 52.066                    | 0.239    | 47.333           | 3940s 415ms   |
| Merged - GHCIDR| 72.066                    | 0.208    | 75.668           | 401s 238ms    | 55.554                    | 0.289    | 47.280           | 3988s 761ms   |
| GHCIDR         | 80.646                    | 0.104    | 32.244           | 560s 150ms    | 60.492                    | 0.734    | 15.548           | 6075s 516ms   |

α) to be (0.4, 0.85) for MNIST, (0.3, 0.4) for CIFAR10, (0.38, 0.9) for FMNIST, and (0.5, 0.4) for Tiny-Imagenet datasets.

D. Results

The proposed algorithms were evaluated on the four datasets, and the reduced datasets were trained on FCN, VGG1, and VGG16 models. GHCIDR selects one or more images evenly from each homogeneous cluster. Thus, its reduction rate is lesser than RHC. The results were tabulated in Tables I, II and III. Merged-GHCIDR outperformed RHC in every experiment with the same reduction rate.

- For FMNIST dataset trained on FCN and VGG1 model, we got a 8.940% and a 7.232% increase in accuracy over RHC with Merged-GHCIDR.
- For MNIST dataset trained on FCN model and VGG1 model, we got a 0.156% and a 2.756% increase in accuracy over RHC with Merged-GHCIDR.
- For CIFAR10 dataset trained on VGG1 model, we got a 7.588% increase in accuracy over RHC with Merged-GHCIDR.
- For Tiny-Imagenet dataset trained on VGG16 model, we got a 3.488% increase in accuracy over RHC with Merged-GHCIDR.

The reduced data generated from our algorithm takes significantly less training time in comparison to the full dataset. Training time on different models were tabulated in Tables I, II and III. Merged-GHCIDR gave almost similar training time as that of RHC for each dataset and model.

- For MNIST dataset trained on FCN and VGG1 model, Merged-GHCIDR reduced the training time by 76.5% and 85.6% respectively.
- For FMNIST dataset trained on FCN and VGG1 model, Merged-GHCIDR reduced the training time by 68.8% and 78.4% respectively.
- For CIFAR10 dataset trained on VGG1 model, Merged-GHCIDR reduced the training time by 33.2%.
- For TinyImagenet dataset trained on VGG16 model, Merged-GHCIDR reduced the training time by 39.1%.

Note: The results were calculated using the time module of Python 3.6.

E. Analysis

Both the proposed approaches - GHCIDR and Merged-GHCIDR outperformed the baseline RHC in terms of accuracy. Merged-GHCIDR showed a significant increase in accuracy with a similar reduction rate as that of RHC. For MNIST, FMNIST, and CIFAR10 datasets, the RHC algorithm showed more variance than Merged-GHCIDR and GHCIDR. This is because RHC uses aggregation of images in its final dataset, while GHCIDR uses sampled images from the full dataset. Aggregation of images causes encapsulation of features, which
We further proposed Merged-GHCIDR over GHCIDR by using differentially private mechanisms and make the dataset volume of the cluster using the concept of annuli division. The novelty in our GHCIDR private. dataset, we aim to integrate the Merged-GHCIDR approach sourcing a dataset, it is important to make it secure from decades, and privacy has been a major concern. While open applications has increased exponentially in the past couple of noisy labels.

Moreover, we hope to improve the algorithms by sampling the Light-weight coresets \[20\] and other sampling algorithms. We would also compare this work with non-clustering based algorithms like Weight-light coresets \[20\] and other sampling algorithms. Moreover, we hope to improve the algorithms by sampling the reduced dataset for robust training of neural networks against noisy labels.

The use of the neural network in implementing real-life applications has increased exponentially in the past couple of decades, and privacy has been a major concern. While open sourcing a dataset, it is important to make it secure from privacy attacks. Thus to ensure the privacy of the reduced dataset, we aim to integrate the Merged-GHCIDR approach with differentially private mechanisms and make the dataset private.

VI. CONCLUSION

To overcome the problem of the non-parametric nature of RHC and the non-interpretablity of the reduced dataset formed by the existing algorithms, we proposed two novel variations for data reduction. The novelty in our GHCIDR approach includes sampling diverse images from the entire volume of the cluster using the concept of annuli division. We further proposed Merged-GHCIDR over GHCIDR by merging the homogeneous clusters having the same labels using complete linkage clustering. Merged-GHCIDR gives an edge over existing algorithms by providing the user control over the size of the reduced dataset. Our approach outperforms RHC and the previously proposed approaches in terms of accuracy and training time on neural network models with a similar reduction rate. As validated from the experiments, GHCIDR gave accuracy similar to that of the full dataset by minimizing the tradeoff between accuracy and reduction rate. Thus, we claim that the reduced datasets formed by our approaches can replace the original datasets without compromising the overall characteristics of the datasets.

VII. FUTURE WORK

In the future, we plan to reduce the Imagenet \[8\] and similar large datasets using the proposed approaches. We would also compare this work with non-clustering based algorithms like Light-weight coresets \[20\] and other sampling algorithms. Moreover, we hope to improve the algorithms by sampling the reduced dataset for robust training of neural networks against noisy labels.

The use of the neural network in implementing real-life applications has increased exponentially in the past couple of decades, and privacy has been a major concern. While open sourcing a dataset, it is important to make it secure from privacy attacks. Thus to ensure the privacy of the reduced dataset, we aim to integrate the Merged-GHCIDR approach with differentially private mechanisms and make the dataset private.
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