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Abstract
This article is built upon three main ideas. First, for a class of monomial ideals, it is proved that the multiplicity of an ideal equals the number of realizations of its codimension (an intuitive concept that we define later). Next, for an arbitrary graph $G$, we construct a monomial ideal $M_G$ and show that the chromatic number of $G$ is equal to the codimension of $M_G$. Finally, for a class of graphs, we give a formula that computes the chromatic polynomial of $G$, evaluated at the chromatic number of $G$, in terms of the codimension and multiplicity of $M_G$. In particular, the formula applies to all graphs satisfying the Erdős–Faber–Lovász conjecture.
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1 Introduction

The flow of this work is a threefold process that aims at computing graph invariants, using monomial invariants. Although the ultimate goal is to put the theory of monomial ideals to the service of graph coloring, each step of the process has its own goal and contains some result interesting in itself.

In the first stage, we reinterpret two monomial invariants in the language of monomial ideals. Since monomial ideals are members of the larger class of modules over a polynomial ring, definitions and theorems about such modules automatically become definitions and theorems about monomial ideals. In particular, the concepts of monomial codimension and monomial multiplicity can be (and have often been) defined with the same terminology as the codimension and multiplicity of a module. However, in this article we need to redefine these concepts in terms inherent to monomial ideals.

More specifically, we define the codimension of a monomial ideal $M$ as the cardinality of the smallest set of variables $X$, such that every generator of $M$ is divisible by
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some variable of $X$. The set $X$ is called a realization of the codimension of $M$. Then, we prove that for a large class of monomial ideals, the multiplicity of an ideal equals the number of realizations of the codimension of its polarization (Theorem 3.5).

The second part of this work is constructive and pivotal. Given a graph $G$, a monomial ideal $M_G$ is constructed, and we call it the chromatic ideal of $G$. The name chromatic ideal responds to the fact that the chromatic number of $G$ equals the codimension of $M_G$ (Theorem 4.8). This chromatic ideal $M_G$ can be regarded as the algebraic counterpart of the graph $G$, as invariants of one can often be represented in terms of invariants of the other, and each structure can be obtained from the other (Proposition 4.3).

The idea of associating a monomial ideal to a graph has already been used in the past. The term edge ideal, for instance, clearly speaks of an ideal defined in terms of the edges of a graph. An interesting application of the interplay between monomial ideals and graphs can be found in [6], where the authors use cover ideals to compute chromatic numbers. Edge ideals, cover ideals, and other ideals constructed with an eye on graphs usually have the following common characteristic: the vertices of the graph determine the variables of the ideal, and the edges of the graph determine (either directly or indirectly) the minimal generators of the ideal. Chromatic ideals, however, reverse this principle. The vertices of $G$ define the minimal generators of $M_G$, and the edges of $G$ determine the variables of $M_G$ (Definition 4.1). This distinctive feature makes chromatic ideals a useful bridge between commutative algebra and graph theory.

In the third and last part of the process, we transform information about monomial ideals into information about graphs. Some graph invariants are expressed in terms of monomial invariants and, in our main result (Theorem 5.1), we show how the chromatic polynomial of $G$, evaluated at the chromatic number of $G$, can be computed using the codimension and multiplicity of $M_G$, for a class of graphs. The key to prove this theorem is the fact that the number of configurations of $k$-colorings of $G$ (where $k$ is the chromatic number of $G$) is equal to the number of realizations of the codimension of $M_G$. In particular, the theorem applies to all graphs satisfying the Erdős–Faber–Lovász conjecture, something that we discuss at the end of this paper.

The material is organized as follows. Section 2 concerns background and notation. Section 3 discusses the meanings of codimension and multiplicity in the context of monomial ideals. In Sect. 4, we introduce chromatic ideals, compute some of their invariants, and prove their basic properties. Section 5 displays the interaction between chromatic polynomial, chromatic number, codimension, and multiplicity. Section 6 deals with the Erdős–Faber–Lovász conjecture. Finally, in Sect. 7, we make some remarks and ask some questions.

### 2 Background and notation

Since this article relies more strongly on commutative algebra than it does on graph theory, we will presuppose some familiarity with the former. In particular, we will take for granted that the reader is acquainted with dimension theory and free resolutions and knows some properties of monomial ideals. On the other hand, we will not assume previous knowledge on graph theory. In fact, we will introduce the fundamental objects
and will define any terms as needed. For related work on commutative algebra and graph theory, see [9, 10], respectively.

Throughout, the letter $S$ denotes a polynomial ring over a field, in sufficiently many variables. The letter $M$ always represents a monomial ideal in $S$, and the standard notation $G$ is reserved for a finite simple undirected graph (a concept that we define below). All graphs studied in this article are finite, simple, and undirected. For this reason, we will omit these adjectives and will say that $G$ is a graph, without ambiguity.

Definition 2.1 A graph $G$ is a pair $G = (V, E)$, where $V$ is a finite set of elements called vertices, and $E$ is a family of 2-element subsets of $V$, called edges. Unless otherwise stated, the vertices will be denoted with numbers. Thus, a graph will usually be represented in the form $G = (V, E)$, where $V = \{1, \ldots, n\}$, and $E \subseteq \{(i, j) : (i, j) \in V^2, i \neq j\}$.

If $G = (V, E)$ and $G' = (V', E')$ are two graphs, such that $V' \subseteq V$ and $E' \subseteq E$, we say that $G'$ is a subgraph of $G$. In particular, if every edge $(i, j)$ of $E$ with $i, j \in V'$ is also an edge of $E'$, then $G'$ is called the induced subgraph of $G$ on $V'$.

Below, we define some special classes of graphs.

Definition 2.2 Let $G = (V, E)$ be a graph.

(i) If $V = \{1, \ldots, n\}$ and $E = \{(i, j) : (i, j) \in V^2, i \neq j\}$, $G$ is called an $n$-clique.

(ii) If $V = \{1, \ldots, n\}$ and $E = \{(1, 2), (2, 3), \ldots, (n - 1, n), (n, 1)\}$, $G$ is called an $n$-cycle.

(iii) If $E = \emptyset$, $G$ is called an edgeless graph.

Graphs are usually represented graphically by identifying each vertex with a node and each edge $(i, j)$ with a segment of line joining the nodes identified with the vertices $i$ and $j$. The following graphs illustrate the definition above.

Example 2.3

The following are some common terms derived from the visual representation of a graph. Two vertices connected by an edge are said to be adjacent and are called endpoints of such edge. Two edges with a common vertex are called incident. In addition, if a vertex is one of the endpoints of an edge, the edge and the vertex are said to be incident.
Definition 2.4 Given a graph $G = (V, E)$, and a set of vertices $\omega \subseteq V$, we say that $\omega$ is an independent set if no edge has both endpoints in $\omega$. The set $\omega$ is called a maximal independent set if it is maximal under inclusion.

We close this section with one final important definition.

Definition 2.5 A k-coloring of a graph $G = (V, E)$ is a function $f : V \rightarrow \{0, 1, \ldots, k - 1\}$, such that $f(i) \neq f(j)$ whenever $i$ is adjacent to $j$. For a given value of $k$, we say that $G$ is k-colorable, if a $k$-coloring of $G$ exists. The chromatic number of $G$, denoted $\chi(G)$, is the smallest value of $k$, such that $G$ is $k$-colorable.

For each value of $k$, the number of $k$-colorings of $G$ will be denoted $P_G(k)$. There is a unique polynomial $P_G(t)$, which evaluated at any integer $k \geq 0$ coincides with $P_G(k)$, and is called the chromatic polynomial of $G$.

3 A reinterpretation of monomial invariants

Consider a polynomial ring $S$ on $n$ variables $x_1, \ldots, x_n$. The codimension of $S/M$, denoted $\text{codim}(S/M)$, is commonly defined as follows [4]. If $M$ is prime, $\text{codim}(S/M)$ is the supremum of lengths of chains of prime ideals, descending from $M$. If $M$ is not prime, $\text{codim}(S/M)$ is the minimum of the codimensions $\text{codim}(S/P)$, where $P$ is a prime ideal containing $M$.

Since every prime ideal $P$ of $S$ is of the form $P = (x_{i_1}, \ldots, x_{i_k})$, it follows that the supremum of lengths of chains of prime ideals descending from $P$ is $k$, the cardinality of the minimal generating set of $P$ (note that $k$ is the length of the chain $(0) \subseteq (x_{i_1}) \subseteq (x_{i_1}, x_{i_2}) \subseteq \ldots \subseteq (x_{i_1}, \ldots, x_{i_k}) = P$). Thus, $\text{codim}(S/P) = k$, the number of minimal generators of $P$.

Proposition 3.1 Let $M$ and $P$ be monomial ideals of $S$. Then, $P$ is a prime ideal containing $M$ if and only if there is a subset $\{x_{i_1}, \ldots, x_{i_k}\}$ of $\{x_1, \ldots, x_n\}$, such that $P = (x_{i_1}, \ldots, x_{i_k})$, and each minimal generator of $M$ is divisible by at least one element of $\{x_{i_1}, \ldots, x_{i_k}\}$.

Proof ($\Rightarrow$) Since every prime ideal of $S$ is minimally generated by a subset of $\{x_1, \ldots, x_n\}$, $P$ must be of the form $P = (x_{i_1}, \ldots, x_{i_k})$. In addition, if $M \subseteq P$, each minimal generator of $M$ must be a multiple of a minimal generator of $P$. Therefore, each minimal generator of $M$ is divisible by at least one element of $\{x_{i_1}, \ldots, x_{i_k}\}$.

($\Leftarrow$) If $P = (x_{i_1}, \ldots, x_{i_k})$, then $P$ is prime. Since each minimal generator $m$ of $M$ is divisible by one of $x_{i_1}, \ldots, x_{i_k}$, each $m$ must be in $P$. Hence, $M$ itself is contained in $P$.

It follows from Proposition 3.1 that the minimum of the codimensions $\text{codim}(S/P)$, where $P$ is prime and $P \supseteq M$, is the minimum of the cardinalities of subsets $\{x_{i_1}, \ldots, x_{i_k}\}$ of $\{x_1, \ldots, x_n\}$, such that each minimal generator of $M$ is divisible by at least one of $x_{i_1}, \ldots, x_{i_k}$. Now we can redefine the concept of codimension.

Definition 3.2 We define the codimension of $S/M$, denoted $\text{codim}(S/M)$, as the minimum of the cardinalities of the subsets $X$ of $\{x_1, \ldots, x_n\}$, such that every minimal generator of $M$ is divisible by at least one element of $X$.
It is convenient to point out that Proposition 3.1, as well as the alternative Definition 3.2, has long been known to algebraists. However, rarely do these ideas appear in the literature, and their value has perhaps gone unnoticed.

**Definition 3.3** Let \( M \) be squarefree. Denote \( \mathcal{R}(M) = \{ \{x_{i_1}, \ldots, x_{i_r}\} \subseteq \{x_1, \ldots, x_n\} : r = \text{codim}(S/M) \text{, and every minimal generator of } M \text{ is divisible by at least one of } x_{i_1}, \ldots, x_{i_r} \}. \)

Each set in the class \( \mathcal{R}(M) \) will be called a **realization of the codimension** of \( S/M \), or simply a realization of \( \text{codim}(S/M) \).

**Lemma 3.4** Suppose that \( M = (m_1, \ldots, m_s, h_1, \ldots, h_r) \) is a squarefree monomial ideal such that \( r, s \geq 1; (h_1, \ldots, h_r) \) is a complete intersection, and \( \text{codim}(S/M) = r \). Consider the ideal \( M_1 = (m_2, \ldots, m_s, h_1, \ldots, h_r) \), and let \( M_{m_1} = (m'_2, \ldots, m'_s, h'_1, \ldots, h'_r), \) where \( m'_i = \frac{\text{lcm}(m_i, m_1)}{m_1} \) and \( h'_i = \frac{\text{lcm}(h_i, m_1)}{m_1} \).

Then,

\[
\text{codim}(S/M) = \text{codim}(S/M_1) \leq \text{codim}(S/M_{m_1}).
\]

**Proof** Since \( (h_1, \ldots, h_r) \subseteq M_1 \subseteq M \), we must have

\[
r = \text{codim} \left( \frac{S}{(h_1, \ldots, h_r)} \right) \leq \text{codim} \left( \frac{S}{(h_1, \ldots, h_r)} \right) \leq \text{codim} (S/M_1) \leq \text{codim} (S/M) = r.
\]

Thus, \( \text{codim}(S/M_1) = r \).

Now, suppose that \( X \subseteq \{x_1, \ldots, x_n\} \) is a realization of the codimension of \( S/M_{m_1} \).

Let \( l \in \{m_2, \ldots, m_s, h_1, \ldots, h_r\} \), and let \( l' = \frac{\text{lcm}(l, m_1)}{m_1} \). Then, there is a variable \( x \in X \), such that \( x \mid l' \). Since \( l' = \frac{\text{lcm}(l, m_1)}{m_1} \mid l \), it follows that \( x \mid l \). Hence, every minimal generator of \( M_1 \) is divisible by some element of \( X \), and \( r = \text{codim}(S/M_1) \leq |X| = \text{codim}(S/M_{m_1}) \).

The next theorem expresses the multiplicities of certain monomial ideals as the number of realizations of the codimensions of their polarizations. The polarization of \( M \) is denoted \( M_{\text{pol}} \).

**Theorem 3.5** Suppose that \( M = (m_1, \ldots, m_s, h_1, \ldots, h_r) \), where \( (h_1, \ldots, h_r) \) is a complete intersection, and \( \text{codim}(S/M) = r \). Then \( e(S/M) = |\mathcal{R}(M_{\text{pol}})| \).

**Proof** Let us first assume that \( M \) is squarefree. The proof is by induction on \( s \).

If \( s = 0 \), then \( M = (h_1, \ldots, h_r) \) is a complete intersection. In this case, \( X \) is a realization of \( \text{codim}(S/M) \) if and only if \( X \) is of the form \( X = \{x_{i_1}, \ldots, x_{i_r}\} \), where \( x_{i_j} \mid h_j \). Since each \( h_j \) is squarefree, the number of variables dividing \( h_j \) equals \( \deg(h_j) \). Therefore, the number of realizations of \( \text{codim}(S/M) \) is \( |\mathcal{R}(M)| = \prod_{j=1}^{r} \deg(h_j) = e(S/M) \).

Suppose that the theorem holds for \( s - 1 \). We will prove it for \( s \).

According to Lemma 3.4, \( \text{codim}(S/M) = \text{codim}(S/M_1) \leq \text{codim}(S/M_{m_1}) \). Let us consider the case \( \text{codim}(S/M) = \text{codim}(S/M_1) < \text{codim}(S/M_{m_1}) \). By [2, Lemma...
4.1(ii), \( e(S/M) = e(S/M_1) \). By induction hypothesis, \( e(S/M_1) = |R(M_1)| \). Thus, we need to prove that \( |R(M_1)| = |R(M)| \). Suppose that \( X \) is a realization of \( \text{codim}(S/M) \). Since \( \text{codim}(S/M_1) = \text{codim}(S/M) \) and \( M_1 \subseteq M \), \( X \) must be a realization of \( \text{codim}(S/M_1) \). Hence, \( R(M) \subseteq R(M_1) \). Now, let \( X \) be a realization of \( \text{codim}(S/M_1) \).

Suppose, by means of contradiction, that \( X \in R(M_1) \setminus R(M) \). Then, each of \( m_2, \ldots, m_s, h_1, \ldots, h_r \) is divisible by some element of \( X \), but \( m_1 \) is not divisible by any element of \( X \). Let \( l' \in \{ m_2', \ldots, m_s', h_1', \ldots, h_r' \} \). Then, \( l' = \frac{lcm(l, m_1)}{m_1} \), where \( l \in \{ m_2, \ldots, m_s, h_1, \ldots, h_r \} \). Let \( x \in X \) be such that \( x \mid l \).

Then \( x \mid lcm(l, m_1) = l'm_1 \). Since \( x \not\mid m_1, x \mid l' \). We have proved that every minimal generator of \( M_{m_1} \) is divisible by some element of \( X \). Hence, \( \text{codim}(S/M_{m_1}) \leq |X| = \text{codim}(S/M_1) \), a contradiction. Therefore, \( R(M) = R(M_1) \). Combining these facts, we obtain \( e(S/M) = e(S/M_1) = |R(M_1)| = |R(M)| \). Now, let us consider the case \( \text{codim}(S/M_1) = \text{codim}(S/M) = \text{codim}(S/M_{m_1}) \). By [2, Lemma 4.1(i)], \( e(S/M) = e(S/M_1) - e(S/M_{m_1}) \). By induction hypothesis, \( e(S/M_1) = |R(M_1)| \), and \( e(S/M_{m_1}) = |R(M_{m_1})| \). Therefore, \( e(S/M) = |R(M_1)| - |R(M_{m_1})| \). We will prove that \( |R(M_1)| = |R(M_1)| - |R(M_{m_1})| \). Let \( X \in R(M_{m_1}) \). Then, each of \( m_2', \ldots, m_s', h_1', \ldots, h_r' \) is divisible by some element of \( X \), and thus, each of \( m_2, \ldots, m_s, h_1, \ldots, h_r \) is divisible by some element of \( X \). Since \( \text{codim}(S/M_1) = \text{codim}(S/M_{m_1}) \), it follows that \( X \in R(M_1) \). Therefore, \( R(M_{m_1}) \subseteq R(M_1) \). Now, let \( X \in R(M) \). Since \( \text{codim}(S/M) = \text{codim}(S/M_1) \), and \( M_1 \subseteq M \), we must have that \( X \in R(M_1) \). Hence, \( R(M) \subseteq R(M_1) \). We will show that \( R(M) = R(M_1) \setminus R(M_{m_1}) \). Let \( X \in R(M) \), and let \( x \in X \) be a variable that divides \( m_1 \). Since \( h_1, \ldots, h_r \) is a complete intersection, there is an index \( i \) such that \( h_i \) is divisible by \( x \), and \( h_i \) is not divisible by any variable of \( X \setminus \{ x \} \). It follows that \( h_i' \) is not divisible by any variable of \( X \setminus \{ x \} \). Moreover, since \( x \) divides both squarefree monomials \( h_i \) and \( m_1, x \mid \gcd(h_i, m_1) = \frac{h_i m_1}{lcm(h_i, m_1)} = \frac{h_i}{h_i'} \). Thus, \( x \) must appear with exponents 1 and 0 in the factorizations of \( h_i \) and \( h_i' \), respectively. In particular, \( h_i' \) is not divisible by \( x \). This means that \( h_i' \) is not divisible by any variable of \( X \), and \( X \notin R(M_{m_1}) \). We have proved that \( R(M) \subseteq R(M_1) \setminus R(M_{m_1}) \). Now, if \( X \in R(M_1) \setminus R(M_{m_1}) \) then each of \( m_2, \ldots, m_s, h_1, \ldots, h_r \) must be divisible by some element of \( X \). Suppose, by means of contradiction, that \( m_1 \) is not divisible by any element of \( X \). Let \( l \) be a minimal generator of \( M_1 \), and let \( x \in X \) be a divisor of \( l \). Then, \( x \mid \frac{m_1}{lcm(l, m_1)} = l' \).

This implies that each of \( m_2', \ldots, m_s', h_1', \ldots, h_r' \) is divisible by some element of \( X \), which means that \( X \in R(M_{m_1}) \), a contradiction. Thus, \( m_1 \) must be divisible by some element of \( X \), and \( X \in R(M) \). We have proved that \( R(M) = R(M_1) \setminus R(M_{m_1}) \), and given that \( R(M_{m_1}) \subseteq R(M_1) \), we have that \( |R(M)| = |R(M_1)| - |R(M_{m_1})| \). Combining these facts, we obtain \( e(S/M) = e(S/M_{pol}) = |R(M_{pol})| \).

Finally, the general case follows from the fact that \( e(S/M) = e(S/M_{pol}) = |R(M_{pol})| \). □

The hypotheses of Theorem 3.5 are not too restrictive. In fact, various classes of monomial ideals, including complete intersections, almost complete intersections, and
artinian ideals, satisfy these conditions. (Moreover, we conjecture that Theorem 3.5 holds for arbitrary monomial ideals.)

4 Chromatic ideals

In this pivotal section, we define chromatic ideals, the algebraic counterpart of graphs.

Definition 4.1 Given a graph $G$ on $n$ vertices, let $\Omega = \{\omega \subseteq V : \omega$ is a maximal independent set$\}$, and $\Gamma = \{\{1\}, \{2\}, \ldots, \{n\}\} \cup \Omega$. We define the chromatic ideal of $G$, denoted $M_G$, as the monomial ideal $M_G = (m_1, \ldots, m_n)$, where $m_i = \prod_{\omega \in \Gamma \cap \omega} x_\omega$. (We will say that the vertex $i$ and the monomial $m_i$ are associated.)

Example 4.2 Let $G$ be the following graph:

```
1 -- 5 -- 6
|     |     |
| 2   | 4   |
|     |     |
| 3   | 5   |
```

Let us construct the chromatic ideal of $G$. Notice that

$$\Omega = \{\{1, 3\}, \{1, 4\}, \{2, 4, 6\}, \{3, 5\}, \{3, 6\}\}.$$

Hence, $M_G = (m_1, \ldots, m_6)$, where

$$m_1 = x_{\{1\}}x_{\{1,3\}}x_{\{1,4\}} \quad m_4 = x_{\{4\}}x_{\{1,4\}}x_{\{2,4,6\}}$$

$$m_2 = x_{\{2\}}x_{\{2,4,6\}} \quad m_5 = x_{\{5\}}x_{\{3,5\}}$$

$$m_3 = x_{\{3\}}x_{\{1,3\}}x_{\{3,5\}}x_{\{3,6\}} \quad m_6 = x_{\{6\}}x_{\{3,6\}}x_{\{2,4,6\}}.$$

By doing the change of variables $a = x_{\{1,3\}}, b = x_{\{1,4\}}, c = x_{\{2,4,6\}}, d = x_{\{3,5\}}, e = x_{\{3,6\}}, f = x_{\{1\}}, g = x_{\{2\}}, h = x_{\{3\}}, i = x_{\{4\}}, j = x_{\{5\}},$ and $k = x_{\{6\}}$, $M_G$ can be expressed in the form $M_G = (fab, gc, hade, ibc, jd, kce)$.

Proposition 4.3 Suppose that the chromatic ideal $M_G$ of a graph $G$ is minimally generated by $n$ monomials $m_1, \ldots, m_n$. Then, $G = (V, E)$, where $V = \{1, \ldots, n\}$ and $E = \{(i, j) \subseteq V : \text{lcm}(m_i, m_j) = 1\}$.

Proof Let $V = \{1, \ldots, k\}$. By construction, $M_G$ is generated by the $k$ monomials associated with $1, 2, \ldots, k$. Denote these monomials by $h_1, \ldots, h_k$. Then, $n \leq k$. Suppose that $n < k$. This means that one of the generators $h_1, \ldots, h_k$ is not a minimal generator. That is, there are generators $h_i$ and $h_j$, with $i \neq j$, such that $h_i \mid h_j$.

By construction, if $1 \leq r, s \leq k$, then $x_{\{r\}} \mid h_s$ if and only if $r = s$. Therefore, $x_{\{i\}} \mid h_i$,
but \(x_{\{i\}} \divides h_j\), which means that \(h_i \divides h_j\), a contradiction. We conclude that \(n = k\), and \(V = \{1, \ldots, n\}\).

Now, if \(\{i, j\} \in E\), then no independent set \(\omega\) contains \(i\) and \(j\), simultaneously. Therefore, no variable \(x_{\omega}\) can be a common divisor of \(m_i\) and \(m_j\). Thus, \(\text{lcm}(m_i, m_j) = 1\). Conversely, if \(\text{lcm}(m_i, m_j) = 1\), we must have that no variable \(x_{\omega}\) divides both \(m_i\) and \(m_j\). In turn, this implies that no maximal independent set \(\omega\) contains both \(i\) and \(j\). It follows that \(i\) and \(j\) cannot belong to the same independent set. In particular, \(\{i, j\}\) is not an independent set, and thus, \(\{i, j\} \in E\). \(\square\)

In light of Proposition 4.3, we conclude that a graph \(G\) and its chromatic ideal \(M_G\) yield the same information. In fact, \(M_G\) can be obtained from \(G\), and vice versa.

**Definition 4.4** Let \(M\) be minimally generated by monomials \(m_1, \ldots, m_n\). A minimal generator \(m_i\) is called **dominant**, if there is a variable \(x\) such that the exponent with which \(x\) appears in the factorization of \(m_i\) is larger than the exponent with which \(x\) appears in the factorization of \(m_j\), for all \(j \neq i\). If each minimal generator of \(M\) is dominant, then we say that \(M\) is a dominant ideal.

**Example 4.5** Let \(M = (m_1 = a^2, m_2 = ab^2, m_3 = bc)\). Notice that \(m_1\) is dominant, for the exponent with which \(a\) appears in the factorization of \(m_1\) is larger than the exponent with which \(a\) appears in the factorizations of \(m_2\) and \(m_3\). With a similar argument, it can be shown that \(m_2\) and \(m_3\) are also dominant generators, and therefore, \(M\) is a dominant ideal.

An interesting feature of dominant ideals is that they characterize when the Taylor resolution is minimal [1]. The next result shows that chromatic ideals are dominant.

**Proposition 4.6** For every graph \(G\), the chromatic ideal \(M_G\) is dominant.

**Proof** Let \(1, \ldots, n\) be the vertices of \(G\), and denote by \(m_1, \ldots, m_n\) their associated monomials. Then, \(M = (m_1, \ldots, m_n)\). Choose a generator \(m_i\). By construction, the variable \(x_{\{i\}}\) appears in the factorization of \(m_i\), but not in the factorization of \(m_j\), for all \(j \neq i\). Therefore, \(m_i\) is both a minimal generator and a dominant generator. Since \(i\) is arbitrary, \(M_G\) is a dominant ideal. \(\square\)

Next, we give another simple but important property of chromatic ideals.

**Proposition 4.7** If \(G\) is a graph containing a \(k\)-clique as a subgraph, then its chromatic ideal \(M_G\) can be expressed in the form \(M_G = (m_1, \ldots, m_s, h_1, \ldots, h_k)\), where \((h_1, \ldots, h_k)\) is a complete intersection.

**Proof** Let \(1, \ldots, k\) be the vertices of a \(k\)-clique contained in \(G\), and denote by \(h_1, \ldots, h_k\) their associated monomials. Consider two of these monomials, say \(h_i\) and \(h_j\), and a variable \(x_{\omega}\) dividing \(h_i\). Notice that \(i \in \omega\). Since \(i\) and \(j\) are vertices of the same clique, they must be adjacent, and hence, no independent set contains both \(i\) and \(j\). It follows that \(j \notin \omega\) and thus, \(x_{\omega} \nmid h_j\). This implies that \(\text{lcm}(h_i, h_j) = 1\). Since \(i\) and \(j\) are arbitrary, \((h_1, \ldots, h_k)\) must be a complete intersection. \(\square\)

The following theorem proves that the chromatic number of a graph is equal to the codimension of its chromatic ideal, which explains the term chromatic ideal.
Theorem 4.8  For an arbitrary graph $G$, $\chi(G) = \text{codim}(S/M_G)$.

Proof Let $r = \chi(G)$. Then, there is a partition $V = W_1 \cup \ldots \cup W_r$ of the vertex set of $G$, into $r$ independent sets. For each $1 \leq i \leq r$, let $\omega_i$ be a maximal independent set containing $W_i$. Let $m_s$ be a minimal generator of $M$, and let $s$ be the vertex associated with $m_s$. Then, there exists an $1 \leq i \leq r$, such that $s \in W_i \subseteq \omega_i$. It follows that the variable $x_{\omega_i}$ appears in the factorization of $m_s$, which proves that every minimal generator of $M_G$ is divisible by one of $x_{\omega_1}, \ldots, x_{\omega_r}$. Hence, $\text{codim}(S/M_G) \leq r$.

Suppose that $\text{codim}(S/M_G) = h < r$. Then, there exists a realization $\{x_{\gamma_1}, \ldots, x_{\gamma_h}\}$ of $\text{codim}(S/M)$. In particular, $\gamma_1, \ldots, \gamma_h$ are independent sets. Consider a vertex $s$ and its associated monomial $m_s$. Then, for some $1 \leq i \leq h$, $m_s$ is divisible by $x_{\gamma_i}$, which implies that $s \in \gamma_i$. This proves that $V = \bigcup_{i=1}^h \gamma_i$. Let $\gamma_1' = \gamma_1$, $\gamma_2' = \gamma_2 \setminus \gamma_1$, and more generally, $\gamma_i' = \gamma_i \setminus \bigcup_{j=1}^{i-1} \gamma_j$. Then, $\{\gamma_1', \ldots, \gamma_h'\}$ is a partition of $V$ into $h$ independent sets, which implies that $\chi(G) \leq h < r$, a contradiction. This shows that $\chi(G) = r = \text{codim}(S/M_G)$. \hfill \Box

Given the strong connection between a graph $G$ and its chromatic ideal $M_G$, it is not difficult to interpret invariants of $G$ in terms of invariants of $M_G$. One instance of this interplay is seen in Theorem 4.8. Here is another example. The degree of a vertex $i$ of $G$, denoted $\text{deg}(i)$, is the number of edges that are incident to $i$. It follows from Proposition 4.3 that $\text{deg}(i)$ can be expressed algebraically as the number of minimal generators $m_j$ of $M_G$ such that $\text{lcm}(m_i, m_j) = 1$.

The advantage of interpreting graph invariants in terms of monomial invariants is the fact that we can put the theory of monomial ideals to the service of graph theory (and vice versa), which we do in the next section.

5 Multiplicities and the chromatic polynomial

The interaction between a graph and its chromatic ideal reaches its climax in the next theorem, where the chromatic number and the chromatic polynomial of $G$ as well as the codimension and multiplicity of $M_G$ are intertwined to create a useful formula.

Theorem 5.1  Suppose that a graph $G$ can be expressed as the union of finitely many $k$-cliques. If $\chi(G) = k$, then $P_G(k) = k! \text{e}(S/M_G)$.

Proof Denote by $\{K(1), \ldots, K(r)\}$ the finite class of $k$-cliques stated by the theorem. Since $P_G(k)$ equals the number of configurations of $k$-colorings of $G$ multiplied by the number of permutations of $k$ colors, it suffices to prove that $\text{e}(S/M_G)$ equals the number of configurations of $k$-colorings of $G$. That is, we only need to prove that $\text{e}(S/M_G)$ equals the number of partitions of $V$ into $k$ independent sets. Since $G$ contains a $k$-clique as subgraph, it follows from Proposition 4.7 that the minimal generating set of $M_G$ must contain a regular sequence of $k$ elements. By Theorem 4.8, $\text{codim}(S/M_G) = \chi(G) = k$, and by Theorem 3.5, $\text{e}(S/M_G)$ equals the number of realizations of $\text{codim}(S/M_G)$. Therefore, the theorem will be proven if we show that the rule

$\{W_1, \ldots, W_k\} \rightarrow \{x_{W_1}, \ldots, x_{W_k}\}$
defines a bijective correspondence between the class of partitions of $V$ into $k$ independent sets, and the class of realizations of $\text{codim}(S/M_G)$.

The proof consists of three steps. First, $f$ is well defined. Let $V = W_1 \cup \ldots \cup W_k$ be a partition of $V$ into $k$ independent sets. We will prove that $W_1, \ldots, W_k$ are maximal independent sets. Suppose not. Then, for some $i$, $W_i$ is strictly contained in an independent set $W$. Let $v \in W \setminus W_i$, and let $K(s)$ be a $k$-clique containing $v$. Since $W$ is independent, no vertex of $W \setminus \{v\}$ is in $K(s)$. In particular, $W_i \cap K(s) = \emptyset$.

It follows that $K(s) = (W_1 \cap K(s)) \cup \ldots \cup (W_i \cap K(s)) \cup \ldots \cup (W_k \cap K(s))$ is a partition of $K(s)$ into $k - 1$ independent sets, a contradiction. Thus, $W_1, \ldots, W_k$ must be maximal independent sets. For each vertex $v \in V$, let $W$ be a maximal independent set containing $v$. Then, the corresponding monomial generator $m_v$ of $M_G$ is divisible by $x_W$. Hence, $\{x_{W_1}, \ldots, x_{W_k}\}$ is a realization of $\text{codim}(S/M_G)$.

Next, $f$ is one-to-one. If $\{x_{Y_1}, \ldots, x_{Y_k}\} = \{x_{Z_1}, \ldots, x_{Z_k}\}$, then $\{Y_1, \ldots, Y_k\} = \{Z_1, \ldots, Z_k\}$.

Finally, $f$ is onto. Let $\{x_{W_1}, \ldots, x_{W_k}\}$ be a realization of $\text{codim}(S/M_G)$. Then, $W_1, \ldots, W_k$ are independent sets, and $V = \bigcup_{i=1}^k W_i$. Moreover, $V = W_1 \cup (W_2 \setminus W_1) \cup \ldots \cup (W_k \setminus \bigcup_{i=1}^{k-1} W_i)$ is a partition of $V$ into $k$ independent sets. Suppose that, for some $1 \leq s \leq k$, there is a vertex $v \in V$, such that $v \in W_s \cap \bigcup_{i=1}^{s-1} W_i$. Let $K(j)$ be a $k$-clique such that $v \in K(j)$. Since $W_s$ is independent, $W_s \setminus \bigcup_{i=1}^{s-1} W_i \cap K(j) = \emptyset$.

Therefore,

$$K(j) = [W_1 \cap K(j)] \cup \ldots \cup \left[\left(W_s \setminus \bigcup_{i=1}^{s-1} W_i\right) \cap K(j)\right] \cup \ldots \cup \left[\left(W_k \setminus \bigcup_{i=1}^{k-1} W_i\right) \cap K(j)\right]$$

is a partition of $K(j)$ into $k - 1$ independent sets, a contradiction. It follows that $W_s \setminus \bigcup_{i=1}^{s-1} W_i = \emptyset$, which implies that the sets $W_1, \ldots, W_k$ are pairwise disjoint. Then, $V = W_1 \cup (W_2 \setminus W_1) \cup \ldots \cup (W_k \setminus \bigcup_{i=1}^{k-1} W_i) = W_1 \cup \ldots \cup W_k$ is a partition of $V$ into $k$ independent sets.

The next theorem, stated below for completeness, can be found in [2, Corollary 5.4].

**Theorem 5.2** Suppose that $M$ is a dominant ideal that can be expressed in the form $M = (m_1, \ldots, m_s, h_1, \ldots, h_k)$, where $k = \text{codim}(S/M)$, and $(h_1, \ldots, h_k)$ is a complete intersection. Then,

$$e(S/M) = \sum_{1 \leq r_1 < \ldots < r_j \leq s} (-1)^j \prod_{i=1}^k \deg \left( \frac{\text{lcm}(m_{r_1}, \ldots, m_{r_j}, h_i)}{\text{lcm}(m_{r_1}, \ldots, m_{r_j})} \right).$$
Corollary 5.3 Suppose that a graph $G$ can be expressed as the union of finitely many $k$-cliques. If $\chi(G) = k$, then

(i) $M_G$ can be expressed in the form $M_G = (m_1, \ldots, m_s, h_1, \ldots, h_k)$, where $(h_1, \ldots, h_k)$ is a complete intersection.

(ii) $P_G(k) = k! \sum_{1 \leq r_1 < \cdots < r_j \leq s} (-1)^j \prod_{i=1}^k \deg \left( \frac{lcm(m_{r_1}, \ldots, m_{r_j}, h_i)}{lcm(m_{r_1}, \ldots, m_{r_j})} \right)$.

Proof (i) It follows immediately from Proposition 4.7.

(ii) By Proposition 4.6, $M_G$ is dominant and, by Theorem 4.8, $\text{codim}(S/M_G) = k$. Therefore, by Theorem 5.2, we have

$$e(S/M_G) = \sum_{1 \leq r_1 < \cdots < r_j \leq s} (-1)^j \prod_{i=1}^k \deg \left( \frac{lcm(m_{r_1}, \ldots, m_{r_j}, h_i)}{lcm(m_{r_1}, \ldots, m_{r_j})} \right).$$

Now, our claim follows directly from Theorem 5.1. 

6 The Erdős–Faber–Lovász conjecture

We will explore classes of ideals that satisfy the hypotheses of Theorem 5.1 and Corollary 5.3. Our main source of examples is derived from the following conjecture, originally posed by P. Erdős, V. Faber, and L. Lovász, in 1972 [5].

Conjecture 6.1 If $G$ is the union of $k$ $k$-cliques that intersect pairwise in at most one vertex, then its chromatic number is $\chi(G) = k$.

One particular case where the Erdős–Faber–Lovász conjecture is known to hold is due to N. Hindman and states that the conjecture is true if no vertex belongs to more than two of the $k$-cliques [7]. In order to have concrete instances where the formula of Corollary 5.3 can be verified, we will consider this case and will use it to prove a related result. The next theorem is discussed in [7, Section 1].

Theorem 6.2 Suppose that $G$ is a graph obtained as the union of $k$ $k$-cliques, having the following properties:

(i) the $k$-cliques intersect pairwise in at most one vertex,

(ii) every vertex of $G$ is shared by at most 2 of the $k$-cliques.

Then, $\chi(G) = k$.

We will show that when $k$ is odd a result slightly stronger than Theorem 6.2 holds. To prove this fact, we need to introduce new notation and to prove two lemmas.

Notation: For each integer $r$, let $\mathcal{F}_r = \{[i, j] : 1 \leq i < j \leq r\}$.

Lemma 6.3 Let $k$ be an integer. Let $f : \mathcal{F}_k \to \{0, \ldots, k-1\}$ be defined by $f([i, j]) = u$, where $i + j \equiv u \mod k$. Then, for each $0 \leq u \leq k - 1$, the elements of $f^{-1}(u)$ are disjoint.
Proof Suppose that \( f([i, j]) = f([s, t]) = u \). If \([i, j]\) and \([s, t]\) have an element in common, then they must be of the form \([\alpha, \beta]\) and \([\alpha, \gamma]\), respectively. Then, \( k | (\alpha + \beta) - (\alpha + \gamma) = \beta - \gamma \). It follows that \( \beta = \gamma \), and \([i, j] = [\alpha, \beta] = [s, t] \). \( \square \)

Lemma 6.4 Let \( k \) be odd. Let \( h : \mathcal{F}_{k+1} \to \{0, \ldots, k - 1\} \) be defined by

\[
h([s, t]) = \begin{cases} 
(s + t) \mod k & \text{if } [s, t] \in \mathcal{F}_k \\
2s & \text{if } 1 \leq s \leq \frac{k - 1}{2} \text{ and } t = k + 1 \\
2s - k & \text{if } \frac{k - 1}{2} < s \leq k - 1 \text{ and } t = k + 1 \\
0 & \text{if } s = k \text{ and } t = k + 1.
\end{cases}
\]

Then, for each \( 0 \leq u \leq k \), the elements of \( h^{-1}(u) \) are pairwise disjoint.

Proof Let \( f : \mathcal{F}_k \to \{0, \ldots, k - 1\} \) be defined by \( f([s, t]) = u \), where \( s + t \equiv u \mod k \).

Notice that \([0, \ldots, k - 1]\) is the disjoint union of the sets \( A = \{u : u \text{ is even and } 2 \leq u \leq k - 1\}, B = \{u : u \text{ is odd and } 1 \leq u \leq k - 2\}, \) and \( C = \{0\} \). Thus, the lemma can be proven by considering the following 3 cases.

Case 1: for each \( u \in A \), the elements of \( h^{-1}(u) \) are disjoint.

Since \( A \) can be represented in the form \( A = \{2s : 1 \leq s \leq \frac{k - 1}{2}\} \), it is enough to show that for each \( 1 \leq s \leq \frac{k - 1}{2} \), the elements of \( h^{-1}(2s) \) are disjoint. Note that \( h^{-1}(2s) = f^{-1}(2s) \cup \{s, k + 1\} \) and, by Lemma 6.3, the elements of \( f^{-1}(2s) \) are disjoint. Hence, this case reduces to showing that \( \{s, k + 1\} \cap [i, j] = \emptyset \), for all \( [i, j] \in f^{-1}(2s) \). Suppose not. Then, \( f^{-1}(2s) \) must contain an element of the form \( \{s, \gamma\} \). Since \( f([s, \gamma]) = 2s \), we must have that \( k \mid (s + \gamma) - 2s = \gamma - s \). It follows that \( \gamma = s \), and \( \{s, \gamma\} = \{s, s\} \), a contradiction.

Case 2: for each \( u \in B \), the elements of \( h^{-1}(u) \) are disjoint.

Since \( B \) can be represented in the form \( B = \{2s - k : \frac{k - 1}{2} < s \leq k - 1\} \), it is enough to show that for each \( \frac{k - 1}{2} < s \leq k - 1 \), the elements of \( h^{-1}(2s - k) \) are disjoint. Note that \( h^{-1}(2s - k) = f^{-1}(2s - k) \cup \{s, k + 1\} \) and, by Lemma 6.3, the elements of \( f^{-1}(2s - k) \) are disjoint. Hence, this case reduces to showing that \( \{s, k + 1\} \cap [i, j] = \emptyset \), for all \( [i, j] \in f^{-1}(2s - k) \). Suppose not. Then, \( f^{-1}(2s - k) \) must contain an element of the form \( \{s, \gamma\} \). Since \( f([s, \gamma]) = 2s - k \), we must have that \( k \mid (s + \gamma) - (2s - k) = \gamma - s + k \). It follows that \( \gamma = s \), and \( \{s, \gamma\} = \{s, s\} \), a contradiction.

Case 3: the elements of \( h^{-1}(0) \) are disjoint.

Note that \( h^{-1}(0) = f^{-1}(0) \cup \{k, k + 1\} \) and, by Lemma 6.3, the elements of \( f^{-1}(0) \) are disjoint. Hence, this case reduces to showing that \( \{k, k + 1\} \cap [i, j] = \emptyset \), for all \( [i, j] \in f^{-1}(0) \). Suppose not. Then, \( f^{-1}(0) \) must contain an element of the form...
\{k, γ\}. Since \( f(\{k, γ\}) = 0 \), we must have that \( k \mid (k + γ) \). It follows that \( γ = k \), and \( \{k, γ\} = \{k, k\} \), a contradiction.

\( \blacksquare \)

**Example 6.5** Let \( k = 7 \). The functions \( f \) and \( h \), defined by Lemmas 6.3 and 6.4, are

\[
\begin{array}{cccccccc}
34 & 35 & 45 & 46 & 56 & 57 & 67 & 78 \\
25 & 26 & 36 & 37 & 47 & 23 & 24 & 18 \\
16 & 17 & 27 & 12 & 13 & 14 & 15 & 0
\end{array}
\]

\[
\begin{array}{cccccccc}
f & 0 & 1 & 2 & 3 & 4 & 5 & 6 \\
2 & 1 & 2 & 3 & 4 & 5 & 6 &
\end{array}
\]

\[
\begin{array}{cccccccc}
h & 0 & 1 & 2 & 3 & 4 & 5 & 6 \\
2 & 1 & 2 & 3 & 4 & 5 & 6 &
\end{array}
\]

Note: Lemma 6.4 is false when \( k \) is even. In fact, when \( k = 2 \), \( \mathcal{P}_3 = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\} \) and it is impossible to define a function \( h \) as in Lemma 6.4.

The next theorem, which is a strengthened version of Theorem 6.2 when \( k \) is odd, is proved with the same line of reasoning that Hindman used in [7, Section 1].

**Theorem 6.6** Let \( k \) be odd. Suppose that \( G \) is a graph obtained as the union of \( k + 1 \) \( k \)-cliques, having the following properties:

(i) the \( k \)-cliques intersect pairwise in at most one vertex,
(ii) every vertex of \( G \) is shared by at most 2 of the \( k \)-cliques.

Then \( \chi(G) = k \).

**Proof** Denote by \( K(1), \ldots, K(k+1) \) the \( k + 1 \) \( k \)-cliques stated by the theorem. Let \( G = (V, E) \). Consider the set \( V' \subseteq V \) of vertices that are shared by exactly 2 of the \( K(i) \), and let \( G' \) be the induced subgraph of \( G \) on the vertex set \( V' \). Suppose that there is a \( k \)-coloring \( f : V' \to \{0, \ldots, k-1\} \) of \( G' \). Then, \( f \) can be extended to a \( k \)-coloring of \( G \) as follows. For each \( i = 1, \ldots, k+1 \), define a bijection \( g_i : K(i) \to \{0, \ldots, k-1\} \) such that \( g_i(v) = f(v) \), for all \( v \in V' \cap K(i) \). (Since \( f \) is a \( k \)-coloring of \( V' \), \( f \) is one to one in \( V' \cap K(i) \). Thus, the bijection \( g_i \) actually exists.) Now, let \( g : V \to \{0, \ldots, k-1\} \) be the (only) function whose restriction to \( K(i) \) equals \( g_i \). Let \( \{v_1, v_2\} \in E \). Then, \( v_1, v_2 \in K(i) \), for some \( i \). It follows that \( g(v_1) = g_i(v_1) \neq g_i(v_2) = g(v_2) \), which shows that \( g \) is a \( k \)-coloring of \( G \).

Thus, the theorem will be proved if we can construct a \( k \)-coloring \( f : V' \to \{0, \ldots, k-1\} \) of \( G' \). Let \( h \) be the function defined in Lemma 6.4, and consider the function \( h' : V' \to \mathcal{P}_{k+1} \), defined by the following rule: if \( v \in K(i) \cap K(j) \), then \( h'(v) = \{i, j\} \). Let \( f = h \circ h' \), and suppose that \( f(v_1) = f(v_2) \), for distinct vertices \( v_1, v_2 \) of \( V' \). Denote \( h'(v_1) = \{i, j\} \), and \( h'(v_2) = \{r, s\} \). Then \( h((i, j)) = h((r, s)) \). By Lemma 6.4, \( \{i, j\} \cap \{r, s\} = \emptyset \), which means that \( v_1 \in K(i) \cap K(j) \), \( v_2 \in K(r) \cap K(s) \), and \( K(i), K(j) \) \( \cap \{K(r), K(s)\} = \emptyset \). By property (ii), \( v_1 \) and \( v_2 \) cannot be vertices of the same \( k \)-clique, which implies that \( v_1 \) and \( v_2 \) are not adjacent. This proves that \( f \) is a \( k \)-coloring of \( G' \). \( \blacksquare \)
Note: Theorem 6.6 does not hold when $k$ is even, the simplest counterexample being $k = 2$, and $G = (V = \{x_1, x_2, x_3\}, E = \{\{x_1, x_2\}, \{x_1, x_3\}, \{x_2, x_3\}\})$.

The next example illustrates Theorem 6.6 by giving a $k$-coloring of a graph $G$, explicitly.

**Example 6.7** Let $G$ be the union of the following 4 3-cliques:

$$
\begin{align*}
K(1) & \quad K(2) & \quad K(3) \\
\{1, 2\} & \quad \{2, 3\} & \quad \{2, 4\} \\
\{1, 4\} & \quad \{3, 4\}
\end{align*}
$$

(Here we depart from the standard notation, and denote vertices with 2-element sets.) By Lemma 6.4, the following rule defines a $k$-coloring of $G'$.

$$
\begin{array}{c|c|c}
\{3, 4\} & \{2, 4\} & \{1, 4\} \\
\{1, 2\} & \{1, 3\} & \{2, 3\} \\
h & \downarrow & \downarrow & \downarrow \\
0 & 1 & 2
\end{array}
$$

Finally, each clique $K(i)$ of $G$ can be 3-colored as follows. Color the vertices of $K(i)$ that are in $G'$, as the function $h$ indicates. If $A_i$ is the set of all integers used
to color these vertices, then color the remaining vertices of \( K(i) \) with the integers of \( \{0, 1, 2\} \setminus A_i \), arbitrarily. Thus, \( G \) can be 3-colored in the following fashion.

\[
\begin{array}{c}
0 & 1 & 2 \\
1 & 0 & 2 \\
2 & 0 & 1 \\
\end{array}
\]

We close this section applying the formula of Theorem 5.1 to two graphs.

**Example 6.8** (i) Consider the 3-cliques \( K(1) = (\{1, 2, 3\}, \{\{1, 2\}, \{1, 3\}, \{2, 3\}\}) \), \( K(2) = (\{3, 4, 5\}, \{\{3, 4\}, \{3, 5\}, \{4, 5\}\}) \), and \( K(3) = (\{1, 5, 6\}, \{\{1, 5\}, \{1, 6\}, \{5, 6\}\}) \). Let \( G = K(1) \cup K(2) \cup K(3) \).

\[
\begin{array}{c}
1 & 2 & 3 \\
1 & 2 & 4 \\
3 & 5 & 6 \\
\end{array}
\]

\[ G = K(1) \cup K(2) \cup K(3) \]

Notice that any 2 of \( K(1), K(2), K(3) \) intersect in exactly one vertex. Thus, the graph \( G = K(1) \cup K(2) \cup K(3) \) satisfies the hypotheses of the Erdős–Faber–Lovász conjecture. Moreover, each vertex of \( G \) belongs to no more than 2 of \( K(1), K(2), K(3) \). By Theorem 6.2, \( \chi(G) = 3 \).

We will compute \( P_3(G) \) in two different ways. First, note that the function \( f: \{1, \ldots, 6\} \rightarrow \{0, 1, 2\} \), defined by \( f(1) = f(4) = 0; f(2) = f(5) = 1; f(3) = f(6) = 2 \) is a 3-coloring. Also, note that in any 3-coloring \( g: \{1, \ldots, 6\} \rightarrow \{0, 1, 2\} \), \( g(1) \neq g(3), g(3) \neq g(5), \) and \( g(1) \neq g(5) \) because the vertices 1, 3, 5 are pairwise adjacent. It follows that \( \{g(1), g(3), g(5)\} = \{0, 1, 2\} \), and hence, \( g(2), g(4), g(6) \in \{g(1), g(3), g(5)\} \). Now, since 2 is adjacent to 1 and 3, we must have \( g(2) = g(5) \); since 4 is adjacent to 3 and 5, \( g(4) = g(1) \); and since 6 is adjacent to 1 and 5, \( g(6) = g(3) \). This implies that the 3-colorings \( f \) and \( g \) have the same configuration. Thus, up to permutations, there is only one 3-coloring of \( G \), and \( P_G(3) = 3! = 6 \).

Now we will compute \( P_G(3) \) using Theorem 5.1. It can be verified that the class of maximal independent sets is given by \( \Omega = \{\{2, 4, 6\}, \{1, 4\}, \{2, 5\}, \{3, 6\}\} \). Denote
by \( l_i \) the monomial associated with the vertex \( i \). Then,

\[
\begin{align*}
    l_1 &= x_{(1)}x_{[1,4]}, & l_2 &= x_{[2]}x_{[2,4,6]}x_{[2,5]}, & l_3 &= x_{[3]}x_{[3,6]}, \\
    l_4 &= x_{[4]}x_{[1,4]}x_{[2,4,6]}, & l_5 &= x_{[5]}x_{[2,5]}, & l_6 &= x_{[6]}x_{[2,4,6]}x_{[3,6]}.
\end{align*}
\]

Define \( m_1 = l_4 \), \( m_2 = l_5 \), \( m_3 = l_6 \), and \( h_1 = l_1 \), \( h_2 = l_2 \), \( h_3 = l_3 \). Then, \( M_G \) can be expressed in the form:

\[
M_G = (m_1 = x_{[4]}x_{[1,4]}x_{[2,4,6]}), \quad m_2 = x_{[5]}x_{[2,5]}, \quad m_3 = x_{[6]}x_{[2,4,6]}x_{[3,6]},
\]

\( h_1 = x_{[1]}x_{[1,4]}, \quad h_2 = x_{[2]}x_{[2,4,6]}x_{[2,5]}, \quad h_3 = x_{[3]}x_{[3,6]} \).

By Theorem 5.2,

\[
e(S/M_G) = \prod_{i=1}^{3} \deg(h_i) - \prod_{i=1}^{3} \deg \left( \frac{\lcm(m_1, h_i)}{m_1} \right) - \prod_{i=1}^{3} \deg \left( \frac{\lcm(m_2, h_i)}{m_2} \right)
\]

\[
- \prod_{i=1}^{3} \deg \left( \frac{\lcm(m_3, h_i)}{m_3} \right) + \prod_{i=1}^{3} \deg \left( \frac{\lcm(m_1, m_2, h_i)}{\lcm(m_1, m_2)} \right)
\]

\[
+ \prod_{i=1}^{3} \deg \left( \frac{\lcm(m_1, m_3, h_i)}{\lcm(m_1, m_3)} \right) + \prod_{i=1}^{3} \deg \left( \frac{\lcm(m_2, m_3, h_i)}{\lcm(m_2, m_3)} \right) - \prod_{i=1}^{3} \deg \left( \frac{\lcm(m_1, m_2, m_3, h_i)}{\lcm(m_1, m_2, m_3)} \right)
\]

\[
= (2 \times 3 \times 2) - (1 \times 2 \times 2) - (2 \times 2 \times 2) - (2 \times 2 \times 2) + (1 \times 1 \times 2) + (1 \times 2 \times 1) + (2 \times 1 \times 1) - (1 \times 1 \times 1) = 1
\]

Finally, by Theorem 5.1, \( P_G(3) = 3! e(S/M_G) = 3! = 6 \).

(ii) Consider the graph \( G \) shown below.

It is easy to see that \( \chi(G) = 3 \), and not much harder to verify that, up to permutations, there are two possible 3-colorings of \( G \):

\[
f(1) = f(4) = 0, \quad f(2) = f(5) = 1, \quad f(3) = 2, \text{ and} \]

\[
g(1) = g(5) = 0, \quad g(2) = g(4) = 1, \quad g(3) = 2.
\]
Therefore, $P_G(3) = 3! \times 2 = 12$. We can confirm this result using Theorem 5.1. Notice that $\Omega = \{\{1, 4\}, \{1, 5\}, \{2, 4\}, \{2, 5\}, \{3\}\}$. Denote by $l_i$ the monomial associated with the vertex $i$. Then,

$$
\begin{align*}
    l_1 &= x[1]x[1,4]x[1,5], \\
    l_2 &= x[2]x[2,4]x[2,5], \\
    l_3 &= x[3] \\
    l_4 &= x[1]x[1,4]x[2,4], \\
    l_5 &= x[5]x[1,5]x[2,5].
\end{align*}
$$

Define $m_1 = l_4$, $m_2 = l_5$ and $h_1 = l_1$, $h_2 = l_2$, $h_3 = l_3$. Then, $M_G$ can be expressed in the form:

$$
M_G = (m_1 = x[1]x[1,4]x[2,4], \quad m_2 = x[5]x[1,5]x[2,5], \quad h_1 = x[1]x[1,4]x[1,5], \\
\quad h_2 = x[2]x[2,4]x[2,5], \quad h_3 = x[3]x[3,6]).
$$

By Theorem 5.2,

$$
e(S/M_G) = 3 \prod_{i=1}^{3} \deg(h_i) - \prod_{i=1}^{3} \deg\left(\frac{\lcm(m_1, h_i)}{m_1}\right) - \prod_{i=1}^{3} \deg\left(\frac{\lcm(m_2, h_i)}{m_2}\right)
\begin{align*}
    &+ \prod_{i=1}^{3} \deg\left(\frac{\lcm(m_1, m_2, h_i)}{\lcm(m_1, m_2)}\right) \\
    &= (3 \times 3 \times 1) - (2 \times 2 \times 1) - (2 \times 2 \times 1) + (1 \times 1 \times 1) = 2.
\end{align*}
$$

Finally, by Theorem 5.2, $P_G(3) = 3! e(S/M_G) = 3! 2 = 12$.

### 7 Final remarks

There are some problems on graph theory (such as the Erdős–Faber–Lovász conjecture), where computing chromatic numbers is difficult. In such cases, it is of interest to find upper bounds to these invariants (for upper bounds on the Erdős–Faber–Lovász conjecture, see [3, 8]). Given that monomial ideals are bounded above by their projective dimension, Theorem 4.8 provides upper bounds to chromatic numbers, namely, $\chi(G) = \codim(S/M_G) \leq \pd(S/M_G)$.

Unfortunately, this upper bound is not sharp. Since $M_G$ is dominant (Proposition 4.6), $\pd(S/M_G)$ is equal to the number of minimal generators of $M_G$ [1], which equals the number of vertices of $G$ (Definition 4.1). In other words, the inequality $\chi(G) \leq \pd(S/M_G)$ only states that the chromatic number is at most as large as the number of vertices, which is trivial.

We close this article discussing a line of investigation that may improve the upper bound given by $\pd(S/M_G)$. With the notation of Definition 4.1, suppose that we define the ideal $M'_G = (m'_1, \ldots, m'_n)$, where $m'_i = \prod_{\omega \in \Omega} x_{i \omega}$. Then, unless $G$ is an edgeless graph, $M'_G$ will not be dominant, and its projective dimension will be strictly less than the number of vertices of $G$. In addition, we will have that $\chi(G) = \codim(S/M'_G)$ (this fact can be proven by replacing $M_G$ with $M'_G$ in the proof of Theorem 4.8). Is there a class of graphs $G$ for which $\pd(S/M'_G)$ is a sharp upper bound? When is $M'_G$ Cohen–Macaulay?
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