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Abstract Compositional data analysis is concerned with multivariate data that have a constant sum, usually 1 or 100%. These are data often found in biochemistry and geochemistry, but also in the social sciences, when relative values are of interest rather than the raw values. Recent applications are in the area of very high-dimensional “omics” data. Logratios are frequently used for this type of data, i.e. the logarithms of ratios of the components of the data vectors. These ratios raise interesting issues in matrix-vector representation, computation and interpretation, which will be dealt with in this chapter.

1 Introduction

Consider the table in Fig. 1(a): these are amounts spent in 2019 on four different budget items in the European Union (EU), showing only six EU countries with the addition of Iceland, Norway and Switzerland. The full data set consists of 30 countries. The amounts are in millions of local currency and are clearly not comparable across the countries. Converting all the amounts to the same currency, for example euros, alleviates but does not solve the data coding problem, since some countries are small and others are large. Seeing that only relative amounts are of principal interest, it seems that comparability across countries is assured by simply expressing the four amounts in each row as percentages, as in Fig. 1(b). The rows of data in Fig. 1(b) are called compositions: nonnegative multivariate data with the constant sum constraint, 100% in this case. The act of transforming the original monetary values to proportions, or percentages, is called in this context normalization or closure.

But is the coding problem really solved? If additional budget items were added to the table in Fig. 1(a), such as public services, social protection and culture, the relative amounts in Fig. 1(b) would change, necessarily decreasing, and they would
reduce by different proportions since the additional budget amounts would not be in proportion to the totals of the four budget items shown in Fig. 1(a). This is what makes compositional data different from any other multivariate data in Statistics — the values of each component in the table depend on the values of the other components. It would make no sense, for example, to compute correlations on such a data matrix, since there are necessarily many negative correlations created by the constant sum constraint, and the correlation between health and education would be different in Fig. 1(b) from the correlation between health and education in an expanded table of budget items also expressed as compositions.

Aitchison [1982, 1986] showed that using ratios of the components was a solution to the data coding issue. Ratios remain constant between two components irrespective of adding components to or removing components from a composition — they are said to be subcompositionally coherent. Furthermore, Aitchison proposed that ratios be logarithmically transformed: for example, if $X_j$ and $X_k$ are two components then the logratio transformation is $\log(X_j/X_k) = \log(X_j) - \log(X_k)$, i.e. the difference in their logarithms, which is a linear transformation on the log scale.

The objective of this chapter is to express the theory of logratio transformations in linear algebra terms, and in the process give a flavour of the visualization possibilities of logratios and their interpretation. In Section 2, basic definitions and results are given in matrix-vector form, as well as inverse logratio transformations, including the important topic of log-contrasts. Section 3 shows how logratios can be visualized through cluster analysis and biplots, and Section 4 concludes with a discussion.

2 Basic algebraic definitions and results

The practical aspects of compositional data analysis are given in two recent books, by Greenacre [2018] and Filzmoser et al. [2018], and a comprehensive review is given by Greenacre [2021]. In this section, the algebra of compositional data analysis is given in matrix–vector notation.
2.1 Logratio transformations and associated pattern matrices

Suppose \( \mathbf{x} \) is a \( J \)-component compositional vector of positive values with sum 1; i.e. \( \mathbf{1}^T \mathbf{x} = 1 \), where \( \mathbf{1} \) is a vector of ones of appropriate order, in this case a vector of \( J \) ones. If \( \log(\mathbf{x}) \) denotes the vector of log-transformed values, then almost all logratio transformations are defined by a linear transformation of the form \( \mathbf{P} \log(\mathbf{x}) \), where \( \mathbf{P} \) is called the logratio pattern matrix. If \( \mathbf{X} \) is the data set, with sampling units as rows and components as columns, then the compositions are in the rows and the constant row sums are defined by postmultiplication by \( \mathbf{1} : \mathbf{X} \mathbf{1} = \mathbf{1} \), where the \( \mathbf{1} \) on the right is \( J \times 1 \). Similarly, if \( \mathbf{L} = \log(\mathbf{X}) \) denotes the \( I \times J \) matrix of logarithms of \( \mathbf{X} \), then the application of the pattern matrix to the rows of \( \mathbf{L} \) implies post-multiplication on the right by the transpose of the pattern matrix: \( \mathbf{L} \mathbf{P}^T \). In the following the matrix \( \mathbf{P} \) will be subscripted by the type of logratio transformation.

The pairwise logratio pattern matrix \( \mathbf{P}_{\text{lr}} \) is defined as:

\[
\mathbf{P}_{\text{lr}} = \begin{bmatrix}
1 & -1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
1 & 0 & 0 & 0 & \cdots & 0 & -1 & 0 \\
0 & 1 & -1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & -1 \\
\end{bmatrix}
\]  

(1)

so that the \( I \times \frac{1}{2} J(J - 1) \) matrix of pairwise logratios is \( \mathbf{L} \mathbf{P}_{\text{lr}}^T \). Each row of \( \mathbf{P}_{\text{lr}} \) defines a pairwise logratio (LR), when applied to the logarithm of a composition, \( \log(\mathbf{x}) \). Notice the lexicographic ordering in the rows, corresponding to the ratio pairs (12), (13), (14), \( \cdots \), (1J), (23), (24), (25), \( \cdots \), (J–2, J), (J–1, J). We will abbreviate the term “pairwise logratio” by LR throughout the rest of this chapter.

The matrix of LRIs is of rank \( J - 1 \), assuming \( I \geq J \), otherwise it is of rank \( I - 1 \) (we shall assume for ease of description that there are at least as many rows as columns in the compositional data matrix). This can be seen easily using a result by Greenacre [2018, 2019] that a connected directed acyclic graph (DAG) consisting of \( J - 1 \) LRIs generates all the \( \frac{1}{2} J(J - 1) \) pairwise logratios through linear combinations. For example, for the four-component example of Fig. 1(a) with six LRIs, a possible connected DAG is shown by the three solid arrows in Fig. 2, representing the ratios Health/Economy, Health/Education and Defence/Education (the arrow points towards the numerator component). The other three logratios, indicated by dashed arrows, can be obtained from those in the DAG as ratios combined either through multiplication or division depending on the direction of the arrows: Education/Economy = (Health/Economy) / (Health/Education), or in linearized logratio
form using addition or subtraction: \( \log(\text{Education}) - \log(\text{Economy}) = \left[ \log(\text{Health}) - \log(\text{Economy}) \right] - \left[ \log(\text{Health}) - \log(\text{Education}) \right] \).

**Fig. 2** Directed acyclic graph (DAG) that connects the four components of Fig. 1(a), indicated by the solid arrows. The dashed arrows indicate the other three pairwise logratios that can be obtained from those of the DAG.

Assuming the four components above are in the order \{Defence, Economy, Health, Education\} as in the table in Fig. 1 the pattern matrix associated with the three logratios (solid arrows) in the DAG above has this form:

\[
P = \begin{bmatrix}
0 & -1 & 1 & 0 \\
0 & 0 & 1 & -1 \\
1 & 0 & 0 & -1
\end{bmatrix}
\] (2)

A special case of the LRs is the **additive logratio (ALR)** transformation, the set of \( J \) LRs where the denominator component is the same, called the reference component. For example, if the last component is the reference, then the ALR pattern matrix \( P_{\text{ALR}} ((J - 1) \times J) \) is:

\[
P_{\text{ALR}} = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & -1 \\
0 & 1 & 0 & \cdots & 0 & -1 \\
0 & 0 & 1 & \cdots & 0 & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -1
\end{bmatrix}
\] (3)

The matrix of ALRs, \( LP_{\text{ALR}}^{T} (I \times (J - 1)) \), is of rank \( J - 1 \). For example, if for the four components in Fig. 1 the third component Health was chosen as the reference part, then (3) would be a \( 3 \times 4 \) matrix with the \(-1\)s down the third column and a 1 in each row in columns 1, 2 and 4. Fig. 3 shows the DAG associated with this ALR transformation, where Health is placed in the centre and arrows emanate outwards to the other three components.

The next most important logratio transformation is the **centered logratio (CLR)** transformation, the ratio of each component divided by the geometric mean of all the components. The usual unweighted definition is the following, for a row \( [x_1, x_2, \ldots, x_J] \) of \( \textbf{X} \):

\[
\text{CLR}(j) = \log \left( \frac{x_j}{\left( \prod_k x_k \right)^{1/J}} \right) = \log(x_j) - \frac{1}{J} \sum_k \log(x_k) \quad j = 1, \ldots, J
\] (4)
but it is preferred here to give a more general weighted definition assuming positive weights \( c_j \) \((j = 1, \ldots, J)\) for the components, where \( \sum_j c_j = 1 \), and thus a weighted geometric mean in the denominator:

\[
\text{CLR}(j) = \log \left( \frac{x_j}{\prod_k x_k^{c_j}} \right) = \log(x_j) - \sum_k c_k \log(x_k) \quad j = 1, \ldots, J
\]  

(5)

Hence, (4) is the special case of (5) with equal weights \( 1/J \) for all the \( J \) components.

The CLR pattern matrix \( \mathbf{P}_{\text{CLR}}(J \times J) \) for the general case is:

\[
\mathbf{P}_{\text{CLR}} = 
\begin{bmatrix}
1 - c_1 & -c_2 & -c_3 & \cdots & -c_J \\
-c_1 & 1 - c_2 & -c_3 & \cdots & -c_J \\
-c_1 & -c_2 & 1 - c_3 & \cdots & -c_J \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-c_1 & -c_2 & -c_3 & \cdots & 1 - c_J
\end{bmatrix}
\]  

(6)

Notice that \( \mathbf{P}_{\text{CLR}} \) is just the idempotent centering matrix \( \mathbf{I} - \mathbf{c}^{\mathsf{T}} \), where \( \mathbf{c}^{\mathsf{T}} = [c_1 \ c_2 \cdots c_J] \). The rows of \( \mathbf{P}_{\text{CLR}} \) sum to 0, and the matrix of CLRs, \( \mathbf{L}_{\text{CLR}}^{\mathsf{T}} \), has rank \( J - 1 \), just like the matrix of LRs, \( \mathbf{L}_{\text{LR}}^{\mathsf{T}} \) and the matrix of ALRs, \( \mathbf{L}_{\text{ALR}}^{\mathsf{T}} \).

More complex logratio transformations are the *isometric logratios (ILRs)* [Egozcue and Pawlowsky-Glahn, 2005] and their slightly simpler special case, the *pivot logratios (PLRs)* [Filzmoser et al., 2018] — these are often called “balances” although the term can be misleading [Greenacre, 2020, Greenacre et al., 2020]. ILRs are log-transformed ratios of geometric means of groups of components. In PLRs one of these groups is a single component and a linear independent set of \( J - 1 \) PLRs takes the components in a fixed order and the numerator of each ratio is a single component and the denominator is the geometric mean of the others “to the right of” the numerator component. For both ILRs and PLRs there is a scalar constant involved, which is omitted here for simplicity — see Greenacre (2018) for the exact (unweighted) definition. Again it is preferred to give the more general weighted definition here, which will be useful in practice when parts are considered differentially weighted. The pattern matrix \( \mathbf{P}_{\text{PLR}} ((J - 1) \times J) \) for the weighted case is:
Like the pattern matrices before, (1), (3) and (6), the row sums of $P_{PLR}$ are zero and the matrix $LP_{PLR}^T$ of PLRs has rank $J - 1$. There are $J!$ permutations of the $J$ components, hence $J!$ sets of PLRs possible, depending on the ordering of the $J$ components. For the four components of Fig. 1 in the order given, a graph of the associated PLRs is in the form of the binary dendrogram of Fig. 4. Since there are $4! = 24$ ordered permutations possible for this example, there are 24 different sets of PLRs possible. Notice that the last member of a set of PLRs is a simple LR.

The ILRs involving more general ratios of geometric means is usually defined according to a dendrogram graph, and the number of possible dendrograms increases even more rapidly with the number of components. The ILR pattern matrix becomes more difficult to express in general, so we will just give the special case associated with the dendrogram in Fig. 5 assuming the order shown of the components.

The specific pattern $3 \times 4$ matrix for this four-component example corresponding to Fig. 5 again with rows summing to 1, would thus be:
Finally, there is a class of nonlinear transformations called amalgamation (or summed) logratios, abbreviated as SLRs. Like the LRs, these are true balances between the components as they use sums rather than geometric means when combining components in the ratios [Greenacre, 2020]. For example, the dendrogram in Fig. 5 would translate to the following three SLRs, the last two of which are regular LRs:

\[
\begin{align*}
(1) & \log \left( \frac{\text{Defence} + \text{Economy}}{\text{Health} + \text{Education}} \right) \\
(2) & \log (\text{Defence}) \\
(3) & \log (\text{Health}) \\
\end{align*}
\]

The first SLR above cannot be written as a linear function of the logarithms, but has the advantage of being more easily interpreted in a practical application. It is still isomorphic, however, as shown in the next subsection.

### 2.2 Inverting logratio transformations

Each of the logratio transformations defined in the previous subsection can be inverted back to the original compositions, including the nonlinear SLRs. Each in turn relies on a square inversion pattern matrix, denoted by \( Q \), closely related to the respective logratio pattern matrix \( P \). The back-transformation in each case involves solving a system of \( J \) linear equations of the form \( Qx = e \), i.e. \( x = Q^{-1}e \), where \( Q \) involves elements that are functions of the logratios, and \( e \) is the vector \( \begin{bmatrix} 0 & 0 & \cdots & 1 \end{bmatrix}^T \).

Starting with the ALRs, suppose that \( y = P_{\text{ALR}}x \) is the vector of \( J - 1 \) ALRs, where \( x \) is a \( J \times 1 \) composition and \( P_{\text{ALR}} \) is given by (3). Then the inverse operation of finding \( x \) from \( y \) is the solution of the following equation:

\[
Q_{\text{ALR}}x = \begin{bmatrix}
1 & 0 & \cdots & 0 & -e^{y_1} \\
0 & 1 & \cdots & 0 & -e^{y_2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -e^{y_{J-1}} \\
1 & 1 & \cdots & 1 & 1
\end{bmatrix} \\
x = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{bmatrix}
\]

Notice that the \(-1\)s in the pattern matrix, i.e. in the denominator positions, are substituted by \(-e^{y_1}, -e^{y_2}, \ldots, -e^{y_{J-1}}\) in rows 1, 2, \ldots, \( J - 1 \) respectively, and then a row of 1s is added, which with the last 1 in the right hand vector imposes the constraint that the \( x_j \)'s in the solution sum to 1 [Greenacre, 2020]. This is equivalent to the simpler calculation of exponentiating the \( J - 1 \) logratios and expanding them with a 1, i.e. \( \begin{bmatrix} e^{y_1} & e^{y_2} & \cdots & e^{y_{J-1}} & 1 \end{bmatrix} \) and then normalizing the result to sum to 1. So,
although using the linear equations approach by solving (10) is actually an inefficient way of back-transforming the compositions, it is enlightening because it provides a way to deal with any set of \( J - 1 \) independent LRs, e.g. the three LRs defined in the DAG of Fig. [2]

The way of inverting a set of \( J - 1 \) independent pairwiselogratio balances (LRs) is a simple generalization of the system of equations (10) above. The \((J - 1) \times J\) pattern matrix \( P_{LR} \) for the transformation to the LRs, now has each of the \( J - 1 \) rows corresponding to a specific LR, \( \log(x_j/x_{j'}) \), with a 1 in column \( j \) of the numerator part and \(-1\) in column \( j' \) of the denominator part. To obtain the inversion pattern matrix, the \(-1\) is again replaced in row \( k \) by \(-e^{y_k}\) and then a row of 1s is added as the last row, as before. For example, for the DAG in Fig. [2] the logratio pattern matrix and corresponding inversion pattern matrix, with their matrix equations are, in the order Defence, Economy, Health, Education, and LRs Health/Economy, Health/Education and Defence/Education, for \( x \ (4 \times 1) \) a compositional vector, \( y \ (3 \times 1) \) the logratio transformation, and \( e = [0 \ 0 \ 0 \ 1] \):

\[
P_{LR} = \begin{bmatrix} 0 & -1 & 1 & 0 \\ 0 & 0 & 1 & -1 \\ 1 & 0 & 0 & -1 \end{bmatrix}, \quad \text{i.e. } y = P_{LR} \log(x) \quad Q_{LR} = \begin{bmatrix} 0 & -e^{y_1} & 1 & 0 \\ 0 & 0 & 1 & -e^{y_2} \\ 1 & 0 & 0 & -e^{y_3} \\ 1 & 1 & 1 & 1 \end{bmatrix}, \quad \text{i.e. } x = Q^{-1}_{LR} e
\] (11)

The same approach can be used to invert a set of \( J - 1 \) independent amalgamation logratio balances (SLRs), which must involve each part at least once. The SLRs have a pattern matrix \( P_{SLR} \) indicating which parts are in the numerator and in the denominator, but this is not the matrix of the transformation, which is not linear in \( \log(x) \), hence not a contrast matrix. For example, the pattern matrix for the SLRs in (9) as well as the corresponding inversion pattern matrix are as follows:

\[
P_{SLR} = \begin{bmatrix} 1 & 1 & -1 & -1 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & 1 & -1 \end{bmatrix} \quad Q_{SLR} = \begin{bmatrix} 1 & 1 & -e^{y_1} & -e^{y_3} \\ 1 & -e^{y_2} & 0 & 0 \\ 0 & 0 & 1 & -e^{y_3} \\ 1 & 1 & 1 & 1 \end{bmatrix}
\] (12)

Each row of \( P_{SLR} \) corresponding to an SLR has 1s in the columns of the numerator parts, and \(-1\)s in the columns of the denominator parts. Then, as before, replace all the \(-1\)s in the \( k \)-th row of \( Q_{SLR} \) by \(-e^{y_k}\) and add a row of 1s as the last row, which again automatically closes the parts in the solution. The compositional vector can then be recovered by \( x = Q^{-1}_{SLR} e \). Notice that both the LR and ALR inverse transformations are special cases of the SLR one, where LRs and ALRs have only one numerator and one denominator part. For specific examples of inverse transforms of sets of LRs and sets of SLRs, see Greenacre [2020].
2.3 Log-contrasts

A log-contrast is a linear combination of logarithms of all the components of composition, with the condition that the coefficients sum to 0:

\[ \sum_j a_j \log(x_j), \quad \text{where} \quad \sum_j a_j = 0. \] (13)

The logratio pattern matrices \( P_{ALR} \) in (3), \( P_{CLR} \) in (6), and \( P_{TR} \) in (7), as well as a particular pattern matrix associated with a DAG such as (2), transform the vector \( \log(y) \) to the corresponding set of \( J - 1 \) logratios, or \( J \) logratios in the case of the CLR transformation. For any one of these sets of logratios, denoted in general by \( \ell_1, \ell_2, \ldots \), the coefficients \( c \) of a linear combination of them \( c_1 \ell_1 + c_2 \ell_2 + \cdots \) can be converted to the coefficients of the log-contrast simply by pre-multiplying \( c \) by the transpose of the pattern matrix. For example, for a linear combination of ALRs, the \( J \) coefficients of the log-contrast are \( a = P_{ALR}^T c \). This result is useful when a linear combination of logratios, used as explanatory variables in a generalized linear model, is estimated in explaining/predicting a response variable [Coenders and Pawlowsky-Glahn 2020].

This result is illustrated for four different transformations, for the linear modelling of a response variable in the form of the proportion of total budget in the same 30 countries devoted to Housing and Community Amenities, logarithmically transformed, denoted by \( \log(y) \). For example, if one defines the ALR with Health as the reference component, then the estimated regression model is, along with p-values in parentheses and proportion of explained variance, \( R^2 \):

\[
\log(y) = -0.482 + 0.029 \log(\text{Defence}) + 1.032 \log(\text{Economy}) - 0.904 \log(\text{Education})
\]

\[ (p = 0.004) \quad (p = 0.030) \quad (p = 0.83) \quad R^2 = 0.295 \]

The coefficients of the log-contrast, using the corresponding ALR pattern matrix, are then (always remembering the order of the components):

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
-1 & -1 & -1 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
0.029 \\
1.032 \\
-0.157 \\
-0.904
\end{bmatrix}
= 
\begin{bmatrix}
0.029 \\
1.032 \\
-0.157 \\
-0.904
\end{bmatrix}
\]

It can be verified that \( 1^T a = 1 \). Thus the regression model can be written as the constant plus the log-contrast:

\[
\log(y) = -0.482 + 0.029 \log(\text{Defence}) + 1.032 \log(\text{Economy}) - 0.157 \log(\text{Health}) - 0.904 \log(\text{Education})
\]

From the form of \( P_{ALR}^T \) and the fact that any ALR transformation will give the same log-contrast, it is clear that the coefficient of the reference part is the one that will change. For example, if Education is the reference, the regression coefficients turn out to be \( [0.029 \ 1.032 \ -0.157]^T \) and the log-contrast is shown to be identical:
For any set of pairwise logratios, once again the same log-contrast is obtained. For example, here is the regression model using the logratios in the DAG of Fig. 2:

\[
\log(y) = -0.482 - 1.032 \log\left(\frac{\text{Health}}{\text{Economy}}\right) + 0.875 \log\left(\frac{\text{Health}}{\text{Education}}\right) + 0.029 \log\left(\frac{\text{Defence}}{\text{Education}}\right)
\]

\[
(\ p = 0.004\ ) \quad (\ p = 0.036\ ) \quad (\ p = 0.83\ ) \quad R^2 = 0.295
\]

Then, using the pattern matrix \( \mathbf{P} \) in (2):

\[
\mathbf{a} = \mathbf{P}^T \mathbf{c} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -1 & -1 & -1 \end{bmatrix} \begin{bmatrix} 0.029 \\ 1.032 \\ -0.157 \end{bmatrix} = \begin{bmatrix} 0.029 \\ 1.032 \\ -0.157 \end{bmatrix}
\]

The same result is obtained for the CLRs, as well as any set of ILRs or PLRs. One difference with the CLRs is that the pattern matrix is \( 4 \times 4 \) and only three coefficients are obtained in a regression, so the fourth one has to be set to zero. In all cases the constant as well as the \( R^2 \) and the p-value for the whole model (which is \( p = 0.026 \)) are identical across the variations, as they all reduce to the same log-contrast.

Often, some type of variable selection is made to arrive at a more parsimonious model. Selecting fewer explanatory variables implies forming a subcomposition of the parts. A statistical criterion is needed to make the selection and there are many possible ways to do achieve this. For example, one could do a permutation test on the coefficients of the log-contrast. Using the CLR transformation, and randomizing the order of the response variable 999 times, the p-values for each log-contrast coefficient were estimated as:

- Defence: \( p = 0.86 \)
- Economy: \( p = 0.003 \)
- Health: \( p = 0.66 \)
- Education: \( p = 0.037 \)

It seems that only one logratio, that of Economy/Education, can be used as a predictor, and gives the following result:

\[
\log(y) = -0.562 + 1.010 \log\left(\frac{\text{Economy}}{\text{Education}}\right)
\]

\[
(\ p = 0.002\ ) \quad R^2 = 0.286
\]

This leads to the trivial log-contrast of the two components in the model:

\[
\log(y) = -0.562 + 1.010 \log(\text{Economy}) - 1.010 \log(\text{Education})
\]

For more details about logratios used as predictors in linear modelling, see Coenders and Pawlowsky-Glahn [2020].
3 Logratio visualization

In this section we look at various ways of visualizing a compositional data set. Basically, once a logratio transformation is made, any of the various well-known multivariate visualization methods can be implemented, such as cluster analysis and dimension-reduced component methods. Care has to be taken in the interpretation because of the unit sum constraint on the original data. Since these methods rely on interpoint distances, the first thing to do is to define the distance measures between rows and between columns of the data matrix.

If the matrix \( Z = [z_{i-j}] (I \times J) \) denotes the matrix of LRs \( \log(x_{ij}/x_{ij'}) \), and \( Y = [y_{ij}] (I \times J) \) the CLR-transformed data set, then the logratio distance \( d_{i'i'} \) between samples \( i \) and \( i' \), can be defined in two equivalent forms, shown for the weighted and unweighted versions in (14) and (15) respectively [Greenacre, 2018]:

\[
d_{i'i'} = \sqrt{\sum_{j} \sum_{j' < j'} c_j c_{j'} (z_{i-j'} - z_{i'j'})^2} = \sqrt{\sum_{j} c_j (y_{ij} - y_{ij'})^2} \tag{14}
\]

\[
d_{i'i'} = \sqrt{\frac{1}{J} \sum_{j} \sum_{j' < j'} (z_{i-j'} - z_{i'j'})^2} = \sqrt{\frac{1}{J} \sum_{j} (y_{ij} - y_{ij'})^2} \tag{15}
\]

The advantage of the versions using CLRs is the use of a much narrower matrix, but — as will be emphasized repeatedly — the results should always be interpreted in terms of pairwise logratios. The CLRs as such have no inherent interpretation as representing the components and simply act as a short cut to analysing all the pairwise logratios.

There are similar results for the columns, by transposing the data set, renormalizing and performing the same operations. The samples are usually unweighted (i.e., with weights \( 1/I \)) but can also be differentially weighted if required — see [Greenacre, 2018]. Later for the definition of the biplot the theory is presented in complete generality with weights on the rows and the columns.

Fig. 7 shows the clustering the rows and columns respectively of an extended data set of country budget items (Fig. 6), using the easyCODA package [Greenacre, 2018] in R [R Core Team, 2021], and Ward clustering in each case [Ward, 1963].

A completely different way of performing the clustering is by successively amalgamating the components [Greenacre, 2020], shown in Fig. 8. Both unweighted and weighted versions are shown, giving different results, and different from the Ward clustering in Fig. 7(b). The unweighted version is identical to the graph structure of a set of PLRs, while the weighted version de-emphasizes the role of Defence, and shows that there are three pairs of items that could be merged: Housing and community amenities with Economic affairs, Environmental protection with Public order and safety, and Education with Recreation, culture and religion.

Next, a logratio biplot is shown in Fig. 9 using logratio analysis (LRA). This biplot is obtained using the singular value decomposition (SVD) of the double-centered matrix of the log-transformed compositional data set, \( \log(X) \). An unweighted or weighted version of LRA is possible, and here weighted LRA is used, where weights
Fig. 6 Expenditure in European Union countries plus Iceland, Norway and Switzerland on ten budget items, in 2019. The data are expressed as percentages of the expenditure on these items (i.e., row sums are 100%). Some column names have been slightly abbreviated — see the original longer names in Fig. 7 below.

| Public services | Defence | Public safety | Environment | Economy | Housing | Health | Culture & Religion | Education | Social protection |
|-----------------|---------|---------------|-------------|---------|---------|--------|-------------------|-----------|-------------------|
| Belgium         | 13.3%   | 1.5%          | 3.2%        | 12.8%   | 2.5%    | 0.7%   | 14.6%             | 2.4%      | 11.8%             |
| Bulgaria        | 7.8%    | 3.4%          | 7.8%        | 17.8%   | 1.9%    | 3.4%   | 13.7%             | 2.0%      | 10.7%             |
| Czechia         | 10.6%   | 2.1%          | 4.6%        | 14.8%   | 2.0%    | 1.6%   | 18.4%             | 3.0%      | 11.8%             |
| Denmark         | 12.2%   | 2.3%          | 1.9%        | 6.2%    | 0.8%    | 0.4%   | 16.7%             | 3.2%      | 12.7%             |
| Germany         | 12.5%   | 2.4%          | 3.6%        | 7.4%    | 1.2%    | 1.0%   | 16.3%             | 2.3%      | 9.6%              |
| Estonia         | 9.0%    | 5.3%          | 4.6%        | 10.1%   | 1.7%    | 1.0%   | 13.7%             | 5.2%      | 15.5%             |
| Ireland         | 11.0%   | 0.9%          | 3.8%        | 9.3%    | 1.6%    | 2.7%   | 10.3%             | 2.3%      | 13.8%             |
| Greece          | 16.7%   | 4.2%          | 4.4%        | 8.4%    | 2.9%    | 0.4%   | 11.2%             | 1.7%      | 8.3%              |
| Spain*          | 13.0%   | 2.0%          | 4.3%        | 9.5%    | 2.1%    | 1.0%   | 14.5%             | 2.7%      | 9.5%              |
| France*         | 10.0%   | 3.1%          | 3.0%        | 10.8%   | 1.8%    | 1.9%   | 14.5%             | 2.8%      | 9.5%              |
| Croatia         | 12.0%   | 2.2%          | 4.6%        | 17.5%   | 1.0%    | 1.0%   | 14.0%             | 3.2%      | 10.2%             |
| Italy           | 15.3%   | 2.6%          | 3.6%        | 8.3%    | 1.8%    | 1.0%   | 14.0%             | 1.6%      | 8.0%              |
| Cyprus          | 18.6%   | 4.4%          | 4.3%        | 11.5%   | 0.7%    | 3.9%   | 9.9%              | 2.3%      | 13.4%             |
| Latvia          | 9.8%    | 5.0%          | 5.8%        | 13.8%   | 1.5%    | 2.7%   | 11.0%             | 3.8%      | 15.0%             |
| Lithuania       | 10.1%   | 4.7%          | 4.0%        | 8.6%    | 1.0%    | 1.4%   | 18.0%             | 3.4%      | 13.3%             |
| Luxembourg      | 11.8%   | 0.9%          | 3.8%        | 10.3%   | 2.2%    | 1.4%   | 12.0%             | 3.3%      | 11.0%             |
| Hungary         | 17.9%   | 2.2%          | 4.7%        | 17.6%   | 1.0%    | 1.7%   | 10.0%             | 6.6%      | 10.3%             |
| Malta           | 15.0%   | 1.9%          | 3.4%        | 13.8%   | 3.9%    | 1.1%   | 14.7%             | 2.9%      | 14.2%             |
| Netherlands     | 9.8%    | 3.0%          | 4.4%        | 9.0%    | 3.3%    | 0.8%   | 18.3%             | 2.8%      | 11.8%             |
| Austria         | 11.8%   | 1.2%          | 2.8%        | 11.9%   | 0.8%    | 0.6%   | 17.1%             | 2.4%      | 9.9%              |
| Poland          | 10.1%   | 3.9%          | 5.0%        | 11.6%   | 1.3%    | 1.3%   | 11.7%             | 3.2%      | 12.0%             |
| Portugal**      | 15.7%   | 1.8%          | 4.0%        | 8.5%    | 1.4%    | 1.1%   | 15.4%             | 2.1%      | 10.3%             |
| Romania         | 11.7%   | 4.6%          | 6.2%        | 13.1%   | 2.0%    | 2.9%   | 13.6%             | 2.6%      | 10.1%             |
| Slovenia        | 12.0%   | 2.3%          | 3.7%        | 10.5%   | 1.3%    | 1.0%   | 15.4%             | 3.1%      | 12.6%             |
| Slovakia*       | 13.0%   | 2.6%          | 5.6%        | 10.0%   | 1.5%    | 1.2%   | 18.0%             | 2.9%      | 9.8%              |
| Finland         | 14.9%   | 2.3%          | 2.2%        | 7.9%    | 0.4%    | 0.6%   | 13.4%             | 2.8%      | 10.6%             |
| Sweden          | 14.0%   | 2.5%          | 2.7%        | 9.0%    | 1.0%    | 1.4%   | 14.2%             | 2.8%      | 14.1%             |
| Iceland         | 16.5%   | 0.8%          | 3.4%        | 11.2%   | 1.4%    | 1.9%   | 17.9%             | 6.9%      | 18.1%             |
| Norway          | 9.3%    | 3.1%          | 2.4%        | 11.7%   | 1.6%    | 1.6%   | 16.9%             | 3.6%      | 10.9%             |
| Switzerland     | 12.9%   | 2.5%          | 5.0%        | 11.8%   | 1.7%    | 0.6%   | 6.5%              | 3.0%      | 16.6%             |

Fig. 7 Clustering of (a) countries and (b) budget items, using Ward clustering of the logratio distances. The budget items are weighted, as in (14), using weights proportional to their average marginal proportions.

are imposed on the budget items equal to the average proportions of the items across the countries [Greenacre and Lewi 2009] [Greenacre 2018]. This weighting will reduce the influence of some budget items with low average proportions but high logratio variance. The configuration of the countries is approximating the weighted logratio distances in (14).
Fig. 8 Clustering of budget items using amalgamation clustering: (a) unweighted and (b) weighted.

Fig. 9 Weighted logratio biplot of the data in Fig. 6 with asymmetric biplot scaling: rows in principal coordinates, columns in standard coordinates.
Using matrix-vector notation, the sequence of steps to perform LRA and arrive at the biplot in Fig. 9 is as follows, starting from the matrix of log-transformed compositional data, \( \log(X) \). Note that the most general row- and column-weighted version is given here, with row and column weights \( r \) and \( c \) respectively. Usually, but not necessarily, the rows are equally weighted: \( r = (1/J)I \), and the description weighted or unweighted LRA refers to the nature of the column weights \( c \), which can be different (e.g., by default equal to the marginal average proportions of the components \[\text{Greenacre and Lewi, 2009}\]) or equal: \( c = (1/J)I \) \[\text{Aitchison and Greenacre, 2002}\].

1. Double-centre the matrix \( \log(X) \):
   \[
   Z = (I - 1r^T) \log(X)(I - 1c^T)^T \quad (16)
   \]
2. Apply weights to rows and columns:
   \[
   S = D_r^{1/2}ZD_c^{1/2} \quad (17)
   \]
3. Perform the SVD:
   \[
   S = UD_{\alpha}V^T \quad (18)
   \]
4. Principal coordinates of rows:
   \[
   F = D_r^{1/2}UD_{\alpha} \quad (19)
   \]
5. Standard coordinates of columns:
   \[
   \Gamma = D_c^{1/2}V \quad (20)
   \]
6. Contribution coordinates of columns:
   \[
   \Gamma^* = D_c^{1/2}\Gamma = V \quad (21)
   \]

Two-dimensional biplots of the results are given by plotting the row principal coordinates in the first two columns of \( F \) with either the corresponding column standard coordinates in the first two columns of \( \Gamma \) (asymmetric biplot) or those of the contribution coordinates in \( \Gamma^* \) (contribution biplot).

The two-dimensional symmetric map of the LRA is the plotting of the first two columns of the row principal coordinates \( F \) in (19) jointly with those of the column principal coordinates \( G \):

7. Principal coordinates of columns:
   \[
   G = D_c^{1/2}VD_{\alpha} \quad (22)
   \]

This is not a biplot, strictly speaking, but has the practical advantage that the row and column points are equally scaled along the principal axes, their weighted variances both being equal to the amount of variance explained on the axes, i.e. the eigenvalues or squared singular values \( \alpha_k^2 \) on axis \( k \), \( k = 1, 2 \).

The sum of the squared singular values, \( \sum_k \alpha_k^2 \) (i.e. sum of eigenvalues), equals the total logratio variance and \( \alpha_k^2 \) is the part of variance explained by axis \( k \), usually expressed as a percentage of this total, as shown on the axes in Fig. 9.

The steps (16–21) are equivalent to performing a principal component analysis (PCA) on the matrix of (weighted) CLRs, because the CLRs are the row-centered \( \log(X) \) (i.e., \( \log(X)(I - 1c^T)^T \) in (16)) and PCA automatically performs column-centering (i.e., the centering \( (I - 1r^T) \) in (16), with equal weights in \( r \), hence the double-centering. The steps from (17) onwards define the PCA with its variations of display coordinates. Because of the double-centering of \( \log(X) \), the definition
of each principal component as a linear combination of the CLRs turns out to be a log-contrast.

The interpretation of Fig. 9 is not the same as a regular PCA, however. The CLRs as variables are not interpretable per se, but rather the differences between pairs of CLR points, which depict the pairwise logratios themselves. Aitchison and Greenacre [2002] show that the LRA biplot optimizes the display of these pairwise logratios, which is not the case in a regular PCA (i.e., in a regular PCA the optimization of the variables is not equivalent to the optimization of the differences between pairs of variables). Thus, to the horizontal dispersion in Fig. 9 is due to logratios such as Public Order and Safety divided by Social Protection, while the vertical dispersion is dominated by the logratio of Defence relative to Health, for example, where it is clear that Iceland’s ratios of Defence relative to the other budget items are low.

The equivalence between the PCA of the CLRs and the PCA of the LRs (i.e., LRA in both cases), can be neatly shown using the respective logratio pattern matrices defined earlier. The proof follows the one given for unweighted logratios in the Appendix of Aitchison and Greenacre [2002], but is more elegantly defined for the general weighted case. The double-centred matrix \( Z \) in (16) is the matrix \( \log(X) \) post-multiplied by the transposed column-centering matrix, which is identical to the transposed CLR pattern matrix in (9), and pre-multiplied by the row-centering matrix, i.e. \( Z = (I - r1^T)LP_{clr}^T \). The corresponding result for the matrix of pairwise LRs \( LP_{lr}^T \), is the row-centered matrix \( Y = (I - r1^T)LP_{lr}^T \). The weights in the two respective cases are \( c_1, c_2, \ldots, c_J \) for the J CLRs and \( c_1c_2, c_1c_3, \ldots, c_{J-1}c_J \) for the \( \frac{1}{2}J(J-1) \) LRs, gathered in the diagonals of the diagonal matrices \( D_c \) and \( D_{cc} \) respectively. The matrix of weighted scalar products for the rows of \( Z \) and \( Y \) are then identical. These \( I \times I \) matrices are called the form matrices:

\[
ZD_cZ^T = YD_{cc}Y^T
\]  

thanks to the result \( P_{clr}^TD_cP_{clr} = P_{lr}^TD_{cc}P_{lr} \). This proves that the configuration of the samples is identical. The distances in (14) correspond exactly to the form matrices in (23).

Notice that the equivalence of the PCA of the CLRs and the PCA of the LRs is a particular result thanks to the definition of the CLRs. In regular PCA the low-dimensional result is not optimal for differences between variables. For example, Gabriel [1972] gives examples of difference vectors in biplots but makes no statements about their optimality, whereas Greenacre [2003] shows specifically how difference vectors can be optimally displayed.

4 Discussion

In compositional data analysis it is all the pairwise logratios that are analysed and interpreted simultaneously. For multivariate analysis the centered logratio transformation is the most useful and most efficient, since it implies the analysis of all the
pairwise logratios. The matrix of CLRs has $J$ columns but is of rank $J - 1$ (it is assumed that the number of rows $I$ is greater than the number of columns $J$, otherwise the rank is $I - 1$). When a multivariate analysis such as discriminant analysis requires the inversion of a singular covariance matrix, then the generalized inverse needs to be used. When there is a response variable and the compositional variables are used as explanatory variables (see Section 2.6), there are important issues of effect-size interpretation, discussed by Coenders and Pawlowsky-Glahn [2020].

As John Aitchison said, “Compositional data analysis is simple” [Aitchison 1997]. The basic concept and initial step is to use the logratio transformation, after which statistical analysis proceeds very much as before. But care needs to be taken in the interpretation: the analyst has to think in terms of pairwise logratios and realize the implications on the results of the initial normalization of the data to have constant sums.
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