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1. Introduction

In this paper we basically study one of the classical problems in the theory of orthogonal polynomials that goes back to the work of Fejér [16] and Shohat [26]. It can be stated as follows. Given a nontrivial probability measure \( \mu \) supported on an interval of the real line, consider the corresponding sequence of monic orthogonal polynomials \( \{ P_n(t) \}_{n \geq 0} \). Then the problem is to find out when the sequence \( \{ Q_n \}_{n \geq 0} \) of monic polynomials

\[
Q_n(t) := P_n(t) + A^{[n]}_1 P_{n-1}(t) + \cdots + A^{[n]}_N P_{n-N}(t)
\]

with real numbers \( A^{[n]}_1, \ldots, A^{[n]}_N, A^{[n]}_N \neq 0 \), and \( P_{-i} = 0 \), for \( i = 1, \ldots, N \), is a family of monic orthogonal polynomials with respect to some probability measure \( \nu \) supported on an interval of the real line.

This problem has not been fully understood up until now and in the present paper we give the most thorough answer by demonstrating that in the general situation such families \( \{ Q_n(t) \}_{n \geq 0} \) could lead to Sobolev type orthogonal polynomials, which were introduced in a general framework in the early nineties; see [22] and [1]. Nevertheless, few years after the Shohat publication a complete answer to the particular case of the problem, when

\[
Q_n(t) := P_n(t) + A^{[n]}_1 P_{n-1}(t),
\]

was given by Geronimus in [17], providing a way to generate new families of orthogonal polynomials. Since even nowadays it is not so easy to get access to [17] and it is only accessible in Russian, the paper by Geronimus remained unnoticed until the work on discrete-time Toda and Volterra lattices by Spiridonov and Zhedanov [27,28], where they called the new family of orthogonal polynomials \( \{ Q_n(t) \}_{n \geq 0} \) the Geronimus transformation of \( \{ P_n(t) \}_{n \geq 0} \) (see also [30]). Later on, a more general framework to the Geronimus transformation and its inverse, the Christoffel transformation, was given in [2–5,7,18,21,24,25,29]. In this framework both the transformations are called Darboux transformations because they are related to \( UL \) and \( LU \)-factorization of Jacobi matrices and are discrete analogs of the famous Bäcklund–Darboux transformations from the theory of integrable systems.

To get a basic idea about [7,29], let us consider a linear functional \( \sigma \) on the linear space \( \mathbb{P} \) of polynomials with real coefficients. Next, we denote by \( \langle \sigma, p \rangle \) the image of \( p \in \mathbb{P} \) by the linear functional \( \sigma \). We define the moments of such a linear functional by \( \sigma_n := \langle \sigma, t^n \rangle \). In addition, for polynomials \( p \) and \( \phi \), we can introduce new linear functionals as (see [29])

\[
\langle \phi \sigma(t), p(t) \rangle = \langle \phi, \sigma(t)p(t) \rangle \quad \text{and} \quad \langle (t-a)^{-1} \sigma, \phi(t) \rangle = \left\langle \sigma, \frac{\phi(t) - \phi(a)}{t-a} \right\rangle.
\]
The canonical Geronimus transformation of the linear functional \( \sigma \) corresponding to the Geronimus transformation of orthogonal polynomials can be defined as the linear functional \( \hat{\sigma} \) such that [23]

\[
\hat{\sigma} = (t - a)^{-1} \sigma + \hat{\sigma}_0 \delta(t - a).
\]

Notice that the constant \( \hat{\sigma}_0 \) is an arbitrary real number. In the particular case \( \langle \sigma, f \rangle = \int_I f d\mu_0 \) where \( \mu_0 \) is a nontrivial probability measure and \( a = 0 \) in (1.2), we have

\[
\langle \hat{\sigma}, fg \rangle = \int_I fg d\mu + \left( \hat{\sigma}_0 - \int_I d\mu \right) f(0)g(0)
\]

where \( td\mu = d\mu_0 \). Unfortunately, this approach doesn’t allow us to deal with our main problem in the full generality and we have to go on.

In order to move to the next level of understanding of the problem in question and, so, the Geronimus transformation, we need to reconsider everything in the context of symmetric bilinear forms [6,8,12,13]. To this end, let us recall that a symmetric bilinear form \( B \) is a mapping \( B : \mathbb{P} \times \mathbb{P} \to \mathbb{R} \) which is linear in each of its arguments and satisfies

\[ B(f, g) = B(g, f). \]

As a consequence, we can associate with every symmetric bilinear form a Gram matrix \( (B(t^i, t^j))_{i,j=0}^\infty = (\mu_{i,j})_{i,j=0}^\infty \). If a bilinear form is given by \( B(f, g) = \langle \sigma, fg \rangle \), then the corresponding Gram matrix is a Hankel matrix.

A symmetric bilinear form is said to be quasi-definite (resp. positive definite) if the leading principal submatrices of the Gram matrix are nonsingular (resp. with determinant greater than zero). In this case the symmetric bilinear form generates a sequence of orthogonal polynomials. In fact, these polynomials can be written as follows

\[
P_n(t) = \begin{vmatrix} \mu_{0,0} & \cdots & \mu_{0,n} \\ \vdots & \ddots & \vdots \\ \mu_{n-1,0} & \cdots & \mu_{n-1,n} \\ 1 & \cdots & t \end{vmatrix}.
\]

The interest in considering symmetric bilinear forms in general comes from the circumstance that the associated Gram matrix does not have the structure of a Hankel matrix that appears when you deal with symmetric bilinear forms associated with linear functionals. Thus it allows us to consider some different kinds of orthogonality like the discrete Sobolev one which has attracted the attention of many authors (see [13,15] to name a few). In this framework, it is quite natural to define the Geronimus transformation as follows (see [12,17]). For a nontrivial probability measure \( \mu_0 \) supported on an infinite
subset $I$ of the real line, let us introduce an associated symmetric bilinear form defined on the linear space of polynomials $\mathcal{P}$ as

$$\left( f(t), g(t) \right)_0 = \int_I f(t)g(t)d\mu_0(t).$$

The Geronimus transformation of $(\cdot, \cdot)_0$ is the symmetric bilinear form $[\cdot, \cdot]_1$ given by the formula

$$[tg(t), f(t)]_1 = [g(t), tf(t)]_1 = \int_I f(t)g(t)d\mu_0(t).$$

Moreover, in [12] the definition of the Geronimus transformation was extended to the case of the polynomial $h(t) = t^2$, and the corresponding orthogonal polynomials and band matrices were studied there. In this case the transformation is called the double Geronimus transformation and it is associated with the family

$$Q_n(t) := P_n(t) + A_1[n]P_{n-1}(t) + A_2[n]P_{n-2}(t).$$

In this paper we start with an arbitrary polynomial $h$ of degree $\deg h = N$. Then following [12] we define a multiple Geronimus transformation as

$$[h(t)g(t), f(t)]_h = [g(t), h(t)f(t)]_h = \int_I f(t)g(t)d\mu_0(t).$$

Now we are in a position to pose the following natural question: what can be said about the symmetric bilinear form $[\cdot, \cdot]_h$ and related orthogonal polynomials, which turn out to be of the form (1.1)? This problem is also motivated by Durán in [13], where general results are given for symmetric bilinear forms such that the operator of multiplication by $h$ is symmetric with respect to the bilinear form, i.e. $B(hf, g) = B(f, gh)$. Note that our Proposition 2 is a specific case of Lemma 3 given in [13].

In a word, the main idea of the present paper is to show that $[\cdot, \cdot]_h$ is a discrete Sobolev inner product and to explain the structure of the band matrices generated by the recurrence relations for Sobolev type orthogonal polynomials. At the same time, taking into account [14] our results can be considered as results for a special case of matrix orthogonal polynomials. Briefly speaking, in [14] it was shown that Sobolev type orthogonal polynomials are strongly related to matrix orthogonal polynomials. The structure of the paper is as follows. In Section 2 some basic background and notations are presented. Section 3 deals with an extension of the Geronimus transformation to the case of arbitrary polynomials $h$. More precisely, we obtain the symmetric bilinear forms such that the operator of multiplication by $h$ is a symmetric operator with an extra condition. In Section 4 we study the corresponding sequences of monic orthogonal polynomials. Section 5 is focused on an interpretation of the matrix of the above
multiplication operator based on a Darboux transformation with parameters. Finally, in Section 6 we establish a connection between such factorizations and block Jacobi matrices associated with matrix orthogonal polynomials deduced from the Sobolev type orthogonal polynomials. Thus we get that multiple Geronimus transformations in the scalar case yield Geronimus spectral transformations for this special case of matrix orthogonal polynomials.

2. Preliminaries

Here we give some basic notations and facts. Let us start by considering a symmetric bilinear form

\[ (f, g)_0 = \int_I f(t)g(t) d\mu_0(t), \]  

(2.1)

where \( \mu_0 \) is a nontrivial probability measure supported on an infinite subset \( I \) of the real line. In general, if we assume that \((\cdot, \cdot)_0\) is quasi-definite, then we know that the corresponding sequence of monic orthogonal polynomials \( \{P_n(t)\}_{n \geq 0} \) satisfies a three term recurrence relation

\[ tP_n(t) = P_{n+1}(t) + D_n P_n(t) + C_n P_{n-1}(t), \]

where \( D_n \) and \( C_n \) are real numbers with \( C_n \neq 0 \) \([9]\).

Using a matrix notation, the above expression reads

\[ tP = J_{\text{mon}} P, \]

where

\[
J_{\text{mon}} = \begin{bmatrix}
D_0 & 1 & & \\
C_1 & D_1 & 1 & \\
& C_2 & D_2 & \ddots \\
& & \ddots & \ddots
\end{bmatrix}
\]

is a monic Jacobi matrix and \( P = (P_0, P_1, \cdots)^T \). If we assume that \((\cdot, \cdot)_0\) is a positive definite bilinear form then there is a sequence of orthonormal polynomials \( \{\hat{P}_n\}_{n \geq 0} \) such that

\[ t\hat{P}_n(t) = \hat{C}_{n+1}\hat{P}_{n+1}(t) + \hat{D}_n \hat{P}_n(t) + \hat{C}_n \hat{P}_{n-1}(t), \quad n \geq 0. \]

Notice that in this case \( \hat{C}_n^2 = C_n \geq 0 \).

With the above sequence of orthonormal polynomials we can associate a tridiagonal symmetric Jacobi matrix of the form
\[
\mathbf{J} = \begin{bmatrix}
\hat{D}_0 & \hat{C}_1 & \hat{D}_1 & \hat{C}_2 & \vdots \\
\hat{C}_1 & \hat{D}_1 & \hat{C}_2 & \hat{D}_2 & \cdots \\
\hat{C}_2 & \hat{D}_2 & \cdots & \cdots & \ddots \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
\end{bmatrix}
\]

such that \( t\hat{P} = \mathbf{J}\hat{P} \), where \( \hat{P} = (\hat{P}_0, \hat{P}_1, \ldots)^T \).

In what follows we will need the \( n \)-th reproducing kernel \( K_n(t, y) \) associated with the monic orthogonal polynomial sequence \( \{P_n(t)\}_{n \geq 0} \) which is defined by the formula

\[
K_n(t, y) = \sum_{k=0}^{n} \frac{P_k(t)P_k(y)}{\|P_k\|_{\mu}^2},
\]

where \( \|P_k\|_{\mu}^2 = \int_I |P_k(t)|^2 d\mu_0 \). At the same time, there is an explicit expression for \( K_n(x, y) \), which is the so-called Christoffel–Darboux formula

\[
K_n(x, y) = \frac{P_{n+1}(x)P_n(y) - P_n(x)P_{n+1}(y)}{(x - y)\|P_n\|_{\mu}^2},
\]

for \( x \neq y \). We will also use the following notation for the partial derivatives of \( K_n(x, y) \):

\[
K_n^{(i,j)}(x, y) = \frac{\partial^{i+j}(K_n(x, y))}{\partial x^i \partial y^j}.
\]

3. An extension of the Geronimus transformation to the multiple case

Let \( h(t) \) be a monic polynomial of deg \( h = N \). Let us define a symmetric bilinear form \( [\cdot, \cdot]_h \) on the linear space \( P \) of all polynomials with real coefficients by

\[
[hf, g]_h = [f, hg]_h = \int_I f(t)g(t)d\mu_0(t).
\]

(3.1)

Clearly, this definition does not determine the bilinear form \( [\cdot, \cdot]_h \) uniquely. However, the elements of the symmetric matrix

\[
\mathbf{S} = \begin{bmatrix}
[1, 1]_h & \cdots & [1, t^{N-1}]_h \\
[\vdots & \ddots & \vdots] & \cdots & \vdots \\
[t^{N-1}, 1]_h & \cdots & [t^{N-1}, t^{N-1}]_h
\end{bmatrix}
= \begin{bmatrix}
s_{0,0} & \cdots & s_{0,N-1} \\
\vdots & \ddots & \vdots \\
s_{N-1,0} & \cdots & s_{N-1,N-1}
\end{bmatrix}
\]

(3.2)

can be chosen arbitrarily. It should be noted that the operator of multiplication by \( h \) is symmetric with respect to the inner product \( [\cdot, \cdot]_h \). If we assume that the underlying symmetric bilinear form is quasi-definite then the corresponding sequence of monic orthogonal polynomials \( \{P_n^*(t)\}_{n \geq 0} \) satisfies the relation
\[ h(t)P_n^*(t) = \sum_{k=-n}^{n+N} c_k^{[n]} P_k^*(t), \]

where \( c_{n+N}^{[n]} = 1 \), and \( c_{-n}^{[n]} > 0 \) for \( n \geq N \). Thus, we can associate with the sequence \( \{P_n^*(t)\}_{n \geq 0} \) a \( 2N + 1 \) band matrix of the form

\[
\begin{bmatrix}
  c_0^{[0]} & c_1^{[0]} & \cdots & c_{N-1}^{[0]} & 1 \\
  c_0^{[1]} & c_1^{[1]} & \cdots & c_{N-1}^{[1]} & 1 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  c_0^{[N]} & c_1^{[N]} & \cdots & c_{2N-1}^{[N]} & 1 \\
  0 & c_1^{[N+1]} & \cdots & c_{2N}^{[N+1]} & 1 \\
  0 & 0 & \cdots & 0 & \ddots \\
   \vdots & \ddots & \ddots & \ddots & \ddots \\
   \vdots & \ddots & \ddots & \ddots & \ddots \\
  \end{bmatrix}
\]  

(3.3)

Before dealing with the properties of the symmetric bilinear form \( \langle \cdot, \cdot \rangle_h \), we will choose an appropriate basis in the linear space \( \mathbb{P} \). Namely, let us consider the basis

\[ \mathfrak{B}_h = \{ t^m h^k, \ k \geq 0, \ 0 \leq m \leq N - 1 \}. \]

This allows us to express every polynomial \( f \) as

\[ f(t) = \sum_{0 \leq m \leq N-1, \ k \geq 0} a_{k,m} t^m h^k(t). \]

Moreover, if we fix \( k \) and define the linear operator

\[ S_{k,h}(f)(t) = \sum_{m=0}^{N-1} a_{k,m} t^m h^k(t) \]

then we have \( f = \sum_{k \geq 0} S_{k,h}(f)(t) \).

Let \( \alpha_1, \ldots, \alpha_p \) be the zeros of \( h(t) \) and \( \beta_1 \cdots \beta_p \) be their corresponding multiplicities, i.e.

\[ h(t) = (t - \alpha_1)^{\beta_1} \cdots (t - \alpha_p)^{\beta_p} \quad \text{with} \quad \sum_{i=1}^{p} \beta_i = N. \]

For each \( \alpha_i \), the polynomial \( h(t) \) can be represented in the form

\[ h(t) = (t - \alpha_i)^{\beta_i} q_i(t) \quad \text{where} \quad q_i(\alpha_i) \neq 0. \]

According to the Leibniz product rule for derivatives, we have that

\[ h^{(r)}(t) = \sum_{k=0}^{r} \binom{r}{k} \frac{\beta_i!}{(\beta_i - k)!} (t - \alpha_i)^{\beta_i - k} q_i^{(r-k)}(t). \]
Thus,

\[ h^{(j)}(\alpha_i) = 0 \quad \text{for} \quad j = 0, \ldots, \beta_i - 1. \]

If \( f \) is a polynomial then using its representation in terms of the basis defined above we get

\[ f^{(j)}(\alpha_i) = \sum_{k=j}^{N-1} a_{0,k} \frac{k!}{(k-j)!} \alpha_i^{k-j}. \]

As a consequence, for \( i = 1, \ldots, p \), one has

\[
\begin{bmatrix}
    f(\alpha_i) \\
    f^{(1)}(\alpha_i) \\
    \vdots \\
    f^{(\beta_i-2)}(\alpha_i) \\
    f^{(\beta_i-1)}(\alpha_i)
\end{bmatrix}
= \begin{bmatrix}
    1 & \alpha_i & \alpha_i^2 & \alpha_i^3 & \cdots & \cdots & \alpha_i^{N-1} \\
    1 & 2\alpha_i & 3\alpha_i^2 & \cdots & \cdots & (N-1)\alpha_i^{N-2} \\
    2! & 6\alpha_i & \cdots & \cdots & (N-1)(N-2)\alpha_i^{N-3} \\
    \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    (\beta_i - 1)! & \beta_i\alpha_i & \cdots & \frac{(N-1)!}{(N-\beta_i)!} \alpha_i^{N-\beta_i} & \beta_i \times N
\end{bmatrix}
\begin{bmatrix}
    a_{0,0} \\
    a_{0,1} \\
    \vdots \\
    a_{0,N-2} \\
    a_{0,N-1}
\end{bmatrix}.
\]

(3.4)

Introducing the matrices

\[
F_i = \begin{bmatrix}
    f(\alpha_i) \\
    f^{(1)}(\alpha_i) \\
    \vdots \\
    f^{(\beta_i-2)}(\alpha_i) \\
    f^{(\beta_i-1)}(\alpha_i)
\end{bmatrix},
\]

\[
A_i = \begin{bmatrix}
    1 & \alpha_i & \alpha_i^2 & \alpha_i^3 & \cdots & \cdots & \alpha_i^{N-1} \\
    1 & 2\alpha_i & 3\alpha_i^2 & \cdots & \cdots & (N-1)\alpha_i^{N-2} \\
    2! & 6\alpha_i & \cdots & \cdots & (N-1)(N-2)\alpha_i^{N-3} \\
    \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    (\beta_i - 1)! & \beta_i\alpha_i & \cdots & \frac{(N-1)!}{(N-\beta_i)!} \alpha_i^{N-\beta_i} & \beta_i \times N
\end{bmatrix}
\]

we see that formula (3.4) for \( i = 1, \ldots, p \), i.e.

\[
F_i = A_i \begin{bmatrix}
    a_{0,0} \\
    \vdots \\
    a_{0,N-1}
\end{bmatrix},
\]
Proposition 1. Let $S$ be a nontrivial probability measure with finite moments of all nonnegative orders. Consider the measure $d\mu = h\,d\mu$. Let $f(t) = \sum a_{k,m}t^m$ and $g(t) = \sum b_{k,m}t^m$ be polynomials. Then $[\cdot,\cdot]_h$ can be represented as

$$
[f,g]_h = \int f(t)g(t)d\mu + [F_1^T \cdots F_p^T]A^{-T}SA^{-1}
$$

where $G_i = [g(\alpha_1), \ldots, g(\beta_i-1)(\alpha_1)]^T$, $F_i = [f(\alpha_1), \ldots, f(\beta_i-1)(\alpha_1)]^T$ and the symmetric matrix $S$ has the form

$$
S = \begin{bmatrix}
s_{0,0} - \int_I t^0 \,d\mu & \cdots & s_{0,N-1} - \int_I t^{N-1} \,d\mu \\
\vdots & \ddots & \vdots \\
s_{N-1,0} - \int_I t^{N-1} \,d\mu & \cdots & s_{N-1,N-1} - \int_I t^{2N-2} \,d\mu
\end{bmatrix}.
$$

By the definition, the above system of linear equations (3.5) has at least a solution $[a_{0,0}, a_{0,1}, \ldots, a_{0,N-1}]^T$. Let us assume that there is another one which we denote by $[a_{0,0}', a_{0,1}', \ldots, a_{0,N-1}']^T$. Then we define the polynomials $u(t) = \sum_{m=0}^{N-1} a_{0,m}t^m$ and $v(t) = \sum_{m=0}^{N-1} a_{0,m}'t^m$. So, in view of (3.5) we have that for each $i = 1, \ldots, p$,

$$
u^{(j)}(\alpha_i) = f^{(j)}(\alpha_i) = u^{(j)}(\alpha_i) \quad \text{for } j = 0, \ldots, \beta_i - 1.
$$

We now define the polynomial $c(t) = u(t) - v(t)$. Notice that $\deg c \leq N - 1$ but, on the other hand,

$$
c^{(j)}(\alpha_i) = 0 \quad \text{for } j = 0, \ldots, \beta_i - 1.
$$

This implies that $\alpha_i$ is a zero of multiplicity at least $\beta_i$ for $c(t)$ and since this is true for every $i = 1, \ldots, p$, then $\deg c \geq N$. So, necessarily $c(t) = 0$, i.e. $u(t) = v(t)$. Therefore the solution of (3.5) is unique and, as a consequence, $A$ is a nonsingular matrix. In particular, if the zeros of $h(t)$ are simple then (3.5) takes the form

$$
\begin{bmatrix}
f(\alpha_1)
\vdots
f(\alpha_N)
\end{bmatrix} = \begin{bmatrix}
1 & \alpha_1 & \cdots & \alpha_1^{N-1}
\vdots & \vdots & \ddots & \vdots
1 & \alpha_N & \cdots & \alpha_N^{N-1}
\end{bmatrix}_{N \times N} \begin{bmatrix}
a_{0,0}
\vdots
\vdots
da_{0,N-1}
\end{bmatrix}.
$$

In other words, the corresponding matrix $A$ is a Vandermonde matrix.
Proof. To compute \([f,g]_h\) for the given polynomials \(f\) and \(g\) let us observe that the polynomial

\[
f(t) - \sum_{m=0}^{N-1} a_{0,m} t^m
\]

is divisible by \(h\) due to the construction. Now, we have

\[
[f,g]_h = \left[ f(t) - \sum_{m=0}^{N-1} a_{0,m} t^m, g(t) \right]_h + \left[ \sum_{m=0}^{N-1} a_{0,m} t^m, g(t) - \sum_{m'=0}^{N-1} b_{0,m'} t^{m'} \right]_h
\]

\[
= \int_I \left( f(t) - \sum_{m=0}^{N-1} \frac{a_{0,m} t^m}{h} \right) g(t) d\mu_0 + \int_I \sum_{m=0}^{N-1} a_{0,m} t^m \left( g(t) - \sum_{m'=0}^{N-1} \frac{b_{0,m'} t^{m'}}{h} \right) d\mu_0 + \sum_{m=0}^{N-1} \sum_{m'=0}^{N-1} a_{0,m} b_{0,m'} [t^m, t^{m'}]_h
\]

where \(s_{m,m'} = [t^m, t^{m'}]_h\). In matrix form the above expression reads

\[
[f,g]_h = \int_I f(t) g(t) d\mu + \left[ a_{0,0}, \cdots, a_{0,N-1} \right] \left[ \begin{array}{cccc}
 s_{0,0} - \int_I t^0 d\mu & \cdots & s_{0,N-1} - \int_I t^{N-1} d\mu \\
 \vdots & \ddots & \vdots \\
 s_{N-1,0} - \int_I t^{N-1} d\mu & \cdots & s_{N-1,N-1} - \int_I t^{2N-2} d\mu \\
 \end{array} \right] \times \left[ \begin{array}{c}
 b_{0,0} \\
 \vdots \\
 b_{0,N-1} \\
 \end{array} \right].
\]

Next, using (3.5) we get (3.7). ∎

If we assume that \(h(t) = t^N\), then we have the following result that appears in [12] for \(N = 2\).
Corollary 1. If $\mu$ is a nontrivial probability measure with finite moments of all nonnegative orders then

$$[f,g]_h = \int f(t)g(t)d\mu + (f(0) \cdots f^{(N-1)}(0))M\begin{pmatrix} g(0) \\ \vdots \\ g^{(N-1)}(0) \end{pmatrix}$$

(3.8)

where $M$ is a symmetric matrix such that

$$M = \begin{bmatrix} \frac{1}{0!} & \ldots & \frac{1}{(N-1)!} \\ \frac{1}{0!} & \ldots & \frac{1}{(N-1)!} \end{bmatrix} S \begin{bmatrix} \frac{1}{0!} & \ldots & \frac{1}{(N-1)!} \\ \frac{1}{0!} & \ldots & \frac{1}{(N-1)!} \end{bmatrix}.$$

Since the values $s_{i,j}$ in (3.2) are arbitrary, we can take them in such a way that the matrix $S$ is diagonal, i.e.

$$S = \begin{bmatrix} \lambda_0 & \ldots & \lambda_{N-1} \end{bmatrix}.$$

In this case (3.8) reduces to

$$[f,g]_h = \int f(t)g(t)d\mu + \sum_{k=0}^{N-1} M_k f^{(k)}(0)g^{(k)}(0) \quad \text{with} \quad M_k = \frac{\lambda_k}{(k!)^2},$$

which is a diagonal discrete Sobolev inner product. In other words, we see that $N$-th iterated Geronimus transformation of $(\cdot)_0$ generates discrete Sobolev inner products.

4. Orthogonal polynomials associated to the multiple Geronimus transformation

Next, assuming that the bilinear form $[\cdot, \cdot]_h$ is quasi-definite, we will represent the monic polynomials \{P^*_n(t)\}_{n \geq 0} orthogonal with respect to $[\cdot, \cdot]_h$, in terms of the sequence \{P_n(t)\}_{n \geq 0} of monic orthogonal polynomials with respect to $(\cdot)_0$. Notice that from the orthogonality of $P^*_n(t)$, for the elements of the basis $\mathcal{B}_h$ we get

$$[P^*_n, t^m h^k]_h = [t^m h^k, P^*_n]_h = 0 \quad \text{for} \quad Nk + m \leq n - 1.$$

So, for $n > N$, the definition of the bilinear form yields

$$[P^*_n, t^m h^k]_h = (P^*_n, t^m h^{k-1})_0 = 0 \quad \text{for} \quad N(k-1) + m < n - N \quad \text{and} \quad k \geq 1,$$

which basically means that

$$P^*_n(t) = P_n(t) + A^{[n]}_{n-1} P_{n-1}(t) + \cdots + A^{[n]}_{n-N} P_{n-N}(t).$$

(4.1)
At the same time, we also have that

\[ [P_n^*, t^m]_h = 0, \quad \text{for } m = 0, \cdots, N - 1, \]

which can be rewritten as

\[ [P_n, t^m]_h + A^{[n]}_{n-1} [P_{n-1}, t^m]_h + \cdots + A^{[n]}_{n-N} [P_{n-N}, t^m]_h = 0. \]

The latter relation is equivalent to the system of linear equations

\[
\begin{bmatrix}
[P_{n-1}, 1]_h & \cdots & [P_{n-N}, 1]_h \\
\vdots & \ddots & \vdots \\
[P_{n-1}, t^{N-1}]_h & \cdots & [P_{n-N}, t^{N-1}]_h
\end{bmatrix}
\begin{bmatrix}
A^{[n]}_{n-1} \\
\vdots \\
A^{[n]}_{n-N}
\end{bmatrix}
= \begin{bmatrix}
-[P_{n-1}, 1]_h \\
\vdots \\
-[P_{n-N}, t^{N-1}]_h
\end{bmatrix}. \tag{4.2}
\]

Since \( P_n^* \) is a monic polynomial of degree \( n \), we know that (4.2) has at least one solution. If we suppose that it has two different solutions, then there are two monic polynomials of degree \( n \) that satisfy the orthogonality condition. But this contradicts the uniqueness of the sequence \( \{P_n^*(t)\}_{n \geq 0} \). Moreover, the uniqueness also gives that

\[ d^*_n = \begin{vmatrix}
[P_{n-1}, 1]_h & \cdots & [P_{n-N}, 1]_h \\
\vdots & \ddots & \vdots \\
[P_{n-1}, t^{N-1}]_h & \cdots & [P_{n-N}, t^{N-1}]_h
\end{vmatrix} \neq 0. \tag{4.3}\]

Further, according to Cramer’s rule, the polynomials \( P_n^*(t) \) can be presented as

\[
P_n^*(t) = \frac{1}{d^*_n} \begin{vmatrix}
P_n(t) & [P_{n-1}, 1]_h & \cdots & [P_{n-N}, 1]_h \\
p_{n-1}(t) & [P_{n-1}, 1]_h & \cdots & [P_{n-N}, 1]_h \\
p_{n-N}(t) & [P_{n-1}, 1]_h & \cdots & [P_{n-N}, 1]_h
\end{vmatrix}.
\]

Now for \( 0 \leq q \leq N - 1 \) and \( S_{0,h}(P_j)(t) = \sum_{k=0}^{N-1} c_{0,k} t^k \), we get

\[
[P_j, t^q]_h = [P_j(t) - S_{0,h}(P_j)(t) + S_{0,h}(P_j)(t), t^q]_h
= \left[ \sum_{m \geq 0} S_{m,h}(P_j)(t) - S_{0,h}(P_j)(t), t^q \right]_h + \sum_{k=0}^{N-1} c_{0,k} t^k, t^q
= \left( \sum_{m \geq 0} S_{m,h}(P_j)(t) - S_{0,h}(P_j)(t) \right) \frac{t^q}{h} + \sum_{k=0}^{N-1} c_{0,k} t^k, t^q
= \sum_{m \geq 1} \int I \frac{S_{m,h}(P_j)(t)}{h} t^q d\mu_0 + \sum_{k=0}^{N-1} c_{0,k} t^k, t^q.\]
Let us stress that the above analysis was done for \( n \geq N \). However, it is clear that for \( n \leq N \) the polynomial \( P_n^* \) has the form

\[
P_n^*(t) = P_n(t) + A_{n-1}^{[n]} P_{n-1}(t) + \cdots + A_0^{[n]} P_0(t),
\]

where we put \( P_m(t) = 0 \) for \( m < 0 \). So if we use similar arguments as above we have that for \( n \leq N \) it is true that

\[
P_n^*(t) = \frac{1}{d_n^*} \begin{vmatrix}
P_n(t) & [P_n,1]_h & \cdots & [P_n,t^{n-1}]_h \\
P_{n-i}(t) & [P_{n-i},1]_h & \cdots & [P_{n-i},t^{n-1}]_h \\
\vdots & \vdots & \ddots & \vdots \\
P_0(t) & [P_0,1]_h & \cdots & [P_0,t^{n-1}]_h \\
\end{vmatrix},
\]

As a last remark, let us notice that if \( n < N \) then \( d_n^* \) is the determinant of a matrix of size \( n \times n \), which does depend on \( n \), while in the other cases \( d_n^* \) is the determinant of a matrix of size \( N \times N \).

Thus, we can deduce the following.

**Proposition 2.** Let \( (\cdot,\cdot)_0 \) be a quasi-definite bilinear form and let \( \{P_n(t)\}_{n \geq 0} \) be the corresponding sequence of monic orthogonal polynomials. Then the symmetric bilinear form \( [\cdot,\cdot]_h \) is quasi-definite if and only if \( d_n^* \neq 0 \) for all \( n \in \mathbb{N} \). Moreover, in the quasi-definite case, the sequence of the monic polynomials \( \{P_n^*(t)\}_{n \geq 0} \) orthogonal with respect to \( [\cdot,\cdot]_h \) admits the representation

\[
P_n^*(t) = \frac{1}{d_n^*} \begin{vmatrix}
P_n(t) & [P_n,1]_h & \cdots & [P_n,t^{N-1}]_h \\
P_{n-i}(t) & [P_{n-i},1]_h & \cdots & [P_{n-i},t^{N-1}]_h \\
\vdots & \vdots & \ddots & \vdots \\
P_{N-N}(t) & [P_{N-N},1]_h & \cdots & [P_{N-N},t^{N-1}]_h \\
\end{vmatrix},
\]

where \( d_n^* \) is defined by (4.3) and

\[
[P_j,t^q]_h = \sum_{m \geq 1} \int_I S_m(h)(P_j)(t) t^q d\mu_0 + \sum_{k=0}^{N-1} c_{0,k}s_{k,q}.
\]

If we assume that \( \mu \) is a nontrivial probability measure such that \( hd\mu = d\mu_0 \), then \( [f,g]_\mu = \int_I fgd\mu \) is a positive definite bilinear form and we can state the following corollary.

**Corollary 2.** If \( \{R_n(t)\}_{n \geq 0} \) is the sequence of monic polynomials orthogonal with respect to \( [\cdot,\cdot]_\mu \), then the sequence of polynomials \( \{P_n^*(t)\}_{n \geq 0} \) satisfies the connection formula
\[ h(t)P_n^*(t) = R_{n+N}(t) + B_{n+N-1}^{[n]} R_{n+N-1}(t) + \cdots + B_{n-N}^{[n]} R_{n-N}(t), \]

as well as
\[ \left( P_{n+N}^*(t), R_k(t) \right)_0 = 0, \quad \text{if } k < n. \quad (4.5) \]

**Proof.** Notice that
\[ h(t)P_n(t) = \sum_{k=0}^{n+N} b_k^{[n]} R_k(t) \]
where
\[ b_k^{[n]} = \frac{[hP_n, R_k]_\mu}{\|R_k\|_\mu^2} = \frac{(P_n, R_k)_0}{\|R_k\|_\mu^2} = \begin{cases} 0, & k < n; \\ \frac{(P_n, R_k)_0}{\|R_k\|_\mu}, & k \geq n. \end{cases} \]
In other words, we have that
\[ h(t)P_n(t) = \sum_{k=n}^{n+N} b_k^{[n]} R_k(t). \]
Combining this with (4.1) immediately yields
\[ h(t)P_n(t) = R_{n+N}(t) + B_{n+N-1}^{[n]} R_{n+N-1}(t) + \cdots + B_{n-N}^{[n]} R_{n-N}(t), \]
where
\[ B_{n+N-m} = \sum_{k=0}^{\min(m, N)} b_{n-k}^{[n-k]} A_{n-k}. \]
At the same time, we have that
\[ h(t)P_n^*(t) = \sum_{k=0}^{N+n} c_k^{[n]} R_k(t) \quad \text{with} \quad c_k^{[n]} = \frac{(R_k, P_n^*)_0}{\|R_k\|_\mu^2}. \]
According to (4.4), we get that \( c_k^{[n]} = 0 \) for \( 0 \leq k \leq n - N - 1 \), and \( c_{n-N}^{[n]} \neq 0 \). Finally, taking into account that the representation of \( hP_n^* \) in terms of the sequence \( \{R_n\}_{n \geq 0} \) is unique, we conclude that (4.5) holds. \( \square \)

**Example 1.** Let us assume that \( h(t) = t^N, \ d\mu_0 = t^{\alpha+N} e^{-t} dt, \) and define \( \langle \cdot, \cdot \rangle_0 \) as
\[ \langle f, g \rangle_0 = \int_0^\infty f(t)g(t)t^{\alpha+N} e^{-t} dt, \quad \alpha > -1. \]
We know that the monic orthogonal polynomials associated with the above bilinear form are the Laguerre polynomials \( \{ L_n^{\alpha+N} \}_{n \geq 0} \) with parameter \( \alpha + N \). Let us now take \( d\mu = t^\alpha e^{-t} dt \). Then

\[
[f(t), g(t)]_h = \int_0^\infty f(t)g(t)t^\alpha e^{-t} dt + \sum_{k,j=0}^{N-1} M_{k,j}f^{(k)}(0)g^{(j)}(0). \tag{4.6}
\]

As a straightforward consequence, the sequence of polynomials orthogonal with respect to (4.6) can be written as

\[
\widetilde{L}_n^\alpha(t) = L_n^{\alpha+N}(t) + \sum_{k=1}^N A_{n-k}^\alpha L_n^{\alpha+N}(t).
\]

The above bilinear form with their orthogonal polynomials is very well known in the literature. Indeed, the diagonal case was introduced in [20]. Let us notice that, in particular, if \( M_{k,j} = 0 \) for \((k,j) \neq (0,0)\) we get the so-called Laguerre–Krall orthogonal polynomials [19].

The previous corollary shows a connection formula between the polynomials \( \{ P_n^\ast(t) \}_{n \geq 0} \) and the polynomials \( \{ R_n(t) \}_{n \geq 0} \). We now focus on finding necessary and sufficient conditions for the existence of the sequence of polynomials \( \{ P_n^\ast(t) \}_{n \geq 0} \). To this end, let us notice that in the case when \( P_n^\ast \) exists it can be represented as

\[
P_n^\ast(t) = R_n(t) + \sum_{k=0}^{n-1} \frac{[P_n^\ast, R_k]_\mu}{\| R_k \|_\mu^2} R_k(t). \tag{4.7}
\]

In order to get some information out of this relation, note that (3.7) can be rewritten as

\[
[f, g]_\mu = [f, g]_h - \sum_{i,w=1}^{p} \sum_{i=0}^{p-1} \sum_{j=0}^{p-1} \lambda_{i,j,i,w} f^{(i)}(\alpha_l)g^{(j)}(\alpha_w).
\]

Using the orthogonality \([P_n^\ast, R_k]_h = 0, k = 0, \ldots, n - 1\), and substituting the latter formula in (4.7) we arrive at the following:

\[
P_n^\ast(t) = R_n(t) + \sum_{k=0}^{n-1} \left[ - \sum_{i,w=1}^{p} \sum_{i=0}^{p-1} \sum_{j=0}^{p-1} \lambda_{i,j,i,w} P_n^{(i)}(\alpha_l)R_k^{(j)}(\alpha_w) \right] \frac{R_k(t)}{\| R_k \|_\mu^2}
\]

\[
= R_n(t) - \sum_{i,w=1}^{p} \sum_{i=0}^{p-1} \sum_{j=0}^{p-1} \lambda_{i,j,i,w} P_n^{(i)}(\alpha_l) \left( \sum_{k=0}^{n-1} \frac{R_k^{(j)}(\alpha_w)R_k(t)}{\| R_k \|_\mu^2} \right)
\]

\[
= R_n(t) - \sum_{i=1}^{p} \sum_{i=0}^{p-1} (P_n^{(i)}(\alpha_l)D_{i,l}(t), \tag{4.8}
\]

where

\[ D_{i,l}(t) = \sum_{w=1}^{p} \sum_{j=0}^{\beta_w-1} \lambda_{i,j,l,w} K_{n-1}^{(j,0)}(\alpha_w, t). \]

In particular, for \(1 \leq q \leq p\) and \(1 \leq k \leq \beta_q - 1\), we have

\[ R_n^{(k)}(\alpha_q) = (P_n^*)^{(k)}(\alpha_q) + \sum_{i=0}^{p} \sum_{l=1}^{\beta_l-1} (P_n^*)^{(i)}(\alpha_l) D_{i,l}(\alpha_q). \]

If we define the vector

\[ v^k_j(q) = \begin{cases} [D^k_{0,j}(\alpha_j), \ldots, 1 + D^k_{k,j}(\alpha_j), \ldots, D^k_{\beta_k-1,j}(\alpha_j)], & \text{if } j = q, \\ [D^k_{0,j}(\alpha_j), \ldots, D^k_{k,j}(\alpha_j), \ldots, D^k_{\beta_k-1,j}(\alpha_j)], & \text{if } j \neq q \end{cases} \]

then for each \(q = 1, \ldots, p\), we have that

\[ R_q = \begin{bmatrix} R_n(\alpha_q) \\ \vdots \\ R_n^{(\beta_q-1)}(\alpha_q) \end{bmatrix} = \begin{bmatrix} v^0_q(\alpha_q) \\ \vdots \\ v^{\beta_q-1}_q(\alpha_q) \end{bmatrix} \begin{bmatrix} \begin{bmatrix} (P_n^*)^{(0)}(\alpha_1) \\ \vdots \\ (P_n^*)^{(\beta_1-1)}(\alpha_1) \end{bmatrix} \\ \vdots \\ \begin{bmatrix} (P_n^*)^{(0)}(\alpha_p) \\ \vdots \\ (P_n^*)^{(\beta_p-1)}(\alpha_p) \end{bmatrix} \end{bmatrix} = V_q (P^*). \tag{4.9} \]

Now we are in a position to state the following result.

**Proposition 3.** Let \(\mu\) be a nontrivial probability measure and \(\{R_n(t)\}_{n \geq 0}\) be the sequence of orthogonal polynomials with respect to the bilinear form \([f,g]_\mu := \int_I fg d\mu\). Let \([\cdot,\cdot]_h\) be the symmetric bilinear form defined by

\[ [f,g]_h = \int_I fg d\mu + \sum_{l,w} \sum_{i=0}^{p} \sum_{j=0}^{\beta_i-1} \lambda_{i,j,l,w} f^{(i)}(\alpha_l) g^{(j)}(\alpha_w) \]

with \(\lambda_{i,j,l,w} = \lambda_{j,i,w,l}\). A necessary and sufficient condition for the existence of a sequence of monic polynomials \(\{P_n^*(t)\}_{n \geq 0}\) orthogonal with respect to \([\cdot,\cdot]_h\) is that the system of linear equations
\[
\begin{bmatrix}
R_1 \\
\vdots \\
R_p
\end{bmatrix} =
\begin{bmatrix}
V_1 \\
\vdots \\
V_p
\end{bmatrix} P^*
\]

(4.10)

has a unique solution.

As a next step, a natural question can be posed: when is the bilinear form \([\cdot, \cdot]_h\) positive definite? It is clear that if we suppose that the matrix \(S\) given by (3.7) is a positive semidefinite matrix and \(\mu\) is a positive measure, then \([\cdot, \cdot]_h\) is also positive definite (for some non-regular cases see [10,11]). Indeed, for any polynomial \(q(t)\) we have that

\[
[q, q]_h = \int q^2 d\mu + v^T S v \geq 0
\]

where

\[
v^T = \begin{bmatrix} Q_1^T & \cdots & Q_p^T \end{bmatrix} A^{-T}.
\]

Alternatively, in order to analyze the positivity of \([P^*_n, P^*_n]_h\), we need to consider two cases: when \(n = m + Nk\) and \(n < N\).

Case 1. If \(n = m + Nk\) with \(k \neq 0\) then

\[
\begin{align*}
[P^*_n, t^m h^k]_h &= \int \int P^*_n t^m h^k d\mu = \int P^*_n t^m h^{k-1} d\mu_0 \\
&= \frac{1}{d_n^r} 
\begin{vmatrix}
\int P^*_n t^m h^{k-1} d\mu_0 & [P_n, 1]_h & \cdots & [P_n, t^{N-1}]_h \\
\vdots & \vdots & \ddots & \vdots \\
\int P^*_n t^m h^{k-1} d\mu_0 & [P_n-N+1, 1]_h & \cdots & [P_n-N+1, t^{N-1}]_h \\
\int P^*_n t^m h^{k-1} d\mu_0 & [P_n-N, 1]_h & \cdots & [P_n-N, t^{N-1}]_h
\end{vmatrix}.
\end{align*}
\]

(4.11)

But taking into account that \(m + N(k-1) = n - N\), the above expression becomes

\[
\begin{align*}
&= \frac{1}{d_n^r} 
\begin{vmatrix}
0 & [P_n, 1]_h & \cdots & [P_n, t^{N-1}]_h \\
\vdots & \vdots & \ddots & \vdots \\
0 & [P_n-N+1, 1]_h & \cdots & [P_n-N+1, t^{N-1}]_h \\
\int P^*_n t^m h^{k-1} d\mu_0 & [P_n-N, 1]_h & \cdots & [P_n-N, t^{N-1}]_h
\end{vmatrix}.
\end{align*}
\]

Thus

\[
[P_n^*(t), t^m h^k]_h = (-1)^N \frac{d_n^{r+1}}{d_n^r} \int P^*_n t^m h^{k-1} d\mu_0 = (-1)^N \frac{d_n^{r+1}}{d_n^r} \int P^2_n(t) d\mu_0.
\]
Case 2. If \( n < N \) then we have

\[
[P^*_n, t^n]_h = \frac{1}{d^*_n} \begin{bmatrix}
[P_n, t^n]_h & [P_n, 1]_h & \cdots & [P_n, t^{n-1}]_h \\
\vdots & \vdots & & \vdots \\
[P_0, t^n] & [P_0, 1]_h & \cdots & [P_0, t^{n-1}]_h
\end{bmatrix}.
\]

Thus

\[
[P^*_n(t), t^n]_h = \begin{cases} 
-\frac{d^*_{n+1}}{d^*_n}, & \text{if } n \text{ is odd,} \\
\frac{d^*_{n+1}}{d^*_n}, & \text{if } n \text{ is even.}
\end{cases}
\]

As a summary we can state the following.

**Proposition 4.** Let \((\cdot, \cdot)_0\) be a positive definite bilinear form. Then \([\cdot, \cdot]_h\) is a positive definite bilinear form if and only if \(d^*_n \neq 0\) and

\[
\begin{cases}
(-1)^N \frac{d^*_{n+1}}{d^*_n} > 0 & \text{for } n \geq N \\
\frac{d^*_{n+1}}{d^*_n} > 0 & \text{for } n < N, \text{ with } n \text{ even} \\
\frac{d^*_{n+1}}{d^*_n} < 0 & \text{for } n < N, \text{ with } n \text{ odd.}
\end{cases}
\]

5. **Matrix representation of the multiple Geronimus transformation**

Let us assume that \([\cdot, \cdot]_h\) is a positive definite bilinear form. We define the symmetric matrix

\[
J^* = \left([h \hat{P}^*_n(t), \hat{P}^*_m(t)]_h\right)_{n,m=0}^\infty,
\]

where the corresponding orthonormal polynomials \(\{\hat{P}^*_n(t)\}_{n \geq 0}\) are related to the monic ones in the following way:

\[
\hat{P}^*_n(t) = \frac{1}{h^*_n} P^*_n(t), \quad (h^*_n)^2 = [P^*_n, P^*_n], \quad h^*_n > 0.
\]

For the classical Geronimus transformation (i.e. \(h(t) = t\)) there are two important facts concerning the matrix factorizations [12,29].

1. \(J^*\) can be decomposed as \(J^* = C C^T\) with \(C\) a lower triangular matrix (Cholesky factorization).
2. If \(P_n(0) \neq 0\) for \(n = 0, 1, 2, \ldots\) then there exist \(U\), an upper triangular matrix, and \(L\), a lower triangular matrix, such that
\[ J_{\text{mon}} = UL \quad \text{and} \quad J^*_{\text{mon}} = LU, \]

where \( J_{\text{mon}}, J^*_{\text{mon}} \) are monic Jacobi matrices associated with the corresponding monic orthogonal polynomials.

Next, it is natural to ask if it is possible to extend these two results to the generalized Geronimus transformations analyzed in the previous sections. The answer to this question can be given by mimicking the idea of [12]. Namely, from (4.1) we know that the polynomials \( P^*_n(t) \) can be written in terms of the monic orthogonal polynomials \( P_n(t) \), which are orthogonal with respect to \((\cdot, \cdot)_0\). From this we get

\[
(P^*_n, P^*_m)_0 = A^{[m]}_n \sum_{i=0}^N A^{[m]}_{n-i} (P_n, P_{n-i})_0 + A^{[n]}_{n-1} \sum_{i=0}^N A^{[n]}_{m-i} (P_{n-1}, P_{m-i})_0 + \ldots \\
+ A^{[n]}_{n-j} \sum_{i=0}^N A^{[m]}_{m-j} (P_{n-j}, P_{m-j})_0 + \ldots + A^{[n]}_{n-N} \sum_{i=0}^N A^{[m]}_{m-i} (P_{n-N}, P_{m-i})_0
\]

\[
= \left\{ \begin{array}{ll}
\sum_{k=t}^N A^{[n+t-k]}_{n+t-k} A^{[n]}_{n-t-k} h^2_{n-k+t}, & \text{if } m = n + t, \ 0 \leq t \leq N, \\
\sum_{k=t}^N A^{[n]}_{n-k} A^{[n-t]}_{n-k} h^2_{n-k}, & \text{if } m = n - t, \ 0 \leq t \leq N,
\end{array} \right.
\]

(5.1)

where \( A^{[k]}_k = 1 \) and \( A^{[k]}_m = 0 \) if \( m < 0 \). Notice that \( (P^*_n, P^*_m)_0 \) is zero for \( |n - m| \geq N \) and, therefore, the matrix

\[ J^* = \left[ (h \hat{P}^*_n(t), \hat{P}^*_m(t))_0 \right]_{n,m=0} = \left[ (\hat{P}^*_n, \hat{P}^*_m)_0 \right]_{n,m=0} \]

is a \((2N + 1) \times (2N + 1)\) diagonal matrix.

**Proposition 5.** Let us assume that \((\cdot, \cdot)_0\) and \([\cdot, \cdot]_h\) are positive definite bilinear forms and \(\{P_n(t)\}_{n \geq 0}, \{P^*_n(t)\}_{n \geq 0}\) are, respectively, the corresponding sequences of monic orthogonal polynomials. Then the symmetric matrix \(J^*\) corresponding to \(\hat{P}^*_n\) can be represented as

\[ J^* = C C^T, \]

where \(C\) is a lower triangular matrix with positive diagonal entries,

\[
C = \begin{bmatrix}
\frac{h_0}{h_0} & \frac{A^{[1]} h_0}{h_1} & \frac{A^{[2]} h_0}{h_2} & \ldots & \frac{A^{[N+1] h_0}}{h_{N+1}} \\
\frac{A^{[1]} h_0}{h_1} & \frac{h_1}{h_1} & \frac{A^{[2]} h_1}{h_2} & \ldots & \frac{A^{[N+1] h_1}}{h_{N+1}} \\
\frac{A^{[2]} h_0}{h_2} & \frac{A^{[2]} h_1}{h_2} & \frac{h_2}{h_2} & \ldots & \frac{A^{[N+1] h_2}}{h_{N+1}} \\
\vdots & \vdots & \vdots & \ddots & \frac{h_{N+1}}{h_{N+1}} \\
0 & \frac{A^{[N+1]} h_1}{h_{N+1}} & \frac{A^{[N+1]} h_2}{h_{N+1}} & \ldots & \frac{h_{N+1}}{h_{N+1}} \\
\ldots & \ldots & \ldots & \ldots & \frac{h_{N+1}}{h_{N+1}}
\end{bmatrix}.
\]
Proof. According to the definition of $J^*$ we have

$$J^* = \begin{bmatrix}
\frac{1}{h_1} & 0 & \cdots \\
\frac{1}{h_2} & \ddots & \cdots \\
& \ddots & & \ddots \\
& & \ddots & & \ddots \\
& & & \ddots & \ddots \\
& & & & \ddots & \ddots \\
& & & & & \ddots & \ddots \\
& & & & & & \ddots & \ddots \\
\end{bmatrix}
\begin{bmatrix}
[hP^*_0, P^*_0]_h & [hP^*_0, P^*_1]_h \\
[hP^*_1, P^*_0]_h & [hP^*_1, P^*_1]_h \\
& & \ddots & \cdots \\
& & & \ddots & \cdots \\
& & & & \ddots & \cdots \\
& & & & & \ddots & \cdots \\
& & & & & & \ddots & \cdots \\
& & & & & & & \ddots & \cdots \\
\end{bmatrix}
\begin{bmatrix}
\frac{1}{h_1} & 0 & \cdots \\
\frac{1}{h_2} & \ddots & \cdots \\
& \ddots & & \ddots \\
& & \ddots & & \ddots \\
& & & \ddots & \ddots \\
& & & & \ddots & \ddots \\
& & & & & \ddots & \ddots \\
& & & & & & \ddots & \ddots \\
\end{bmatrix}.$$

Taking into account the definition of $[\cdot, \cdot]_h$ we have that $[hP^*_n, P^*_m]_h = (P^*_n, P^*_m)_0$. From (5.1) we get that

$$\begin{bmatrix}
(P^*_n, P^*_m)\big|_{n,m=0} \big|_{n,m=0}^{\infty}
\end{bmatrix}
= \begin{bmatrix}
h_0 A_0^{[0]} h_0 & A_1^{[1]} h_1 & \cdots & A_N^{[N]} h_N & 0 \\
A_0^{[1]} h_0 & A_1^{[2]} h_1 & \cdots & A_N^{[N+1]} h_N & h_{N+1} \\
& \cdots & \cdots & \cdots & \cdots \\
0 & A_1^{[N+1]} h_1 & \cdots & A_N^{[N+1]} h_N & h_{N+1}
\end{bmatrix}.

$$

It is easy to see that this can be written as

$$\begin{bmatrix}
h_0 A_0^{[0]} h_0 & A_1^{[1]} h_1 & \cdots & A_N^{[N]} h_N & 0 \\
A_0^{[1]} h_0 & A_1^{[2]} h_1 & \cdots & A_N^{[N+1]} h_N & h_{N+1} \\
& \cdots & \cdots & \cdots & \cdots \\
0 & A_1^{[N+1]} h_1 & \cdots & A_N^{[N+1]} h_N & h_{N+1}
\end{bmatrix}
\times
\begin{bmatrix}
h_0 A_0^{[0]} h_0 & A_1^{[1]} h_1 & \cdots & A_N^{[N]} h_N \\
h_1 A_1^{[2]} h_1 & \cdots & \cdots & \cdots \\
& \cdots & \cdots & \cdots \\
h_{N+1} A_N^{[N+1]} h_N & \cdots & \cdots & \cdots \\
\end{bmatrix}.

$$

If we set

$$C = \begin{bmatrix}
\frac{1}{h_1} & 0 & \cdots \\
\frac{1}{h_2} & \ddots & \cdots \\
& \ddots & & \ddots \\
& & \ddots & & \ddots \\
& & & \ddots & \ddots \\
& & & & \ddots & \ddots \\
& & & & & \ddots & \ddots \\
& & & & & & \ddots & \ddots \\
\end{bmatrix}.$$
\[
\begin{bmatrix}
  h_0 & A_0^1h_0 & A_0^2h_0 & A_0^3h_0 & \cdots & A_0^{N+1}h_0 \\
  1 & h_1 & A_1^2h_1 & A_1^3h_1 & \cdots & A_1^{N+1}h_1 \\
  & \vdots & \vdots & \ddots & \ddots & \vdots \\
  0 & A_1^{[N+1]}h_1 & \cdots & \cdots & \cdots & h_N \\
  & \vdots & \vdots & \ddots & \ddots & \vdots \\
  & & & & & h_{N+1}
\end{bmatrix}
\]

(5.2)

then we get the desired result. Also, notice that

\[
\begin{align*}
\begin{bmatrix}
  h_0 & A_0^1h_0 & A_0^2h_0 & A_0^3h_0 & \cdots & A_0^{N+1}h_0 \\
  1 & h_1 & A_1^2h_1 & A_1^3h_1 & \cdots & A_1^{N+1}h_1 \\
  & \vdots & \vdots & \ddots & \ddots & \vdots \\
  0 & A_1^{[N+1]}h_1 & \cdots & \cdots & \cdots & h_N \\
  & \vdots & \vdots & \ddots & \ddots & \vdots \\
  & & & & & h_{N+1}
\end{bmatrix}
\end{align*}
\]

(5.3)

\[
(h_{n+N}^*)^2 = [P_{n+N}(t), P_{n+N}(t)]_h = [hP_n^*(t), P_n^*(t)]_h
\]

\[
= (P_n^*(t), P_n^*(t))_0 = \sum_{k=N}^{N} A_{n+N-k}^n A_{n+N-k}^n h_{n+N-k}^2
\]

\[
= A_{n}^{[n+N]} h_n^2.
\]

Hence the diagonal entries of \(C\) can be given in terms of the coefficients \(A_n^k\) as

\[
h_{n+N} = h_n^2.
\]

In addition, if \(m < N\) then

\[
(h_m^*)^2 = [P_m^*, P_m^*]_h = \left[ \sum_{k=0}^{m} A_k^m P_k, \sum_{j=0}^{m} A_k^m P_j \right]_h
\]

\[
= \sum_{k=0}^{m} \sum_{j=0}^{m} A_k^m A_k^m [P_k, P_j]_h.
\]

From the above relation we can see that \((h_m^*)^2\) is a combination of the free parameters given by the matrix \(\hat{S}\) (see (3.2)).

Let \(L_{mon}\) be the matrix associated with the recurrence formula given in (4.1), that is

\[
L_{mon} =
\begin{bmatrix}
  1 \\
  A_0^1 & 1 \\
  \vdots & \vdots & \ddots & \vdots \\
  A_0^{[N]} & A_0^{[N]} & \cdots & A_0^{[N]} \\
  0 & A_1^{[N+1]} & \cdots & A_1^{[N+1]} \\
  & \vdots & \ddots & \ddots \\
  & & & \vdots \\
  & & & \ddots
\end{bmatrix}
\]

(5.4)
It is clear that the relation (4.1) reads as \( P^* = L_{\text{mon}} P \), where \( P^* = (P_0^*(t), P_1^*(t), \cdots)^T \) and \( P = (P_0(t), P_1(t), \cdots)^T \). On the other hand, we have

\[
[hP_n, P^*_m] = (P_n, P^*_m)_h = 0, \quad \text{for } m = 0, \ldots, n - 1.
\]

Then we can write

\[
h(t)P_n(t) = \sum_{i=n}^{N+n} B_i^{[N+n]} P_i^*(t), \quad \text{where } B_i^{[N+n]} \neq 0.
\]

Thus we can associate with the above relation the matrix

\[
U_{\text{mon}}^{[N+n]} = \\
\begin{bmatrix}
B_0^{[N]} & B_1^{[N]} & \cdots & \cdots & B_N^{[N]} & 1 \\
B_1^{[N+1]} & \cdots & \cdots & B_N^{[N+1]} & B_1^{[N+1]} & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
B_n^{[N+n]} & & B_{n+1}^{[n+N]} & B_{n+1}^{[n+N]} & 1
\end{bmatrix}
\]

Here \( hP = U_{\text{mon}} P^* \) where \( P \) and \( P^* \) are the vectors defined as above. Finally, we can state the following.

**Proposition 6.** If \( h(t) = \sum_{m=0}^N b_m t^m \), then

\[
h(J_{\text{mon}}) = \sum_{m=0}^N b_m J_{\text{mon}}^m = U_{\text{mon}} L_{\text{mon}}
\]

as well as

\[
J_{\text{mon}}^* = L_{\text{mon}} U_{\text{mon}},
\]

where \( J_{\text{mon}}^* \) is the band matrix corresponding to the monic Sobolev orthogonal polynomials generated by \([\cdot, \cdot]_h \) (see (3.3)).

**Proof.** By definition, we have

\[
hP = U_{\text{mon}} P^* = U_{\text{mon}} L_{\text{mon}} P.
\]

Next, observing that

\[
t^m P = J_{\text{mon}} t^{m-1} P = \cdots = J_{\text{mon}}^m P
\]
we arrive at
\[ hP = \sum_{m=0}^{N} b_m t^m P = \sum_{m=0}^{N} b_m J_{mon}^m P = h(J_{mon})P. \]

From this relation and due to the uniqueness of coefficients in recurrence relations we obtain (5.5). To prove (5.6), notice that
\[ hP^* = L_{mon} hP = L_{mon} U_{mon} P^*. \]

Since we have
\[ hP^* = J_{mon}^* P^*, \]
the relation (5.6) is rather obvious. \(\square\)

6. Discrete Sobolev inner products as multiple Geronimus transformations

In this section we summarize all the previous findings together with the results of [14] and present the main results of the present paper for a special class of polynomials.

Consider the discrete Sobolev inner product
\[ \langle f, g \rangle = \int f(t)g(t)d\mu(t) + \sum_{i=1}^{M} \sum_{j=0}^{M_i} \lambda_{i,j} f^{(j)}(\alpha_i)g^{(j)}(\alpha_i), \]
where \( f, g \) are polynomials and \( \lambda_{i,j} \) are real numbers. We also suppose that the inner product \( \langle \cdot, \cdot \rangle \) is symmetric, i.e. \( \langle f, g \rangle = \langle g, f \rangle \). Then the following result holds true.

**Theorem 1.** The discrete Sobolev inner product \( \langle \cdot, \cdot \rangle \) is a multiple Geronimus transformation of a bilinear form generated by the measure \( d\mu_0(t) = h(t)d\mu(t) \), where
\[ h(t) = \prod_{i=1}^{M} (t - \alpha_i)^{M_i+1}, \]
that is
\[ \langle f, g \rangle \equiv [f, g]_h. \]

**Proof.** This statement is a straightforward combination of Proposition 1 and [14, Section 3.1]. \(\square\)

This result together with Proposition 6 gives us an understanding of the structure of the band matrices associated with the recurrence relations generated by Sobolev orthogonal polynomials.
Theorem 2. Let us consider a discrete Sobolev inner product $\langle \cdot, \cdot \rangle$. Then the band matrix $J_{\text{mon}}^*$ generated by the recurrence relations for the corresponding orthogonal polynomials can be obtained as

$$h(J_{\text{mon}}) = U_{\text{mon}}J_{\text{mon}}^* = J_{\text{mon}}^* U_{\text{mon}},$$ (6.1)

where $J_{\text{mon}}$ is the monic Jacobi matrix associated with $d\mu_0$.

Let $p(t) = \sum_{j=0}^{n} \sum_{k=0}^{N-1} a_{k,j} t^j h^j(t)$ be a polynomial of degree $nN + m$, $0 \leq m < N$, where we assume $a_{k,n} = 0$ if $k > m$. For $0 \leq k < N - 1$, let us consider the linear operator $R_{k,h}(p)(t) = \sum_{j=0}^{n} a_{k,j} t^j$, i.e. it takes from $p$ the terms of the form $a_{k,j} t^j h^j(t)$ and then removes the common factor $t^k$ and changes $h(t)$ to $t$. Notice that in such a way $p(t) = \sum_{k=0}^{N-1} t^k R_{k,h}(p)(h(t))$ (see [14]).

Using the previous notation, Theorem 2 can be seen as a result for matrix orthogonal polynomials due to [14]. Indeed, the matrix $h(J_{\text{mon}})$ generates matrix polynomials $P_n(t)$ orthogonal with respect to the measure $dM_0(h^{-1})$, where

$$dM_0(t) = \begin{pmatrix} R_{0,h}(p_{n,N})(t) & \ldots & R_{N-1,h}(p_{n,N})(t) \\ R_{1,h}(p_{n,N+1})(t) & \ldots & R_{N-1,h}(p_{n,N+1})(t) \\ \vdots & \ddots & \vdots \\ R_{N-1,h}(p_{n,N+1})(t) & \ldots & R_{N-1,h}(p_{n,N+N-1})(t) \end{pmatrix}$$

and $p_n$ are monic polynomials orthogonal with respect to the measure $d\mu_0$. At the same time, the matrix $J_{\text{mon}}^*$ corresponds to Sobolev type orthogonal polynomials which, in turn, yield a sequence of matrix orthogonal polynomials with respect to the measure [14]

$$dM(h^{-1}(t)) + L\delta(t),$$ (6.2)

where $\delta(t)$ is the Dirac delta at $t = 0$, $dM$ has the form

$$dM(t) = \begin{pmatrix} d\mu(t) & t d\mu(t) & \ldots & t^{N-1} d\mu(t) \\ t d\mu(t) & t^2 d\mu(t) & \ldots & t^N d\mu(t) \\ t^2 d\mu(t) & t^3 d\mu(t) & \ldots & t^{N+1} d\mu(t) \\ \vdots & \vdots & \ddots & \vdots \\ t^{N-1} d\mu(t) & t^N d\mu(t) & \ldots & t^{2N-2} d\mu(t) \end{pmatrix}.$$
and \( L \) is the matrix

\[
\sum_{i=1}^{M} \sum_{j=0}^{M_i} \lambda_{i,j} \mathbf{L}(i,j)
\]

with \( \mathbf{L}(i,j) \) the \( N \times N \) matrix

\[
\mathbf{L}(i,j) = \begin{pmatrix}
0 & \cdots & 0 & j! & \cdots & (k-1)! \frac{c_{k-j}}{(k-j)!} c_{i}^{k-j} & \cdots & (N-1)! \frac{c_{N-j}}{(N-1-j)!} c_{i}^{N-1-j} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & j! & \cdots & (k-1)! \frac{c_{k-j}}{(k-j)!} c_{i}^{k-j} & \cdots & (N-1)! \frac{c_{N-j}}{(N-1-j)!} c_{i}^{N-1-j} \\
\end{pmatrix}
\]

In other words, we see that, according to (6.1), the matrix measure (6.2) is actually a simple matrix Geronimus transformation of the matrix measure \( dM_0 \). In fact, introducing \( y = h^{-1}(t) \) we see that the spectral transformation

\[
dM_0(y) = ydM(y) \mapsto dM(y) + L\delta(y)
\]
corresponds to one step of the block LR-algorithm based on the block UL-factorization

\[
h(J_{\text{mon}}) = U_{\text{mon}}L_{\text{mon}} \mapsto J_{\text{mon}}^* = L_{\text{mon}}U_{\text{mon}}.
\]

Thus, a multiple Geronimus transformation is a simple Geronimus transformation for matrix inner products. So, all our findings can be considered from the point of view of Darboux transformations for matrix orthogonal polynomials, which will be carefully analyzed in a forthcoming paper.

**Acknowledgements**

Maxim Derevyagin acknowledges the support of FWO Flanders project G.0934.13 and Belgian Interuniversity Attraction Pole P07/18. The work of Francisco Marcellán has been supported by Dirección General de Investigación, Desarrollo e Innovación, Ministerio de Economía y Competitividad of Spain, grant MTM2012-36732-C03-01.

**References**

[1] M. Alfaro, F. Marcellán, M.L. Rezola, A. Ronveaux, On orthogonal polynomials of Sobolev type: algebraic properties and zeros, SIAM J. Math. Anal. 23 (1992) 737–757.
[2] M. Alfaro, F. Marcellán, A. Peña, M.L. Rezola, When do linear combinations of orthogonal polynomials yield new sequences of orthogonal polynomials?, J. Comput. Appl. Math. 233 (2010) 1446–1452.

[3] M. Alfaro, A. Peña, M.L. Rezola, F. Marcellán, Orthogonal polynomials associated with an inverse quadratic spectral transform, Comput. Math. Appl. 61 (2011) 888–900.

[4] D. Beghdadi, P. Maroni, On the inverse problem of the product of a semi-classical form by a polynomial, J. Comput. Appl. Math. 88 (1998) 377–399.

[5] A. Branquinho, F. Marcellán, Generating new classes of orthogonal polynomials, Int. J. Math. Sci. 19 (1996) 643–656.

[6] A. Bultheel, M. Van Barel, Formal orthogonal polynomials and rational approximation for arbitrary bilinear forms, Tech. Report TW 163, Department of Computer Science, KU Leuven, Belgium, 1991.

[7] M.I. Bueno, F. Marcellán, Darboux transformation and perturbation of linear functionals, Linear Algebra Appl. 384 (2004) 215–242.

[8] M.I. Bueno, F. Marcellán, Polynomial perturbations of bilinear functionals and Hessenberg matrices, Linear Algebra Appl. 414 (2006) 64–83.

[9] T.S. Chihara, An Introduction to Orthogonal Polynomials, Math. Appl. Ser., vol. 13, Gordon and Breach Science Publishers, New York, London, Paris, 1978.

[10] M. Derevyagin, On the relation between Darboux transformations and polynomial mappings, J. Approx. Theory 172 (2013) 4–22.

[11] M. Derevyagin, V. Derkach, Darboux transformations of Jacobi matrices and Padé approximation, Linear Algebra Appl. 435 (2011) 3056–3084.

[12] M. Derevyagin, F. Marcellán, A note on the Geronimus transformation and Sobolev orthogonal polynomials, Numer. Algorithms (2014), http://dx.doi.org/10.1007/s11075-013-9788-6, in press.

[13] A.J. Durán, A generalization of Favard’s theorem for polynomials satisfying a recurrence relation, J. Approx. Theory 74 (1993) 83–109.

[14] A.J. Durán, W. van Assche, Orthogonal matrix polynomials and higher-order recurrence relations, Linear Algebra Appl. 219 (1995) 261–280.

[15] D. Evans, L.L. Littlejohn, F. Marcellán, C. Markett, A. Ronveaux, On recurrence relations for Sobolev polynomials, SIAM J. Math. Anal. 26 (1995) 446–467.

[16] L. Fejér, Mechanische Quadraturen mit positiven Cotesschen Zahlen, Math. Z. 37 (1933) 287–309.

[17] J. Geronimus, On polynomials orthogonal with regard to a given sequence of numbers, Comm. Inst. Sci. Math. Mec. Univ. Kharkoff [Zapiski Inst. Mat. Mech.] (4) 17 (1940) 3–18 (in Russian).

[18] C. Hounga, M.N. Hounkonnou, A. Ronveaux, New families of orthogonal polynomials, J. Comput. Appl. Math. 193 (2006) 474–483.

[19] P. Iliev, Krall–Laguerre commutative algebras of ordinary differential operators, Ann. Mat. Pura Appl. (4) 192 (2013) 203–224.

[20] R. Koekoek, Generalization of the classical Laguerre polynomials and some q-analogues, Doctoral Dissertation, Techn. Univ. of Delft, The Netherlands, 1990.

[21] K.H. Kwon, D.W. Lee, F. Marcellán, S.B. Park, On kernel polynomials and self perturbation of orthogonal polynomials, Ann. Mat. Pura Appl. (4) 180 (2001) 127–146.

[22] F. Marcellán, A. Ronveaux, On a class of polynomials orthogonal with respect to a discrete Sobolev inner product, Indag. Math. (N.S.) 1 (1990) 451–464.

[23] P. Maroni, Sur la suite de polynômes orthogonaux associée á la forme $u = \delta_u + \lambda(x - c)^{-1}$, Period. Math. Hungar. 21 (1990) 223–248 (in French).

[24] P. Maroni, I. Nicolau, On the inverse problem of the product of a form by a polynomial: the cubic case, Appl. Numer. Math. 45 (2003) 419–451.

[25] P. Maroni, R. Sfaxi, Diagonal orthogonal polynomial sequences, Methods Appl. Anal. 7 (2000) 769–791.

[26] J. Shohat, On mechanical quadratures, in particular, with positive coefficients, Trans. Amer. Math. Soc. 42 (1937) 461–496.

[27] V. Spiridonov, A. Zhedanov, Discrete Darboux transformations, the discrete-time Toda lattice, and the Askey–Wilson polynomials, Methods Appl. Anal. 2 (1995) 369–398.

[28] V. Spiridonov, A. Zhedanov, Discrete-time Volterra chain and classical orthogonal polynomials, J. Phys. A 30 (1997) 8727–8737.

[29] G. Yoon, Darboux transforms and orthogonal polynomials, Bull. Korean Math. Soc. 39 (2002) 359–376.

[30] A. Zhedanov, Rational spectral transformations and orthogonal polynomials, J. Comput. Appl. Math. 85 (1997) 67–86.