First-principles calculation of the instability leading to giant inverse magnetocaloric effects
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The structural and magnetic properties of functional Ni-Mn-Z (Z = Ga, In, Sn) Heusler alloys are studied by first-principles and Monte Carlo methods. The ab initio calculations give a basic understanding of the underlying physics which is associated with the strong competition of ferro- and antiferromagnetic interactions with increasing chemical disorder. The resulting d-electron orbital dependent magnetic ordering is the driving mechanism of magnetostructural instability which is accompanied by a drop of magnetization governing the size of the magnetocaloric effect. The thermodynamic properties are calculated by using the ab initio magnetic exchange coupling constants in finite-temperature Monte Carlo simulations, which are used to accurately reproduce the experimental entropy and adiabatic temperature changes across the magnetostructural transition.

PACS numbers: 75.50.-y, 75.10.-b, 75.30.Sg

Following the concepts of Hume-Rothery the influence of composition on martensitic and magnetic transformation temperatures is commonly condensed as a dependency of electrons per atom (e/a-ratio) [1]. Experiment and first-principles calculations, however, reveal that the Z element in Ni-Mn-Z Heusler alloys (Z = Ga, In, Sn) also affects the transformation temperatures substantially [2]. Moreover, recent experiments on samples with identical composition but different heat treatment indicate that chemical disorder also plays an important role [3, 4]. Here, we use first-principles calculations to identify the influence of chemical disorder on the magnetic exchange parameters and derive guidelines for a further systematic improvement of magnetocaloric materials [5].

Besides the magnetocaloric effect (MCE) in Gd and other alloys at room temperature [7–8], the metamagnetic Ni-Mn based Heusler materials [3, 10], have attracted much interest recently [11, 12]. In these alloys the metamagnetic features are responsible for magnetic glass behavior and frustration due to chemical disorder [13–15] as well as unusual magnetization behavior under an external magnetic field such as a large jump of the magnetization ΔM(Tm) at the martensitic/magneetostructural transformation temperature Tm [10]. This gives rise to the large inverse MCE of the materials [3–10, 17, 18]. The MCE can be influenced when Ni is substituted in part by Co: It is strongly enhanced in the case of In-based intermetallics [19, 20] (with adiabatic temperature change ΔTad = −6 K in 2 T field [20]) while in the case of Ga the MCE is turned from direct to inverse by decoupling Tm and Curie temperature TC [21] (with ΔTad = −1.6 K in 1.9 T field [22, 23]).

Chemical disorder in the Mn-rich Heusler alloys is responsible for competing magnetic interactions (ferromagnetic versus antiferromagnetic) because the extra Mn atoms occupy lattice sites of the Z-sublattice which interact antiferromagnetically with the Mn atoms on the Y-sublattice due to RKKY-type interactions. This competition of magnetic interactions leads to the characteristic drop of magnetization curves at Tm, which is observed in Ni-(Co)-Mn-Z materials [14–16, 19, 23]. (The magnetostructural transformation was originally discussed for Ni-excess Ni-Mn-Ga alloys which was interpreted as magnetic dilution effect [24].)

Previously, Monte Carlo (MC) methods [17, 18] and first-principles tools [25, 27] have been used to explore the phase diagram and magnetostructural transformation of the magnetocaloric materials as a function of temperature and e/a [2, 28].

In this letter we show that basically the magnetic ex-
FIG. 1: (a-f) Element and orbital resolved magnetic exchange parameters of austenite and martensite Ni₅₀Mn₃₀Ga₂₀ from *ab initio* calculations (not all contributions are shown). It is obvious that the effect of ferromagnetic interactions is largely compensated by the influence of the antiferromagnetic interactions. (Austenite: \( a = 5.85 \) Å, martensite: \( a = b = 5.47 \) Å, \( c = 6.68 \) Å, \( c/a = 1.22 \).)

where \( \Delta_1 \) is the difference in the inverse single-site scattering -t-matrices for spin-up and spin-down states, \( \Delta_1 = t_1^{-1} - t_1^{-1} \), and \( \tau \) is the scattering path operator. Since we use the spherical potential and scalar relativistic approximation, the -t-matrices are diagonal. Thus, we can decompose the \( J_{ij} \) and extract the contribution between \( L \) states (\( L = (l, m) \) indicates the set of angular momentum and magnetic quantum number) at the \( i \)-th site and \( L' \) states at the \( j \)-site as

\[
J_{ij}^{L-L'} = \frac{1}{4\pi} \int_{-\infty}^{\infty} dE \text{Im} \left[ \tau^{ij}_{LL} \Delta_1^{ij} \right].
\]

This allows to calculate element as well as orbital resolved magnetic coupling constants as shown, e.g., in Fig. 1 for disordered, non-stoichiometric Ni₅₀Mn₃₀Ga₂₀. (The effect of disorder on martensitic transformation has also been discussed by [30].)

From the behavior of the magnetic coupling constants in Fig. 1 for austenite and martensite Ni₅₀Mn₃₀Ga₂₀ as a function of the distance between the atoms we notice the nearly perfect compensation of ferromagnetic interactions associated with the more itinerant d-electron \( t_2g \) states and antiferromagnetic interactions of magnetic moments associated with the more localized e₃g states. This destabilizes ferromagnetic austenite which undergoes a magnetostructural transformation to paramagnetic martensite (after addition of Co [21]). The magnetic exchange coupling constants of tetragonally distorted martensite \((c/a = 1.22)\) cannot stabilize ferromagnetic order any more. In the MC simulations we use the magnetic exchange parameters from the zero-temperature *ab initio* calculations for austenite and martensite which we let merge at \( T_m \). Thermal spin fluctuations will further help to stabilize the “paramagnetic” gap at \( T < T_m \) below the magnetic jump \( \Delta M(T_m) \) [22, 23]. This shows that the martensitic/magnetostructural instability is to a large extent...
driven by the atomic disorder leading to strong competition of ferro- and antiferromagnetic interactions of approximately equal strength. This is responsible for the breakdown of ferromagnetic order in austenite and the appearance of the “paramagnetic gap” below $T_m$ in martensite.

We emphasize that the same scenario works in case of Ni-(Co)-Mn-(In, Sn). With addition of Co (Co is likely to replace Ni because of similar coordination chemistry), the ferromagnetic tendencies increase but also the “disordered nature” of the magnetic interactions, which governs the magnetostructural instability. Although, Co hybridizes strongly with Ni states (see Fig. 2) and causes more spin disorder in the Heusler materials which leads to larger magnetic entropy and adiabatic temperature changes. (Note that competing interactions have also been discussed for Ni-Mn-Ga in 31, 32.)

The jump $\Delta M(T_m)$ which is accompanied by breakdown of long-range ferromagnetism, large magnetic fluctuations, and a large entropy change across the magnetostructural transition, is at the heart of the giant inverse MCE.

Regarding thermodynamic properties we use the Blume-Emery-Griffiths (BEG) model 33 for austenite-martensite transformation in combination with the Potts model for the magnetic part and a magnetoelastic interaction term 17, 18: $\mathcal{H} = \mathcal{H}_m + \mathcal{H}_el + \mathcal{H}_{int}$ where

$$\mathcal{H}_m = - \sum_{\langle ij \rangle} J_{i,j} \delta S_i S_j - g \mu_B H_{ext} \sum_i \delta S_i S_i M_i .$$

$$\mathcal{H}_{el} = - \sum_{\langle ij \rangle} \sigma_i \sigma_j \left( J + U_1 g \mu_B H_{ext} \sum_i \delta \sigma_i \sigma_j \right) - K \sum_{\langle ij \rangle} \left( 1 - \sigma_i^2 \right) \left( 1 - \sigma_j^2 \right) .$$

The $J_{i,j}$ are the magnetic exchange parameters for each structure. Since mapping of \textit{ab initio} energies is only onto $J_{i,j}$ with unit length of spins, field terms must include explicitly $M_i$, $M_i^2$, where $M_i$ is the \textit{ab initio} value of magnetization of atom at site $i$ taken to be dimensionless. $J$ and $K$ are the elastic and $U_1 (U_{ij})$ the magnetoelastic interaction parameters ($\mathcal{H}_{int}$ couples $M_i M_j$ and $\sigma_i \sigma_j$ with strength $U_{ij}$ 17, 33). The Kronecker symbol restricts the spin-spin interactions to those between the same Potts-q states. The spin moment of Mn is $S = \frac{3}{2}$ and we identify the $2S + 1$ spin projections with $q_{Mn} = 1 \ldots 6$. Likewise, we assume $S = 1$ for Ni and $S = \frac{3}{2}$ for Co. The BEG model defines $\sigma_i = 0, \pm 1$ for austenite and two martensitic variants, respectively 17, 18, 33: it allows first-order martensitic phase transformation with thermal hysteresis for sufficiently large biquadratic elastic interaction (0.2 < $K/J$ < 0.37; we have adopted 0.23 for Ni-(Co)-Mn-In alloys). Because of the magnetoelastic coupling term the jump $\Delta M(T_m)$ is coupled to the martensitic transformation and exhibits hysteresis as well.

We mimic the magnetic aspect of polycrystalline materials by magnetic domain blocks with random initial spin configurations in each domain. The spins from different domain blocks can interact with probability $W = \min(1, \exp(- |K_{ani}| M_i^2 / g \mu_B H_{ext} |M_i|))$. This stochastic competition between the magnetic anisotropy field and external magnetic field allows to realize experimental
trends of magnetization curves, see Fig. 3.

Hence, the extended Potts model in Eqs. (3-4) allows us to describe magnetic, structural as well as coupled magnetostructural phase transitions [17–18]. Figure 3 shows magnetization curves in small and large magnetic fields for polycrystalline Ni$_{50}$Mn$_{25}$Ga$_{25}$ and Ni$_{45}$Co$_{5}$Mn$_{37}$In$_{13}$ in comparison to experiment [20, 21].

Note that there is a distinctive difference between $M(T)$ of the two materials.

For ferromagnetic Ni-Mn-Ga alloys near stoichiometry the jump vanishes for sufficiently large magnetic field when overcoming the magnetocrystalline anisotropy in agreement with experiment [11, 12, 34]. However, the jump persists for the Mn-rich Ni-Co-Mn-(Ga, In, Sn) up to large magnetic fields [11, 23] because of strong antiferromagnetic Mn$_y$-Mn$_z$ interactions competing with the ferromagnetic ones. Note that for Ni$_{45}$Co$_{5}$Mn$_{37}$In$_{13}$ magnetization jump and hysteretic behavior in Fig. 3 b) agree well with experiment [20].

Total energy calculations and MC simulations show that the magnetostructural instability observed in Mn-rich systems [14–16, 19–23] is accompanied by a transition from ferromagnetic austenite to ferrimagnetic/paramagnetic martensite, although, zero-temperature energy differences, $(E_{ferro} - E_{ferri})$ may already become small in austenite (this is the case for Ni$_{50-x}$Co$_{x}$Mn$_{25+y}$Si$_{25-y}$ at a critical Co concentration). Free energies are difficult to evaluate on an ab initio basis because of chemical disorder, softening of lattice vibrations in austenite and magnetic excitations, which is beyond the scope of the present paper.

The adiabatic temperature changes across Curie temperature (direct MCE) and across magnetostructural transformation (inverse MCE) are determined by the isothermal magnetic entropy change and total specific heat (sum of magnetic and lattice specific heat, where the latter part is taken from the Debye model). These quantities can be calculated from the relations:

$$\Delta T_{ad}(T, H_{ext}) = -\mu_0 \int_0^{H_{ext}} \frac{T}{C(T, H')} \left( \frac{\partial M}{\partial T} \right)_{H'} dH'$$

$$\approx -T \frac{\Delta S_{mag}(T, H_{ext})}{C(T, H_{ext})}, \quad (5)$$

$$\Delta S_{mag}(T_m, H_{ext}) = \Delta M(T_m, H_{ext}) \left( \frac{dT_m}{dH_{ext}} \right)^{-1}, \quad (6)$$

$$\Delta T_{ad}(T, H_{ext}) = -T \frac{\Delta S_{mag}(T_m, H_{ext})}{C(T, H_{ext})} \Delta f(T, H_{ext}) \quad (7)$$

Here, $\Delta S_{mag}(T, H_{ext}) = S_{mag}(T, H_{ext}) - S_{mag}(T, 0)$ is the entropy difference for finite and zero field. We use the Maxwell relation in Eq. (5) for the direct MCE while for the inverse MCE at the first-order magnetostructural transition we use instead Eqs. (6) and (7) based on the Clausius-Clapeyron equation. $\Delta M$ and $\Delta S_{mag}$ are the jump of magnetization and magnetic entropy, $dT_m/dH_{ext}$ is the shift of structural phase transition in the magnetic field and $\Delta f(T, H_{ext})$ is the change of aferromagnet fraction caused by a field change, and $C(T, H_{ext})$ is the total specific heat. In our calculations the value of $dT_m/dH_{ext}$ was taken from experiment [20], whereas $\Delta M$ and $\Delta S_{mag}$ were obtained from MC simulations.

Results for the MCE of Ni-Co-Mn-In alloys are shown in Fig. 4 which demonstrates the enhancement of cooling up to -6 K compared to samples without Co ($\approx -3$ K) [20]. The enhancement is caused by the increased magnetic disorder leading to larger $\Delta S_{mag}(T, H_{ext})$. However, systematic comparison is difficult because of either different sample preparation or compositions, compare, for instance, the different values reported for $\Delta S_{mag}$ and $\Delta T_{ad}$ regarding Ni-Mn-In alloys [14, 20, 37]. The key figure of merit in these alloys is large: we obtain $RCP_{inv} = -132$ J/kg for Ni$_{45}$Co$_{5}$Mn$_{37}$In$_{13}$.

In this paper we have shown that MCE is determined by the influence of competing ferromagnetic and antiferromagnetic interactions in Ni-Co-Mn-Z alloys [2]. The ab initio magnetic exchange parameters are the decisive parameters which determine the jumps $\Delta M(T_m, H_{ext})$ and the size of the MCE. From the predictive power of ab initio calculations regarding the influence of the magnetic coupling constants to optimize the MCE, it might be worth to create even more spin disorder and larger isothermal entropy changes by looking for the effects of Cr and Gd added to Ni-Co-Mn-Z materials.

As already indicated by several experiments [1, 3–5] our calculations show that $e/a$ ratios are not sufficient for describing the transformation behavior (like disorder broadened first-order magnetostructural phase transition, range of coexistence of phases and metastability [14–16, 36] and magnetic cluster formation [12]) and MCE in Heusler alloys completely. Though this con-
cept of itinerant electrons gives a rough overview on the transformation temperatures, the interaction of the localized electronic orbitals influences the exchange parameters and thus the size of the magnetocaloric effect. In particular, our calculations identify that it is beneficial having specific chemical environment for the Mn$_X$ and Mn$_Z$ atoms since this optimizes the compensation of ferromagnetic and antiferromagnetic interactions. As chemical order is susceptible to time and temperature during the sample preparation in addition to composition, this guideline will allow for a systematic optimization of magnetocaloric materials.
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