Material modeling of Ti–6Al–4V alloy processed by laser powder bed fusion for application in macro-scale process simulation
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ABSTRACT

In the laser powder bed fusion of metals (PBF-LB/M), process simulation is a key factor to the optimization of the manufacturing process with reasonable amounts of resources. While the focus of research lies on the development of approaches to solve the problem of length scales when comparing the laser spot to a part’s dimension, the conscientious modeling of the material applied provides an opportunity to increase the accuracy of computational studies with no significant increase in required computational resources. Within this study, a material model of the commonly used Ti–6Al–4V alloy for the thermo-mechanical process simulation at macro- and part-scale is developed. Data reported in the literature as well as own experimental work is assembled to a model consisting of constant and linear functions covering the whole temperature interval relevant for PBF-LB/M. Also, possible influencing factors on both thermal and mechanical properties are investigated.

1. Introduction

Additive Manufacturing (AM) gains importance in manufacturing at a high rate, experiencing double-digit market growth for most of the last 30 years [1]. This growth is made possible by the constant improvements in technologies and AM materials. Additionally, the growing demand of individualized parts or parts optimized in terms of functionality or weight is driving the development of AM technologies, especially in the medical, automotive, and aerospace industry [2]. As materials and manufacturing are expensive, modeling and simulation are playing a crucial role to supplement the traditional trial and error approaches for the design and optimization of materials and components [3].

In the laser powder bed fusion of metals (acronym PBF-LB/M according to ISO/ASTM 59201), one of the most used AM technologies also known as selective laser melting, a part is manufactured by consecutively adding a powder layer to a powder bed and melting selected areas of the layer by laser irradiation. Because of the great difference in scale when comparing the size of a part to the laser spot diameter (several centimeters vs. 60–120 μm), the exact modeling of a part’s production with the goal of temperature and residual stress or distortion prediction would lead to kilometers of laser scan path. The high demand in regard of computational resources and time still poses a great challenge in modeling at the scale of a part [3].

While current efforts in research are made to reduce the computational requirements so that PBF-LB/M part-scale simulation can be used by design engineers without access to huge computing centers, each simplification results in a decrease in accuracy of the result. At the same time, little attention is given to the second centerpiece of simulation besides the heat input modeling, the material model. Whereas a poor material model can lead to crucial errors in temperature and residual stress calculation, a well-compiled material model can significantly increase the accuracy of the calculation without any increased need for computational resources. Therefore, this study aims at the development of an accurate material model for the thermo-mechanical macro- and part-scale process simulation of PBF-LB/M.

The alloy Ti–6Al–4V is among the most important of the advanced materials that are key to improve the performance in aerospace and terrestrial systems [4]. The excellent combination of specific mechanical properties, low weight and particularly good corrosion behavior make this alloy suitable for high performance applications [5]. There are barriers to the broad application of Ti–6Al–4V, though, namely the comparatively high cost [4] as well as the prominent development of residual stresses during PBF-LB/M, making Ti–6Al–4V prone to cracking and distortion during the manufacturing process [6]. This is due to the formation mechanism, which is based on the temperature gradient [7]. As titanium alloys are characterized by a large melting range compared to steel or aluminum, steep temperature gradients develop during the processing by PBF-LB/M. It is therefore of specific interest to ensure...
suitable processing conditions to prevent any quality issues due to distortion by process simulation. To enable this precise configuration of process parameters with respect to the individual part to be manufactured, a thorough material model of Ti–6Al–4V is essential.

Due to the complexity of a materials microstructure, the description of the materials behavior can be complex as well. While the knowledge in material science is constantly increasing, many processes are not yet fully understood. This concerns the temperature dependency of the material parameters due to the changes in the microstructure as well as the influence of the respective elements in the alloy and atmosphere. For Ti–6Al–4V, the oxygen content is known to significantly affect the mechanical properties of the produced part, and even the phase change temperatures [8–10].

Since there is no holistic material model yet to build on and many processes are yet to understand, the model of this work will rely on stepwise linear functions to describe the material properties with regard to the respective microstructural phases and temperatures, if not constant. The influence of oxygen is neglected since scarce work assessing its effect is available.

After a short introduction into the modeling of PBF-LB/M, the requirements for a material model, and the implementation in published studies, this paper is split in two main sections corresponding to the thermal and mechanical material properties, respectively. Here, data from the literature and own experimental work is used to compile the material model. Last, a short outlook on further research necessary to implement a reliable material model is given.

2. State of the art

In order to create concise numerical models, the subject of the modeling needs to be understood. To provide a foundation to the material model developed in this study, the PBF-LB/M process is described in Section 2.1. Based on the described procedure, the current approaches to modeling PBF-LB/M are summarized. Furthermore, the required material properties are determined and compared to the material models applied in published computational studies.

2.1. Laser powder bed fusion of metals (PBF-LB/M)

The process of creating a product via PBF-LB/M consists of seven main stages, as depicted in Fig. 1. Prior to the actual manufacturing, a CAD model of the product is created (step 1). Due to the geometrical freedom provided by PBF-LB/M, design methodologies such as topology optimization may be involved in finding the optimal design [1,11]. After the design, the digital model is processed to generate the machine files for the manufacturing (step 2). Here, parts are placed and orientated on the build platform. If necessary, support structures to support overhanging features, dissipate process-induced heat, and fixate the part in space are added. Finally, all geometries are sliced into layers and the scan vectors of the laser beam are generated. Those scan vectors, together with the process parameters such as laser power and scan velocity, are translated into machine code executable by the respective manufacturing system. Both step 1 and 2 may incorporate the use of process simulation to ensure manufacturability. Step 3 includes the file transfer to the manufacturing system as well as the preparation of the manufacturing, e.g. material supply and evacuation or flooding with process gas.

The actual manufacturing (step 4) is an iterative process of selectively scanning consecutive powder layers with a laser beam. First, powder is supplied by the powder container (step 4a, left container), which is then deposited as a layer with a specific height by a coating element (step 4b), e.g. a roller or blade. Remaining powder is collected by an overflow container (right container) to be able to reuse the powder. When the powder layer application is finished, the laser exposure takes place (step 4c). The laser is introduced into the build chamber by a scanner operating two mirrors to move the laser beam focus in the work plane. After the exposure the build platform as well as the overflow container is lowered, and the procedure starts over again until all geometries are manufactured.

For a finished product, some post-processing is necessary. The parts are removed from the manufacturing system (step 5), and since in PBF-LB/M the parts are built directly on the build platform, they are separated from the build platform by e.g. milling or electrical discharge machining (step 6). Prior to detachment, a stress-relief heat treatment may be needed to avoid distortion after the detachment due to the release of residual stresses. Finally, if support structures are involved in the manufacturing, those are removed as they do not belong to the actual part (step 7).

2.2. Modeling the PBF-LB/M process of Ti–6Al–4V

The difference in scale when comparing the size of a part to the laser spot diameter poses a great challenge for the exact modeling of a part’s production with the goal of temperature and residual stress or distortion prediction. Consequently, four different scales of modeling have developed over time: micro-scale, meso-scale, macro-scale, and part-scale modeling. In micro-scale modeling, the development of the material’s microstructure is evaluated. On the meso-scale, the powder particles are modeled individually, and together with a moving laser heat source, the melting of the powder as well as the fluid dynamics in the melt pool can be examined. Furthermore, by utilizing the assumption of a homogeneous medium as representation of the powder to avoid modeling the individual particles, single pass scans of the laser are examined without considering fluid dynamics. The macro-scale modeling is also based on

Fig. 1. Schematic process of PBF-LB/M.
the homogeneous medium assumption. Here, laser scan tracks up to a few whole layers (depending on area to be irradiated) are computed to investigate the effect of the heat input on a macroscopic material. When manufacturing a part by PBF-LB/M, several hundreds or thousands of layers are to be build, though, as the layer thickness ranges in the interval of 20 – 100 μm. Therefore, an even greater scale had to be developed. In part-scale modeling, the heat source is simplified by assuming uniform heat input to a whole layer or subset of it to avoid the small size of the laser spot. Depending on the size of a subset, one can acquire details about the temperature gradient in the build plane. However, the computational time increases accordingly, as the studies of Seidel et al. [12] and Chiumenti et al. [13] show in both their comparison of heat input models for PBF-LB/M part-scale simulation. To further reduce the overall amount of layers in part-scale modeling, several real layers are combined to one computational layer to reduce.

Most studies found in the literature focus on one scale in order to answer specific research questions. Especially in regard of the emerging concept of the digital twin, the coupling of those scales becomes increasingly important. The digital twin of a physical object consists of a digital representation of this object, where a bi-directional data flow between physical and digital object is enabled [14]. The digital object might include, but is not limited to numerical models of components or processes. A change in the physical object, e.g. recorded by integrated sensors, leads to a change of the digital object. At the same time, the digital object can act as controlling instance of the physical object, e.g. by adapting the process parameters in PBF-LB/M to the temperature in the part to be build when heat accumulation is detected during the manufacturing process. Given the increasing attention towards the challenge of an enormous demand of computational resources. In consequence, efficient modeling techniques are highly relevant. Here, the concept of the digital twin, the coupling of those scales becomes a precondition to the successful implementation of the digital twin. An approach towards the setup of a completely coupled modeling of PBF-LB/M has been presented by the Lawrence Livermore National Laboratory [3,15]. While the coupling of scales provides the opportunity to further understand the physics of the manufacturing process, it raises the challenge of an enormous demand of computational resources. In consequence, efficient modeling techniques are highly relevant. Here, precise material models are able to provide accuracy at little to no computational expense.

To thoroughly model materials for a specific manufacturing process, the underlying thermo-physical processes need to be identified (see Fig. 2). In PBF-LB/M, the manufacturing process starts with a single layer of powder material. Depending on the machine setup, the powder material is at room temperature or any temperature specified by a preheated build platform. With the start of the laser irradiation, the powder material is heated and finally molten. Evaporation may occur, but is avoided to reduce the risk of gas pores in the finished part. When the laser spot has passed the examined point in the material, the cooling phase begins. First, the material solidifies, and cools down to the ambient temperature of the build chamber. When the layer is finished, a new layer of powder material is deposited and the irradiation process is repeated. To achieve a complete bonding of the respective layers, process parameters are chosen in a way that the depth of the melt pool is up to three layers [16,17]. This means that the material will be remolten, and reheated even more times since the process-induced heat is conducted towards the build platform via the already solidified part geometry. In consequence, the material properties must be acquired for the solid, liquid, and powder form, taking temperature dependence into account. As powder material is not able to absorb mechanical forces, only the thermal properties need to be determined, though.

Throughout heating and cooling, material can change their microstructural phases. Ti–6Al–4V as a dual-phase α–β alloy transforms to a fully β-phase microstructure at elevated temperatures [9]. The temperature associated with the completion of this transformation process is called β-transus temperature (\(T_\beta\)). For most material processing technologies, Ti–6Al–4V transforms back into the α–β microstructure when cooled. In PBF-LB/M, the high cooling rates of over \(10^6\) K/s [18] typically result in the development of a fully martensitic (\(\alpha\)′) microstructure. The beginning of the transformation of the \(\beta\)-phase into the \(\alpha\)′-phase is labeled by the martensite start temperature (\(T_{\alpha S}\)). Each microstructural composition may have its own material behavior to be taken into account. See Fig. 2 for a complete overview of the temperature history and the respective material form of a specific point during PBF-LB/M.

Table 1 summarizes the individual material properties to be modeled for process simulation at macro- or part-scale, including the properties involved in the thermo-mechanical processes as well as the phase transitions, since they influence the aforementioned properties significantly. Besides \(T_\beta\) and \(T_{\alpha S}\), which are specific to the Ti–6Al–4V alloy, the liquidus temperature (\(T_l\)) – temperature above which the material will be liquid – and the solidus temperature (\(T_s\)) indicating the solidification

Table 1
| Thermo-physical properties | Mechanical properties |
|---------------------------|-----------------------|
| \(\beta\)-transus temperature | \(T_\beta\) [K] | Young’s modulus \(E\) [GPa] |
| Solidus temperature | \(T_S\) [K] | Yield stress \(\sigma_y\) [MPa] |
| Liquidus temperature | \(T_l\) [K] | Poisson’s ratio \(\nu\) [-] |
| (Evaporation temperature) | \(T_{e}\) [K] | Coefficient of thermal expansion (CTE) [1/K] |
| \(\alpha\)′ start temperature | \(T_{\alpha S}\) [K] | Coefficient of thermal expansion (Ultimate tensile strength) (UTS) [(MPa)] |
| Density | \(\rho\) [kg/m³] | Specific heat capacity \(c_p\) [J/K]\(\cdot\)°C | |
| Thermal conductivity | \(k\) [W/m\(\cdot\)K] | Absorption \(\alpha\) [-] | |

Fig. 2. Overview of temperature history, material form, and microstructure of a single Ti–6Al–4V layer processed by PBF-LB/M (left to right, dashed line: specific to Ti–6Al–4V).
of the material during cooling are essential temperatures to be known. The evaporation temperature \( (T_e) \) may also be useful to be known, though it is not necessarily reached. Further thermo-physical properties are the density \( (\rho) \) of the material, the specific heat capacity \( (c_P) \) describing the materials ability to taking energy in, and the thermal conductivity \( (k) \) indicating the materials ability to transmit heat. The absorption \( (\alpha) \) denotes how much of the laser radiation is actually coupled into the material, not transmitted or reflected. To describe the mechanical behavior of the material, the Young’s modulus \( (E) \) denotes the stiffness in the elastic material behavior, whereas the yield stress \( (\sigma_y) \) labels the start of plastic deformation. The ultimate tensile strength \( (\sigma_u) \) is a change in temperature, coupling the thermal and mechanical physics. Finally, the coefficient of thermal expansion \( (\alpha) \) indicates the expansion or contraction of the material perpendicular to the direction of loading. Additionally, the coefficient of thermal expansion \( (CTE) \) describes the expansion of the material due to a change in temperature, coupling the thermal and mechanical physics. All these properties may be useful when materials are modeled at different scales.

Different ways to model the PBF-LB/M process at different scales may involve different materials properties. This is demonstrated in Table 2 and Table 3, which give an overview of computational studies modeling the PBF-LB/M process at various scales applying the Ti-6Al-4V alloy. Here, the modeled properties \( (T – thermal, TM – thermo-mechanical, M – mechanical) \) as well as the scale (Mi – micro, Me – meso, Ma – macro, Pa – part) are indicated. Furthermore, the specified material properties are marked. The type of reference of the values is denoted by either “E” for experimental works or “S” for other PBF-LB/M simulations. The number prior to the letters shows the number of references, \((T)\) indicating the expansion or contraction of the material perpendicular to the direction of loading. Finally, the coefficient of thermal expansion \( (CTE) \) describes the expansion of the material due to a change in temperature, coupling the thermal and mechanical physics. All these properties may be useful when materials are modeled at different scales.

As can be seen from Table 2, only few publications consider all material properties noted in Table 1. Especially the Ti-6Al-4V specific temperatures \( T_a \), \( T_e \), \( T_l \), \( T_s \), \( T_m \), \( T_{m,a} \) \( T_{m,s} \) and \( E \) are attributed once and thrice, respectively. Note that there are studies not differentiating between \( T_a \) and \( T_l \) but give one value for the melting interval \([20,34,35,38,40,41,43,44] \). In this case, the melting temperature has been assigned as \( T_m \) in Table 2. Also, if the temperature-dependency of the material properties is considered, the key temperatures which are part of the heating process are indirectly modeled, even though no direct value is stated \([36,37,39,45] \). Furthermore, the powder material is modeled significantly less than the solid material. While powder property modeling is not necessary at the meso-scale when the powder particles are geometrically represented, the studies at macro- and part-scale apply the homogeneous medium assumption, which requires the assignment of effective powder material properties.

Beneath the question of which material properties are modeled in thermal PBF-LB/M process simulation, it is also important to evaluate the quality of the material modeling. In the field of specific

### Table 2

| Source | Physics | Scale | \( T_a \) | \( T_e \) | \( T_l \) | \( T_s \) | \( T_m,a \) | Powder Material | Solid Material |
|--------|---------|------|--------|--------|--------|--------|---------|----------------|----------------|
| [19]   | T       | Mi   | 1S     | 1S     | 1S     |        |         |                |                |
| [20]   | T       | Me   |        |        |        |        |         |                |                |
| [21]   | T       | Me   |        |        |        |        |         |                |                |
| [22]   | T       | Me   | 1S     | 1S     | 1S     |        |         |                |                |
| [23]   | T       | Me   | 1S     | 1E     |        |        |         |                |                |
| [24]   | T       | Me   | 1S     | 1S     | 1S     |        |         |                |                |
| [25]   | T       | Me   | 1S     | 1S     | 1S     |        |         |                |                |
| [26]   | T       | Me   |        |        |        |        |         |                |                |
| [27]   | T       | Me   | 1S     | 1S     | 1S     |        |         |                |                |
| [28]   | T       | Me   | 1S     | 1S     | 1S     |        |         |                |                |
| [29]   | T       | Me   |        |        |        |        |         |                |                |
| [30]   | T       | Me   | 1S     | 1S     | 1S     |        |         |                |                |
| [31]   | T       | Me   | 1S     | 1S     | 1S     |        |         |                |                |
| [32]   | T       | Me   |        |        |        |        |         |                |                |
| [33]   | T       | Me   |        |        |        |        |         |                |                |
| [34]   | T       | Me   |        |        |        |        |         |                |                |
| [35]   | T       | Me   |        |        |        |        |         |                |                |
| [36]   | T       | Ma   | 1S     | 1S     | 1S     |        |         |                |                |
| [37]   | T       | Ma   |        |        |        |        |         |                |                |
| [38]   | T       | Ma   |        |        |        |        |         |                |                |
| [39]   | T       | Ma   |        |        |        |        |         |                |                |
| [40]   | T       | Ma   |        |        |        |        |         |                |                |
| [41]   | T       | Ma   |        |        |        |        |         |                |                |
| [42]   | T       | Ma   |        |        |        |        |         |                |                |
| [43]   | T       | Ma   |        |        |        |        |         |                |                |
| [44]   | T       | Ma   |        |        |        |        |         |                |                |

**Table 3**

| Source | Physics | Scale | \( E \) | \( \sigma_y \) | \( \nu \) | \( CTE \) |
|--------|---------|------|--------|-------------|-------|--------|
| [46]   | M       | Mi   | x(T)   | x(T)        | x(T)  |        |
| [25]   | TM      | ME   | 2E(T)  | 2E(T)       | 2E(T) |        |
| [27]   | TM      | ME   | 1S(T)  | 1S(T)       | 1S(T) |        |
| [30]   | TM      | MA   | 2E(T)  | 2E(T)       | 2E(T) |        |
| [37]   | TM      | MA   | 1S(T)  | 1S(T)       | 1S(T) |        |
| [38]   | TM      | MA   | x(T)   | x(T)        | x(T)  |        |
| [40]   | TM      | MA   | x(T)   | x(T)        | x(T)  |        |
| [41]   | TM      | MA   | 1S(T)  | 1S(T)       | 1S(T) |        |
| [42]   | TM      | MA   | 1E(T)  | 1E(T)       | 1E(T) |        |
| [43]   | TM      | PA   | x(T)   | x(T)        | x(T)  |        |
| [45]   | TM      | PA   | 1E(T)  | 1E(T)       | 1E(T) |        |
|        |         |      |        |             |       |        |
temperatures, often no reference is given. This occurs for the thermal properties, too, but not as frequent. Additionally, the number of references per material property or even material property set is low, only few studies denote more than one reference [27,29,30,34,40]. As shown in Section 3, different experimental studies can produce a wide range in values for the same material property, because the actual material configuration as well as the experimental method influence the results. Using one specific reference based on a single dataset can therefore induce deviations in the result. With regard to the type of reference, 12 out of 21 publications use other PBF-LB/M process simulations as reference, whereas 15 works employ experimental studies. In Refs. [23, 29, 37, 44], both reference types are applied. Saxena et al. [27], Fu & Guo [30], and Zhao et al. [38] even mix experimental and computational references for one specific material property. The extensive use of non-experimental data sources may be due to the small number of experimental studies available (see Section 3), but bears the risk of transmission errors.

In the field of mechanical PBF-LB/M simulations, Table 3 reveals a smaller number of computational studies compared to the thermal modeling of the PBF-LB/M process. The studies presented act mainly on the macro- and part-scale, while in thermal modeling the focus is shifted towards the meso-scale. Most studies rely on the coupling of both physics, but Rangaswamy et al. [46], Li et al. [47], Ahmad et al. [48], and Chen et al. [49] apply other methods such as the inherent strain method to compute the residual stresses while not considering the thermal aspects of the process directly. Because the powder material in PBF-LB/M is not able to transfer mechanical loads as the movement of the particles is not restricted in all directions, there is no need to experimentally investigate mechanical powder properties. Compared to Table 2, a higher density in referenced material properties is noticeable. Still, a relatively high number of studies not referencing their material model remains. The involvement of a high number of computational studies as references is also matched. Except for Ahmad et al. [48], all studies include the dependency on the temperature.

A critical point in the modeling of the mechanical material properties found in the studies presented in Table 3 is the material processing in the experimental references. Here, only alloys processed by conventional technologies are investigated. The martensitic microstructure evolving because of the high cooling rate heavily affects the mechanical properties. It is therefore of special importance to assemble a mechanical material model based on experimental work done with PBF-LB/M specimen.

In summary, the following issues have been identified in the current way of Ti–6Al–4V material modeling in PBF-LB/M process simulation:

1. In thermal modeling, due to the variety in numerical approaches, no consistent material model is available as different requirements regarding the considered material properties exist. Also, microstructural phase change is often neglected.
2. A considerable amount of computational studies does not provide references for their material model.
3. Only a small number of references is included, neglecting the variation of data.
4. A significant amount of referencing to other computational studies takes place, inducing the risk of transmission errors.

To exploit the potential of material modeling in terms of computational accuracy, the development of a concise material model explicitly for the PBF-LB/M process is crucial. The presented works aims to create a starting point for the development of such a material model.

3. Thermo-physical properties of Ti–6Al–4V

For the modeling of the thermo-physical properties of Ti–6Al–4V, an extensive literature review of experimental works is conducted and summarized in Table 4. For properties highly dependent on the microstructure, the literature data is supplemented by own experimental work. The goal here is to investigate the influence of the martensitic microstructure found in PBF-LB/M Ti–6Al–4V compared to the usual (α+β)-microstructure. To model the material properties, either the median is calculated, if there is no temperature dependency, or the available data is fitted by linear functions. Most thermo-physical properties will not exactly be represented by a piecewise linear function, as can be seen in the following figures, because there are more influencing factors than the temperature. Those influencing factors are not completely known yet, let alone reported in the literature available. As a consequence, the authors decided to stick with linear functions, which are also easily handled by a computational solver.

3.1. β-transus temperature

For \( T_β \), there is a relatively high number of values given in the literature, compared to the other thermal properties displayed in Table 4. The data covers a wide range from 1160 K [62] to 1300 K [70], and is obtained testing conventionally manufactured Ti–6Al–4V with an \( \alpha+\beta \) microstructure. The difference in the experimental values may be due to variances in the composition of the alloying elements, as the standard specifications (ASTM B248, ASTM B348) do allow for 5.5–6.75 wt% aluminum and 3.5–4.5 wt% vanadium. The alloying elements act as phase stabilizers (aluminum as \( \alpha \)-stabilizer, vanadium as \( \beta \)-stabilizer [13]), heavily influencing \( T_β \). Furthermore, the oxygen, nitrogen, and carbon content as \( \beta \)-stabilizers affect \( T_β \) [8–10]. Because the microstructure of PBF-LB/M Ti–6Al–4V differs from the conventional \( \alpha+\beta \) microstructure, Differential Scanning Calorimetry (DSC) with PBF-LB/M specimens is performed for additional data on Ti–6Al–4V with martensitic microstructure.

3.1.1. Experimental Setup

A cube with an edge length of 10 mm is manufactured with a SLM500HL system (SLM Solutions AG, Lübeck, Germany) under argon atmosphere with a laser power of 240 W, a scan velocity of 1200 mm/s, a layer thickness of 60 μm, and a hatch distance of 105 μm. Powder material (Tekna Advanced Materials Inc., Sherbrooke, Canada) with a particle size distribution of 23-50 μm is used. To fit the DSC equipment

| Source | \( T_β \) | \( T_β \) | \( T_β \) | \( T_β \) | \( T_β \) | \( T_β \) | \( T_β \) | \( T_β \) | \( T_β \) |
|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| [50]   | (x)     | (x)     | (x)     | (x)     | (x)     | (x)     | (x)     | (x)     | (x)     |
| [51]   | (x)     |         |         |         |         |         |         |         |         |
| [52]   |         |         |         |         |         |         |         |         |         |
| [53]   |         |         |         |         |         |         |         |         |         |
| [54]   | x       |         |         |         |         |         |         |         |         |
| [55]   |         |         |         |         |         |         |         |         |         |
| [56]   |         |         |         |         |         |         |         |         |         |
| [57]   |         |         |         |         |         |         |         |         |         |
| [58]   |         |         |         |         |         |         |         |         |         |
| [59]   |         |         |         |         |         |         |         |         |         |
| [60]   | x       | x       | x       | x       | x       | x       | x       | x       | x       |
| [61]   |         |         |         |         |         |         |         |         |         |
| [62]   | x       | x       | x       | x       | x       | x       | x       | x       | x       |
| [63]   |         |         |         |         |         |         |         |         |         |
| [64]   | x       | x       | x       | x       | x       | x       | x       | x       | x       |
| [65]   |         |         |         |         |         |         |         |         |         |
| [66]   | x       |         |         |         |         |         |         |         |         |
| [67]   |         |         |         |         |         |         |         |         |         |
| [68]   |         |         |         |         |         |         |         |         |         |
| [69]   |         |         |         |         |         |         |         |         |         |
| [70]   | x       | x       | x       | x       | x       | x       | x       | x       | x       |
| [71]   |         |         |         |         |         |         |         |         |         |
| [72]   | x       | x       | x       | x       | x       | x       | x       | x       | x       |

\( ^a \) Data for powder material only (x) referenced data.
and eliminate any influence of the surface roughness, the cube is cut into smaller cubes by dividing it in three along each dimensional axis via wire electrical discharge machining (EDM). The center cube is then subjected to the heating and cooling sequence presented in Table 5. As the behavior of α′-Ti-6Al-4V is not known, but expected to be similar to the (α+β)-Ti-6Al-4V, the target temperature interval of 1073 – 1473 K is chosen so that the actual phase transition will not be missed and fully completed. Additionally, a heating step prior to the target temperature interval is included to adjust the specimen to the reduced heat rate. The measurements are conducted under argon atmosphere to prevent oxidation to alter the measurements. The heat rate of ±50 K/min is chosen according to Gadeev & Illarionov [74] as a compromise of the fast heating necessary for the evaluation of high-alloyed materials and receiving a reasonable signal during measurements. This heat rate does not match the rapid heating in PBF-LB/M, which can be in the order of 10^5 to 10^7 K/s [51,73] and cannot be captured using current DSC technology. However, the high heating and cooling rates characteristic for PBF-LB/M occur only in the small zone of molten material and its adjacent volume. Further away, the heat conduction slows down. Therefore, the values obtained in this experiment may not be completely representative for the first few layers, but are valid in the region of the already solidified layers who are still reheated several times due to the heat dissipation from the first layers to the build platform.

3.1.2. Results of DSC for \( T_\beta \) determination

The result of the DSC is presented in Fig. 3 and Fig. 4 for the heating and cooling steps, respectively. The procedure of Gadeev & Illarionov [74] is applied to determine \( T_\beta \). Gadeev & Illarionov propose to utilize the derivative maximum temperature, based on the observation of the low intensity of the thermal effect compared to e.g. polymorphic transformation:

\[
T_\beta = \max(dT) \cdot f_c + 1
\]  

They included a correction factor \( f_c \), which is determined experimentally and related to the molybdenum equivalent \([\text{Mo}]_{\text{eq}}\) of an alloy.

\[
f_c = -1.63*[\text{Mo}]_{\text{eq}} + 20.14
\]  

For Ti-6Al-4V, \([\text{Mo}]_{\text{eq}}\) is determined to equal 3 [74]. The result of both data sets for \( T_\beta \) is calculated and presented in Fig. 5, together with the literature data. The experimental values for \( T_\beta \) are in good agreement with the data obtained by other studies. The experimental determination of \( T_\beta \) is sensitive to the heat rate as the material’s response and the measured signal are slightly delayed [65], resulting in a range of values as seen in Fig. 5, where the values of the studies displayed in Table 4 are shown. The experimental values accumulate around 1268 K, though. Finally, to determine \( T_\beta \) the median of both experimental and literature data is calculated, yielding \( T_\beta = 1268 \) K, also.

3.2. Liquidus temperature

Slightly less values for the liquidus temperature \( T_l \) are found in the literature (see Table 4), compared to \( T_\beta \). Fig. 6 presents the distribution of those, and a tendency to either 1923 K [60,64,72] or 1943 K [58,62,70] becomes apparent. As the material will reach \( T_l \) with a \( \beta \)-phase microstructure no matter the manufacturing process, no additional experiment is conducted. The median of the data is considered, giving \( T_l = 1928 \) K [67].

| Step | Temperature | Heat rate | Argon flow rate |
|------|-------------|-----------|----------------|
| 1    | 298 – 973 K | 100 K/min | 20 ml/min      |
| 2    | 973 – 1073 K| 50 K/min  | 20 ml/min      |
| 3    | 1073 – 1473 K| 50 K/min  | 20 ml/min      |
| 4    | 1473 – 1073 K| 50 K/min  | 20 ml/min      |
| 5    | 1073 – 298 K | 100 K/min | 20 ml/min      |
Table 4, proposing $T_S = 1873$ K [25] or $T_S = 1878$ K [33]. Because this data set is considered too small for a reasonable evaluation, values given for $T_S$ in published PBF-LB/M process simulations [19–33] as well as other related manufacturing processes simulations such as direct energy deposition (DED) [75–79], electron beam powder bed fusion [80–82], and laser welding [83, 84] are added. The created data set is displayed in Fig. 7. A strong tendency towards 1878 K is noticed, which is affirmed by the median of the data set. Similar to the determination of $T_l$, no further experimental work is done. The median is taken as final value, yielding $T_S = 1878$ K.

3.4. Martensite start temperature

For $T_{\alpha'}$, some experimental studies have been conducted, as shown by Table 4. Furthermore, Neelakatan et al. [59] derived a formula to predict $T_{\alpha'}$ for $\beta$-Ti alloys based on their composition expressed in terms of the elemental concentrations:

$$T_{\alpha'} = 1156[K] - 150Fe_{wt.\%}[K] - 96Cr_{wt.\%}[K] - 49Mo_{wt.\%}[K] - 37V_{wt.\%}[K] - 17Nb_{wt.\%}[K] - 7Zr_{wt.\%}[K] + 15Al_{wt.\%}[K]$$

(3)

For Ti-6Al-4V, only Fe, V, and Al contribute to this formula. Four experimentally measured chemical compositions of Ti-6Al-4V are applied to generate more data by using Equation (3): 6.39Al4.08V0.19Fe [8], 6.5Al4.06V0.21Fe [8], 6.27Al4.1V0.2Fe [8], and 5.5Al3.5V0.03Fe [64]. The resulting data set is displayed in Fig. 8. The seemingly varying thickness of the bars indicate the existence of contiguous values. Fig. 8 also demonstrates the dependence of $T_{\alpha'}$ on the cooling rate [65], resulting in the large range of 848 K [65] to 1104.5 K [59] Since the cooling rate of PBF-LB/M has only been estimated, the median of the data set is considered, yielding $T_{\alpha'} = 1073$ K.

3.5. Evaporation temperature

No experimental data has been found by the authors for $T_e$. To give an orientation, the values applied in published PBF-LB/M and other related manufacturing process simulations [19, 20, 22, 28, 34, 35, 43, 44, 77, 83–85], are examined and presented in Fig. 9. $T_e$ is subject to the largest range of values, with a minimum value of 3133 K [83] and a maximum value of 3613 K [19]. In accordance to the procedure to determine a model value for a specific temperature applied in the previous sections, the median is considered, giving $T_e = 3533$ K.

3.6. Density

While the density at room temperature of Ti-6Al-4V is well known, specifications in material data sheets ranging from 4410 kg/m$^3$ (EOS GmbH, 2017) to 4430 kg/m$^3$ (SLM Solutions AG, 2020), the density at higher temperatures has not received much attention in research, as indicated by Table 4 and Fig. 10. One reason might be that most computational studies do not model the material shrinkage or expansion, and therefore have to fix the density at a constant value.
Furthermore, the measurement of the density at higher temperatures remains difficult and is prone to errors. The coefficient of thermal expansion \( \alpha \) is calculated from the density \( \rho \), the coefficient of linear thermal expansion \( \beta \), and the coefficient of volume thermal expansion \( \gamma \), which can be derived from the change in \( \rho \). For the CVTE, the following rule applies \[ [86] \]:

\[
CVTE = \frac{1}{V} \frac{dV}{dT}
\] (4)

Here, \( V \) denotes the volume of the solid, and \( T \) the temperature in \(^\circ C\). Since \( V \) can be expressed by the mass \( m \) and the density \( \rho \), and \( m \) is assumed constant, Equation (4) can be written as

\[
CVTE = \frac{1}{\rho} \frac{d\rho}{dT}
\] (5)

There is a linear relationship between CTE and CVTE, based on the number of dimensions \[ [86] \]:

\[
CVTE = 3^{\ast}CTE
\] (6)

Solving Equation (5) for \( \rho \) after transforming CTE to CVTE and evaluating it stepwise with the model of CTE presented in this work (cf. Section 4.5) and an initial density of 4420 kg/m\(^3\) at room temperature, the following description of \( \rho \) is determined:

\[
\rho_r(T) = -5.13 \ast 10^{-5} \text{[kg/m}^3\text{]} \ast T^2/[\text{K}^2] - 0.01935 \text{[kg/m}^3\text{]} \ast T/\text{[K]} + 4451 \text{[kg/m}^3\text{]}
\] (7)

\[
\rho_p(T) = -2.762 \ast 10^{-5} \text{[kg/m}^3\text{]} \ast T^2/[\text{K}^2] - 0.1663 \text{[kg/m}^3\text{]} \ast T/\text{[K]} + 4468 \text{[kg/m}^3\text{]}
\] (8)

The experimental data of the literature as well as the fits are shown in Fig. 10. It is noticed that no significant change in density occurs at the phase transition to the \( \beta \) microstructure. This is in good agreement with literature, as the density difference of Ti (hcp) and Ti (bcc) is \( \Delta \rho \ll 1\% \) based on the calculation of the volumes of the respective unit cells using the lattice constants from Wood \[ [87] \] and Levinger \[ [88] \], which can be superimposed on the \( \alpha'/\beta' \) (hcp) + \( \beta \) (bcc) microstructure of Ti-6Al-4V.

Because of the high heating rates in PBF-LB/M, the model presented in this work does not include an exact description of the so-called “ mushy zone” in the temperature interval of \( T_S < T < T_L \), where solid and liquid phases coexist during melting. Due to missing data on the CTE of liquid Ti-6Al-4V, the data of Mills \[ [64] \] and Schmon et al. \[ [53] \] is linearly fit:

\[
\rho_L(T) = \rho_L(300) - 0.565 \text{[kg/m}^3\text{]} \ast T/\text{[K]} + 5093 \text{[kg/m}^3\text{]}
\] (9)

Schmon et al. \[ [53] \] found a significant drop in the density above 2500 K. The most obvious explanation for this drop would be the material state transition to vapor. The value of 2500 K does not coincide with the data reported for \( T_S \) (cf. Section 3.5), but is close to the evaporation temperature of aluminum, which is around 2743 K \[ [89] \]. It is therefore concluded, that the evaporation of aluminum is the reason for the drop. As there are two measurement values only and the definite loss of material is not modeled in computational studies at macro-scale, the whole liquid phase is modeled with the data of Schmon et al. \[ [53] \] below 2500 K. To give a complete material model including both heating and cooling of the material, Table 6 summarizes the respective temperature intervals according to Section 2 as well as the corresponding function.

### 3.7. Specific heat capacity

The specific heat capacity describes the heating and phase change of a certain material, and is highly dependent on the materials temperature. Fig. 11 displays different experimental studies and their results with regard to \( c_p \) of conventionally processed Ti-6Al-4V. It is immediately noticed that there is a high variance in the values, with a maximum of nearly 300 J/(kg*K) at around 1200 K. This is due to some experimental results exhibiting a peak at \( T_p \) while others do not. The explanation lies within the measurement methods applied. The peak for \( c_p \) is an artificial one caused by the phase transformation. The energy is not used to raise the materials temperature as indicated by \( c_p \), but operates the phase transformation. When applying measurement methods that are based on an energy difference such as pulse heating \[ [60,62] \], it is not possible to distinguish between actual heat capacity and phase transformation. This relationship between \( c_p \) and phase transformation is used to indirectly model phase transformations and their enthalpies via the apparent (heat) capacity approach, which Proell et al. \[ [90] \] found to be equally efficient in comparison with the more advanced heat integration method. Here, the phase change enthalpy is included like it can be seen in the experimental data as well, either as peak or valley. Fig. 11 also demonstrates that phase transformations lead to a discontinuity in the \( c_p \) development over temperature: At \( T_p \), \( c_p \) drops while increasing at \( T_L \). Consequently, these discontinuities have to be included in the final model of \( c_p \). For PBF-LB/M, the model of \( c_p \) consists of three sections corresponding to the \( \alpha' \)-microstructure, the \( \beta \)-microstructure as well as the liquid phase. Each section is represented by a linear function and an additional term for the phase transitions. As the microstructure of the material may influence \( c_p \), and the experimental data available is obtained on (\( \alpha' \)-\( \beta \))-microstructure, own experimental work is conducted in order to investigate whether there is a significant difference to the martensitic microstructure characteristic for PBF-LB/M.

#### 3.7.1. Experimental Setup

To obtain data on \( c_p \), Differential Scanning Calorimetry (DSC) is used, see section 3.1.1 for the experimental equipment. Two specimens manufactured by the conditions described in section 3.1.1 are subjected to the same thermal cycle (see Table 7) twice. Again, argon is used as a protective gas to prevent oxidation. Since the maximum temperature

| Temperature | Microstructural phase | Function |
|-------------|-----------------------|----------|
| \( T_S < T < T_L \) | \( \alpha' \) | \( \rho_\alpha(T) \) |
| \( T_L < T < T_p \) | \( \beta \) | \( \rho_\beta(T) \) |
| \( T_p < T < T_L \) | liquid | \( \rho_l(T) \) |
| \( T_L < T < T_S \) | liquid | \( \rho_l(T) \) |
| \( T_S < T < T_L \) | \( \beta \) | \( \rho_\beta(T) \) |
| \( T_L < T < T_S \) | \( \alpha' \) | \( \rho_\alpha(T) \) |
Material Science & Engineering A 814 (2021) 141237

K. Bartsch et al.

9

The heating/cooling sequence of DSC experiment (c).

The result of the literature data fitting is shown in Fig. 14, without the phase transformation terms as the height of the latent heat of fusion.

3.7.2. Results of cp evaluation

The corresponding curves of the measured signals are displayed in Fig. 11. Up until 1073K, both curves for the respective microstructures are in parallel, but diverge when the phase transformation takes place (indicated by the drop in heat flow), which is why Fig. 12 puts emphasis on this temperature interval. The overall DSC signal is characterized by two maxima with a minimum between them. While the difference of the curves is 6 mW at 883 K and 5 mW at the first maximum (1127 K for α, 1131 K for α+β), it increases to 9 mW at 1233 K (minimum of α'), 20 mW at 1274 K (minimum of α+β), and finally 30 mW at the second maximum (1323 K for both α+β and α'). Interestingly, the second maximum denoting the end of the phase transition is taking place at the same temperature, in contrast to the prior peak and valley, which are slightly offset to each other. This is due to the fact that martensite as a metastable phase decomposes more easily than the (α+β)-microstructure. Up until the β-transus temperature determined in Section 3.1, the difference between the α' and (α+β)-signal is ca. 5% or lower in regard to the (α+β)-signal. It is therefore concluded, that the two microstructures do behave similar with regard to cp.

3.7.3. Modeling of cp

For the first section with $T_R < T < T_β$, the experimental data reported in the literature is fitted to

$$c_{p,α',lin}(T) = 0.25 \frac{[J/(kgK)]}{T[K]} + 483 \frac{[J/(kgK)]}{T[K]} - 1160/90)$$

As no specification on the enthalpy of the β-transus could be found by the authors, the experimental data shown in Fig. 11 is also used to determine the term for the phase change. Here, a standard Gaussian distribution function is applied:

$$c_{p,α',heat,phase}(T) = 13,000 \frac{[J/(kgK)]}{T[K]} \times (1/90*sqrt(2*pi)) \times exp(-0.5*((T/K) - 13,000)/90)^2$$

The result of the fitting procedure with $c_{p,α',heat}(T) = c_{p,α',lin}(T) + c_{p,α',heat,phase}(T)$ is presented in Fig. 13. The same procedure is applied to the second section of $T_β < T < T_j$. First, the actual material property is fitted by a linear function:

$$c_{p,β',lin}(T) = 0.14 \frac{[J/(kgK)]}{T[K]} + 530 \frac{[J/(kgK)]}{T[K]}$$

In the second step, the phase transformation is modeled. For the latent heat of fusion, few values of 286 kJ/kg [68], 290 kJ/kg [60], and 300 kJ/kg [58] are given in the literature. The value of Boivineau et al. [60] is chosen as the median of those. Now, the Gaussian distribution function is applied to the temperature interval of 50 K, ending at $T_β$ such that the area between the distribution function and the linear material function equals the latent heat of fusion.

$$c_{p,β',heat,phase}(T) = 41,650 \frac{[J/(kgK)]}{T[K]} \times (1/9*sqrt(2*pi)) \times exp(-(0.5*((T[K] - 1905)/90)^2)$$

Again, the sum of both terms $c_{p,β',lin}(T)$ and $c_{p,β',heat,phase}(T)$ yield the overall specific heat capacity of this section, $c_{p,β',heat}(T)$. In the liquid material state, $c_p$ is found to be constant by Kaschnitz et al. [63], Mills [64], and Boivineau et al. [60]. Determining the median of the reported values, this third section is described as

$$c_{p,l}(T) = 930 \frac{[J/(kgK)]}{T[K]}$$

The specific heat capacity of Ti-6Al-4V: Experimental data from literature.

Fig. 11. Experimental data from literature for the specific heat capacity.

Table 7
Heating/Cooling sequence of DSC experiment (cp).

| Step | Temperature (K) | Heat rate (mW/min) | Argon flow rate (ml/min) |
|------|-----------------|--------------------|-------------------------|
| 1    | 293             | (hold for 30 min)  | 20                      |
| 2    | 293 – 1573      | 50 K/min           | 20                       |
| 3    | 1573 – 298      | –50 K/min          | 20                       |
| 4    | 298             | (hold for 5 min)   | 20                       |

Fig. 12. Results of DSC for $c_p$, displaying the heating sequence.
peak would make it impossible to notice anything in the remaining figure. For the cooling of the material, the functions of the phase transformations have to be adjusted to the new temperature intervals with regard to $T_r$ and $T_{r-s}$.

$$c_{p,α,cool,phase}(T) = 13,000 \text{[J/(kgK)]} \cdot (1/90 \cdot \text{sqrt}(2 \cdot \pi)) \exp(-0.5 \cdot ((T/K) - 952)/90)^2$$

(15)

$$c_{p,β,cool,phase}(T) = 41,650 \text{[J/(kgK)]} \cdot (1/90 \cdot \text{sqrt}(2 \cdot \pi)) \exp(-0.5 \cdot ((T/K) - 1855)/90)^2$$

(16)

While the phase transformation of the heating cycle is an endothermic process, the cooling cycle has an exothermic behavior, consequently. Therefore, the overall specific heat capacity is described by

$$c_{p,α,cool}(T) = c_{p,α,lin}(T) - c_{p,α,cool,phase}(T)$$

(17)

$$c_{p,β,cool}(T) = c_{p,β,lin}(T) - c_{p,β,cool,phase}(T)$$

(18)

Table 8 summarizes the functions of the specific heat capacity’s model with regard to the temperature intervals defined in Section 2.

### 3.8. Thermal conductivity

The experimental data reported according to Table 4 is presented in Fig. 15. Two important aspects are noticed: On the one hand, the experimental data indicates a linear development of $k$ with increasing temperature. On the other hand, similar to $c_p$, discontinuities at the phase transformation points as well as different slopes of the sections corresponding to the respective microstructures are identified. Accordingly, it is examined experimentally whether the $α$-microstructure exhibits values for $k$ similar to the $(α+β)$-microstructure.

#### 3.8.1. Experimental setup

For the determination of the thermal conductivity, Laser Flash Analysis (LFA) is used. Cylinders with a diameter of 12.7 mm are manufactured with the help of an SLM500HL system (SLM Solutions AG, Lübeck, Germany) under argon atmosphere with a laser power of 240 W, a scan velocity of 1200 mm/s, and a hatch distance of 100 μm to fit the LFA equipment (Linseis LFA 1600, Linseis Messgeräte GmbH, Selb, Germany), each cylinder is cut into 12 discs with a target thickness of 2 mm, as the LFA equipment features a revolver sample holder allowing for six specimens to be measured in the same run. Prior to the experiments, the discs are coated with a graphite spray and the actual thicknesses are measured.

First, measurements at room temperature of both cylinder’s specimens are conducted to investigate whether there is any influence of the manufacturing system. Because the sensor of the LFA are highly sensitive to its and the specimen’s temperature, the measurements at one specimen are repeated five times. The measurements are performed under vacuum with a pressure $p < 2 \times 10^{-3}$ hPa. For the laser pulse, the parameters of the iris sitting in front of the optic ($I$), the amplification factor ($A$) and the voltage ($V$) of the pulse have to be set. At $T_{r-s}$, $I = 2$, $A = 50$, and $V = 500$ V for the specimen of cylinder 1 and $V = 400$ V for the specimen of cylinder 2 is determined after a reference run. In a second experimental series, the dependence of $k$ on the temperature is investigated for both $α$- and $(α+β)$-microstructure. Here, the same specimens are subjected to measurements at temperatures up to 1423 K. Similar to the procedure for the modeling of $c_p$, the excess of $T_r$ in combination with a low cooling rate will result in different microstructures in both runs. The laser pulse parameters are given in Table 9.

#### 3.8.2. Experimental results of the Laser Flash Analysis

The comparison of the specimens cut from two different cylinders is shown in Fig. 16, displaying the thermal diffusivity $d$ (usually denoted by $α$ or $a$, changed for better distinction from the absorptivity), as this is the parameter originally measured by LFA. Additionally, the mean value of $d$ at the respective temperature levels as well as the linear fit of the data is indicated. It can be seen, that the mean values are close to the linear fit and well within the standard deviation range of the experimental data. It is therefore concluded, that no significant influence of the manufacturing process has to be taken into account, and that data

### Table 8

| Temperature | Microstructural phase | Function           |
|-------------|-----------------------|--------------------|
| $T_r < T_{c-T_{d}}$ | $α$                 | $c_{p,α,cool}(T)$   |
| $T_r < T_{c-T_{d}}$ | $β$                 | $c_{p,β,cool}(T)$   |
| $T_r < T$ | liquid               | $c_{p,l}(T)$        |
| $T_{r-s} < T_{c-T_{d}}$ | $β$                 | $c_{p,β,cool}(T)$   |
| $T_{r-s} < T_{c-T_{d}}$ | $α$                 | $c_{p,α,cool}(T)$   |

| Temperature | Function |
|-------------|----------|
| $T_r$ | $I$ [-] |
| $A$ [-] |
| $V$ [V] |

| Temperature | Function |
|-------------|----------|
| $T_r$ | $α+β$ [-] |
| $A$ [-] |
| $V$ [V] |

### Table 9

| Laser pulse parameter used for the high temperature measurements. |
|------------------------------------------------------------------|
| $T$ [K] | 373 | 473 | 573 | 773 | 973 | 1173 | 1423 |
| $α$ | 2 | 2 | 2 | 2 | 4 | 4 | 8 |
| $A$ | 20 | 10 | 5 | 5 | 10 | 10 | 10 |
| $V$ [V] | 300 | 250 | 240 | 200 | 240 | 240 | 220 | 400 |
| $α+β$ | 2 | 2 | 2 | 2 | 4 | 4 | 8 |
| $A$ | 50 | 20 | 10 | 2 | 5 | 2 | 5 |
| $V$ [V] | 400 | 280 | 250 | 250 | 250 | 300 | 30 |
obtained from one cylinder is representative for the other cylinder as well.

Based on the observations made in the first experimental series, the second experimental series is conducted with discs 7–12 of cylinder 1. The obtained data is displayed in Fig. 17. It immediately becomes apparent that there is no significant difference between the results of both microstructures. The variance in the measured signals is slightly higher variation than the measurements before. This is attributed to the fact that with increasing temperature, the furnace of the LFA equipment had increasing trouble in keeping the temperature at a constant level, which affects the sensor in its performance. According to ASTM E 1461-01, the thermal diffusivity can be applied to the following equation to determine the thermal conductivity:

\[
k(\text{T}) = d(\text{T})c_{p}(\text{T})p(\text{T})
\]

Equation (19) is used to convert the experimental data, which is then included into the data set of experimental data from the literature. The next section of \( T_{\beta} < T < T_{\alpha} \) as well as \( T_{1} < T \) yield

\[
k_{\beta}(\text{T}) = 0.016 [\text{W/(mK)}] T[\text{K}] - 3 [\text{W/(mK)}] \tag{21}
k_{\alpha}(\text{T}) = 0.0175 [\text{W/(mK)}] T[\text{K}] - 4.5 [\text{W/(mK)}] \tag{22}
\]

The result of the fitting procedure is presented in Fig. 18. For the complete model including both heating and cooling of the material, Table 10 summarizes the respective temperature intervals according to Section 2 as well as the corresponding function.

### 3.9. Absorption

The heat input in PBF-LB/M is introduced by laser radiation, which is either reflected from, transmitted through or absorbed by the material. Only the absorbed radiation is heating the material. Therefore, this parameter has to be modeled as well. Little work has been done on the absorptivity of Ti–6Al–4V, though, as can be seen in Table 4. Nevertheless, some values have been determined experimentally, which are displayed in Fig. 19 and range from 0.34 to 0.55. Keller et al. [61] and Munsch [56] both found \( \alpha = 0.4 \). Keller et al. later added a correction term to account for radiation losses, though. For the model of this study, the median \( \alpha = 0.4 \) is considered. Yang et al. [57] have found that \( \alpha \) is independent from \( T \), so no further modeling is necessary.

### 3.10. Properties of the powder material

Since the material is introduced to the manufacturing process as powder, the thermal properties – namely \( \rho \), \( c_{p} \) and \( k \) – have to be modeled for powder material, too. Because \( \rho \) as well as \( c_{p} \) are material properties independent from the materials geometry, they can be related to the porosity \( \phi \):

\[
P_{p}(\text{T}) = (1-\phi)^{p}(\text{T}) \tag{23}
\]

\[
c_{p,\alpha}(\text{T}) = (1-\phi)^{c_{p}}(\text{T}) \tag{24}
\]

For the thermal conductivity, this is not the case, though. The powder bed in PBF-LB/M consists of randomly packed particles, which can be assumed spherical and smooth [8,91]. Furthermore, the particles diameters are distributed over a certain interval, e.g. 20–63 \( \mu \text{m} \). It can be classified as multiphase heterogeneous medium with the structure of a packed bed, with solid particles being dispersed in a continuous gas phase, touching each other though [92]. Depending on the powder application and the part already built, if investigated during the manufacturing process, the contact between the particles can be ideal point contacts or slightly elastically deformed contacts. While there is a long history in research regarding the thermal conductivity of packed

\[
k_{\alpha}(\phi, T) = d(\phi, T) T[\text{K}] c_{\alpha}(\phi, T) \tag{21}
k_{\beta}(\phi, T) = d(\phi, T) T[\text{K}] c_{\beta}(\phi, T) \tag{22}
\]

The result of the fitting procedure is presented in Fig. 18. For the complete model including both heating and cooling of the material, Table 10 summarizes the respective temperature intervals according to Section 2 as well as the corresponding function.

### 3.9. Absorption

The heat input in PBF-LB/M is introduced by laser radiation, which is either reflected from, transmitted through or absorbed by the material. Only the absorbed radiation is heating the material. Therefore, this parameter has to be modeled as well. Little work has been done on the absorptivity of Ti–6Al–4V, though, as can be seen in Table 4. Nevertheless, some values have been determined experimentally, which are displayed in Fig. 19 and range from 0.34 to 0.55. Keller et al. [61] and Munsch [56] both found \( \alpha = 0.4 \). Keller et al. later added a correction term to account for radiation losses, though. For the model of this study, the median \( \alpha = 0.4 \) is considered. Yang et al. [57] have found that \( \alpha \) is independent from \( T \), so no further modeling is necessary.

### 3.10. Properties of the powder material

Since the material is introduced to the manufacturing process as powder, the thermal properties – namely \( \rho \), \( c_{p} \) and \( k \) – have to be modeled for powder material, too. Because \( \rho \) as well as \( c_{p} \) are material properties independent from the materials geometry, they can be related to the porosity \( \phi \):

\[
P_{p}(\text{T}) = (1-\phi)^{p}(\text{T}) \tag{23}
\]

\[
c_{p,\alpha}(\text{T}) = (1-\phi)^{c_{p}}(\text{T}) \tag{24}
\]

For the thermal conductivity, this is not the case, though. The powder bed in PBF-LB/M consists of randomly packed particles, which can be assumed spherical and smooth [8,91]. Furthermore, the particles diameters are distributed over a certain interval, e.g. 20–63 \( \mu \text{m} \). It can be classified as multiphase heterogeneous medium with the structure of a packed bed, with solid particles being dispersed in a continuous gas phase, touching each other though [92]. Depending on the powder application and the part already built, if investigated during the manufacturing process, the contact between the particles can be ideal point contacts or slightly elastically deformed contacts. While there is a long history in research regarding the thermal conductivity of packed

\[
k_{\alpha}(\phi, T) = d(\phi, T) T[\text{K}] c_{\alpha}(\phi, T) \tag{21}
k_{\beta}(\phi, T) = d(\phi, T) T[\text{K}] c_{\beta}(\phi, T) \tag{22}
\]
Table 10
Material model of Ti–6Al–4V – Thermal conductivity, functions and temperature intervals for one full temperature cycle (upper section: heating, lower section: cooling):

| Temperature       | Microstructural phase | Function |
|-------------------|-----------------------|----------|
| $T_b < T < T_p$   | $\alpha'$             | $k_{\alpha} (T)$ |
| $T_p < T < T_L$   | $\beta$               | $k_{\beta} (T)$ |
| $T_L < T < T_L$   | liquid                | $k_{l} (T)$ |
| $T_L < T < T_{\alpha}$ | liquid   | $k_{l} (T)$ |
| $T_{\alpha} < T < T_{\alpha}$ | $\beta$ | $k_{\beta} (T)$ |
| $T_{\alpha} < T < T_{\alpha}$ | $\alpha'$ | $k_{\alpha} (T)$ |

Absorption of solid Ti–6Al–4V:

- Literature data
- [61]
- [61] incl. radiation loss
- [37]
- [56]

Fig. 19. Experimental data from the literature for the absorptivity.

Finally, the powder absorptivity is determined by literature review. The small gaps between the powder particles trap the rays, because reflected rays may meet another powder particle, where again one part is reflected and another is absorbed. That way, the absorptivity of powder is significantly higher than for the solid material of the same alloy. This is also obvious when comparing the experimental data of solid (Fig. 19) and powder Ti–6Al–4V (Fig. 21), as processed in PBF-LB/M. The values found for powder absorptivity range from 0.65 to 0.74, while the solid absorptivity is determined to be in the interval of 0.34 to 0.55. Again, the median is considered for the model, yielding $a_P = 0.7$. Similar to $a_P$, Rubenchik et al. [54] found $a_P$ to be independent of $T$.

4. Mechanical properties of Ti–6Al–4V

Because of the high strength to weight ratio of Ti–6Al–4V, the alloy is applied in industrial use cases with high loads or long operating times, as present in aerospace or medical industry. Therefore, the predictability of the mechanical properties of additively manufactured Ti–6Al–4V is considered a key challenge [95]. Consequently, a lot of research has been conducted towards this topic, summarized in Table 11. Note that studies providing their results as figures only have been excluded as the remaining data base is deemed sufficient. Typically, reports in literature show a higher strength of PBF-LB/M Ti–6Al–4V compared to conventionally processed specimens, as well as a lower ductility [95]. This is attributed to the finer microstructure as well as the presence of defects. Regarding the material properties necessary, two major issues arise, though: First, all data referenced in Table 11 has been acquired at room temperature, no experimental work on high temperature properties has been reported yet (to the author’s best knowledge). Second, no data derived from specimens processed by PBF-LB/M has been found for the Poisson’s ratio as well as the coefficient of thermal expansion. Even data on conventionally manufactured specimens is sparse. This lack of available data indicates a field of future research, and leads to the contact to the heat source. Each value for a specific temperature is determined by calculating the mean of five consecutive measurements. The results are given in Fig. 20. At 373 K, a dip is noticed, which proved to be reproducible. An explanation lies within the fact that the powder sample consists of recycled powder and has been shipped from Germany to Canada, possibly leading to water accumulation. When heated up, the water evaporates at around 373 K. Part of the energy introduced into the experimental setup is used for the phase transformation instead of being conducted, resulting in a seemingly lower thermal conductivity. All in all, a linear relationship between $T$ and $f$ is found, which can be described as

$$k_P (T) = 327.6 \times 10^{-6} \text{[W/(mK)]} + T/\text{[K]} + 0.079 \text{[W/(mK)]} \quad (25)$$

Fig. 20. Result of thermal conductivity measurements of the powder sample.
remark to use the model presented in this work with caution.

While there is a standard procedure to determine the monotonic tensile properties described in the ASTM E8 standard, there are still various influencing factors which have to be considered. The main influencing factor is the microstructure [96], whose anisotropy seems to affect the mechanical properties, as observed in the studies by Mertens et al. [97], Simonelli et al. [98], and Qi et al. [99]. The scan strategy as well as the build orientation of the specimens are attributed a significant contribution to the anisotropy found in the microstructure of PBF-LB/M Ti–6Al–4V [100]. The difference in grain size with regard to the build orientation and perpendicular to it, as shown by Thijs et al. [101], should influence the yield strength according to the Hall-Petch law of grain boundary strengthening. Edwards & Ramulu [102] point out that this anisotropy is not always observed in experimental studies, though. Whereas the scan strategy is seldom described in publications, the build orientation is specified with little exceptions due to its known importance. Therefore, the anisotropy in the microstructure of the specimen due to the build orientation is examined to ensure that only representative data with respect to the system under consideration in this work is included. The terminology to exactly describe the build orientation is given in the ASTM/ISO 52921 standard, distinguishing between six different orientations of specimen for mechanical testing. The standard terminology has been developed throughout the last couple of years, though, and is not broadly applied in scientific publications yet. As a consequence, Table 11 only indicates whether the specimens have been built with the main axis in build direction (vertical orientation) or in the build plane (horizontal orientation).

In terms of chemical composition, the oxidation of the highly reactive Ti–6Al–4V alloy is known to have a high impact on the material performance [8–10]. The chemical composition of the specimens after manufacturing is rarely determined because of the effort and cost linked to the required techniques, hindering the systematic evaluation of this aspect to date. The influence of the oxygen content is thus not part of this work, but definitely requires attention in future studies. There are other influencing factors besides the microstructure of the specimen that can be taken into consideration, though. Specimens can have various geometries [103]: The test coupons can be flat or cylindrical, and the compact tensile specimens consist of a block with a notch. Furthermore, the surface roughness of PBF-LB/M specimens is higher than conventional specimens because of the powder involved in the processing [96], and Kasperovich & Hausmann [104] found in their study, that tensile specimens with machined surfaces exhibited greater strength than as-built specimens. They concluded that the surface roughness is a nucleus for crack initiation, as has been noticed in fatigue testing as well (see e.g. Ref. [105]). Again, to ensure the inclusion of representative data only, the influence of the surface condition is examined in this work. Table 11 indicates the surface conditions. Note that hybrid conditions, i.e. partially machined specimens as produced when removing support structures from one side, are considered “machined”. If no post-processing of the specimens is mentioned, the specimens are assumed to be tested “as-built”.

Additional post-processing techniques, especially heat treatments, do have a major influence on the microstructure and thus the mechanical properties. Since the focus of the work is on the modelling of the manufacturing, though, any data on heat-treated tensile specimens is excluded. Interested readers are hereby referred to the reviews of Agius et al. [103], Beese & Carroll [95], Lewandowski et al. [106], and Tong et al. [96] for a broad overview of literature regarding the tensile properties of heat-treated PBF-LB/M Ti–6Al–4V specimens.

Because of the amount of influencing factors to the mechanical properties of Ti–6Al–4V, no own experimental work is conducted as no substantial insights are expected to be gained. Instead, the experimental data from the literature is used to find the respective value of E and $\sigma_Y$ at room temperature. Additionally, the value for UTS is determined to assist in the interpretation of simulation results. E and $\sigma_Y$ are then fitted, using data of conventional Ti–6Al–4V (see Table 11) as well as material models of published computational works as orientation for the parameter development over temperature. $\nu$ and CTE are determined with the works shown in Table 11.

Prior to the modeling procedure, the tensile data is evaluated in terms of the following suspected influences: surface condition, build orientation, Poisson’s ratio, yield strength, ultimate tensile strength, and CTE.

### Table 11

| Source | as-built/machined specimen | horizontal/vertical build orientation | E | $\sigma_Y$ | UTS | $\nu$ | CTE |
|--------|---------------------------|---------------------------------------|---|-----------|-----|------|-----|
| [106]  | machined                  | x x x                                 |   |           |     |      |     |
| [107]  | as-built                  | vertical                              | x |           |     |      |     |
| [108]  | as-built                  | horizontal                            | x x x |           |     |      |     |
| [109]  | as-built                  | vertical                              | x |           |     |      |     |
| [110]  | as-built                  | vertical                              | x |           |     |      |     |
| [111]  | as-built                  | horizontal, vertical                  | x |           |     |      |     |
| [112]  | machined                  | x x                                  |   |           |     |      |     |
| [113]  | machined                  | horizontal, vertical                  | x x x |           |     |      |     |
| [114]  | machined                  | x x                                   |   |           |     |      |     |
| [115]  | machined                  | vertical                              | x |           |     |      |     |
| [116]  | as-built                  | vertical                              | x x x |           |     |      |     |
| [117]  | machined                  | vertical                              | x x x |           |     |      |     |
| [118]  | as-built                  | horizontal, vertical                  | x x x |           |     |      |     |
| [119]  | machined                  | vertical                              | x x x |           |     |      |     |
| [120]  | machined                  | horizontal, vertical                  | x x x |           |     |      |     |
| [121]  | machined                  | vertical                              | x x x |           |     |      |     |
| [122]  | machined                  | horizontal, vertical                  | x x x |           |     |      |     |
| [123]  | machined                  | horizontal, vertical, x x x           | x x x |           |     |      |     |
| [124]  | machined                  | horizontal                            | x x x |           |     |      |     |
| [125]  | machined                  | horizontal                            | x x x |           |     |      |     |
| [126]  | as-built                  | vertical                              | x x x |           |     |      |     |
| [127]  | machined                  | vertical                              | x x x |           |     |      |     |
| [128]  | as-built                  | vertical                              | x x x |           |     |      |     |
| [129]  | machined                  | horizontal, vertical                  | x x x |           |     |      |     |
| [130]  | as-built                  | horizontal, vertical                  | x x x |           |     |      |     |
| [131]  | as-built                  | horizontal                            | x x x |           |     |      |     |
| [132]  | as-built                  | vertical                              | x x x |           |     |      |     |
| [133]  | machined                  | horizontal                            | x x x |           |     |      |     |
| [134]  |                           |                                       | x |           |     |      |     |
| [135]  |                           |                                       | x |           |     |      |     |
| [136]  |                           |                                       | x x x |           |     |      |     |

* Data published as figure, raw data provided by authors upon request.
orientation, and date of the publication, as the rapid innovation of manufacturing systems in the field of PBF-LB/M may result in significant differences in microstructure depending on the time of manufacturing. The data for $E$ is displayed in Fig. 22 and Fig. 23. Because the surface condition is relevant regarding crack initiation, there is no influence of the surface condition on $E$ to be evaluated.

In Fig. 22, the data is categorized by the build orientation. Additionally, if a publication evaluated both orientations, those data pairs are indicated by a connecting lines. This data is especially interesting, since the specimens have been manufactured under the same conditions. Of five data pairs, three show a higher Young’s modulus for the vertical build orientation, whereas two data pairs present the opposite. The maximum deviation in $E$ between the orientations is presented by Mower & Long [118] with 108.8 GPa for the horizontal and 114.9 GPa for the vertical build orientation, yielding a difference of 5.6%. Also, no clear difference between the two build orientations is observed in general: The median of the Young’s modulus of the horizontal build orientation data set is $E_{\text{hor,med}} = 109$ GPa, the median of the other data set is $E_{\text{ver,med}} = 110$ GPa.

With regard to the last evaluated influencing factor, Fig. 23 displays the experimental data of Table 11 with respect to the year of publication. The time ranges from 2006 to 2020, and an increasing number of publications since 2014 is observed. Nonetheless, both the earliest publications of Hollander et al. [133] and Vandenbroucke & Kruth [132] exhibit a similar range in $E$ as the latest publications do.

The same comparison of data is carried out for $\sigma_Y$, shown in Fig. 24, Fig. 25, and Fig. 26. Overall, the same observations as for $E$ are made. The range of the data sets categorized by surface condition (Fig. 24) show a similar range of values, and the median of the data sets are $\sigma_Y,\text{machined,med} = 1095.5$ MPa, and $\sigma_Y,\text{as-built,med} = 1027.3$ MPa. As the standard deviations are 100.9 MPa and 116.7 MPa, respectively, no significance is attributed. The suspected anisotropy due to the build orientation, see Fig. 25, is not clearly identified, also. Five data pairs show higher strength for the horizontal build orientation, while two data pairs demonstrate the opposite. The corresponding median yield stress is $\sigma_Y,\text{hor,med} = 1100$ MPa and $\sigma_Y,\text{ver,med} = 1064.8$ MPa, respectively. Compared to the data evaluated for $E$, though, the deviations of the related data are larger. The maximum difference in a single experimental study is shown by Vilaro et al. [130] with a yield strength of 1137 MPa for the horizontal and 962 MPa for the vertical build orientation, resulting in an 18.1% deviation, which is considered significant. Another interesting observation to point out are the studies of Mower & Long [118] and Cain et al. [120]: Both found a yield strength of 1096 MPa or 1093 MPa for the vertical build orientation, respectively. Their values for the horizontal build orientation differ by 15.7% (972 MPA/1125 MPa), though, and do not match in the overall tendency of the development in regard to the vertical build orientation. Finally, the chronological development of the experimental data does not indicate any relation of the data to the year of publication.
In conclusion, the data evaluated does not show a direct anisotropy in the Young’s modulus or yield strength related to either surface condition, build orientation, or chronological sequence. For \( \sigma_y \) evaluated in terms of build orientation there are significant differences in related data sets, but no specific relationship can be derived. This indicates that there may be anisotropy which is superimposed by other factors influencing the mechanical properties, such as residual stresses [103]. Further effort in research is necessary to clarify the key factors to mechanical anisotropy and the influence of process parameter on the individual factors, which is not within the scope of this study. Also, depending on the process parameters applied, anisotropy will develop different, similar to the microstructure. As this material model is not meant to be tailored to a specific manufacturing system and set of process parameters, all references presented are included into the modeling of the mechanical material properties. In consequence, the following mechanical material model does not consider further microstructural properties, e.g. grain boundaries, orientation, and size, but aims to develop a generic description of the mechanical behavior of Ti-6Al-4V.

4.1. Young’s modulus of Ti-6Al-4V

For the modeling of \( E \), the different intervals of microstructural composition of the solid material (\( \alpha’, \beta, \) liquid) are considered. First, the value at room temperature \( (T_\beta = 293K) \) is determined by calculating the median of all experimental data presented in Table 11, \( E_{\text{med}} = 109.1 \) GPa. As for the linear fitting a second data point is required, but no experimental data on PBF-LB/M Ti-6Al-4V at other temperatures is available, the material models of published computational works are used as an indicator. As most of the material models are either not referenced or referenced to another simulation, the data is not directly included into the fitting procedure. Fig. 27 displays the references as well as their applied data taken into account. Note that studies which give their model as figures only have been excluded. It is concluded, that the Young’s modulus at \( T_\beta \) has a value of ca. 10 GPa, the study of Mukherjee et al. [25] being the only exception. This leads to the following linear function:

\[
E_{\alpha'} = -0.102 \text{ [GPa]} * T/\text{[K]} + 139 \text{ [GPa]} \quad (25)
\]

When the material is molten, the Young’s modulus is nonexistent. Since an assigned value of “0” can lead to singularities in computation, \( E \) is set to \( 10^9 \) GPa at \( T_\beta \). Accordingly, the linear function for the interval of \( \beta \) phase microstructure is:

\[
E_{\beta} = -0.0145 \text{ [GPa]} * T/\text{[K]} + 28 \text{ [GPa]} \quad (26)
\]

Note that Function 26 had to be slightly adjusted, because the rounding errors of Function 25 set the function’s value at \( T_\beta \) to 9.664 GPa instead of 10 GPa. In the liquid phase, \( E \) is assumed constant:

\[
E_L = 10^9 \text{ [GPa]} \quad (27)
\]

The result of the fit is presented in Fig. 27. To give a complete material model including both heating and cooling of the material, Table 12 summarizes the respective temperature intervals according to Section 2 as well as the corresponding function.

4.2. Yield stress of Ti-6Al-4V

For the modeling of \( \sigma_y \), a similar procedure as for \( E \) is applied. The median of the experimental data displayed in Table 11 yields \( \sigma_{Y,\text{med}} = 1094.5 \) MPa at room temperature. Fig. 28 shows the experimental data as well as the data used in published computational work. Besides the models applied in the studies of Mukherjee et al. [25] and Xiao et al. [42], the material models suggest a linear behavior, which is supported by the experimental data on conventionally processed Ti-6Al-4V of Table 11. At \( T_\beta \) most of the models agree on \( \sigma_y \) approaching a value of approx. 5 MPa. Equal to \( E \), \( \sigma_y \) is taken as close to zero. Therefore, the functions describing the yield stress are:

\[
\sigma_{y,\alpha'} = -1.117 \text{ [MPa]} * T/\text{[K]} + 1422.6 \text{ [MPa]} \quad (28)
\]

\[
\sigma_{y,\beta} = -9.46*10^{-3} \text{ [MPa]} * T/\text{[K]} + 18.2 \text{ [MPa]} \quad (29)
\]

\[
\sigma_{y,L} = 10^{-4} \text{ [MPa]} \quad (30)
\]

Again, function 29 is slightly adjusted to the rounding errors of function 28, which yields a value of 6.244 MPa at \( T_\beta \). The result of the fitting procedure is presented in Fig. 28 also. For the complete material model, the sequence for one full cycle of heating and cooling is given in Table 13.

| Temperature | Microstructural phase | Function |
|-------------|-----------------------|----------|
| \( T_\alpha < T < T_\beta \) | \( \alpha' \) | \( E_{\alpha'} \) |
| \( T_\beta < T < T_L \) | \( \beta \) | \( E_{\beta} \) |
| \( T_L < T \) | liquid | \( E_L \) |
| \( T_S < T < T_\alpha \) | liquid | \( E_L \) |
| \( T_\alpha < T < T_T \) | \( \beta \) | \( E_{\beta} \) |
| \( T_T < T < T_L \) | \( \alpha' \) | \( E_{\alpha'} \) |
Fig. 28. Result of the fitting procedure for the modeling of the yield stress.

Table 14
Material model of Ti–6Al–4V – Poisson’s ratio, functions and temperature intervals for one full temperature cycle (upper section: heating, lower section: cooling).

| Temperature | Microstructural phase | Function |
|-------------|------------------------|----------|
| $T_R < T < T_S$ | liquid | $\nu_{L}$ |
| $T_S < T < T_L$ | liquid | $\nu_{L}$ |
| $T_L < T < T_R$ | solid | $\nu_{S}$ |
| $T < T_L$ | solid | $\nu_{S}$ |
| $T < T_R$ | solid | $\nu_{S}$ |

4.3. Ultimate tensile strength of Ti–6Al–4V

The UTS is usually not modeled in process simulation, as most commercial software does not support mesh deformation, but no mesh splitting as would be necessary to exactly model the fracture of material. It is important, though, to be aware of the UTS to interpret computational results correctly. Thus, $UTS_{\text{med}} = 1202.5$ MPa for $T_R$. For increasing temperature, the data of Siemiawski et al. [136] and Lütjering [138] indicate linear behavior as seen in $\sigma_Y$.

4.4. Poisson’s ratio of Ti–6Al–4V

Experimental data on $\nu$ of PBF-LB/M Ti–6Al–4V is not available within the studies evaluated in Table 11, and only one reference [138] has been found on conventionally processed material. Without the option of own experimental work, data from published computational studies has to be used as well, presented in Fig. 29. As can be seen, Chen et al. [49] and Xiao et al. [42] both reference the same computational study of Ragaswamy et al. [46], where no further reference or explanation of the origin of the data is given. The experimental data of Lütjering [138] is lower in terms of actual values, but exhibits a steeper slope in the development over temperature. No change in the slope of the data is noticed above $T_R$, which may be due to the lack of data. Nonetheless, based on the data presented in Fig. 29, the function for $\nu$ in the solid state is determined as:

$$\nu_{\alpha, \beta} = 9 \times 10^{-3} T[K] + 0.2655$$

At $T_R$, Function 31 yields a value of 0.29, which is well within the known range of $\nu$ (0.25 .. 0.4; see e.g. Ref. [139]) for titanium alloys. In the liquid state, the molten material expands or contracts isotropically, resulting in a constant value:

$$\nu_L = 0.5$$

The modeling sequence for a full cycle of heating and cooling is summarized in Table 14.

4.5. Coefficient of thermal expansion of Ti–6Al–4V

As the parameter that links thermal and mechanical physics, the CTE is of high importance for the thermo-mechanical process simulation. Still, similar to $\nu$, there is no data within the evaluated references for PBF-LB/M Ti–6Al–4V. Therefore, other experimental values as well as process simulation studies are used for fitting. The following description of the CTE is determined:

$$CTE_{\alpha} = 0.004197 \text{[1/K]} \times T[K] + 7.758 \text{[1/K]}$$

$$CTE_{\beta} = 0.00051 \text{[1/K]} \times T[K] + 12.427 \text{[1/K]}$$

$$CTE_L = 20.71 \text{[1/K]}$$

Since no data is available for liquid metal in higher temperature intervals, the CTE is modeled as constant. In PBF-LB/M, since the liquid metal represents the upper layer, there is no possibility of load transfer or creating distortion within the liquid metal, therefore the nature of the CTE is not relevant. The result of the fitting is shown in Fig. 30, together with experimental data as denoted in Table 11 and material models from other computational works. Note that the data points from Li [58] are experimental values from conventionally processed Ti–6Al–4V also, but since Li determined the CTE, the data points have been converted to CTE by means of Equation (6). The modeling sequence for a complete cycle of heating and cooling is given in Table 15.

5. Conclusion

The computational modeling of additive manufacturing processes is essential to increase the technologies’ maturity while reducing the required resources to a reasonable amount. Beside the on-going research to develop approaches capable of dealing with the problem of dimensional scales especially in laser additive manufacturing, the modeling of
the applied materials offers the possibility to increase the accuracy of process simulation with no significant increase of the required computational resources. Yet there exist no standardized material models even the applied materials offers the possibility to increase the accuracy of

process simulation with no significant increase of the required computational resources. Yet there exist no standardized material models even for the common materials used. This study has taken the first step towards the development of a material model for the thermo-mechanical process simulation of PBF-LB/M at macro- and part-scale. Data from the literature has been gathered, examined and processed to a material model consisting of either constant values or step-wise linear functions. Furthermore, the thermal properties of the martensitic material process simulation with no significant increase of the required computational resources. Yet there exist no standardized material models even for the common materials used. This study has taken the first step towards the development of a material model for the thermo-mechanical process simulation of PBF/LB/M at macro- and part-scale. Data from the literature has been gathered, examined and processed to a material model consisting of either constant values or step-wise linear functions. Furthermore, the thermal properties of the martensitic material produced by PBF/LB/M have been compared to those of the common (α+β)-microstructure achieved by conventional manufacturing. No significant difference has been found. Additionally, the available data on the mechanical material properties have been investigated to identify possible influences due to the build orientation of specimens, the surface condition of specimens, and the advancement of the technology over time. Again, no significant influence in the surface condition and the chronological sequence has been detected. For the yield strength, some datasets evaluated indicate a relationship of anisotropic yield strength and the build orientation. A quantification of this relationship was not possible, though.

One major challenge in this study has been the availability of data. Especially at higher temperatures, the data reported in the literature is sparse. Furthermore, the results of experimental studies are often presented as figures only, and sometimes are not available anymore after some years as the responsible authors have left the institution. This hinders the process of collaborative material modeling, emphasizing the importance of publishing the raw data in data repositories and the development of collaborative databases. The experimental data of the DSC as well as LFA for the supplement of the data on the thermal properties of Ti–6Al–4V is published in the data repository of Hamburg University of Technology [140].

The second challenge that has become obvious in this study is the variance in reported experimental data and the existence of unquantified, even unknown influencing factors besides the temperature, respectively. The linear functions chosen to approximate the data do not always exactly fit the tendencies of those. To be able to fit the data with functions of higher order, it is necessary to be able to identify the additional influences, though. Especially the influence of the oxygen content is highly relevant here. This requires further research on the one hand, and the consequent reporting of all known influencing factors when publishing experimental studies on the other hand. Standardized protocols not only for the procedures, but also for the reports, with respect to the individual measuring methods would be of high benefit towards a global effort for the complete characterization of materials.
20