Abstract

We consider the distributed learning problem where a network of \( n \) agents seeks to minimize a global function \( F \). Agents have access to \( F \) through noisy gradients, and they can locally communicate with their neighbors a network. We study the Decentralized Local SGD method, where agents perform a number of local gradient steps and occasionally exchange information with their neighbors. Previous algorithmic analysis efforts have focused on the specific network topology (star topology) where a leader node aggregates all agents’ information. We generalize that setting to an arbitrary network by analyzing the trade-off between the number of communication rounds and the computational effort of each agent. We bound the expected optimality gap in terms of the number of iterates \( T \), the number of workers \( n \), and the spectral gap of the underlying network. Our main results show that by using only \( R = \Omega(n) \) communication rounds, one can achieve an error that scales as \( O(1/nT) \), where the number of communication rounds is independent of \( T \) and only depends on the number of agents. Finally, we provide numerical evidence of our theoretical results through experiments on real and synthetic data.

1 Introduction

Stochastic Gradient Descent (SGD) is arguably the most commonly used algorithm for the optimization of parameters of machine learning models. SGD tries to minimize a function \( F \) by iteratively updating parameters as: \( x^{t+1} = x^t - \eta_t \tilde{g}^t \), where \( \tilde{g}^t \) is a stochastic gradient of \( F \) at \( x^t \) and \( \eta_t \) is the learning rate. However, given the massive scale of many modern ML models and datasets, and taking into account data ownership, privacy, fault tolerance, and scalability, decentralized training approaches have recently emerged as a suitable alternative over centralized ones, e.g., parameter server Dean et al. (2012), federated learning Konečný et al. (2016); McMahan et al. (2016); Kairouz et al. (2019), decentralized stochastic gradient descent Lian et al. (2017); Koloskova et al. (2019); Assran & Rabbat (2018), decentralized momentum SGD Yu et al. (2019), decentralized ADAM Nazari et al. (2019), among many others Lian et al. (2018); Koloskova et al. (2019); Tang et al. (2018); Lu & De Sa (2020); Tang et al. (2019).

A naive parallelization of the SGD consists of having multiple workers computing stochastic gradients in parallel, with a central node, or fusion center, where local gradients are aggregated and sent back to the workers. Ideally, such aggregation provides an estimate of the true gradient of \( F \) with a lower variance. However, such a structure induces a large communication overhead, where at each iteration of the algorithm, all workers need to send their gradients to the central node, and then the central node needs to send the workers the aggregated information. Local SGD (Parallel SGD or Federated SGD) Stich (2018); Zinkevich et al. (2010) presents a suitable solution to reduce such communication overheads. Specifically, each machine independently runs SGD locally and then aggregates by a central node from time to time only. Formally, in Local SGD, each machine runs \( K \) steps of SGD locally, after which an aggregation step is made. In total, \( R \) aggregation steps are performed. This implies that each machine computes \( T = KR \) stochastic gradients and executes \( KR \) gradient steps locally, for a total of \( N = KRn \) over the set of \( n \) machines or workers. We refer interested readers to Wang & Joshi (2018); Koloskova et al. (2020); Lu et al. (2020) for a number of recent unifying approaches for distributed SGD.

The main advantage of the parallelization approach is that it allows distributed stochastic gradient computations. Such an advantage has been recently shown to translate into linear speedups with respect to the nodes
available Spiridonoff et al. (2020); Koloskova et al. (2019). However, linear speedups come at the cost of an increasing number of communication rounds. Recently, in Khaled et al. (2019); Stich & Karimireddy (2019), the authors showed that the number of communication rounds required is $\Omega(n \text{polylog}(T))$ for strongly convex functions and all agents getting stochastic gradients from the same function. Later in Spiridonoff et al. (2020), the authors showed that such communication complexity could be further improved to $\Omega(n)$, still maintaining the linear speedup in the number of nodes $n$.

This paper focuses on smooth and strongly convex functions with a general noise model, where agents have access to stochastic gradients of a function $F$, but no central node or fusion center exists. Instead, agents can communicate or exchange information with each other via a network. This network imposes communication constraints because a worker or node can only exchange information with those directly connected.

1.1 Related Work

Our work builds upon two main recent results on the analysis of Local SGD and Decentralized SGD, namely Koloskova et al. (2020), and Spiridonoff et al. (2020). In Koloskova et al. (2020), the authors introduced a unifying theory for decentralized SGD and Local updates. In particular, they study the problem of decentralized updates where agents are connected over an arbitrary network. Thus, there is no central or aggregating node, as in leader/follower architectures. Agents communicate with their local neighbors defined over a graph that imposes communication limits between the agents. Moreover, time-varying networks are also allowed. On the other hand, in Spiridonoff et al. (2020), the authors propose a new analysis of Local SGD, where a fixed leader/follower network topology is used, and the central node works as a fusion center. However, Spiridonoff et al. (2020) introduces a new analysis that shows that linear speedups with respect to the number of workers $n$ can be achieved, with a communication complexity proportional to $\Omega(n)$ only.

Our work also relates to Cooperative SGD Wang & Joshi (2018), where smooth non-convex functions are studied. However, no linear improvement is shown, and we provide better communication complexity. A similar problem was also studied in Li et al. (2019a), where Local Decentralized SGD was proposed, which allows for multiple local steps and multiple Decentralized SGD steps. Smooth non-convex functions with bounded variance, and heterogeneous agents are also studied.

Our proposed method is not a strict uniform improvement over Koloskova et al. (2020); Spiridonoff et al. (2020); Wang & Joshi (2018); Li et al. (2019a). Instead, we study a specific regime: arbitrarily fixed network architectures, which is more general than leader/follower topologies. However, fixed networks is a stronger assumption than the time-varying assumption used in Koloskova et al. (2020) where arbitrary changes are allowed. Also, we focus on strongly convex and smooth functions, whereas Wang & Joshi (2018); Li et al. (2019a) study non-convex smooth functions, and Koloskova et al. (2019) studies convex and non-convex functions as well. Moreover, we focus on the homogeneous case, where all agents observe noisy gradients of the same function Shamir & Srebro (2014); Rabbat (2015). The more general non-IID data setup was studied in Li et al. (2019b); Koloskova et al. (2020); Woodworth et al. (2020). Finally, we show that linear improvement can be achieved with a number of communication rounds that depends only on $n$, which improves the communication complexity of Koloskova et al. (2020).

1.2 Contributions and Organization

We confirm the remark of Koloskova et al. (2020) that suggested that when all agents obtain noisy gradients from the same function, an improvement over the communication complexity can be made as the lower bound in Koloskova et al. (2020) becomes vacuous. We study the case where the length of the local SGD update is fixed and where this length is increasing. In particular, we show that a linear speedup in the number of agents can be shown for a fixed number of communication rounds proportional to $n$, while only increasing the number of iterations for a general fixed network architecture Spiridonoff et al. (2020). Moreover, we provide numerical experiments that verify our theoretical results on a number of scenarios and graph topologies.

The paper is organized as follows. Section 2 describes the problem statement, and assumptions. Section 3 states our main results and proof sketches. Section 4 provides numerical experiments. Finally, Section 5 describes concluding remarks and future work.

Notation: For a positive integer number $n \in \mathbb{Z}_+$, we let $[n] \triangleq \{1, \ldots, n\}$. For an integer $z \in \mathbb{Z}$, we denote the largest integer less than or equal to $z$ by $\lfloor z \rfloor$. We let $1_n$ be an $n$-dimensional column vector with all entries equal to one. A nonnegative matrix $W = [w_{ij}] \in \mathbb{R}_+^{n \times n}$ is called doubly stochastic if it is symmetric and the sum of the entries in each row equals 1. We denote the eigenvalues of a doubly stochastic matrix $W$ by $1 = |\lambda_1| \geq |\lambda_2| \geq \cdots \geq |\lambda_n| \geq 0$ and its spectral gap by $1 - \rho$, where $\rho \triangleq |\lambda_2|$ denotes the size of the second largest eigenvalue of $W$. 
2 Problem Formulation

Let us consider a decentralized system with a set of $[n] = \{1, \ldots, n\}$ workers. We assume that the workers are connected via a weighted connected undirected graph $G = ([n], W)$, where there is an edge between workers $i$ and $j$ if and only if they can directly communicate with each other. Here, $W = \{w_{ij}\}$ is a symmetric doubly stochastic matrix whose $ij$-th entry $w_{ij} > 0$ denotes the weight on the edge $\{i, j\}$, and $w_{ij} = 0$ if there is no edge between $i$ and $j$. We note that since $W$ is the weighted adjacency matrix associated with the connected network $G$, we have $\rho \in [0, 1)$, where $1 - \rho$ is the spectral gap. The specific influence of the graph topology on the graph can be found in the literature [Nedić et al. (2019)]. For example, for path graphs one usually has $\rho = O(1/n^2)$, whereas for well connected graphs, like Erdős-Renyi random graph, this influence reduces to $\rho = O(1/\log^2(n))$.

The workers’ objective is to minimize a global function $F: \mathbb{R}^d \rightarrow \mathbb{R}$ by performing local gradient steps and occasionally communicating over the network and leveraging the samples obtained by the other agents. Similarly, as in Spiridonoff et al. (2020), we assume that the function $F$ is a smooth function and that all workers have access to $F$ through noisy gradients. More precisely, we consider the following assumptions throughout the paper.

Assumption 1 specifies the class of functions we will be working with (i.e., strongly convex and smooth), and Assumption 2 describe our noise model.

**Assumption 1.** Function $F: \mathbb{R}^d \rightarrow \mathbb{R}$ is differentiable, $\mu$-strongly convex and $L$-smooth with condition number $\kappa = L/\mu \geq 1$, that is, for every $x, y \in \mathbb{R}^d$ we have,

$$\frac{\mu}{2} \|x - y\|^2 \leq F(y) - F(x) - \langle \nabla F(x), y - x \rangle \leq \frac{L}{2} \|x - y\|^2.$$

**Assumption 2.** Each worker $i$ has access to a gradient oracle which returns an unbiased estimate of the true gradient in the form $g_i(x) = \nabla F(x) + \epsilon_i$, such that $\epsilon_i$ is a zero-mean conditionally independent random noise with its expected squared norm error bounded as

$$\mathbb{E}[\epsilon_i] = 0, \quad \mathbb{E}[||\epsilon_i||^2|x] \leq c||\nabla F(x)||^2 + \sigma^2,$$

where $\sigma^2, c \geq 0$ are constants.

Let us denote the length of time horizon by $T \in \mathbb{Z}_+$. In Decentralized Local SGD, each worker $i \in [n]$ holds a local parameter $x^t_i$ at iteration $t$ and a set $I \subseteq [T]$ of communication times. By writing all the variables and the gradient values at time $t$ in a matrix form, we have

$$X^t \triangleq [x^t_1, \ldots, x^t_n] \in \mathbb{R}^{d \times n},$$

$$G(X^t) \triangleq [g^t_1, \ldots, g^t_n] \in \mathbb{R}^{d \times n},$$

where $g^t_i \triangleq g(x^t_i)$ is the stochastic gradient of node $i$ at iteration $t$. In each time step $t$, the Decentralized Local SGD algorithm performs the following update:

$$X^{t+1} = (X^t - \eta_t G(X^t))W_t,$$

where $W_t \in \mathbb{R}^{n \times n}$ is the connected matrix defined by

$$W_t = \begin{cases} \mathbf{I} & \text{if } t \notin I, \\ W & \text{if } t \in I. \end{cases} \quad (1)$$

Note that according to (1), the workers simply update their variables based on SGD at each $t \notin I$, and communicate with the neighbors only at time instances $t \in I$. The pseudo code for the Decentralized Local SGD is provided in Algorithm 1.

Our main objective will be to analyze the communication complexity and sample complexity of the outputs of Algorithm 1. In the next section, we state our main results.

3 Main Results: Convergence and Communication Complexity

In this section, we analyze the convergence guarantee of the Decentralized Local SGD in terms of the number of communication rounds. We will show that for a specific choice of inter-communication intervals, one can achieve an approximate solution with arbitrarily small optimality gap with a convergence rate of $O(1/T)$ using only $|I| = \Omega(n)$ communications rounds, which is independent of the horizon length $T$. To that end, let us consider the following notations that will be used throughout the paper.

$$x^t \triangleq \frac{1}{n}X^t 1_n, \quad \epsilon^t \triangleq \frac{1}{n} \sum_{i=1}^n \epsilon_i^t,$$
and define $\xi^t \triangleq \mathbb{E}[F(\bar{x}^t) - F^*)$ to be the optimality gap of the solution at time $t$. Let $0 < \tau_1 < \ldots < \tau_T \leq T$ be the communication times, and denote the length of the $i$-th inter-communication interval by $H_i \triangleq \tau_{i+1} - \tau_i$, for $i = 0, \ldots, k - 1$. Moreover, let $\rho_i$ be the size of the second largest eigenvalue of the connectivity matrix $W_i$, i.e.,

$$\rho_i = \begin{cases} 1 & \text{if } t \notin \mathcal{T}, \\ \rho & \text{if } t \in \mathcal{T}. \end{cases}$$

Note that although we have decided to define $W_i$ as a time-varying matrix, this is done for notation convenience only. Such representation allows to model the scenario we are interested in by assuming that in all time instances where no communication over the network is made, the effective adjacency matrix of the communication network is the identity matrix.

We can now state the following theorem that bounds the optimality error in terms of the communication network’s spectral gap at different times.

**Theorem 1.** Let Assumptions 1 and 2 hold, choose $\beta \geq \max \{9\kappa^2c\ln(1 + T/2c^2) + 2c(1 + c/n), 2c^2\}$, and set $\eta_t = 2(\mu(k + \beta))$. Then, the output of Algorithm 1 has the following property:

$$\mathbb{E}[F(\bar{x}^T)] - F^* \leq \frac{\beta^2(F(\bar{x}^0) - F^*)}{T^2} + \frac{2L\sigma^2}{\eta T^2} + \frac{9L^2\sigma^2}{\mu^3T^2} \sum_{t=0}^{T-1} \frac{1}{t + \beta} \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2,$$

where $F^* \triangleq \min_{x} F(x)$ is the minimal value of the objective function.

**Lemma 1.** Let Assumptions 1 and 2 hold. Then,

$$\xi^{t+1} \leq \xi^t(1 - \eta_t) - \eta_t G_t + \frac{\eta_t^2 L^2}{2} \left(1 + \frac{c}{n}\right) G_t + \frac{\eta_t L^2}{2} V_t + \frac{\eta_t^2 \sigma^2}{2n}.$$

**Lemma 2.** Let assumptions of Theorem 1 hold. Then,

$$V_t \leq \frac{9(n - 1)}{n} \sum_{k=0}^{t-1} \frac{\sum_{i=k}^{t-1} \rho_i^2}{\mu^2(t + \beta)^2}.$$

We are now ready to prove our main result.

**Proof Sketch (Theorem 1).** Using Lemmas 3 and 6, one can bound the optimality error using $G_t$ and $V_t$ as

$$\xi^{t+1} \leq \xi^t(1 - \eta_t) - \frac{1}{\mu(t + \beta)} G_t + \frac{2L}{\mu^3(t + \beta)^2} (1 + \frac{c}{n}) G_t + \frac{2L}{\mu^2(t + \beta)^2} V_t + \frac{9L^2}{\mu^2(t + \beta)^2} \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2.$$

Moreover, if we multiply both sides of the above inequality by $(t + \beta)^2$ and use the following valid inequality

$$(1 - \mu\eta_t)(t + \beta)^2 = (1 - \frac{2}{t + \beta})(t + \beta)^2 = (t + \beta)^2 - 2(t + \beta) < (t + \beta - 1)^2,$$

we obtain,

$$\xi^{t+1}(t + \beta)^2 \leq \xi^t(t + \beta - 1)^2 + \left(\frac{2L}{\mu^2} (1 + \frac{c}{n}) - \frac{t + \beta}{\mu}\right) G_t + \frac{2L\sigma^2}{\mu^2} V_t + \frac{9L^2}{\mu^2(t + \beta)^2} \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2.$$

Summing this relation for $t = 0, \ldots, T - 1$, we get

$$\xi^T(T + \beta - 1)^2 \leq \xi^0(T - 1)^2 + \frac{2L\sigma^2}{\mu^2} T + \frac{9L^2}{\mu^2} \sum_{t=0}^{T-1} \frac{\sum_{i=t}^{T-1} \rho_i^2}{t + \beta} \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2.$$
We can now bound the coefficient of $G_t$ in the above expression as follows:

\[
\sum_{k=t+1}^{T-1} \frac{9L^2c}{\mu^3(k+\beta)} \prod_{i=t}^{k-1} \rho_i^2 + \frac{2L}{\mu^2} (1 + \frac{c}{n}) - \frac{t + \beta}{\mu} \cdot (T + \beta - 1) \leq \sum_{k=t+1}^{T-1} \frac{9L^2c}{\mu^3(k+\beta)} \prod_{i=t}^{k-1} \rho_i^2 + \frac{2L}{\mu^2} (1 + \frac{c}{n}) - \frac{t + \beta}{\mu} \cdot (T + \beta - 1)
\]

where in the third inequality we have used \( \sum_{k=t+1}^{T-1} 1/k \leq \int_{t}^{T} dx/x = \ln(t_2/t_1) \). The last inequality also holds by the assumption of the theorem. As the coefficient of $G_t$ is non-positive, we can simply drop it from the upper bound to get,

\[
\xi^T(T + \beta - 1)^2 \leq \xi^0(\beta - 1)^2 + \frac{2L\sigma^2}{n\mu^2T} + \frac{9L^2\sigma^2}{\mu^3} \sum_{t=0}^{T-1} \frac{1}{t + \beta} \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2.
\]

Finally, dividing both sides of the above inequality by $(T + \beta - 1)^2$ completes the proof.

Next, we specialize Theorem 1 to two specific choices of inter-communication time intervals.

### 3.1 Fixed-Length Intervals

A simple way to select the communication times $\tau_i$ is to partition the entire training time $T$ into $R$ subintervals of length at most $H$, i.e. $\tau_i = iH$ for $i = 1, \ldots, R-1$ and $\tau_R = \min\{RH, T\}$. In that case, we can bound the error term in (2) as follows:

\[
\sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2 \leq \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2 \leq H \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2 = H \sum_{i=0}^{t-1} \rho_i^2 \leq \frac{H}{1 - \rho^2},
\]

where in the first inequality and by some abuse of notation we set $\prod_{i=k}^{t-1} \rho_i^2 = 1$ if $k > t - 1$. As a result, we can upper-bound the error term in (2) by

\[
\sum_{t=0}^{T-1} \frac{1}{t + \beta} \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2 \leq \frac{H}{1 - \rho^2} \sum_{t=0}^{T-1} \frac{1}{t + \beta} \leq \frac{H}{1 - \rho^2} \ln(1 + \frac{T}{\beta - 1}).
\]

Therefore, we obtain the following corollary.

**Corollary 1.** Suppose that the assumptions of Theorem 1 hold, and moreover, workers communicate at least once every $H$ iterations. Then,

\[
\mathbb{E}[F(\bar{x}^T)] - F^* \leq \frac{\beta^2(F(\bar{x}^0) - F^*)}{T^2} + \frac{2L\sigma^2}{n\mu^2T} + \frac{9L^2\sigma^2H}{\mu^3T^2(1 - \rho^2)} \ln(1 + \frac{T}{\beta - 1}).
\]

Using Corollary 1, if we choose $H = \mathcal{O}(\frac{T}{n\ln(T)})$, then Algorithm 1 achieves a linear speedup in the number of workers, which is equivalent to a communication complexity of $R = \Omega(n\ln(T))$.

### 3.2 Varying Intervals

Here, we consider a more interesting choice of communication times with varying interval length. In other words, we allow the length of consecutive inter-communication intervals $H_i = \tau_{i+1} - \tau_i$ to grow linearly over time. The following theorem presents a performance guarantee for this choice of communication times.

**Theorem 2.** Suppose assumptions of Theorem 1 hold. Choose the maximum number of communications $1 \leq R \leq \sqrt{2T}$ and set $a \equiv \lceil \frac{2T}{R_1^2} \rceil \geq 1$, $H_i = a(i+1)$ and $\tau_i = \min\{ai(i+1)/2, T\}$ for $i = 1, \ldots, R$. Then, using Algorithm 2, we have

\[
\mathbb{E}[F(\bar{x}^T)] - F^* \leq \frac{\beta^2(F(\bar{x}^0) - F^*)}{T^2} + \frac{2L\sigma^2}{n\mu^2T} + \frac{144L^2\sigma^2}{(1 - \rho^2)\mu^3T^3}.
\]

**Proof.** Define $\tau_0 = 0$, for any $t$ satisfying $\tau_j \leq t < \tau_{j+1}$. We can write,

\[
\sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2 \leq \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^2 \leq \frac{H_j}{1 - \rho^2} \sum_{l=0}^{j-1} \prod_{i=l+1}^{j} \rho_i^2 \leq H_j \sum_{l=0}^{j-1} \prod_{i=l+1}^{j} \rho_i^2 = H_j \sum_{l=0}^{j-1} \rho_i^2 \leq \frac{H_j}{1 - \rho^2}.
\]
Therefore,
\[
\sum_{t=0}^{T-1} \frac{1}{t + \beta} \prod_{k=0}^{t-1} \rho_i^k \leq \sum_{t=t_0}^{\tau_i-1} \frac{1}{t + \beta} \sum_{k=0}^{t-1} \prod_{i=k}^{t-1} \rho_i^k \\
+ \sum_{j=1}^{R-1} \sum_{t=t_j}^{\tau_j+1-1} \frac{1}{t + \beta} \prod_{i=k}^{t-1} \rho_i^k \\
\leq \sum_{t=t_0}^{\tau_i-1} \frac{t}{t + \beta} + \frac{1}{1 - \rho^2} \sum_{j=1}^{R-1} \frac{H_j}{t_j + \beta} \\
= a + \frac{1}{1 - \rho^2} \sum_{j=1}^{R-1} \frac{2a^2(j + 1)^2}{a_j(j + 1) + 2\beta} \\
\leq a + \frac{2}{1 - \rho^2} \sum_{j=1}^{R-1} \frac{a^2(j + 1)^2}{a_j(j + 1)} \\
\leq \frac{4aR}{1 - \rho^2}.
\]
We select \( R = \mathcal{O}(n) \) and \( \beta = 1 \) if we choose the number of communication rounds to be \( R = \mathcal{O}(n) \), then Algorithm 1 achieves an error that scales as \( \mathcal{O}(\frac{1}{n^2T}) \) in the number of workers when \( T = \mathcal{O}(n^2) \). As a result, we obtain a linear speedup in the number of workers by simply increasing the number of iterations while keeping the total number of communications bounded.

4 Numerical Experiments

This section shows the results of several numerical experiments to compare the performance of different communication strategies in Decentralized Local SGD and show the impact of the number of workers and the communication network structure.

4.1 Quadratic Function With Strong-Growth Condition

We use the same cost function \( F \) as in [Spiridonoff et al. (2020)] for performance evaluation: define \( F(x) = \mathbb{E}_\zeta f(x, \zeta) \) where,
\[
f(x, \zeta) \triangleq \sum_{i=1}^{d} \frac{1}{2} x_i^2 (1 + z_{1,i}) + x^T z_2.
\]
Here, \( \zeta = (z_1, z_2) \), where \( z_1, z_2 \in \mathbb{R}^d \), \( z_{1,i} \sim \mathcal{N}(0, c_1) \) and \( z_{2,i} \sim \mathcal{N}(0, c_2) \), \( \forall i \in [d] \) are random variables with normal distributions. We assume at each iteration \( t \), each worker \( i \) samples a \( \zeta_i \) and uses \( \nabla f(x, \zeta_i) \) as a stochastic estimate of \( \nabla F(x) \). It is easy to verify that \( F(x) \equiv \frac{1}{2} x^2 \) is \( 1 \)-strongly convex and \( 1 \)-smooth, and \( F^* = 0 \). Moreover, the noise variance is uniform with strong-growth condition (Assumption 2): \( \mathbb{E}_\zeta ||\nabla f(x, \zeta) - \nabla F(x)||^2 = c ||\nabla F(x)||^2 + \sigma^2 \), where \( c = c_1 \) and \( \sigma^2 = dc_2 \).

To compare different communication strategies in Decentralized Local SGD, we set the number of workers to be \( n = 20 \) and generate connected random communication graphs using an Erdős–Rényi graph with the probability of connectivity \( \rho = 0.3 \). We use the local-degree weights (also known as Metropolis weights) to generate the mixing matrix, i.e., assigning the weight on an edge based on the larger degree of its two incident nodes [Xiao & Boyd (2004)]:
\[
w_{ij} = \frac{1}{\max\{d_i, d_j\}}, \text{ if } \{i, j\} \text{ is an edge}.
\]
We use Decentralized Local SGD (Algorithm 1) to minimize \( F(x) \) using different communication strategies. We select \( c_1 = 15, c_2 = \frac{1}{12}, d = 20, \) and \( T = 2000 \) iterations, and the step-size sequence \( \eta_t = 2 / (\mu(t + \beta) \rho) \) with \( \beta = 1 \). We start each simulation from the initial point of \( x^0 = 1_d \) and repeat each simulation 500 times. The average of the results are reported in Figures 1(a) and 1(b).

Figure 1(a) shows that considering error over iterations, our proposed strategy, which gradually increases communication intervals \( (H_i = 3(i+1)) \) outperforms all the other strategies except the one that communicates at every iteration, which requires far more communication rounds than our proposed strategy.

Figure 1(b) illustrates the effectiveness of each communication round in different strategies. It shows that our proposed strategy uses communication rounds more efficiently than all the other strategies except that only communicates at the end of optimization, which is not competitive in terms of its final error.
Figure 1: Local SGD with different communication strategies with $F(x) = \mathbb{E}_\zeta f(x, \zeta)$ defined in (5), $c_1 = 15, c_2 = \frac{1}{12}, d = 20, \beta = 1$. Figures (a) and (b) show the error of different communication methods over iteration and communication round, respectively, with a fixed network size of $n = 20$.

Figure 2: The convergence of Local SGD with the communication method proposed in this paper ($2n$ communication rounds) for various Erdős-Rényi graphs with different number of workers and the probability of connectivity (a) and various path graphs with different number of workers (b).

We use Decentralized Local SGD (Algorithm 1) to minimize $F(x)$ and set the communication strategy to be varying intervals with the number of communication rounds $R = 2n$. We select $c_1 = 15, c_2 = \frac{1}{12}, d = 20$, and $T = 4000$ iterations, and the step-size sequence $\eta_t = 2/\mu(t + \beta)$ with $\beta = 1$. We start each simulation from the initial point of $x^0 = \mathbf{1}_d$, and repeat each simulation 500 times. The average of the results are reported in Figures 2(a) and 2(b).

Figure 2(a) shows that while the connectivity of the communication network makes a minor contribution to the differences of the convergence speed of the algorithm, with the better network connectivity generally resulting in faster convergence speed, the significant differences are caused by the different number of workers in the network. A linear-speed up in the number of workers can be seen in the figure with only $R = 2n$ communication rounds.
Figure 2(b) further verifies our theoretical findings. Notice that the connectivity of the communication network is reflected by the parameter $1/(1−\rho^2)$ in Eq. (1), and $1/(1−\rho^2)$ for each path graph with $n = 4, 8, 16, 32, 64$ workers can be computed as 2.84, 10.1, 39.3, 156, 623, respectively. However, despite the increase of $1/(1−\rho^2)$, a linear-speed up of the convergence speed in the number of workers can still be observed. Figures 2(a)(b) verify that linear-speed up in the number of workers can be achieved with only $R = 2n$ communication rounds.

Additional experimental results for the regularized logistic regression can be found in the supplementary material.

5 Conclusion

In this paper, we considered the problem of computation versus communication trade-off for Decentralized Local SGD over arbitrary undirected connected graphs. We have shown that by using appropriately chosen inter-communication intervals, one can achieve a linear speedup in the number of workers while keeping the total number of communications bounded by the number of workers.

In this work, we restricted our attention to undirected networks and homogeneous objective functions. Therefore, generalizing our work to directed networks in which workers have access to heterogeneous objective functions (or heterogeneous data sets) would be an interesting research direction. In that regard, the existing results such as Li et al. (2019a), Khaled et al. (2019), Assran et al. (2019), Pu et al. (2020), Zhang & You (2019) could serve as a good starting point.
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6 Auxiliary results and proofs

Let us define the following notations used in the proofs here:

\[ G_t := \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \|\nabla F(x_i)\|^2\right], \quad V_t := \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \|x_i - \bar{x}_t\|^2\right], \quad \bar{\epsilon}_t := \frac{1}{n} \sum_{i=1}^{n} \epsilon_i \]

Moreover, define \( F^t := \{x_i^k, g_i^k|1 \leq i \leq n, 0 \leq k \leq t - 1\} \cup \{x_i^k|1 \leq i \leq n\} \) to be the history of all the iterates up to time \( t \). Then, we can bound the optimality error in terms of \( V_t \) and \( G_t \) as follows:

**Lemma 3.** Let Assumptions \[\Box\] and \([\Box] hold. Then,

\[ \xi^{t+1} \leq \xi^t (1 - \mu \eta) - \frac{\eta_h}{2} G_t + \frac{\eta^2 L}{2} (1 + \frac{c}{n}) G_t + \frac{\eta_h L^2}{2} V_t + \frac{\eta^2 L \sigma^2}{2n}. \]

**Proof.** We can write

\[ \bar{x}^{t+1} = \frac{1}{n} \mathbb{E}[(\mathbb{X}^t - \eta G(\mathbb{X}^t)) W_t] 1_n \]

\[ = \frac{1}{n} \mathbb{E}[\mathbb{X}^t W_t] 1_n - \eta \frac{1}{n} G(\mathbb{X}^t) W_t 1_n \]

\[ = \bar{x}^t - \eta \bar{g}^t. \]

By Assumption \([\Box]\), we have

\[ \mathbb{E}[F(\bar{x}^{t+1})] - F(\bar{x}^t) \leq -\eta \mathbb{E}[\langle \nabla F(\bar{x}^t), \bar{g}^t \rangle] + \frac{\eta^2 L}{2} \mathbb{E}[\|\bar{g}^t\|^2]. \]

We bound the first term on the right side of (6) by conditioning on \( F^t \) as follows:

\[ \mathbb{E}[\langle \nabla F(\bar{x}^t), \bar{g}^t \rangle | F^t] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\langle \nabla F(x^t_i), g^t_i \rangle | F^t] \]

\[ = \frac{1}{2} \|\nabla F(\bar{x}^t)\|^2 + \frac{1}{2n} \sum_{i=1}^{n} \|\nabla F(x^t_i)\|^2 - \frac{1}{2n} \sum_{i=1}^{n} \|\nabla F(\bar{x}^t) - \nabla F(x^t_i)\|^2 \]

\[ \geq \mu(F(\bar{x}^t) - F^*) + \frac{1}{2n} \sum_{i=1}^{n} \|\nabla F(x^t_i)\|^2 - \frac{L^2}{2n} \sum_{i=1}^{n} \|\bar{x}^t - x^t_i\|^2, \]

where we used \( \langle a, b \rangle = \frac{1}{2} ||a||^2 + \frac{1}{2} ||b||^2 - \frac{1}{2} ||a - b||^2 \) in the second equality, and \( \frac{1}{2} ||\nabla F(x)\|^2 \geq \mu(F(x) - F^*) \) together with smoothness of \( F \) in the last inequality. Taking expectation from (7), we obtain

\[ \mathbb{E}[\langle \nabla F(\bar{x}^t), \bar{g}^t \rangle] \geq \mu \xi^t + \frac{1}{2} G_t - \frac{L^2}{2} V_t. \]

Next, we bound the second term on the right side of (6) by conditioning on \( F^t \) as follows:

\[ \mathbb{E}[\|\bar{g}^t\|^2 | F^t] = \mathbb{E}[\|\nabla F(\mathbb{X}^t) + \bar{\epsilon}_t\|^2 | F^t] \]

\[ = \|\nabla F(\mathbb{X}^t)\|^2 + \mathbb{E}[\|\bar{\epsilon}_t\|^2 | F^t] \]

\[ \leq \frac{1}{n} \sum_{i=1}^{n} \|\nabla F(x^t_i)\|^2 + \frac{1}{n^2} \sum_{i=1}^{n} (\sigma^2 + c \|F(x^t_i)\|^2). \]
Taking expectation from the above expression, we have

$$\mathbb{E}[\|g^t\|^2] \leq (1 + \frac{c}{n}L)\sigma^2/n.$$  (8)

Substituting (7), (8) into (6) completes the proof.

Next, we proceed to bound $V_t$. But before that, we first state and prove the following useful lemma.

**Lemma 4.** Let $\rho$ be the second largest eigenvalue of the doubly stochastic matrix $W$. Then, for any matrix $Y \in \mathbb{R}^{d \times n}$, $Y1_n = 0$, we have $\|YW\|_F^2 \leq \rho^2\|Y\|_F^2$.

**Proof.** Let $y_1^T, \ldots, y_d^T$ be the row vectors of $Y$. By the assumption, we have $y_i^T1_n = 0, \forall i \in [d]$. Therefore,

$$\|YW\|_F^2 = \sum_{i=1}^d \|y_i^TW\|^2$$

$$\leq \sum_{i=1}^d \left( \max_{y^T1_n = 0} \|Wy\|^2 \right) \cdot \|y_i\|^2$$

$$= \sum_{i=1}^d \rho^2\|y_i\|^2 = \rho^2\|Y\|_F^2.$$

**Lemma 5.** Let Assumptions 1 and 2 hold. Then,

$$V_{t+1} \leq \rho^2\left( V_t \left( 1 - 2\eta_\mu + \eta_t^2L^2 \right) + \frac{n-1}{n} \eta_t^2\sigma^2 + \frac{n-1}{n} \eta_t^2cG_t \right).$$

**Proof.** Let us $Q = \frac{1}{n}1_n1_n^T$. Then, we have

$$\frac{1}{n}V_{t+1} = \mathbb{E}[\|X^{t+1}(I - Q)\|_F^2]$$

$$= \mathbb{E}[\|X^{t} - \eta_tG(X^{t})\|W(I - Q)\|_F^2]$$

$$= \mathbb{E}[\|X^{t} - \eta_tG(X^{t})\|W(I - Q)\|_F^2]$$

$$\leq \rho_t^2\mathbb{E}[\|X^{t} - \eta_tG(X^{t})\|W(I - Q)\|_F^2],$$

where the last inequality holds by Lemma 4. Define

$$x_i^{t+1/2} := x_i^t - \eta_tg_i^t, \quad \bar{x}_i^{t+1/2} := \frac{1}{n} \sum_{i=1}^n x_i^{t+1/2}.$$

Then, we can write

$$\mathbb{E}[\|X^{t} - \eta_tG(X^{t})\|W(I - Q)\|_F^2] = \mathbb{E}[\sum_{i=1}^n \|x_i^{t+1/2} - \bar{x}_i^{t+1/2}\|^2]$$

$$= \sum_{i=1}^n \|\mathbb{E}[x_i^{t+1/2} - \bar{x}_i^{t+1/2}]\|^2 + \sum_{i=1}^n \mathbb{E} \left[ \|x_i^{t+1/2} - \bar{x}_i^{t+1/2} - \mathbb{E}[x_i^{t+1/2} - \bar{x}_i^{t+1/2}]\|^2 \right].$$

(10)

Let us consider the first term on the right side of (10). By taking conditional expectation, we obtain

$$\sum_{i=1}^n \|\mathbb{E}[x_i^{t+1/2} - \bar{x}_i^{t+1/2}]\|^2 = \sum_{i=1}^n \|x_i^t - \bar{x}^t - \eta_t(\nabla F(x_i^t) - \nabla \bar{F}(x_i^t))\|^2$$
\[
= \sum_{i=1}^{n} \|x_i^t - \bar{x}^t\|^2 + \sum_{i=1}^{n} \eta_i^2 \|\nabla F(x_i^t) - \nabla F(x_i^t)\|^2 - 2\eta_t \sum_{i=1}^{n} \langle \nabla F(x_i^t), x_i^t - \bar{x}^t \rangle. \tag{11}
\]

By using \(L\)-smoothness of \(F\), we have
\[
\sum_{i=1}^{n} \|\nabla F(x_i^t) - \nabla F(x_i^t)\|^2 = \frac{1}{n} \sum_{\{i,j\}} \|F(x_i^t) - F(x_j^t)\|^2
\leq \frac{L^2}{n} \sum_{\{i,j\}} \|x_i^t - x_j^t\|^2 = L^2 \sum_{i=1}^{n} \|x_i^t - \bar{x}^t\|^2.
\tag{12}
\]

Moreover, by \(\mu\)-strong convexity of \(F\), we have
\[
\sum_{i=1}^{n} \langle F(x_i^t), x_i^t - \bar{x}^t \rangle = \sum_{i=1}^{n} \langle F(x_i^t), \frac{1}{n} \sum_{j=1}^{n} (x_i^t - x_j^t) \rangle
= \frac{1}{n} \sum_{\{i,j\}} \langle F(x_i^t) - F(x_j^t), (x_i^t - x_j^t) \rangle
\geq \frac{\mu}{n} \sum_{\{i,j\}} \|x_i - x_j\|^2 = \mu \sum_{i=1}^{n} \|x_i^t - \bar{x}^t\|^2,
\tag{13}
\]

where the last inequality follows from the relation \(\langle \nabla F(x) - \nabla F(y), x - y \rangle \geq \mu \|x - y\|^2\). Finally, by combining (11)–(13) we obtain,
\[
\sum_{i=1}^{n} \|E[x_i^{t+1/2} - \bar{x}^{t+1/2} | F^t]\|^2 \leq \sum_{i=1}^{n} \|x_i^t - \bar{x}^t\|^2(1 - 2\eta_t \mu + \eta_t^2 L^2).
\]

Next, let us consider the second term on the right side of (10). We have,
\[
\sum_{i=1}^{n} \mathbb{E} \left[ \left\| x_i^{t+1/2} - \bar{x}^{t+1/2} - E[x_i^{t+1/2} - \bar{x}^{t+1/2}] \right\|^2 | F^t \right]
= \sum_{i=1}^{n} \mathbb{E} \left[ \left\| x_i^{t+1/2} - E[x_i^{t+1/2}] - (\bar{x}^{t+1/2} - E[\bar{x}^{t+1/2}]) \right\|^2 | F^t \right]
= \eta_t^2 \sum_{i=1}^{n} \mathbb{E} \left[ \|\epsilon_i^t - \epsilon^t\|^2 | F^t \right]
= \eta_t^2 \left( \sum_{i=1}^{n} \mathbb{E} \left[ \|\epsilon_i^t\|^2 | F^t \right] - n \mathbb{E} \left[ \|\epsilon^t\|^2 | F^t \right] \right)
= \eta_t^2 \sum_{i=1}^{n} \mathbb{E} \left[ \|\epsilon_i^t\|^2 | F^t \right] (1 - \frac{1}{n})
\leq (n - 1) \eta_t^2 \sigma^2 + \frac{1}{n} \eta_t^2 \mathbb{E} \sum_{i=1}^{n} \|\nabla F(x_i^t)\|^2,
\]

where in the last equality we have used conditional independence of \(\epsilon_i^t\) to conclude \(\mathbb{E}[\|\epsilon^t\|^2 | F^t] = (1/n^2) \sum_{i=1}^{n} \mathbb{E}[\|\epsilon_i^t\|^2 | F^t]\). If we take expectation from the two relations above and combine them with (9) and (10), we get
\[
nV_{t+1} \leq \rho_t^2 \mathbb{E}[\| (X^t - \eta_t G(X^t)) (I - Q) \|^2_F]
= \rho_t^2 \sum_{i=1}^{n} \mathbb{E}[\|x_i^{t+1/2} - \bar{x}^{t+1/2}\|^2]^2 + \rho_t^2 \sum_{i=1}^{n} \mathbb{E} \left[ \left\| x_i^{t+1/2} - \bar{x}^{t+1/2} - E[x_i^{t+1/2} - \bar{x}^{t+1/2}] \right\|^2 \right]
\leq \rho_t^2 \mathbb{E} \left[ \left\| x_i^t - \bar{x}^t \right\|^2 \right] (1 - 2\eta_t \mu + \eta_t^2 L^2) + \rho_t^2 ((n - 1) \eta_t^2 \sigma^2 + (1 - \frac{1}{n}) \eta_t^2 \mathbb{E} \left[ \sum_{i=1}^{n} \|\nabla F(x_i^t)\|^2 \right])
\]
\[ = \rho_t^2(nV_t (1 - 2\mu + \eta_t^2L^2) + (n-1)b_t^2\sigma^2 + (n-1)\eta_t^2cG_t). \]

That completes the proof. \(\square\)

**Lemma 6.** Let assumptions of Theorem 4 hold. Then,

\[ V_t \leq \frac{9(n-1)}{n} \sum_{k=0}^{t-1} \frac{cG_k + \sigma^2}{\mu^2(t + \beta)^2} \prod_{i=k}^{t-1} \rho_i^2. \]

**Proof.** Define \(\Delta_k = (1 - 2\eta_k b + \eta_k^2L^2)\) for \(k \geq 0\). Using Lemma 5 recursively, we can write

\[ V_t \leq \rho_{t-1}^2 \left( \Delta_{t-1} V_{t-1} + \frac{\eta_{t-1}^2(n-1)}{n}(\sigma^2 + cG_{t-1}) \right) \]

\[ \leq \rho_{t-1}^2 \Delta_{t-1} \rho_{t-2}^2 \Delta_{t-2} V_{t-2} + \rho_{t-1}^2 \eta_{t-2}^2(n-1) \frac{\eta_{t-2}^2(n-1)}{n}(\sigma^2 + cG_{t-2}) \]

\[ + \rho_{t-1}^2 \eta_{t-1}^2(n-1) \frac{\eta_{t-1}^2(n-1)}{n}(\sigma^2 + cG_{t-1}) \leq \ldots \]

\[ \leq \prod_{k=0}^{t-1} \rho_k^2 \Delta_k V_0 + \frac{n-1}{n} \sum_{k=0}^{t-1} \eta_k^2(\sigma^2 + cE[G_k]) \prod_{i=k+1}^{t-1} \Delta_i \prod_{i=k}^{t-1} \rho_i^2, \]

where in the last equality we have used \(V_0 = 0\). By the choice of stepsize and \(\beta \geq 2\kappa^2\), we have

\[ \Delta_k = 1 - \frac{4}{(k + \beta)} + \frac{4L^2}{\mu^2(k + \beta)^2} \leq 1 - \frac{4}{k + \beta} + \frac{4\kappa^2}{(k + \beta)\beta} \leq 1 - \frac{4}{k + \beta} + \frac{2}{k + \beta} = 1 - \frac{2}{k + \beta}. \]

Therefore, we have,

\[ V_t \leq \frac{n-1}{n} \sum_{k=0}^{t-1} \frac{4(\sigma^2 + cE[G_k])}{\mu^2(k + \beta)^2} \frac{(k + \beta + 1)^2}{(t + \beta)^2} \prod_{i=k}^{t-1} \rho_i^2 \]

\[ \leq \frac{n-1}{n} \sum_{k=0}^{t-1} \frac{9(\sigma^2 + cE[G_k])}{\mu^2(t + \beta)^2} \prod_{i=k}^{t-1} \rho_i^2, \]

where in the first inequality we have used the valid inequality \(\prod_{i=a}^{b} (1 - \frac{2}{i}) \leq \left(\frac{a}{b+1}\right)^2\), and in the second inequality we have used \((k + \beta + 1)/(k + \beta) \leq (\beta + 1)/\beta \leq 3/2\) since \(\beta \geq 2\kappa^2 \geq 2\).

\(\square\)

**Lemma 7.** Let \(b \geq a > 2\) be integers. Define \(\Phi(a, b) = \prod_{i=a}^{b} (1 - \frac{2}{i})\). We then have \(\Phi(a, b) \leq \left(\frac{a}{b+1}\right)^2\).

**Proof of Lemma 7.** Indeed,

\[ \ln(\Phi(a, b)) = \sum_{i=a}^{b} \ln \left(1 - \frac{2}{i}\right) \leq \sum_{i=a}^{b} \frac{-2}{i} \leq -2 \left[ \ln(b + 1) - \ln(a) \right]. \]

where we used the inequality \(\ln(1 - x) \leq -x\) as well as the standard technique of viewing \(\sum_{i=a}^{b} 1/i\) as a Riemann sum for \(\int_{a}^{b+1} 1/x \, dx\) and observing that the Riemann sum overstates the integral. Exponentiating both sides now implies the lemma. \(\square\)
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(a) Error over iterations.
(b) Error over communications.

Figure 3: Local SGD with different communication strategies for $l_2$ regularized logistic regression with $F(x)$ defined in (14), $\mu = \lambda = 0.05$, $\beta = 1$. Figures (a) and (b) show the error of different communication methods over iteration and communication round, respectively, with a fixed network size of $n = 20$.

7 Additional Numerical Experiments

In this section we provide additional experimental results for the regularized logistic regression.

7.1 Logistic Regression on a9a Data Set

We used the a9a data set from LIBSVM Chang & Lin (2011) and consider logistic regression problem with $l_2$ regularization of order $\frac{1}{n}$. The objective function $F$ to be minimized is

$$F(x) = \frac{1}{N} \sum_{j=1}^{N} \left( \ln(1 + \exp(x^T A_j)) - 1_{(b_j=1)} x^T A_j \right) + \frac{\lambda}{2} \|x\|_2^2,$$

(14)

where $\lambda$ is the regularization parameter, $A_j \in \mathbb{R}^d$ and $b_j \in \{0, 1\}$, $j = 1, \ldots, N$ are features (data points) and their corresponding class labels, respectively. The a9a data set consists of $N = 32561$ data points for training with $d = 123$ features. Throughout the experiments we set $\lambda = 0.05$.

We performed two sets of experiments for the purpose of comparing different communication strategies in Decentralized Local SGD and evaluating the impact of the number of workers and the communication network structure in Decentralized Local SGD, respectively, following the same schemes as in Section 4.

Specifically, in the first set of experiments we set the number of workers to be $n = 20$ and generate connected random communication graphs using an Erdős-Rényi graph with the probability of connectivity $p = 0.3$ and the local-degree weights to generate the mixing matrix. We use Decentralized Local SGD (Algorithm 1) to minimize $F(x)$ using different communication strategies. We select $T = 1000$ iterations, and the step-size sequence $\eta_t = \frac{2}{\mu(t + \beta)}$ with $\beta = 1$, $\mu = \lambda = 0.05$. We start each simulation from the initial point of $x^0 = 0_d$ and repeat each simulation 20 times. The average of the results are reported in Figures 3(a) and 3(b).

Figure 3(a) shows that all the communication strategies share similar behavior considering error over iterations. This may be due to the fact that for the noise variance the strong-growth condition (Assumption 2) is not satisfied with a significant coefficient $c \geq 0$. Figure 3(b) shows that when considering error over communications, our proposed strategy remains one of the most competitive.

To evaluate the impact of the number of workers and the communication network structure in Decentralized Local SGD, we generate two sets of communication graphs: various Erdős-Rényi graphs with different number of workers and the probability of connectivity $p = d/n$, where $d$ is the average degree of nodes and $d = (1 + \delta) \ln n$.
Figure 4: The convergence of Local SGD for $l_2$ regularized logistic regression with the communication method proposed in this paper ($2n$ communication rounds) for various Erdős-Rényi graphs with different number of workers and the probability of connectivity (a) and various path graphs with different number of workers (b).

With $\delta = 0.1$, indicating a sparse Erdős-Rényi graph, or $\delta = 2$, indicating a dense Erdős-Rényi graph; various path graphs with different number of workers. We use the local-degree weights to generate the mixing matrix.

We use Decentralized Local SGD (Algorithm 1) to minimize $F(x)$ and set the communication strategy to be varying intervals with the number of communication rounds $R = 2n$. We select $T = 2000$ iterations, and the step-size sequence $\eta_t = 2/\mu(t + \beta)$ with $\beta = 1, \mu = \lambda = 0.05$. We start each simulation from the initial point of $x^0 = 0_d$ and repeat each simulation 20 times. The average of the results are reported in Figures 4(a) and 4(b).

Figures 4(a)(b) show similar patterns as Figures 2(a)(b), and further verify that while graph connectivity may not be the major impact factor of the convergence speed of Decentralized Local SGD, linear-speed up in the number of workers can be expected with only $R = 2n$ communication rounds.