Detection of Fungal Disease in Cabbage Images Using Adaptive Thresholding Technique Compared with Threshold Technique
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Abstract

Aim: To improve the detection rate of fungal disease in cabbage leaf images using the adaptive thresholding algorithm in terms of accuracy and sensitivity. Materials and methods: The accuracy and sensitivity of adaptive thresholding algorithm (n=272) was compared with thresholding algorithm (n=272) with p-value 0.8 and appears to be improved the detection rate of fungal disease in cabbage in terms of accuracy and sensitivity in the MATLAB simulation tool. Result: The adaptive thresholding algorithm has appeared to be accuracy (80.5%) and sensitivity (93.5%) than the thresholding algorithm accuracy(62.7%) and sensitivity(43.1%). Adaptive thresholding algorithm has appeared to be accuracy (p=0.26) and sensitivity (p=0.614) compared with the thresholding algorithm. Conclusion: It appears to be that the detection rate is better using adaptive thresholding algorithm compared with thresholding algorithm in terms of accuracy and sensitivity.
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1. introduction

India is an agriculture based country and we all know that agriculture is the backbone of our country. The agriculture field plays an important role in the economic development of the country. The need for monitoring agriculture is increasing as diseases occur in the plants is increasing. In this study fungal disease in cabbage is detected using adaptive thresholding compared with thresholding algorithms (Singh and Misra 2017). The most common types of diseases that infect the plants are bacterial, fungal, and viral infections. Cabbage plants are affected by various fungal diseases. In this
we will mainly concentrate on spotting the fungal diseases in cabbage plants and prevent the plant from being infected and spoiled (Fang and Ramasamy 2015). Detecting diseases by human experts observation is possible to only some extent. By using the proposed technique, we can detect the disease at an early stage which results in increase in the productivity of the crop. Decrease the loss that occurs in the agriculture sector. Increase in the quality of the crop and increase the country's economy (Chen et al. 2013). Detecting fungal disease in cabbage would assist the farmers in keeping the plants healthy and clean, thus ensuring the health of both plants and humans. (Bharate and Shirdhonkar 2017).

There have been 20 research papers written in the last five years on fungal disease detection in plants. Fungal disease in cabbage is detected using an adaptive thresholding algorithm. The heavy metals have adverse effects on plant diseases. These heavy metals are one of the reasons for plant stress (Morkunas et al. 2018). Different types of imaging techniques are used for plant disease detection (Pathmanaban, Gnanavel, and Anandan 2019). sclerotina sclerotiorum and botrytis cineria are the two types of fungus which can infect the plant. But, the exogenous DSRNA can protect the plant effectively from those fungus (McLoughlin et al. 2018). Hormetic dose responses are induced by grand level ozone in plants. Ozones impact on vegetation based on linear non-threshold is minimum (Agathokleous et al. 2019). Recent applications of imaging techniques is the best study and the motivation behind doing the research is disease detection in plants prevents the loss in the agriculture field (Pathmanaban, Gnanavel, and Anandan 2019).

Previously our team has a rich experience in working on various research projects across multiple disciplines (Sathish and Karthick 2020; Varghese, Ramesh, and Veeraiyan 2019; S. R. Samuel, Acharya, and Rao 2020; Venu, Raju, and Subramani 2019; M. S. Samuel et al. 2019; Venu, Subramani, and Raju 2019; Mehta et al. 2019; Parvarish Sharma et al. 2019; Malli Sureshbabu et al. 2019; Krishnaswamy et al. 2020; Muthukrishnan et al. 2020; Gheena and Ezhilarasan 2019; Vignesh et al. 2019; Ke et al. 2019; Vijayakumar Jain et al. 2019; Jose, Ajitha, and Subbaiyan 2020). Now the growing trend in this area motivated us to pursue this project.

The main aim of this research is to detect the fungal disease in cabbage image with high accuracy using adaptive thresholding algorithm. Because, the detection rate of fungal disease in cabbage images using thresholding algorithm is poor.

2. Materials and Methods

The study setting of the proposed work is done in our university. The number of groups identified for the study is 2. One group refers to an adaptive thresholding algorithm and the other
group refers to thresholding algorithm. For each group the sample size is 272 (Kane, Phar, and BCPS n.d.). The total sample size of this research work is 544. The pre-test analysis is found to be 80%.

In sample preparation group 1, fungal disease in cabbage leaf image is detected using adaptive thresholding algorithm. It is a Novel Algorithm in which k-means clustering is used to detect the fungal disease in Cabbage leaf images. It is a method used for determining the value for smaller regions resulting in varying threshold values for different regions. A grayscale or colour image is usually used as an input for adaptive thresholding and output is displayed as a binary image. Based on the pixel intensities of each area, adaptive thresholding is used to distinguish suitable foreground image objects from the background. Over the course of the picture adaptive thresholding adjusts the threshold dynamically. In adaptive thresholding there are different threshold values for different regions of the image. Whereas in other types the threshold value will be a global value. In this approach we will analyse the strength values of each pixel’s local neighbourhood statistically. The measurement which is more suitable relies to a great extent upon the information of the picture. The value of the adaptive threshold technique is determined automatically. And we select the area of interest of an image and will ignore the parts that we are not concerned with in this algorithm.

In sample preparation group 2, the fungal disease in cabbage leaf image is detected using thresholding algorithm. It is the basic method of image segmentation and it is used to construct the binary image (Mapayi, Viriri, and Tapamo 2014; Tete and Kamlu 2017a). Each pixel in an image is converted into black pixel in a thresholding method if the image intensity is lower than the predetermined value (Meunkaewjinda et al. 2008). Thresholding involves replacing each pixel in an image with black pixel if the intensity is less than any fixed constant or the white pixel if image intensity is greater than the constant (Kim and Fessler 2018). There are many types of thresholding techniques(Dhal et al. 2020). They are histogram based, Entropy based, Spatial method.

Matlab toolkit (2016) is used for simulation with required add ons installed. Write the code for fungal disease detection in cabbage using adaptive threshold algorithm in matlab's new script.

As shown in Fig. 1, the first step is digital images of plant leaves are collected from a data set to give input. Cabbage image is given as an input image and the image is converted into grayscale. After that adaptive thresholding is applied. To remove the unwanted area from the image and decrease the noise in the image morphological operation will be performed. It highlights the diseased portion of the leaf So that it will be easier for the detection of fungal disease. After performing the morphological operation the features are extracted from the image. Then the feature vector is compared with the features of the database. Based on the matching status classification of the disease will be done. Finally the detected disease will be displayed as a result. In this research work Image
with fungal disease is taken as independent variables in this study, and based on this output images will be shown in the command window with dependent variables accuracy and sensitivity. Detection rate will be calculated with the help of output variables.

Fig. 1 - Flow Chart for Disease Detection in Cabbage Image

3. Results

Figure 2 Represents The input is the cabbage image in rgb form in which the contrast of the image is enhanced. The contrast is enhanced because it improves the quality of the image as shown in (a). After the image contrast is enhanced it is converted into a grayscale image for better understanding of the image and it will be easier for the detection of the disease as shown in (b). After the grayscale conversion of the image, the background subtraction is done. This process is done to remove background data as shown in (c). Because background data sometimes leads to the ambiguous results. After the background subtraction, the total image will be enhanced. The image is enhanced to highlight the disease portions of the leaf. So that we can detect the disease clearly as shown in (d). As shown in (e) the detected fungal disease type in cabbage image is displayed on the screen as a result. As shown in (f), the fungal disease in cabbage image is detected using thresholding. As shown in (g), the fungal disease in cabbage image is detected using adaptive thresholding. But, the adaptive thresholding algorithm appears to be improved in terms of accuracy and sensitivity when compared to the thresholding algorithm.
Fig. 2 - The input is the cabbage image in rgb form in which the contrast of the image is enhanced. The contrast is enhanced because it improves the quality of the image as shown in (a). After the image contrast is enhanced it is converted into a grayscale image for better understanding of the image and it will be easier for the detection of the disease as shown in (b). After the grayscale conversion of the image, the background subtraction is done. This process is done to remove background data as shown in (c). Because background data sometimes leads to the ambiguous results. After the background subtraction, the total image will be enhanced. The image is enhanced to highlight the disease portions of the leaf. So that we can detect the disease clearly as shown in (d). As shown in (e) the detected fungal disease type in cabbage image is displayed on the screen as a result. As shown in (f), the fungal disease in cabbage image is detected using thresholding. As shown in (g), the fungal disease in cabbage image is detected using adaptive thresholding.
Accuracy and sensitivity are taken for 20 sample images in table 1. These were used in the spss software to get the group statistics which contains the mean values of accuracy and sensitivity and standard deviation has been calculated in table 2 which is obtained from the outputs of spss. Table 3 shows the testing of independent variables in which significance, mean difference and standard error deviation has been given for the adaptive thresholding algorithm and thresholding algorithm. Fig. 3 and Fig. 4 shows the graph comparison between adaptive thresholding and thresholding algorithms. Fig. 5 shows the comparison graph for adaptive thresholding algorithm and thresholding algorithm in which accuracy and sensitivity of both the algorithms are compared and to find the effective algorithm for the detection of fungal disease in cabbage.

Table 1 - Accuracy and sensitivity values for adaptive thresholding algorithm and thresholding algorithm. These were obtained by simulating the images in matlab tool.

| S.NO | Adaptive thresholding algorithm | Thresholding algorithm |
|------|---------------------------------|------------------------|
|      | accuracy | sensitivity | accuracy | sensitivity |
| 1    | .85      | 1           | .60      | .38         |
| 2    | .73      | 1           | .69      | .44         |
| 3    | .75      | .54         | .66      | .42         |
| 4    | .71      | 1           | .71      | .72         |
| 5    | .80      | 1           | .68      | .46         |
| 6    | .86      | 1           | .45      | .33         |
| 7    | .79      | 1           | .62      | .43         |
| 8    | .75      | 1           | .72      | .53         |
| 9    | .74      | 1           | .71      | .53         |
| 10   | .82      | 1           | .63      | .46         |
| 11   | .83      | .70         | .77      | .64         |
| 12   | .95      | 1           | .37      | .23         |
| 13   | .81      | .48         | .79      | .88         |
| 14   | .84      | 1           | .64      | .39         |
| 15   | .82      | 1           | .47      | .14         |
| 16   | .88      | 1           | .63      | .36         |
| 17   | .76      | 1           | .69      | .47         |
| 18   | .79      | 1           | .68      | .42         |
| 19   | .80      | 1           | .48      | .36         |
| 20   | .84      | 1           | .56      | .36         |

Table 2 - Group statistics T-test: comparison of accuracy and sensitivity of adaptive thresholding and thresholding algorithms. There is a statistically significant difference in accuracy and sensitivity of adaptive thresholding algorithm and thresholding algorithm. Accuracy of adaptive thresholding has the highest mean (.8054) over thresholding algorithm (.6276). sensitivity of adaptive thresholding algorithm has a mean of .9359 which is higher and thresholding algorithm has the lowest mean of .4319

| Group   | No of samples | mean   | Std. deviation | Std. mean error |
|---------|---------------|--------|----------------|-----------------|
| Accuracy| Adaptive thresholding | 272   | .8054          | .05728          | .01281          |
|         | thresholding   | 272   | .6276          | .11107          | .02483          |
| Sensitivity| Adaptive thresholding | 272   | .9359          | .16062          | .03592          |
|         | Sensitivity    | 272   | .4319          | .12780          | .02858          |
Table 3 - independent sample test The mean, standard deviation and significance difference of accuracy and sensitivity for adaptive thresholding algorithm and thresholding algorithm. There is a significant difference between the two groups since \( p<0.05 \) (independent sample test)

|                | Levene's test for equality of variances | T-test for equality of means |
|----------------|-----------------------------------------|-------------------------------|
|                | F             | Sig | t       | df       | sig(2-tailed) | Mean difference | Std. error diff | 95% confidence interval of the difference |
| accuracy       | Equal variances assumed | 5.390 | 0.26 | 6.363 | 38 | <.001 | .17782 | .02794 | .12125 | .23438 |
|                | Equal variances not assumed |       |       |       |       |       |       |       |       |       |
| sensitivity    | Equal variances assumed | .259 | .614 | 10.983 | 38 | <.001 | .50408 | .04590 | .41116 | .59699 |
|                | Equal variances not assumed |       |       |       |       |       |       |       |       |       |

Using matlab toolkit, simulation has been done and the results have been obtained. In this study using IBM SPSS software analysis was done. The Accuracy and sensitivity of the adaptive thresholding and thresholding algorithms are analysed using SPSS. The mean accuracy has been calculated by iterating 20 samples and group statistics and an independent sample test has been done and results were analysed using SPSS and obtained graphs.

Fig. 3 - Accuracy graph which shows the difference between adaptive thresholding algorithm and thresholding algorithm and there is a significant difference between two algorithms.
Fig. 4 - Sensitivity graph which shows the difference between adaptive thresholding algorithm and thresholding algorithm and there is a significant difference between two algorithms.

![Sensitivity Graph](image)

Fig. 5 - Graph obtained using SPSS that compares sensitivity and accuracy of adaptive thresholding algorithm and thresholding algorithm, and it shows that adaptive thresholding algorithm appears to be better at Accuracy and Sensitivity compared with thresholding algorithm. In the graph adaptive thresholding algorithm and thresholding algorithm are compared in x-axis and Mean of Accuracy and Sensitivity with +/- 1 SD.
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4. Discussion

Adaptive thresholding algorithm have accuracy (80.5%) and sensitivity (93.5%) compared with the Accuracy (62.7%) and Sensitivity (43.1%) of thresholding algorithm. It appears to be a better detection rate in terms of accuracy and sensitivity using adaptive thresholding algorithm compared with thresholding algorithm. The pre-test analysis is found to be 80% and (p=0.26).

Adaptive thresholding algorithm is able to detect the fungal disease in cabbage leaf images more clearly. Whereas the thresholding algorithm is unable to detect the disease in cabbage leaf images such effectively (Ray et al. 2017). In plant disease detection, feature extraction and classification plays a major role. Hence we use svm classifier (Gupta 2019). In plant disease detection major image processing steps which includes image acquisition, pre-processing, and image segmentation has been explained briefly and uses features of image like colour, shape, size, texture for the successful detection of diseases in plants. So, we use an adaptive thresholding algorithm which is the advanced technique for the detection of fungal disease in cabbage leaf images using image processing and classifiers (Khajuria and Khajuria 2019). plant diseases can be detected using ANN and its families. The ANN is also a computing system which is used to detect the disease in plants. The fungal disease detection in adaptive thresholding algorithm has more detection rate when compared to thresholding algorithm (Parul Sharma, Berwal, and Ghai 2020). Different image processing based methods have been used to identify and classify leaf diseases on various agriculture plants. Early identification of fungal disease in cabbage leaves has become more difficult in recent years.(Tete and Kamlu 2017b). Since the plants are mostly exposed to the outside world they are highly susceptible to fungal diseases.(Sun, Jia, and Geng 2018) Therefore the prevention and control of plant diseases have become a tough task. Picture segmentation and recognition systems have seen a variety of advancements. Among them histogram segmentation approach will give good results.

Our institution is passionate about high quality evidence based research and has excelled in various fields ((Vijayashree Priyadharsini 2019; Ezhilarasan, Apoorva, and Ashok Vardhan 2019; Ramesh et al. 2018; Mathew et al. 2020; Sridharan et al. 2019; Pc, Marimuthu, and Devadoss 2018; Ramadurai et al. 2019). We hope this study adds to this rich legacy.

Disease detection is not possible in any other plants. detection of fungal disease in dry diseased cabbage leaves is low. can improve the accuracy by using some other algorithms and techniques. The sensitivity value in adaptive thresholding algorithm can be less than the value in thresholding algorithm in very rare cases. The future scope is different image processing techniques
can be used for the detection of fungal disease in plants with improved accuracy and sensitivity. Advanced algorithms along with filters for the detection of fungal disease can be used.

5. Conclusion

Based on the result, the detection rate of fungal disease in cabbage leaf images appears to be better in terms of accuracy (80.5%) and sensitivity (93.5%) using adaptive thresholding algorithm compared with the accuracy (62.7%) and sensitivity (43.1%) of thresholding algorithm.
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