TUJU21: nuclear PDFs with electroweak-boson data at NNLO
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Abstract

Nuclear parton distribution functions (nPDFs) can be determined in a global QCD analysis using a wide range of experimental data. In addition to older fixed-target deep inelastic scattering and Drell-Yan (DY) dilepton production data, several analyses from p+Pb collisions at the LHC provide further constraints and extend the kinematic reach of applicable data. Here we present an update of our previous TUJU19 analysis where we now include also electroweak-boson production data recently measured by ATLAS and CMS. For the first time, LHC data are included in a nPDF analysis performed at next-to-next-to-leading order (NNLO) in perturbative QCD. As before, our setup is based on the open-source analysis framework xFitter and we fit our own proton baseline, ensuring a fully consistent setup. We find good agreement with the applied data and that the resulting $\chi^2/N_{\text{df}}$ is significantly smaller in case of the NNLO analysis (0.84) compared to our NLO analysis (0.94). Also, we present comparisons between our NNLO calculations and electroweak-boson production data in Pb+Pb collisions from ATLAS and CMS and DY data recently measured by CMS where NNLO corrections are found significant.

1 Introduction

Nuclear parton distribution functions (nPDFs) provide a framework to extract “cold nuclear matter” effects from measured data using a global DGLAP analysis and provide a baseline for collinear-factorization based cross-section calculations in high-energy heavy-ion collisions. Thanks to the many recent analyses performed by the different LHC experiments, the uncertainties of the nPDFs have been gradually shrinking and several assumptions needed earlier related e.g. to flavour dependence, have been relaxed. Within the last year all active groups have releases updated nPDF sets including varying amount of LHC data \cite{1, 2, 3} where next-to-leading order (NLO) corrections in perturbative QCD (pQCD) are included in the cross section calculations and evolution equations. In case of proton PDFs, however, the precision of the data is already at the level where next-to-next-to-leading order (NNLO) computations are needed to match the precision of the applied observables. There have been a couple of nPDF analyses performed at NNLO accuracy but none of them has included any LHC data. Here we present the TUJU21 nPDF analysis \cite{4} where we update our TUJU19 nPDF analysis \cite{5} by including recent ATLAS and CMS data for electro-weak boson production in p+Pb collisions at the LHC for the first time at NNLO.
2 Analysis framework

The fitting framework for the TUJU21 is based on the open-source tool xFitter [6] which was extended to handle also nuclear PDFs in the context of our earlier TUJU19 nPDF analysis. One advantage of this setup is that we can easily fit our own proton baseline ensuring full consistency in the theoretical setup including parametrization scale, kinematical cuts and treatment of heavy-quark mass effects. We parametrize the proton PDFs using a similar form as in the HERA2.0 proton PDF analysis [7]

\[ x f_p^i(x, Q^2_0) = c_0 x^{c_1} (1 - x)^{c_2} (1 + c_3 x + c_4 x^2). \]

To include nuclear effects, we follow a similar procedure as in nCTEQ15 and introduce an \( A \) dependence for the proton PDF parameter as [8]

\[ c_k(A) = c_{k,0} + c_{k,1}(1 - A^{-c_{k,2}}), \]

where now parameters \( c_{k,0} \) are obtained from the proton baseline analysis guaranteeing that in the \( A \to 1 \) limit the free proton PDFs are recovered. We parametrize separately the \( u \) and \( d \) quarks but in order to have convergent fits are required to assume no flavour dependence for the sea quarks, i.e. we set \( \bar{u} = \bar{d} = \bar{s} = s \). We apply Hessian error analysis to quantify the resulting uncertainties with tolerance criteria \( \Delta \chi^2 = 20 \) (50) for our proton (nuclear) fit and use FONNL-A(C) general-mass variable-flavour-number-scheme in the NLO (NNLO) fit to account for heavy-quark mass effects.

3 Resulting PDFs

3.1 Proton baseline

The majority of the data in our proton baseline PDFs comes from the combined HERA collider DIS measurement [7] (1145 data points). In addition we also include some fixed-target DIS data from BCDMS [9] (327 data points) and NMC [10] (100 data points) experiments. As an update with respect to our previous analysis we include also several EW-boson datasets measured in proton-proton collisions at the LHC (in total 132 data points). Here the NLO cross sections are computed using pre-calculated interpolation grids and NNLO corrections are obtained using \( K \)-factors. The relevant references are provided in Table 2 in [4]. We find that when including LHC data in the baseline fit the resulting \( \chi^2/N_{\text{dof}} \) value is somewhat smaller in our NNLO analysis (1.24) compared to the value in our NLO analysis (1.30). The resulting NNLO PDFs are compared to our earlier work in figure 1 at the initial scale of the analysis, \( Q^2 = 1.69 \text{ GeV}^2 \), and at \( Q^2 = 100 \text{ GeV}^2 \) for gluons, sea quarks, and \( u \)- and \( d \)-valence quarks. For all considered flavours the results are very similar to our earlier analysis but thanks to the added data the uncertainties are slightly reduced. We have also verified that the resulting proton PDFs provide a very good description of the recent EW-boson data from ATLAS [11] that were not included in our analysis further validating the baseline.

3.2 Nuclear PDFs

Our main results are the new nuclear PDFs applying EW-boson data from proton-lead collisions at the LHC (74 data points) on top of the fixed-target charged-lepton (600 data points) and neutrino DIS (1736 data points) experiments. With the nuclear data the NNLO interpolation grids were computed directly using MCFM version 8.3 [12] without resorting to \( K \)-factors. Comparisons to ATLAS \( Z \)-boson [13] and CMS \( W^\pm \)-boson [14] data are presented in figure 2 for NLO and NNLO fits. Both fits provide a reasonable agreement with these data sets and especially the large-rapidity \( W^\pm \) data favour clear nuclear suppression consistent with shadowing in nuclear PDFs. For the \( W^\pm \) at NNLO the optimal agreement is obtained with somewhat larger shifts related to the correlated systematic uncertainties. In both cases the resulting shifts are, however, in line with the uncertainties quoted by the experiments. For the \( Z \)-boson production data the agreement with the nuclear PDFs is still better than without the nuclear modifications but the effect is not as clear as with the CMS \( W^\pm \) data. Overall we find a very good agreement with the included data as indicated by the resulting
As an application, we compare cross sections calculated with the resulting nPDFs at NLO and NNLO to the recent ATLAS and CMS measurements for EW-boson production in Pb+Pb collisions [15, 16, 17], and to the recent Drell-Yan (DY) dilepton production data in p+Pb measured by the CMS [18]. These comparisons are presented in figure 4. For all the ATLAS data the rapidity dependence is well reproduced in each case with the NNLO calculation but the normalization seems to be bit off. However, for the CMS data for Z-boson production it is actually the NLO calculation that describes the data better whereas the NNLO result is above the data hinting at a tension between the two datasets. The NNLO corrections for the considered observables in Pb+Pb collisions tend to be small. However, when considering the low-mass DY data the NNLO corrections become important and are larger than 20% at the most extreme rapidities and it seems necessary to consider NNLO precision to match the data.

5 Summary

We have presented a new nuclear PDF analysis, performed at NLO and NNLO accuracy in pQCD. It is the first NNLO analysis that includes also data from p+Pb collisions at the LHC. We find that the description of the data is significantly improved when going from NLO to NNLO and demonstrate that for some observables the NNLO corrections can be large. We conclude that with the increasing precision of the LHC data it will be necessary to make NNLO accuracy the default choice also for the nuclear PDFs.
Figure 5: Same as for Fig. 4, but at NNLO.

Figure 2: Comparisons of the ATLAS data Z-boson and CMS $W^{\pm}$-boson production data in p+Pb collisions (black points) and the fit results. The computed cross sections include NLO (top) and NNLO (bottom) results without nuclear modification in the PDFs (dashed blue) and with (brown dot-dashed) and without (red solid) the fitted scaling factors.
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Figure 3: Resulting nuclear modification ratios for our old TUJU19 and new TUJU21 NLO (top) and NNLO (bottom) analyses for gluons, $t_t$, $t_u$ and $d_\gamma$ at scale $Q^2 = 100$ GeV.
Figure 4: Comparisons between the NLO and NNLO calculations and ATLAS data for $W^+$ (top left), $W^-$ (bottom left) and $Z$-boson production (top mid) in Pb+Pb collisions and to CMS data for $Z$-boson production (bottom mid). Also comparisons to the CMS DY measurement in p+Pb collisions for high-mass (top right) and low-mass bin (bottom right). All results are normalized to the NLO calculation.
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