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Abstract—Representations are crucial for a robot to learn effective navigation policies. Recent work has shown that midlevel perceptual abstractions, such as depth estimates or 2D semantic segmentation, lead to more effective policies when provided as observations in place of raw sensor data (e.g., RGB images). However, such policies must still learn latent three-dimensional scene properties from mid-level abstractions. In contrast, high-level, hierarchical representations such as 3D scene graphs explicitly provide a scene’s geometry, topology, and semantics, making them compelling representations for navigation. In this work, we present a reinforcement learning framework that leverages high-level hierarchical representations to learn navigation policies. Towards this goal, we propose a graph neural network architecture and show how to embed a 3D scene graph into an agent-centric feature space, which enables the robot to learn policies that map 3D scene graphs to a platform-agnostic control space (e.g., go straight, turn left). For each node in the scene graph, our method uses features that capture occupancy and semantic content, while explicitly retaining memory of the robot trajectory. We demonstrate the effectiveness of our method against commonly used visuomotor policies in a challenging multi-object search task. These experiments and supporting ablation studies show that our method leads to more effective object search behaviors, exhibits improved long-term memory, and successfully leverages hierarchical information to guide its navigation objectives.

SUPPLEMENTARY MATERIAL
Software: https://github.com/MIT-TESSE/dsg-rl
Video: https://youtu.be/x4LM-g3-uaY

I. INTRODUCTION

A key objective when learning robot navigation policies is to design techniques that are sample efficient and generalize to unseen spaces. A large body of reinforcement learning research focused on learning policies that directly map raw observations to actions [1], [2]. More recent research has shown that using mid-level representations, which provide an abstracted view of the world (e.g., depth or 2D semantic segmentation) as inputs to a policy, is often more sample efficient and generalizes better [3]–[7]. Similarly, early deep reinforcement learning research involved stacking previous observations to represent history and retain memory [2], [8]. However, more recent work achieves high-quality policies by relying on recurrent neural network architectures to implicitly learn an environment state, or using explicit spatially-structured memory similar to the ones produced by localization and mapping methods [9]–[11].

While the use of mid-level representations enables the design of more effective navigation policies, these policies still require a robot to learn how to map mid-level representations to more appropriate higher-level concepts (e.g., occupancy, topology of the environment, correlation between phenomena of interest and 3D locations) to support navigation. These mappings can be very complex. Similarly, the robot has to learn how to retain memory in a way that is useful for the given task. If a robot already had access to higher-level representations and appropriate history, then it seems likely that training could be even more sample efficient and more generalizable to unseen spaces.

Recent advances in robot perception and computer vision provide unprecedented opportunities to build explicit spatial memory that yields a concise high-level description of the environment. Modern SLAM systems can build 3D metric-semantic maps in real-time from semantically labeled images [12]–[26]. More recent algorithms for spatial perception
can construct 3D scene graphs from intermediate representations [27] or directly from sensor data [26], [28]. 3D scene graphs are powerful high-level representations of an environment, that capture its geometry, topology, and semantics. The nodes in a 3D scene graph correspond to entities in the environment (e.g., objects, places, rooms, buildings), while edges describe relations among these entities (e.g., “object i is in room j”). A scene graph encodes the environment at multiple levels of abstraction, which is useful to capture task-dependent regularities (e.g., a given object is more likely to be present in certain rooms than others).

**Contribution.** We present a reinforcement learning framework for learning navigation policies on 3D scene graphs. In particular, we use the 3D Dynamic Scene Graph (DSG) of Rosinol *et al.* [26], [28], which includes a topological map of places and is specifically designed for navigation. Our approach, described in Section III, uses graph neural networks to compute a navigation policy. A key element in our proposal is a mechanism to embed a globally-defined DSG into an agent-centric feature space. This mechanism enables us to learn platform-agnostic policies for navigation (e.g., go straight, turn) from DSG-derived observations. In contrast, most related works using graphs for robot navigation only predict subgoals over the graph (and then rely on an external low-level controller), require a priori knowledge of the environment, or are tailored to a specific task [29]–[32].

We demonstrate our approach on a challenging multi-object search task in a simulated office environment (Section IV). The robot needs to search a previously unseen environment, while prioritizing search in areas where objects are more likely to be found. Our results show that our approach outperforms popular visuomotor navigation policies. Our experiments show that the hierarchical information in the DSG helps the robot focus its search where a target object is more likely to be found. In particular, if we remove DSG nodes representing rooms and objects, then the number of target objects that the robot finds is reduced; this implies that the robot learns to correlate rooms and objects to where target objects are most likely found. Our experiments also show that retaining explicit memory via the DSG helps the robot avoid revisiting areas it has already searched. We intend to release our software and simulator.

**II. RELATED WORK**

**Intermediate Representations in Reinforcement Learning.** Sax *et al.* [3] and Zhou *et al.* [5] show that using mid-level representations (e.g., depth, semantic segmentation, surface normals) in lieu of raw sensor data as observations to learn policies improves sample efficiency, performance, and generalization of learned policies. Chen *et al.* [4] experimentally validate these claims in sim-to-sim manipulation and sim-to-real navigation tasks. Muller *et al.* [6] use semantic segmentation to train a navigation policy that was tested on a physical platform. Mousavian *et al.* [7] use semantic segmentation and object detection estimates as inputs to a target-driven navigation policy. Our work extends these findings by showing that high-level abstractions, such as 3D scene graphs, can further boost performance by explicitly encoding geometric, topological, and semantic information.

**Semantic Knowledge for Robot Planning.** Relationships provided through semantic knowledge embeddings have been shown to aid robot policy generalization to novel tasks and objects [33]–[35]. Semantic priors have improved robot policy performance on tasks including target-driven navigation [36], manipulation [37], [38], and task execution from natural language instructions [39]. Several works associate object detections with prior embeddings to improve object search policies [40], [41]. Chaplot *et al.* [42] propose a modular object search method that first builds an internal semantic map; a policy then uses that map to predict goal locations executed by a model-based planner. Qiu *et al.* [43] fuse spatial information from an object detector and semantic information from a knowledge graph to create a hierarchical representation that captures object relations for target search. Though our representations capture metric-semantic information like [42], they are built by 3D scene graphs and explicitly model scene hierarchy and trajectory history. While we do not use existing semantic corpuses (e.g., Visual Genome [44]), the representations we use provide semantic relationships over entities in the environment (e.g., hallways, offices).

**Memory in Reinforcement Learning.** Maintaining a robust notion of memory has been a limiting factor for learned policies in tasks such as exploration [45] and navigation [46]. Novel policy architectures have been proposed as a means of preserving memory [9], [10], [47], [48]. Gupta *et al.* [49] propose an architecture composed of 2D mapping and planning modules for navigation. Chaplot *et al.* [11] propose learning semantic and geometric representations in a graphical structure. Wu *et al.* [50] introduce Bayesian Relational Memory (BRM), a topological and semantic representation for navigation policies. Building external representations of the environment has also been used as an alternative approach to capture memory [51]. Beeching *et al.* [52] learn an internal graph representation constructed during a pre-episode rollout to inform a low-level point-navigation policy. Savinov *et al.* [53] construct a topological map of an environment during an explorative rollout phase. These latter two works [52], [53] are most similar to our method. However, the graphs we use capture multiple levels of abstraction, are not task specific, and can be constructed online.

**Graph Neural Networks for Reinforcement Learning.** RL frameworks have used Graph Neural Networks (GNNs) to learn policies for tasks including robot exploration [54], multi-agent coordination [55], and active learning [56]. Gammelli *et al.* [57] use GNNs to learn vehicle routing policies over transportation networks. Wang *et al.* [58] model multi-joint robots through graphical structures and use these graph representations to learn continuous control policies. Sunderhauf [30] uses semantic word embeddings to learn a policy that finds unmapped objects in graph representations of a scene. These works employ graphs that are “flat” (rather than hierarchical) and are generated offline. Moreover, they learn policies that operate over such graphs (e.g., the robot...
plans over nodes in the graph rather than over low-level actions). Our method instead uses dynamically constructed graphs that capture multiple levels of abstraction, and directly learns an agent-centric navigation policy.

**Scene Graphs.** 2D scene graphs have been widely used in computer vision to describe object relationships in images [44]. These representations have proven useful for tasks including image retrieval [59]–[61], image generation [62]–[64], and visual question answering [65], [66]. Much attention has been devoted to inferring scene graphs from images [67]–[71]. 3D Scene Graphs have been recently proposed as a hierarchical model of 3D environments. Armeni et al. [27] propose 3D scene graphs as a way to capture a hierarchy of spatial entities and their relationships in static 3D space. Rosinol et al. [26], [28] extend 3D scene graphs to represent both static space and dynamic agents, while also describing the topology of the environment as a graph of places. 3D scene graphs have proven useful for planning and decision-making in robotics. To this end, Kurenkov et al. [29] propose Hierarchical Mechanical Search (HMS) to locate objects in 3D scene graphs. Nguyen et al. [32] learn scene graph representations from visual inputs in an unsupervised manner which are used for grasp planning. These works use scene graphs built offline to predict high-level actions (e.g., subgoals for a waypoint planner). In contrast, we learn a policy that maps dynamically constructed scene graphs directly to low-level actions (e.g., move forward, turn).

### III. Learning Navigation Policies on 3D Scene Graphs

We propose an approach to learn navigation policies for a robot that uses a 3D Dynamic Scene Graph (DSG) as a representation of the environment. Our robot is equipped with a stereo camera and an Inertial Measurement Unit. The robot uses a Spatial PerceptIon eNgine (SPIN) similar to the one presented in [26], [28] to construct a DSG from sensor data, and is capable of executing a finite set of motion primitives. In particular, in this paper we assume the action space $A = \{\text{move forward}, \text{turn left}, \text{turn right}\}$, but the approach can be adapted to support other action spaces including continuous ones.

Our goal is to learn a policy $\pi_\theta(a|G)$ with learned parameters $\theta$ that maximizes reward, where $G$ is a graph observation constructed directly from the DSG and $a$ is a distribution over the action space $A$. The following sections discuss the DSG construction (Section III-A), the graph observation $G$ (Section III-B), and the graph neural network that encodes our navigation policy (Section III-C).

#### A. 3D Dynamic Scene Graph

A 3D Dynamic Scene Graph (DSG) [26] represents the environment as a graph, where nodes correspond to spatial concepts (e.g., objects, places) – potentially with a set of attributes, while edges represent relations among concepts. The model is hierarchical, since nodes are grouped into layers corresponding to different levels of abstraction (Fig. [1]).

Rosinol et al. [26] propose a DSG with five layers to describe an indoor environment. We review each layer and the corresponding nodes and edges below. We use a subset of relevant nodes and edges to build the graph observation for our navigation policy in Section III-B.

**Layer 1: Metric-Semantic 3D Mesh.** The lowest layer in the DSG is a dense 3D mesh, where each Mesh node is assigned a position and semantic label, while edges describe the topology of the mesh. In the implementation of [26], an ESDF (Euclidean Signed Distance Function) is also used to provide an alternative voxel-based representation of the geometry of the environment in this layer.

**Layer 2: Objects and Agents.** This layer contains both dependently mobile entities (objects) and independently mobile entities (agents). An agent is represented as a collection of nodes describing the 3D position of the agent at time $t$ and other attributes (e.g., the 3D shape of the agent). The set of agents includes the robot that is building the DSG and its trajectory. All objects have a collection of spatial attributes (e.g., 3D position, bounding box) and semantic attributes (e.g., class). Each Object node is connected to the Mesh nodes in Layer 1 that comprise the object.

**Layer 3: Places and Structure.** This layer, like Layer 2, is divided into two categories: places and structure. Place nodes represent free-space locations in the environment and edges between Place nodes denote straight-line traversability. Place nodes and the corresponding edges form a topological map of the environment that can be used for path planning. In addition, each Place node has an edge connecting it to the nearest objects and agents in Layer 2. The second category of nodes (structure) represents structural elements in the environment such as walls, windows, and columns: semantically relevant regions of occupied-space in the environment.

**Layer 4: Rooms.** Each node in Layer 4 represents a room in an indoor environment and has a 3D location and bounding box as attributes. Each room is also assumed to share an edge to any Place node in Layer 3 that is contained within it, and any structural element that either comprises the room (e.g., walls) or is contained within it (e.g., columns). Intuitively, rooms induce a grouping of Place nodes that are spatially (and likely semantically) related. Room nodes capture both traditional concepts of a room (e.g., kitchen, bedroom, living room) and other regions of free-space (e.g., hallways, corridors).

**Layer 5: Buildings.** A building is the highest level of abstraction in the DSG hierarchy considered in [26]. A Building node is assumed to share an edge with any room contained within the building. As emphasized in [26], the DSG can be easily customized for other (indoor or outdoor) environments. For instance, we may add a new layer between Layer 4 and Layer 5 to capture the concept of floors in a building, or we can add additional layers at the top to model a neighborhood or a city. Moreover, the works [26], [28] provide an automated way of building DSGs from sensor data collected by a robot, making them a suitable high-level representation to be used as an observation for a policy network. As described in Section IV.
we first build the overall DSG for an environment, and then selectively disclose it to the robot during training; this avoids the cost of rebuilding the DSG from scratch in each training episode. We use the notation \( G_t \) to denote the portion of the DSG observed by the robot from the beginning of the episode until time \( t \).

### B. Graph Observation

This section describes how we turn a DSG (including both the graph structure and the node attributes) into a feature-space for our policy network. This process results in a graph observation, which is a graph structure derived from the DSG that summarizes the environment, the robot’s trajectory, and its action space. At a high level, at each time \( t \), we construct the graph observation by first selecting a subset of nodes in \( G_t \) (the portion of the scene graph observed until time \( t \)). Next, we transform those nodes’ positions into the robot’s local reference frame. Finally, we augment the observation with a subgraph, termed the Action layer, which captures the robot’s action space.

More formally, the graph observation at time \( t \) is a pair \( G^t = (V^t, E^t) \) comprising nodes \( V^t \) and edges \( E^t \). Both a node \( v^t_i \in V^t \) and an edge \( e^t_{ij} \in E^t \) are derived from either the current scene graph \( G^t \) or the Action layer. Each node \( v^t_i \) has an associated feature vector \( y^t_i \). Fig. [1] shows an example graph observation.

#### Observation Graph Structure

To construct the observation graph, we first initialize the observation graph \( G^t \) to include all nodes and edges in \( G_t \) except the 3D mesh in Layer 1; this choice is motivated by computational reasons (the 3D mesh typically includes millions of vertices) and comes with little loss since the Place nodes already encode traversability. Since we perform experiments in a single-building environment, we also omit the single node in Layer 5. Then, we augment \( G^t \) with a second graph \( G^t = (V^t, E^t) \) that we name the Action layer, by adding nodes and edges \( V^t \) and \( E^t \) to \( V^t \) and \( E^t \). Nodes \( v^t_i \) that are evenly placed on a circle of radius \( r_a \) around the agent; these represent immediate space around the robot. We add an edge \( e^t_{ij} \) between an action node \( v^t_i \in V^t \) and DSG node \( v^t_j \in V^t \) if the following three conditions are met. First, node \( v^t_i \) must lie in an obstacle-free location. To efficiently check this condition, we use the ESDF in Layer 1 of the DSG. To determine if a given node \( v^t_i \) lies in free-space, we simply find the value of the ESDF voxel containing the position of \( v^t_i \) and check if the value—which describes the distance to the closest obstacle—is larger than a threshold \( d_f \). Second, \( v^t_j \) must be within \( d_a \) meters of \( v^t_i \). Finally, the straight line between \( v^t_i \) and \( v^t_j \) must lie within free-space. To determine if the straight line between two nodes \( v^t_i \) and \( v^t_j \) lies in free-space, we use an approximate raycast approach based on Bresenham’s Line Algorithm [72]; this algorithm retrieves the set of voxels along the line \( l_{ij} \), all of which must lie in free-space for \( l_{ij} \) to be considered free-space. The resulting graph \( G^t \) includes Place, Object, Room, and Action nodes, and the corresponding edges (Fig. [1]). The additional graph \( G^t \) essentially creates a bridge between the scene graph and the low-level action space of the robot.

#### Node Features

Each node \( v^t_i \) in \( V^t \) is assigned a 10-dimensional feature vector \( y^t_i \) that captures information from both the DSG and robot’s trajectory history. The first three elements of \( y^t_i \) contain the position of node \( v^t_i \) relative to the robot. The next three elements encode the dimensions of an object’s bounding box, if the node is associated with an object; otherwise, these indices are assigned a NULL value. The next two elements indicate the node category (e.g., object, place, room, action) and, if applicable, its semantic class (e.g., office, hallway, desk, chair, etc.). The next entry is binary and describes information relevant to robot traversal. In particular, this entry is equal to 1 under two conditions: (1) the node belongs to the DSG and the robot’s trajectory has come within \( d_i \) meters of the node’s location, or (2) the node is in the Action layer and lies in free-space; otherwise, this value is 0. Finally, the last element contains \( v^t_i \)’s ESDF value if \( v^t_i \) is a Place or Action node, 0 if \( v^t_i \) is an Object node, and a NULL value if \( v^t_i \) is a Room node.

While in Section [IV] we observe this choice of features to produce good results, we remark that one may also adopt more complex feature embeddings (e.g., encode semantic classes using vector embeddings as in [30] or add extra dimensions to capture other attributes of the nodes).

#### C. Graph Neural Network Policy

Given a graph observation \( G^t \), we perform message passing on \( G^t \) using a standard GNN to extract a single, graph-level feature vector. This feature vector is then used by a policy network to predict a distribution over actions. We discuss each step below.

#### Graph Neural Network

We compute a feature vector for the entire graph using message passing on \( G^t \). At each iteration \( k \) of message passing, each node’s feature vector \( y^t_i, \forall v^t_i \in V^t \) is updated by aggregating the feature vectors of the node’s neighbors \( N(v^t_i) \) in graph \( G^t \):

\[
y^t_i = AGG_k \left( y^t_{i,k-1}, \{ y^t_{j,k-1} \mid v^t_j \in N(v^t_i) \} \right).
\]  

The initial feature vector for each node is set to \( y^t_{i,0} = y^t_i, \forall v^t_i \in V^t \), where \( y^t_i \) are the node features in the graph observation described in Section III-B. Related works describe difference choices of aggregation functions (e.g., GCN [73], GAT [74]). GraphSAGE [75]); in this work, we use a 64-channel Graph Convolutional Operator [73] followed by a ReLU activation function. After \( K \) iterations of message passing (\( K = 3 \) in our implementation), a graph-level feature vector is extracted as

\[
y^t_i = READ_G \left( \{ y^t_{i,K} \mid v \in V \} \right),
\]

where \( \{ y^t_{i,K} \mid v \in V \} \) denotes a tuple of node feature vectors at iteration \( K \), and \( V \) is a subset of the nodes \( V^t \) that captures relevant information about the navigation task. In our implementation, we define \( READ_G \) as a MultiLayer Perceptron (MLP) with two layers of length 512 that takes as input the stacked Action layer feature vectors \( [y^t_{a0}, y^t_{a1}, \ldots] \), i.e., we use \( V = V^t \) in (2).
Policy Architecture. We use an Actor-Critic method [76], where an actor (i.e., policy) \( \pi_\theta(a^t | G^t) \), parameterized by \( \theta \), predicts action distribution \( a^t \) given observation \( G^t \) and critic \( V^\pi_\phi(G^t) \), parameterized by \( \phi \), predicts the expected return given \( G^t \). Actor \( \pi_\theta(a^t | G^t) \) and critic \( V^\pi_\phi(G^t) \) use an identical backbone function \( f(G^t) \), such that \( \pi_\theta(a^t | G^t) = \pi_\theta(a^t | f(G^t)) \) and \( V^\pi_\phi(G^t) = V^\pi_\phi(f(G^t)) \). We implement the backbone function using the GNN described above. The resulting feature vector \( y_G^t = f(G^t) \) is then used by the Actor and Critic networks, each of which are parameterized by an 1-layer MLP mapping \( y_G^t \) to the action distribution and return estimate, respectively. We train our policy using Proximal Policy Optimization [77] for \( 10^9 \) steps.

IV. EXPERIMENTS

We consider a multi-object search task with a robot exploring a previously unseen multi-room office environment. Multiple targets are only placed within target rooms, which are semantically distinct from distractor rooms. Target rooms correspond to offices and conference rooms, while distractor rooms are hallways, bathrooms, breakrooms, and storage rooms. The robot must find as many targets as possible. An effective policy must reason about both local navigation to avoid obstacles and reason about high-level navigation to focus search on target rooms, while also limiting the amount of area revisited. This section describes the experimental setup (Section IV-A), shows that the proposed approach outperforms popular baselines (Section IV-B), and provides ablation studies to assess the importance of hierarchical representations and explicit memory (Section IV-C) and the role of the Action layer (Section IV-D).

A. Experimental Setup

Simulation Environment. We conduct experiments with a photo-realistic Unity-based simulator of indoor office buildings that includes a diverse set of assets, providing visual and spatial variations across scenes. We consider seven environments with a cumulative area of 8,730 m², which are split into train and test sets with areas of 3,880 m² and 4,850 m², respectively. Targets are invisible objects in target rooms that the agent automatically collects when within 2 m range. Once a target is collected, it is removed from the scene and the agent receives a reward of 1. At each step, the agent may move forward 0.5 m, turn left 8 degrees, or turn right 8 degrees. We randomly place 30 targets in the scene and set the maximum number of steps to 400 for both train and test episodes. An episode ends after either all targets are collected or the maximum number of steps are taken.

The simulator provides RGB imagery, 2D semantic segmentation, depth, and inertial data as illustrated in Fig. 2. These ground-truth observations are used by all the approaches. The simulator also provides an horizontal slice of the ESDF centered on the robot and aligned with its heading, which is used by one of our baselines.

DSG Creation. Since creating a DSG of a scene at each time step and at each training episode is computationally expensive [28], we first build and store a DSG of each scene offline. Then, at runtime, we simulate online operation by incrementally exposing the DSG depending on the robot motion. As the robot moves across space and observes nodes from the offline DSG, these nodes are accumulated into the online DSG. More specifically, at each time \( t \), we construct the set \( V_t \) comprised of Places nodes visible from the robot’s on-board camera at time \( t \). A node is considered visible if it lies within the robot’s field of view and is not occluded. We consult the ESDF to determine occlusion using the process described in Section III-B. Any Room or Object nodes connected to a node in \( V_t \) are then added to the set. Finally, we add this set of “newly observed” nodes and the corresponding edges to the DSG built at time \( t - 1 \) (this graph is empty at \( t = 0 \)). After the online DSG at time \( t \) is built, we obtain the graph observation as discussed in Section III-B. We set the free-space and traversal thresholds \( d_f \) and \( d_t \) to 0.1 m and 2 m. The Action layer uses 8 nodes with a radius \( r_a \) and edge threshold \( d_a \) of 1 m. Figure 3 illustrates example DSGs built over the course of an episode.

B. Comparison with Baselines

We compare our method against three policies that use the following representations: RGB, depth, semantic segmentation, and ESDFs. The first policy takes an RGB image as its observation (label: “RGB”). The second takes RGB, depth, and semantic segmentation imagery (“RGB-D + Sem.”). The
third takes a top-down view of the scene’s ESDF centered around the robot (“ESDF”). All three policies use a CNN modeled after AtariNet [78] to extract features from visual inputs. The resulting feature vector is given to a length-512 linear layer, concatenated with the agent’s ground-truth pose, then given to a Recurrent Neural Network (RNN). The RNN output is used by actor and critic networks, which each consist of a linear layer. All baselines are trained with Proximal Policy Optimization [77] for 10⁶ steps.

We report three evaluation metrics: percentage of targets found, number of collisions, and area explored. We calculate area explored by discretizing the environment into 1 m² cells and tallying the number of visited cells.

Table II shows that our method outperforms all baselines in terms of number of found targets and area explored, which indicates improved semantic understanding and memory retention. RGB-D + Sem. and RGB induce less collisions than our method; this performance gap may be due to the sparse nature of our method’s representations. Visual inputs provide dense occupancy information about the robot’s immediate free-space, whereas our method must infer free-space from the sparse Places layer. Surprisingly, ESDF has the most collisions. Qualitative analysis suggests that this policy learns navigation strategies that are prone to colliding with obstacle edges (e.g., doorways, table corners).

### Table I: Results with 95% confidence intervals.

| Method       | Targets Found (%) | Collisions (L) | Area Explored (m², †) |
|--------------|-------------------|---------------|-----------------------|
| Proposed     | 44.2 (42.7, 45.7) | 90.0 (84.3, 95.6) | 59.1 (57.7, 60.5) |
| RGB-D + Sem. | 39.7 (38.4, 40.8) | 45.3 (41.7, 48.8) | 53.3 (52.4, 54.3) |
| RGB          | 38.4 (37.4, 39.4) | 82.4 (78.2, 86.3) | 50.0 (48.9, 51.1) |
| ESDF         | 31.6 (30.3, 32.9) | 197.5 (190.7, 204.2) | 38.6 (37.3, 39.8) |

**C. Hierarchical Representations and Explicit Memory**

Next, we evaluate the impact of hierarchical information and explicit memory on our approach. To evaluate the contribution of hierarchical information, we run our method as described in Section III but only use the Places layer of the DSG. To evaluate the contribution of using explicit memory, we remove all notion of history from our graphical representations by skipping DSG accumulation. That is, we compare against a version of the proposed approach where the observation $G^t$ is formed only from the portion of the DSG directly observed at time $t$, and we also remove the binary indicator in each node feature vector that describes whether that node has been visited in the past.

The results in Table II show that hierarchical information does indeed improve the number of targets found. Interestingly, the improved performance is not the result of fewer collisions or exploring more area; instead, the agent is able to focus its search on areas where targets are most likely. The second key finding is that retaining explicit memory in the DSG is important. Even though a robot with “no memory” is better at avoiding collisions (last row in Table II), it also explores less area indicating that it revisits areas more often compared to the proposed approach.

### Table II: Ablation: Importance of hierarchical representations and explicit memory.

| Method       | Targets Found (%) | Collisions (L) | Area Explored (m², †) |
|--------------|-------------------|---------------|-----------------------|
| Proposed     | 44.2 (42.7, 45.7) | 90.0 (84.3, 95.6) | 59.1 (57.7, 60.5) |
| No Hierarchy | 41.9 (40.5, 43.3) | 91.9 (85.6, 98.3) | 58.3 (56.8, 59.7) |
| No Memory    | 38.6 (37.3, 39.9) | 67.2 (61.6, 72.4) | 53.0 (51.6, 54.4) |

### Table III: Ablation: Role and design of the Action layer.

| Method       | Targets Found (%) | Collisions (L) | Area Explored (m², †) |
|--------------|-------------------|---------------|-----------------------|
| Proposed     | 44.2 (42.7, 45.7) | 90.0 (84.3, 95.6) | 59.1 (57.7, 60.5) |
| No Occ. Check| 31.7 (30.3, 33.0) | 229.8 (222.6, 236.9) | 35.7 (34.3, 37.1) |
| No AL        | 8.7 (8.2, 9.2)    | 377.9 (374.2, 382.0) | 8.5 (7.8, 9.2) |

**D. The Role of the Action Layer**

The Action layer is a key aspect of the proposed architecture. In this section we assess the importance of adding this layer and our design choice of how to connect the Action layer with the DSG. First, we consider the effect of removing the occlusion-checking procedure described in Section III-B. For this experiment, we do not check for free-space when connecting Action layer nodes to DSG nodes. Thus, a node in the Action layer could be placed in occupied space; or, an edge could penetrate an obstacle. Our second experiment considers the overall importance of the Action layer by completely removing it. We use a policy nearly identical to that described in Section III-C. However, now the graph observation does not include the Action layer and the graph-level vector $y^t_2$ in (2) is computed from the nodes in the DSG at time $t$ rather than the Action nodes.

The results of these experiments, shown in Table III, demonstrate that both the Action layer (“No AL”) and the occlusion-checking procedure (“No Occ.”) we use to connect the Action layer to the DSG are crucial to the performance of our method. Incorporating occlusion checking reduces collisions by more than half, leading to an improvement in targets found and area explored. Without the Action layer, the robot is unable to learn mappings from the graphical scene representation to its low-level action space.

**V. Conclusion**

We proposed an approach to learn effective robot navigation policies using a 3D scene graph (in particular, a DSG). Our experiments show the advantages of explicit memory and hierarchical representations encoded in the DSG for learning high-quality policies compared to more typical visuomotor policies. Obstacle avoidance using solely graphical data remains a challenge; future work could further refine the Action Layer or incorporate dense depth sources (e.g., from the DSG’s Mesh layer). We believe there are several other avenues for future work including developing more complex node feature embeddings and investigating other GNN message passing schemes. We are especially interested in integrating Hydra [79], a method for real-time DSG construction, which was proposed in parallel to our work and would enable experiments on physical robots.
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APPENDIX I
SUMMARY

This appendix provides additional implementation details and experimental results. Section A2 provides details about the software libraries used, 2D ESDF (Euclidean Signed Distance Function) slice construction, baseline architectures, and hyperparameters. Both an open-source implementation of the proposed method and the simulator used in our experiments have been released. Section A3 discusses our experimental setup and provides visualizations of our simulation environments and corresponding Dynamic Scene Graphs (DSGs). Section A4 provides visualizations of the results from Section 4.2 (Comparison with Baselines) and Section A5 (On the Importance of Hierarchy and Explicit Memory) in the main paper. Section A5 considers the effect of noise in the DSG creation on our method. Specifically, we run ablation studies that perturb node locations, inject semantic noise, and add latency to room node observations.

APPENDIX II
IMPLEMENTATION DETAILS

Software Libraries Used. We use PyTorch Geometric [80] to implement our Graph Neural Networks (GNNs). Other learned components (e.g., Convolutional Neural Networks (CNNs), Multi-layer Perceptrons (MLPs)) are built with PyTorch [81]. We use RLlib’s [82] implementation of Proximal Policy Optimization [77] for policy training and evaluation. We implement our object search task using the OpenAI Gym [83] framework.

Policy Architecture. We experiment with various GNN iterations \( K \) (e.g., 2, 3, 4) and hidden dimensions (e.g., 32, 64, 128) and find 3 iterations of 64 hidden dimensions to be optimal. All layers of our GNN use the Graph Convolutional Operator [84], and we defer an exploration of more complex architectures to future work.

2D ESDF Slice. In order to efficiently perform occupancy checking as described in Section 3.2 of the main paper, we extract a 2D slice from the full ESDF (Euclidean Signed Distance Function). To extract this slice, we first consider ESDF voxels with \( z \) coordinates corresponding to the robot’s vertical profile plus a small buffer; this vertical profile is 0.475 m to 0.925 m in our experiments. Each pixel in the 2D ESDF thus corresponds to a set of voxels of varying heights and the same \( x \) and \( y \) coordinates as that pixel. We then populate each pixel with the minimum value across the corresponding voxels. The resulting 2D ESDF slice provides occupancy information useful for robot navigation in the 2D plane (recall that our action space consists of “move forward”, “turn left”, “turn right” actions).

Baseline Architectures. Similarly to our policy architecture discussed in Section 3.3 of the main paper, our baseline policies use an Actor-Critic method with an identical backbone function \( f(o^t) \) where \( o^t \) is the observation at time \( t \) as discussed in Section 4.2 of the main paper.

Backbone function \( f(o^t) \) is comprised of a Convolutional Neural Network (CNN), Multi-Layer Perception (MLP), and Recurrent Neural Network (RNN). The CNN is modeled after the AtariNet [78] architecture. All input images have a height and width of 120 and 160 pixels, respectively. The CNN has three convolutional layers with kernel sizes \( 8 \times 8 \), \( 4 \times 4 \), \( 3 \times 3 \), channels 32, 64, 64, strides 4, 2, 1, and padding 4, 1, 1. Each convolutional layer is followed by a ReLU activation function. The CNN output is flattened and then passed to an MLP of length 512. The output feature vector is concatenated with ground truth pose which consists of the robot’s \( x \) position, \( y \) position, and heading, and is then given to a Gated Recurrent Unit with a hidden dimension of 256. The resulting feature vector is used by the actor and critic networks, each consisting of a single-layer MLP mapping the feature vector to an action distribution and return estimate, respectively.

Hyperparameters. We start with RLlib’s default PPO-specific configuration \( \text{then focus our hyperparameter tuning on the following parameters: learning rate, batch size, SGD (stochastic gradient descent) minibatch size, number of SGD iterations, discount factor, and GAE (Generalized Advantage Estimator) parameter. We find that the same discount factor and GAE parameter of 0.99 and 0.9 is optimal across models. We list the remaining parameters in Table A1 we generally find that similar parameter ranges work well across approaches. Notably, a relatively large batch size is important for stable GNN training.}

APPENDIX III
EXPERIMENTAL SETUP

Evaluation Procedure. We run evaluation as detailed in Section 4.1 of the main paper. During evaluation, we fix random seeds to keep relevant variables (i.e., initial robot pose, target locations) constant across episodes. Confidence intervals are estimated via the Bootstrap Method [85], a resampling method that provides upper and lower performance bounds with 95% confidence. Note that we learn stochastic policies, thus during evaluation actions are sampled from the predicted action distribution.

Robot Description. The robot in our setup is equipped with sensors that provide ground truth RGB imagery, 2D semantic segmentation, depth, and inertial data. The robot can execute one of three actions at each step: move forward 0.5 m, turn left 8 degrees, or turn right 8 degrees. Finally, we model collisions with the environment using a capsule collider. The capsule has a height of 0.5 m and a radius of 0.125 m, and hovers above the ground with a 0.25 m ground clearance.

Visualization of Environments. Figure A1 provides images taken from the robot’s onboard RGB camera. Figure A2 and Figure A3 provide top-down visualizations of the environments, their areas in square meters, and the train-test split. Figure A4 and Figure A5 show the corresponding DSGs.

*https://docs.ray.io/en/releases-1.2.0/rllib-algorithms.html?highlight=ppo#proximal-policy-optimization-ppo
| Method                | Learning Rate | Batch Size | SGD Minibatch Size | Num. SGD Iter. |
|-----------------------|---------------|------------|-------------------|----------------|
| Proposed Method       | 1e-4          | 4096       | 128               | 30             |
| RGB-D + Semantics     | 1e-5          | 512        | 128               | 8              |
| RGB                   | 1e-5          | 512        | 128               | 8              |
| ESDF                  | 1e-4          | 512        | 128               | 8              |

TABLE A1: Relevant hyperparameters used in the proposed approach and compared baselines.

Fig. A1: Images taken from the robot’s onboard RGB camera.
Fig. A2: Photo-realistic simulation environments 1-4, which are used for training. Figures on the right-hand side highlight rooms where targets are randomly spawned.
(a) Environment 5: 1407 m$^2$

(b) Environment 6: 1882 m$^2$

(c) Environment 7: 1567 m$^2$

Fig. A3: Photo-realistic simulation environments 5-7, which are used for testing. Figures on the right-hand side highlight rooms where targets are randomly spawned.
Fig. A4: Top-down view of DSGs for Environments 1–4 showing the Room, Place, and Mesh layers.
Fig. A5: Top-down view of DSGs for Environments 5–7 showing the Room, Place, and Mesh layers.
Figure A6 and Figure A7 provide sample trajectories from the multi-object search task described in Section 4.1 of the main paper. Policies must collect targets placed in semantically distinct rooms (visualized in green). This task implicitly requires successful policies to avoid visiting distractor rooms (visualized in orange), revisiting space, and colliding with obstacles.

Example Trajectories: Comparison with Baselines. Figure A6 provides visualizations of results from Section 4.2 of the main paper. Compared to baselines using RGB, RGB-D + Semantics, and ESDF data, our method collects more targets and explores more space. In Section 4.2 of the main paper we note that ESDF has the most collisions. Qualitatively, this policy is prone to colliding with object corners (e.g., doorways, table corners) and sliding against obstacles (e.g., walls). This collision-prone behavior manifests in shorter trajectories (e.g., in Figure A6 (b, e)) as the policy uses episodes steps trying to unsuccessfully maneuver out of a collision, and trajectory segments that closely follow obstacle boundaries (e.g., Figure A6 (a)).

Example Trajectories: On the Importance of Hierarchy and Explicit Memory. Figure A7 provides visualizations of results from Section 4.3 of the main paper. Our method, which uses observations that provide trajectory history and are derived from multiple layers of the DSG, is compared to policies that use observations formed with only the Places layer (No Hierarchy) and without explicit memory (No Memory). Policies without hierarchical information spend less time exploring target rooms; policies without explicit memory revisit the same areas more often.

Training and Inference Times. Table A2 reports training and inference times for methods considered in Section 4.2 (Comparison with Baselines) of the main paper. Results were generated on a machine with an RTX A6000 GPU and AMD 3990X CPU. We report average train time per worker step to normalize across varying batch sizes. Our method takes 5.5 times longer to train than RGB, while this differential drops to 2.8 during inference.

Appendix V
Effect of Noise on Method Performance
We study how noise in the DSGs creation impacts the proposed navigation policy. Since the DSG created by a physical robot is expected to be noisy, this analysis is useful to quantify a potential sim-to-real gap, in preparation for the actual deployment on a real robot. We develop noise models based on the work by [28], which builds and evaluates DSGs in several indoor spaces. DSGs constructed from real data will not have access to ground-truth localization information, so we perturb node positions. Because the DSG incorporates imperfect semantic segmentation (e.g., from a neural network), we inject noise in the DSG’s semantic labels. Finally, high-level information (i.e., Room nodes) will not be immediately available, but must be inferred only after a sufficient amount of low-level information (i.e., Places nodes) has been observed. We model this estimation process by adding latency to Room node observations. These experiments use the policy trained with noiseless observation as described Section 4.1 of the main paper, and inject noise during evaluation.

Effect of Position Error. We first perturb node positions with Gaussian noise. We use zero-mean noise with standard deviations (SD) sampled at 0.5 m intervals between 0 m and 2 m. Per-node perturbation is generated at the start of the episode and held constant throughout. Figure A8 shows the effect of noise on the number of targets found, collisions, and area explored. The policy collects 40% of the targets with SD = 0.5 m, which is slightly higher than the RGB-D + Semantics model using ground truth depth and pose. We note that this level of noise is significantly higher than the expected position errors reported in [28]. Interestingly, the decrease in found targets is correlated with area explored rather than collisions. Qualitative analysis shows that with increasing levels of noise the policy acts as if it were near obstacles (e.g., performing tight maneuvers), even in open space. The resulting trajectories are inefficient, thus explore less area. Such behavior suggests that the policy uses immediate node positions to infer free-space; when these positions are perturbed, the policy assumes there are nearby obstacles that it must avoid.

Effect of Semantic Noise. We next introduce semantic noise by randomly changing a percentage of DSG labels; we start at 0% then increment by 20%. Similarly to the above experiment, noise is generated at the start of an episode then held constant throughout. Results are shown in Figure A9. The number of targets found steadily decreases with increasing semantic noise, while collisions and area explored remain relatively steady. After roughly 40% semantic perturbation, the number of targets found drops below No Hierarchy performance, which doesn’t rely on explicit semantic information. This trend suggests that after a certain level of noise, imperfect semantic labels mislead the policy rather than help guide its navigation objectives; it also demonstrates that our policy indeed learns how to leverage semantic information.

Effect of Room Node Delay. As noted above, real-time DSG construction must infer high-level information from low-level observations, and in practice this inference relies on a sufficient amount of low-level information being available; for instance, a robot can infer the semantic label of a room only after seeing some low-level aspect of the room (e.g., places, objects). To study the effect of potential delays in the inference of high-level layers in the scene graph, we run an experiment where Room nodes are added to the DSG only after 50% of its child Place nodes have been identified. Table A3 compares delayed room observations with the original method and No Hierarchy results. While delaying room observations does impact performance, such information still provides benefit over a flat representation.
Fig. A6: Example trajectories comparing our method to policies using RGB, RGB-D + Semantics, and an ESDF slice, with targets shown in red. Rooms containing targets are labeled green, distractor rooms are orange. Our method spends more time exploring target rooms while minimizing revisited space. See section 4.1 of the main paper for quantitative results.
Fig. A7: Example trajectories comparing our method to policies using only the Places layer of the DSG (No Hierarchy) and no explicit memory (No Memory), with targets shown in red. Rooms containing targets are labeled green, distractor rooms are orange. Policies without hierarchical information spend less time exploring target rooms. Policies without explicit memory spend more time revisiting space. See Section 4.2 of the main paper for quantitative results.
| Method          | Mean Train Time (ms per worker step, ↓) | Mean Inference Time (ms, ↓) |
|-----------------|----------------------------------------|-----------------------------|
| Our Method      | 30.33                                  | 8.50                        |
| RGB-D + Semantics | 7.77                                   | 3.77                        |
| RGB             | 5.56                                   | 3.03                        |
| ESDF            | 16.38                                  | 4.84                        |

**TABLE A2**: Training and inference times for the results reported in Section 4.2 (Comparison with Baselines) of the main paper.

![Graphs](image-url)  
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**Fig. A8**: Effect on node position noise. Noise is sampled from a Gaussian Distribution with zero-mean and varying standard deviation. Increased position noise leads to decrease in both targets found and area explored.
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Fig. A9: Effect of semantic label noise on method performance. The number of targets found steadily decreases as semantic noise increases, while collisions and area explored remain relatively stable.

| Method          | Targets Found (% | Collisions | Area Explored (m²) |
|-----------------|------------------|------------|--------------------|
| Proposed        | 44.2 (42.7, 45.7) | 90.0 (84.3, 95.6) | 59.1 (57.7, 60.5) |
| Delayed Rooms   | 43.0 (40.2, 45.9) | 98.0 (85.5, 109.7) | 57.7 (55.0, 60.6) |
| No Hierarchy    | 41.9 (40.5, 43.3) | 91.9 (85.6, 98.3)  | 58.3 (56.8, 59.7)  |

TABLE A3: Effect of Room node observation delay. “Delayed Rooms”: rooms are only added to the DSG after 50% of the child Places nodes have been observed (the remaining rows are the same as Table 2 in the main paper). Delaying Room nodes leads to a drop in targets found, but still provides an advantage over not using hierarchical information.