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With the advent of artificial intelligence (AI) in computational devices technology, various synaptic array architectures are proposed for neuromorphic computing applications. Among them, the non-volatile memory (NVM) architectures are very promising for their small cell size, ultra-low energy consumption, and capability for large parallel data processing through 3D configurations capable of multilevel signal processing. Herein, the viability of such magnetic tunnel junction (MTJ)-based synaptic devices via fabrication and characterization of multi-junction spintronic devices is demonstrated, with the experimental results supported through micromagnetic simulations.

Dennard scaling rule, which was proposed in 1974 and had been relevant for decades due to advances in the development of metal–oxide–semiconductor field-effect transistors (MOSFETs), has finally run out of steam.[1,2] However, the need for energy-efficient computing nowadays is even more urgent than ever before, covering numerous domains, such as large-scale sensor networks, Internet of Things (IoT), bioelectronics, and arguably, most importantly, neuromorphic computing applications.[3–18] While revisiting the reasons behind the failure of Dennard scaling rule, the following two major issues with the modern approach may be raised. First, the “Boltzmann limit,” i.e., the statistical distribution of electrons in semiconductor energy bands sets the minimum ON/OFF switching for conventional transistors. The second is the “von Neumann bottleneck”; the performance of memory significantly lags behind that of the processor, which, in turn, leads to latency in conventional computer architectures.

Spintronic devices have many unparalleled advantages, including data non-volatility, low operational power, radiation hardness, potential of scaling down to the sub-5 nm cell size, and natural inclination for multilevel 3D computing paradigms.[21–24] A primitive device structure for spintronics is the magnetic tunnel junction (MTJ) device, which consists of two ferromagnetic (FM) layers and a thin insulating layer (e.g., MgO) used as the tunneling barrier between the two FM layers. Depending on the parallel (P) or anti-parallel (AP) relative orientation of the two FM’s magnetizations, the tunnel magnetoresistance (TMR) of an MTJ can be used as the read-out mechanism. As for the write mechanism, the spin-transfer torque (STT) carried by the injection current can be utilized to switch one of the FM’s magnetization, in analogy with the write process in a modern magnetization random-access memory (MRAM).[25]

When higher performance is expected from the existing computer infrastructure, particularly, to simulate the brain architecture in neuromorphic computers, one would 1) sacrifice the leakage of transistors, e.g., by lowering the threshold voltage of a MOSFET, and/or 2) enlarge the size of memories, such as static random-access memories (SRAMs) and embedded dynamic random-access memories (DRAMs). However, both of the approaches result in an explosive use of chip energy consumption. With the drastic increase in device counts to meet the modern systems’ requirements, it is critical to consider the development of a new building block with a fundamentally different mechanism as well as delivering a unified computing-storage functionality.[19,20]
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However, despite all the progress, barely any research has been conducted to exploit the natural ability of nanomagnetic/spintronic devices to enable a new computing paradigm relying on 3D architectures capable of multilevel signal processing.[23,28] The idea of using a 3D space, instead of 2D surfaces as in the traditional devices, to store and process information is attractive not only because of the significantly increased data capacity by storing data across the thickness, but due to the capability to process information with multilevel signals.

Unlike the traditional binary information processing, multilevel signal one, with more than two signal levels, is believed to be significantly more energy efficient as well as much better suitable for realizing novel computing paradigms, such as neuromorphic computing, which is often considered the most viable next-generation alternative to the existing complementary metal oxide semiconductor (CMOS)-driven computer architecture, today.[18,29] Figure 1a shows a schematic of neurocomputing using electronic devices. The goal of neuromorphic computing is to realize computing with a hardware similar to that of the actual human brain. Neuromorphic computing is vital not only to simulate computationally powerful neuro-biological architectures present in the nerve system and eventually create high-performance machine learning systems, but also to improve fundamental understanding of the brain and, thus, also enable many groundbreaking medical applications.

It is not surprising that the brain does not follow the binary logic of CMOS devices. The brain logic is multilevel or even analog.[30] To study the feasibility of “multi-level per bit” capability in an MTJ structure, which is conventionally regarded as only “bi-stable” due to the uniaxial magnetization anisotropy (MA) in FM materials is worthwhile, as shown in Figure 1b. For comparison, it can be noted that the equivalent semiconductor memory option, known as the “multiple level per cell” (MLC) feature, remains subject to scaling limitations in both the planar format and the 3D configuration with vertical stacking. Furthermore, as for the rising “Non-von Neumann” applications, such a multilevel spintronic device is suitable for implementing synapses (weight units) in in-memory computing (e.g., hardware accelerator or spiking neural networks) systems, as shown in Figure 1c. In both situations, a magnetic “bit” will possibly become a unified storage-and-computing “byte.”[18,31,32]

The proposing magnetic neuromorphic device enables a multilevel and unified storage-and-computing functionality in a single cell, which consists of non-volatile resistors. It can be tuned by applied currents or voltages and set to a large number of signal levels. The novel device utilizes a dual-domain-and-dual-domain MTJ (ddMTJ) structure to be programmed into eight weight signal levels through a spin polarized current using the STT effect. The resistive switching in our spin-torque memristor is linked to the displacement of a magnetic domain.

(a)  
(b)  
(c)  

Figure 1. Descriptive schematics of neuromorphic computing using a state-of-the-art non-volatile device. a) From biological point of view, excitatory and inhibitory postsynaptic potentials are delivered from one neuron to the next through chemical and electrical messaging at synapses, driving the generation of new “action potentials.” b) A detailed biological synaptic weight change could be observed to depend on the relative timing of pre- and postsynapse spikes. Neuromorphic computing signals using dual-domain and dual-junction MTJ propagate through. c) A simplified model of the synaptic weight, which can be represented by a conductance/resistance in a controlled but “blind” manner. Multiply accumulate action could be possible in an energy efficient manner. The firing initiation membrane potential threshold can be simulated by the magnetic anisotropy and coercivity of magnetic junctions. Resistance (information states) modulation by train of identical narrow pulses with fixed amplitude, potentiation, and depression will be achieved. Here, the spikes are modulated by switching energy (fixed amplitude) and pulse duration.
wall by spin torques in a perpendicularly magnetized MTJ. The magnetic synaptic device enables a multilevel and unified storage-and-computing functionality in a single cell. The compact cell structure as well as the high energy efficiency suggests that the proposed ddMTJ memristor is promising to serve as a primitive cell for future neuromorphic devices.

Figure 2a shows the conventional MTJ structure: there is only one tunneling barrier between two magnetic layers. Usually, the structure could have only two configurations for the relative orientations of the magnetization in the two layers, such as parallel (P) and anti-parallel (AP) states, respectively, assuming a single-domain configuration in each magnetic layer. This device can be treated as a series connection of two MTJs, each with two FMs and one barrier layer. All of the FMs act as free layers to switch their magnetization directions and contain dual magnetic domains, as shown in the right column of Figure 2a.[23] If the MTJ device’s cross-sectional area is properly designed to have, not single, but multiple magnetic domains, the possible realm of configurations becomes highly non-linear and, thus, more complicated. Such multi-domain configurations are defined by an interplay between the magnetic anisotropy and spin exchange energies to minimize the net energy of the system.

For example, using ultra-high anisotropy materials, such as $L_{10}$ phase structures, could result in domain lengths as short as 1 nm or even smaller, while maintaining the desired non-volatility of these devices.[24] Definitely, it would be hard to write and read information in such small domains independently. However, one could exploit the highly non-linear dependence of the signals if multi-domains with such short lengths are written and read back from an adequately large cell size, e.g., with a characteristic lateral size on the order of 10 nm. Figure 2b,c show that, in total, five different magnetic permutations/combinations of single and dual domains could possibly exist in a simple dual MTJ (dMTJ) with single tunnel barrier, which is labeled as states “a,” “b,” “c,” “d,” and “e,” respectively. Among them, states “b,” “c,” and “d” are least stable, considering the inherent domain orientation due to the Oersted field.

By adding another junction to the structure and, thus, creating a dMTJ (dMTJ) device would result in magnetic configurations with four different relative orientations of the magnetization in the three layers, i.e., P/P, AP/P, P/AP, and AP/AP, respectively.[23] Figure 2d shows a schematic of dMTJ and ddMTJ structures, which consist of three FM with two barrier layers.

After stacking two dual-domain MTJs vertically, obviously, the resistance signals will have 11 different values, as shown in Figure 2e. We could select these following states, “a + a,” “a + c,” “a + e,” “c + c,” “c + d,” “c + e,” “d + d,” and “e + e,” as eight states, respectively. We neglect the cases of “a + d” and “d + e” as two of the least stable ones, which are the least favorable demagnetization field combinations. However, again, it is important to mention that, if necessary, one can always find a material composition with an adequately high anisotropy to ensure stability of all the possible states.

To demonstrate the concept, we will work with eight signal levels to draw an equivalency to a three-binary-bit cell with eight signal levels, as shown in Figure 2f. In the case of two-domain MTJ, states “a” and “e” have the highest and lowest magnetoresistance (MR), respectively. Therefore, in a stacked ddMTJ, the states “a + a” and “e + e” will provide the highest and lowest MR, respectively. By considering the switching order of the three FMs from downward to upward saturation states, all the possible switching scenarios are listed in Figure 2e.

---

Figure 2. Schematics of the model of dual-domain MTJs (dMTJs) and dual-barrier/dual-domain MTJs (ddMTJs) and their resistance values in each ideal configuration. a) Dual-domain MTJs (dMTJs) are shown in the left/right parts, respectively. The structures consist of two magnets with an insulation. b) The corresponding resistance values of each ideal state could be five different resistance values. c) The different resistance states could have the following configurations of the resistance. Among all of the five arrangements in the dual-domain MTJ, there are two resistance states (except for states “b,” “c,” and “d”) in each junction structure. From the nature of domain orientation, “b,” “c,” and “d” states are usually ignored for the inherent domain orientation due to the Oersted field. The yellow boxes represent magnets, and the red and blue arrows show magnetization directions: either up or down. Two arrows in a yellow box denote dual-domain magnetization. d) Possible scenario of switching in ddMTJs. As the current continues to be applied, magnetization in $M_1$, $M_2$, and $M_3$ may change with the arrow direction. e) Depending on the orientation of each magnet, eight distinguishable resistance values could be observed. Among all of the five arrangements in the dual-domain MTJ, there are four resistance states (except for state “b”) in each junction structure. From the nature of domain orientation, “b” state is ignored for the inherent domain orientation due to the Oersted field. f) Resistance values of the following states could be possible from 1 to 8. The corresponding configurations of the resistance states are shown next to the resistance values.
The idea of adding even more layers and using spin polarized currents to write information in all the layers as well as using the giant magnetoresistance (GMR) and tunnel magnetoresistance (TMR) effect to read information back has strong merit to it. One could foresee writing and reading simultaneously hundreds or more signal levels using this 3D nanomagnetic configuration. For example, great flexibility to tailoring the magnetic anisotropy and saturation magnetization values across the thickness of such a 3D stack could be provided using the popular Co/Pt and/or Co/Pd multilayers. In these materials, the key magnetic properties are controlled by the interfacial surface as well as the thicknesses of the key elements of the composition across the thickness.\[27\]

As shown in Figure 3a, ddMTJs were fabricated to demonstrate the multi-level magnetic switching, and three FMs were deposited with the different thickness values as 0.9, 1.3, and 1.6 nm, respectively. Two MTJs were stacked in series to form the ddMTJ structure. The magnetic force microscopy (MFM) images confirm that the dual-domain structure is formed at a demagnetization state in each FM layer. Bright and dark colors show two domains in the structure. The left of Figure 3a shows the high-resolution helium ion-beam microscope (HIM) images of the structures. The diameters of the three fabricated FMs are ≈100, 110, and 120 nm, respectively. The right image of Figure 3a shows the transmission electron microscopy (TEM) image of the structure.

Figure 3b shows the $m$–$H$ loops of the device using MOKE magnetometry. By applying magnetic field, the three FMs in the stack show distinctive magnetic properties including coercive field and saturation magnetization of ddMTJs. The detailed magnetic properties together with the fabrication process are described in the Experimental Section.

To demonstrate the concept, we will work with eight signal levels to draw an equivalency to a three-binary-bit cell with eight signal levels, as shown in Figure 3c. From the micromagnetic simulations, a current pulse is needed to switch the resistance state, whereas the current density and the pulse duration are non-unique when the current is larger than the critical current density.

Current density of the applied current required to switch the magnetization state, as well as the corresponding pulse duration. The initial states are shown in the leftmost cell of each row, and the final states are shown in the topmost cell of each column; the current density needed to switch from the initial states to the final states is shown in the crossover cell. Considering the effects of the thickness and the interfacial anisotropy energy of the three ferromagnetic layers, their effective anisotropy energy values can be selected to satisfy the inequality relationships: $K_u(M_1) < K_u(M_2) < K_u(M_3)$.

In this case, with an appropriate current density applied across the ddMTJ stack, $M_2$ will be switched at the smallest current value. The arrows in Figure 3c show the possible iteration from “1” to “1 – 1” in the ddMTJ stack. As shown in Figure 2e, the resistance values as the following orders: the domain structures/states are numbered according to the order of appearance:
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**Figure 3.** Magnetic properties of the dual MTJs. a) Ultra-high resolution of He-ion beam image (left) and TEM image (right) of the device stacks. An MFM image of dual-domain structures. Here, indication line shows there is only one domain wall, that is, a dual magnetic domain, at demagnetization state in the device. b) $m$–$H$ loop of the device stacks. c) OOMMF simulation of how the signal in a dual MTJ propagates. Red arrows show that the resistance values as the following orders can be determined: the domain structures/states are numbered according to the order of appearance: eight different resistance states “$e$ + $e$,” “$c$ + $c$,” “$a$ + $a$,” “$a$ + $c$,” “$a$ + $e$,” “$c$ + $e$,” “$c$ + $d$,” and “$d$ + $d$” are named $R_1$, $R_2$, $R_3$, $R_4$, $R_5$, $R_6$, $R_7$, and $R_8$, respectively, for the corresponding domain structures. The numbers are based on the resistance values from the lowest to highest. Beyond that, different domain structures may correspond to one same resistance value; for example, “2” and “2 – 1” have the same resistance value of “$c$ + $c$.” According to the simulation results, we found that the state “$d$ + $d$” is unstable between state 7 and 7 – 1, for the given values of the anisotropy energies, as described in the following.
Figure 4. A scenario of the eight-level signal processing using spin computers and resulting simulation data. Resistance modulation by train of identical narrow pulses with fixed amplitude, potentiation, and depression. a) With the change of applied current pulse, the magnetization was switched in the direction of the arrows, which are consistent with the envisaged switching scenario and the resulting inputs and outputs. b) Programmable neurocomputing device and eight-level signal processing. Inset represents the signal switched from 1 to other states by varying switching energy. Random switching after demagnetization. c) Reset switching after magnetization. Resistance measurements data of reset switching.
eight different resistance states "e + e," "c + c," "a + a," "a + c," "a + e," "c + e," "c + d," and "d + d" are named $R_1$, $R_2$, $R_3$, $R_4$, $R_5$, $R_6$, $R_7$, and $R_8$, respectively, for the corresponding domain structures.

The numbers are based on the resistance values from the lowest to highest. Beyond that, different domain structures may correspond to the same resistance value; for example, "2" and "2 − 1" have the same resistance value of "c + c." According to the simulation results, we found that the state "d + d" is unstable between states 7 and 7 − 1.

For neuromorphic computing (hardware implementation of ANN), there are a number of metrics that have to be reached, for the technology or device to be useful and/or viable. One of those is the ability to tune the synaptic weight, which can be represented by a conductance/resistance in a controlled but "blind" manner. The ideal case of the device could be switched in a linear and symmetric fashion, which is critical for efficient neuromorphic computing.

As shown in Figure 4a, it could be programmable by the change of voltage in selected resistance states. Therefore, the proposed ddMTJ structure exhibits multiple (up to eight) resistance levels by modulating the switching values. Through the object oriented micromagnetic framework (OOMMF) simulation, current density of the applied current and the corresponding pulse duration could be determined to switch the magnetization states. Spike-timing-dependence plasticity (STDP) measurement indicated the proper values of stimulation, as shown in Supporting Information. Figure 4b presents a typical signal processing with eight distinguishable signals. By sweeping the voltage, the outputs change from the lowest to highest states, respectively. The resistance changes were observed for eight distinctive values through voltage programming, from −0.35 to 0.35 V within the range of the switching energy.

Considering the resistance and voltage programming values, the switching energy ranges from 4 to 10 MA cm$^{-2}$. It can be noted that $R_4$ and $R_8$ are unstable as described in the previous section. The experimental data are compared with the simulation results. The STT-multilevel device can be operational with eight different states. An input can trigger by time and switching energy together. The outputs of each magnet change followed by the switching energy up to eight resistance levels.

The initial condition of FMs in a ddMTJ was saturated to the upward state (namely “1” state). The final state with each switching energy was observed after a relaxation of 12 ns. To observe the overall switching scenario, with state “1” or “1 − 1” setting as the initial state, current should be applied from top to bottom or bottom to top of the stack, respectively, as shown in Figure 4a. From the initial state of upward saturated state, we observed that continuous pulse excitation could iterate the following scenario: it was possible to have the states one after another as the following order of the arrow, which is consistent with the aforementioned scenario, as shown in Figure 4c.

From the initial state: upward saturated state “1,” any of the other seven states could be reached by applying current with a fixed duration of 0.8 ns, and among them, state "8" was an unstable state, which only appeared when the current density and the pulse duration were set as 9.0 MA cm$^{-2}$ and 0.8 ns, respectively. Furthermore, Figure 4a shows switching between states could be achieved by applying current pulses, where the pulse duration was varying from 1 to 3 ns. A continuous pulse excitation at 0.8 ns could iterate the scenario, and it was possible to have the states one after another as the following order of the arrow.

Current density dependence from $I$–$V$ measurements is shown in Figure 4b,c. In the case of the current applied from top to bottom in the stack, evolution of the states can only be carried on uni-directionally following the arrow direction, as shown in Figure 4b. Thus, each state can be switched to the state behind it with a current pulse applied in the case of random switching. After the reset process, the iteration shows the reset switching scenario, as shown in Figure 4c. Multiply accumulate action could be physically performed through resonance current pulses. Each state could have exactly distinguishable states through the switching energy and time. The current pulses with different switching energy could be performed to have vector-matrix multiplication.

In summary, using ddMTJ by change of time and switching energy, devices with eight signal levels were achieved. A ddMTJ device was suitable for multilevel computing, which could be fully operational using STT-ddMTJ. One of the advantages to use STT to switch the FM's magnetization is that the devices would warrant for practical applications such as a back-end-of-line (BEOL) integration scheme to the standard CMOS technology platform. The device stacks were controlled by electric fields, which could be programmable and compatible with the current CMOS technology.

Multilevel signal processing with magnetic domain-wall motion was demonstrated. The comprehensive experiments, including state-of-the-art nanofabrication and magnetotransport measurements, confirmed the feasibility and viability of the aforementioned 3D multilevel concept and were directly supported by micromagnetic simulations. The operation of MTJs clearly indicated that the device structures could also be used as 1 byte operation spin computers. In addition, the results enable a new computer paradigm for ultra-low power future spin-based neuromorphic systems.

**Experimental Section**

Fabrication of Dual-Barrier MTJs: Multiple CoFeB magnets and MgO insulation layers were deposited through the seven-guns sputtering system. The base pressure was as low as $1.6 \times 10^{-6}$ Torr, and the process pressure range was varied between $2.0 \times 10^{-4}$ and $5.0 \times 10^{-2}$ Torr. The annealing temperature has been increased up to 800 K. High-quality and high-density MgO target was used for oxides layer deposition. The process pressure, gas flow, power, and deposition time have been optimized for the deposition.

Highly Sensitive Magneto-Optical Kerr (MOKE) Measurements: Ultrahigh sensitive MOKE measurement was performed using a homemade MOKE system. A 635 nm diode laser was directed toward the sample, which was located between the poles of a vector magnet. The magnetic field at the probe spot was calibrated by a three-axis Hall probe sensor (C-H3A-2 m Three Axis Magnetic Field Transducer, SENIS GmbH Zürich, Switzerland). The accuracy of the magnetic field measurement is estimated at ±1%. The speed to sweep full hysteresis loops was 10 Oe s$^{-1}$.

Transport Measurements: Programmable low noise transport measurement from homemade measurement setup was performed. The sample was mounted on chip carrier after carefully wire-bonded Al wire to reduce the possible noises during the measurement. The setup guaranteed high sensitivity point contact transport measurements.
OOMMF Simulation: For the device simulation, we use the publicly available OOMMF simulator to solve the LLG equation at the micromagnetics scheme.\(^{[33]}\)

\[
\frac{d\mathbf{m}}{dt} = -\gamma \mathbf{m} \times \mathbf{H}_{\text{eff}} + \frac{\alpha}{M_s} \frac{d\mathbf{m}}{dt} + \frac{-\mathbf{P} \cdot \mathbf{j} + \mu_0 \mathbf{m} \times \mathbf{m}}{\epsilon M_s} \times (\mathbf{j} \cdot \mathbf{V}) \mathbf{m} + \frac{\xi}{M_s} \frac{d\mathbf{m}}{dt} + 2\frac{\mathbf{A}_m}{M_s^2} \mathbf{m} \times \mathbf{m} - 4\alpha M_s \mathbf{D}_{zz} \cdot \mathbf{m}
\]

(1)

In this equation, \(\mathbf{m}\) is the normalized magnetization vector for the FM layer; \(\gamma\) is the gyro-magnetic ratio; \(\alpha\) is the Gilbert damping constant; \(\mathbf{P}\) is the current through MTJ; \(\xi\) is the ratio between Slonczewski and field-like torques; \(\mathbf{P}\) is the spin polarization of the fixed layer, \(\mu_0\) is the Bohr magnetron, and \(\epsilon\) is the elementary charge. The simulation parameters are based on the size and materials from actual experiment. The saturation magnetization \((M_s)\), exchange constant \((A_m)\), spin polarization \((p)\), and Gilbert damping constant \((\alpha)\) values used in this work are 0.5 \(\times 10^6\) A m\(^{-1}\), 30 \(\times 10^{-12}\) J m\(^{-1}\), 0.4, and 0.014, respectively, for the free layers. Magnetic anisotropy energy density \((K_u)\) and thickness for the first, second, and third free layers are 1.0 MJ m\(^{-3}\) and 0.8 nm; 0.9 MJ m\(^{-3}\) and 1.2 nm; and 1.1 MJ m\(^{-3}\) and 1.6 nm. The thickness for the insulator layers is 1.2 nm. The mesh sites used in the numerical simulations are 2 nm \(\times 2\) nm \(\times 0.4\) nm.
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