Social connectedness and negative affect uniquely explain individual differences in response to emotional ambiguity
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Negativity bias is not only central to mood and anxiety disorders, but can powerfully impact our decision-making across domains (e.g., financial, medical, social). This project builds on previous work examining negativity bias using dual-valence ambiguity. Specifically, although some facial expressions have a relatively clear negative (angry) or positive valence (happy), surprised expressions are interpreted negatively by some and positively by others, providing insight into one’s valence bias. Here, we examine putative sources of variability that distinguish individuals with a more negative versus positive valence bias using structural equation modeling. Our model reveals that one’s propensity toward negativity (operationalized as temperamental negative affect and internalizing symptomology) predicts valence bias particularly in older adulthood when a more positive bias is generally expected. Further, variability in social connectedness (a propensity to seek out social connections, use those connections to regulate one’s own emotions, and be empathic) emerges as a notable and unique predictor of valence bias, likely because these traits help to override an initial, default negativity. We argue that this task represents an important approach to examining variability in affective bias, and can be specifically useful across the lifespan and in populations with internalizing disorders or even subclinical symptomology.

Negativity bias, which can be conceptualized as an enhanced attention to and memory for negative emotional information1–3 and a tendency to interpret ambiguous information as negative, has been thought to underpin the development and persistence of mood and anxiety conditions4,5. For example, in an otherwise healthy population, those with higher negativity bias show greater depression6, and altered emotional brain function compared to those with a positivity bias7,8. Such a bias could be related to exaggerated emotional responses and/or a failure of regulatory control to suppress distracting emotional influences9. Indeed, some work has shown that this bias can be overridden with emotion regulation strategies10.

While mood and anxiety disorders are both widespread and debilitating, there are important gaps in the literature linking them with negativity bias (see11). For example, much of the work on negativity bias does not allow for measuring a wide range of individual differences in negativity or provide much of an opportunity to override the negativity. Indeed, extant literature in depression and anxiety2,12,13, including subclinical symptomology14, has focused on responses to clear valence (e.g., sad or angry expressions), and described exaggerated responses to negativity as an attentional bias (toward negativity and away from positivity; see also15, which may suffer from floor or ceiling effects. In other words, when the valid response options are skewed to one end of the valence spectrum (neutral to negative or neutral to positive), rather than providing valid response alternatives ranging from negative to positive, the response variability is necessarily limited.

Even outside of work examining clear valence, the majority of work with ambiguity has focused on responses that are skewed to one end of the valence spectrum. For example, some research has examined responses to stimuli where the alternate meanings were only negative or neutral (e.g., “die”; i.e., there was not an equally valid positive interpretation16, but see Joorman et al.17), and found that individuals with a negativity bias show a stronger propensity toward the negative or threatening interpretation (see related work using response alternatives that are positive or neutral, e.g.,18. In still other studies leveraging ambiguity, the stimulus ambiguity was created in the laboratory by morphing different facial expressions (i.e., weakening its ecological validity) and measuring one’s tendency to perceive negative emotions (e.g., anger, fear, disgust) in the morphed expressions19,20.
In contrast, our work represents a methodological advance that builds on the concept of negativity bias using ecologically valid, dual-valence ambiguity. For example, although some facial expressions have a relatively clear negative (e.g., angry) or positive valence (e.g., happy), other expressions (e.g., surprise) are ambiguous because they signal both negative (e.g., witnessing an accident) and positive events (e.g., receiving an unexpected gift). When presented without contextual information, these ambiguous expressions are used to identify one's valence bias, or the tendency to interpret ambiguity as having a more negative or positive meaning (e.g.,21-23). In this paradigm, the valence bias (which is conceptually similar but distinct from the construct of negativity bias) is not related to attention allocation—both positive and negative information are available within the visual information provided. Rather, it measures one's tendency to perceive negativity when both negative and positive response options are equally valid. As such, this task does not constrain the valence of the participant's response. Further, in contrast to neutral faces that are devoid of emotional meaning (i.e., neither negative or positive response are necessarily valid), surprise has a meaning (high arousal) that predicts both positive and negative outcomes (dual-valence representation) depending on the context. Thus, our stimuli allow us not only to determine the propensity of individuals to find positive meaning in ambiguity but is being used in manipulations that train them to do so24.

Extending beyond the context of negativity and affective disorders, valence bias can also powerfully impact our decision-making across many domains. Indeed, decision-making under uncertainty is ubiquitous in daily life (e.g., financial, medical, and social decision-making; see25-27 for respective reviews) and is particularly salient in the current worldwide pandemic (e.g.,28,29). Thus, our responses to uncertainty can have dramatic and widespread consequences. For instance, a more negative bias in response to uncertainty might preclude individuals from reaping benefits associated with potential rewards (e.g., stock market gains, lottery winnings). On the other hand, a more positive bias exposes individuals to aversive outcomes (e.g., economic downturns, financial loss). Similarly, uncertainty may arise when judging another's trustworthiness30, or gauging the thoughts of others31, and the bias evident when resolving this uncertainty can facilitate or obstruct social affiliation and even enflame intergroup conflict (e.g.,32,33).

Despite the far-reaching implications of valence bias, there is very little research that explores the underpinnings of this bias. Given that differences in valence bias are stable (i.e., high test–retest reliability across several months: r = 0.46, p < 0.001; unpublished findings; and also across 1 year in a smaller sample: r = 0.72, p < 0.00123), they are likely to have important consequences for social and emotional functioning, including mental health (depression/anxiety), the present research was directed at exploring the multiple putative sources of variability that might distinguish individuals with a negative valence bias from those with a more positive bias. Indeed, there is extensive evidence suggesting that trait differences in personality are associated with variability in behavioral and neural responses to emotion34,35. For example, it is well-established that neuroticism explains variability in negativity bias36–39 and is related to mood and anxiety symptoms in both clinical40 and nonclinical samples41. And emerging research provides some evidence to suggest that valence bias per se is related to trait-like differences, including trait anxiety42. Thus, we might expect that neuroticism, and other related forms of trait and state anxiety and the bias evident when resolving this uncertainty can facilitate or obstruct social affiliation and even enflame intergroup conflict (e.g.,32,33).

Interestingly, we have demonstrated, through a variety of approaches, that the initial or default interpretation of ambiguous (surprised) faces is negative31,34–36, and the positive interpretations require an additional regulatory process that overrides this initial negativity47. As such, in addition to the variability associated with negative affect, there are likely to be trait differences that promote a more positive valence bias that help to override the initial negativity bias. For example, extraversion is associated with greater positive affect37 and decreased mood and anxiety symptoms in both clinical40 and nonclinical samples41. In addition, studies of valence bias per se have demonstrated that greater empathy is associated with a more positive bias23. Given the initial negativity, it could be that individual differences associated with social connectedness (one's propensity to seek out social connections, use those connections to regulate one's own emotions, and be empathic) are even more important in explaining valence bias than is variability associated with negativity. Notably, there is an important link between social connectedness (often operationalized in the literature as the quantity and/or quality of social ties) not only with increased positive emotions and well-being48–50 and increased empathy51, but also with ameliorating symptoms of disorders characterized by a negativity bias (i.e., depression, anxiety52–55, across the lifespan56.

The present approach. In the present study, we set out to (a) determine the putative sources of variability that might distinguish individuals with a more negative versus positive valence bias, and (b) establish the importance of the valence bias task in exploring individual differences relevant to subclinical symptomology. We conducted an analysis of data collected across 14 experiments that similarly assessed valence bias in each participant, and also collected a variety of individual difference measures thought to have a potential role in explaining valence bias. Our hypothesis is that valence bias is related to (some set of) individual differences in measures of negative affectivity and social connectedness. We predict that the effect of social connectedness will be particularly important in promoting a positive valence bias given that, at least in young adults, the negative bias represents the initial or default response. In other words, although there are likely important individual differences that reinforce a more negative bias, the ability to override the default negativity may more critically rely on variability in social connectedness that helps to downregulate or overcome the tendency toward negativity. In contrast, a low propensity toward experiencing negative emotions (low sensitivity to distressing stimuli) may not be sufficient to demonstrate a positive bias, at least in young adulthood.
**Results**

**Valence bias.** As in previous work, there was a wide range of inter-participant variability in valence bias for both the faces and scenes (see Fig. 1; higher scores are associated with a more negative bias). Interestingly, the ratings of ambiguous faces were more negative and also more variable across participants than ratings of scenes.

**Associations among measures.** Correlations among concurrent measures were all in the expected direction (Table 1). The strongest association among indicators of negative affect was between neuroticism (NEON) and trait anxiety (STAIT; \( r = 0.79 \)), and the weakest was between depression symptoms (BDI) and difficulties in emotion regulation (DERS; \( r = 0.53 \)). The strongest association among indicators of social connectedness was between empathy (EQ) and extraversion (NEOE; \( r = 0.49 \)), and the weakest was between empathy (EQ) and interpersonal emotion regulation (IRQ; \( r = 0.36 \)). As expected, average valence bias (i.e., higher values represent a more negative bias) was significantly positively correlated with depression symptoms (\( r = 0.07 \)), neuroticism (\( r = 0.16 \)), and state (\( r = 0.09 \)) and trait (\( r = 0.11 \)) anxiety, and negatively correlated with interpersonal emotion regulation (\( r = -0.11 \)), extraversion (\( r = -0.15 \)), and age (\( r = -0.18 \)).

**Results of structural equation modeling.** A measurement model with the three latent variables cova-rying with one another demonstrated adequate global fit (CFI = 0.938, TLI = 0.913, RMSEA = 0.066, 90% confidence interval = 0.058-0.074, SRMR = 0.057). The model explained a significant percentage of the variance in each indicator of negative affect: 66.5% for BDI (factor loading = 0.82), 93.0% for STAIT (factor loading = 0.97),...
Discussion

There are vast individual differences in the tendency to interpret dual-valence ambiguity as having a more positive or negative meaning. This valence bias is not only central to mood and anxiety disorders, but can powerfully impact our decision-making across domains (e.g., financial, medical, social), and thus have dramatic and widespread consequences for many aspects of our lives. To examine the underlying sources of variability that might distinguish individuals with a more negative versus positive valence bias, we conducted an analysis across fourteen experiments. Broadly, we found that both negative affect and social connectedness appear to uniquely explain individual differences in valence bias. This finding is consistent with extensive research that has demonstrated an important link between negativity bias and mood and anxiety disorders1–3. We have built on this link by demonstrating a relationship between valence bias and negative affect, which was conceptualized as a latent measure representing temperamental negative affect and internalizing symptomology. Although negative affect was significantly correlated with a more negative valence bias (Table 2), upon examining its unique association with bias (i.e., controlling for social connectedness), it was only associated with valence bias for older adults. In other words, older adults (i.e., around 51 years of age and up) that were higher in negative affect showed a more negative valence bias independent from social connectedness (i.e., no such association was evident in younger adults).

Interestingly, prior work on valence bias in younger adults has demonstrated that the initial or default interpretation of ambiguity is negative4,45, and that positive interpretations require an additional regulatory process that overrides this initial negativity47. Other related work has shown that children show a more negative bias than adults putatively because regulatory mechanisms responsible for producing a positive bias are weaker in children.
Figure 2. Results of the final model. Social connectedness was inversely associated with a more negative valence bias when controlling for negative affect and age. There was also evidence for a significant interaction between negative affect and age predicting valence bias, such that there was a stronger positive association between negative affect and a more negative bias for older individuals. Values along each arrow are standardized estimates, with associated standard error in parentheses, and significance level represented by asterisks. This model explained 12.9% of the variance in Valence Bias. BDI Beck Depression Inventory, DERS Difficulties in Emotion Regulation Scale, NEON Neuroticism, STAIS State Anxiety, STAIT Trait Anxiety, EQ Empathy Quotient, IRQ Interpersonal Regulation Questionnaire, NEOE Extraversion.

Figure 3. Depiction of the significant interaction between negative affect and age. The straight line represents conditional effects of negative affect on valence bias at different ages and the curved lines reflect the 95% confidence interval for those effects. Negative affect was positively associated with a more negative valence bias, controlling for social connectedness, for individuals age 51.6 and older (i.e., beginning at 1.95 SDs above the mean of age).
than adults, see also. As such, it could be that, while a negativity bias is associated with dysfunction (depression, anxiety), it is perhaps the relative failure to develop mechanisms for regulating or overriding the negativity that may serve both to maintain the negativity bias into adulthood and to increase the risk for disorders (see65).

Although there is an overall association between negative affect and valence bias in the current work, we found that negative affect was not uniquely predictive of valence bias after controlling for social connectedness in young adults. This finding might be due to their default negativity. In other words, when the default response is negative, the impact of negative affect (temperament and symptomology) may be diminished. In contrast, in older adults, a positive valence bias is more likely and may even represent the new default. Thus, in this population, increases in negative affect appear to play a more crucial role in impacting valence bias. Alternatively, it could be that the interaction with age is due to some developmental process whereby, as individuals increasingly engage with more stimuli, there are more opportunities for their underlying proclivity toward negativity to manifest in a more negative valence bias, thus resulting in a more robust and stable bias. Future longitudinal work will be needed in order to disentangle these effects across different stages of the lifespan. Indeed, it could be that there are important mediators of the relationship between valence bias and negative affect (or negativity bias per se) in young adulthood (see60). Further, implementing this developmental framework would allow us to track within-person developmental processes and examine if and how this process strengthens over time.

Having said that, valence bias is measured along the full valence spectrum, from negative to positive; thus, we would be remiss to discuss the individual differences that support a negativity bias without mentioning the ramifications for positivity bias. We found that variability in social connectedness, which was conceptualized as a latent measure representing empathy, extraversion, and interpersonal emotion regulation (i.e., the tendency to rely on others in order to regulate one’s own emotions), was inversely associated with a more negative valence bias. In other words, individuals higher in social connectedness showed a more positive bias. Notably, although social connectedness is a predominantly positive construct, low levels of social connectedness are significantly associated with greater negative affect (see Table 2). Results of the SEM analyses suggest that only the truly positive features of social connectedness (unique from negative affect) are predictive of valence bias.

These findings are consistent with extant work showing that extraversion is associated with greater positivity and decreased negativity (i.e., decreased mood and anxiety symptomology) and mitigates internalizing symptoms. Notably, our results are consistent with work showing that social connectedness increases positive emotions and well-being and extends to early adulthood. Future research could examine the development of these social connectedness measures over the course of one’s lifetime. This work could also prove useful in improving our ability to identify individuals who are at risk for maintaining this negativity bias and developing depression or anxiety (e.g., people low in social connectedness and therefore lower in positivity bias).

Given the theoretical connection between valence bias and negativity bias and its associated symptomology, we explored the bivariate associations between the average valence bias and individual measures within each latent construct (negative affect, social connectedness) and age. Consistent with our predictions, a more negative valence bias was positively correlated with four of the five individual measures within the negative affect construct: depression symptoms, neuroticism, and state and trait anxiety. Further, it was correlated with two of the three individual measures within the social connectedness construct: interpersonal emotion regulation and extraversion. It is intriguing that valence bias did not show a relationship with empathy, as in previous work, future research will be needed to further explore this link.

As predicted, a more negative valence bias was inversely correlated with age. This finding is consistent with prior work demonstrating that increasing age is associated with a more positive valence bias. Interestingly, although negative affect was inversely related to social connectedness, both of these constructs were inversely related to age (i.e., older adults showed decreases in negative affect and social connectedness). Future work targeting this aging population will be helpful to explicate the mechanisms underlying these changes, specifically as they relate to a shift toward a more positive valence bias.

In sum, although extant behavioral, psychophysiological, and neuroimaging research has provided important information about the valence bias, it has fallen short of elucidating the mechanisms underlying this variability. Extensive research has focused on dispositional negativity (see for a review), but here, we provide a model suggesting that the variance related to positivity (that may specifically help to overcome a negativity bias) is more sensitive to the valence bias than an approach that focuses on negativity. In other words, social connectedness emerged as a unique predictor of valence bias, and variability in negativity was an important predictor only in later life, when a positive bias is generally expected. In other words, a heightened sensitivity to subtle indicators of positivity and interpersonal connections might facilitate the override of default tendencies toward negativity, but a low propensity toward negative emotions (e.g., low depression/anxiety symptomology) is insufficient for a positive bias.

These results are consistent with previous work showing that specific traits are associated with the propensity to experience negative and positive affect, respectively, and differences in neural responses to emotion. However, the results build on existing research by establishing a methodological advance in studying valence bias that implements dual-valence ambiguity (both positive and negative information are present in the stimuli).
These findings provide further evidence for the idea that this bias represents a relatively stable trait-like indicator of underlying individual differences\(^{22,23}\). As such, we argue that this task represents an important approach for future work examining variability in affective bias, and can be useful in research across age and in populations with related affective disorders or even subclinical symptomatology.

Indeed, there are a variety of benefits of this performance-based measure of valence bias. First, although much of the literature on negativity bias has focused on comparing patients and controls (e.g., \(^{24}\)), our task has demonstrated a dimensional association between bias and subclinical depression symptomology\(^{44}\). Second, our task shows high test–retest reliability across one year, indicating that the bias is a trait-like difference across individuals\(^{23}\). It also generalizes across ratings of different stimuli, including ambiguously valenced (surprised) facial expressions, scenes, and emotionally laden words\(^{22,67}\). Third, it engages an amygdala–prefrontal cortex (PFC) circuitry\(^{21,47,61}\), similar to that implicated in disorders characterized by a negativity bias and emotion dysregulation\(^{66,68}\). Fourth, this task is developmentally appropriate—it has been leveraged for studying valence bias and its association with depressive symptomology and emotion regulation across the lifespan (ages 6–88 years), from children—including those experiencing early life stress\(^{59–61}\) to older adults\(^{43,62,63}\). Finally, it is sensitive to a range of contextual manipulations, including but not limited to stress\(^{69}\) and exercise\(^{70}\). As a result, this task offers a novel contribution to research on negativity bias using an approach that controls the information perceived by the participants (i.e., viewing the same dual-valence images) and enables a stable measure of bias.

Future work could also examine the functional outcomes of these effects. For example, given that differences in valence bias have important consequences for social and emotional function (e.g., depression/anxiety symptomology), further research should be directed at examining the utility of this model in distinguishing individuals with normal versus aberrant function. Results of this research can inform interventions by identifying individuals with heightened resilience or increased risk for affective disorders. Indeed, a positive valence bias is associated with resilience in the face of stress\(^{71}\). Further, ongoing work shows promise for emotion regulation training and mindfulness-based stress reduction see\(^{73}\), both strategies used as interventions for mood and anxiety disorders, in promoting a more positive valence bias.

Given that social connectedness is a unique predictor of valence bias, and appears to support overriding the initial negativity, a specific focus on building social connections (e.g., training in interpersonal emotion regulation or loving kindness meditation; see\(^{49}\)) might be explored as a putative intervention for ameliorating a chronic negativity bias.

**Methods**

**Participants.** Data from fourteen experiments, conducted on 1812 human participants at University of Nebraska-Lincoln and through Amazon’s Mechanical Turk (MTurk) were included in this analysis (Supplementary Table S1). A total of 326 participants were removed from the MTurk sample for the following reasons: 183 were removed because they failed to complete at least 75% of the experiment, an additional 104 were removed because they completed the experiment in less than 300 s (which was determined to not be feasible for the number of trials included in the study), four were removed because they did not complete the valence bias task, which was crucial for the analyses in the current report, and finally, 35 were removed for having inaccurate ratings in the valence bias task (we use a standard threshold of 60% accuracy as in previous work\(^{46,49}\)). In addition, 96 participants that completed experiments in the lab were excluded: 64 for having inaccurate ratings in the valence bias task, and an additional 32 due to technical issues. The final sample resulted in 1390 adult participants (754 female, 562 male, 74 not reported). Age data was lost for 113 participants, but for the remaining sample, the age range was 17–88 years \(\text{[mean (SD) age} = 28.06 (12.07)]\). Race data was lost for 73 participants, but for the remaining sample, there were 2 identifying as American Indian/Alaska Native, 117 as Asian, 61 as Black/African-American, 895 as White, 4 as Multiracial, 46 as Other, and 192 as Unknown/Choosing not to identify.

None of the participants were aware of the purpose of the experiment. All participants had normal or corrected-to-normal vision, and they were compensated for their participation through monetary payment or course credit. Before each session, written or electronic informed consent was obtained from all participants, with a waiver of informed consent from parents/legal guardians for minors that were enrolled as students at the University of Nebraska-Lincoln. All of the procedures were carried out in accordance with the relevant guidelines and regulations, and approved by the ethics committee of University of Nebraska-Lincoln for the Protection of Human Subjects. The only criteria used for selecting participants to include in the report was that they completed the valence bias task, and the same set of surveys, for use as the dependent variables in our analyses.

**Procedures.** Across all experiments, participants first completed a valence bias task. In this task, images of faces from the NimStim\(^{24}\), Karolinska Directed Emotional Faces\(^{37}\) and Umeå University Database of Facial Expressions\(^{35}\) sets and scenes from the International Affective Picture System (IAPS\(^{73}\)), were presented. The faces included angry, happy, and surprised expressions, and the IAPS scenes were those previously identified as having a negative, positive, or ambiguous valence,ambiguity was defined in pilot work as those images that have a high standard deviation in valence ratings (i.e., individuals were in the most disagreement about their valence\(^{73}\)). For both stimuli, previous work found that, unlike ratings of clearly negative and positive stimuli, there is a wide range of inter-participant variability in ratings of ambiguous faces and scenes\(^{46,49}\).

Participants viewed images of positive, negative and ambiguous images and rated (via keyboard press \[n = 995\] or mouse click \([n = 395]\)) each image as either positive or negative. Response sides were counterbalanced across participants. Stimuli were presented for either 500 ms \((n = 712)\) or longer (either 1000 ms or indefinitely as in the case for the Mturk studies; \(n = 678\)), depending on individual experiment settings. The number of blocks of trials varied slightly across experiments, but for all experiments, each block included presentation of the complete
set of images (faces or IAPS, which were presented in separate blocks) presented in a pseudorandom order, and block order was counterbalanced between participants.

Task data were collected in several software packages: Eprime (Psychology Software Tools, Pittsburgh, PA, USA), MouseTracker™, and Qualtrics (Qualtrics, Provo, UT).

Measures. **Valence bias.** The dependent measure used to quantify valence bias was percent negative ratings, which is calculated as the percent of trials on which a participant viewed an emotionally ambiguous stimulus and rated it as negative, out of the total number of trials for that condition (excluding omissions). Notably, previous work has demonstrated that the valence bias generalizes across faces and scenes; the same people that tend to rate surprised faces as positive also tend to rate ambiguous scenes as positive. Given that these two valence bias scores should represent some stable, trait-like measure of the tendency to interpret ambiguity as having a more positive versus negative meaning, valence bias was represented by a latent construct using these two scores. This approach provides a more stable representation of valence bias that is common across the face and scene contexts. Having said that, to explore the bivariate correlations between valence bias and the other individual difference measures, we also created a bias score using the average of the face and scene ratings. This average score represents both the common and unique variance among the two measures. While most of the participants completed valence bias tasks with both stimuli, a subset of participants completed the task with only faces, for those latter individuals, the average valence bias score was treated as missing.

**Negative affect.** We administered a series of questionnaires to assess individual differences in negative affect. In order to account for missing data for any one question on a given questionnaire, which was minimal (<1%), replacement scores were calculated with mean imputation by scale, and after reverse coding items as needed.

**Depression symptomology.** Scores were extracted from the Beck Depression Inventory-II (BDI)77, one of the most widely used measures to assess severity of depression symptomology. This measure has demonstrated reliability and validity in a number of studies81. Each of the 21 items consists of four self-evaluative statements, ranging in severity, for which respondents select the statement that best describes their symptom from the last 2 weeks. Ratings from each item are summed, with a possible range of 0–63. In the present study, internal consistency was excellent (Cronbach’s alpha = 0.948).

**Difficulty in emotion regulation.** Scores were extracted from the Difficulties in Emotion Regulation Scale (DERS)78 to assess typical levels of difficulties in emotion regulation. This measure is based on a clinically-useful conceptualization of emotion regulation that was designed to be applicable to a wide variety of psychological difficulties and relevant to treatment development for clinical populations79. The DERS is a 36-item, factor-analytically derived questionnaire that comprises six subscales representing unique dimensions of emotion regulation difficulties: (1) nonacceptance of emotional responses, (2) difficulty engaging in goal-directed behavior; (3) impulse control difficulties, (4) lack of emotional awareness, (5) limited access to emotion regulation strategies, and (6) lack of emotional clarity. The DERS has demonstrated excellent convergent and discriminant validity. Respondents rate how often each item applies to them using a 5-point Likert scale (1 = Almost Never, 5 = Almost Always). Ratings from each item are summed to create a composite score across the six factors, with a possible range of 36–180. In the present study, internal consistency was excellent (Cronbach’s alpha = 0.898).

**Neuroticism.** Scores were extracted from the NEO Five-Factor Inventory (NEO–FFI80) to assess neuroticism (NEON). The NEO–FFI is one of the most widely used instruments to assess personality. This 60-item questionnaire includes scales to measure the big five personality traits, and respondents rate each item on the degree to which it is true or not true of them, using a 4-point Likert scale (0 = Strongly Agree, 3 = Strongly Disagree). Due to differences in the survey procedure across studies, some participants only completed a subset of the 60-item questionnaire (e.g., neuroticism and extraversion scales only). Although the NEO–FFI has had multiple revisions since its original development in 1990, adequate reliability has been consistency demonstrated over the years81. The NEO scale consists of 12 items that were summed, with a possible range of 0–48. In the present study, internal consistency was excellent (Cronbach’s alpha = 0.862).

**State and trait anxiety symptoms.** Scores were extracted from the State-Trait Anxiety Inventory (STAI85) to assess state and trait anxiety symptomology. State Anxiety (STAIS) is measured with a 20-item questionnaire in which respondents rate each item on the degree to which it is true or not true of them, using a 4-point Likert scale (1 = Not At All, 4 = Very Much So). Ratings from each item are summed, with a possible range of 20–80. Trait Anxiety (STAIT) is measured similarly, except respondents rate each item on the degree to which it is true or not true of how they ‘generally feel’. In the present study, internal consistency was excellent (Cronbach’s alpha: STAIS = 0.921, STAIT = 0.935).

**Social connectedness.** We administered a series of questionnaires to assess individual differences relevant to social connectedness. Again, mean imputation was used to account for any missing data on a given questionnaire (<1%).

**Empathy.** Scores were extracted from the abridged Empathy Quotient (EQ)83 to assess variability in empathy. The EQ is a relatively recent measure of empathy that is unique in that it was explicitly designed to have clinical application84. The abridged EQ includes 22 items that respondents rate on the degree to which it is true or not...
Extraversion. Scores were extracted from the NEO Five-Factor Inventory (NEO–FFI80) to assess extraversion consistency was excellent (Cronbach’s alpha = 0.932).

To create a composite score across the four factors, with a possible range of 16–112. In the present study, internal consistency was excellent (Cronbach’s alpha: EQ = 0.888).

Interpersonal emotion regulation. Scores were extracted from the Interpersonal Regulation Questionnaire (IRQ85) to assess variability in one’s recruitment of social resources to up- and down-regulate one’s own emotions. This questionnaire includes measures of both tendency to recruit these social resources and efficacy with which these resources are perceived to be helpful, each with respect to managing both positive and negative emotions. The IRQ is a 16-item, factor-analytically derived questionnaire that is comprised of four subscales representing these unique dimensions: (1) negative emotions—tendency, (2) negative emotions—efficacy, (3) positive emotions—tendency, and (4) positive emotions—efficacy. The IRQ has demonstrated excellent convergent and discriminant validity, and is distinct from measures of negative expressivity, intrapersonal emotion regulation ability, and extraversion. Respondents rate each item on the degree to which it is true or not true of them, using a 7-point Likert scale (1 = Strongly Disagree, 7 = Strongly Agree). Ratings from each item are summed to create a composite score across the four factors, with a possible range of 16–112. In the present study, internal consistency was excellent (Cronbach’s alpha = 0.932).

Extraversion. Scores were extracted from the NEO Five-Factor Inventory (NEO–FFI80) to assess extraversion (NEOE). As previously described, the NEO-FFI is one of the most widely used instruments to assess personality. The NEOE scale consists of 12 items that were summed, with a possible range of 0–48. In the present study, internal consistency was excellent (Cronbach’s alpha = 0.855).

Age and potential controls. A series of demographic characteristics (e.g., education, sex, household income, race, ethnicity, past history of mental or physical illness, medication use) as well as methodological differences across studies (i.e., presentation duration, number of trials, response method—mouse versus keyboard, study location—online versus laboratory) were examined. However, only age consistently correlated with both measures of valence bias and at least one of the predictors (see Tables 1, 2) and, as such, none of the other variables were included as controls. And based on research suggesting that there may be important age-related changes in the nature of a default negative valence bias across the adult lifespan, ultimately, age was included as an interactive effect with negative affect rather than a control (see below).

Statistical analyses. Data were analyzed using Mplus86. Because of missing data for some surveys across different experiments, some scores were missing. Covariance coverage for the model ranged from 0.137 to 0.979, but a large majority (> 80%) exceeded 0.40. Table 3 reports sample size for each variable and Supplementary Table S2 reports covariance coverage. Further, full information maximum likelihood estimation (FIML87) is considered an optimal approach to addressing missing data patterns of this magnitude. Thus, by implementing FIML, we capitalized on all available data from this large dataset. Additionally, robust standard errors were estimated using the MLR estimator in Mplus to address any violations of univariate or multivariate normality. We considered an optimal approach to addressing missing data patterns of this magnitude. Thus, by implementing FIML, we capitalized on all available data from this large dataset. Additionally, robust standard errors were estimated using the MLR estimator in Mplus to address any violations of univariate or multivariate normality. We applied a latent moderated structural equations method57 for testing moderation hypotheses. Multiple indices were used to assess global model fit. The comparative fit index (CFI > 0.90), Tucker–Lewis Index (TLI > 0.90), root-mean-square error of approximation (RMSEA < 0.08), and standardized root-mean residual (SRMR < 0.08) are reported. Once a model was determined to adequately fit the data, parameter estimates were interpreted.

| Variable     | n    | Mean (SD)          | Sample Range | Possible Range |
|--------------|------|--------------------|--------------|----------------|
| 1. BDI       | 568  | 8.060 (7.182)      | 0–45         | 0–48           |
| 2. DERS      | 768  | 78.586 (24.019)    | 36–171       | 36–180         |
| 3. NEOE      | 986  | 21.265 (8.996)     | 0–48         | 0–48           |
| 4. STAIS     | 1124 | 35.941 (11.027)    | 20–77        | 20–80          |
| 5. STAIT     | 1112 | 38.339 (11.738)    | 20–78        | 20–80          |
| 6. EQ        | 928  | 31.257             | 2–54         | 0–56           |
| 7. IRQ       | 651  | 77.725             | 16–112       | 16–112         |
| 8. NEOE      | 986  | 30.043             | 0–48         | 0–48           |
| 9. VB (Faces)| 1361 | 63.593 (25.722)    | 0–100        | 0–100          |
| 10. VB (Scenes)| 1145 | 47.501 (16.125)   | 4–100        | 0–100          |
| 11. Age      | 1277 | 28.063 (12.074)    | 17–88        |                |

Table 3. Descriptive statistics of observed variables. BDI Beck Depression Inventory, DERS Difficulties in Emotion Regulation Scale, NEOE Neuroticism, STAIS State Anxiety, STAIT Trait Anxiety, EQ Empathy Quotient, IRQ Interpersonal Regulation Questionnaire, NEOE Extraversion, VB Valence Bias—higher scores associated with a more negative bias.
EQ, IRQ, and NEOF were modeled as indicators of a latent variable representing social connectedness. Third, valence bias for faces (VB-faces and scenes) (VB-scenes) were modeled as indicators of a latent variable representing valence bias.

In this model, the latent scores of negative affect and social connectedness were used to predict valence bias. In addition, we explored interactive effects of age and negative affect, predicting that age might play a more critical role in the relationship between negative affect and valence bias given prior work demonstrating that increasing age is associated with a more positive valence bias. In other words, we expected that the association between negative affect and valence bias would vary as a function of age such that negative affect might have a stronger impact on valence bias in older age when a more positive bias might otherwise be expected. In contrast, we did not have predictions about the effects of social connectedness as a function of age. Thus, we added the interaction between negative affect and age as a predictor of valence bias.

Received: 19 August 2020; Accepted: 21 December 2020
Published online: 16 February 2021

References
1. Bar-Haim, Y., Lamy, D., Pergamin, L., Bakermans-Kranenburg, M. J. & van Ijzendoorn, M. H. Threat-related attentional bias in anxious and nonanxious individuals: A meta-analytic study. Psychol. Bull. 133, 1–24 (2007).
2. Browning, M., Holmes, E. A. & Harmon, C. J. The modification of attentional bias to emotional information: A review of the techniques, mechanisms, and relevance to emotional disorders. Cogn. Affect. Behav. Neurosci. 10, 8–20 (2010).
3. Hamilton, J. P. & Gotlib, I. H. Neural substrates of increased memory sensitivity for negative stimuli in major depression. Biol. Psychiatry. 63, 1155–1162 (2008).
4. Beck, A. T. Cognitive Therapy and the Emotional Disorders (Meridian, New York, 1976).
5. Williams, L. M. & Derntl, F. A. Neural biases to covert and overt signals of fear: Dissociation by trait anxiety and depression. J. Cogn. Neurosci. 19(10), 1595–1608 (2007).
6. Ingram, R. Depression. In Encyclopedia of Human Behavior 2nd edn (ed. Ramachandram, V. S.) 682–689 (Academic Press, New York, 2012).
7. Gordon, E., Barnett, K. J., Cooper, N. J., Tran, N. & Williams, L. W. An ‘integrative neuroscience’ platform: Application to profiles of negativity and positivity bias. J. Integr. Neuropsych. 7(3), 345–366 (2008).
8. Williams, L. M. et al. ‘Negativity bias’ in risk for depression and anxiety: Brain-body fear circuitry correlates, 5-HTT-LPR and early life stress. Neuroimage 47, 804–814 (2009).
9. Fales, C. L. et al. Altered emotional interference processing in affective and cognitive-control brain circuitry in major depression. Biol. Psychiatr. 63(4), 377–384 (2008).
10. Charles, S. T. & Carstensen, L. L. Emotion regulation and aging. Annu. Rev. Psychol. 60, 595–631 (2009).
11. Mathews, A. & MacLeod, C. Cognitive approaches to emotion and emotional disorders. Annu. Rev. Psychol. 45(1), 25–50 (1994).
12. Joormann, J., Waugh, C. E. & Gotlib, I. H. Cognitive bias modification for interpretation in major depression: Effects on memory and stress reactivity. Clin. Psychol. Sci. 3(1), 126–139 (2015).
13. Halberstadt, J. B., Niedenthal, P. M. & Kushner, J. Resolution of lexical ambiguity by emotional state. Psychol. Sci. 6(3), 278–282 (1995).
14. Bishop, S. J., Aguirre, G. K., Nunez-Elizalde, A. O. & Toker, D. Seeing the world through non rose-colored glasses: Anxiety and the amygdala response to blended expressions. Front. Hum. Neurosci. 9, 152 (2015).
15. Richards, A. et al. Anxiety-related bias in the classification of emotionally ambiguous facial expressions. Emotion 2, 273–287 (2002).
16. Kim, H., Somervelle, L. H., Johnstone, T., Alexander, A. L. & Whalen, P. J. Neural responses to ambiguous faces. NeuroReport 14, 2317–2322 (2003).
17. Neta, M., Kelley, W. M. & Whalen, P. J. Neural responses to ambiguity involve domain-general and domain-specific emotion processing systems. J. Cogn. Neurosci. 25, 547–557 (2013).
18. Bishop, S. J., Aguirre, G. K., Nunez-Elizalde, A. O. & Toker, D. Seeing the world through non rose-colored glasses: Anxiety and the amygdala response to blended expressions. Front. Human. Neurosci. 9, 152 (2015).
19. Richards, A. et al. Anxiety-related bias in the classification of emotionally ambiguous facial expressions. Emotion 2, 273–287 (2002).
20. Kim, H., Somervelle, L. H., Johnstone, T., Alexander, A. L. & Whalen, P. J. Neural responses to ambiguous faces. NeuroReport 14, 2317–2322 (2003).
21. Neta, M., Kelley, W. M. & Whalen, P. J. Neural responses to ambiguity involve domain-general and domain-specific emotion processing systems. J. Cogn. Neurosci. 25, 547–557 (2013).
22. Platt, M. L. & Huettel, S. A. Risky business: The neuroeconomics of decision making under uncertainty. Nat. Neurosci. 11(4), 398–403 (2008).
23. Allig, D. et al. Economic Uncertainty Before and During the Covid-19 Pandemic (No. w27418) (National Bureau of Economic Research, New York, 2020).
24. Durodie, B. Handling uncertainty and ambiguity in the COVID-19 pandemic. Psychol. Trauma 12(51), S61 (2020).
25. King-Casas, B. et al. Getting to know you: Reputation and trust in two-person economic exchange. Science 360(6381), 398–403 (2018).
26. Fisenman, E., Golinelli, E. & Shenhav, A. Resolving uncertainty about emotional expressions. Emotion 16(8), 1177–1182 (2016).
27. Mauro, M. Inaccurate group meta-perceptions drive negative out-group attributions in competitive contexts. Nat. Hum. Behav. 3(5), 279–286 (2020).
35. Rothbart, M. K. Temperament, development, and personality. *Curr. Dir. Psychol. Sci.* 16(4), 207–212 (2007).
36. Costa, P. T. & McCrae, R. R. Influence of extraversion and neuroticism on subjective well-being: Happy and unhappy people. *J. Pers. Soc. Psychol.* 38(4), 668 (1980).
37. Hirsh, J. B. & Inzlicht, M. The devil you know: Neuroticism predicts neural response to uncertainty. *Psychol. Sci.* 19(10), 962–967 (2008).
38. Norris, C. J., Leaf, P. T. & Fenn, K. M. Negativity bias in false memory: Moderation by neuroticism after a delay. *Cogn. Emot.* 33(4), 737–753 (2019).
39. Rusting, C. L. & Larsen, R. J. Personality and cognitive processing of affective information. *Pers. Soc. Psychol. Bull.* 24(2), 200–213 (1998).
40. Malouff, J. M., Thorsteinsson, E. B. & Schutte, N. S. The relationship between the five-factor model of personality and symptoms of clinical disorders: A meta-analysis. *J. Psychopathol. Behav. Assess.* 27, 101–114 (2005).
41. Jylhä, P. & Isometsä, E. The relation of neuroticism and extraversion to symptoms of anxiety and depression in the general population. *Depress. Anxiety* 23, 281–289 (2006).
42. Park, G., Vasey, M. W., Kim, G., Hu, D. D. & Thayer, J. F. Trait anxiety is associated with negative interpretations when resolving valence ambiguity of surprised faces. *Front. Psychol.* 7, 1164 (2016).
43. Neta, M. & Tong, T. T. Don’t like what you see? Give it time: Longer reaction times associated with increased positive affect. *Emotion* 16, 730–739 (2016).
44. Neta, M., Davis, F. C. & Whalen, P. J. Valence resolution of ambiguous facial expressions using an emotional oddball task. *Emotion* 11, 1423–1433 (2011).
45. Neta, M. & Whalen, P. J. The primacy of negative interpretations when resolving the valence of ambiguous facial expressions. *Psychol. Sci.* 21, 901–907 (2010).
46. Neta, M., Berkebile, M. M. & Freeman, J. B. The dynamic process of ambiguous emotion perception. *Cogn. Emot.* https://doi.org/10.1080/02699931.2020.1862063 (2020).
47. Petro, N. M., Tong, T. T., Henley, D. J. & Neta, M. Individual differences in valence bias: fMRI evidence of the initial negativity hypothesis. *Soc. Cogn. Affect. Neurosci.* 13(7), 687–698 (2018).
48. DeVries, A. C., Glasper, E. R. & Dietllion, C. E. Social modulation of stress responses. *Physiol. Behav.* 79(3), 399–407 (2003).
49. Hutcherson, C. A., Seppala, E. M. & Gross, J. J. Loving-kindness meditation increases social connectedness. *Emotion* 8(5), 720 (2008).
50. Ryff, C. D. & Singer, B. The contours of positive human health. *Psychol. Inq.* 9(1), 1–28 (1998).
51. Cialdini, R. B., Brown, S. L., Lewis, B. P., Luce, C. & Neuberg, S. L. Reinterpreting the empathy–altruism relationship: When one equals oneness. *J. Pers. Soc. Psychol.* 73(3), 481 (1997).
52. Garland, E. L. et al. Upward spirals of positive emotions counter downward spirals of negativity: Insights from the broaden-and-build theory and affective neuroscience on the treatment of emotion dysfunctions and deficits in psychopathology. *Clin. Psychol. Rev.* 30(7), 849–864 (2010).
53. Hawley, L. C., Mass, C. M., Berry, J. D. & Cacioppo, J. T. Loneliness is a unique predictor of age-related differences in systolic blood pressure. *Psychol. Aging* 21(3), 152 (2006).
54. Lee, R. M. & Robbins, S. B. The relationship between social connectedness and anxiety, self-esteem, and social identity. *J. Couns. Psychol.* 5, 338–345 (1998).
55. Mauss, I. B. et al. Don’t hide your happiness! Positive emotion dissociation, social connectedness, and psychological functioning. *J. Pers. Soc. Psychol.* 100(1), 738 (2011).
56. Ong, A. D. & Allaire, J. C. Cardiovascular intraindividual variability in later life: The influence of social connectedness and positive emotions. *Psychol. Aging* 20(3), 476 (2005).
57. Maslow, J., Jager, J. & Hemken, D. Estimating and interpreting latent variable interactions: A tutorial for applying the latent moderated structural equations method. *Int. J. Behav. Dev.* 39(1), 87–96 (2015).
58. Fung, H. H., Carstensen, L. L. & Lang, F. R. Age-related patterns in social networks among European Americans and African Americans: Implications for socioemotional selectivity across the life span. *Int. J. Aging Hum. Dev.* 52(3), 185–206 (2001).
59. Tottenham, N., Phuong, J., Flannery, J., Gabard-Durnam, L. & Goff, B. A. negativity bias for ambiguous facial-expression valence during childhood: Converging evidence from behavior and facial corrugator muscle responses. *Emotion* 13, 92–103 (2013).
60. Vantieghem, M. R. et al. Positive valence bias and parent-child relationship security moderate the association between early institutional caregiving and internalizing symptoms. *Dev. Psychopathol.* 29(2), 519 (2017).
61. Petro, N. M., Tottenham, N. & Neta, M. Exploring valence bias as a metric for fronto-amygdalar connectivity and depressive symptoms in childhood. *Dev. Psychobiol.* https://doi.org/10.1002/dev.22084 (2021).
62. Shuster, M. M., Mikels, J. A. & Camras, L. A. Adult age differences in the interpretation of surprised facial expressions. *Emotion* 17(2), 191–195 (2017).
63. Petro, N. M., Baysouni, R. & Neta, M. Positivity effect in aging: Evidence for the primacy of positive responses toward emotional valence. *bioRxiv* https://doi.org/10.1101/2020.07.15.205096 (2020).
64. Puccetti, N. A. et al. Daily emotion links task-based negativity bias and variability in depressive symptoms. *PsyArXiv* Preprint at https://doi.org/10.31234/osf.io/gdzsp (2020).
65. Shackman, A. J. et al. Dispositional negativity: An integrative psychological and neurobiological perspective. *Psychol. Bull.* 142, 1275–1314 (2016).
66. Luking, K. R. et al. Functional connectivity of the amygdala in early-childhood-onset depression. *J. Am. Acad. Child. Adolesc. Psychiatr.* 50(10), 1027–1041 (2011).
67. Harp, N. R., Brown, C. C. & Neta, M. Spring break or heart break? Extending valence bias to emotional words. *Soc. Psychol. Personal. Sci. (in press).*
68. Ochsner, K. N. & Gross, J. J. The neural architecture of emotion regulation. In *Handbook of Emotion Regulation***104 (ed. Gross, J.J.) (Guilford Press, New York, 2007).
69. +Brown, C. C., +Raio, C. M. & Neta, M. Cortisol response enhance negative valence perception for ambiguous facial expressions. *Sci. Rep.* 7, 15107 (2017) (**equal contribution**).
70. Neta, M., Harp, N. R., Henley, D. J., Beckford, S. E. & Koehler, K. One step at a time: Physical activity is linked to perceived interpretations of ambiguity. *PLoS One* 14(11), e0225106 (2019).
71. Raio, C. M., Brown, C. C. & Neta, M. Propensity to reappraise promotes resilience to stress-induced negativity bias. *PsyArXiv* Preprint at https://doi.org/10.31234/osf.io/hbc6c (2020).
72. Tottenham, N. et al. The NimStim set of facial expressions: Judgments from untrained research participants. *Psychiatry Res.* 168, 242–249 (2009).
73. Lundqvist, D., Flykt, A. & Ohman, A. The Karolinska Directed Emotional Faces (KDEF) (CD ROM from Department of Clinical Neuroscience, Psychology section, Karolinska Institutet, Solna, 1998).
74. Samuelsson, H., Jarnvik, K., Henningsson, H., Andersson, J. & Carbring, P. The Umeå university database of facial expressions: A validation study. *J. Med. Internet. Res.* 14(5), e136 (2012).
75. Lang, P. J., Bradley, M. M. & Cuthbert, B. N. International Affective Picture System (IAPS): Affective ratings of Pictures and instruction Manual (University of Florida, Gainesville, 2008).
76. Freeman, J. B. & Ambady, N. Mousetracker: Software for studying real-time mental processing using a computer mouse-tracking method. Behav. Res. Methods 42, 226–241 (2010).
77. Beck, A. T., Steer, R. A. & Brown, G. K. Beck Depression Inventory (BDI-II) (Pearson, London, 1996).
78. Gratz, K. L. & Roemer, L. Multidimensional assessment of emotion regulation and dysregulation: Development, factor structure, and initial validation of the difficulties in emotion regulation scale. J. Psychopathol. Behav. Assess. 26, 41–54 (2004).
79. Gratz, K. L. Targeting emotion dysregulation in the treatment of self-injury. J. Clin. Psychol. 63, 1091–1103 (2007).
80. Costa, P. T. & McCrae, R. R. NEO Five-Factor Inventory (NEO-FFI) 3 (Psychological Assessment Resources, Odessa, 1989).
81. McCrae, R. R., Kurtz, J. E., Yamagata, S. & Terracciano, A. Internal consistency, retest reliability, and their implications for personality scale validity. Pers. Soc. Psychol. Rev. 15(1), 28–50 (2011).
82. Spielberger, C. D. State-trait anxiety inventory for adults. (1983).
83. Groen, Y., Fuermaier, A. B. M., Den Heijer, A. É., Tucha, O. & Althaus, M. The empathy and systemizing quotient: The psychometric properties of the Dutch version and a review of the cross-cultural stability. J. Autism. Dev. Disord. 45(9), 2848–2864 (2015).
84. Baron-Cohen, S. & Wheelwright, S. The empathy quotient: An investigation of adults with Asperger syndrome or high functioning autism, and normal sex differences. J. Autism Dev. Disord. 34(2), 163–175 (2004).
85. Williams, W. C., Morelli, S. A., Ong, D. C. & Zaki, J. Interpersonal emotion regulation: Implications for affiliation, perceived support, relationships, and well-being. J. Pers. Soc. Psychol. 115(2), 224 (2018).
86. Muthén, L. K. & Muthén, B. O. Mplus User’s Guide 7th edn. (Author, Los Angeles, 2012).
87. Enders, C. K. Applied Missing Data Analysis (Guilford press, New York, 2010).

Acknowledgements
This work was supported by the National Institutes of Health (NIMH111640; PI: Neta), and by Nebraska Tobacco Settlement Biomedical Research Enhancement Funds. We thank Nicholas R. Harp for help with scoring, and Kayla Clark for help with compiling data.

Author contributions
M.N. developed the study concept. R.L.B. provided statistical expertise and consultation. M.N. conducted data analysis and interpretation with supervision. M.N. wrote the manuscript and prepared all figures and tables, and both authors approved.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-020-80471-2.

Correspondence and requests for materials should be addressed to M.N.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021