The birth of a cut in unitary random matrix ensembles

Tom Claeys

February 2, 2008

Abstract

We study unitary random matrix ensembles in the critical regime where a new cut arises away from the original spectrum. We perform a double scaling limit where the size of the matrices tends to infinity, but in such a way that only a bounded number of eigenvalues is expected in the newborn cut. It turns out that limits of the eigenvalue correlation kernel are given by Hermite kernels corresponding to a finite size Gaussian Unitary Ensemble (GUE). When modifying the double scaling limit slightly, we observe a remarkable transition each time the new cut picks up an additional eigenvalue, leading to a limiting kernel interpolating between GUE-kernels for matrices of size \( k \) and size \( k + 1 \). We prove our results using the Riemann-Hilbert approach.

1 Introduction

We consider unitary invariant random matrix ensembles on the set of Hermitian \( n \times n \) matrices, with a probability density of the form

\[
Z_n^{-1} \exp(-n \text{Tr} V(M)) dM, \tag{1.1}
\]

where \( Z_n \) is a normalization constant and \( dM \) is the usual flat Lebesgue measure on the Hermitian matrices. We assume the confining potential \( V \) to be real analytic on \( \mathbb{R} \) with enough growth at infinity,

\[
\frac{V(x)}{\log(x^2 + 1)} \to +\infty \quad \text{as} \quad x \to \pm \infty. \tag{1.2}
\]

Eigenvalues of a random matrix in the ensemble (1.1) follow a determinantal point process generated by the following correlation kernel [22],

\[
K_n(x, y) = e^{-\frac{V(x)}{n}} e^{-\frac{V(y)}{n}} \sum_{k=0}^{n-1} p_k^{(n)}(x)p_k^{(n)}(y), \tag{1.3}
\]

given in terms of the orthonormal polynomials

\[
p_k^{(n)}(x) = \kappa_k^{(n)} x^k + \cdots, \quad \kappa_k^{(n)} > 0,
\]

with respect to the weight \( e^{-nV} \) on the real line. Using the Christoffel-Darboux formula, (1.3) can also be written in the following form,

\[
K_n(x, y) = e^{-\frac{V(x)}{n}} e^{-\frac{V(y)}{n}} \frac{\kappa_{n-1}^{(n)} p_n^{(n)}(x)p_{n-1}^{(n)}(y) - p_n^{(n)}(y)p_{n-1}^{(n)}(x)}{\kappa_n^{(n)} x - y}. \tag{1.4}
\]
If we let the size $n$ of the matrices grow to infinity, the limiting mean eigenvalue distribution of the ensemble exists and depends on $V$. In general it can be characterized as the equilibrium measure $\rho_V$ (see e.g. [8]) minimizing the logarithmic energy in external field $V$,

$$I_V(\rho) = \int\int \log \frac{1}{|x-y|}d\rho(x)d\rho(y) + \int V(y)d\rho(y),$$

(1.5)

among all probability measures $\rho$ on $\mathbb{R}$. This minimization property is equivalent to the following Euler-Lagrange variational conditions [24]: there exists a constant $\ell \in \mathbb{R}$ such that

$$2\int \log |x-y|d\rho_V(y) - V(x) = \ell, \quad \text{for } x \in \text{supp } \rho_V,$$

(1.6)

$$2\int \log |x-y|d\rho_V(y) - V(x) \leq \ell, \quad \text{for } x \in \mathbb{R} \setminus \text{supp } \rho_V.$$  

(1.7)

It is known [10] that, for real analytic $V$, $\rho_V$ has a density $\varphi_V$ which can be written in the form

$$\varphi_V(x) = \frac{1}{\pi} \sqrt{q_V^{-}(x)},$$

(1.8)

where $q_V^{-}$ denotes the negative part of a real analytic function $q_V = q_V^+ - q_V^-$. Moreover $q_V^{-}(\pm x)$ is positive for large real $x$, from which it readily follows that $\text{supp } \rho_V$ is a finite union of bounded intervals. The endpoints of the support are the zeros of $q_V$ with odd multiplicity. Generically the following conditions hold [19]:

(a) the variational inequality (1.7) holds strictly for $x \in \mathbb{R} \setminus \text{supp } \rho_V$,

(b) $\varphi_V$ is positive in the interior of its support, or equivalently, $q_V^-$ has no zeros in the interior of $\text{supp } \rho_V$,

(c) $\varphi_V$ behaves like a square root near the endpoints of its support, or equivalently, the zeros of $q_V$ with odd multiplicity are simple.

In the critical cases where the above generic conditions do not hold, singular points occur. According to [11], singular points are classified as follows.

(i) Type I singular points or singular exterior points: these are isolated points outside $\text{supp } \rho_V$ where equality in (1.7) holds. Here $q_V$ vanishes at an order $4m - 2$ for $m \geq 1$.

(ii) Type II singular points or singular interior points: these are points in the interior of $\text{supp } \rho_V$ where the density $\varphi_V$ vanishes. Necessarily $q_V$ has a zero of multiplicity $4m$ at such a point.

(iii) Type III singular points or singular edge points: these are endpoints of $\text{supp } \rho_V$ where the density $\varphi_V$ vanishes faster than a square root. Here the only possibilities are that $q_V$ has a zero of multiplicity $4m + 1$ for $m \geq 1$.

When varying the potential $V$, the critical ensembles are the ones where a change in the number of intervals of $\text{supp } \rho_V$ may possibly occur. Type I singular points correspond with the birth of a new cut away from the spectrum. Type II singular points indicate the closing of a gap in between two intervals of the support. Near type III singular points, a new interval can arise at the edge of the spectrum, or in other words, a gap can close simultaneously with one of the cuts.
Remark 1.1 It is important to note that not all multiple zeros of $q_V$ are singular points. For example, if $\text{supp}\, \rho_V$ consists of one interval $[a, b]$, it is known [8] that
\[
2 \int \log |x - y| d\rho_V(y) - V(x) - \ell = -2 \int_b^x q_V^{1/2}(y) dy \quad \text{for } x > b. \tag{1.9}
\]
Consequently, in order to have a type I singular (exterior) point $x^* > b$, $q_V^{1/2}$ should necessarily change sign at some point in between $b$ and $x^*$. At this intermediate point, $q_V$ has a multiple zero although in general it is not a singular point.

The local behavior of the eigenvalues of large random matrices near some reference point $x^*$ depends on the ‘nature’ of $x^*$. Here ‘nature’ refers to the behavior of the limiting mean eigenvalue density near $x^*$. The two regular kinds of points that occur, are points in the bulk of the spectrum (where $\varphi_V$ is positive) and points at the edge of the spectrum where $\varphi_V$ vanishes like a square root. The critical ensembles give lead, as described above, to three additional types of points that correspond to different local behavior of the eigenvalues.

Local scaling limits of the eigenvalue correlation kernel (1.3) turn out to be universal, which means that they depend on the nature of the reference point $x^*$, but not on the confining potential $V$ nor on the position of $x^*$. In the bulk of the spectrum this leads one to the sine kernel [1] [8] [11] [12] [23].
\[
\lim_{n \to \infty} \frac{1}{\pi \varphi_V(x^*) n} K_n(x^* + \frac{u}{\pi \varphi_V(x^*) n}, x^* + \frac{v}{\pi \varphi_V(x^*) n}) = \frac{\sin \pi (u - v)}{\pi (u - v)}.
\]
Near a regular edge point, the limiting kernel is given in terms of Airy functions [4],
\[
\lim_{n \to \infty} \frac{1}{c_V n^{2/3}} K_n(x^* + \frac{u}{c_V n^{2/3}}, x^* + \frac{v}{c_V n^{2/3}}) = \frac{\text{Ai}(u)\text{Ai}'(v) - \text{Ai}(v)\text{Ai}'(u)}{u - v},
\]
for some constant $c_V$.

As already mentioned, singular points indicate a transition where the number of intervals in the spectrum can change. These transitions can be observed when including a parameter in the confining potential, $V = V_t$. If the singular point corresponds to the value of $t = t_c$, double scaling limits of the kernel, where we let $n \to \infty$ and at the same time we let $t \to t_c$ at an appropriate rate, lead to families of limiting kernels, depending on a parameter. Near singular interior points these double scaling limits are given by a kernel related to the Hastings-McLeod solution of the Painlevé II equation, see [2] [5] [6] [25]. In the singular edge case, the limiting kernels are related to a special solution of an equation in the Painlevé I hierarchy [3] [7]. Singular exterior points where a new cut is born, have been studied in [16], but rigorous results about the limiting eigenvalue correlation kernel are not available in the literature yet. It is the aim of this paper to obtain rigorous asymptotics for the correlation kernel near a singular exterior point in the birth of a new cut.

Unlike in the two other critical cases, there are no Painlevé equations involved describing the local behavior of eigenvalues. In this case, the limit of the eigenvalue correlation kernel will be given by a kernel corresponding to a finite size Gaussian Unitary Ensemble (GUE). The size of the relevant GUE will depend on the precise choice of double scaling limit we take, or on the number of eigenvalues that are expected in the new cut.

Similar transitions as the ones described above also occur in the study of the small dispersion limit of the Korteweg-De Vries equation [18], and in a more general context when studying Hamiltonian perturbations of hyperbolic systems [15] [14]. In transitional regimes where algebraic asymptotics for a solution of the KdV equation turn into elliptic asymptotics, phenomena are observed which are expected to correspond to the transitions for unitary random matrix ensembles, corresponding to the three types of singular points. Painlevé asymptotics similar to those near singular interior points and singular edge points in random matrix ensembles have been verified numerically [18], but not much is known about singular exterior points. This is yet another motivation to study the birth of a cut.
1.1 Statement of results

The aim of this paper is to obtain a double scaling limit of the eigenvalue correlation kernel near
singular exterior points. We deal with the case where \( q_V \) has a double zero at \( x^* \), which is the
lowest possible order of vanishing for a type I singular point.

We consider a one-parameter family of potentials \( V_t = V/t \), where \( V = V_1 \) is such that a
singular exterior point \( x^* \) is present, and such that \( \text{supp} \rho_V = [a, b] \). Furthermore we assume
that there are, besides \( x^* \), no other singular points. For such a potential \( V \), it was shown in
\[19\] that \( \rho_t := \rho_{V_t} \) is supported on one interval \( [a_t, b_t] \) for \( t \) slightly less than 1, without singular
points. It was also shown in this paper that for \( t \) slightly bigger than 1, a new cut is born
near \( x^* \), so that \( \text{supp} \rho_t = [a_t, b_t] \cup [\alpha_t, \beta_t] \). As \( t \searrow 1 \), the cut disappears, so that \( \alpha_t, \beta_t \to x^* \).

The restrictions that \( \text{supp} \rho_V \) is supported on one interval, and that there are no other singular
points besides \( x^* \), are technical rather than crucial. We expect that universality remains valid
for potentials \( V \) that do not satisfy those assumptions.

We work in a double scaling regime where we let the size \( n \) of the matrices tend to infinity,
and at the same time we let \( t \to 1 \) in such a way that
\[|t - 1| \leq M \frac{\log n}{n}\]
for some \( M > 0 \) which can be arbitrary large. This double scaling limit implies that a bounded
number of eigenvalues is expected in the vicinity of \( x^* \).

Let us now formulate the main result of the present work.

**Theorem 1.2** Let \( V \) be real analytic satisfying condition \([1.2]\), and assume that \( x^* \) is a type I
singular point where \( q_V \) has a double zero. Assume also that \( \text{supp} \rho_V = [a, b] \) with \( b < x^* \), and
that there are no other singular points besides \( x^* \). Let \( K_{n,t} \) be the eigenvalue correlation kernel
\([1.3]\) for the potential \( V_t = V/t \). We take a double scaling limit where \( n \to \infty \) and \( t \to 1 \) in such
a way that \( |t - 1| \leq M \frac{\log n}{n} \). We define
\[ s := 2(t - 1) \frac{n}{\log n} \int_{b}^{x^*} \frac{1}{\sqrt{(s - a)(s - b)}} ds, \quad (1.10) \]
so that \( s \) remains bounded in the double scaling limit. Then, depending on the value of \( s \), we have the following limits for the eigenvalue correlation kernel,
\[ \lim_{(cn)^{1/2}} K_{n,t} \left( x^* + \frac{u}{(cn)^{1/2}}, x^* + \frac{v}{(cn)^{1/2}} \right) = \begin{cases} \mathbb{K}_{\text{GUE}}(u, v; k) & \text{for } k - \frac{1}{2} < s < k + \frac{1}{2}, \ k \geq 1, \\ 0 & \text{for } s < \frac{1}{2}, \end{cases} \quad (1.11) \]
with \( c \) given by
\[ c = \frac{1}{\sqrt{2}} q''(x^*)^{1/2}, \quad (1.12) \]
and \( \mathbb{K}_{\text{GUE}} \) is given by
\[ \mathbb{K}_{\text{GUE}}(u, v; k) = \sqrt{\frac{k}{2}} e^{-\frac{u^2 + v^2}{2}} \frac{H_k(u)H_{k-1}(v) - H_k(v)H_{k-1}(u)}{u - v}, \quad \text{as } k \geq 1, \quad (1.13) \]
where we write \( H_k \) for the \( k \)-th degree normalized Hermite polynomial, with leading coefficient
\( \frac{2^{k/2}}{\pi^{1/4} \sqrt{k!}} \), orthonormal with respect to the weight \( e^{-x^2} \).
Remark 1.3 Obviously, the limits in (1.11) do not hold not uniformly for $s$ near a half positive integer. They do hold uniformly for $s$ bounded and away from arbitrary small fixed neighborhoods of the half positive integers.

Remark 1.4 $K_{\text{GUE}}(.,.;k)$ is the eigenvalue correlation kernel for the $k \times k$ GUE, which is the random matrix ensemble (1.1) for the potential $V(x) = x^2$. After re-scaling, the eigenvalues in the newborn cut seem to behave asymptotically in the same way as the eigenvalues in a finite GUE.

Remark 1.5 For $s < 1/2$, the limiting eigenvalue correlation kernel is trivial. This is not surprising since no eigenvalues are expected in the vicinity of $x^*$ for $t < 1$. A first eigenvalue near $x^*$ is only expected when $s$ approaches 1/2. Each time we shift $s$ with 1, an additional eigenvalue is expected in the new cut.

Theorem 1.2 gives us the limiting eigenvalue correlation kernel in the case where $s$ is not a half positive integer. It is natural to ask what happens when $s$ is close to a half positive integer. It seems that, if $s$ increases and passes a half positive integer, an additional eigenvalue is picked up by the new cut with high probability, which leads to a kernel corresponding to a GUE of larger size. Near the half integers, a remarkable transition takes place, involving a limiting kernel interpolating between a GUE kernel for matrices of size $k$ and $k+1$.

Theorem 1.6 Under the same conditions as in Theorem 1.2, there exist sequences $\lambda_{n,t}^\pm$ such that the following asymptotics hold in the double scaling limit,

$$
\frac{1}{(cn)^{1/2}} K_{n,t} \left( x^* + \frac{u}{(cn)^{1/2}}, x^* + \frac{v}{(cn)^{1/2}} \right) = \begin{cases} 
\lambda_{n,t}^- K_{\text{GUE}}(u, v; k) \\
+ \lambda_{n,t}^+ K_{\text{GUE}}(u, v; k+1) + O \left( \frac{\log n}{n^{1/2}} \right), & \text{for } k \leq s \leq k+1, k \geq 0, \\
O(n^{-1/2}), & \text{for } s < 0.
\end{cases}
$$

(1.14)

Furthermore the sequences $\lambda_{n,t}^\pm$ are such that

$$\lambda_{n,t}^+ + \lambda_{n,t}^- = 1,$$

and

$$\lambda_{n,t}^+ = 1 - \lambda_{n,t}^- = O(n^{-1/2+s-k}), \quad \text{as } k \leq s \leq k+1/2,$$

(1.15)

$$\lambda_{n,t}^- = 1 - \lambda_{n,t}^+ = O(n^{1/2+k-s}), \quad \text{as } k+1/2 \leq s \leq k+1.$$

(1.16)

For simplicity in notation, we have written $K_{\text{GUE}}(u, v; 0) = 0$ in (1.14). The expansion (1.14) holds uniformly for $s$ bounded.

Remark 1.7 Note that (1.14) is compatible with (1.11). Indeed one observes that, for $s$ away from a half positive integer, either $\lambda_{n,t}^+$ or $\lambda_{n,t}^-$ tends to 0, so that, in the limit, we are only left with one of the two kernels $K_{\text{GUE}}(u, v; k)$ and $K_{\text{GUE}}(u, v; k+1)$. This is exactly what is stated in Theorem 1.2. Unfortunately, we are not able to give simple formulas for the sequences $\lambda_{n,t}^\pm$. We can give formulas for them, as we will do in Section 5, but we have been unable to reduce those formulas to simple expressions.
Remark 1.8 For $s$ near a half positive integer, the limiting kernel changes abruptly. If we would put
\[ s = k + \frac{1}{2} + \frac{\xi}{\log n}, \]
we expect that this would lead us to a limiting kernel of the form
\[ (1 - \lambda)K^{\text{GUE}}(u, v; k) + \lambda K^{\text{GUE}}(u, v; k + 1), \]
with $0 \leq \lambda \leq 1$. This is a kernel which corresponds to a determinantal point process as well, just like the GUE-kernels. The relevant point process is the one where we have $k$ GUE-eigenvalues with probability $1 - \lambda$, and $k + 1$ GUE-eigenvalues with probability $\lambda$.

Example 1.9 A concrete example of a random matrix ensemble where a singular edge point is present, was given in [16]. For the potential
\[ V(x) = \frac{1}{1 + e\tilde{e}} \left( \frac{1}{4}x^4 - \frac{e + \tilde{e}}{3}x^3 + \frac{e\tilde{e} - 2}{2}x^2 + 2(e + \tilde{e})x \right), \tag{1.17} \]
with $e > 2$ and $\tilde{e}$ such that \( \int_2^e (x - e)(x - \tilde{e})\sqrt{x^2 - 4} \, dx = 0 \), there is a singular exterior point at $x^* = e$, where $q_V$ has a double zero. For a potential of degree less then 4, singular points cannot occur. In order to construct an example for which there is a singular exterior point where $q_V$ has a zero of order $4m - 2$, a potential $V$ of degree at least $2m + 2$ is needed. In those higher order cases, we expect that double scaling limits can be tuned in such a way that the limiting eigenvalue correlation kernel is no longer related to Hermite polynomials, but to polynomials orthogonal with respect to a weight of the form $e^{-P(x)}$, where $P$ can be any polynomial of degree $2m$.

1.2 Outline for the rest of the paper

In Section 2, we will construct equilibrium measures which correspond to the potential $V_t$. For technical reasons, we need modified measures compared to the usual equilibrium measures used in e.g. [8, 11, 12], and also different from the modified measures used in [5, 7]. In Section 3, we recall the Riemann-Hilbert (RH) problem for orthogonal polynomials introduced by Fokas, Its, and Kitaev [17]. We follow the ideas of the Deift/Zhou steepest descent method [13] in order to find asymptotics for the orthogonal polynomials. Here we follow similar lines as in [8, 11, 12], with however two major differences. The first one is, as already mentioned, the use of modified equilibrium measures, and the second one is the construction of a local parametrix near the singular point $x^*$. For this construction, we will need, in Section 4 a model RH problem built out of Hermite polynomials. The local parametrix will enable us to find asymptotics for the orthogonal polynomials near $x^*$. In Section 5, we will use those asymptotics to obtain asymptotics for the eigenvalue correlation kernel and to prove Theorem 1.2 and Theorem 1.6.

2 Equilibrium measures

It is a well-known fact that a $g$-function related to an equilibrium measures plays a crucial role in the Deift/Zhou steepest descent analysis. As already mentioned in the introduction, the limiting mean eigenvalue distribution $\rho_t$ is an equilibrium measure in external field $V_t$, and would hence be an obvious candidate to built out the $g$-function. However this would not be a convenient choice because the endpoints $\alpha_t$ and $\beta_t$ of the new cut vary with $t$ and both tend to $x^*$ as $t \to 1$. This would cause various technical difficulties for the construction of a local parametrix near the critical point $x^*$, which will be the most crucial issue in our RH analysis.
To prevent the presence of endpoints near $x^*$ varying with $t$, we will construct for $t > 1$ a modified equilibrium measure $\mu_t$ which we force to have its support away from $x^*$. The portion of mass of $\rho_t$ near $x^*$ can however not be ignored, and for this purpose we add to $\mu_t$ a point mass centered at some point close to $x^*$. The rough idea is that we can ‘approximate’ the limiting mean eigenvalue density $\rho_t$ by a probability measure of the form $\mu_{n,t} = \mu_{n,t} + m_{n,t}\delta_{x_{n,t}^*}$, where

- $\mu_{n,t}$ is the positive equilibrium measure in external field $V_t$ with mass $1 - m_{n,t}$, with $m_{n,t}$ given by

$$m_{n,t} = \max\{s, 0\} = \begin{cases} \frac{2(t - 1)}{\log n} \int_{b}^{x^*} \frac{1}{\sqrt{(s-a)(s-b)}} \, ds & \text{as } t > 1, \\ 0 & \text{as } t \leq 1. \end{cases} \quad (2.1)$$

- $\delta_{x_{n,t}^*}$ is the Dirac distribution centered with mass 1 at $x_{n,t}^*$.

- $x_{n,t}^*$ is a point near $x^*$ which we will determine below.

To be precise in defining $\mu_{n,t}$, it is the equilibrium measure minimizing the logarithmic energy $I(V_t(\mu))$, defined by (1.5), among all positive measures $\mu$ satisfying the following two conditions:

- $\text{supp} \mu \subset \mathbb{R} \setminus [x^* - \epsilon, x^* + \epsilon]$ for some sufficiently small fixed $\epsilon > 0$,

- $\mu(\mathbb{R}) = 1 - m_{n,t}$, with $m_{n,t}$ defined by (2.1).

The equilibrium measure $\mu_{n,t}$ does not depend on the choice of $\epsilon$, at least not if $\epsilon$ is sufficiently small so that $[x^* - \epsilon, x^* + \epsilon]$ does not intersect with $[a, b]$, and if $t$ is sufficiently close to 1. Note also that, for $t \leq 1$, our new equilibrium measure is exactly equal to $\rho_t$. The measure $\mu_{n,t}$ is thus independent of $n$ for $t \leq 1$.

Since there are no singular points in external field $V$ any longer after the exclusion of $[x^* - \epsilon, x^* + \epsilon]$, it was shown in [19] that for $t$ sufficiently close to 1, $\text{supp} \mu_{n,t} := [a'_{n,t}, b'_{n,t}]$ consists of one single interval. It is a standard fact [24] that $\mu_{n,t}$ satisfies the following variational conditions, with $V_t = V/t$, for $t$ sufficiently close to 1,

$$2 \int \log |x - y| d\mu_{n,t}(y) - V_t(x) = \ell_{n,t}, \quad \text{for } x \in [a'_{n,t}, b'_{n,t}], \quad (2.2)$$

$$2 \int \log |x - y| d\mu_{n,t}(y) - V_t(x) < \ell_{n,t}, \quad \text{for } x \in \mathbb{R} \setminus ([a'_{n,t}, b'_{n,t}] \cup [x^* - \epsilon, x^* + \epsilon]). \quad (2.3)$$

Those variational conditions will be crucial throughout the following sections.

We can directly apply the results obtained in [10] to conclude that the density $\psi_{n,t}$ of $\mu_{n,t}$ can be written in the form

$$\psi_{n,t}(x) = \frac{1}{\pi} \sqrt{Q_{n,t}^{-1}(x)}, \quad (2.4)$$

where $Q_{n,t}$ is a real analytic function with negative part $Q_{n,t}^-$. Also it follows from [10] that

$$Q_{n,t}(z) = \left(\frac{V'(z)}{2t}\right)^2 - \frac{1}{t} \int \frac{V'(z) - V'(y)}{z - y} d\mu_{n,t}(y). \quad (2.5)$$

Using this identity, weak* convergence of $\mu_{n,t}$ to $\rho_1 = \rho_{n,1}$ is enough to conclude that $Q_{n,t}(z) \to qV(z)$ uniformly on compact sets in a neighborhood of the real line, as $t \to 1$ and $n \to \infty$. This means that $Q_{n,t}$ has simple zeros $a'_{n,t}$ and $b'_{n,t}$ tending to $a$ and $b$ as $t \to 1$, $n \to \infty$. However we can do more. It follows from a result by Buyarov and Rahmanov [1] that

$$\mu_{n,t} - \mu_{n,1} = O(t - 1), \quad (2.6)$$
Using (2.5) we now have that $Q_{n,t}(x) - q_V(x) = \mathcal{O}(t - 1)$ uniformly on compact sets, which implies that $a'_{n,t} = a + \mathcal{O}(t - 1)$ and $b'_{n,t} = b + \mathcal{O}(t - 1)$.

It is convenient to rewrite (2.4) in the following way,

$$\psi_{n,t}(x) = \frac{1}{\pi} \sqrt{(b'_{n,t} - x)(x - a'_{n,t})} h_{n,t}(x) \chi_{[a'_{n,t}, b'_{n,t}]}(x), \quad (2.7)$$

where $h_{n,t}$ is real analytic on $\mathbb{R}$ and $h_{n,t} = h_{n,1} + \mathcal{O}(t - 1)$ uniformly on compact sets as $t \to 1, n \to \infty$. Now it follows from formula (1.9) and the fact that $q_V$ has a double zero at $x^*$, that $h_{n,1}$ has a simple zero at $x^*$. It then follows that $h_{n,t}$ must have a zero $x_{n,t}^* = x^* + \mathcal{O}(t - 1)$ as $t \to 1, n \to \infty$. This zero $x_{n,t}^*$ is the point where we center the Dirac measure approximating the portion of the limiting mean eigenvalue distribution in the new cut. Note that the point $x_{n,t}^*$ is a double zero of $Q_{n,t}$, but it is not a singular point, cf. Remark 1.1.

So far, we did not give any arguments why we need to choose $m_{n,t}$ and $x_{n,t}^*$ in the way we did. Only at the very end of the RH analysis, in the construction of a local parametrix near $x^*$ in Section 4, it will become clear that only these choices for $m_{n,t}$ and $x_{n,t}^*$ do the job. Except for the construction of the local parametrix, the RH analysis would also work for other values for $m_{n,t}$ and $x_{n,t}^*$.

### 3 Riemann-Hilbert analysis

The starting point of our analysis is the RH problem for orthogonal polynomials introduced by Fokas, Its, and Kitaev [17]. We follow the approach of [5, 11, 12], where the Deift/Zhou steepest descent method [13] was used in order to find large $n$ asymptotics for the solution of this RH problem. The main idea is to apply a series of transformations to the RH problem in order to find, at the end, a RH problem which can be solved approximately for large $n$. The crucial new feature in our analysis is, besides the modification of the equilibrium measure described in the previous section, the construction of a local parametrix near the singular exterior point $x^*$ in a double scaling limit. This will be done in Section 4 using the RH problem for Hermite polynomials. The remaining part of the Deift/Zhou steepest descent analysis follows similar lines as the ones developed in [5, 11, 12] and later also applied to double scaling limits in [5, 6, 7].

For technical reasons, we assume that the confining potential $V$ is such that the support of the limiting mean eigenvalue density consists of one single interval, supp $\rho_V = [a, b]$. We also assume that the singular point lies at the right side of the spectrum, $x^* > b$, which we can do without loss of generality because of the possibility to consider the potential $V(-x)$ instead of $V(x)$. Another technical restriction is that we assume the absence of any other singular point besides $x^*$.

#### 3.1 RH problem for orthogonal polynomials

For each $n$ and $t$, we consider the following RH problem. We seek for a $2 \times 2$ matrix-valued function $Y(z) = Y(z; n, t)$ satisfying the following conditions.

**RH problem for $Y$:**

(a) $Y : \mathbb{C} \setminus \mathbb{R} \to \mathbb{C}^{2 \times 2}$ is analytic,

(b) $Y$ has continuous boundary values $Y_+(x)$ for $x \in \mathbb{R}$, where $Y_+(x)$ and $Y_-(x)$ denote the limiting values when approaching $x$ from above and below, and

$$Y_+(x) = Y_-(x) \begin{pmatrix} 1 & e^{-nV_t(x)} \\ 0 & 1 \end{pmatrix}, \quad \text{for } x \in \mathbb{R}. \quad (3.1)$$
(c) $Y$ has the following asymptotic behavior at infinity,

$$Y(z) = (I + \mathcal{O}(z^{-1})) \begin{pmatrix} z^n & 0 \\ 0 & z^{-n} \end{pmatrix}, \quad \text{as } z \to \infty.$$  \hspace{1cm} (3.2)

This RH problem has a unique solution which is given in terms of the orthonormal polynomials $p_k = p_k^{(n,t)}$ with respect to the weight $e^{-nV_t}$ on $\mathbb{R}$, see \cite{17},

$$Y(z) = \begin{pmatrix} \kappa_n^{-1}p_n(z) & \frac{\kappa_n^{-1}}{2\pi i} \int_{\mathbb{R}} \frac{p_n(u)e^{-nV_t(u)}}{u-z} \, du \\ -2\pi i\kappa_{n-1}p_{n-1}(z) & -\kappa_{n-1} \int_{\mathbb{R}} \frac{p_{n-1}(u)e^{-nV_t(u)}}{u-z} \, du \end{pmatrix}, \quad \text{for } z \in \mathbb{C} \setminus \mathbb{R}. \hspace{1cm} (3.3)$$

Here we have written $\kappa_k = \kappa_k^{(n,t)} > 0$ for the leading coefficient of $p_k$.

It is straightforward to check that the eigenvalue correlation kernel $K_{n,t}$, given by \cite{14}, can be expressed in terms of $Y$. Using the fact that $\det Y \equiv 1$ (this follows from the RH conditions for $Y$ using a standard complex analysis argument), one obtains

$$K_{n,t}(x,y) = e^{-nV_t(x)}e^{-nV_t(y)} \frac{1}{2\pi i(x-y)} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} Y_+^{-1}(y)Y_+(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \hspace{1cm} (3.4)$$

From \cite{32}, it is clear that all the information needed to prove Theorem \cite{12} is contained in the RH solution $Y$. We now need to find sufficiently accurate asymptotics for $Y$ in the double scaling limit.

### 3.2 First transformation $Y \mapsto T$

In this section we perform a transformation $Y \mapsto T$ of the RH problem which normalizes the behavior of the RH solution at infinity in such a way that $T(z) \to I$ as $z \to \infty$. Besides that, the map will modify the jumps in a convenient way. A crucial role in the transformation is played by the so-called $g$-function, which is related to the equilibrium measures constructed in Section \cite{2}.

The standard way to define the $g$-function would be to put it equal to $\int \log(z-s) d\rho_t(x)$, where $\rho_t$ is the limiting eigenvalue distribution of the random matrix ensemble. As already noted in the previous section, this would involve several technical difficulties. We have already anticipated to these difficulties by replacing the limiting mean eigenvalue distribution $\rho_t$ with a modified measure $\tilde{\mu}_{n,t} = \mu_{n,t} + m_{n,t} \delta_{x^*_n}$, where we approximated the portion of mass in the new cut by a Dirac measure centered at $x^*_n$. The new equilibrium measure leads us to the following $g$-function,

$$g(z) = g_{n,t}(z) = \int \log(z-y) d\tilde{\mu}_{n,t}(y) = \int \log(z-y) d\mu_{n,t}(y) + m_{n,t} \log(z-x^*_n), \hspace{1cm} (3.5)$$

where we take $\log z$ analytic in $\mathbb{C} \setminus (-\infty,0]$ with $-\pi < \text{Im} \log z < \pi$. The variational conditions \cite{2} and \cite{3} can now be translated to properties for the $g$-functions. For $t$ sufficiently close to 1, we have that, with $\ell = \ell_{n,t},$

$$g_+ (x) + g_- (x) - V_t(x) - \ell = 2m_{n,t} \log |x^*_n - x|, \quad \text{for } x \in [a'_{n,t}, b'_{n,t}], \hspace{1cm} (3.6)$$

$$g_+ (x) + g_- (x) - V_t(x) - \ell - 2m_{n,t} \log |x^*_n - x| < 0, \quad \text{for } x \in \mathbb{R} \setminus ([a_{n,t}, b_{n,t}] \cup [x^* - \epsilon, x^* + \epsilon]). \hspace{1cm} (3.7)$$
Note also that
\[ g_+(x) - g_-(x) = 2\pi i \int_x^{+\infty} d\tilde{\mu}_{n,t}(y), \quad \text{for} \ x \in \mathbb{R}, \tag{3.8} \]
which means in particular that
\[ g_+(x) - g_-(x) = \begin{cases} 2\pi i, & \text{for} \ x < a'_{n,t}, \\ 2\pi im_{n,t}, & \text{for} \ b'_{n,t} < x < x^*_{n,t}, \\ 0, & \text{for} \ x > x^*_{n,t}. \end{cases} \tag{3.9} \]

The above properties of the \( g \)-function are, together with the fact that \( e^{ng(z)} = z^n(1+\mathcal{O}(1/z)) \) as \( z \to \infty \), crucial to transform the RH problem. We define \( T \) as follows,
\[ T(z) = e^{-\frac{\pi i}{2} \sigma_3 Y(z)} e^{-ng(z)\sigma_3} e^{\frac{\pi i}{2} \sigma_3}, \quad \text{for} \ z \in \mathbb{C} \setminus \mathbb{R}, \tag{3.10} \]
where \( \sigma_3 \) is the third Pauli matrix, \( \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \). With \( \nu = \max\{s, 0\} = nm_{n,t} \), it is straightforward to check using (3.6), (3.7), and (3.9), that \( T \) satisfies the following RH problem.

**RH problem for \( T \):**

(a) \( T : \mathbb{C} \setminus \mathbb{R} \to \mathbb{C}^{2 \times 2} \) is analytic,

(b) \( T_+(x) = T_-(x)v_T(x) \) for \( x \in \mathbb{R} \), with
\[
v_T(x) = \begin{cases} \begin{pmatrix} 1 & e^{n(g_+(x)+g_-(x)-V_i(x)-\ell)} \\ 0 & 1 \end{pmatrix}, & \text{for} \ x \in (-\infty, a'_{n,t}) \cup (x^*_{n,t}, +\infty), \\ \begin{pmatrix} e^{-n(g_+(x)-g_-(x))} & |x-x^*_{n,t}|^{2\nu} \\ 0 & e^{n(g_+(x)-g_-(x))} \end{pmatrix}, & \text{for} \ x \in [a'_{n,t}, b'_{n,t}], \\ \begin{pmatrix} e^{-2\pi i\nu} & e^{n(g_+(x)+g_-(x)-V_i(x)-\ell)} \\ 0 & e^{2\pi i\nu} \end{pmatrix}, & \text{for} \ x \in (b'_{n,t}, x^*_{n,t}), \end{cases} \tag{3.11} \]

(c) \( T(z) = I + \mathcal{O}(1/z) \), as \( z \to \infty \),

(d) \( T(z)(z-x^*_{n,t})^{\nu\sigma_3} \) is bounded near \( x^* \).

It is necessary to add condition (d), controlling the behavior of \( T \) near \( x^* \), in order to have unique RH solution. A similar condition was not stated in the RH problem for \( Y \), where we assumed continuous boundary values and thus a bounded RH solution near \( x^* \). In exception of \( x^*_{n,t}, T \) has continuous boundary values on \( \mathbb{R} \) as well.

Using (3.4) and (3.10), we find the following identity for the eigenvalue correlation kernel in terms of the new RH solution \( T \),
\[
K_{n,t}(x, y) = e^{-\frac{\pi i}{2} V_i(x)} e^{-\frac{\pi i}{2} V_i(y)} e^{ng_+(x)} e^{ng_+(y)} e^{-n\ell} \frac{1}{2\pi i(x-y)} (0 1) T_+^{-1}(y) T_+(x) \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \tag{3.12} \]
3.3 Second transformation $T \mapsto S$

Before going on with the next transformation of the RH problem, we first write the jump matrices $v_T$ in a slightly different and more convenient way. Let us define a function $\phi = \phi_{n,t}$, analytic in $\mathbb{C} \setminus [-\infty, b_{n,t}']$, by

$$\phi(z) = \int_{b_{n,t}'}^{b_{n,t}} Q_{n,t}^{1/2}(s)ds = \int_{b_{n,t}'}^{b_{n,t}} (s-a_{n,t}')^{1/2} (s-b_{n,t}')^{1/2} h_{n,t}(s)ds,$$  

(3.13)

with $Q_{n,t}$ as in (2.4) and $h_{n,t}$ as in (2.7), and with a suitable branch of the square root such that

$$\text{Re } \phi_{\pm}(x) < 0, \quad \text{as } x < a_{n,t}',$$

$$\pm \text{Im } \phi_{\pm}(x) > 0, \quad \text{as } x \in [a_{n,t}', b_{n,t}'],$$

$$\phi(x) < 0, \quad \text{as } x \in (b_{n,t}', +\infty) \setminus [x^* - \delta, x^* + \delta].$$

Using the definition of $\phi$, (2.7), and (3.9), we observe that

$$g_+(x) - g_-(x) = \pm 2\phi_{\pm}(x) + 2\pi i m_{n,t}, \quad \text{for } x \in [a_{n,t}', b_{n,t}'].$$  

(3.14)

On the other hand, by (3.6), we have that

$$g_{\pm}(x) - g_{\mp}(x) = 2g_{\pm}(x) - V_t(x) - \ell - 2m_{n,t} \log |x_{n,t}^* - x|, \quad \text{for } x \in [a_{n,t}', b_{n,t}'].$$

Combining the two above equations and using the identity theorem, we obtain the following identity,

$$2\phi(z) + 2m_{n,t} \log (z - x_{n,t}^*) = 2g(z) - V_t(z) - \ell, \quad \text{for } z \in \mathbb{C} \setminus (-\infty, x_{n,t}^*).$$  

(3.15)

We can now rewrite the jump matrix $v_T$ given by (3.11), using (3.14) and (3.15). For $t > 1$ we have the following jump matrix,

$$v_T(x) = \begin{cases} 
\begin{pmatrix} 
1 & e^{2\pi i \nu} |x - x_{n,t}^*|^{2\nu} e^{2n\phi_+ (x)} \\
0 & 1
\end{pmatrix}, & \text{for } x \in (-\infty, a_{n,t}'), \\
\begin{pmatrix} 
e^{-2n\phi_+(x)} e^{-2\pi i \nu} & |x - x_{n,t}^*|^{2\nu} e^{-2n\phi_+(x)} e^{2\pi i \nu} \\
0 & e^{-2n\phi_-(x)} e^{2\pi i \nu}
\end{pmatrix}, & \text{for } x \in [a_{n,t}', b_{n,t}'], \\
\begin{pmatrix} 
e^{-2\pi i \nu} & |x - x_{n,t}^*|^{2\nu} e^{2n\phi(x)} \\
0 & 1
\end{pmatrix}, & \text{for } x \in (b_{n,t}', x_{n,t}^*), \\
\begin{pmatrix} 
1 & |x - x_{n,t}^*|^{2\nu} e^{2n\phi(x)} \\
0 & 1
\end{pmatrix}, & \text{for } x \in (x_{n,t}^*, +\infty),
\end{cases}$$  

(3.16)

and for $t \leq 1,$

$$v_T(x) = \begin{cases} 
\begin{pmatrix} 
e^{-2n\phi_+(x)} & 1 \\
0 & e^{-2n\phi_-(x)}
\end{pmatrix}, & \text{for } x \in (a_{n,t}', b_{n,t}'), \\
\begin{pmatrix} 
1 & e^{2n\phi_+(x)} \\
0 & 1
\end{pmatrix}, & \text{for } x \in (-\infty, a_{n,t}') \cup (b_{n,t}', +\infty).
\end{cases}$$  

(3.17)

This way of writing down the jump matrix is convenient because it is now clear that we can factorize the jump matrix on $[a_{n,t}', b_{n,t}']$. Indeed, for $x \in [a_{n,t}', b_{n,t}']$, the jump matrix can be
Due to the opening of the lens, the analytic continuations of the three factors of the jump matrix \(RH\) problem for \(S\) contour \(\Sigma\) decaying on some contour in the complex plane. We deform the jump contour to a lens-shaped region, where the factors of the jump matrix lie on different curves. This is very convenient because it allows us to transform jumps that are oscillatory with \(n\) on the real line to jumps that are exponentially decaying on some contour in the complex plane. We deform the jump contour to a lens-shaped contour \(\Sigma_S\) as shown in Figure [I]

We define

\[
S(z) = \begin{cases} 
  T(z) & \text{outside the lens-shaped region}, \\
  T(z) \begin{pmatrix} 1 & 0 \\ -(x_{n,t}^* - z)^{-2n} e^{-2\nu \phi(z)} e^{-2\pi i \nu} & 1 \end{pmatrix} & \text{in the upper parts of the lens}, \\
  T(z) \begin{pmatrix} 1 & 0 \\ (x_{n,t}^* - z)^{-2n} e^{2\nu \phi(z)} e^{2\pi i \nu} & 1 \end{pmatrix} & \text{in the lower parts of the lens}. 
\end{cases}
\]

Due to the opening of the lens, the analytic continuations of the three factors of the jump matrix \(v_T\) now live on different contours. We obtain the following \(RH\) problem for \(S\).

**RH problem for \(S\):**

(a) \(S: \mathbb{C} \setminus \Sigma_S \to \mathbb{C}^{2 \times 2}\) is analytic,

(b) \(S_+(x) = S_-(x)v_S(x)\) for \(x \in \mathbb{R}\), with

\[
v_S(x) = \begin{pmatrix} 1 & e^{2\pi i \nu} \left| x - x_{n,t}^* \right|^{2\nu} e^{2\phi(x)} \\ 0 & 1 \end{pmatrix}, \quad \text{for } x \in (-\infty, a'_{n,t}),
\]

\[
\begin{pmatrix} 1 & 0 \\ (z - x_{n,t}^*)^{-2n} e^{-2\nu \phi(x)} & 1 \end{pmatrix}, \quad \text{for } x \in \Sigma_S \cap \mathbb{C}^\pm,
\]

\[
\begin{pmatrix} 0 & 1 \\ -\left| x - x_{n,t}^* \right|^{-2\nu} & 1 \end{pmatrix}, \quad \text{for } x \in [a'_{n,t}, b'_{n,t}],
\]

\[
e^{-2\pi i \nu} \begin{pmatrix} 0 & e^{2\nu \phi(x)} \\ \left| x - x_{n,t}^* \right|^{2\nu} & 1 \end{pmatrix}, \quad \text{for } x \in (b'_{n,t}, x_{n,t}^*),
\]

\[
\begin{pmatrix} 1 & e^{2\pi i \nu} \left| x - x_{n,t}^* \right|^{2\nu} e^{2\phi(x)} \\ 0 & 1 \end{pmatrix}, \quad \text{for } x \in (x_{n,t}^*, +\infty),
\]

(c) \(S(z) = I + \mathcal{O}(1/z),\) as \(z \to \infty\),

(d) \(S(z) (z - x_{n,t}^*)^{\nu a_3}\) is bounded near \(x^*\).
Using the fact that $S(z) = T(z)$ for $z$ outside the lens-shaped region, and (3.15), we find from (3.12) that, for $x, y$ in some sufficiently small fixed neighborhood of $x^*$,

$$K_{n,t}(x, y) = \frac{(x - x_{n,t}^*)^\nu(y - x_{n,t}^*)^\nu e^{n\phi_+(x)}e^{n\phi_+(y)}}{2\pi i(x - y)} (0 \quad 1) S_+^{-1}(y) S_+(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \quad (3.21)$$

### 3.4 Construction of parametrices

If we take $z$ away from arbitrary small but fixed neighborhoods surrounding $a$, $b$, and $x^*$, it can be checked as e.g. in [8] using the Cauchy-Riemann conditions that, for $n \to \infty$, the jump matrix $v_S(z)$ converges exponentially fast to a jump matrix $v^{(\infty)}(z)$ given by

$$v^{(\infty)}(x) = \begin{cases} 
0 & \quad \text{for } x \in [a_{n,t}', b_{n,t}'], \\
-x - x_{n,t}^*|^{2\nu} & \quad \text{for } x \in [a_{n,t}', b_{n,t}'], \\
e^{2\pi i\nu(x^* - x)} & \quad \text{elsewhere.}
\end{cases} \quad (3.22)$$

In other words, the jump matrices on the lips on the lens and on $\mathbb{R} \setminus [a - \epsilon, x^* + \epsilon]$ are exponentially close to the identity matrix. As $t > 1$, on $(b + \epsilon, x^* - \epsilon)$, in the gap in between the two intervals of the spectrum, the off-diagonal entry is also exponentially small.

If we ignore, for a moment, small neighborhoods $U_a$, $U_b$, and $U_{x^*}$ surrounding $a$, $b$, and $x^*$, the RH problem for $S$ is reduced, up to exponentially small jumps, to a RH problem which we call the RH problem for the outside parametrix, referring to the region away from the local neighborhoods of the special points. Besides the outside parametrix, we will need local parametrices near $a$, $b$, and $x^*$ points in order to obtain uniform asymptotics for $S$. The outside parametrix will determine the asymptotics for $S$ away from the special points, while the local parametrices will contribute to the local behavior of $S$. Of particular importance for us is the construction of the local parametrix near $x^*$ in Section 4 which will in the end describe the local behavior of the eigenvalues in the new cut.

#### 3.4.1 Outside parametrix

Ignoring the exponentially small jumps and small neighborhoods of the special points, our RH problem reduces to the following.

**RH problem for $P^{(\infty)}$**

(a) $P^{(\infty)} : \mathbb{C} \setminus [a_{t}', x_{t}^*] \to \mathbb{C}^{2 \times 2}$ is analytic,
(b) $P^{(\infty)}$ satisfies the following jump conditions,

\[
P^+_{\infty}(x) = P^-_{\infty}(x)
\begin{pmatrix}
0 & |x-x^*|^{2\nu}
|\upsilon|^{\nu} & 0
\end{pmatrix},
\quad \text{as } x \in [a'_{n,t}, b'_{n,t}],
\]

\[
P^+_{\infty}(x) = P^-_{\infty}(x)e^{-2\pi i \nu \sigma_3},
\quad \text{as } x \in (b'_{n,t}, x^*_{n,t}),
\]

(c) \[P^{(\infty)}(z) = I + O(1/z), \quad \text{as } z \to \infty.\]

It is clear from the jump conditions that $P^{(\infty)} = P^{(\infty)}_{n,t}$ will have some singular behavior near $a'_{n,t}, b'_{n,t},$ and $x^*_{n,t}$. Since we did not specify the required behavior near those points, the solution of this RH problem is not unique. However there is only one solution which is compatible with the local parametrices that we will construct afterwards. We now construct this solution explicitly.

If $t \leq 1$, we have that $\nu = 0$ so that $P^{(\infty)}$ is analytic in $\mathbb{C} \setminus [a'_{n,t}, b'_{n,t}]$. One checks directly as e.g. in [8] that

\[
\hat{P}^{(\infty)}(z) := \begin{pmatrix} \frac{\beta(z)+\beta(z)^{-1}}{2} & \frac{\beta(z)-\beta(z)^{-1}}{2i} \\ \frac{-\beta(z)-\beta(z)^{-1}}{2i} & \frac{\beta(z)+\beta(z)^{-1}}{2} \end{pmatrix}, \quad z \in \mathbb{C} \setminus [a'_{n,t}, b'_{n,t}],
\]

with

\[
\beta(z) = \beta_{n,t}(z) = \left( \frac{z-b'_{n,t}}{z-a'_{n,t}} \right)^{1/4}, \quad z \in \mathbb{C} \setminus [a'_{n,t}, b'_{n,t}],
\]

is a solution of the RH problem for the outside parametrix if $t \leq 1$.

For $t > 1$, the situation is slightly more complicated because of the additional jump on $(b'_{n,t}, x^*_{n,t})$. This jump can be created by introducing an auxiliary scalar function $D$, which is analytic in $\mathbb{C} \setminus [a'_{n,t}, x^*_{n,t}]$ and has the following jumps,

\[
D_+(x)D_-(x) = |x-x^*|^{2\nu}, \quad \text{for } x \in [a'_{n,t}, b'_{n,t}],
\]

\[
D_+(x)D_-(x)^{-1} = e^{2\pi i \nu}, \quad \text{for } x \in (b'_{n,t}, x^*_{n,t}).
\]

In addition the limit

\[
D_{\infty} = \lim_{z \to \infty} D(z) \in \mathbb{R},
\]

should exist, so that we can define $P^{(\infty)}$ as follows,

\[
P^{(\infty)}(z) = D_{\infty}^{\sigma_3} \hat{P}^{(\infty)}(z)D(z)^{-\sigma_3}.
\]

Using (3.27) and the fact that

\[
\hat{P}^+_{\infty}(x) = \hat{P}^-_{\infty}(x) \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \text{for } x \in (a'_{n,t}, b'_{n,t}),
\]

one verifies that indeed $P^{(\infty)}$ is a solution of the RH problem for the outside parametrix.

We will now construct the function $D$. Let us first consider the function

\[
\Phi(z) = z + \sqrt{(z-1)(z+1)} \quad \text{for } z \in \mathbb{C} \setminus [-1, 1],
\]

\[
(\Phi(z))^4 = (z^2 - 1)(z^2 - 1),
\]

\[
\Phi^{(2)}(z) = 2z + \sqrt{(z-1)(z+1)} + \frac{1}{\sqrt{(z-1)(z+1)}} = \frac{4z}{\sqrt{(z-1)(z+1)}},
\]

\[
\Phi^{(4)}(z) = 4 + \frac{4}{\sqrt{(z-1)(z+1)}} - \frac{4z}{(z-1)(z+1)}.
\]

Since $\Phi$ is analytic in $\mathbb{C} \setminus [-1, 1]$, we have

\[
\Phi^4(z) + \frac{4}{\Phi(z)} + 4 = 0.
\]

Thus, one verifies that $D_{\infty} = \Phi(z)$.
which is the conformal mapping from $\mathbb{C} \setminus [-1, 1]$ to the exterior of the unit disk. This function has the convenient property that $\Phi_+(x)\Phi_-(x) = 1$ for $x \in [-1, 1]$. If we let $F$ map $[a'_{n,t}, b'_{n,t}]$ to $[-1, 1]$,

$$F(z) = \frac{z - b'_{n,t}}{b'_{n,t} - a'_{n,t}} + \frac{z - a'_{n,t}}{b'_{n,t} - a'_{n,t}}.$$  \hspace{1cm} (3.31)

we have that $\Phi_+(F(x))\Phi_-(F(x)) = 1$ on $[a'_{n,t}, b'_{n,t}]$.

We also need the function

$$G(z) = \exp \left( \frac{\sqrt{(z-a'_{n,t})(z-b'_{n,t})}}{\pi} \int_{a'_{n,t}}^{b'_{n,t}} \log \frac{x^*_t - x}{(x-a'_{n,t})(b'_{n,t} - x)} \frac{dx}{z-x} \right),$$

which is analytic in $\mathbb{C} \setminus [a'_{n,t}, b'_{n,t}]$, and using a residue argument we find that

$$G_+(x)G_-(x) = x^*_t - x, \quad \text{for } x \in [a'_{n,t}, b'_{n,t}].$$

Now let us write $\nu = k + \Delta$, with $k \in \mathbb{N} \cup \{0\}$ and $|\Delta| \leq 1/2$, so that $|\Delta|$ is the distance from $\nu$ to its nearest nonnegative integer. Define $D$ for $z \in \mathbb{C} \setminus [a'_{n,t}, b'_{n,t}]$ in the following way,

$$D(z) = (z - x^*_t)^\Delta \Phi(F(z))^{-\Delta} G(z)^k.$$  \hspace{1cm} (3.32)

Since the branch cuts of the first two factors cancel out against each other on $(-\infty, a'_{n,t})$, $D$ is analytic in $\mathbb{C} \setminus [a'_{n,t}, x^*_t]$, and one also checks that $D$ has a limit $D_\infty$ as $z \to \infty$. Using the jump properties of $\Phi(F), G$, and $(z - x^*_t)^\Delta$ on $(a'_{n,t}, b'_{n,t})$ and on $(b'_{n,t}, x^*_t)$, one verifies that (3.27) is satisfied, so that $P^{(\infty)}$ solves the RH problem for the outside parametrix.

As mentioned before, $P^{(\infty)}$ has some singular behavior near $a'_{n,t}, b'_{n,t}$, and $x^*_t$. We have that

$$P^{(\infty)}(z) = \mathcal{O}(|z - a'_{n,t}|^{-1/4}), \quad \text{as } z \to a'_{n,t},$$

$$P^{(\infty)}(z) = \mathcal{O}(|z - b'_{n,t}|^{-1/4}), \quad \text{as } z \to b'_{n,t},$$

$$P^{(\infty)}(z) = \mathcal{O}(|z - x^*_t|^{-|\Delta|}), \quad \text{as } z \to x^*_t.$$  

This is the 'least singular' behavior that $P^{(\infty)}$ can possibly have if it satisfies the prescribed jump conditions.

### 3.4.2 Local parametrices near $a$ and $b$

The construction of the local parametrices near $a$ and $b$ uses a model RH problem with a solution built out of the Airy function and its derivative. This construction can be done in exactly the same way as in [8] for $\nu = 0$ and as in [21] for $\nu > 0$. The precise construction of the parametrix is not important for us. At this point, it is enough to know that local parametrices in sufficiently small but fixed neighborhoods $U_a$ and $U_b$ of $a$ and $b$ (note that $a'_{n,t}$ and $b'_{n,t}$ are included in those neighborhoods for $t$ close to 1 and $n$ large) exist in such a way that

(a) $P : \overline{U_a} \cup \overline{U_b} \setminus \Sigma_S \to \mathbb{C}^{2 \times 2}$ is analytic,

(b) for $z \in \Sigma_S \cap (U_a \cup U_b)$, we have $P_+(z) = P_-(z)v_S(z)$,

(c) for $z \in \partial U_a \cup \partial U_b$, if we let $n \to \infty$ and $t \to 1$, we have

$$P(z)P^{(\infty)}(z)^{-1} = I + \mathcal{O}(n^{-1}).$$  \hspace{1cm} (3.33)

This matching of $P$ with $P^{(\infty)}$ can only be obtained because the behavior of $P^{(\infty)}$ near the endpoints $a'_{n,t}$ and $b'_{n,t}$ is 'not too bad'. If we would have chosen a different outside parametrix with different behavior near the endpoints, this would not be the case.
3.4.3 Local parametrix near \( x^* \)

The crucial part of the RH analysis consists of constructing a local parametrix in a sufficiently small but fixed neighborhood \( U_{x^*} \) of the singular exterior point \( x^* \). Our aim is to find a function \( P \) satisfying the following conditions.

**RH problem for \( P \)**

(a) \( P : \overline{U_{x^*}} \setminus \Sigma_S \rightarrow \mathbb{C}^{2 \times 2} \) is analytic,

(b) \( P_+(z) = P_-(z)v_S(z) \) for \( z \in U_{x^*} \cap \Sigma_S \),

(c) If we take the double scaling limit where we let \( n \to \infty \) and at the same time we let \( t \to 1 \) in such a way that \( |t - 1| < M \frac{\log n}{n} \), and if we then put

\[
    s = 2(t - 1) \frac{n}{\log n} \int_b^{x^*} \frac{1}{\sqrt{(s-a)(s-b)}} \, ds,
\]

we have that

\[
    P(z) = P^{(\infty)}(z) \times \begin{cases} 
    I + \mathcal{O}(n^{-\frac{1}{2}+|\Delta|}) & \text{for } z \in \partial U_{x^*}, \text{ if } s > 0, \\
    I + \mathcal{O}(n^{-\frac{1}{2}}) & \text{for } z \in \partial U_{x^*}, \text{ if } s \leq 0,
    \end{cases}
\]

where once again we have written \( \nu = k + \Delta \), with \( k \in \mathbb{N} \cup \{0\} \) and \( |\Delta| \leq 1/2 \).

We postpone the construction of \( P \) to Section 4. We assume for now the existence of the parametrix \( P \) satisfying the above conditions, and proceed with the remaining part of the RH analysis. It is important to note that the construction of the local parametrix near \( x^* \) will only work for our particular choices of \( m_{n,t} \) and \( x_{n,t}^* \) in the construction of the equilibrium measure. It is remarkable that this is the only part of the RH analysis that would fail for arbitrary bounded \( \nu \) or for an arbitrary sequence \( x_{n,t}^* \) tending to \( x^* \). We note already that, in (3.35), the 'matching' of \( P \) with \( P^{(\infty)} \) breaks down if \( \Delta = \pm 1/2 \), or when \( \nu \) is a half integer.

### 3.5 Final transformation of the RH problem

We now define the function \( R \) as follows,

\[
    R(z) = \begin{cases} 
    S(z)P^{-1}(z), & \text{for } z \in U_a \cup U_b \cup U_{x^*}, \\
    S(z)P^{(\infty)}(z)^{-1}, & \text{for } z \text{ outside the disks.}
    \end{cases}
\]

Here \( P \) is the parametrix satisfying the RH problem posed in Section 3.4.3 inside \( U_{x^*} \), and \( P \) is equal to the Airy parametrices described in Section 3.4.2 inside \( U_a \) and \( U_b \). Inside the disks, the parametrices are constructed in such a way that they have exactly the same jumps as \( S \) has, and this implies that \( R \) is analytic inside \( U_{x^*} \), \( U_a \), and \( U_b \). \( R \) is also analytic on
is uniformly close to the identity matrix, uniformly bounded, without convergence to the identity matrix. $R$ is analytic outside a contour $\Sigma_R$ as shown in Figure 2. Outside the disks, the jump matrices $v_R$ converge exponentially fast to the jump $v^{(\infty)}$ for $P^{(\infty)}$. At the boundaries of the disks, the jump matrices converge as well because of the matching of the local parametrices with the outside parametrix. One verifies that, with the contour orientated as indicated in Figure 2, $R$ satisfies the following RH problem.

**RH problem for $R$**

(a) $R : \mathbb{C} \setminus \Sigma_R \to \mathbb{C}^{2 \times 2}$ is analytic,

(b) $R_+(z) = R_-(z)v_R(z)$ for $z \in \Sigma_R$, with $v_R$ given by

$$v_R(z) = \begin{cases} I + \mathcal{O}(e^{-cn}), & \text{for } z \in \Sigma_R \cap \Sigma_S, \\ P(z)P^{(\infty)}(z)^{-1}, & \text{for } z \in \partial U_{x^*} \cup \partial U_a \cup \partial U_b. \end{cases}$$ (3.37)

(c) $R(z) = I + \mathcal{O}(z^{-1})$ as $z \to \infty$.

In the double scaling limit where we let $n \to \infty$ and at the same time we let $t \to 0$ in such a way that $|t - 1| < M \log n$, we recall from (3.33) and (3.35) that

$$P(z)P^{(\infty)}(z)^{-1} = \begin{cases} I + \mathcal{O}(n^{-1}), & \text{for } z \in \partial U_a \cup \partial U_b, \\ I + \mathcal{O}(n^{-1/2+|\Delta|}), & \text{for } z \in \partial U_{x^*}, \text{ if } s > 0, \\ I + \mathcal{O}(n^{-1/2}), & \text{for } z \in \partial U_{x^*}, \text{ if } s \leq 0. \end{cases}$$ (3.38)

Using (3.37), we see that the jump matrix $v_R$ has the following asymptotics in the double scaling limit.

$$v_R(z) = \begin{cases} I + \mathcal{O}(e^{-cn}), & \text{for } z \in \Sigma_R \cap \Sigma_S, \\ I + \mathcal{O}(n^{-1}), & \text{for } z \in \partial U_a \cup \partial U_b, \\ I + \mathcal{O}(n^{-1/2+|\Delta|}), & \text{for } z \in \partial U_{x^*}, \text{ if } s > 0, \\ I + \mathcal{O}(n^{-1/2}), & \text{for } z \in \partial U_{x^*}, \text{ if } s \leq 0. \end{cases}$$ (3.39)

Here $C$ is an unimportant positive constant.

From the uniform convergence of the jump matrix to the identity matrix (except when $\Delta = \pm 1/2$), it now follows as e.g. in [8,12] that in the double scaling limit, also the RH solution $R$ is uniformly close to the identity matrix,

$$R(z) = \begin{cases} I + \mathcal{O}(n^{-1/2+|\Delta|}), & \text{if } s > 0, \\ I + \mathcal{O}(n^{-1/2}) & \text{if } s \leq 0. \end{cases}$$ (3.40)

In fact, one can even obtain a full asymptotic expansion in negative powers of $n$, but for our purposes, (3.40) is already sufficient. These asymptotics hold moreover uniformly for $z \in \mathbb{C} \setminus \Sigma_R$, and uniformly in $s$ as well, although for $s$ near a half positive integer, (3.40) only says that $R$ is uniformly bounded, without convergence to the identity matrix.
4 Construction of the local parametrix near $x^*$

In this section, we construct the parametrix $P$ solving the RH problem posed in Section 3.4.3 explicitly. The construction is different in the case where $t \leq 1$ compared to the case where $t > 1$. For $t \leq 1$, the support of $\mu_{n,t}$ consists of one interval, and the parametrix can immediately be written down in terms of elementary functions. For $t > 1$, we will use a model RH problem built out of Hermite polynomials. This is the crucial new feature in the RH analysis that makes it possible to find double scaling asymptotics near the singular exterior point.

4.1 Construction of the parametrix if $t \leq 1$

Recall that we are in the one-interval case with $\nu = 0$ for $t \leq 1$, and that the equilibrium measure does depend on $t$ but not on $n$ in this case. For convenience, we drop the subscript $n$ to write the functions, related to the equilibrium measure, for which it is clear that they do not depend on $n$ if $t \leq 1$.

We can construct the parametrix $P$ directly as follows,

$$P(z) = P^{(\infty)}(z) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \frac{e^{2n\phi_t(x^*_t)}}{2\pi i} \int_{\mathbb{R}} \frac{e^{-u^2}}{u - \sqrt{n}f_t(z)} du \right),$$

(4.1)

Here we should still define $f_t$ as a conformal mapping in $U_{x^*}$, positive for $x > x^*_n$, in such a way that $P$ has the appropriate jump condition. Using Cauchy’s theorem and the fact that $P^{(\infty)}$ is analytic in $U_{x^*}$, one verifies that

$$P_+(x) = P_-(x) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \frac{e^{2n\phi_t(x_t^*)} e^{-nf_t(x^2)}}{1},$$

for $x \in U_{x^*} \cap \mathbb{R}$.

As explained in Section 3.4.3, we want to construct $P$ in such a way that

$$P_+(x) = P_-(x) v_S(x) = P_-(x) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \frac{e^{2n\phi_t(x)}}{1},$$

for $x \in U_{x^*} \cap \mathbb{R}$,

which is now equivalent to the following condition on $f_t$,

$$f_t(z)^2 = 2\phi_t(x_t^*) - 2\phi_t(z).$$

(4.2)

Since $x_t^*$ is defined as the simple zero of $h_t$ near $x^*$, we have by (3.13) that $\phi_t(z) - \phi_t(x_t^*)$ has a double zero at $x_t^*$, and consequently $f_t$, defined by condition (4.1), is a conformal mapping near $x_t^*$. Furthermore we have that

$$f_t(x_t^*) = 0, \quad f_t'(x_t^*) = \frac{1}{2^{1/4}} Q_t''(x_t^*)^{1/4} > 0.$$  

(4.3)

It remains tho show that the matching condition (c) in the RH problem for $P$ is valid as well. For this purpose, we note that $\phi_t(x_t^*) \leq 0$ if $t \leq 1$. Indeed this is the case because we know by (3.15) that

$$\phi_t(x_t^*) = 2g_t(x_t^*) - V_t(x_t^*) - \ell_t.$$  

The right hand side is negative for $t < 1$, since the opposite would violate the variational inequality (1.7) for the equilibrium measure $\mu_t = \rho_t$. By (4.1) we now find easily that

$$P(z) = P^{(\infty)}(z)(I + O(n^{-1/2})), \quad as \ n \to \infty, \ t \leq 1.$$  

(4.4)

This shows that $P$ satisfies the required RH conditions, stated in Section 3.4.3.
4.2 Construction of the parametrix if $t > 1$

Because we do not have a variational inequality for $\mu_{n,t}$ near $x^*$ any longer if $t > 1$, the construction of the parametrix, as done in the previous section, fails for $t > 1$. In this case we have that $\nu = s > 0$.

4.2.1 Model RH problem for $\Psi$

In order to construct the parametrix $P$, we need the function $\Psi = \Psi(\zeta; k)$ defined for $k \in \mathbb{N} \cup \{0\}$ by

$$
\Psi(\zeta; k) = \begin{pmatrix}
\frac{\pi^{1/4} \sqrt{\pi}}{2^{k/2} \pi} H_k(\zeta) \\
-2\pi i \frac{\sqrt{2k-1}}{\pi \sqrt{(k-1)!}} H_{k-1}(\zeta) + \frac{\pi^{1/4} \sqrt{\pi}}{2 : 2^{k/2} \pi i} \int_{\mathbb{R}} \frac{H_k(u) e^{-u^2}}{u - \zeta} du \\
-2\pi i \frac{\sqrt{2k-1}}{\pi \sqrt{(k-1)!}} H_{k-1}(\zeta) + \frac{\pi^{1/4} \sqrt{\pi}}{2^{k/2} \pi i} \int_{\mathbb{R}} \frac{H_{k-1}(u) e^{-u^2}}{u - \zeta} du
\end{pmatrix} e^{-\frac{\zeta^2}{2} \sigma_3}, \quad \text{for } \zeta \in \mathbb{C} \setminus \mathbb{R},
$$

(4.5)

where $H_k$ denotes the degree $k$ Hermite polynomial, orthonormal with respect to the weight $e^{-x^2}$ on $\mathbb{R}$. It is a standard fact [24] that the leading coefficient of the normalized polynomial $H_k$ is equal to $\frac{2^{k/2}}{\pi^{1/4} \sqrt{\pi} k!}$, and we agree $H_{-1} := 0$. $\Psi = \Psi(\zeta; k)$ solves the following RH problem, which is a slightly modified version as the RH problem for $Y$ satisfying the conditions (3.1)-(3.2), but now corresponding to the external field $x^2$ instead of $nV(x)$.

**RH problem for $\Psi$**

(a) $\Psi : \mathbb{C} \setminus \mathbb{R} \to \mathbb{C}^{2 \times 2}$ is analytic

(b) For $x \in \mathbb{R}$,

$$
\Psi_+(x) = \Psi_-(x) \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix},
$$

(4.6)

(c) $\Psi$ behaves as follows as $\zeta \to \infty$,

$$
\Psi(\zeta) = \left( I + \frac{1}{\zeta} \begin{pmatrix} 0 & \frac{\sqrt{2} k!}{\sqrt{(k-1)!}} \\ -i \frac{\sqrt{2} k!}{\sqrt{(k-1)!}} & 0 \end{pmatrix} \right) \Omega \left( \frac{1}{\zeta} \right)^2 \zeta^{k \sigma_3} e^{-\frac{\zeta^2}{2} \sigma_3}, \quad \text{as } \zeta \to \infty.
$$

(4.7)

Note that the matrix on the right hand side of (4.1) looks similar to $\Psi$ for the value of $k = 0$.

4.2.2 Construction of the parametrix

We will define the parametrix $P$ of the following form,

$$
P(z) = E_{n,t}(z) \psi(\sqrt{n} f_{n,t}(z); k) e^{-n \phi_{n,t}(z) \sigma_3 (z - x_{n,t}^*)^{-\nu \sigma_3}}.
$$

(4.8)

Here the parameter $k$ in the model RH problem is, as before, equal to the non-negative integer that lies closest to $\nu$. The analytic functions $E_{n,t}$ and $f_{n,t}$ are still to be determined at this point.
Jump condition for $P$

Since we assume $E_{n,t}$ analytic in $U_{x^*}$, it does not effect the jumps of $P$. If $f_{n,t}$ is a real conformal mapping in $U_{x^*}$ with $f_{n,t}(x_{n,t}^*) = 0$ and $f_{n,t}'(x_{n,t}^*) > 0$, it follows from the jump relation (4.3) for $\Psi$ that $P$ satisfies the jump conditions

$$P_+(x) = P_-(x) \begin{pmatrix} 1 & |x - x_n^*|^2 e^{2\nu \phi_{n,t}(z)} \\ 0 & 1 \end{pmatrix},$$

for $x_{n,t}^* < x < x_{n,t}^* + \delta$,

$$P_+(x) = P_-(x) \begin{pmatrix} e^{-2\pi i \nu} & |x - x_{n,t}^*|^2 e^{2\nu \phi_{n,t}(z)} \\ 0 & e^{2\pi i \nu} \end{pmatrix},$$

for $x_{n,t}^* - \delta < x < x_{n,t}^*$.

This shows already that our parametrix $P$ satisfies the jump condition we required in Section 3.4.3, for any choice of $E_{n,t}$ and $f_{n,t}$. The freedom we retain to define $E_{n,t}$ and $f_{n,t}$, will be necessary to create a suitable matching of $P$ with $P^{(\infty)}$ at $\partial U_{x^*}$.

Matching condition for $P$

In the double scaling limit where we let $n \to \infty$ and $t \to 1$ in such a way that $|t - 1| \leq M \log n / n$, we would like the following matching condition to hold,

$$P(z) P^{(\infty)}(z)^{-1} \to I, \quad \text{for } z \in \partial U_{x^*}. \quad (4.9)$$

The value of our second scaling parameter $s = \nu$ will determine how good the matching between $P$ and $P^{(\infty)}$ can be. If $\nu$ is an integer, we will have a good matching up to order $O(n^{-1/2})$. When $\nu$ moves further away from an integer, the matching will become worse, but still reasonably good. Only when $\nu$ is close to a half integer, the matching is not good anymore, and then we will only have matching up to order $O(1)$.

Let us first define $f_{n,t}$ similarly as in the case where $t \leq 1$ by

$$f_{n,t}(z)^2 = 2\phi_{n,t}(x_{n,t}^*) - 2\phi_{n,t}(z). \quad (4.10)$$

Again we know by the definition of $x_{n,t}^*$ that $Q_{n,t}$ has a double zero at $x_{n,t}^*$, or equivalently, that $h_{n,t}$ has a simple zero at $x_{n,t}^*$. This implies using the definition (4.14) of $\phi_{n,t}$ that the right hand side in (4.11) has a double zero at $x_{n,t}$. Consequently this again defines $f_{n,t}$ in a conformal way near $x^*$, with

$$f_{n,t}(x_{n,t}^*) = 0, \quad f_{n,t}'(x_{n,t}^*) = \frac{1}{214} Q_{n,t}''(x_{n,t}^*)^{1/4}. \quad (4.11)$$

As $n \to \infty$ and $t \to 1$, it is clear from the discussion in Section 2 that

$$f_{n,t}'(x_{n,t}^*) = \frac{1}{214} Q_{n,t}''(x^*)^{1/4} + O(t - 1). \quad (4.12)$$

Note also that the definition of $f_{n,t}$ ensures the existence of a constant $C > 0$ such that

$$\sqrt{n} |f_{n,t}(z)| > C \sqrt{n}, \quad \text{for } z \in \partial U_{x^*}, \quad (4.13)$$

under the condition that we have chosen $U_{x^*}$ sufficiently small but fixed. This means that, as $n \to \infty$, we can use the asymptotic condition (4.7) when evaluating $\Psi$ at $\sqrt{n} f_{n,t}(z)$. By (4.8) we have that

$$P(z) = E_{n,t}(z) (I + O(n^{-1/2})) (\sqrt{n} f_{n,t}(z))^{\kappa_3} e^{-n\phi_{n,t}(x_{n,t}^*)} (z - x_{n,t}^*)^{-\nu_{\sigma_3}}, \quad \text{for } z \in \partial U_{x^*}. \quad (4.14)$$
This behavior suggests how we should choose the analytic pre-factor $E_{n,t}$. If we take $E_{n,t}$ as follows,

$$E_{n,t}(z) = P^{(\infty)}(z)(z - x_{n,t}^*)^{\nu_3}e^{\nu_3 n \phi_{n,t}(x_{n,t}^*)^3}(\sqrt{nf_{n,t}(z)})^{-k_3},$$

(4.15)

one checks directly using the definition (3.29) of $P^{(\infty)}$ that $E_{n,t}$ is analytic in $U_{x^*} \setminus \{x_{n,t}^*\}$ with a removable singularity at $x_{n,t}^*$.

Inserting this definition of $E_{n,t}$ into (4.14) gives us the following behavior of $P$ for $z \in \partial U_{x^*}$ in the double scaling limit,

$$P(z) = P^{(\infty)}(z)(z - x_{n,t}^*)^{\nu_3}e^{\nu_3 n \phi_{n,t}(x_{n,t}^*)^3}(\sqrt{nf_{n,t}(z)})^{-k_3}$$

$$\times \left( I + \frac{1}{\sqrt{nf_{n,t}(z)}} \left( \begin{array}{c} 0 \\ \frac{2^k \sqrt{\pi}}{(k-1)!} \\ 0 \end{array} \right) + O\left( \frac{1}{n} \right) \right)$$

$$\times (\sqrt{nf_{n,t}(z)})^{k_3}e^{-\nu_3 n \phi_{n,t}(x_{n,t}^*)^3}(z - x_{n,t}^*)^{-\nu_3}.$$  (4.16)

We can express (4.16) in the following more convenient form,

$$P(z)P^{(\infty)}(z)^{-1} = E_{n,t}(z) \left( I + O(n^{-1/2}) \right) E_{n,t}(z)^{-1}$$

(4.17)

If $E_{n,t}$ would be bounded uniformly in $n$ and $t$ for $z \in U_{x^*}$, this would provide a good matching. However, for general values of $\nu$ this is not the case. We can write

$$E_{n,t}(z) = E_{n,t}(z)e^{\nu_3 n \phi_{n,t}(x_{n,t}^*)^3}\sqrt{n}^{-k_3},$$

(4.18)

where $E_{n,t}$ is bounded uniformly in $n$ and $t$, since it depends on $n$ and $t$ only through the points $a_{n,t}$, $b_{n,t}$, and $x_{n,t}^*$, which vary smoothly with $n$ and $t$. The quality of the matching now depends on the asymptotic behavior of $e^{\nu_3 n \phi_{n,t}(x_{n,t}^*)^3}\sqrt{n}^{-k_3}$. We deal with this behavior in the following proposition.

**Proposition 4.1** In the double scaling limit where $n \to \infty$ and $t \to \infty$ in such a way that $|t - 1| < M \log n$ with

$$\nu = 2(t - 1) \frac{n}{\log n} \int_{b}^{x^*} \frac{1}{\sqrt{(s-a)(s-b)}} ds \in \mathbb{R}^+,$$

(4.19)

we have that

$$e^{\nu_3 n \phi_{n,t}(x_{n,t}^*)^3} = O(\sqrt{n}^{-\nu_3}).$$

**Proof.** We show that

$$n \phi_{n,t}(x_{n,t}^*) = \nu \frac{2}{\log n} + O(1),$$

from which the proposition follows directly. Checking the variational equality for the measure $t \mu_{n,t}$, starting from (1.16), learns us that $t \mu_{n,t}$ is the equilibrium measure in external field $V$, with mass $t(1 - m_{n,t})$. Now it follows from a formula by Buyarov and Rakhmanov [4] that

$$t \mu_{n,t} - \mu_{n_1} = \int_{1}^{t(1-m_{n,t})} \omega_{n,s} ds,$$

(4.20)

where $\omega_{n,s}$ denotes the equilibrium measure minimizing the unweighted logarithmic energy

$$I(\omega) = \iint \log \frac{1}{|x - y|} d\omega(x) d\omega(y)$$
among all probability measures supported on the support \([a'_{n,t}, b'_{n,t}]\) of the weighted equilibrium measure \(\mu_{n,t}\). In other words the equilibrium measure in an external field can be realized as an integral of unweighted equilibrium measures. Further it is known \([24]\) that

\[
d\omega_{n,t}(x) = \frac{1}{\pi \sqrt{(x-a'_{n,t})(b'_{n,t}-x)}} \, dx.
\]

On the level of densities, \((4.20)\) means that

\[
th_{n,t}(z) \sqrt{(z-a'_{n,t})(z-b'_{n,t})} - h_{n,1}(z) \sqrt{(z-a)(z-b)} = \int_1^{t(1-m_{n,t})} \frac{1}{\sqrt{(z-a'_{n,s})(z-b'_{n,s})}} \, ds.
\]  \((4.21)\)

Integrating this identity from \(b'_{n,t}\) to \(x^*_{n,t}\) gives us, using the definition \((3.13)\) of \(\phi_{n,t}\), that

\[
t\phi_{n,t}(x^*_{n,t}) - \phi_{n,1}(x^*_{n,t}) + \int_b^{b'_{n,t}} h_{n,1}(z) \sqrt{(z-a)(z-b)} \, dz = \int_{b'_{n,t}}^{x^*_{n,t}} \int_1^{t(1-m_{n,t})} \frac{1}{\sqrt{(z-a'_{n,s})(z-b'_{n,s})}} \, ds \, dz.
\]  \((4.22)\)

Using the fact that \(\phi_{n,1}(x^*) = \phi'_{n,1}(x^*) = 0\) and estimating the third term on the left using the behavior of the special points

\[x^*_{n,t} = x^* + O(t-1), \quad b'_{n,t} = b + O(t-1),\]

we obtain that

\[t\phi_{n,t}(x^*_{n,t}) = \int_{b'_{n,t}}^{x^*_{n,t}} \int_1^{t(1-m_{n,t})} \frac{1}{\sqrt{(x-a'_{n,s})(x-b'_{n,s})}} \, ds \, dx + O(t-1)^{3/2},\]

Now using also the facts that \(m_{n,t} = \frac{\nu}{n} = O(n^{-1})\) and that \(a'_{n,t} = a + O(t-1)\), we find that

\[\phi_{n,t}(x^*_{n,t}) = (t-1) \int_b^{x^*} \frac{1}{\sqrt{(x-a)(x-b)}} \, dx + O(n^{-1}),\]

and consequently by \((4.19)\) we find that

\[n\phi_{n,t}(x^*_{n,t}) = \frac{\nu}{2} \log n + O(1),\]

which proves the proposition. \(\square\)

It follows from the proposition that, in view of \((4.18)\),

\[E_{n,t}(z) = O(\sqrt{n}^{|\Delta|}), \quad \text{with} \, \Delta = \nu - k,\]

and this gives us by \((4.17)\) a matching as follows,

\[P(z)P^\infty(z)^{-1} = I + O(n^{-1/2+|\Delta|}).\]  \((4.23)\)

This ends the construction of the local parametrix.

Indeed we see that the quality of the matching is good when \(\nu\) is close to an integer (or when \(\Delta\) is small), but is getting worse when \(\nu\) approaches a half integer (or when \(\Delta\) approaches \(\pm 1/2\)). However, even near the half integers, the parametrix fits sufficiently well to obtain the asymptotics \((3.40)\) for \(R\), which is necessary to prove Theorem 1.6.
5 Universality of the eigenvalue correlation kernel

In the previous sections we found asymptotic for $R$ in a suitable double scaling limit where $n \to \infty$ and $t \to 1$. Reversing the transformation $S \mapsto R$ and using the explicit formula (3.21) for the kernel $K_{n,t}$ in terms of $S$, will enable us to find asymptotics for the eigenvalue correlation kernel and to prove Theorem 1.2.

For $x, y \in \mathbb{R} \cap U_{x^*}$, we have by (3.36) that $R(z) = S(z)P(z)^{-1}$, with $P$ the local parametrix constructed in Section 4. Inserting this into (3.21) gives us the following identity,

$$K_{n,t}(x, y) = \frac{(x - x^*)^\nu(y - x^*)^\nu e^{n \phi(x)} e^{n \phi(y)}}{2\pi i(x-y)} (0 \ 1) P_{+}^{-1}(y) R(y) R_{-}^{-1}(x) P_{+}(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \quad (5.1)$$

We will now use the asymptotics (3.40) for $R$ and the explicit formulas for $P$ in order to find asymptotics for $K_{n,t}$.

5.1 Proof of Theorem 1.2

We start with the proof of Theorem 1.2 in the one-interval case where $t \leq 1$ and $\nu = 0$. We prove that the re-scaled eigenvalue correlation kernel is trivial in this case.

**Proof of Theorem 1.2 if $t \leq 1$.** We first recall, from formula (4.1), that the structure of the local parametrix is as follows,

$$P(z) = P^{(\infty)}(z) \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix}, \quad \text{for } z \in U_{x^*},$$

where $*$ denotes a matrix-entry for which the precise value is unimportant. Now plugging this parametrix into (5.1) leads to the following equation,

$$K_{n,t}(x, y) = \frac{e^{n \phi_{n,t,+}(x)} e^{n \phi_{n,t,+}(y)}}{2\pi i(x-y)} (0 \ 1) P^{(\infty)}(y)^{-1} R(y) R_{-}^{-1}(x) P^{(\infty)}(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \quad (5.2)$$

Because of the uniform asymptotics (3.40) for $R$ and the analyticity of $R$ in the disk $U_{x^*}$, we have that

$$R^{-1}(y) R(x) = I + \mathcal{O} \left( \frac{x-y}{n^{1/2}} \right) \quad \text{as } x, y \to x^* \text{ and } n \to \infty. \quad (5.3)$$

Since $P^{(\infty)}$ is analytic in $U_{x^*}$ (if $\nu = 0$) and uniformly bounded in $n$ and $t$, we obtain for $n \to \infty$ and $x, y \to x^*$,

$$K_{n,t}(x, y) = \frac{e^{n \phi_{n,t,+}(x)} e^{n \phi_{n,t,+}(y)}}{2\pi i(x-y)} (0 \ 1) P^{(\infty)}(y)^{-1} P^{(\infty)}(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \mathcal{O} \left( \frac{x-y}{n^{1/2}} \right) \quad (5.4)$$

Now recall from (3.7) (where in addition we should note that, since $\mu_t = \rho_t$ as $t \leq 1$, inequality holds near $x^*$ as well) and (3.15) that $\phi_{n,t}(x) \leq 0$ for $x > b_{n,t}'$ as $t \leq 1$. This is already sufficient to conclude that $K_{n,t}(x, y)$ is bounded, which clearly implies, for

$$x = x^* + \frac{u}{(cn)^{1/2}}, \quad x = x^* + \frac{\nu}{(cn)^{1/2}},$$

that

$$\frac{1}{(cn)^{1/2}} K_n(x, y) = \mathcal{O}(n^{-1/2}) \quad \text{as } n \to \infty. \quad (5.5)$$

This proves the theorem in the case $t \leq 1$. \qed
Remark 5.1 It is worth noting that we did not use the fact that we re-scaled with a factor \((cn)^{-1/2}\). If we would re-scale by putting \(x, y = x^* + \mathcal{O}(n^{-\gamma})\), for any \(\gamma > 0\) we obtain directly from (5.4) that \(1/nK_{n,t}(x, y) = \mathcal{O}(n^{-\gamma})\). The only reason why we did choose this particular scaling, is that it is the ‘right’ scaling for \(t > 1\).

For \(t > 1\), we have that \(\nu > 0\), which leads to a local parametrix which is somewhat more complicated. This makes the proof of the theorem slightly more involved.

Proof of Theorem 1.2 if \(t > 1\). We recall from Section 4 and (4.8) in particular that the local parametrix \(P\) has the form

\[
P(z) = E_{n,t}(z)\Psi(\sqrt{n} f_{n,t}(z); k)e^{-n\phi_{n,t}(z)\sigma_3(z - x^*_{n,t})^{-\nu\sigma_3}}.
\]

Inserting this formula into (5.1) leads us to the following identity,

\[
K_{n,t}(x, y) = \frac{1}{2\pi i(x - y)} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \Psi_\pm^{-1}(\sqrt{n} f_{n,t}(y); k)E_{n,t}^{-1}(y)R(y) \\
\times R^{-1}(x)E_{n,t}(x)\Psi_\pm(\sqrt{n} f_{n,t}(x); k) \begin{pmatrix} 1 \\ 0 \end{pmatrix}. 
\]

As in the case where \(t < 1\), we derive from the uniform asymptotics (3.40) for \(R\) and the analyticity of \(R\) that the following holds in the double scaling limit,

\[
R^{-1}(y)R(x) = I + \mathcal{O} \left( \frac{x - y}{n^{1/2 - |\Delta|}} \right), \quad \text{for } x, y \to x^*.
\]

The structure (4.18) of \(E\) then implies together with Proposition 4.1 that

\[
E_{n,t}(z) = \mathcal{O}(\sqrt{n}^{\Delta \sigma_3})\hat{E}_{n,t}(z),
\]

and this yields

\[
E_{n,t}^{-1}(y)R(y)R^{-1}(x)E_{n,t}(x) = I + \mathcal{O} \left( (x - y)n^{\Delta} \right), \quad \text{for } x, y \to x^*.
\]

Let us now re-scale the variables \(x\) and \(y\) by putting

\[
x = x^* + \frac{u}{(cn)^{1/2}}, \quad y = x^* + \frac{v}{(cn)^{1/2}}, \quad \text{with } c = f_1'(x^*)^2 = \frac{1}{\sqrt{2}}q_2'(x^*)^{1/2},
\]

where \(u, v \in [-M, M]\) for some arbitrary large constant \(M > 0\). Since we know by (4.12) and from Section 2 that

\[
f_{n,t}'(x^*)^2 = c + \mathcal{O}(t - 1), \quad x^*_{n,t} = x^* + \mathcal{O}(t - 1), \quad \text{as } n \to \infty \text{ and } t \to 1,
\]

we have that

\[
\sqrt{n} f_{n,t}(x) = u + \mathcal{O}(\sqrt{n}(t - 1)), \quad \sqrt{n} f_{n,t}(y) = v + \mathcal{O}(\sqrt{n}(t - 1)).
\]

Using the above estimates, (5.7) reduces to

\[
K_n(x, y) = \frac{1}{2\pi i(x - y)} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \Psi_\pm^{-1}(v; k)\Psi_\pm(u; k) \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \mathcal{O} \left( \frac{u - v}{n^{1/2 - |\Delta|}} \right) + \mathcal{O} \left( \frac{(u - v) \log n}{n^{1/2}} \right).
\]
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If ∆ remains a fixed distance away from ±1/2, it is now a straightforward calculation using the definition of Ψ to check that
\[
\lim_{v \to 0} \frac{1}{(cn)^{1/2}} K_{n,t} \left( x^* + \frac{u}{(cn)^{1/2}}, x^* + \frac{v}{(cn)^{1/2}} \right) = \sqrt{\frac{k}{2}} e^{-\frac{u^2 + v^2}{2}} \frac{H_k(u)H_{k-1}(v) - H_k(v)H_{k-1}(u)}{u - v}, \tag{5.10}
\]
which completes the proof of Theorem 1.2 \[ \square \]

5.2 Proof of Theorem 1.6

In order to prove Theorem 1.6 we need to find more accurate asymptotics for the eigenvalue correlation kernel. We will do this by exploring in more detail formula (5.7). For the proof of Theorem 1.2 it was sufficient to approximate \( E_{n,t}^{-1}(y)R(y)R^{-1}(x)E_{n,t}(x) \) by the identity matrix. To arrive at Theorem 1.6 we need to be a little bit more careful, and we need some better estimate, compared to (5.8). From the asymptotic formula for \( R \) we obtained in Section 3.5, we recall that
\[
R(z) = I + \mathcal{O}(n^{-1/2+|\Delta|}), \tag{5.11}
\]
uniformly for \( z \in \mathbb{C} \setminus \Sigma_R \), in the double scaling limit we considered.

Using (4.18) and Proposition 4.1 we can refine (5.8) in the following way as \( x, y \to x^* \) in the double scaling limit,
\[
E_{n,t}^{-1}(y)R(y)R^{-1}(x)E_{n,t}(x)
= \begin{cases} 
I + 2\pi i c_{n,t}^+ \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} (x-y)n^{\Delta} + \mathcal{O}(x-y), & \text{as } \Delta \geq 0, \\
I - 2\pi i c_{n,t}^- \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} (x-y)n^{-\Delta} + \mathcal{O}(x-y), & \text{as } \Delta \leq 0,
\end{cases} \tag{5.12}
\]
where \( c_{n,t}^\pm \) are some sequences that are bounded in the double scaling limit.

Proof of Theorem 1.6 We start by picking up the exact formula (5.7) from the proof of Theorem 1.2. We now follow the same calculations as in the proof of Theorem 1.2 but with (5.12) inserted into (5.7) instead of the less accurate approximation we used before. For \( \Delta \geq 0 \) and with
\[
x = x^* + \frac{u}{(cn)^{1/2}}, \quad x = x^* + \frac{v}{(cn)^{1/2}},
\]
it is straightforward to check that (5.9) should now be replaced by
\[
K_{n,t}(x, y) = \frac{1}{2\pi i (x-y)} \begin{pmatrix} 0 & 1 \end{pmatrix} \begin{pmatrix} \Psi_1^-(v; k) \Psi_1^+(u; k) & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 \end{pmatrix} \Psi_1^+(v; k) \Psi_1^-(u; k) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + \mathcal{O} \left( \frac{(u-v) \log n}{n^{1/2}} \right).
\]
We have already computed the first term on the right hand side in the proof of Theorem 1.2 leading to the Hermite kernel \( K_{\text{GUE}}(u, v; k) \). Using (4.15), we can easily compute the second term as well,
\[
\begin{pmatrix} 0 & 1 \end{pmatrix} \begin{pmatrix} \Psi_1^-(v; k) & 0 \\ 0 & \Psi_1^+(u; k) \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \frac{\sqrt{\pi} k!}{2^k} e^{-\frac{u^2 + v^2}{2}} H_k(u)H_k(v),
\]
which gives us the formula
\[
\frac{1}{(cn)^{1/2}} K_{n,t}(x, y) = \mathbb{K}^{\text{GUE}}(u, v; k) + c_{n,t}^+ \frac{\sqrt{\pi k!}}{2k} e^{-\frac{u^2 + v^2}{2}} H_k(u) H_k(v) \frac{1}{n^{1/2-\Delta}} + O\left(\frac{\log n}{n^{1/2}}\right).
\]

The Christoffel-Darboux formula for orthogonal polynomials allows us to rewrite the right hand side of this equation as
\[
e^{-\frac{u^2 + v^2}{2}} \sum_{j=0}^{k-1} H_j(u) H_j(v) + c_{n,t}^+ \frac{\sqrt{\pi k!}}{2k} e^{-\frac{u^2 + v^2}{2}} H_k(u) H_k(v) \frac{1}{n^{1/2-\Delta}} + O\left(\frac{\log n}{n^{1/2}}\right),
\]
which is equal to
\[
(1 - \lambda_{n,t}^+) \mathbb{K}^{\text{GUE}}(u, v; k) + \lambda_{n,t}^+ \mathbb{K}^{\text{GUE}}(u, v; k + 1) + O\left(\frac{\log n}{n^{1/2}}\right),
\]
with
\[
\lambda_{n,t}^+ = c_{n,t}^+ \frac{\sqrt{\pi k!}}{2k} \frac{1}{n^{1/2-\Delta}}.
\]

For \(\Delta \leq 0\), we obtain in exactly the same way that
\[
\frac{1}{(cn)^{1/2}} K_{n,t}(x, y) = \mathbb{K}^{\text{GUE}}(u, v; k) - c_{n,t}^- \frac{\pi^{3/2}}{2^{k+1}} \frac{2^{k+1}}{(k-1)!} e^{-\frac{u^2 + v^2}{2}} H_{k-1}(u) H_{k-1}(v) \frac{1}{n^{1/2+\Delta}} + O\left(\frac{\log n}{n^{1/2}}\right).
\]
Again using the Christoffel-Darboux formula, this can be rewritten as
\[
\frac{1}{(cn)^{1/2}} K_{n,t}(x, y) = (1 - \lambda_{n,t}^-) \mathbb{K}^{\text{GUE}}(u, v; k) + \lambda_{n,t}^- \mathbb{K}^{\text{GUE}}(u, v; k - 1) + O\left(\frac{\log n}{n^{1/2}}\right),
\]
with
\[
\lambda_{n,t}^- = c_{n,t}^- \frac{\pi^{3/2}}{2^{k+1}} \frac{2^{k+1}}{(k-1)!} \frac{1}{n^{1/2+\Delta}}.
\]
This proves (1.14), and the estimates (1.15) and (1.16) for \(\lambda_{n,t}^\pm\) follow from (5.15) and (5.18). This completes the proof of Theorem 1.6.

**Remark 5.2** One can obtain explicit formulas for the constants \(c_{n,t}^\pm\) by computing the subleading term in the asymptotic expansion for \(R\). This would provide explicit formulas for \(\lambda_{n,t}^\pm\), which are however rather complicated. Since we have not been able to simplify those expressions considerably, we feel it is not very useful to give the involved computations leading to those formulas here.
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