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Abstract

We introduce the notion of consistent error bound functions which provides a unifying framework for error bounds for multiple convex sets. This framework goes beyond the classical Lipschitzian and Hölderian error bounds and includes logarithmic and entropic error bounds found in the exponential cone. It also includes the error bounds obtainable under the theory of amenable cones. Our main result is that the convergence rate of several projection algorithms for feasibility problems can be expressed explicitly in terms of the underlying consistent error bound function. Another feature is the usage of Karamata theory and functions of regular variations which allows us to reason about convergence rates while bypassing certain complicated expressions. Finally, applications to conic feasibility problems are given and we show that a number of algorithms have convergence rates depending explicitly on the singularity degree of the problem.
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1 Introduction

In this paper, we consider the following convex feasibility problem (CFP)

\[
\text{find } x \in C := \bigcap_{i=1}^{m} C_i,
\]

where \( C_1, \ldots, C_m \) are closed convex sets contained in a finite dimensional real vector space \( \mathcal{E} \) with \( C \neq \emptyset \). Convex feasibility problems have been extensively studied in connection to various applications, see [2, 6, 15, 22, 26, 49]. Then, given some fixed algorithm for solving (CFP), the following two questions are of natural interest.

(1) Does the algorithm converge to a point in \( C \)?
(2) If it indeed converges, how fast is the convergence?

For question (1), convexity ensures that many algorithms converge without further assumptions on the \( C_i \), see, for example, section 3 of [6] and [8]. On the other hand, the answer to question (2) does not generally follow from convexity alone.

In order to pin down the convergence rate, in many cases it is necessary to assume that some error bound is known. Informally, an error bound is some inequality that relates the individual
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distances to the sets $C_i$ to the distance to their intersection $C$. For more information on error bounds in general settings, see [51, 37].

We now present a simple example of error bound. Given $x \in \mathcal{E}$, let $\text{dist}(x, C_i)$ denote the distance from $x$ to $C_i$. Suppose that, for every bounded set $B \subseteq \mathcal{E}$, there exists some $\theta_B > 0$ such that

$$\text{dist}(x, C) \leq \theta_B \max_{1 \leq i \leq m} \text{dist}(x, C_i) \quad \forall \ x \in B. \quad (1.1)$$

In this case, we say that a (local) Lipschitzian error bound holds for (CFP). The property given in (1.1) is also called bounded linear regularity, see [7]. Under (1.1), many common projection methods are known to converge linearly, see [6, 8].

If we replace the $\text{dist}(x, C_i)$ by $\text{dist}(x, C_i)^\gamma$ in (1.1) for some $\gamma \in (0, 1]$, we obtain what is called a Hölderian error bound. Hölderian error bounds typically hold under milder conditions than Lipschitzian bounds, although it might be hard to estimate the exponent $\gamma$. A notable exception is the Hölderian error bound by Sturm for semidefinite programs [56], where the exponent can be, in principle, computed via a technique called facial reduction.

Hölderian bounds usually only lead to sublinear convergence rates, with the precise rate often depending on the exponent, e.g., Corollary 4.6 in [15]. It might be fair to say that results such as this are rarer in comparison to convergence rates obtained under (1.1). Beyond Hölderian bounds there are even fewer results.

In this paper, we take a bird’s eye view and propose the notion of consistent error bound functions (see Definition 3.1) which provides a unifying framework for error bounds. Informally, a consistent error bound function is a two-parameter function $\Phi$ satisfying some reasonable properties and the following error bound condition

$$\text{dist}(x, C) \leq \Phi \left( \max_{1 \leq i \leq m} \text{dist}(x, C_i), \|x\| \right) \quad \forall \ x \in \mathcal{E}. \quad (1.2)$$

The first argument to $\Phi$ is “$\max_{1 \leq i \leq m} \text{dist}(x, C_i)$” which means that the error bound must take into account the individual distances to the sets $C_i$. The second argument is “$\|x\|$” which reflects the fact that many error bounds correspond to inequalities that are only valid after a bounded subset is specified. Since we will impose coordinate-wise monotonicity of $\Phi$, under (1.2), we have

$$\text{dist}(x, C) \leq \Phi \left( \max_{1 \leq i \leq m} \text{dist}(x, C_i), \rho \right) \quad \forall \ x, \|x\| \leq \rho,$n

if $\rho > 0$ is some fixed constant. An important property is that consistent error bound functions always exist whenever (CFP) is feasible (see Proposition 3.3).

One of the main results of this paper is that a number of methods have convergence rates that can be written in terms of $\Phi$, see Theorem 4.7. This will allow us to cover several previous results and also prove new ones. For example, we will give a broad extension of the results of [26] and connect the singularity degree of certain conic feasibility problems to the convergence rates of several methods, see Section 6. Admittedly, for a general consistent error bound function, the expressions governing the convergence rate can be complicated, so we show in Section 5 how to use some tools from Karamata theory in order to reason about those rates while avoiding certain complicated expressions.

### 1.1 Our contributions

Our contributions are as follows:

- We introduce a new notion of (strict) consistent error bound functions (Definition 3.1), which provides a unifying framework for error bounds for multiple convex sets, and includes error
bounds beyond classical Lipschitzian and Hölderian error bounds (Theorem 3.5). We also show that a “best” consistent error bound function always exists for any finite family of convex sets having non-empty intersection (Proposition 3.3).

- Under a strict consistent error bound, we prove convergence rates for a number of algorithms fitting an abstract framework which includes many projection algorithms, see Theorems 4.7 and 4.13. In particular, under Hölderian error bounds, we will also derive precise sublinear rates for those algorithms, see also Corollaries 4.9 and 4.12.

- We show how Karamata theory and functions of regular variation can be used to reason about the convergence rates obtained in Theorem 4.7 without the need of evaluating the integrals appearing therein, see Theorems 5.3, 5.7 and 5.12. This will be used to analyze logarithmic and entropic error bounds appearing in some problems associated to the exponential cone, see Section 6.2. In particular, we show that the convergence rate associated to the entropic error bound has an “almost linear” behavior, see Proposition 6.9. We also provide a thorough analysis of logarithmic error bounds and corresponding convergence rates, see Section 5.1.

- We also specialize our discussion to conic linear feasibility problems where the underlying cone is amenable [43]. In this case, we prove that the convergence rates of several algorithms depend on the singularity degree of the problem (see Section 6), which is a quantity related to the facial reduction algorithm [16, 53, 57]. In particular, when the cone is symmetric, we are able to extend a previous result of Drusvyatskiy, Li and Wolkowicz [26] along several directions, see Theorem 6.7.

The rest of the paper is organized as follows. In Section 2, we introduce the notation appearing in the paper. In Section 3, we introduce the notions of (strict) consistent error bounds and corresponding (strict) consistent error bound functions, and discuss the relationship to Hölderian error bounds. In Section 4, under a strict consistent error bound, we establish the convergence analysis for projection algorithms for convex feasibility problems. Section 5 shows how to use Karamata theory to analyze convergence rates. Finally, applications to conic feasibility problems are discussed in Section 6. In particular, Section 6.2 discusses non-Hölderian error bounds appearing in the study of the exponential cone. Final remarks and future directions are presented in Section 7.

2 Notation

Let $\mathbb{R}$ and $\mathbb{R}_+$ denote the set of real numbers and nonnegative numbers, respectively. Let $\mathcal{E}$ denote a finite-dimensional real vector space equipped with norm $\| \cdot \|$ induced by some inner product $\langle \cdot, \cdot \rangle$. Given $x \in \mathcal{E}$ and a closed convex set $C \subseteq \mathcal{E}$, we define

$$\text{dist}(x, C) := \min_{y \in C} \| x - y \|$$

and let $P_C(x)$ denote the projection of $x$ on the set $C$, i.e., $P_C(x) := \arg \min_{y \in C} \| x - y \|$. We will denote by $\text{ri} C, C^\perp, \text{span} C$ the relative interior, orthogonal complement and linear span of $C$, respectively. If $C$ is a cone, we will write $C^*$ for its dual.

3 Consistent error bound functions

Partly motivated by the error bound for amenable cones in [43], we propose the following notion.
**Definition 3.1** (Consistent error bound functions). Let $C_1, \ldots, C_m \subseteq \mathcal{E}$ be closed convex sets with $C := \bigcap_{i=1}^m C_i \neq \emptyset$. A function $\Phi : [0, \infty) \times [0, \infty) \to [0, \infty)$ is said to be a consistent error bound function for $C_1, \ldots, C_m$ if:

(i) the following error bound condition is satisfied:

$$\text{dist}(x, C) \leq \Phi \left( \max_{1 \leq i \leq m} \text{dist}(x, C_i), \|x\| \right) \quad \forall x \in \mathcal{E}; \quad (3.1)$$

(ii) for any fixed $b \geq 0$, the function $\Phi(\cdot, b)$ is monotone nondecreasing on $[0, \infty)$, right-continuous at 0 and satisfies $\Phi(0, b) = 0$;

(iii) for any fixed $a \geq 0$, the function $\Phi(a, \cdot)$ is monotone nondecreasing on $[0, \infty)$.

In addition, if for every $b > 0$, $\Phi(\cdot, b)$ is monotone increasing on $[0, \infty)$ then $\Phi$ is said to be a strict consistent error bound function. We say that $(3.1)$ is the (strict, if $\Phi$ is strict) consistent error bound associated to $\Phi$.

**Remark 3.2.** Definition 3.1 admits a number of equivalent variations. For example, the individual distances to the sets $C_i$ are aggregated using the max function (i.e., $\infty$-norm), however using the sum (i.e., 1-norm) or the square root of the sums-of-squares (i.e., 2-norm) would also be reasonable choices. Because of the equivalence of norms in real finite-dimensional spaces, these variations do not seem to affect significantly the error bound from an asymptotic point of view.

Next we show that every $C_1, \ldots, C_m$ with non-empty intersection admit a consistent error bound function.

**Proposition 3.3** (The best consistent error bound function). Let $C_1, \ldots, C_m \subseteq \mathcal{E}$ be closed convex sets with $C := \bigcap_{i=1}^m C_i \neq \emptyset$. There exists a consistent error bound function $\Phi$ for $C_1, \ldots, C_m$ with the property that if $\hat{\Phi}$ is any other consistent error bound function for $C_1, \ldots, C_m$ we have

$$\Phi(a, b) \leq \hat{\Phi}(a, b), \quad \forall a, b \in [0, \infty). \quad (3.2)$$

In particular, $\Phi$ is unique.

**Proof.** Let $a$ and $b$ be in $[0, \infty)$ and consider the problem below parametrized by $a$ and $b$.

$$\sup_y \text{dist}(y, C) \quad (U(a, b))$$

subject to

$$\max_{1 \leq i \leq m} \text{dist}(y, C_i) \leq a,$$

$$\|y\| \leq b.$$ 

We define $\Phi$ as follows

$$\Phi(a, b) := \begin{cases} 
\text{optimal value of (U(a, b))} & \text{if (U(a, b)) is feasible} \\
0 & \text{otherwise.} 
\end{cases}$$

Because of the norm constraint in $(U(a, b))$, the feasible region of $(U(a, b))$ is compact although it can be empty. Since dist($\cdot$, $C$) is a continuous function, $\Phi(a, b)$ is finite and nonnegative. Increasing either $a$ or $b$ potentially enlarges the feasible region of $(U(a, b))$, so $\Phi(\cdot, b)$ and $\Phi(a, \cdot)$ are monotone nondecreasing. Furthermore, if $a = 0$, then the only feasible solutions to $(U(a, b))$ (if any) must be elements of $C$, so $\Phi(0, b) = 0$ for every $b$. 


Next, let \( x \in \mathcal{E} \), \( a = \max_{1 \leq i \leq m} \text{dist}(x, C_i) \) and \( b = \|x\| \). Then, \( y = x \) is feasible for \((U(a, b))\) and we have
\[
\text{dist}(x, C) \leq \Phi(\max_{1 \leq i \leq m} \text{dist}(x, C_i), \|x\|).
\]
Therefore, except for the continuity requirement, \( \Phi \) satisfies items (i), (ii), (iii). So let \( b \in [0, \infty) \) and we will check that \( \Phi(\cdot, b) \) is (right-)continuous at 0. In order to do that, it suffices to show that for any sequence \( \{a_k\} \subseteq [0, \infty) \) with \( a_k \to 0 \), we have \( \Phi(a_k, b) \to 0 \). Let \( \{a_k\} \) be any such sequence. First, for the \((a_k, b)\) such that \( U(a_k, b) \) is feasible, we have \( \Phi(a_k, b) = 0 \).

Next, we consider the pairs \((a_k, b)\) such that \( U(a_k, b) \) is infeasible. If there are only finitely many such \((a_k, b)\), we must have \( \Phi(a_k, b) \to 0 \). So, suppose that there are infinitely many such \((a_k, b)\) and, for convenience, denote the sequence of the corresponding \( a_k \) by \( \{\hat{a}_k\} \). We have \( \hat{a}_k \to 0 \), since \( \{\hat{a}_k\} \) is a subsequence of \( \{a_k\} \).

For each pair \((\hat{a}_k, b)\), the feasible region of \( U(\hat{a}_k, b) \) is compact, so there exists an optimal solution \( y^k \) satisfying
\[
\text{dist}(y^k, C) = \Phi(\hat{a}_k, b), \quad \max_{1 \leq i \leq m} \text{dist}(y^k, C_i) \leq \hat{a}_k, \quad \|y^k\| \leq b.
\]
Consequently, to show \( \Phi(\hat{a}_k, b) \to 0 \), it suffices to prove \( \text{dist}(y^k, C) \to 0 \). Suppose that \( \text{dist}(y^k, C) \to 0 \) does not hold. Then there exist some \( \delta > 0 \) and a subsequence \( \{y^{k_j}\} \) such that \( \text{dist}(y^{k_j}, C) \geq \delta \) for all \( j \). Since all the \( y^k \) are contained in a ball of radius \( b \), by passing to a further subsequence if necessary, we may assume that \( y^{k_j} \) has a limit \( y \). By (3.3) and the continuity of \( \text{dist}(\cdot, C_i) \) we have \( \text{dist}(y, C) = 0 \) for all \( i \), which implies that \( y \in C \). Furthermore, because \( \text{dist}(\cdot, C) \) is continuous, we have
\[
\text{dist}(y^j, C) \to \text{dist}(y, C) = 0,
\]
which contradicts the fact that \( \text{dist}(y^{k_j}, C) \geq \delta > 0 \), for every \( j \). This proves \( \Phi(\hat{a}_k, b) \to 0 \) for the pairs \((\hat{a}_k, b)\) such that \( U(\hat{a}_k, b) \) is feasible. Accordingly, we must have \( \Phi(a_k, b) \to 0 \). The (right-)continuity of \( \Phi(\cdot, b) \) at 0 then follows from the arbitrariness of \( \{a_k\} \).

Finally, in order to show that (3.2) holds, let \( \hat{\Phi} \) be another consistent error bound function for \( C_1, \ldots, C_m \). For the sake of obtaining a contradiction, suppose that there exist \( a, b \) such that
\[
\Phi(a, b) > \hat{\Phi}(a, b),
\]
With that, the corresponding problem \((U(a, b))\) must be feasible, because otherwise we would have \( \Phi(a, b) = 0 \). Then, since \( \Phi(a, b) \) is the optimal value of \((U(a, b))\), there exists a feasible solution \( y \) such that \( \Phi(a, b) \geq \text{dist}(y, C) > \hat{\Phi}(a, b) \). However,
\[
\text{dist}(y, C) \leq \Phi(\max_{1 \leq i \leq m} \text{dist}(y, C_i), \|y\|) \leq \hat{\Phi}(a, b),
\]
where the second inequality follows because \( y \) is feasible for \((U(a, b))\) and \( \hat{\Phi} \) satisfies items (ii) and (iii) of Definition 3.1. Together with \( \text{dist}(y, C) > \hat{\Phi}(a, b) \), we obtain a contradiction. This shows \( \Phi \) satisfies (3.2) and that \( \Phi \) must be the unique consistent error bound function for which (3.2) holds.

We call the function defined in Proposition 3.3 the best consistent error bound function for \( C_1, \ldots, C_m \) and, in a sense, reflects the tightest possible error bound one can get for the \( C_i \)s. We remark that any consistent error bound function \( \Phi \) can be made strict as follows. Let \( \kappa > 0 \) be a constant and let
\[
\hat{\Phi}(a, b) := \Phi(a, b) + \kappa a, \quad \forall a, b \in [0, \infty).
\]
Then, \( \hat{\Phi} \) is a consistent error bound function for the same sets that is also strict. Therefore, Proposition 3.3 also implies the existence of strict consistent error bound functions.
3.1 Hölderian and Lipschitzian error bounds

It turns out that consistent error bounds include a large variety of existing error bounds. First, we will show that Hölderian error bounds are covered. Other examples of error bounds will be seen in Section 5.1, Section 6.1 and Section 6.2. We recall the following definition.

Definition 3.4 (Hölderian error bound). The sets $C_1, \ldots, C_m \subseteq \mathcal{E}$ with $C := \bigcap_{i=1}^m C_i \neq \emptyset$ are said to satisfy a Hölderian error bound if for every bounded set $B \subseteq \mathcal{E}$ there exist some $\theta_B > 0$ and an exponent $\gamma_B \in (0, 1]$ such that

$$\text{dist}(x, C) \leq \theta_B \max_{1 \leq i \leq m} \text{dist}^{\gamma_i}(x, C_i) \quad \forall \ x \in B.$$ 

If we can take the same exponent $\gamma_B = \gamma \in (0, 1]$ for all $B$, then we say that the bound is uniform.

Furthermore, if the bound is uniform with $\gamma = 1$, we call it a Lipschitzian error bound.

Theorem 3.5 (Characterization of Hölderian error bounds). Let $C_1, \ldots, C_m \subseteq \mathcal{E}$ be convex sets with $C := \bigcap_{i=1}^m C_i \neq \emptyset$.

(i) $C_1, \ldots, C_m$ satisfy a Hölderian error bound if and only if there are monotone nonincreasing $\gamma : [0, \infty) \to (0, 1]$ and monotone nondecreasing $\rho : [0, \infty) \to (0, \infty)$ such that the following function is a strict consistent error bound function for $C_1, \ldots, C_m$:

$$\Phi(a, b) := \rho(b) \max(a^{\gamma(b)}, a).$$

(ii) $C_1, \ldots, C_m$ satisfy a uniform Hölderian error bound with exponent $\gamma \in (0, 1]$ if and only if there exists a monotone nondecreasing $\rho : [0, \infty) \to (0, \infty)$ such that the following function is a strict consistent error bound function for $C_1, \ldots, C_m$:

$$\Phi(a, b) := \rho(b)a^\gamma.$$  

Proof. In what follows, we let $d$ be the function such that

$$d(x) = \max_{1 \leq i \leq m} \text{dist}(x, C_i).$$

First we prove item (i). Suppose that $C_1, \ldots, C_m$ satisfy a Hölderian error bound. Let $B$ be any fixed bounded set. From Definition 3.4, there exist $\theta_B > 0$ and an exponent $\gamma_B \in (0, 1]$ such that

$$\text{dist}(x, C) \leq \theta_B d(x)^{\gamma_B} \quad \forall \ x \in B.$$  

Equivalently, we have

$$\text{dist}(x, C) \leq \theta_B \max(d(x)^{\gamma_B}, d(x)) \quad \forall \ x \in B.$$  

The equivalence between (3.6) and (3.7) is as follows. If $\gamma_B \in (0, 1]$ is an exponent such that (3.6) holds for some constant $\theta_B$, then (3.7) holds. Conversely, suppose that (3.7) holds for some $\gamma_B$ and some constant $\theta_B$. Then (3.6) holds with the same $\gamma_B$ and constant $\theta_B \max(1, \sup_{x \in B} d(x)^{1-\gamma_B})$.

With that in mind, given a bounded set $B$, we say that $\gamma$ is an admissible exponent for $B$ if there exists a constant $\theta_B$ such that (3.6) or (3.7) holds. Next, we verify the following property: if $\gamma$ is an admissible exponent for $B$, then any $\hat{\gamma} \in (0, \gamma)$ is an admissible exponent for $B$. This is because

$$\max(a^{\gamma}, a) \leq \max(a^{\hat{\gamma}}, a) \quad \forall a \geq 0.$$ 

For $r > 0$, we let $\gamma_r$ denote the supremum of all admissible exponents for $U_r := \{y : \|y\| \leq r\}$. Then, $\gamma_r$ has the following property:
(a) any $0 < \gamma < \gamma_r$ is an admissible exponent for $U_r$, although $\gamma_r$ itself might not necessarily be admissible.

We will now construct a sequence of admissible exponents $\hat{\gamma}_k$ for the neighbourhoods $U_k$ together with constants $\hat{\theta}_k$, for all positive integer $k$. First, we let $\hat{\gamma}_1$ to be any admissible exponent for $U_1$ such that $\hat{\gamma}_1 < \gamma_1$ together with a constant $\theta_1 \geq 1$ such that (3.7) holds with $\gamma = \hat{\gamma}_1$ and $B = U_1$.

For $k > 1$ we proceed as follows. We let $\hat{\gamma}_k$ be any admissible exponent for $U_k$ satisfying

$$
\hat{\gamma}_k < \min(\hat{\gamma}_{k-1}, \gamma_k),
$$

which is possible in view of property (a).

Then, we select $\theta_k$ such that (3.7) holds for $\gamma = \hat{\gamma}_k, B = U_k$ and such that

$$
\theta_k \geq \theta_{k-1},
$$

which is possible because if (3.7) is satisfied for some constant $\theta_B$, it is still satisfied for any constant larger than $\theta_B$.

Now, we define functions $\gamma : [0, \infty) \to [0, 1]$ and $\rho : [0, \infty) \to (0, \infty)$ that interpolate the values of $\hat{\gamma}_k$ and $\theta_k$. For that, given a nonnegative real $a$, we define $[a]$ to be smallest integer satisfying $a \leq [a]$. Then, we define

$$
\gamma(a) := \begin{cases} 
\hat{\gamma}_{[a]} & \text{if } a > 0 \\
\hat{\gamma}_1 & \text{if } a = 0 
\end{cases}, \quad 
\rho(b) := \begin{cases} 
\theta_{[b]} & \text{if } b > 0 \\
\theta_1 & \text{if } b = 0 
\end{cases}.
$$

By the construction of $\hat{\gamma}_k$ and $\theta_k$, both $\gamma$ and $\rho$ are, respectively, monotone nonincreasing and monotone nondecreasing. Next, we let $\Phi$ be such that

$$
\Phi(a, b) := \rho(b) \max(a^{\gamma(b)}, a).
$$

Let $a, b \in [0, \infty]$ be arbitrary. The monotonicity of $\gamma$ and $\rho$, and $\gamma(\cdot) \in (0, 1]$ imply that $\Phi(\cdot, b)$ and $\Phi(a, \cdot)$ are monotone increasing and monotone nondecreasing, respectively. For any fixed $b \in [0, \infty)$, function $\Phi(\cdot, b)$ is right-continuous at $0$. We also have $\Phi(0, b) = 0$. Furthermore, if $x \in E$ arbitrary, then $x \in U_{\|x\|}$, so

$$
\text{dist}(x, C) \leq \rho(\|x\|) \max(d(x)^{\gamma(\|x\|)}, d(x)) = \Phi(d(x), \|x\|),
$$

therefore, $\Phi$ is indeed a strict consistent error bound function.

For the converse, we suppose that (3.4) is satisfied and we need to show that $C_1, \ldots, C_m$ satisfy a Hölderian error bound. Let $B$ a bounded set and let $r$ be the supremum of the norm of the elements of $B$. Then, $B$ is contained in a ball of radius $r$. Therefore, for $x \in B$ we have

$$
\text{dist}(x, C) \leq \Phi(d(x), \|x\|)
$$

$$
= \rho(\|x\|) \max(d(x)^{\gamma(\|x\|)}, d(x))
$$

$$
\leq \rho(r) \max(d(x)^{\gamma(\|x\|)}, d(x)),
$$

where the last inequality follows from the monotonicity of $\rho$. By the equivalence between (3.6) and (3.7), we conclude that a Hölderian error bound holds. This concludes the proof of (i).

We move on to (ii). First, we suppose that a uniform Hölderian error bound with exponent $\gamma$ holds for $C_1, \ldots, C_m$. Let $\rho(b)$ be the solution of the following optimization problem:

$$
\rho(b) := \arg \min_{\alpha \geq 1} \alpha
$$

s.t. $\text{dist}(y, C) \leq \alpha \left( \max_{1 \leq i \leq m} \text{dist}(y, C_i) \right)^\gamma \forall y$ satisfying $\|y\| \leq b.
$$

(3.8)
From the definition of Hölderian error bound (Definition 3.4) the feasible set of (3.8) is nonempty for every $b \geq 0$. Furthermore, the feasible set of (3.8) is closed and convex. Therefore, the solution of (3.8) is unique. Consequently, $\rho(b)$ is well-defined and $\rho$ is monotone nondecreasing. Finally, we have

$$\text{dist}(x, C) \leq \rho(\|x\|) \left( \max_{1 \leq i \leq m} \text{dist}(x, C_i) \right)^{\gamma} \quad \forall \ x \in \mathcal{E}.$$ 

By the monotonicity of $\rho(\cdot)$, we conclude that Definition 3.1 is satisfied for $\Phi(a, b)^{\gamma} = \rho(b)^{a\gamma}$.

For the converse, suppose that (3.5) holds. Let $B$ a bounded set and let $r$ be the supremum of the norm of the elements of $B$. Then, $B$ is contained in a ball of radius $r$. Therefore, for $x \in B$ we have

$$\text{dist}(x, C) \leq \phi(d(x), \|x\|) = \rho(\|x\|)d(x)^{\gamma} \leq \rho(r)d(x)^{\gamma},$$

where the last inequality follows from the monotonicity of $\rho$.

**Example 3.6.** It is known that certain constraint qualifications imply Lipschitzian error bounds, see [7, Corollary 3] or [8, Theorem 3.1]. For conditions ensuring the existence of Hölderian error bounds see [56, Theorem 3.3] (linear matrix inequalities), [43, Theorem 37] (symmetric cones), [15, Theorem 3.6] (basic semialgebraic convex sets). These references all include information on how to estimate the exponent of the error bound, which can be quite nontrivial in more general settings. For more on this difficulty, see the comments after Theorems 11 and 13 in [51].

### 4 Convergence analysis under consistent error bounds

In this section, we show how to connect consistent error bound functions to the convergence rate of a number of algorithms for solving (CFP). Before proceeding, we introduce a key tool for our analysis - inverse smoothing functions constructed from strict consistent error bound functions.

#### 4.1 Inverse smoothing function from strict consistent error bound function

Let $\Phi$ be a strict consistent error bound function as in Definition 3.1. Then, for $\kappa > 0$, we define $\phi_{\kappa, \Phi}$ as follows:

$$\phi_{\kappa, \Phi}(t) := \left( \Phi \left( \sqrt{t}, \kappa \right) \right)^{2}, \quad t \geq 0. \quad (4.1)$$

The following lemma follows directly from the properties of $\Phi$ in Definition 3.1.

**Lemma 4.1.** Let $\phi_{\kappa, \Phi}$ be defined as in (4.1). Then $\phi_{\kappa, \Phi}(0) = 0$, $\phi_{\kappa_1, \Phi}(\cdot)$ is monotone increasing on $[0, \infty)$ and right-continuous at 0. Moreover, we have $\phi_{\kappa_1, \Phi}(t) \leq \phi_{\kappa_2, \Phi}(t)$ for all $t$ whenever $\kappa_1 \leq \kappa_2$.

Before proceeding, we define the *generalized inverse function* for any monotone increasing function $f : \mathbb{R}_+ \to \mathbb{R}_+$ as:

$$f^-(s) := \inf \{ t \geq 0 : f(t) \geq s \}, \quad 0 \leq s < \sup f, \quad (4.2)$$

see [27] for more details on generalized inverses. Any monotone increasing function has an inverse $f^{-1}$ in the usual sense, but $f^-$ fixes a number of deficiencies that $f^{-1}$ might have when $f$ is not continuous everywhere. However, if $f$ is both continuous and monotone increasing, then $f^- = f^{-1}$, see [27, Remark 1]. The proof of the following lemma about the properties of $f^-$ is given in Appendix A.
Lemma 4.2 (Properties of the generalized inverse). Let \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) be a monotone increasing function with \( f(0) = 0 \). Define \( f^- \) as in (4.2). Then, \( f^- \) is monotone nondecreasing, \( f^-(0) = 0 \) and the following statements hold:

(i) if \( f \) is (right-)continuous at 0, then \( f^-(s) > 0 \) for all \( s \in (0, \sup f) \);

(ii) for any \( s \geq 0, t \geq 0 \) such that \( s \leq f(t) \) holds, we have \( s < \sup f \) and \( f^-(s) \leq t \);

(iii) for any \( s \geq 0, t \geq 0 \) such that \( s < \sup f \) and \( f(t) < s \) holds, we have \( t \leq f^-(s) \);

(iv) \( f^- \) is continuous on \((0, \sup f)\).

Next, we will introduce the ace of our toolbox: the so-called inverse smoothing function associated to \( \Phi \). For \( \kappa > 0 \) and for \( \phi_{\kappa, \Phi} \) as in (4.1) we define \( \Phi_{\kappa} \) as

\[
\Phi_{\kappa}^\bullet(t) := \int_{\delta}^{t} \frac{1}{\phi_{\kappa, \Phi}^{-1}(s)} ds, \quad t \in (0, \sup \phi_{\kappa, \Phi}), \tag{4.3}
\]

where \( \delta \in (0, \sup \phi_{\kappa, \Phi}) \) is some fixed number\(^1\). We note that \( \Phi_{\kappa} \) is well-defined thanks to Lemma 4.1 and Lemma 4.2 (i) and (iv).

The properties of \( \Phi_{\kappa} \) are as follows.

**Proposition 4.3** (The properties of \( \Phi_{\kappa} \)). Let \( \Phi_{\kappa}^\bullet \) be defined as in (4.3) with \( \phi_{\kappa, \Phi} \) defined as in (4.1). Then \( \Phi_{\kappa}^\bullet \) is concave, monotone increasing and continuously differentiable on \((0, \sup \phi_{\kappa, \Phi})\).

**Proof.** From Lemma 4.1 and Lemma 4.2 (i), (iv), we see that \( \phi_{\kappa, \Phi}^{-1} \) is continuous on \((0, \sup \phi_{\kappa, \Phi})\) and positive. Therefore, \( \Phi_{\kappa}^\bullet \) is monotone increasing and continuously differentiable with \( (\Phi_{\kappa}^\bullet)'(t) = \frac{1}{\phi_{\kappa, \Phi}^{-1}(t)} \) for \( t \in (0, \sup \phi_{\kappa, \Phi}) \). This together with the monotonicity of \( \phi_{\kappa, \Phi}^{-1} \) from Lemma 4.2 implies that \( (\Phi_{\kappa}^\bullet)' \) is monotone nonincreasing on \((0, \sup \phi_{\kappa, \Phi})\), which shows that \( \Phi_{\kappa}^\bullet \) is concave. For the sake of self-containment, we show this last assertion. For any fixed \( x, y \in (0, \sup \phi_{\kappa, \Phi}) \), we define \( \theta(t) := \Phi_{\kappa}^\bullet(x + t(y - x)) \). With that, we have \( \Phi_{\kappa}^\bullet(y) - \Phi_{\kappa}^\bullet(x) = \theta(1) - \theta(0) \) and, by integration, we obtain

\[
\Phi_{\kappa}^\bullet(y) - \Phi_{\kappa}^\bullet(x)
= \int_{0}^{1} (\Phi_{\kappa}^\bullet)'(x + t(y - x))(y - x) \, dt
= \int_{0}^{1} \left[ (\Phi_{\kappa}^\bullet)'(x + t(y - x)) - (\Phi_{\kappa}^\bullet)'(x) \right](y - x) \, dt + \int_{0}^{1} (\Phi_{\kappa}^\bullet)'(x)(y - x) \, dt
\leq (\Phi_{\kappa}^\bullet)'(x)(y - x),
\]

where the last inequality follows from the monotonicity of \( (\Phi_{\kappa}^\bullet)' \). Therefore, \( \Phi_{\kappa}^\bullet \) is concave. This completes the proof. \( \square \)

Next, we take a look at the behavior of \( \Phi_{\kappa}^\bullet(t) \) as \( t \to 0 \).

**Proposition 4.4** (Asymptotical properties of \( \Phi_{\kappa}^\bullet \)). Let \( \Phi_{\kappa}^\bullet \) be defined as in (4.3) with \( \phi_{\kappa, \Phi} \) defined as in (4.1). Suppose that \( C \) is not the whole space. Let \( x^0 \notin C \) and suppose that \( \kappa \geq \max\{\text{dist}(0, C), |x^0|\} \). Then, \( \Phi_{\kappa}^\bullet(t) \to -\infty \) as \( t \to 0 \).

\(^1\)Any \( \delta \in (0, \sup \phi_{\kappa, \Phi}) \) is fine, so we will not include \( \delta \) in the notation for \( \Phi_{\kappa}^\bullet(t) \). The only place where we make a specific choice of \( \delta \) is in the proof of Corollary 4.9. See also Remark 4.8.
Proof. Let $B_\kappa := \{x \in \mathcal{E} \mid \|x\| \leq \kappa\}$ and let $d$ be the function such that
\[ d(x) = \max_{1 \leq i \leq m} \text{dist}(x, C_i). \]
From (3.1) and the fact that $C \subseteq C_i$ for all $i$, we have
\[ d(x) \leq \text{dist}(x, C) \leq \Phi(d(x), \kappa) \quad \forall x \in B_\kappa. \]
Then, from (4.1) we have
\[ d(x)^2 \leq \Phi(d(x), \kappa)^2 = \phi_{\kappa, \Phi}(d(x)^2) \quad \forall x \in B_\kappa. \]
Next, we examine the image of $d(\cdot)^2$ restricted to $B_\kappa$. Since $\kappa \geq \max\{\text{dist}(0, C), \|x_0\|\}$, we have $x_0 \in B_\kappa$ and $P_C(0) \in B_\kappa$. Let $\mu := d(x_0)^2$. Since $d(\cdot)^2$ is a continuous function, by the intermediate value theorem, the image of $d(\cdot)^2$ restricted to $B_\kappa$ contains the interval $[0, \mu]$. We also have $\mu \neq 0$, because $x_0 \notin C$. In view of (4.4), we have
\[ s \leq \phi_{\kappa, \Phi}(s), \quad \forall s \in [0, \mu]. \]
Let $\tau = \min(\mu, \delta)$, where $\delta$ comes from the definition of $\Phi^\bullet_\kappa$ in (4.3). From Lemma 4.2 (ii) we obtain
\[ \phi_{\kappa, \Phi}(\tau) \leq s, \quad s \in (0, \tau). \]
Therefore, the following inequality holds for $t \in (0, \tau)$
\[ -\Phi^\bullet_\kappa(t) = \int_t^\tau \frac{1}{\phi_{\kappa, \Phi}(s)} ds \geq \int_t^\tau \frac{1}{\phi_{\kappa, \Phi}(s)} ds \geq \int_t^\tau \frac{1}{s} ds = \ln \tau - \ln t. \]
This shows that $\Phi^\bullet_\kappa(t) \to -\infty$ as $t \to 0$ and completes the proof. \qed

4.2 Convergence analysis of sequences

In this section, we make use of the inverse smoothing function discussed in Section 4.1 to analyze the convergence properties of sequences satisfying the Assumption 4.5 below. Later, in Section 4.3, we show that several algorithms generate sequences of iterates satisfying Assumption 4.5.

**Assumption 4.5.** Let $\{x^k\} \subseteq \mathcal{E}$ be a sequence such that the following conditions hold.

(i) Fejér monotonicity condition. For any fixed $c \in C$, it holds that
\[ \|x^{k+1} - c\| \leq \|x^k - c\| \quad \forall k. \]

(ii) Sufficient decrease condition. There exist some positive integer $\ell$ and nonnegative sequence $\{a_k\}$ with $\sum_{k=0}^\infty a_k = \infty$ such that
\[ \text{dist}^2(x^k, C) \geq \text{dist}^2(x^{k+\ell}, C) + a_k \max_{1 \leq i \leq m} \text{dist}^2(x^k, C_i) \quad \forall k. \]

The Fejér monotonicity assumption appears frequently in the study of convex feasibility problems, see [6, Theorem 2.16]. The sufficient decrease condition is inspired by similar conditions appearing in [46, 13]. However, we allow the possibility of having decrease after a fixed number of iterations instead of forcing decrease after every iteration.

**Proposition 4.6.** Let Assumption 4.5 hold. Then $\{x^k\}$ converges to some point in $C$. 
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Proof. Since \( \sum_{k=0}^{\infty} a_k = \infty \) holds, there exists some integer \( k_0 \in [0, \ell - 1] \) such that
\[
\sum_{i=0}^{\infty} a_{k_0 + i\ell} = \infty. \tag{4.8}
\]
For any \( N > 0 \), summing both sides of (4.7) for \( k = k_0 + i\ell \) with \( i = 0, \ldots, N - 1 \), we obtain
\[
\text{dist}^2(x^{k_0}, C) \geq \text{dist}^2(x^{k_0}, C) - \text{dist}^2(x^{k_0 + N\ell}, C)
\]
\[
= \sum_{i=0}^{N-1} \text{dist}^2(x^{k_0 + i\ell}, C) - \text{dist}^2(x^{k_0 + (i+1)\ell}, C)
\]
\[
\geq \sum_{i=0}^{N-1} a_{k_0 + i\ell} \max_{1 \leq j \leq m} \text{dist}^2(x^{k_0 + i\ell}, C_j). \tag{4.9}
\]
Letting \( N \to \infty \) in (4.9), we then have \( \sum_{i=0}^{\infty} a_{k_0 + i\ell} \max_{1 \leq j \leq m} \text{dist}^2(x^{k_0 + i\ell}, C_j) < \infty \). This, together with (4.8), implies that there exists a subsequence \( \{x^{k_i}\} \) such that
\[
\max_{1 \leq j \leq m} \text{dist}(x^{k_i}, C_j) \to 0 \quad \text{when } i \to \infty. \tag{2}
\]
Therefore, \( \text{dist}(x^{k_j}, C_j) \to 0 \) for all \( j = 1, \ldots, m \). On the other hand, we know from the Fejér monotonicity of \( \{x^k\} \) in (4.6) that \( \{x^k\} \) is bounded. Thus, there exists a subsequence of \( \{x^{k_j}\} \) which converges to some point \( x^* \in \mathcal{E} \). Without loss of generality, we still let \( \{x^{k_j}\} \) denote this subsequence so that \( \lim_{i \to \infty} \|x^{k_i} - x^*\| = 0 \). Then, \( \text{dist}(x^{k_j}, C_j) \to 0 \) and the closedness of the \( C_j \) imply that \( x^* \in \bigcap_{j=1}^m C_j = C \). Thus, using again the Fejér monotonicity of \( \{x^k\} \), we obtain
\[
\|x^{k+1} - x^*\| \leq \|x^k - x^*\| \quad \forall \ k,
\]
which together with \( \lim_{i \to \infty} \|x^{k_i} - x^*\| = 0 \) gives \( x^k \to x^* \in C \). \( \square \)

Now we establish our convergence rate under a strict consistent error bound as in Definition 3.1.

**Theorem 4.7.** Suppose that Assumption 4.5 holds. Let \( \Phi \) be a strict consistent error bound function for \( C_1, \ldots, C_m \) as in Definition 3.1. Let \( \Phi^{**}_\rho \) be defined as in (4.3) with \( \rho \) such that \( \rho \geq \|x^0\| + 2 \text{dist}(0, C) \). Then, the convergence of \( \{x^k\} \) is either finite or
\[
\text{dist}(x^k, C) \leq \sqrt{\Phi^{**}_\rho^{-1} \left( \Phi^{**}_\rho \left( \text{dist}^2(x^0, C) \right) - \sum_{i=0}^{b_k-1} a_{k_0 + i\ell} \right)} \quad \forall \ k \geq 2\ell \tag{4.10}
\]
holds for any integer \( k_0 \in [0, \ell - 1] \) and \( b_k := \frac{k - \ell - (k \mod \ell)}{\ell} \).

**Proof.** First, the convergence of sequence \( \{x^k\} \) follows from Proposition 4.6. Note from (4.6) that if there exists some \( \hat{k} \) such that \( \text{dist}(x^k, C) = 0 \), we have \( x^k = x^\hat{k} \) for all \( k \geq \hat{k} \). Consequently, in this case, \( \{x^k\} \) converges finitely and we are done.

Next, suppose that the convergence is not finite. Then, \( \text{dist}(x^k, C) > 0 \) holds for all \( k \). Notice that \( \hat{k} > 0 \); otherwise we have \( \text{dist}(x^0, C) = 0 \). Let \( e^* := \arg \min_{e \in C} \|e\| \). We then see from the Fejér monotonicity of \( \{x^k\} \) ((4.6) in Assumption 4.5) that
\[
\|x^k - e^*\| \leq \|x^0 - e^*\| \quad \forall \ k,
\]
2The relevant fact is that if \( \{u_k\}, \{v_k\} \) are nonnegative sequences with \( \sum u_k = \infty \) and \( \sum u_k v_k < \infty \), then \( \lim_{k \to \infty} v_k = 0 \).
which gives \( \|x^k\| \leq \|c^*\| + \|x^0 - c^*\| \leq \hat{r} \) for all \( k \). This together with Definition 3.1 (i), the definition of \( \phi_{\kappa, \Phi} \) in (4.1) and Lemma 4.1 implies that for all \( k \),

\[
\text{dist}^2(x^k, C) \leq \left( \Phi \left( \max_{1 \leq i \leq m} \text{dist}(x^k, C_i), \|x^k\| \right) \right)^2 = \phi_{\|x^k\|, \Phi} \left( \max_{1 \leq i \leq m} \text{dist}^2(x^k, C_i) \right) \leq \phi_{\kappa, \Phi} \left( \max_{1 \leq i \leq m} \text{dist}^2(x^k, C_i) \right).
\]

This combined with Lemma 4.1 and Lemma 4.2 (iv) implies that \( \text{dist}^2(x^k, C) \in (0, \sup \phi_{\kappa, \Phi}) \) and

\[
\phi_{\kappa, \Phi} \left( \text{dist}^2(x^k, C) \right) \leq \max_{1 \leq i \leq m} \text{dist}^2(x^k, C_i) \quad \forall k.
\]

(4.11)

Now we combine (4.3), (4.7) and (4.11), use the concavity and differentiability of \( \Phi_{\kappa, \Phi} \) from Proposition 4.3 and obtain

\[
\Phi_{\kappa, \Phi} \left( \text{dist}^2(x^k, C) \right) - \Phi_{\kappa, \Phi} \left( \text{dist}^2(x^{k+\ell}, C) \right) \geq \Phi_{\kappa, \Phi}' \left( \text{dist}^2(x^k, C) \right) \left( \text{dist}^2(x^k, C) - \text{dist}^2(x^{k+\ell}, C) \right) = \frac{1}{\phi_{\kappa, \Phi} \left( \text{dist}^2(x^k, C) \right)} \left( \text{dist}^2(x^k, C) - \text{dist}^2(x^{k+\ell}, C) \right) \geq \frac{1}{\max_{1 \leq i \leq m} \text{dist}^2(x^k, C_i)} \left( \text{dist}^2(x^k, C) - \text{dist}^2(x^{k+\ell}, C) \right) \geq a_\ell.
\]

(4.12)

Moreover, fixing any integer \( k_0 \in [0, \ell - 1] \), for any \( N > 0 \), summing both sides of (4.12) for \( k = k_0 + i\ell \) with \( i = 0, \ldots, N - 1 \), we further obtain

\[
\Phi_{\kappa, \Phi} \left( \text{dist}^2(x^{k_0}, C) \right) - \Phi_{\kappa, \Phi} \left( \text{dist}^2(x^{k_0+N\ell}, C) \right) = \sum_{i=0}^{N-1} \Phi_{\kappa, \Phi} \left( \text{dist}^2(x^{k_0+i\ell}, C) \right) - \Phi_{\kappa, \Phi} \left( \text{dist}^2(x^{k_0+(i+1)\ell}, C) \right) \geq \sum_{i=0}^{N-1} a_{k_0+i\ell}.
\]

This together with the strict monotonicity and continuity on \( (0, \sup \phi_{\kappa, \Phi}) \) of \( \Phi_{\kappa, \Phi} \) (thus invertible), \( \text{dist}^2(x^k, C) \in (0, \sup \phi_{\kappa, \Phi}) \) and the Fejér monotonicity of \( \{x^k\} \) further gives

\[
\text{dist}(x^{k_0+N\ell}, C) \leq \left( \Phi_{\kappa, \Phi}^{-1} \left( \Phi_{\kappa, \Phi}(\text{dist}^2(x^0, C)) - \sum_{i=0}^{N-1} a_{k_0+i\ell} \right) \right)^{1/2}.
\]

(4.13)

Now, we note that for any positive integer \( k \) we have \( (k \mod \ell) \geq 0 \geq k_0 - \ell \) so that

\[
k = (k \mod \ell) + \frac{k - (k \mod \ell)}{\ell} \cdot \ell \geq k_0 + \frac{k - \ell - (k \mod \ell)}{\ell} \cdot \ell = k_0 + b_k \cdot \ell.
\]

Using this, the Fejér monotonicity of \( \{x^k\} \) and (4.13), we see that for any \( k \geq 2\ell \) (so that \( b_k \geq 1 \)),

\[
\text{dist}(x^k, C) \leq \text{dist}(x^{k_0+b_k\ell}, C) \leq \left( \Phi_{\kappa, \Phi}^{-1} \left( \Phi_{\kappa, \Phi}(\text{dist}^2(x^0, C)) - \sum_{i=0}^{b_k-1} a_{k_0+i\ell} \right) \right)^{1/2}.
\]

This completes the proof. \( \square \)

Next, we remark that the choice of \( \delta \) in the definition of \( \Phi_{\kappa, \Phi} \) has no impact in Theorem 4.7.
Remark 4.8 (No dependency on δ in (4.10)). Let $g : (0, a) \to (0, \infty)$ be a positive continuous function, where $a > 0$ or $a = \infty$. Let $\delta \in (0, a)$ and define $f_\delta(s) := \int_0^s g(t)dt$, for $s \in (0, a)$. With that, $f_\delta$ is monotone increasing and continuous, thus invertible.

Let $L = f_\delta^{-1}(f_\delta(s_0) - c)$ be well-defined with some $s_0 > 0, c \geq 0$. We have

$$-c = f_\delta(L) - f_\delta(s_0) = \int_{s_0}^L g(t)dt = f_\delta(L),$$

so that $L = f_\delta^{-1}(-c)$. This shows that $L$ is constant as a function of $\delta$ and only depends on $c, g$ and $s_0$. Therefore the term inside the square root in (4.10) only depends on $\Phi, \tilde{\kappa}$, $\operatorname{dist}(x^0, C)$ and $\sum_{i=0}^{b_k-1} a_{i\ell} + \tilde{\tau}$ but not on $\delta$.

Before we conclude this subsection, we show that sublinear rates can be derived from Theorem 4.7 when $\Phi$ is as in Theorem 3.5.

Corollary 4.9. Suppose that Assumption 4.5 holds with $\inf_k a_k > 0$. Suppose that a Hölderian error bound defined as in Definition 3.4 holds. Then the sequence $\{x^k\}$ converges to some point in $C$ at least with a sublinear rate $O(k^{-p})$ for some $p > 0$. In particular, if the Hölderian error bound is uniform with exponent $\gamma \in (0, 1]$, then there exist some $M > 0$ and $\theta \in (0, 1)$ such that for any $k \geq 2\ell$,

$$\operatorname{dist}(x^k, C) \leq \begin{cases} M k^{-\frac{\gamma}{2(\gamma - 1)}} & \text{if } \gamma \in (0, 1), \\ M \theta^k & \text{if } \gamma = 1. \end{cases} \quad (4.14)$$

Proof. The convergence of $\{x^k\}$ follows from Assumption 4.5 and Proposition 4.6. If the sequence $\{x^k\}$ has finite convergence, one can see that (4.14) holds for some $M > 0$ and $\theta \in (0, 1)$. In the following, we consider the case where $\{x^k\}$ does not have finite convergence.

First, assume that a non-uniform Hölderian error bound holds. From Theorem 3.5 (i) the following function is a strict consistent error bound function for the sets $C_1, \ldots, C_m$:

$$\Phi(a, b) := \rho(b) \max\{a^{\gamma(b)}, a\},$$

where $\rho(\cdot)$ is monotone nondecreasing and $\gamma(\cdot)$ is monotone nonincreasing. Let $\Phi_{\kappa}^*$ be defined as in (4.3) with $\tilde{\kappa} := \|x^0\| + 2 \max(0, C)$. Since $\inf_k a_k > 0$, there exists $\tau > 0$ such that $a_k \geq \tau$ for every $k$. Then, from Theorem 4.7 (setting $k_0 = 0$) and the strict monotonicity of $\Phi_{\kappa}^*$ we get that for any $k \geq 2\ell$,

$$\operatorname{dist}(x^k, C) \leq \begin{cases} (\Phi_{\kappa}^*)^{-1} \left( \Phi_{\kappa}^*(\operatorname{dist}^2(x^0, C)) - \sum_{i=0}^{b_k-1} a_{i\ell} \right) & \text{if } \gamma \in (0, 1), \\ (\Phi_{\kappa}^*)^{-1} \left( \Phi_{\kappa}^*(\operatorname{dist}^2(x^0, C)) - (k/\ell - 2)\tau \right) & \text{if } \gamma = 1. \end{cases} \quad (4.15)$$

Now we calculate the formula of $\Phi_{\kappa}^*$. First, we see from (4.1) that

$$\phi_{\kappa, \Phi}(t) = \left( \Phi(\sqrt{t}, \tilde{\kappa}) \right)^2 = \rho(\tilde{\kappa})^2 \max\{t^{\gamma(\tilde{\kappa})}, t\}. \quad (4.16)$$

Next, we consider two cases depending on the value of $\gamma(\tilde{\kappa})$.

Case 1. $\gamma(\tilde{\kappa}) \in (0, 1)$. In this case, the computation of $\phi_{\kappa, \Phi}$ is as follows.

$$\phi_{\kappa, \Phi}(s) = \begin{cases} \frac{s}{\rho(\tilde{\kappa})^2} & \text{if } s \geq \rho(\tilde{\kappa})^2, \\ \frac{1}{\rho(\tilde{\kappa})^2 s^{1/\gamma(\tilde{\kappa})}} & \text{if } 0 < s < \rho(\tilde{\kappa})^2. \end{cases}$$
Next, we compute \( \Phi_{\hat{K}} \) and we let \( \delta := \rho(\hat{\kappa})^2 \) in (4.3) \((0 < \delta < \sup \phi_{\hat{K}, \Phi} = \infty)\), so that
\[
\Phi_{\hat{K}}(t) = \begin{cases} \frac{\gamma(\hat{\kappa})}{1 - \gamma(\hat{\kappa})} \rho(\hat{\kappa})^2 \left( (\rho(\hat{\kappa})^2)^{1 - \gamma(\hat{\kappa}) - 1} - t^{1 - \gamma(\hat{\kappa}) - 1} \right) & \text{if } 0 < t < \delta, \\
\rho(\hat{\kappa})^2 (\ln t - 2 \ln \rho(\hat{\kappa})) & \text{if } t \geq \delta.
\end{cases}
\] (4.17)

Letting \( c_0 := \frac{\gamma(\hat{\kappa})}{1 - \gamma(\hat{\kappa})} \rho(\hat{\kappa})^2 \), we have
\[
(\Phi_{\hat{K}})^{-1}(s) = \begin{cases} \left( (\rho(\hat{\kappa})^2)^{1 - \gamma(\hat{\kappa}) - 1} - \frac{s}{c_0} \right)^{\frac{1}{1 - \gamma(\hat{\kappa})}} & \text{if } s < 0, \\
\rho(\hat{\kappa})^2 e^{s/\rho(\hat{\kappa})^2} & \text{if } s \geq 0.
\end{cases}
\] (4.18)

For simplicity, let \( c_1 := \Phi_{\hat{K}}(\text{dist}^2(x^0, C)) + 2\tau \). From (4.15), we have
\[
\text{dist}(x^k, C) \leq \sqrt{(\Phi_{\hat{K}})^{-1} \left( c_1 - \frac{k\tau}{\ell} \right)}.
\]
Therefore, if \( k > \frac{c_1}{\ell} \) and \( k \geq 2\ell \), we have
\[
\text{dist}(x^k, C) \leq \left( (\rho(\hat{\kappa})^2)^{1 - \gamma(\hat{\kappa}) - 1} - \frac{c_1}{c_0} + \frac{k\tau}{\ell c_0} \right)^{-\frac{1}{2(\gamma(\hat{\kappa}) - 1)}} \leq M k^{-\frac{1}{2(\gamma(\hat{\kappa}) - 1)}},
\] (4.19)
holds for some \( M > 0 \). This proves the sublinear convergence rate of \( \{x^k\} \).

**Case 2.** \( \gamma(\hat{\kappa}) = 1 \). For this case, it will be more convenient to use \( \delta := 1 \) in (4.3). Then, from (4.3) and (4.16) we have
\[
\Phi_{\hat{K}}(t) = \int_0^t \frac{1}{\phi_{\hat{K}, \Phi}(s)} ds = \rho(\hat{\kappa})^2 \int_1^t s^{-1} ds = \rho(\hat{\kappa})^2 \ln t.
\] (4.20)

Let \( c_2 := \rho(\hat{\kappa})^2 \). Then, we have \((\Phi_{\hat{K}})^{-1}(t) = e^{t/c_2}\) and
\[
\text{dist}(x^k, C) \leq \sqrt{(\Phi_{\hat{K}})^{-1} \left( \Phi_{\hat{K}}(\text{dist}^2(x^0, C)) - (k/\ell - 2)\tau \right)} = e^{\tau/c_2} \text{dist}(x_0, C) \cdot e^{-\frac{\gamma(\hat{\kappa})}{2} k},
\]
which proves the linear convergence rate of \( \{x^k\} \). This concludes the proof for the non-uniform case.

If the Hölderian error bound is uniform with exponent \( \gamma \in (0, 1] \), the function \( \Phi \) is as in (3.5), so the max term in (4.16) becomes \( t^\gamma \) and there is no need to divide the computation of \( \Phi_{\hat{K}} \) and \((\Phi_{\hat{K}})^{-1}\) in two cases. In particular, (4.17) and (4.18) become simpler since the second case in each expression is discarded. Then, (4.14) follows from a similar line of arguments\(^3\) as above, replacing \( \gamma(\hat{\kappa}) \) by \( \gamma \). This completes the proof. \( \square \)

### 4.3 Projection algorithms

In the following, we consider an algorithm scheme contained in the broader framework given in Section 3 of [6]. Specifically, given \( x^0 \in \mathcal{E} \), relaxation parameter \( \{\alpha^k_i\} \subseteq [0, 2) \) and weight \( \{\lambda^k_i\} \) satisfying \( \sum_{i=1}^m \lambda^k_i = 1 \) with \( \lambda^k_i > 0 \) for all \( k \), we consider the following algorithm scheme:
\[
x^{k+1} = \sum_{i=1}^m \lambda^k_i \left( (1 - \alpha^k_i) I + \alpha^k_i P_{C_i} \right) (x^k),
\] (4.21)

\(^3\)We note that for the \( x_k \) such that \( k \geq 2\ell \) but \( k \leq \ell c_1 / \tau \), the rate for those iterates is governed by the second expression in (4.18), so overall, we have a sublinear convergence rate for all \( k \geq 2\ell \).

\(^4\)The only subtlety is that in the proof of Case 1 in the uniform case, (4.19) holds for all \( k \geq 2\ell \) and there is no need to impose \( k > \ell c_1 / \tau \).
where $I$ denotes the identity operator and $P_{C_i}$ is the orthogonal projection operator onto $C_i$.

**Example 4.10.** Here are a few examples of algorithms covered under the algorithm scheme (4.21).

(a) Mean projection algorithm (MPA) ([6, 8, 31]): $\alpha_i^k = 1$ for all $i$ and $k$, and the weights $\lambda_i^k$ ($i = 1, \ldots, m$) are positive constants for all $k$. When $\lambda_i^k = \nu_i > 0$ for every $i$ and $k$ with $\sum_{i=1}^m \nu_i = 1$, the iterations are of the format

$$x^{k+1} = \sum_{i=1}^m \nu_i P_{C_i}(x^k).$$

(b) Projections onto convex sets algorithm (POCSA) ([17, 21, 33, 59]): Let $t(k) := (k \mod m) + 1$. For every $k$, set $\lambda_i^k = 1$ and $\epsilon \leq \alpha_i^k \leq 2 - \epsilon$ with $\epsilon \in (0, 1)$ when $i = t(k)$, and set $\lambda_i^k = 0$ when $i \neq t(k)$ ($\alpha_i^k$ can be arbitrarily defined in this case). The iterations are of the format

$$x^{k+1} = (1 - \alpha_{t(k)}^k) x^k + \alpha_{t(k)}^k P_{C_{t(k)}}(x^k),$$

Especially, when $\alpha_{t(k)}^k \equiv 1$ for all $k$, it reduces to $x^{k+1} = P_{C_{t(k)}}(x^k)$, which is the well-known Cyclic projection algorithm (CPA), see [1, 6, 8, 15].

(c) Motzkin’s method (MM) ([1, 42, 48]): Fix any $i(k) \in \text{Arg max}_{1 \leq i \leq m} \text{dist}(x^k, C_i)$. For every $k$, let $\lambda_i^k = 1$ and $\alpha_i^k = \lambda$ with $\lambda \in (0, 2)$ for $i = i(k)$, and $\lambda_i^k = 0$ for $i \neq i(k)$ ($\alpha_i^k$ can be arbitrarily defined in this case). The iterations are of the format

$$x^{k+1} = (1 - \lambda)x^k + \lambda P_{C_{i(k)}}(x^k).$$

Especially, when $\lambda = 1$, it reduces to $x^{k+1} = P_{C_{i(k)}}(x^k)$, which is known as Maximum distance projection algorithm (MDPA), see [6, 8].

(d) The following adaptive weighted projection algorithm (AWPA): $\alpha_i^k = 1$ for all $i$ and $k$, and the weights $\lambda_i^k$ ($i = 1, \ldots, m$) are adaptively chosen. Let $f : [0, +\infty) \to [0, +\infty)$ be a nonnegative increasing function such that $f(0) = 0$. Define $d_i^k := \text{dist}(x^k, C_i)$ and let $\lambda_i^k = f(d_i^k) / \sum_{i=1}^m f(d_i^k)$. The iterations are of the format

$$x^{k+1} = \sum_{i=1}^m \frac{f(d_i^k)}{\sum_{i=1}^m f(d_i^k)} P_{C_i}(x^k),$$

if at least one of the $d_i^k$ is nonzero. This is related to a generalization of Ansorge’s method discussed in Example 6.32 in [6]. A particular case is the following iteration

$$x^{k+1} = \sum_{i=1}^m \frac{d_i^k}{d_1^k + \cdots + d_m^k} P_{C_i}(x^k).$$

For analysis purposes and in order for the iteration to be well-defined for all $k$ we consider that if $d_i^k = 0$ for all $i$ (i.e., $x^k \in C$), then AWPA falls back to the following MPA iteration:

$$x^{k+1} = \sum_{i=1}^m \frac{1}{m} P_{C_i}(x^k).$$

Now we show that the sequence generated by scheme (4.21) satisfies Assumption 4.5 under some conditions on the parameters. For that, we introduce the following notation:

$$M(k) := \left\{ i \mid i \in \text{Arg max}_{1 \leq i \leq m} \text{dist}(x^k, C_i) \right\},$$

$$I_\sigma(k) := \left\{ i \mid \lambda_i^k \geq \sigma \right\}.$$
Lemma 4.11 (Checking Assumption 4.5). Let the sequence \( \{x^k\} \) be generated by (4.21). Then \( \{x^k\} \) is Fejér monotone with respect to \( C \), i.e., Assumption 4.5 (i) holds. Let

\[
\mu_i^k := \alpha_i^k \lambda_i^k (2 - \sum_{j=1}^{k} \alpha_j^k \lambda_j^k), \quad i = 1, \ldots, m. \tag{4.23}
\]

Then it holds for all \( k \) that

\[
\text{dist}^2(x^k, C) \geq \text{dist}^2(x^{k+1}, C) + \sum_{i=1}^{m} \mu_i^k \text{dist}^2(x^k, C_i). \tag{4.24}
\]

Moreover, the following statements hold.

(i) If there exists \( m(k) \in M(k) \) such that \( \sum_{k=0}^{\infty} \mu_{m(k)}^k = \infty \), then Assumption 4.5 (ii) holds with \( \ell = 1 \) and \( a_k = \mu_{m(k)}^k \) in inequality (4.7).

(ii) If \( \alpha_i^k \in [\alpha_1, \alpha_2] \) holds for all \( i \) and \( k \) with some \( 0 < \alpha_1 < \alpha_2 < 2 \), and there exist some \( \sigma \in (0, 1] \) and integer \( s \geq 1 \) such that for all \( k \),

\[
I_s(k) \cup I_s(k+1) \cup \cdots \cup I_s(k+s-1) = \{1, 2, \ldots, m\}, \tag{4.25}
\]

then Assumption 4.5 (ii) holds with \( \ell = s \) and \( a_k = \min \left( \frac{\sigma \alpha_i(2-\alpha_2)}{s}, \frac{\alpha_i(2-\alpha_2)}{\alpha_2} \right) \) in inequality (4.7).

Proof. The scheme (4.21) is a particular case of the scheme described in Section 3 of [6] (with \( T_i^k = P_{C_i} \)). Consequently, the Fejér monotonicity of \( \{x^k\} \) follows directly from [6, Lemma 3.2 (iv)].

Moreover, by [6, Lemma 3.2 (i)], we have for any \( x \in C \) that

\[
\|x^k - x\|^2 - \|x^{k+1} - x\|^2 = \sum_{i=1}^{m} \alpha_i^k \lambda_i^k \left( 2 - \sum_{j=1}^{i} \alpha_j^k \lambda_j^k \right) \left\|x^k - P_{C_i}(x^k)\right\|^2 - \sum_{i,j} \alpha_i^k \alpha_j^k \lambda_i^k \lambda_j^k \left\|P_{C_i}(x^k) - P_{C_j}(x^k)\right\|^2 + \sum_{i=1}^{m} \alpha_i^k \lambda_i^k \langle x^k - P_{C_i}(x^k), P_{C_i}(x^k) - x \rangle \geq 0, \tag{4.26}
\]

where the last inequality follows from the non-negativity of \( \{\alpha_i^k\} \) and \( \{\lambda_i^k\} \) and the convexity of each \( C_i \). We then have (4.24) by rearranging (4.26) and taking the infimum on both sides for \( x \in C \). Furthermore, by the definition of \( M(k) \) in (4.22), we have for all \( m(k) \in M(k) \) that

\[
\text{dist}^2(x^k, C) \geq \text{dist}^2(x^{k+1}, C) + \sum_{i=1}^{m} \mu_i^k \text{dist}^2(x^k, C_i) \geq \text{dist}^2(x^{k+1}, C) + \mu_{m(k)}^k \max_{1 \leq i \leq m} \text{dist}^2(x^k, C_i).
\]

The conclusion (i) then follows from this and assumption \( \sum_{k=0}^{\infty} \mu_{m(k)}^k = \infty \) directly.

Now we prove (ii). Since \( \alpha_i^k \in [\alpha_1, \alpha_2] \) for all \( i \) and \( k \), we have \( \mu_i^k \geq \alpha_1 (2-\alpha_2) \lambda_i^k \). Consequently, by (4.24), the convexity of \( \| \cdot \|^2 \) and \( \sum_{i=1}^{m} \lambda_i^k = 1 \) with \( \lambda_i^k \geq 0 \), we have for all \( k \) that

\[
\|x^k - x^{k+1}\|^2 = \left\|x^k - \sum_{i=1}^{m} \lambda_i^k \left( (1-\alpha_i^k) x^k + \alpha_i^k P_{C_i}(x^k) \right) \right\|^2
\]

\[
= \sum_{i=1}^{m} \lambda_i^k \left\langle x^k - P_{C_i}(x^k) \right\rangle^2 \leq \sum_{i=1}^{m} \lambda_i^k (\alpha_i^k)^2 \left\|x^k - P_{C_i}(x^k)\right\|^2 \tag{4.27}
\]

\[
\leq (\alpha_2)^2 \sum_{i=1}^{m} \lambda_i^k \text{dist}^2(x^k, C_i) \leq \frac{(\alpha_2)^2}{\alpha_1 (2-\alpha_2)} \left( \text{dist}^2(x^k, C) - \text{dist}^2(x^{k+1}, C) \right).
\]
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On the other hand, we fix any \( k \) and \( j \in \{1, 2, \ldots, m\} \), and then know from assumption (4.25) that there exists \( k_j \in \{k, k + 1, \ldots, k + s - 1\} \) such that \( j \in I_\sigma(k_j) \), i.e., \( \lambda_j^{k_j} \geq \sigma \) (by definition of \( I_\sigma(k) \) in (4.22)). This together with (4.24) and \( \mu_k^{\ell} \geq \alpha_1(2 - \alpha_2)\lambda_k^{\ell} \) gives

\[
\operatorname{dist}^2(x^{k_j}, C) - \operatorname{dist}^2(x^{k_j+1}, C) \geq \sum_{i=1}^{m} \mu_i^{k_j} \operatorname{dist}^2(x^{k_j}, C_i) \geq \sigma \alpha_1(2 - \alpha_2) \operatorname{dist}^2(x^{k_j}, C_j).
\]  

(4.28)

Furthermore, combining (4.27) and (4.28) yields

\[
\operatorname{dist}^2(x^k, C_j)
\leq \|x^k - P_{C_j}(x^k)\|^2
\]

(a) \( (\operatorname{dist}(x^{k_j}, C_j) + \|x^k - x^{k_j}\|)^2 \)

(b) \( (\operatorname{dist}(x^{k_j}, C_j) + \sum_{p=k}^{k_j-1} \|x^p - x^{p+1}\|)^2 \)

(c) \( (k_j - k + 1)(\operatorname{dist}^2(x^{k_j}, C_j) + \sum_{p=k}^{k_j-1} \|x^p - x^{p+1}\|^2) \)

(d) \( s \left( \frac{1}{\sigma \alpha_1(2 - \alpha_2)} \left( \operatorname{dist}^2(x^{k_j}, C) - \operatorname{dist}^2(x^{k_j+1}, C) \right) + \frac{(\alpha_2)^2}{\alpha_1(2 - \alpha_2)} \sum_{p=k}^{k_j-1} \left( \operatorname{dist}^2(x^p, C) - \operatorname{dist}^2(x^{p+1}, C) \right) \right) \)

= \( s \left( \frac{1}{\sigma \alpha_1(2 - \alpha_2)} \left( \operatorname{dist}^2(x^{k_j}, C) - \operatorname{dist}^2(x^{k_j+1}, C) \right) + \frac{(\alpha_2)^2}{\alpha_1(2 - \alpha_2)} \left( \operatorname{dist}^2(x^k, C) - \operatorname{dist}^2(x^{k_j}, C) \right) \right) \)

\leq s \left( \frac{1}{\sigma \alpha_1(2 - \alpha_2)} \frac{(\alpha_2)^2}{\alpha_1(2 - \alpha_2)} \left( \operatorname{dist}^2(x^k, C) - \operatorname{dist}^2(x^{k_j}, C) \right) \right)

(c) \( s \left( \frac{1}{\sigma \alpha_1(2 - \alpha_2)} \frac{(\alpha_2)^2}{\alpha_1(2 - \alpha_2)} \left( \operatorname{dist}^2(x^k, C) - \operatorname{dist}^2(x^{k+s}, C) \right) \right) \)

(4.29)

where (a) and (b) follow from the triangle inequality, (c) follows from the Cauchy-Schwarz inequality, (d) holds because of (4.27), (4.28) and \( k_j \in \{k, k + 1, \ldots, k + s - 1\} \), finally, (e) follows from the Fejér monotonicity of \( \{x^k\} \) and the fact that \( k \leq k_j \leq k + s - 1 \). By the arbitrariness of \( j \), we take the supreme on both sides of (4.29) for \( j \in \{1, 2, \ldots, m\} \) and rearrange it to obtain

\[
\operatorname{dist}^2(x^k, C) - \operatorname{dist}^2(x^{k+s}, C) \geq \min \left( \frac{\sigma \alpha_1(2 - \alpha_2)}{s}, \frac{\alpha_1(2 - \alpha_2)}{(\alpha_2)^2 s} \right) \max_{1 \leq j \leq m} \operatorname{dist}^2(x^k, C_j).
\]

Therefore, Assumption 4.5 (ii) holds with \( \ell = s \) and \( a_k = \min \left( \frac{\sigma \alpha_1(2 - \alpha_2)}{s}, \frac{\alpha_1(2 - \alpha_2)}{(\alpha_2)^2 s} \right) \). \( \square \)

The gist of Lemma 4.11 is that any iteration generated by (4.21) is automatically Fejér monotone, which is a known result, see [6, Lemma 3.2]. However, not all choices of parameters will lead to sufficient decrease as required in Assumption 4.5 (ii) (e.g., if \( \alpha_k^i = 0 \) for all \( i \) and \( k \)). There are many conditions one can impose on the choice of parameters to get sufficient decrease and items (i) and (ii) of Lemma 4.11 are but two simple examples that are enough to cover a number of algorithms, as we shall see. In particular, (ii) in case of \( \alpha_1 = \alpha_2 = 1 \) is a simplified version of the assumption underlying the so-called quasi-cyclic algorithms, see [14].

The next step is to apply Theorem 4.7 to the algorithms covered by Lemma 4.11. We conclude that the convergence of \( \{x^k\} \) is either finite or, if item (i) of Lemma 4.11 holds, we have

\[
\operatorname{dist}(x^k, C) \leq \sqrt{\Phi_K^{-1} \Phi_K^{m(i)}(\operatorname{dist}^2(x^0, C)) - \sum_{i=0}^{k-2} \mu_{m(i)}} \forall k \geq 2.
\]

(4.30)
Alternatively, if item (ii) of Lemma 4.11 holds, we have

\[
\text{dist}(x^k, C) \leq \sqrt{\Phi^k \left( \Phi^k (\text{dist}^2(x^0, C)) - c(k - s - (k \mod s))/s \right)} \quad \forall k \geq 2s, \tag{4.31}
\]

where \( c = \min \left( \frac{\alpha_1(2-\alpha_2)}{s}, \frac{\alpha_1(2-\alpha_2)}{(\alpha_2)^2 s} \right) \).

Next, we will see that more specific choices of parameters will lead to sublinear convergence rates under Hölderian error bounds as in Corollary 4.9.

**Corollary 4.12** (Hölderian error bounds and sublinear rates for projection algorithms). Let \( \{x^k\} \) be generated by the algorithm scheme (4.21). Suppose that one of the following statements holds:

(i) there exist some \( \tau > 0 \) and \( m(k) \in M(k) \) such that \( \mu^k_{m(k)} \geq \tau \) for all \( k \), where \( \mu^k \) is defined as in (4.23);

(ii) \( \alpha_i^k \in [\alpha_1, \alpha_2] \) holds for all \( i \) and \( k \) with some \( 0 < \alpha_1 \leq \alpha_2 < 2 \), and there exist some \( \sigma \in (0, 1] \) and integer \( s \geq 1 \) such that (4.25) holds for all \( k \).

If a Hölderian error bound holds for (CFP), then \( \{x^k\} \) converges to some point in \( C \) at least with a sublinear rate \( O(k^{-\nu}) \) for some \( \nu > 0 \). In particular, if the Hölderian error bound is uniform with exponent \( \gamma \in (0, 1] \), then there exist some \( M > 0 \) and \( \theta \in (0, 1) \) such that for any \( k \geq 2s \) (\( k \geq 2 \) if (i) holds),

\[
\text{dist}(x^k, C) \leq \left\{ \begin{array}{ll}
M k^{-\frac{\gamma}{2(\gamma - 1)}} & \text{if } \gamma \in (0, 1), \\
M \theta^k & \text{if } \gamma = 1.
\end{array} \right.
\]

**Proof.** Item (i) and (ii) imply items (i) and (ii) of Lemma 4.11, respectively. In both cases, there exists \( \nu > 0 \) such that the sufficient decrease inequality (4.7) holds with \( a_k \geq \nu \) for every \( k \). Therefore, the conditions of Corollary 4.9 are met and the conclusion follows. \( \square \)

With the aid of the results so far, we can check that Assumption 4.5 holds for the algorithms listed in Example 4.10 and compute their convergence rates.

**Theorem 4.13** (Convergence of a few common methods). Let \( \{x^k\} \) be a sequence generated by one of the four algorithms MPA, POCSA (in particular, CPA), MM (in particular, MDPA) and AWPA given in Example 4.10. The following items holds.

(i) Assumption 4.5 is satisfied. In particular, if \( \Phi \) is a strict consistent error bound function for \( C_1, \ldots, C_m \) and \( \Phi^k_\kappa \) is as in (4.3) with \( \kappa = \|x^0\| + 2 \text{dist}(0, C) \), the convergence rates of MPA, MM (in particular, MDPA), AWPA are governed by (4.30). The convergence rate of POCSA (in particular, CPA) is governed by (4.31).

(ii) Suppose that a Hölderian error bound holds. Then \( \{x^k\} \) converges to some point in \( C \) at least with a sublinear rate \( O(k^{-\nu}) \) for some \( \nu > 0 \). In particular, if the Hölderian error bound is uniform with exponent \( \gamma \in (0, 1] \), then there exist some \( M > 0 \) and \( \theta \in (0, 1) \) such that for any \( k \geq 2m \) (\( k \geq 2 \) for MPA, MDPA and AWPA),

\[
\text{dist}(x^k, C) \leq \left\{ \begin{array}{ll}
M k^{-\frac{\gamma}{2(\gamma - 1)}} & \text{if } \gamma \in (0, 1), \\
M \theta^k & \text{if } \gamma = 1.
\end{array} \right.
\]

**Proof.** First, we check item (i). By Lemma 4.11, it suffices to check Assumption 4.5 (ii) for the four algorithms. For \( i = 1, \ldots, m \), let

\[
\mu^k_i := \alpha_i^k \lambda_i^k (2 - \sum_{j=1}^m \alpha_j^k \lambda_j^k).
\]
Then there exists some \( m(k) \in M(k) \) such that for MPA, MM (in particular, MDPA) and AWPA we have
\[
\mu^k_{m(k)} = \nu_{m(k)} \geq \min_{1 \leq i \leq m} \nu_i > 0, \quad \mu^k_{m(k)} = \lambda(2 - \lambda), \quad \mu^k_{m(k)} \geq \frac{1}{m},
\]
respectively. Consequently, we have \( \sum_{k=0}^{\infty} \mu^k_{m(k)} = \infty \). Therefore, from Lemma 4.11 (i) we see that Assumption 4.5 (ii) holds with \( \ell = 1 \) and \( a_k = \mu^k_{m(k)} \geq \tau \) for some \( \tau > 0 \) for MPA, MM and AWPA.

For POCSA, the assumptions in Lemma 4.11 (ii) are satisfied with \( \sigma = 1, s = m, \alpha_1 = \epsilon \) and \( \alpha_2 = 2 - \epsilon \). Thus, POCSA (in particular, CPA) satisfies (4.7) with \( \ell = m \) and \( a_k = \min\left(\frac{\epsilon^2}{m}, \frac{\epsilon^2}{(2-\epsilon)^2 m}\right) \). With that, we have \( \sum_{k=0}^{\infty} a_k = \infty \). This completes the proof of item (i).

Next, we move on to item (ii). In all cases, the conditions in Corollary 4.12 are met. Therefore, we can deduce the corresponding sublinear rates.

\[\square\]

Remark 4.14. (Connection to existing convergence rates) Theorem 4.13 recovers several existing convergence results. For example, it recovers the linear convergence result for MPA, POCSA and MM under a Lipschitzian error bound established in [8, Theorem 2.2], [59, Theorem 3] and [1, Section 4], respectively. In particular, it recovers the sublinear convergence result for CPA under a Hölderian error bound established in [15, Proposition 4.2]. It also recovers the sublinear convergence rate for MPA and MDPA under a Hölderian error bound, which could be obtained by [14, Theorem 3.3] and [14, Corollary 3.8]. To the best of our knowledge, however, the sublinear rate for AWPA is new since it is not clear if the operator associated to it satisfies the conditions necessary to invoke the results in [14].

## 5 Regular variation and comparison of convergence rates

Given a strict consistent error bound function \( \Phi \) and some algorithm as in Section 4, the convergence rate is governed by a fairly complicated expression depending on the inverse of the function \( \Phi^\kappa \) defined in (4.3), see Theorem 4.7. In this section, we provide a number of results that help to reason about \( \Phi^\kappa \) and its inverse without actually having to compute them. The main tool we use is the notion of regular variation [55, 10].

Regular variation will be helpful because it provides tools to analyze the asymptotic properties of functions once the so-called index of regular variation is known, e.g., Potter’s bounds (see (5.16)). Furthermore, it is well-understood how regular variation behaves under taking integrals, inverses, applying powers and so on, which are exactly the transformations used to obtain \( (\Phi^\kappa)^{-1} \) from the original consistent error bound function \( \Phi \). With that, it is possible to obtain bounds to \( (\Phi^\kappa)^{-1} \) without having to actually compute a closed-form expression for \( (\Phi^\kappa)^{-1} \). We will showcase this in Theorems 5.3, 5.7 and also with a general analysis of logarithmic error bounds in Section 5.1 and error bounds for the exponential cone in Section 6.2.

Let \( \Phi \) be a function that satisfies items (ii) and (iii) of Definition 3.1 but not necessarily item (i). That is, \( \Phi \) is not necessarily related to any collection of convex sets \( C_1, \ldots, C_m \). In this case, we shall drop the adjective “consistent” and merely say that \( \Phi \) is an error bound function. If \( \Phi(\cdot, b) \) is monotone increasing for every \( b > 0 \), we say that \( \Phi \) is a strict error bound function.

In spite of the fact that \( \Phi \) might not be attached to any particular intersection of convex sets, we can still define \( \phi_{\kappa, \Phi} \) and \( \Phi^\kappa \) as in (4.1) and (4.3), respectively. Let \( \Phi \) and \( \Phi^\kappa \) be strict error bound functions. First, we will show how to draw conclusions about the order relationship between \( (\Phi^\kappa)^{-1} \) and \( (\hat{\Phi}^\kappa)^{-1} \) using the order relationship between \( \Phi \) and \( \hat{\Phi} \). The motivation is that, given a particular \( \Phi \) we would like to know whether the convergence rate afforded by \( \Phi \) is faster or slower than, say, a linear or a sublinear rate without having to compute \( (\Phi^\kappa)^{-1} \).
We start with some basic aspects of the theory of regular variation in the sense of Karamata [55, 10].

**Definition 5.1** (Regularly varying functions). A function \( f : [a, \infty) \to (0, \infty) (a > 0) \) is said to be regularly varying at infinity if it is measurable and there exists a real number \( \rho \) such that

\[
\lim_{x \to \infty} \frac{f(\lambda x)}{f(x)} = \lambda^\rho, \quad \forall \lambda > 0.
\]  

(5.1)

In this case, we write \( f \in \text{RV} \). Similarly, a measurable function \( f : (0,a] \to (0, \infty) \) is said to be regularly varying at 0 if

\[
\lim_{x \to 0^+} \frac{f(\lambda x)}{f(x)} = \lambda^\rho, \quad \forall \lambda > 0,
\]  

(5.2)

in which case we write \( f \in \text{RV}^0 \). The \( \rho \) in (5.1) and (5.2) is called the index of regular variation.

If the limit on the left hand side of (5.1) is 0, 1 and \( +\infty \) for \( \lambda \) in \( (0,1) \), \( \{1\} \) and \( (1, \infty) \), respectively, then \( f \) is said to be a function of rapid variation of index \( \infty \) and we write \( f \in \text{RV}_\infty \). If \( 1/ f \in \text{RV}_\infty \), we say that \( f \) is a function of rapid variation of index \( -\infty \) and write \( f \in \text{RV}_{-\infty} \).

The \( a \) in Definition 5.1 only plays a minor role, since we are interested in what happens when \( f \) approaches the opposite side the interval. By an abuse of notation, we sometimes write “\( f \in \text{RV} \)” meaning that \( f \) restricted to some interval \([a, \infty)\) (with \( a > 0 \)) satisfies Definition 5.1. We will do the same for \( \text{RV}^0, \text{RV}_{-\infty} \) and \( \text{RV}_\infty \).

Next, we need to discuss the behavior of the index of regular variation under taking inverses. For a monotone nondecreasing function \( f : [a, \infty) \to (0, \infty) \), we define the following generalized inverse \( f^- : \text{RV with index} \rho > 0 \Rightarrow f^- \in \text{RV} \) with index \( 1/\rho \),

\[
f \in \text{RV} \text{ with index } 0 \text{ and } f \text{ is unbounded} \Rightarrow f^- \in \text{RV}_\infty.
\]

(5.3)

see [10, Theorem 1.5.12] and [10, Proposition 2.4.4 item(iv) and Theorem 2.4.7], respectively. Note that if \( f \) is continuous and monotone increasing, then \( f^- = f^{-1} \).

In this section, in order to avoid dealing with the differences between \( f^- \), \( f^{-1} \) and \( f^- \), we assume that the functions are all monotone increasing and continuous so that all the three inverses coincide at the points at which they are defined. This will be mentioned as needed.

Now, suppose that \( f \in \text{RV}^0 \) with index \( \rho > 0 \) is continuous monotone increasing and define \( \hat{f} \) by \( \hat{f}(x) = 1/f(1/x) \). For \( \lambda > 0 \),

\[
\lim_{x \to \infty} \frac{\hat{f}(\lambda x)}{\hat{f}(x)} = \lim_{x \to \infty} \frac{f(1/x)}{f(1/\lambda x)} = \lim_{t \to 0^+} \frac{f(\lambda t)}{f(t)} = \lambda^\rho.
\]

(5.4)

Therefore, \( \hat{f} \in \text{RV} \) with index \( \rho \) and (5.3) implies that \( \hat{f}^{-1} \) has index \( 1/\rho \). Since \( \hat{f}^{-1}(x) = 1/f^{-1}(1/x) \), we conclude that

\[
f \in \text{RV}^0 \text{ with index } \rho > 0 \Rightarrow f^{-1} \in \text{RV}^0 \text{ with index } 1/\rho,
\]

(5.5)

when \( f \) is monotone increasing and continuous.

We start with the following lemma, which is a particular case of [24, Theorem 1]. In what follows, if \( f \) and \( g \) are functions such that \( \lim_{t \to c} f(t)/g(t) = 0 \) we will write that “\( f(t) = o(g(t)) \) as \( t \to c^+ \). We will consider three cases: \( c \in \{-\infty, +\infty\} \) or that \( t \) approaches 0 from the right, which we will denote by writing \( c = 0_+ \).
Lemma 5.2. Assume that \( f, g : [a, \infty) \to (0, \infty) \) are continuous monotone increasing unbounded functions, and \( f \in \textrm{RV} \) or \( g \in \textrm{RV} \). If \( f(x) = o(g(x)) \) as \( x \to \infty \), then \( g^{-1}(x) = o(f^{-1}(x)) \) as \( x \to \infty \).

Proof. Theorem 1 of [24] states that if \( f, g : [a, \infty) \to (0, \infty) \) are monotone increasing unbounded functions such that \( f(x) = o(g(x)) \) as \( x \to \infty \) and at least one among \( f, g \) belongs to RV then

\[
g^{-}(x) = o(f^{-}(x)).
\]

Under the hypothesis that \( f, g \) are continuous and monotone increasing we have \( f^{-} = f^{-1} \) and \( g^{-} = g^{-1} \), so the result follows. \( \square \)

Using Lemma 5.2, we establish the following comparison theorem.

Theorem 5.3. Let \( \kappa > 0 \) and \( \Phi \) and \( \hat{\Phi} \) be two strict error bound functions satisfying:

(i) \( \Phi(\cdot, \kappa) \) and \( \hat{\Phi}(\cdot, \kappa) \) are continuous,

(ii) \( \Phi(\cdot, \kappa) \to -\infty \) and \( \hat{\Phi}(\cdot, \kappa) \to -\infty \) as \( t \to 0^{+} \).

Then, the following statements hold.

(a) If \( \Phi(\cdot, \kappa) \) belongs to \( \textrm{RV}^0 \) with index \( \rho > 0 \), then \( \Psi \) such that \( \Psi(t) := -\hat{\Phi}(1/t) \) belongs to \( \textrm{RV} \) with index \((1/\rho) - 1\).

(b) If at least one among \( \Phi(\cdot, \kappa), \hat{\Phi}(\cdot, \kappa) \) belongs to \( \textrm{RV}^0 \) with index \( \rho > 0 \) and \( \Phi(a, \kappa) = o(\hat{\Phi}(a, \kappa)) \) as \( a \to 0^{+} \), then

\[
(\Phi(\cdot, \kappa))^{-1}(s) = o\left( (\hat{\Phi}(\cdot, \kappa))^{-1}(s) \right) \quad \text{as} \quad s \to -\infty.
\]

Proof. First we prove items (a) and (b) simultaneously by considering the case where \( \Phi(\cdot, \kappa) \in \textrm{RV}^0 \) with index \( \rho > 0 \). By assumption \( \Phi(\cdot, \kappa) \) is monotone increasing and continuous, so (5.5) implies that \( \Phi(\cdot, \kappa)^{-1} \in \textrm{RV}^0 \) has index \( 1/\rho \). From the definition of \( \phi_{\kappa, \Phi} \) in (4.1), we have for any \( \lambda > 0 \),

\[
\lim_{t \to 0^{+}} \frac{\phi_{\kappa, \Phi}(\lambda t)}{\phi_{\kappa, \Phi}(t)} = \frac{\lim_{t \to 0^{+}} \left[ \Phi(\sqrt{\lambda t}, \kappa) \right]^{2}}{\left[ \Phi(t, \kappa) \right]^{2}} = \lim_{t \to 0^{+}} \left( \frac{\Phi(\sqrt{\lambda t}, \kappa)}{\Phi(t, \kappa)} \right)^{2} = \lambda^{\rho}. \tag{5.6}
\]

Because \( \Phi(\cdot, \kappa) \) is monotone increasing and continuous, the same is true of \( \phi_{\kappa, \Phi} \) and \( \phi_{\kappa, \Phi}^{-1} \) coincides with the usual inverse \( \phi_{\kappa, \Phi}^{-1} \). Therefore, we have from (5.5) and (5.6) that \( \phi_{\kappa, \Phi}^{-1} \in \textrm{RV}^{0} \) with index \( 1/\rho \), namely,

\[
\lim_{t \to 0^{+}} \frac{\phi_{\kappa, \Phi}^{-1}(\lambda t)}{\phi_{\kappa, \Phi}^{-1}(t)} = \lambda^{1/\rho}. \tag{5.7}
\]

Moreover, we see from assumptions in (b) that

\[
\lim_{s \to -0^{+}} \frac{\phi_{\kappa, \Phi}(s)}{\phi_{\kappa, \Phi}^{-1}(s)} = \lim_{s \to -0^{+}} \frac{\left[ \Phi(\sqrt{s}, \kappa) \right]^{2}}{\left[ \Phi(\sqrt{s}, \kappa) \right]^{2}} = \lim_{s \to -0^{+}} \left( \frac{\Phi(s, \kappa)}{\Phi(\sqrt{s}, \kappa)} \right)^{2} = 0. \tag{5.8}
\]

Therefore, \( \phi_{\kappa, \Phi} \) and \( \phi_{\kappa, \Phi}^{-1} \) are monotone increasing continuous functions with

\[
\phi_{\kappa, \Phi}, \phi_{\kappa, \Phi}^{-1} \in \textrm{RV}^{0} \quad \text{and} \quad \phi_{\kappa, \Phi}(s) = o(\phi_{\kappa, \Phi}^{-1}(s)) \quad \text{as} \quad s \to 0^{+}.
\tag{5.9}
\]

Next, we define

\[
w(x) := \frac{1}{\phi_{\kappa, \Phi}(1/x)}, \quad \hat{w}(x) := \frac{1}{\phi_{\kappa, \Phi}^{-1}(1/x)}, \quad x > 0.
\]
With that, \( w \) and \( \hat{w} \) are unbounded continuous monotone increasing functions. Analogous to the computations in (5.4), we have \( w \in \text{RV with index } \rho \). Furthermore, from (5.8) we obtain

\[
0 = \lim_{s \to 0^+} \frac{\varphi_{n \cdot \Phi}(s)}{\varphi_{n \cdot \Phi}(0)} = \lim_{x \to \infty} \frac{\varphi_{n \cdot \Phi}(1/x)}{\varphi_{n \cdot \Phi}(0)} = \lim_{x \to \infty} \frac{\hat{w}(x)}{w(x)}, \tag{5.10}
\]

i.e., \( \hat{w}(x) = o(w(x)) \) as \( x \to \infty \). In view of (5.10), we can invoke Lemma 5.2 (by restricting \( w \) and \( \hat{w} \) to some interval \( [a, \infty) \)), which leads to

\[
0 = \lim_{x \to \infty} \frac{w^{-1}(x)}{\hat{w}^{-1}(x)} = \lim_{x \to \infty} \frac{\varphi_{n \cdot \Phi}(1/x)}{\varphi_{n \cdot \Phi}(1)} = \lim_{t \to 0^+} \frac{\varphi_{n \cdot \Phi}^{-1}(t)}{\varphi_{n \cdot \Phi}(1)} \tag{5.11}
\]

From Proposition 4.3 we have that \( \Phi_{n \cdot \Phi} \) and \( \hat{\Phi}_{n \cdot \Phi} \) are monotone increasing continuously differentiable functions. Using L’Hospital’s rule in combination with assumption (ii), we have from (5.11) that

\[
\lim_{t \to 0^+} \frac{\Phi_{n \cdot \Phi}(t)}{\Phi_{n \cdot \Phi}(0)} = \lim_{t \to 0^+} \left( \frac{\Phi_{n \cdot \Phi}(t)}{\Phi_{n \cdot \Phi}(0)} \right)' = \lim_{t \to 0^+} \frac{1}{\Phi_{n \cdot \Phi}'(0)} = \lim_{t \to 0^+} \frac{\varphi_{n \cdot \Phi}^{-1}(t)}{\varphi_{n \cdot \Phi}(0)} = 0. \tag{5.12}
\]

Now, we define

\[
\Psi(t) := -\Phi_{n \cdot \Phi}(1/t), \quad \hat{\Psi}(t) := -\hat{\Phi}_{n \cdot \Phi}(1/t), \quad t > 0.
\]

Since \( \Phi_{n \cdot \Phi}(t), \hat{\Phi}_{n \cdot \Phi}(t) \) both go to \( -\infty \) as \( t \to 0^+ \) and are monotone increasing (Proposition 4.3), we have that \( \Psi \) and \( \hat{\Psi} \) are monotone increasing and go to \( +\infty \) as \( t \to \infty \). Moreover, we have

\[
\lim_{x \to \infty} \frac{\Psi(\lambda x)}{\Psi(x)} = \lim_{t \to 0^+} \frac{\Phi_{n \cdot \Phi}(t)}{\Phi_{n \cdot \Phi}(0)} = \lim_{t \to 0^+} \frac{1}{\Phi_{n \cdot \Phi}'(0)} = \lim_{t \to 0^+} \frac{\varphi_{n \cdot \Phi}^{-1}(\lambda t)}{\varphi_{n \cdot \Phi}(0)} = \lambda^{(1/\rho) - 1}, \tag{5.13}
\]

where (a) follows from L’Hospital’s rule and (b) follows from (5.7). That is, \( \Psi \in \text{RV with index } (1/\rho) - 1 \), which proves that item (a) holds. On the other hand, we see from (5.12) that

\[
0 = \lim_{t \to 0^+} \frac{\Phi_{n \cdot \Phi}(t)}{\Phi_{n \cdot \Phi}(0)} = \lim_{x \to \infty} \frac{\Phi_{n \cdot \Phi}(1/x)}{\Phi_{n \cdot \Phi}(0)} = \lim_{x \to \infty} \frac{\Psi(x)}{\Psi(x)}. \tag{5.14}
\]

Combining (5.13) and (5.14), we may use Lemma 5.2 again (by restricting \( \Psi \) and \( \hat{\Psi} \) to some interval \( [a, \infty) \)) to obtain

\[
0 = \lim_{x \to \infty} \hat{\Psi}^{-1}(x) = \lim_{x \to \infty} \frac{1}{\Psi^{-1}(x)} = \lim_{s \to -\infty} \frac{1}{\Psi^{-1}(x)} = \lim_{s \to -\infty} \frac{1}{(\Phi_{n \cdot \Phi})^{-1}(s)}. \tag{5.15}
\]

This completes the proof of item (b) when \( \Phi(\cdot, \kappa) \in \text{RV}^0 \) has index \( \rho > 0 \).

If \( \Phi(\cdot, \kappa) \in \text{RV}^0 \) has index \( \rho > 0 \), the proof is of item (b) is analogous since Lemma 5.2 only requires a regular variation assumption for one of the functions. The difference is that at (5.6), (5.7), (5.9), (5.13) we would draw conclusions about functions derived from \( \Phi \) but all the other equations would remain the same. For example, in (5.13) we would conclude that \( \lim_{x \to -\infty} \hat{\Psi}(\lambda x)/\Psi(x) = \lambda^{(1/\rho) - 1} \), which would lead to the exact same (5.15).

\[\square\]

Remark 5.4 (On assumption (ii) of Theorem 5.3). Because of Proposition 4.4, in many cases it is not necessary to check assumption (ii) of Theorem 5.3 explicitly.
Following Theorem 5.3, we will prove bounds for the \((\Phi^\lambda)^{-1}\) function. This will require the so-called Potter bounds.

**Lemma 5.5** (Potter bounds). If \(f \in \text{RV} \) with index \(\rho\), then for every \(A > 1, \delta > 0\), there exists \(M > 0\) such that \(x \geq M, y \geq M\) implies

\[
f(x) \leq A \max \left\{ \left( \frac{x^\rho}{y} \right)^{\rho - \delta}, \left( \frac{x^\rho}{y} \right)^{\rho + \delta} \right\}. \tag{5.16}
\]

If \(f \in \text{RV}^0\) with index \(\rho\), then for any \(A > 1, \delta > 0\), there exists \(M > 0\) such that \(t \leq M, s \leq M\) implies

\[
f(t) \leq A \max \left\{ \left( \frac{t^\rho}{s} \right)^{\rho - \delta}, \left( \frac{t^\rho}{s} \right)^{\rho + \delta} \right\}. \tag{5.17}
\]

The first half of Lemma 5.5 is proved in [10, Theorem 1.5.6], while the latter half follows from applying the first half to \(\hat{f}\) such that \(\hat{f}(x) = 1/f(1/x)\).

Finally, we also need a similar bound for rapidly varying functions. The following lemma is a consequence of [9, Lemma 2.2].

**Lemma 5.6.** If \(f \in \text{RV}_{-\infty}\), then for every \(r > 0\) there exists a constant \(M\) such that \(t \geq M\) implies

\[
f(t) \leq t^{-r}. \tag{5.18}
\]

In particular, for every \(r > 0\) we have

\[
f(t) = o(t^{-r}) \quad \text{as} \quad t \to +\infty. \tag{5.19}
\]

**Theorem 5.7** (Bounds on \((\Phi^\lambda)^{-1}\)). Let \(\Phi\) be a strict consistent error bound function associated to \(C_1, \ldots, C_m\) and let \(C := \cap_{i=1}^m C_i\). Suppose that \(C\) is not the whole space and suppose that \(\kappa \geq \max\{\text{dist}(0, C), \|x^0\|\}\) holds for some \(x^0 \notin C\).

Suppose also that \(\Phi(\cdot, \kappa)\) is continuous and belongs to \(\text{RV}^0\) with index \(\rho\). Let \(\Psi\) be given by \(\Psi(t) := -\Phi^\lambda(1/t)\). Then, the following items hold.

(i) \(\rho \in [0, 1]\).

(ii) If \(\rho \in (0, 1), \) then \(\Psi\) belongs to \(\text{RV}\) with index \((1/\rho) - 1\). In particular, \(\Psi^{-1} \in \text{RV}\), has index \(\frac{1}{1 - \rho}\) and for every \(\delta > 0\) such that \(\gamma := \rho/(1 - \rho) - \delta\) is positive, there are constants \(M\) and \(A\) such that

\[
\sqrt{(\Phi^\lambda)^{-1}(-s)} \leq A \left( \frac{1}{s} \right)^{\gamma/2}, \quad \forall s \geq M.
\]

(iii) If \(\rho = 1\), then the function \(\Psi\) belongs to \(\text{RV}\) with index \(0\). In particular, \(\Psi^{-1}\) belongs to \(\text{RV}_{\infty}\) and for every \(r > 0\), we have

\[
\sqrt{(\Phi^\lambda)^{-1}(-s)} = o(s^{-r}) \quad \text{as} \quad s \to +\infty.
\]

(iv) If \(\rho = 0\), then \(\Psi\) belongs to \(\text{RV}_{\infty}\). In particular, \(\Psi^{-1}\) belongs to \(\text{RV}\) with index \(0\) and for any \(r > 0\) we have \(s^{-r} = o((\Phi^\lambda)^{-1}(-s))\) as \(s \to \infty\).

**Proof.** First, we prove item (i). For \(\lambda > 1\), because \(\Phi(\cdot, \kappa)\) is monotone, we have \(\Phi(\lambda t, \kappa) \geq \Phi(t, \kappa)\). Therefore, \(\lambda^\rho = \lim_{\lambda \to 0^+} \Phi(\lambda t, \kappa)/\Phi(t, \kappa) \geq 1\), which shows that \(\rho \geq 0\).

Next, let \(d(x) := \max_{1 \leq i \leq m} \text{dist}(x, C_i)\). Since \(C \subseteq C_i\) for all \(i\), we have

\[
d(x) \leq \text{dist}(x, C) \leq \Phi(d(x), \kappa), \tag{5.20}
\]
whenever \( \|x\| \leq \kappa \). By assumption, \( d(x^0) > 0 \) and the projection \( P_C(0) \) of \( 0 \) onto \( C \) satisfies \( \|P_C(0)\| \leq \kappa \). By continuity, \( d(\cdot) \), assumes every value between \( 0 \) and \( d(x^0) \) over the ball \( \{ x \mid \|x\| \leq \kappa \} \). In view of (5.20), we conclude that for sufficiently small \( t \) we have

\[
t \leq \Phi(t, \kappa). \tag{5.21}
\]

For the sake of obtaining a contradiction, suppose that \( \rho > 1 \) and let \( \delta > 0 \) be such that \( \rho - \delta > 1 \). By using Potter bound (5.17) for \( A = 2 \), we conclude that for sufficiently small \( t, s \), we have

\[
\Phi(t, \kappa) \leq 2\Phi(s, \kappa) \max \left\{ \left( \frac{1}{s} \right)^{\rho - \delta}, \left( \frac{t}{s} \right)^{\rho + \delta} \right\}
\]

Combining with (5.21), we obtain

\[
1 \leq \frac{\Phi(t, \kappa)}{t} \leq 2\Phi(s, \kappa) \max\{t^{\rho - \delta - 1}(1/s)^{\rho - \delta}, \ t^{\rho + \delta - 1}(1/s)^{\rho + \delta}\}.
\]

If we fix \( s \) and let \( t \) go to \( 0 \), the right-hand side converges to \( 0 \) (because \( \rho - \delta - 1 \leq 0 \)), which leads to a contradiction. So, indeed it must be the case that \( \rho \in [0,1] \).

Next, we move on to item (ii). From item (a) of Theorem 5.3, \( \Psi \) belongs to RV with index \((1/\rho) - 1\). By (5.3), \( \Psi^{-1} \) has index \( \rho/(1 - \rho) \). We also have \( \Psi^{-1}(s) = 1/(\Phi(\kappa_s))^{-1}(-s) \). Then, we apply Potter bound (5.16) to \( \Psi^{-1} \) with \( x, y \) replaced by \( t \) and \( s \), respectively. Fixing \( t \), taking square roots and recalling that \( t \) diverges if \( s \) is small enough and \( s \geq t \), leads to the final conclusion of item (ii).

Now, we check item (iii). Again, from item (a) of Theorem 5.3, \( \Psi \) belongs to RV with index 0. By Proposition 4.4, \( \Psi(t) \to +\infty \) as \( t \to \infty \). Under these conditions, it is known that \( \Psi^{-1} \) belongs to RV_{\infty}, see (5.3). Therefore, \( 1/\Psi^{-1}(s) = (\Phi(\kappa_s))^{-1}(-s) \) belongs to RV_{\infty}. Applying (5.19) to \( (\Phi(\kappa_s))^{-1}(-s) \) and taking square roots leads to the final conclusion of item (iii).

Finally, we prove item (iv). First, we see from \( \rho = 0 \) that for any \( \lambda > 0 \),

\[
\lim_{x \to 0^+} \frac{\phi_{\kappa, \Phi}(\lambda x)}{\phi_{\kappa, \Phi}(x)} = \left( \frac{\Phi(\sqrt{\lambda x}, \kappa)}{\Phi(\sqrt{x}, \kappa)} \right)^2 = \left( \frac{\Phi(\sqrt{\lambda x}, \kappa)}{\Phi(x, \kappa)} \right)^2 = 1.
\]

Let \( w(x) := \frac{1}{\phi_{\kappa, \Phi}(1/x)} \). Then we have

\[
\lim_{x \to \infty} \frac{w(\lambda x)}{w(x)} = \lim_{x \to \infty} \frac{1}{\phi_{\kappa, \Phi}(1/(\lambda x))} = \lim_{s \to 0^+} \frac{\phi_{\kappa, \Phi}(\lambda s)}{\phi_{\kappa, \Phi}(s)} = 1,
\]

which implies that \( w \in \text{RV} \) with index 0. Since \( w(x) \to +\infty \) as \( x \to +\infty \), again by (5.3), we see that \( w^{-1}(x) = \frac{1}{\phi_{\kappa, \Phi}(1/x)} \in \text{RV}_{\infty} \). Note that \( \Psi(t) := -\Phi(1/t) \). We use L’Hospital’s rule and further have

\[
\lim_{t \to \infty} \psi(t) = \lim_{t \to \infty} \frac{\Phi(1/(\lambda t))}{\Phi(1/t)} = \lim_{s \to 0^+} \frac{\Phi(s/\lambda)}{\Phi(s)} = \lim_{s \to 0^+} \frac{\phi_{\kappa, \Phi}^{-1}(s/\lambda)}{\phi_{\kappa, \Phi}^{-1}(s)}
\]

which implies that \( \psi \in \text{RV}_{\infty} \) and thus \( 1/\psi(t) = -1/\Phi_{\kappa}(1/t) \in \text{RV}_{\infty} \). Now, from (5.18), it follows that \( 1/\psi(t) \) goes to \( 0 \) as \( t \to \infty \). From (5.19), \( 1/\psi(t) = o(t^{-r}) \) as \( t \to +\infty \). Therefore, \( t^r = o(\psi(t)) \) as \( t \to \infty \). Finally, since \( g(t) := t^r \) is RV, from Lemma 5.2 we obtain

\[
\frac{s^{-1/r}}{(\Phi(\kappa_s))^{-1}(-s)} = \frac{1/(\Phi(\kappa_s)^{-1}(-s))}{s^{1/r}} \to 0 \text{ as } s \to \infty.
\]

This completes the proof.
Theorem 5.7 has the following informal consequence: any consistent error bound function that corresponds to an RV\(^0\) function of index \(\rho \in (0, 1]\) behaves almost the same as a Hölderian error bound with exponent \(\rho\). In particular, in view of our convergence results (see, for example, \((4.30)\)), items (ii) and (iii) imply that the corresponding convergence rate would be at least as fast as the convergence rate afforded by any Hölderian error bound with exponent \(\rho' < \rho\).

5.1 Logarithmic error bounds

In Theorem 5.7, if \(\rho = 0\), only a lower bound to \((\Phi_\rho)\) is obtained. Because \((\Phi_\rho)\) can be used to upper bound the convergence rate (see Theorem 4.7), a lower bound to \((\Phi_\rho)\) can not be used in general to draw conclusions about the convergence rates of the algorithms discussed in Section 4. In view of this limitation, it would be useful to get reasonable upper bounds to \(\rho\) be used in general to draw conclusions about the convergence rates of the algorithms discussed in Section 6.2 in the context of the analysis of the exponential cone.

A challenge in this task is that the class of RV functions with index \(\rho = 0\) contains functions with very slow growth. Indeed, these are called slowly varying functions in the regular variation literature. For example, \((\ln(x))^\alpha\) (for any nonzero \(\alpha\)) and arbitrary compositions of logarithms \(\ln(\cdots \ln(x))\) belong to RV with index 0 (see [10, Section 1.3.3]). Because of that, asymptotic upper bounds that are valid for any slowly varying function are doomed to not be very informative.

In order to get meaningful bounds in the case \(\rho = 0\) we need to further restrict the class of functions under consideration as follows.

**Definition 5.8** (Logarithmic error bound). An error bound function \(\Phi\) is said to be logarithmic with exponent \(\gamma\) if for every \(b > 0\), there exist \(\kappa_b > 0\) and \(a_b > 0\) such that \(\Phi(a, b) = \kappa_b \left( -\frac{1}{\ln(a)} \right)^\gamma\) holds for \(a \in (0, a_b]\).

Next, we show an example of logarithmic error bound. Another instance will be discussed in Section 6.2 in the context of the analysis of the exponential cone.

**Example 5.9** (Example of logarithmic error bound in arbitrary dimension). We start with the analysis of some functions that will be helpful to build our example. For every \(\gamma \geq 2\), we define \(\tilde{f}_\gamma : \mathbb{R} \to \mathbb{R}_+\) such that \(\tilde{f}_\gamma(0) = 0\) and

\[
\tilde{f}_\gamma(t) := e^{-\frac{t}{\gamma}}, \quad \forall t \neq 0.
\]

The case \(\gamma = 2\) corresponds to a function described in, e.g., [3, page 453]. We note that \(\tilde{f}_\gamma''\) is nonnegative in a neighborhood of 0. Then, because a convex function is locally Lipschitz on the relative interior of its domain, we can select \(t_\gamma > 0\) such that \(\tilde{f}_\gamma\) restricted to \([-t_\gamma, t_\gamma]\) is convex and Lipschitz continuous with constant \(L_\gamma\). Finally, let \(f_\gamma\) be the infimal convolution between \(\tilde{f}_\gamma\) restricted to \([-t_\gamma, t_\gamma]\) and \(L_\gamma | \cdot |\):

\[
f_\gamma(t) := \inf_{u \in [-t_\gamma, t_\gamma]} \tilde{f}_\gamma(u) + L_\gamma |t - u|.
\]

With that \(f_\gamma\) is a convex function which is finite over \(\mathbb{R}\) and satisfies \(f_\gamma(t) = \tilde{f}_\gamma(t)\) for \(t \in [-t_\gamma, t_\gamma]\). Since \(f_\gamma\) has an unique minimum at \(t = 0\) and is convex, \(f_\gamma\) is monotone increasing when restricted to \([0, \infty)\). Taking \(u = 0\) in \((5.22)\) we obtain

\[
f_\gamma(t) \leq L_\gamma |t|, \quad \forall t \in \mathbb{R}.
\]

Let \(\varphi_\gamma\) be the inverse of the restriction of \(f_\gamma\) to \([0, \infty)\). Since \(f_\gamma(t) \to \infty\) as \(t \to \infty\), \(\varphi_\gamma\) is well-defined over \([0, \infty)\). Because \(f_\gamma(t) = f_\gamma(-t)\), we also have

\[
\varphi_\gamma(f_\gamma(t)) = |t|, \quad \forall t \in \mathbb{R}.
\]
Furthermore, \( \varphi_\gamma \) is monotone increasing and for \( t \in (0, f_\gamma(t_\gamma)] \), \( \varphi_\gamma \) coincides with the inverse of \( \tilde{f}_\gamma \), so we have
\[
\varphi_\gamma(t) = \left( \frac{1}{\ln(t)} \right)^{1/\gamma}.
\] (5.25)

Also, (5.23) implies that \( f_\gamma(t/L_\gamma) \leq t \) for \( t \geq 0 \), therefore,
\[
t \leq L_\gamma \varphi_\gamma(t), \quad \forall t \geq 0.
\] (5.26)

Because \( f_\gamma \) is convex and \( \varphi_\gamma \) is monotone increasing, \( \varphi_\gamma \) must be concave. Combined with the fact that \( \varphi_\gamma(0) = 0 \), we have that
\[
\varphi_\gamma((1 + \lambda)t) \leq (1 + \lambda)\varphi_\gamma(t), \quad \forall \lambda, t \geq 0.
\] (5.27)

Next, we define
\[
C_1 := \{ (x, \mu) \in \mathbb{R}^n \times \mathbb{R} \mid \mu \geq f_\gamma(\|x\|) \}, \quad C_2 := \{ (x, 0) \in \mathbb{R}^n \times \mathbb{R} \}.
\]

We have \( C = C_1 \cap C_2 = \{ (0, 0) \} \) and we shall check several things about this example. For the sake of obtaining a contradiction, suppose that a Hölderian error bound holds in a neighbourhood of \((0, 0)\). Then, by considering points of the form \((x_1, 0) := (t, 0, \ldots, 0)\) with \( t \in \mathbb{R}_{++} \), there exist \( k > 0 \) and an exponent \( \alpha \in (0, 1] \) such that
\[
t = \text{dist}((x_1, 0), C) \leq k\text{dist}((x_1, 0), C_1)^\alpha \leq k\|\|(t, 0, \ldots, 0) - (t, 0, \ldots, f_\gamma(t))\|\|^\alpha = kf_\gamma(t)^\alpha
\]
holds for all sufficiently small \( t \). However, this is impossible because \( t/f_\gamma(t)^\alpha \) goes to \( \infty \) as \( t \to 0_+ \). The conclusion is that no Hölderian error bound holds.

Next, we check that \( C_1 \) and \( C_2 \) admit a logarithmic error bound with exponent \( 1/\gamma \). We recall the following properties of orthogonal projections: if \( U, V \subseteq \mathbb{R}^n \) are closed convex sets and \( z \in \mathbb{R}^n \), then
\[
\text{dist}(z, U) \leq \text{dist}(z, V) + \text{dist}(P_V(z), U),
\] (5.28)
\[
\text{dist}(P_V(z), U) \leq \text{dist}(z, V) + \text{dist}(z, U).
\] (5.29)

Let \( b > 0 \) and let \( (x, \mu) \) be such that \( \|(x, \mu)\| \leq b \). From (5.28) we have:
\[
\|(x, \mu)\| = \text{dist}((x, \mu), C_1 \cap C_2) \leq \text{dist}((x, \mu), C_1) + \text{dist}((x, 0), C_1 \cap C_2).
\] (5.30)

Let \((\tilde{x}, f_\gamma(\|\tilde{x}\|))\) be the orthogonal projection of \((x, 0)\) to \( C_1 \). Since \( f_\gamma \) is convex and finite everywhere, its restriction to any bounded interval of \( \mathbb{R} \) is Lipschitz continuous, e.g., [54, Theorem 10.4]. Let \( L \) be the Lipschitz constant of \( f_\gamma \) restricted to the interval \([-b, b] \). As projections are nonexpansive and \((0, 0) \in C_1 \), we have \( \|(\tilde{x}, f_\gamma(\|\tilde{x}\|))\| \leq \|x\| \) which implies that \( \|\tilde{x}\| \leq \|x\| \leq b \). Then
\[
f_\gamma(\|\tilde{x}\|) - f_\gamma(\|\tilde{x}\|) \leq |f_\gamma(\|\tilde{x}\|) - f_\gamma(\|\tilde{x}\|)| \leq L\|x\| - \|\tilde{x}\| \leq L\|x - \tilde{x}\|.
\] (5.31)

Letting \( \tilde{L} := \max\{L, 1\} \), from (5.31) we obtain
\[
f_\gamma(\|x\|) \leq \tilde{L}(\|x - \tilde{x}\| + f_\gamma(\|\tilde{x}\|)) \leq \tilde{L}\sqrt{2f_\gamma(\|\tilde{x}\|)^2 + \|x - \tilde{x}\|^2}.
\] (5.32)

Since \( \text{dist}((x, 0), C_1) = \sqrt{f_\gamma(\|\tilde{x}\|)^2 + \|x - \tilde{x}\|^2} \), from (5.32) we see that there exists a constant \( \tilde{L} > 0 \) such that
\[
f_\gamma(\|x\|) \leq \tilde{L}\text{dist}((x, 0), C_1).
\] (5.33)
Because \( \varphi \) is monotone increasing, we can apply \( \varphi \) at both sides of (5.33) and, recalling (5.24), we obtain \( \|x\| \leq \varphi(x) \cdot \text{dist}((x,0),C_1) \). Since \( \|x\| = \text{dist}((x,0),C_1 \cap C_2) \), from (5.30) we obtain

\[
\text{dist}((x,\mu),C_1 \cap C_2) \leq \text{dist}((x,\mu),C_2) + \varphi(x) \cdot \text{dist}((x,0),C_1)).
\]

(5.34)

Now, let \( d(x,\mu) \) be the maximum between \( \text{dist}((x,\mu),C_2) \) and \( \text{dist}((x,\mu),C_1) \). From (5.29), we obtain \( \text{dist}((x,0),C_1) \leq \text{dist}((x,\mu),C_1) + \text{dist}((x,\mu),C_2) \). We can use this together with (5.26) and (5.27) to obtain an upper bound to the right-hand-side of (5.34) thus concluding that there exists \( \rho(b) > 0 \) such that

\[
\text{dist}((x,\mu),C_1 \cap C_2) \leq \rho(b) \varphi(x)(d(x,\mu))
\]

(5.35)

holds for all \( (x,\mu) \) with \( \|x,\mu\| \leq b \). Since increasing \( \rho(b) \) still leads to a valid upper bound in (5.35) we may select \( \rho(b) \) in such a way that \( \rho(\cdot) \) is a monotone nondecreasing function of \( b \). So, \( \Phi \) given by \( \Phi(a,b) := \rho(b) \varphi(a) \) is a strict consistent error bound function. It is also logarithmic with exponent \( 1/\gamma \) because of (5.25).

If \( \Phi \) is as in Definition 5.8, then \( \Phi(\cdot, b) \) is an \( \text{RV}^0 \) function of index 0 for every \( b > 0 \). Then, the function \( \Psi \) in Theorem 5.7 is rapidly varying and \( (\Phi_\gamma)^{-1} \) is again an \( \text{RV}^0 \) function of index 0. The fact that the index is 0 precludes the usage of Potter bounds to obtain an asymptotic upper bound to \( (\Phi_\gamma)^{-1} \). In addition, neither \( \Psi \) nor \( (\Phi_\gamma)^{-1} \) seem to have simple closed form expressions, so evaluating them directly is non-trivial. However, we can show that applying a logarithm is enough to “de-accelerate” \( \Psi \) down to a regular varying function with positive index \( \rho \). Better still, we will argue that \( \ln \Psi \) is asymptotically equivalent to a function for which we can directly compute the inverse. Here, we say that \( f \) and \( g \) are asymptotically equivalent at \( \infty \) if

\[
\lim_{t \to \infty} \frac{f(t)}{g(t)} = 1.
\]

In this case, we write \( f(t) \sim g(t) \), as \( t \to \infty \). The following lemma is the first step towards implementing the strategy just outlined.

**Lemma 5.10.** Let \( f : [a, \infty) \to (0, \infty) \in \text{RV} \) \( (a > 0) \) with index \( \rho > 0 \). Then we have

\[
g(t) := \ln \int_a^t e^{f(x)} \, dx \sim f(t), \text{ as } t \to \infty.
\]

**Proof.** This result is a direct consequence of one of the many Abelian theorems discussed in [10, Chapter 4]. In this context, an Abelian theorem is a result that relates the asymptotic properties of a function \( f \) to some transform of \( f \).

First, we extend the domain of \( f \) to \([0, \infty)\) by setting \( f(x) = f(a) \) for all \( x \in [0, a) \). Invoking [10, Theorem 4.12.10 (ii)], we then have

\[
h(t) := \ln \int_0^t e^{f(x)} \, dx \sim f(t) \text{ as } t \to \infty.
\]

(5.36)

The proof is now essentially complete because changing the starting point of the integral in (5.36) does not influence the asymptotic equivalence. Nevertheless, we will provide a formal justification for this.

To simplify the notation, we let \( F(t) := \int_0^t e^{f(x)} \, dx \) and \( b := \int_0^a e^{f(x)} \, dx \). Therefore, we can rewrite \( g \) as

\[
g(t) = \ln \int_a^t e^{f(x)} \, dx = \ln \left( \int_0^t e^{f(x)} \, dx - \int_0^a e^{f(x)} \, dx \right) = \ln(F(t) - b).
\]

(5.37)
Because $f$ has positive index of regular variation, $f(t) \to \infty$ as $t \to \infty$, which is a consequence of Potter bounds by selecting $\delta = \rho/2$, fixing $x$ and letting $y$ go to infinity in (5.16), see also [10, Proposition 1.5.1]. This implies that $F(t) \to \infty$ as $t \to \infty$ as well. Using this, (5.36) and (5.37), we obtain

\[
\lim_{t \to \infty} \frac{g(t)}{f(t)} = \lim_{t \to \infty} \frac{g(t)}{h(t)} \frac{h(t)}{f(t)} = \lim_{t \to \infty} \frac{\ln (F(t) - b)}{\ln F(t)} \frac{f(t) + o(f(t))}{f(t)} = 1 + \lim_{t \to \infty} \frac{\ln (F(t) - b) - \ln(F(t))}{\ln (F(t))} = 1.
\]

This completes the proof.

Next, we need a counterpart of Lemma 5.2 for asymptotic equivalence.

**Lemma 5.11.** Assume that $f, g : [a, \infty) \to (0, \infty)$ ($a > 0$) are continuous monotone increasing unbounded functions, and $f \in RV$ or $g \in RV$ with positive index. If $f(x) \sim g(x)$ as $x \to \infty$, then $f^{-1}(x) \sim g^{-1}(x)$ as $x \to \infty$.

**Proof.** Under the hypothesis that $f$ and $g$ are continuous and monotone increasing, we have $f^{-1} = f^{-1}$ and $g^{-1} = g^{-1}$. So the lemma follows from [10, p190, Exercise 14, items (ii) and (iii)], see also [24, Theorem A] and the surrounding discussion.

We are ready to present our main result in this subsection. In the following theorem, we provide a tight estimate for the $(\Phi^{-1})$ function in the case of a logarithmic error bound. In view of Theorem 4.7 this gives a worst-case convergence rate for several algorithms when the underlying error bound is logarithmic.

**Theorem 5.12** (Tight bounds to $(\Phi^{-1})$). Let $\kappa > 0$ and error bound function $\Phi$ be logarithmic with exponent $\gamma > 0$ as in Definition 5.8. Then, there exists a constant $\eta > 0$ such that

\[
\sqrt{(\Phi^{-1})(-s)} \sim \eta \left(\frac{1}{\ln(s)}\right)^\gamma, \text{ as } s \to \infty.
\]

In particular, there are constants $\eta_1 > 0, \eta_2 > 0$ and $N > 0$ such that

\[
\eta_1 \left(\frac{1}{\ln(s)}\right)^\gamma \leq \sqrt{(\Phi^{-1})(-s)} \leq \eta_2 \left(\frac{1}{\ln(s)}\right)^\gamma, \forall \ s \geq N.
\]

**Proof.** By assumption, there exist $c > 0$ and $0 < \epsilon < 1$ such that for $a \in (0, c]$,

\[
\Phi(a, \kappa) = c \left(\frac{1}{\ln(a)}\right)^\gamma.
\]

By the definition of $\phi_{\kappa, \Phi}$, we have

\[
\phi_{\kappa, \Phi}(t) = \Phi^2(\sqrt{t}, \kappa) = c^2 2^{2\gamma} \frac{1}{(\ln(t))^{2\gamma}}, \quad t \in (0, \epsilon^2].
\]

Let $c_1 := 2^{1/\gamma}$ and $c_2 := c_1^{2\gamma}/(2\ln(\epsilon))^{2\gamma}$. We then obtain

\[
\phi_{\kappa, \Phi}^{-1}(s) = e^{-\frac{c_2}{1 + \ln(\epsilon)}}, \quad s \in (0, c_2].
\]

Now, we fix $\delta = c_2$ in the definition of $\Phi^{-1}$, see (4.3). Let $\Psi(t) := -\Phi_{\kappa, \Phi}(1/t)$. Next, we consider the behavior of $\Psi$ on $[1/c_2, \infty)$. For $t \geq 1/c_2$, we compute

\[
\Psi(t) = -\int_{\delta}^{1/t} \frac{1}{\phi_{\kappa, \Phi}(s)} ds = \int_{1/\delta}^{t} \frac{e^{c_1 x^{1/2\gamma}}}{x^{2\gamma}} dx = \int_{1/c_2}^{t} e^{c_1 x^{1/2\gamma} - 2\ln(x)} dx.
\]
Let \( f(x) := c_1 x^{1/(2\gamma)} - 2 \ln(x) \). Then, a direct limit computation shows that \( f|_{[1/c_2, \infty)} \in \text{RV} \) with index \( 1/(2\gamma) \). By Lemma 5.10, we have

\[
\ln \Psi(t) = \ln \int_{1/c_2}^t e^{f(x)} \sim f(t) \sim c_1 t^{1/(2\gamma)},
\]
as \( t \to \infty \). Let \( g(t) := c_1 t^{1/(2\gamma)} \). Since \( g \) belongs to \( \text{RV} \) with positive index \( 1/(2\gamma) \) and both \( \ln \Psi \) and \( g \) are continuous monotone increasing unbounded functions we can invoke Lemma 5.11 which tells us that

\[
\Psi^{-1}(e^t) = (\ln \Psi)^{-1}(t) \sim g^{-1}(t) \quad \text{as} \quad t \to \infty.
\]

We note that if \( f_1(t) \sim f_2(t) \) as \( t \to \infty \) holds then \( 1/f_1(t) \sim 1/f_2(t) \) as \( t \to \infty \) holds as well. With that in mind, we let \( s = e^t \) and recalling that \( \Psi(s) = -\Phi^*_s(1/s) \), we obtain

\[
\sqrt{(\Phi^*_s)^{-1}(-s)} = \frac{1}{\sqrt{\Psi^{-1}(s)}} \sim \frac{1}{\sqrt{g^{-1}(\ln s)}} = c_1^\gamma \left( \frac{1}{\ln(s)} \right)^\gamma,
\]
as \( s \to \infty \), which proves (5.38). Finally, (5.39) is a consequence of (5.40) and the definition of asymptotic equivalence which implies that for sufficiently large \( s \) we have

\[
\frac{\sqrt{(\Phi^*_s)^{-1}(-s)}}{c_1^\gamma \ln(s)^{-\gamma}} \in [0.5, 2].
\]

This completes the proof.

6 Convergence rate results for conic feasibility problems

In this section, we analyze the following problem.

\[
\text{find } x \in K \cap V, \quad \text{(Cone)}
\]

where \( K \) is a closed convex cone, \( V \) is an affine space satisfying \( K \cap V \neq \emptyset \). First, we present some motivation for (Cone). A conic linear program (CLP) is the problem of minimizing/maximizing a linear function subject to a constraint of the form \( \text{(Cone)} \). A conic linear program (CLP) is the problem of minimizing/maximizing a linear function subject to a constraint of the form \( \text{(Cone)} \). In this context, the methods discussed in Sections 4 can be useful to find feasible solutions to a CLP or to refine slightly infeasible solutions. See, for example, [32].

As discussed in Section 4, the convergence rate of the methods is governed by the type of error bound that exists between \( K \) and \( V \). Here we take a closer look at the error bound proved in [43] for the case where \( K \) is a so-called amenable cone. \( K \) is said to be amenable if for every face \( F \) of \( K \) there exists a constant \( \kappa \) such that \( \text{dist}(x, F) \leq \kappa \text{dist}(x, K) \) holds for every \( x \in \text{span} F \). The error bound for amenable cones described in [43] requires the following notion.

**Definition 6.1** (Facial residual functions). Let \( F \) be a face of \( K \) and \( z \in F^* \). We say that \( \psi_{F,z} : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) is a facial residual function for \( z \) and \( F \) if the following properties are satisfied:

(i) \( \psi_{F,z} \) is nonnegative, monotone nondecreasing in each argument and \( \psi(0, \alpha) = 0 \) for every \( \alpha \in \mathbb{R}_+ \).

(ii) whenever \( x \in \text{span} K \) satisfies the inequalities

\[
\text{dist}(x, K) \leq \epsilon, \quad \langle x, z \rangle \leq \epsilon, \quad \text{dist}(x, \text{span} F) \leq \epsilon
\]

we have:

\[
\text{dist}(x, F \cap \{z\}^\perp) \leq \psi_{F,z}(|x|).
\]
We say that a function \( \hat{\psi}_{F, \ell} \) is a positive rescaling of \( \psi_{F, \ell} \) if there are positive constants \( M_1, M_2, M_3 \) such that \( \hat{\psi}_{F, \ell}(\epsilon, \|x\|) = M_3 \psi_{F, \ell}(M_1 \epsilon, M_2 \|x\|) \). We will also need to compose facial residual functions in a special way. We define \( \psi_2 \overset{\circ}{\circ} \psi_1 \) to be the function satisfying
\[
(\psi_2 \overset{\circ}{\circ} \psi_1)(a, b) = \psi_2(a + \psi_1(a, b), b), \quad \forall a, b \in \mathbb{R}.
\] (6.1)
In order to give the precise statement of the error bound in [43], the final component we need is facial reduction [16, 57, 53]. The basic facial reduction algorithm as described in [57, 53] shows that it is always possible to obtain a chain of faces of \( [16, 57, 53] \). The basic facial reduction algorithm as described in [57, 53] shows that it is always possible to obtain a chain of faces of \( K \):
\[
F_\ell \subseteq \cdots \subseteq F_1 = K, \tag{6.2}
\]
where the following properties are satisfied.

(i) For \( 1 \leq i < \ell \), there exists \( z_i \in F_i^* \cap V^\perp \) such that \( F_{i+1} = F_i \cap \{z_i\}^\perp \).

(ii) \( F_\ell \cap V \) satisfies some desirable constraint qualification.

Here, \( \ell \) is called the length of the chain. Classical facial reduction approaches usually find chain of faces such that \( F_\ell \cap V \) satisfies Slater’s condition, i.e., \( \{rF_\ell \} \cap V \neq \emptyset \). However, the FRA-Poly algorithm [44] finds a face \( F_\ell \) satisfying a weaker constraint qualification called partial polyhedral Slater’s condition (PPS condition), which we will now describe. Suppose that \( F_\ell \) can be written as a direct product \( P \times \hat{F}_\ell \), where \( P \) is a polyhedral cone and \( \hat{F}_\ell \) is an arbitrary cone. If
\[
(P \times (r\hat{F}_\ell)) \cap V \neq \emptyset,
\]
then we say that the PPS condition holds, see Definition 1 in [44]. \( P \) is allowed to be trivial, so if Slater’s condition is satisfied the PPS condition is also satisfied. With that in mind, we define two key quantities.

- The singularity degree \( d_S(K, V) \) of the pair \( K, V \) is the length of the smallest chain of faces (as in (6.2)) where \( F_\ell \) and \( V \) satisfy Slater’s condition.

- The distance to the partial Polyhedral Slater’s condition \( d_{\text{PPS}}(K, V) \) is the length minus one of the smallest chain of faces (as in (6.2)) where \( F_\ell \) and \( V \) satisfy the PPS condition. Since Slater’s condition is a stronger requirement than the PPS condition, we have \( d_{\text{PPS}}(K, V) \leq d_S(K, V) \).

We are now positioned to state the error bound in [43].

**Theorem 6.2** (Error bound for amenable cones, Theorem 23 in [43]). Let \( K \) be a closed convex pointed amenable cone, \( V \) be an affine space such that \( K \cap V \neq \emptyset \). Let \( F_\ell \subseteq \cdots \subseteq F_1 = K \) be a chain of faces of \( K \) as in (6.2) together with \( z_i \in F_i^* \cap V^\perp \) as in item (i). Furthermore, assume that \( F_\ell, V \) satisfy the PPS condition. For \( i = 1, \ldots, \ell - 1 \), let \( \psi_i \) be a facial residual function for \( F_i, z_i \). Then, after positive rescaling the \( \psi_i \), there is a positive constant \( \kappa \) such that if \( x \in \text{span} K \) satisfies the inequalities
\[
dist(x, K) \leq \epsilon, \quad \dist(x, V) \leq \epsilon,
\]
we have
\[
dist(x, K \cap V) \leq (\kappa \|x\| + \kappa)(\epsilon + \varphi(\epsilon, \|x\|)),
\]
where \( \varphi = \psi_{\ell-1} \overset{\circ}{\circ} \cdots \overset{\circ}{\circ} \psi_1 \), if \( \ell \geq 2 \). If \( \ell = 1 \), we let \( \varphi \) be the function satisfying \( \varphi(\epsilon, \|x\|) = \epsilon \).

Next, we will show that, under a mild condition, the error bound for amenable cones in Theorem 6.2 naturally leads to a strict consistent error bound function.
Proposition 6.3. Suppose that $K$ is a full-dimensional amenable cone, $V$ is an affine space such that $K \cap V \neq \emptyset$. Let $\varphi$ be defined as in Theorem 6.2. If $\varphi(\cdot, b)$ is right-continuous at 0 for every $b \geq 0$ then
\[
\Phi(a, b) := (\kappa b + \kappa)(a + \varphi(a, b)).
\]

is a strict consistent error bound function for $K$ and $V$.

Proof. The function $\varphi$ in Theorem 6.2 is constructed from facial residual functions using the diamond composition defined in (6.1). Since facial residual functions are, by definition, increasing in each coordinate, the same is true of $\varphi$. When we fix $b$, the function $\Phi(\cdot, b)$ is monotone increasing because all its terms are monotone nondecreasing and the term $\kappa a$ is monotone increasing. Now it remains to prove
\[
\text{dist}(x, K \cap V) \leq \Phi(\max(\text{dist}(x, K), \text{dist}(x, V)), \|x\|) \quad \forall x \in E. \tag{6.3}
\]
The error bound in Theorem 6.2 holds for $x \in \text{span} K$. However, $K$ is full-dimensional, so $\text{span} K = E$. Therefore, for $x \in E$ if we let $\epsilon = \max(\text{dist}(x, K), \text{dist}(x, V))$ in Theorem 6.2, we obtain (6.3). Since $\varphi(\cdot, b)$ is right-continuous at 0 for every $b$, $\Phi$ is indeed a consistent error bound function for $K$ and $V$. \qed

The only gap between Proposition 6.3 and Theorem 6.2 is that the function $\varphi$ in the latter might not satisfy right-continuity at 0. We address this issue next.

Proposition 6.4 (Existence of facial residual functions satisfying right-continuity at 0). Let $K$ be a closed convex cone, $F \subseteq K$ be a face and $z \in F^\ast$. There exists a facial residual function $\psi_{F, z}$ for $z$ and $F$ such that $\psi_{F, z}(\cdot, b)$ is right-continuous at 0 for every $b \geq 0$. In particular, under the setting of Theorem 6.2, there exists $\varphi : \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ such that $\varphi(\cdot, b)$ satisfies right-continuity at 0 for every $b \geq 0$.

Proof. Because we have $F = K \cap \text{span} F$ whenever $F \subseteq K$ is a face, the following equality holds:
\[
F \cap \{z\}^\perp = K \cap \text{span} F \cap \{z\}^\perp.
\]
To construct a facial residual function, we follow an approach similar to the proof of Proposition 3.3 and Section 3.2 in [43]. Let $\psi_{F, z}(\epsilon, \|x\|)$ be the optimal value of the following problem.
\[
\begin{align*}
sup_{v \in \text{span} K} & \quad \text{dist}(v, F \cap \{z\}^\perp) \\
\text{subject to} & \quad \text{dist}(v, K) \leq \epsilon \\
& \quad \text{dist}(v, \text{span} F) \leq \epsilon \\
& \quad \langle v, z \rangle \leq \epsilon \\
& \quad \|v\| \leq \|x\|
\end{align*} \tag{P}
\]
Because $0 \in F \cap \{z\}^\perp$, (P) is always feasible and the last constraint ensures compactness. With that, $\psi_{F, z}$ satisfy all the requirements in Definition 6.1. For every $b \geq 0$, it can be shown that $\psi_{F, z}(\cdot, b)$ is right-continuous at 0 by following the same argument used for showing the right-continuity of the best error bound function in the proof of Proposition 3.3.

Next, we observe that if $\psi_1$ and $\psi_2$ are two facial residual functions satisfying right-continuity at 0, than their diamond composition (6.1) is also right-continuous at 0, whenever the second argument is fixed. Therefore, under the setting of Theorem 6.2, the functions $\psi_i$ appearing therein can all be selected in such a way that they satisfy right-continuity at 0. So the same is true for the function $\varphi$ which is a diamond composition of facial residual functions. \qed
In view of Propositions 6.3 and 6.4, when applying the methods of Section 4.3 to (Cone), the convergence rate is governed by $\Phi$. Although it might not be clear at first, their convergence rates depend on the singularity degree of the problem. This is because the singularity degree influences $\Phi$, which controls the error bound between $K$ and $V$. In the next subsection, we take a look at the special case of symmetric cones, where the error bounds and the rates are more concrete.

6.1 The case of symmetric cones

A convex cone $K \subseteq \mathcal{E}$ is symmetric if $K = K^*$ and for every $x, y \in \text{ri}K$ there exists a bijective linear map $A$ satisfying $Ax =Ay$, $AK = K$. Symmetric cones are intrinsically connected to the theory of Euclidean Jordan Algebras, see [36, 28, 29]. We now recall some basic facts about them.

Examples of symmetric cones include the second-order cone, the symmetric positive semidefinite matrices over the reals, the nonnegative orthant and direct products of those cones. There is a notion of rank for symmetric cones and the longest chain of faces of a symmetric cone is given by $\ell_K = \text{rank} K + 1$, see [34, Theorem 14]. Finally, symmetric cones are amenable and their facial residual functions were computed in [43, Theorem 35]. With that, the following error bound holds.

**Theorem 6.5** (Theorem 37 and Remark 39 of [43]). Let $K \subseteq \mathcal{E}$ be a symmetric cone, $V \subseteq \mathcal{E}$ an affine subspace such that $K \cap V \neq \emptyset$. Then, there is a positive constant $\kappa$ such that whenever $x$ and $\epsilon$ satisfy the inequalities

$$\text{dist}(x, K) \leq \epsilon, \quad \text{dist}(x, V) \leq \epsilon,$$

we have

$$\text{dist}(x, K \cap V) \leq (\kappa \|x\| + \kappa) \left( \sum_{j=0}^{d_{PPS}(K, V)} \epsilon^{(2^{-j})} \|x\|^{-2^{-j}} \right).$$

If $K = K^1 \times \cdots \times K^s$ is the direct product of $s$ symmetric cones, we have

$$d_{PPS}(K, V) \leq \min \left\{ \dim(V^\perp), \sum_{i=1}^{s} (\text{rank} K^i - 1), d_S(K, V) \right\}.$$

Next, we verify that the error bound in Theorem 6.2 is a bona fide Hölderian error bound.

**Proposition 6.6.** Let $K$ and $V$ be as in Theorem 6.5. Then, $K$ and $V$ satisfy a uniform Hölderian error bound (Definition 3.4) with exponent $2^{-d_{PPS}(K, V)}$.

**Proof.** Let $C_1 = K$ and $C_2 = V$. By Theorem 6.5, we have

$$\text{dist}(x, K \cap V) \leq (\kappa \|x\| + \kappa) \left( \sum_{j=0}^{d_{PPS}(K, V)} \left( \max_{1 \leq i \leq 2} \text{dist}(x, C_i) \right)^{2^{-j}} \|x\|^{-2^{-j}} \right) \quad \forall x \in \mathcal{E}. \quad (6.4)$$

Let $B \subseteq \mathcal{E}$ be an arbitrary bounded set. For simplicity of notation, let $d = d_{PPS}(K, V)$ and $\psi$ be the function such that

$$\psi(x) = \max_{1 \leq i \leq 2} \text{dist}(x, C_i) \quad \forall x \in \mathcal{E}.$$  

From the continuity of $\psi$, we see that for every $j \in \{0, \ldots, d\}$ there exists a positive constant $\kappa_j$ such that

$$\psi(x)^{2^{-j}} = \psi(x)^{2^{-j} - 2^{-d}} \psi(x)^{2^{-d}} \leq \kappa_j \psi(x)^{2^{-d}} \quad \forall x \in B,$$

where $\kappa_j$ can be taken, for example, to be the supremum of $\psi(\cdot)^{2^{-j} - 2^{-d}}$ over $B$. Similarly, there are positive constants $\tilde{k}_j$ and $k_b$ such that

$$\|x\| \leq k_b, \quad \|x\|^{1-2^{-j}} \leq \tilde{k}_j \quad \forall x \in B.$$
Let $\kappa_B := \kappa(p + 1)(d + 1) \sup_j \kappa_j \tilde{\kappa_j}$. It follows that whenever $x$ belongs to $B$ the right-hand side of (6.4) is upper bounded by $\kappa_B \max_{1 \leq i \leq 2} \text{dist}(x, C_i)^{2^{-d}}$.

We now present convergence results for symmetric cones taking into account all we have discussed so far.

**Theorem 6.7** (Convergence rate results for symmetric cones). Let $K \subseteq E$ be a symmetric cone and $V \subseteq E$ be an affine space such that $K \cap V \neq \emptyset$.

Let $\{x^k\}$ be such that Assumption 4.5 is satisfied with $\inf_k a_k \geq 0$. Then, there exist $M > 0$ and $\theta \in (0, 1)$ such that for any $k \geq 2/\ell$, $$\text{dist}(x^k, K \cap V) \leq \begin{cases} M k^{1 - \frac{1}{2(\theta^2 + \theta^2 K, V)}} & \text{if the PPS condition is not satisfied}, \\ M \theta^k & \text{otherwise}, \end{cases}$$ (6.5)

In particular, the following holds.

(i) The rate (6.5) holds for any algorithm satisfying the assumptions of Corollary 4.12.

(ii) The rate (6.5) holds MPA, POCSA (in particular, CPA), MM (in particular, MDPA) and AWPA (see Example 4.10).

(iii) If $K = K^1 \times \cdots \times K^s$ is the direct product of $s$ symmetric cones, we have $d_{PPS}(K, V) \leq \min \{\dim(V), \sum_{i=1}^{s} (\text{rank} K^i - 1), d_{S}(K, V)\}$.

**Proof.** By Proposition 6.6 a uniform Hölderian error bound holds between $K$ and $V$, with exponent $2^{-d_{PPS}(K, V)}$. If either Slater’s condition or the Partial Polyhedral Slater’s condition is satisfied, then the error bound in Proposition 6.6 becomes a Lipschitz error bound. Applying Corollary 4.9, we obtain (6.5). Item (i) and (ii) are consequences of Corollary 4.12. Item (iii) follows from Theorem 6.5.

**Remark 6.8.** Theorem 6.7 extends the main result of Drusvyatskiy, Li and Wolkowicz [26] in several directions: from semidefinite cones to symmetric cones and from the alternating projection algorithm to any algorithm covered by Corollary 4.9.

### 6.2 The exponential cone and non-Hölderian error bounds

In this subsection, we analyze two error bounds associated to the exponential cone [19, 18, 47], which is defined as follows

$$K_{\text{exp}} := \left\{ (x, y, z) \in \mathbb{R}^3 \mid y > 0, z \geq ye^{x/y} \right\} \cup \left\{ (x, y, z) \mid x \leq 0, z \geq 0, y = 0 \right\},$$

see Remark 6.10 for a discussion on applications.

Unfortunately, Theorem 6.2 does not apply to the exponential cone, because $K_{\text{exp}}$ is not amenable, see [40]. However, in [40], the authors proved a generalization of the results of [43] and proved tight error bounds for the exponential cone, which we will discuss using our tools. In what follows, let

$$V_1 := \{(x, 0, z) \mid x, z \in \mathbb{R}\} \quad \text{and} \quad V_2 := \{(x, y, 0) \mid x, y \in \mathbb{R}\}.$$

We now consider the error bounds associated to the following feasibility problems

\begin{align*}
\text{find } p \in K_{\text{exp}} \cap V_1, \quad (6.6) \\
\text{find } p \in K_{\text{exp}} \cap V_2. \quad (6.7)
\end{align*}
For $p \in \mathbb{R}^3$, we define $d_i(p) := \max\{\text{dist}(p, K_{\text{exp}}), \text{dist}(p, V_i)\}$, for $i = 1, 2$. We also need the following functions.

\[
\varrho_{-\infty}(t) := \begin{cases} 
0 & \text{if } t = 0, \\
-t \ln(t) & \text{if } t \in (0, 1/e^2], \\
\frac{1}{2} t & \text{if } t > 1/e^2.
\end{cases}
\]

These functions arise in the computation of the facial residual functions for the exponential cone. From [40, Theorem 4.13] and items (a) and (c) of [40, Remark 4.14], we have that for every ball $B_b := \{p \in \mathbb{R}^3 \mid \|p\| \leq b\}$ with $b > 0$, there are constants $\rho_1(b)$ and $\rho_2(b)$ such that

\[
\text{dist}(p, K_{\text{exp}} \cap V_1) \leq \rho_1(b)\varrho_{-\infty}(d_1(p)), \quad \forall p \in B_b
\]  

and

\[
\text{dist}(p, K_{\text{exp}} \cap V_2) \leq \rho_2(b)\varrho_{\infty}(d_2(p)), \quad \forall p \in B_b.
\]  

Naturally, $\rho_1$ and $\rho_2$ can be chosen so that they are monotone nondecreasing functions of $b$. Because $\varrho_{-\infty}$ and $\varrho_{\infty}$ are continuous monotone increasing functions, we have the following strict consistent error bound functions for the problems in (6.6) and (6.7), respectively:

\[
\Phi_{et}(a, b) := \rho_1(b)\varrho_{-\infty}(a), \quad \Phi_{ln}(a, b) := \rho_2(b)\varrho_{\infty}(a).
\]  

These are examples of entropic and logarithmic error bounds, respectively. We note that it was proved in [40, Example 4.20] that no Hölderian error bound holds for the problem (6.7). Furthermore, the bounds in (6.8) and (6.9) are tight up to a constant, see [40, Remark 4.14].

Using $\Phi_{et}$ and $\Phi_{ln}$ in (6.10) we can analyse the convergence rate of algorithms for (6.6) and (6.7). An initial hurdle to our enterprise is that it is challenging to obtain closed-form expressions for $(\Phi_{et})_\kappa$, $(\Phi_{ln})_\kappa$ and their inverses. On the other hand, checking that $\Phi_{et}$ and $\Phi_{ln}$ are regularly varying functions is straightforward and we will use the the machinery developed in Section 5.

**Proposition 6.9.** The following items hold for any $\kappa > 0$.

(i) $\Phi_{et}(\cdot, \kappa)$ belongs to $\mathbb{R}^0$ with index 1 and $\Phi_{ln}(\cdot, \kappa)$ belongs to $\mathbb{R}^0$ with index 0.

(ii) $(\Phi_{et})_\kappa(t) \to -\infty$ and $(\Phi_{ln})_\kappa(t) \to -\infty$ as $t \to 0_+$.

(iii) The convergence rate afforded by $\Phi_{et}$ is almost linear in the following sense: for any $r > 0$, the following relations hold as $s \to +\infty$

\[
\sqrt{(\Phi_{et})_\kappa^{-1}(-s) = o(s^r)}, \quad e^{-rs} = o\left(\sqrt{(\Phi_{et})_\kappa^{-1}(-s)}\right).
\]

(iv) The convergence rate afforded by $\Phi_{ln}$ is logarithmic in the following sense: there exists $\eta_1 > 0$, $\eta_2 > 0$ and $N$ such that for $s \geq N$, we have

\[
\eta_1 \left(\frac{1}{\ln(s)}\right) \leq \sqrt{(\Phi_{ln})_\kappa^{-1}(-s)} \leq \eta_2 \left(\frac{1}{\ln(s)}\right).
\]

**Proof.** That item (i) holds can be readily checked by computing the limit in (5.2). Next, we will use Proposition 4.4 to verify item (ii). We note that the feasible sets of (6.6) and (6.7) both contain the origin, so $\text{dist}(0, K_{\text{exp}} \cap V_1) = \text{dist}(0, K_{\text{exp}} \cap V_2) = 0$. Furthermore, both feasible regions are contained in two-dimensional sets, so $K_{\text{exp}} \cap V_1$ and $K_{\text{exp}} \cap V_2$ have empty interior. In particular, there are points $p_1, p_2$ with $\|p_1\| \leq \kappa, \|p_2\| \leq \kappa$ such that $p_1 \notin K_{\text{exp}} \cap V_1$ and $p_2 \notin K_{\text{exp}} \cap V_2$. 


Figure 1: Behavior of CPA applied to (6.6). Starting point is $(1,1,1)$.

This shows that $\kappa$ satisfies the inequality in the statement of Proposition 4.4 for both $\Phi_{et}$ and $\Phi_{in}$, which proves the desired limits.

We move on to item (iii) and let $r > 0$ be arbitrary. From item (iii) of Theorem 5.7, we have
\[
\sqrt{(\Phi_{et})^{-1}(s)} = o(s^{-r}) \quad \text{as} \quad s \to +\infty.
\]
Next, let $\Phi_1(t, \kappa) := rt$, so that $\Phi_1$ is a strict error bound function. Following the computations after (4.20), we have $\sqrt{(\Phi_1)^{-1}(s)} = \epsilon^{s/(2r^2)}$. We have $rt = o(\Phi_{et}(t, \kappa))$ as $t \to 0_+$. By Theorem 5.3, we have
\[
\epsilon^{s/(2r^2)} = o\left(\sqrt{(\Phi_{et})^{-1}(s)}\right),
\]
as $s \to -\infty$. Since $r$ is arbitrary, this completes item (iii).

Finally, item (iv) follows from Theorem 5.12 because $\Phi_{in}$ corresponds to a logarithmic error bound with exponent 1.

As an example, suppose that we are interested in the behaviour of the cyclic projection algorithm (CPA) when applied to (6.6) and (6.7). We will denote the iterates generated by CPA by $p^k$ and the initial iterate by $p^0$. In the numerical experiments that follow, we use the code developed by Friberg in order to compute the projection onto the exponential cone, see [30].

First, we consider (6.6). From item (i) of Theorem 4.13 and item (iii) of Proposition 6.9, $\text{dist}(p^k, K_{\exp} \cap V_1)$ goes to 0 “almost linearly” in the sense that the rate is faster than $k^{-r}$ for any $r > 0$. To check this empirically, we let $p^0 = (1,1,1)$ and plot in Figure 1a the iteration number $k$ against $\text{dist}(p^k, K_{\exp} \cap V_1)$ (which can be computed exactly in this example). Both axes are in log scale, so that $k^{-r}$ appears as a straight line for any $r$. Figure 1a shows that, as predicted by theory, $\text{dist}(p^k, K_{\exp} \cap V_1)$ goes to 0 faster than any sublinear rate. Item (iii) of Proposition 6.9 also gives a lower bound to $\sqrt{(\Phi_{et})^{-1}(s)}$ and tells us that this function goes to 0 slower than $\epsilon^{-rs}$ for any $r$. Now, a lower bound to $\sqrt{(\Phi_{et})^{-1}(s)}$ does not necessarily lead to a lower bound to $\text{dist}(p^k, K_{\exp} \cap V_1)$, so we cannot immediately refute the possibility that $\text{dist}(p^k, K_{\exp} \cap V_1)$ goes to 0 linearly. However using a plot where only $y$-axis is in log-scale, we see indication that the convergence rate of $\text{dist}(p^k, K_{\exp} \cap V_1)$ is indeed not linear, see Figure 1b. In this example, it seems that $\sqrt{(\Phi_{et})^{-1}(s)}$ closely reflects the true convergence rate.

Next, we move on to (6.7). By item (iv) of Proposition 6.9, we have that the convergence rate is at least logarithmic. In principle, this does not exclude the possibility that the true convergence
Figure 2: Log-log plot of dist\((p^k, K_{\exp} \cap \mathcal{V}_2)\) for the iterates generated by CPA. Starting point is \((1, 1, 1)\). Dashed and dotted lines correspond to \(k^{-r}\) for a few values of \(r\).

rate of dist\((p^k, K_{\exp} \cap \mathcal{V}_2)\) is faster. However, Figure 2 suggests that dist\((p^k, K_{\exp} \cap \mathcal{V}_2)\) goes to 0 slower than \(k^{-r}\) for any \(r > 0\), which again suggests that \(((\Phi_{\ln})^{-1})(-s)\) is reflective of the true convergence rate.

**Remark 6.10** (On the exponential cone and beyond). The exponential cone is a building block for modelling many important problems related to entropy optimization, geometric programming and others, see [19, 18, 47]. For example, the Kullback-Leibler divergence between two nonnegative vectors \(x, y \in \mathbb{R}^n\) is defined as \(D(x, y) := \sum_i x_i \ln(x_i/y_i)\) and its epigraph is often modelled using \(n\) exponential cones as follows:

\[
t \succeq t_1 + \cdots + t_n, \quad (-t_i, x_i, y_i) \in K_{\exp}, i = 1, \ldots, n,
\]

as indicated, for example, in [18, Section 1.1] and [47, Chapter 5]. In particular, the problem of minimizing the Kullback-Leibler divergence subject to linear constraints on \(x\) and \(y\) can be expressed as a conic linear program (CLP) over a product of exponential cones. Notably, in [45], the authors found that nearly one third of a library of more than 300 instances of mixed integer continuous optimization problems can be modelled using mixed integer conic formulations with exponential cone constraints, see Table 1 therein. Certain relaxations of these problems naturally lead to CLPs over a direct product of exponential cones. Although we have discussed only the case of a single exponential cone, our results are representative of what can happen in more general settings.

There is now a larger movement towards algorithms, software and theory for non-symmetric cones with quite a few solvers supporting exponential cones, e.g., [35, 52, 20, 47]. These references also discuss other convex sets involving logarithms and exponentials, such as the the log-determinant cone in [20]. On a more speculative note, it seems likely that some intersections involving those sets will have non-Hölderian error bounds due to the presence of exponentials and logarithms. Therefore, the techniques discussed in this section and in Section 5 will likely be applicable as well.

### 7 Concluding remarks

In this paper we proposed the notion of (strict) consistent error bounds. Under a strict consistent error bound, we established convergence rates for a family of algorithms for the convex feasibility problem (CFP). The key idea is to construct an inverse smoothing function based on the corresponding consistent error bound function. Our analysis recovers several old results and also gives several new ones. We also apply the convergence results to conic feasibility problems in order
furnish further links between the singularity degree of the underlying problem and the convergence rate of several algorithms. Another novel aspect is the usage of regularly varying functions, which allows to draw conclusions about convergence rates while avoiding certain complicated computations. To conclude this paper, we first make some comparisons to approaches based on the KL-property.

7.1 On the Kurdyka-Łojasiewicz (KL) property and related concepts

The Kurdyka-Łojasiewicz (KL) property is an important and remarkable tool for convergence analysis used successfully in several works [3, 4, 39], so in this subsection we make a few comparisons in order to explain what could or what could (probably) not be done under the KL framework.

First, there is a close relation between error bounds and the KL property in the presence of convexity. As shown in [12, Theorem 30] and [13, Theorem 5], under certain conditions on \( \varphi \), an error bound of the form “\( \text{dist}(x, \arg \min f) \leq \varphi(f(x)) \)” implies that \( f \) satisfies the KL property with a desingularization function involving \( \varphi \). Under our setting, there are several candidates for \( f \) but they will, in all likelihood, be functions involving terms of the form \( \max_i \text{dist}(x, C_i) \) or positive combinations of the \( \text{dist}(x, C_i)^2 \), for example.

The choice of \( f \) must be typically tailored to the target algorithm. Our understanding is that most of the algorithms in Section 4.3 would require different choices of \( f \) in order for the analysis to be carried out under the KL framework. Finding the appropriate \( f \) can be nontrivial, as illustrated by the merit function for the Douglas-Rachford algorithm in [38]. It might also be impossible in some cases. For example, based on a result by Baillon, Combettes and Cominetti [5], it is claimed in a footnote in [13] that there is no potential function corresponding to the cyclic projection algorithm (CPA, see Example 4.10) for more than two sets.

Once the appropriate potential function is identified, it is necessary to show that certain conditions hold for the potential function along the sequence, e.g., the sufficient decrease condition and the relative error condition, see [3, 4, 50]. These properties and Assumption 4.5 have a similar motivation: ensuring that the sequence generated by the underlying algorithm satisfies some desirable properties.

If a convergence rate is desired, one usually has to show that the potential function satisfies the KL property with some KL exponent. The general KL property holds under relatively mild conditions, but identifying the exponent (if one exists) is a more challenging task, see [39]. Due to [13, Theorem 5], existence of a KL exponent is equivalent to the validity of a H"olderian error bound, so establishing the former or the latter are tasks of comparable difficulty. We note that the logarithmic error bound example in (6.7) can be used to construct a function which does not have a KL exponent, see [40, Example 4.22]. Similarly, \( f_\gamma \) in Example 5.9 has no KL exponent. In particular, the convergence rate results based on the existence of a KL exponent do not seem applicable to (6.7) nor to Example 5.9.

That said, it is possible to analyze convergence rates without assuming that a KL exponent holds, see [12, Theorem 24] and [13, Theorem 14] for results which only rely on the desingularizing function \( \varphi \) without assumptions on the format of \( \varphi \). And, interestingly, the existence of \( \varphi \) can, sometimes, be characterized via certain integrals involving subgradient curves, see [12, Theorem 18]. However, we do not immediately see a connection between the integrals appearing in [12, Theorem 18] and in (4.3). We do note, however, that a certain optimal desingularization function can be characterized via an integral, see [58, Section 3.2]. Similarly, if the best consistent error bound function in Proposition 3.3 is strict, it can be used to construct the inverse smoothing function \( \Phi_{\kappa} \) as in (4.3). So both integrals seem to be able to capture optimal phenomena, under certain conditions.
Another point is that the upper bounds in [12, Theorem 24] and [13, Theorem 14] include expressions of the format $\varphi(f(x^k))$ (for some constant $\kappa$), so they are still dependent on the iterate $x^k$ and it might be fair to say they require some work in order to get an explicit convergence rate in terms of $k$. In contrast, our upper bound on the convergence rate in (4.10) does not rely on the iterate $x^k$ and only uses the iteration number $k$ itself, which gives a more explicit expression. The drawback is that one must deal with the $(\Phi(x^k))^{-1}$ term that appears in (4.10), which is indeed nontrival. Nevertheless, as shown in Section 5 and illustrated in Section 6.2, there are ways of bypassing this difficulty if the consistent error bound function is a function of regular variation.

Finally, we remark that the KL inequality is, of course, heavily connected to semialgebraic geometry [11], so one might wonder the extent to which our results could also be obtained by imposing semialgebraic assumptions on $\Phi$ or on the sets $C_i$. Our assessment is that this seems unlikely, because the results in Section 5 are also applicable to sets and functions involving exponentials and logarithms (as in Example 5.9 and Section 6.2), which are not semialgebraic in general.

### 7.2 Future directions

At last, we mention some possible future directions. In the concluding remarks of [14], the authors mention the characterization of convergence rates in the absence of Hölderian regularity as an area of future research. We believe that the tools developed in this paper are a step forward towards this research goal, since Theorem 4.7 is quite general. And, indeed, we were able to reason about convergence rates in non-Hölderian settings as described in Sections 5.1 and 6.2.

In addition, it might be fair to say that regular variation has been rarely explored in the context of optimization algorithms and we believe there is significant room for further exploration. For example, we showed that consistent error bound functions always exist (Proposition 3.3). It could be interesting to try to prove whether a regularly varying consistent error bound function always exists as well. Since regular variation is connected to upper bounds for the convergence rate (Theorem 5.7), exploring this kind of question might lead to some insights on whether arbitrary slow convergence is possible in finite dimensions, which is another open problem mentioned in the conclusion of [14].

Finally, we believe it would be interesting to analyse convergence rates of other algorithms beyond projection methods. A natural candidate would be the Douglas-Rachford (DR) algorithm [25, 41], which was also extensively analyzed in [14]. However, the convergence rate results obtained in [14, Proposition 4.2] require not only an error bound condition on the underlying sets, but also a semialgebraic assumption. This suggests that it might be hard to obtain convergence rates for the DR algorithm purely based on consistent error bounds. On the other hand, damped versions of the DR algorithm (see [14, Section 5] or [23, Equation (25)]) might be more amenable to our techniques. In fact, sublinear rates were proved in [14, Theorem 5.2] when the underlying error bound is Hölderian without the need of imposing extra assumptions, see also [14, Remark 5.3]. In view of this, we believe it is likely that a result analogous to Theorem 4.7 and suitable for damped DR algorithms holds.
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A Proof of Lemma 4.2

Proof. The fact that \( f^-(0) = 0 \) follows from \( f(0) = 0 \) and the definition (4.2). We also note that in (4.2), if we increase \( s \), the set after the ‘inf’ potentially shrinks, so \( f^- \) is monotone nondecreasing. Next, we prove each item.

(i) Fix any \( s \in (0, \sup f) \). Suppose that \( f^-(s) = 0 \). By the definition (4.2), given any \( \epsilon_k > 0 \), there exists \( t_k \in [0, \epsilon_k] \) such that \( f(t_k) \geq s \). Consequently, there exists a sequence \( t_k \to 0^+ \) with \( f(t_k) \geq s > 0 \). This together with \( f(0) = 0 \) contradicts the (right)-continuity of \( f \) at 0, and thus proves (i).

(ii) Let \( s \geq 0, t \geq 0 \) be such that \( s \leq f(t) \). Since \( f \) is monotone increasing, \( \sup f \) is never attained, which implies \( 0 \leq s \leq f(t) < \sup f \). Furthermore, by the definition (4.2), we have \( f^-(s) \leq t \).

(iii) Let \( s \geq 0, t \geq 0 \) be such that \( s < \sup f \) and \( f(t) < s \). By definition, \( f^-(f(t)) := \inf \{ u \geq 0 : f(u) \geq f(t) \} \), therefore \( f^-(f(t)) \leq t \). On the other hand, the strict monotonicity of \( f \) implies that there is no \( u < t \) with \( f(u) \geq f(t) \). This implies \( f^-(f(t)) \geq t \) and thus \( f^-(f(t)) = t \). Together with the monotonicity of \( f^- \), we obtain \( t = f^-(f(t)) \leq f^-(s) \).

(iv) Suppose that there exists some \( \bar{s} \in (0, \sup f) \) such that \( f^- \) is not continuous at \( \bar{s} \). Since \( f^- \) is monotone, both the left-sided limit \( f^- (\bar{s}^-) \) and the right-sided limit \( f^- (\bar{s}^+) \) exist and \( f^- (\bar{s}^-) < f^- (\bar{s}^+) \). Fix any \( t \in (f^- (\bar{s}^-), f^- (\bar{s}^+)) \). From the monotonicity of \( f^- \), there exists \( \epsilon > 0 \) such that whenever \( s_1, s_2 \) satisfy \( 0 < s_1 < \bar{s} < s_2 < \sup f \) we have

\[
 f^- (s_1) < t - \epsilon < t < \epsilon < f^- (s_2)
\]

We now show that \( f(t) = \bar{s} \). Suppose that \( f(t) \neq \bar{s} \). Then either \( f(t) < \bar{s} \) or \( f(t) > \bar{s} \). If \( f(t) < \bar{s} \), let \( s_1 = (f(t) + \bar{s})/2 \in (f(t), \bar{s}) \). Thus, we know from item (iii) that \( f^- (s_1) \geq t \), which contradicts \( f^- (s_1) < t - \epsilon \).

If \( f(t) > \bar{s} \), let \( s_2 = (f(t) + \bar{s})/2 \in (\bar{s}, f(t)) \). Then, from item (ii), we have \( f^- (s_2) \leq t \), which contradicts \( t + \epsilon < f^- (s_2) \). This proves \( f(t) = \bar{s} \). The arbitrariness of \( t \in (f^- (\bar{s}^-), f^- (\bar{s}^+)) \) contradicts the strict monotonicity of \( f \). Consequently, \( f^- \) is continuous on \( (0, \sup f) \).

\[
\square
\]
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