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ABSTRACT. We study a natural class of LCK manifolds that we call integrable LCK manifolds: those where the anti-Lee form $\eta$ corresponds to an integrable distribution. As an application we obtain a characterization of unimodular integrable LCK Lie algebras as Kähler Lie algebras equipped with suitable derivations.

1. INTRODUCTION

A locally conformal Kähler (LCK) manifold is a Hermitian manifold $(M, J, g)$ of dimension $2n + 2$ such that the fundamental 2-form $\Omega$ and the Lee 1-form $\theta$ satisfy the identities

$$d\Omega = \theta \wedge \Omega, \quad d\theta = 0.$$ 

LCK manifolds are a natural generalization of Kähler manifolds. They have been studied by many authors since the foundational work of Vaisman in the '70s (see for instance [DO98] and references therein). The most studied subclass of LCK manifolds is the one of Vaisman manifolds, which are the locally conformal Kähler manifolds such that the Lee 1-form is parallel. For every Vaisman manifold the anti-Lee 1-form $\eta := -\theta \circ J$ gives rise to a contact structure on the kernel of the Lee 1-form $\theta$, that is, to a maximally nonintegrable distribution. In this paper we are interested in the opposite case: the one of a LCK structure where the anti-Lee form $\eta$ corresponds to an integrable distribution. In this case we will say that $(M, J, g)$ is an integrable LCK manifold.

Our work takes inspiration from examples of Tricerri in [Tri82] of LCK structures on some Inoue surfaces. In [Bel00] Belgun carried out a systematic analysis of locally conformal Kähler metrics on compact complex surfaces. His paper was groundbreaking since at the time it was conjectured that all non-Kähler compact complex surfaces admit LCK metrics. Belgun showed that no Inoue surface admits a Vaisman metric and some of them even do not admit an LCK metric. Some of those Inoue surface types that admit a non-Vaisman LCK metric turn out to be integrable LCK manifolds according to our definition. The examples of Tricerri were further studied in [dACFM89, Saw07, AO18].

Our main results are the following. In Theorem 3.4 we show that an LCK manifold $M^{2n+2}$ is integrable if and only if $d\eta = f\eta \wedge \alpha$, where the function $f$ is given by $\frac{\delta\theta}{\delta\eta} + n$. In particular, if the metric is Gauduchon ($\delta\theta = 0$) and the
Lee vector field has length one, we obtain that \( f = n \). Moreover, in this case the commutator of the Lee and anti-Lee vector fields is given by
\[
[U, V] = nV.
\]

We investigate the possibilities that Lee or anti-Lee vector field are Killing. We prove that if the Lee vector field \( U \) is Killing then the manifold is not complete. If the anti-Lee vector field is Killing and has constant length, then the manifold cannot be compact.

Section 4 is devoted to the study of integrable LCK Lie algebras. We show that if \( g \) is an integrable LCK Lie algebra then it is a semidirect product
\[
g \cong (U, V) \rtimes _\rho \mathfrak{h},
\]
where \( \mathfrak{h} = \langle U, V \rangle ^\perp \) is a Kähler ideal and \( \rho \) is the adjoint representation. We can say more if the Lie algebra \( g \) is unimodular. In this case we prove that \( g \) is solvable and \( \mathfrak{h} \) is abelian.

In Section 5 we identify integrable LCK Lie algebras among all semidirect products as above. We reduce the classification of all unimodular integrable LCK Lie algebras to the classification of pairs of even dimensional matrices satisfying suitable relations involving the complex structure (see (29)). We provide an example showing that not all integrable LCK Lie algebras are unimodular.

In Section 6 we consider the four-dimensional case. We classify 4-dimensional unimodular integrable LCK Lie algebras by showing that they consist of a 1-parameter family \( \mathfrak{g}_b \) of almost abelian Lie algebras and one isolated case \( \mathfrak{d}_4 \). We identify these LCK Lie algebras in the list of all 4-dimensional LCK solvable Lie algebras of [AO20]. The 1-parameter family \( \mathfrak{g}_b \) was thoroughly studied in [AO18]. In particular it was identified for which parameters \( b \) the 1-connected Lie group associated to \( \mathfrak{g}_b \) admits a cocompact discrete subgroup. The integrable LCK Lie algebra \( \mathfrak{d}_4 \) also corresponds to a compact integrable LCK manifold that had already been studied as a 4-dimensional LCK solvmanifold in [dACFM89, Saw07].

In the final section, for every even dimension greater than 2, we provide examples of integrable LCK manifolds which are not globally conformal Kähler.

2. Preliminaries

Recall that an almost Hermitian structure on a manifold \( M \) of even dimension \( 2(n + 1) \) is a couple \((J, g)\), where \( J \) is a \((1,1)\) tensor field on \( M \), \( g \) is a Riemannian metric and
\[
J^2 = -\text{Id}, \quad g(JX, JY) = g(X, Y),
\]
for \( X, Y \in \mathfrak{X}(M) \). The fundamental 2-form of \( M \) is defined by
\[
\Omega(X, Y) = g(X, JY), \quad \text{for } X, Y \in \mathfrak{X}(M).
\]
A manifold \( M \) endowed with an almost Hermitian structure is said to be an almost Hermitian manifold. The almost Hermitian manifold \((M, J, g)\) is said to be:

- Hermitian if the Nijenhuis torsion \( N_J \) of \( J \) vanishes;
- Kähler if \((M, J, g)\) is Hermitian and \( d\Omega = 0 \).

In the Kähler case the 2-form \( \Omega \) is harmonic. For a general Hermitian manifold one gives the following definition.

**Definition 2.1.** Given a Hermitian manifold \((M, J, g)\), the 1-form \( \eta = \frac{1}{n} \delta \Omega \) is called the anti-Lee 1-form and \( \theta := i_J \eta \) is called the Lee 1-form.
Notice that $\eta = -i_J \theta$. The anti-Lee 1-form also has the following property that will be used frequently in the paper.

**Proposition 2.2.** Let $(M, J, g)$ be a Hermitian manifold. Then $i_J d\eta = 0$.

**Proof.** Let $x \in M$ and $W$ an open neighbourhood of $x$ such that $\theta$ is exact on $W$, i.e. $\theta = df$ for some $f \in C^\infty(W)$. Then $i_J d\eta = -i_J di_J \theta = -i_J \theta J$. It is a direct computation to check that $((i_J d)^2 f)(X, Y) = N_J(X, Y)$. Since $J$ is integrable, we get that $i_J d\eta = 0$ at $x$. □

The Lee and anti-Lee vector fields $U, V$ are defined as the metric duals of $\theta, \eta$, respectively. Clearly, one has $|V|^2 = |U|^2 = |\eta|^2 = |\theta|^2$.

A Hermitian manifold $(M, J, g)$ is said to be locally conformal Kähler (LCK) if the fundamental 2-form $\Omega$ and the Lee 1-form $\theta$ satisfy the identities $d\Omega = \theta \wedge \Omega$, $d\theta = 0$.

For every LCK manifold one can show that $i_U \Omega = -\eta$, $i_V \Omega = \theta$.

An LCK manifold is said to be a Vaisman manifold if the Lee 1-form $\theta$ is parallel with respect to the Levi-Civita connection of $g$. On every Vaisman manifold the Lee vector field $U$ is Killing and is an infinitesimal automorphism of the complex structure. Hence $\mathcal{L}_U \Omega = 0$ (see, for instance, Propositions 4.2 and 4.3 in [DO98]; see also [Vai79]). Now, recall the following definition from [Vai85].

**Definition 2.3.** A locally conformal symplectic (LCS) structure of the first kind on a manifold $M$ of dimension $2n + 2$ is given by a triple $(\Omega, \theta, U)$ where $\Omega$ is a nondegenerate 2-form such that $d\Omega = \theta \wedge \Omega$, for some closed 1-form $\theta$, and $U$ is a vector field such that $\theta(U) \neq 0$ and $\mathcal{L}_U \Omega = 0$.

Clearly, from the above definitions one can see that a Vaisman manifold has an underlying LCS structure of the first kind. An alternative equivalent characterization of an LCS structure of the first kind is the following one.

**Definition 2.4.** A LCS structure of the first kind on a manifold $M$ of dimension $2n + 2$ is a pair $(\theta, \eta)$ of 1-forms such that:

(i) $\theta$ is closed;

(ii) the rank of $d\eta$ is $2n$ and $\theta \wedge \eta \wedge (d\eta)^n$ is a volume form.

So, in any LCK structure with an underlying LCS structure of the first kind (e.g. in any Vaisman manifold) the anti-Lee 1-form $\eta$ induces a contact structure on the kernel of the Lee 1-form $\theta$. In other words, the distribution $\ker \eta$ is maximally nonintegrable. In this paper we will consider the opposite case, where $\ker \eta$ is integrable.

In the remaining part of this section we prove two properties for general LCK manifolds that are useful to study the case when the anti-Lee vector field is Killing.

**Proposition 2.5.** Let $(M, J, g)$ be an LCK manifold. Then

\[(\mathcal{L}_V g)^\# = (\mathcal{L}_V J) \circ J.\]
Proof. Recall that in any LCK manifold one has \( L_V \Omega = 0 \). Thus
\[
0 = L_V(g \circ (\text{Id} \otimes J)) = (L_V g)(\text{Id} \otimes J) + g \circ (\text{Id} \otimes L_V J).
\]
Multiplying the above equality by \( \text{Id} \otimes J \) on the right hand we get
\[
0 = -(L_V g)(\text{Id} \otimes \text{Id}) + g \circ (\text{Id} \otimes (L_V J) \circ J).
\]
Thus
\[
L_V g = g \circ (\text{Id} \otimes (L_V J) \circ J).
\]
By raising the index we get the claim. \( \square \)

As a consequence, when the anti-Lee vector field \( V \) is Killing we obtain that it commutes with the Lee vector field \( U \).

Corollary 2.6. Let \((M, J, g)\) be an LCK manifold such that the anti-Lee vector field \( V \) is Killing. Then \( L_V J = 0 \) and hence \( [U, V] = 0 \).

Proof. Let \( V \) be Killing. Then by Proposition 2.5 we have
\[
L_V J = - (L_V g) \# \circ J = 0.
\]
Thus
\[
0 = (L_V J)U = [V, \theta] = J[V, U] = -J[V, U].
\]
Hence \( U \) and \( V \) commute. \( \square \)

3. Integrable LCK manifolds

So far, the most studied class of LCK manifolds are Vaisman manifolds, for which the distribution \( \text{ker} \eta \) is maximally non-integrable. In this paper we will study the class of LCK manifolds for which \( \text{ker} \eta = V^\perp \) is integrable.

Notice, that to be able to speak about the integrability of \( V^\perp \), we have to assume that \( V \) is non-zero everywhere, as otherwise \( \text{ker} \eta \) cannot be a smooth distribution, as its dimension jumps in the points where \( V_x = 0 \).

Definition 3.1. We say that an LCK manifold \((M, J, g)\) is integrable if the anti-Lee vector field \( V \) is everywhere non-zero and \( V^\perp \) is an integrable distribution.

Proposition 3.2. Let \((M, J, g)\) be an integrable LCK manifold. Then \( |\theta|^4 d\eta = d\eta(U, V) \cdot \theta \wedge \eta \).

Proof. Since \( V^\perp = \ker \eta \), we get that the integrability of \( V^\perp \) is equivalent to \( \eta \wedge d\eta = 0 \). Applying \( i_V \) to \( \eta \wedge d\eta = 0 \), we get \( |\theta|^2 d\eta - \eta \wedge i_V d\eta = 0 \), i.e. \( |\theta|^2 d\eta = \eta \wedge i_V d\eta \).

Next apply \( i_J \) to \( \eta \wedge d\eta = 0 \). Since \( i_J \eta = \theta \) and by Proposition 2.2 one has \( i_J d\eta = 0 \), we get \( \theta \wedge d\eta = 0 \). Applying \( i_V \) to the last equation we obtain \( |\theta|^2 d\eta = \eta \wedge i_V d\eta \), i.e. \( |\theta|^2 d\eta = \theta \wedge i_V d\eta \).

Combining it with \( |\theta|^2 d\eta = \eta \wedge i_V d\eta \), we get \( \eta \wedge i_V d\eta = \theta \wedge i_V d\eta \). Applying \( i_V \), we obtain \( |\theta|^2 \cdot i_V d\eta = \theta \cdot d\eta(V, U) \). Reusing \( |\theta|^2 d\eta = \eta \wedge i_V d\eta \), we get
\[
|\theta|^4 d\eta = \eta \wedge (|\theta|^2 \cdot i_V d\eta) = \eta \wedge d\eta(V, U) \cdot \theta = d\eta(U, V) \cdot \theta \wedge \eta.
\]

The next result will allow to compute the term \( d\eta(U, V) \) which appears in the above expression of \( d\eta \) and will be used to compute the commutator of the Lee and the anti-Lee vector fields in any integrable LCK manifold.
Theorem 3.3. Suppose $M^{2n+2}$ is an integrable LCK manifold. Then
\begin{equation}
|\theta|^2 \delta \theta + d\eta(U,V) + n|\theta|^4 = 0.
\end{equation}
In particular, if $M^{2n+2}$ has unitary Lee vector field one gets
\begin{equation}
\delta \theta + d\eta(U,V) + n = 0.
\end{equation}

Proof. Let $x \in M$. Choose a neighbourhood of $x$ where $\theta$ does not vanish and there
is an orthonormal frame $X_1, \ldots, X_{2n+2}$, such that $X_1 = |\theta|^{-1}U$ and $JX_k = X_{n+1+k}$
for $1 \leq k \leq n+1$. In particular, $X_{n+2} = |\theta|^{-1}V$. It is well known that codifferential
$\delta$ can be expressed as $\delta = \sum_{k=1}^{2n+2} i_{X_k} \nabla X_k$. Applying this expression to $\theta = g \circ (U \otimes \text{Id})$, we get
\begin{equation}
\delta \theta = -\sum_{k=1}^{2n+2} g(\nabla X_k U, X_k).
\end{equation}
Notice that we also have
\begin{equation}
\sum_{k=1}^{2n+2} g([U, X_k], X_k) = -\sum_{k=1}^{2n+2} g(\nabla X_k U, X_k),
\end{equation}
since $2g(\nabla_U X_k, X_k) = -(\nabla_U g)(X_k, X_k) + U(g(X_k, X_k)) = 0$ for all $k$. Thus
\begin{equation}
\delta \theta = \sum_{k=1}^{2n+2} g([U, X_k], X_k).
\end{equation}
As the next step we relate $g([U, X_k], X_k) + g([U, JX_k], JX_k)$ with $d\Omega(X_k, JX_k, U)$
for $2 \leq k \leq n+1$. We get
\begin{equation*}
d\Omega(X_k, JX_k, U) = (\theta \wedge \Omega)(X_k, JX_k, U) = \Omega(X_k, JX_k) \theta(U)
= g(X_k, J^2 X_k)|\theta|^2 = -|\theta|^2.
\end{equation*}
Now we compute $d\Omega(X_k, JX_k, U)$ using the definition of exterior derivative
\begin{equation*}
d\Omega(X_k, JX_k, U) = X_k(\Omega(JX_k, U)) - (JX_k)(\Omega(X_k, U)) + U(\Omega(X_k, JX_k))
- \Omega([X_k, JX_k], U) - \Omega([JX_k, U], X_k) - \Omega([U, X_k], JX_k).
\end{equation*}
The first three terms in the above sum vanish, and we get
\begin{equation*}
d\Omega(X_k, JX_k, U) = -i_U \Omega([X_k, JX_k]) + g([U, JX_k], JX_k) + g([U, X_k], X_k).
\end{equation*}
By separate computation we have
\begin{equation*}
i_U \Omega([X_k, JX_k]) = -\eta([X_k, JX_k]) = 0
\end{equation*}
since the integrability of $V^\perp$ implies that $[X_k, JX_k]$ is orthogonal to $V$, as both $X_k$
and $JX_k$ are orthogonal to $V$. Thus for $2 \leq k \leq n+1$
\begin{equation}
g([U, JX_k], JX_k) + g([U, X_k], X_k) = -|\theta|^2.
\end{equation}
Now we compute \( g([U, X_{n+2}], X_{n+2}) + g([U, X_1], X_1) \). Since \( X_1 \) is proportional to \( U \), we have that \( d\Omega(X_1, X_{n+2}, U) = 0 \). Hence
\[
0 = d\Omega(X_1, X_{n+2}, U) = X_1(\Omega(X_{n+2}, U)) - X_{n+2}(\Omega(X_1, U)) + U(\Omega(X_1, X_{n+2}))
\]
\[
- \Omega([X_1, X_{n+2}], U) - \Omega([X_{n+2}, U], X_1) - \Omega([U, X_1], X_{n+2})
\]
\[
= X_1(g(X_{n+2}, V)) - X_{n+2}(g(X_1, V)) + U(0)
\]
\[
+ i_U\Omega([X_1, X_{n+2}]) + g([U, X_{n+2}], X_{n+2}) + g([U, X_1], X_1)
\]
\[
= X_1(\eta(X_{n+2})) - X_{n+2}(\eta(X_1)) - \eta([X_1, X_{n+2}]) + g([U, X_{n+2}], X_{n+2}) + g([U, X_1], X_1)
\]
\[
= d\eta(X_1, X_{n+2}) + g([U, X_{n+2}], X_{n+2}) + g([U, X_1], X_1)
\]

Hence
\[
g([U, X_{n+2}], X_{n+2}) + g([U, X_1], X_1) = -d\eta(X_1, X_{n+2}) = -|\theta|^2 d\eta(U, V).
\]

Substituting (5) and (6) in (4), we get
\[
\delta\theta = -n|\theta|^2 - |\theta|^{-2}d\eta(U, V).
\]

Multiplying with \(|\theta|^2\), this gives
\[
|\theta|^2 \delta\theta + d\eta(U, V) + n|\theta|^4 = 0.
\]

Now we are ready to give a better expression for \( d\eta \) and to compute the commutator \([U, V]\).

**Theorem 3.4.** Let \((M^{2n+2}, J, g)\) be an integrable LCK manifold. Then
\[
d\eta = \left( \frac{\delta\theta}{|\theta|^2} + n \right) \eta \wedge \theta,
\]
\[
[U, V] = (\delta\theta + n|\theta|^2) V + J(\text{grad } |\theta|^2).
\]

**Proof.** The first equation is an immediate consequence of Proposition 3.2 and Theorem 3.3. To prove the second formula we compute the components of left and right sides of the equation with respect to the orthogonal decomposition \( \langle U \rangle \oplus \langle V \rangle \oplus \langle U, V \rangle \perp \) of the space of vector fields. For the \( V \)-component, by using Theorem 3.3 we get
\[
g([U, V], V) = \eta([U, V]) = U(\eta(V)) - d\eta(U, V) = U(|\theta|^2) - |\theta|^2 (\delta\theta + n|\theta|^2)
\]
\[
= -d(|\theta|^2)(JV) - |\theta|^2 (\delta\theta + n|\theta|^2)
\]
\[
= -g(\text{grad } |\theta|^2, JV) - |\theta|^2 (\delta\theta + n|\theta|^2)
\]
\[
= g(J \text{ grad } |\theta|^2, V) - g(V, V)(\delta\theta + n|\theta|^2)
\]
\[
= g(J \text{ grad } |\theta|^2 - (\delta\theta + n|\theta|^2) V, V).
\]
Next, applying $g(-, U)$ we obtain
\[
g([U, V], U) = \theta([U, V]) = -V(\theta(U)) - d\theta(U, V) = -V(|\theta|^2)
\]
\[
= -d(|\theta|^2)(U^U) = -g(\text{ grad } |\theta|^2, JU) = 0.
\]
Finally, for $X \in \langle U, V \rangle^\perp$
\[
g([U, V], X) = -\Omega([U, V], JX)
\]
\[
d\Omega(U, V, JX) = (\theta \wedge \Omega)(U, V, JX) = |\theta|^2 \Omega(V, JX) = -|\theta|^2 g(V, X) = 0.
\]
\[
U(\Omega(V, JX)) = -U(g(V, X)) = 0, \; \; V(\Omega(U, JX)) = -V(g(U, X)) = 0.
\]
\[
\Omega([V, JX], U) = g([V, JX], V) = \eta([V, JX])
\]
\[
= -d\eta(V, JX) + V(\eta(JX)) - (JX)(\eta(V)) = 0.
\]
\[
\Omega([JX, U], V) = -g([JX, U], U) = -\theta([JX, U])
\]
\[
= d\theta(JX, U) - (JX)(|\theta|^2) + U(\theta(JX)) = 0.
\]
Substituting (8-12) in (7), we get
\[
g([U, V], X) = g(J \text{ grad } |\theta|^2, X) = g(J \text{ grad } |\theta|^2 - (\delta \theta + n|\theta|^2)V, \; X).
\]
This completes the proof of the theorem.

In any integrable LCK manifold the distribution $\langle U, V \rangle^\perp$ is always integrable, as $\langle U, V \rangle^\perp = \ker \eta \cap \ker \theta$ and $d\theta = 0$. Recall that an LCK manifold is a Gauduchon Hermitian manifold if and only if $\delta \theta = 0$. In this case if the norm of $\theta$ is unitary the above theorem implies that also the complementary distribution $\langle U, V \rangle$ is integrable, as it is shown in the next result.
Corollary 3.5. Let \((M^{2n+2}, J, g)\) be an integrable LCK manifold such that the metric is Gauduchon and \(|\theta| = 1\). Then
\[
\begin{align*}
d\omega &= n \, \omega \wedge \theta \\
[U, V] &= n \, V.
\end{align*}
\]

One interesting special case of LCK manifolds is obtained when the Lee vector field is Killing. However, this cannot happen in a compact or, more generally, complete integrable LCK manifold.

Theorem 3.6. Let \((M, J, g)\) be an integrable LCK manifold such that the Lee vector field \(U\) is Killing. Then \(M\) is not complete.

Proof. By Theorem 3.4 we have
\[
\nabla_U V - \nabla_V U = (\delta \theta + n|\theta|^2)V + J(\text{grad }|\theta|^2).
\]

Since \(U\) is Killing we have that \(\nabla U\) is \(g\)-skew symmetric
\[
g(\nabla_V U, V) = g(\nabla U(V), V) = 0.
\]

Moreover, as \(\theta\) is the metric dual of \(U\) one has \(\delta \theta = 0\). Hence, if we take the scalar product by \(V\) of equation (14) we get
\[
g(\nabla_U V, V) = n|\theta|^4 + g(J(\text{grad }|\theta|^2), U)
\]
that is
\[
g(\nabla_U V, V) = n|\theta|^4 + U(|\theta|^2).
\]

Now,
\[
U(|\theta|^2) = U(g(V, V)) = 2g(\nabla_U V, V).
\]

Thus
\[
g(\nabla_U V, V) = \frac{1}{2}U(|\theta|^2).
\]

So, equation (15) becomes
\[
U(|\theta|^2) = -2n|\theta|^4
\]
that implies
\[
|\theta|^{-4}U(|\theta|^2) = -2n.
\]

Now, let \(p \in M\) and \(\gamma : I \to M\) be the maximal integral curve of \(U\) such that \(\gamma(0) = p\). Define
\[
h(t) = \frac{1}{|\gamma|^2} = \frac{1}{|U|^2} = \frac{1}{|\gamma(t)|^2}.
\]

Hence
\[
\frac{dh}{dt}(\gamma(t)) = -|\theta|^{-4}d(|\theta|^2)(\dot{\gamma}(t)) = -(|\theta|^{-4}U(|\theta|^2))(\gamma(t)).
\]

Thus (16) implies
\[
\frac{dh}{dt}(t) = 2n
\]

Thus we get
\[
\frac{1}{|\gamma(t)|^2} = 2nt + c
\]
where $c$ is a real constant. Hence
\[ |\dot{\gamma}(t)|^2 = \frac{1}{2nt + c} \]
so that $|\dot{\gamma}(t)|^2$ is not defined for $t = -\frac{c}{2n}$. Hence $U$ does not admit global integral curves. Therefore $M$ cannot be a complete manifold.

Next we consider the case of an integrable LCK manifold such that the anti-Lee vector field $V$ is Killing. In this case we can consider the transversal structure with respect to the foliation generated by $V$. In this case, by Corollary 2.6 we get $[U, V] = 0$. Therefore, from Theorem 3.4 we have
\[ (\delta \theta + n|\theta|^2) V = -J(\text{grad} |\theta|^2). \]
We obtain that if $M$ is compact then $\text{grad} |\theta|^2$ must be nonzero. Otherwise we would get
\[ \delta \theta = -n|\theta|^2 \]
that gives a contradiction, as it implies $\Delta \theta = 0$ and hence $\delta \theta = 0$. We obtain the following result.

**Corollary 3.7.** Let $(M^{2n+2}, J, g)$ be an integrable LCK manifold such that the anti-Lee vector field $V$ is Killing and $|\theta|$ is constant. Then $M$ is not compact.

4. **Integrable LCK Lie algebras.**

An LCK structure on a Lie algebra $\mathfrak{g}$ is given by $\Omega \in \bigwedge^2 \mathfrak{g}^*$, $g \in S^2 \mathfrak{g}^*$, $\theta, \eta \in \mathfrak{g}^*$, $J \in \text{End}(\mathfrak{g})$ such that
i) $g$ is positively defined;
ii) $\Omega = g \circ (\text{Id} \otimes J)$;
iii) $d\Omega = \Omega \wedge \theta$, where $d$ is Chevalley-Eilenberg differential;
iv) $d\theta = 0$;
v) $\eta = -iJ\theta$;
vi) $J$ is a complex structure, i.e. $J^2 = -\text{Id}$ and $N_J(X, Y) = 0$ for all $X, Y \in \mathfrak{g}$.
We will denote by $U$ the metric dual of $\theta$ and by $V$ the metric dual of $\eta$. To have an LCK structure on $\mathfrak{g}$ is the same as to have a right invariant LCK structure on the connected and simply connected Lie group $G$ with the Lie algebra $\mathfrak{g}$. The LCK Lie algebra $\mathfrak{g}$ is said to be integrable if $\eta \wedge d\eta = 0$.

Notice that given a right-invariant LCK structure on a Lie group $G$, we have $|\theta|$ constant. By rescaling the metric we can always assume that $|\theta| = 1$.

**Proposition 4.1.** Let $\mathfrak{g}$ be an integrable LCK Lie algebra. Then $\mathfrak{h} := \langle U, V \rangle^\perp$ is a Kähler ideal in $\mathfrak{g}$.

**Proof.** First we show that $\mathfrak{h}$ is an ideal in $\mathfrak{g}$. Let $X \in \mathfrak{g}$ and $Y \in \mathfrak{h}$. Then
\[ g([X, Y], U) = \theta([X, Y]) = -d\theta(X, Y) = 0, \]
\[ g([X, Y], V) = \eta([X, Y]) = -d\eta(X, Y). \]
From Theorem 3.3 we have that $d\eta(X, Y)$ is proportional to $(\eta \wedge \theta)(X, Y)$, which is zero since $\eta(Y) = g(Y, V) = 0$ and $\theta(Y) = g(Y, U) = 0$ for $Y \perp \langle U, V \rangle$. Hence $[X, Y]$ is orthogonal to both $U$ and $V$, i.e. $[X, Y] \in \mathfrak{h}$. Thus $\mathfrak{h}$ is an ideal.
We have $J\mathfrak{h} \subset \mathfrak{h}$, since for every $Y \in \mathfrak{h}$
\[
g(JY, U) = -g(Y, JU) = -g(Y, V) = 0
\]
\[
g(JY, V) = -g(Y, JV) = g(Y, U) = 0.
\]
Hence it induces an almost complex structure $J'$ on $\mathfrak{h}$. Moreover, since $J$ is integrable then $J' : \mathfrak{h} \to \mathfrak{h}$ is also integrable. Next, define $\omega$ as the pullback of $\Omega$ via the inclusion $i : \mathfrak{g} \to \mathfrak{h}$. For any triple $X, Y, Z \in \mathfrak{h}$, we get
\[
d\omega(X, Y, Z) = di^*\Omega(X, Y, Z) = i^*d\Omega(X, Y, Z) = i^*(\theta \wedge \Omega)(X, Y, Z) = 0.
\]
It is left to check that $g'(X, Y) = \omega(X, J'Y)$ is positive definite and Hermitian. But $g'$ is just the restriction of $g$ to $\mathfrak{h}$, so it is positive definite. Moreover,
\[
g'(Y, J'Z) = g(Y, JZ) = -g(JY, Z) = -g'(J'Y, Z),
\]
for $Y, Z \in \mathfrak{h}$. This completes the proof of the fact that $(g', J')$ is a Kähler structure on $\mathfrak{h}$. □

Let $\mathfrak{g}_1$ and $\mathfrak{g}_2$ be Lie algebras. An action of $\mathfrak{g}_1$ on $\mathfrak{g}_2$ is a linear map $\rho : \mathfrak{g}_1 \otimes \mathfrak{g}_2 \to \mathfrak{g}_2$, such that the corresponding map $\bar{\rho} : \mathfrak{g}_1 \to \text{End}(\mathfrak{g}_2)$ is a homomorphism of Lie algebras and its image lies in the subspace of derivations on $\mathfrak{g}_2$. Given an action $\rho$ of $\mathfrak{g}_1$ on $\mathfrak{g}_2$ we define a bracket on $\mathfrak{g}_1 \oplus \mathfrak{g}_2$ by
\[
[(a_1, b_1), (a_2, b_2)] = (\{a_1, a_2\}, \rho(a_1 \otimes b_2) - \rho(a_2 \otimes b_1) + [b_1, b_2]).
\]
It is well known that this bracket gives a structure of Lie algebra on $\mathfrak{g}_1 \oplus \mathfrak{g}_2$. The resulting Lie algebra is denoted by $\mathfrak{g}_1 \rtimes_\rho \mathfrak{g}_2$ and is called a semi-direct product of $\mathfrak{g}_1$ and $\mathfrak{g}_2$.

**Corollary 4.2.** Let $\mathfrak{g}$ be an integrable LCK Lie algebra and $\mathfrak{h} = \langle U, V \rangle^\perp$. Then $\mathfrak{g} \cong \langle U, V \rangle \rtimes_\rho \mathfrak{h}$, where $\rho(U) = ad_U|_\mathfrak{h}$ and $\rho(V) = ad_V|_\mathfrak{h}$.

**Proof.** Due to Proposition 4.1, the only thing to check is that $\langle U, V \rangle$ is a Lie subalgebra of $\mathfrak{g}$. By Theorem 3.4, we have for the corresponding right-invariant LCK structure on the 1-connected Lie group of $\mathfrak{g}$
\[
[U, V] = (\delta\theta + n|\theta|^2)V + J(\text{grad}|\theta|^2) = (\delta\theta + n)V,
\]
since $|\theta| = 1$ by our assumption. Hence $\langle U, V \rangle$ is a Lie subalgebra. □

We can say more about an integrable LCK Lie algebra if it is unimodular, that is, if $tr(ad_X) = 0$, for each $X \in \mathfrak{g}$. In [Han57], Hano proved that every unimodular Kähler Lie algebra $\mathfrak{h}$ is meta-abelian, i.e. $\mathfrak{h}^{(2)} = 0$. In particular, $\mathfrak{h}$ is solvable. We will show that there is a similar result for integrable LCK Lie algebras.

**Theorem 4.3.** Let $\mathfrak{g}$ be a unimodular integrable LCK Lie algebra. Then $\mathfrak{g}$ is solvable.

**Proof.** By Proposition 4.1, $\mathfrak{h} = \langle U, V \rangle^\perp$ is a Kähler ideal in $\mathfrak{g}$. Hence by the above mentioned Hano’s result $\mathfrak{h}^{(2)} = 0$.

Next we show that $\mathfrak{g}^{(2)} \subset \mathfrak{h}$. This will immediately imply that $\mathfrak{g}^{(4)} = 0$, i.e. that $\mathfrak{g}$ is solvable. We have $\mathfrak{g}^{(1)} \subset U^\perp$. Indeed, for any $X, Y \in \mathfrak{g}$
\[
g([X, Y], U) = \theta([X, Y]) = -d\theta(X, Y) = 0.
\]
Hence $\mathfrak{g}^{(2)} \subset [U^\perp, U^\perp]$ and
\[
[U^\perp, U^\perp] = [(V) \oplus \mathfrak{h}, (V) \oplus \mathfrak{h}] \subset \langle [V, V] \rangle + [V, \mathfrak{h}] + [\mathfrak{h}, \mathfrak{h}] \subset \mathfrak{h} + \mathfrak{h}^{(1)} = \mathfrak{h}.$
Theorem 4.4. Let \( \mathfrak{g} \) be an integrable LCK Lie algebra, \( U \) its Lee vector, and \( V = JU \). If \([U, V] = cV\) with \( c > -1\), \( c \neq 0\), then \([\mathfrak{g}, \mathfrak{g}] = U^\perp\). In particular,  
\([\mathfrak{g}, \mathfrak{g}] \subset U^\perp\) for every unimodular integrable LCK Lie algebra.

Proof. We have \([\mathfrak{g}, \mathfrak{g}] \subset U^\perp\), since for any \( X, Y \in \mathfrak{g} \)
\[
g([X, Y], U) = \theta([X, Y]) = -d\theta(X, Y) = 0.
\]
Thus we only have to check the inclusion \( U^\perp \subset [\mathfrak{g}, \mathfrak{g}]\). Observe that \( V = [(1/c)U, V] \in [\mathfrak{g}, \mathfrak{g}]\). We get the vector space filtration of \( \mathfrak{g} \)
\[
(V) \subset [\mathfrak{g}, \mathfrak{g}] \subset U^\perp \subset \mathfrak{g}.
\]
If the inclusion \([\mathfrak{g}, \mathfrak{g}] \subset U^\perp\) is proper, then there exists a non-zero \( X \in [\mathfrak{g}, \mathfrak{g}]^\perp \cap U^\perp\).
We are going to show that no such \( X \) can exist if \( c > -1\) and \( c \neq 0\).

Suppose \( X \in [\mathfrak{g}, \mathfrak{g}]^\perp \cap U^\perp \subset V^\perp \cap U^\perp\), \( X \neq 0\). Without loss of generality we can assume \( g(X, U) = 1\).

First we show \([U, JX] = -JX\). We start by showing that \([U, JX]\) is in \( \langle U, V \rangle^\perp\).
We will use that \( JX \in \langle U, V \rangle^\perp\), which holds since \( X \in \langle U, V \rangle^\perp\) and \( \langle U, V \rangle^\perp\) is \( J\)-invariant. We have
\[
g([U, JX], U) = \theta([U, JX]) = -d\theta(U, JX) = 0
\]
\[
g([U, JX], V) = \eta([U, JX]) = -d\eta(U, JX) = -c(\eta \wedge \theta)(U, JX) = 0.
\]
We also have \([U, JX] \perp X\), since \( X \in [\mathfrak{g}, \mathfrak{g}]^\perp\). Next we check that \( g([U, JX], JX) = -1\). We have
\[
g([U, JX], JX) = \Omega([U, JX], X)
\]
\[
= -d\Omega(U, JX, X) - \Omega([JX, X], U) - \Omega([X, U], JX)
\]
\[
= -(\theta \wedge \Omega)(U, JX, X) - g([JX, X], V) + g([X, U], X).
\]
The last term in the above expression vanishes since \( X \in [\mathfrak{g}, \mathfrak{g}]^\perp\). Further
\[
g([JX, X], V) = \eta([JX, X]) = -d\eta(JX, X) = -c(\eta \wedge \theta)(JX, X) = 0.
\]
Thus, returning to the computation started in (20), we get
\[
g([U, JX], JX) = -(\theta \wedge \Omega)(U, JX, X) = -\Omega(JX, X) = -g(JX, JX) = -1.
\]
It is left to check that \([U, JX] \subset \langle U, V, JX \rangle\). Let \( Y \in \langle U, V, JX \rangle^\perp\). Then
\[
g([U, JX], Y) = -\Omega([U, JX], JY)
\]
\[
= d\Omega(U, JX, JY) + \Omega([JX, JY], U) + \Omega([JY, U], JX)
\]
\[
= (\theta \wedge \Omega)(U, JX, JY) + g([JX, JY], V) - g([JY, U], X).
\]
The last term vanishes once again since $X \in [\mathfrak{g}, \mathfrak{g}]^\perp$. The second term is zero since
\[
g([JX, JY], V) = \eta([JX, JY]) = -d\eta(JX, JY) = -c(\eta \wedge \theta)(JX, JY) = 0.
\]
For the first term we have
\[
(\theta \wedge \Omega)(U, JX, JY) = \Omega(JX, JY) = -g(JX, Y) = 0.
\]
Therefore $g([U, JX], Y) = 0$ and $[U, JX] = -JX$ as claimed.

Next, we show $[V, JX] = 0$. The strategy is the same as before. We have $[V, JX] \perp X$, since $X \in [\mathfrak{g}, \mathfrak{g}]^\perp$. Further
\[
g([V, JX], U) = \theta([V, JX]) = -d\theta(V, JX) = 0
\]
and
\[
g([V, JX], V) = \eta([V, JX]) = -d\eta(V, JX) = -c(\eta \wedge \theta)(V, JX) = 0.
\]
Now let $Y \in (U, V, X)^\perp$. Then
\[
g([V, JX], Y) = -\Omega([V, JX], JY)
\]
\[
= d\Omega(V, JX, JY) + \Omega([JX, JY], V) + \Omega([JY, V], JX)
\]
\[
= (\theta \wedge \Omega)([V, JX], JY) - g([JX, JY], U) - g([JY, V], X).
\]

The first term is trivially zero. The last term vanishes since $X \in [\mathfrak{g}, \mathfrak{g}]^\perp$. Finally
\[
g([JX, JY], U) = \theta([JX, JY]) = -d\theta(JX, JY) = 0.
\]
Hence $[V, JX] = 0$.

We are ready to show that
\[
g([U, [V, X]] - [V, [U, X]] - c[V, X], JX) < 0
\]
which will produce contradiction, since by Jacobi identity we have
\[
[U, [V, X]] - [V, [U, X]] - c[V, X] = [[U, V], X] - c[V, X] = [cV, X] - c[V, X] = 0.
\]
Let $X, JX, Y_1, \ldots, Y_{2n-2}$ be an orthonormal basis of $\mathfrak{h} = \langle U, V \rangle^\perp$. Since $\mathfrak{h}$ is an ideal of $\mathfrak{g}$, we have $[V, X], [U, [V, X]] \in \mathfrak{h}$. To compute $g([U, [V, X]], JX)$, we first consider the basis decomposition of $[V, X]$
\[
[V, X] = g([V, X], X)X + g([V, X], JX)JX + \sum_{k=1}^{2n-2} g([V, X], Y_k)Y_k.
\]
Notice that $g([V, X], X) = 0$, since $X \in [\mathfrak{g}, \mathfrak{g}]^\perp$. Next we use integrability of $J$ to compute $g([V, X], JX)$. We get
\[
g([V, X], JX) = g(-J[JU, X], X) = g([U, X] - [JU, JX] + [JU, JX], X)
\]
\[
= g([U, X], X) - g([JU, JX], X) + g(J[U, JX], X).
\]
The first two terms vanish since $X \in [\mathfrak{g}, \mathfrak{g}]^\perp$. Continuing the computation and using $[U, JX] = -JX$, we get
\[
g([V, X], JX) = g(J[U, JX], X) = g(J(-JX), X) = g(X, X) = 1.
\]
Therefore
\[
[V, X] = JX + \sum_{k=1}^{2n-2} g([V, X], Y_k)Y_k
\]
Applying $g([U, -], JX)$ to the above equation and using again that $[U, JX] = -JX$, we obtain

\[(23) \quad g([U, [V, X]], JX) = -1 + \sum_{k=1}^{2n-2} g([V, X], Y_k) g([U, Y_k], JX). \]

Now we will show $g([U, Z], JX) = -g([V, JX], Z)$ for every $Z \in \langle U, V, X, JX \rangle^\perp$ of length one. Using integrability of $J$, we get

\[
g([U, Z], JX) = g(J[V, Z], X) = g(-[V, Z] + [JV, JZ] - J[V, JZ], X) = -g([V, Z], X) + g([JV, JZ], X) + g([V, JZ], JX).
\]

The first two terms above vanish since $X \in [g, g]^\perp$. Hence

\[
g([U, Z], JX) = g([V, JZ], X) = \Omega([V, JZ], X)
\]

\[= -d\Omega(V, JZ, X) - \Omega([JZ, X], V) - \Omega([X, V], JZ)
\]

\[= -(\theta \wedge \Omega)(V, JZ, X) + g([JZ, X], U) + g([X, V], Z)
\]

\[= -g([V, X], Z),
\]

where in the last step we used $[JZ, X] \in g^{(1)} \subset U^\perp$. Using the above formula with $Z = Y_k$, we can write $g^{(23)}$ as

\[(24) \quad g([U, [V, X]], JX) = -1 - \sum_{k=1}^{2n-2} g([V, X], Y_k)^2.
\]

Next we compute $g([V, [U, X]], JX)$. We start by writing $[U, X]$ in the chosen orthonormal basis of $\mathfrak{h}$

\[
[U, X] = g([U, X], X)X + g([U, X], JX)JX + \sum_{k=1}^{2n-2} g([U, X], Y_k)Y_k.
\]

Notice that $g([U, X], X) = 0$ since $X \in [g, g]^\perp$. As $J$ is integrable, we get

\[
g([U, X], JX) = g(J[V, X], X) = g(-[V, X] + [JV, JX] - J[V, JX], X)
\]

\[= -g([V, X], X) + g([JV, JX], X) + g([V, JX], JX) = 0,
\]

where the first two terms vanish because $X \in [g, g]^\perp$ and the last term is zero because we showed before that $[V, JX] = 0$. Hence

\[
[U, X] = \sum_{k=1}^{2n-2} g([U, X], Y_k)Y_k.
\]

Applying $g([V, -], JX)$ to the last expression, we obtain

\[(25) \quad g([V, [U, X]], JX) = \sum_{k=1}^{2n-2} g([U, X], Y_k) g([V, Y_k], JX).
\]

Next, we check that for every $Z \in \langle U, V, X, JX \rangle^\perp$, $g([V, Z], JX) = g([U, X], Z)$ holds. Applying the integrability of $J$, we have

\[
g([V, Z], JX) = g(-J[U, Z], X) = g([U, Z] - [JU, JZ] + J[U, JZ], X)
\]

\[= g([U, Z], X) - g([JU, JZ], X) - g([U, JZ], JX).
\]
The first two terms above vanish as $X \in [g, g]^\perp$. Thus we can continue computation as follows

\begin{align*}
g([V, Z], JX) &= -g([U, JZ], JX) = -\Omega([U, JZ], X) \\
&= d\Omega(U, JZ, X) + \Omega([JZ, X], U) + \Omega([X, U], JZ) \\
&= (\theta \wedge \Omega)(U, JZ, X) + g([JZ, X], V) - g([X, U], Z) \\
&= \Omega(JZ, X) + \eta([JZ, X]) + g([U, X], JZ) \\
&= g([U, X], Z).
\end{align*}

With $g([V, Z], JX) = g([U, X], Z)$, the equation (25) becomes

\begin{equation}
g([V, [U, X]], JX) = \sum_{k=1}^{2n-2} g([U, X], Y_k)^2.
\end{equation}

Now we substitute (24), (26), and (22) into the left side of (21) and obtain

\begin{equation}
-1 - \sum_{k=1}^{2n-2} g([V, X], Y_k)^2 - \sum_{k=1}^{2n-2} g([U, X], Y_k)^2 - c < -1 + 1 = 0,
\end{equation}

since $c > -1$. □

Besides of proving that every unimodular Kähler Lie algebra is meta-abelian, Hano also showed in [Han57] that every nilpotent unimodular Kähler Lie algebra is abelian. Using this result we can improve conclusion of Proposition 4.1 under the additional assumption that the algebra in question is unimodular.

**Theorem 4.5.** Let $g$ be an unimodular integrable LCK Lie algebra. Then $\mathfrak{h} = \langle U, V \rangle^\perp$ is a Kähler abelian ideal.

**Proof.** By Theorems 4.3, 4.4 the nilradical of $g$ is $U^\perp$ and contains $\mathfrak{h}$. Hence $\mathfrak{h}$ is a nilpotent ideal. By Proposition 4.1 $\mathfrak{h}$ is a Kähler ideal. Hence by Hano’s theorem $\mathfrak{h}$ is abelian. □

### 5. Construction of integrable LCK Lie algebras

In view of Corollary 4.2, it is natural to ask which semi-direct products of a Kähler Lie algebra with a two dimensional lie algebra admit an integrable LCK structure.

For this we fix a constant $c \in \mathbb{R}$ and consider the Lie algebra $\mathfrak{r}_{2,c}$ with a basis $U$, $V$ and the Lie bracket $[U, V] = cV$. Notice, that the algebras with $c \neq 0$ are mutually isomorphic and this algebra is usually denoted by $\mathfrak{r}_2$. We equip $\mathfrak{r}_{2,c}$ with almost Hermitian structure by $g(U, U) = g(V, V) = 1$ and $JU = V$. It is easy to check that this structure is Kähler.

Consider a Kähler Lie algebra $\mathfrak{h}$ with two derivations $u$, $v$ such that $[u, v] = cv$. Then we define an action of $\mathfrak{r}_{2,c}$ on $\mathfrak{h}$ by $U \mapsto u$, $V \mapsto v$ and denote the corresponding semi-direct product by $\mathfrak{r}_{2,c} \ltimes_{u,v} \mathfrak{h}$. We endow $\mathfrak{r}_{2,c} \ltimes_{u,v} \mathfrak{h}$ with the product almost Hermitian structure. Notice that since $\mathfrak{r}_{2,c} \ltimes_{u,v} \mathfrak{h}$ is not a direct product of Lie algebras, the resulting fundamental 2-form on $\mathfrak{r}_{2,c} \ltimes_{u,v} \mathfrak{h}$, in general, is not closed. Also, the integrability of the almost complex structure on $\mathfrak{r}_{2,c} \ltimes_{u,v} \mathfrak{h}$ does not follow from the integrability on the factors. It is not difficult to verify the following claim.
Proposition 5.1. Let \( g^{2n+2} \) be an integrable LCK Lie algebra, \( c = \delta \theta + n, \ h = \langle U, V \rangle \). Denote \( \text{ad}_u(h) \) and \( \text{ad}_v(h) \) by \( u \) and \( v \), respectively. Then \( g \) and \( \mathfrak{r}_{2,c} \times_{u,v} h \) are isomorphic as almost Hermitian Lie algebras.

This shows that every integrable LCK Lie algebra can be constructed as a semi-direct product \( \mathfrak{r}_{2,c} \times_{u,v} h \). In the next proposition we identify them among all almost Hermitian Lie algebras of the form \( \mathfrak{r}_{2,c} \times_{u,v} h \).

Proposition 5.2. Let \( h \) be a Kähler Lie algebra, \( c \in \mathbb{R} \), and \( u, v \) derivations on \( h \) such that \([u, v] = cv\).

1. The almost complex structure \( J \) on \( \mathfrak{r}_{2,c} \times_{u,v} h \) is integrable if and only if
   \[
   [v + J_u, J] = 0.
   \]

2. The fundamental 2-form \( \Omega \) on \( \mathfrak{r}_{2,c} \times_{u,v} h \) is LCS with the Lee form \( \theta = U^\flat \) if and only if
   \[
   J + u^* J + Ju = 0, \quad v^* J + Jv = 0,
   \]
   where \( x^\ast \) denotes the adjoint operator of \( x \in \text{End}_\mathbb{R}(h) \).

3. The almost Hermitian structure on \( \mathfrak{r}_{2,c} \times_{u,v} h \) is an integrable LCK structure with Lee form \( \theta \) if and only if both conditions (27) and (28) hold.

Proof. The almost complex structure \( J \) on \( \mathfrak{r}_{2,c} \times_{u,v} h \) is integrable if and only if \( N_J(X, Y) = 0 \) for every \( X \in \mathfrak{r}_{2,c} \) and \( Y \in h \). Indeed, if both \( X \) and \( Y \) belong to the same factor then the vanishing of \( N_J \) on the pair \( X, Y \) follows from the integrability of almost complex structure on this factor. Next, since for every almost complex structure \( N_J(JX, Y) = -JN_J(X, Y) \) and \( N_J \) is bilinear, \( J \) is integrable if and only if \( N_J(Y, U) = 0 \) for all \( Y \in h \). Now
   \[
   N_J(U, Y) = -[U, Y] + [JU, JY] - J[JU, Y] - J[U, JY] = -[U, Y] + [V, JY] - J[V, Y] - J[U, JY] = uJ^2 Y + vJY - JvY - JuJY = [v + uJ, J]Y.
   \]

Hence \( J \) is integrable if and only if \([v + uJ, J] = 0\).

Now we compute the 3-form \( d\Omega - \theta \wedge \Omega \) on \( \mathfrak{r}_{2,c} \times_{u,v} h \). We write \( \omega \) for the Kähler 2-form on \( h \). Since \( d\omega = 0 \), we get that \( d\Omega \) evaluated on triples \( X, Y, Z \in h \) vanishes. It is also clear that \( \theta \wedge \Omega \) vanishes on \( \Lambda^3 h \). For every \( Z \in h \), we have
   \[
   (d\Omega - \theta \wedge \Omega)(U, V, Z) = -\Omega(d\omega) = -\Omega([V, Z], U) - \Omega([Z, U], V) - \Omega(V, Z) = 0,
   \]
   as \([U, V] = cV \) and \( h \) is an ideal orthogonal to \( \langle U, V \rangle \) by construction. Finally, let \( X, Y \in h \). Then
   \[
   (d\Omega - \theta \wedge \Omega)(U, X, Y) = -\Omega([U, X], Y) - \Omega([X, Y], U) - \Omega([Y, U], X) - \Omega(X, Y) = -g(uX, JY) + 0 + g(uY, JX) - g(X, JY) = g(JuX + u^* JX + JX, Y),
   \]
   \[
   (d\Omega - \theta \wedge \Omega)(V, X, Y) = -\Omega([V, X], Y) - \Omega([X, Y], V) - \Omega([Y, V], X) = -g(vX, JY) + 0 + g(vY, JX) = g(JvX + v^* JX, Y),
   \]
   Since \( g \) is non-degenerate on \( h \), we get that \( d\Omega - \theta \wedge \Omega \) vanishes if and only if \( u^* J + Ju + J = 0 \) and \( v^* J + Jv = 0 \).

The last claim of the proposition is a consequence of the first two. \(\square\)
Denote by $H_{n,c}$ the class of triples $(\mathfrak{h}, u, v)$ where $\mathfrak{h}$ is a Kähler Lie algebra of dimension $2n$, and $u, v$ are derivations on $\mathfrak{h}$ such that
\begin{equation}
[u, v] = cv, [v + uJ, J] = 0, v^*J + Jv = 0, J + u^*J + Ju = 0.
\end{equation}

We say that $(\mathfrak{h}, u_1, v_1)$ and $(\mathfrak{h}, u_2, v_2) \in H_{n,c}$ are isomorphic if there is an isomorphism $\phi: \mathfrak{h}_1 \rightarrow \mathfrak{h}_2$ of Kähler Lie algebras, such that $u_2 \circ \phi = \phi \circ u_1$ and $v_2 \circ \phi = \phi \circ v_1$. It is routine to check the following result.

**Proposition 5.3.** Let $(\mathfrak{h}, u_1, v_1)$ and $(\mathfrak{h}, u_2, v_2) \in H_{n,c}$. Then the LCK Lie algebras $\mathfrak{r}_{2,c} \ltimes u_1, v_1 \mathfrak{h}_1$ and $\mathfrak{r}_{2,c} \ltimes u_2, v_2 \mathfrak{h}_2$ are isomorphic if and only if $(\mathfrak{h}, u_1, v_1)$ and $(\mathfrak{h}, u_2, v_2)$ are isomorphic.

Denote by $A_{n,c}$ the subclass of $H_{n,c}$ consisting of triples $(\mathfrak{h}, u, v)$ with abelian $\mathfrak{h}$. Next we describe unimodular integrable LCK Lie algebras in terms of triples in $H_{n,c}$.

**Theorem 5.4.** Let $(\mathfrak{h}, u, v) \in A_{n,n}$. Then the Lie algebra $\mathfrak{r}_{2,n} \ltimes u, v \mathfrak{h}$ is unimodular. Every unimodular integrable LCK Lie algebra is isomorphic to $\mathfrak{r}_{2,n} \ltimes u, v \mathfrak{h}$ for some $(\mathfrak{h}, u, v) \in A_{n,n}$.

**Proof.** The second claim of the theorem is a direct consequence of Corollary 4.2, Theorem 4.5, and Proposition 5.2.

Now, we have to show that $\mathfrak{g} = \mathfrak{r}_{2,n} \ltimes u, v \mathfrak{h}$ is unimodular if $(\mathfrak{h}, u, v) \in A_{n,n}$. Since $\mathfrak{h}$ is an abelian ideal we get $\text{tr}(\text{ad}_x) = \text{tr}(\text{ad}_y|\mathfrak{h}) = 0$ for every $x \in \mathfrak{h}$. Next $\text{tr}(\text{ad}_u) = n + \text{tr}(u)$ and $\text{tr}(\text{ad}_v) = \text{tr}(v)$, since $[U, V] = nV$ and $u = \text{ad}_U|\mathfrak{h}$, $v = \text{ad}_V|\mathfrak{h}$. We have $\text{tr}(uv) = \text{tr}([u, v]) = 0$, hence also $\text{tr}(v) = 0$. Now, multiply $J + u^*J + Ju = 0$ with $(-J)$ from the left. We get $\text{Id} - Ju^*J + Ju = 0$. Thus
\[
\text{tr}(u) = -2n + \text{tr}(Ju^*J) = -2n + \text{tr}(J^2u^*) = -2n - \text{tr}(u^*) = -2n - \text{tr}(u).
\]

Hence $\text{tr}(u) = -n$ and $\text{tr}(\text{ad}_U|\mathfrak{h}) = n - n = 0$. This shows that $\mathfrak{r}_{2,n} \ltimes u, v \mathfrak{h}$ is unimodular.

**Remark 5.5.** There is a one-to-one correspondence between isoclasses in $A_{n,c}$ and $A_{n,1}$ for any $c \neq 0$ given by
\begin{equation}
A_{n,c} \rightarrow A_{n,1}
\end{equation}
\[
(\mathfrak{h}, u, v) \mapsto \left( \mathfrak{h}, \frac{1}{c}u + \frac{1 - c}{2c} \text{Id}, \frac{1}{c}v \right).
\]

Now, we can define direct sums on $A := \bigsqcup_{n \geq 0} A_{n,1}$ and define the notion of indecomposable elements. Collecting all the previous results we see that the classification of unimodular integrable LCK Lie algebras up to LCK Lie algebra isomorphism is reduced to the classification of indecomposable triples in $A$. We will treat this problem in a separate article.

Notice that we cannot extend the correspondence (30) to a correspondence between $H_{n,c}$ and $H_{n,1}$. Indeed, if $u$ is a derivation on $\mathfrak{h}$, then $\frac{1}{c}u + \frac{1 - c}{2c} \text{Id}$ is a derivation on $\mathfrak{h}$ if and only if $\text{Id}$ is a derivation on $\mathfrak{h}$. But this is possible only if $\mathfrak{h}$ is abelian.

The next example shows that $A_{n,c}$ can be a proper subset of $H_{n,c}$. We take $n = 1, c = -1$, and $\mathfrak{h}$ to be the Kähler algebra with the basis $A, B$ such that
\[
g(A, A) = g(B, B) = 1, J A = B, \ [A, B] = A.
\]
We define the operators $u$ and $v$ on $\mathfrak{h}$ by
\[ uA = -A, \ uB = 0, \ vA = 0, \ vB = -A. \]
The operators $u$ and $v$ are derivations on $\mathfrak{h}$
\[ u[A, B] = uA = -A = [A, B] = [uA, B] + [A, uB], \]
\[ v[A, B] = vA = 0 = [vA, B] + [A, -A] = [vA, B] + [A, vB]. \]
Next, we check that $u$ and $v$ satisfy the conditions (29). We have
\[ ([u, v] + v)A = -vA = vA = 0, \]
\[ ([u, v] + v)B = uvB + vB = u(-A) - A = A - A = 0. \]
Hence $[u, v] = -v$. Moreover,
\[ (J + u^*J + Ju)A = B + u^*B - JA = B + 0 - B = 0, \]
\[ (J + u^*J + Ju)B = -A - u^*A + 0 = -A + A = 0, \]
\[ (v^*J + Jv)A = v^*B + 0 = 0, \]
\[ (v^*J + Jv)B = -v^*A - JA = B - B = 0. \]
It is left to show that $v + uJ$ commutes with $J$. But, in fact, $v + uJ = 0$
\[ (v + uJ)A = 0 + uB = 0, \]
\[ (v + uJ)B = -A - uA = -A + A = 0. \]

6. Four-dimensional unimodular integrable LCK Lie algebras.

The description of all four-dimensional unimodular integrable LCK Lie algebras can be done either by filtering the list of all 4-dimensional LCK Lie algebras obtained in [AO20] or by classifying isomorphism classes in $A_{1,1}$.

We go by the second path as it involves less computation. Notice that for every $(\mathfrak{h}, u, v) \in A_{1,1}$ the operator $v$ is nilpotent. Indeed, $\text{ad}_v$ is a nilpotent operator on $\mathfrak{g} = \mathfrak{r}_{2,n} \ltimes_{u,v} \mathfrak{h}$, since $V \in U^\perp = \mathfrak{g}^{(1)}$ and $\mathfrak{g}^{(1)}$ is a nilpotent ideal, as $\mathfrak{g}$ is solvable due to Theorem 4.3. Hence also the restriction of $\text{ad}_v$ on $\mathfrak{h}$ is nilpotent.

We distinguish two cases. The first one when $v = 0$ and the second when $\text{rank}(v) = 1$.

For $v = 0$ the conditions (29) reduce to
\[ [Ju, J] = 0, \ J + u^*J + Ju = 0. \]
The first condition is equivalent to $[u, J] = 0$. Let $X$, $JX$ be an orthonormal basis of $\mathfrak{h}$. Then by an easy computation from $[u, J] = 0$ and $J + u^*J + Ju = 0$ we obtain that the matrix of $u$ in this basis has the form
\[ \left( \begin{array}{cc} -\frac{1}{2} & -b \\ b & -\frac{1}{2} \end{array} \right). \]
Then, for every $Y \in \mathfrak{h}$ of length one we get $g(uY, JY) = b$ and $g(uY, Y) = -(1/2)$.
Hence to each triple $(\mathfrak{h}, u, v)$ we can associate a real number $b \in \mathbb{R}$. It can be shown that two triples are isomorphic if and only if they have the same parameter $b$. So we get a one-parameter family of integrable LCK Lie algebras. Denote by $\mathfrak{g}_b$ the LCK Lie algebra constructed from a triple $(\mathfrak{h}, u, v)$ with the parameter $b$.

The family of Lie algebras $\mathfrak{g}_b$ can be identified with the family $\mathfrak{r}_{4,7,\delta}$ in [AO20], where the extra parameter $\delta > 0$ is due to the lack of normalization of $U$. The family $\mathfrak{g}_b$ was thoroughly studied in Section 3.3.2 of [AO18]. In particular, it was
identified for which parameters \( b \) the 1-connected Lie group associated to \( \mathfrak{g}_b \) admits a cocompact discrete subgroup.

In the case \( \text{rank}(v) = 1 \) the subspace \( \ker v \) is one-dimensional. Choose \( X \in \ker v \) of length one. Then the relations (29) imply that the matrices of \( u \) and \( v \) in the basis \( X, JX \) are

\[
[u] = \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix} \quad [v] = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]

This shows that there is exactly one isomorphism class of such triples \((h, u, v)\) with \( \text{rank}(v) = 1 \). The corresponding Lie algebra is denoted by \( \mathfrak{d}_4 \) in the list of LCK Lie algebras of [AO20]. The corresponding 1-connected Lie group contains a cocompact discrete subgroup. This fact was first claimed in [dACFM 89], with erroneous justification, and then shown to be true in [Saw07].

7. Final remarks

It is possible to produce many examples of unimodular integrable LCK Lie algebras in any dimension \( 2n + 2 \). For example, we can start with the triple \((h, u, v) \in A_{1,1}\), where \( u \) and \( v \) are given by (31). Then \((\mathfrak{h}^{\mathbb{Z}_n}, u^{\mathbb{Z}_n}, v^{\mathbb{Z}_n}) \in A_{n,1}\). Using the correspondence (30) we get a triple \((\bar{h}^{\mathbb{Z}_n}, \bar{u}^{\mathbb{Z}_n}, \bar{v}^{\mathbb{Z}_n}) \in A_{n,n}\) where the matrices of \( \bar{u} \) and \( \bar{v} \) are

\[
[\bar{u}] = \begin{pmatrix} \frac{1}{2}(n - 1) & 0 \\ 0 & -\frac{1}{2}(n + 1) \end{pmatrix} \quad [\bar{v}] = \begin{pmatrix} 0 & n \\ 0 & 0 \end{pmatrix}.
\]

Given a solvable Lie group \( G \) with right-invariant LCK structure, it is always possible to construct a quotient manifold \( M \) of \( G \) such that the resulting LCK structure on \( M \) is not globally conformal Kähler. For this we take the discrete subgroup \( \Gamma = \exp(\mathbb{Z}U) \) of \( G \) and define \( M = G/\Gamma \). We consider the induced LCK structure on \( M \). Define the closed loop \( \gamma : [0, 1] \to M \) by \( \gamma(t) = \pi \circ \exp(Ut) \), where \( \pi : G \to M \) is the canonical projection. Then the integral of the Lee 1-form along \( \gamma \) is given by

\[
\int_{\gamma} \theta = \int_{0}^{1} \theta(\dot{\gamma}(t))dt = \int_{0}^{1} \theta(U_{\gamma(t)})dt = 1.
\]

If \( \theta \) on \( M \) were exact, say \( \theta = d\alpha \) then we would have by Stokes theorem

\[
\int_{\gamma} \theta = \int_{\gamma} d\alpha = \int_{\partial\gamma} \alpha = 0.
\]

Hence \( \theta \) is not exact on \( M \) and the LCK structure on \( M \) is not globally conformal Kähler.

Combining the above two constructions, we get examples of integrable LCK manifolds, which are not globally conformal Kähler in every even dimension greater than 2.
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