Calibration of a superconducting gravimeter with an absolute atom gravimeter
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Abstract. We present a 27-days long common view measurement of an absolute cold atom gravimeter (CAG) and a relative iGrav superconducting gravimeter, which we use to calibrate the iGrav scale factor. This allowed us to push the CAG long-term stability down to the level of 0.5 nm.s$^{-2}$. We investigate the impact of the duration of the measurement on the uncertainty in the determination of the correlation factor and show that it is limited to about 3‰ by the coloured noise of our cold atom gravimeter. A 3-days long measurement session with an additional FG5X absolute gravimeter allows us to directly compare the calibration results obtained with two different absolute meters. Based on our analysis, we expect that with an improvement of its long term stability, the CAG will allow to calibrate the iGrav scale factor to better than the per mille level (1σ level of confidence) after only one-day of concurrent measurements for maximum tidal amplitudes.

1. Introduction

Because of their high sensitivity, low drift and reasonable maintenance costs, superconducting gravimeters (SG) [1] are today the key instruments for the continuous monitoring of gravity variations. Nevertheless, being relative meters, they need to be calibrated and their drift to be determined, the methods for this being summarised for instance in Refs. [2] and [3]. For their calibration, one can either use long tidal measurements [4], induce controlled gravity changes by displacing masses, or the SG itself [5], [6], [7], [8], perform co-located measurements with relative spring...
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gravimeters [9], [10] or with absolute gravimeters (AG) [11], [12], [13], this last method being today the most common. Although less precise in the end than using a calibration platform [8], it has the advantage that it does not require moving the SG. Moreover, this is the only method which allows in addition to evaluate precisely the SG drift. With free fall corner cube AGs, such as the FG5s [14], a precision of 1‰ is typically reached in less than a week of concurrent measurement [13], [2], [15], [16], [3], [17].

For applications in geophysics [18], [19], [20], [21] the accurate determination of the SG scale factor is important, and a long term stability of the gravity measurements is desirable. This motivates the regular intercomparison of SGs with AGs in order to track SGs drifts, potential changes in their scale factor, as well as offsets related to maintenance operations, or uncontrolled systematic effects.

Atom gravimeters based on atom interferometry [22] offer new measurement capabilities, by combining high sensitivities [23], [24], [25], [26] and accuracies at the best level of a few tens of nm.s$^{-2}$ [23], [27], [28], with the possibility to perform continuous measurements [23], [29], [30], [31], [32]. Being absolute meters, their scale factor is accurately determined and do not need calibration. This is essential for applications in the frame of fundamental metrology, such as for the determination of the Planck constant with a Kibble balance [33] and new realisation of the kilogram in the revised International System of Units [34]. As AGs, they are expected to play a role in the quest for the establishment of a global absolute gravity reference system and frame [35]. The study of long-term stability of atom gravimeters, as for any type of AGs, requires the precise knowledge of temporal fluctuations of gravity, in order to be able to separate them from fluctuations of systematic effects in the sensors. Even the best tide models are not enough for that purpose, as they do not account for all processes that do change the local value of gravity. This prevented us for a long time to assess the long-term stability of our Cold Atom Gravimeter (CAG), such as in Ref. [29] where one could not assess whether the long-term stability of a 12-days continuous gravity measurement was limited by the instrument or by the tidal model. In 2013, the comparison of our measurements with an improved tidal model allowed to demonstrate a stability of 2 nm.s$^{-2}$ at 1 000 s measurement time [25]. Nevertheless, direct comparisons between different sensors, and in particular with SGs, is preferable. In 2015, the GAIN gravimeter of Humboldt-Universität zu Berlin reached an unprecedented stability of 0.5 nm.s$^{-2}$ in $10^5$ s of measurement time when compared to an Observatory SG (OSG) [26].

Since the very beginning of 2013, we operate a superconducting gravimeter in our gravity laboratory at LNE [36]. The CAG also operates in this laboratory since the end of the CIPM Key Comparison CCM.G-K1 which occurred during ICAG’09 [37]. Since then, we have been continuously working at improving the instrument performance, except when participating to comparisons in other laboratories [38], [39] or demonstrating the capabilities of atom interferometers [40] in the LSBB underground facility for the MIGA project [41]. We performed a one-month
long gravity measurement performed simultaneously by the iGrav005 and the CAG, to investigate the long term stability of our atomic instrument. We present in this paper this measurement and take advantage to study the calibration of the SG and discuss the uncertainty of this calibration.

2. Continuous common view gravity measurement with atom and superconducting gravimeters

The LNE gravimetry laboratory is equipped with a 33 m² pillar, large enough to accommodate several AGs at a time for intercomparisons. A superconducting gravimeter (iGrav005) is operating since 2013 at one of the pillar’s corners. It is placed on top of a rock pedestal, so as to raise the measurement height of the instrument at mid human height (∼ 0.95 m) which reduces the gravity effect of the CAG operators. Figure 1 shows the two gravimeters, the iGrav005 on the stone and the CAG at the centre of the laboratory. They are located 3.5 m apart in the horizontal plane and their measurement height differs by 0.1 m. The direct comparison between these two instruments is of interest as they rely on very different measurement methods, and do not in principle suffer from common systematic effects that might exist when comparing instruments of the same technology, if not from the same family.

The iGrav output signal is the feedback signal that controls the levitation of a superconducting sphere in a magnetic field generated with superconducting coils [1]. When gravity changes, this output feedback signal, a voltage, is modified. As for the CAG, the signal of interest is a frequency chirp applied to the interferometer lasers, which continuously stirs the phase of the interferometer to the center of the fringe pattern [29], [40]. The CAG has already been presented in detail, for instance in [29]. We recall here the features mostly relevant for this study. Its measurement height is 0.835 m. In short, it performs cyclic measurements of $g$, with a cycle time of 380 ms. Its principle of operation is based on the realisation of a Mach Zehnder type atom interferometer with $^{87}$Rb cold atoms. A measurement protocol, also described in [29], and based on alternating 4 different measurement configurations, allows to reject most of the systematics. Each measurement configuration is repeated 100 times after which a number of relevant parameters, such as tilts, optical powers and frequency quartz reference for example, are monitored. It leads to a gravity measurement average over 177 s. The CAG accuracy has recently been improved to 20 nm.s$^{-2}$ [28] but was in the range 40-50 nm.s$^{-2}$ for the measurements presented in the following.

Figure 2 displays the results of a continuous gravity measurement session performed with the two instruments (CAG and iGrav) from April the 7th to May the 4th of 2015. Signals severely perturbed by the occurrence of an earthquake, or by a failure of the CAG due to lasers going out of lock have been removed, leading to a few gaps in the data. The iGrav005 data are corrected for a linear drift of $(0.027 \pm 0.006)$ nm.s$^{-2}$.d$^{-1}$ evaluated over 4 years from 2014 to 2018.

 doi.org/10.5880/igets.tr.l1.001
**Figure 1.** Picture of the LNE gravimetry laboratory. A 6 m × 5.5 m pillar can host several gravimeters at a time for calibration and comparison campaigns. The iGrav005 is installed onto a cubic stone attached to the laboratory pillar at one of its corners. The CAG is placed at the center of the pillar. The FG5X-220 of Institute of Geodesy of Leibniz University Hannover is installed at one of the four remaining measurement stations.

**Figure 2.** Continuous gravity signals as measured by the CAG (in black) and the iGrav005 (in blue) from April the 7th to May the 4th of 2015. Data are averaged over the same duration of 177 s for both instruments. The difference $\delta g$ between the two instrument measurements after the calibration of the iGrav scale factor is represented in grey on the bottom graph ($\delta g = g_{CAG} - g_{Grav}$). A shorter sample spanning over a week-end is highlighted in black.
3. Instrumental delays

As for tidal analysis [19], an accurate timing of the data is required when comparing the gravity variations of the two instruments to calibrate the iGrav output signal [9], [42]. The effect of a lack of synchronisation on the calibration of the SG depends on the amplitude of gravity variations and the duration of the common view measurement. For a 11 days session, which allows to observe tides with large and small amplitudes, with 30 s averaged data to filter and decrease the noise, a 30 s difference between the two instrument timings leads to an effect lower than 0.1‰ on the calibration factor (CF) determination such as results of [9], [42]. For a one day session, the effect varies from 0.2‰ to 0.01‰ depending on the magnitude of the tides. The time stamping of CAG data is performed by the clock of its control computer, which is locked on UTC via the NTP protocol. The iGrav SG uses a GPS receiver to correct GPS time into UTC. In addition, one should also take into account delays due to the time response of the sensors to gravity changes. While the CAG suffers negligible delay when considering the time of the measurement at the middle of the interferometer, appreciable delays are present in the case of the SG, owing not only to their mechanical response function but also on the use of additional filters. A precise determination of the response function can in principle be performed via self calibration, but this functionality was not available in our iGrav. While the theoretical transfer function given in the iGrav Operator Manual allows us to estimate a delay of 10.9 s, Ref. [43] points out the need for considering instead real transfer functions, which can differ for each SG. A rough confirmation of this delay was obtained via the direct measurement of the gravity change when bringing suddenly 4 operators next to the meter and having them sit on the floor. We observed a gravity change by \((11.6 \pm 0.3) \text{ mm.s}^{-2}\) with a delay of \((11 \pm 1)\) s, in agreement with the theoretical estimation. Finally, this delay could also be extracted from the analysis of the time correlation between the signals of the two meters of figure 2, which allows for the determination of a delay of \((10.3 \pm 0.3)\) s. Note that these last two methods determine the overall SG delay, including additional delays by the data acquisition system [44].

4. Direct calibration of the superconducting gravimeter

Methods to calibrate SGs have already been investigated in detail in [11], [13] and later improved in [42]. The relationship between the two signals (expressed in nm.s\(^{-2}\) for the CAG and in volts for the iGrav) can simply be determined via a simple linear regression:

\[
AG = CF \times SG + \text{Offset}
\]  

(1)

In ref. [11] a linear drift was added to take into account possible drift between AG and SG observations. When using new generation AGs (model FG5) refs. [45] and [13] did not include any additional linear or polynomial part, but based the CF determination on equation [1]. When the calibration involve such as a calibrated SG versus a spring gravimeter to be calibrated for instance, the use of polynomials is required [46]. The
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The polynomial term has the advantage of removing any drift of the SG or any residual drift after an imperfect drift removal. It can then also in principle remove drifts due to fluctuations of uncontrolled systematic effect of the AG. We will discuss them in section 8. In such a case, the polynomial term prevent to discriminate the relative contribution of the two instruments in the adjusted drift. Given that we are interested in assessing the potential of high stability atom gravimeters for the purpose of calibrating SGs, we choose first not to use additional polynomials for our study, though it is a common practice, which was shown to improve the CF determination in Ref. [9].

Figure 3 illustrates the correlation between the measurements of the two instruments. We used equation 1 to determine the CFs over two sets of data of different lengths. The first set displayed in grey corresponds to the whole measurement period of 27-days, while the second in black corresponds to a more quiet period of 1.7-days, starting before midnight on a Friday and ending after midday on the next Sunday, the noise during weekends being reduced by the absence of on site human activity.

We obtain two calibration factors of respectively \((-898.25 \pm 0.20) \text{ nm.s}^{-2}/V\) and \((-899.00 \pm 0.50) \text{ nm.s}^{-2}/V\), in agreement within their uncertainties, which are given here by the errors of the fits (1σ), ie the standard errors of the regression slopes. The first calibration factor was then used to convert the SG voltage samples into gravity data, and the difference between CAG and the calibrated SG measurements was calculated. This difference is displayed in the bottom part of figure 2. A statistical analysis of this difference over the two sets of data was then performed by calculating their Allan standard deviations, which are displayed on figure 4. For the selected 1.7-day period, the Allan standard deviation averages down to 0.5 - 0.6 nm.s\(^{-2}\), with a \(\tau^{-1/2}\) slope characteristic of white noise, as already observed in [26]. As for the Allan standard deviation of the 27-days common view measurement, it also decreases with the same slope down to the 2 - 3 nm.s\(^{-2}\) level for about 3 000 - 4 000 s, but reaches a plateau for larger averaging times.

5. Segmented duration analysis

To perform a statistically relevant study of the uncertainty associated with the calibration factor determination, several independent such determinations would be required. We thus take advantage of the time-length of the measurement to carry out a segmented analysis and calculate an iGrav CF for each day of measurement. The 27 resulting one-day calibration factors are displayed in figure 5 with uncertainties given by the errors of the linear fits. Remarkably, the standard deviation of the one-day CFs, which amounts to 2.77 nm.s\(^{-2}\)/V, is three times larger than the mean value of the errors of the fits of 1.05 nm.s\(^{-2}\)/V. This tends to indicate that the errors of the fits underestimate the uncertainty in the CF determinations. The peak-to-peak variation of the one-day CFs is 10 nm.s\(^{-2}\)/V, twice smaller than in Ref. [2], where a similar analysis was carried out between a SG and a FG5 AG over a similar 27-days long period, with peak to peak gravity variations up to 2 400 nm.s\(^{-2}\).
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Figure 3. Calibration of the iGrav output signal for the whole 27-days long measurement period (in grey) and for a selected shorter 1.7-day long period (in black).

Figure 4. Allan Standard deviations of the difference between the CAG and iGrav gravity signals, for the whole 27-days long measurement period (in grey) and for a selected shorter 1.7-day long period (in black).

We stress here that the observed variations of the CFs are not correlated with changes of the signal to noise ratio (S/N) which we define here as the ratio between i) the difference between maximal and minimal tidal values over the one-day long observation and ii) the Allan standard deviation of the signal for an averaging time of 177 s, which we take here as the short term noise. Such variation can in practice impact the CF as discussed in Ref. [42]. Nevertheless, given that SG data are averaged over a relatively long duration of 177 s, the SG noise is here too small to lead to significant attenuations of the CFs, comparable to the amplitude of the fluctuation we observe on figure 5. Yet, one can notice that the CF values determined for large peak-to-peak tide amplitudes,
and in particular between day 57 129 and 57 135, show less scattering.

Here, as for the global CF determination of previous section, we used equation 1 for each day segment analysis. As discussed later, we repeated the protocol with a polynomial part added to equation 1 which did not modify the results whereas we used first or second order polynomial.

Figure 5. iGrav one-day calibration factors. The error bars are the errors of the individual fits. The dashed purple line represents the peak-to-peak tidal gravity change over one day.

To better understand the figure 5 behavior and compare the results we obtain with simulated data, we generated a synthetic AG signal, obtained out of the iGrav output signal converted into a gravity signal with the first CF obtained in figure 3, to which a white noise of the same amplitude as the short term noise of the CAG was added. We then used this synthetic signal to calibrate the iGrav, repeating our segmented analysis, but for different measurement durations, spanning from 7 h to 200 h. As the total common view measurement is 27-days long, we obtained several distributions with numbers of samples ranging from 91 to 3 respectively. We report on figure 6 the standard deviations of these distributions as open blue dots, as well as the corresponding means of the errors of the fits as grey diamonds, and we find a fair agreement between them. This shows that the mean errors of the fits are good estimates of the uncertainties in the CF determinations when the differential noise between the sensors is white. By contrast, the same analysis performed with the real CAG signal shows a different behavior. Indeed, the standard deviations, which are displayed as blue dots on figure 6, clearly feature a plateau, showing that measurements longer than about a day do not help to reduce the uncertainty on the CF determination. On the other hand, for durations of up to a day or so, the errors of the CF fits could be taken as reasonable estimators of the uncertainty of the CFs, despite being about twice overoptimistic. With this analysis, we understand that the behaviors we observe with the real data are related to coloured noise. Though at this stage, the question remains in principle open whether the coloured noise arises
from the CAG or from the iGrav, we attribute it to the CAG. Indeed, the Allan standard deviations of the residuals of the gravity data corrected from tides, with a tidal model obtained with a spring gravimeter two years long continuous measurement session which improved the initial determination of Ref. [36], and from atmospheric effects, show for the CAG a behavior similar to the grey curve of figure 4 whereas, for the iGrav005, the stability is about three times lower at a 10 000 s averaging time.

![Figure 6](image)

**Figure 6.** Statistic analysis of iGrav CF determinations for different durations of measurement segmentation. Standard deviations of the distribution of the CFs are represented in blue dots: full dots for the real CAG data, and open dots for the synthetic AG signal. Grey diamonds display the means of the errors of the CF fits for the synthetic signal.

### 6. Comparison of calibrations with different types absolute gravimeters

In Ref. [47], the authors calibrated a SG with four FG5 AGs during a single measurement session. The different CFs they obtained agreed with each other, demonstrating the robustness of using any FG5 AG for such calibration. Yet, one could not exclude a possible unaccounted-for bias because the experiment was limited to only FG5 AGs, which motivates carrying similar studies with AGs relying on different technologies.

To do so, we took the opportunity of a measurement campaign organised in the frame of the ITOC project [48] to welcome again in the LNE gravimetry laboratory the free fall corner cube gravimeter FG5-220 of the Institute of Geodesy of Leibniz University Hannover, in its improved version [49], namely the FG5X-220. As a remark, absolute gravity measurements performed by the AGs agree with a difference of 1 nm.s$^{-2}$ compatible with their measurement uncertainties. But, of particular interest for the present study, we took advantage of a week-end to perform a common view continuous measurement between the three instruments (iGrav, CAG, FG5X) to repeat the analysis presented above in section 5. Note that for these measurements, i) the FG5X-220
performed one free fall every 30 s continuously during close to 3 days, a duration not far from the 4-5 days required to calibrate an SG at the 1‰ level with an FG5, according to [13]; ii) the CAG cycling $g$ measurement was 360 ms which led to $g$ measurement averaged over 164 s in the protocole summarised in section 2 and iii) the maximum gravity difference due to peak-to-peak tide variations was $1500 \text{ nm.s}^{-2}$.

6.1. Global and segmentation analysis

Figure 7 presents the results of the statistical analysis of the iGrav CFs determined for segment sizes varying from 4 h to 62.5 h, corresponding respectively to numbers of independent determinations of the CF ranging from 15 to 1. We used the FG5X-220 drops and verified that the FG5X values were not affected by aliasing effect due to the 30 s measurement period [50]. The analysis leads to a CF difference of $(3.2 \pm 2.2) \text{ nm.s}^{-2}/V$ for the whole measurement duration. The mean of the errors of the CF fit, which we take here as fair estimates of the uncertainties in the CF determinations, is three times better for the CAG determination due to its better short term sensitivity [25]. Nevertheless, in principle these uncertainties associated to the FG5X could be reduced by increasing the repetition rate. Expressed as in many papers [13], [2], [15], [10], [3], [10], [51] in relative units, it corresponds to a relative uncertainty of $0.7\%$ for the CAG and $2.3\%$ for the FG5X. The latter value being compatible with similar previous studies [13].

Figure 7. Mean calibration factors of the iGrav005, and mean CF fit errors, obtained with the CAG (full dots and diamonds) and the FG5X-220 (opened squares and diamonds) for different durations of segmentation of the measurement.
6.2. Focus on one-day segmentation

As the measurement with the FG5X was not exactly 3-days long, we then split the measurement data into 3 slightly overlapping periods of 1 day length in order to perform three 1-day analysis such as the one presented in figure [5]. The overlap between two consecutive segments is of order of 10%. Figure 8 displays the results of these 1-day analysis for both instruments. As in the analysis of section [5], the CFs vary from one day to the other: 7.5 nm.s\(^{-2}\)/V peak-to-peak with the CAG and 17.8 nm.s\(^{-2}\)/V with FG5X. As expected from the above global analysis we do not find statistically resolved differences between the CFs of the CAG and the FG5X, their differences being lower than their combined 2\(\sigma\) uncertainties. Nevertheless, the two determinations of the first day lie a bit off with respect to the 2 others.

![Figure 8](image)

**Figure 8.** iGrav calibration factors determined during three consecutive one-day common view measurements obtained with the CAG (blue dots) and FG5X-220 (opened squares). The 1\(st\) day result obtained with CAG measurement corrected from a linear drift (see Fig. 9) is represented with a cyan dot. The error bars are the individual fit errors.

7. Discussion of the results

In principle, differences in the CFs represented in figure [8] could be explained either by

\(i\) real gravity fluctuations, which are not perfectly correlated between the instruments,

\(ii\) instability of the SG,

\(iii\) instability of the AGs. The proximity between the sensors (1.4 m between iGrav and FG5X-220, 2.1 m between FG5X-220 and CAG and 3.5 m between iGrav and CAG) rules out the first hypothesis. For the second, even if SGs have been shown to be stable [52], we cannot at this stage exclude a problem with ours. To investigate this, we calculated CFs by comparing SG data corrected from pressure and polar motion effects with the tidal model improved from [36] presented in section [5]. We then found the three one-day determinations in agreement within 0.8 nm.s\(^{-2}\)/V,
with an average value of (-897.3 ± 0.3) nm.s^{-2}/V, confirming the good behavior of the SG. Finally, gravity measurements from the three meters were corrected from the same tidal model and other corrections mentioned above, leading to the residuals displayed in figure 9. For a better readability, the three curves are offset by 15 nm.s^{-2}. While SG residuals can be attributed to imperfect tidal predictions and corrections, the AG residuals display clear drifts which we attribute to bias instabilities. Residuals for both AGs do show a similar trend (a linear drift) at the beginning, while after about a day, the CAG residual remain more or less stable while the FG5X residual drifts in the opposite direction. We calculated daily linear drifts for each instruments, which are displayed as dashed lines in figure 9. For instance a drift of (-10.19 ± 0.06) nm.s^{-2}.d^{-1} was found over the first day for the CAG. Correcting CAG data from this drift changes the first CF value by 5.4 nm.s^{-2}/V, and brings it as expected closer to the two others (see the point in cyan in figure 8). A similar analysis with FG5X show the same behavior. When correcting from a quadratic drift the global 3 days analysis, we reduce the difference between the CFs down to (1.2 ± 2.2) nm.s^{-2}/V. This clearly shows that the determinations are affected by the instabilities of the AGs.

When the fluctuation is "deterministic", such as in the case of a linear (or eventually polynomial) trend, one can account for it in the fit formula for the CF determination [11]. While this turns efficient in the example above, we found no significant difference in the dispersion of the figure 2 CFs for the 27-days measurement when adding in the fit a drift, be it linear or quadratic. This arises from the fact that AGs instabilities are not necessarily well captured by linear or polynomial trends. Nevertheless, for peak-to-peak gravity variations ranging from 900 nm.s^{-2} to 2 000 nm.s^{-2} over a day, we find with the CAG that error fit represented in figure 6 could lead to CF relative uncertainty better than the 1‰ level (1σ) as early as one day of measurement. This is all the more true for higher gravity variations.

More generally, our analyse is well in line with the recent study of Ref. [53] which highlights the crucial impact of long-term instabilities of AGs for SG calibrations and also shows the absolute atom instruments capabilities and the potential they offer for the determination of precise SG CFs. In particular the unprecedented measurement stability of 0.5 nm.s^{-2} obtained with an AG [26] allows for determining the CF with a relative uncertainty of 0.3‰ in a 5.8 d measurement during peak-to-peak gravity variations of 1 200 nm.s^{-2}.

8. Instrumental fluctuations

We finally investigate the sources of the drifts observed in the residuals represented in figure 9 by looking at correlations with relevant experimental parameters.

We found no correlation between the residuals and any of the parameters monitored for the FG5X. However this instrument class has a tendency to lose its verticality due to temperature variation for exemple, which thus decrease gravity value. This parameter is not monitored during measurements. Despite the laboratory temperature varied of
0.15°C peak-to-peak during the measurement, we cannot exclude a thermal and/or mechanical effect relaxation on the alignments due to operator manual adjustments on the sensor. The verticality could have varied during the week-end measurement and came back to the initial value when we enter back in the laboratory.

The trend in the CAG data is well correlated with a drift in the optical powers of the lasers used to drive the interferometer. The evolution of these laser optical powers leads to an evolution of the so-called two photon light shift (TPLS) [54]. It drifted linearly with a trend expressed in terms of acceleration, of $+14.4 \text{ nm.s}^{-2}\cdot\text{d}^{-1}$ during gravity trend was $-10.2 \text{ nm.s}^{-2}\cdot\text{d}^{-1}$ and then remained stable. The initial trend due to TPLS is not enough to explain the gravity trend. Other parameters fluctuate in the CAG measurements. They are mostly due to the initial cold atom source position that can fluctuate with optical power and polarisation of other optical beams used to cool down the atoms [55]. When released, the atomic cloud expands and the atoms sample inhomogeneous laser wavefronts distortions across the laser beam, which leads to the so-called wavefront aberration bias [29], [28] and so to measurement instabilities. While variations of the TPLS were the dominant source of instability for the measurements up to 2014, the implementation of laser intensity locks since then allowed to improve the long term stability. For the 27-days long measurement session presented above, this effect kept a constant value of $(39.7 \pm 0.4) \text{ nm.s}^{-2}$, so that we attribute the dispersion of the CFs to variations of the wavefront aberration bias.
9. Repeated calibrations over 7 years

To conclude with the iGrav005 CFs, figure 10 displays as black dots the results of repeated calibration campaigns realised with the CAG since 2013. The dispersion of the CFs is there comparable to the one of the CFs obtained in this paper for one-day calibrations (displayed on the same figure as blue dots), and comparable to the 15 nm.s$^{-2}$/V peak-to-peak fluctuations obtained again with FG5 in other works (over 5 months in [45] and over 10 years in [3]).

![Figure 10](image_url)

**Figure 10.** Calibration factors of the iGrav005 obtained with the CAG since 2013 (full dots). The blue dots display the 1-day calibration CFs presented in figures 5 and 8. The opened squares display the CF obtained with the FG5X-220 in figure 8.

Given that we do not expect that the mean of many such determinations would be biased, we take the average of all the measurements as our best estimate of our CF with a very conservative uncertainty given by the standard deviation of the distribution. It amounts to (-897.6 ± 2.7) nm.s$^{-2}$/V.

10. Conclusion

We have performed the calibration of the relative SG iGrav005, using a 27-days long common view measurement with the SYRTE atomic absolute gravimeter CAG. This allowed to evaluate the long term stability of the residuals obtained by taking the difference between gravity data of the CAG and the calibrated SG. The Allan standard deviation of these residuals can reach 0.5 nm.s$^{-2}$ after averaging over close to two days for a selected quiet period, but tend to flicker at a level of about 2 - 3 nm.s$^{-2}$ when averaging over the whole period. We attribute this behavior to instabilities of CAG systematic effects rather than instabilities of the SG. By carrying out a detailed statistical analysis and a comparison with simulated data, we show how the CAG instability imposes a
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limit on the relative uncertainty of the determination of the SG calibration factor, of about 3‰ (1σ). This could be improved well below the ‰ level with an improved long term stability of the CAG. In particular we found relative errors for the fits of the CF below the ‰ level, for peak-to-peak gravity variations larger than 1500 nm.s$^{-2}$ in a day of measurement. As an example, we demonstrated 0.5‰ after less than 2 days of measurement with a selected quiet set of data. A comparison with the calibrations realised with a corner cube FG5X gravimeter has also been performed, which shows the better performance of the CAG. Moreover, the iGrav calibration factors determined by these two types of sensors, are found in reasonable agreement but do exhibit fluctuations arising from bias instabilities.
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