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Abstract—We analyze the problem of estimating a signal from multiple measurements on a group action channel that linearly transforms a signal by a random group action followed by a fixed projection and additive Gaussian noise. This channel is motivated by applications such as multi-reference alignment and cryo-electron microscopy. We focus on the large noise regime prevalent in these applications. We give a lower bound on the mean square error (MSE) of any asymptotically unbiased estimator of the signal’s orbit in terms of the signal’s moment tensors, which implies that the MSE is bounded away from 0 when $N/\sigma^2d$ is bounded from above, where $N$ is the number of observations, $\sigma$ is the noise standard deviation, and $d$ is the so-called moment order cutoff. In contrast, the maximum likelihood estimator is shown to be consistent if $N/\sigma^2d$ diverges.
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I. INTRODUCTION

In this paper, we consider the problem of estimating $x \in \mathbb{R}^L$ with $N$ measurements from the group action channel, defined as

$$Y_j = P G_j x + \sigma Z_j \in \mathbb{R}^K, \quad j = 1, \ldots, N, \quad (I.1)$$

where the $Z_j$ are i.i.d and drawn from $\mathcal{N}(0, I_K)$, i.e. $Z_j \in \mathbb{R}^K$ and its entries are i.i.d standard Gaussian variables; $P \in \mathbb{R}^{K \times L}$ is a projection matrix which is known; $G_j$ are i.i.d. matrices drawn from a distribution $\Theta$ on a compact subgroup $\Theta \equiv O(L)$, i.e. the space of orthogonal matrices in $\mathbb{R}^L$. The distribution $\Theta$ is not known, however the main goal is to estimate the signal $x \in \mathbb{R}^L$.

The goal of this paper is to understand the sample complexity of (I.1), i.e. the relation between the number of measurements and the noise standard deviation such that an estimator $\hat{X}$ of $x$, converges in probability to the true value with $N$ diverging, up to a group action. Allowing for a group action is intrinsic to the problem: if we apply an element $g$ of $\Theta$ to $x$, and its inverse $g^{-1}$ to the right of $\hat{X}$, we will produce exactly the same samples, thus there is no estimator $\hat{X}$ that is able to distinguish the observations that originate from $x$ and the ones from $gx$.

The model (I.1) is a generalization of multi-reference alignment (MRA), which arises in a variety of engineering and scientific applications, among them structural biology \textsuperscript{1,2}, \textsuperscript{3}, radar \textsuperscript{4,5}, robotics \textsuperscript{6} and image processing \textsuperscript{7,8,9}. The one-dimensional MRA problem, where $\Theta$ is the group generated by the matrix $R$ that cyclically shifts the elements of the signal, i.e. it maps $(x_1, \ldots, x_L) \mapsto (x_L, x_1, \ldots, x_{L-1})$, has been recently a topic of active research. In \textsuperscript{10}, it was shown that the sample complexity is $\omega(\sigma^6)$ when $\Theta$ is the uniform distribution and the projection matrix is the identity.

In \textsuperscript{11} it was presented a provable polynomial time estimator that achieves the sample complexity, while in \textsuperscript{12} it was presented a non-convex optimization framework that is more efficient in practice. Note that, when the projection matrix is the identity, we can always enforce a uniform distribution on $\Theta$ by applying a random group action, i.i.d. and drawn from the uniform distribution, to the observations. In \textsuperscript{13}, it was shown that $\omega(\sigma^6)$ is also the sample complexity if $\Theta$ is unknown beforehand but is uniform or periodic, this is, $\Theta = R^L\Theta$ for some $1 \leq \ell \leq L - 1$. However, if $\Theta$ is aperiodic, the sample complexity is $\omega(\sigma^4)$. It is also presented an efficient estimator that uses the first and second moments of the signal over the group, which can be estimated with order of $\sigma^2$ and $\sigma^4$ observations, respectively, thus achieving the sample complexity. The main result in this paper is a generalization of the information lower bound presented in \textsuperscript{13}, however the proof techniques remain the same.

We can also use (I.1) to model the problem of single particle reconstruction in cryo-electron microscopy (cryo-EM), in which a three-dimensional volume is recovered from two-dimensional noisy projections taken at unknown viewing directions \textsuperscript{14,15}. Here $x$ is a linear combination of products of spherical harmonics and radial basis functions, $\Theta \equiv SO(3)$, and its elements act on $x$ by rotating the basis functions. Finally, $P$ is a tomographic projection onto the $xy$ plane. The paper \textsuperscript{16} considers the problem (I.1) with $\Theta$ being known and uniform. It obtains the same result for the sample complexity as this paper, and together with results from computational algebra and invariant theory verifies that in many cases the sample complexity for the considered cryo-EM model is $\omega(\sigma^6)$, and at least $\omega(\sigma^4)$ more generally. They also consider the problem of heterogeneity in cryo-EM.

II. THE MAIN RESULT

Since we can only determine $x$ up to a group action, we define the best alignment of $\hat{X}$ with $x$ by

$$\phi_x(\hat{X}) = \arg\min_{z \in \{gx \}_g \in \Theta} \|z - x\|. \quad (II.1)$$

and the mean square error (MSE) as

$$\text{MSE} := \mathbb{E} \left[ \min_{g \in \Theta} \|g\hat{X} - x\|^2 \right],$$

$$= \mathbb{E} \left[ \|\phi_x(\hat{X}) - x\|^2 \right]. \quad (II.2)$$
The expectation is taken over \( \hat{X} \), which is a function of the observations with distribution determined by \( (I.1) \). Since we are interested in estimators that converge to an orbit of \( x \) in probability as \( N \) diverges, we only consider estimators which are asymptotically unbiased, i.e., \( \mathbb{E}[\phi_{\hat{X}}(\hat{X})] \to x \) as \( N \to \infty \). However the results presented in this paper can be adapted to biased estimators (see Theorem II.2).

Let us introduce some notation regarding tensors. For a vector \( x \in \mathbb{R}^L \), we denote by \( x \otimes n \) the \( L \otimes n \) dimensional tensor where the entry indexed by \( k = (k_1, \ldots, k_n) \in \mathbb{Z}_L^n \) is given by \( \prod_{j=1}^n x[k] \). The space of \( n \)-dimensional tensors forms a vector space, with sum and multiplication defined entry-wise. This vector-space has inner product and norm defined by 

\[
\langle A, B \rangle = \sum_{k \in \mathbb{Z}_L^n} A[k]B[k] \quad \text{and} \quad \|A\|^2 = \langle A, A \rangle,
\]

**Definition II.1.** The \( n \)-th order moment of \( x \) over \( \theta \), is the tensor of order \( n \) and dimension \( \bar{K}^n \), defined by

\[
M^n_{x, \theta} := \mathbb{E}[(PGx) \otimes n],
\]

where \( G \sim \theta \).

In this paper, we provide lower bounds for the MSE in terms of the noise standard deviation and the number of observations. We show that the MSE is bounded below by order of \( N/\sigma^{2\bar{d}} \), where \( \bar{d} \) is the moment order cutoff, defined as the smallest such that the moment tensors up to order \( \bar{d} \) define \( x \) unequivocally. We also show that if \( N >> \sigma^{2\bar{d}} \), then the marginalized maximum likelihood estimator (MLE) converges in probability to the true signal (up to a group action). We now present the main result of the paper.

**Theorem II.2. Consider the estimation problem given by equation \( (I.1) \). For any signal \( \hat{x} \in \mathbb{R}^L \) such \( \phi_{\hat{x}}(\hat{x}) \neq x \) and for any group distribution \( \theta \), let \( K^n_{\hat{x}, \theta} = \frac{1}{N} \| M^n_{\hat{x}, \theta} - M^n_{x, \theta} \|^2 \),

\[
d_{\hat{x}, \theta} = \inf \{ n : K^n_{\hat{x}, \theta} > 0 \}
\]

and define the moment order cutoff as \( \bar{d} = \max d_{\hat{x}, \theta} \). Finally let

\[
\lambda_N = N/\sigma^{2\bar{d}}.
\]

We have

\[
\text{MSE} \geq \sup_{\hat{x}, \theta, d_{\hat{x}, \theta} = \bar{d}} \left\{ \frac{\|\phi_{\hat{x}}(\hat{x}) - x\|^2}{\exp(\lambda_N^d K_{\hat{x}, \theta}^d) - 1 + O(\lambda_N^{d+1})} \right\},
\]

thus the MSE is bounded away from zero if \( \lambda_N^d \) is bounded from above. Moreover, if \( \lim_{N \to \infty} \lambda_N^d = \infty \), then the MLE converges in probability to \( gx \), for some element \( g \in \Theta \).

A. Taking the limit \( (\hat{x}, \hat{\theta}) \to (x, \rho) \)

Theorem II.2 is an application of a modified Chapman-Robbins bound, presented later in Theorem II.1. On the other hand the classical Cramér-Rao bound (II.2), which gives a lower bound on the variance of an estimator \( S \) of a parameter \( s \in \mathbb{R} \), can be obtained from the Chapman-Robbins bound by taking the limit \( \hat{s} \to s \). We present an analog version of Theorem II.2 obtained by taking a similar limit.

**Corollary II.3.** Under the conditions of Theorem II.2 let \( x_h := (1 - h)x + h\tilde{x}, \theta_h := (1 - h)\theta + h\tilde{\theta} \),

\[
Q^n_{x, \theta} = \lim_{h \to 0} \frac{1}{nH^n} \| M^n_{x_h, \theta_h} - M^n_{x, \theta} \|^2,
\]

\[
q_{x, \theta} = \inf \{ n : Q^n_{x, \theta} > 0 \} \quad \text{and} \quad \bar{q} = \max q_{x, \theta}.
\]

Then

\[
\text{MSE} \geq \sup_{x, \theta, q_{x, \theta} = \bar{q}} \left\{ \frac{\|\phi_{x}(x) - x\|^2}{\lambda_N^q Q^n_{x, \theta} + O(\lambda_N^q q^{-1})} \right\}.
\]

We leave the proof of this corollary to Appendix C. It is interesting to compare this bound with (II.4) when \( \lambda_N^q \) or \( \lambda_N^{2\bar{d}} \) diverge. If \( \bar{q} \geq d \), then (II.5) will dominate (II.4), and the lower bound for the MSE will be inversely proportional to \( \lambda_N^q \), which is a behavior typical of estimation problems with continuous model parameters. On the other hand, if \( \bar{q} > \bar{q} \), then (II.5) dominates (II.4), the MSE will depend exponentially on \( \lambda_N^q \), which is a behaviour typical of discrete parameter estimation problems. One can show that \( \bar{q} \geq d \) only happens when the supremum in (II.4) is attained by some \( x^* \) not in the orbit of \( x \). The exponential decay in (II.4) is the same as the probability of error of the hypothesis testing which decides if the observations come from \( x \) or \( x^* \).

We conjecture that the lower bounds presented in this paper can be achieved asymptotically by the MLE. In fact when the search space is discrete, the MLE achieves the least probability of error (assuming a uniform prior on the parameters), which behaves like (II.4). Also, when the search space is continuous, the MLE is asymptotically efficient, which means it achieves the Cramér-Rao lower bound. However this bound is obtained from the Chapman-Robbins lower bound (which we use in this paper) by taking a similar limit as in (II.5), and the bound also scales inversely proportional to the number of observations.

B. Prior Knowledge

The result presented can be adapted to improve the bound if we have prior knowledge about the signal and group distribution. If we know beforehand that \( (x, \theta) \in A \) (for instance, \( x \) has a zero element or \( \theta \) is the uniform distribution on \( \Theta \)), we can instead define \( d = \max d_{x, \theta} \in A \) and restrict the supremum in (II.4) to \((\hat{x}, \hat{\theta}) \in A\).

C. Examples

1) Let \( x = (a, b, c) \in \mathbb{R}^3; \Theta \) be the group generated by the cyclic shift matrix \( R \) that maps \((a, b, c) \to (b, c, a); P \) projects \( x \) into its first two elements, i.e. \( P(a, b, c) = (a, b) \). Furthermore, we know a-priori that one, and only one, of the elements of \( x \) is 0 (let’s assume without loss of generality that \( a = 0 \), the other two elements are distinct and \( \theta \) is uniform, i.e. \( P(G = I) = P(G = R) = P(G = R^2) = \frac{1}{3} \). We have

\[
M^1_{x, \theta} = \mathbb{E}[PGx],
\]

\[
= \frac{1}{3}(0, b) + \frac{1}{3}(b, c) + \frac{1}{3}(c, 0),
\]

\[
= \frac{b + c}{3}(1, 1).
\]
and

\[ M_{x, \theta} = \mathbb{E} \left[ (PGx)(PGx)^T \right], \]

\[ = \frac{1}{3} \begin{bmatrix} 0 & 0 & b^2 \\ 0 & b^2 & bc \\ b^2 & bc & c^2 \end{bmatrix} + \frac{1}{3} \begin{bmatrix} b^2 & bc & c^2 \\ bc & c^2 & 0 \\ c^2 & 0 & 0 \end{bmatrix}, \]

\[ = \frac{1}{3} \begin{bmatrix} b^2 + c^2 & bc \\ bc & b^2 + c^2 \end{bmatrix}. \]

From these two moments, we can solve for \( b \) and \( c \), however all these equations are symmetric on \( b \) and \( c \), thus we can’t identify which one of the values obtained is \( b \) and which one is \( c \). In other words, both candidate solutions are \( x = (0, b, c) \) and \( x^* = (0, c, b) \). However \( M_{x, \theta} \) differs from \( M_{x^*, \theta} \), if we look for the entry in \( M_{x, \theta} \) indexed by \((1, 1, 2)\) we note that

\[ M_{x, \theta}^{[1, 1, 2]} = \mathbb{E} \left[ (PGx)^2(PGx)_2 \right], \]

\[ = \frac{1}{3} 0^2 b + \frac{1}{3} b^2 c + \frac{1}{3} c^2 0, \]

\[ = \frac{1}{3} b^2 c, \]

and analogously \( M_{x^*, \theta}^{[1, 1, 2]} = c^2 b \). From the 8 entries of \( M_{x, \theta} \) and \( M_{x^*, \theta} \) 2 are equal to \( M_{x, \theta}^{[1, 1, 2]} \) and 6 differ by \( b^2 c - c^2 b \), in absolute value, so \( \| M_{x, \theta} - M_{x^*, \theta} \|^2 = 6(b^2 c - c^2 b)^2 \). This means \( \bar{d} = 3, \bar{q} = 2, \) thus if \( \lambda_N \) the lower bound [II.4] dominates [II.5], the supremum is attained at \( x^* \) and

\[ \text{MSE} \geq \frac{\| \phi_x(x^*) - x \|^2}{\exp(\lambda_N(b^2 c - c^2 b)^2) - 1 + O(\lambda_N^2 \sigma^{-1})}. \]

Note that \( \| \phi_x(x^*) - x \|^2 = \min(b^2, c^2, 2(b - c)^2) \).

2) Let \( x = (a, b) \in \mathbb{R}^2; \theta \) be the group generated by the cyclic shift matrix \( R \) that maps \((a, b) \leftrightarrow (b, a); \) and \( P \) projects \( x \) into its first element, i.e., \( P \left( y, \right) = a \). Furthermore, we know a-priori that \( \theta \) is uniform, i.e., \( P(G = I) = P(G = R) = \frac{1}{2} \).

We have

\[ M_{x, \theta}^1 = \mathbb{E} [PGx] = \frac{1}{2} a + \frac{1}{2} b = \frac{a + b}{2}, \]

and

\[ M_{x, \theta}^2 = \mathbb{E} \left[ (PGx)^2 \right] = \frac{1}{2} a^2 + \frac{1}{2} b^2 = \frac{a^2 + b^2}{2}. \]

From these two moments we can determine \( a \) and \( b \) up to an action of the group. Now take \( x_h = (a + h, b - h) \), so that \( M_{x, \theta}^1 = M_{x^h, \theta}^1 \). We have

\[ \lim_{h \to 0} \frac{1}{h} (M_{x, \theta}^2 - M_{x^h, \theta}^2) = a - b. \]

Here \( \bar{q} = \bar{d} = 2 \), thus if \( \lambda_N \) diverges, [II.5] dominates [II.4], and the lower bound is

\[ \text{MSE} \geq \frac{4}{\lambda_N^3 (a - b)^2 + O(\lambda_N^2 \sigma^{-1})}. \]

III. Proof Techniques

The outline of the proof is as follows. In Section III-A we use an adaptation of the Chapman-Robbins lower bound [19], to derive a lower bound on the MSE in terms of the \( \chi^2 \) divergence, this is Theorem III.2. Then, in Section III-B we express the \( \chi^2 \) divergence in terms of the Taylor expansion of the posterior probability density and the moment tensors, obtaining Lemma III.3. Finally in section III-C we combine Theorem III.2 and Lemma III.3 to obtain [II.3]., use Lemma III.3 to obtain a similar Taylor expansion for the Kullback-Leibler (KL) divergence and use this to show that the MLE is consistent.

Throughout the paper we denote the expectation by \( \mathbb{E} \), use capital letter for random variables and lower case letter for instances of these random variables. Let \( Y^N \in \mathbb{R}^{L \times N} \) be the collection of all measurements as columns in a matrix. Let us denote by \( f_{x, \theta}^N \) the probability density of the posterior distribution of \( Y^N \).

\[ f_{x, \theta}^N(y^N) = \prod_{j=1}^N f_{x, \theta}(y_j), \]

and the expectation of a function \( g \) of the measurements under the measure \( f_{x, \theta}^N \) by

\[ \mathbb{E}_{x, \theta} \left[ g(Y^N) \right] = \int_{\mathbb{R}^{L \times N}} g(y^N) f_{x, \theta}^N(y^N) dy^N. \]

For ease of notation, we write \( \mathbb{E} \left[ g(Y^N) \right] \) when the signal and distribution are implicit. The bias-variance trade-off of the MSE is given by:

\[ \text{MSE} = \text{tr}(\text{Cov}[\phi_x(\hat{X})]) + \| \mathbb{E}[\phi_x(\hat{X})] - x \|^2, \]

(III.2)

with

\[ \text{Cov}[\phi_x(\hat{X})] = \mathbb{E} \left[ \phi_x(\hat{X}) \phi_x(\hat{X})^T \right] - \mathbb{E}[\phi_x(\hat{X})\mathbb{E}[\phi_x(\hat{X})]^T]. \]

(III.3)

Our last definition is of the \( \chi^2 \) divergence, which gives a measure of how “far” two probability distributions are.

Definition III.1. The \( \chi^2 \) divergence between two probability densities \( f_A \) and \( f_B \) is defined by

\[ \chi^2(f_A \| f_B) := \mathbb{E} \left[ \frac{f_A(B)}{f_B(B)} - 1 \right]^2, \]

where \( B \sim f_B \).

Due to equation (III.1), the relation between the \( \chi^2 \) divergence for \( N \) and one observations is given by

\[ \chi^2(f_{\hat{X}, \theta}^N \| f_{x, \theta}^N) = (1 + \chi^2(f_{\hat{X}, \theta}^N \| f_{x, \theta}^N))N - 1. \]

(III.4)

A. Chapman-Robbins lower bound for an orbit

The classical Chapman-Robbins gives a lower bound on an error metric of the form \( \mathbb{E}[\| \hat{X} - x \|^2] \), hence we modified it to accommodate to the group invariant metric defined in [II.2]. We point out that \( \text{Cov}[\phi_x(\hat{X})] \) is related to the MLE by (III.2).
Theorem III.2 (Chapman-Robbins for orbits). For any \( \tilde{x} \in \mathbb{R}^L \) and group distribution \( \tilde{\theta} \) in \( \Theta \), we have

\[
\text{Cov}[\phi_x(\tilde{X})] \geq \frac{z^2}{\chi^2(f_{\tilde{x},\tilde{\theta}}|f_{x,\theta})},
\]

where \( z = E_{x,\theta}[\phi_x(\tilde{X})] - E_{x,\theta}[\phi_x(\tilde{X})] \).

Proof. The proof mimics the one of the classical Chapman and Robbins bound, and is also presented in [13, Appendix A]. Define

\[
V := f_{\tilde{x},\tilde{\theta}}(Y_N) - f_{x,\theta}(Y_N),
\]

and note that

- \( E_{x,\theta}[g(Y_N)V] = E_{x,\tilde{\theta}}[g(Y_N)] \),
- \( E_{x,\theta}[V] = 0 \),
- \( E_{x,\theta}[V^2] = \chi^2(f_{\tilde{x},\tilde{\theta}}|f_{x,\theta}) \).

We have

\[
w^T \left( E_{x,\theta}[\phi_x(\tilde{X})] - E_{x,\theta}[\phi_x(\tilde{X})] \right) (V - 1),
\]

and by Cauchy-Schwarz

\[
\left[ w^T \left( E_{x,\theta}[\phi_x(\tilde{X})] - E_{x,\theta}[\phi_x(\tilde{X})] \right) \right]^2 \leq E_{x,\theta}[w^T(\phi_x(\tilde{X}) - E_{x,\theta}[\phi_x(\tilde{X})])^2] \chi^2(f_{\tilde{x},\tilde{\theta}}|f_{x,\theta}).
\]

Lemma III.3. The divergence \( \chi^2(f_{\tilde{x},\tilde{\theta}}|f_{x,\theta}) \) is expressed in terms of the moment tensors as:

\[
\chi^2(f_{\tilde{x},\tilde{\theta}}|f_{x,\theta}) = \frac{\sigma^{-2d}}{(d!)^2} E \left[ \left( \alpha_{\tilde{x},\tilde{\theta}} - \alpha_{x,\theta} \right)^2 \right] + O(\sigma^{-2d-1}),
\]

\[
= \frac{\sigma^{-2d}}{d!} ||M_{\tilde{x},\tilde{\theta}} - M_{x,\theta}||^2 + O(\sigma^{-2d-1}),
\]

where \( d = \inf \{ n : ||M_{\tilde{x},\tilde{\theta}} - M_{x,\theta}||^2 > 0 \} \).

Proof. This proof is presented in more detail in [13, Appendix B]. Equation (III.8) is obtained by Taylor expanding the \( \chi^2 \) divergence around \( \gamma = 0 \), using (III.6) and the fact that \( \alpha_{\tilde{x},\tilde{\theta}}^{n}(z) = \alpha_{x,\theta}^{n}(z) \) almost surely for all \( n < d \), which follows from the definition of \( d \) and equation (III.9). Now to prove (III.9), it is enough to show that

\[
E \left[ \alpha_{\tilde{x},\tilde{\theta}}^{d}(Z) \alpha_{x,\theta}^{d}(Z) \right] = d! \left( M_{\tilde{x},\tilde{\theta}}, M_{x,\theta} \right),
\]

(III.10)

Let \( G \) and \( \tilde{G} \) be two independent random variables such that \( G \sim \theta \) and \( \tilde{G} \sim \tilde{\theta} \). On one hand we have

\[
\left( M_{\tilde{x},\tilde{\theta}}, M_{x,\theta} \right) = E \left[ \left( P\tilde{G} \tilde{x}, PGx \right)^d \right].
\]

(III.11)

On the other hand, we can write \( f_{x,\theta}(y) = E_G[f_Z(y - \gamma PGx)] \),

(III.12)

where \( G \sim \theta \), and using equation (III.7) we can write

\[
E \left[ \alpha_{\tilde{x},\tilde{\theta}}^{d}(Z) \alpha_{x,\theta}^{d}(Z) \right] = \frac{\partial^{2d}}{\partial \gamma^{d} \partial \gamma^{d}} E \left[ \frac{f_{\tilde{G}}(Z - \gamma PGx)}{f_{\tilde{G}}(Z)} \frac{f_Z(Z - \gamma PGx)}{f_Z(Z)} \right] \bigg|_{\gamma=0}
\]

\[
= E \left[ \frac{\partial^{2d}}{\partial \gamma^{d} \partial \gamma^{d}} \exp \left( \gamma \gamma \left( P\tilde{G} \tilde{x}, PGx \right) \right) \right] \bigg|_{\gamma=0}
\]

\[
= d! \left( P\tilde{G} \tilde{x}, PGx \right)^d,
\]

where \( G \) and \( \tilde{G} \) are defined as in (III.11), and (III.10) finally follows from equation (III.11).

C. Final details of the proof of Theorem II.2

By Theorem II.2 Lemma III.3 equations (III.3) and (III.4) we obtain

\[
\text{MSE} \geq \frac{||\phi_x(\tilde{x}) - x||^2}{\left( 1 + \sigma^{-2d} K_d + O(\sigma^{-2d-1}) \right)^N - 1}.
\]

(III.13)

Equation (III.4) now follows from

\[
\left( 1 + \sigma^{-2d} K_d + O(\sigma^{-2d-1}) \right)^N
\]

\[
= \exp \left( \lambda^d_{\tilde{x},\tilde{\theta}} K_d \right) + O \left( \lambda^d_{\tilde{x},\tilde{\theta}} \sigma^{-1} \right)
\]

and taking the supremum over \( \tilde{x} \) and \( \tilde{\theta} \).
Finally we prove that the MLE is consistent, i.e. it converges to the true signal in probability, when \( \rho = \infty \). Let
\[
\mathcal{L}_N(\hat{x}, \hat{\theta}) := \frac{\sigma^{2d}}{N} \sum_{i=1}^{N} \log \frac{f_{\hat{x}, \hat{\theta}}(Y_i)}{f_{\hat{x}, \hat{\theta}}(\hat{Y}_i)}.
\]
(III.14)

The MLE is given by
\[
\hat{X}_{\text{MLE}} = \arg\max_{\hat{\theta}} \max_{\hat{x}} \mathcal{L}_N(\hat{x}, \hat{\theta}).
\]
Fix \( \hat{x} \) and \( \hat{\theta} \), and for ease of notation let \( d = d_{\hat{x}, \hat{\theta}} \). We can write
\[
\mathcal{L}_N(\hat{x}, \hat{\theta}) = \frac{\sigma^{2d}}{N} \sum_{i=1}^{N} \sum_{j=1}^{2d} \log \frac{f_{\hat{x}, \hat{\theta}}(Y_{\sigma^{2d}(i-1)+j})}{f_{\hat{x}, \hat{\theta}}(\hat{Y}_{\sigma^{2d}(i-1)+j})}
\]
We have
\[
E \left[ \sum_{j=1}^{2d} \log \frac{f_{\hat{x}, \hat{\theta}}(Y_{\sigma^{2d}(i-1)+j})}{f_{\hat{x}, \hat{\theta}}(\hat{Y}_{\sigma^{2d}(i-1)+j})} \right] = \sigma^{2d} E \left[ \log \frac{f_{\hat{x}, \hat{\theta}}(Y)}{f_{\hat{x}, \hat{\theta}}(\hat{Y})} \right] = -\sigma^{2d} D(f_{\hat{x}, \hat{\theta}} \| f_{\hat{x}, \hat{\theta}})
\]
where \( D \) denotes the KL divergence, defined for two probability densities \( f_A \) and \( f_B \) as
\[
D(f_A \| f_B) := E \left[ \log \left( \frac{f_A(A)}{f_B(A)} \right) \right],
\]
where \( A \sim f_A \).

Using (III.6), with \( \gamma = 1/\sigma \), we have \( f_{\hat{x}, \hat{\theta}} \rightarrow f_{\hat{x}, \hat{\theta}} \) as \( \gamma \rightarrow 0 \), which implies by [20] Section F, Theorem 9 that
\[
\lim_{\gamma \rightarrow 0} \frac{D(f_{\hat{x}, \hat{\theta}} \| f_{\hat{x}, \hat{\theta}})}{\sqrt{2} (f_{\hat{x}, \hat{\theta}}(f_{\hat{x}, \hat{\theta}}))} = \frac{1}{2},
\]
and
\[
D(f_{\hat{x}, \hat{\theta}} \| f_{\hat{x}, \hat{\theta}}) = \frac{\sigma^{-2d}}{2d} \| M_{\hat{x}, \hat{\theta}} - M_{\hat{x}, \hat{\theta}} \|^2 + O(\sigma^{-2d-1}),
\]
thus by the law of large numbers, since \( N/\sigma^{2d} \) diverges,
\[
\mathcal{L}_N(\hat{x}, \hat{\theta}) \rightarrow \begin{cases} 
-\infty & \text{if } d_{\hat{x}, \hat{\theta}} < \tilde{d} \\
\frac{1}{2d} \| M_{\hat{x}, \hat{\theta}} - M_{\hat{x}, \hat{\theta}} \|^2 & \text{otherwise}
\end{cases}
\]
As \( N \rightarrow \infty \), the maximum of \( \mathcal{L}_N(\hat{x}, \hat{\theta}) \) tends to 0 in probability, and is achieved when \( \phi_{\hat{x}}(\hat{x}) = \hat{x} \), thus the MLE must converge in probability to \( g \hat{x} \) for some \( g \in \Theta \).
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