Optimization of Pulses with Low Bandwidth for Improved Excitation of Multiple-Quantum Coherences in NMR of Quadrupolar Nuclei
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We discuss the commonly encountered problem when optimizing NMR pulses using optimal control that the otherwise very precise NMR theory does not provide as excellent agreement with experiments. We hypothesize that this disagreement is due to phase transients in the pulse due to abrupt phase- and amplitude changes resulting in a large bandwidth. We apply the GROUP algorithm that gives high fidelity pulses with a low bandwidth compared to the typical GRAPE pulses. Our results obtain a better agreement between experiment and simulations supporting our hypothesis and solution to the problem.

I. INTRODUCTION

Nuclear Magnetic Resonance (NMR) is a routine tool in numerous disciplines ranging from materials sciences to food science and structural biology. While spin-1/2 nuclei like 1H, 13C, and 15N are most easily accessible, considerable information may be achieved by studying atoms with nuclear spin-1 or higher. These so-called quadrupolar nuclei experience a quadrupole coupling, which reports on the electric field gradients at the position of the nucleus. Quadrupolar nuclei constitute roughly 70% of the periodic table with notable examples being spin-3/2 nuclei such as 23Na and 87Rb or the spin-5/2 nuclei 17O and 27Al.

The major spectroscopic challenge with quadrupolar nuclei is the large quadrupole coupling leading to considerable broadening of the NMR lines, which in many cases cannot be removed by magic-angle spinning (MAS) due to the second-order effects. This challenge puzzled researchers for decades, but in the 90’s several solutions such as Dynamical-Angle Spinning (DAS) and Double Rotation (DR) were developed and they yield isotropic spectra for half-integer spin quadrupolar nuclei. However, these methods are technically very demanding as they both involve a time-dependent sample-spinning axis. Alternatives are Multiple Quantum Magic-Angle Spinning (MQMAS) and Satellite Transition Magic-Angle Spinning (SATMAS) that provide an isotropic dimension of a two-dimensional spectrum using conventional MAS.

The focus of this paper is the popular MQMAS, which is easy to implement and has high stability on many different samples. The only drawback of this experiment is its low sensitivity caused by difficulties in exciting the multiple-quantum coherence and the subsequent conversion into observable single-quantum coherence. The sensitivity issue has been the concern of many studies focusing on the excitation and mixing. The 3Q → 1Q mixing is ideally performed using a selective inversion of the satellite transitions, which was the inspiration for the mixing sequence using fast amplitude modulated (FAM) pulses. Excitation of the 3Q coherence is challenging, and even the best sequences generally yield efficiencies below 50% leaving plenty of room for improvement.

Quantum optimal control (OC) has been used extensively in NMR to improve sensitivity or to achieve specific features of the NMR experiment. The prevalent numerical OC algorithms used in NMR are the Gradient Ascent Pulse Engineering (GRAPE), Krotov, and Chopped Random Basis (CRAB).

Usually the 3Q coherence of the radio-frequency pulse is optimized using OC by dividing it into small steps and allowing the OC algorithm to vary the amplitude and phase of the rf-pulse steps. Typically, many OC optimizations are performed with random starting values for the controls to search the largest possible space and avoid local traps. Hence, we will often be equipped with a number of OC-pulses that perform well from a theoretical idealized point of view.

It is well-established that when implementing optimal-control NMR pulses experimentally, they often do not perform as well in the experiment as in simulation, suggesting that the otherwise very precise theory describing the NMR spin-dynamics does not capture all details of the experiment. One feature lacking in the NMR theory typically used to calculate OC-pulse shapes is phase transients, which have been shown to have significant impact in EPR. These are commonly ignored in theoretical descriptions of NMR experiments, except a few cases. One of the difficulties in including phase transients in the theoretical description of NMR experiments is that they depend strongly on the hardware configuration and hence do not have a generic expression. Consequently, it seems like a better strategy to design experiments that avoid or reduce phase transients. OC NMR experiments are expected to be particularly
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sensitive to phase transients, since they normally rely on short pulses of different phase and amplitude.

In this paper we hypothesise that phase transients may be problematic for the experimental implementation of OC-pulses, and that the effects of phase transients can be reduced by creating smooth OC-pulses instead of pulse shapes with many abrupt variations in either phase or amplitude. With inspiration in our previous work on improving the MQMAS efficiency by OC-pulse excitation [10], we will test this hypothesis and present improved OC-pulse schemes. While our previous work employed the GRAPE algorithm, here we apply the GROUP algorithm [35] that introduces an optimization scheme contained in a reduced basis leading to smooth pulse shapes. This reduced basis may be any smooth basis, with natural choices being the CRAB Fourier basis [27, 56], Hermite polynomials [37, 38], and Hanning windows [39]. It should be noted that the Spinach simulation software package allows to perform OC optimizations using different basis functions, although the specific possibilities are not documented [10].

Here, we have the specific goal to limit the effect of phase transients that are presumably more pronounced for high-frequency components of the OC-pulse. To allow the best possible control of the frequency band, we have chosen to use a specific Fourier basis in the GROUP implementation, since this provides smooth pulses, enables control of the bandwidth and thereby limit phase transients resulting from the OC-pulse. Using GROUP, we improve the 3Q excitation efficiencies by about 50% for $^{87}$Rb in the model compound RbClO$_4$ compared to traditional GRAPE methods. Furthermore, we show a clearer correlation between the theoretical and experimental excitation efficiencies with GROUP than using GRAPE. This indicates that phase transients are indeed a limiting factor in MQMAS experimentation. Our results suggest that finding high quality pulses with low bandwidth could be a principally straightforward way to improve experimental results.

II. THEORY

A. Hamiltonian and Objective

We consider a basic Hamiltonian for a single nucleus spin $I > 1/2$ in a solid under magic-angle spinning expressed in the Zeeman interaction frame

$$\hat{H}(t) = \hat{H}_{\text{iso}}^\sigma + \hat{H}_{\text{quad}}(t) + \hat{H}_{\text{rf}}(t),$$

(1)

where the first two terms represent the isotropic chemical shift and quadrupole coupling Hamiltonians, respectively [11]. The controllable part of the Hamiltonian is given by radio-frequency fields in the last term

$$\hat{H}_{\text{rf}}(t) = \omega_{\text{rf}}^x(\mathbf{T})\hat{I}_x + \omega_{\text{rf}}^y(\mathbf{T})\hat{I}_y,$$

(2)

where $\hat{I}_q$ are spin angular momentum operators and $\omega_{\text{rf}}^q = \gamma B_{\text{rf}}^q$ are the components of the radio-frequency modulated magnetic field.

The Hamiltonian for the isotropic chemical shift Hamiltonian is given by

$$\hat{H}_{\text{iso}}^\sigma = \omega_{\text{iso}}\hat{I}_z$$

(3)

where $\omega_{\text{iso}} = \gamma B_0$ is the Larmor frequency and $\delta_{\text{iso}}$ is the chemical shift. The Magnus expansion of the quadrupolar Hamiltonian after the transformation into the Zeeman interaction frame gives rise to the first- and second-order quadrupolar terms, where off-diagonal spin terms may be disregarded (secular approximation). The result is

$$\hat{H}_{\text{quad}}(\Omega_{PR}, \omega_r, t) = \hat{H}_Q^{(1)}(\Omega_{PR}, \omega_r, t) + \hat{H}_Q^{(2)}(\Omega_{PR}, \omega_r, t),$$

(4)

where $\Omega_{PR} = (\alpha_{PR}, \beta_{PR}, \gamma_{PR})$ is the set of Euler angles describing the orientation of the principal axis frame (P) of the quadrupole coupling tensor in the frame of the MAS rotor (R). Given that we consider a powder sample, the total transfer is represented by an integral over all crystallite orientations. In this work, we use sets of Euler angles, which have been obtained using the REPULSION method [42]. The first- and second-order terms of the quadrupolar Hamiltonian are given by

$$\hat{H}_Q^{(1)}(t) = \omega_Q^{(1)}(t)\left(3I_z^2 - I(I + 1)\right),$$

$$\hat{H}_Q^{(2)}(t) = \omega_Q^{(2)}(t)\left(-8I_z^2 + 4I^2 - 1\right)\hat{I}_z + \omega_Q^{(2)}(t)\left(-2I_z^2 + 2I^2 - 1\right)\hat{I}_z,$$

(5)

(6)

where expressions for the time-dependent coefficients $\omega_Q^{(i)}(t)$ are given in Ref. [13].

The initial state is given by a Boltzmann distribution $\rho(0) = 1/4 + \hbar \omega_0/(kT)\hat{I}_z$. However, we can neglect the coefficients noting that the unit operator does not affect our NMR measurements and we always compare results for the same type of nuclei. The density operator at thermal equilibrium is represented by $\rho(0) = \hat{I}_z$. Focusing on excitation of 3Q coherence or efficiency, our goal is to maximize the 3Q coherence by maximising the projection $F$ of the density operator ($\rho(T)$) onto the 3Q coherence operator ($\rho_3$),

$$F = \frac{1}{N} \left| \text{Tr}[\rho_3^T \rho(T)] \right|^2,$$

(7)

where $N$ is a normalization factor such that $0 \leq F \leq 1$. The target state given by

$$\rho_3 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

(8)

The objective in this paper is to design smooth pulse sequences $B_{\text{rf}}^x(t)$ and $B_{\text{rf}}^y(t)$ that maximize the projection onto the 3Q coherence state for the entire set of crystallites, which is a task well suited for optimal control theory.
B. Parameter Robustness

We need pulses that are robust over a range of Hamiltonian parameters. In order to address this concern, an experimentally robust pulse is found by optimizing the expected coherence

$$E[F] = \sum_i p(\Omega_i)F(\Omega_i)$$

where $\Omega_i$ and $p(\Omega_i)$ are the members and probabilities of an appropriately chosen ensemble of Hamiltonians. In this section, we discuss how this ensemble is constructed.

We discuss powder samples, i.e. samples with all possible crystallite orientations present represented by $\Omega_{PR} = (\alpha_{PR}, \beta_{PR}, \gamma_{PR})$. The pulse sequence should be able to transfer the nuclear spin system from the initial to target state for all crystallites. In addition, rf-field inhomogeneity is a commonly encountered problem with all solid-state NMR probes and different samples display different rf-field interaction parameters.

In the powder average we select $(\alpha_{PR}, \beta_{PR})$ pairs using the the REPULSION algorithm from Ref. [32], while $\gamma_{PR}$ is selected in equidistant steps. Radio-frequency field inhomogeneity is taken into account by using an average of three rf-field strengths (95%, 100%, and 105%). For this proof of concept, we have not made any efforts to make the sequences broadband with respect to the nuclear spin interaction parameters, but this would be straightforward to implement in a manner similar to the stability with respect to rf-inhomogeneity.

C. Bandwidth Limitations

The waveform generator of the NMR spectrometer generates shaped rf-pulses with a fine digitization, in our hardware down to 50 ns step sizes, which would allow to represent frequencies up to 1/50 ns = 20 MHz. This shaped pulse is then passed through amplifiers and filters into the NMR probe, which uses an LC circuit to transmit the power to the spins. The typical bandwidth of the probe is on the order of a few MHz implying that any high-frequency components of an rf-pulse may be truncated. Mehring and Waugh [44] derived the response of an RCL circuit to the instant change in phase or amplitude of a pulse and demonstrated that such, instantaneous changes lead to phase transients, which later have been analysed theoretically in detail [31, 35]. Since phase transients vary with the hardware configuration, the easiest way to circumvent problems arising therefrom is to create pulse shapes with no discontinuities and high-frequency components.

D. Optimal Control Theory

In quantum optimal control, pulses that maximize the triple quantum coherence can be found by formulating the control program as a nonlinear optimization problem. In a general context, the goal is typically to choose a time-dependent control vector $u(t)$ such that at the final time $t = T$ the final state $\rho(T)$ reaches the target state $\rho_0$ as closely as possible. In this context the controls are the rf-field amplitudes $\omega_R^q(t)$, $q = x, y$. This condition can be quantified by the cost function

$$J = 1 - F,$$

An optimal control is found by iteratively updating the control such that the cost is minimized via

$$u^{(k+1)} = u^{(k)} + \alpha^{(k)}p^{(k)},$$

where $\alpha^{(k)}$ is a properly chosen step size along the descent direction $p^{(k)}$ for the $k$th iteration. The descent direction is often based on gradient information where a simplistic choice would be the steepest descent direction $p_k = -\nabla J(u^{(k)})$. In practice, faster and better convergence is assured by quasi-Newton directions such as BFGS [24]. Multiple starting guesses $u^{(0)}(t)$ are used (multi-starting), which for a large enough sample sizes give a decent probability that some of the optimized pulses come reasonably close to the global minimum in Eq. [10]. For an in-depth discussion of optimization we refer the reader to Ref. [40].

Finding the controls that minimizes Eq. [10] is a classical numerical optimization with high quality implementation available in numerous software packages. The outstanding challenge is to reliably, efficiently and accurately compute the gradient ($\nabla J(u_k)$) that is given to the optimization algorithm. The standard methodology for computing such gradients is GRAPE [22, 24], which we summarize here, as well as enhancements for bandwidth reduction [35, 47]. We focus on the very common scenario where the underlying Hamiltonian has a bilinear dependence on the control

$$\tilde{H}(t) = H_0 + \sum_k u_k(t)H_k.$$

where $H_0$ is the uncontrollable drift Hamiltonian and $H_k$ are the controllable Hamiltonians. The standard NMR Hamiltonian used above [4] can exactly be cast in this form.

In order to minimize Eq. [10] we must solve the Liouville-von-Neumann equation for the dynamics $\dot{\rho} = -i[H, \rho]$. Generally, this equation has no analytic solutions when $H_0$ is time-dependent. Numerical solutions rely on some discretization of time. This presents us with two different choices, i) we first discretize the dynamics and then find expressions for the gradients as in Refs. [22, 24] or ii) we find expressions for the gradients that we then discretize as in Refs. [45, 49]. The former approach is more exact and can benefit in convergence while the latter is faster to compute, independent of discretization, and works especially well in the small $\Delta t$ limit. In this paper we will follow the first approach.
We assume the control is piecewise constant over small interval of length $\Delta t$. This amounts to performing the replacement

$$u_k(t) \leftarrow \sum_{j=0}^{N-1} u_{k,j} \delta_j(t, \Delta t),$$

with the rectangle function

$$\delta_j(t, \Delta t) \equiv \left[ \Theta(t - j \Delta t) - \Theta(t - (j + 1) \Delta t) \right],$$

where $\Theta$ is the Heaviside unit step function. The solution to the Liouville-von-Neumann equation over a short time-interval is

$$\rho(t_j + \Delta t) = \hat{U}_j \rho(t_j) \hat{U}_j^\dagger,$$

where $\hat{U}_j = \exp \left(-i(\hat{H}_0(t) + \sum_{k,j} u_{k,j} \hat{H}_k) \Delta t \right)$. The final state can be found straightforwardly as

$$\rho(T) = \hat{U}(T) \rho(0) \hat{U}^\dagger(T),$$

with $\hat{U}_j = \prod_{n=0}^{N-1} \hat{U}_n = \hat{U}_{N-1} \hat{U}_{N-2} \cdots \hat{U}_0$. Utilizing the cyclic property of the trace and the temporal discretization allows us to rewrite

$$J = 1 - \frac{1}{N} \left| \text{Tr}[\rho^\dagger_j(t_{j+1}) \hat{U}_j \rho(t_j) \hat{U}_j^\dagger] \right|^2,$$

where

$$\rho(t_j) = \left( \prod_{n=0}^{j-1} \hat{U}_n \right) \rho(t_0) \left( \prod_{j=1}^{j-1} \hat{U}_n^\dagger \right),$$

and

$$\rho^\dagger(t_j) = \left( \prod_{n=0}^{j-1} \hat{U}_n^\dagger \right) \rho^\dagger(t_N) \left( \prod_{n=0}^{N-j-1} \hat{U}_n \right),$$

where $\rho^\dagger(t_N) = \rho^\dagger(t_0)$ and $\rho(t_0) = \rho(0)$. These are respectively the forward propagated initial state and the backwards propagated target state. A short calculation gives

$$\frac{\partial J}{\partial u_{k,j}} = -\frac{2}{N} \text{Re} \left( \text{Tr} \left[ \rho^\dagger_j(t_{j+1}) \left( \frac{\partial \hat{U}_j}{\partial u_{k,j}} \rho(t_j) \hat{U}_j^\dagger + \hat{U}_j \rho(t_j) \frac{\partial \hat{U}_j^\dagger}{\partial u_{k,j}} \right) \right] \text{Tr} \left[ \rho(t)^\dagger \right] \right),$$

and

$$\frac{\partial J}{\partial c_{k,m}} = \sum_{j=0}^{M-1} \frac{\partial J}{\partial u_{k,j}} \frac{\partial u_{k,j}}{\partial c_{k,m}} = \sum_{j=0}^{M-1} \frac{\partial J}{\partial u_{k,j}} f_{k,m}(j \Delta t) S_k(j \Delta t),$$

where $\frac{\partial J}{\partial c_{k,m}}$ is a matrix with entries

$$\langle m | \hat{G}_j | n \rangle = \begin{cases} \frac{1}{\text{Re}(\eta) \text{exp}(i(E_n^m - E_k^0) \Delta t) - 1} & \text{for } E_n^m = E_k^0, \\ 0 & \text{otherwise}. \end{cases}$$

In GRAPE we optimize the value of the control in each small piecewise constant interval, which often leads to controls with large variations between adjacent intervals, i.e. $u_{k,j}$ and $u_{k,j+1}$, as there is no regularization limiting such variations in the standard formulation of GRAPE.

To alleviate this problem, we will perform the optimization in Fourier space with a reduced basis using the GROUP methodology [35], which as shown below produces controls without high frequency components, enabling us to sidestep the detrimental phase transients.

In GROUP we keep the discretization from Eq. (13) but parametrize the piecewise constant values as

$$u_{k,j} = \sum_{m=0}^{M} c_{k,m} f_{k,m}(j \Delta t) S_k(j \Delta t),$$

where $f_{k,m}(t)$ are a set of $M$ preferably smooth basis functions and $S_k(t)$ is a shape function zeroing the control at the boundaries of the time interval if needed. The central point is that we perform the optimization with respect to $c_{k,m}$ rather than $u_{k,j}$. If the basis size $M$ is sufficiently small with well chosen basis functions then the resulting control also becomes smooth. As in GRAPE we must provide the optimization algorithm with accurate analytic gradients and the derivative is straightforwardly found [37] using the chain rule

$$\frac{\partial J}{\partial c_{k,m}} = \sum_{j=0}^{M-1} \frac{\partial J}{\partial u_{k,j}} \frac{\partial u_{k,j}}{\partial c_{k,m}} = \sum_{j=0}^{M-1} \frac{\partial J}{\partial u_{k,j}} f_{k,m}(j \Delta t) S_k(j \Delta t),$$

which is reminiscent of a discretized time-ordered integral. In GROUP, we then start with computing the regular GRAPE gradient in Eq. (23) [35], [39], apply the chain
rule \((25)\), and perform the optimization iteration over \(c_{k,m}\). The partial derivative \(\partial u_{k,j}/\partial c_{k,m} = T_{k,m,j}\) is referred to as the response function. If the exact linear response function is known, e.g. the actual experimental low-pass filter, this function can be substituted here \([37]\).

In the following optimization, we choose the basis functions as Fourier components for each \(k\)

\[
f_{k,m}(t) = \sin\left(\frac{(m + 1)\pi t}{T}\right).
\]

These are always zero at the boundary of the time interval so we simply set \(S_k(t) = 1\).

As discussed above there is intrinsic parameter uncertainties in solid-state NMR experiments due to e.g. different crystal orientations and isotropic shifts. In particular, we need to optimize the expected coherence \(\mathbb{E}[\mathcal{F}]\). To account for this, we define the expected cost function

\[
\mathbb{E}[J] = 1 - \mathbb{E}[\mathcal{F}] = \sum_l p(\Omega_l)J(\Omega_l),
\]

where \(J(\Omega_l)\) is the cost of a single member in the ensemble. This is a combination of all the possible \(J(\Omega_l)\) so the gradient of \(\mathbb{E}[J]\) is

\[
\frac{\partial \mathbb{E}[J]}{\partial u_{k,j}} = \sum_l p(\Omega_l) \frac{\partial J(\Omega_l)}{\partial u_{k,j}}.
\]

The associated GROUP gradient of \(\mathbb{E}[J]\) is found by replacing \(J\) with \(\mathbb{E}[J]\) in Eq. \((25)\).

III. EXPERIMENTAL METHODS

All experiments have been carried out with a 400 MHz spectrometer with a Larmor frequency for \(^{87}\text{Rb}\) at \(\omega_0/2\pi = 130.9\) MHz. The sample used is \text{RbClO}_4, purchased from Sigma-Aldrich and used without further purification, which has well-characterized nuclear spin interaction parameters \([50, 51]\).

Chemical shifts are referenced to 1M \text{RbNO}_3 at 0 ppm. Calibrations of the power level has been carried out by measuring the 90 and 180 degree flip angles in the 1M \text{RbNO}_3 sample and for low powers on the solid \text{RbClO}_4 sample, where the double nutation frequency is obtained. These two measurements, however, do not provide very precise values for the rf-field strength, in the first case because the \(Q\) factor of the probe changes between the liquid and solid sample, and for the latter approach since it is necessary to work in the low-power regime. Fine-tuning of the rf-field strength was achieved by scanning through the FASTER condition \([52]\). In particular, finding the resonance conditions with zero intensity for rf-field strengths equal to half-integer multiples of the spin rate turns out to provide very accurate relations between pulse power and rf-field strength.

One-dimensional triple-quantum filtered MAS NMR experiments (corresponding to the MQMAS NMR experiment with \(t_1 = 0\)) were performed in a 2.5mm rotor spinning 30 kHz. The pulse sequence is based on the shifted-echo sequence \([53]\) with a shaped pulse for the 3Q coherence excitation followed by the 3Q to 1Q mixing using the fast amplitude modulation (FAM) sequence \([54]\) and subsequently an echo with 5 ms delay to ensure truncation-free whole-echo acquisition. The FAM mixing was achieved with 3 cycles of \(x - \tau - x - \pi - x\) with pulses and delays of 0.75 \(\mu\)s and 220 kHz rf-field strength, which we find to give the best possible 3Q \(\rightarrow\) 1Q mixing. All experiments employed 48 scans, with a 0.5s repetition delay and were recorded at room temperature.

Fig. 1 shows an experimental \(^{87}\text{Rb}\) NMR spectrum of \text{RbClO}_4 recorded using a conventional spin-echo sequence and whole-echo acquisition and illustrates the second-order quadrupolar lineshape. In the following the experimental spectra are processed by Fourier transform and represented as magnitude mode. The total intensity is then calculated as the integral of the signal in the range \(-60\) ppm to 0 ppm by subtracting the DC offset resulting from the magnitude calculation. The DC offset is calculated as the average intensity in the range 20 ppm to 80 ppm.

IV. RESULTS AND DISCUSSION

A. Theoretical optimizations

Our first step in creating a new OC-pulse for improved 3Q excitation in MQMAS experiments is to perform the numerical optimization using the GROUP algorithm outlined above. The OC-pulses are optimized for a quadrupole coupling tensor with \(C_Q = 3.2\) MHz and \(\eta_Q = 0.2\) corresponding to the parameters for \text{RbClO}_4. To ensure stability towards hardware imperfections, we apply rf-field inhomogeneity as described earlier. Our

FIG. 1. Experimental \(^{87}\text{Rb}\) NMR spectrum of \text{RbClO}_4 recorded with a spin-echo pulse sequence using an echo time of 5 ms from whole-echo acquisition. The gray spectrum is obtained by phasing the spectrum to pure absorption mode, and the black spectrum is obtained by representing the complex spectrum in magnitude mode.
strategy has been to derive a large number of pulses resulting from optimizations employing different random starting values for the controls to ensure good coverage of the parameter space. For GROUP, we have performed 100 optimizations for each basis size. For comparison, we have performed 200 GRAPE optimizations employing 1331 piecewise constant controls with a step $\Delta t = 0.1 \mu s$. The results of these optimizations are summarized in Fig. 2 where the GROUP results are plotted as function of the Fourier basis size. The figure does not report results of the individual optimizations, rather it displays the quartiles of transfer efficiency for each basis set size. Note that GRAPE does not have a Fourier basis size, hence it is constant along the $x$-axis of the plot but it is shown for reference.

It is clear from this plot that GRAPE and GROUP converge on solutions with similar fidelities in the high frequency domain, while smaller bases severely limit the performance of the pulses indicating that there are not enough degrees of freedom to find good solutions to the problem. On the other hand, the maximum at high frequency is slightly larger for GROUP with a basis set size of 200, which we attribute to the smooth pulses being a slightly better ansatz than piecewise constant controls. The inset of Fig. 2 shows the distribution of fidelities in the GRAPE results, which is almost entirely in the 60% range, indicating that it is most likely the best we can expect to do theoretically given the ensemble size.

### B. Experimental Results

The experimental examination of the OC-pulses found is key to evaluate if our hypothesis that phase transients of the rf-pulses are responsible for the potential disagreement between the experimental and theoretical results for the OC-pulses. The experimental intensities for the 3Q excitation are evaluated for a total of 1400 GROUP pulses with 100 pulses for each basis set size and for 200 GRAPE pulses. Ideally, there should a linear correlation between the theoretical average coherence $E[F]$ and the experimental intensity.

Fig. 3 shows the experimentally obtained performance of the GRAPE and GROUP pulses. The best results are highlighted by individual points while the shaded area show the distributions as 25% to 75% quartiles. In both the best and average case, it is clear that GROUP performs best with basis size around 100. Meanwhile GRAPE is below GROUP, from basis size 20 up until 200. At larger basis sizes we see that GROUP and GRAPE perform with similar efficiency, suggesting that high frequencies components of the GROUP pulses degrade their performance.

The measurement uncertainty is calculated for individual pulses based on experimental drift measured during the entire experimental run. This is estimated by running the 200 GRAPE pulses both before and after the much larger number of 1400 GROUP pulses (spread over 14 different basis sizes). The changes in GRAPE output intensity is binned and a Gaussian distribution is
FIG. 4. (color online) Optimal pulse for GRAPE (top) and GROUP (bottom). The blue line is $\omega_{x_{\text{rf}}}$ while the red is $\omega_{y_{\text{rf}}}$. The GROUP pulse is for a basis size of 100.

extracted. The standard deviation ($1\sigma$) of the resulting distribution is used for the error bars in Fig. [3]

The optimal GRAPE and GROUP pulses are plotted in Fig. [4] (top) and (bottom) respectively. The GROUP pulse performs more than 50% better than the GRAPE pulse. It is reasonable to expect, given the problems with phase transients and the general trends in Figs. [2] and [3] that the higher bandwidth in the GRAPE pulses are the main reason for the lower performance.

To investigate the possible (mis)performance of the different pulses, suspecting that truncation of high-frequency components is a main source, we have plotted the frequency-distribution of the different pulses (average absolute spectrum on the colour bar) of the GROUP and GRAPE rf-pulses in Fig. [5]. In the GROUP case, we see a clear increase in bandwidth with basis size (left plot), as expected, while the GRAPE average spectrum remains wider than even the largest basis size for GROUP (middle bar). These plots clearly demonstrate that it is indeed possible to design highly efficient pulses without the need for a high bandwidth, which would be truncated by the rf-circuit.

Finally, we validate that the time-dependent Hamiltonian with lower frequency components more closely matches the experimentally observed spin dynamics. To investigate this, we perform a linear fit between the numerical simulations and experiment and calculate the co-efficient of determination $R^2$. While the experimental data is still quite noisy, we see that the low-frequency GROUP data provides reasonable agreement between the experimental and theoretical transfer efficiencies ($R^2 = 0.6$), which is significantly better than the GRAPE-fit ($R^2 = 0.18$). Moreover, the quality of the GROUP fit dramatically decreases for higher basis size. Therefore, we conclude that removing high frequencies from the rf-pulses results in significantly better agreement between the experiment and theoretical models.
V. CONCLUSION

This work shows that increased precision may be obtained in optimal control NMR pulses by incorporating robustness to phase transients. First, we see a 50% increase in efficiency of the presently proposed GROUP pulses compared to standard GRAPE techniques. Secondly, we see a stronger correlation between optimal control theory and experiments. Moreover, our hypothesis that higher bandwidths lead to performance degradation is corroborated with GRAPE pulses performing similarly to high-frequency GROUP pulses. The performance of the smooth pulses help to validate their use in high-precision NMR since they sidestep the nonlinear phase transients that are difficult to model. This also points the way to using similar techniques in other quantum systems for improved optimal control, especially where precise modeling of the phase transients is too demanding.

VI. ACKNOWLEDGEMENTS

The authors would like to thank M. Dalgaard and J. H. M. Jensen for carefully proof reading the manuscript. We acknowledge funding from the Carlsberg, John Templeton foundations, ERC, H2020 grant 639560 (MECTRL), and the Danish Ministry of Higher Education and Science (AU-2010-612-181).

Appendix A: Exact Derivative

In this appendix we review the calculation for the derivative of the time evolution operator \( \hat{U}_j \) originally presented in Ref. [24].

It is non-trivial to compute this derivative since the Hamiltonian and its derivative need not commute. Expanding the propagator as a Taylor series and retaining the ordering of the operators yields

\[
\frac{\partial \hat{U}_j}{\partial u_{k,j}} = \sum_{n=1}^{\infty} \frac{(-i\Delta t)^n}{n!} \sum_{m=0}^{n-1} \hat{H}(t_j)^m \hat{H}_k \hat{H}(t_j)^{n-m-1} \]

\[
= \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{A^n BA^m}{(n+m+1)!}, \tag{A1}
\]

where \( A = -i\hat{H}(t_j)\Delta t \) and \( B = -i\hat{H}_k\Delta t \) have been defined for convenience. In order to continue we use the identity

\[
\int_0^1 (1 - \alpha)^n \alpha^m d\alpha = \frac{n!m!}{(n + m + 1)!} \tag{A2}
\]

Thereby Eq. \([A1]\) can be expressed as

\[
\frac{\partial \hat{U}_j}{\partial u_{k,j}} = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{A^n BA^m}{n!m!} \int_0^1 (1 - \alpha)^n \alpha^m d\alpha
\]

\[
= \int_0^1 \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(A(1-\alpha))^n}{n!} B(\alpha)^m d\alpha
\]

\[
= e^A \int_0^1 e^{-\alpha A} B e^{\alpha A} d\alpha, \tag{A3}
\]

Although Eq. \([A3]\) is rather compact, evaluating the integral in its current form is complicated. Instead, the integral can be explicitly solved by applying the Baker-Campbell-Hausdorff expansion

\[
e^X Y e^{-X} = \sum_{l=0}^{\infty} \frac{[X,Y]_l}{l!} = Y + [X,Y] + \frac{1}{2!} [X, [X,Y]] + \ldots \tag{A4}
\]

where \([X,Y]_l = [X,[X,Y]_{l-1}] \) and \([X,Y]_0 = Y \) is the definition of the recursive commutator \([55]\). Evaluating the integral Eq. \([A3]\) becomes

\[
\frac{\partial \hat{U}_j}{\partial u_{k,j}} = -i\Delta t \hat{U}_j \sum_{l=0}^{\infty} \frac{i^l \Delta t^l}{(l + 1)!} \{\hat{H}(t_j), \hat{H}_k\}. \tag{A5}
\]

For sufficiently small time-steps the higher order corrections contributions can be neglected. However, decreasing the time-step increases the run-time of the time-evolution. Instead the traditional approach is to evaluate Eq. \([A3]\) by a change of basis into a Hamiltonian eigenbasis. The instantaneous eigenstates are \( \hat{H}(t_j) | \phi_i \rangle = E_j^i | \phi_i \rangle \) and \( \hat{V}_j \hat{H}(t_j) \hat{V}_j^\dagger = \hat{\Lambda}_j \) where \( \hat{\Lambda}_j \) is a diagonal matrix and \( \hat{V}_j = \sum_i | \phi_i \rangle \langle i | \) is a unitary transformation from the current basis \( \{ | i \rangle \} \) into the eigenbasis. Using \( 1 = \hat{V}_j \hat{V}_j^\dagger \) in Eq. \([A5]\) gives

\[
\frac{\partial \hat{U}_j}{\partial u_{k,j}} = -i\Delta t \hat{U}_j \int_0^1 e^\alpha \hat{\Lambda}_j \Delta t \hat{V}_j^\dagger \hat{H}_k \hat{V}_j e^{-\alpha \hat{\Lambda}_j \Delta t} d\alpha \hat{V}_j^\dagger. \tag{A6}
\]

Consider each of the matrix-elements of integral in the current basis

\[
I_{m,n} = \left< m \right| \int_0^1 e^\alpha \hat{\Lambda}_j \Delta t \hat{V}_j^\dagger \hat{H}_k \hat{V}_j e^{-\alpha \hat{\Lambda}_j \Delta t} d\alpha \left| n \right>
\]

\[
= \int_0^1 \left< \phi_m \right| \hat{H}_k \left| \phi_e \right> e^{\alpha (E_j^m - E_j^n) \Delta t} d\alpha
\]

\[
= \left< \phi_m | \hat{H}_k | \phi_e \right> \exp(i(E_j^n - E_j^m) \Delta t) -1 \frac{(E_j^n - E_j^m)(E_j^n - E_j^m)}{i(E_j^n - E_j^m)^2 \Delta t}
\]

otherwise.

\[
\tag{A7}
\]

This allows us to rewrite the exact derivative as

\[
\frac{\partial \hat{U}_j}{\partial u_{k,j}} = \hat{U}_j \hat{V}_j \left( \hat{V}_j^\dagger (-i\hat{H}_k \Delta t) \hat{V}_j \right) \hat{V}_j^\dagger. \tag{A8}
\]
where $\odot$ is the element-wise Hadamard product and $\hat{G}_j$ is a matrix with entries

$$
\langle m | \hat{G}_j | n \rangle = \begin{cases} 
\frac{1}{\exp((E_{jn}^m - E_{jn}^n)\Delta t) - 1} & \text{for } E_{jn}^n = E_{jn}^m, \\
\frac{1}{(E_{jn}^m - E_{jn}^n)\Delta t} & \text{otherwise,}
\end{cases}
$$

(A9)

Expanding the exponential to first order in $\Delta t$ gives $\langle m | G_j | n \rangle = 1$ and the derivative becomes the same as only keeping the first term in (A5).
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