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1 Introduction

As coal-fired power plants currently produce 41% of global electricity [31], proper control of coal-fired boilers in producing electricity is not only essential to the safety of power plant operation, but also directly affects boilers stability, energy efficiency, and sustainability, thus having huge socioeconomic and environmental impacts [11]. How to optimally control boilers’ operating condition in real-time is, however, difficult. The combustion process inside a boiler is highly complex and nonlinear with strong-coupling and time-delayed influences. It is well understood in literature that it is not easy to achieve high efficiency in operating large utility boilers and most existing practices in the industry are highly sub-optimal [5].

Nonuniform temperature distribution inside a boiler is known to cause tube rupture, a frequent failure mechanism for boiler operations. But to maintain a uniform temperature distribution inside a boiler is difficult even for domain expert in practice due to the dynamic air flow inside the boiler. One of the most frequently used practices to deal with nonuniform temperature distribution is spraying water inside a boiler, which introduces unnecessary efficiency loss and additional operating cost [11, 22]. Another practice is to remodel a boiler by re-arranging super-heater panels to alleviate the uneven temperature distribution [37], which requires to shut down the boiler and cannot be done in real-time. Temperature distribution inside a boiler has been studied using various computational fluid dynamics (CFD) methods under steady-state conditions [11, 22]. However, employing the CFD methods for real-time boiler control is not feasible because of the extremely high computational cost of solving the CFD models [2].

To avoid solving the physical-based CFD models, researchers have proposed to use machine learning-based methods to predict boiler temperature or other related parameters in order to control boiler combustion process [17, 16, 42]. However, such formulations have mainly focused on reduction of pollutant emission, not for the uniform distribution of temperature inside boilers. There are some works focusing on the boiler efficiency optimization [9, 15] where external measurements (e.g. exhaust gas temperature) are used to estimate the boiler efficiency through some models due to the difficulties in obtaining temperatures within the boiler. Instead, in this work we have collected the temperature distribution data within the boiler from our industry partner, which allows precise and accurate observation of the combustion efficiency and stability. Moreover, due to the strong-coupling, nonlinear and large time delay characteristics of boilers, existing solutions using neural networks often result in a complicated black-box optimization problem and thus can hardly ensure good real-time performance [16, 32, 42, 5].

In this paper, we use a new formulation to the boiler control optimization problem based on inputs from industry, i.e., maintaining a uniform distribution of temperature in different zones and a balanced oxygen (O$_2$) content from the flue in a coal-fired power plant. We develop a new but practical solution framework to solve the proposed real-time control optimization problem by combining machine learning and optimization techniques. We validate the formulation and show high solution quality using a real industry boiler dataset. Our results suggest that, in specific scenarios, a dedicated system with simpler models can be more desirable than using more powerful models in terms of both performance and computational efficiency.

The rest of the paper is organized as follows. We first give a background about the boiler control problem. Then we present our formulation of the problem and the solution. We then report the experimental results and make conclusions.

2 Background

We give a brief introduction of the operation of a power plant boiler. Pulverized coal is fed into the furnace from different coal feeders with a proper volume of airflow, both of which are controlled by their respective throttle openings to maintain a desired air-to-fuel ratio for combustion. The water circulates in a water-steam system and
absorbs the radiation energy from the furnace continuously until it becomes high-pressure superheated steam in the superheater. Through the steam turbines, the thermal energy is transferred to mechanical work and finally becomes electricity through generators. In a power plant, a central controller determines the desired setpoints for various subsystem controllers, a critical one of which is the combustion controller that determines the feed rates of coal and airflows [19].

Since combustion quality ultimately determines the production efficiency, we focus on combustion control in this paper. In general, higher temperature inside the furnace and lower O\(_2\) content in the flue indicate higher efficiency. But to ensure sustainably high combustion efficiency and stability, it is desirable to also maintain a balanced high temperature distribution and low O\(_2\) content in the flue, as a balanced distribution of both temperature and O\(_2\) content indicates that both flames and pressures are uniformly distributed, and thus promising the stability and safety of the boiler. However, existing formulations [16, 32, 14, 42] have not considered the temperature distribution, and not mentioned the distribution of O\(_2\) content.

In current industry practice, the combustion controller consists of a set of PI/PID controllers and pre-computed set-pints (computed theoretically and fine-tuned empirically). The well-established control system based on PI/PID was improved by advanced PI/PID controller such as auto-tuning PID [39]. In recent years, machine learning-based prediction control has been studied widely and included in commercial boiler control solutions [13, 15]. The prediction model was used for steady state optimization initially and then gradually for real-time optimization [23, 27, 19, 6]. From the algorithm perspective, the modeling approaches are dominated by neural networks and their variants, e.g. vanilla feed-forward network, radial basis function (RBF) network, double linear fast learning network [17, 16, 5]. The optimization problems are solved by various heuristic search algorithms, e.g. genetic algorithm (GA), differential evolution (DE), particle swarm optimization (PSO), ant colony optimization (ACO) [44, 24, 41]. Even though the recent advancement on more computationally efficient neural network [3, 33, 35, 18, 25, 34, 10, 36], due to the considerable number of variables, the computational requirement remains a challenge which degrades the real-time performance [43].

## 3 Problem Formulation and Solution Framework

We formulate a new boiler control problem in this section by not only maintaining a high temperature and low O\(_2\) content, but also maintaining a uniform distribution of temperature in different zones and O\(_2\) content inside the flue in a coal-fired power plant. The goal of achieving a balanced distribution of temperatures and O\(_2\) content can be captured by a quadratic penalty function of the deviation of temperatures from the average value and the difference between O\(_2\) content from two sides in the flue. Certainly there are other options but quadratic penalty function is employed, because it is differentiable, suitable for capturing the deviation from the desired value, and relatively simple for optimization. For effective combustion, we also want to maintain a high temperature and low O\(_2\) content inside a boiler. Together, we can use a weighted sum of these components as our objective with the constraints under real operation such as the given range of controllable variables and their sum. The polynomial objective function has four terms, indicating the variance of temperature in different zones, the difference of O\(_2\) content in two sides of flue, the average temperature, and the average O\(_2\) content, respectively. The problem needs to be solved continuously for every time stamp \(t\) based on data including operations from \(t - 1\) and prior in order to achieve the goal of real-time control for the boiler. \(f^T_i\) and \(f^O_j\) define prediction models for temperature and O\(_2\) respectively where \(i\) and \(j\) denote the index of models for temperature and O\(_2\) content at different zones.

The structure of proposed real-time boiler control framework is shown in Figure 1. The prediction models, \(f^T_i\) and \(f^O_j\) trained on historical data, provide the symbolic expression of temperature and O\(_2\) content based on control variables and other measured uncontrollable variables, which are denoted as \(x_{t-1}\) and \(M_{t-1}\) respectively. In every time step, \(M_{t-1}\) in the symbolic expression will be replaced by the latest observed values and only the controllable variables \(x_{t-1}\) and the optimization objective \(V_t\) remain. Then the optimization model takes the resulted expression and solves the nonlinear programming problem to give the optimal combination of controllable variables, which is the control input to the boiler. An error compensation module, which will be discussed later, is employed to further improve the prediction accuracy. The time cost for solving the optimization model at every time step depends on the choice of optimization algorithm and the complexity of the problem determined by the prediction model. Since the
control loop needs to be continuously solved for every time step as soon as possible, the runtime performance of the optimization model is the critical consideration.

We employ machine learning-based approaches for predicting both temperature and O₂ content. We notice that there is a special mathematical structure of the given problem that the constraints are linear with respect to control-lable variables \( x \) and the objective is quadratic with respect to the predicted values \( T(i) \) and \( O(i) \). Therefore, among many possible choices of machine learning techniques, we use the epsilon-support vector regression (\( \varepsilon \)-SVR) with linear kernel [29] as the prediction model. Such a choice will render a nice mathematical structure for the optimization model, which in turn enables us to choose an effective optimization technique to solve the problem efficiently.

We obtain the linear prediction models through the \( \varepsilon \)-SVR linear kernel method. Plugging the function of the prediction models back into the objective function with some rearrangement, we obtain a quadratic programming model as follows (by dropping the subscript \( t \) for simplicity):

\[
\min_{x} \quad V(x) = \frac{1}{2} x^T H x + f^T x + c
\]

\[s.t \quad A_q x \leq b_q; \quad A_e x = b_e; \quad B_l \leq x \leq B_u.\] (1)

where \( H \) is a real symmetric matrix of coefficients, \( f \) is a vector of coefficients, and \( c \) is a constant term, all of which can be easily constructed based on values from the prediction model. \( A_q, A_e, b_q, b_e, B_l, \) and \( B_u \) are compact representation of known constraints.

Therefore, at each time step, we end up with a quadratic programming problem for the optimization model. We adopt an efficient algorithm for quadratic programming, the interior point convex (IPC) method [8, 20, 7]. It uses a presolve procedure to remove redundancies and simplify constraints. It then tries to find a point where the Karush-Kuhn-Tucker (KKT) conditions hold, and use multiple corrections to improve the centrality of the current iteration.

As discussed before, the working mechanism of a coal-fired boiler is extremely complex and time-varying, and not all factors are observable through measurements. Therefore, a machine learning-based prediction model of this kind may produce time-related local bias because of the change of underlying hidden factors, such as the fluctuation of coal quality and the restart of boilers. By borrowing an idea from the field of control, we add an error compensation part to further improve the prediction accuracy by compensating the local bias, which is estimated by computing an average difference between the actual output and predicted output for a prior window size of time steps, and adding this value to the future predicted output to decrease residuals [38, 4]. At every time step, the latest prediction error is obtained and the new compensation value is added to \( T_t(i) \) and \( O_t(j) \) as constants. The window size \( S \) is another algorithmic tuning parameter of this method. Note that the error compensation can be effective because the input and output are sampled from a physically continuous system, thus the adjacent prediction errors may implicitly stores contextual information and can be used for better prediction. This work is also an example of how a well-trained machine learning model can be improved by leveraging its physical meaning. This approach can be extended to other applications, where prediction is made about a continuous system and prediction error is available in online operation.

The prediction model is trained offline and does not need to be re-trained any more. The time to solve the optimization problem dominates the latency in the control loop which is the lag from the observation to the correspond-
ing control operations. Because the lag is not taken into consideration when building the prediction model according to the dataset, the closer the lag is to zero the better. It is also the reason to simplify the complex highly nonlinear optimization problem to a quadratic programming problem, which is very important for a real-time solution.

4 Experimental Results

4.1 Experiment Setup

We conduct experiments using the real dataset collected by our industry partner from a production power plant boiler as discussed before. It contains more than 13,000 samples collected in a span of more than two months at a sample rate of 432 seconds. Each sample corresponds to a time stamp with 49 features including temperatures in six zones, O$_2$ content in two sides of flue, generation load, Nitric oxide in two sides of flue, twelve coal feed rates, and sixteen throttle openings, etc.

For comparison purpose, we also implement different algorithms to show the effectiveness of our proposed algorithm. The alternative options used for the prediction model include the $\varepsilon$-SVR with a RBF kernel, the classic three layer feed forward neural network (NN) with tangent-sigmoid activation function for the hidden layer, the vanilla recurrent neural network (RNN) [40], and the LSTM model [12]. The alternative options for the optimization model include some popular heuristic search algorithms, including GA, DE, PSO, and Sequential Quadratic Programming (SQP) [21]. All tuning parameters are selected by Bayesian optimization [26] or grid search on a validation dataset.

4.2 Comparison of Prediction Models

We first compare the prediction accuracy among the five prediction models. For each model, there are also different ways of organizing the input data (or feature selection for $\varepsilon$-SVR based methods). Three variants are considered: (A) non predicting data from the current time stamp, (B) all data from the current time stamp, and (C) all data from both the current time stamp and a varying number of past time steps. Most existing work on boiler optimization uses the type (A) data [42, 32, 5] as they assume a steady state model. Type (B) data is a special case of type (C) data with zero previous time step data.

To show the importance of organizing input data properly, we apply all the three types of data to the first three methods, and only type (B) data to RNN and LSTM models. The reason for the latter is that RNN and LSTM needs time-dependent data and the models themselves can be trained to capture the time-delayed effect through internal memories. The accuracy metrics used are averaged Mean Squared Error (MSE) and mean absolute percentage error (MAPE) of the six zones for temperature and two side for O$_2$. The prediction accuracy for temperature is reported in Table 1. As it can be seen, for the first three methods, results from type (B) and (C) data are significantly better than those from type (A) data and results from type (C) data are the best.

| Model     | Data Type | MSE    | MAPE  |
|-----------|-----------|--------|-------|
| SVR (linear) | (A)       | 975.3  | 2.06% |
|           | (B)       | 289.2  | 1.12% |
|           | (C)       | 164.8  | 0.82% |
| SVR (RBF) | (A)       | 1860.1 | 2.88% |
|           | (B)       | 1199.8 | 2.24% |
|           | (C)       | 246.6  | 1.01% |
| NN        | (A)       | 1268.8 | 2.55% |
|           | (B)       | 344.4  | 1.23% |
|           | (C)       | 181.0  | 0.87% |
| RNN       | (B)       | 635.6  | 1.89% |
| LSTM      | (B)       | 841.7  | 1.98% |
In terms of methods, although RNN and LSTM seem to be the most suitable models for time series data, we suspect the limited data size (albeit one of the largest in the literature) and the peculiarity of the system dynamics have prevented RNN and LSTM from achieving a stable solution such that the hidden states memorizing past information are weaker than raw data from past steps when supporting the subsequent predictions. The proposed $\varepsilon$-SVR linear model performs the best with the least average MSE value. Even when comparing results from type (B) data for all five methods, $\varepsilon$-SVR linear is still better than RNN and LSTM. The temperature prediction result on test dataset by $\varepsilon$-SVR linear model is illustrated in Figure 2.

We also offer the following reasons to explain why our proposed $\varepsilon$-SVR with linear kernel performs the best. First, the measurements of temperature and O$_2$ content contain some outliers because of the unstable airflow inside the boiler. The $\varepsilon$-SVR with $\ell_1$ loss is less sensitive to such outliers when compared to the $\ell_2$ loss in other methods. Second, $\varepsilon$-SVR treats errors less than $\varepsilon$ as zero, and is thus less sensitive to sensor noises than others, which further helps to reduce unnecessary updates in the training process. Third, the simple linear regression is less likely to be overfitting compared to those more complex nonlinear models. Moreover, even though NN can provide better prediction performance, it cannot be used in the control system as it lead to a highly nonlinear optimization problem which is too complex to be solved in real-time. The results of O$_2$ prediction is quite similar to that in the temperature prediction.

4.3 Impact of Error Compensation

In this section, we report the impact of error compensation on the solution quality. Different window sizes can be tried on the historical data and the window size $S$ can be selected with a trade-off between complexity and performance. Figure 3 shows the impact of different window sizes of error compensation on temperature prediction in different zones. The window size in x-axis indicates how many previous samples are used to calculate the error compensation, which is the average error for previous predictions. The y-axis stands for how much MSE are reduced by using error compensation with a given window size and thus the higher the better.

A rough rise and fall trend can be observed as expected in Figure 3. When the window size is small, which means only a few latest errors are used to calculate the compensation, the error compensation makes prediction worse (negative values in Figure 3) because high randomness dominates the compensation. When window size increases, the compensation helps to reduce prediction errors and these curves reach a peak since a proper window size enables us to discover a local bias covered by randomness. As the window size keeps increasing, these curves fall down as too many prediction errors from long ago are used. If the window size reaches a very large value, all curves will finally converge to a narrow range around zero because it leads compensation to a near-zero value, which is not shown within this figure. It is worth noting that predicted temperatures with lower accuracy tend to get more improvement from error compensation. We suspect those zones are more sensitive to some hidden factors and thus have more apparent local bias. Similar observations also hold for O$_2$ content prediction. We finally select 50 as the window size for error compensation calculation to strike a right balance. With error compensation, we further reduced the average MSE of temperatures and O$_2$ content by 7.4% and 3.4% respectively.
Figure 3: The reduced MSE versus window size of error compensation

More complicated approaches such as SVR and NN also have been tested, but surprisingly, even though they get better result under some settings, the simplest average strategy gets the best and most stable performance overall under this practical circumstance. This is probably caused by the high randomness of the boiler system and its variance along with time.

4.4 Comparison of Optimization Algorithms

We compare various optimization algorithms on the test dataset using the best prediction model obtained in last section. At each time step, the optimization algorithm will produce one objective value and for all test samples, the objective values are collected for each model. We report the comparison results in Table 2, where the solution quality is measured by the objectives collected for all test samples, and we report their mean, minimum, maximum and standard deviation value for simplicity. The smaller the objective value, the better the solution quality. The computation time is measured by the time to converge in seconds on a desktop with an Intel i5-4590 3.3GHz CPU.

Table 2: Comparison of different optimization algorithms

| Solving Time | Objectives |
|--------------|------------|
| Algorithm    | Mean       | Min      | Max       | Std   |
| IPC          | 0.16       | 0.085    | -0.207    | 0.419 | 0.140 |
| DE           | 81.5       | 0.127    | -0.168    | 0.497 | 0.145 |
| SQP          | 159        | 0.117    | -0.189    | 0.434 | 0.138 |
| PSO          | N/C        | 0.235    | -0.121    | 0.599 | 0.151 |
| GA           | N/C        | 0.586    | 0.158     | 1.093 | 0.234 |

We see from Table 2 that only IPC, DE, and SQP can provide a converged solution within the given time interval, while PSO and GA cannot. IPC outperforms DE and SQP on both runtime and result quality significantly. This is expected, as IPC is a most suited optimization algorithm for the special mathematical structure as derived in this work, while other algorithms are generic optimization techniques.

Based on the same prediction model, we observe that solutions from IPC based control are able to reduce the temperature standard deviation by 42.5%, and O$_2$ content difference by 61.5% when compared to the the original test data without optimization. At the same time, we see 32°C higher average temperature and 38.6% lower average O$_2$ content, indicating that the proposed model can also improve combustion efficiency simultaneously.
5 Conclusions

Equipped with the unique dataset collected from a real power plant, we introduce a new formulation for boiler control problem that focuses on maintaining not only high temperature and low O₂ content, but also a balanced distribution of temperature and O₂ content. To overcome the foremost challenge of developing a real-time solution, we propose a new algorithmic framework that incorporates a machine learning-based prediction model, an optimization model, and an error compensation model. Experimental results validate the effectiveness and efficiency of the solution. The solution framework can be extended to other Cyber-Physical Systems where the online control or optimization is constrained by the complexity of prediction and its formulation.
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