Double injection in graphene p-i-n structures
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We study the processes of the electron and hole injection (double injection) into the i-region of graphene-layer and multiple graphene-layer p-i-n structures at the forward bias voltages. The hydrodynamic equations governing the electron and hole transport in graphene coupled with the two-dimensional Poisson equation are employed. Using analytical and numerical solutions of the equations of the model, we calculate the band edge profile, the spatial distributions of the quasi-Fermi energies, carrier density and velocity, and the current-voltage characteristics. In particular, we demonstrated that the electron and hole collisions can strongly affect these distributions. The obtained results can be used for the realization and optimization of graphene-based injection terahertz and infrared lasers.

I. INTRODUCTION

Due to unique properties, graphene-layer (GL) and multiple-graphene-layer (MGL) structures with p-n and p-i-n junctions are considered as novel building blocks for a variety of electron, terahertz, and optoelectronic devices. Such junctions have been realized using both chemical doping и "electrical" doping in the gated structures. The formation of p-n and p-i-n junctions can be used in infrared (IR) and terahertz (THz) detectors and the tunneling transit-time THz oscillators. The GL and MGL p-i-n junctions under the forward bias can be the basis of IR and THz lasers exploiting the interband population inversion (see also recent experimental results), in which the injection of electrons and holes from the n- and p-regions is utilized instead of optical pumping. A simplified model of the GL and MGL injection lasers with the p-i-n junctions was considered recently. The model in question assumes that the recombination of electrons and holes in the i-region and the leakage thermionic and tunneling currents at the p-i and i-n interfaces are relatively small. This situation can occur in the structures with sufficiently short i-regions or at relatively low temperatures when the recombination associated with the emission of optical phonons and thermionic leakage are weakened. In such a case, different components of the current can be considered as perturbations, and the spatial distributions of the electric potential and the carrier density along the i-region are virtually uniform. However, in the p-i-n structures with relatively long i-regions and at the elevated voltages the spatial distribution of the potential can be rather nonuniform, particularly, near the edges of the i-region, i.e. near the p-i and i-n interfaces. In this case, the electric field in the i-region can be sufficiently strong. Such an effect can markedly influence the density of the injected carriers, the conditions of the population inversion and current-voltage characteristics.

In this paper, we develop a model for the GL and MGL forward biased p-i-n structures which accounts for relatively strong recombination and consider its effect on the characteristics which can be important for realization of IR/THz injection lasers. The problem of the electron and hole injection (double injection) in GL and MGL p-i-n structures is complicated by the two-dimensional geometry of the device and the features of the carrier transport properties. This makes necessary to use two-dimensional Poisson equation for the self-consistent electric potential around the i-region and to invoke the hydrodynamic equations for carrier transport in GL and MGLs. Thus, the present model is a substantial generalization of the model applied in the previous paper. To highlight the effects of strong recombination and the nonuniformity of the potential distributions, we, in contrast to Ref. , disregard for simplicity the effects of the carrier heating or cooling and the effects associated with the nonequilibrium optical phonons. This can be justified by the fact that the injection of electrons and holes from the pertinent contacts does not bring a large energy to the electron-hole system in the i-region unless the applied bias voltage is large.

The paper is organized as follows. In Sec. II, we present the GL and MGL p-i-n structures under consideration and the device mathematical model. Section III deals with an analytical solutions of the equations of the model for a special case. Here the general equations are reduced to a simple equation for the quasi-Fermi energies of electrons and holes as functions of the applied bias voltage. In Sec. IV, the equations of the model are solved numerically for fairly general cases. The calculations in
Secs. III and IV provide the spatial distributions of the band edges, the quasi-Fermi energies and densities of electrons and holes, and their average (hydrodynamic) velocities. It is shown, that the obtained analytical distributions match well with those obtained numerically, except very narrow regions near the p-i and i-n interfaces. In Sec. V, the obtained dependences are used for the calculation of the current-voltage characteristics of the GL and MGL p-i-n structures. Sec. VI deals with the discussions of some limitations of the model and possible consequences of their lifting. In Sec. VII we draw the main conclusions.

II. MODEL

A. The structures under consideration

We consider the GL or MGL p-i-n structures with either chemically or electrically doped p- and n-region (see, the sketches of the structures on the upper and lower panels in Fig. 1). We assume that the p- and n-regions (called in the following p- and n-contacts) in single- or multiple-GL structures are strongly doped, so that the Fermi energy in each GL in these structures $\varepsilon_{F,}\varepsilon$, and hence, the built-in voltage $V_{bi}$ are sufficiently large:

$$\varepsilon_{F,}\varepsilon = eV_{bi}/2 \gg k_B T,$$

where $T$ is the temperature and $k_B$ is the Boltzmann constant. In the single-GL structures with the electrically induced p- and n-contact regions,

$$\varepsilon_{F,}\varepsilon = eV_{bi}/2 = \frac{\hbar v_W}{2} \sqrt{\frac{\kappa V_g}{eW_g}}$$

where $\hbar$ and $\kappa$ are the Planck constant and the dielectric constant, respectively, $v_W \approx 10^8$ cm/s is the characteristic velocity of electrons and holes in GLs, $W_g$ is the gate layer thickness, and $V_g$ is the gate voltage ($V_p = -V_g$ and $V_n = V_g$ (see Fig. 1). Figure 2 shows the schematic views of the band profiles of a GL p-i-n structure at the equilibrium [see Fig. 2(a)] and at the forward bias [see Fig. 2(b)]. The Fermi energies of the holes and electrons in the contact p- and n-regions are assumed to be $\varepsilon_{F,}\varepsilon$. It is shown that at $V = 0$, the densities of electron and hole (thermal) in the i-region are relatively small. But at the forward bias these density become rather large due to the injection. The injection is limited by the hole charge near the p-i junction and by the electron charge near the i-n junction. Due to this, the Fermi energy of the injected electrons and holes, $\varepsilon_{F,}\varepsilon$, at the pertinent barriers is generally smaller than $\varepsilon_{F,}\varepsilon$. However, at the bias voltages comparable with the build-in voltage $V_{bi}$, these Fermi energy can be close to each other. The qualitative band profiles of Fig. 2 are in line with the band profiles found from the self-consistent numerical calculation shown in Sec. IV.

Due to high electron and hole densities in the i-region under the injection conditions, the electron and hole energy distribution are characterized by the Fermi functions with the quasi-Fermi (counted from the Dirac point) $\varepsilon_{F,}\varepsilon$ and $\varepsilon_{F,h}$, respectively, and the common effective temperature $T$, which is equal to the lattice temperature.

B. Equations of the model

The model under consideration is based on the two-dimensional Poisson equation for the self-consistent electric potential and the set of hydrodynamic equations de-
scribing the electron and hole transport along the GL (or GLs) in the i-region. The Poisson equation for the two-dimensional electric potential \( \psi = \psi(x, z) \) is presented as

\[
\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial z^2} = \frac{4\pi e}{\kappa_b} (\Sigma_e - \Sigma_d - \Sigma_h + \Sigma_a) \cdot \delta(z).
\] (1)

where \( e = |e| \) is the electron charge, \( \Sigma_e \) and \( \Sigma_h \) are the net electron and hole sheet densities in the system (generally consisting of \( K \) GLs), \( \Sigma_d = \Sigma_d(x) \) and \( \Sigma_a = \Sigma_a(x) \) are the densities of donors and acceptors in the i-region (located primarily near the contact regions), and \( \delta(z) \) is the delta function reflecting the fact that the GL (MGL system) are located in a narrow layer near the plane \( z = 0 \). The axis \( x \) is directed in this plane.

The transport of electrons and holes is governed by the following system of hydrodynamic equations [32]:

\[
\frac{d\Sigma_e u_e}{dx} = -R, \quad \frac{d\Sigma_h u_h}{dx} = -R. \tag{2}
\]

\[
\frac{1}{M} \frac{d(e\varphi - \varepsilon_{F_e})}{dx} = \nu u_e + \nu_{ch}(u_e - u_h), \tag{3}
\]

\[
-\frac{1}{M} \frac{d(e\varphi + \varepsilon_{F_h})}{dx} = \nu u_h + \nu_{ch}(u_h - u_e). \tag{4}
\]

\[
\Sigma_e = \frac{2k_B^2 T^2 K_0(x)}{\pi e^2 v_W^2} \int_{-\infty}^{\infty} \frac{dy}{[\exp(y - \varepsilon_{F_e}/k_B T) + 1]}, \tag{5}
\]

\[
\Sigma_h = \frac{2k_B^2 T^2 K_0(x)}{\pi e^2 v_W^2} \int_{-\infty}^{\infty} \frac{dy}{[\exp(y - \varepsilon_{F_h}/k_B T) + 1]} \tag{6}
\]

Here \( \varphi = \psi|_{z=0} \) is the potential in the GL plane, \( \varepsilon_{F_e}, \varepsilon_{F_h}, u_e, u_h \) are the quasi-Fermi energies and hydrodynamic velocities of electrons and holes, respectively, \( \nu \) is the collision frequency of electrons and holes with impurities and acoustic phonons, \( \nu_{ch} \) is their collision frequency with each other, and \( M \) is the fictitious mass. The recombination rate \( R \) in the case of dominating optical phonon mechanism can be presented in the following simplified form (see, for instance, Refs. [30, 31, 33]):

\[
R = \frac{K \Sigma_T}{\tau_R} \left[ \frac{(N_0 + 1)}{N_0} \exp \left( \frac{\varepsilon_{F_e} + \varepsilon_{F_h} - h\omega_0}{k_B T} \right) - 1 \right] \tag{7}
\]

Here \( \Sigma_T = \pi k_B^2 T^2/6h^2v_W^2 \) is the equilibrium density of electrons and holes in the i-region in one GL at the temperature \( T \), \( \tau_R = \Sigma_T/G_T \) is the characteristic time of electron-hole recombination associated with the emission of an optical phonon, \( G_T \propto \mathcal{N}_0 \) is the rate of thermogeneration of the electron-hole pairs due to the absorption of optical phonons in GL at equilibrium, \( h\omega_0 \) is the optical phonon energy, and \( \mathcal{N}_0 = [\exp(h\omega_0/k_B T) - 1]^{-1} \).

### C. Boundary conditions

The boundary conditions for the electron and hole velocities and Fermi energies are taken in the following form:

\[
u_e|_{x=-L} = -u_R, \quad u_h|_{x=L} = u_R, \quad \varepsilon_{F_e}|_{x=0} = \frac{eV}{2}, \tag{8}
\]

and

\[
u_e|_{x=L} = \varepsilon_{F_h}|_{x=0} = \frac{eV}{2} = eV_{bi}/2, \tag{9}
\]

where \( 2L \) is the spacing between p- and n-region (length of the i-region), \( u_R \) is the recombination velocity of electrons and holes in narrow space-charge regions adjacent to the p- and n-region, respectively, due to the interband tunneling and due to the leakage over the barriers (edge recombination velocity) [34], and \( V \) is the applied bias voltage (see Fig.1). The quantity \( \varepsilon_{F_e} \) is the Fermi energy at the contact regions. The electric potential at the contact regions is determined by the applied voltage \( V \):

\[
(v\psi + \varepsilon_{F_h})|_{x\leq-L,z=0} = \frac{eV}{2}, \tag{10}
\]

\[
(v\psi - \varepsilon_{F_e})|_{x\geq L,z=0} = -\frac{eV}{2}, \tag{11}
\]

where \( V \) is the applied bias voltage. Combining Eqs. (9) - (11), one obtains

\[
\psi|_{x\leq-L,z=0} = \varphi|_{x=-L} = \frac{e(V - V_{bi})}{2}, \tag{12}
\]

\[
\psi|_{x\geq L,z=0} = \varphi|_{x=L} = -\frac{e(V - V_{bi})}{2}. \tag{13}
\]

The dependence \( v\varphi = v\varphi(x) \) yields the coordinate dependence of the Dirac point or the band edge profile (with respect to its value in the i-region center, \( x = 0 \)).

### D. Dimensionless equations and boundary conditions

To single out the characteristic parameters of the problem we introduce the following dimensionless variables:

\[
\Psi = v\psi/k_B T, \quad \Phi = v\varphi/T, \quad \mu_e = \varepsilon_{F_e}/k_B T, \quad \mu_h = \varepsilon_{F_h}/k_B T,
\]

- \( \Phi \) is the dimensionless electric field,
- \( \Psi \) is the dimensionless potential,
- \( \mu_e \) and \( \mu_h \) are the dimensionless Fermi energies.
\[ \mu_c = \varepsilon_F / k_B T, \sigma_c = \Sigma_c / \Sigma_T, \sigma_h = \Sigma_h / \Sigma_T, \sigma_d = \Sigma_d / \Sigma_T, \]
\[ \sigma_a = \Sigma_a / \Sigma_T, \quad U_c = u_c \tau_R / L, \quad U_h = u_h \tau_R / L, \quad U_R = u_R \tau_R / L, \quad \xi = x / L, \text{ and } \zeta = z / L. \]

Using these variables, Eqs. (1) (6) are presented as
\[ \partial^2 \Psi / \partial \xi^2 + \partial^2 \Psi / \partial \zeta^2 = 4\pi Q (\sigma_c - \sigma_d - \sigma_h + \sigma_a) \cdot \delta(\zeta). \]

\[ \frac{d\sigma_c U_c}{d\xi} = 1 - \exp(\mu_c + \mu_h), \quad \frac{d\sigma_h U_h}{d\zeta} = 1 - \exp(\mu_c + \mu_h), \]

\[ d(\Phi - \mu_c) / d\xi = q \left( U_c \left( \frac{\nu}{\nu_{ch}} \right) + U_c - U_h \right), \]

\[ -d(\Phi + \mu_h) / d\zeta = q \left( U_h \left( \frac{\nu}{\nu_{ch}} \right) + U_h - U_c \right), \]

\[ \sigma_c = \frac{12}{\pi^2} \int_0^\infty \frac{dy}{\exp(y - \mu_c) + 1}, \]

\[ \sigma_h = \frac{12}{\pi^2} \int_0^\infty \frac{dy}{\exp(y - \mu_h) + 1}. \]

Here Q and q are the "electrostatic" and "diffusion" parameters given, respectively, by the following formulas:
\[ Q = K \frac{\pi e^2 L k_B T}{6 \kappa h^2 v_W^3}, \quad q = \frac{M \nu_{ch} L^2}{\tau_R k_B T}. \]

Assuming, \( L = 1 - 5 \mu m, K = 1 - 2, \kappa = 4, T = 300 K, \varepsilon_{F0} = 100 \text{ meV}, \nu_{ch} = 10^{13} \text{ s}^{-1}, \tau_R = 10^{-9} \text{ s}, \) we obtain \( Q = 12.5 - 125, q = 0.04 - 1.0. \) The same values of q one obtains if \( \nu_{ch} = 10^{12} \text{ s}^{-1} \) and \( \tau_R = 10^{-8} \text{ s} \). The parameters Q and q can also be presented as \( 4\pi Q \sim L / r_S^2 \) and \( q \sim (L^2 / D \tau_R) \sim (L / L_D)^2, \) where \( r_S^2 = (\kappa h^2 v_W^3 / 4\pi^2 T) \) and \( L_D = \sqrt{D / \tau_R} \) are the characteristic screening and the diffusion lengths in the i-region (in equilibrium when \( \mu_i = 0 \)), respectively, and \( D = v_W^2 / 2\nu_{ch} \) is the diffusion coefficient.

The boundary conditions for the set of the dimensionless Eqs. (14) - (20) are given
\[ \mu_c |_{\xi = 1} = \mu_h |_{\xi = -1} = \mu_c = e V_{bi} / 2 k_B T, \]
\[ U_c |_{\xi = -1} = -U_R, \quad U_h |_{\xi = 1} = U_R, \]
\[ \Psi |_{\xi \leq 1, \zeta = 0} = \Phi |_{\xi = -1} = e V / 2 k_B T - \mu_c, \]
\[ \Psi |_{\xi \geq 1, \zeta = 0} = \Phi |_{\xi = 1} = -e V / 2 k_B T + \mu_c. \]

In the following we focus our consideration mainly on the structures with very abrupt p-i and i-p junction neglecting terms \( \sigma_d \) and \( \sigma_a \) in Eq. (14). The effect of smearing of these junctions resulting in \( \sigma_d \neq 0 \) and \( \sigma_a \neq 0 \) will be briefly discussed in Sec. VI.

\[ \Phi = -2 q \frac{(e^{2\mu_i} - 1)}{\sigma_i} \xi. \]

At the points \( \xi = \pm (1 - \eta) \sim \pm 1, \) one can use the simplified matching conditions [see Fig. 2(b)] and obtain the following equation for \( \mu_i; \)

**III. INJECTION CHARACTERISTICS**

(ANALYTICAL APPROACH FOR A SPECIAL CASE)

Consider the special case in which \( \nu / \nu_{ch}, U_R \ll 1. \) When \( Q \gg 1, \) Eq. (14) is actually a partial differential equation with a small parameter \( Q^{-1} \ll 1 \) at highest derivatives. Usually the net solution of such equations can be combined from their solutions disregarding the left side (valid in a wide range of independent variables) and the solution near the edges (which are affected by the boundary conditions) in the regions of width \( \eta \sim Q^{-1} \sim r_S^2 / L \ll 1, \) where the derivatives are large, provided a proper matching of these solutions [33]. Hence, since parameter \( Q \gg 1, \) for a wide portion of the i-region one can assume that \( \sigma_c \simeq \sigma_h \simeq \sigma_i = \text{const} \) and, consequently, \( \mu_c \simeq \mu_h \simeq \mu_i. \)

In this case, Eqs. (15) and (16) yield
\[ U_c = -(e^{2\mu_i - 1}) / \sigma_i (\xi + 1), \]
\[ U_h = -(e^{2\mu_i - 1}) / \sigma_i (\xi - 1). \]

It is instructive that the condition \( \mu_c = \mu_h = \mu_i \simeq \text{const}, \) assumed above, is fulfilled only if the collisions with impurities and acoustic phonons are disregarded. Therefore, in this section we assume that \( \nu \ll \nu_{ch}. \) Considering this, we find

\[ \Phi = -2 q \frac{(e^{2\mu_i} - 1)}{\sigma_i} \xi. \]
\[ \mu_i + 2q \left( e^{\mu_i} - 1 \right) = \frac{eV}{2k_BT} \] \hfill (28)

or

\[ \mu_i + \frac{2q^2(e^{\mu_i} - 1)}{12 \int_0^\infty \frac{dy}{[\exp(y - \mu_i) + 1]}} = \frac{eV}{2k_BT}. \] \hfill (29)

If \( eV < 2k_BT \), one can expect that \( 2\mu_i < 1 \), so that \( \sigma_i \simeq 1 \), and Eq. (29) yields

\[ \mu_i \simeq \frac{eV}{2k_BT(1 + 4q)} \] \hfill (30)

At \( eV > 2T \), \( 2\mu_i > 1 \) (the electron and hole components are degenerate), from Eq. (29)

\[ \mu_i + \frac{\pi^2 q^2 e^{2\mu_i}}{3\mu_i^2} = \frac{eV}{2k_BT}. \] \hfill (31)

If formally \( q \to 0 \) (very long diffusion length or near ballistic transport of electrons and holes in the i-region), one can see from Eqs. (29) - (31) that \( \mu_i \) tends to \( eV/2T \), i.e., the Fermi energies of electrons and holes tend to \( eV/2 \) (as in the previous paper [31]).

Figure 3 shows the voltage dependences of the Fermi energy, \( \varepsilon_{Fe} = T\mu_i \approx \varepsilon_{Fh} \), of electrons and holes in the main part of the i-region calculated using Eq. (29) for different values of parameter \( q \propto (L/L_D)^2 \). The dependences shown in Fig. 3 imply that the recombination leads to the natural decrease in the Fermi energies and the densities of electrons and holes in the i-region. These quantities increase with increasing applied voltage \( V \), but such an increase is a slower function of \( V \) (logarithmic) than the linear one. The results of the calculations based on Eq. (29) (i.e., based on a simplified model valid for weak electron and hole collisions with impurities and acoustic phonons and the edge recombination) practically coincide with the results of numerical calculations involving a rigorous model (shown by the markers in Fig. 3). The results of these calculations are considered in the next Section.

**IV. NUMERICAL RESULTS**

Finding of analytical solutions of Eq. (14) coupled with Eqs. (15) - (20) in the near-edge region and their matching with the smooth solutions in the main portion of the i-region is a difficult problem due to the nonlinearity of these system of equations and its integro-differential nature. In principle, what could such solutions provide is an information on the width of the near-edge regions. The latter is not so important, because the main characteristics of the structures under consideration are determined by the electron-hole system in the structure bulk (in the main portion of the i-region). However, the net solution is particularly interesting to verify the results of the analytical model considered in Sec. III. For this purpose, we solved Eqs. (14) - (20) numerically by iterations.

Due to large values of parameter \( Q \), one could expect very sharp behavior of \( \Psi \) and \( \Phi \) near the edges of the i-region, so that strongly nonuniform mesh was used. The potential \( \Phi \) was found by reducing the Poisson equation (14) to the following:

\[ \Phi(\xi) = -\frac{V}{T} - 2\mu_i \frac{eV}{\pi} \sin^{-1} \xi \]

\[ + \frac{4\pi Q}{k} \int_{-1}^{1} d\xi' G(\xi, \xi') \left[ \sigma_h(\xi') - \sigma_e(\xi') \right], \] \hfill (32)

where

\[ G(\xi, \xi') = \frac{1}{4\pi} \ln \left\{ \frac{1 + \cos \sin^{-1}(\xi) + \sin^{-1}(\xi')}{1 - \cos \sin^{-1}(\xi) - \sin^{-1}(\xi')} \right\} \]

is the Green function, which corresponds to the geometry and the boundary conditions under consideration.

Figure 4 shows the profiles of the band edges, i.e., the conduction band bottom (valence band top) in the i-region (\(-L \leq x \leq L\)) obtained from numerical solutions of Eqs. (14) - (20) for different values of the bias voltage \( V \) and parameter \( q \) at \( Q = 100 \) (and \( \nu/\nu_{ch}, U_R \ll 1 \) as in Sec. III). As follows from Fig. 4, an increase in the bias voltage \( V \) leads to the rise of the barrier for the electrons injected from the n-region and the holes from the p-region. These barriers are formed due to the electron and hole self-consistent surface charges localized in very narrow region (of the normalized width \( \eta \sim Q^{-1} = 0.01 \)) in the i-region near its edges. The electric field near the edges changes the sign. In the main portion of the i-region, the electric field is almost constant. Its value increases with increasing parameter \( q \), i.e., with reinforcement of the recombination. Figures 5 and 6 demonstrate the spatial distributions of the electron Fermi energy \( \varepsilon_{Fe}(x) \) and the electron density \( \Sigma_e(x) \) in the i-region for \( q = 1.0 \) at different bias voltages. The hole Fermi energy and the hole density are equal, respectively, to \( \varepsilon_{Fh}(x) = \varepsilon_{Fe}(-x) \) and \( \Sigma_h(x) = \Sigma_e(-x) \).

One can see from Figs. 5 and 6 that the electron Fermi energy and the electron density steeply drop in fairly narrow region adjacent to the p-region. However, they remain virtually constant in the main portion of the i-region if the ratio of the collisions frequency of electrons and holes with impurities and acoustic phonons and the frequency of electron-hole collisions \( \nu/\nu_{ch} \ll 1 \). In the latter case, the values of these quantities across almost the whole i-region coincide with those obtained analytically above with a high accuracy (see the markers in Figs. 3 and 5). This justifies the simplified approach used in the analytical model for the case \( \nu/\nu_{ch}, U_R \ll 1 \) developed in Sec. III. Nevertheless, at not too small values
of parameter $\nu/\nu_{eh}$, the coordinate dependences of the electron (and hole) Fermi energy exhibit a pronounced sag (see Fig. 7). Similar sag was observed in the coordinate dependences of the electron and hole densities (not shown). As seen from Fig. 8, an increase in the ratio $\nu/\nu_{eh}$ leads also to a pronounced modification of the coordinate dependences of the electron (hole) velocity: the absolute value of the electron velocity markedly decreases with increasing $\nu/\nu_{eh}$. However, the changes in the band edge profiles and, hence the electric field in the main portion of the i-region are insignificant.

Above, we have considered the cases of the p-i-n structures with sufficiently long i-region, so that the normalized edge recombination velocity $U_R \ll 1$. In such cases, in accordance with the boundary conditions $U_e$ (and $U_h$) tends to zero at the pertinent contact region (see Fig. 8).

The calculations of the spatial distributions of the band edge profiles, Fermi energies, and carrier concentrations showed that the variation of the edge recombination velocity $U_R$ (at least in the range from zero to ten) does not lead to any pronounced distinction even in the near-edge regions. In all cases considered, as seen from Fig. 9, the absolute value of $U_e$ steeply increases in a narrow region near the n-contact and the gradually drops (virtually linearly) across the main portion of the i-region. However, $U_e$ (and, hence, the electron hydrodynamic velocity $u_e$), being virtually independent of $U_R$ from the n-region to the near-edge region adjacent to the p-i interface, strongly depends on $U_R$ in the latter region [see Fig. 9 (both left and right panels)]. The hole velocity exhibits the same behavior with $U_h(x) = -U_e(-x)$.

Due to rather short near-contact regions, the edge recombination does not affect substantially the integral characteristics of the p-i-n structures under consideration, in particular total number of the injected electrons and holes and their net recombination rate at least in the practical p-i-n structures with $Q \gg 1$ and not too large $U_R$ (i.e., not too short i-regions).

V. CURRENT-VOLTAGE CHARACTERISTICS

The current (associated with the recombination in the i-region) can be calculated as
FIG. 7: (Color online) Spatial distributions of the electron Fermi energy $\varepsilon_{Fe}$ at $q = 1$ and $Q = 100$ calculated for different values of ratio $\nu/\nu_{ch}$ and $V = 250$ mV at $U_R = 0$.
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FIG. 8: (Color online) Coordinate dependences of normalized electron velocity $U_e$ calculated for $q = 1.0$ and $V = 250$ mV at different values of $\nu/\nu_{ch}$.

![Graph showing coordinate dependence of normalized electron velocity](image)

The current-voltage characteristics obtained for different parameters $q$ (using Eqs. (29) and (35) at $\nu/\nu_{ch} \ll 1$) are shown in Fig. 10. As follows from Fig. 10, the injection current superlinearly increases with increasing bias voltage $V$. The steepness of such current-voltage characteristics decreases with increasing parameters $q$. This is because a larger $q$ corresponds in part to larger $\nu_{ch}$, i.e., to a larger resistance. In the limit $q \to 0$, the current-voltage dependence approaches to $J \propto \exp(eV/2T)$. Thus, at the transition from near ballistic electron ($q \ll 1$) and hole transport to collision dominated transport ($q \sim 1$), the current-voltage characteristics transform from exponential to superlinear ones.

However, at finite values of parameter $\nu/\nu_{ch}$, $\mu_{i}$ can be a pronounced function of the coordinate as seen from Fig. 7. This results in a dependence of the current on the parameter in question. Inset in Fig. 10 shows the dependence of the current on parameter $\nu/\nu_{ch}$ at fixed bias voltage. A decrease in the current with increasing parameter $\nu/\nu_{ch}$ is associated with a sag in the spatial dependence of the Fermi energy (see Fig. 7), which gives rise to weaker recombination in an essential portion of the i-region and, therefore, lower recombination (injection) current.

VI. DISCUSSION

The rigorous calculation of the edge recombination current, particularly, its tunneling component and parameter $U_R$ requires special consideration. Here we restrict ourselves to rough estimates based of a phenomenological treatment. The characteristic velocity, $u_{R, tunn}$ of the edge recombination due to tunneling of electrons through the barrier at the p-i-interface (and holes through the barrier at the i-n-interface) can be estimated as $u_{R, tunn} = D_{tunn} \nu_{W} / \pi$. Here $D_{tunn}$ is the effective barrier tunneling transparency, determined, first of all, by the shape of the barrier. The appearance of factor $1/\pi$ is associated with the spread in the directions of electron velocities in the GL plane. In the case of very sharp barrier, $D_{tunn} \approx 1$. But practically $D_{tunn}$ is less than unity, although due to the gapless energy spectrum of carriers in GLs and MGLs one can not expect that it is very small. The edge recombination velocity associated with the thermionic current of electrons (holes) over the pertinent barrier is proportional to $D_{th} \propto \exp(-\mu_{c})$, so that $u_{R}^{th} \propto (\nu_{W}/\pi) \exp(-\mu_{c})$. The factor $\exp(-\mu_{c})$ is very small when the contact n- and p-regions are sufficiently doped ($\mu_{c} \gg 1$), hence, $U_{th}^{R} \ll U_{tunn}^{R}$. In the case of the electrically induced p- and n-regions in MGL structures, the condition $\mu_{c} \gg 1$ can impose certain limitation on the number of GL $K[1]$. As a result, parameter $U_R$ can be estimated as $U_{R}^{th} \approx u_{R}^{th} U_{W} / \pi L$. At $\tau_{R} = 10^{-10}$ s, $L = 5$ $\mu$m, and $D_{tunn} = 0.5$ we find that $U_{th}^{R} \approx 3$. As shown above, the edge recombination even at relatively large parameter $U_R$ markedly influences the carrier densities and their Fermi energies only in imme-
FIG. 9: (Color online) The normalized electron velocity $U_e$ versus coordinate $x$ for $q = 1.0$ and $V = 250$ mV at different values of normalized edge recombination velocity $U_R$ (left panel). Right panel shows details of the same dependences in close vicinity of the p-i interface.

FIG. 10: (Color online) Current-voltage characteristics for different values of parameter $q$. Inset shows the current as a function of parameter $\nu/\nu_e$ calculated at $V = 250$ mV for $q = 1.0$.

Equation (37) yields the following condition when the edge recombination is provides relatively small contribution to the injection current:

$$ L > \frac{D_{\text{tunn}} \nu_W \tau_R}{2 \pi} e^{-2 \mu_i}. $$

Assuming that $\tau_R = 10^{-10} \text{ s}$, $D_{\text{tunn}} = 0.5$, and $\mu_i = 1.0 - 1.4 (\varepsilon_{Fi} = 25 - 35 \text{ meV})$, from inequality (36) we obtain $2L > (1 - 2) \mu \text{ m}$. As follows from Eq. (38), the role of the edge recombination steeply drops when $\mu_i$, i.e., the bias voltage $V$ increase. This is because the recombination rate $R$, associated with optical phonons, rapidly rises with increasing $\mu_i$. If $\tau_R = (10^{-10} - 10^{-9}) \text{ s}$ and $\mu_i = 2.5 (\varepsilon_{Fi} = 62.5 \text{ meV})$, one can arrive at the following condition: $2L > 0.1 - 1 \mu \text{ m}$.

As demonstrated in Sec. IV, the spatial variations of the band edge profile, density of carriers and their Fermi energies are very sharp near the p-i and i-n interfaces. This is owing to large values of parameter $Q$ and the assumption of abrupt doping profiles. In this case, the normalized width of the transition region is $\eta \sim Q^{-1} \sim r_T^2/L \ll 1$. In real GL and MGL p-i-n structures, the boundaries between p-, i-, and n-region are somewhat smeared (with the characteristic length $l \ll L$). This can be associated with the specifics of chemical doping or with the fringing effects. In the latter case, the length of the intermediate region is about the
thickness of the gate layer \( l \sim W_g \) (see Fig. 1). In both cases, this can result in a smoothing of the dependences in near-contact regions in comparison with those shown in Figs. 4 - 9 and in a marked decrease in the electric field in the p-i and i-p junctions and in the edge tunneling current. Figure 11 demonstrates examples of the band edge profiles calculated for the abrupt p-i and i-n junctions and for that with smeared junction. In the latter case, it was assumed that the acceptor and donor densities varied exponentially with the characteristic length \( l = 0.03 L; \sigma_d \propto \exp[-(\xi - 1)/\eta_l^2] \) and \( \sigma_a \propto \exp[-(\xi + 1)/\eta_l^2] \), with \( \eta = l/L = 0.03, \Sigma_c = 5.6 \times 10^{12} \text{ cm}^{-2} (\sigma_c = 62.8, \mu_c \approx 10) \). As seen from Fig. 11, an increase in smearing of the dopant distributions leads to a natural increase in the widths of the transition regions and a decrease (relatively small) in the electrical field in the i-region.

At moderate number of GLs \( K \) in the p-i-n structures under consideration, the net thickness of the latter \( K d \), where \( d \sim 0.35 \text{ nm} \) is the spacing between GLs, is smaller than all other sizes. In such a case, the localization of the space charges of electrons and holes in the i-region can be described by the delta function \( \delta(z) \) as in Eq. (1). In the case of large \( K \), the delta function should be replaced by a function with a finite localization width. This also should give rise to an extra smearing of the spatial distributions in the \( z \)-direction.

The energetic limitation on the value \( K \) can be presented as follows: \( K d \ll r_S, l \ll L \), where \( r_S = [r_T^2/\ln(1 + e^{\mu_e})] \) is the screening length. At \( r_S \ll l \ll L \), assuming that \( \kappa = 4 \) and \( \mu_e \geq 1 \), one can obtain \( r_S \approx 10 \text{ nm} \) and arrive at the following condition \( K \ll 30 \). An increase in \( K \) results in an increase in parameters \( Q \) and, hence, in some modification of the spatial distributions in near contact region, although the latter weakly affects these distributions in the main portion of the i-region. As a result, the injection current increases proportionally to \( K \) (see Eq. (35)).

We disregarded possible heating (cooling) of the electron-hole system in the i-region. Under large bias voltages the electric field in this region can be fairly strong. In this case, the dependence of the drift electron and hole velocities on the electric field might be essential. However, relatively strong interaction of electrons and holes with optical phonons having fairly large energy prevents substantial heating in the situations considered in the previous sections. Moreover, in the essentially bipolar system the recombination processes with the emission of large energy optical phonons provide a marked cooling of the system, so that its effective temperature can become even lower than the lattice temperature \( T \).

The above consideration was focused on the double injection in GL and MGL p-i-n structures at the forward bias voltages using the developed device model. The mathematical part of the model was based on a system of hydrodynamic equations governing the electron and hole transport in GLs coupled with the two-dimensional Poisson equation. The model is characterized primarily by the following two parameters: the electrostatic parameter \( Q \) and the diffusion parameter \( q \). Large value of parameter \( Q \) in practical structures results in the formation of very narrow edge regions near p-i and i-n interfaces, in which all physical quantities vary sharply, and the formation of a wide region, which is stretched across the main portion of the i-region, where all spatial dependences are rather smooth. Using analytical and numerical solutions of the equations of the model, we calculated the band edge profiles, the spatial distributions of the quasi-Fermi energies, carrier density and velocity, and the current-voltage characteristics. It was demonstrated that the electron-hole collisions and the collisions of electrons and holes with impurities and acoustic phonons can strongly affect the characteristics of the p-i-n structures. In particular, such collisions result in a pronounced lowering of the injection efficiency (weaker dependences of the electron and hole Fermi energies and their densities on the bias voltage) and the modification of the current-voltage characteristics from an exponential to superlinear characteristics (at collision-dominated transport). It is also shown that for the case of relatively perfect GL and MGL structures, the developed analytical model provides sufficient accuracy in the calculations of spatial distributions in the main portion of the i-region and of the p-i-n structure overall characteristics. The effects associated with the edge recombination and smearing of the p-i and i-n junctions are evaluated.

The obtained results appear to be useful for the realization and optimization of GL and MGL-based injection terahertz and infrared lasers.

VII. CONCLUSIONS

We studied theoretically the double electron-hole injection in GL and MGL p-i-n structures at the forward bias voltages using the developed device model. The mathematical part of the model was based on a system of hydrodynamic equations governing the electron and hole transport in GLs coupled with the two-dimensional Poisson equation. The model is characterized primarily by the following two parameters: the electrostatic parameter \( Q \) and the diffusion parameter \( q \). Large value of parameter \( Q \) in practical structures results in the formation of very narrow edge regions near p-i and i-n interfaces, in which all physical quantities vary sharply, and the formation of a wide region, which is stretched across the main portion of the i-region, where all spatial dependences are rather smooth. Using analytical and numerical solutions of the equations of the model, we calculated the band edge profiles, the spatial distributions of the quasi-Fermi energies, carrier density and velocity, and the current-voltage characteristics. It was demonstrated that the electron-hole collisions and the collisions of electrons and holes with impurities and acoustic phonons can strongly affect the characteristics of the p-i-n structures. In particular, such collisions result in a pronounced lowering of the injection efficiency (weaker dependences of the electron and hole Fermi energies and their densities on the bias voltage) and the modification of the current-voltage characteristics from an exponential to superlinear characteristics (at collision-dominated transport). It is also shown that for the case of relatively perfect GL and MGL structures, the developed analytical model provides sufficient accuracy in the calculations of spatial distributions in the main portion of the i-region and of the p-i-n structure overall characteristics. The effects associated with the edge recombination and smearing of the p-i and i-n junctions are evaluated.

The obtained results appear to be useful for the realization and optimization of GL and MGL-based injection terahertz and infrared lasers.
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