A statistical approach to fast nowcasting of lightning potential fields
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Abstract. Thunderstorms and associated hazards like lightning can pose a serious threat to people outside and infrastructure. Thus, very short-term prediction capabilities (called nowcasting) have been developed to capture this threat and aid in decision-making on when to bring people inside for safety reasons. The atmospheric research and operational communities have been developing and using nowcasting methods for decades, but most methods do not rely on formal statistical approaches. A novel and fast statistical approach to nowcasting of lightning threats is presented here that builds upon an integro-difference modeling framework. Inspiration from the heat equation is used to define a redistribution kernel, and a simple linear advection scheme is shown to work well for the lightning prediction example. The model takes only seconds to estimate and nowcast and is competitive with a more complex image deformation approach that is computationally infeasible for very short-term nowcasts.

1 Introduction

Convective storms can pose a significant threat to people and infrastructure as a result of hazardous lightning strikes, hail, heavy precipitation, strong winds, and possible tornadoes. Because of this threat, very short-term forecasting capabilities (termed nowcasting) have been developed to monitor a current situation and predict it up to a few hours into the future (e.g., Wang et al., 2017). Most of these nowcasting techniques rely on empirical methods that use observations made by radar and satellite and short-term numerical model output to capture the initiation, growth, and decay of thunderstorms. The starting point is to identify existing storms (in all of their phases) and then extrapolate their position and evolution based on recent trends in storm evolution and motion. The extrapolation of the position of storms is done with algorithms such as TITAN (Dixon and Wiener, 1993; Han et al., 2009) or the storm cell identification and tracking (SCIT) algorithm (e.g., Johnson et al., 1998). Pierce et al. (2012) provide an excellent review of the nowcasting history and techniques, including both heuristic and numerical weather prediction (NWP) approaches. Joe et al. (2012) elaborate on radar as a key tool for nowcasting of severe weather and discuss state-of-the-art nowcasting systems around the world. Nowcasting techniques are pretty mature and widely utilized by weather services and private vendors to alert the public of imminent threats. More tailored solutions may be offered by vendors to support decision-making for specialized applications.

Monitoring of thunderstorms and lightning is essential for personnel safety at airports where staff servicing the aircraft are exposed to the weather and are possibly in harm’s way. Therefore, major airports employ lightning safety procedures to bring outdoor personnel inside to safety when lightning is an imminent threat. These safety procedures, however, result in a temporary halt of the serving of the aircraft and thus may incur schedule delays, especially if these stoppages are numerous or prolonged (Steiner et al., 2013, 2014, 2016). These lightning alert systems range from direct lightning observations and simple heuristics to fully automated and sophisticated thunderstorm hazard warning systems, such as
those deployed at the Hong Kong International Airport (Li and Lau, 2008).

Lightning prediction some time into the future is rather challenging, as it depends on how a thunderstorm evolves in time and especially how its kinematics and microphysical processes enable cloud electrification and charge separation that ultimately may result in lightning. Heuristic techniques have been developed to capture thunderstorm electrification and the potential for lightning to occur. There are also fully explicit numerical prediction models that attempt to represent what is going on inside a thunderstorm, including the electrification processes; however, this requires substantial computational resources. The lightning potential prediction is further discussed in Sect. 1.1. Overall, lightning prediction carries notable uncertainty and is thus often approached in terms of probabilistic prediction.

Incorporating uncertainty into forecasts is important for decision-making processes (Steiner et al., 2010; Kicinger et al., 2016). Most nowcasting models are deterministic, although some authors have begun considering modeling uncertainty using combined NWP with remote sensing data (Mecikalski et al., 2015). Only in the past decade or so have statisticians taken an interest in developing model-based nowcasts (Fox and Wikle, 2005; Xu et al., 2005; Metta et al., 2009). However, these initial proposals were relatively complex spatiotemporal Bayesian hierarchical models which are not necessarily suitable for large datasets and real-time applications. For example, modern radar imagery from which nowcasts can be derived is often high dimensional; in the example below, nowcasting of 5 min lightning potential data at 160 000 spatial locations are considered, where simple statistical approaches are required for computational feasibility.

Here, we propose a statistical approach for nowcasting of lightning potential fields. The basic model builds on an integro-difference equation but two important adaptations to that model are made; first, a simple advection function that serves to spatially propagate the storm over the study region and, second, a heat equation model for the redistribution kernel that incorporates both diffusion and source terms. Other authors have considered a continuity equation in the nowcasting contexts (Ruzanski et al., 2011). Critically, the proposed model is very fast to estimate the nowcast (less than 6 s for the example data) and can instantaneously generate forecasts that are validated up to 50 min ahead. The proposed model is compared against a competing, more flexible, but computationally intensive image deformation approach (Aberg et al., 2005). We only compare the proposed method to the image deformation approach for three reasons: first, other nowcasting schemes are not built specifically for lightning potential (Mosier et al., 2011); second, they utilize auxiliary radar information, such as multiple reflectivity values (Han et al., 2009), that is not present in our lightning potential data; and finally, we believe the image deformation approach of Aberg et al. (2005) to be a good representation of modern nowcasting standards. It is found that the predictive ability of the proposed model is generally favorable and substantially faster to estimate the nowcast than the deformation approach. Both models are illustrated on a high-resolution lightning potential dataset and also compared against a persistence forecast.

1.1 Lightning potential and nowcasting

Lightning discharges are the result of storm electric fields generated by kinematic and microphysical processes. The exact details of the relevant processes remain to be fully understood, but substantial observational, laboratory, and modeling evidence suggests that a strong updraft in the mixed-phase region is needed for thunderstorm electrification to result in lightning (Workman and Reynolds, 1949; Williams and Lhermitte, 1983; Zipser and Lutz, 1994; Mansell et al., 2005; Deierling and Petersen, 2008; Deierling et al., 2008). Lightning nowcasting systems often rely on proxy observations that relate to electrification processes to infer lightning. Operational guidance of potential lightning threats makes use of real-time lightning detection and lightning nowcasting systems. A variety of approaches on nowcasting lightning exist. These are either based on a single parameter or a combination of several parameters. In the following, commonly used approaches and parameters are briefly described.

Electric field mills measure the vertical component of electric fields overhead and provide direct measurements of integrated electric fields from nearby electrified clouds. They monitor the buildup and decay of these fields in storms. As such, electric field mill measurements are used to issue lightning warnings when the electric field measurements exceed a chosen threshold (Murphy et al., 2008). However, such thresholds may not necessarily represent a unique lightning threat. This is because electric field mills measure the integrated vertical component of the electric field from not necessarily just one source but different sources, including all nearby electrified clouds which may be at different stages in their lifetime and have different electric field structures and distances to the field mill. Another way to provide warnings of cloud-to-ground lightning specifically is based on total (in-cloud and cloud-to-ground) measurements. Typically (but not always) in-cloud (IC) lightning precedes cloud-to-ground lightning in a developing storm by several minutes (MacGorman et al., 2011). Thus, some techniques base their warnings on IC lightning activity (Murphy et al., 2002; Holle et al., 2016). Other warning techniques rely on relationships between storm properties and lightning production. In addition, they may track these storm properties by making use of nowcasting techniques that predict the initiation, growth, decay and movement of storms.

Many observational studies have shown the radar- or satellite-derived ice content of a cloud to correlate well with lightning production. For example, Buechler and Goodman (1990) found 40 dBZ of radar reflectivity above the − 40 °C level to be a good indicator for lightning. More recent techniques employ tracking algorithms to follow satellite- or
Various thermodynamic and kinematic indices (e.g., CAPE and lifted index) indicative of the probability of deep convection obtained from soundings, radiometers, or numerical models.

- Temperature information from soundings, radiometers, or numerical models to identify the ice phase.

- Ice microphysical parameters derived from radar or passive microwave data, which may include particle type, volumetric ice type information, and their trends, etc.

- Convective storm intensity and organization derived from radar, passive microwave, or lightning-tracked features or maxima of certain parameters to indicate initiation or growth trends, embedded convection, persistence of features, etc.

- Storm updraft strength (e.g., updraft volume, maximum updraft speed, or echo top height) from single or multiple Doppler analyses to indicate storm intensity.

Prediction systems are either based on one or a combination of these parameters using a decision tree, fuzzy logic approaches, or NWP models. Prediction systems may also make use of recent numerical model output to predict lightning (Barthe et al., 2010) or use the model output of predicted lightning from explicit electrification and lightning schemes (Mansell et al., 2005; Fierro et al., 2013). Finally, lightning climatologies are also sometimes used to give guidance for lightning occurrence.

Here we use the current National Center for Atmospheric Research (NCAR) lightning nowcasting approach which makes use of observed lightning data such as data from a regional high-precision, high-detection-efficiency Lightning Mapping Array (LMA; Thomas et al., 2004). It also includes relevant storm information derived from volumetric radar and sounding data, such as intensity, organization, and motion, and builds on a fuzzy logic approach that relates radar reflectivity characteristics observed by, for example, the National Weather Service (NWS) Weather Surveillance Radar – 1988 Doppler to lightning potential forecasts (Saxen et al., 2008; Deierling et al., 2014). Based on a careful selection process, a combination of lightning predictor fields was developed to capture lightning from all phases of thunderstorm evolution (i.e., initiation, mature cores, and anvil). The lightning potential output field (e.g., Fig. 1) enables defining areas of higher lightning frequency and probability (pink areas; lightning produced within storm cores) and areas of less likely but still possible lightning (yellow; e.g., lightning produced within anvil clouds). The output is scaled between 0 and 1.6 where areas of lower lightning potential thresholds ($\sim 0.1–0.8$ lightning potential values) are associated with storm anvils and storm initiation (yellow areas in Fig. 1). Areas of higher lightning potential thresholds ($> 0.8$ lightning potential values) are related to lightning in thunderstorm cores (pink areas in Fig. 1). Using tunable thresholds the lightning potential nowcasts can be adapted to reflect specific user needs (e.g., lower thresholds yield longer lightning alert lead time, longer operational downtimes, but increased safety).

The nowcast lightning potential field is then cast within the mathematical framework laid down by Xu et al. (2005). The major differences in the present proposal are (a) the adoption of a physical argument for a new redistribution kernel and (b) a frequentist implementation that generates fast nowcasts for very large datasets.

2 Methods

2.1 A statistical nowcasting framework

Consider a space–time field of lightning potentials in which $f(s,t) \in \mathbb{R}$ over a spatial domain $s \in D \subset \mathbb{R}^2$ at a set of time points $t = 1, 2, \ldots$. The goal in a nowcasting situation is, given observations $f(\cdot, 1), f(\cdot, 2), \ldots, f(\cdot, t)$, to predict $f(\cdot, t + k)$ for relatively small $k \geq 1$, i.e., a few time steps ahead. In general, throughout this section, an observed image is denoted by $f(\cdot, t)$ and a forecast field valid at time $t + k$ on $D$ is denoted by $F(\cdot, t + k)$. 
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The one-step-ahead forecast field is assumed to follow an integro-difference equation representation as follows:

$$F(s, t + 1) = \int k(S(s, t), u) f(u, t) du.$$  \hfill (1)

Here, $F(s, t + 1)$ is the forecast image at the new time $t + 1$, given the most recent image $f(\cdot, t)$. The function $k(s, u)$ is a real valued redistribution kernel that serves to advect and redistribute the image $f(\cdot, t)$ into the future. The function $S(\cdot, t): D \rightarrow D$ is an advection kernel and serves to spatially propagate the storm.

The integro-difference equation (Eq. 1) produces one-step-ahead forecasts; one approach to producing multiple-step-ahead forecasts is to iteratively apply Eq. (1). For example, a two-step-ahead forecast can be defined by the following:

$$F(s, t + 2) = \int k(S(s, t), u) F(u, t + 1) du.$$  

The key decisions in this framework are in specifying the redistribution kernel $k$ and the advection function $S$, which are taken up next.

### 2.1.1 The advection function

Xu et al. (2005) use a redistribution kernel that is a weighted combination of orthonormal spectral basis functions. This choice introduces a large number of coefficient parameters that must be constrained somehow. The approach proposed here is to separately parameterize the advection, diffusion, and convection processes.

One of the basic assumptions is that, on very short timescales, storms advect almost linearly, which is certainly not true over longer periods of time (e.g., half hourly intervals). However, the focus study of 5 min lightning potential snapshots operates under this assumption. Thus, the rigid spatial deformation function is as follows:

$$S(s, t) = \left( \begin{array}{c} s_x + \alpha_x t + \beta_x t + \varepsilon_x(t) \\ s_y + \alpha_y t + \beta_y t + \varepsilon_y(t) \end{array} \right),$$  \hfill (2)

where $s = (s_x, s_y)^T$ and $T$ denotes the transpose operation. Here, $\alpha_x, \alpha_y, \beta_x,$ and $\beta_y$ are statistical parameters, and $\varepsilon_x(t)$ and $\varepsilon_y(t)$ are Gaussian white noise processes. This structure assumes a time-constant advection at rate $\alpha_x$ and $\alpha_y$, with possible linear acceleration $\beta_x$ and $\beta_y$. Splitting these functions across directions allows for distinct cardinal direction movements. Using such an advection function within an integro-difference equation such as Eq. (1) allows for extradiffusive propagation, which results from displacing the kernel relative to a fixed spatial location (Xu et al., 2005).

### 2.1.2 The redistribution kernel

The proposal for the redistribution kernel is inspired by a model from physics, namely the heat equation. The heat equation is a partial differential equation that describes how the distribution of heat (or, in this case, lightning potential) changes in time with respect to the local spatial curvature of heat. The heat equation is described briefly and a numerical approximation to its solution is related to the integro-difference equation Eq. (1).

The 2D heat equation is as follows:

$$\frac{\partial f(s, t)}{\partial t} = \alpha \cdot \left( \frac{\partial^2 f(s, t)}{\partial s_x^2} + \frac{\partial^2 f(s, t)}{\partial s_y^2} \right) + Q(s, t).$$  \hfill (3)

In this version of the heat equation, $Q(s, t)$ acts as a convection term, which can increase the local rate of change of lightning potential, while the first terms are spatial diffusions whose strength is modulated by the diffusivity coefficient $\alpha$. Note that in the applied mathematics literature, convection and advection are often used interchangeably. The source term $Q(s, t)$ is referred to as a convective source because of a typical phenomenon of intense lightning generating thunderstorms occurring caused by convective vertical air movements that enhance such activity.

Given boundary conditions and the source term $Q(s, t)$, Eq. (3) defines a function $f$ at all spatial locations and time points. The key assumption is that over very short timescales, lightning potential fields approximately evolve according to Eq. (3), but the solution updates according to new radar imagery. In particular, consider a finite difference approximation to the solution to Eq. (3), as follows:

$$f(s, t + \Delta t) = f(s, t) + r \cdot \left( f(s + he_1, t) + f(s - he_1, t) + f(s + he_2, t) + f(s - he_2, t) - 4f(s, t) \right) + Q(s, t) \Delta t,$$  \hfill (4)

where $\Delta t$ is a small time step, $h$ is a northing or easting spacing (which is assumed, here, to be equal), and $r = \alpha \Delta t / h^2$ and $e_1$ and $e_2$ are the Euclidean basis vectors in $\mathbb{R}^2$. The approximation in Eq. (4) can be calculated on the interior of $D$; boundary solutions use appropriate forward or backward approximations. For the example dataset, $h = 1$, $\Delta t = 0.16$, and $\alpha = 1$; these choices are related to the Courant–Friedrichs–Lewy condition of the heat equation, which essentially states that a small enough time stepping is required so that the numerically approximated solution is stable. The parameter $r$ could be estimated in a constrained estimation framework, but it has been found that these choices work very well for the application below.

Now it can be seen how Eq. (4) defines the kernel function of Eq. (1). In particular, the finite sum version of Eq. (1) is the following:

$$k(s, u) = \begin{cases} 
1 - 4r + Q(s, t), & u = s \\
r, & u = s \pm he_1 \\
r, & u = s \pm he_2 \\
0, & \text{else}.
\end{cases}$$

The presence of the convective term in $k$ results in a nonstationary redistribution kernel, which gives substantially more
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flexibility in locally diffusing or concentrating the forecast images.

2.2 Image deformation: nowcasting approach

In a realistic nowcasting scenario there is not time to fit a large, complicated Bayesian hierarchical statistical model such as those defined in Xu et al. (2005) or Fox and Wikle (2005; e.g., the dataset here is more than 140 times larger than those considered by these authors). Thus, a comparison against a competing approach that comes from the image deformation literature is applied, namely an adaptation of the model proposed by Aberg et al. (2005), which is expected to exhibit greater flexibility but at the cost of increased computation.

The deformation-based forecast is as follows:

\[ F(s, t + 1) = f(W(s, t), t), \]

where \( W(\cdot, t) : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) is a temporally indexed spatial deformation function. One of the most common deformation functions is a pair of thin plate splines (Bookstein, 1989; Gilleland et al., 2010, 2011) is the following:

\[ W_i(s, t) = a_i(t) + a_1(t)s_x + a_2(t)s_y + \sum_{j=1}^{m} b_{ij}(t)U(||u_j - s||) \]

for \( i = x, y \), where \( U(r) = r^2 \log r \) for \( r > 0 \) is a radial basis function and \( \{u_j\} \subset \mathcal{D} \) form a set of knots on the nowcasting domain. The parameters \( \{b_{ij}\} \) serve to allow for nonlinear transformations in the spatial domain. This class of deformations can result in space folding over upon itself and requires some regularization, which is typically enforced during the estimation step.

The parameters \( \{a_i, b_{ij}\} \) are estimated by minimizing a penalized mean squared error based on the bending energy of a thin plate spline. For the lightning potential nowcasting example the deformation parameters are estimated by minimizing the following:

\[ \hat{a}_i(t), \hat{b}_{ij}(t) = \arg\min_s \sum_s (f(s, t) - f(W(s, t), t - 1))^2 + \lambda \mathcal{P}(W(\cdot, t)), \]

where \( \mathcal{P} \) is the bending energy of a thin plate spline (see Gilleland et al. (2011) for details). The second term controls the amount of allowed deformation, and \( \lambda \geq 0 \) is a smoothing parameter. Then, the one-step-ahead forecast is \( F(s, t + 1) = f(W(s, t), t) \), and multiple-step-ahead forecasts can be generated by recursively applying the deformation, for example, \( F(s, t + 2) = F(W(s, t), t + 1) \). Given a new observed potential field at \( t + 1 \), the deformation function is reestimated by comparing time points \( t \) and \( t + 1 \).

3 Data description and model parameter estimation

The application, here, is in forecasting lightning potential. Lightning potential is an indication of how likely it is to have a lightning strike in an area. It is not a probability in that it is not constrained to be in the interval \([0,1]\) but serves as a surrogate for a probability. Our data are over a 400 km x 400 km area, which are descritized to a 400 x 400 grid, available at 5 min snapshots for a period of a little over 6 h.

A complicated dynamic space–time dataset such as the one considered in this study could beckon a complicated and comprehensive estimation framework that accounts for various sources of uncertainty. However, as the goal is to produce nowcasted forecast fields almost instantaneously, simple estimation approaches must be used.

3.1 Estimation of the proposed statistical model

The statistical parameters of the model are those in the advection function and the convective source function \( Q(s, t) \). Given \( Q(s, t) \), a simple mean squared error criterion is used as the loss function to estimate an optimal advection function for a given time step and the averages are taken over all spatial locations. The estimation and forecasting algorithm is as follows:

1. At time point \( t \), given observed lightning potential field \( f(\cdot, t) \), estimate \( S(s, t) \) numerically by minimizing \( \sum_s (f(s, t) - F(s, t))^2 \), resulting in \( \hat{S}(s, t) \).

2. Given estimates \( \hat{S}(s, k) \) for \( k = 1, \ldots, t \), fit advection parameters of Eq. (2) by ordinary least squares.

3. Use the conditional mean of \( S(s, t + 1) \) from its predictive distribution, given parameters estimated in the previous step.

4. Approximate the solution to Eq. (1) to generate a forecast field \( F(s, t + 1) \).

5. Multiple-step-ahead forecasts are generated by recursive applications of Eq. (1).

All that remains is the choice of, or estimate of, \( Q(s, t) \). The following model is proposed: \( Q(s, t) = \gamma(f(s, t) - F_0(s, t)) \), where \( F_0(s, t) \) is the forecast of time \( t \) with \( Q(s, t - 1) = 0 \).
In particular, \( F_0 \) accounts for the advection but not diffusion term. Other models for \( Q(s, t) \) were entertained, most notably \( Q(s, t) = \gamma f(s, t) - f(s, t - 1) \), but it was found that the proposed \( Q(s, t) \) resulted in the lowest mean squared predictive error for the nowcasts. Heuristically, positive values of \( Q(s, t) \) indicate locations that are locally experiencing increasing potential, whereas locations with \( Q(s, t) < 0 \) are decreasing in lightning potential and projections into the next time step are made accordingly.

To find \( r \) and \( \gamma \) we implement a small experiment. In particular, we perform grid searches over \( r \in [0, 0.25] \) and \( \gamma^{-1} \in (0, 500] \), where values of \( \gamma^{-1} \) above 500 show negligible differences. Using a subset of data, namely every fifth image, we calculate mean squared error averaged over all one-time-step-ahead nowcasts. Predictive results were optimized at \( \gamma = 1/50 \) and \( r = 0.15 \), which we fix for the ensuing discussion. We recognize that \( r \) and \( \gamma \) could be included in the estimation process but, based on the time they took to optimize offline, the computational cost was not worth it.

### 3.2 Estimation of the deformation function

The two crucial quantities in the deformation approach are knot locations (sometimes called landmark or control points) and the smoothing parameter \( \lambda \). Heuristically, the more knots used, the greater the flexibility of deformation. However, a high number of knots introduces many statistical parameters \( b_{ij} \), and numerical optimization of the penalized log likelihood becomes prohibitive, especially in a nowcasting context.

The number of knots, therefore, is chosen to be 100 (placed on a \( 10 \times 10 \) evenly spaced grid) determined through experimentation. In particular, we consider the following experiment: using image pairs at times \( t \) and \( t+1 \), we deform time point \( t \)’s image with evenly spaced grids of \( L^2 \) knots for \( L = 2n + 1 \) with \( n = 1, \ldots, 12 \) and compare to \( t+1 \) for \( t = 17 \). We calculate the mean squared error (MSE) over all possible deformations. The results are plotted in Fig. 2. Clear improvements in MSE are apparent until approximately 100 knots are in the model. The further reduction beyond 400 points may be the result of overfitting. Note that other trial time periods resulted in similar reductions in MSE. As a second consideration, Fig. 2 also shows the computational time required to estimate the deformation under these experimental conditions as a function of number of knots. When we calculate the deformation going forward, we warm start the optimization, described below, which significantly reduces the computational time. Therefore, the timing in Fig. 2 is not reflective of the actual time it takes to calculate a single deformation. Nonetheless, this experiment is valuable because it informs our decision of the number of landmark points to choose. Clearly there is a trade-off between complexity and model fit; given the stabilization of MSE and increase in computation time beyond, we opt for 100 knots going forward.

The smoothing parameter \( \lambda \) is chosen to be fixed at \( 10^3 \) after experimentation. In particular, using the same pair of training points as for the knot placements, deformations are tested under penalties with \( \lambda \) varying from \( 10^{-10} \) to \( 10^5 \). MSEs (not shown) are effectively unchanged based on different \( \lambda \)'s but with a slight improvement around \( 10^3 \) in the third decimal. The lack of impact of \( \lambda \) is likely caused by adjacent time points exhibiting small spatial changes, whereas \( \lambda \) is known to be more important for scenarios when target and training images exhibit substantial differences (Gilleland et al., 2011).

Operationally, we see that adjacent time warps exhibit substantial large-scale similarities, associated with dominant weather patterns. Therefore, we warm started the optimization using previous optimization results for all but the first warp. This substantially decreases the computational time associated with estimating the warp. For the first warp a warm start is not possible and, rather than fitting all deformation parameters simultaneously, we adopted an iterative approach. In particular, with 100 knots there are more than 100 statistical parameters, which precludes feasible estimation. Thus, the strategy, here, is as follows: for a given training pair of fields the optimal deformation is first estimated with 2 knots. The estimated deformation is then used as initial conditions for \( 3^2 \) evenly spaced knots, and this procedure is applied iteratively for \( L^2 \) points with \( L \in \{3, 5, 7, 9, 10\} \). The final set of \( L = 10^2 = 100 \) points is then fixed and used in the nowcasting step.
Figure 4. Easting and northing estimates of advection function $S$ with a linear fit. The linear increase suggests the study storm is accelerating in the northeasterly direction.

Table 1. Average percentage improvement in mean squared prediction error over the persistence forecast for the nowcasting model with and without $Q(s, t)$.

| Forecast horizon (min) | 5  | 10 | 15  | 20 | 25 | 30  | 35  | 40 | 45 | 50 |
|------------------------|----|----|-----|----|----|-----|-----|----|----|----|
| With $Q$               | 2.07 | 28.77 | 31.74 | 32.12 | 31.35 | 29.83 | 29.07 | 27.14 | 26.36 | 24.30 |
| Without $Q$            | −31.33 | 4.99 | 15.61 | 21.34 | 24.65 | 26.25 | 28.21 | 28.68 | 29.75 | 29.15 |

4 Results

The proposed statistical model is compared against competitors including a persistence forecast, i.e., which uses the most recently available observed image as the future forecast for all lead times, and the deformation approach of Sect. 2.2. Deformation-based nowcasts rely on optimizing the single-step deformation with recursive applications of the warp to generate future lead time forecasts.

Before illustrating the predictive ability of both models, we note differences in computational costs. Nowcasting under any of the three approaches is essentially instantaneous, but the primary computational bottleneck is in estimating the appropriate statistical parameters based on historical images. For example, on the same laptop computer, the average time required to estimate a deformation field with a warm start is about 2 m 22 s, while the proposed statistical model averages less than 6 s to estimate the nowcast. Crucially, this result implies that computation is prohibitive for the deformation approach to work for very short-term nowcasts, while the new model is easy to implement and estimate.

For the deformation and proposed nowcasts, the deformed/shifted images will propagate outside of the domain of interest. Observed pixels that are shifted outside of the domain are ignored and unavailable field values that are brought into the domain are set to be zero, reflecting the assumption that the majority of active potentials are in the interior of the forecast domain. No field buffer is used in calculating the validation statistics below.

4.1 Comparison to deformation and persistence

To test the feasibility of the proposed method, a comparison against both deformation and persistence is made. Figure 3 shows box plots of percentage improvements in mean squared error (MSE) of the nowcasts over the persistence forecast for horizons 5 min to 50 min ahead. MSEs are calculated as pointwise squared differences averaged throughout the model domain. The box plots represent 54 forecast comparisons in which we begin forecasting the fourth time point, using the first three images for training only. White box plots represent the proposed approach, while gray box plots represent deformation.

Noticeable patterns are apparent; there is substantially more variability in the deformation-based approach than the proposed statistical model. This result is likely caused by the increased degrees of freedom allowed with the deformation model, which sometimes results in better forecasts than proposed model but can also often result in forecasts worse than persistence. Both methods improve on persistence out to about a 25 min lead time. Deformation then experiences a slight decay in predictive improvement but, on average, still improves over persistence even at the longest lead times. The proposed method’s improvement seems more stable both in terms of having less variability but also in maintaining consistent improvement over persistence out to the longest horizon at more than 25% improvement. Overall, the proposed method outperforms deformation in 86% of validation times. Note that outliers have been removed from this plot for readability.
4.2 Importance of $S(s, t)$

In the next two subsections, we take a closer look at two components of the proposed model, namely the advection function and the convection or generation function. First, the importance of the advection function, $S(s, t)$, is considered. This function serves to spatially propagate the current image into the future. Figure 4 shows the estimated advection components of $S$ at each time point with a fitted linear trend in both the easting and northing directions. There is an apparent approximate linear increase over the course of the storm in both components, suggesting a northeasterly acceleration of the storm. The linear statistical model for $S$ in Eq. (2) is tailored to this particular storm but, for a short time frame, nowcasting seems a reasonable model unless there is evidence of acceleration. Both Figs. 3 and 4 suggest that the advection function is an important component of the nowcasting model. An autoregressive model, i.e., AR(1), specification for the er-

---

**Figure 5.** Observed and nowcasted fields of lightning potential using the proposed approach that includes $Q(s, t)$ and without $Q(s, t)$ for forecast horizons 5 min to 25 min, validating at time steps 51–55. The far right column depicts the difference of the nowcasted field that includes $Q(s, t)$ subtracted from the nowcasted field without $Q(s, t)$. The left legend corresponds to the lightning potential, and the right legend corresponds to the difference in lightning potential from the projection with $Q$ and the projection without $Q$. 
errors from the fitted linear model to predict future movement was also investigated, but no statistically significant improvement in predictive ability was found. We also examined the potential correlation between the easting and northing component linear model errors, and while there is evidence of correlation with $\hat{\rho} = 0.42$, we do not currently use this information as we do not simulate from the predictive distribution of $S$ but rather use its predictive mean. To generate an ensemble of forecasts, it would be natural to model the errors as a bivariate white noise Gaussian process.

### 4.3 Importance of $Q(s, t)$

The convection or generation matrix $Q(s, t)$ is a crucial element of the model which allows for focused areas of increasing lightning potential but also areas of diminishment. The model used here for $Q$ is a scaled difference between the current time step image and the forecast of the current time step’s image, which in principle represents areas of instantaneous lightning potential generation and decay. Areas that grew over the previous time step are projected to continue...
growth into the future and areas that abate will continue to do so.

To motivate the importance of $Q$ in the model, we compare relative improvements in the mean squared error of the nowcasted fields over the persistence forecast using the proposed model with, and without, $Q$. Table 1 shows average improvement for forecast horizons of 5 min to 50 min. Improvements are calculated as an average percent improvement over persistence in forecast mean squared error (MSE) over the 54 validation times. The importance of $Q$ is clear, with a 15%–30% reduction in relative MSE over the model without $Q$ at shorter lead times, which turns negligible at longer lead times.

Figure 5 visually assesses the importance of including $Q(s, t)$ in the nowcasting setup. It contains forecast horizons for lead times of 5 min to 25 min using the proposed nowcasting approach with, and without, $Q$ to validate time points 51–55. Throughout we use the fitted regression line for $S(s, 51 + h)$. At the shortest lead time there is not much apparent difference between both models, but the difference becomes notable at longer lead times. For instance, in the final row of Fig. 5, the forecast using $Q$ exhibits much stronger concentrations of lightning potential in the north central region, while the forecast without $Q$ has allowed the field strength in these areas to incorrectly wane.

This verification section is closed with a final example of nowcasted fields under the currently proposed model. Figure 6 shows observed potential fields for time points 51–55. The next columns show nowcasted fields that initialize from time point 50 (second column) to 53 (final column). The northeastward propagation of the storm is apparent in both the observed imagery and also the nowcasted fields because of the advection function. As in the previous Figure, the $Q$ function serves to ensure the forecasts maintain higher potential values in areas of intense lightning activity.

5 Discussion

In this paper, a simple but fast method is proposed for nowcasting of lightning potential fields. Nowcasts are defined through the solution to an integro-difference equation that includes a nonstationary redistribution kernel. The redistribution kernel allows for advection, diffusion, and concentration or convection of lightning potentials and is thus a flexible model for short-term propagation of lightning potential imagery into the future.

However, sensitive parameterizations are necessary to make both estimation and forecasting feasible for operational applications. We propose simple parameterizations of the advection and convection functions and allow the redistribution kernel to be approximated by a numerical solution of the heat equation. Results from test cases suggest that the proposed formulation provides substantially better short-term forecasts over the persistence forecast. Also, over such short timescales, linear advection performs as well as more complicated nonlinear deformation-based forecasts and is orders of magnitude faster in computation time.

A number of future research routes seem clear. Comprehensive quantification of uncertainty is an important but delicate problem; sources of uncertainty include those parameters in the advection function, and choice of the convection function $Q$. However, for very large datasets, care must be taken in a parameterization that allows for flexibility but also ensures very fast estimation or approximation. Moreover, how to communicate uncertainty in a nowcasting context seems of particular concern.
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