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Abstract

Deep neural networks are capable of learning powerful representations to tackle complex vision tasks but expose undesirable properties like the over-fitting issue. To this end, regularization techniques like image augmentation are necessary for deep neural networks to generalize well. Nevertheless, most prevalent image augmentation recipes confine themselves to off-the-shelf linear transformations like scale, flip, and colorjitter. Due to their hand-crafted property, these augmentations are insufficient to generate truly hard augmented examples. In this paper, we propose a novel perspective of augmentation to regularize the training process. Inspired by the recent success of applying masked image modeling to self-supervised learning, we adopt the self-supervised masked autoencoder to generate the distorted view of the input images. We show that utilizing such model-based nonlinear transformation as data augmentation can improve high-level recognition tasks. We term the proposed method as Mask-Reconstruct Augmentation (MRA). The extensive experiments on various image classification benchmarks verify the effectiveness of the proposed augmentation. Specifically, MRA consistently enhances the performance on supervised, semi-supervised as well as few-shot classification. The code will be available at https://github.com/haohang96/MRA.

1 Introduction

Computer vision has witnessed the mighty power of deep learning over the past decade. Through the revolution of backbone models, training datasets, optimization methods, etc., this data-driven learning scheme has achieved major breakthroughs across various vision tasks ranging image classification [31, 49, 25], object detection [46, 45] and scene segmentation [37, 8]. However, these methods are heavily dependent on large scale of data to avoid overfitting, where the model perfectly fits the training data via forcibly memorizing the training data [64, 65], but suffers poor performance on the test set. To alleviate the overfitting issue, data augmentations [32, 31] are employed as common training tricks to increase the diversity of training data, especially for small-scale datasets. The mainstream training recipes adopt basic image manipulation as data augmentations [54, 36], which can be mostly represented as linear transformations, consisting of kernel filters, color space transformation, geometric transformation [49], etc. These manual-designed methods are fast, reproducible and reliable to encode the invariance of color and geometric space on the original dataset. At the same time, they enjoy the label-preserving property that the transformations conducted over an image would not change the high-level semantic information. However, recent works on self-supervised learning [21, 66] reveal that these low-level transformations can be easily grasped by the deep neural network, which demonstrates that such basic image processing methods may be insufficient to effectively generalize the input distribution.

Instead of using conventional image manipulation, a line of works introduce generative adversarial networks (GAN) [22, 26] to improve the quality of data augmentations, which can be seen as a type of model-based data augmentation. GAN is powerful to perform unsupervised generation using two
adversarial networks, one generates naturalistic images while the other distinguishes fake images from real images. The synthesized image data works well in low-data regime [1, 57], where collecting datasets is inconvenient, like the medical imaging [61, 20, 38]. But such sample synthesis method can not generalize well to a large-scale labeled dataset [15]. The underlying reason might be that there is no guarantee or quantitative evaluation of the generated results [40]. The composite samples which look good can have dissimilar distribution compared to the original training data. Instead, models that obtain adjacent likelihood can generate unrealistic samples. As a result, the generated objects might be in any ridiculous shape and appearance, differing greatly from what they were previously distributed. Therefore, the uncertain and unstable properties of GAN limit its application in image augmentation. Hence, we need to make the generation more controllable. In this way, we can construct the augmented images reasonably and effectively.

This paper follows the model-based data augmentation and claims that the generative-based method, can de facto improve high-level recognition if constrained in an appropriate way. Motivated by image inpainting, our method, termed as Mask-Reconstruct Augmentation (MRA), targets at recovering part of the images instead of adversarial learning. In detail, we pretrain an extremely light-weight autoencoder via a self-supervised mask-reconstruct strategy [24]. Closely following the recent self-supervised method MAE [24], we first divide the images into patches and mask out a set of patches from the input images, meaning only portions of the images are input to the autoencoder. Then, the autoencoder is required to reconstruct the missing patches in the pixel space. Finally, we take the reconstructed image as augmentation for recognition visual tasks. In this way, MRA can not only conduct strong nonlinear augmentation to train robust deep neural networks but also regulate the generation with similar high-level semantics bounded by the reconstruction task. To this end, controllable image reconstruction is a good choice for generating a similar likelihood distribution. In other words, we can generate the robust vicinity of the original image with similar semantics and enable the model to generalize well in different recognition tasks. During the downstream evaluation, we selectively mask out the patches with low attention values, which are more likely to be the background. We show that erasing the label-unrelated noisy patches leads to a more expected and constrained generation, which is highly beneficial to the stable training and enhances the object awareness of the model. It is worth noting that the whole pretraining process of MRA is label-free and
cost-efficient. We evaluate MRA on multiple image classification benchmarks. MRA obtains superior experimental results across the board. Specifically, with ResNet-50, solely applying MRA achieves 78.35% ImageNet Top-1 accuracy with 2.04% gain over the baseline. Consistent improvements are achieved on fine-grained, long-tail, semi-supervised, and few-shot classification, showing the strong generalization ability of our method. Moreover, when testing the model to occluded samples, MRA also shows the strong robustness compared with CutMix [62], Cutout [16] and Mixup [65], manifesting mask autoencoders are robust data augmentors.

In a nutshell, this paper makes the following contributions:

- Inspired by image inpainting, we propose a robust data augmentation method termed MRA to help regulate the training of deep neural networks.
- We further constrain the generation by introducing an attention-based masking strategy, which denoises the training and distills object-aware representations.
- MRA boosts the performance uniformly among a bunch of classification benchmarks, demonstrating the effectiveness and robustness of MRA.

2 Related Work

Model-free Image Augmentation. The early image augmentations are model-free affine transformations in color and geometric spaces. These transformations encode the invariances of the images which can improve the model performance on image recognition tasks. For example, elastic distortions, translation, scale in MNIST classification [11, 58], randomly cropping, flipping, and color jittering in ImageNet and CIFAR classification [31]. Moreover, Cutout [16] and Random erasing [67] are designed to overcome occlusion for image recognition challenges. Besides, there is another line of work utilizing inter-samples to train the model more robustly. Mixup [65] composes a new image by mixing two different images. CutMix [62] copies a random patch from one image and pastes it into another image, which significantly boosts the robustness and performance. Though model-free augmentations are efficient, the difficulty of these augmentations seems to be inadequate for deep model [21, 66]. This paper belongs to the model-based image augmentation, which is discussed next.

Model-based Image Augmentation. In light of the success of neural architecture search (NAS) [6], automated data augmentation methods have made remarkable progress over the past few years. AutoAugment [13] proposes to search for optimal combination of each augmentation magnitude. To reduce AutoAugment’s high computational cost, FastAA [35] adopts a more efficient policy via density matching. FasterAA [23] and DADA [34] perform searching using differential optimization directly, which saves much computational cost. RandAugment [14] reaches the competitive performance by merely setting up two parameters in the same augmentation spaces. Besides, thanks to generative adversarial networks [24] and variational auto-encoders [29], we can generate new training data that help the model obtain smoother decision boundaries. There are works found that augmentations generated by DCGAN [43] and CycleGAN [26] can improve the performance of the lever lesion classification [20] and emotion classification [68], respectively. However, most works applying GANs to image augmentation have been done in biomedical image analysis [61]. The direction of generative augmentations remains unexplored on mainstream image recognition benchmarks. Our work fills the blank, using a masked autoencoder to generate the augmented images.

Image Inpainting. Image inpainting [4] aims to generate the missing region of an image, which is a crucial problem in computer vision. To deduce the missing regions, the model needs to grasp the context of an image such as color and texture according to the rest of the image. Most inpainting methods follow the pipeline of a context encoder [42], which infers the missing parts with a generator network using pixel-wise reconstruction loss, and a discriminator to distinguish whether the recovered image is real or fake. Image inpainting as a proxy task recently attracts a new wave of self-supervised learning [24, 3, 18, 10, 9] owing to the success of the vision transformer [17]. In this paper, we closely follow the model architecture of MAE [24]. The difference between MAE and MRA is that MAE directly takes the encoder as the ultimate pretrained backbone while MRA leverages the autoencoder to augment the original image and then train another backbone.
3 Approach

In this section, we introduce our Mask-Reconstruct Augmentation (MRA). In section 3.1 we first revisit the pretraining framework based on masked autoencoder [24]. Then, we detail an attention-based masking strategy to constrain the augmentation in section 3.2. Eventually, section 3.3 illustrates our whole pipeline shown in Figure 1. We adopt the pretrained masked autoencoder as the data augmentor to reconstruct masked input images for downstream classification tasks.

3.1 Masked Autoencoders

Given unlabeled training set \( X = \{x_1, x_2, ..., x_N\} \), the masked autoencoder aims to learn an encoder \( E_\theta \) with parameters \( \theta \) : \( M \odot x \rightarrow E_\theta(M \odot x) \), where \( M \in \{0, 1\}^{W \times H} \) denotes a block-wise binary mask with block size of 16 \( \times \) 16 pixels. Meanwhile, we train an decoder \( D_\phi \) with parameters \( \phi \) to recover original image from masked image’s latent embeddings: \( \hat{x} = D_\phi(E_\theta(M \odot x)) \), where \( \hat{x} \) designates the reconstructed image. We train both encoder \( E_\theta \) and decoder \( D_\phi \) end-to-end with the learning objective of the mean squared error (MSE) \( \ell(\hat{x}, x) \) between the reconstructed images \( \hat{x} \) and original images \( x \) in the pixel space. In practice, we find significantly squashing the model size of autoencoder remain a considerably high performance, which is reported in Table 9. Thus, to strike an ideal balance between the speed and the performance, we devise a mini version of the masked autoencoder, and achieve a throughput of 963 img/s on one NVIDIA V100 GPU when integrating it with the ResNet-50 for downstream classification, which is affordable in terms of whole training. We set this mini version of MAE in default for the evaluation.

3.2 Attention-based Masking

To guide the augmentation being object-aware, we leverage the inductive bias of object location into the masking strategy. We adopt attention probing as a reasonable referee to determine whether the patch belongs to the foreground object. We maintain the patches with high attention as input and erase the rest of the patches. Given the pretrained encoder \( E_\theta \), we can compute attention maps for each input patch. To fit the input format of vision transformer, the input image \( x \in \mathbb{R}^{H \times W \times C} \) is divided into non-overlapped patches as \( x_p \in \mathbb{R}^{H/\text{p} \times W/\text{p} \times \text{p}^2 \times C} \) where \( (H, W) \) represent the height and width of the input image, \( C \) denotes the channel dimension, \( p \) means the patch size. The recent study [7] has shown that vision transformers trained with no supervision can automatically learn object-related representation. Moreover, the attention map of the class token can provide reliable foreground proposals shown in Figure 1 of [7]. Driven by this observation, we compute the attention map of the class token on image patch \( i \):

\[
\text{Attn}_i = q_{\text{cls}} \cdot k_i, i \in \{0, 1, ..., p^2 - 1\}
\]

(1)

where \( q_{\text{cls}} \) is the query of class token and \( k_i \) formulates the key embedding of patches \( i \). Both \( q_{\text{cls}} \) and \( k_i \) are fetched from the last block of encoder. Then, we sort the attention map \( \text{Attn} = \{\text{Attn}_i | i = 0, 1, ..., p^2 - 1\} \) and get the top-k index set \( \Omega \):

\[
\Omega = \text{top-rank}(\text{Attn}, K)
\]

(2)

where function \( \text{top-rank}(\cdot, K) \) returns the indexes of top-k biggest elements. Having the top-k index set \( \Omega \), we generate a attention-based binary mask \( M^* \) as:

\[
M^* = \left[ \frac{\Omega_i}{p} \cdot \frac{H}{p} : \frac{\Omega_i + 1}{p} \cdot \frac{H}{p} \odot \text{mod}(\Omega, p) \cdot \frac{W}{p} : \left(\text{mod}(\Omega, p) + 1\right) \cdot \frac{W}{p} \right] = 1
\]

(3)

where \( \odot \) indicates the round down operation, and \( \text{mod}(\cdot) \) implies the modulo operation. After applying the attention-based binary mask \( M^* \) on input image \( x \), we expect that the possible background area is effaced, while the foreground area is intact. Noted that we only leverage attention-based masking policy during the downstream tasks, while we keep randomly masking the patches at the stage of pretraining the autoencoder.

3.3 Mask-Reconstruct Augmentation

The ultimate architecture of MRA is displayed in Figure 1. With the attention-based binary mask \( M^* \), we first acquire the masked image \( M^* \odot x \). Then, we divide the masked image \( M^* \odot x \) into non-overlapped patches and discard the masked patches. The remaining unmasked patches are fed into the
pretrained encoder $E_\theta$ and decoder $D_\phi$ to generate the reconstructed image $\hat{x} = D_\phi(E_\theta(M^* \odot x))$. The reconstructed image $\hat{x}$ can be seen as an augmented version of $x$, which can be used in several classification tasks. Note that once pretrained, MRA is fixed and does not require further finetuning when testing on different datasets and tasks, it can still generate robust and credible augmentation.

4 Experiments

In this section, we evaluate MRA on several classification tasks, including fully supervised, semi-supervised, and few-show classification. Several ablation studies are conducted to diagnose how each component affects the performance. Finally, we test the robustness of MRA on occluded samples.

4.1 Pretraining Details

We pretrain the autoencoder module on ImageNet [15] for 200 epochs following the hyper-parameters of MAE [24]. As mentioned in section 3.1 we set up a lightweight autoencoder in default experiments. We term it as MAE-Mini. MAE-Mini stacks 4 layers of the encoder and 2 layers of the decoder with an embedding size of 480. Compared with 12 layers of the encoder and 6 layers of the decoder in the standard MAE setting, MAE-Mini can be integrated into most networks very efficiently.

4.2 Fully-supervised Image Classification

**ImageNet Classification.** ImageNet [15] is a widely used dataset for image classification, which contains 1.2 million training images and 50000 validation images with 1000 classes. The input images are first processed by the standard augmentations such as RandomResizedCrop and flipping. Then the resized $224 \times 224$ images are fed into the pretrained MRA module to perform the mask-and-reconstruct operation. The reconstructed images can be directly exploited to compute classification loss. The standard ResNet-50 is utilized as the backbone. Following the training recipes in [62], the model is trained for 300 epochs using an SGD optimizer with a momentum of 0.9 and weight decay of 0.00006. The batch size and learning rate are set as 512 and 0.3, respectively. As shown in Table 1, MRA achieves 78.35% top-1 accuracy using ResNet-50 as backbone, which outperforms a series of automated augmentations searching methods. We also compare the GPU hours of pretraining and pre-searching on ImageNet, MRA also has an affordable computation cost compared with AutoAugment and Fast AutoAugment. In addition, once pretrained, MRA can be applied to several classification tasks without additional fine-tuning. Note that CutMix [62] and its variants [55, 28] can achieve the better results by introducing inter-sample regularization. MRA can also be combined with CutMix to further improve the performance. By combining CutMix, MRA achieve 78.93% top-1 accuracy on ImageNet, which outperforms carefully designed mixed strategy [55, 28].

**Fine-grained Classification.** We assess the generalization of MRA on several fine-grained classification datasets, including CUB-200-2011 [57], FGVC-Aircraft [39] and StanfordCars [30]. For all the experiments, we fine-tune the ResNet-50 from the official pretrained checkpoints provided by PyTorch [1] for 90 epochs. The learning rate in the SGD optimizer is set as 0.001 and is decayed by 10 every 30 epochs. We keep the hyper-parameters exactly the same during running the baseline supervised experiments and our MRA experiments to make sure the comparison is fair. As shown in Table 2, MRA consistently improves the performance on fine-grained classification.

**Long-tail Classification.** We further evaluate MRA on long-tail classification. Two balanced sampling methods in [27] are used as the baseline: Instance-Balanced and Class-Balanced. The MRA is directly applied on the $224 \times 224$ images after simple RandomResizedCrop augmentation. All the hyper-parameters including the optimizer and epochs are kept the same as the configuration in [27] for a fair comparison. ResNeXt50 [60] is utilized as the backbone for consistency. The detailed configuration can be found in its official github repository [2]. As shown in Table 3, MRA improves long-tail classification accuracy in two different settings, which verifies its effectiveness.

---

1 https://download.pytorch.org/models/resnet50-19c8e357.pth
2 https://github.com/facebookresearch/classifier-balancing
Table 1: ImageNet classification Top-1/5 accuracy based on ResNet-50 backbone. ✓ means the method only relies on the intra-sample to conduct augmentation while ✗ denotes the method exploits the inter-samples. GPU Hours is measured with an NVIDIA V100 GPU.

| Method              | Intra-sample? | GPU Hours | Top-1  | Top-5  |
|---------------------|---------------|-----------|--------|--------|
| Baseline            | ✓             | 0         | 76.31  | 92.95  |
| AutoAugment [13]    | ✓             | 15000     | 77.63  | 93.80  |
| Fast AutoAugment [35]| ✓             | 450       | 77.60  | 93.70  |
| RandAugment [14]    | ✓             | 0         | 77.60  | 93.80  |
| Faster AutoAugment [23]| ✓           | 2.3       | 76.50  | 93.20  |
| DADA [34]           | ✓             | 1.3       | 77.50  | 93.50  |
| Cutout [16]         | ✓             | 0         | 77.07  | 93.34  |
| MRA                 | ✓             | 140       | 78.35  | 93.93  |
| Mixup [65]          | ✗             | 0         | 77.42  | 93.60  |
| CutMix [62]         | ✗             | 0         | 78.60  | 94.08  |
| SaliencyMix [55]    | ✗             | 280       | 78.74  | 94.24  |
| Puzzle Mix [28]     | ✗             | 576       | 78.76  | 94.29  |
| MRA + CutMix        | ✗             | 140       | 78.93  | 94.29  |

Table 2: Top-1 accuracy on fine-grained datasets. ResNet-50 is used as backbone.

| Method            | CUB-200 | Cars | Aircraft |
|-------------------|---------|------|----------|
| Supervised        | 84.62   | 85.41| 73.45    |
| MRA               | **85.52** | **86.45** | **76.21** |

Table 3: Top-1 test accuracy on long-tail classification. ResNeXt50 is used as backbone.

| Sampling            | Many | Medium | Few | All |
|---------------------|------|--------|-----|-----|
| Instance-Balanced [27] | 65.9 | 37.5   | 7.7 | 44.4 |
| Instance-Balanced + MRA | **67.3** | **39.9** | **9.6** | **46.3** |
| Class-Balanced [27]  | 61.8 | 40.1   | 15.5| 45.1|
| Class-Balanced + MRA | **65.4** | **41.1** | **16.3** | **47.1** |

### 4.3 Semi-supervised Classification

Semi-supervised classification focuses on label-hungry settings in deep learning. In semi-supervised learning, only a small set of samples are labeled and the rest samples are unlabeled. FixMatch [51] is a strong baseline method in semi-supervised classification, which proposes to create two augmented versions of one image. Especially, one is processed with a weak augmentation (RandomResizedCrop) and the other is processed with a strong augmentation (RandAugment [14]). The model is trained to maximize the consistency between two augmented images. The reconstructed image of MRA can be also seen as a strong augmented version of the original input. We propose to use the reconstructed image of MRA as a type of strong augmentation in FixMatch. The STL-10 dataset [12] with 40 labeled and 250 labeled samples are used as two semi-supervised settings. We select WideResNet-28 [63] as the backbone. As shown in Table 4, using MRA augmentation outperforms standard strong augmentation, i.e., RandAugment, in FixMatch obviously, which verifies the effectiveness of MRA in a different application.

All results in semi-supervised classification are trained with the code-base in https://github.com/TorchSSL/TorchSSL, which is an all-in-one PyTorch toolkit for semi-supervised learning.
Table 4: Top-1 accuracy on STL-10 datasets. WideResNet-28 is used as backbone. 40/250 Labels means that only 40/250 labeled samples are available in semi-supervised setting.

| Method           | 40 Labels | 250 Labels |
|------------------|-----------|------------|
| PiModel [44]     | 25.69     | 44.87      |
| PseudoLabel [33] | 25.32     | 47.94      |
| VAT [41]         | 25.26     | 43.58      |
| MeanTeacher [53] | 28.28     | 43.51      |
| MixMatch [5]     | 45.07     | 65.48      |
| UDA [59]         | 62.58     | 90.28      |
| FixMatch [51]    | 64.03     | 90.19      |
| FixMatch + MRA   | **67.61** | **92.09**  |

Table 5: Top-1 accuracy on miniImageNet with 95% confidence interval in few-shot classification. All experiments are from 5-way classification.

|                | ResNet-18     | ResNet-34     |
|----------------|---------------|---------------|
| 1-shot         |               |               |
| MatchingNet [56]| 52.91±0.88    | 53.20±0.78    |
| ProtoNet [50]  | **54.16±0.82**| **53.90±0.83**|
| MAML [19]      | 49.61±0.92    | 51.46±0.90    |
| RelationNet [52]| 52.48±0.86    | 51.74±0.83    |
| Baseline [9]   | 51.75±0.80    | 49.82±0.73    |
| Baseline + CutMix [62]| 53.10±0.84    | 45.20±0.79    |
| Baseline + MRA | 53.16±0.80    | 51.95±0.77    |
| 5-shot         |               |               |
| MatchingNet [56]| 68.88±0.69    | 68.32±0.66    |
| ProtoNet [50]  | 73.68±0.65    | 74.65±0.64    |
| MAML [19]      | 65.72±0.77    | 65.90±0.79    |
| RelationNet [52]| 69.83±0.68    | 69.61±0.67    |
| Baseline [9]   | 74.27±0.63    | 73.45±0.65    |
| Baseline + CutMix [62]| 76.60±0.66    | 68.95±0.79    |
| Baseline + MRA | **76.71±0.60**| **75.07±0.64**|

4.4 Few-shot Classification

In few-shot learning, a large number of labeled training samples are given on some base categories first, then the goal is to predict on novel categories where only a few $K$-shot samples are labeled. The base categories and novel categories are not overlapped. We evaluate few-shot classification [9, 50, 52] on miniImageNet dataset. MiniImageNet consists of 80 base classes with 600 labeled samples per class, and 20 novel classes with only $K$ ($K = 1$ or $K = 5$) labeled samples per class. Recent work [9] proposed a simple but effective baseline method for few-shot classification, where a backbone is pretrained in a fully supervised fashion on base categories, and a classifier is retrained on novel categories upon the fixed backbone. Based on this baseline, we apply MRA in the pretraining stage on base categories, and the following retraining stage on novel categories is unchanged. As shown in Table 5, the model pretrained with MRA shows a stronger generalization ability on novel categories compared with the baseline method. We also compare the results of pretraining with CutMix augmentation. Interestingly, when pretraining with CutMix on ResNet-34, the performance drops a lot. According to the analysis in [9], we conjecture the CutMix augmentation leads to a severe over-fitting on base categories, which induces the failure of transferring to novel classes.

4.5 Ablation Studies

In this section, we conduct several ablation studies to dissect the effect of each component. Unless specified, we conduct all ablation studies on the ImageNet dataset for 90 epochs using ResNet50 as backbone, and report the Top-1 accuracy of the validation set.
Figure 2: Visualization of different masking strategies. The first row visualizes the masked images under different masking strategy. The second row shows the reconstructed images by pretrained MAE-Mini. The gradient-weighted class activation mapping (Grad-CAM) is shown in the last row.

Figure 3: Top-1 accuracy on ImageNet with different masking ratio when pretraining MAE-Mini.

Figure 4: Top-1 error rate on ImageNet validation set with boundary occlusion.

Masking Ratio. To inspect how the mask ratio contributes to augmentation quality, we ablate the mask ratio ranging from 20% to 80%. We report the result in Figure 3. It shows that the MAE-Mini pretrained under a ratio of 40% reaches the best performance. We conjecture that the smaller model may not converge well with a high masking ratio. However, an extremely small masking ratio will also make the pretraining task too easy, which may influence the generalization ability of the pretrained MAE-Mini.

Masking Strategy. To verify that emphasizing the semantic-related patches advances the model performance, we compare ours with other strategies where we choose to mask the patches of high attention or random patches. We report the corresponding classification accuracy in Table 6. It is proved that the selection of the masked area affects the performance significantly. When masking a high-attention area, the model degrades the classification performance by over 1% compared to baseline. Moreover, though both random masking and low-attention masking raise the accuracy, low-attention dropping rules is superior with a further nearly 0.7% gain. Besides, as shown in Figure 2, if we erase patches of high attention like the head of the bird in the image, the reconstructed image is hard to recognize due to the vagueness of the class-specific area. It verifies that keeping patches with high attention as generation cues can produce a more robust vicinity of original image.

Model Size. We ablate the model size of MAE. As shown in Table 9 under the same masking ratio, adopting a larger model as the augmentor brings higher classification accuracy. It is not surprising since the larger model captures more accurate attention information and provides stronger regularization. However, the memory and speed cost of a large MAE model is not affordable. By tuning the masking ratio, we show that a much smaller MAE-Mini can achieve better performance with 6× speed up and 95% parameter decrease compared to the MAE-Large.

The pretrained MAE-Base and MAE-Large models are directly downloaded from https://github.com/facebookresearch/mae
Table 6: ImageNet classification accuracy under different masking strategy.

| Method | Baseline | Mask Low | Mask High | Mask Random |
|--------|----------|----------|-----------|-------------|
| Top-1  | 76.31    | 77.87    | 75.24     | 77.20       |

Table 8: ImageNet classification accuracy with/without reconstruction.

| Method | Baseline | Cutout | MRA Mask | MRA |
|--------|----------|--------|----------|-----|
| Top-1  | 76.31    | 77.07  | 77.46    | 77.87|

Table 9: ImageNet classification accuracy when using different MAE models as augmentors.

| Model    | Encoder | Decoder | Embed-Dim | Mask-Ratio | Params(M) | Imgs/s | Top-1  |
|----------|---------|---------|-----------|------------|-----------|--------|--------|
| MAE-Base | 12      | 8       | 768       | 0.75       | 111.7     | 334    | 77.50  |
| MAE-Large| 12      | 8       | 1024      | 0.75       | 329.2     | 160    | 77.63  |
| MAE-Mini | 4       | 2       | 480       | 0.75       | 15.5      | 963    | 77.08  |
| MAE-Mini | 4       | 2       | 480       | 0.40       | 15.5      | 963    | 77.87  |

Table 7: ImageNet classification accuracy with different pretraining epochs on MAE-Mini.

| Epochs | 100 | 200 | 800 |
|--------|-----|-----|-----|
| Top-1  | 77.35 | 77.87 | 77.76 |

Pretraining Epoch. Pretraining Epochs is an important hyper-parameter for self-supervised learning. For example, MoCo-v2 need 800 epochs, and MAE need 1600 epochs to converge with a large model. We compare the classification accuracy with MRA under different pretraining epochs in Table[7] There is no obvious difference when extending the pretraining epochs from 200 to 800, which shows that 200 epochs pretraining is sufficient for light-weight MAE-Mini.

Reconstruction. Attention-based masking and reconstruction are two main steps in MRA. To manifest the importance of the reconstruction, we design an experiment that only masks the input image. As shown in Table[8] the attention-based masking in MRA outperforms vanilla Cutout augmentation. It is consistent with our intuition that the attention-based masking can be seen as an advanced Cutout. In addition, the performance is further improved with reconstruction, showing the effectiveness of the generation-based augmentation.

4.6 Robustness to Occlusion

Following CutMix [62], we further evaluate the robustness of MRA by generating boundary occluded validation samples. Specially, we fill zeros outside of a center hole. As shown in Figure[4] hole size of 0 means that the whole image is occluded, while hole size of 224 denotes that the input image is not occluded. MRA achieves the lowest error among three augmentations which demonstrates that our mask-and-reconstruct pipeline generates occlusion-robust augmentation.

5 Conclusions and Limitations

This paper proposed a robust data augmentation method, Mask-Reconstruct Augmentation (MRA) to regulate the training of deep neural networks. Via Mask-Reconstruct Augmentation, we augment the original image by reconstruction from its parts of regions. When only generating the masked regions, the augmentation can be controllable but strong because of the non-linearity. The experiments among a bunch of classification benchmarks demonstrate the effectiveness and robustness of MRA.

Limitations: Though our work shows promising results, there are still some limitations. This kind of augmentation is unsuitable for dense prediction tasks such as instance segmentation since generative augmentation can easily destroy the boundary of the instance.

Border Impact: This work does not have a direct negative social impact. However the powerful neural network may be used for harmful applications like face recognition.
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