POISSON SPACING STATISTICS FOR LATTICE POINTS ON CIRCLES
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Abstract. We show that along a density one subsequence of admissible radii, the nearest neighbor spacing between lattice points on circles is Poissonian.

1. Introduction

For a sequence of real numbers \((a_n)\) and integer \(N \geq 1\) the probability measure given by

\[
\nu_N = \frac{1}{N} \sum_{1 \leq n \leq N} \delta(\{a_n\}),
\]

where \(\delta(\cdot)\) denotes the Dirac delta function and \(\{a_n\}\) is the fractional part of \(a_n\), describes the distribution of the points \((a_n)_{n=1}^N\) within \(T = \mathbb{R}/\mathbb{Z}\) and we say that \(\{a_n\}\) is uniformly distributed modulo 1 if \(\nu_N\) weakly converges to the Lebesgue measure \(\lambda\) on \(T\) as \(N \to \infty\).

A classical result of Weyl provides the following criterion: \(\{a_n\}\) is uniformly distributed if and only if the Fourier coefficients of \(\nu_N\) converge pointwise to those of \(\lambda\) as \(N \to \infty\).

A more refined study of the behavior of a sequence modulo 1 examines the local spacing statistics of the sequence, that is how the sequence is distributed at the scale \(1/N\), which provides insight into how the elements of the sequence are spaced together. Computing the local spacing statistics of a given sequence is in general a challenging problem. Two important examples include the nearest neighbor spacing statistics of the sequence consisting of the ordinates of zeros of the Riemann zeta-function as well as the sequence of energy levels of quantized Hamiltonians; both of these are subjects of well-known open conjectures. On the other hand there are some notable instances where the local spacing statistics have, partially or fully, been computed, e.g. see [18, 19, 20, 34, 8, 25, 4, 31], including works on angles of Euclidean lattice points visible from the origin [2, 27].

In this article we study the spacing of angles arising from \(\mathbb{Z}^2\)-lattice points lying on circles. Due to the symmetry of lattice points under rotation by \(\pi/2\) it suffices to consider their angles modulo \(\pi/2\) and given a circle of radius \(\sqrt{n}\) we write \(r(n) = \frac{1}{4} \#{\bar{x} \in \mathbb{Z}^2 : |\bar{x}|^2 = n}\).

For \(\bar{x} = (x, y) \in \mathbb{Z}^2\) we write \(\theta_{\bar{x}} := \arg(x + iy) \pmod{\pi/2}\) and \(S\) for the set of natural numbers, which can be written as a sum of two integer squares. Given \(n \in S\) with \(r(n) = N\), we define the probability measure \(\varrho_N\) on \([0, \pi/2)\) by

\[
\varrho_N = \frac{1}{4N} \sum_{\bar{x} \in \mathbb{Z}^2 \atop |\bar{x}|^2 = n} \delta(\theta_{\bar{x}}).
\]

A striking result independently due to Kátai and Környei [23] and Erdős and Hall [15] shows that there exists a density one subsequence \(S_0 \subset S\) such that the angles \(\theta_{\bar{x}}\) with \(|\bar{x}|^2 \in S_0\)
very strongly equidistribute as $|\vec{x}| \to \infty$, in the sense that for $N_j \in S_0$

$$\sup_{I \subset \mathbb{R}/(\pi \mathbb{Z})} \left| \varrho_{N_j}(I) - \frac{|I|}{\pi/2} \right| \ll \frac{1}{N_j^{\log(\pi/2)/\log 2 - \varepsilon}}$$

where $\log(\pi/2)/\log 2 = 0.651496129 \ldots$, for any $\varepsilon > 0$. The restriction to a density one subsequence of $S$ is best possible since in the case where $|\vec{x}|^2$ is a prime congruent to 1 (mod 4) there are only two angles (mod $\pi/2$); in fact, the set of possible limiting measures is very rich even after restricting to circles having a growing number of lattice points on them (cf. [26].) Interestingly, the result above shows at scales $N^{-\gamma}$ with $\frac{1}{2} < \gamma < \log(\pi/2)/\log 2$ that lattice points on circles do not behave like independent identically distributed (iid) random variables, uniformly distributed on $[0, 1]$, $U_n$, $n = 1, 2, \ldots$, for which the Chung-Smirnov law of the iterated logarithm [9, 36] gives almost surely (a.s.) that

$$\limsup_{N \to \infty} \frac{\sqrt{N}}{\sqrt{2 \log \log N}} \sup_{I \subset \mathbb{R}} \left| \nu_N(I) - |I| \right| = 1.$$ 

While behaving differently at intermediate scales, at the local scale, $1/N$, numerical evidence indicates that lattice points on circles appear to typically display Poissonian statistics (cf. Figure 3 below), which would coincide with the known behavior of $U_n$ at this scale (cf. [16, §1.7]).

We prove that the nearest neighbor spacing of angles of lattice points on circles is Poissonian along a density one subsequence of admissible radii. Listing the lattice points on the circle of radius $\sqrt{n}$ as $0 \leq \theta_1 < \theta_2 < \cdots < \theta_N < \pi/2$, we define the nearest neighbor spacing measure on $\mathbb{R}_{\geq 0}$ by

$$\mu_N = \frac{1}{N - 1} \sum_{1 \leq j \leq N - 1} \delta(N(\theta_{j+1} - \theta_j)).$$

**Theorem 1.1.** There exists a density one subsequence $\{n_j\} \subset S$ such that for any interval $I \subset \mathbb{R}_{\geq 0}$ and $N_j = r(n_j)$ as $j \to \infty$ we have

$$\mu_{N_j}(I) = \int_I e^{-s} ds + o_I(1).$$
Figure 3. Histogram plots of the nearest neighbor spacing of $2^{14}$ angles of lattice points on the circle of radius $\sqrt{n}$ with $n = 3.7366813 \cdot 10^{35}$ (left), $2^{20}$ angles with $n = 2.1957869 \cdot 10^{54}$ (center) and $2^{16}$ angles with $n = 9.1943528 \cdot 10^{63}$ (right), with plot of $e^{-s}$ (solid lines). The plot on the right is atypical; here $n$ is a product of primes of the form $m^2 + 1$.

The restriction to a density one subsequence in our result is essentially best possible, since there exist subsequences $\{n_j\} \subset S$, for which all the angles are highly localized near 0 or $\pi/2$. This remains true even if one requires $r(n_j) \to \infty$ as $n_j \to \infty$ (cf. the plot on the right in Figure 3). In fact, this construction can easily be made into a rigorous argument showing that there exist subsequences of elements of $S$ for which the nearest neighbor spacing measure is given by a delta mass supported at zero.

Moreover, we are also able to compute the joint limiting distribution. Consider the measure on $\mathbb{R}_\ell \geq 0$ given by

$$\mu_{\ell,N}(\delta_{0},\ldots,\delta_{\ell}) = \frac{1}{N^\ell} \sum_{1 \leq n \leq N-\ell} \delta(N(\theta_{j+1} - \theta_{j} + \theta_{j+2} - \theta_{j+1} + \ldots, \theta_{j+\ell} - \theta_{j+\ell-1})).$$

**Theorem 1.2.** There exists a density one subsequence $\{n_j\} \subset S$ such that for any intervals $I_1,\ldots,I_\ell \subset \mathbb{R}_{\geq 0}$, where $\ell \in \mathbb{N}$ is fixed, and $N_j = r(n_j)$ as $j \to \infty$ we have

$$\mu_{\ell,N_j}(I_1,\ldots,I_\ell) = \int_{I_1 \times \ldots \times I_\ell} e^{-\left(s_1 + \ldots + s_\ell\right)} ds_1 \ldots ds_\ell + o_{I_1,\ldots,I_\ell}(1).$$

We remark that the methods can be adapted to work for “thinner” subsequences inside $S$, e.g. giving Poisson spacings in a density one subsequence of square free integers $n \in S$ having exactly $\lfloor \frac{1}{2} \log \log n \rfloor$ prime factors.

1.1. Discussion of the proof. As shown in [23, 24], to show the nearest neighbor spacings have Poissonian statistics it suffices to compute the $r$-level correlations of the angles. As in previous works, we will work with a smoothed version of the $r$-correlation function and given a Schwartz function $f : \mathbb{R}^{r-1} \to \mathbb{R}$ we define

$$(1.2) \quad F_N(x_1,\ldots,x_{r-1}) = \sum_{j_1,\ldots,j_{r-1} \in \mathbb{Z}} f\left(\frac{N}{\pi/2}(x_1 + j_1 \cdot \frac{\pi}{2},\ldots,x_{r-1} + j_{r-1} \cdot \frac{\pi}{2})\right)$$

$$= \frac{1}{N^{r-1}} \sum_{k_1,\ldots,k_{r-1} \in \mathbb{Z}} \hat{f}\left(\frac{k_1}{N},\ldots,\frac{k_{r-1}}{N}\right) e^{i(k_1 x_1 + \ldots + k_{r-1} x_{r-1})}$$
where the second equality follows from applying the Poisson summation formula. The $r$-correlation of the angles $0 < \theta_1 < \theta_2 < \ldots < \theta_N < \pi/2$ arising from lattice points on the circle of radius $\sqrt{n}$ is defined by

$$R_r(n; F_N) = \frac{1}{N} \sum_{1 \leq \ell_1, \ldots, \ell_r \leq N} F_N(\theta_{\ell_1} - \theta_{\ell_2}, \theta_{\ell_2} - \theta_{\ell_3}, \ldots, \theta_{\ell_r} - \theta_{\ell_r}).$$

We make no further assumption on $f$ and using a standard combinatorial sieving argument we can relate the $r$-correlation over distinct angles to $r'$-correlations over all angles, as above, with $r' \leq r$. To evaluate the $r$-correlation we will apply (1.2) to see that

$$R_r(n; F_N) = \frac{1}{N^{r'}} \sum_{\vec{k} \in \mathbb{Z}^{r'-1}} \hat{f}(\frac{\vec{k}}{N}) \lambda_{-4k_1}(n) \lambda_{4(k_1-k_2)}(n) \cdots \lambda_{4(k_{r'}-k_{r'-1})}(n) \lambda_{4k_{r'-1}}(n)$$

where $\lambda_{4k}(n) = \sum_{1 \leq \ell \leq N} e^{-i4k\theta_\ell}$ is the $4k$th Fourier coefficient of the measure $\sum_{1 \leq \ell \leq N} \delta(\theta_\ell)$. (Note that the set of lattice points on a circle is invariant under rotation by $\pi/2$, hence the $k$th Fourier coefficient of the measure is zero, unless $4|k$. Further, this order four symmetry implies that any $r$-tuple of distances occurs with multiplicity divisible by four. Also note that the additional symmetry given by complex conjugation will increase the multiplicities of pairwise differences, but no such effect occurs for $r$-tuples of differences for $r > 2$.)

Our first step is to understand the average of $R_r(n; F_N)$ over $n$. To explain our approach, let us first consider the pair correlation $R_2(n; F_N)$. Our strategy allows us to freeze the value of $N$ and let $n$ vary over all $n \leq x$ with $r(n) = N$ for each $N \leq (\log x)^{O(1)}$ (which is not very restrictive since $r(n) = (\log n)^{\log 2 + o(1)}$ for a density one subset of $S$.) At this point we use the Landau-Selberg-Delange method to evaluate the mean value of $\lambda_{-4k}(n)\lambda_{4k}(n) = \lambda_{4k}(n)^2$ over $n \leq x$ with $r(n) = N$. Here we rely on the fact that $L(s, 4k) = \sum_{n \geq 1} \lambda_{4k}(n)n^{-s}$ is a Hecke $L$-function and analogously to the Riemann zeta-function the function $L(s, 4k)$, has an Euler product, analytic continuation, and zero free region. Noting that $\lambda_0(n) = r(n) = N$, arguing in this way we can show that

$$\frac{1}{\#\{n \leq x : r(n) = N\}} \sum_{n \leq x} \lambda_{4k}(n)^2 = \begin{cases} N^2 & \text{if } k = 0 \\ N(g(k; Y) + \mathcal{E}_k) & \text{otherwise,} \end{cases}$$

where there error term $\mathcal{E}_k$ is typically $o(1)$, $Y = (\log N/ \log 2 - 1)/\log \log x$ and $g(k; Y)$ is an Euler product such that $g(k; Y)/L(1, 8k)Y$ is bounded. The distinction between the terms with $k = 0, k \neq 0$ arises since the Dirichlet series $\sum_{n \geq 1} \lambda_{4k}(n)^2 n^{-s}$ has a pole of order 2 at $s = 1$ if $k = 0$, whereas if $k \neq 0$ it has a pole of order 1 and the residue will be given in terms of $L(1, 8k)$. We note that the total contributions are of similar order of magnitude since the order 2 contributions occur on a subspace of larger codimension. At this point we use (1.4) in (1.3) to get

$$\frac{1}{\#\{n \leq x : r(n) = N\}} \sum_{n \leq x \atop r(n) = N} R_2(n; F_N) = \hat{f}(0) + \frac{1}{N} \sum_{k \in \mathbb{Z} \setminus \{0\}} \hat{f}(\frac{k}{N}) g(k; Y) + o(1).$$

For $f$ that approximates the indicator function of an interval $I$ we have $\hat{f}(0) \approx |I|$, which is consistent with a sequence that displays Poisson spacing statistics. To compute the second term above we use analytic properties of $L(s, 8k)$ to express $g(k; Y)$ in terms of a short
Dirichlet polynomial of length $\leq N^{\alpha(1)}$ with coefficients related to $\lambda_{4k}(n)$, that is, $g(k; Y)$ is well-behaved as $k$ varies and we can apply Poisson summation again to show the second term above equals $f(0)+o(1)$. To pass to the pair correlation function over distinct angles we subtract the contribution from the terms with $\theta_1 = \theta_2$, which equals $\frac{1}{2} \cdot NF_N(0) = f(0) + o(1)$ and cancels the secondary main term above. To show that it is Poisson along a density one subsequence we will bound the variance by computing the average of $R_d(n; F_N)^2$ (following a similar strategy), similar to the argument used by Sarnak to show Poisson pair correlation for Laplace eigenvalues of generic 2d tori [35]. An interesting obstruction to extending this for $r > 2$ in Sarnak’s setting is “variance blowup” — expectations remain consistent with Poisson statistics, but variance growth makes it impossible to deduce Poisson behavior for almost all tori.

Fortunately there is no such variance blowup in our setting for larger $r$, but the approach described above becomes significantly more involved and further ideas are needed. As before, our first step is to apply the Landau-Selberg-Delange method to transform the problem, which gives a new expression that depends on $\vec{k} \in \mathbb{Z}^{r-1}$ in a complex way including an arithmetic factor $g(\vec{k}; Y)$ as well as an analytic factor which comes from the order of the pole of the Dirichlet series associated to $\lambda_{4k}(n)\lambda_{4(k_1-k_2)}(n) \cdots \lambda_{4(k_{r-2}-k_{r-1})}(n)\lambda_{4k_{r-1}}(n)$, at $s = 1$. The arithmetic factor $g(\vec{k}; Y)$ is roughly of the shape of a product of Hecke $L$-functions at $s = 1$, which we can approximate by a short Dirichlet polynomial, so if we were to ignore the analytic factor we would be able to evaluate the average over $\vec{k}$. While the behavior of the analytic factor is complex, its value is fixed over certain subregions of $\mathbb{Z}^{r-1}$ (e.g. for $r = 2$, this corresponds to $k = 0, k \neq 0$) and by partitioning $\mathbb{Z}^{r-1}$ into these subregions we are able to perform the average over $\vec{k}$ by means of another application of the Poisson summation formula over each nontrivial subregion, each of which is essentially a lattice. This procedure essentially solves the arithmetic part of the problem.

However, the procedure described above yields a term for each subregion in the decomposition of $\mathbb{Z}^{r-1}$ that gives a contribution that is potentially the same size as our main term or potentially even larger (later on we are able to rule out any terms “blowing up” as $N \to \infty$.) We need to control the terms arising from these subregions of $\mathbb{Z}^{r-1}$ and would like to understand the behavior of the analytic factor, which counts the order of the pole at $s = 1$ of the Dirichlet series mentioned above. It turns out, this is $\geq 1$ for every $\vec{k} \in \mathbb{Z}^{r-1}$, so that there are poles everywhere! Moreover, the number of terms arising in the decomposition of $\mathbb{Z}^{r-1}$ into subregions where the value of the analytic factor is fixed grows exponentially with $r$ making it difficult to analyze for large $r$. This complexity arises in part due to residual lower order correlations and we are left with an explicit yet intractable combinatorial expression for the $r$-correlation.

A similar predicament also occurs in the context of computing the $r$-correlation of the zeros of the Riemann zeta-function, where after solving the arithmetic part of the problem one is left with an unwieldy expression for the $r$-correlation. In the range corresponding to the “diagonal terms” Rudnick and Sarnak [32, 33] succeeded in solving the combinatorial problem. The “off-diagonal” terms can be analyzed at the heuristic level using Hardy-Littlewood’s conjecture on correlations of primes (e.g. [29]), however for large $r$, this leaves a horrible combinatorial formula. By expanding the random matrix $r$-correlation function as a sum of cycles, Bogomolny and Keating [5, 6] were able to eventually arrive at the same expression (including the diagonal terms), thereby heuristically matching the correlations of zeros of
\( \zeta(s) \) with that of eigenvalues of GUE random matrices in the full range. Innovative recent works \([14, 13, 7, 28]\) on statistics of zeros of \(L\)-functions have solved closely related combinatorial problems through relating these expressions to identical ones coming from \(L\)-functions over function fields \([14]\) or from random matrices \([13, 7, 28]\), for which the spacing statistics of the zeros/eigenvalues, respectively, are known (see also \([12]\)). We pursue an approach similar in spirit by introducing a random model for the angles of lattice points — interesting on its own right — and compute the spacing statistics for this model in two ways. First, we argue directly and show that the \(r\)-level correlations of the random model are Poissonian. Second, we then compute the \(r\)-level correlation in the random case in a different way and eventually arrive at the same complicated expression as in the deterministic setting, including the exact same analytic factor. Hence, we are able to match the deterministic computation with the random one and then are able to evaluate the \(r\)-correlation by combining these two approaches.
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2. The set-up

Let \( \mathcal{N}_M \) be the set of square free integers with prime divisors all congruent to 1 (mod 4) and total number of prime divisors equal to \( M \) i.e.

\[
\mathcal{N}_M = \{ n \in \mathbb{N} : \mu^2(2n)b(n) = 1 \text{ and } \Omega_1(n) = M \},
\]

where \( b(\cdot) \) is the indicator function of the set of integers which can be represented as a sum of two squares and

\[
\Omega_1(n) = \sum_{\substack{p \mid n \\text{ prime} \ \text{odd} \ \text{and} \ p \equiv 1 \ (\text{mod} \ 4) \ \text{for} \ p \leq 1 \ (\text{mod} \ 4)}} a.
\]

Throughout we use the notation \( 1_P \), which we define as \( 1_P = 1 \) if the statement \( P \) is true and \( 1_P = 0 \) otherwise. We also write \( 1_A \) for the indicator function of the set \( A \) e.g. \( 1_S = b \).

Note that for each \( n \in \mathcal{N}_M \) we have \( r(n) = 2^M \).

Let \( \mathcal{O} = \mathbb{Z}[i] \) denote the Gaussian integers. For \( n \) with \( r(n) = 2^M = N \) we express the \( r\)-correlation of the lattice points on the circle with radius \( \sqrt{n} \) by

\[
R_r(n; F_N) = \frac{1}{N} \sum_{(\beta_1), \ldots, (\beta_r) \subset \mathcal{O} \mid |(\mathcal{O}/(\beta_1))| = \ldots = |(\mathcal{O}/(\beta_r))| = n} F_N(\theta_{\beta_1} - \theta_{\beta_2}, \ldots, \theta_{\beta_r - 1} - \theta_{\beta_r}),
\]

with \( F_N \) as defined in (1.2), and \( \theta_\beta = \text{arg}(\beta) \) — note that the angle \( \text{arg}(\beta) \) is well defined modulo \( \pi/2 \) since it is independent of choice of generator of \( (\beta) \). We recall that the reason for working with period \( \pi/2 \), rather than \( 2\pi \), is that the set of lattice points on a given circle is invariant under rotation by \( \pi/2 \).

Because we will restrict to a density one set of integers which are sums of two squares, it suffices to consider sums of two squares \( n = ef^2 \) with \( e \) square free and \( f \leq F \) for \( F \) which
grows arbitrarily slowly as \( x \to \infty \) since the number of such sums of two squares \( \leq x \) with \( f \geq F \) is
\[
\sum_{f \geq F} \sum_{e \leq x/f^2} b(ef^2)\mu^2(e) \ll \frac{x}{F\sqrt{\log x}}.
\]

Hence, it suffices to consider \( n = n_0n_1 \) where \( n_0 = 2^a f^2 d, 1 \leq f \leq F, a \in \{0,1\}, d \) is a divisor of \( f \) with \( \mu^2(2d)b(d) = 1 \) and \( n_1 \in N_M \) with \( (n_0,n_1) = 1 \) and \( 1 \leq M \leq A \log \log x \) for any fixed \( A > 0 \). It is then sufficient to average over odd square free numbers \( n_1; \) this partitioning simplifies some of the analysis below but is not essential to our argument. Write \( N_{M,n_0} = \{n \in N_M : (n,n_0) = 1\} \) and \( N_{M,n_0}(x) = \{n \in N_{M,n_0} : n \leq x\}. \) We also define
\[
R_{r,n_0}(n;F_N) := R_r(n_0;n;F_N).
\]

3. A RANDOM MODEL

Motivated by Hecke’s result on the equidistribution of angles of Gaussian primes, we introduce a simple, purely probabilistic, model for the angular gaps between lattice points \( (x,y) \in \mathbb{Z}^2 \) on the circle \( x^2 + y^2 = n \), for \( n \) square free. Namely, for each prime \( p|n \), pick a random uniformly distributed angle \( \vartheta_p \in \mathbb{T} := \mathbb{R}/(\pi/2)\mathbb{Z} \) (which should not be confused with the deterministic angle \( \theta_p \) associated with \( p \)). For such \( n \), with probability one, we obtain \( r(n) = 2^M \) distinct points on the unit circle, where \( M \) is the number of prime divisors of \( n \), with angles given by
\[
\vartheta = \sum_{p|n} \pm \vartheta_p
\]

It is convenient to parameterize these angles as follows: order the set of prime divisors \( p|n \) according to size, i.e., \( p_1 < p_2 < \ldots < p_M \) and (abusing notation) put \( \vartheta_i = 2\vartheta_{p_i} \) for \( i = 1,\ldots,M \) (note that \( \vartheta_1,\ldots,\vartheta_M \) are then independent and identically distributed uniform random variables on \( \mathbb{T} \)), and for each subset \( J \subset \{1,\ldots,M\} \) define a random variable
\[
x_J := \sum_{j \in J} \vartheta_j \pmod{\pi/2};
\]

note that the gaps between these points and the original points differ by a translation by \( -\sum_{p|n} \vartheta_p \) and hence their spacings as well as correlations are identical.

We define the \( r \)-correlation of the points \( (\theta_\beta + x_J)_{(\beta) \in \mathbb{O}/|\beta|=n_0} \) by \( J \subset \{1,\ldots,M\} \)
\[
\mathcal{R}_{r,n_0}(F_N) = \frac{1}{N} \sum_{J_1,\ldots,J_r \subset \{1,\ldots,M\}, \{|\mathbb{O}/(\beta_1)|=\ldots=|\mathbb{O}/(\beta_r)|=n_0\} } F_N(\theta_{\beta_1} - \theta_{\beta_2} + x_{J_1} - x_{J_2},\ldots,\theta_{\beta_{r-1}} - \theta_{\beta_r} + x_{J_{r-1}} - x_{J_r}),
\]

where \( N = 2^Mr(n_0) \). We then show that analogues of the mean and the variance in the deterministic model are well matched by the mean and variance of the random model.

**Theorem 3.1.** Let \( A > 0 \) be fixed. Suppose that \( 1 \leq M \leq A \log \log x \). We have that
\[
\frac{1}{\# N_{M,n_0}(x)} \sum_{n \in N_{M,n_0}(x)} R_{r,n_0}(n;F_N) = \mathbb{E}(\mathcal{R}_{r,n_0}(F_N)) + O\left(\frac{1}{(\log \log x)^3} + \frac{1}{M^{10}}\right).
\]
Additionally,

\[
(3.4) \quad \frac{1}{\# \mathcal{N}_{M,n_0}(x)} \sum_{n \in \mathcal{N}_{M,n_0}(x)} R_{r,n_0}(n; F_N)^2 = \mathbb{E}(R_{r,n_0}(F_N)^2) + O\left(\frac{1}{(\log \log x)} + \frac{1}{M^{10}}\right).
\]

The implied constants depend at most on \(f, r, n_0\) and \(A\).

Note that \(r(n) = (\log n)^{\lfloor \log 2/2 + o(1) \rfloor}\) holds for a full density subset of the set integers for which \(r(n) > 0\), hence the condition \(M \in [1, A \log \log x]\) is not very restrictive.

4. Applying the LSD method

Let \(k_1, \ldots, k_{r-1} \in \mathbb{Z}\). Here and in what follows we use the convention that \(k_0 = k_r = 0\). To compute the \(r\)-correlation we apply (1.2). Switching the order of summation we will need to understand the sum

\[
(4.1) \quad \frac{1}{\# \mathcal{N}_{M,n_0}(x)} \sum_{n \in \mathcal{N}_{M,n_0}(x)} \prod_{j=0}^{r-1} \lambda_4(k_{j+1} - k_j)(n) \quad \text{where} \quad \lambda_4(n) = \sum_{|\mathcal{O}/(\beta)| = n} e^{i4k\theta_\beta}
\]

for each given \(k_1, \ldots, k_{r-1}\) (note that while \(\beta\) is only defined up to multiplication by \(i\), the angle \(4k\theta_\beta\) is well defined modulo \(2\pi\).) This will be done by applying the Landau-Selberg-Delange method, which requires some analytic input.

Let us introduce the following Hecke \(L\)-functions. Recall that \(\mathcal{O} = \mathbb{Z}[i]\) denotes the ring of integers of \(\mathbb{Q}(i)\); recall also that \(\mathcal{O}\) is a principal ideal domain. Further, for \(k \in \mathbb{Z}\) and an ideal \(\mathcal{b} = (\beta) \subset \mathcal{O}\), let \(\Xi_{4k}(\mathcal{b}) = e^{4ki\theta_\beta}\) and define (note that \(|\mathcal{O}/\mathcal{b}|\) is the norm of the ideal \(\mathcal{b}\))

\[
(4.2) \quad L(s, 4k) = \sum_{0 \neq \mathcal{b} \subset \mathcal{O}} \frac{\Xi_{4k}(\mathcal{b})}{|\mathcal{O}/\mathcal{b}|^s} = \prod_{p \subset \mathcal{O}} \left(1 - \frac{\Xi_{4k}(p)}{|\mathcal{O}/p|^s}\right)^{-1} = \prod_p \left(1 - \frac{\lambda_4(p)}{p^s} + \frac{\psi_4(p)}{p^{2s}}\right)^{-1}
\]

where the sum is over all nonzero ideals of \(\mathcal{O}\), the first product is over the set of prime ideals in \(\mathcal{O}\), and \(\psi_4(p)\) is the non-principal Dirichlet character modulo 4. The last identity can be seen by separately considering split, ramified, and inert primes. The \(L\)-function above admits an analytic continuation to all of \(\mathbb{C}\) provided that \(k \neq 0\); for \(k = 0\), \(L(s, 0) = \zeta_{\mathbb{Q}(i)}(s) = \zeta(s)L(s, \psi_4)\), which has a simple pole at \(s = 1\). Additionally, for primes \(p \equiv 1 \pmod{4}\) we write \(\theta_p = \theta(p) = \arg(\pi)\) where \(\pi\) is the Gaussian prime with \(|\pi|^2 = p\) and \(0 < \arg(\pi) < \pi/4\).

Given \(S \subset \{0, 1, \ldots, r - 1\}\) and \(k_1, \ldots, k_{r-1} \in \mathbb{Z}\) define

\[
k_S = k_S(k_1, k_2, \ldots, k_{r-1}) = \sum_{j \in S} (k_{j+1} - k_j) \in \mathbb{Z}
\]

and observe \(k_S + k_S^c = \sum_{j=0}^{r-1} (k_{j+1} - k_j) = 0\) (recall \(k_0 = k_r = 0\) by convention.) Consequently for \(p \equiv 1 \pmod{4}\), we have that \(\lambda_{4kS}(p) = e^{i4kS\theta_p} + e^{-i4kS\theta_p} = e^{i4kS\theta_p} + e^{i4kS^c\theta_p}\). Motivated by the previous observation, let \(\mathcal{M}_r = \mathcal{P}(\{0, \ldots, r - 1\})/\sim\) where for \(S, T \in \mathcal{P}(\{0, \ldots, r - 1\})\) we write \(S \sim T\) if \(S = T^c\) where \(T^c = \{0, \ldots, r - 1\} \setminus T\) and for a set \(\mathcal{A}\) we use the notation
\( P(\mathcal{A}) \) to denote the power set of \( \mathcal{A} \). Using the statements above we find that

\[
\prod_{j=0}^{r-1} \lambda_4(k_{j+1}-k_j)(p) = \prod_{j=0}^{r-1} e^{-4(k_{j+1}-k_j)i\theta_p}(1 + e^{8(k_{j+1}-k_j)i\theta_p})
\]

(4.3)

\[
= \prod_{j=0}^{r-1} (1 + e^{8(k_{j+1}-k_j)i\theta_p}) = \sum_{S \subset \{0,1,\ldots,r-1\}} e^{8k_S i\theta_p} = \sum_{[S] \in \mathcal{M}_r} \lambda_{8k_S}(p).
\]

With \( \vec{k} = (k_1, \ldots, k_{r-1}) \in \mathbb{Z}^{r-1} \) define

\[
\alpha = \alpha(\vec{k}) = \sum_{[S] \in \mathcal{M}_r, k_S \geq 0} 1,
\]

(4.4)

and note that \( \#\mathcal{M}_r \leq 2^{r-1} \). Further, as \( k_0(\vec{k}) = 0 \) there is at least one term in the sum in (4.4), and thus we have \( 1 \leq \alpha(\vec{k}) \leq 2^{r-1} \) for all \( \vec{k} \in \mathbb{Z}^{r-1} \). Using a classical result of Hecke (see [22, p. 130 & Eq’n (5.52)]), which gives equidistribution of angles of Gaussian primes, we have that

\[
\sum_{p \leq x} \left( \prod_{j=0}^{r-1} \lambda_4(k_{j+1}-k_j)(p) \right) \log p = \alpha(\vec{k})x + O(x/(\log x)^B)
\]

(4.5)

uniformly for \( \max_j |k_j| \leq e(\log x)^{1/3} \) and any \( B > 0 \), where the implied constant depends at most on \( B, r \) and \( n_0 \).

We now state the main result of this section, which provides an estimate for (4.1).

**Proposition 4.1.** Let \( Y = (M - 1)/\log \log x \) and \( A > 0 \) be fixed. Let \( \alpha(\vec{k}) \) be as in (4.4). Suppose \( 1 \leq M \leq A \log \log x \). Then there exist absolute constants \( A', c_0 > 0 \) such that for \( \max |k_s|, k_S \leq c_0 \) we have that

\[
\frac{1}{\#N_{M,n_0}(x)} \sum_{n \in N_{M,n_0}(x)} \prod_{j=0}^{r-1} \lambda_4(k_{j+1}-k_j)(n) = (2\alpha(\vec{k}))^M \left( g(\vec{k}; Y) + O\left( \frac{\mathcal{L}(\vec{k})}{\log \log x} \right) \right),
\]

(4.6)

where

\[
g(\vec{k}; Y) = \prod_{p \equiv 1 \pmod{4}, (p,n_0)=1} \left( 1 + \frac{Y \sum_{[S] \in \mathcal{M}_r, k_S \neq 0} \lambda_{8k_S}(p)}{\alpha(\vec{k})p(1 + 2\sqrt{p})} \right) \quad \text{and} \quad \mathcal{L}(\vec{k}) = \sum_{k_S \neq 0} |L(1, 8k_S)|^{\pm A'}.
\]

**4.1. Sums of multiplicative functions.** To prove Proposition 4.1 we will use general results for sums of multiplicative functions that are derived from the Landau-Selberg-Delange method. Let \( f \) be a multiplicative function such that

\[
|f(n)| \leq \sum_{d_1 \cdots d_l = n} 1 \quad \text{and} \quad \sum_{p \leq x} f(p) \log p = \gamma x + O(x/(\log x)^B)
\]

(4.7)

\(^1\)Hence, it can be shown that the order of the pole of the Dirichlet series associated to \( \prod_{j=0}^{r-1} \lambda_4(k_{j+1}-k_j)(n) \) at \( s = 1 \) equals \( \alpha(\vec{k}) \).
for some $l \in \mathbb{N}, \gamma \in \mathbb{C}$, and $B > 0$. Let

$$F(s) = \sum_{n \geq 1} \frac{f(n)}{n^s}.$$ 

For each nonnegative integer $j$, define

$$(4.8) \quad \tilde{c}_j(\gamma) = \frac{1}{j!} \cdot \frac{d^j}{ds^j} \bigg|_{s=1} (s-1)^\gamma F(s).$$

In particular, note that

$$(4.9) \quad \tilde{c}_0(\gamma) = \prod_p \left( 1 + \frac{f(p)}{p} + \frac{f(p^2)}{p^2} + \cdots \right) \left( 1 - \frac{1}{p} \right)^\gamma.$$ 

We now state a result of Granville-Koukoulopoulos [17, Th’m 1] on sums of multiplicative functions.

**Theorem 4.2** (Granville-Koukoulopoulos [17]). Suppose that (4.7) holds. Then for $J = \lfloor B \rfloor$

$$\sum_{n \leq x} f(n) = x \sum_{j=0}^J \tilde{c}_j(\gamma) \frac{(\log x)^{\gamma-j-1}}{\Gamma(\gamma-j)} + O \left( (x \log x)^{l-B-\frac{1}{2}+o(1)} \right),$$

where the implied constant depends at most on $B, l$ and the implied constant in (4.7).

We also require the following result, which is a special case of [37, Th’m II.6.1.3].

**Theorem 4.3** (Tenenbaum [37]). Let $z \in \mathbb{C}$. Let $a_z(\cdot)$ be an arithmetic function for which there exists $A > 0$ such that for each $n \in \mathbb{N}$ there is a power series expansion in the disc $|z| \leq A$ of the form

$$a_z(n) = \sum_{M=0}^{\infty} c_M(n) z^M.$$ 

Suppose there exists a function $h(z)$ that is holomorphic in $|z| \leq A$ such that for $x \geq 3$ and $1 \leq M \leq A \log \log x$ we have

$$\sum_{n \leq x} c_M(n) = \frac{x}{\log x} \frac{(\log \log x)^{M-1}}{(M-1)!} \left( h \left( \frac{M-1}{\log \log x} \right) + O \left( \frac{(M-1)}{(\log \log x)^2} \max_{|z| \leq A} |h''(z)| + \log \log x \right) \right)$$

where the implied constant depends at most on $A$.

**4.2. Analytic estimates.** Using the generalized binomial theorem, we see that for $z \in \mathbb{C}$ and Re($s$) $> 1$ that

$$L(s, 4k)^z = \prod_{p \in \mathcal{O}} \left( \sum_{j=0}^{\infty} \binom{z+j-1}{j} \frac{\Xi_{4k}(p^j)}{(\mathcal{O}/p^j|s)} \right) = \sum_{n \geq 1} \frac{\lambda_{4k}(n; z)}{n^s}.$$
Further, for \( \Re(\) \( s \) \( ) \) \( \Re(\) \( s \) \( ) \) where the implied constant depends at most on \( n \) and for \( a = p_1^{a_1} \cdots p_w^{a_w} \), we let \( b_z(a) = (z^{a_1-1}) \cdots (z^{a_w-1}) \). We have for \( |z| \leq A \) that

\[
\lambda_{4k}(n; z) = \sum_{a \in \mathcal{O} | \mathcal{O}/a = n} b_z(a) \Xi_{4k}(a),
\]

where the sum is over ideals in \( \mathcal{O} \) having norm \( n \), and for \( a = p_1^{a_1} \cdots p_w^{a_w} \), we let \( b_z(a) = (z^{a_1-1}) \cdots (z^{a_w-1}) \). We have for \( |z| \leq A \) that

\[
b_z(a) \ll |\mathcal{O}/a|^{o(1)}, \quad \lambda_{4k}(n; z) \ll n^{o(1)},
\]

uniformly for \( k \in \mathbb{Z} \). For \( Y \geq 0, \vec{k} \in \mathbb{Z}^{r-1} \) define the multiplicative functions \( w(\cdot; Y), s(\cdot; \vec{k}) \) supported on square free numbers given by

\[
w(p; Y) = \frac{Y b(p)}{1 + \frac{2}{p}}, \quad s(p; \vec{k}) = \sum_{[S] \in \mathcal{M}_r \atop k_S \neq 0} \lambda_{8k_S}(p).
\]

The following key proposition will allow us to express \( g(\vec{k}; Y) \) (cf. \((4.6)\) for its definition) as a short Dirichlet polynomial (later we will choose \( y = \exp((\log\|k\|_\infty)^{3/4}) \)).

**Proposition 4.4.** Let \( K = \max_{[S] \in \mathcal{M}_r} |k_S| \) and \( A > 0 \). Then for \( Y \geq \exp((\log K)^{2/3+o(1)}) \) and \( 0 \leq Y \leq A \), we have that

\[
g(\vec{k}; Y) = \sum_{m \leq y \atop (m, 2n_0) = 1} \frac{\alpha(\vec{k}) - \Omega_1(m) w(m; Y) s(m; \vec{k})}{m} + O \left( \exp \left( \frac{-\log y}{(\log(K+y))^{2/3+o(1)}} \right) \right),
\]

where the implied constant depends at most on \( n_0, A \). Additionally, for \( k \neq 0 \), \( Y \geq \exp((\log k)^{2/3+o(1)}) \), and \( |\Re(z)| \leq \frac{\log \|k\|_\infty}{(\log(k+y))^{2/3+o(1)}} \), we have

\[
L(1, 4k)^z = \sum_{m \leq y} \frac{\lambda_{4k}(m; z)}{m} + O \left( \exp \left( \frac{-\log y}{(\log(k+y))^{2/3+o(1)}} \right) \right).
\]

Before proceeding to the proof let us note that for each \( 1 \leq j \leq r - 1 \) choosing \( S = \{0, 1, \ldots, j - 1\} \) yields \( k_S = k_j \), so that \( \|\vec{k}\|_\infty \leq K \).

**Proof.** Since \((4.13)\) and \((4.14)\) follow from similar arguments we will only prove \((4.13)\). For \( \Re(s) > 1 \) define \( Z(s) = Z(s, \vec{k}) \) by

\[
Z(s) = \prod_{(p, 2n_0) = 1} \left( 1 + \frac{Y b(p) \sum_{[S] \in \mathcal{M}_r \atop k_S \neq 0} \lambda_{8k_S}(p)}{\alpha(\vec{k}) (1 + \frac{2Y}{p}) p^s} \right) = \sum_{m \geq 1 \atop (m, 2n_0) = 1} \frac{\alpha(\vec{k}) - \Omega_1(m) w(m; Y) s(m; \vec{k})}{m^s}.
\]

Further, for \( \Re(s) > 1 \), define \( G(s) = G(s, \vec{k}) \) by

\[
G(s) = Z(s) \prod_{[S] \in \mathcal{M}_r \atop k_S \neq 0} L(s, 8k_S)^{-Y/\alpha(\vec{k})}.
\]
By using the Euler product representations of $Z(s)$ and $L(s, 8k)$ it follows that $G(s)$ is analytic in $\Re(s) \geq 1/2 + \varepsilon$ and in this region $|G(s)| \ll 1$ where the implied constant depends at most on $A, n_0, r, \varepsilon$ (recall that $1 \leq \alpha(\vec{k}) \leq 2^{-r}$.) Let us state the Vinogradov-Korobov bounds

(4.15) \[ |L(s, 8k)|^{\pm 1} \ll (\log(|k| + |s|))^{2/3+o(1)} \]
due to Coleman [11 Thm. 1, 2], which are valid in the region $s = \sigma + it$ with

$$\sigma \geq 1 - \frac{1}{(\log(|k| + |t|))^{2/3+o(1)}}$$

(see also [11 Lem. 8] and [38 Thm. 3.10-3.11], cf. [21 Lem. 10,11].)

Hence, the result follows using a standard contour integration argument by applying Perron’s formula as follows. Let $T = y^3 + K$. We get that

$$\sum_{m \leq y \atop (m, 2n_0) = 1} \frac{\alpha(\vec{k})^{-\Omega_1(m)}w(m; Y)s(m; \vec{k})}{m} = \frac{1}{2\pi i} \int_{1-iT}^{1+iT} Z(s + 1) \frac{y^s}{s} ds + O(y^{-1/2}).$$

Shifting contours to $\sigma = -1/(\log T)^{2/3+o(1)}$ we pick up a simple pole at $s = 0$ with residue $Z(1) = g(\vec{k}; Y)$. The horizontal contour integrals are easily seen to be $\ll y^{-2}(\log T)^{O(1+Y)}$, using (4.15). The vertical contour on the line $s = -1/(\log T)^{2/3+o(1)}$ is

$$\ll (\log T)^{O(1+Y)} \exp \left( \frac{-\log y}{3(\log(K+y))^{2/3+o(1)}} \right)$$

also using (4.15). Collecting estimates completes the proof.

4.3. Applications of the LSD method. To prove Proposition 4.1 we require estimates for $\#N_{M,n_0}(x)$ and $\sum_{n \in N_{M,n_0}(x)} \prod_{j=0}^{r-1} \lambda_{4(k_{j+1} - k_j)}(n)$. We will only estimate the latter quantity since the argument for estimating $\#N_{M,n_0}(x)$ is similar, yet simpler.

For $w \in \mathbb{C}$ consider the multiplicative function supported on integers co-prime to $n_0$ given by

(4.16) \[ f(n; w) = w^{\Omega(n)}b(n)\mu^2(2n) \prod_{j=0}^{r-1} \lambda_{4(k_{j+1} - k_j)}(n), \]

where if $w = 0$ we set $f(1; 0) = 1$, and let

(4.17) \[ F(s; w) = \sum_{n \geq 1} \frac{f(n; w)}{n^s} = \prod_{(p, 2n_0) = 1} \left( 1 + \frac{wb(p)\sum_{|S| \in M_r} \lambda_{8kS}(p)}{p^s} \right), \]

where in the last line we have also used (4.3). Using the expression above we see that we can write

(4.18) \[ F(s; w) = H_{n_0}(s; w) \prod_{|S| \in M_r} L(s, 8kS)^w = H_{n_0}(s; w)\zeta(s)^{\alpha(\vec{k})w} L(s, \psi_4)^{\alpha(\vec{k})w} \prod_{|S| \in M_r \atop \ell S \neq 0} L(s, 8kS)^w, \]

where $H_{n_0}(s; w)$ is an analytic function with $|H_{n_0}(s; w)| \ll 1$ for $\Re(s) \geq \frac{1}{2} + \varepsilon$ and $|w| \leq A$, where the implied constant depends at most on $A, \varepsilon, n_0, r$ (recall $1 \leq \alpha(\vec{k}) \leq 2^{-r}$.)
Additionally, by (4.15) for any $B > 0$ and $|w| \leq A$

\begin{equation}
\sum_{p \leq x} f(p; w) \log p = \alpha(\overline{k})w x + O \left( \frac{x}{(\log x)^B} \right),
\end{equation}

uniformly for $K := \max_{|S| \in M_r} |k_S| \leq e^{(\log x)^{1/3}}$ and the implied constant depends on $A, B, n_0$ and $r$. For $F(s) = F(s; w)$ let $\tilde{c}_j(\gamma)$ be as in (4.18) (so that $\gamma = \alpha(\overline{k})w$.) For $|s - 1| \leq 1$ we can write $\zeta(s) = G(s)/(s - 1)$ where $G(s)$ is a nonzero analytic function in $|s - 1| \leq 1$ with $G(1) = 1$. Hence, we have that

$$
\frac{d^j}{ds^j} \bigg|_{s=1} (s - 1)^{\alpha(\overline{k})w} \zeta(s)^{\alpha(\overline{k})w} \ll 1
$$

for $|w| \leq A$, where the implied constant depends at most on $r, A, j$. By this, (4.18), and (4.15), say, it is easy to see using Cauchy’s theorem that

\begin{equation}
|\tilde{c}_j(\alpha(\overline{k})w)| \ll (\log K)^{O(1)}
\end{equation}

for $|w| \leq A$ where the implied constants depend at most on $j, n_0, A, r$. Applying Theorem 4.2 and using (4.20) gives that

\begin{equation}
\sum_{n \leq x} w^{\Omega(n)} b(n) \mu^2(2n) \prod_{j=0}^{r-1} \lambda_4(k_{j+1} - k_j)(n) = x(\log x)^{\alpha(\overline{k})w - 1} \left( \tilde{c}_0(\alpha(\overline{k})w) \frac{\Gamma(\alpha(\overline{k})w)}{\Gamma(\alpha(\overline{k}))} + O \left( \frac{(\log K)^{O(1)}}{\log x} \right) \right)
\end{equation}

since $\alpha(\overline{k}) \neq 0$ where the implied constants depend at most on $n_0, A, r$.

The next step of the proof is to apply Theorem 4.3 and to match notation we write $z = \alpha(\overline{k})w$ (recall that $1 \leq \alpha(\overline{k}) \leq 2^{r-1}$.) Let $h(z) = \frac{\tilde{c}_0(z)}{\Gamma(z)}$. For $|z| \leq A$, (4.21) implies

\begin{equation}
\sum_{n \leq x} f(n; z/\alpha(\overline{k})) = x(\log x)^{z-1} \left( zh(z) + O \left( \frac{(\log K)^{O(1)}}{\log x} \right) \right).
\end{equation}

Since $K \leq e^{(\log x)^{t_0}}$ and $c_0$ is sufficiently small the error term above is negligible. By (4.9) (with $\gamma = \alpha(\overline{k})w = z$), (4.18) and (4.19) we have that

\begin{equation}
h(z) = \frac{1}{z \Gamma(z)} \prod_{p} \left( 1 + \frac{f(p; \frac{z}{\alpha(\overline{k})})}{p} \right) \left( 1 - \frac{1}{p} \right)^z = \frac{H_{n_0}(1; z/\alpha(\overline{k}))L(1, \psi_4)^z}{z \Gamma(z)} \prod_{[S] \in M_r, k_S \neq 0} L(1, 8k_S)^{z/\alpha(\overline{k})}
\end{equation}

so that for $|z| \leq A$ we have

\begin{equation}
|h''(z)| \ll \prod_{[S] \in M_r, k_S \neq 0} \max \{|L(1, 8k_S)|^{\pm(A+2)}\} \ll \sum_{[S] \in M_r, k_S \neq 0} |L(1, 8k_S)|^{\pm A'} =: \mathcal{L}(\overline{k})
\end{equation}

where the last step follows from the inequality of arithmetic and geometric means and $A'$ and the implied constant depend at most on $n_0, r, A$ (here we also used that $|\log t| \leq \max(t, 1/t)$
for $t > 0$.) Taking $a_z(n) = f(n; z/\alpha(k))$ we have for $|z| \leq A$ that

$$a_z(n) = \sum_{M=0}^{\infty} c_M(n)z^M,$$

where $c_M(n) = \begin{cases} f(n; \alpha(\vec{k})^{-1}) & \text{if } M = \Omega(n), \\ 0 & \text{otherwise.} \end{cases}$

Write $X = \log \log x$. Hence, using (4.22), (4.23), and (4.24) we may apply Theorem 4.3 to get that for $Y = \frac{M-1}{x}$

$$(4.25)$$

$$\sum_{n \in \mathcal{N}_{M,n_0}(x) \cap \mathbb{Z}} \prod_{j=0}^{r-1} \lambda_{4(k_{j+1} - k_j)}(n) = \alpha(\vec{k})^M \sum_{n \leq x} c_M(n)$$

$$= \alpha(\vec{k})^M \frac{x}{\log x} \frac{X^{M-1}}{(M-1)!} \left( \frac{1}{Y \Gamma(Y)} \prod_{p} \left( 1 + \frac{f(p; Y/\alpha(\vec{k}))}{p} \right) \left( 1 - \frac{1}{p} \right)^Y + O \left( \frac{M \mathcal{L}(\vec{k})}{X^2} \right) \right).$$

By a similar, yet simpler argument that we will omit we also get for $1 \leq M \leq A \log \log x$ that

$$(4.26)$$

$$\#\mathcal{N}_{M,n_0}(x) = 2^{-M} \frac{x}{\log x} \frac{X^{M-1}}{(M-1)!} \left( \frac{1}{Y \Gamma(Y)} \prod_{p} \left( 1 + \frac{2Yb(p; 2n_0 = 1)b(p)}{p} \right) \left( 1 - \frac{1}{p} \right)^Y + O \left( \frac{M}{X^2} \right) \right).$$

4.4. Proof of Proposition 4.1

Proof of Proposition 4.1. The Euler product on the right-hand side of (4.26) is $\asymp 1$. Also, the ratio of the Euler product on the right-hand side of (4.25) to that on the right-hand side of (4.26) is

$$\prod_{(p,2n_0) = 1} \left( 1 + \frac{Yb(p) \sum_{\mathcal{S} \in \mathcal{M}_r} \lambda_{8k_\mathcal{S}}(p)}{\alpha(\vec{k})p} \right) / \left( 1 + \frac{2Yb(p)}{p} \right) = g(\vec{k}; Y),$$

which follows from grouping the terms in the summation over $\mathcal{S} \in \mathcal{M}_r$ with $k_\mathcal{S} = 0$, for which $\lambda_{8k_\mathcal{S}}(p) = 2$, and those with $k_\mathcal{S} \neq 0$. Hence, combining (4.25) and (4.26) we have that

$$\frac{1}{\#\mathcal{N}_{M,n_0}(x)} \sum_{n \in \mathcal{N}_{M,n_0}(x) \cap \mathbb{Z}} \prod_{j=0}^{r-1} \lambda_{4(k_{j+1} - k_j)}(n) = (2\alpha(\vec{k}))^M \left( g(\vec{k}; Y) + O \left( \frac{M}{(\log \log x)^2 \mathcal{L}(\vec{k})} \right) \right).\qed$$

5. Averaging over $(k_1, \ldots, k_{r-1})$

The main result of this section is the following proposition, which reduces the computation of the $r$-correlation to a combinatorial expression. For $\vec{k} = (k_1, \ldots, k_{r-1}) \in \mathbb{Z}^{r-1}$, and using the convention $k_0 = k_r = 0$, let us define

$$(5.1)$$

$$\ell_{\vec{k}}(n_0) = \prod_{j=0}^{r-1} \lambda_{4(k_{j+1} - k_j)}(n_0).$$
Proposition 5.1. Let $A > 0$ be fixed. For $1 \leq M \leq A \log \log x$ we have that

\begin{equation}
\frac{1}{\# \mathcal{N}_{M,n_0}(x)} \sum_{n \in \mathcal{N}_{M,n_0}(x)} R_{r,n_0}(n; F_N) = \frac{1}{N^r} \sum_{k \in \mathbb{Z}^{r-1}} \hat{f} \left( \frac{k}{N} \right) \ell_k(n_0)(2\alpha(k)) + O \left( \frac{1}{\log \log x} + \frac{1}{M^{10}} \right)
\end{equation}

where $\alpha(k)$ is as given in (1.4) and the implied constant depends on at most $f, n_0, r,$ and $A$.

To prove the proposition we first apply the main result of the previous section. In the left-hand side of (5.2) we apply (1.2) (see also (1.3)) and observe that by the rapid decay of $\hat{f}$ and the trivial bound $|\lambda_{kk}(n)| \leq 2^M$ for $n \in \mathcal{N}_{M,n_0}$ the terms with $\|k\|_\infty \geq N^{1+o(1)}$ contribute $\ll N^{-B}$ for any $B > 0$, so that we can add or remove these terms at the cost of a negligible error term. Using the previous observation and applying Proposition 4.1 the left-hand side of (5.2) equals

\begin{equation}
\frac{1}{N^r} \sum_{k \in \mathbb{Z}^{r-1}} \hat{f} \left( \frac{k}{N} \right) \ell_k(n_0) \frac{1}{\# \mathcal{N}_{M,n_0}(x)} \sum_{n \in \mathcal{N}_{M,n_0}(x)} \prod_{j=0}^{r-1} \lambda_{4(k_{j+1}-k_j)}(n)
\end{equation}

Since $\alpha(k) = \sum_{|S| \leq M, k_8=0} 1$ depends on $k$ in a complex way it is not immediately clear how to perform the average over $k$. We will decompose $\mathbb{R}^{r-1}$ into certain “subspaces” on which the value of $\alpha(k)$ is constant (outside other such subspaces of lower dimension.)

5.1. The decomposition. Given $S \subset \mathcal{M}_r$ fix an ordering $S = \{[S_1], \ldots, [S_{|S|}]\}$ as well as choice of equivalence class representatives $S_i, i = 1, \ldots, |S|$, and let us define the matrix $M_S = (a_{ij}) \in \text{Mat}_{|S| \times (r-1)}(\mathbb{R})$ where

\begin{equation}
(a_{ij}) = \begin{cases} 
-1 & \text{if } j \in S_i, j-1 \notin S_i, \\
0 & \text{if } j, j-1 \in S_i \text{ or } j, j-1 \notin S_i, \\
1 & \text{if } j-1 \in S_i, j \notin S_i.
\end{cases}
\end{equation}

While $M_S$ depends on the ordering and choice of equivalence class representatives of the elements of $S$ the kernel of $M_S$ does not and since we will only be concerned with the latter this resolves the issue of indeterminacy for us. For example, for $r = 3$ listing the elements of $S = \mathcal{M}_3$ as $\{[0], [0], [1], [2]\}$ gives

\begin{equation}
M_{\mathcal{M}_3} = \begin{pmatrix}
0 & 0 \\
1 & 0 \\
-1 & 1 \\
0 & -1
\end{pmatrix}.
\end{equation}

The kernels of the matrices $M_S$ as $S$ ranges over subsets of $\mathcal{M}_r$ encode the structure of the $r$-correlation of the lattice points. For example, for the triple correlation (i.e. the left-hand side of (3.3) with $r = 3$) it turns out that without specifying further conditions on the Schwartz function $f$, such as $f(0,y) = 0$, there are five leading order terms. The kernels of the matrices $M_S, S \subset \mathcal{M}_3$, correspond to the $x, y$-axes, the line $y = x$, the origin, and
all of $\mathbb{R}^2$ and these five subspaces give rise to the five main terms in the triple correlation. After specifying $f$ to detect only distinct angles four of the five main terms vanish and the one remaining main term is $\hat{f}(0)$, which is consistent with Poisson spacing statistics. For larger $r$, directly computing the $r$-correlation in this way becomes difficult since the number of subspaces that need to be analyzed grows exponentially with $r$. We will pursue a different approach that uses a random model to indirectly solve this combinatorial problem.

**Figure 4.** Plot of the kernels of $M_S$ as $S$ varies over $\mathcal{M}_3$, which correspond to the $x, y$-coordinate axes, the origin, the line $y = x$ and all of $\mathbb{R}^2$.

We now partition $\mathbb{R}^{r-1}$ into subspaces given by kernels of $M_S$ as $S$ varies over $S \subset \mathcal{M}_r$. Since this is a partition, we need to remove the intersection with other kernels. We define

$$\ker(M_S)^* = \ker(M_S) \setminus \bigcup_{S_1 \subset \mathcal{M}_r : S_1 \supset S} \ker(M_{S_1}).$$

Let us note that we may have $\ker(M_S) = \ker(M_{S_1})$ for $S_1 \supset S$, in which case $\ker(M_S)^*$ is empty and we say that $S$ is non-maximal, we say $S$ is maximal if $\ker(M_S)$ is non-empty. We now let

$$V_r = \{\ker(M_S)^* : S \subset \mathcal{M}_r\},$$

which gives us our decomposition, into disjoint subsets,

$$\prod_{V^* \in V_r} V^* = \mathbb{R}^{r-1}.$$

**Example.** In the case $r = 3$, the partition is determined by considering the kernels of the submatrices which consist of collections of rows of $M_{\mathcal{M}_3}$ in (5.3) and our partition of $\mathbb{R}^2$ is

$$\begin{align*}
V_1^* &= \{(x, y) : x \neq 0, y \neq 0, x \neq y\}, \\
V_2^* &= \{(x, y) : x = 0, y \neq 0\}, \\
V_3^* &= \{(x, y) : y = x, x \neq 0\}, \\
V_4^* &= \{(x, y) : y = 0, x \neq 0\},
\end{align*}$$

and $V_5^* = \{(0, 0)\}$ which correspond to the kernels of $M_{\{\emptyset\}}$, $M_{\{\{0\}\}}$, $M_{\{\{0\},\{1\}\}}$, $M_{\{\{0\},\{2\}\}}$, $M_{\mathcal{M}_3}$ respectively, after removing intersections.

By construction, for $\alpha(\vec{k})$ as defined in (4.4) given $V^* \in V_r$ there exists $\alpha_{V^*} \geq 1$ such that

$$\alpha(\vec{k}) = \alpha_{V^*}, \quad \forall \vec{k} = (k_1, \ldots, k_{r-1}) \in V^*.$$
5.2. **Finding cancellation.** Given \( V^* \in \mathcal{V} \), let \( V \) denote the linear span of the elements in \( V^* \) and define
\[
d = \dim(V).
\]
In order to bound \( \alpha(\mathbf{k}) \) in terms of \( d \) we begin with a simple geometric lemma.

**Lemma 5.2.** Let \( W \subset \mathbb{R}^n \) be a linear subspace of dimension \( d \). Then
\[
|W \cap \{0, 1\}^n| \leq 2^d,
\]
i.e., \( W \) can intersect the corners of the \( n \)-dimensional hypercube, with one corner at the origin, in at most \( 2^d \) points.

**Proof.** Choose a basis \( \vec{w}_1, \ldots, \vec{w}_d \) for \( W \) and define a \( n \times d \) matrix \( A = [\vec{w}_1 \ldots \vec{w}_d] \). Since \( A \) has column rank \( d \), there exists \( d \) independent rows in \( A \), and by deleting all other rows we may form an invertible \( d \times d \) matrix \( B \). Now, any point \( \vec{w} \in W \) can be written as \( \vec{w} = A\vec{x} \) for a unique \( \vec{x} \in \mathbb{R}^d \), and we further note that \( A\vec{x} \in \{0, 1\}^n \) implies that \( B\vec{x} \in \{0, 1\}^d \). Thus, since \( B \) is invertible there are exactly \( 2^d \) possible choices of \( \vec{x} \) so that \( B\vec{x} \in \{0, 1\}^d \), and the claimed upper bound follows. \( \square \)

**Lemma 5.3.** With \( d \) as in (5.9) we have
\[
\alpha_{V^*} \leq 2^{r-d-1}.
\]

**Proof.** We begin by introducing some convenient notation to parameterize the sets of \( \mathbf{k} \)'s on which \( \alpha(\mathbf{k}) \) is constant. Define a bilinear form \( \langle \cdot, \cdot \rangle \) on \( \mathbb{R}^r \times \mathbb{R}^{r-1} \) by
\[
\langle \vec{l}, \vec{k} \rangle = \sum_{j=0}^{r-1} l_{j+1}(k_{j+1} - k_j).
\]
Let \( W_r = \mathcal{P}(\{0, 1, \ldots, r-1\}) \). For \( S \in W_r \) define \( \vec{l}_S = (l_j) \in \mathbb{R}^r \) by \( l_j = 1 \) if \( j \in S \) and \( l_j = 0 \) if \( j \notin S \). Observe that
\[
2 \cdot \alpha(\mathbf{k}) = \# \{ S \in W_r : \langle \vec{l}_S, \vec{k} \rangle = 0 \},
\]
where the factor of \( 2 \) accounts for the fact that on the right-hand side for each \( S \in W_r \) we have also counted \( S^c \) whereas these sets have been identified in \( \mathcal{M}_r \).

Each element \( S \in W_r \) corresponds to an element of \( \{0, 1\}^r \subset \mathbb{R}^r \) under the bijection \( S \rightarrow (1_{j \in S})_{0 \leq j \leq r-1} \). Using this and (5.12) we see that
\[
2\alpha(\mathbf{k}) = \# \{ \vec{l} \in \{0, 1\}^r : \langle \vec{l}, \vec{k} \rangle = 0 \}.
\]

Also for \( S \subset W_r \) we define \( M_S \) as in (5.4) (the only difference is that we do not need to fix equivalence class representatives) and also define \( \ker(M_S)^* \) analogously (which is the same as before since choosing equivalence class representatives does not affect the kernels.) Additionally, under the bijection described above each \( S \subset W_r \) is associated to some \( \mathcal{S} \subset \{0, 1\}^r \) so that we can re-express \( \ker(M_S) \subset \mathbb{R}^{r-1} \) as
\[
\ker(M_S) = \{ \vec{k} \in \mathbb{R}^{r-1} : \langle \vec{l}, \vec{k} \rangle = 0, \forall \vec{l} \in \mathcal{S} \}.
\]
Let
\[
\ker(M_S)^\perp := \{ \vec{l} \in \mathbb{R}^r : \langle \vec{l}, \vec{k} \rangle = 0, \forall \vec{k} \in \ker(M_S) \}.
\]
Note that if $d = \dim(\ker(M_S))$, then $\dim(\ker(M_S)^+) = r - d$. To see this, write $\langle \vec{l}, \vec{k} \rangle = \vec{k} \cdot \phi(\vec{l})$, where $\cdot$ denotes the standard inner product on $\mathbb{R}^{r-1}$, and $\phi: \mathbb{R}^r \to \mathbb{R}^{r-1}$ is given by the surjection $\phi(\vec{l}) = (l_2 - l_1, l_3 - l_2, \ldots, l_r - l_{r-1})$. Further, if $S$ is maximal and $\vec{k} \in \ker(M_S)^\ast$, then using (5.13) and (5.14) we have $2\alpha(\vec{k}) = \#S$; by Lemma 5.2, $\#S \leq 2^{r-d}$ since $\dim(\ker(M_S)^+) = r - d$, and the proof is concluded.

By Lemma 5.3 we have $2\alpha_{V^*} \leq 2^{r-d}$ and hence, by (5.3), (5.7), and (5.8), to establish Proposition 5.1 it suffices to show for each $V^* \in \mathcal{V}_r$ that

$$\sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \hat{f} \left( \frac{\vec{k}}{N} \right) \ell_{k}(n_0) \left( g(\vec{k}; Y) + O \left( \frac{L(\vec{k})}{\log \log x} \right) \right)$$

$$= \sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \hat{f} \left( \frac{\vec{k}}{N} \right) \ell_{k}(n_0) + O \left( \frac{N^d}{\log \log x} + \frac{N^d}{M^{10}} \right).$$

Using Proposition 4.4 we can express $g(\vec{k}; Y)$ and $L(\vec{k})$ in terms of short Dirichlet polynomials of lengths $y = N^{o(1)}$ and since $V \cap \mathbb{Z}^{r-1}$ is a lattice this will allow us to use Poisson summation to establish (5.15).

We first require that the angles $(\theta_p)_{p=1} (\mod 4)$ are linearly independent $(\mod 2\pi)$ over $\mathbb{Q}$. We also need a quantitative bound for how close these combinations are to multiples of $2\pi$, which is a consequence of repulsion of angles of Gaussian integers.

**Lemma 5.4.** Let $J \geq 1$. For each $j = 1, \ldots, J$ suppose $p_j \equiv 1 (\mod 4)$, and $p_i \neq p_j$ if $i \neq j$. Then for $c_1, \ldots, c_J \in \mathbb{Z}$

$$\exp \left( i \sum_{j=1}^{J} c_j \theta_{p_j} \right) \neq 1$$

unless $c_j = 0$ for each $j = 1, \ldots, J$. Moreover,

$$\left| \exp \left( i \sum_{j=1}^{J} c_j \theta_{p_j} \right) - 1 \right| \geq \frac{1}{\sqrt{p_1^{\lfloor c_1 \rfloor} \cdots p_J^{\lfloor c_J \rfloor}}}. $$

**Proof.** WLOG assume $c_j > 0$ (replacing $\theta_p$ with $-\theta_p$ if necessary) for each $j$ and recall that $p_1, \ldots, p_J$ are distinct. We split the proof into two cases. First if $J = 1$ we cannot have that $e^{i \theta_p} = 1$ since $\theta_p$ is not a rational multiple of $\pi$ by Niven’s theorem [30, Th’m 3.11].

Let $m = p_2^{c_2/2} \cdots p_J^{c_J/2}$. For $J \geq 2$ we observe that if equality in (5.16) holds then there exist $x + iy, u + iv \in \mathbb{Z}[i]$ such that

$$\frac{x + iy}{p_1^{c_1/2}} = \exp (ic_1 \theta_p) = \exp \left( -i \sum_{j=2}^{J} c_j \theta_{p_j} \right) = \frac{u + iv}{m}$$

which implies that

$$x + iy = \frac{p_1^{c_1/2}}{m} (u + iv)$$

consequently $c_j$ is even for each $j$ so $m \in \mathbb{Z}$ and since $(m, p_1) = 1$, $m$ divides both $u$ and $v$. Also $m^2 = u^2 + v^2$ so that $u$ or $v$ equals zero. This implies that $x$ or $y$ equals zero but this
is not possible since it would imply that $e^{i\theta_{\ell \cdot 1}} = 1$ for some integer $c$. This proves the first claim.

Write $\theta = \sum_{j=1}^t c_j \theta_{p_j}$. Assume $e^{i\theta} \neq \pm 1$. There exists $a + ib \in \mathbb{Z}[i]$ with $a^2 + b^2 = p_1^{c_1} \cdots p_j^{c_j}$ and $\frac{a + ib}{|a + ib|} = e^{i\theta}$. Hence,

$$0 < |1 - e^{i\theta}| = \left|\frac{e^{i\theta} - e^{-i\theta}}{1 + e^{i\theta}}\right| = \frac{1}{|1 + e^{i\theta}|} \cdot \frac{2|b|}{\sqrt{p_1^{c_1} \cdots p_j^{c_j}}}$$

so that $|b| \geq 1$ and consequently

$$|1 - e^{i\theta}| \geq \frac{1}{\sqrt{p_1^{c_1} \cdots p_j^{c_j}}}.$$  

\[ \square \]

Before proceeding to the next lemma let us recall the bilinear form defined in (5.11). Given $\vec{l} = (l_1, \ldots, l_r) \in \mathbb{Z}^r$ let

$$k_{\vec{l}} := \langle \vec{l}, \vec{k} \rangle = \sum_{j=0}^{r-1} l_{j+1}(k_{j+1} - k_j) \in \mathbb{Z}.$$  

Recall that for $\vec{l}$ such that $l_{j+1} = 1$ if $j \in S$ and $l_{j+1} = 0$ if $j \notin S$ for some $\{S\} \in \mathcal{M}_r$ we have $k_{\vec{l}} = k_S$.

Lemma 5.5. Let $H$ be a Schwartz function and $w > v \geq 0$ be integers. Let $p_1, \ldots, p_w$ be distinct primes $p_t \equiv 1 \pmod{4}$, $t = 1, \ldots, w$. Additionally, let $a_1, \ldots, a_w$ be nonzero integers and $\vec{l}_1, \ldots, \vec{l}_w \in \mathbb{Z}^{r-1}$ be such that $\|\vec{l}_t\|_\infty \leq |a_t|$ for each $t = 1, \ldots, w$. Suppose $p_1^{|a_1|} \cdots p_w^{|a_w|} \leq N^\delta$ for some sufficiently small $\delta > 0$. Then we have that

$$\sum_{\vec{k} \in \mathbb{V}^r \cap \mathbb{Z}^{r-1}} \exp\left(4i \sum_{t=1}^w k_{\vec{l}_t} \theta_{p_t}\right) H\left(\frac{\vec{k}}{N}\right) \ll N^{d-1+o(1)}$$

where the implied constant depends at most on $r$ and $H$.

Proof. Recall for each $V^* \in \mathcal{V}_r$ that $V = \ker(M_S)$ for some $S \subset \mathcal{M}_r$. Since a submodule $M$ of a finitely generated $\mathbb{Z}$-module of rank $r - 1$ is also free, and of rank $d \leq r - 1$ (cf. Prop. 9.7), there exists a basis $B = \{b_1, \ldots, b_d\}$ for $V \cap \mathbb{Z}^{r-1}$ such that

$$V \cap \mathbb{Z}^{r-1} = \left\{ \sum_{\ell=1}^d b_{\ell, v_\ell} : (v_1, \ldots, v_d) \in \mathbb{Z}^d \right\}, \quad b_{\ell, v} = \begin{pmatrix} b_{\ell,1} \\ \\ \vdots \\ b_{\ell,(r-1)} \end{pmatrix},$$

and $b_{\ell,j} \in \mathbb{Z}$ for each $\ell = 1, \ldots, d$, $j = 1, \ldots, r - 1$. Define $c_{\ell, i} = \sum_{j=0}^{r-1} l_{j+1}(b_{\ell,(j+1)} - b_{\ell,j})$ where $l_1, \ldots, l_{r-1}$ denotes the components of $\vec{l}$, and where we use the convention $b_{\ell,0} = b_{\ell,r} = 0$; note that $b_{\ell,j} = O_r(1)$, and thus $c_{\ell, i} = O_r(\|\vec{l}\|_\infty)$ since the number of vector spaces $V$ is $O_r(1)$ (cf. Lemma 7.4). Using (5.18) we have, with $k_j$ denoting the $j$-th coordinate of $\vec{k} \in V \cap \mathbb{Z}^{r-1}$,
that $k_j = \sum_{\ell=1}^d b_{\ell,j} v_{\ell}$ for each $j = 1, \ldots, r - 1$, and $k_{\vec{t}} = \sum_{\ell=1}^d v_{\ell} c_{\ell,\vec{t}}$ for each $\vec{t} \in \mathbb{Z}^r$. Let
\[
G(x_1, \ldots, x_d) = H \left( \sum_{\ell=1}^d b_{\ell,1} x_{\ell}, \ldots, \sum_{\ell=1}^d b_{\ell,r-1} x_{\ell} \right).
\]
Observe that $G: \mathbb{R}^d \to \mathbb{R}$ is a Schwartz function. Also, $\sum_{\vec{k} \in (V \setminus V^*) \cap \mathbb{Z}^{d-1}} |H(\vec{k}/N)| \ll N^{d-1+o(1)}$ as $V \setminus V^*$ consists of lower dimensional subspaces. Hence, we have that
\[
\sum_{k \in V \setminus V^* \cap \mathbb{Z}^{d-1}} \exp \left( 4i \sum_{t=1}^w k_{\ell_t} \theta_{p_t} \right) H \left( \frac{\vec{k}}{N} \right) \ll \sum_{k \in V \setminus V^* \cap \mathbb{Z}^{d-1}} \exp \left( 4i \sum_{t=1}^w k_{\ell_t} \theta_{p_t} \right) H \left( \frac{\vec{k}}{N} \right) + O(N^{d-1+o(1)})
\]
(5.19)
\[
= \sum_{\vec{v} \in \mathbb{Z}^d} \prod_{\ell=1}^d \left( \exp \left( 4i v_{\ell} \sum_{t=1}^w c_{\ell,\vec{t}} \theta_{p_t} \right) \right) G \left( \frac{\vec{v}}{N} \right) + O(N^{d-1+o(1)}).
\]
Since $\sum_{\ell=1}^d v_{\ell} c_{\ell,\vec{t}} \neq 0$, WLOG assume $c_{1,\vec{t}} \neq 0$. Write $E$ for the subset of $\mathbb{Z}^d$ such that $\sum_{\ell=1}^d v_{\ell} c_{\ell,\vec{t}} \neq 0$ for each $t = v + 1, \ldots, w$. The left-hand side of (5.19) is
\[
\ll \sum_{|v_1|, \ldots, |v_d| \ll N^{1+o(1)}} \left| \sum_{\vec{v} \in E} 1_{\vec{v} \in \mathbb{Z}} \prod_{\ell=1}^d \left( \exp \left( 4i v_{\ell} \sum_{t=1}^w c_{\ell,\vec{t}} \theta_{p_t} \right) \right) \right| + N^{d-1+o(1)}.
\]
We wish to extend the inner sum to all of $\mathbb{Z}$. To do this, for each $t = 1, \ldots, w$ with $c_{1,\vec{t}} \neq 0$ we need to add back in the point $v_1$ such that $c_{1,\vec{t}} v_1 = -\sum_{t=2}^d v_{\ell} c_{\ell,\vec{t}}$. Since there are $\leq w = N^{o(1)}$ such points, we can extend the inner sum to all of $\mathbb{Z}$ at the cost of an error term of size
\[
\ll N^{o(1)} \sum_{|v_2|, \ldots, |v_d| \ll N^{1+o(1)}} 1 \ll N^{d-1+o(1)}.
\]
Let $\theta = 4 \sum_{t=1}^w c_{\ell,\vec{t}} \theta_{p_t}$ and WLOG we may assume $-\pi \leq \theta < \pi$ (since $v_1 \in \mathbb{Z}$.) Applying Poisson summation and using (5.16) (which implies $e^{i\theta} \neq 1$) we have that
\[
\ll N \sum_{a \in \mathbb{Z}} \exp \left( \frac{v_1}{N}, \frac{v_2}{N}, \ldots, \frac{v_d}{N} \right) e^{i\theta_1} = N \sum_{a \in \mathbb{Z}} \int_{\mathbb{R}} G \left( x, \frac{v_2}{N}, \ldots, \frac{v_d}{N} \right) e^{iN(\theta-2\pi a)x} dx
\]
\[
\ll N \sum_{a \in \mathbb{Z}} \frac{1}{N^{|\theta - 2\pi a| B}} \ll N^{1-B} \frac{1}{|\theta| B} \ll N^{-100}.
\]
Combining this estimate with (5.20) and (5.21) completes the proof.
Lemma 5.6. For each $V^* \in \mathcal{V}_r$ with $d = \text{dim}(V)$ we have that

$$
\sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \mathcal{L}(\vec{k}) \left| \hat{f}\left(\frac{\vec{k}}{N}\right) \right| \ll N^d,
$$

with $\mathcal{L}(\vec{k})$ as given in (4.16). The implied constant depends on at most $A', n_0$, and $f$.

Proof. Observe that there exists a Schwartz function $H$ with $|\hat{f}| \leq H$. Recalling (4.16) it suffices to show that

$$
(5.22) \quad \sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} L(1, 8k_S)^u H\left(\frac{\vec{k}}{N}\right) \ll N^d
$$

for any $[S] \in \mathcal{M}_r$ and $u \in \mathbb{Z}$ fixed, $u \neq 0$ (note that $L(1, 4k) > 0$ for any $k \in \mathbb{Z}$, $k \neq 0$.) Since $H$ is a Schwartz function the sum is effectively restricted to $||\vec{k}||_{\infty} \leq N^{1+o(1)}$. Applying part 2 of Lemma 4.4 with $y = e^{(\log N)^{1/4}}$ we have for $|k_S| \leq N^{1+o(1)}$ that

$$
(5.23) \quad L(1, 8k_S)^u = \sum_{m \leq y} \frac{\lambda_{8k_S}(m; u)}{m} + O\left(e^{-((\log N)^{1/12-\delta})}\right).
$$

Applying (5.23) we see that the left-hand side of (5.22) equals

$$
(5.24) \quad \sum_{m \leq y} \sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \frac{\lambda_{8k_S}(m; u)}{m} H\left(\frac{\vec{k}}{N}\right) + O\left(N^d e^{-((\log N)^{1/12+\delta})}\right),
$$

where we have used that

$$
(5.25) \quad \sum_{\vec{k} \in V \cap \mathbb{Z}^{r-1}} H\left(\frac{\vec{k}}{N}\right) \ll N^d
$$

to estimate the error term. To see why (5.25) holds, note that $V \cap \mathbb{Z}^{r-1}$ is a lattice (of rank $d$), so by applying Poisson summation the bound follows. Using the definition of $\lambda_{8k_S}(m; u)$ as given in (4.10) we have for each $m \leq y$ that

$$
\sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \lambda_{8k_S}(m; u)H\left(\frac{\vec{k}}{N}\right) = \sum_{b \subset \mathcal{O}, |\mathcal{O}/b| = m} b(u(b) \sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \Xi_{8k_S}(b)H\left(\frac{\vec{k}}{N}\right).
$$

We first consider $m$ for which there is cancellation in the $\vec{k}$-sum, namely $m \leq y$ which are not of the form $l^2$ or $2l^2$. For each $b \subset \mathcal{O}$ with $|\mathcal{O}/b| = m$ by considering the factorization of $b$ into prime ideals, we see that in this case there exist distinct primes $p_1, \ldots, p_w$ each $\equiv 1 \pmod{4}$ and non-zero integers $a_1, \ldots, a_w$ such that $\Xi_{8k}(b) = e^{ik \sum_{j=1}^w a_j \theta_{p_j}}$ and $p_1^{a_1} \cdots p_w^{a_w} \leq y$ (note that $\Xi_{8k}((1+i)) = 1$.) Hence using these observations and recalling $b(u(b) \ll |\mathcal{O}/b|^{\alpha(1)}$, applying Lemma 5.5 with $v = 0$ and $\tilde{l}_j$ such that $k_{\tilde{l}_j} = 2a_jk_S$ for each $j = 1, \ldots, w$, gives for $m \leq y$, which is not of the form $m = l^2, 2l^2$, that

$$
(5.26) \quad \sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \lambda_{8k_S}(m; u)H\left(\frac{\vec{k}}{N}\right) \ll N^{d-1+\alpha(1)}.
$$
To bound the contribution of the terms with $m = l^2, 2l^2$ we use that $\lambda_{8k_8}(m; u) \ll m^{o(1)}$ along with (5.25). Combining this with (5.26) we conclude that the main term in the left-hand side of (5.24) is
\[
N^d \sum_{l^2 \leq y} \frac{1}{l^2 - o(1)} + N^{d - 1 + o(1)} \ll N^d,
\]
which completes the proof. \qed

Lemma 5.7. Let $V^* \in V_R$ and $m$ be a square free integer such that $(m, 2n_0) = 1$ and $2 \leq m \leq N^\delta$, where $\delta$ is sufficiently small. We have that
\[
\sum_{\vec{k} \in V^* \cap \mathbb{Z}^{r-1}} \ell_{\vec{k}}(n_0)s(m; \vec{k}) \mathcal{f} \left( \frac{\vec{k}}{N} \right) \ll N^{d - 1 + o(1)},
\]
where $\ell_{\vec{k}}(n_0)$ is as defined in (5.1) and $s(m; \vec{k})$ is as in (4.12). The implied constant depends at most on $r, n_0$ and $f$.

Proof. Let $n_0 = q_1^{a_1} \cdots q_v^{a_v}$ where $a_1, \ldots, a_v$ are non-negative integers, $q_j$ are primes $\equiv 1 \pmod{4}$, $j = 1, \ldots, v$, and $p_j$ are distinct primes $\equiv 1 \pmod{4}$, $j = 1, \ldots, u$. Plainly, $\lambda_{4k}(q^{2b}) = 1$ for any $b \geq 0$ and prime $q \equiv 3 \pmod{4}$. Also since (2) = $((1 + i)^2)$ as ideals in $\mathcal{O}$ we have $\lambda_{4k}(2^a) = (-1)^{ka}$ so using that $\sum_{j=0}^{r-1}(k_{j+1} - k_j) = 0$ we have $\prod_{j=0}^{v-1} \lambda_{4k(k_{j+1} - k_j)}(2^a) = 1$. Additionally, for $p \equiv 1 \pmod{4}$ let $\pi \in \mathbb{Z}[i]$ be such that $\pi = \sqrt{p}e^{i\theta}$. Observe that
\[
\lambda_{4k}(p^a) = \frac{1}{p^{2ka}} \sum_{l=0}^{a} \pi^{4kl - 4k(a-l)} = e^{-4kai\theta} \sum_{l=0}^{a} e^{8kl\theta}.
\]
Combining the observations above and recalling that $\sum_{j=0}^{r-1}(k_{j+1} - k_j) = 0$ we have that
\[
\ell_{\vec{k}}(n_0) = \prod_{t=1}^{v} \prod_{j=0}^{r-1} \lambda_{4k(k_{j+1} - k_j)}(p_t^{a_t}) = \prod_{t=1}^{v} \prod_{j=0}^{r-1} e^{8l(k_{j+1} - k_j)\theta_{p_t}}
\]
\[
= \prod_{t=1}^{v} \sum_{0 \leq \ell_1, \ldots, \ell_v \leq \alpha_t} \exp \left( 8i \sum_{j=0}^{r-1} l_{j+1}(k_{j+1} - k_j)\theta_{p_t} \right) = \sum_{\vec{l} \in \mathbb{Z}^v, \|\vec{l}\|_\infty \leq \alpha_t} \exp \left( 8i \sum_{t=1}^{v} \sum_{j=0}^{r-1} l_{j+1}(k_{j+1} - k_j)\theta_{p_t} \right).
\]
We can write $m = p_{v+1} \cdots p_w$ where $p_{v+1}, \ldots, p_w$ are distinct primes $\equiv 1 \pmod{4}$, which are co-prime to $n_0$. Let $W = \{1, \ldots, w-v\}$ and for $S \subset W$ let $\epsilon_{j, S} = 1$ if $j \in S$ and $\epsilon_{j, S} = -1$ if $j \notin S$. Recalling that $\lambda_{8k}(p) = e^{8k\theta} + e^{-8k\theta}$ for $p \equiv 1 \pmod{4}$ we have that
\[
s(m; \vec{k}) = \sum_{\vec{S}_{v+1} \cdots \vec{S}_w} \lambda_{8k_{v+1}}(p_{v+1}) \cdots \lambda_{8k_w}(p_w)
\]
\[
= \sum_{\vec{S}_{v+1} \cdots \vec{S}_w} \sum_{S \subset W} \sum_{S \subset W} \exp \left( 8i \sum_{j=0}^{w} \sum_{l=v+1}^{w} \epsilon_{j, S} k_{S_j} \theta_{p_l} \right).
\]
To complete the proof we combine (5.28) and (5.29) then use the resulting expression in the left-hand side of (5.27) and apply Lemma 5.5, with $k_t = 2\epsilon_j, k_s$, for each $t = v + 1, \ldots, w$. The hypotheses of the lemma are satisfied since $n_0 m \leq N^{25}$. Finally note that $2^{|W|} = N^{o(1)}$ since $m \leq N^{\delta}$.

5.3. Proof of Proposition 5.1

Proof of Proposition 5.1. Let $V * \in V_t$ with $d = \dim(V)$. Applying Lemma 5.6, we have that

$$\sum_{\vec{k} \in V * \cap \mathbb{Z}^{r-1}} \ell_{\vec{k}}(n_0)f\left(\frac{\vec{k}}{N}\right) \left(g(\vec{k}; Y) + O\left(\frac{L(\vec{k})}{\log \log x}\right)\right) = \sum_{\vec{k} \in V * \cap \mathbb{Z}^{r-1}} \ell_{\vec{k}}(n_0)g(\vec{k}; Y)f\left(\frac{\vec{k}}{N}\right) + O\left(\frac{N^{d}}{\log \log x}\right).$$

Since $\hat{f}$ is a Schwartz function the sum is effectively restricted to $\|\vec{k}\|_{\infty} \leq N^{1+o(1)}$. Recall the definitions of $w(m; Y)$, $s(m; \vec{k})$ as given in (4.12). By Proposition 4.4 with $y = e(\log N)^{3/4}$ and (5.8) we have that

$$\sum_{\vec{k} \in V * \cap \mathbb{Z}^{r-1}} \ell_{\vec{k}}(n_0)g(\vec{k}; Y)f\left(\frac{\vec{k}}{N}\right) = \sum_{m \leq y} \frac{\alpha_{V*}^{-\Omega(m)}}{m} w(m; Y) \sum_{\vec{k} \in V * \cap \mathbb{Z}^{r-1}} \ell_{\vec{k}}(n_0)s(m; \vec{k})\hat{f}\left(\frac{\vec{k}}{N}\right) + O\left(N^{d}e^{-\log(\log N)^{1/12+o(1)}}\right),$$

where we have used (5.25) to bound the error term (recall $H$ is Schwartz function with $|\hat{f}| \leq H$.) Using Lemma 5.7, the contribution of the terms with $2 \leq m \leq y$ is $\ll y^{N^{d-1+o(1)}} \ll N^{d-1+o(1)}$. Hence, applying this observation in (5.31) we see that the sum on the right-hand side of (5.30) equals

$$\sum_{\vec{k} \in V * \cap \mathbb{Z}^{r-1}} \hat{f}\left(\frac{\vec{k}}{N}\right)\ell_{\vec{k}}(n_0) + O\left(N^{d}e^{-\log(\log N)^{1/12+o(1)}}\right).$$

This along with (5.30) establishes (5.15), which, on taking (5.3) into account, completes the proof of Proposition 5.1.

5.4. The variance. Let $h : \mathbb{R}^{2r-1} \to \mathbb{R}$ be a Schwartz function with

$$h(x_1, \ldots, x_{r-1}, 0, x_{r+1}, \ldots, x_{2r-1}) = \hat{f}(x_1, \ldots, x_{r-1})\hat{f}(x_{r+1}, \ldots, x_{2r-1}).$$

Additionally, for $\vec{k} \in \mathbb{Z}^{2r-1}$ with $\vec{k} = (\vec{k}_1, 0, \vec{k}_2)$ and $\vec{k}_1, \vec{k}_2 \in \mathbb{Z}^{r-1}$ let

$$\ell_{\vec{k}}(n_0) = \ell_{\vec{k}_1}(n_0)\ell_{\vec{k}_2}(n_0).$$

Proposition 5.8. Let $A > 0$ be fixed. Suppose that $1 \leq M \leq A \log \log x$. We have that

$$\frac{1}{N_{M, n_0}(x)} \sum_{n \in N_{M, n_0}(x)} R_{r, n_0}(F_N; n)^2 = \frac{1}{N^{2r}} \sum_{\vec{k} \in \mathbb{Z}^{2r-1}} (2\alpha(\vec{k}))^M \ell_{\vec{k}}(n_0)h\left(\frac{\vec{k}}{N}\right) + O\left(\frac{1}{\log \log x} + \frac{1}{M^{10}}\right),$$

where the implied constant depends at most on $f, r, n_0$ and $A$. 
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Proof. Using (1.2) (see also (5.1) and the first line of (5.3)) the left-hand side of (5.34) equals

\[
\frac{1}{N^{2r}} \sum_{\tilde{k}, \tilde{k} \in \mathbb{Z}^{2r-1}} \tilde{f}\left(\frac{\tilde{k}}{N}\right) \tilde{f}\left(\tilde{\lambda}\right) \ell_n^*(\tilde{\lambda}) \frac{1}{\#M, n_0(x)} \sum_{n \in M, n_0(x)} \prod_{j=0}^{r-1} \lambda_4(k_{j+1} - k_j)(n) \lambda_4(t_{j+1} - t_j)(n)
\]

\[
= \frac{1}{N^{2r}} \sum_{\tilde{k} \in \mathbb{Z}^{2r-1}} h\left(\frac{\tilde{k}}{N}\right) \tilde{f}(\tilde{n}) \frac{1}{\#M, n_0(x)} \sum_{n \in M, n_0(x)} \prod_{j=0}^{2r-1} \lambda_4(k_{j+1} - k_j)(n),
\]

where we have also used the convention \(k_0 = k_{2r} = 0\) in the last line. As before, recall that the contribution of the terms with \(\|\tilde{k}\|_{\infty} \geq N^{1+o(1)}\) is \(\ll N^{-B}\) for any \(B > 0\), which is negligible so we can add or remove these terms as we wish.

We now use an argument similar to that given in the proof of Proposition 5.1. As before we apply Proposition 4.1 to the inner sum on the right-hand side above (using the previous observation to restrict to \(\|\tilde{k}\|_{\infty} \leq N^{1+o(1)}\). The next step differs slightly; we apply our decomposition (5.7) to \(\mathbb{R}^{2r-1}\) (as opposed to \(\mathbb{R}^{r-1}\) previously) and we have the additional constraint \(k_r = 0\). This gives that the right-hand side of the above equation equals

(5.35)

\[
\frac{1}{N^{2r}} \sum_{\tilde{k} \in \mathbb{Z}^{2r-1}} h\left(\frac{\tilde{k}}{N}\right) \tilde{f}(\tilde{n}) (2\alpha(\tilde{k}))^M \left( g(\tilde{k}; Y) + O\left( \frac{\mathcal{L}(\tilde{k})}{\log \log x} \right) \right) + O(N^{-10})
\]

\[
= \frac{1}{N^{2r}} \sum_{V^* \in \mathcal{V}_r, \tilde{k} \in V^* \cap \mathbb{Z}^{2r-1}} h\left(\frac{\tilde{k}}{N}\right) \tilde{f}(\tilde{n}) (2\alpha(\tilde{k}))^M \left( g(\tilde{k}; Y) + O\left( \frac{\mathcal{L}(\tilde{k})}{\log \log x} \right) \right) + O(N^{-10}),
\]

where in the first line we added back in the terms with \(\|\tilde{k}\|_{\infty} \geq N^{1+o(1)}\) after applying Proposition 4.1. Similar to before, our strategy is to evaluate the inner sum for each \(V^* \in \mathcal{V}_2\), however we need to account for the condition \(k_r = 0\) (and we are also working with higher dimensional lattices.) We next note that the condition \(k_r = 0\) can be imposed by adding an extra linear relation to \(S\). Namely, let \(\mu = [0, \ldots, r - 1]\) \(\in \mathcal{M}_{2r}\) and observe that \(k_\mu = \sum_{j=0}^{r-1} (k_{j+1} - k_j) = k_r\). For \(S \subset \mathcal{M}_{2r}\) let \(\tilde{S} = S \cup \{\mu\}\). Recall that for each \(V^* \in \mathcal{V}_2\) there exists \(S \subset \mathcal{M}_{2r}\) such that \(V^* = \ker(M_S)^*\). Set \(\tilde{V}^* = \ker(M_{\tilde{S}})^*, d = \dim(\tilde{V})\), and note that \(d \leq 2r - 1\). Hence the right-hand side of (5.35) equals

\[
\frac{1}{N^{2r}} \sum_{V^* \in \mathcal{V}_r} (2\alpha(\tilde{V}^*))^M \sum_{\tilde{k} \in \tilde{V}^* \cap \mathbb{Z}^{2r-1}} \tilde{f}\left(\frac{\tilde{k}}{N}\right) \left( g(\tilde{k}; Y) + O\left( \frac{\mathcal{L}(\tilde{k})}{\log \log x} \right) \right) + O(N^{-10}).
\]

Since \(\tilde{V}^* \in \mathcal{V}_r\) arguing as in the proof of Proposition 5.1 gives that

\[
\sum_{\tilde{k} \in \tilde{V}^* \cap \mathbb{Z}^{2r-1}} \tilde{f}\left(\frac{\tilde{k}}{N}\right) \left( g(\tilde{k}; Y) + O\left( \frac{\mathcal{L}(\tilde{k})}{\log \log x} \right) \right)
\]

\[
= \sum_{\tilde{k} \in \tilde{V}^* \cap \mathbb{Z}^{2r-1}} \tilde{f}\left(\frac{\tilde{k}}{N}\right) + O\left( \frac{N^d}{\log \log x} + \frac{N^d}{M^{10}} \right),
\]

\[
= 1 + O\left( \frac{N^d}{\log \log x} + \frac{N^d}{M^{10}} \right).
\]

\[
= \sum_{\tilde{k} \in \tilde{V}^* \cap \mathbb{Z}^{2r-1}} \tilde{f}\left(\frac{\tilde{k}}{N}\right) + O\left( \frac{N^d}{\log \log x} + \frac{N^d}{M^{10}} \right),
\]
which establishes an analogue of (5.15). To obtain the above estimate we have also used an analogue of Lemma 5.7 where \( \tilde{\ell}_k(n_0) \) replaces \( \ell_k(n_0) \) in the left-hand side of (5.27). Since this result follows from a completely analogous argument to the one used to establish Lemma 5.7 we will omit the details. Recalling Lemma 5.3 reversing our decomposition completes the proof.

6. Proof of Theorem 3.1 Matching the random model with the \( r \)-correlation

The goal of this section is to express our formulas for the \( r \)-correlation of lattice points in terms of the random model from Section 3 and complete the proof of Theorem 3.1. Our approach is to compute the smoothed \( r \)-correlation of the random model \( R_r(F_N) \) as given in (3.2) by following a similar strategy to the one used to compute the \( r \)-correlation for the angles of lattice points. Using independence of the random variables \( (\vartheta_l)_{M \times 1} \) we will quickly arrive at the same expression that appears in Proposition 5.1.

Proof of Theorem 3.1. Recall the definition of \( x_J \) as given in (3.1). Let us define the random variable

\[
\lambda_{4k} = \sum_{J \subset \{1, \ldots, M\}} e^{4kix_J} = \prod_{l=1}^{M}(1 + e^{4k_0\theta_l}).
\]

We will first establish (3.3). Using (1.2), and with \( \ell_k(n_0) \) as in (5.1), we have that

\[
R_{r,n_0}(F_N) = \frac{1}{N^r} \sum_{k \in \mathbb{Z}^{r-1}} \ell_k(n_0) \tilde{f}\left(\frac{k}{N}\right) \prod_{j=0}^{r-1} \lambda_{4(k_{j+1}-k_j)},
\]

where we recall that by convention \( k_0 = k_r = 0 \). Using (6.1) as well as that \( (\theta_l)_{M \times 1} \) are independent and arguing as in (4.3) we have

\[
\mathbb{E}\left(\prod_{j=0}^{r-1} \lambda_{4(k_{j+1}-k_j)}\right) = \prod_{l=1}^{M} \mathbb{E}\left(\prod_{j=0}^{r-1} (1 + e^{4k_{j+1}-k_j}\theta_l)\right)
\]

\[
= \prod_{l=1}^{M} \sum_{S \subset \{0,1, \ldots, r-1\}} \mathbb{E}(e^{i4k_S\theta_l}) = (2\alpha(\vec{k}))^M.
\]

Hence, combining this with (6.2) gives

\[
\mathbb{E}(R_{r,n_0}(F_N)) = \frac{1}{N^r} \sum_{k \in \mathbb{Z}^{r-1}} \tilde{f}\left(\frac{k}{N}\right) \ell_k(n_0)(2\alpha(\vec{k}))^M.
\]

Using this along with (5.2) establishes (3.3).

It remains to prove (3.4). The argument proceeds similarly. Applying (1.2) and arguing as in the first step of the proof of Proposition 5.8 yields

\[
R_{r,n_0}(F_N)^2 = \frac{1}{N^{2r}} \sum_{\vec{k} \in \mathbb{Z}^{2r-1}} h\left(\frac{\vec{k}}{N}\right) \ell_k(n_0) \prod_{j=0}^{2r-1} \lambda_{4(k_{j+1}-k_j)},
\]
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where \( h \) is as in (5.32), \( \tilde{\ell}_k(n_0) \) is as in (5.33), and we use the convention \( k_0 = k_{2r} = 0 \). Hence, it follows from (6.3) (which we use with \( 2r \) in place of \( r \)) that
\[
\mathbb{E}(R_{r,n_0}(F_N)^2) = \frac{1}{N^{2r}} \sum_{\tilde{k} \in \mathbb{Z}^{2r-1}} h\left(\frac{\tilde{k}}{N}\right) \tilde{\ell}_\kappa(n_0)(2\alpha(\tilde{k}))^M.
\]

Therefore, using this together with (5.34) establishes (3.4), which completes the proof. \( \square \)

7. Poisson correlations for the random model

We first treat the square free case separately as it is notationally simpler, and then use it to deduce the case for general \( n \).

7.1. The square free case. We begin with the case of square free \( n \), i.e., \( n_0 \in \{1, 2\} \). For simpler notation, let \( N = N_n = r(n) \). In the random model we can directly handle summing over distinct angles, and will work with the following setup for the “standard” \( r \)-level correlation, which we define as the random variable
\[
R_r^*(F_N) := \frac{1}{N} \sum_{J_1, \ldots, J_r \subset \{1, \ldots, M\}} F_N(x_{J_1} - x_{J_2}, \ldots, x_{J_{r-1}} - x_{J_r})
\]
where \( \sum^* \) indicates summing over distinct subsets \( J_1, \ldots, J_r \). Throughout this section we assume \( f \) has compact support.

7.1.1. The pair correlation. To illustrate ideas we begin by determining the pair correlation. Our approach is to compute the expected value, and then, via a variance bound, show that fluctuations around the mean are small.

The expectation of \( R_2^*(F_N) \): Using linearity of expectations, the expected value of \( R_2^*(F_N) \) is given by
\[
\mathbb{E}(R_2^*(F_N)) = \frac{1}{N} \sum_{J_1, J_2 \subset \{1, \ldots, M\}} \mathbb{E}(F_N(x_{J_1} - x_{J_2})).
\]
Since \( \sum^* \) indicates summing over distinct subsets \( J_1, J_2 \), the symmetric difference \( J_1 \Delta J_2 \) is nontrivial and \( x_{J_1} - x_{J_2} \) is a sum (with certain choices of signs) of \( |J_1 \Delta J_2| \geq 1 \) independent uniform random variables on the torus (here and in what follows \( J_1 \Delta J_2 \) denotes the symmetric difference between the sets \( J_1 \) and \( J_2 \)). In particular, for distinct subsets \( J_1, J_2 \) we have by a direct computation that \( \mathbb{E}(F_N(x_{J_1} - x_{J_2})) = \hat{f}(0)/N \), and the total contribution equals
\[
\frac{1}{N} \cdot N(N-1) \frac{\hat{f}(0)}{N} = \hat{f}(0)(1 - 1/N) = \hat{f}(0) + O_f(1/N).
\]

Bounding the variance of \( R_2^*(F_N) \): We next show that the fluctuations around the mean, with large probability, are small in comparison with the mean, namely that
\[
\mathbb{E}(R_2^*(F_N)^2) - \mathbb{E}(R_2^*(F_N))^2 = o(1)
\]
as \( M \) tends to infinity. By linearity of expectations, we find that
\[
\mathbb{E}(R_2^*(F_N)^2) = \frac{1}{N^2} \sum_{J_1, J_2 \subset \{1, \ldots, M\}} \sum_{J_3, J_4 \subset \{1, \ldots, M\}} \mathbb{E}(F_N(x_{J_1} - x_{J_2})F_N(x_{J_3} - x_{J_4})).
\]
Now, for a generic choice of subsets (i.e., for $N^4(1+o(1))$ choices), the two components of $(x_{J_1} - x_{J_2}, x_{J_3} - x_{J_4})$ will contain at least one pair of independent random variables, and if this is so we have

\[
\mathbb{E}(F_N(x_{J_1} - x_{J_2})F_N(x_{J_3} - x_{J_4})) = \frac{\hat{f}(0)^2}{N^2}
\]

and hence the main term of $\mathbb{E}(\xi)$ equals

\[
\frac{N^4(1+o(1))}{N^2} \cdot \frac{\hat{f}(0)^2}{N^2} = \frac{\hat{f}(0)^2}{N^2} + o(f(1)).
\]

**Remark 1.** A delicate issue is that if we would include pairs of non-distinct subsets — we then get “degenerate pairings” which give a contribution of the same size as the main term. Namely, if we take $J_1 = J_2$ and $J_3 = J_4$ (there are $N^2$ such choices), we find, on noting that $\mathbb{E}(F_N(x_{J_1} - x_{J_2})F_N(x_{J_3} - x_{J_4})) = f(0)^2$, that the contribution from these terms equals

\[
\frac{1}{N^2} \cdot N^2 f(0)^2 = f(0)^2.
\]

In fact, the same holds for the expectation! However, this should not be a surprise as allowing for pairs of points to be equal should give a secondary main term of the form $f(0)$ in addition to $\hat{f}(0)$.

To bound the degenerate solutions we argue as follows: each choice of subsets $J_1, J_2, J_3, J_4$ gives a group homomorphism

\[
\mathbb{T}^M \to \mathbb{T} \times \mathbb{T}, \quad (\vartheta_1, \ldots, \vartheta_M) \mapsto (\sum_{j \in J_1} \vartheta_j - \sum_{j \in J_2} \vartheta_j, \sum_{j \in J_3} \vartheta_j - \sum_{j \in J_4} \vartheta_j),
\]

which, on letting $\bar{\vartheta} = (\vartheta_1, \ldots, \vartheta_M)$, can be written as

\[
\bar{\vartheta} \mapsto ((\bar{v}_1 - \bar{v}_2) \cdot \bar{\vartheta}, (\bar{v}_3 - \bar{v}_4) \cdot \bar{\vartheta})
\]

where $\bar{v}_1 = \sum_{i \in J_1} \bar{e}_i$ and $\bar{v}_1, \ldots, \bar{e}_M$ denotes the standard basis for $\mathbb{R}^M$. (Note that the torus map is given by an integer entry matrix in $\text{Mat}_{2,M}(\mathbb{Z})$ whose rows are given by $(\bar{v}_1 - \bar{v}_2)^t, (\bar{v}_3 - \bar{v}_4)^t$, and if this matrix has rank two the distribution of the image inside $\mathbb{T}^2$ is uniform; for a formal argument see Lemma 7.2.) We note that if the 4-tuple of subsets $(J_1, J_2, J_3, J_4)$ is “generic”, then the rank of this map is 2; when this does not hold we call the 4-tuple of subsets $(J_1, J_2, J_3, J_4)$ “degenerate”. If the rank is zero, we must have $\bar{v}_1 = \bar{v}_2$ and $\bar{v}_3 = \bar{v}_4$, hence $J_1 = J_2$ and $J_3 = J_4$ and thus there is no contribution, and similarly there is no contribution if the rank is one due to either $\bar{v}_1 - \bar{v}_2 = 0$ or $\bar{v}_3 - \bar{v}_4 = 0$. The remaining rank one case is that there exists nonzero scalars $\alpha, \beta$ such that

\[
\alpha(\bar{v}_1 - \bar{v}_2) = \beta(\bar{v}_3 - \bar{v}_4)
\]

where, we may without loss of generality assume that $\alpha, \beta$ are coprime integers, and say $\alpha > 0$. We note that $\alpha > 1$ is impossible since the components of the vector $\alpha(\bar{v}_1 - \bar{v}_2)$ are in $\{-\alpha, 0, \alpha\}$, whereas the components of $\beta(\bar{v}_3 - \bar{v}_4)$ are in $\{-\beta, 0, \beta\}$ (note that at least one component in each of the two vector differences must be nonzero.) The remaining case is that $\alpha = 1$ and $\beta = \pm 1$; say $\beta = 1$ (the other case follows similarly.) In this case, for $\bar{v}_1, \bar{v}_2$ fixed, we find that $J_3 \setminus J_4 = J_1 \setminus J_2$, as well as $J_1 \setminus J_3 = J_2 \setminus J_1$, and the only choice left is specifying the intersection $J_3 \cap J_4$, which clearly must be contained in the complement of the
symmetric difference $J_1 \triangle J_2$. We next show that the cardinality of the symmetric difference, for “generic” choices of $J_1, J_2$, is $M \cdot (1/2 + o(1))$.

**Lemma 7.1.** For $N^2(1 + o(1))$ choices of subsets $J_1, J_2 \subset \{1, \ldots, M\}$ we have $|J_1 \triangle J_2| = M \cdot (1/2 + o(1))$, as $M \to \infty$.

**Proof.** We use the following simple probabilistic argument: first note that the number of pairs of subsets with the desired property is $N^2$ times the probability of randomly selected subsets $J_1, J_2$ having the same property, where the two subsets are selected independently and the probability for each configuration is $1/2^M$. Or equivalently, each element $i \in \{1, \ldots, M\}$ is independently selected to be in $J_1$ with probability $1/2$, and similarly for $i \in J_2$. In particular, for a fixed index $i$, each of the four possible containment patterns w.r.t. $J_1, J_2$ occurs with probability $1/4$. Hence an index $i \in \{1, \ldots, M\}$ is contained in $J_1 \triangle J_2$ with probability $1/2$ (as this occurs for two out of the four possible containment patterns.) Since the events for different indices $i$ are independent, by the weak law of large numbers we find that $|J_1 \triangle J_2|/M = 1/2 + o(1)$ holds with probability $1 + o(1)$ as $M$ grows, and the result follows. \[\square\]

The Lemma immediately gives that for all $N^2(1 + o(1))$ “generic” choices of $J_1, J_2$ (also distinct), the symmetric difference has size roughly of order $M/2$, hence leaving $2^{M-|J_1 \triangle J_2|} = o(N)$ possibilities to choose the intersection $J_3 \cap J_4$. The total contribution is thus

$$\ll_f \frac{1}{N^2} (N^2 \cdot o_f(N)) \frac{1}{N} = o_f(1)$$

(here we have used that $\mathbb{E}(|F_N(x_{J_1} - x_{J_2}) \cdot F_N(x_{J_3} - x_{J_4})|) = \mathbb{E}(|F_N(x_{J_1} - x_{J_2})^2| \ll_f 1/N$; it is crucial to use the fact that the rank is one.)

Finally, for the $o(N^2)$ non-generic choices of $J_1, J_2$, there can be at most $N = 2^M$ possibilities for the intersection $J_3 \cap J_4$; again the total contribution is

$$\ll_f o(N^2) \cdot N \cdot \frac{1}{N^2} \cdot \frac{1}{N} = o_f(1).$$

7.1.2. Higher level correlations. The general case is more involved combinatorially, but the key idea is still that the expectation of the $r$-level correlation for “generic” $x_{J_1}, \ldots, x_{J_r}$ (i.e., generic choices of subsets $J_1, \ldots, J_r$) dominates, and then to bound degenerate tuples.

The expectation of $\mathcal{R}_x^*$: We begin with a result regarding uniform distribution on tori.

**Lemma 7.2.** Let $A \in \text{GL}_m(\mathbb{Q}) \cap \text{Mat}_{n \times n}(\mathbb{Z})$, and let $X = (X_1, \ldots, X_n)$ denote a uniformly distributed random variable on $\mathbb{T}^n$. Then $Y = AX$ is also uniform. More generally, if $n \geq m$ and $A \in \text{Mat}_{m \times n}(\mathbb{Z})$ is an $m \times n$-matrix with rank $m$, and $X$ is a uniformly distributed random variable on $\mathbb{T}^n$, then $Y = AX$ is uniformly distributed on $\mathbb{T}^m$.

**Proof.** For $n = 1$, i.e., $Y = Y_1 = aX_1$, for nonzero $a \in \mathbb{Z}$ the result is clear (just consider the preimage of a small interval; it will consist of $|a|$ copies of intervals whose lengths are scaled by $1/|a|$.) For $n > 1$, $A$ can be decomposed as $A = B_1DB_2$ where $B_1, B_2 \in \text{SL}_n(\mathbb{Z})$ and $D$ is a diagonal matrix with integer entries (we can take $D$ to be the Smith normal form $A$, cf. \cite{10} Theorem 2.4.12). It is thus enough to prove the statement for $A \in \text{SL}_n(\mathbb{Z})$ or $A = D$. The former is clear as multiplication by $A$ does not change the measure (the determinant of the Jacobian equals $\pm 1$.) The case $A = D$ and $n = 1$ is already done, and
writing $dx = dx_1 \cdots dx_n$ the general case follows by change of measure one component at a time.

For $A \in \text{Mat}_{m \times n}(\mathbb{Z})$ the argument is similar. After permuting columns we may assume that the $m$ first columns of $A$ are linearly independent. Decomposing the uniform measure on $\mathbb{T}^n$ as a product of two uniform measures $\mu_1 \times \mu_2$ on $\mathbb{T}^m \times \mathbb{T}^{n-m}$, the result follows by conditioning on the $\mathbb{T}^{n-m}$-component, using the first part applied to $\mathbb{T}^m$-component, together with the uniform measure being translation invariant. \hfill $\square$

Before proceeding we introduce some further notation. As before, given a subset $J_i \subset \{1, \ldots, M\}$, let $x_i = \sum_{j \in J_i} \vartheta_j$. In order to discuss linear independence and rank, first recall that $\vec{v}_i = \sum_{j \in J_i} \vec{e}_j$ where $\vec{e}_1, \ldots, \vec{e}_M$ denotes the standard basis of $\mathbb{R}^M$. We can then write

$$x_i = \vec{v}_i \cdot \vec{\vartheta}$$

where $\vec{\vartheta} = (\vartheta_1, \ldots, \vartheta_M)$ denotes a vector of $M$ uniform and independent random variables taking values in $\mathbb{T}^1$. Letting

$$\Delta_i := x_i - x_{i+1}, \quad \text{and} \quad \vec{w}_i := \vec{v}_i - \vec{v}_{i+1}, \quad i = 1, \ldots, r - 1$$

we find that

$$\Delta_i = (\vec{v}_i - \vec{v}_{i+1}) \cdot \vec{\vartheta} = \vec{w}_i \cdot \vec{\vartheta}.$$

**Lemma 7.3.** Let $f$ be a compactly supported Schwartz function. Given any $r$-tuple of distinct subsets $J_1, \ldots, J_r \subset \{1, \ldots, M\}$ with associated difference vectors $\vec{w}_1, \ldots, \vec{w}_{r-1}$, let $d$ denote the dimension of the vector space spanned by these vectors. If $d$ is maximal, i.e., $d = r - 1$, then

$$\mathbb{E}(F_N(x_1 - x_2, \ldots, x_{r-1} - x_r)) = \frac{1}{N^{r-1}} \hat{f}(0).$$

If $0 < d < r - 1$, then

$$\mathbb{E}(|F_N(x_1 - x_2, \ldots, x_{r-1} - x_r)|) \ll_f 1/N^d.$$

**Proof.** The first part is an immediate consequence of Lemma 7.2 as $(\Delta_1, \ldots, \Delta_{r-1})$ is a random variable uniformly distributed on $\mathbb{T}^{r-1}$.

The second part follows by a similar argument: choose $d$ independent vectors $\vec{w}_{j_1}, \vec{w}_{j_2}, \ldots, \vec{w}_{j_d}$, and use that

$$\mathbb{E}(|F_N(x_1 - x_2, \ldots, x_{r-1} - x_r)|) \ll_f \mathbb{E}(g_N(x_{j_1} - x_{j_2}, \ldots, x_{j_d} - x_{j_{d+1}})) \ll_f 1/N^d,$$

where $g_N(x_{j_1} - x_{j_2}, \ldots, x_{j_d} - x_{j_{d+1}})$ is obtained from $F_N$ by taking the supremum of $|F_N(x_1 - x_2, \ldots, x_{r-1} - x_r)|$ over the coordinates corresponding to $x_{j_i} - x_{j_{i+1}}$ fixed for $i = 1, \ldots, d$ and the other ones ranging freely. (Here we use that the support of $g_N$ is contained in some $d$-dimensional ball of radius $\ll_f 1/N$.) \hfill $\square$

Before proceeding we next show that all low rank subspaces can be defined via $O_r(1)$ linear forms (i.e., it does not depend on $M$.)

**Lemma 7.4.** Let $W = \text{Span}(\vec{w}_1, \ldots, \vec{w}_{r-1})$ and assume that $d := \dim(W) < r - 1$. Choosing a basis for $W$ consisting of $d$ independent elements of $\{\vec{w}_1, \ldots, \vec{w}_{r-1}\}$, the remaining vectors are given by $r - 1 - d$ linear forms in the basis vectors, and the number of distinct collections of such forms is then $O_r(1)$ (in particular, the estimate is uniform for all tuples $J_1, \ldots, J_{r-1}$ as long as $d < r - 1$.)
Proof. After renumbering indices (there are at most \((r-1)! = O_r(1)\) ways to do this) we may assume that \(\vec{w}_1, \ldots, \vec{w}_d\) are independent, and that for all integers \(i \in [1, r-1-d]\) we have
\[
\gamma_i \vec{w}_{d+i} = L_i(\vec{w}_1, \ldots, \vec{w}_d)
\]
with \(\gamma_i \neq 0\) an integer and each \(L_i\) a linear form with integer coefficients, with the property that the gcd of \(\gamma_i\) and the coefficients of \(L_i\) equals one. Form a \(M \times (d+1)\) matrix \(A\) having columns \(\vec{w}_1, \ldots, \vec{w}_d, \vec{w}_{d+1}\); the above linear relation can then be formulated in terms of the existence of a nonzero vector \(\vec{l} \in \mathbb{Z}^{d+1}\) so that \(A\vec{l} = 0\). Since \(\vec{w}_1, \ldots, \vec{w}_d\) are independent, we may form a \(d \times (d+1)\) matrix \(B\), having rank \(d\), by selecting \(d\) independent rows in \(A\), with the property that \(A\vec{l} = 0\) if and only if \(B\vec{l} = 0\). Further the set of \(\{\vec{l} : B\vec{l} = 0\}\) lies on a line, so if the coordinates of \(\vec{l}\) have gcd one (in analogy with the above gcd condition), \(\vec{l}\) is up to sign uniquely determined by \(A\). On the other hand, each entry in \(B\) lies in \([-1,0,1]\), hence there are at most \(O_d(1) = O_r(1)\) possible ways to choose \(B\), and hence the number of ways to choose \(\vec{l}\) is also \(O_r(1)\).

Thus, for each \(i\), there are \(O_r(1)\) ways to choose \(\gamma_i, L_i\), and thus there are in total \(O_r(1)\) possible ways to select \(r-1-d\) such linear relations.

\[\square\]

Proposition 7.5. The number of \((\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_r) \in (\{0,1\}^M)^r\) such that \(\vec{v}_i \neq \vec{v}_j\) for \(i \neq j\), and so that the rank of \((\vec{w}_1, \ldots, \vec{w}_{r-1})\) equals \(r-1\), is
\[
N^r(1 + o_r(1))
\]
as \(M \to \infty\).

Further, the number of \((\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_r) \in (\{0,1\}^M)^r\) that are pairwise distinct, and such that the rank of \((\vec{w}_1, \ldots, \vec{w}_{r-1})\) equals \(d < r-1\) is
\[
o_r(N^{d+1}),
\]
as \(M \to \infty\).

Before giving the proof we record the following simple linear algebra result.

Lemma 7.6. Let \(W = \text{Span}(\vec{w}_1, \ldots, \vec{w}_{r-1})\) and let \(d = \dim(W) < r-1\). Then there exists a permutation of indices \(i_1, i_2, \ldots, i_r\) such that if we let \(\vec{w}'_j := \vec{v}_{i_j} - \vec{v}_{i_{j+1}}\) for \(j = 1, \ldots, r-1\), we have \(W = \text{Span}(\vec{w}'_1, \ldots, \vec{w}'_d)\).

Proof. We begin by noting that the vectors \(\vec{w}_1, \ldots, \vec{w}_{r-1}\) have the same span as the vectors \(\vec{v}_1 - \vec{v}_2, \vec{v}_1 - \vec{v}_3, \ldots, \vec{v}_1 - \vec{v}_r\), since they are related by a lower triangular matrix all whose entries are one. Thus there exist a relabeling of indices \(i_1, \ldots, i_r\) such that \(i_1 = 1\), and that the vectors \(\vec{v}_{i_1} - \vec{v}_{i_2}, \vec{v}_{i_1} - \vec{v}_{i_3}, \ldots, \vec{v}_{i_1} - \vec{v}_{i_{d+1}}\) are linearly independent. Letting \(\vec{w}'_j := \vec{v}_{i_j} - \vec{v}_{i_{j+1}}\) for \(j = 1, \ldots, r-1\), and arguing as above, we find that that \(\vec{w}'_1, \vec{w}'_2, \ldots, \vec{w}'_d\) are independent.

\[\square\]

Proof of Proposition 7.5 We give a simple probabilistic proof showing that certain events occur with probability \(1 + o(1)\) as \(M\) grows. Namely, pick vectors \(\vec{v}_1, \ldots, \vec{v}_r \in \{0,1\}^M\) by fair and independent coin flips — to later obtain asymptotics for counts of vectors with properties of interest we then multiply said probability with \(2^{Mr} = N^r\). For \(M\) large, the vectors are all pairwise distinct with probability \(1 + o(1)\). Further, if we consider a coordinate \(j \in \{1, \ldots, M\}\) and fix \(i \in \{1, \ldots, r\}\), the likelihood that the \(j\)-th coordinate of \(\vec{v}_i\) is one, and that the \(j\)-th coordinate for all other vectors \(\vec{v}_l, l \in \{1, \ldots, r\} \setminus \{j\}\), is zero is \(1/2^r\). Thus, by the law of large numbers (as in the proof of Lemma 7.1) with probability \(1 + o(1)\)
as $M \to \infty$, there are $r$ indices $j_1, j_2, \ldots, j_r$ so that $\vec{v}_l \cdot \vec{e}_{j_l} = \delta_{l,i}$ for $l = 1, \ldots, r$. Consequently the rank of $\vec{w}_1, \ldots, \vec{w}_{r-1}$ is $r - 1$ with probability $1 + o_r(1)$, which implies the first part.

For the second part, we use Lemma 7.6 to reduce to the case of $\vec{w}_1, \ldots, \vec{w}_d$ being independent, and that $\vec{w}_{d+1}$ can be written as a linear combination of the first $d$ vectors. In particular there exists scalars $\alpha_i$ such that $\sum_{i=1}^{d+1} \alpha_i \vec{w}_i = \vec{0}$ (with $\alpha_{d+1} \neq 0$), leading to a linear relation

$$\sum_{i=1}^{d+2} \beta_i \vec{v}_i = \vec{0}$$

where $\beta_1 = \alpha_1, \beta_{d+2} = -\alpha_{d+1}$, and otherwise $\beta_j = \alpha_{j+1} - \alpha_j$; note in particular that $\beta_{d+2} \neq 0$. Fix the coefficients of such a relation (note that there are $O_r(1)$ possible relations by Lemma 7.6). Further, if $l$ denotes the smallest integer such that $\alpha_l \neq 0$, we also find that $\beta_l \neq 0$, in particular there are at least two nonvanishing $\beta_i$’s. If there are exactly two nonzero $\beta_i$’s, we have $\beta_l \vec{v}_l = -\beta_{d+2} \vec{v}_{d+2}$. Since $\beta_l, \beta_{d+2} \neq 0$ (and at least one of $\vec{v}_l$ and $\vec{v}_{d+2}$ must be nonzero), we in fact have have $\vec{v}_l, \vec{v}_{d+2} \neq \vec{0}$, and since the coordinates of both $\vec{v}_l$ and $\vec{v}_{d+2}$ are in $\{0, 1\}$ we must have $\beta_l = -\beta_{d+2}$, and thus $\vec{v}_l = \vec{v}_{d+2}$, contradicting the vectors being assumed to be pairwise distinct.

Now, if $\beta_l \neq 0$ for at least three values, we may write

$$\alpha \vec{v}_{i_1} + \gamma \vec{v}_{i_2} = \sum_{1 \leq i \leq d+2, i \neq i_1, i_2} \delta_i \vec{v}_i$$

with $\alpha, \gamma > 0$. In particular, the support of $\vec{v}_{i_1}, \vec{v}_{i_2}$ is determined by the right-hand side, and thus (after taking the relabeling of indices into account), so is $J_{i_1} \cup J_{i_2}$. In fact, $J_{i_1} \cap J_{i_2}$ as well as the symmetric difference $J_{i_1} \Delta J_{i_2}$ is also determined by the right-hand side. Letting $M_0$ denote the cardinality of said determined symmetric difference, we find that there are $2^{M_0}$ ways to choose $J_{i_1}, J_{i_2}$ for a fixed right-hand side (note that there are at most $N^d$ possibilities for the right-hand side). Now, for a “generic” right-hand side, a simple probabilistic argument (i.e., using the law of large numbers as before) to count the number of indices not in any $J_i$ for $i \neq i_1, i_2$, shows that for $N^d(1 + o_r(1))$ of the possible choices of the right-hand side, we have $|\bigcup_{i \neq i_1, i_2} J_i| \leq (1 - \epsilon)M$ (where $\epsilon = \epsilon_r > 0$ is allowed to depend on $r$ but not on $M$.) If this is the case, we have $M_0 \leq (1 - \epsilon)M$ and there are at most $2^{O_r(1)}$ possible ways to choose $J_{i_1}, J_{i_2}$, for a total of $o_r(N^{d+1})$ possibilities. On the other hand, if the right-hand side is one of the $o_r(N^d)$ “non-generic” choices (in particular allowing $M_0 = M$), there are $2^{M_0} \leq 2^M = N$ possible ways to choose $J_{i_1}, J_{i_2}$, and the total number of possibilities is also here $o_r(N^{d+1})$.

Finally, once $\vec{v}_1, \ldots, \vec{v}_{d+2}$ are chosen, all $\vec{w}_i$ are determined since $\vec{w}_{d+1}, \vec{w}_{d+2}, \ldots, \vec{w}_{r-1}$ depend linearly on $\vec{w}_1, \ldots, \vec{w}_d$, and thus the vectors $\vec{v}_{d+3}, \ldots, \vec{v}_r$ are also uniquely determined. As the number of linear relations is $O_r(1)$, we find that total number of ways to choose $\vec{v}_1, \ldots, \vec{v}_r$ so that $\vec{w}_1, \ldots, \vec{w}_{r-1}$ has non-maximal rank $d < r - 1$ is $o_r(N^{d+1})$.

**Theorem 7.7.** Let $f$ be a compactly supported Schwartz function. As $M$ grows we have

$$\mathbb{E}(\mathcal{R}_r^*(F_N)) = \hat{f}(0) + o_f(1)$$

\footnote{By the support of a vector we mean the set of indices for which the corresponding coordinates are nonzero.}
and
\[ \mathbb{E}(\mathcal{R}_r^*(F_N)^2) = \hat{f}(0)^2 + o_f(1). \]

Proof. The expectation: By linearity of the expectation, we have
\[ \mathbb{E}(\mathcal{R}_r^*(F_N)) = \frac{1}{N} \sum_{J_1, \ldots, J_r \subset \{1, \ldots, M\}}^{*} \mathbb{E}(F_N(x_1 - x_2, \ldots, x_{r-1} - x_r)). \]

The main term arises from “generic” choices of distinct subsets \( J_1, \ldots, J_{r-1} \) (i.e., the full rank ones); by Proposition 7.5 there are \( N^r(1 + o_r(1)) \) such tuples, and by Lemma 7.3 each such term contributes
\[ \frac{1}{N^{r-1}} \hat{f}(0). \]

The contribution from the “non-generic” choices of distinct subsets (i.e., having rank \( d < r - 1 \)), is then (after taking into account there being at most \( O_r(1) \) possible linear relations), using the second parts of Proposition 7.5 and Lemma 7.3, is
\[ \ll_r f \frac{1}{N} \sum_{d=1}^{r-2} \frac{1}{N^d} o_r(N^{d+1}) = o_r f(1). \]

Bounding the variance: The argument to bound the variance is similar to the one used to bound the pair correlation variance. We first note that
\[
(7.3) \quad \mathbb{E}(\mathcal{R}_r^*(F_N)^2) = \frac{1}{N^2} \sum_{J_1, \ldots, J_r \subset \{1, \ldots, M\}}^{*} \mathbb{E}(F_N(x_1 - x_2, \ldots, x_{r-1} - x_r) \cdot F_N(x_1' - x_2', \ldots, x_{r-1}' - x_r')).
\]

The number of “generic” tuples (i.e., giving the full rank \( 2(r - 1) \)) is \( N^{2r} \cdot (1 + o(1)) \), and for these we have
\[
\mathbb{E}(F_N(x_1 - x_2, \ldots, x_{r-1} - x_r) \cdot F_N(x_1' - x_2', \ldots, x_{r-1}' - x_r')) = \left( \frac{\hat{f}(0)}{N^{r-1}} \right)^2.
\]

To count the contribution from “non-generic” tuples with rank \( d < 2(r - 1) \) we argue as follows. Letting \( W \) denote the linear span of \( \vec{w}_1, \ldots, \vec{w}_{r-1}, \vec{w}_1', \ldots, \vec{w}_{r-1}' \) we have \( d = \text{dim}(W) \), and by an argument similar to the one used in Lemma 7.3 (i.e., use an inequality analogous to (7.2) together with Lemma 7.2) gives that
\[
\mathbb{E}(\{|F_N(x_1 - x_2, \ldots, x_{r-1} - x_r) \cdot F_N(x_1' - x_2', \ldots, x_{r-1}' - x_r')|\}) \ll_f 1/N^d.
\]

It thus suffices to show that the number of “non-generic” tuples is \( o(N^{d+2}) \). We may after relabeling the \( \vec{v}_i \) as well as the \( \vec{v}_j \)-indices select \( d_1 \) vectors \( \vec{w}_1, \ldots, \vec{w}_{d_1} \) and \( d_2 \) vectors \( \vec{w}_1', \ldots, \vec{w}_{d_2}' \) (with the vectors \( \vec{w}_i \) and \( \vec{w}_i' \) defined using the reordered indices) \( d = d_1 + d_2 \)
\[
\text{Span}(\vec{w}_1, \ldots, \vec{w}_{d_1}, \vec{w}_1', \ldots, \vec{w}_{d_2}') = \text{Span}(\vec{w}_1, \ldots, \vec{w}_{r-1}, \vec{w}_1', \ldots, \vec{w}_{r-1}').
\]

More precisely, relabel both the \( \vec{v}_i \) and the \( \vec{v}_j \) sets of indices as in the proof of Lemma 7.6 in particular with \( \vec{v}_i \) given by \( J_i \) after relabeling the first set of indices put \( \vec{w}_i = \vec{v}_{i+1} - \vec{v}_i \), and similarly with \( \vec{v}_j' \) given by \( J'_j \) after relabeling the second set of indices put \( \vec{w}_i' := \vec{v}_i' - \vec{v}_{i+1}' \).

We then find that a basis for \( W \) is given by \( \vec{w}_1, \ldots, \vec{w}_{d_1}, \vec{w}_1', \ldots, \vec{w}_{d_2}' \).
Consider now a minimal non-trivial linear relation, i.e.,
\[
\sum_{i=1}^{d_1} \alpha_i \vec{v}_i + \sum_{i=1}^{d_2} \alpha'_i \vec{w}'_i + \gamma \vec{w} = 0
\]
where \( \gamma \neq 0 \) and \( \vec{w} = \vec{w}_{d_1+1} \) or \( \vec{w} = \vec{w}'_{d_2+1} \). In case the relation purely involves either \( \vec{w}'_i \) or \( \vec{w}_i' \)-vectors the same argument used to treat the expectation suffices: if (say) the relation only involves \( \vec{w}_i' \) vectors (so that \( \alpha_1 = \ldots = \alpha_{d_1} = 0 \) and \( \vec{w} = \vec{w}'_{d_2+1} \)), the number of such tuples is
\[
\ll N^{d_1+1} o_r(N^{d_2+1}) = o_r(N^{d+2})
\]
as there are at most \( N^{d_1+1} \) choices for the unconstrained \( \vec{v}_1, \ldots, \vec{v}_{d_1+1} \), and the remaining \( \vec{v}_i \) are determined by the first \( d_1 + 1 \) ones; by Proposition 7.5 there are \( o(N^{d_2+1}) \) possible \( \vec{w}'_l \)-tuples. In case the relation involves at least one \( \vec{w}_i \)-vector and at least one \( \vec{w}_i' \)-vector, we obtain a linear relation
\[
\sum_{i=1}^{d_1} \beta_i \vec{v}_i + \sum_{j=1}^{d_2} \beta_j' \vec{w}_j' = 0
\]
with at least three nonzero coefficients — the same argument used to prove Proposition 7.5 then gives that the number of such \( 2r \)-tuples is also \( o(N^{d_1+1+d_2+1}) = o(N^{d+2}) \).

7.2. Poisson correlations in the general case. We next consider integers \( n_0 \), where \( n_0 \) is fixed and allowed to have prime power divisors, and the angle contribution from the \( n_0 \)-part is entirely deterministic, whereas we use the random model for the square free part. We define
\[
(7.4) \quad R^*_r(n_0) (F_N) := \frac{1}{N} \sum* \sum_{i \leq \beta_i \in \{1, \ldots, M\}} F_N(\theta_{\beta_2} - \theta_{\beta_1} + x_{J_2} - x_{J_1}, \ldots).
\]
(Note that with probability one the angles \( x_{J_1} + \theta_{\beta_1} \) and \( x_{J_2} + \theta_{\beta_2} \) are equal if and only if \( J_1 = J_2 \) and \( (\beta_1) = (\beta_2) \) so that with probability one the sum above is over distinct points \( x_{J_1} + \theta_{\beta_1}, \ldots, x_{J_r} + \theta_{\beta_r} \).)

**Lemma 7.8.** Fix \( n_0 \) such that \( N_0 := r(n_0) > 0 \). Let \( f \) be a compactly supported Schwartz function. Further, given an integer \( M > 0 \) let \( N = 2^M r(n_0) \). Then, as \( M \) grows,
\[
\mathbb{E}(R^*_r(n_0)(F_N)) = \tilde{f}(0) + o_f(1), \quad \text{and} \quad \mathbb{E}(R^*_r(n_0)(F_N)^2) = \left( \tilde{f}(0) \right)^2 + o_f(1).
\]

**Proof.** If \( n_0 = 1 \) then Theorem 7.7 immediately gives the result.

For general \( n_0 > 1 \) we now consider the expectation of \( R^*_r(n_0)(F_N) \). First note that we, by definition, have \( J_i \neq J_j \) for all \( 1 \leq i \neq j \leq r \) for all terms of \( \sum* \) in (7.4). With \( N_1 = 2^M \) and \( N_0 = r(n_0) \) we have \( N = N_0 \cdot N_1 \); and by the same argument used in Section 7.1 (the key point is that we may shift, and multiply by a bounded factor \( 1/N_0 \) each coordinate of \( F_N \)) we find that for each fixed \( r \)-tuple \( (\beta_1, \ldots, \beta_r) \), we have
\[
\frac{1}{N} \sum* \sum_{J_1, \ldots, J_r \subset \{1, \ldots, M\}} \mathbb{E}(F_N(\theta_{\beta_2} - \theta_{\beta_1} + x_{J_2} - x_{J_1}, \ldots)) = \left( 1/N_0^r \right) \left( \tilde{f}(0) + o_f(1) \right).
\]
Summing over the \( N_0^r \) configurations of \( r \)-tuples \( (\beta_1, \ldots, \beta_r) \) we find that (7.3) equals \( \tilde{f}(0) + o_f(1) \).
The argument to bound the variance is similar — the key point is that for each fixed pair of collections of shifts $\beta_1, \ldots, \beta_r$ and $\beta'_1, \ldots, \beta'_r$ the corresponding main term, arising from pairs of “generic” subsets $J_1, \ldots, J_r$ and $J'_1, \ldots, J'_r$, can be evaluated exactly as before. To bound the contribution from non-generic choices of subsets, we can use the previous argument to obtain a bound that is only worse by a factor of $N_0^{2r}$. □

8. Concluding the Proof

First fix a compactly supported Schwartz function $f$. By Theorem 3.1 asymptotics for the average and the second moment of the deterministic sums is given, up to negligible errors, by the corresponding average and second moment of the random model (cf. (3.3) (3.4).) To pass to correlations over distinct angles we use a standard combinatorial sieving argument (cf. [33, Section 4], note that (3.3) and (3.4) hold for arbitrary Schwartz functions $f$), which allows us to match the average and second moment of the $r$-correlation of distinct angles of the deterministic sum to those of the corresponding random model $R_{r,n_0}^*$ (as given in (7.4).) The first and second moments of the random model $R_{r,n_0}^*$ are evaluated in Section 7 (cf. Lemma 7.8.)

Thus, once we remove a zero density subset of elements in $S$, the $r$-level correlation with respect to the fixed Schwartz function $f$ is Poissonian. To show that the same holds for all compactly supported Schwartz functions, we may take a countable and dense (say in the $C^\infty$-norm) collection of compactly supported Schwartz functions, and a standard diagonalization argument then gives Poisson correlations (for all $r$) for some full density sub-subsequence of elements in $S$ provided that the correlation functionals are continuous with respect to the $C^\infty$-norm. This in turn can be seen as follows: if $f$ is supported in some ball of radius $\delta$, then $\limsup_{N \to \infty} E(|R_{r,n_0}^*(F_N)|) \ll \|f\|_\infty$.

Finally, since the $r$-level correlations are Poissonian along a full density subset of $S$, Theorems 1.1 and 1.2 are easily deduced using a combinatorial argument (e.g. see [23, Appendix A].)
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