Floquet engineering in superconducting circuits: from arbitrary spin-spin interactions to the Kitaev honeycomb model
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We derive a theory for the generation of arbitrary spin-spin interactions in superconducting circuits via periodic time modulation of the individual qubits or the qubit-qubit interactions. The modulation frequencies in our approach are in the microwave or radio frequency regime so that the required fields can be generated with standard generators. Among others, our approach is suitable for generating spin lattices that exhibit quantum spin liquid behavior such as Kitaev’s honeycomb model.

I. INTRODUCTION

Floquet theory provides a convienient framework to study periodically driven quantum systems. Manipulating slow dynamics of physical systems by applying periodic modulations, denoted as Floquet engineering\cite{1,2}, has turned into an active and rich area of research in recent years. This is motivated by the novel phenomena that can arise in these systems but are absent in their static counterparts. Following Floquet theory, the dynamics of periodically driven systems can, on longer time scales, typically be described in terms of an effective time-independent Hamiltonian. The idea of Floquet engineering is to shape the properties of this effective Hamiltonian by designing appropriate driving schemes.

Depending on the frequency of the external time modulation, one can distinguish between two different regimes of Floquet engineering. In the off-resonance or high-frequency regime the frequency of the modulation is much larger than the intrinsic frequencies of the system and the description of this regime is thus based on high-frequency or Magnus expansions\cite{3,4,5}. In contrast, in the resonant modulation regime, the modulation frequency is similar to the intrinsic frequencies of the system and the theory for high modulation frequencies is not directly applicable. For explicit resonances\cite{6}, one can transform the system to the rotating frame of the resonant interaction to obtain an effective high-frequency regime. Yet, the applicability of such an approach is not clear where implicit resonances happen in higher order of perturbation\cite{7}. In this work, we develop a Floquet engineering approach in the resonant modulation regime and apply it to coupled superconducting qubits.

In recent years, superconducting circuits have made tremendous advances in implementing engineered quantum dynamics in both, quantum information processing\cite{8,13} and quantum simulation\cite{14,19}. This technology has thus reached a stage of development that offers intriguing avenues for emulating and exploring quantum many-body physics\cite{15,20,22}. In superconducting circuits, Floquet theory has so far been applied to study multi-photon transitions in a single Flux qubit\cite{23} and for quantum simulation of 1D spin chains via high-frequency modulation\cite{24}. Moreover, Floquet states of a superconducting qubit were experimentally observed\cite{25}.

Here we apply resonant Floquet engineering to superconducting circuits and present an approach for the analog quantum simulation of any spin-spin interactions of the form

\[ Je^{i\theta} \sigma_1^\alpha \sigma_2^\beta + \text{H.c.}, \]  

where $\alpha, \beta \in \{x, y, z, +, -\}$ and $\sigma_1^\alpha$ are Pauli operators, $J$ the amplitude and $\theta$ the phase of the coupling constant.

In particular, we extend Floquet engineering to the case of quasi-periodic (bimodal) driving.

The strength of couplings between superconducting qubits is typically weak compared to the transition frequencies of the qubits. This leads to a simple hopping interaction that conserves the number of excitations and only becomes efficient if the transition frequencies of the qubits are tuned close to each other. Interactions that do not conserve the number of excitations are accessible in the ultrastrong coupling regime\cite{26}, but such coupling strengths lead to long-range interactions in many-qubit systems and the validity of a local mode description for large lattices is not clear.

Arbitrary spin-spin interactions can also be engineered via digital quantum simulation where the target evolution is implemented as a Trotter sequence of elementary interaction steps. Yet, this approach requires an intricate gate sequence with an execution time that can exceed the coherence time of the qubits, particularly for multi-qubit systems. Employing shorter pulses does not solve this problem as such pulses are broader in frequency and may thus lead to unwanted resonances. Moreover, digital quantum simulation suffers from the error of the Trotter decomposition which hampers scalability to larger systems.

Our single frequency or bimodal modulation approach, in contrast, realizes arbitrary spin-spin interaction in an analog manner in the rotating frame of the qubits, requiring only moderate interaction strength among the qubits. The engineered spin-spin interactions can be used as building blocks of analog quantum simulators with superconducting circuits which circumvent problems encountered in digital quantum simulation.

Our approach considers both, modulations applied to
the individual qubits and to the coupling between them can be described. In the scheme with modulated couplings, one can obtain stronger interaction strength at the cost of a slightly higher complexity, as it requires additional control for the dynamical coupler compared to the driven qubit setup.

Our Floquet engineering is based on the seminal work by Shirley [27]. This powerful method is particularly versatile since it can be easily generalized to multi-mode Floquet systems, where the external drive includes several frequencies [28, 29]. We use a generalization of Salwen nearly degenerate perturbation theory [30] to derive an effective Hamiltonian from the infinite-dimensional Floquet matrix. Using this method, we are able to analytically extract the parameters of the effective Hamiltonian to arbitrary orders of perturbation beyond rotating wave approximation.

The remainder of this paper is organized as follows. In section II, we give an overview of the theoretical tools we employ, including single and multimode Floquet theory, adiabatic elimination and Salwen perturbation theory. The reader who is only interested in the results may directly go to sections III and IV where we describe the theory. In section II, we show how the generated interactions can be put together for realizing the honeycomb model by Kitaev and conclude in section VI.

II. THEORETICAL TOOLBOX

In this section, we introduce the theoretical toolbox that we later apply to various superconducting circuits. We use Shirley’s Floquet formalism for a single mode-driven system [27] and generalize it to many modes. This formalism gives an exact non-perturbative treatment of a periodically-driven system in terms of an infinite-dimensional time-independent matrix. Through adiabatic elimination of high-energy states of this matrix, an effective Hamiltonian can be derived, which gives an accurate description of the system on slow time-scales in terms of low-energy states. For the adiabatic elimination of high-energy states, we apply a generalized approach to Salwen’s nearly degenerate perturbation theory [30].

A. Single-mode Floquet theory

We assume that $H(t)$ is a T-periodic Hamiltonian defined on a Hilbert space $\mathcal{H}$ such that

$$H(t) = H(t + T) = H_0 + H_1(t)$$

Here, $H_0$ is the static and non-interacting part of $H(t)$ with eigenstates $|\psi_\alpha\rangle$ and eigenenergies $E^{(0)}_\alpha$ and $H_1(t)$ is the interacting and time-periodic part. $H_1(t)$ thus contains both, the couplings between the qubits as well as all terms that describe time modulations by an external drive. For two qubits, $\mathcal{H}$ is four dimensional, i.e. $\alpha = 1, 2, 3, 4$. Floquet theory [31] states that the solution to the Schrödinger equation, $i\partial |\psi(t)\rangle = H(t) |\psi(t)\rangle$ is given by a T-periodic function, $|\psi(t)\rangle = |\tilde{\psi}(t + T)\rangle$, modulated by a complex prefactor, such that $|\psi(t)\rangle = \exp(-i\epsilon t) |\tilde{\psi}(t)\rangle$. The Schrödinger equation is then recast into the form,

$$[H(t) - i \partial_t] |\tilde{\psi}(t)\rangle = \epsilon |\tilde{\psi}(t)\rangle,$$

where $\epsilon$ is called the quasienergy of the system and plays the same role as energy in static systems. By expressing $H(t)$ and $|\tilde{\psi}(t)\rangle$ in terms of Fourier components, Shirley [27] showed that Eq. (3) can be equivalently written in terms of an infinite-dimensional time-independent Floquet matrix $H_F$ as,

$$H_F |\tilde{\psi}\rangle = \epsilon |\tilde{\psi}\rangle$$

which is defined over a composite Hilbert space $\mathcal{H}_c = \mathcal{H} \otimes \mathcal{T}$ [32], where $\mathcal{T}$ is the Fourier space of T-periodic functions. The basis of $\mathcal{T}$ is denoted by $\{|m\rangle\}$, $m \in \mathbb{Z}$ with the property that $\langle t|m\rangle = \exp(i m \omega_d t)$ and $\omega_d = 2\pi/T$. $m$ is the Fourier index and has the physical meaning of the number of quanta (photons) exchanged with the drive. The states $|\psi_{\alpha, m}\rangle = |\psi_\alpha\rangle \otimes |m\rangle$ form a basis of $\mathcal{H}_c$, the quasienergies $\epsilon$ are the eigenvalues of the Floquet matrix $H_F$, whose matrix elements read,

$$\langle \psi_\beta, n | H_F | \psi_\alpha, m \rangle = \tilde{H}^{(n-m)}_{\beta\alpha} + n \omega_d \delta_{\beta\alpha} \delta_{nm}$$

where $\tilde{H}^{(n)}$ are the Fourier components of $H(t)$, i.e. $H(t) = \sum_n \tilde{H}^{(n)} e^{i n \omega_d t}$. The construction of the Floquet matrix is facilitated by introducing operators $F_n$ and $N$ in the Fourier space $\mathcal{T}$,

$$|m'| F_n |m\rangle = \delta_{m', m-n}, \quad \langle m'| N |m\rangle = m \delta_{m', m},$$

so that

$$H_F = \sum_n \tilde{H}^{(n)} \otimes F_n + \omega_d \mathbb{1} \otimes N$$

The explicit form of the Floquet matrix $H_F$ is given in appendix A.

One can decompose $H_F$ into a non-interacting part $H_{F0}$ (corresponding to $H_0$) and an interaction part $V$ (corresponding to $H_1$) such that $H_F = H_{F0} + V$. Therefore, the states $|\psi_{\alpha, m}\rangle$ are the eigenstates of $H_{F0}$ with quasienergy $\epsilon_{\alpha, m}^{(0)} = E^{(0)}_\alpha + m \omega_d$. We denote the eigenstates of the full Floquet matrix $H_F$ corresponding to the bare states $|\psi_{\alpha, m}\rangle$ by $|\tilde{\psi}_{\alpha, m}\rangle$ and their quasienergies by $\epsilon_{\alpha, m}$. These quasienergies $\epsilon_{\alpha, m}$ satisfy the periodicity relation, $\epsilon_{\alpha, m} = \epsilon_{\alpha, 0} + m \omega_d$.

For the Floquet matrix $H_F$, we can define a time-evolution operator $U_F(t-t_0)$ from an initial time $t_0$ to a final time $t$ as,

$$U_F(t-t_0) = e^{-iH_F(t-t_0)},$$

where $e^{-iH_F(t-t_0)}$ is given by a T-periodic function, $|\psi(t)\rangle = |\tilde{\psi}(t + T)\rangle$, modulated by a complex prefactor, such that $|\psi(t)\rangle = \exp(-i\epsilon t) |\tilde{\psi}(t)\rangle$. The Schrödinger equation is then recast into the form,
which is related to the time-evolution operator in the Hilbert space, \( U(t, t_0) \), via
\[
\langle \psi_\beta | U(t, t_0) | \psi_\alpha \rangle = \sum_m \langle \psi_\beta, m | U_F(t - t_0) | \psi_\alpha, 0 \rangle e^{im\omega t}
\]
(9)

The essence of our Floquet engineering approach is that, by choosing an appropriate working point for the modulation, we can find a set of four Floquet eigenstates of \( H_{F0} \) that describe two coupled spin-1/2 systems and form a four-fold degenerate manifold \( \mathcal{S} \), which oscillates at zero frequency in a suitable rotating frame. By virtue of Eq. (9) the Floquet time-evolution in this rotating frame is a suitable rotating frame. By virtue of Eq. (9) the Floquet time-evolution in this rotating frame is zero frequency in a suitable rotating frame.

To test whether the desired effective Hamiltonian and hence the desired evolution is indeed generated, we here analyze the time-dependent transition probability from an initial state \( | \psi_\alpha \rangle \) to final state \( | \psi_\beta \rangle \),
\[
P_{\alpha \rightarrow \beta}(t - t_0) = |\langle \psi_\beta | U(t, t_0) | \psi_\alpha \rangle|^2 = \sum_n |\langle \psi_\beta, n | U_F(t - t_0) | \psi_\alpha, 0 \rangle|^2,
\]
(10)

which can be time-averaged over \( t - t_0 \) to give,
\[
\bar{P}_{\alpha \rightarrow \beta} = \sum_{n, \gamma, m} |\langle \psi_\beta, n | \tilde{U}_\gamma (m) \rangle \langle \tilde{\psi}_\gamma, m | \psi_\alpha, 0 \rangle|^2
\]
(11)

We now turn to explain the procedure of adiabatically eliminating fast rotating subspaces of the Floquet Hamiltonian.

### B. Adiabatic elimination and derivation of an effective Hamiltonian

We apply a generalized approach to (nearly) degenerate perturbation theory due to Salwen [30] to derive the desired effective Hamiltonian. This perturbation theory leads to a matrix equation for the slow space, which should be solved in a self-consistent way to give the quasienergies and eigenstates of the effective Hamiltonian, see appendix [13] for details.

For brevity we drop index \( m \) from \( | \psi_\alpha, m \rangle \) for the four states in the slow manifold and denote them by \( | \psi_\alpha \rangle \equiv | \psi_\alpha, m \rangle \), assuming that \( \alpha \) tacitly distinguishes \( m \). Hence \( | \psi_\alpha \rangle \) is a state in \( \mathcal{H} \) and \( | \psi_\alpha \rangle \) is a state in the slow manifold of the composite space \( \mathcal{H}_c \). Accordingly the quasienergy corresponding to \( | \psi_\alpha \rangle \) is denoted by \( \epsilon^{(0)}_\alpha = \epsilon^{(0)}_{(\alpha,m)} \). For the Floquet matrix \( H_F \), the generalized Salwen perturbation theory leads to the matrix equation,
\[
\sum_{\beta=1}^4 h_{\alpha\beta}(\epsilon) \langle \langle \psi_\beta | \psi_\beta \rangle \rangle = \epsilon \langle \langle \psi_\alpha | \psi_\alpha \rangle \rangle \quad \text{with (12)}
\]
\[
h_{\alpha\beta}(\epsilon) = \langle \langle \psi_\alpha | H_{F0} + T(\epsilon) | \psi_\beta \rangle \rangle
\]

for \( \alpha = 1, 2, 3, 4 \), the solution of which determines the quasienergies \( \epsilon_\alpha \) and Floquet states \( | \tilde{\psi}_\alpha \rangle \) of the slow manifold of the interacting system. Here,
\[
T(\epsilon) = \sum_{k=0}^{+\infty} |VG_P|^k V
\]
(13)
is the scattering matrix, where \( G_P = \sum_{\alpha,m} |\langle \psi_\alpha, m \rangle / [\epsilon - \epsilon^{(0)}_{(\alpha,m)}] \rangle \langle \psi_\alpha, m \rangle \rangle \) is the Greens function associated with fast space of \( H_{F0} \) and the notation \( \sum' \) indicates that the degenerate space is excluded from the sum. Since \( T \) is a function of \( \epsilon \), the set of equations (12) needs to be solved self-consistently.

In the absence of interactions, \( T(\epsilon) \equiv 0 \) and the Floquet quasienergies \( \epsilon_j = \epsilon^{(0)}_j \) for \( j = 1, 2, 3, 4 \) are recovered from Eq. (13). For nonzero interactions, we make the ansatz that the quasienergies \( \epsilon_\alpha \), and thus \( T(\epsilon) \) and \( h_{\alpha\beta} \), associated to the slow space can be written as a perturbative expansion in interaction strength \( \lambda (V \propto \lambda) \),
\[
\epsilon_\alpha = \epsilon^{(0)}_\alpha + \delta \epsilon_\alpha, \quad \text{with } \delta \epsilon_\alpha = \sum_{p=1}^{\infty} \kappa_{\alpha,p} \lambda^p
\]
(14)
\[
h_{\alpha\beta} = h_{\alpha\beta}^{(0)} + \sum_{p=1}^{\infty} h_{\alpha\beta,p} \lambda^p
\]
(15)

where \( \kappa_{\alpha,p} \) and \( h_{\alpha\beta,p} \) are the expansion coefficients. In practice we truncate the expansion at a desired cut-off order \( p = p_c \) and calculate the eigenvalues of the effective Hamiltonian using Eq. (15). Note that the \( p \)-th order of \( \epsilon_\alpha \) modifies the matrix elements \( h_{\alpha\beta} \) in \( (p + 2) \)-th order because of the form of \( T(\epsilon) \) in Eq. (13), which subsequently changes the quasienergies of the updated matrix in \( (p + 2) \)-th order. Hence the results (quasienergies) are exact up to \( p \)-th order. This suggests that the \( \kappa_{\alpha,p} \) are determined by the following procedure: 1) truncate \( \epsilon_\alpha \) to \( p_c \)-th order, 2) calculate the matrix elements and quasienergies of the matrix and 3) compare the expansion (14) and calculated quasienergies.

Since \( V \) contains both, couplings between qubits and external drives, the expansions in Eqs. (14) and (15) expand in the strengths of the qubit-qubit couplings as well as in the amplitude of the drives. We consider scenarios, where both processes occur at similar rates, which justifies treating them on the same footing in our perturbation theory.
C. Generalization to many-mode Floquet-theory

The single-mode Floquet theory can be generalized to a case where the system is not strictly periodic but rather quasi-periodic, i.e., it is driven by a multi-tone drive [25]. Here we present the theory for a bimodal driven system which we apply in the subsequent sections. The generalization to higher number of modes is straightforward.

We consider a static system $H_0$ as in Sec. II A, but now assume the system is simultaneously modulated by two periodic perturbations $H_1(t)$ and $H_2(t)$ with frequencies $\omega_{d1}$ and $\omega_{d2}$. For this bimodal driven system $H(t) = H_0 + \sum_{i=1,2} H_i(t)$, there is a time-independent Floquet representation in the composite Hilbert space $\mathcal{H}_c = \mathcal{H} \otimes T_1 \otimes T_2$, where $T_i$ is defined to be the Fourier space of functions with periodicity $2\pi/\omega_i$ for $i = 1, 2$.

The basis for the composite Hilbert space is denoted by $|\psi_\alpha, m_1, m_2\rangle \equiv |\psi_\alpha\rangle \otimes |m_1\rangle \otimes |m_2\rangle$, where $\{ |m_i\rangle | m_i \in \mathbb{Z}\}$ form a basis for $T_i$ for $i = 1, 2$. The Hamiltonian can be written in terms of its Fourier components as,

$$H = \sum_{(n_1, n_2)} \tilde{H}^{(n_1, n_2)} \exp\left[i(n_1 \omega_{d1} + n_2 \omega_{d2})t\right]$$  \hspace{1cm} (16)

and the Floquet matrix reads,

$$H_F = \sum_{(n_1, n_2)} \tilde{H}^{(n_1, n_2)} \otimes F_{n_1} \otimes F_{n_2}$$  \hspace{1cm} (17)

$$+ \omega_{d1} \mathbb{1} \otimes \mathbb{1} \otimes N + \omega_{d2} \mathbb{1} \otimes N \otimes \mathbb{1}$$

Following Eq. (2), we decompose $H_F$ into non-interacting part $H_{F0}$, corresponding to $H_0$, and an interaction part $V$, corresponding to $H_1$ and $H_2$. The states $|\psi_\alpha, m_1, m_2\rangle$ are thus the eigenstates of $H_{F0}$ with quasienergies $\epsilon_{(\alpha, m_1, m_2)}^{(0)} = E_{\alpha}^{(0)} + m_1 \omega_{d1} + m_2 \omega_{d2}$ and we denote the eigenstates and quasienergies of the interacting system $H_F$ by $|\psi_\alpha, m_1, m_2\rangle$ and $\epsilon_{(\alpha, m_1, m_2)}$ — with periodicity relation $\epsilon_{(\alpha, m_1, m_2)} = \epsilon_{(\alpha, 0, 0)} + m_1 \omega_{d1} + m_2 \omega_{d2}$. Here, the projection relations for the time-evolution operators from the composite space to the Hilbert space read,

$$\langle \psi_\beta | U(t, t_0) | \psi_\alpha \rangle = \sum_{m_1, m_2} \langle \psi_\beta, m_1, m_2 | U_F(t - t_0) | \psi_\alpha, 0, 0 \rangle \times$$  \hspace{1cm} (18)

$$\times \exp\left[i(m_1 \omega_{d1} + m_2 \omega_{d2})t\right]$$

Accordingly one can define time-dependent and time-averaged probabilities as in the case of single-mode system, see Eqs. (10) and (11). Note that the definition for the composite space and the form of the many-mode Fourier decomposition Eq. (16) is not unique here. Depending on the explicit form of $H_i(t)$, one may find it more convenient to redefine the Fourier spaces $T_i$. For example if $\omega_{d1} = \omega_1 + \omega_2$ and $\omega_{d2} = \omega_1 - \omega_2$, we could equivalently work in the Fourier space of the functions with periodicity $2\pi/\omega_1$.

To find the effective interaction Hamiltonians, we proceed as in the single mode case and adiabatically eliminate all Floquet states except for the four in the low-energy manifold to effectively describe the infinite-dimensional Floquet matrix by a $4 \times 4$ matrix. Dropping again the Fourier index for the low-energy states and quasienergies and denoting them by $|\psi_\alpha\rangle$ and $\epsilon_\alpha^{(0)}$, the Green’s function of the fast space reads $G_F(\epsilon) = \sum_{n,m_1,m_2} \langle \psi_\alpha, m_1, m_2 \rangle \langle \psi_\alpha, m_1, m_2 \rangle / (\epsilon - \epsilon_\alpha^{(0)})$ where $\epsilon$ is the quasienergy of the degenerate manifold in the interacting limit and the sum runs over the fast space where the degenerate states are excluded. The procedure of constructing the self-consistent matrix equation and solving for its quasienergies runs analogous to the single-mode case, c.f. Eqs. (12), (13), (14) and (15).

We now turn to apply the formalism developed above to specific physical set-ups and derive the corresponding effective interaction Hamiltonians.

III. DRIVEN QUBIT SCHEMES

In this section we apply the formalism developed in Sec. II to capacitively coupled qubits with single-mode or bimodal driving. We consider two superconducting Transmon qubits [35] with Josephson energies $E_{Ji}$ and capacitances $C_i$ ($i = 1, 2$), see Fig. 1 that are coupled via a capacitance $C_t$ with $C_t \ll C_j$. The dynamics of the system can be described in terms of the nodal phases $\phi_1$ and their conjugate variables $n_1$ ($n_2$) with the Hamiltonian,

$$\mathcal{H} = \sum_{j=1,2} -E_{Jj} \cos(\phi_j) + E_{Cj} n_j^2 + E_{cc} n_1 n_2$$  \hspace{1cm} (19)

where $E_{Cj} = \hbar^2(2\phi_0 C_j)^{-1} (1 - C_t/C_j)$, $E_{cc} = \hbar^2(\phi_0 C_1 C_2)^{-1} C_t$ and $\phi_0 = \hbar/(2e)$ is the rescaled flux quantum. In the phase regime ($E_{Jj}/E_{Cj} \gg 1$), relevant for Transmon qubits, we have $||\phi_j|| \ll 1$ and
can approximate \( \cos(\phi_j) \approx -\phi_j^2/2! + \phi_j^4/24! + \text{const.} \). The Hamiltonian in this regime describes two nonlinear oscillators that are coupled through the last term in Eq. (19). It is quantized via the canonical commutation relations \([\phi_i, n_j] = i\delta_{ij}\), resulting in the substitutions \(\phi_j = \bar{\phi}_j (a_j + a_j^\dagger)\) and \(n_j = -i(2\bar{\phi}_j)^{-1}(a_j - a_j^\dagger)\), where \(a_j^\dagger(a_j)\) are creation (destruction) operators and \(\bar{\phi}_j = (E_{Cj}/2E_{Jj})^{1/2}\) the zero-point motion amplitude of qubit \(j\). The quantized Hamiltonian reads \((\hbar = 1)\),

\[
H = \sum_{j=1,2}(\omega_j a_j^\dagger a_j - U_j a_j^\dagger a_{j+1} a_j^\dagger a_j + g_c(a_1 - a_2^\dagger)(a_2 - a_1^\dagger))
\]

(20)

with,

\[
\omega_j = \sqrt{2E_{Jj}E_{Cj} + 2U_j}, \quad j \in \{1, 2\}
\]

(21)

\[
U_j = -E_{Jj}\bar{\phi}_j^4/4,
\]

\[
g_c = -E_{cc}/(4\bar{\phi}_1^2\bar{\phi}_2^2)
\]

Throughout the text, we assume that the two qubits are detuned from each other with a detuning \(\Delta = \omega_1 - \omega_2 > 0\) of the order of \(\omega_j\) \((j = 1, 2)\). Due to their nonlinear spectrum, we further assume that the Hamiltonian can be truncated to the single excitation subspace, \(|0\rangle\) and \(|1\rangle\) with \(a_j^\dagger a_j |n_j\rangle = n_j |n_j\rangle\), where it reads in terms of Pauli operators,

\[
\Pi = \sum_{j=1,2} \omega_j \sigma_j^x \sigma_j^y + g_c \sigma_j^x \sigma_j^y.
\]

(22)

Since we consider the coupling \(g_c\) in a perturbation expansion, the background Hamiltonian \(H_0\), c.f. Eq. (2) reads,

\[
H_0 = \sum_{j=1,2} \omega_j \sigma_j^x \sigma_j^y.
\]

(23)

We introduce the states \(|\psi_1\rangle = |1_1, 1_2\rangle, |\psi_2\rangle = |1_1, 0_2\rangle, |\psi_3\rangle = |0_1, 1_2\rangle\) and \(|\psi_4\rangle = |0_1, 0_2\rangle\), which form a basis for the Hilbert space. They are the eigenstates of \(H_0\) with eigenenergies \(E_1^{(0)} = \omega_1 + \omega_2, E_2^{(0)} = \omega_1, E_3^{(0)} = \omega_2\) and \(E_4^{(0)} = 0\). In the limit where \(g_c \ll \omega_j\), the interaction between the two qubits is ineffective due to their detuning. For this system single mode and bimodal driving are implemented as follows.

By a single-mode drive we denote the scenario, where one of the qubits (e.g. qubit 1) is modulated by the periodic Hamiltonian,

\[
H_d(t) = F_1(t) \sigma_1^a \text{ for } a = x, z,
\]

(24)

where

\[
F_1(t) = b \cos(\omega_d t + \theta)
\]

(25)

and \(b\) is the strength, \(\theta\) the phase, and \(\omega_d\) the frequency of the modulation. We refer to the two cases with \(a = x\) and \(a = z\) as transverse and longitudinal modulations. In an implementation, the transverse modulation is realized by coupling the first qubit to a charge line which is typically used for the standard readout processes. For longitudinal modulation, a small oscillating flux is threaded on top of the dc flux through the loop of the qubit’s SQUID to modulate its effective Josephson energy, c.f. [7].

As a bimodal modulation we refer to a quasiperiodic Hamiltonian,

\[
H_d(t) = F_1 \sigma_1^x + F_2 \sigma_2^x \text{ for } a = x, z,
\]

(26)

where

\[
F_i = \sum_{j=1,2} b_{ij} \cos(\omega_{djj} t + \theta_{ij}) \text{ for } i = 1, 2
\]

(27)

and \(b_{ij}\) are the amplitudes of the modulations. \(\omega_{d1}\) and \(\omega_{d2}\) are the two incommensurate frequencies, and \(\theta_{ij}\) possible relative phases of the drives.

In all cases considered here, we assume each \(\omega_j\) is off-resonant with respect to the transition frequency \(\omega_j\) of the corresponding driven qubit(s). This ensures that the drive cannot create excitations in the qubit it drives without a coupling to another qubit. Moreover, for both driving scenarios, the total Hamiltonian can be split as in Eq. (2), where

\[
H_1(t) = g_c \sigma_1^y \sigma_2^y + H_d(t)
\]

(28)

with \(H_d(t)\) given by Eqs. (24) or (26) and \(H_0\) as in Eq. (23).

In the following sections, we derive an effective time-independent Hamiltonian in the rotating frame of the qubits by means of the Floquet formalism. We will show that arbitrary spin-spin interaction can be realized in this system by choosing the right driving scheme. We first summarize our results for this part.

### A. Summary of results

A large variety of spin-spin interaction can be realized in this system by choosing the right driving scheme. In the case of a single-mode drive, these are:

1. When the first qubit is driven with \(a = x\) and \(\omega_d = \omega_2\), the interaction \(J_{xz} \sigma_1^x \sigma_2^x\) and \(J_{zx} \sigma_1^x \sigma_2^x\) are implemented for \(\theta = 0\) and \(\theta = \pi\). This interaction is second order including single photon exchange with the drive i.e. \(J_{xx} \sim J_{yy} \sim \frac{2g_c}{\omega_1 - \omega_2} g_c b\). Alternatively, by driving the second qubit one can realize \(\sigma_1^z \sigma_2^z\) and \(\sigma_1^y \sigma_2^y\).

2. For \(a = z, \theta = 0\), the hopping term \(J_h \sigma_1^+ \sigma_2^- + \text{H.c.}\) is enabled if \(\omega_d = \omega_1 - \omega_2\) and the squeezing term \(J_s \sigma_1^+ \sigma_2^+ + \text{H.c.}\) is enabled if \(\omega_d = \omega_1 + \omega_2\). Both processes are second order with single photon exchange and hence \(J_s \sim \frac{2g_c}{\omega_1 + \omega_2}\) and \(J_h \sim \frac{2g_c}{\omega_1 - \omega_2}\).
In the case of bimodal driving with modulation frequencies \( \omega_{d1} = \omega_1 + \omega_2 \) and \( \omega_{d2} = \omega_1 - \omega_2 \) the realizable interactions are:

3. For \( a = z \) and \( \theta_{ij} = 0 \), \( J_{xx} \sigma^z_i \sigma^z_j \) and \( J_{yy} \sigma^y_i \sigma^y_j \) can be realized by setting the modulation amplitudes such that \( \eta = (b_{11} + b_{21})/(\omega_1 + \omega_2) = (b_{12} - b_{22})/(\omega_1 - \omega_2) \) (for the \( XX \) interaction and for the \( YY \) interaction). The interaction is second-order with the strength \( J_{xx} = J_{yy} \sim 2\eta_{c} \).

4. If \( a = z \) and \( \theta_{ij} = \pi \), we get the interactions \( J_{zz} \sigma^z_i \sigma^z_j \) and \( J_{xy} \sigma^x_i \sigma^y_j \) when the modulation amplitudes are chosen such that \( \eta = (b_{11} + b_{21})/(\omega_1 + \omega_2) = (b_{12} - b_{22})/(\omega_1 - \omega_2) \) (for \( xz \) and for \( yz \)). The interaction strength is \( J_{xy} = J_{yz} \sim 2\eta_{c} \).

5. For \( a = z \) and \( \theta = 0 \), a \( \sigma^z \sigma^z \) interaction is implemented, which is a third order term in the coupling strength and thus is the weakest among all other types of effective spin-spin interactions (with a single photon exchange).

**B. Single-mode driven system**

We first consider a case in which one of the qubits is driven as described in Eq. (24), see Fig. 1. We use the equivalent time-independent Floquet representation of the system, c.f. Eq. (7), where, for the Hamiltonian \( \tilde{H} \), there are just three Fourier components,

\[
\tilde{H}^{(0)} = \tilde{H} \quad \text{and} \quad \tilde{H}^{(1)} = (\tilde{H}^{(-1)})^* = (b/2)e^{\theta_i}\sigma^y_i \quad (29)
\]

from which we can construct the Floquet matrix \( H_{F} \) according to Eq. (7). For this model we now first discuss the engineering of interactions at single photon transitions for transverse \((a = x)\) and longitudinal \((a = z)\) modulations and then discuss the possibility of engineering interactions at multi-photon exchange.

1. **Transverse modulation at single photon transition**

We here explain our Floquet approach for generating an effective parity-breaking interaction \( \sigma^z_i \sigma^z_j \) or \( \sigma^y_i \sigma^y_j \) in a single-mode driven system with transverse modulation. This also reproduces existing gate schemes [39–41].

We first assume \( \theta = 0 \). An example of quasienergies of the bare Floquet matrix \( H_{F0} \) as a function of \( \omega_d \) for \( \omega_1/(2\pi) = 12 \) GHz and \( \omega_2/(2\pi) = 9 \) GHz is shown in Fig. 2. In the frame defined by \( \mathcal{U}_{d1} = \exp(-i\omega_1 t \sigma^z_i \otimes \mathbb{1}) \) in the composite space, the Floquet matrix \( H_{F0} \) transforms to \( H_{F0} \rightarrow H_{F0} - \omega_1 \sigma^z_i \otimes \mathbb{1} \).

In this frame, which is equivalent to the rotating frame of the qubits, and in the absence of interactions, the Floquet states \( |\psi_1, m\rangle \) and \( |\psi_3, m\rangle \) are degenerate with quasienergy \( \omega_2 + m\omega_d \), and the Floquet states \( |\psi_2, m\rangle \) and \( |\psi_4, m\rangle \) are degenerate with quasienergy \( m\omega_d \).

As can be seen in Fig. 2 at the specific point \( \omega_d = \omega_2 \), the four Floquet states \( |\psi_1, m = -1\rangle, |\psi_2, m = 0\rangle, |\psi_3, m = -1\rangle \) and \( |\psi_4, m = 0\rangle \) form a degenerate manifold \( \mathcal{S} \) with quasienergy \( \epsilon^{(0)}_{m, m} = 0 \). Here \( m = -1 \) indicates that a single-photon exchange with the drive is responsible for the degeneracy of the states. This zero-frequency manifold is separated from states with higher quasienergies by a gap of size \( \omega_1 - \omega_2 \). We therefore eliminate the high energy states by applying the perturbation toolbox introduced in the Sec. 11B. For this single mode transverse driven system at \( \omega_d = \omega_2 \), the Salwen matrix has the structure,

\[
\begin{bmatrix}
    h_{11}(\epsilon) & h_{12}(\epsilon) & 0 & 0 \\
    h_{21}(\epsilon) & h_{22}(\epsilon) & 0 & 0 \\
    0 & 0 & h_{33}(\epsilon) & h_{34}(\epsilon) \\
    0 & 0 & h_{43}(\epsilon) & h_{44}(\epsilon)
\end{bmatrix}
\quad (30)
\]
where the $h_{\alpha,\beta}$ are as in Eq. [12]. Therefore $\mathcal{S}$ decouples into two subspaces, one spanned by $\mathcal{S}_1 = \{ |\psi_1\rangle, |\psi_2\rangle \}$ and another spanned by $\mathcal{S}_2 = \{ |\psi_3\rangle, |\psi_4\rangle \}$ (As explained in Sec. III we drop the index $m$ for the degenerate manifold).

Setting $\lambda = b$, c.f. Eq. [14], and introducing the ratio $\eta = g_c/b$ we obtain $\delta \epsilon_\alpha$ for $\alpha = 1, 2$ as given in Eq. [14], where the coefficients read,

\[
\kappa_{\alpha,1} = 0
\]

\[
\kappa_{\alpha,2} = -\frac{(2 + \eta^2)\omega_1 \pm \sqrt{\eta^2(4 + \eta^2)}\omega_2}{\omega_1^2 - \omega_2^2}
\]

\[
\kappa_{\alpha,4} = -\frac{\kappa_{\alpha,2}\eta(\omega_1^2 + \omega_2^2) + 2\omega_1(1 \pm \kappa_{\alpha,2}\eta\sqrt{2 + \eta\omega_2})}{(\omega_1 - \omega_2)^2(\omega_1 + \omega_2)^2}
\]

where $\alpha = 1(2)$ for the upper(lower) sign, $\tilde{\eta} = 2 + \eta^2$ and we have truncated the expansion at 4th order. The corresponding eigenstates $|\tilde{\psi}_1\rangle$ and $|\tilde{\psi}_2\rangle$ are,

\[
|\tilde{\psi}_1\rangle = \frac{1}{\mathcal{N}} \left( -1 + \sqrt{\frac{4 + \eta^2}{2}} |\psi_1\rangle + |\psi_2\rangle \right),
\]

where $\alpha = 1(2)$ for the upper(lower) sign.

The effective Hamiltonian in Floquet space, $\tilde{H}_{eff} = \sum_\alpha \epsilon_\alpha |\tilde{\psi}_\alpha\rangle \langle \tilde{\psi}_\alpha |$, can then, after some elementary algebra, be written in terms of spin operators as,

\[
\tilde{H}_{eff} = \left( \frac{\omega_1}{2} + \delta \omega_1 \right) \sigma_1^z + \delta \omega_2 \sigma_2^z + J_{xx} \sigma_1^z \sigma_2^z
\]

This Hamiltonian describes the effective dynamics in the Floquet space, where $\delta \omega_1$ and $\delta \omega_2$ are frequency shifts incurred on the two qubits due to the interaction, and $J_{xx}$ is the strength of the effective interaction between the qubits. These parameters read,

\[
\frac{\delta \omega_1}{\omega_1} = \frac{(2 + \eta^2)\omega_1^2 - (2 + \eta^2)\omega_2^2}{\omega_1^2 - \omega_2^2},
\]

\[
\frac{\delta \omega_2}{\omega_2} = \frac{(2 + \eta^2)\omega_1^2 - (2 + \eta^2)\omega_2^2}{\omega_1^2 - \omega_2^2} + \frac{\eta^2(2 + \eta^2)\omega_2 (3\omega_2^2 + \omega_1^2)}{(\omega_1^2 - \omega_2^2)^3} b^4,
\]

\[
J_{xx} = \frac{2 \eta \omega_2}{\omega_1^2 - \omega_2^2} - \frac{2 \eta (2 + \eta^2)(3 \omega_2^2 + \omega_1^2)}{(\omega_1^2 - \omega_2^2)^3} b^4
\]

An example of the parameters and dynamics of the effective Hamiltonian is given in table I.

| Parameters (MHz) |
|------------------|
| $\delta \omega_1/(2\pi)$ | $\delta \omega_2/(2\pi)$ | $J_{xx}/(2\pi)$ |
|------------------|
| GSM (2nd order) | -40.952 | -21.428 |
| GSM (4th order) | -40.191 | -20.833 |
| GSM (6th order) | -40.224 | -20.860 |
| Exact result | -40.222 | -20.855 |

**TABLE I.** Numerical values for frequency shifts $\delta \omega_i$ ($i = 1, 2$) and interaction strength $J_{xx}$ in Eq. (37) for $\omega_1/(2\pi) = 12$ GHz, $\omega_2/(2\pi) = \omega_4/(2\pi) = 9$ GHz, $\eta/(2\pi) = 250$ MHz and $\eta = 1.2$. GSM means Generalized Slawen method.

The expression for $J_{xx}$ shows that the effective interaction to the lowest order is second-order in $b$ and is formed by two processes: (i) a single photon exchange with the drive ($\propto b$) and (ii) a $\sigma_y^{(1)}\sigma_y^{(2)}$ interaction ($\propto g_c = \eta b$).

The physical meaning of the above interactions can be obtained via Eq. (9) that relates the time-evolution as observed in the lab, $U(t,t_0)$, with time-evolution operator in the Floquet space, $U_{F}(t,t_0)$. To simplify the right hand side of Eq. (9), we introduce the operators $U_{q1} = \exp(i\omega_1 t \sigma_1^z / 2)$ and $U_{q2} = \exp(i\omega_2 t \sigma_2^z / 2)$, with $U_{q1}^\dagger |\psi_\alpha, m\rangle = e^{i\omega_1 m t} |\psi_\alpha, m\rangle$ on the degenerate subspace and $U_{q1}^\dagger U_{q1} = 1$. We can thus write

\[
\langle \psi_\beta | U(t,t_0) | \psi_\alpha \rangle = \sum_{m_1, m_2} \langle \langle \psi_\beta, m_2 | U_{q1}^\dagger U_{F}(t-t_0) U_{q1} | \psi_\alpha, m_1 \rangle \rangle e^{i(m_1 - m_2)t} \delta \omega_1
\]

\[
= \langle \langle \psi_\beta | U_{q1}^\dagger U_{q2}^\dagger U_{F}(t-t_0) U_{q1} U_{q2} | \psi_\alpha \rangle \rangle,
\]

where we have ignored all states except for the low-energy manifold. Since the $U_{q1}$ are defined over the infinite-dimensional Floquet space, their truncation to the low-energy space is,

\[
U_{q1}(t) = \exp(i\omega_1 t \sigma_1^z / 2), \quad U_{q2}(t) = \exp(i\omega_2 t \sigma_2^z / 2)
\]
and we can write

$$
\langle \psi_\beta | U(t, t_0) | \psi_\alpha \rangle = \langle \psi_\beta | U_{q1} \rho_{t_0} U_{q1}| \psi_\alpha \rangle (43)
$$

The operators $U_{q1}$ simply define the rotating frame of the qubits and thus $| \psi_\beta (t_0) \rangle = U_{q1}U_{q2} | \psi_\beta \rangle$ is the state $| \psi_\beta \rangle$ transformed to the rotating frame of the qubits. Hence Eq. (43) simply reads $\langle \psi_\beta | U(t, t_0) | \psi_\alpha \rangle = \langle \psi_\beta | U_{eff}(t-t_0) \rho_{t_0} U_{eff} | \psi_\alpha \rangle$. This means $U_{eff}$ is the time evolution operator,

$$
U_{eff} = U_{q1} e^{-i\hat{H}_{eff} (t-t_0)} U_{q1}^\dagger = e^{-i\hat{H}_{eff} (t-t_0)} (44)
$$

with,

$$
\hat{H}_{eff} = \delta \omega_1 \sigma_1^z + \delta \omega_2 \sigma_2^z + J_{xx} \sigma_1^z \sigma_2^z (45)
$$

the effective Hamiltonian in the rotating frame of the qubits.

The incurred local detunings of the qubits due to the modulation cause a shift in the resonance in the transition probabilities such that one needs to detune the frequency of the drive accordingly to $\omega_d = \omega_2 + \delta \omega_2$ to get efficient interactions. In Fig. 5a this shift in resonance is shown in the horizontal axis to the measured transition probability $|00 \rangle \rightarrow |01 \rangle$, c.f. Eq. (11), as a function of external drive frequency $\omega_d$ for coupling strength $g_c$. In Fig. 5b the probability of an erroneous process $|00 \rangle \rightarrow |10 \rangle$ is shown for comparison. With the shifted external frequency and in the rotating frame of the qubits with respect to the modified qubit frequencies (i.e. $\omega_i \rightarrow \omega_i + \delta \omega_i$ in Eq. (42)), the system exhibits a pure effective interaction $H_{eff} = J_{xx} \sigma_1^z \sigma_2^z$. Analogously, for $\theta \neq 0$ an effective interaction $H_{eff} = J_{eff} \exp (i\theta) \sigma_1^z \sigma_2^z + H.c.$ is realized ($J_{eff} \sim J_{xx}$), leading to $H_{eff} = J_{yy} \sigma_1^z \sigma_2^z$ for $\theta = \pi$.

2. Longitudinal modulation at single photon transition

We now show how to engineer a squeezing or hopping interaction in a single-mode driven system with longitudinal modulation, i.e. $a = z$ in Eq. (24), see also Fig. 1. We first set $\theta = 0$. The relevant modulation frequency for squeezing is $\omega_d = \omega_1 + \omega_2$. At this modulation frequency, the two bare Floquet states $| \psi_1, m = -1 \rangle$ and $| \psi_4, m = 0 \rangle$ are resonantly coupled through a single photon transition and the relevant manifold for the effective Hamiltonian is $S = \{| \psi_1, m = -1 \rangle, | \psi_2, m = -1 \rangle, | \psi_3, m = 0 \rangle \}$. These states have quasienergies $\epsilon_0 = \epsilon_2 = 0$, $\epsilon_1 = -\omega_2$ and $\epsilon_3 = \omega_2$. They are, nonetheless, degenerate at zero frequency in the rotating frame defined by $U_c = \exp (i\omega_2 t/2 (\sigma_1^z - \sigma_2^z) \otimes \mathbb{I})$, which is identical to the rotating frame of the qubits in the Hilbert space. The Salwen matrix in the subspace $S$ takes the form,

$$
\begin{pmatrix}
0 & 0 & h_{14}(\epsilon) \\
0 & h_{22}(\epsilon) & h_{23}(\epsilon) \\
0 & h_{32}(\epsilon) & h_{33}(\epsilon) \\
\end{pmatrix}
$$

(46)

This structure implies that the Hilbert space decouples again into two subspaces: $S_1 = \{| \psi_1 \rangle, | \psi_4 \rangle \}$ and $S_2 = \{| \psi_2 \rangle, | \psi_3 \rangle \}$, i.e. as opposed to the transverse modulation $| \psi_1 \rangle$ is not coupled to $| \psi_2 \rangle$ but $| \psi_4 \rangle$. The effective Hamiltonian for squeezing thus reads,

$$
H_{eff} = \delta \omega_1 \sigma_1^z + \delta \omega_2 \sigma_2^z + J_{s} (\sigma_1^z \sigma_2^z + H.c.) (47)
$$

with the parameters,

$$
\begin{align}
\delta \omega_1 &= -\frac{b^2 \eta \omega_2}{\omega_1 \omega_2} - \frac{b^2 \eta^2 (2 + \eta^2) \omega_1^4 + 4 \omega_1^2 \omega_2 + (1 + 3 \eta^2) \omega_1^2 \omega_2^2 + \omega_2^4)}{\omega_1 (\omega_1^2 - \omega_2^2)^3} + O(b^6), \\
\delta \omega_2 &= -\frac{b^2 \eta \omega_2}{\omega_1 \omega_2} + \frac{b^2 \eta^2 (2 + \eta^2) \omega_1^4 + 5 \omega_1^2 \omega_2 + (2 + \eta^2) \omega_1 \omega_2^2 + \omega_2^4)}{\omega_1 (\omega_1^2 - \omega_2^2)^3} + O(b^6), \\
J_{s} &= \frac{2b^2 \eta}{\omega_1 + \omega_2} - \frac{2b^4 \eta (2 + \eta^2)}{(\omega_1 + \omega_2)^3} + O(b^6)
\end{align}
$$

As an example, for $\omega_1/(2\pi) = 12$ GHz, $\omega_2/(2\pi) = 9$ GHz, $b/(2\pi) = 200$ MHz and $g_c/(2\pi) = 500$ MHz ($\eta = 2.5$), we get to the fourth order $\delta \omega_1/(2\pi) = 46.46$ MHz (exact: 46.52 MHz), $\delta \omega_2/(2\pi) = -34.57$ MHz (exact: -34.63 MHz) and $J_{s}/(2\pi) = 9.51$ MHz (exact: 9.51 MHz).

Alternatively, for $\omega_d = \omega_1 - \omega_2$ an effective hopping $J_{s} \sigma_1^z \sigma_2^z + H.c.$ is enabled through a one photon transition. For this working point, the two states $| \psi_2 \rangle$ and $| \psi_3 \rangle$ are coupled and the quasienergies of the states in $S$ after subtracting an irrelevant constant read $\epsilon_2(0) = \epsilon_3(0) = 0$, $\epsilon_1(0) = \omega_2$ and $\epsilon_4(0) = -\omega_2$. The relevant states $S_1 = \{| \psi_1, m = -1 \rangle, | \psi_4, m = 0 \rangle \}$ and $S_2 = \{| \psi_2, m = -1 \rangle, | \psi_3, m = 0 \rangle \}$ are degenerate at zero energy in the rotating frame set by $U_c = \exp (i\omega_2 t/2 (\sigma_1^z + \sigma_2^z) \otimes \mathbb{I})$ which is identical to the rotating frame of the qubits in the Hilbert space. The
in which $J$ is given by Eq. (38). (b) Time-averaged transition probability of unwanted process $|00\rangle \rightarrow |10\rangle$ which is closest to resonance. Parameters: $\omega_1/(2\pi) = 12$ GHz, $\omega_2/(2\pi) = 9$ GHz and $b/(2\pi) = 150$ MHz.

The degeneracy of low-energy states can however be achieved not only for a single photon transitions but also for multiple-photon exchange with the drive. While this typically leads to lower strength of the effective interactions, it only requires lower frequencies for the driving fields, which can be of a practical advantage. We therefore briefly discuss the engineering of interactions via multi-photon transitions in appendix C.

C. Bimodal driven system

We now consider a scenario in which both of the linearly coupled qubits are driven, resulting in a bimodal drive with frequencies $\omega_{d1} = \omega_1 + \omega_2$ and $\omega_{d2} = \omega_1 - \omega_2$, see Fig. 1. The explicit form of the drive Hamiltonian is given in Eq. (26). We will here show that the interactions $\sigma^x\sigma^x$, $\sigma^y\sigma^y$, $\sigma^z\sigma^z$ and $\sigma^x\sigma^y$ can be realized in this system using appropriate forms of the drive.

Based on the generalization of single-mode Floquet theory to many-modes discussed in Sec. II C, we can represent this quasiperiodic Hamiltonian in the composite Hilbert space $\mathcal{H}_c = \mathcal{H}_s \otimes \mathcal{T}_1 \otimes \mathcal{T}_2$ via the Floquet matrix given in Eq. (17), where the non-vanishing Fourier com-
ponents read,
\begin{align}
\hat{H}^{(0,0)} &= \mathcal{H} \\
\hat{H}^{(1,1)} &= (\hat{H}^{(-1,-1)})^* = \sum_{j=1,2} \frac{b_{j1}}{2} \exp(i\theta_{j1}) \sigma_j^z \\
\hat{H}^{(1,-1)} &= (\hat{H}^{(-1,1)})^* = \sum_{j=1,2} \frac{b_{j2}}{2} \exp(i\theta_{j2}) \sigma_j^z
\end{align}
with \( a = x \) for the transverse driving scheme and \( a = z \) for the longitudinal driving scheme, c.f. Eq. (26).

In the non-interacting limit, \( g_c = b_{ij} = 0 \), the states \( |\psi_{ij,m1,m2}\rangle \) are the eigenstates of \( H_{F0} \equiv H_F|_{g_c = b_{ij} = 0} \) with quasienergies \( \epsilon_{(a,m1,m2)} = E^{(0)}_{a} + m_1\omega_1 + m_2\omega_2 \). In particular, the four states \( |\psi_1\rangle \equiv |\psi_{1,1,1,0}\rangle \), \( |\psi_2\rangle \equiv |\psi_{1,1,-1,0}\rangle \), \( |\psi_3\rangle \equiv |\psi_{1,0,1,0}\rangle \), and \( |\psi_4\rangle \equiv |\psi_{1,0,0,0}\rangle \) have energy zero and there is a gap of size \( \omega_1 - \omega_2 \) between these degenerate states and other higher energy states. For interactions such that \( |g_c|, |b_{ij}| \ll \omega_1 - \omega_2 \), the effective dynamics can be described in terms of these states and we can adiabatically eliminate all other Floquet states. For the derivation of the effective Hamiltonian one calculates the scattering matrix \( \mathcal{S} \) using the Green’s function \( \mathcal{G}_F \) and perturbation \( V = H_F - H_{F0} \) as in Sec. [III]. We now apply this procedure to the two types of perturbations, transverse and longitudinal bimodal modulation.

1. Longitudinal driving scheme

In the case of a longitudinal drive with \( H_d(t) = \sum_{i=1,2} F_i \sigma_i^z \) the matrix equation has the same structure as Eq. (40), where the subspace spanned by \( S_1 = \{ |\psi_1\rangle, |\psi_4\rangle \} \) decouples from that spanned by \( S_2 = \{ |\psi_2\rangle, |\psi_3\rangle \} \) and we can solve for quasienergies in each subspace independently.

We first assume \( \theta_1 = \theta_2 = 0 \). In order to expand in a single variable, we define \( \eta_{ij} = b_{ij}/g_c \). Using the ansatz of Eq. (14) for the quasienergies and expanding the matrix elements, one can verify that \( \kappa_{\alpha,1} = 0 \) and \( \kappa_{\alpha,2} = \pm b^2/(\omega_1 + \omega_2) + O(b^4) \) (for the two states of \( S_1 \), \(+(-)\) for \( \alpha = 1(4) \)) and \( \kappa_{\alpha,2} = \pm b^2/(\omega_1 - \omega_2) + O(b^4) \) (for \( S_2 \), \(+(-)\) for \( \alpha = 2(3) \)). Including \( \kappa_{\alpha,2} \), the effective Hamiltonian is exact to fourth order in the amplitudes \( b_{ij} \) and the coupling \( g_c \). It reads,
\begin{align}
H_{eff} &= \delta\omega_1\sigma_1^z + \delta\omega_2\sigma_2^z + J_{xx}\sigma_1^x\sigma_2^x + J_{yy}\sigma_1^y\sigma_2^y
\end{align}

where,
\begin{align}
\delta\omega_1 &= \frac{b^2\omega_1}{\omega_1^2 - \omega_2^2} + O(b^4), \\
\delta\omega_2 &= -\frac{b^2\omega_2}{\omega_1^2 - \omega_2^2} + O(b^4), \\
J_{xx} &= b^2\left(-\frac{\eta_{12} + \eta_{22}}{\omega_1 - \omega_2} + \frac{\eta_{11} + \eta_{21}}{\omega_1 + \omega_2}\right) + O(b^4), \\
J_{yy} &= b^2\left(-\frac{\eta_{12} - \eta_{22}}{\omega_1 - \omega_2} + \frac{\eta_{11} + \eta_{21}}{\omega_1 + \omega_2}\right) + O(b^4)
\end{align}

To leading order, the frequency shifts \( \delta\omega_i \) are independent from the external modulations and originate from the capacitive coupling. These shifts can be absorbed in the effective Hamiltonian by detuning the external drives according to \( \omega_{d1} \rightarrow \omega_{d1} + \delta\omega_1 + \delta\omega_2 \) and \( \omega_{d2} \rightarrow \omega_{d2} + \delta\omega_1 - \delta\omega_2 \), which sets the external drives back into resonance with the desired processes. The rotating frame of the qubits also needs to be re-defined with respect to the modified frequencies, i.e. \( \omega_1 \rightarrow \omega_1 + \delta\omega_1 \).

Choosing the values for \( \eta_{ij} \) such that \( \left(\eta_{12} - \eta_{22}\right)/\left(\omega_1 - \omega_2\right) = -\left(\eta_{11} + \eta_{21}\right)/\left(\omega_1 + \omega_2\right) \), we get \( J_{yy} \approx 0 \) and the interaction is purely \( \sigma_1^x\sigma_2^x \). In turn, if \( \left(\eta_{12} - \eta_{22}\right)/\left(\omega_1 - \omega_2\right) = \left(\eta_{11} + \eta_{21}\right)/\left(\omega_1 + \omega_2\right) \), then \( J_{xx} \approx 0 \) and a pure \( \sigma_1^y\sigma_2^y \) interaction is implemented (see table II for a numerical example). Finally, for \( \theta_1 = \pi/2 \), the effective Hamiltonian takes the form,
\begin{align}
H_{eff} &= \delta\omega_1\sigma_1^z + \delta\omega_2\sigma_2^z + J_{xx}\sigma_1^x\sigma_2^x + J_{yy}\sigma_1^y\sigma_2^y
\end{align}
and a mixed interaction is implemented. The parameters of this Hamiltonian can be obtained from Eq. (55) by replacing \( J_{xx} \rightarrow J_{xy} \) and \( J_{yy} \rightarrow J_{yx} \).

2. Transverse driving scheme

In the case of a transverse driving scheme with \( H_d(t) = \sum_{i=1,2} F_i \sigma_i^y \), the off-diagonal elements of the effective matrix are zero, and therefore the effective Hamiltonian is written as,
\begin{align}
H_{eff} &= \delta\omega_1\sigma_1^z + \delta\omega_2\sigma_2^z + J_{zz}\sigma_1^z\sigma_2^z
\end{align}

To third order in interaction strength \( b \) the parameters read,
\[
\begin{align*}
\delta \omega_1 &= -b^2(\eta_{11}^2 - \eta_{12}^2) + \frac{b^2 \omega_1}{\omega_2} \left( \frac{\omega_1^2}{\omega_1^2 - \omega_2^2} + \frac{b^2(\eta_{11}^2 (2\omega_1 - \omega_2) + \eta_{12}^2 (2\omega_1 + \omega_2))}{4\omega_1^2 - \omega_2^2} \right) + O(b^4), \\
\delta \omega_2 &= -b^2(\eta_{21}^2 - \eta_{22}^2) - \frac{b^2 \omega_2}{\omega_1^2 - \omega_2^2} \left( \frac{\omega_1^2}{\omega_1^2 - \omega_2^2} + \frac{b^2(\eta_{21}^2 (\omega_1 - 2\omega_2) - \eta_{22}^2 (\omega_1 + 2\omega_2))}{4\omega_1^2 - \omega_2^2} \right) + O(b^4), \\
J_{zz} &= \frac{4b^3(\eta_{11} \eta_{21} - \eta_{12} \eta_{22})}{\omega_1 \omega_2} + \frac{4b^3 \eta_{12} \eta_{22}}{3\omega_1 (2\omega_1 - \omega_2)} + \frac{4b^3 \eta_{11} \eta_{21}}{3\omega_1 (2\omega_1 + \omega_2)} - \frac{8b^3 \eta_{12} \eta_{22}}{3\omega_1 (\omega_1 - 2\omega_2)} - \frac{8b^3 \eta_{11} \eta_{21}}{3\omega_1 (\omega_1 + 2\omega_2)} + O(b^4)
\end{align*}
\] (58)

For \(\omega_1/(2\pi) = 9\text{GHz}, \omega_2/(2\pi) = 5\text{GHz}, b/(2\pi) = 400\text{MHz}, \eta_1 = \eta_3 = 0.6\) and \(\eta_2 = \eta_4 = 0\) we here for example get \(J_{zz}/(2\pi) = 1.8\text{MHz}\).

### IV. DRIVEN COUPLING SCHEME

In Sec. III we considered a linear coupling of the form \(g_c(a_1 - a_1^\dagger)(a_2 - a_2^\dagger)\) between two Transmons and discussed the possibility of generating spin-spin interaction by using an appropriate single or bimodal driving of the qubits. The implemented interactions are at least second-order in modulation strength and/or coupling strength such that interactions of the order of 10-15MHz are realized with that setting.

In this section, we turn to a different type of coupling, namely a driven nonlinear coupling, see Fig. 4 as we will show in the following, higher effective interaction strengths can be achieved with this nonlinear coupling as the effective interaction is first-order in the modulation strength. In contrast to the linear coupling, pariy-breaking interactions can however not be realized in this setup since all of the contributing terms in the Hamiltonian are parity-conserving. This coupling circuit also requires some additional control circuitry, which can make the driven qubit circuit a better choice for applications that require only moderate interaction strength.

We here consider two Transmon qubits with Josephson energies \(E_{J_1}\) and capacitances \(C_1\) coupled via a dc-SQUID with Josephson energy \(E_{J_2}\) and capacitance \(C_2\), see Fig. 4. We further assume that the coupling SQUID is modulated via an external time-dependent flux \(\phi_{ext}(t)\) that requires only moderate interaction strength.

The Hamiltonian of the circuit reads,

\[
H = \sum_{j=1,2} \left( E_{J_1 j} \cos(\phi_j) + E_{C_1 j} \eta_j^2 \right) + E_{cc} \eta_1 \eta_2 + E_{J_2} \cos(\phi_{ext}/2) \cos(\phi_1 - \phi_2)
\]

For the external flux, we assume a superposition of a constant and a bimodal contribution,

\[
\begin{align*}
\phi_{ext}(t) &= \phi_{dc} + F(t), \\
F(t) &= 2\phi_{ac,1} \cos(\omega_{d1} t + \theta) + 2\phi_{ac,2} \cos(\omega_{d2} t)
\end{align*}
\] (60)

where \(\omega_{d1} = \omega_1 + \omega_2, \omega_{d2} = \omega_1 - \omega_2\) and for \(\phi_{ac} \ll \phi_{dc}\), we have \(\cos(\phi_{ext}/2) \approx \cos(\phi_{dc}/2) + \sin(\phi_{dc}/2) F(t)\). In the single excitation subspace, the quantized Hamiltonian reads,

\[
H = H_0 + H_1(t)
\]

\[
H_0 = \sum_{j=1,2} \omega_j \sigma_j^+ \sigma_j^-
\]

\[
H_1(t) = \left[ \cos \left( \frac{\phi_{dc}}{2} \right) + \sin \left( \frac{\phi_{dc}}{2} \right) F(t) \right] H_1'
\] (61)

with,

\[
H_1' = \sum_{j=1,2} g_j \sigma_j^+ \sigma_j^- + g_x \sigma_z^+ \sigma_z^- + g_x \sigma_z^2 \sigma_z^2
\] (62)

where \(g_j = E_{J_1} \bar{\phi}_{j}/2, g_x = -E_{J_2} \bar{\phi}_1 \bar{\phi}_2, g_z = E_{J_2} \bar{\phi}_1 \bar{\phi}_2/4\) and \(g_{dc} = -E_{cc}/(4\bar{\phi}_1 \bar{\phi}_2)\). We have here assume a weak capacitive coupling, \(g_x \ll g_z, g_j\), and neglected a term \(g_x \sigma_z^2 \sigma_z^2\) in the Hamiltonian \(H_1\).

To discuss the generation of effective spin-spin interactions in this circuit, we first outline the idea using a more heuristic argument based on a Rotating Wave Approximation and then turn to derive more precise expressions with our Floquet engineering approach. Before entering the discussion of the derivation, we summarize the results for this section.

#### A. Summary of results

For a single and bimodal drives, applied to the coupling circuit, the following interactions may be generated:
1. For $\phi_{dc} \neq n\pi$ with odd integer $n$, an interaction $J_{zz}\sigma^z_1\sigma^z_2$ with $J_{zz} \sim \gamma_z$ is generated.

2. If the coupler is driven with $\omega_{d,1} = \omega_1 - \omega_2$, the hopping term $J_{+-,\phi_{ac,1}}\sigma^+_1\sigma^-_2 + H.c.$ with $J_{+-} \sim \gamma_x$ is enabled.

3. If the coupler is driven with $\omega_{d,2} = \omega_1 + \omega_2$, the squeezing terms $J_{++,\phi_{ac,2}}\sigma^+_1\sigma^+_2 + H.c.$ with $J_{++} \sim \gamma_x$ are enabled.

4. If $\phi_{ac} = \phi_{ac,1} = \phi_{ac,2}$, the interaction $J_{xx,\phi_{ac}}\sigma^x_1\sigma^x_2$ is generated for $\theta = 0$ and the interaction $J_{yy,\phi_{ac}}\sigma^y_1\sigma^y_2$ for $\theta = \pi$, where $J_{xx} \sim J_{yy} \sim \gamma_x$.

The precise values for these interactions are given in Eq. (69).

**B. Rotating Wave Approximation (RWA)**

Let us first assume that the oscillating drive is turned off, $\phi_{ac,1} = \phi_{ac,2} = 0$. In this case, the Hamiltonian reads $H = \sum_{j=1,2} \tilde{\omega}_j \sigma^z_j + g_x \sigma^x_1\sigma^x_2 + g_z \sigma^z_1\sigma^z_2$, where $\tilde{\omega}_j = \omega_j + \cos(\phi_{dc}/2)g_j$ is the modified qubit transition frequency, $g_x = \cos(\phi_{dc}/2)g_x$ and $g_z = \cos(\phi_{dc}/2)g_z$. In the rotating frame of the qubits defined by $U_{ij} = \exp(-i\tilde{\omega}_j t\sigma^-_j\sigma^+_j)$, the Hamiltonian and the spin operators transform as $H \rightarrow H - \sum_{j=1,2} \tilde{\omega}_j \sigma^-_j\sigma^+_j$ and $\sigma^\pm_j \rightarrow \exp(\pm i\tilde{\omega}_j t)\sigma^\pm_j$. Therefore, the term $g_x \sigma^x_1\sigma^x_2$ rotates at the two frequencies $\tilde{\omega}_1 = \omega_1 + \omega_2$ and $\tilde{\omega}_2 = |\omega_1 - \omega_2|$. Provided $\gamma_x \ll \tilde{\omega}_1, \tilde{\omega}_2$, which is typically the case, we can therefore discard it. The Hamiltonian is then well-approximated by the non-rotating term $H \approx g_z \sigma^z_1\sigma^z_2$.

If instead, we apply the oscillating flux described in Eq. (60) and set $\phi_{dc} = \pi$, the term $\sigma^x_1\sigma^x_2 + \sigma^z_1\sigma^z_2$ in $H'_f$ rotate at the frequencies $\omega_{d1}$ and $\omega_{d2}$ in the rotating frame of the qubits. For $g_j, g_z \ll \omega_{d1}, \omega_{d2}$ these terms can then be neglected in a rotating wave approximation. The only non-rotating contribution is then given by the term $F(t)g_x \sigma^x_1\sigma^x_2$, which, in the rotating frame, reads

$$g_x e^{i\theta} \phi_{ac,1} \sigma^x_1\sigma^x_2 + g_x \phi_{ac,2} \sigma^x_1\sigma^x_2 + H.c. \quad (63)$$

where we have dropped rotating terms which oscillate at $2\omega_{d_j}$ and $2\omega_j$ for $j = 1, 2$, since $g_x \ll 2\omega_{d_j}, 2\omega_j$.

Therefore, if $\phi_{ac} = \phi_{ac,1} = \phi_{ac,2}$, we get $H \approx g_x \phi_{ac} \sigma^x_1\sigma^x_2$ for $\theta = 0$ and $H \approx g_x \phi_{ac} \sigma^y_1\sigma^y_2$ for $\theta = \pi$. We also note that for the two single mode driving cases, $\phi_{ac,1} = 0$ or $\phi_{ac,2} = 0$ a hopping or a squeezing term would be enabled, see also [42].

**C. Bimodal Floquet Theory**

We now derive more accurate expressions for the effective interactions generated by the drive described in Eq. (60) with $\phi_{dc} = \pi$ via our Floquet engineering approach. The infinite-dimensional matrix $H_F$ to represent this bimodal driven system in Floquet space is given in Eq. (17) where here,

$$\tilde{H}^{(0,0)} = H_0 \quad (64)$$

$$\tilde{H}^{(1,1)} = (\tilde{H}^{(-1,-1)})^* = \phi_{ac,1} e^{i\theta} H'_1 \quad (65)$$

$$\tilde{H}^{(-1,-1)} = (\tilde{H}^{(1,1)})^* = \phi_{ac,2} H'_1 \quad (66)$$

In the limit $|g_j|, |g_z|, |g_x| \ll |\omega_1 - \omega_2|$, we can derive an effective Hamiltonian in terms of the four states $|\psi_1\rangle \equiv |\psi_1, m_1 = -1, m_2 = -1\rangle$, $|\psi_2\rangle \equiv |\psi_2, m_1 = -1, m_2 = 0\rangle$, $|\psi_3\rangle \equiv |\psi_3, m_1 = 0, m_2 = 0\rangle$, and $|\psi_4\rangle \equiv |\psi_4, m_1 = 0, m_2 = -1\rangle$. Using Salwen’s method, the effective matrix again decouples into two subspaces $S_1 = \{|\psi_1\rangle, |\psi_4\rangle\}$ and $S_2 = \{|\psi_2\rangle, |\psi_3\rangle\}$. For $\phi_{ac} = \phi_{ac,1} = \phi_{ac,2}$ and $\theta = 0$, we get the following quasienergies for these subspaces,

$$\epsilon_\alpha = b - \left(1 + \frac{32\eta_2^2}{\omega_1^2 + \omega_2^2} \right) b^3 + O(b^5) \quad \text{for} \quad \alpha = 1, 2$$

$$\epsilon_\alpha = -b - \left(3 + \frac{32\eta_2^2}{\omega_1^2 + \omega_2^2} \right) b^3 + O(b^5) \quad \text{for} \quad \alpha = 3, 4$$

(67)

where $\eta_1 = \eta_4 = (g_1 - g_2)/g_x$, $\eta_2 = \eta_3 = (g_1 + g_2)/g_x$, $\eta_z = g_z/g_x$ and $b = g_x \phi_{ac}$. The effective Hamiltonian thus reads,

$$H_{ef} = \delta \omega_1 \sigma^+_1 + \delta \omega_2 \sigma^+_2 + J_{xx} \sigma^+_1 \sigma^-_2 + J_{yy} \sigma^y_1 \sigma^y_2 \quad (68)$$
and the parameters of this Hamiltonian to third order in $b$ are,

\[
\begin{align*}
\delta\omega_1 &= \frac{b^2}{4} \left( \frac{2}{\omega_1 - \omega_2} + \frac{1}{\omega_1 + \omega_2} \right) - 2b^3(\eta_1 - \eta_2)\eta_z \left( \frac{1}{\omega_1 - \omega_2} + \frac{1}{\omega_1 + \omega_2} \right), \\
\delta\omega_2 &= \frac{b^2}{4} \left( \frac{2}{\omega_2 - \omega_1} + \frac{1}{\omega_1 + \omega_2} \right) - 2b^3(\eta_1 + \eta_2)\eta_z \left( \frac{1}{\omega_1 - \omega_2} + \frac{1}{\omega_1 + \omega_2} \right), \\
J_{xx} &= b + b^3 \left( \frac{2\eta_2^2 - \eta_1^2}{(\omega_1 - \omega_2)^2} + \frac{2\eta_z - \eta_2^2}{(\omega_1 + \omega_2)^2} \right), \\
J_{yy} &= b^3 \left( \frac{\eta_1^2}{(\omega_1 - \omega_2)^2} + \frac{1}{2\omega_1\omega_2} - \frac{\eta_2^2}{(\omega_1 - \omega_2)^2} \right)
\end{align*}
\] (69)

The effective Hamiltonian differs from Eq. (63), which was obtained from a rotating wave approximation, in two aspects: it contains frequency shifts on the qubits and interaction terms of third order. Higher order interaction terms can also be derived if desired. For $\theta = 0$, we can eliminate the $\sigma_1^y\sigma_2^y$ interaction by assuming a slight difference in the driving amplitudes, i.e. by choosing $\phi_{ac,1} = \phi_{ac}$ and $\phi_{ac,2} = \phi_{ac} + \delta\phi_{ac}$. To linear order in $\delta\phi_{ac}$, the strength of the $\sigma_1^y\sigma_2^y$ interaction is then given by,

\[
J_{yy} = J_{yy}\big|_{\delta\phi_{ac}=0} + D_y\delta\phi_{ac} = 0, \quad \text{where} \quad \begin{align*}
D_y &= \frac{g_z}{2} \left( 1 + \frac{3b^2}{2\omega_1\omega_2} + \frac{6b^2\eta_z^2}{(\omega_1 - \omega_2)^2} + \frac{6b^2(\eta_z - \eta_2^2)}{(\omega_1 + \omega_2)^2} \right) \\
&\approx \frac{g_z}{2}
\end{align*}
\] (70)

\[
H = J_{xx} \sum_{\text{blue links}} \sigma_i^x\sigma_j^x + J_{yy} \sum_{\text{green links}} \sigma_i^y\sigma_j^y + J_{zz} \sum_{\text{pink links}} \sigma_i^z\sigma_j^z
\] (71)

In our implementation of this model in superconducting circuits, Transmon qubits form the spin degrees of freedom and we use the two driving schemes discussed in sections III and IV to realize the spin-spin interactions, c.f. Fig. 6 and 7.

For the qubits, we use two sets of transition frequencies, indicated by the pink and orange colors of the dots representing qubits in Fig. 5. This ensures that, for each qubit, all three nearest neighbors have a different transition frequency than the qubit itself. Each qubit is thus off-resonant to its three nearest neighbors.

We now discuss the two implementations individually.

A. Implementation based on driven qubit scheme

In an implementation based on driven qubit scheme, the $XX$ and $YY$ couplings are realized through fixed capacitive couplings as discussed in Sec. IIIIC. The $ZZ$ coupling is realized using an unmodulated dc-SQUID which can be tuned via the dc flux through its loop to adjust the coupling strength, see Sec. IV. As we discussed in Sec. IIIIC, the $XX$ and $YY$ interactions are second-order while the $ZZ$ coupling is fourth-order in the coupling strength. To ensure that any first-order couplings are ineffective, we therefore assume that nearest neighbor qubits are mutually detuned by several GHz. This large detuning is indicated by the two different colors used for the dots representing qubits in Fig. 5. To furthermore suppress next-nearest neighbor interactions, we moreover slightly detune next-nearest neighbor qubits, i.e. any two qubits of the same color in Fig. 5 which share a common neighbor.

In this scheme based on qubit modulations, each qubit $i$ of the lattice is modulated via a longitudinal drive $F_i(t)\sigma_i^z$. To determine the form of $F_i(t)$, let us first con-
consider two neighboring qubits \( i \) and \( j \) that form a \( XX \) or \( YY \) link. Following the discussion in Sec. IIC, engineering these interactions requires both frequencies \( \omega_i \pm \omega_j \). For a pair of qubits, a \( XX \) or \( YY \) interaction can however be generated by driving one qubit at the sum and the other at the difference of the two transition frequencies. We can therefore choose,

\[
F_i = b_{ij} \cos[(\omega_i + \omega_j)t], \quad F_j = b_{ji} \cos[(\omega_i - \omega_j)t] \tag{72}
\]

where \( b_{ij} \) is the amplitude of the drive applied to qubit \( i \) to engineer the interaction with qubit \( j \) and vice versa for \( b_{ji} \). The drive amplitudes need to fulfill,

\[
b_{ij} = \frac{\omega_i + \omega_j}{\omega_i - \omega_j} b_{ji} \tag{73}
\]

with the \( +(-) \) sign to generate a pure \( XX(YY) \) interaction.

Since, in the honeycomb model, each spin has a \( XX \) interaction with one neighbor and a \( YY \) interaction with another neighbor, and because we assume that these neighbors have different transition frequencies, four different modulation frequencies are required to generate both interactions. For qubit \( i \), that forms \( XX \) or \( YY \) interactions with qubits \( j \) and \( j' \), these frequency components read,

\[
\omega_i \pm \omega_j \quad \text{and} \quad \omega_i \pm \omega_{j'}. \tag{74}
\]

Following the idea presented in Eq. \( \text{(72)} \) for one qubit pair, we can however work with a reduced number of frequency components applied to a qubit and use the drive,

\[
F_i(t) = b_{ij} \cos[(\omega_i + \omega_j)t] + b_{ij'} \cos[(\omega_i - \omega_j)t] \tag{75}
\]

for qubit \( i \). Here the first component of the drive is responsible for generating the interaction with qubit \( j \) and the second component for the interaction with qubit \( j' \). Note that, due to the assumed detunings between next-nearest neighbors \( j \) and \( j' \), the first (second) component does not affect the interaction between \( i \) and \( j' \) (\( j \)).

As the drive in Eq. \( \text{(75)} \) is not symmetric with respect to the neighbors of the qubit \( i \), the positions of the neighbors \( j \) and \( j' \) need to be fixed consistently for all qubits. We thus choose qubit \( j(j') \) to be to the right (left) of qubit \( i \). One could equally choose the opposite convention, but it is important to stick to a uniform convention when applying the drive \( \text{(75)} \) to qubits. For example, in Fig. 6, qubit \( i \) is to the left of qubit \( j \), so the drive \( F_j \), applied to qubit \( j \) has a frequency component \( \omega_j - \omega_i \). On the other hand, qubit \( i \) is to the right of qubit \( j' \), so that the drive \( F_{j'} \) applied to qubit \( j' \) has a frequency component \( \omega_{j'} + \omega_i \). In this way, each pair of qubits is driven by both the difference and sum of their transition frequencies and \( XX \) or \( YY \) interactions are implemented.

1. Numerical test of the approximations

To numerically investigate the accuracy of the approximations we used, we now consider a four-qubit module of the honeycomb lattice which consists of a central qubit and its three nearest neighbors, see Fig. 6b. Via numerical simulations we verify, for this setup, (i) that the drive in Eq. \( \text{(75)} \) does generate the required interactions for the honeycomb lattice and (ii) that this drive does not generate any long-range interactions that are not present in the honeycomb model.

For the considered four-qubit module, we consider the drives,

\[
\begin{align*}
F_1(t) &= b_{12} \cos(\omega_1 - \omega_2) + b_{13} \cos(\omega_1 + \omega_3), \\
F_2(t) &= b_{21} \cos(\omega_1 + \omega_2), \\
F_3(t) &= b_{31} \cos(\omega_1 - \omega_3)
\end{align*}
\tag{76}
\]

where we have neglected the drive acting on qubit 4, c.f. Fig. 6b, since the \( XX \) and \( YY \) interactions of this qubit are not contained in the considered subsystem. For the same reasons we also neglected the other components of \( F_2 \) and \( F_3 \), because qubit 2 only has a \( YY \) interaction and qubit 3 only a \( XX \) interaction in the considered subsystem. Due to the chosen pattern of transition frequencies...

**FIG. 5.** The Kitaev honeycomb lattice model. Spins sitting on the vertices of a honeycomb lattice constitute the degrees of freedom of the model. Each spin interacts via 3 different color coded interactions \( XX, YY \) and \( ZZ \) with nearest neighbors.
all omitted driving components are off resonant for all couplings between the considered qubits and can therefore be neglected.

According to the relation (73), we choose the drive amplitudes to fulfill,

\[
\frac{b_{12}}{\omega_1 - \omega_2} = \frac{b_{21}}{\omega_1 + \omega_2} \quad \text{and} \quad \frac{b_{13}}{\omega_1 + \omega_3} = -\frac{b_{31}}{\omega_1 - \omega_3} \quad (77)
\]

As an example for the parameters of the minimal circuit, we choose \(\omega_1/(2\pi) = 6.1 \text{ GHz}, \omega_2/(2\pi) = 9.6 \text{ GHz},\) \(\omega_3/(2\pi) = 9.1 \text{ GHz}\) and \(\omega_4/(2\pi) = 9.9 \text{ GHz}\) for the transition frequencies of the four qubits, \(g_1/(2\pi) = 200 \text{ MHz}\) for the capacitive couplings [c.f. Eq. (20)], \(g_2/(2\pi) = 200 \text{ MHz}\) and \(g_3/(2\pi) = 10 \text{ MHz}\) for the ZZ coupling of the SQUID, c.f. Eq. (61) for \(F(t) = 0\). For the coefficients \(b_{ij}\) in Eq. (70), we assume \(b_{12}/(2\pi) = 213.3 \text{ MHz}, b_{31}/(2\pi) = -48 \text{ MHz}, b_{13}/(2\pi) = -41.7 \text{ MHz}\) and \(b_{31}/(2\pi) = 204.1 \text{ MHz}\). The Floquet matrix of this minimal circuit has four individual modes with four qubit degrees of freedom. We truncate the infinite space of the drive to 9 states (\(n = -4\) to \(n = 4\)) for the numerical calculation of the effective Hamiltonian. This results in the Hamiltonian,

\[
H_{eff} = \sum_{j=1}^{4} \delta \omega_j \sigma_j^z + J_{xx} \sigma_x^i \sigma_x^j + J_{yy} \sigma_y^i \sigma_y^j + J_{zz} \sigma_z^i \sigma_z^j \quad (78)
\]

with coupling strength \(J_{xx}/(2\pi) = 5.21 \text{ MHz}, J_{yy}/(2\pi) = -5.20 \text{ MHz}, J_{zz}/(2\pi) = -9.9 \text{ MHz}\) and frequency shifts \(\delta \omega_1/(2\pi) = -13.41 \text{ MHz}, \delta \omega_2/(2\pi) = 6.77 \text{ MHz}, \delta \omega_3/(2\pi) = 7.38 \text{ MHz}\) and \(\delta \omega_4/(2\pi) = -6.96 \text{ MHz}\).

In order to estimate the effect of neglecting couplings to qubits outside the considered subsystem, we have also considered cases, where each qubit only interacts with one neighbor. This led to deviations of less than 1% for the frequency shifts and less than 4% for the couplings, which confirms that our test also provides a good estimate for the full lattice.

Fig. 6a shows the lowest quasienergies of the fast space of the four-body Floquet matrix and the maximal matrix element \(t_{max}\) of the scattering matrix \(T\) between this part of the fast subspace and the considered slow subspace. The plot shows results for two cases that result in almost the same effective couplings: the first with weaker couplings in the unmodulated lattice and stronger drive and the second in the opposite limit.

For both cases the ratio \(t_{max}/\epsilon\) never exceeds 0.1 which confirms the validity of adiabatic elimination. This ratio is lower for the case with weak lattice coupling and strong driving, indicating that the unmodulated couplings set the limit for adiabatic elimination. Hence weakly coupled lattice with stronger driving result in a cleaner implementation.

**B. Implementation based on driven coupling scheme**

In the driven coupling scheme the \(XX\) and \(YY\) links are implemented by driven SQUIDs, c.f. Sec. IV, and the ZZ links are implemented by an unmodulated SQUID, see Fig. 7. For the external flux through the coupler SQUID between two qubits \(i\) and \(j\) which form a \(XX\) or \(YY\) link we choose,

\[
\phi_{ij}(t) = \pi + 2\phi_{ij,1} \cos \left((\omega_i - \omega_j)t + \theta_{ij}\right) + 2\phi_{ij,2} \cos \left((\omega_i + \omega_j)t\right) \quad (79)
\]

where \(\theta_{ij} = 0(\pi)\) for a \(XX(YY)\) link.
We therefore explore two regimes of qubit transition frequencies of the four-body circuit shown in Fig. 7

1. Numerical test of the approximations

To numerically test our predictions for the driven coupling regime, we take a four-qubit circuit as shown in Fig. 7 and explore two patterns of transition frequencies. (1) a large detuning regime, with transition frequencies \( \omega_1/(2\pi) = 6.1 \text{ GHz}, \omega_2/(2\pi) = 9.6 \text{ GHz}, \omega_3/(2\pi) = 9.1 \text{ GHz} \) and \( \omega_4/(2\pi) = 9.9 \text{ GHz} \), and (2) a small detuning regime with transition frequencies \( \omega_1/(2\pi) = 6.1 \text{ GHz}, \omega_2/(2\pi) = 6.45 \text{ GHz} \) and \( \omega_3/(2\pi) = 6.55 \text{ GHz} \) and \( \omega_4/(2\pi) = 9.9 \text{ GHz} \).

For both regimes we use the same coupling parameters:

\[
g_{xx}/(2\pi) = 300 \text{ MHz}, g_{yy}/(2\pi) = 150 \text{ MHz}, g_{zz}/(2\pi) = 10 \text{ MHz} \text{ and } \phi_{ij,1} = \phi_{ij,2} = 0.1 \text{ for the } XX \text{ and } YY \text{ couplings (here between qubits 1 and 2 and between qubits 1 and 3), and } g_{x}/(2\pi) = 200 \text{ MHz} \text{ and } g_{z}/(2\pi) = 10 \text{ MHz} \text{ for the } ZZ \text{ coupling (here between qubits 1 and 4), c.f. Eq. (61).}
\]

Performing the adiabatic elimination of the fast subspace via the Salwen method, we can verify that the effective Hamiltonian takes the same form as in Eq. (78). In the large detuning regime, we get the parameters \( J_{xx}/(2\pi) = J_{yy}/(2\pi) = 30 \text{ MHz} \text{ and } J_{zz}/(2\pi) = 10 \text{ MHz} \) for the effective couplings and \( \delta \omega_1/(2\pi) = -13.92 \text{ MHz}, \delta \omega_2/(2\pi) = 0.22 \text{ MHz}, \delta \omega_3/(2\pi) = 0.24 \text{ MHz} \) and \( \delta \omega_4/(2\pi) = -13.88 \text{ MHz} \). In the small detuning regime, we obtain, \( J_{xx}/(2\pi) = 29.78 \text{ MHz}, J_{yy}/(2\pi) = 29.80 \text{ MHz}, J_{zz}/(2\pi) = 9.8 \text{ MHz}, \delta \omega_1/(2\pi) = -14.85 \text{ MHz}, \delta \omega_2/(2\pi) = 0.72 \text{ MHz}, \delta \omega_3/(2\pi) = 0.57 \text{ MHz} \) and \( \delta \omega_4/(2\pi) = -14.78 \text{ MHz} \).

To validate the adiabatic elimination, we have again calculated the maximum coupling strength between the states that give rise to the effective Hamiltonian (i.e. the degenerate manifold at zero energy) and the lowest energy state in the fast space. The result is shown in Fig. 8 and shows that there is an effective gap \( \sim 400 \text{ MHz} \) between the two fast and slow subspaces, while the coupling reaches a maximum of \( \sim 40 \text{ MHz} \), indicating that the effective Hamiltonian in Eq. (78) indeed provides a good approximation.

VI. CONCLUSIONS

In conclusion, we here introduced a scheme for an analog implementation of a complete set of spin-spin interactions in circuits of coupled transmon qubits. Using the Floquet formalism for periodically and quasi-periodically modulated quantum systems, we presented a generic procedure to derive an effective Hamiltonian for the low frequency subspace of the system in the rotating frame of the qubits. We discussed several single-mode and bi-modal driving schemes to realize different spin-spin interactions in transmon circuits with driven qubits and

Let us first comment on the transition frequency pattern of the qubits in this scheme. Note that as opposed to the driven qubit scheme, here the \( XX \) and \( YY \) interactions are first order in the coupling strength, which gives us more freedom to choose the pattern of transition frequencies. Hence, while it is possible to choose the same transition frequency pattern as for the driven qubit scheme, the transition frequencies of the qubits lying on a zigzag line formed by \( XX \) and \( YY \) links can also be chosen to be closer to each other. The qubits on the \( ZZ \) links, in turn, are still required to be largely detuned, since the \( ZZ \) interaction is fourth-order and there is a strong first-order coupling associated with this coupler.
FIG. 8. Validity of adiabatic elimination in the driven honeycomb lattice. The maximum coupling element $t_{\text{max}}$ between the slow space and the lowest states of the fast space of the driven four-body circuit is shown as a function of quasienergies of the fast space, $\epsilon$, for two driving cases. (a) Driven qubit scheme Blue (magenta) squares show the data for weaker (stronger) couplings in the lattice with stronger (weaker) modulation. Both cases have the same effective couplings ($\sim 5.2$ MHz for $XX$ and $YY$ and $\sim 10$ MHz for $ZZ$) and an effective gap of $\sim 300$ MHz. Parameters $b_{12}/(2\pi) = 213.3(177.7)$ MHz, $b_{21}/(2\pi) = -48(-40)$ MHz, $b_{13}/(2\pi) = -41.7(-34)$ MHz and $b_{31}/(2\pi) = 204.1(166.2)$ MHz for data shown in blue (magenta). The parameters of the undriven Hamiltonian are $g_c/(2\pi) = g_x/(2\pi) = 200(250)$ MHz and $g_s/(2\pi) = 10$ MHz. (b) Driven coupling scheme Blue (magenta) squares shows the data for small (large) detuning regime of qubit transition frequencies. Both cases have an effective coupling of $\sim 30$ MHz. For the large detuning regime the couplings are well approximated by RWA. Parameters: $\omega_1/(2\pi) = 6.1$ GHz, $\omega_2/(2\pi) = 6.45$ GHz and $\omega_3/(2\pi) = 6.55$ GHz and $\omega_4/(2\pi) = 9.9$ GHz for blue data and $\omega_1/(2\pi) = 6.1$ GHz, $\omega_2/(2\pi) = 9.6$ GHz, $\omega_3/(2\pi) = 9.1$ GHz and $\omega_4/(2\pi) = 9.9$ GHz for the data in magenta.

Driven nonlinear couplings.

We then combined the developed schemes for generating spin-spin interactions to show that the Kitaev honeycomb model can be generated in a lattice of coupled transmon qubits. We showed that both, driving the qubits directly and driving nonlinear couplers between them can implement the honeycomb model. In the former, the desired $XX$ and $YY$ interactions are second order processes and the strengths of these interactions were $|J_{xx}| \sim |J_{yy}| \sim 5$MHz in our numerical example. The $ZZ$ is implemented via an unmodulated SQUID and can have a strength of $|J_{zz}| \sim 10$MHz.

In the scheme with driven couplers, the $ZZ$ interaction is implemented in the same way and thus has the same strength, whereas the $XX$ and $YY$ interactions can here have a strength of $|J_{xx}| \sim |J_{yy}| \sim 30$MHz as they are first order.

It is important to note that in both schemes $J_{xx}$, $J_{yy}$ and $J_{zz}$ can be tuned independently. The first two are tuned via the modulation amplitudes and the latter is modified by the dc flux through the coupling SQUID. It is thus feasible to explore both phases of the honeycomb model, the Abelian and the non-Abelian phase [34].

The Abelian phase is realized when $|J_{\alpha}| > |J_{\beta}| + |J_{\gamma}|$, where $\alpha, \beta, \gamma \in \{xx, yy, zz\}$. In this phase the model can be mapped onto the toric code model [2]. Using our proposed circuits, one can also investigate the non-Abelian phase of the model. Compared to the abelian phase, the topological properties of this gapless phase are less explored [35]. An applied magnetic field of the form, $H_B = \sum_j (h_x \sigma_j^x + h_y \sigma_j^y + h_z \sigma_j^z)$ would open a spectral gap in this phase. In our implementation scheme, this magnetic field term could be implemented by incorporating additional resonant modulations of the qubits.

Finite size effects of an implementation were predicted to become negligible for lattices of 36 spins. [36]. In contrast to previously proposed implementations of the Kitaev honeycomb model [37], our approach does not invoke an ultra-strong coupling regime, which hasn’t yet been realized in multi-site lattices. Moreover, no long-range coupling terms would appear as compared to the approach in [37].

Appendix A: Explicit form of Floquet matrix

The Floquet matrix $H_F$ in Eq. (7) explicitly reads,
Appendix B: Projection-operator approach to Salwen perturbation theory

We here present a generalized approach to Salwen perturbation theory \[^30\]. For an unperturbed Hamiltonian \( H_0 \) on Hilbert space \( \mathcal{H} \) with eigenstates and eigenenergies \( |\psi_\alpha\rangle \) and \( \epsilon_\alpha \), we assume that \( \mathcal{H} = S \oplus F \) in which \( S \) is the subspace of nearly degenerate eigenstates of \( H_0 \) such that each \( |\psi_\alpha\rangle \in S \) is separated in energy from all other states \( |\psi_\beta\rangle \in F \) with an energy gap, i.e.

\[
|\epsilon_\alpha - \epsilon_\gamma| \ll |\epsilon_\beta - \epsilon_\gamma| \quad (B1)
\]

for any \( |\psi_\gamma\rangle \in S \). We simply denote \( |\psi_\alpha\rangle \in O \) by \( \alpha \in O \) for \( O \in S, F, \mathcal{H} \). We now consider a perturbation \( V \) to the Hamiltonian \( H_0 \) and write the Schrödinger equation for the perturbed Hamiltonian \( H = H_0 + V \) as,

\[
H |\tilde{\psi}_\alpha\rangle = \epsilon_\alpha |\tilde{\psi}_\alpha\rangle , \quad \alpha \in \mathcal{H} \quad (B2)
\]
in which \( |\tilde{\psi}_\alpha\rangle \) is the eigenstate corresponding to \( |\psi_\alpha\rangle \) with energy \( \epsilon_\alpha \). The goal is to find an effective Hamiltonian \( H_{\text{eff}} \) defined on \( S \) which has the same eigenenergies \( \epsilon_\alpha \) as \( H \). To derive this effective description perturbatively, we assume that the energy gap is larger than any coupling element \( \langle \psi_\alpha | V | \psi_\beta \rangle \) for \( \alpha, \beta \in \mathcal{H} \). This means that the states in \( S \) maintain large overlap with \( S \) after turning on the interaction. We define \( P \) and \( Q \) to be the projectors onto the two subspaces \( S \) and \( F \) respectively,

\[
P = \sum_{\alpha \in S} |\psi_\alpha\rangle \langle \psi_\alpha| , \quad Q = \sum_{\beta \in F} |\psi_\beta\rangle \langle \psi_\beta| , \quad (B3)
\]

where \( Q = 1 - P, \ P^2 = P \) and \( Q^2 = Q \). By applying these projectors onto Eq. \( (B2) \) and using \( Q = 1 - P \), the Schrödinger equation can now be written as two coupled equations,

\[
P H P |\tilde{\psi}_\alpha\rangle + P H Q |\tilde{\psi}_\alpha\rangle = \epsilon_\alpha P |\tilde{\psi}_\alpha\rangle , \quad (B4)
\]

\[
Q H P |\tilde{\psi}_\alpha\rangle + Q H Q |\tilde{\psi}_\alpha\rangle = \epsilon_\alpha Q |\tilde{\psi}_\alpha\rangle ,
\]

for \( \alpha \in S \). We are just concerned with the perturbed eigenstates of \( S \), so \( ||Q |\tilde{\psi}_\alpha\rangle|| \ll 1 \). We can thus solve the second equation of \( (B4) \) for \( Q |\tilde{\psi}_\alpha\rangle \) to get,

\[
Q |\tilde{\psi}_\alpha\rangle = \mathcal{G}(\epsilon_\alpha) Q V P |\tilde{\psi}_\alpha\rangle \quad (B5)
\]

where we used \( \mathcal{P} H_0 Q = Q H_0 P = 0 \). \( \mathcal{G}(\epsilon_\alpha) = (\epsilon_\alpha \mathbb{1} - Q H Q)^{-1} \) is the Green’s function associated with the subspace \( F \) of the interacting system. We plug Eq. \( (B5) \) into Eq. \( (B4) \) to get an equation which defines the effective Hamiltonian for the subspace \( S \),

\[
H_{\text{eff}} P |\tilde{\psi}_\alpha\rangle \equiv \epsilon_\alpha P |\tilde{\psi}_\alpha\rangle \quad (B6)
\]

with,

\[
H_{\text{eff}}(\epsilon_\alpha) \equiv \mathcal{P} H P + \mathcal{P} V Q \mathcal{G}(\epsilon_\alpha) Q V P \quad (B7)
\]

One can now calculate \( \mathcal{G} \) as a perturbative expansion in \( V \),

\[
\mathcal{G}(\epsilon_\alpha) = \mathcal{G}_0 \sum_{n=0}^{\infty} (V \mathcal{G}_0)^n \quad (B8)
\]

where \( \mathcal{G}_0(\epsilon_\alpha) = Q(\epsilon_\alpha \mathbb{1} - H_0)^{-1} Q \) is the Green’s function of the non-interacting system projected onto \( F \),

\[
\mathcal{G}_0(\epsilon_\alpha) = \sum_{\beta \in F} |\psi_\beta\rangle \langle \psi_\beta| / (\epsilon_\alpha - \epsilon_\beta^{(0)}) \quad (B9)
\]

The effective Hamiltonian now reads,

\[
H_{\text{eff}}(\epsilon_\alpha) = \mathcal{P} (H_0 + T(\epsilon_\alpha)) P \quad (B10)
\]

where we have defined the scattering matrix \( T \) as,

\[
T(\epsilon_\alpha) = V \sum_{n=0}^{\infty} (\mathcal{G}_0 V)^n \quad (B11)
\]

Note that the condition \( ||Q |\tilde{\psi}_\alpha\rangle|| \ll 1 \) indicates that \( |\langle \psi_\beta | Q |\tilde{\psi}_\alpha\rangle| \approx |\langle \psi_\beta | Q \mathcal{G}_0 V |\psi_\alpha\rangle| \ll 1 \), so \( |\langle \psi_\beta | V |\psi_\alpha\rangle| \ll |\epsilon_\beta - \epsilon_\alpha| \), i.e. the coupling between the two subspaces should be much smaller than the gap as stated earlier. The effective Schrödinger Eq. \( (B6) \) is a self-consistent equation as the effective Hamiltonian \( H_{\text{eff}}(\epsilon_\alpha) \) depends on the unknown energy \( \epsilon_\alpha \). To get the effective Hamiltonian to second order, we can approximate \( \epsilon_\alpha \approx \epsilon_\alpha^{(0)} \). For higher order corrections, one can solve for the eigenenergies of \( H_{\text{eff}}(\epsilon_\alpha^{(0)}) \) and plug them back to Eq. \( (B6) \) to continue recursively. We however take an alternative approach and make a perturbative ansatz for \( \epsilon_\alpha \) as explained in the main text.
of the qubits) when the external drive frequency is set to $|\omega_1/(2\pi)| = 11$ GHz, $|\omega_2/(2\pi)| = 9$ GHz, $b/(2\pi) = 120$ MHz and $\eta = 1.5$ MHz. This effective interaction is constructed through two-photon exchange. GSM means Generalized Slawen method.

### Appendix C: Engineering interactions at multiple-photon transition

In Sections [IIB1] and [IIB2] we discussed Floquet engineering at single photon exchange which leads to effective interactions of second order. The degeneracy of low-energy states can however be achieved not only for a single photon transitions but also for multiple-photon exchange with the drive. While this typically leads to lower strength of the effective interactions, it only requires lower frequencies for the driving fields, which can be a practical advantage. We therefore briefly discuss here the engineering of interactions via multi-photon transitions.

#### a. Longitudinal modulation:

In this case the states $|\psi_1\rangle = |\psi_1, m = -k/2\rangle$, $|\psi_2\rangle = |\psi_2, m = -k/2\rangle$, $|\psi_3\rangle = |\psi_3, m = 0\rangle$ and $|\psi_4\rangle = |\psi_4, m = 0\rangle$ are relevant for low-energy effective Hamiltonian (in the rotating frame of the qubits) when the external drive frequency is set to $\omega_d = \omega_1 \pm \omega_2/k$ (for squeezing and hopping) with $k$ being an integer. The case of $k = 1$ was discussed in Sec. [IIB2]. We find through the Salwen method that the effective Hamiltonian has the same structure as Eq. (46) for any $k$. For $k = 2$ the strengths of the squeezing and hopping read,

$$J_s = -8\eta b^3/(\omega_1 + \omega_2)^2 + O(b^5), \quad J_h = -8\eta b^3/(\omega_1 - \omega_2)^2 + O(b^5) \quad \text{(C1)}$$

which are third order interactions with two-photons involved. An example of squeezing at two photon transition is shown in Fig. 9a. The parameters of the squeezing are given in Table III. Multi-photon transitions have the advantage of using a lower drive frequency while the caveat is that the frequency $\omega_d = (\omega_1 + \omega_2)/2$ is closer to the frequency of the qubits. Hence this leads to unwanted processes and in practice it is limited to lower interaction strength. For example the process $|00\rangle \rightarrow |10\rangle$ which excites just the first qubit has an average probability of 0.013 in the given example.

#### b. Transverse modulation:

For $\omega_d = \omega_2/k$, the states $|\psi_1, m = -k\rangle$, $|\psi_2, m = 0\rangle$, $|\psi_3, m = -k\rangle$ and $|\psi_4, m = 0\rangle$ form the degenerate manifold (see Fig. 10), and one would anticipate that the parity-breaking processes can be realized for arbitrary $k$ as in the case of $k = 1$, c.f. Sec. [IIB1]. However, depending on whether $k$ is odd or even the effective Hamiltonian given by the perturbation toolbox takes two different structures. For odd $k$, the Hamiltonian is block diagonal as in Eq. (30), while for even $k$, the structure is the same as Eq. (46). The reason is that the effective interaction is constructed in $(k + 1)$-th order of perturbation with $k$ photons exchanged. Note that applying the perturbation $H_d \sim \sigma_1^1$ an even number of times restores the parity and therefore renders effective Hamiltonian non-interacting. On the other hand for odd $k$, one can engineer the parity breaking interactions. For $k = 3$, the interaction (i.e. $J_{xx}$) is of the fourth order with the strength,

$$J_{xx} = \frac{4\eta b^3\omega_2}{(\omega_1 - \omega_2)^2(\omega_1^2 - \omega_2^2/9)} + O(b^5) \quad \text{(C2)}$$

A numerical example for $k = 3$ is given in Fig. 9b. For $b = 600$ MHz the strength of the interacting is 1 MHz and the average occupation of the process $|00\rangle \rightarrow |10\rangle$ (closest unwanted process to resonance) is almost 0.02.
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FIG. 9. Resonances in the time-averaged transition probabilities due to spin-spin interactions with multiple photon exchange (a) Time-averaged transition probability $|00⟩ → |11⟩$ as a function of $ω_d$ and $b$. The resonance is enabled by squeezing interaction at two-photon transition. The dashed line shows the fourth order analytical prediction. Parameters: $ω_1/(2\pi) = 11$ GHz, $ω_2/(2\pi) = 9$ GHz and $g_c/(2\pi) = 180$ MHz. (b) Three photon resonance due to parity-breaking interaction $σ_z^1σ_x^2$ in the time-averaged transition probability $|00⟩ → |01⟩$ as a function of $ω_d$ and $b$. Dashed lines indicate the predicted resonance by the fourth (green) and sixth (red) orders of the perturbation respectively. Parameters: $ω_1/(2\pi) = 11$ GHz, $ω_2/(2\pi) = 9$ GHz and $g_c/(2\pi) = 600$ MHz.
FIG. 10. (a) Quasienergies of the Floquet matrix $H_{F0}$ as a function of $\omega_d$ for lower driving frequencies. The blue and green curves form the degenerate manifold at $\omega_d/(2\pi) = 4.5$ GHz and $\omega_d/(2\pi) = 3.0$ GHz due to two and three photon transition. (b) Quasienergies in the rotating frame $U_{q1}$. The parity is restored at $\omega_d/(2\pi) = 4.5$ GHz and the effective Hamiltonian is non-interacting. At $\omega_d/(2\pi) = 3$ GHz, a parity-breaking term $\sigma_z^1\sigma_x^2$ or $\sigma_z^1\sigma_y^2$ is enabled at three-photon transition. The shaded area shows the Floquet Brillouin zone in both plots. Parameters: $\omega_1/(2\pi) = 11$ GHz, $\omega_2/(2\pi) = 9$ GHz.