PERCOLATION OF STRONGLY CORRELATED GAUSSIAN FIELDS I.
DECAY OF SUBCRITICAL CONNECTION PROBABILITIES

STEPHEN MUIRHEAD$^1$ AND FRANCO SEVERO$^2$

Abstract. We study the decay of connectivity of the subcritical excursion sets of a class of strongly correlated Gaussian fields. Our main result shows that, for smooth isotropic Gaussian fields whose covariance kernel $K(x)$ is regularly varying at infinity with index $\alpha \in [0, 1)$, the probability that \( \{ f \leq \ell \} \), \( \ell < \ell_c \), connects the origin to distance $R$ decays sub-exponentially in $R$ at log-asymptotic rate $c_\alpha (\ell_c - \ell)^\alpha / (K(R))$ for an explicit $c_\alpha > 0$. If $\alpha = 1$ and $\int_0^\infty K(x)dx = \infty$ then the log-asymptotic rate is $c_1 (\ell_c - \ell)^2 R \int_0^R K(x)dx)^{-1}$, and if $\alpha > 1$ the decay is exponential.

Our findings extend recent results on the Gaussian free field (GFF) on $\mathbb{Z}^d$, $d \geq 3$, and can be interpreted as showing that the subcritical behaviour of the GFF is universal among fields with covariance $K(x) \sim c|x|^d$. Our result is also evidence in support of physicists’ predictions that the correlation length exponent is $\nu = 2/\alpha$ if $\alpha \leq 1$, and in $d = 2$ we establish rigorously that $\nu \geq 2/\alpha$. More generally, our approach opens the door to the large deviation analysis of a wide variety of percolation events for smooth Gaussian fields.

This is the first in a series of two papers studying subcritical level-set percolation of strongly correlated Gaussian fields, which can be read independently.

1. Introduction

Let $f$ be a smooth centred stationary Gaussian field on $\mathbb{R}^d$, $d \geq 2$. We consider the probability that the excursion sets

\[ \{ f \leq \ell \} := \{ x \in \mathbb{R}^d : f(x) \leq \ell \} \]

contain connected components of large diameter. For $R > 0$, define the centred Euclidean ball $B(R) = \{ x : |x| \leq R \} \subset \mathbb{R}^d$, and denote by $\text{Arm}_\ell(R)$ the event that $\{ f \leq \ell \}$ contains a path between the origin and $\partial B(R)$. By monotonicity of $\{ f \leq \ell \}$ with respect to $\ell$, there exists a critical level $\ell_c \in [-\infty, \infty]$ such that, as $R \to \infty$,

\[ \mathbb{P}[\text{Arm}_\ell(R)] \to \begin{cases} \theta(\ell) = 0 & \text{if } \ell < \ell_c, \\ \theta(\ell) > 0 & \text{if } \ell > \ell_c, \end{cases} \]

and under certain conditions it is known that $\ell_c$ is finite [MS83]. It is further known that $\ell_c = 0$ for a very wide class of planar fields as a consequence of self-duality [RV20, MV20, MRV20], and also that $\ell_c < 0$ for certain fields if $d \geq 3$ [DRRV21].

Our primary interest is the rate of decay of $\mathbb{P}[\text{Arm}_\ell(R)] \to 0$ as $R \to \infty$ in the subcritical phase $\ell < \ell_c$. For fields with ‘weak’ (i.e. rapidly decaying) correlations it is known that $\mathbb{P}[\text{Arm}_\ell(R)]$ decays exponentially – in particular, for positive and integrable covariances (with
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mild additional assumptions) [MV20, Sev21]. This is analogous to the ‘sharp’ phase transition that occurs in many percolation models with short-range dependence, including the archetype Bernoulli percolation [Men86, ABS87].

By contrast, much less is known about the decay of \( \mathbb{P}[\operatorname{Arm}_\ell(R)] \) for fields with ‘strong’ (i.e. slowly decaying) correlations. In the physics literature it is predicted that such fields can lie outside the Bernoulli percolation universality class [Wei84, IK91, GRS21] (see Section 1.2.3 for further discussion), and that \( \mathbb{P}[\operatorname{Arm}_\ell(R)] \) may decay slower than exponentially.

A motivating example is the Gaussian free field (GFF), which is the centred stationary Gaussian field on \( \mathbb{Z}^d, d \geq 3 \), with covariance given by the Green’s function \( G(x) \sim c_{G,d}|x|^{2-d} \), where \( c_{G,d} > 0 \) is a constant. For \( d = 3 \), it was recently shown [GRS21] that, for \( \ell < \ell_c \),

\[
-(\ell_c - \ell)^2 R \approx \frac{4c_{G,3}(\log R)}{4c_{G,3}(\log R)}
\]

where \( \ell_c = \ell_c(d) < 0 \) is the critical level of the GFF, whereas in higher dimensions \( d \geq 4 \) the decay is exponential [PR15]. Although the GFF is defined on \( \mathbb{Z}^d \) rather than \( \mathbb{R}^d \), heuristically this should be irrelevant when considering large-scale connectivity properties.

In this paper we address the decay of \( \mathbb{P}[\operatorname{Arm}_\ell(R)] \) for smooth isotropic Gaussian fields whose covariance kernel \( K(x) = \mathbb{E}[f(0)f(x)] \) is regularly varying at infinity with index \( \alpha \in [0, d) \), i.e. \( K(x) \sim |x|^{-\alpha} L(|x|) \) where \( L(x) \) is a slowly varying function (see (1.1) for a precise definition); the GFF corresponds to \( \alpha = d - 2 \) and \( L \sim c_{G,d} \). Our main result extends (1.1) to a wide class of fields, and shows in particular that the behaviour of the GFF is universal among fields whose correlations are asymptotic to the Green’s function (see Section 1.2.4).

While the analysis in [GRS21] relied on specific properties of the GFF (e.g. harmonicity, the Markov property, the connection to random walks etc.), here we develop a robust approach that, in principle, relies only on isotropy and the regular variation of the covariance (although we use extra assumptions for technical reasons). In this we are guided by two main ideas:

- The notion of (harmonic) capacity of a set \( D \subset \mathbb{Z}^d \), central to the analysis of the GFF, can be replaced by the (generalised) capacity of a set \( D \subset \mathbb{R}^d \) (with respect to the kernel \( K \)), defined equivalently as either

\[
\operatorname{Cap}_K(D) = \left( \min_{\mu \in \mathcal{P}(D)} \int_D \int_D K(x-y)d\mu(x)d\mu(y) \right)^{-1},
\]

where \( \mathcal{P}(D) \) is the set of (Borel) probability measures on \( D \subset \mathbb{R}^d \), or as

\[
\operatorname{Cap}_K(D) = \min \left\{ \|h\|^2_H : h \in H, h \geq 1 \text{ on } D \right\},
\]

where \( H \) is the reproducing kernel Hilbert space (RKHS) associated to the kernel \( K \); see Section 2.1 for a detailed introduction. In the case of regularly varying covariance, the asymptotic capacity of scaled sets can be computed explicitly (see Section 2.2).

- The decomposition of the GFF into a harmonic average and a ‘local’ field, which allows for renormalisation arguments, can be replaced by a generalised notion of local-global decomposition (see Section 3.1).

Although we restrict our attention to smooth isotropic fields, we believe this approach could be adapted to Gaussian fields on \( \mathbb{Z}^d \) whose covariance is asymptotically isotropic (e.g. the GFF).

To explain the relevance of the capacity, standard heuristics suggest that the asymtotics of \( \mathbb{P}[\operatorname{Arm}_\ell(R)] \) are carried, in a large deviation sense, by the event that the field has excess mean \( \ell_c - \ell \) in a neighbourhood of a path connecting 0 to \( \partial B(R) \), so that the excursion set \( \{ f \leq \ell \} \) ‘behaves supercritically’ in this neighbourhood. Since the large deviation rate function for a Gaussian field to have excess mean \( h \in H \) is \( \frac{1}{2}\|h\|^2_H \), and assuming that the excess mean is easiest to achieve on a line segment, this leads one to suppose that

\[
-(\ell_c - \ell)^2 \operatorname{Cap}_K([0, R]) = \min \left\{ \|h\|^2_H : h \in H, h \geq \ell_c - \ell \text{ on } [0, R] \right\} \approx \frac{(\ell_c - \ell)^2 \operatorname{Cap}_K([0, R])}{2}.
\]
It is not hard to obtain the lower bound in (1.4) using an entropic bound; the main difficulty lies in obtaining a matching upper bound, for which we use renormalisation arguments. In the case $\alpha \leq 1$, we obtain (1.4) as an asymptotic equivalence. By contrast, if $\alpha > 1$ we obtain (1.4) only up to multiplicative error; this is quite natural because in this regime one expects many paths from 0 to $\partial B(R)$ to contribute to $-\log P[\text{Arm}_\ell(R)]$.

Beyond the study of Arm$_\ell(R)$, our approach opens the door to the analysis of large deviation and entropic repulsion phenomena for a wide variety of percolation-type events for strongly correlated Gaussian fields in both subcritical and supercritical phases (e.g. disconnection, excess density, large finite clusters etc.), which have received a lot of attention in the context of the GFF \cite{Szn15, Nit18, CN20, Szn19b, PS21} (or the related model of random interlacements \cite{Szn17, NS20, Szn19a, Szn20, Szn21}). We stress that, unlike the aforementioned works, our approach does not require any kind of Markov property or connection to random walks.

We conclude the introduction with some notation. Henceforth all Gaussian fields and vectors are centred without further mention. A function $g : \mathbb{R}^d \to \mathbb{R}$ is isotropic if $g(x)$ depends only on $|x|$, where $| \cdot |$ is the Euclidean norm; we often abuse notation by identifying isotropic functions with their restriction to $\mathbb{R}^d$. A Gaussian field is isotropic if its covariance kernel is isotropic. For functions $g, h$ we write $g(x) \sim h(x)$, $g(x) = o(h(x))$, $g(x) = O(h(x))$, and $g(x) \ll h(x)$ respectively to indicate that, as $x \to \infty$, $g(x)/h(x) \to 1$, $|g(x)|/|h(x)| \to 0$, $|g(x)|/|h(x)|$ is bounded away from $\infty$, and $g(x)/h(x)$ is bounded away from $0$ and $\infty$. When the context is clear, we sometimes equate a set $D \subseteq \mathbb{R}^k$, $k < d$, with the set $D \times \{0\}^{d-k} \subseteq \mathbb{R}^d$.

1.1. A first description of our results. We begin by stating our results for an explicit one-parameter family of Gaussian fields in $d = 2$; this illustrates our results while avoiding the need for extra assumptions. We state general results in the next section.

For $\alpha > 0$, let $F_\alpha$ be the smooth isotropic Gaussian field on $\mathbb{R}^2$ with covariance

$$K(x) = (1 + x^2)^{-\alpha/2} \sim x^{-\alpha},$$

known as the Cauchy kernel; the critical level of $F_\alpha$ is $\ell_c = 0$ \cite{MV20, MRV20}.

Our main result characterises how the decay of $P[\text{Arm}_\ell(R)]$, $\ell < 0$, depends on $\alpha$:

**Theorem 1.1** (Decay of subcritical connection probabilities). Let $f = F_\alpha$, $\alpha \in (0, 2)$, on $\mathbb{R}^2$. Then for every $\ell < \ell_c = 0$, as $R \to \infty$:

1. If $\alpha \in (1, 2)$,

$$- \log P[\text{Arm}_\ell(R)] \sim R.$$

2. If $\alpha = 1$,

$$- \log P[\text{Arm}_\ell(R)] \sim \frac{\ell^2 R}{4 \log R}.$$

3. If $\alpha \in (0, 1)$,

$$- \log P[\text{Arm}_\ell(R)] \sim \frac{c_\alpha \ell^2 R^\alpha}{2}$$

where

$$c_\alpha = \frac{1}{\pi} B\left(\frac{1 + \alpha}{2}, \frac{1 + \alpha}{2}\right) \cos\left(\frac{\pi \alpha}{2}\right) \in (0, 1),$$

and $B(x, y)$ is the Beta function.

**Remark 1.2.** We have omitted the case $\alpha \geq 2$ from Theorem 1.1 for technical reasons, although previous work has shown that (1.6) also holds in this case \cite{MV20}.

As a corollary, we deduce the order of the largest cluster inside $B(R)$. For $R > 0$ and $\ell \in \mathbb{R}$, let $D_{R, \ell}$ denote the largest diameter among the connected components of $\{f \leq \ell\} \cap B(R)$.

**Theorem 1.3** (Diameter of the largest cluster). Let $f = F_\alpha$, $\alpha \in (0, 2)$, on $\mathbb{R}^2$. Then for every $\ell < \ell_c = 0$, as $R \to \infty$:
so that on $R$ (Decay of subcritical connection probabilities; Theorem 1.4 (1.10) $-\mu$ with density proportional to (p.163–164 and Appendix p.399–400) the minimum in (1.13) is achieved for a beta-distributed $K$.

By the classical theory of the $\alpha$-Riesz kernel $K(x,y) = |x - y|^{-\alpha}$ (see [Lan72, Section II.3.13 p.163–164 and Appendix p.399–400]) the minimum in (1.13) is achieved for a beta-distributed $\mu$ with density proportional to $(x(1-x))^{(\alpha-1)/2}$, which explains the form of (1.9).

In the case $\alpha = 0$ the kernel homogenises under this rescaling, leading to

$\text{Cap}_K([0, R])K(R) \sim \left(\min_{\mu \in P([0,1])} \int_0^1 \int_0^1 |x - y|^{-\alpha} d\mu(x)d\mu(y)\right)^{-1} = 1.$
In the case \( \alpha = 1 \) the optimal probability measure \( \mu \in \mathcal{P}([0, R]) \) in (1.2) homogenises as \( R \to \infty \), i.e. one can approximate the capacity by setting \( \mu \) to be the normalised Lebesgue measure, which leads to the estimate

\[
\text{Cap}_K([0, R]) \sim R^2 \left( \int_0^R \int_0^R K(x-y) \, dx \, dy \right)^{-1} \sim R \left( \int_0^R K(x) \, dx \right)^{-1}.
\]

This homogenisation also occurs if \( \alpha > 1 \), or more generally if \( \int_0^\infty K(x) \, dx < \infty \), where one similarly has \( \text{Cap}_K([0, R]) \sim R \left( \int_0^\infty K(x) \, dx \right)^{-1} \), so in this case (1.6) can be written as

\[
-\log \mathbb{P} [\text{Arm}_\ell(R)] \sim \text{Cap}_K([0, R]).
\]

1.2.2. Comparison with the GFF. The decay (1.7) in the \( \alpha = 1 \) case matches precisely the known decay for the GFF on \( \mathbb{Z}^d \) in (1.1) (up to an \( o(1) \) term in the exponent); this can be interpreted as showing that sub-exponential decay for the GFF on \( \mathbb{Z}^3 \) is universal for fields whose covariance is asymptotic to the Green’s function \( G(x) \sim c_{G, 3} |x|^{-1} \). Moreover, (1.6) shows that the exponential decay for the GFF in dimensions \( d \geq 4 \) is universal for fields whose covariance has regularly varying decay with index \( \alpha > 1 \).

As mentioned above, we believe this universality extends to discrete stationary Gaussian fields on \( \mathbb{Z}^d \) whose covariance is asymptotically isotropic and regularly varying.

1.2.3. The logarithmically-correlated case. Theorem 1.4 demonstrates that, under suitable assumptions, if \( K(x) \sim (\log x)^{-1} \) then

\[
\mathbb{P} [\text{Arm}_\ell(R)] = R^{-\ell^2/2 + o(1)}, \quad \ell < 0,
\]

i.e. there is power law decay of connectivity throughout the subcritical phase with \( \ell \)-dependent exponent. This contrasts markedly with the behaviour of fields with weak correlations [BG17, RV20, MV20, Sev21]. We are not aware of any other percolation model that exhibits this behaviour (although Poisson-Boolean models can have power-law decay in the subcritical phase [DRT20], the exponent is fixed).

1.2.4. Other connection events. Aside from \( \text{Arm}_\ell(R) \) one could consider other connection events, for instance the event \( \text{Cross}_\ell(R) \) that the square \([0, R]^2\) is crossed by \( \{ f \leq \ell \} \) from left-to-right, i.e. \( \{ f \leq \ell \} \cap \{ 0, R \}^2 \) contains a path that intersects \( \{ 0 \} \times [0, R] \) and \( \{ R \} \times [0, R] \). For this event the conclusion of Theorem 1.4 is true with essentially no change to the proof.

More generally, one can consider quad-crossing events \( \text{Cross}_\ell^Q(R) \) for a quad \( Q = (D; \gamma_1, \gamma_2) \) where \( D \subset \mathbb{R}^2 \) is a compact domain and \( \gamma_1, \gamma_2 \) are disjoint boundary arcs on \( \partial D \); this is the event that \( \{ f \leq \ell \} \cap RD \) contains a path that intersects \( R\gamma_1 \) and \( R\gamma_2 \). While it does not follow immediately from the proof of Theorem 1.4 in this case we expect that

\[
-\log \mathbb{P} [\text{Cross}_\ell^Q(R)] \sim \begin{cases} \tilde{c}_Q R^2 \alpha & \text{if } \alpha = 1, \\ \\
\frac{4(\log R)}{\tilde{c}_{Q, \alpha} R^2} \alpha & \text{if } \alpha \in (0, 1), 
\end{cases}
\]

where \( \tilde{c}_Q \) is the length of the shortest path in \( D \) between \( \gamma_1 \) and \( \gamma_2 \), and \( \tilde{c}_{Q, \alpha} \) is the minimal capacity, with respect to the \( \alpha \)-Riesz kernel, among all paths in \( D \) between \( \gamma_1 \) and \( \gamma_2 \).

As discussed above, in addition to subcritical connection events one can also ask about large deviations for other percolation events, for instance the event that the connected component of \( \{ f \leq \ell \} \) that contains the origin is large and bounded in the supercritical phases (as was analysed in [GRS21] for the GFF).

1.2.5. Universality classes and critical exponents. In the physics literature it is predicted that isotropic planar Gaussian fields with covariance \( K(x) \sim x^{-\alpha}, \alpha \in (0, \infty) \), lie inside the Bernoulli percolation universality class if \( \alpha > 3/2 \), whereas if \( \alpha < 3/2 \) the model lies inside a distinct, \( \alpha \)-dependent, universality class (see [Wei84, IK91, JGRS20]).

One manifestation of this is the conjectured \( \alpha \)-dependency of the critical exponents that govern the behaviour of the connectivity at criticality \( \ell = \ell_c \) and near criticality \( \ell \approx \ell_c \). For
example, recalling the square-crossing event \( \text{Cross}_\ell(R) \) from Section 1.2.3 for \( \ell < \ell_c = 0 \) one can define the correlation length to be

\[
\xi(\ell) = \inf\{ R \geq 0 : \mathbb{P}[\text{Cross}_\ell(R)] < \varepsilon \},
\]

where \( \varepsilon \in (0,1/2) \) is chosen arbitrarily. The correlation length exponent \( \nu \) is defined as the constant satisfying \( \xi(\ell) = \ell^{-\nu + o(1)} \) as \( \ell \uparrow \ell_c = 0 \), if such a constant exists.

For planar models in the Bernoulli percolation universality class it is believed, and in a few cases known rigorously [SW01], that \( \nu = 4/3 \). For smooth Gaussian fields with covariance \( K(x) \sim x^{-\alpha} \), \( \alpha \in (0,\infty) \), it has been conjectured [Wei84, IK91, JGRS20] that

\[
\nu = \nu(\alpha) = \begin{cases} 
4/3 & \text{if } \alpha \geq 3/2, \\
2/\alpha & \text{if } \alpha \leq 3/2.
\end{cases}
\]

This has been recently proved [DPR21] for the special case of the GFF on the cable system of certain transient graphs. We believe that our findings are evidence in support of this conjecture, at least in the case \( \alpha \leq 1 \). Indeed, if one considers the analogue of (1.8) for the square-crossing event \( \text{Cross}_\ell(R) \), in the case \( \alpha \leq 1 \) it states that, for \( \ell < \ell_c \), as \( R \to \infty \),

\[
- \log \mathbb{P}[\text{Cross}_\ell(R)] = \frac{c \ell^2 R^\alpha (1 + o(1))}{(\log R)^{1+\alpha}}.
\]

for some constant \( c > 0 \) depending only on \( \alpha \). Although formally (1.15) is valid only as \( R \to \infty \) and for fixed \( \ell < \ell_c \) (whereas the correlation length exponent \( \nu \) captures the behaviour of \( \mathbb{P}[\text{Cross}_\ell(R)] \) simultaneously as \( R \to \infty \) and \( \ell \uparrow 0 \)), it strongly suggests that \( \nu = 2/\alpha \) if \( \alpha \leq 1 \); indeed if the \( o(1) \) term is neglected it implies precisely this. In fact, adapting our proof of the lower bound in (1.15) we can rigorously establish the lower bound \( \nu \geq 2/\alpha \):

**Proposition 1.6** (Lower bound on the correlation length exponent). Let \( f = F_\alpha \), \( \alpha \in (0,1] \), on \( \mathbb{R}^2 \), as in Theorem 1.1. Fix \( \varepsilon \in (0,1/(2\varepsilon)) \), and define \( \xi(\ell) \) as in (1.14). Then

\[
\liminf_{\ell \uparrow \ell_c} \frac{- \log \xi(\ell)}{\log \ell} \geq \frac{2}{\alpha}.
\]

In particular, \( \nu \geq 2/\alpha \) if it exists.

1.2.6. **Beyond the regularly-varying case.** While our proof depends strongly on properties of regularly varying kernels, we believe that the decay of \( \mathbb{P}[-\xi_\ell(R)] \) is governed by the asymptotics of the capacity \( \text{Cap}_K([0,R]) \) in general.

**Question 1.7.** Is the following true for every smooth ergodic isotropic Gaussian field \( f \) on \( \mathbb{R}^d \)?

For every \( \ell < 0 \), as \( R \to \infty \),

\[
- \log \mathbb{P}[\text{Arm}_\ell(R)] \approx \text{Cap}_K([0,R]).
\]

More precisely:

1. If \( \lim_{R \to \infty} \int_0^R K(x) dx = \infty \), then (1.11) holds.
2. If \( \int_0^\infty K(x) dx < \infty \), then \( \mathbb{P}[\text{Arm}_\ell(R)] \) has exponential decay.

Let us briefly consider the important case of the random plane wave (RPW) for which \( K(x) = J_0(|x|) \), where \( J_0 \) is the zeroth Bessel function. Although \( J_0(|x|) \) is not absolutely integrable on \( \mathbb{R}^d \), due to oscillations one has \( \int_0^\infty J_0(x) dx < \infty \). Hence we expect \( \mathbb{P}[\text{Arm}_\ell(R)] \) to decay exponentially, which is consistent with physicists’ predictions that the RPW lies in the Bernoulli percolation universality class [BS07]. Note that the oscillations of \( J_0 \) mean that RPW does not fall within our regularly-varying setting.
1.3. The general result. We now present a generalisation of Theorems 1.1 and 1.3 to a wider class of fields in all dimensions $d \geq 2$.

Recall that a continuous strictly positive function $L : \mathbb{R}^+ \to \mathbb{R}^+$ is said to be *slowly varying* (at infinity) if, for all $\alpha > 0$,

$$\lim_{x \to \infty} \frac{L(ax)}{L(x)} = 1.$$  

(1.16)

We say that a continuous isotropic function $h : \mathbb{R}^d \to \mathbb{R}$ is *regularly varying* (at infinity) with index $\alpha \in \mathbb{R}$ if $h(x) \sim x^{-\alpha}L(x)$, for $L$ slowly varying. While $h$ may not be positive, necessarily it is *eventually positive*. We collect basic properties of regularly varying functions in Appendix [C] and refer to [BGT87] for a detailed treatment.

The *spectral measure* of a continuous stationary Gaussian field $f$ on $\mathbb{R}^d$ is the finite measure $\nu$ defined via

$$K(x) = \mathcal{F}[\nu](x) = \int_{\mathbb{R}^d} e^{2\pi i(x,\lambda)} d\nu(\lambda),$$

where $\mathcal{F}[\cdot]$ denotes the Fourier transform. The field $f$ will be called *regular* if it is a.s. $C^2$-smooth and its spectral measure contains an open set in its support. In particular this implies that $\{f = \ell\}$ a.s. consists of a collection of hypersurfaces (see [Mni22, Corollary A.3]).

Our main assumption is the following:

**Assumption 1.8.** $f$ is a continuous regular isotropic Gaussian field on $\mathbb{R}^d$, $d \geq 2$, whose covariance kernel $K$ is regularly varying with index $\alpha \in [0, d)$, i.e. there exists a slowly varying function $L$ such that, as $x \to \infty$,

$$K(x) \sim x^{-\alpha}L(x).$$

(1.17)

If $\alpha = 0$ or $\alpha = 1$ we further assume there is a $\gamma \in \mathbb{R}$ such that, as $x \to \infty$,

$$L(x) \sim (\log x)^{-\gamma},$$

where $\gamma < 1$ if $\alpha = 1$ and $\gamma > 0$ if $\alpha = 0$.

In addition, our main results assume the existence of an appropriate local-global decomposition. To keep the discussion simple we defer the precise definition to Section 3.1 (see Definition 3.1), but roughly speaking this requires that, for any $L \geq 1$, $f$ may be decomposed as $f = f_L + g_L$, where $f_L$ is $L$-range dependent, and $g_L$ ‘carries’ the covariance structure on scales $\gg L$. We refer to $f_L$ and $g_L$ as the *local field* and the *global field* respectively, and we emphasise that $f_L$ and $g_L$ need not be independent (and indeed will not be in our setting).

In Section 3.1 we present quite general sufficient conditions for this decomposition to exist. These cover, among other examples, the Gaussian fields with Cauchy kernel (1.5) in all dimensions. It is plausible that a local-global decomposition *always* exists under Assumption 1.8.

To state our results we also need to introduce certain variants of the critical level, $\ell^*_c$ and $\ell^{**}_c$, which provide a priori control in the subcritical and supercritical phases respectively. More precisely, $\ell < \ell^*_c$ guarantees that the probability of ‘annuli crossings’ decays on large scales, whereas $\ell > \ell^{**}_c$ ensures the existence of a crossing in a thin ‘tube’.

For $R > 0$, let $A(R) \subset \mathbb{R}^d$ denote the annulus $B(2R) \setminus B(R)$, and let $\text{Ann}_\ell(R)$ denote the event that $\{f \leq \ell\} \cap A(R)$ contains a path that intersects $\partial B(R)$ and $\partial B(2R)$. For $R > 0$ and $s > 0$, let $T(R; \rho)$ denote the ‘tube’ $[0, R] \times [0, R^d]^{d-1}$, and let $\text{Tube}_\ell(R; \rho)$ denote the event that $T(R; \rho)$ is crossed by $\{f \leq \ell\}$ from left-to-right, i.e. $\{f \leq \ell\} \cap T(R; \rho)$ contains a path that intersects $\{0\} \times [0, R^d]^{d-1}$ and $\{R\} \times [0, R^d]^{d-1}$. Then define

$$\ell^*_c = \sup\{\ell : \lim_{R \to \infty} \mathbb{P}[\text{Ann}_\ell(R)] = 0\} \quad \text{and} \quad \ell^{**}_c = \inf\{\ell : \forall \rho > 0, \lim_{R \to \infty} \mathbb{P}[\text{Tube}_\ell(R; \rho)] = 1\}.$$  

As a preliminary we establish basic properties of these levels including their finiteness; these follow from combining sprinkled bootstrapping arguments, similar to those in [RS13, PT15, PR15], with results in [MRV20].
Proposition 1.9. Let $f$ satisfy Assumption $[L_8]$ and suppose that $f$ has a local-global decomposition in the sense of Definition 3.7. Then
\[ \ell^*_c \leq \ell^*_c \leq 0 \quad \text{and} \quad \ell^*_c \leq \ell^*_c. \]
Moreover if either $\alpha > 0$ or $\alpha = 0$ and $\gamma > 1$, then
\[ \ell^*_c > -\infty. \]
Finally, if $d = 2$ then
\[ \ell^*_c = \ell_c = 0. \]

Remark 1.10. As a consequence of Theorem 1.11 below we will later deduce (see Remark 1.13) that, if either $\alpha > 0$ or $\alpha = 0$ and $\gamma > 1$, then $\ell^*_c \leq 0$, and hence
\[ \ell_c, \ell^*_c, \ell^*_c \in (-\infty, 0]. \]

We believe that the critical levels $\ell_c, \ell^*_c, \ell^*_c$ coincide for all fields considered in this paper, as they do for Bernoulli percolation [GM90, Gr99], however so far this is only known if $d = 2$ and $\alpha > 0$ (where they are zero). In a companion paper [Mmi22], the equality $\ell_c = \ell^*_c$ is established for a wide class of strongly correlated Gaussian fields in $d \geq 2$, which partially overlaps with those considered in this paper. So far, the full equality $\ell_c = \ell^*_c = \ell^*_c$ in $d \geq 3$ is only known for fields with positive and rapidly decaying correlations (i.e. the case $\alpha > d$) [Sev21], and for the GFF on $\mathbb{Z}^d$ [DGRS20].

We are now ready to state our main result in full generality. For $0 \leq r \leq R$, let $\text{Arm}_\ell(r, R)$ denote the event that $\{f \leq \ell\}$ contains a path between $\partial B(r)$ and $\partial B(R)$, recalling that $\text{Arm}_\ell(R) = \text{Arm}_\ell(0, R)$. Recall also the constant $c_\alpha$ defined in (1.9).

Theorem 1.11. Let $f$ satisfy Assumption $[L_8]$ and suppose that $f$ has a local-global decomposition in the sense of Definition 3.7. Then for every $\ell < \ell^*_c$, as $R \to \infty$:

1. If $\alpha \in (1, d)$ and $K \geq 0$,
\[ -\log \mathbb{P} [\text{Arm}_\ell(1, R)] \sim R. \]

2. If $\alpha = 1$ (and recall that $\gamma < 1$),
\[ \frac{(\ell^*_c - \ell)^2(1 + o(1))}{(4/(1 - \gamma))K(R)(\log R)} \leq -\log \mathbb{P} [\text{Arm}_\ell(1, R)] \leq \frac{(\ell^*_c - \ell)^2(1 + o(1))}{(4/(1 - \gamma))K(R)(\log R)}.
\]

3. If $\alpha \in (0, 1)$,
\[ \frac{c_\alpha(\ell^*_c - \ell)^2(1 + o(1))}{2K(R)} \leq -\log \mathbb{P} [\text{Arm}_\ell(1, R)] \leq \frac{c_\alpha(\ell^*_c - \ell)^2(1 + o(1))}{2K(R)}.
\]

4. If $\alpha = 0$, then (1.20) holds with $c_\alpha = 1$ and $\ell_c$ in place of $\ell^*_c$.

If in addition $K \geq 0$, then these results hold for $\text{Arm}_\ell(R)$ in place of $\text{Arm}_\ell(1, R)$.

We can also deduce the analogue of Theorem 1.3 but for simplicity we state this only in the case that $K(x) \sim x^{-\alpha} (\log x)^{-\gamma}$. Recall that $D_{R, \ell}$ denotes the largest diameter among the connected components of $\{f \leq \ell\} \cap B(R)$. A sequence of events $(A_R)_{R \geq 0}$ is said to hold with high probability (w.h.p.) if $\mathbb{P} [A_R] \to 1$ as $R \to \infty$.

Theorem 1.12. Let $f$ satisfy Assumption $[L_8]$ with $L(x) = (\log x)^{-\gamma}, \gamma \in \mathbb{R}$, and suppose that $f$ has a local-global decomposition in the sense of Definition 3.7. Then for every $\ell < \ell_c$, as $R \to \infty$:

1. If $\alpha \in (1, d)$ and $K \geq 0$,
\[ \frac{D_{R, \ell}}{\log R} \quad \text{is bounded above and away from zero in probability.} \]

2. If $\alpha = 1$ (and recall that $\gamma < 1$), for every $\varepsilon > 0$,
\[ \frac{D_{R, \ell}}{\log R(\log \log R)^{1-\gamma}} \in \left( \frac{4d(1 - \varepsilon)}{(1 - \gamma)(\ell^*_c - \ell)^2}, \frac{4d(1 + \varepsilon)}{(1 - \gamma)(\ell^*_c - \ell)^2} \right) \quad \text{w.h.p.} \]
(3) If $\alpha \in (0, 1)$ (and recall that $\gamma > 0$), for every $\varepsilon > 0$, 
\[
\frac{D_{R, \ell}}{(\log R)^{1/\alpha}(\log \log R)^{-\gamma/\alpha}} \in \left(\frac{2d(1-\varepsilon)}{c_\alpha (\ell^*_c - \ell)^2}, \frac{2d(1+\varepsilon)}{c_\alpha (\ell^*_c - \ell)^2}\right)^{1/\alpha} \quad \text{w.h.p.}
\]

Remark 1.13. A corollary of Theorem 1.11 is that, if either $\alpha > 0$ or $\alpha = 0$ and $\gamma > 1$, then $\ell^*_c \leq 0$. To see this, fix $\ell > 0$ and $\rho > 0$ and observe that Tube$_\ell(R; \rho)$ is implied by then event that $\{f_{[R^2]} \geq \ell\}$ contains a path connecting $[0, R] \times \{0\}$ and $[0, R] \times \{R^2\}$. Hence by the union bound and the symmetry in law of $f$ and $-f$, for any $R \geq 1$, 
\[
\mathbb{P}[\text{Tube}_\ell(R; \rho)] \geq 1 - R \times \mathbb{P}[f_{[R^2]} \in \text{Arm}_{-\ell}(1, R^\rho)].
\]
By the upper bound of Theorem 1.11 applied in the case $d = 2$ (recall that $\ell^*_c = 0$ in that case), $\mathbb{P}[f_{[R^2]} \in \text{Arm}_{-\ell}(1, R^\rho)]$ decays faster than any polynomial, which gives the claim.

A consequence is that, if $d = 2$, the conclusions of Theorems 1.11 and 1.12 can be simplified (as in Theorems 1.1 and 1.3) since $\ell^*_c = \ell_c = 0$ in these cases, and moreover $\ell^*_c = 0$ if $\alpha > 0$ by the previous remark.

Remark 1.14. In the case $\alpha \in (0, 1)$ we could relax the definition of $\ell^*_c$ by only demanding that the ‘tubes’ be of the form $[0, R] \times [0, \rho R]^{d-1}$ rather than $[0, R] \times [0, R^\rho]^{d-1}$ (see Remark 2.6), although this would be insufficient in the case $\alpha = 1$. The fact that if $\alpha = 0$ we can replace $\ell^*_c$ with $\ell_c$ is a consequence of the capacities of $[0, R]$ and $B(R)$ being asymptotic in this case.

Remark 1.15. In the cases $\alpha = 0$ and $\alpha = 1$ our proofs can be adapted to other classes of slowly varying $L$ that are not polynomial-logarithmic, for instance $L(x) \sim (\log \log x)^{-\gamma}$. We have not formally considered these cases for simplicity.

Remark 1.16 (On positive associations). Except for the lower bound in the case $\alpha > 1$, Theorem 1.11 does not require that $K \geq 0$, so positive associations (i.e. the FKG inequality) does not necessarily hold $\mathbb{P}[\text{tube}]$.

In the case $\alpha > 1$ we assume $K \geq 0$ only so that, for $R \geq 1$ and $\delta > 0$, 
\[
\mathbb{P}[\text{Arm}_\ell(R)] \geq \mathbb{P}\left[\sup_{x \in [0, R]} f(x) \leq \ell\right] \geq \mathbb{P}\left[\sup_{x \in [0, \delta]} f(x) \leq \ell\right] R^{\delta + 1} \geq e^{-c R},
\]
for a $c = c(f, \ell, \delta) > 0$, where the second step used positive associations, and the third step the fact that, by continuity, $\mathbb{P}[\sup_{x \in [0, \delta]} f(x) \leq \ell] > 0$ for sufficiently small $\delta = \delta(f, \ell) > 0$.

Observe also that Theorem 1.11 is stated, in general, for Arm$_\ell(1, R)$ rather than Arm$_\ell(R)$. If $K \geq 0$ these events are comparable, since by positive associations 
\[
\mathbb{P}[\text{Arm}_\ell(R)] \leq \mathbb{P}[\text{Arm}_\ell(1, R)] \leq \frac{\mathbb{P}[\text{Arm}_\ell(R)]}{\mathbb{P}[\sup_{x \in B(1)} f(x) \leq \ell]} = c \mathbb{P}[\text{Arm}_\ell(R)]
\]
for some $c = c(f, \ell) > 0$, but they may not be comparable in general. Positive associations will play no further role in the remainder of the paper.

Let us finish this section by observing that Theorems 1.1, 1.3 and 1.4 are consequences of Proposition 1.9 and Theorems 1.11 and 1.12.

Proof of Theorems 1.1, 1.3 and 1.4. The fields $F_\alpha$, $\alpha \in (0, 2)$, satisfy Assumption 1.5 and have a local-global decomposition (see Remark 3.3), as do the fields $F^*_0$, $\gamma > 0$ (see Remark 3.3). Thus the results follow from a combination of Proposition 1.9, Remark 1.10 and Theorems 1.11 and 1.12. 

1.4. Sketch of the proof. The core of the paper is the proof of Theorem 1.11 in the case that Arm$_\ell(R)$ has sub-exponential decay (i.e. $\alpha \leq 1$). As discussed above, the basic strategy is to show that Arm$_\ell(R)$ is asymptotically carried, in a large deviation sense, by the event in which the field has ‘excess’ mean of $\ell^*_c - \ell$ on the line segment $[0, R]$. If this occurs, the field ‘looks supercritical’ in neighbourhood of the line segment, and one can show, using the definition of $\ell^*_c$, that $0$ is connected to $\partial B(R)$ with non-negligible probability.
An application of the Cameron-Martin theorem (see Proposition 2.17) shows that this excess mean has probabilistic cost at most $e^{-\|h\|^2_H}$, where $H$ is the reproducing kernel Hilbert space associated to $f$ (see Section 2.1), and $h \in H$ is any function such that $h \geq \ell_\ast - \ell$ on the line segment $[0, R]$. This leads immediately to the lower bound

$$- \log P[\text{Arm}_f(R)] \leq \frac{1}{2} \min \{ \|h\|^2_H : h \geq \ell_\ast - \ell \text{ on } [0, R] \} + O(1)$$

$$= \frac{1}{2} (\ell_\ast - \ell)^2 \text{Cap}_K([0, R]) + O(1).$$

It remains to obtain a matching upper bound. The strategy we use is a ‘one-step renormalisation’ based on the fact that the event $\text{Arm}_f(R)$ implies the existence of a path in $\{f \leq \ell\}$ that crosses many well-separated annuli on some mesoscopic scale $L$. Setting $\delta > 0$ small and recalling the local-global decomposition $f = f_L + g_L$, this implies that either:

- The set $\{f_L \leq \ell_\ast - \delta\}$ crosses a fraction $\delta$ of these annuli; or
- The set $\{g_L \geq \ell_\ast - \ell - \delta\}$ intersects a fraction $1 - \delta$ of these annuli.

Given sufficient a priori control on the probability that $\{f_L \leq \ell_\ast - \delta\}$ crosses an annulus, then since $f_L$ is $L$-range dependent, by independence the first event is very unlikely. On the other hand, one can show (see Proposition 3.5) that the probability that $\{g_L \geq \ell_\ast - \ell - \delta\}$ intersects a fraction of $1 - \delta$ of these annuli is approximately

$$\exp \left( - \frac{(\ell_\ast - \ell - \delta)^2}{2} \text{Cap}_K(\text{‘union of annuli’}) \right).$$

By a ‘projection’ argument, among all possible configurations of annuli the capacity is minimised by those which aligns along a line segment connecting 0 to $\partial B(R)$, and by a ‘condensation’ argument this capacity is asymptotically equivalent to $\text{Cap}_K([0, (1 - \delta)R])$. Putting this together, and taking first $R \to \infty$ and then $\delta \to 0$, gives the upper bound

$$- \log P[\text{Arm}_f(R)] \gtrsim \frac{1}{2} (\ell_\ast - \ell)^2 \text{Cap}_K([0, R]).$$

Note that the mesoscopic scale $L$ must be well-chosen: it needs to be large enough that the combinatorial complexity of the set of annuli does not overwhelm the bounds, but small enough for the renormalisation and the ‘condensation’ to be effective.

The strategy sketched above is inspired by [Szn15, GRS21], which used similar methods to analyse the GFF. However, as mentioned above, we replace the GFF-specific tools used in these works by robust tools relying only on the regularly-varying setting.

The a priori input is drawn from two sources. In the case $\alpha \in (0, 1]$, a sprinkled bootstrapping argument yields the a priori estimate $- \log P[\text{Arm}_f(R)] \geq cR^\psi$ for any $\psi < \alpha$. For $\alpha = 0$ the sprinkled bootstrapping arguments fail in general, and instead we use a recent estimate from [MRV20] on the sharpness of the phase transition for strongly correlated fields.

The proof of Theorem 1.11 for $\alpha > 1$ is simpler, and only uses the sprinkled bootstrapping argument mentioned above. Theorem 1.12 is a consequence of Theorem 1.11 and properties of the local-global decomposition.

1.5. Outline of the remainder of the paper. In Section 2 we collect preliminary results on Gaussian fields, including basic properties of the capacity. In Section 3 we introduce the local-global decomposition and give sufficient conditions for its existence. In Section 4 we use a sprinkled bootstrapping argument to establish Proposition 1.9 as a byproduct we obtain a priori upper bounds in the case $\alpha \in (0, 1]$ and complete the proof of Theorem 1.11 for $\alpha > 1$. In Section 5 we give the main renormalisation procedure which completes the proof of the upper bounds in Theorem 1.11 in the case $\alpha \in (0, 1]$. In Section 6 we give the proof of the lower bounds in Theorem 1.11 and the remaining results (Theorem 1.12 and Proposition 1.6). Finally the Appendix collects technical results on Gaussian fields and regularly varying functions.
2. Gaussian field preliminaries

In this section we collect preliminaries results on continuous Gaussian fields. We will state explicitly any additional assumptions that we use, but mostly this is limited to assuming the field is isotropic with regularly varying covariance kernel.

2.1. Gaussian fields: The RKHS, energy, capacity, and convex duality. We begin by developing some aspects of the general theory of continuous Gaussian fields, including the notion of capacity and its connection to the RKHS. Our references are [Lan72] [Jan97] [AMS14].

Let $f$ be a continuous Gaussian field on $\mathbb{R}^d$, not necessarily stationary, with covariance kernel $K(x, y)$. The reproducing kernel Hilbert space (RKHS) (also known as the Cameron-Martin space) associated to the kernel $K$ is the Hilbert space defined as the closure of

$$\sum_{i=1}^{k} a_i K(x_i, \cdot), \quad k \in \mathbb{N}, a_i \in \mathbb{R}, x_i \in \mathbb{R}^d,$$

under the inner product

$$\left\langle \sum_{i} a_i K(x_i, \cdot), \sum_{j} b_j K(y_j, \cdot) \right\rangle_H = \sum_{i,j} a_i b_j K(x_i, y_j).$$

The RKHS is also the set of all functions $h$ such that the laws of $f + h$ and $f$ are mutually absolutely continuous; indeed, by the Cameron-Martin formula (see [Jan97] Theorems 14.1 and 3.33), for every $h \in H$,

$$\frac{dP}{dQ}(x) = \exp \left( I_h(x) - \frac{1}{2} \|I_h(x)\|_H^2 \right),$$

where $P$ and $Q$ denote the laws of $f + h$ and $f$ respectively, $dP/dQ$ is the Radon-Nikodym derivative, and $I_h(x)$ is the Paley-Weiner isometry satisfying $\mathbb{E}_Q[I_h(f)] = 0$ and $\mathbb{E}_Q[I_h^2(f)] = \|h\|_H^2$. In particular the relative entropy from $P$ to $Q$ is

$$\int \left( \log \frac{dP}{dQ} \right) dP = \frac{1}{2} \|h\|_H^2. \quad (2.1)$$

If $f$ is stationary, the RKHS has a convenient representation as the Fourier transform of a (weighted, complex) $L^2$-space. Recall the spectral measure $\nu$ of $f$, and let $L^2_{\text{sym}}(\nu)$ denote the Hilbert space of complex Hermitian (i.e. $g(-x) = \bar{g}(x)$) functions on $\mathbb{R}^d$ equipped with inner product

$$\langle g_1, g_2 \rangle_{L^2_{\text{sym}}(\nu)} = \int g_1 \bar{g_2} \, d\nu.$$ 

Then the RKHS can be represented as

$$H = \{ \mathcal{F}[g d\nu] : g \in L^2_{\text{sym}}(\nu) \}$$

with inner product inherited from $L^2_{\text{sym}}(\nu)$.

We next introduce the capacity (see [Lan72] for a general reference). Let $D \subset \mathbb{R}^d$ be a compact subset. Recall that $\mathcal{P}(D)$ denotes the set of (Borel) probability measures on $D \subset \mathbb{R}^d$, and define $\mathcal{M}(D)$ to be the set of signed finite (Borel) measures on $D \subset \mathbb{R}^d$. For a measure $\mu \in \mathcal{M}(D)$, the energy of $\mu$ (with respect to the kernel $K$) is

$$E(\mu) = \int_D \int_D K(x, y) \, d\mu(x) \, d\mu(y). \quad (2.2)$$

Since $K$ is positive definite, $E(\mu) \geq 0$, and the fact that

$$E(\lambda \mu_1 + (1 - \lambda) \mu_2) = \lambda E(\mu_1) + (1 - \lambda) E(\mu_2) - \lambda(1 - \lambda) E(\mu_1 - \mu_2), \quad (2.3)$$

for every $\mu_1, \mu_2 \in \mathcal{M}(D)$ and $\lambda \in \mathbb{R}$, shows that $\mu \mapsto E(\mu)$ is a convex function on $\mathcal{M}(D)$. In terms of the RKHS, the energy can be expressed as

$$E(\mu) = \|h_{\mu}\|^2_H,$$
where \( h_\mu(\cdot) = \int K(\cdot,x) d\mu(x) \in H \) is the potential of the measure \( \mu \); in the case of a stationary field with spectral measure \( \nu \) this is equal to

\[
E(\mu) = \int |\mathcal{F}[\mu]|^2 d\nu.
\]

One can also view the energy as capturing the fluctuations of \( f \) averaged over \( \mu \)

\[
E(\mu) = \text{Var} \left[ \int f(x) d\mu \right].
\]

The measures of minimal energy (for a compact \( D \)) is the collection \( S(D) \) of probability measures \( \mu \in \mathcal{P}(D) \) which minimise \( E(\mu) \); by continuity and the compactness of \( \mathcal{M}(D) \), there is at least one such measure. Although in general there may be multiple measures of minimal energy, uniqueness is guaranteed if \( \mu \mapsto E(\mu) \) is strictly convex on \( \mathcal{M}(D) \), and in the stationary case there is a simple sufficient condition for this:

**Proposition 2.1.** If \( f \) is stationary and the support of the spectral measure contains an open set, then \( \mu \mapsto E(\mu) \) is strictly convex on \( \mathcal{M}(D) \). In particular \(|S(D)| = 1\).

**Proof.** Recall that \( \mu \in \mathcal{M}(D) \) is compactly supported. Hence by the Paley-Weiner theorem, \( \mathcal{F}[\mu] \) is an entire function, and so cannot vanish on an open set. By (2.4) and the assumption on the support of the spectral measure, this implies that \( E(\mu) > 0 \) for every \( \mu \in \mathcal{M}(D) \), which gives the required strict convexity by (2.3). See also [CS18, Proposition 3.1] for a similar statement in the one-dimensional case. \( \square \)

The capacity of \( D \) (with respect to the kernel \( K \)) is defined as

\[
\text{Cap}_K(D) = \left( \min_{\mu \in \mathcal{P}(D)} E(\mu) \right)^{-1} \in (0, \infty].
\]

While in general the capacity can be infinite, it is finite if \( \mu \mapsto E(\mu) \) is strictly convex, and hence under the sufficient conditions in Proposition 2.1. By definition the capacity is increasing in the domain and decreasing under the addition of a positive definite kernel: for every \( D \subset D' \), and continuous covariance kernels \( K_1 \) and \( K_2 \),

\[
\text{Cap}_{K_1+K_2}(D) \leq \text{Cap}_{K_1}(D').
\]

It is also clear that \( \text{Cap}_K(D) \) depends only on the restriction of \( K \) to \( D \).

The capacity has a dual formulation in terms of the RKHS:

**Proposition 2.2** (Convex duality; see [AMS14, Theorems 3.2, 4.1 and 4.3]). For every compact \( D \subset \mathbb{R}^d \),

\[
\text{Cap}_K(D) = \inf \{ \|h\|^2_H : h \in H, h|_D \geq 1 \}.
\]

Moreover, if \( \text{Cap}_K(D) < \infty \) then there is a unique minimiser in (2.8) which is equal to \( h = \text{Cap}_K(D) h_\mu \) for any \( \mu \in S(D) \).

**Remark 2.3.** Although the setting in [AMS14] is one-dimensional, the proofs extend immediately to all compact \( D \subset \mathbb{R}^d \). See also [Fug60, Theorem 2.5].

While it is not true in general that the minimiser in (2.8) satisfies \( h = 1 \) on \( D \) (although this is true for the GFF), it is always the case that \( h = 1 \) on the support of energy minimising measures \( \mu \in S(D) \) (see [AMS14, Theorem 4.1(iii)])).

A useful consequence of convex duality is the following bound on \( \text{Cap}_K(D) \): for every \( \mu \in \mathcal{P}(D) \) and \( h \in H \) such that \( h|_D \geq 1 \),

\[
E(\mu)^{-1} \leq \text{Cap}_K(D) \leq \|h\|^2_H.
\]
2.2. Capacity of paths, lines and boxes: Asymptotics, condensation, projection. We next study the capacity of paths, lines, and boxes for isotropic fields with regularly varying covariance. In particular we (i) establish asymptotics for the capacity of line segments and boxes, (ii) show that the capacity of a line segment is well-approximated by coarse grained approximations (‘condensation’), and (iii) verify that the capacity of a collection of balls is minimised when they are positioned along a line (‘projection’).

In the remainder of the subsection we consider continuous isotropic Gaussian fields on \( \mathbb{R}^d, d \geq 1 \), whose covariance kernel \( K \) is regularly varying with index \( \alpha \in [0, \infty) \). In the case \( \alpha = 1 \) we further assume that \( K(x) \sim x^{-1} (\log x)^{-\gamma} \) for \( \gamma < 1 \).

We first study the asymptotic growth of the capacity of line segments:

**Proposition 2.4** (Capacity of line segments). As \( R \to \infty \),

\[
\text{Cap}_K([0, R]) \sim \begin{cases} 
\frac{R}{2} f_0^\infty K(x)dx & \text{if } \alpha > 1, \int_0^\infty K(x)dx > 0, \\
\frac{\alpha}{2K(R)(\log R)} & \text{if } \alpha \in (0, 1), \\
\int_0^\infty K(x)dx & \text{if } \alpha = 1,
\end{cases}
\]

where \( c_\alpha \) is defined as in (1.13).

Moreover for any \( R \), \( s > 0 \) and sufficiently large \( R \) we further assume that \( \int_0^s R K(x)dx > 0 \),

\[
\frac{R^2}{\int_0^R \int_0^R K(x-y)dydx} \leq \text{Cap}_K([0, R]) \leq \frac{\int_0^{R+sR} \int_0^{R+sR} K(x-y)dydx}{2 \min_{y \geq sR} \int_0^y K(x)dx^2}.
\]

Indeed the left-hand side is deduced from (2.9) with \( \mu \) the normalised Lebesgue measure, and the right-hand side is from (2.9) with function

\[
h(\cdot) = \frac{\int_{-sR}^{sR} K(x-\cdot)dx}{2 \min_{y \geq sR} \int_0^y K(x)dx},
\]

which is a valid choice since, for any \( z \in [0, R] \),

\[
h(z) = \frac{\int_0^{s+zR} K(x)dx + \int_{R+s+zR}^{R} K(x)dx}{2 \min_{y \geq sR} \int_0^y K(x)dx} \geq 1.
\]

By stationary and since \( K \) is eventually positive, for every \( s > 0 \) and sufficiently large \( R \) we deduce that

\[
\frac{R^2}{\int_0^R \int_0^R K(x-y)dydx} \leq \text{Cap}_K([0, R]) \leq \frac{\int_0^{R+2sR} \int_0^{R+2sR} K(x-y)dydx}{(2 \int_0^R K(x)dx)^2}.
\]

In the case \( \alpha > 1 \) recall that by assumption \( \int_0^\infty |K(x)|dx < \infty \) and \( \int_0^\infty K(x)dx > 0 \). Then, by a change of variables and dominated convergence, the left-hand side in (2.13) satisfies, as \( R \to \infty \),

\[
\frac{R^2}{\int_0^R \int_0^R K(x-y)dydx} \sim \frac{R}{2 \int_0^R K(x)dx} \sim \frac{R}{2 \int_0^\infty K(x)dx}.
\]

Moreover for any \( s > 0 \) the right-hand side of (2.13) satisfies, as \( R \to \infty \)

\[
\frac{\int_0^{R+2sR} \int_0^{R+2sR} K(x-y)dydx}{(2 \int_0^R K(x)dx)^2} \sim \frac{(R+2sR)(2 \int_0^\infty K(x))}{(2 \int_0^\infty K(x))} = \frac{R(1+2s)}{2 \int_0^\infty K(x)dx}.
\]
Taking $s \to 0$ gives the result.

In the case $\alpha = 1$ we use the following additional facts (see (C.2)): for any $\rho > 0$,
\[
\frac{1}{2R} \int_0^R \int_0^R K(x - y) dx dy \sim \int_0^R K(x) dx \sim \int_0^R K(x) dx \sim \frac{1}{1 - \gamma} RK(R)(\log R).
\]
Hence the left-hand side of (2.13) satisfies, as $R \to \infty$,
\[
\frac{\int_0^{2R} \int_0^R K(x - y) dx dy}{2 \int_0^R K(x) dx} \sim \frac{R}{2K(R)(\log R)}.
\]
Moreover, for any $s > 0$ the right-hand side of (2.13) satisfies, as $R \to \infty$,
\[
\frac{\int_0^{2sR} \int_0^{2sR} K(x - y) dx dy}{(2 \int_0^R K(x) dx)^2} \sim \frac{R(1 + 2s)}{2 \int_0^R K(x) dx} \sim \frac{(1 - \gamma)(1 + 2s)}{2K(R)(\log R)}.
\]
Taking $s \to 0$ gives the result also in this case.

We now turn to (2.11). In the case $\alpha = 1$ we use the fact that (see (C.3)), since $r = R^{\alpha(1)}$, for any $s > 0$,
\[
\min_{h \in [0, \sqrt{x^2 + h^2}]} \int_0^{sR} K(\sqrt{x^2 + h^2}) dx \sim \int_0^{sR} K(x) dx \sim \int_0^R K(x) dx.
\]
Observe that the function $h(\cdot)$ in (2.12) satisfies, for $z = (z_1, z_2) \in [0, R] \times [0, r]^{d-1}$,
\[
h(z) = \frac{\int_0^{z_1+sR} K(\sqrt{x^2 + |z_2|^2}) dx + \int_0^{R+sR-z_1} K(\sqrt{x^2 + |z_2|^2}) dx}{2 \min_{y \geq sR} \int_0^{sR} K(x) dx}
\]
\[
\geq \frac{\text{min}_{h \in [0, \sqrt{x^2 + h^2}]} \int_0^{sR} K(\sqrt{x^2 + h^2}) dx}{\int_0^{sR} K(x) dx}
\]
\[
\geq 1 + o(1),
\]
where we used the fact that $K$ is eventually positive. Hence applying (4.4) with a scaled multiple of $h(\cdot)$ shows that
\[
\text{Cap}_K([0, R] \times [0, r]^{d-1}) \leq \frac{R(1 + 2s)(1 + o(1))}{2 \int_0^R K(x) dx} \sim \text{Cap}_K([0, R])(1 + 2s).
\]
Since $\text{Cap}_K([0, R] \times [0, r]^{d-1}) \geq \text{Cap}_K([0, R])$ by monotonicity of the capacity (2.7), taking $s \to 0$ gives the result.

Finally, in the case $\alpha \in (0, 1)$, Proposition 2.9 below states that, for any $\rho > 0$,
\[
\text{Cap}_K([0, R] \times [0, \rho R]^{d-1}) K(R)
\]
\[
\sim \left( \mu \in \mathcal{P}([0, 1] \times [0, \rho]^{d-1}) \int_{[0, 1] \times [0, \rho]^{d-1}} |x - y|^{-\alpha} d\mu(x) d\mu(y) \right)^{-1}.
\]
By monotonicity, the latter quantity is at least $c_\alpha$, so it remains to rule out
\[
\lim_{\rho \to 0} \min_{\mu \in \mathcal{P}([0, 1] \times [0, \rho]^{d-1})} \int_{[0, 1] \times [0, \rho]^{d-1}} \int_{[0, 1] \times [0, \rho]^{d-1}} |x - y|^{-\alpha} d\mu(x) d\mu(y) < c_\alpha^{-1}.
\]
For the sake of contradiction suppose this were true, and extract a subsequence $\rho_n \to 0$ such that the minimisers $\mu_n$ converge weakly to a $\tilde{\mu} \in \mathcal{P}([0, 1])$, and
\[
\lim_{n \to \infty} \int_{[0, 1] \times [0, \rho_n]^{d-1}} \int_{[0, 1] \times [0, \rho_n]^{d-1}} |x - y|^{-\alpha} d\mu_n(x) d\mu_n(y) < c_\alpha^{-1}.
\]
Then by weak convergence we would have
\[
\int_{[0, 1]} \int_{[0, 1]} |x - y|^{-\alpha} d\tilde{\mu}(x) d\tilde{\mu}(y) < c_\alpha^{-1} = \min_{\mu \in \mathcal{P}([0, 1])} \int_{[0, 1]} \int_{[0, 1]} |x - y|^{-\alpha} d\mu(x) d\mu(y),
\]
which is a contradiction. \qed
Remark 2.6. The proof of (2.10) in the case \( \alpha > 1 \) applies to any stationary kernel \( K \) satisfying \( \int_0^\infty |K(x)|dx < \infty \) and \( \int_0^\infty K(x)dx > 0 \). Notice also that the proof of (2.11) in the case \( \alpha \in [0,1) \) requires only that \( r = o(R) \) rather than \( r = R^{\Omega(1)} \). In principle this would allow us to weaken the definition of \( \ell^*_c \) in the case \( \alpha \in (0,1) \).

Remark 2.7. In the case \( \alpha > 1 \) of Proposition 2.4 we assumed that \( \int_0^\infty K(x)dx > 0 \), and in general this condition cannot be dispensed with. However for isotropic fields in dimension \( d \geq 2 \) this is without loss of generality by the following claim:

Claim 2.8. If \( K : \mathbb{R}^d \to \mathbb{R} \), \( d \geq 2 \), is a non-zero isotropic kernel such that \( K|_{\mathbb{R}} \in L^1(\mathbb{R}) \), then \( \int_0^\infty K(x)dx > 0 \).

Proof. Let \( \mu \) be the spectral measure of \( K \); the spectral measure of the restriction \( K|_{\mathbb{R}} \) is the projection \( P_1(\mu) \) of \( \mu \) onto \( \mathbb{R} \). Since we assume that \( K|_{\mathbb{R}} \in L^1(\mathbb{R}) \), by the Riemann-Lebesgue lemma \( P_1(\mu) \) has a continuous density \( \rho \), and by isotropy \( \rho(0) > 0 \). Hence \( \int_0^\infty K(x)dx = \rho(0)/2 \) is strictly positive.

We next generalise Proposition 2.14 to rescaled domains in the ‘non-integrable’ case (i.e. in which \( \alpha \) is less than the dimension of the domain). For simplicity we consider only the case of balls or boxes, although the proof works for bounded domains with sufficiently regular boundary (e.g. piece-wise smooth and Lipschitz).

Proposition 2.9 (Capacity of rescaled domains; non-integrable case). Let \( D \subset \mathbb{R}^d \) be a domain which is either a ball \( B(r) \), \( r > 0 \), or a box \( [0,a_1] \times \cdots \times [0,a_d] \), \( a_i > 0 \). Then if \( \alpha \in [0,d) \), as \( R \to \infty \),

\[
(2.14) \quad \text{Cap}_K(RD) \sim c_{D,\alpha}/K(R)
\]

where

\[
c_{D,\alpha} = \left( \min_{\mu \in \mathcal{P}(D)} \int_D \int_D |x-y|^{-\alpha}d\mu(x)d\mu(y) \right)^{-1} > 0.
\]

Note that \( c_{D,\alpha} = 1 \) if \( \alpha = 0 \).

Proof. We use a similar strategy to the proof of [AMS13, Theorem 7.2].

Let us first consider the upper bound. We claim that without loss of generality we may assume that \( K \geq 0 \). Indeed, by Proposition 2.8 there exist continuous isotropic positive definite kernels \( K_1 \) and \( K_2 \) such that \( K = K_1 + K_2 \), \( K_1 \geq 0 \), and \( K_1(R) \sim K(R) \) as \( R \to \infty \); in particular \( K_1 \) is regularly varying with index \( \alpha \). Then by monotonicity of the capacity (2.7),

\[
\text{Cap}_K(RD)/K(R) \geq \text{Cap}_{K_1}(RD)/K(R) \geq (1 + o(1))\text{Cap}_{K_1}(RD)/K_1(R).
\]

So henceforth we assume that \( K \geq 0 \). Via (2.6) and a change of variables we have

\[
(2.15) \quad \frac{1}{\text{Cap}_K(RD)K(R)} = \min_{\mu \in \mathcal{P}(D)} \int_D \int_D \frac{K(R(x-y))/K(R)}{K(x)K(y)}d\mu(x)d\mu(y).
\]

Let \( \mu_\alpha \in \mathcal{P}(D) \) denote a probability measure which minimises energy with respect to the \( \alpha \)-Riesz kernel on \( D \), i.e. such that

\[
c_{D,\alpha}^{-1} = \min_{\mu \in \mathcal{P}(D)} \int_D \int_D |x-y|^{-\alpha}d\mu(x)d\mu(y) = \int_D \int_D |x-y|^{-\alpha}d\mu_\alpha(x)d\mu_\alpha(y).
\]

Suppose, for the sake of contradiction, that

\[
\liminf_{R \to \infty} \min_{\mu \in \mathcal{P}(D)} \int_D \int_D \frac{K(R(x-y))/K(R)}{K(x)K(y)}d\mu(x)d\mu(y) < c_{D,\alpha}^{-1}.
\]

Extract a subsequence \( \mu_n \in \mathcal{P}(D) \), \( n \geq 1 \), such that \( \mu_n \) converges weakly to a \( \mu_\infty \in \mathcal{P}(D) \), and also

\[
\liminf_{n \to \infty} \int_D \int_D \frac{K(R(x-y))/K(R)}{K(x)K(y)}d\mu_n(x)d\mu_n(y) < c_{D,\alpha}^{-1}.
\]
Then by Fatou’s lemma (recall that we assume $K \geq 0$) and regular variation,
\[ c_{D,\alpha}^{-1} > \liminf_{n \to \infty} \int_D \int_D \frac{K(R(x - y))}{K(R)} d\mu_\alpha(x) d\mu_\alpha(y) \geq \int_D \int_D |x - y|^{-\alpha} d\mu_\infty(x) d\mu_\infty(y), \]
which contradicts the definition of $c_{D,\alpha}$.

We turn to proving the lower bound. Let $\theta > 0$ and define $\nu_\theta \in \mathcal{P}(D)$ to be the probability measure with bounded density obtained as follows. Let $X$ be a random variable whose law is $\mu_\alpha$ and let $U$ be an independent uniform random variable on $B(1)$. Then let $\nu_\theta$ be the law of the random variable $c(X + \theta U)$, where $c \in (0, 1)$ is chosen to be the largest value that ensures $Y$ is supported on $D$ (i.e. $c = r/(r + \theta)$ if $D = B(r)$ and $c = \min_i a_i/(a_i + \theta)$ if $D = [0,a_1] \times \cdots \times [0,a_d]$). Fixing $\epsilon \in (0,d-\alpha)$, by Potter’s bounds \cite[Theorem 1.5.6]{BG87} we may take $t > 0$ sufficient large so that, for all $R \geq t$ and $x,y \in D$,
\[ \frac{K(R(x - y))}{K(R)} 1_{|x-y| \geq t/R} \leq t|x-y|^{-\alpha-\epsilon}. \]

Hence by dominated convergence we have
\[ \lim_{R \to \infty} \int_D \int_D \frac{K(R(x - y))}{K(R)} 1_{|x-y| \geq t/R} d\nu_\theta(x) d\nu_\theta(y) = \int_D \int_D |x - y|^{-\alpha} d\nu_\theta(x) d\nu_\theta(y). \]

On the other hand,
\[ \lim_{R \to \infty} \int_D \int_D \frac{K(R(x - y))}{K(R)} 1_{|x-y| \leq t/R} d\nu_\theta(x) d\nu_\theta(y) \leq O(R^{-d}/K(R)) = o(1) \]
by the bounded density of $\mu_\theta$. This establishes that
\[ \limsup_{R \to \infty} \min_{\mu \in \mathcal{P}(D)} \int_D \int_D \frac{K(R(x - y))}{K(R)} d\mu(x) d\mu(y) \leq \int_D \int_D |x - y|^{-\alpha} d\nu_\theta(x) d\nu_\theta(y). \]

By (2.15), it remains to argue that
\[ \lim_{\theta \to 0} \int_D \int_D |x - y|^{-\alpha} d\nu_\theta(x) d\nu_\theta(y) = \int_D \int_D |x - y|^{-\alpha} d\mu_\alpha(x) d\mu_\alpha(y), \]
or equivalently that
\[ (2.16) \quad \lim_{\theta \to 0} \mathbb{E}\left[ |X_1 - X_2 + \theta(U_1 - U_2)|^{-\alpha}\right] = \mathbb{E}\left[ |X_1 - X_2|^{-\alpha}\right], \]
where $X_i$ and $U_i$ are independent copies of $X$ and $U$ respectively. First, for $\theta \in [0,1]$ and $x_1, x_2 \in \mathbb{R}^d$ define
\[ h_\theta(x_1, x_2) = \mathbb{E}\left[ |x_1 - x_2 + \theta(U_1 - U_2)|^{-\alpha}\right]. \]

By dominated convergence, for every $x_1 \neq x_2$, $h_\theta(x_1, x_2) \to h_0(x_1, x_2)$ as $\theta \to 0$. It may also be checked by elementary calculation that
\[ h_\theta(x_1, x_2) \leq c h_0(x_1, x_2) = c|x_1 - x_2|^{-\alpha} \]
for a constant $c > 0$ that depends only on $\alpha$. Applying the dominated convergence theorem again establishes (2.16).

\begin{remark}
Remark 2.10. Since the capacity of a set $D \subset \mathbb{R}^d$ depends only on the restriction of $K$ to $D$, one can apply Proposition 2.14 to sets of dimension lower than the ambient space. In particular, applying it to the line segment $D = [0,1]$ recovers the $\alpha \in [0,1)$ case of Proposition 2.4.
\end{remark}

We next study ‘condensation’ and ‘projection’ properties of the capacity. For the next two propositions we assume that $K$ is asymptotic to a decreasing function. If $\alpha > 0$ this is automatic since in fact $K(x) \sim \sup_{t \geq x} K(t)$ (see Lemma C.1), but it is not true in general if $\alpha = 0$. In particular we will use the fact that
\[ (2.17) \quad \xi_r = \sup_{y \geq x \geq r} \frac{K(y)}{K(x)} - 1, \]
tends to zero as $r \to \infty$, whereas in general this is only true for $\alpha > 0$. We also recall the
uniform convergence property of regular varying functions [BGT87, Theorem 1.2.1] which
implies that, for any $\delta > 0$ there exists $\rho \in (0,1)$ such that, as $R \to \infty$ eventually
\begin{equation}
\sup_{z \in R(1-\rho,1+\rho)} \left| \frac{K(z)}{K(R)} - 1 \right| \leq \delta.
\end{equation}

For $0 \leq s \leq r \leq R$, define
$$ S_{s,r,R} = \cup_{i \leq i < [R/r]} \{ ir + [0, s] \} $$
to be a coarse grained approximation of the line segment $[0, R]$, using ‘grains’ of length $s$
translated along $r\mathbb{Z}$ (see Figure 1). In the ‘non-integrable’ case $\alpha \in [0,1]$, we show that,
provided $r$ does not grow too quickly with $R$, and $s$ does not grow too slowly, the capacity of
$S_{s,r,R}$ approximates the capacity of $[0, R]$:

**Proposition 2.11 (Condensation).** Let $\alpha \in [0,1]$ and let $r = r(R) \to \infty$ and $s = s(R) \to \infty$
be such that $s \leq r \leq R$ and, as $R \to \infty$,
\begin{equation}
\begin{cases}
R^{\alpha(1)} & \text{if } \alpha = 1, \\
\alpha(R) & \text{if } \alpha \in (0,1),
\end{cases}
\end{equation}

and
$$ \begin{cases}
rK(s)(\log s) \ll RK(R)(\log R) & \text{if } \alpha = 1, \\
rK(s) \ll RK(R) & \text{if } \alpha \in [0,1).
\end{cases} $$

Then, as $R \to \infty$,
$$ \text{Cap}_K([0, R]) \sim \text{Cap}_K(S_{s,r,R}). $$

**Proof.** By monotonicity of the capacity (2.7), it is enough to prove that
$$ \lim \inf_{R \to \infty} \frac{\text{Cap}_K(S_{s,r,R})}{\text{Cap}_K([0, R])} \geq 1. $$

By the same monotonicity we can and will also assume that $s < r/2$. Since $R \to \text{Cap}_K([0, R])$
is regularly varying and $r = O(R)$, we may also assume that $R/r$ is an integer.

Let us first consider the case $\alpha \in [0,1)$. For $1 \leq i < R/r$ we define $S_i = ir + [0, s]$ and
$T_i = ir + [0, r]$, so that $\cup_i S_i = S_{s,r,R}$ and $\cup_i T_i = [0, R]$. Let $\mu_{\alpha} \in \mathcal{P}([0,1])$
denote the probability measure that minimises energy with respect to the $\alpha$-Riesz kernel on $[0,1]$, i.e.
such that
$$ c_{\alpha}^{-1} = \int_{[0,1]} \int_{[0,1]} |x-y|^{-\alpha} d\mu_{\alpha}(x)d\mu_{\alpha}(y). $$

Further, for $\theta > 0$, let $\nu_{\theta} \in \mathcal{P}([0,1])$ denote the measure with continuous bounded density
obtained by convolving $\nu_{\alpha}$ with the uniform distribution on $[0, \theta]$ and rescaling the resulting
measure by $x \mapsto x/(1 + \theta)$, and then let $\nu'_{\theta}$ be the probability measure on $\cup_i S_i$ that has
constant density $s^{-1}\nu_{\theta}(T_i/R)$ on each $S_i$.

Recall from the proof of Proposition 2.9 that,
$$ \lim_{\theta \to 0} \int_{[0,1]} \int_{[0,1]} |x-y|^{-\alpha} d\nu_{\theta}(x)d\nu_{\theta}(y) = c_{\alpha}^{-1}. $$

\begin{figure}[h]
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\caption{Condensation of line segments in Proposition 2.11 provided $r = r(R)$ does not grow too quickly and $s = s(R)$ does not grow too slowly, the capacities of $S_{s,r,R}$ and $[0, R]$ are asymptotically equivalent.}
\end{figure}
Hence by applying the left-hand side of (2.9) to the measure $\nu'$, taking $\theta \to 0$, and recalling Proposition 2.4, it is sufficient to show that, for every $\theta > 0$,

$$\limsup_{R \to \infty} \frac{\sum_{i,j} s^{-2} \nu(T_i/R) \nu(T_j/R) \int_{S_i} \int_{S_j} K(x - y) dxdy}{K(R) \int_{[0,1]} \int_{[0,1]} |x - y|^{-\alpha} d\nu(x) d\nu(y)} \leq 1. \tag{2.20}$$

Since $\nu$ has bounded density, for every $c > 0$ we have, as $R \to \infty$,

$$\sum_{i,j: |i - j| \leq c} s^{-2} \nu(T_i/R) \nu(T_j/R) \int_{S_i} \int_{S_j} K(x - y) dxdy = O(1) \times \frac{R}{r} \times \frac{r^2}{R^2 s^2} \left( \int_{[0,s]} \int_{[0,s]} K(x - y) dxdy + s^2 K(s/2)(1 + \xi_{s/2}) \right) = O(rK(s)/R) = o(K(R)),$$

where in the second step we used that $s^{-2} \int_{[0,s]} \int_{[0,s]} K(x - y) dxdy = O(K(s))$ by Lemma C.4 that $K(s/2) = O(K(s))$ by regular variation, and that $\xi_s \to 0$ (recall (2.17)), and in the final step we used (2.19). On the other hand, recalling (2.18), since $r \to \infty$, for every $\delta > 0$ one can fix $c > 0$ and $R > 0$ sufficiently large so that, for all $|i - j| \geq c$ and $x \in T_i, y \in T_j$,

$$\left| \frac{K(x - y)}{K(|i - j|R)} \right| \leq (1 + \delta)^{-1}, 1 + \delta).$$

Hence

$$\sum_{i,j: |i - j| \geq c} s^{-2} \nu(T_i/R) \nu(T_j/R) \int_{S_i} \int_{S_j} K(x - y) dxdy \leq (1 + \delta) \sum_{i,j: |i - j| \geq c} \nu(T_i/R) \nu(T_j/R) K(|i - j|R) \leq (1 + \delta)^2 \sum_{i,j: |i - j| \geq c} \int_{T_i} \int_{T_j} K(x - y) d\nu(y). \tag{2.22}$$

Finally, by a dominated convergence argument as in the proof of Proposition 2.9 for every $c \geq 2$, as $R \to \infty$

$$\lim_{R \to \infty} \frac{\sum_{i,j: |i - j| \geq c} \int_{T_i} \int_{T_j} K(x - y) d\nu(y)}{K(R) \int_{[0,1]} \int_{[0,1]} |x - y|^{-\alpha} d\nu(x) d\nu(y)} = 1. \tag{2.23}$$

Taking first $R \to \infty$ and then $c \to \infty$, and combining (2.21)–(2.23), gives (2.20).

The case $\alpha = 1$ is similar except we apply the left-hand side of (2.9) to the normalised Lebesgue measure on $\cup_i T_i$ instead of $\nu_0$, and then instead of (2.20) we need to show that

$$\limsup_{R \to \infty} \frac{\sum_{i,j} \int_{S_i} \int_{S_j} K(x - y) dxdy}{2(1 - \gamma)^{-1} K(R) \log R} \leq 1. \tag{2.24}$$

First, similarly to (2.21), for every $c > 0$ we have, as $R \to \infty$,

$$\frac{R^2}{s^2 R^2} \sum_{i,j: |i - j| \leq c} \int_{S_i} \int_{S_j} K(x - y) dxdy = O(1) \times \frac{R}{r} \times \frac{r^2}{s^2 R^2} \left( \int_{[0,s]} \int_{[0,s]} K(x - y) dxdy + s^2 K(s/2)(1 + \xi_{s/2}) \right) = O(rK(s) \log s/R) = o(K(R) \log R), \tag{2.25}$$

where we used that $s^{-2} \int_{[0,s]} \int_{[0,s]} K(x - y) dxdy = O(K(s) \log s)$ by Proposition C.3 and also (2.19). On the other hand, exactly as in (2.22), for every $\delta > 0$ one can fix $c > 0$ and $R > 0$
Figure 2. Projection of balls onto line segments in Proposition 2.12: the capacity of the collection \( \{D_i\}_{i \leq n} \) (left) is larger, up to negligible error, than the capacity of its projection onto a line (centre), which in turn is larger than the capacity of the line segments \( S_{s,r,(n-1)r} \) (right).

sufficiently large so that

\[
(2.26) \sum_{i,j:|i-j| \geq c} \frac{r^2}{s^2R^2} \int_{S_i} \int_{S_j} K(x-y)dx dy \leq (1 + \delta)^2 \sum_{i,j:|i-j| \geq c} \int_{T_i} \int_{T_j} K(x-y)dx dy
\]

Finally since \( r = R^{o(1)} \), applying (C.3), for all \( c > 0 \) we have that

\[
(2.27) \lim_{R \to \infty} \frac{\frac{1}{4} \int_{[0,R]} \int_{[0,R]} K(x-y) \mathbb{1}_{|x-y| \geq cr} dx dy}{2(1 - \gamma)^{-1} K(R) \log R} = 1.
\]

Combining (2.25)–(2.27), we have established (2.24). \( \square \)

The next proposition shows that the capacity of a collection of disjoint balls exceeds the capacity of their ‘projection’ onto a line segment.

**Proposition 2.12 (Projection).** There is a positive function \( \xi' \to 0 \) such that the following holds: For every \( r \geq 1, s \in (0,r/2) \), finite collection \( \{D_i\}_{1 \leq i \leq n} \) of translations of the ball \( B(s) \) such that their centres \( \{c_i\}_{1 \leq i \leq n} \) satisfy \( |c_i - c_j| \geq |i - j| r \) for every \( 1 \leq i, j \leq n \),

\[
\text{Cap}_K(\cup_i D_i) \geq \text{Cap}_K(S_{s,r,(n-1)r})(1 - \xi').
\]

**Proof.** Let \( \mu \) be a measure of minimal energy for the set \( \cup_{1 \leq i \leq n} \{ir + B(s)\} \), and recall the function \( \xi_r \) defined in (2.17). Since the centre of the balls satisfy the pairwise bounds \( |c_i - c_j| \geq |i - j| r \), we have that

\[
\int_{\cup_i D_i} \int_{\cup_i D_i} K(x-y) d\mu(x) d\mu(y) \leq (1 + \xi_r) \int_{\cup_{i \in \{ir + B(s)\}}} K(x-y) d\mu(x) d\mu(y).
\]

Given (2.8) and (2.9), this shows that

\[
\text{Cap}_K(\cup_i D_i) \geq \frac{1}{1 + \xi_r} \text{Cap}_K(\cup_{1 \leq i \leq n} \{ir + B(s)\}),
\]

which implies the result by the monotonicity of the capacity (2.17). \( \square \)

Combining the previous two propositions we obtain the following:

**Corollary 2.13.** Let \( \alpha \in [0,1] \) and let \( r = r(R) \to \infty \) and \( s = s(R) \to \infty \) satisfy (2.19). Then

\[
\liminf_{\rho \to 1} \liminf_{R \to \infty} \inf_{D_i \in \mathcal{D}_{R,\rho}} \text{Cap}_K(\cup_i D_i) \geq \text{Cap}_K([0,R]),
\]

where \( \mathcal{D}_{R,\rho} \) is the set of finite collections \( \{D_i\}_{1 \leq i \leq n} \) of translations of the ball \( B(s) \), with \( n \geq \lfloor \rho R/r \rfloor \), such that their centres \( \{c_i\}_{1 \leq i \leq n} \) satisfy \( |c_i - c_j| \geq |i - j| r \).

2.3. **Gaussian large deviation bounds.** In this section we collect large deviation bounds for continuous Gaussian fields.
2.3.1. Exceedences. The classical large deviation bound for exceedences is the following:

Proposition 2.14 (BTIS inequality; see [AW09, Theorem 2.9]). Let $f$ be a continuous Gaussian field on $\mathbb{R}^d$ and let $D \subset \mathbb{R}^d$ be a compact set. Then for $u \geq 0$,

$$-\log \mathbb{P}\left[ \sup_{x \in D} f(x) \geq \mathbb{E}\left[ \sup_{x \in D} f(x) \right] + u \right] \geq \frac{u^2}{2 \sup_{x \in D} \text{Var}[f(x)]}.$$ 

To apply the BTIS inequality we need control on the expected supremum of $f$ on compact sets. We next state simple bounds in the case of $C^1$-smooth stationary Gaussian fields:

Proposition 2.15. Let $f$ be a $C^1$-smooth stationary Gaussian field on $\mathbb{R}^d$ with covariance $K$. Then there exists a universal $c_d > 0$, depending only on the dimension $d$, such that for all $R \geq 3$,

$$\mathbb{E}\left[ \sup_{x \in B(R)} f(x) \right] \leq c_d \sqrt{\max \left\{ (\log R) K(0), R^{-2} \sup_{|k|=1} \mathbb{E}[(\partial^k f(0))^2] \right\}} \quad \text{(2.28)}$$

and also

$$\mathbb{E}\left[ \sup_{x \in B(2R)} f(x) \right] \leq c_d \sqrt{\max \left\{ K(0), R^2 \sup_{|k|=1} \mathbb{E}[(\partial^k f(0))^2] \right\}}. \quad \text{(2.29)}$$

Proof. In the proof $c_i > 0$ denote constants which depend only on the dimension. To prove (2.28), consider the rescaled field $g(x) = f(x/R)$ for which

$$\mathbb{E}\left[ \sup_{x \in B(R)} f(x) \right] = \mathbb{E}\left[ \sup_{x \in B(2R)} g(x) \right].$$

Let $X = \sup_{x \in B(1)} g(x)$ and $\bar{X} = (X - \mathbb{E}[X])/\sqrt{K(0)}$. By Kolmogorov’s theorem (see, e.g., [NS16, Appendix A.9]) and the BTIS inequality (Proposition 2.14) we have

$$\mathbb{E}[X] \leq c_1 \sqrt{\max \left\{ K(0), \sup_{|k|=1} \mathbb{E}[(\partial^k g(0))^2] \right\}} \quad \text{and} \quad \mathbb{P}[X \geq u] \leq e^{-u^2/2}, \ u \geq 0. \quad \text{(2.30)}$$

Consider a collection $\{B_i\}$ of $c_2 R^d$ translated copies of $B(1)$ which cover $B(R^2)$, and define $X_i = \sup_{x \in B_i} g(x)$ and $\bar{X}_i = (X_i - \mathbb{E}[X_i])/\sqrt{K(0)}$. By stationarity we have

$$\mathbb{E}\left[ \sup_{x \in B(R)} g(x) \right] \leq \mathbb{E}\left[ \max_i X_i \right] = \mathbb{E}[X] + \sqrt{K(0)} \mathbb{E}\left[ \max_i \bar{X}_i \right]. \quad \text{(2.31)}$$

We use the following standard claim about sub-Gaussian random variables:

Claim 2.16. Let $(Y_i)_{1 \leq i \leq n}$ be identically distributed with $\mathbb{P}[Y_i \geq u] \leq e^{-u^2/2}$ for all $u \geq 0$. Then there exists a universal $c > 0$ such that, for all $n \geq 3$, $\mathbb{E}[\max_{1 \leq i \leq n} Y_i] \leq c \sqrt{\log n}$.

Proof. Observe that $\exp(\lambda \mathbb{E}[\max_i Y_i]) \leq n \mathbb{E}[e^{\lambda Y_i}] \leq 4n \lambda e^{\lambda^2/2}$ for all $\lambda \geq 1$ by Jensen’s inequality, then set $\lambda = \sqrt{\log n}$. \hfill \Box

Combining with (2.30) and (2.31), we have

$$\mathbb{E}\left[ \sup_{x \in B(2R)} g(x) \right] \leq c_3 \sqrt{\max \left\{ (\log R) K(0), \sup_{|k|=1} \mathbb{E}[(\partial^k g(0))^2] \right\}}$$

which is equivalent to (2.28) after rescaling. Eq. (2.29) can be proven similarly, except this time considering the rescaled field $g(x) = f(Rx)$, and we omit the details. \hfill \Box
2.3.2. Entropic bound. The following bound is a simple consequence of (2.1):

**Proposition 2.17.** Let $f$ be a continuous Gaussian field on $\mathbb{R}^d$. Then for every $h \in H$ and event $A$,

$$P[f \in A] \geq P[f + h \in A] \exp \left(-\frac{\|h\|_H^2}{2P[f + h \in A]} - 1\right).$$

**Proof.** Let $P$ and $Q$ denote the laws of $f$ and $f + h$ respectively. By (2.1) and Jensen’s inequality

$$-\frac{\|h\|_H^2}{2} = \int \log \frac{dP}{dQ} dQ = \int_A \log \frac{dP}{dQ} dQ + \int_{A^c} \log \frac{dP}{dQ} dQ \leq Q[A] \left( \log \frac{P[A]}{Q[A]} + \frac{P[A^c]}{Q[A^c]} \right) \leq Q[A] \left( \log \frac{P[A]}{Q[A]} + 1 \right),$$

where the last inequality is since $P[A^c] \leq 1$ and $\sup_{x\in[0,1]} \frac{1}{x} \log \frac{1}{1-x} = 1$, which is easily verified. Rearranging gives the result. □

**Corollary 2.18.** Let $f$ be a continuous Gaussian field on $\mathbb{R}^d$. Then for every $u \geq 0$, compact set $D \subset \mathbb{R}^d$, and event $A$ that is increasing and measurable with respect to $|f|_D$,

$$P[f \in A] \geq P[f + u \in A] \exp \left(-\frac{u^2 \text{Cap}_K(D)}{2P[f + u \in A]} - 1\right).$$

**Proof.** Suppose $\text{Cap}_K(D) < \infty$ since otherwise the statement is trivial. By convex duality (Proposition 2.17) there exists $h \in H$ with $h|_D \geq 1$ and $\|h\|_H = \text{Cap}_K(D)$. Applying Proposition 2.17 and since $A$ is increasing and measurable with respect to $|f|_D$, gives the result. □

3. Local-global decompositions

In this section we introduce ‘local-global decompositions’ of smooth Gaussian fields, show their existence under our assumptions, and deduce bounds on exceedences of the global field.

3.1. Definition and existence. Let us begin by defining a local-global decomposition:

**Definition 3.1.** Let $f$ be a $C^1$-smooth isotropic Gaussian field on $\mathbb{R}^d$ with covariance $K$ that is eventually positive. We say that $f$ has a local-global decomposition if there exists a collection of pairs of isotropic Gaussian fields $(f_L, g_L)_{L \geq 1}$ such that, for every $L \geq 1$:

- $f \overset{d}{=} f_L + g_L$.
- The field $f_L$ is $L$-range dependent, i.e.
  $$\mathbb{E}[f_L(0)f_L(x)] = 0 \quad \text{for all } |x| \geq L.$$
- The field $g_L$ is $C^1$-smooth and satisfies
  $$\lim_{M \to \infty} \lim_{L \to \infty} \sup_{|x| \geq ML} \left| \frac{\mathbb{E}[g_L(0)g_L(x)]}{K(x)} - 1 \right| = 0,$$
  and, as $L \to \infty$,
  $$\mathbb{E}[g_L(0)^2] = O(K(L)) \quad \text{and} \quad \sup_{|k|=1} \mathbb{E}[|\partial^k g_L(0)|^2] = o(1).$$
  If $|1/K(L)| = L^{o(1)}$ as $L \to \infty$, we ask in addition that
  $$\sup_{|k|=1} \mathbb{E}[|\partial^k g_L(0)|^2] = O(L^{-2}K(L)).$$

We next give two sufficient conditions for the existence of such a decomposition. The reader may wish to skip this and move to Section 3.2 at a first reading. The first condition is more restrictive but easier to verify:
Assumption 3.2. Suppose Assumption 1.8 holds. In addition, there exists a non-negative function \( v \in C^0(\mathbb{R}^+) \) such that \( K(r) = \mathcal{L}[v](r^2) \), where \( \mathcal{L}[\cdot] \) denotes the Laplace transform. Moreover \( \rho(s)s^{d/2+3} \) is bounded, and there is a \( c > 0 \) such that, as \( s \to 0 \),

\[
v(s) \sim \begin{cases} 
  cs^{\alpha/2-1}L(1/\sqrt{s}) & \text{if } \alpha \in (0, d), \\
  cs^{-1}(\log(1/s))^{-\gamma-1} & \text{if } \alpha = 0.
\end{cases}
\]  

(3.4)

Remark 3.3 (Examples). The function \( r \mapsto (1 + r)^{-\alpha/2}, \alpha > 0 \), is the Laplace transform of

\[
v(s) = \Gamma(\alpha/2)^{-1}s^{\alpha/2-1}e^{-s}, \quad s > 0,
\]

where \( \Gamma(\cdot) \) is the gamma function. Hence the smooth isotropic field on \( \mathbb{R}^d, d \geq 2 \), with Cauchy covariance \( 1/|x|^3 \) satisfies Assumption 3.2 if \( \alpha \in (0, d) \). More generally, one can take any non-negative function \( v \in C^0(\mathbb{R}^+) \) with \( v(s)s^{d/2+3} \) bounded and \( v(s) \) satisfying (3.4).

Then we show in Appendix A that the isotropic Gaussian field on \( \mathbb{R}^d, d \geq 2 \), whose covariance is \( K(r) \propto \mathcal{L}[v](r^2) \), suitably normalised, satisfies Assumption 3.2.

The second is broader but may be harder to verify:

Assumption 3.4. Suppose Assumption 1.8 holds. In addition, the spectral measure has a density \( \rho \), the function \( q = \mathcal{F}[\sqrt{\rho}] \) is in \( C^3(\mathbb{R}^d) \), for each multi-index \( k \) with \( |k| \leq 3 \), \( \partial^k q \in L^2(\mathbb{R}^d) \), and there is a \( c > 0 \) such that, as \( x \to \infty \),

\[
q(x) \sim \begin{cases} 
  cx^{-(d+\alpha)/2}\sqrt{L(x)} & \text{if } \alpha \in (0, d), \\
  cx^{-d/2}(\log x)^{-(\gamma+1)/2} & \text{if } \alpha = 0.
\end{cases}
\]  

(3.5)

If \( \alpha = 0 \) we additionally assume that, as \( x \to \infty \),

\[
\sup_{|k|=1} |\partial^k q(x)| = O(x^{-1}q(x)).
\]  

(3.6)

Remark 3.5 (Examples). A first class of examples is obtained by taking a smooth isotropic unimodal function \( q \) such that \( \partial^k q \in L^2(\mathbb{R}^d) \) for all \( |k| \leq 3 \), which satisfies (3.5), and such that \( x^{(d-1)/2}q(x) \) is eventually decreasing (and also satisfying (3.6) if \( \alpha = 0 \)). Then if \( d \in \{2, 3\} \) and \( \alpha \in ((d-3)/2, d) \), we show in Appendix B that the isotropic Gaussian field on \( \mathbb{R}^d, d \geq 2 \), whose covariance kernel is \( K \propto q \ast q \), suitably normalised, satisfies Assumption 3.4. The restriction \( d \in \{2, 3\} \) and \( \alpha \in ((d-3)/2, d) \) is for technical reasons, and it is possible these examples also satisfy Assumption 3.4 without this restriction.

Second, one can obtain a class of examples via spectral blow-up, namely by assuming that the spectral density \( \rho \) exists and satisfies, as \( \lambda \to 0 \),

\[
\rho(\lambda) \sim \begin{cases} 
  \lambda^{\alpha-d} & \text{if } \alpha \in (0, d), \\
  \lambda^{-d}(\log(1/\lambda))^{-(\gamma+1)} & \text{if } \alpha = 0.
\end{cases}
\]  

(3.7)

As we show in Appendix B if \( \alpha \in ((d-3)/2, d) \) and \( K(\cdot) \) is continuous with \( K(x)x^{(d-3)/2} \) eventually decreasing, then (1.17) (resp. (3.5)), suitably normalised, is implied by (3.7).

Remark 3.6. Although we do not show this formally, a consequence of the classical Tauberian theorem for the Laplace transform is that Assumption 3.2 implies that the spectral density satisfies (3.7) (suitably normalised). Hence if \( \alpha \in ((d-3)/2, d) \) and \( q \) is continuous with \( q(x)x^{(d-3)/2} \) eventually decreasing, Assumption 3.2 implies Assumption 3.4. It is plausible that this implication holds in general, but we lack a proof.

We now verify the sufficiently of these conditions:

Proposition 3.7. If \( f \) satisfies Assumption 3.2 or 3.4, it has a local-global decomposition.
Before embarking on the proof let us explain the main idea, which is to represent the field as a spatial moving average. More precisely, under Assumption $3.3$ we use the representation $f = q \ast W$, where $q$ is the defined in Assumption $3.3$ and $W$ is the white noise on $\mathbb{R}^d$. On the other hand, we show in Appendix $A$ that, under Assumption $3.2$ there exists a $q(x, t) \in L^2(\mathbb{R}^d \times \mathbb{R}^+) \text{ such that } f = q \ast_1 W$, where $W$ is the white noise on $\mathbb{R}^d \times \mathbb{R}^+$, and $\ast_1$ denotes the convolution over $\mathbb{R}^d \times \mathbb{R}^+$ restricted to $\mathbb{R}^d \times \{0\}$. In both cases we define $f_L$ and $g_L$ via a truncation of $q$ at scale $L$.

Similar decompositions were used in [MV20, Sev21, Mui22] to study Gaussian field percolation. An important difference in our application is that relevant properties are carried by the global field, whereas in [MV20, Sev21, Mui22] the global field was discarded.

**Proof of Proposition 3.7 in the case of Assumption 3.4.** Recall that $f = q \ast W$ (see Appendix $A$). Let $\varphi : \mathbb{R}^+ \to \mathbb{R}$ be a smooth function with bounded derivatives of all order such that $\varphi(x) = 1$ for $x \leq 1/4$ and $\varphi(x) = 0$ for $x \geq 1/2$. For $L \geq 1$, define $q_L(\cdot) = q(\cdot)\varphi(\cdot/L)$, and the isotropic Gaussian fields

$$f_L = q_L \ast W \text{ and } g_L = (q - q_L) \ast W = f - f_L.$$  

Let us verify that $f_L$ and $g_L$ fulfill the requirements of a local-global decomposition. By definition it is clear that $f_L$ and $g_L$ are isotropic Gaussian fields and that $f_L$ is $L$-range dependent; hence it remains to show that $g_L$ is $C^1$-smooth and satisfies \( (3.1) \)–\( (3.3) \).

As a preliminary we observe, since $q \in C^3(\mathbb{R}^d)$ and $\varphi$ has uniformly bounded derivatives, $q_L \in C^3(\mathbb{R}^d)$. Hence $g_L$ is $C^2$-smooth (Lemma $A.1$), and for each $|k| \leq 2$,

$$\partial^k f = (\partial^k q) \ast W \text{ and } \partial^k g_L = (\partial^k(q - q_L)) \ast W.$$  

We also observe that, by assumption, as $L \to \infty$, for some $c > 0$,

$$q(L)^2 L^d \sim \left\{ \begin{array}{ll} cK(L) & \text{if } \alpha \in (0, d), \\ cK(L)/\log L & \text{if } \alpha = 0. \end{array} \right.$$  

In particular, $q$ is regularly varying with index $(d + \alpha)/2 \in (\alpha, d)$.

**Proof of (3.1).** Since $f = f_L + g_L$ and $f_L$ is $L$-range dependent, for $x \geq 3L$ we have

$$\mathbb{E}[g_L(0)g_L(x)] = \mathbb{E}[f(0)f(x)] - 2\mathbb{E}[f_L(0)f(x)] = K(x) - 2\langle q_L(\cdot), q(\cdot - x) \rangle_{L^2}.$$  

Moreover, since $x \geq 3L$ and $q$ is eventually positive, as $L \to \infty$,

$$\langle q_L(\cdot), q(\cdot - x) \rangle_{L^2} \leq \|q\|_{L^1} \sup_{y \in B(x+L)} q(y) = O\left( \int_0^L x^{d-1} q(x) dx \right),$$  

where we used that $q(x) \sim \sup_{t \geq x} q(t)$ (Lemma $C.1$). Since $\alpha < d$ we have by Proposition $C.2$ (with $\beta = (d - \alpha)/2 > 1$) and $(3.3)$ that, as $L \to \infty$,$$
\int_0^L x^{d-1} q(x) dx = O(L^d q(L)) = \frac{O(K(L))}{q(L)}.$$

Moreover, by Lemma $C.4$ for sufficiently large $M > 1$,$$
\sup_{|x| \geq ML} \frac{q(x - L)}{K(x)} \sim \frac{q((M - 1)L)}{K(ML)}.$$

Hence, by the regular variation of $K$ and $q$, for sufficiently large $M > 1$,$$
\limsup_{L \to \infty} \sup_{|x| \geq ML} \frac{K(L)}{K(x)} \frac{q(x - L)}{q(L)} = \limsup_{L \to \infty} \frac{K(L)}{K(ML)} \frac{q((M - 1)L)}{q(L)} = M^{\alpha}(M - 1)^{-(d+\alpha)/2}.$$

Recalling that $(d + \alpha)/2 > \alpha$, we have shown that$$\lim_{M \to \infty} \limsup_{L \to \infty} \sup_{|x| \geq ML} \frac{\langle q_L(\cdot), q(\cdot - x) \rangle_{L^2}}{K(x)} = 0,$$

which, combining with $(3.9)$, completes the proof.
Proof of (3.2). We note that, since \( q \) is eventually positive,
\[
\mathbb{E}[g_L(0)^2] = \|q - q_L\|_2 = O\left( \int_{L/4}^{\infty} x^{d-1} q(x)^2 dx \right).
\]
In the case \( \alpha \in (0, d) \) we have by Proposition 3.2 (with \( \beta = -\alpha - 1 < -1 \)) and 3.5,
\[
\int_{L/4}^{\infty} x^{d-1} q(x)^2 dx = O(K(L)),
\]
and in the case \( \alpha = 0 \) instead by Proposition 3.6 (with \( \beta = -\gamma - 1 < -1 \))
\[
\int_{L/4}^{\infty} x^{d-1} q(x)^2 dx \sim \int_{L/4}^{\infty} x^{-1} (\log x)^{-1} dx = O((\log L)^{-\gamma}) = O(K(L)).
\]
Moreover, since \( \partial^k q \in L^2 \), as \( L \to \infty \),
\[
\mathbb{E}[(\partial^k g_L(0))^2] = \|\partial^k (q - q_L)\|_{L^2} \to 0.
\]
Proof of (3.3). Eq. (3.3) only applies in the case \( q(x) \sim x^{-d/2}(\log x)^{-(\gamma+1)/2} \). Recalling the assumption (3.6), for each \( |k| = 1 \),
\[
\mathbb{E}[(\partial^k g_L(0))^2] = \|\partial^k (q - q_L)\|_{L^2} = O\left( \int_{L/4}^{\infty} x^{d-1} x^{-(d+2)} (\log x)^{-\gamma+1} dx \right) = O(L^{-2}(\log L)^{-\gamma}),
\]
as required, where we used Proposition 3.2 (with \( \beta = -3 \)).

Proof of Proposition 3.7 in the case of Assumption 3.2. In Appendix A we show that, under Assumption 3.2,
\[
f = q \ast_1 W, \quad q(x, t) = w(t)Q(x/t),
\]
where \( w(t) \propto t^{-d-3}v(1/(4t^2)) \), \( Q(x) = e^{-|x|^2} \), and \( W \) is the white noise on \( \mathbb{R}^d \times \mathbb{R}^+ \). Let \( \varphi \) be as in the proof in the case of Assumption 3.1 and for \( L \geq 1 \), define \( q_L(\cdot) = w(t)Q(\cdot/t)\varphi(\cdot/L) \) and the isotropic Gaussian fields
\[
f_L = q_L \ast_1 W \quad \text{and} \quad g_L = (q - q_L) \ast_1 W = f - f_L.
\]
As in the previous proof, it is clear that \( f_L \) and \( f_L \) are isotropic Gaussian fields, \( g_L \) is \( L \)-range dependent, and \( g_L \) is \( C^2 \)-smooth (see Lemma A.1) with, for each \( |k| \leq 2 \),
\[
\partial^k f = (\partial^k q) \ast_1 W \quad \text{and} \quad \partial^k g_L = (\partial^k (q - q_L)) \ast_1 W,
\]
where \( \partial^k,0 = \partial^k,_{k} \). Moreover, the bounds 3.2 and 3.5 are a special case of Min22 Proposition 2.6. Hence it remains to show that \( g_L \) satisfies (3.1).

Similarly to (3.9), for \( x \geq 3L \) we have
\[
\mathbb{E}[g_L(0)g_L(x)] = \mathbb{E}[f(0)f(x)] - 2\mathbb{E}[f_L(0)f(x)] = K(x) - 2\langle q_L(\cdot), q(\cdot - x) \rangle_{L^2(\mathbb{R}^d \times \mathbb{R}^+)}.
\]
Using that \( x \mapsto e^{-x^2} \) is decreasing on \( \mathbb{R}^+ \) and \( q_L \) is supported on \( B(L) \), we have
\[
\langle q_L(\cdot), q(\cdot - x) \rangle_{L^2(\mathbb{R}^d \times \mathbb{R}^+)} \leq \mathbb{E}[q_L(\cdot,t)\|_{L^1} \sup_{y \in B(x+L)} q(y,t) dt]
\leq c_1 L^d \int_0^{\infty} w(t)e^{-|x-L|^2/t^2} dt,
\]
for a constant \( c_1 > 0 \). By the change of variables \( t \mapsto 1/(2\sqrt{s}) \) and applying Proposition A.3 as \( x \to \infty \),
\[
\int_0^{\infty} w(t)e^{-|x|^2/t^2} dt = c_2 \int_0^{\infty} s^{d/2} v(s) e^{-2|x|^2 s} ds
= c_2 L|v(s) s^{d/2}|(2x^2)
\leq c_3(1 + o(1))K(\sqrt{2}x)x^{-d}
\]
for constants $c_2, c_3 > 0$. Since, by Lemma 2.11 for sufficiently large $M$,
\[
\sup_{|x| \geq ML} \frac{K(\sqrt{2}(x - L))((x - L)^{-d})}{K(x)} \sim L^{-d}(\sqrt{2}(M - 1))^{-\alpha}(M - 1)^{-d}M^\alpha,
\]
we conclude that
\[
\limsup_{L \to \infty} \sup_{|x| \geq ML} \frac{\langle q_L(\cdot), q(\cdot - x) \rangle_{L^2(\mathbb{R}^d \times \mathbb{R}^d)}}{K(x)} \leq c_4(M - 1)^{-\alpha - d}M^\alpha \leq c_5M^{-d}.
\]
for $c_4, c_5 > 0$. Combining with (3.10) and sending $M \to \infty$, we have the result. \hfill \Box

3.2. Exceedences of the global field. We next control the exceedences of the global field. In the next two results $f$ is a $C^1$-smooth isotropic Gaussian field on $\mathbb{R}^d$ with covariance $K$ that is regularly varying with index $\alpha \in [0, \infty)$, and we assume that $f$ has a local-global decomposition $(f_L, g_L)_{L \geq 1}$.

The first result controls exceedences in a ball of scale $L$:

**Proposition 3.8.** For any $u > 0$, as $L \to \infty$,
\[
\mathbb{E}\left[ \sup_{x \in B(L)} g_L \right] = o(1) \quad \text{and} \quad -\log \mathbb{P}\left[ \sup_{x \in B(L)} g_L \geq u \right] \geq \frac{1}{O(K(L))}.
\]
Moreover, if $\alpha > 0$ then for every $\psi \in (0, \min\{\alpha/2, 1\})$ there is a $c_1 > 0$ such that, for any $L \geq 1$ and $u \geq L^{-\psi}$,
\[
-\log \mathbb{P}\left[ \sup_{x \in B(L)} g_L \geq u \right] \geq \frac{c_1u^2}{K(L)},
\]
and if $\alpha = 0$ there is a $c_2 < 0$ such that, for any $L \geq 1$ and $u \geq c_2^{-1}\sqrt{K(L)}$,
\[
-\log \mathbb{P}\left[ \sup_{x \in B(L)} g_L \geq u \right] \geq \frac{c_2u^2}{K(L)}.
\]

**Proof.** We have by (2.28) that, as $L \to \infty$,
\[
\mathbb{E}\left[ \sup_{x \in B(L)} g_L \right] \leq \sqrt{O\left( \max \left\{ \log L, \mathbb{E}[g_L(0)^2], R^{-2} \sup_{|\nu| = 1} \mathbb{E}[|\partial^\nu g_L(0)|^2] \right\} \right)}
\]
and
\[
\mathbb{E}\left[ \sup_{x \in B(L)} g_L \right] \leq \sqrt{O\left( \max \left\{ \mathbb{E}[g_L(0)^2], R^2 \sup_{|\nu| = 1} \mathbb{E}[|\partial^\nu g_L(0)|^2] \right\} \right)}.
\]
By the assumed properties of $g_L$ in (3.2) and (3.3), in the case $\alpha > 0$, for any $\gamma \in (0, \min\{\alpha/2, 1\})$ the first bound is $O(L^{-\psi})$, where as in the case $\alpha = 0$ the second bound is $O(\sqrt{K(L)})$; in particular, in both cases $\mathbb{E}[\sup_{x \in B(L)} g_L] \to 0$. The result then follows from the BTIS inequality (Proposition 2.14) and the fact that $\mathbb{E}[g_L(0)^2] = O(K(L))$ by (3.2). \hfill \Box

The next result controls exceedences in a collection of disjoint balls simultaneously; it is inspired by [Szn15, Theorem 3.2], which proved a similar result for the GFF. For $s, r > 0$, and a ball $D$ which is a translated copy of $B(r)$, let $\Gamma_s(D)$ denote the ball that is concentric to $D$ with radius $s$.

**Theorem 3.9.** Let $u > 0$ and let $s = s(L) \to \infty$ be such that, as $L \to \infty$, $K(L) = o(K(s))$. Then there exists a function $\gamma_{L,M}$ satisfying
\[
\lim_{M \to \infty} \limsup_{L \to \infty} \gamma_{L,M} = 0
\]
such that, for every $L, M \geq 1$ and finite collection $D = (D_i)_{1 \leq i \leq n}$ of disjoint translations of the ball $B(L)$ such that their pairwise distance is larger than $ML$,
\[
-\log \mathbb{P}[A] \geq \frac{u^2\text{Cap}_K(\cup_i \Gamma_s(D_i))(1 - \gamma_{L,M})}{2},
\]
where $A$ is the event that \{ $g_L(x) \geq u$ \} has non-empty intersection with each $D_i$.

**Proof.** Let $u > 0$, $L, M \geq 1$, and the finite collection $D = (D_i)$ be given. Let $\mu$ be a measure of minimum energy for the set $\bigcup_i \Gamma_s(D_i)$ with respect to $K$, and define the positive weights $\lambda_i = \mu(\Gamma_s(D_i))$ which satisfy $\sum_i \lambda_i = 1$. Observe that the event $A$ implies that

$$\sup_{x_i \in D_i} \sum_i \lambda_i g_L(x_i) \geq u,$$

where the supremum is taken over the choice of one $x_i$ in each $D_i$. By stationarity, as $L \to \infty$,

$$\mathbb{E} \left[ \sup_{x_i \in D_i} \sum_i \lambda_i g_L(x_i) \right] = \mathbb{E} \left[ \sum_i \lambda_i \sup_{x_i \in D_i} g_L(x_i) \right] \leq \mathbb{E} \left[ \sup_{x \in B(L)} g_L(x) \right] \to 0,$$

where in the last step we used (3.11). Then by Proposition 2.1 applied to the Gaussian field $c$ for some $\lim_{L \to \infty}$. Then by Proposition 2.14 applied to the Gaussian field $F : D_1 \times \ldots \times D_n \to \mathbb{R}$, $(x_1, \ldots, x_n) \mapsto \sum_i \lambda_i g_L(x_i)$,

$$-\log \mathbb{P} \left[ \sup_{x_i \in D_i} \sum_i \lambda_i g_L(x_i) \geq u \right] \geq \frac{\left( u - \mathbb{E} \left[ \sup_{x_i \in D_i} \sum_i \lambda_i g_L(x_i) \right] \right)^2}{2 \sup_{x_i \in D_i} \mathbb{V} \left[ \sum_i \lambda_i f(x_i) \right]} \geq \frac{u^2 + o(1)}{2 \sup_{x_i \in D_i} \mathbb{V} \left[ \sum_i \lambda_i f(x_i) \right]}$$

as $L \to \infty$. Hence it remains to prove that

$$\sup_{x_i \in D_i} \mathbb{V} \left[ \sum_i \lambda_i g_L(x_i) \right] \leq (\text{Cap}_K(\bigcup_i \Gamma_s(D_i)))^{-1}(1 + \gamma_{L,M})$$

for some $\lim_{M \to \infty} \lim_{L \to \infty} \gamma_{L,M} = 0$, or equivalently (by (2.5) and (2.8))

$$\sup_{x_i \in D_i} \sum_i \mu(\Gamma_s(D_i)) \mu(\Gamma_s(D_j)) \mathbb{E}[g_L(0)g_L(x_i - x_j)] \leq (1 + \gamma_{L,M}) \sum_{i,j} \int_{\Gamma_s(D_i)} \int_{\Gamma_s(D_j)} K(x - y) d\mu(x)d\mu(y).$$

We first deal with the diagonal terms $i = j$. For brevity we abbreviate $\tilde{D}_i = \Gamma_s(D_i)$. Note that, by the definition of the global field $g_L$

$$\mu(\tilde{D}_i)^2 \mathbb{E}[g_L(0)^2] \leq c_1 \mu(\tilde{D}_i)^2 K(L),$$

for some $c_1 > 0$ independent of $i$. On the other hand, by the left-hand side of (2.9) applied to the measure $\mu(\cdot)/\mu(\tilde{D}_i)$ (which is a probability measure on $\tilde{D}_i$),

$$\int_{\tilde{D}_i} \int_{\tilde{D}_i} K(x - y) d\mu(x)d\mu(y) \geq \frac{\mu(\tilde{D}_i)^2}{\text{Cap}_K(\tilde{D}_i)} = \frac{\mu(\tilde{D}_i)^2}{\text{Cap}_K(B(s))}.$$

By Proposition 2.9 since $K(L) = o(K(s))$,

$$\text{Cap}_K(B(s)) \sim c_2 K(s) = o(1/K(L)),$$

and we conclude that

$$\mu(\tilde{D}_i)^2 \mathbb{E}[g_L(0)^2] \leq \int_{\tilde{D}_i} \int_{\tilde{D}_i} K(x - y) d\mu(x)d\mu(y) \quad \text{for all } i$$

eventually as $L \to \infty$. To handle the off-diagonal terms we define

$$\gamma_{L,M} = \sup_{|x| \geq ML} \left| \frac{\mathbb{E}[g_L(0)g_L(x)]}{K(x)} - 1 \right|.$$

Then since distinct $D_i$ and $D_j$ are separated by distance at least $ML$ we have that

$$\sum_{i \neq j} \mu(\tilde{D}_i) \mu(\tilde{D}_j) \sup_{x_i \in D_i} \mathbb{E}[g_L(0)g_L(x_i - x_j)] \leq (1 + \gamma_{L,M}) \sum_{i \neq j} \int_{\tilde{D}_i} \int_{\tilde{D}_j} K(x - y) d\mu(x)d\mu(y).$$

Since $\lim_{M \to \infty} \limsup_{L \to \infty} \gamma_{L,M} = 0$ by assumption, we are done. \qed
4. Sprinkled bootstrapping: A priori bounds and exponential decay

In this section we use a sprinkled bootstrapping argument to obtain various a priori bounds; this is similar to the approach pioneered in [RS13, PT15, PR15]. First we give conditions under which $\ell^*_c > -\infty$. As a byproduct we also obtain that, at levels $\ell < \ell^*_c$, the connectivity of the excursion set $\{ f \leq \ell \}$ has, in the case $\alpha \in (0,1]$, at least stretched exponential decay with arbitrary exponent $\psi < \alpha$, and exponential decay in the case $\alpha > 1$. In the latter case this completes the proof of the upper bounds in Theorem 1.11.

We work under more general setting than in the rest of the paper, namely we consider continuous stationary random fields that satisfy a weak notion of ‘local-global decomposition’; in particular, we do not impose Gaussianity, isotropy, or regularly varying assumptions.

The main result of this section is the following:

**Proposition 4.1.** Let $f$ be a continuous stationary random field on $\mathbb{R}^d$ such that, for every $L \geq 1$, $f \overset{d}{=} f_L + g_L$, where $f_L$ is a stationary $L$-range dependent field on $\mathbb{R}^d$, and $g_L$ is a continuous field on $\mathbb{R}^d$ satisfying, for constants $0 < \delta' < \delta < 1$ and $c > 0$,

\[(4.1) \quad \mathbb{P}\left[ \sup_{x \in B(L)} |g_L(x)| \geq (\log L)^{-\delta} \right] \leq e^{-c(\log L)^{1-\delta'}}, \quad L \geq 2.\]

Then $\ell^*_c > -\infty$.

Suppose that in addition there exists constants $\psi, \delta, c_1 > 0$ such that

\[(4.2) \quad \mathbb{P}\left[ \sup_{x \in B(L)} |g_L(x)| \geq (\log L)^{-(1+\delta)} \right] \leq e^{-c_1 L^\psi}, \quad L \geq 2.\]

Then for every $\ell < \ell^*_c$ and $\psi' \in (0, \psi) \cap (0,1]$, there exists a $c_2 > 0$ such that

\[(4.3) \quad \mathbb{P}[\text{Ann}_{\ell}(R)] \leq e^{-c_2 R^{\psi'}} , \quad R \geq 1.\]

Let us show that Proposition 1.9 and the upper bound in the case $\alpha > 1$ of Theorem 1.11 follow from Proposition 4.1.

**Proof of Proposition 1.9** The fact that $\ell^*_c \leq \min\{\ell^*_c, \ell^{**}_c\}$ is clear by definition. Moreover, it is shown in [MRV20] that, $\ell^*_c = \ell_c = 0$ for all fields we consider in dimension $d = 2$. By restricting to a plane, this also implies that $\ell_c \leq 0$ in all dimension $d \geq 2$. It remains to observe that if either $\alpha > 0$ or $\alpha = 0$ and $\gamma > 1$, then by (4.12)–(4.13) the assumptions in the first statement of Proposition 4.1 are satisfied (in the $\alpha = 0$ case one must choose $\delta < \gamma - 1$ in order for (4.1) to hold, which leads to the restriction that $\gamma > 1$), and hence $\ell^*_c > -\infty$. □

**Proof of upper bound in the case $\alpha > 1$ of Theorem 1.11** By Proposition 3.7 and (4.12), both assumptions in Proposition 4.1 are satisfied, and in (4.12) one may take any $\psi \in (0, \alpha)$. Then the conclusion follows by setting $\psi \in (\alpha, 1)$ and then $\psi' = 1$ in (4.3). □

**Remark 4.2.** For later use we note that both assumptions in Proposition 4.1 are satisfied by the fields considered in Theorem 1.11 for any $\alpha > 0$, and one may take any $\psi \in (0, \alpha)$ in (4.2). In particular, if $\alpha \leq 1$ then (4.3) holds for any $\psi' \in (0, \alpha)$.

Before proving Proposition 4.1 we isolate the (deterministic) construction that underpins the proof (see Figure 3). It will be convenient to work with annuli defined with respect to the sup-norm. As such, for $R > 0$, we define $\Lambda_R = [-R, R]^d$ and $A^\infty(R) = \Lambda_2 \setminus \Lambda_{R/\sqrt{d}}$. For a path in $\mathbb{R}^d$, we say that the path crosses $A^\infty(R)$, or a translated copy, if it intersects both $\partial\Lambda_{R/\sqrt{d}}$ and $\partial\Lambda_{R/2}$.

**Lemma 4.3.** There exists a constant $c_d \geq 1$, depending only on the dimension, such that for every $R_1 \geq 1$ and $R_2 \geq 2R_1$ there exist collections $(A^1_i)_{i \leq n}$ and $(A^2_j)_{j \leq n}$, $n = c_d(R_2/R_1)^d$, of translated copies of $A^\infty(R_1)$ which satisfy:

1. $\text{dist}(A^1_i, A^2_j) \geq (2 - 1/\sqrt{d})(R_2 - 2R_1)$ for all $i, j$;
2. If $\gamma$ is a path that crosses $A^\infty(R_2)$ then there exist $i, j$ such that $\gamma$ crosses $A^1_i$ and $A^2_j$. 

Figure 3. Illustration of Lemma 4.3. A path that crosses the annulus $A^\infty(R_2)$ must cross at least one annulus in each of the collections $(A_1^i)_{i \leq n}$ and $(A_2^j)_{j \leq n}$ of translated copies of $A^\infty(R_1)$ (only partially depicted).

Proof. Choose the collection $(A_1^i)_{i \leq n}$ so that the inner square of each $A_1^i$ (which is a translated copy of $\Lambda_{R_1/\sqrt{d}}$) is contained in $\Lambda_{R_2/\sqrt{d}}$ (i.e. the inner square of $A^\infty(R_2)$) and has a boundary face that is contained in a boundary face of $\Lambda_{R_2/\sqrt{d}}$, and so that the union of the inner squares covers $\partial \Lambda_{R_2/\sqrt{d}}$. Similarly choose the collection $(A_2^j)_{j \leq n}$ so that the inner square of each $A_2^j$ is contained in $\Lambda_{2R_2}$ and has a boundary face that is contained in a boundary face of $\Lambda_{2R_2}$, and so that the union of the inner squares covers $\partial \Lambda_{2R_2}$. It is simple to check these collections satisfy the requirements of the lemma. \hfill \Box

Proof of Proposition 4.1. In the proof $c_i > 0$ are constants which may depend on the field and may change from line to line. Let $\text{Ann}_\infty^\ell(R)$ denote the event that $\{f \leq \ell\}$ contains a path that crosses $A^\infty(R)$. It is clear that

\begin{equation}
\text{Arm}_\ell(1, R) \subset \text{Ann}_\infty^\ell(R/(2\sqrt{d})) \subset \text{Ann}_\ell(R/(2\sqrt{d}))
\end{equation}

for all sufficiently large $R$. Since $\{f \in \text{Ann}_\infty^\ell(R)\}$ is increasing in $\ell$, for any $L \geq 1, R_1, R_2 > 0, \ell \in \mathbb{R}$, and $\varepsilon > 0$, we have

\begin{equation}
\{ f_L \in \text{Ann}_{-\ell}^{\infty}(R_1) \} \cap \left\{ \sup_{x \in \Lambda_{2R_1}} g_L(x) \leq \varepsilon \right\} \implies \{ f \in \text{Ann}_\infty^\ell(R_1) \},
\end{equation}

and

\begin{equation}
\{ f \in \text{Ann}_{-\ell}^{\infty}(R_2) \} \cap \left\{ \inf_{x \in \Lambda_{2R_2}} g_L(x) \geq -\varepsilon \right\} \implies \{ f_L \in \text{Ann}_{-\ell}^{\infty}(R_2) \}.
\end{equation}

Then for every $R_1 \geq 1, R_2 \geq 2R_1, \ell \in \mathbb{R}$, and $\varepsilon > 0$, by applying (4.5)–(4.6) with $L = (2 - 1/\sqrt{d})(R_2 - 2R_1)$, and using the construction in Lemma 4.3, the fact that $f_L$ is $L$-range
dependent, and the union bound, we deduce that
\begin{equation}
\mathbb{P}[f \in \text{Ann}_{c}^{\infty}(R_2)] \leq \mathbb{P}[f_L \in \text{Ann}_{c}^{\infty}(R_2)] + \mathbb{P}\left[ \sup_{x \in \Lambda_{2R_2}} |g_L(x)| \geq \varepsilon \right]
\end{equation}
\begin{align*}
&\leq c_2^2(R_2/R_1)^{2d}\mathbb{P}[f_L \in \text{Ann}_{c}^{\infty}(R_1)] + \mathbb{P}\left[ \sup_{x \in \Lambda_{2R_2}} |g_L(x)| \geq \varepsilon \right] \\
&\leq c_2^2(R_2/R_1)^{2d}\mathbb{P}[f \in \text{Ann}_{c}^{\infty}(R_1)] + 2(c_2^2(R_2/R_1)^{2d} + 1)\mathbb{P}\left[ \sup_{x \in \Lambda_{2R_2}} |g_L(x)| \geq \varepsilon \right].
\end{align*}
We turn to the first statement. Fix $\eta$ so that $\delta' < \eta < \delta$, where $\delta', \delta$ are as in the statement of the proposition. Fix $n_0 \geq 1$ and $\ell_{n_0} \in \mathbb{R}$ to be chosen later (none of the subsequent constants depend on $n_0$ or $\ell_{n_0}$), and define sequences $(R_n)_{n \geq n_0}$ and $(\ell_n)_{n \geq n_0}$ as
\begin{equation}
R_n = e^{n^1/\eta} \quad \text{and} \quad \ell_{n+1} = \ell_n - 2(\log L_n)^{-\delta},
\end{equation}
where $L_n = (2 - 1/\sqrt{d})(R_{n+1} - 2R_n)$ (we may take $n_0$ sufficiently large so that $L_n \geq 1$). Since $(\log R_n)^{-\delta}$ is summable, so is $(\log L_n)^{-\delta}$, and in particular we have $\ell_\infty := \inf_{n \geq n_0} \ell_n > -\infty$. Also by choosing $n_0$ large enough we have
\begin{equation}
R_{n+1} \leq e^{c_1n^{1/\eta}-1}R_n \leq R_n^2, \quad n \geq n_0.
\end{equation}
Now consider $a_n = \mathbb{P}[\text{Ann}_{\ell_n}(R_n)]$. Applying (4.7) (with the settings $R_1 = R_n$, $R_2 = R_{n+1}$, $\ell = \ell_n$ and $\varepsilon = \varepsilon_n = (\log L_n)^{-\delta}$) we have
\begin{equation}
a_{n+1} \leq c_2^2(R_{n+1}/R_n)^{2d}a_n^2 + 2(c_2^2(R_{n+1}/R_n)^{2d} + 1)\mathbb{P}\left[ \sup_{x \in \Lambda_{2R_{n+1}}} |g_{L_n}(x)| \geq \varepsilon_n \right].
\end{equation}
By the union bound and (4.1), for sufficiently large $n_0$,
\begin{equation}
\mathbb{P}\left[ \sup_{x \in \Lambda_{2R_{n+1}}} |g_{L_n}(x)| \geq \varepsilon_n \right] \leq c_1\mathbb{P}\left[ \sup_{x \in B(L_n)} |g_{L_n}(x)| \geq \varepsilon_n \right]
\leq c_1e^{-c_2(\log L_n)^{1-\delta'}} \leq c_3e^{-c_4n^{(1-\delta')}/\eta}.
\end{equation}
Combining (4.8)–(4.10), recalling that $\delta' < \eta$, and adjusting the constants, we deduce that
\begin{equation}
a_{n+1} \leq e^{c_1n^\rho}a_n^2 + e^{-c_2n^\rho'}, \quad n \geq n_0,
\end{equation}
where $\rho = 1/\eta - 1 > 0$ and $\rho' = (1 - \delta')/\eta$ satisfy $0 < \rho < \rho'$. We next prove by induction that, if $n_0$ and $\ell_{n_0}$ are sufficiently large and small respectively, (4.11) implies that
\begin{equation}
a_n \leq e^{-(3c_2/4)n^\rho'}, \quad n \geq n_0;
\end{equation}
for this, first take $n_0$ large enough so that
\begin{equation}
e^{c_1n^\rho}e^{-(3c_2/2)n^\nu'} + e^{-c_2n^\nu'} \leq e^{-(3c_2/4)(n+1)^\rho'}, \quad n \geq n_0.
\end{equation}
Then the base case $n = n_0$ holds by taking $\ell_{n_0}$ sufficiently small. For the induction step, combining (4.11) and (4.12) we have
\begin{align*}
a_{n+1} &\leq e^{c_1n^\rho}a_n^2 + e^{-c_2n^\nu'} \leq e^{c_1n^\rho}e^{-(3c_2/2)n^\nu'} + e^{-c_2n^\nu'} \leq e^{-(3c_2/4)(n+1)^\rho'}.
\end{align*}
Hence by monotonicity we conclude that
\begin{equation}
\mathbb{P}[\text{Ann}_{\ell_{n_0}^*}(R_n)] \leq e^{-c_3n^\rho'} = e^{-c_4(\log R_n)^{1-\delta'}}
\end{equation}
for all $n \geq n_0$, from which we deduce (recall that $R_{n+1} \leq R_n^2$) that
\begin{equation}
\mathbb{P}[\text{Ann}_{\ell_{\infty}^*}(R)] \leq e^{-c_4(\log R)^{1-\delta'}}
\end{equation}
for all sufficiently large $R$ by monotonicity. Recalling (4.14), this shows that $\ell_{\infty}^* \geq \ell_\infty > -\infty.$
We turn to the second statement of Proposition 4.11 which is proven similarly. Let \( \ell < \ell^*_c \) and \( \psi' \in (0, \psi) \cap (0, 1) \) be given. Fix a constant \( R_0 \geq 1 \) to be chosen later, and for each \( n \geq 1 \) define \( R_n \) recursively as

\[
R_{n+1} = 2R_n + R_n^{\psi'/\psi} \in [2R_n, 3R_n].
\]

In particular there exists a \( c_0 > 0 \), depending on \( R_0 \), such that

\[
(4.13) \quad R_0 2^n \leq R_n \leq c_0 2^n.
\]

Indeed the lower bound is immediate, and the upper bound follows from the fact that

\[
\log(R_{n+1}/2^{n+1}) - \log(R_n/2^n) = \log(1 + R_n^{\psi'/\psi-1}/2) \leq R_n^{\psi'/\psi-1}/2
\]

is summable. We also define \( \ell_0 = \ell + (\ell^*_c - \ell)/2 \) and \( \ell_{n+1} = \ell_n - 2(\log L_n)^{-(1+\delta)} \), where \( L_n = (2 - 1/\sqrt{\ell})R_n^{\psi'/\psi} \) (again choose \( R_0 \) large enough so that \( L_n \geq 1 \)). Since \( (\log L_n)^{-(1+\delta)} \) is summable, we may choose \( R_0 \) sufficiently large so that \( \inf_{n \geq 1} \ell_n \geq \ell \).

Again consider \( a_n = \mathbb{P}[\text{Ann}_{\infty}^c(R_n)] \), and observe that since \( \ell_0 < \ell^*_c \) and by (4.4), one can make \( a_0 \) arbitrarily small by choosing \( R_0 \) sufficient large. Using a similar argument as in the proof of the first statement, we obtain

\[
a_{n+1} \leq c_1 a_n^2 + e^{-c_2 R_n^{\psi'}} , \quad n \geq 0.
\]

To analyse (4.14) define \( a'_n = c_1 (a_n + e^{-(c_2/2)R_n^{\psi'}}) \). Then by (4.14) we have

\[
a'_{n+1} = c_1 (a_{n+1} + e^{-(c_2/2)R_{n+1}^{\psi'}}) \leq c_1 (a'_n)^2 + c_1 e^{-c_2 R_n^{\psi'}} + c_1 e^{-(c_2/2)R_{n+1}^{\psi'}} \leq c_1 a_n^2 + e^{-(c_2/2)2^{\psi'} R_n^{\psi'}} \leq (c_1 a_0)^{2^{\psi'}} \leq (a'_n)^{2^{\psi'}},
\]

where the second inequality used that \( R_{n+1} \geq 2R_n \), the third that \( \psi' \leq 1 \), and the fourth assumed that \( c_1 \geq 1 \) is fixed sufficient large so that \( 2c_1 \leq (c_1 a_0)^{2^{\psi'}} \), and then \( R_0 \) is taken sufficient large so that \( c_1 a_0 < 1 \). We conclude that there exists a \( c_3 > 0 \) such that

\[
a_n \leq e^{-c_3 2^{\psi'} n} , \quad n \geq 0.
\]

Recalling (4.13), this implies that \( a_n \leq e^{-c_1 R_n^{\psi'}} \), from which we deduce that

\[
(4.15) \quad \mathbb{P}[\text{Ann}_{\infty}^c(R)] \leq e^{-c_3 R^{\psi'}} \quad R \geq 1,
\]

by monotonicity. Considering (4.1), this gives the result.

\[
\square
\]

5. Renormalisation and sharp upper bounds

In this section we prove the upper bounds in Theorem 1.11 in the ‘sub-exponential’ cases. Throughout this section we assume that Assumption 1.11 holds for \( \alpha \in [0, 1] \); in particular a local-global decomposition is available. It will sometimes be convenient to use the notation \( g(x) \ll h(x) \) and \( g(x) \gg h(x) \) to mean \( g(x) = o(h(x)) \) and \( h(x) = o(g(x)) \) respectively.

As in the previous section we work with annuli defined with respect to the sup-norm. In particular, we recall the annulus \( A_{\infty}^c(R) \) and the crossing event \( \text{Ann}_{\infty}^c(R) \) from the previous section. The main ingredient in the proof is a bootstrap for the probability of \( \text{Arm}_c(R) \) given a priori bounds on \( \text{Ann}_{\infty}^c(L) \) on a mesoscopic scale \( 1 \ll L \ll R \).
Figure 4. Illustration of Lemma 5.2. A path that intersects \( \partial B(1) \) and \( \partial B(R) \) must cross at least one annulus in each of the collections \( (A^k_i)_{i \leq n} \) of translated copies of \( A^\infty(L) \) centred along concentric rings (only partially depicted).

**Proposition 5.1 (Bootstrap for annular crossings).** Let \( L = L(R) \to \infty \) satisfy, as \( R \to \infty \),

\[
\begin{align*}
LK(L) & \ll RK(R) \quad \alpha \in [0, 1), \\
\log L & \ll \log R \quad \alpha = 1.
\end{align*}
\]

Then for every \( \ell < \ell_* \) and \( \delta > 0 \) there exists a \( c > 0 \) such that, as \( R \to \infty \), eventually

\[
- \log P[\text{Arm}_\ell(R)] \\
\geq \min \left\{ \frac{((\ell_* - \ell)^2 - \delta) \text{Cap}_K([0, R])}{2}, \frac{PR}{cL}, \frac{R}{cLK(L)} \right\} - \frac{cR}{L} \log(R/L),
\]

where \( P = P(R) = - \log P[\text{Ann}_\ell^\infty(L)] \). In particular, if

\[
\frac{R}{L} \log(R/L) \ll \text{Cap}_K([0, R]) \ll \frac{R}{L} \min \left\{ \frac{P}{K(L)} \right\}
\]

as \( R \to \infty \), then

\[
- \log P[\text{Arm}_\ell(R)] \geq \frac{(\ell_* - \ell)^2 \text{Cap}_K([0, R])}{2}(1 + o(1)).
\]

Once again we isolate the construction that underpins the bootstrap (see Figure 4):

**Lemma 5.2.** There exists a \( c \geq 1 \), depending only on the dimension, such that for every \( R, M, L \geq 6\sqrt{d} \) there exists a set of \( n = \lfloor R/(6ML) \rfloor \) collections \( (A^k_i)_{i \leq n} \) of translated copies of \( A^\infty(L) \), which satisfy:

1. \( \text{dist}(A^k_i, A^k_j) \geq (M - 4\sqrt{d})L|k_1 - k_2| \) for all \( k_1 \neq k_2 \) and all \( i, j \);
2. If \( \gamma \) is a path that intersects \( \partial B(1) \) and \( \partial B(R) \) then for each \( k \) there exists an \( i \) such that \( \gamma \) crosses \( A^k_i \).

**Proof.** For \( k = 1, \ldots, \lfloor R/(6ML) \rfloor \) consider the sphere \( S_k = \{ x \in \mathbb{R}^d : |x| = kML \} \) and define the collection \( (A^k_i)_{i \leq \lfloor R/(6L^{d-1}) \rfloor} \) such that each \( A^k_i \) is centred on \( S_k \), and the union over \( i \) of the inner squares of \( A^k_i \) (which are translated copies of \( \Lambda_{L/\sqrt{d}} \)) covers \( S_k \). These collections satisfy the required properties. \( \square \)
Proof of Proposition 5.1. Fix $s = s(R) \to \infty$ that satisfies, in the case $\alpha \in [0, 1)$,

\begin{equation}
K(L) \ll K(s) \ll \frac{RK(R)}{L},
\end{equation}
and in the case $\alpha = 1$,

\begin{equation}
K(L) \ll K(s) \ll \frac{RK(R)(\log R)}{L(\log L)} \leq \frac{RK(R)(\log R)}{(\log s)},
\end{equation}

which is possible by (5.1). We may also assume that $s \ll L \ll R$, since otherwise (5.2)–(5.3) cannot hold.

Fix $\delta > 0$ such that $2\delta < \ell^*_c - \ell$, and fix also $M \geq 6\sqrt{d}$ and $\rho \in (0, 1)$. Consider the set of collections $(A^k_i)_{i \in C\mathbb{R}^{d-1} / L\mathbb{Z}^{d-1}}$, $k = 1, \ldots, \lfloor R/(4ML) \rfloor$, of translated copies of the annulus $A^\infty(L)$ guaranteed by Lemma 5.2 and for $\gamma \in (0, 1)$ let $C_\gamma$ denote the collection of all sets $C = (A^k_i)_{i}$ containing at most one annulus $A^k_i$ from each collection $(A^k_i)_{i}$, and at least $\lfloor \gamma R/(4ML) \rfloor$ annuli in total; this has cardinality at most $|C_\gamma| \leq (R/L)^{c_dR/L}$ for some constant $c_d > 0$ depending only on the dimension. Recall the local-global decomposition $f = f_L + g_L$, and observe that, by the second property of Lemma 5.2 for sufficiently large $R$ the event $\text{Ann}_k(R)$ implies that one of the following occur:

- $E_1 = \cup_{C \in C_{\rho}} \{ \{f_L \leq \ell^*_c - \ell - 2\delta\} \}$ has non-empty intersection with each annulus in $C$;
- $E_2 = \cup_{C \in C_{1-\rho}} \{ \{f_L \leq \ell^*_c - 2\delta\} \}$.

We bound the probability of these events separately. For the first event, recall that $\Gamma_s(A_i)$ denotes the ball that is concentric to $A_i$ with radius $s$. Then by the union bound, Theorem 3.9 (which applies since $K(L) \ll K(s)$), and Corollary 2.13 (with the setting $r = (M-4)L$, which applies by (5.2)–(5.3)), for $R$ large enough (depending on $M$ and $\rho$),

\[-log \mathbb{P}[E_1] \geq \sup_{C \in C_{\rho}} \left( \frac{\ell^*_c - \ell - 2\delta)^2 Cap_K(\bigcup_{A_i \in C} \Gamma_s(A_i))(1 - \gamma_M) - \frac{c_dR}{L} \log(R/L) \right) \geq \frac{\ell^*_c - \ell - 2\delta)^2 Cap_K([0, R])(1 - \gamma_M - \gamma_{\rho,M}) - \frac{c_dR}{L} \log(R/L) \]

for some $\gamma'_{\rho,M} \to 0$ as $M \to \infty$, and $\gamma_{\rho,M}$ such that, for every $M > 0$, $\gamma'_{\rho,M} \to 0$ as $\rho \to 1$. In particular we may choose $M$ sufficiently large, and then $\rho$ sufficiently close to $1$, so that

\[-log \mathbb{P}[E_1] \geq \frac{\ell^*_c - \ell - 3\delta)^2 Cap_K([0, R]) - \frac{c_dR}{L} \log(R/L) \]

For the second event, by the union bound, stationarity, and the fact that $f_L$ is $L$-range dependent, we have

\[-log \mathbb{P}[E_2] \geq \left( \frac{1 - \rho} {8ML} \right) \left( -log \mathbb{P}[f_L \in \text{Ann}_{\ell^*_c - 2\delta}(R)] \right) - \frac{c_dR}{L} \log(R/L). \]

Observe that $\{f_L \in \text{Ann}_{\ell^*_c - 2\delta}(R)\}$ implies that

$\{f \in \text{Ann}_{\ell^*_c - \delta}(R)\}$ or $\{ \sup_{x \in \mathbb{B}(2L)} g_L \geq \delta \}$.

Hence by the tail control for $g_L$ in (5.11) we deduce that, as $R \to \infty$,

\[-log \mathbb{P}[E_2] \geq \min \left\{ \frac{(1 - \rho) PR}{8ML}, \frac{R}{O(LK(L))} \right\} - \frac{c_dR}{L} \log(R/L). \]

Combining the bounds on $\mathbb{P}[E_1]$ and $\mathbb{P}[E_2]$ gives the result.\hfill \square

To apply Proposition 5.1 we require an priori bound on $\mathbb{P}[\text{Ann}_{\ell^*_c}(R)]$. In the case $\alpha \in (0, 1]$ we use the bound established in Proposition 4.1 (more precisely we use (4.15)), whereas in the case $\alpha = 0$ we use the following result:
Theorem 5.3 ([MRV20]). Suppose \( \alpha = 0 \), so that \( K(x) \sim (\log x)^{-\gamma} \), \( \gamma > 0 \). Then for every \( \ell < \ell_c \) there exists a \( c > 0 \) such that, for all \( R \geq 2 \),

\[
\mathbb{P}[\text{Ann}_\ell^\infty(R)] \leq e^{-c(\log R)^{\gamma'/2}}
\]

where \( \gamma' = \min\{\gamma, 1\} \).

Proof. Recalling (4.4), it suffices to prove the statement for \( \text{Ann}_\ell(R) \), which has the advantage of being rotationally symmetric. Applying [MRV20, Propositions 2.14 and 2.15], there exists \( c_1, c_2 > 0 \) such that, for every \( \ell \in \mathbb{R} \) and \( R \geq 2 \),

\[
\mathbb{P}[\text{Ann}_\ell(R)] \leq \begin{cases} c_1 e^{-c_2(\mathbb{E}[T_R]-\ell)\sqrt{\min\{\log R, 1/K(\sqrt{R})\}}} & \text{if } \ell \leq \mathbb{E}[T_R], \\ 1 - c_1 e^{-c_2(\mathbb{E}[T_R]-\ell)\sqrt{\min\{\log R, 1/K(\sqrt{R})\}}} & \text{if } \ell \geq \mathbb{E}[T_R], \end{cases}
\]

where \( T_R \) is a random variable with c.d.f. \( F_{T_R}(\ell) = \mathbb{P}[T_R \leq \ell] = \mathbb{P}[\text{Ann}_\ell(R)] \), and \( K(R) = \sup_{|x| \geq R} |K(x)| \). Note that in our setting we have

\[
\min\{\log R, 1/K(\sqrt{R})\} \asymp (\log R)^{\gamma} \rightarrow \infty.
\]

Now fix \( \ell < \ell' < \ell_c \), so that \( \mathbb{P}[\text{Ann}_{\ell'}(R)] \rightarrow 0 \). First note that \( \liminf_{R \rightarrow \infty} \mathbb{E}[T_R] \geq \ell' \) eventually, since otherwise (5.4) implies that \( \mathbb{P}[\text{Ann}_\ell(R)] \rightarrow 1 \). Hence applying (5.4) we deduce that

\[
\mathbb{P}[\text{Ann}_\ell(R)] \leq c_3 e^{-c_4(\log R)^{\gamma'/2}},
\]

for some \( c_3, c_4 > 0 \). Adjusting constants, we have the result. \( \square \)

Remark 5.4. Although [MRV20, Propositions 2.14 and 2.15] were only stated in \( d = 2 \), the proof goes through unchanged in all dimensions. The non-degeneracy assumption in [MRV20] is satisfied since we assume that the spectral measure of \( f \) contains an open set in its support. We also emphasise that the fact that \( \text{Ann}_\ell(R) \) is rotationally symmetric and \( f \) is isotropic was crucial in applying [MRV20, Propositions 2.14 and 2.15].

We can now give the proof of the sub-exponential upper bounds in Theorem 1.11, which consists of applying the bootstrap in Proposition 5.1 starting from our a priori bounds:

Proof of upper bound in Theorem 1.11. By (4.4), it suffices to prove the bounds for \( \text{Ann}_\ell^\infty(R) \). We treat separately the cases (i) \( \alpha = 0 \), (ii) \( \alpha \in (0, 1) \), and (iii) \( \alpha = 1 \). All the asymptotic statements in the proof will be as \( R \rightarrow \infty \).

Case \( \alpha = 0 \). Recall that in this case \( K(x) \sim (\log x)^{-\gamma} \) for \( \gamma > 0 \). Define the positive constant

\[
\mu \in \left( \gamma - \min\{\gamma, 1\}/2, \gamma \right),
\]

and the scale

\[
L = R(\log R)^{-\mu}.
\]

By Theorem 5.3 we have the a priori bound

\[
P = -\log \mathbb{P}[\text{Ann}_\ell^\infty(L)] \geq c_1 (\log L)^{\min\{\gamma, 1\}/2} \geq c_2 (\log R)^{\min\{\gamma, 1\}/2},
\]

for some \( c_1, c_2 > 0 \). One can check that \( L K(L) \ll R K(R) \), and also that, by our choice of \( \mu \),

\[
\frac{R}{L} \log(R/L) \ll (\log R)^{\gamma} \ll \frac{R}{L} \min\left\{ P, \frac{1}{K(L)} \right\}.
\]

Indeed, the left-hand side of (5.5) is asymptotic to

\[
(\log R)^{\mu} (\log R) \ll (\log R)^{\gamma},
\]

and the right-hand side of (5.5) is eventually greater than

\[
c_2 (\log R)^{\mu} (\log R)^{\min\{\gamma, 1\}/2} \gg (\log R)^{\gamma}.
\]

Recall that \( \text{Cap}_K([0, R]) \sim 1/K(R) \sim (\log R)^{\gamma} \) by Proposition 2.3. Then applying Proposition 5.1 we have

\[
-\log \mathbb{P}[\text{Ann}_\ell^\infty(R)] \geq \frac{c_3 (\ell_c^* - \ell)^2 (1 + o(1))}{2 K(R)}.
\]
Case $\alpha \in (0, 1)$. In this case we have the a priori bound (see (4.13))
\begin{equation}
P = -\log \Pr[\text{Ann}_L^\infty(L)] \gg L^{\psi'}
\end{equation}
for any $\psi' < \alpha$. Define $L = RK(R)(\log R)^2$. Again one can check that $LK(L) \ll RK(R)$, and also that
\[
\frac{R}{L} \log(R/L) \ll \frac{1}{K(R)} \ll \frac{R}{L} \min\left\{ P, \frac{1}{K(L)} \right\}.
\]
Recalling that $\text{Cap}_K([0, R]) \sim c_\alpha/K(R)$ (Proposition 2.4), in this case Proposition 5.1 yields
\[
-\log \Pr[\text{Ann}_L^\infty(R)] \geq \frac{c_\alpha(\ell_c^* - \ell)^2(1 + o(1))}{2K(R)}.
\]

Case $\alpha = 1$. Recall that in this case $K(x) \sim x^{-1}(\log x)^{-\gamma}$ for $\gamma < 1$, and that we also have the a priori bound (5.6) for any $\psi' < 1$ (again see (4.13)). Define $L = (\log R)^{2-\gamma}$. In this case one can check that $L = R^{\delta(1)}$, and also that
\[
\frac{R}{L} \log(R/L) \ll R(\log R)^{\gamma-1} \ll \frac{R}{L} \min\left\{ P, \frac{1}{K(L)} \right\}.
\]
Recalling that (Proposition 2.4)
\[
\text{Cap}_K([0, R]) \sim \frac{1-\gamma}{2} R(\log R)^{\gamma-1} \sim \frac{1-\gamma}{2K(R)(\log R)}.
\]
in this case Proposition 5.1 yields
\[
-\log \Pr[\text{Ann}_L^\infty(R)] \geq \frac{(\ell_c^* - \ell)^2(1 + o(1))}{4(1 - \gamma)^{-1}K(R)(\log R)}.
\]
\[\square\]

6. Proof of the remaining results

In this section we prove the remaining results, namely Proposition 1.6, the lower bounds in Theorem 1.11 and Theorem 1.12.

Proof of Proposition 1.6. By isotropy and the equality in law of $f$ and $-f$ we have
\[
\Pr[\text{Cross}_0(R)] = 1/2.
\]
Also, by Proposition 2.9 there is a $c_1 > 0$ such that $\text{Cap}_K([0, R]^2) \leq c_1 R^{-\alpha}$ for every $R \geq 1$. Hence by Corollary 2.18 for every $R \geq 1$ and $\ell < 0$,
\[
\Pr[\text{Cross}_\ell(R)] \geq \frac{1}{2e} e^{-\frac{\ell^2 \xi_\ell}{c_1}}.
\]
On the other hand, by continuity one can find $\ell < 0$ sufficiently close to 0 so that $\Pr[\text{Cross}_\ell(R)] \geq 1/4$ for all $R \leq 1$. Recalling that the correlation length $\xi(\ell)$ is defined with $\varepsilon \in (0, 1/(2e)) \in (0, 1/4)$, this implies that for $\ell < 0$ sufficiently close to 0 the correlation length $\xi(\ell)$ satisfies
\[
\frac{1}{2e} e^{-\frac{\ell^2 \xi_\ell}{c_1}} \leq \varepsilon.
\]
Rearranging gives that
\[
\xi(\ell) \geq c_2 \ell^{-2/\alpha}
\]
where $c_2 = c_1 \log(1/(2e\varepsilon)))^{1/\alpha} > 0$, as required. \[\square\]

Proof of lower bounds in Theorem 1.11. For the case $\alpha > 1$ see Remark 1.16. Let us consider the case $\alpha \in (0, 1]$. Fix $\delta > 0$ and recall the tube $T(R; \rho) = [0, R] \times [0, R^\delta]^{d-1}$ and the tube crossing event $\text{Tube}_\ell(R; \rho)$. By the definition of $\ell_c^*$, there exists a $\rho = \rho(R) \geq 0$ (depending
on $\delta$ such that $\rho \to 0$ and $\mathbb{P}[\text{Tube}_{\ell^*+\delta}(R;\rho)] \to 1$ as $R \to \infty$. Applying Corollary 2.18 we have, as $R \to \infty$,

$$\mathbb{P}[\text{Tube}_c(R;\rho)] \geq \mathbb{P}[\text{Tube}_{\ell^*+\delta}(R;\rho)] \exp\left(-\frac{(\ell^* + \delta - \ell)^2 \text{Cap}_K(T(R;\rho))}{2\mathbb{P}[\text{Tube}_{\ell^*+\delta}(R;\rho)]} - 1\right)$$

$$= (1 + o(1)) \exp\left(-\frac{(\ell^* + \delta - \ell)^2 \text{Cap}_K(T(R;\rho))(1 + o(1))}{2} - 1\right).$$

Since $\text{Cap}_K(T(R;\rho)) \sim \text{Cap}_K([0,R]) \to \infty$ as $R \to \infty$ by Proposition 2.3, by taking $R \to \infty$ and then $\delta \to 0$ we deduce that, as $R \to \infty$

$$- \log \mathbb{P}[\text{Tube}_c(R;\rho)] \leq \frac{(\ell^* - \ell)^2 \text{Cap}_K([0,R])(1 + o(1))}{2}.$$ 

Finally, by the union bound it is evident that

$$\mathbb{P}[\text{Arm}_c(R;\rho)] \geq cR^{-d}\mathbb{P}[f \in \text{Tube}_c(R;\rho)]$$

for some $c > 0$, and the result follows by the asymptotics of the capacity in Proposition 2.4.

The argument is similar in the case $\alpha = 0$, except it is sufficient to work with $\ell_c$ instead of $\ell^*$ since the capacity of $B(R)$ is comparable to the capacity of $[0,R]$ (see Proposition 2.9). By Corollary 2.18 we have, for any $\delta > 0$,

$$\mathbb{P}[\text{Arm}_c(R)] \geq \mathbb{P}[\text{Arm}_{\ell_c+\delta}(R)] \exp\left(-\frac{(\ell_c + \delta - \ell)^2 \text{Cap}_K(B(R))}{2\mathbb{P}[\text{Arm}_{\ell_c+\delta}(R)]} - 1\right).$$

By the definition of $\ell_c$ we have, as $R \to \infty$,

$$\mathbb{P}[\text{Arm}_{\ell_c+\delta}(R;\rho)] \to 1,$$

and by Proposition 2.9 we have $\text{Cap}_K(B(R)) \sim 1/K(R)$ as $R \to \infty$. Hence taking $R \to \infty$ and then $\delta \to 0$ we have

$$- \log \mathbb{P}[\text{Arm}_c(R)] \leq \frac{(\ell_c - \ell)^2 (1 + o(1))}{2K(R)}. \quad \square$$

**Proof of Theorem 1.13** We begin with the upper bounds, which are immediate consequences of the upper bounds in Theorem 1.11.

For $R \geq 1$, consider covering $B(R)$ with a collection $(B_i)_i = (x_i + B(1))_i$ of at most $c_d R^d$ translated copies of $B(1)$, where $x_i \in B(R)$, and $c_d > 0$ is a constant depending only on the dimension. Suppose that $\{D_{R,\ell} \geq r + 2\}$ occurs for some $r > 1$. Then by definition there is a point $y \in B(R)$ and a path $\gamma \in \{f \leq \ell\} \cap B(R)$ joining $y$ and $y + \partial B(r+2)$. Let $1 \leq i \leq c_d R^d$ be such that $y \in x_i + B(1)$. Then $\gamma$ also intersects both $x_i + B(1)$ and $x_i + \partial B(r) \subseteq y + B(r+2)$. Hence by the union bound and stationarity,

$$\mathbb{P}[D_{R,\ell} \geq r + 2] \leq c_d R^d \mathbb{P}[\text{Arm}_c(1, r)].$$

We now split the analysis into cases. In the case $\alpha \in (1,d)$, fix $c_1 > 0$ such that $\mathbb{P}[\text{Arm}_c(1, R)] \leq e^{-c_1 R}$ for $R \geq 1$, which is possible by (1.18), and set $r = c_2 \log R$ for some constant $c_2 > d/c_1$. Then by (6.1) we have, as $R \to \infty$,

$$\mathbb{P}[D_{R,\ell} \geq r + 2] \leq c_d R^d e^{-c_1 r} = c_d R^d e^{-c_1 c_2 \log R} \to 0,$$

from which we deduce the result. In the case $\alpha = 1$ we instead fix $\varepsilon > 0$ and set

$$r = \frac{4d}{(1 - \gamma)(\ell^*_c - \ell)^2 (1 + \varepsilon)(\log R)(\log \log R)^{1-\gamma}}.$$

Then by (6.1) and (1.19) we have, as $R \to \infty$,

$$\mathbb{P}[D_{R,\ell} \geq r + 2] \leq c_d R^d \mathbb{P}[\text{Arm}_c(1, r)] \leq c_d R^d \exp\left(-\frac{(\ell^*_c - \ell)^2 (1 + o(1))}{4(1 - \gamma)(\log r)^{1-\gamma}}\right) = c_d R^d e^{-d(1+\varepsilon)(1+o(1))(\log R)} \to 0.$$
Since $\varepsilon > 0$ was arbitrary, we deduce the result. In the case $\alpha \in (0, 1)$ we set instead

$$r = \left( \frac{2d}{c_\alpha (\ell^*_c - \ell)^2} \right)^{1/\alpha} (1 + \varepsilon)(\log R)^{1/\alpha}(\log \log R)^{-\gamma/\alpha},$$

and by (6.5) and (1.20) we again have that $\mathbb{P}[D_{R, t} \geq r + 2] \to 0$ as $R \to \infty$, as required.

We turn to the lower bounds, which we deduce from the lower bounds in Theorem 1.11 using the local-global decomposition $f = f_L + g_L$. More precisely, we will use that, for any $R, r, L \geq 1$ and $\varepsilon > 0$

$$\{f_L \in \{D_{R, \ell - \varepsilon} \geq r - 1\}\} \cap \{\sup_{x \in B(R)} g_L(x) \leq \varepsilon\} \implies \{f \in \{D_{R, \ell} \geq r - 1\}\},$$

and

$$\{f \in \text{Arm}_{\ell - 2c}(1, r)\} \cap \{\inf_{x \in B(r)} g_L(x) \geq -\varepsilon\} \implies \{f_L \in \text{Arm}_{\ell - \varepsilon}(1, r)\},$$

which follow since $\{f \in \{D_{R, \ell} \geq r - 1\}\}$ and $\{f \in \text{Arm}_{\ell}(R)\}$ are increasing in $f$ and $\ell$.

For $R \geq 8$ and $1 < R \leq L \leq R/8$, consider positioning a collection $(B_i)_{i} = (x_i + B(r))$, of at least $c_d(R/L)^d$ translated copies of $B(r)$ such that $B_i \subset B(R)$ for each $i$ and $\text{dist}(B_i, B_j) \geq L$ for each $i \neq j$, where $c_d > 0$ is a constant depending only on the dimension. The relevance of this construction is that the event $\{D_{R, \ell} \geq r - 1\}$ is implied by the existence of a path in $\{f \leq \ell\}$ from $x_i + B(1)$ to $x_j + B(r)$ for at least one $1 \leq i \leq j \leq c_d(R/L)^d$. Then by (6.2) and the stationarity and $L$-range dependence of $f_L$, we have for any $\varepsilon > 0$

$$\mathbb{P}[f \in \{D_{R, \ell} \geq r - 1\}] \geq 1 - \mathbb{P}[f_L \notin \{D_{R, \ell - \varepsilon} \geq r - 1\}] - \mathbb{P}\left[\sup_{x \in B(R)} g_L(x) \geq \varepsilon\right]$$

$$\geq 1 - (1 - \mathbb{P}[f_L \in \text{Arm}_{\ell - 2c}(1, r)])^{c_d(R/L)^d} - \mathbb{P}\left[\sup_{x \in B(R)} g_L(x) \geq \varepsilon\right]$$

$$\geq 1 - \exp\left(-c_d(R/L)^d\mathbb{P}[f \in \text{Arm}_{\ell - 2c}(1, r)\right] - c_d'(R/L)^d r d P - c_d' R d P$$

where $P = \mathbb{P}[\sup_{x \in B(1)} |g_L(x)| \geq \varepsilon]$ and $c_d' > 0$ is a constant, where in the last step we used the bound $(1 - x)^d \leq e^{-x^d}$ for $x, t > 0$.

We now set $L = (\log R)^{2/\alpha}$ so that, by Proposition 3.8 we have, for every $\varepsilon, k > 0$, as $R \to \infty$,

$$R^k P = R^k \mathbb{P}\left[\sup_{x \in B(1)} |g_L(x)| \geq \varepsilon\right] \leq R^k \exp(-c_d(\log R)^{c_4}) \to 0$$

for some constants $c_3 > 0$ and $c_4 > 1$. In view of (6.4), we conclude that as $R \to \infty$ eventually

$$\mathbb{P}[f \in \{D_{R, \ell} \geq r - 1\}] \geq 1 - \exp\left(-c_d(R/L)^d\mathbb{P}[f \in \text{Arm}_{\ell - 2c}(1, r)\right]) (1 - o(1)) + o(1),$$

where the $o(1)$ terms are independent of the choice of $r$.

We now split the analysis into cases. In the case $\alpha \in (1, d)$, we fix $\varepsilon > 0$ and $c_5 > 0$ such that $\mathbb{P}[\text{Arm}_{\ell - 2c}(1, R)] \geq e^{-c_5 R}$ for sufficiently large $R$, which is possible by (1.18), and set $r = c_6 \log R$ for some constant $c_6 \in (0, d/c_5)$. Then we have, as $R \to \infty$,

$$(R/L)^d \mathbb{P}[f \in \text{Arm}_{\ell - 2c}(1, r)] \geq R^d(\log R)^{-2d/\alpha} e^{-c_5 c_6 \log R} \to \infty.$$}

Hence by (6.3) we conclude that $\mathbb{P}[f \in \{D_{R, \ell} \geq r - 1\}] \to 1$ as $R \to \infty$, which gives the result. In the case $\alpha = 1$ we fix instead $\varepsilon' \in (0, 1)$, set $\varepsilon > 0$ to be such that

$$(\ell^*_c - \ell + 2\varepsilon)^2 (1 - \varepsilon') < 1,$$

and set

$$r = \frac{4d}{(1 - \gamma)(\ell^*_c - \ell)^2} (1 - \varepsilon')(\log R)(\log \log R)^{1-\gamma}.$$
Then by (1.19) we have, as $R \to \infty$,
\[
    \frac{R}{L}^d \mathbb{P}[f \in \text{Arm}_{L^{-2}\varepsilon}(1, r)] \geq R^d (\log R)^{-2d/\alpha} \exp \left( \frac{-(\ell_c^* - \ell + 2\varepsilon)^2}{4/(1 - \gamma)} (1 + \omega(1)) \right)
\]
\[
= R^d (\log R)^{-2d/\alpha} e^{-\omega(\log R)} \to \infty
\]
for some $\alpha_0 \in (0, 1)$. Again by (6.3) we conclude that $\mathbb{P}[f \in \{D_{R, \ell} \geq r - 1\}] \to 1$ as $R \to \infty$, which gives the result. Finally in the case $\alpha \in (0, 1)$ we again fix $\varepsilon' \in (0, 1)$ and $\varepsilon > 0$ satisfying (6.3), and instead set
\[
r = \left( \frac{2d}{c\alpha(\ell_c^* - \ell)^2} \right)^{1/\alpha} (1 - \varepsilon') (\log R)^{1/\alpha} (\log \log R)^{-\gamma/\alpha}.
\]
Using (1.20) we again have $(R/L)^d \mathbb{P}[f \in \text{Arm}_{L^{-2}\varepsilon}(1, r)] \to 1$ as $R \to \infty$, and so $\mathbb{P}[f \in \{D_{R, \ell} \geq r - 1\}] \to 1$ by (6.3).

\section*{Appendix A. White noise decompositions}

In this section we consider the white noise decompositions introduced in Section 3.1. We begin by stating conditions that guarantee smoothness and regularity. The second lemma is [Mii22, Lemma A.1], and the proof of the first is analogous.

\textbf{Lemma A.1.} Let $q \in L^2(\mathbb{R}^d) \cap C^3(\mathbb{R}^d)$ and let $W$ be the white noise on $\mathbb{R}^d$. Then $f = q * W$ is an a.s. $C^2$-smooth stationary Gaussian fields, and for every multi-index $k$ with $|k| \leq 2$,
\[
    \partial^k f = \partial^k q * W.
\]
If moreover $q$ is non-zero, the spectral measure of $f$ has an open set in its support.

\textbf{Lemma A.2.} Let $q(x, t) \in L^2(\mathbb{R}^d \times \mathbb{R}^+)$ be such that, for every $t > 0$, $q(\cdot, t) \in C^3(\mathbb{R}^d)$, and for every multi-index $\nu$ with $|\nu| \leq 3$, $\partial^{\nu, 0} q \in L^2(\mathbb{R}^d \times \mathbb{R}^+)$ and $\partial^{\nu, 0} q$ is locally bounded on $\mathbb{R}^d \times \mathbb{R}^+$. Let $W$ be the white noise on $\mathbb{R}^d \times \mathbb{R}^+$. Then $f = q * W$ is an a.s. $C^2$-smooth stationary Gaussian fields, and for every multi-index $k$ with $|k| \leq 2$,
\[
    \partial^k f = \partial^{k, 0} q * W.
\]
If moreover there exists a $t \geq 0$ such that $q(\cdot, t)$ is non-zero and $q(\cdot, t') \to q(\cdot, t) \in L^1(\mathbb{R}^d)$ as $t' \to t$, then the spectral measure of $f$ has an open set in its support.

Next we consider multi-scale decompositions of isotropic fields whose covariance is given by $K(r) = \mathcal{L}[v](r^2)$, where $v$ is a non-negative function and $\mathcal{L}[\cdot]$ is the Laplace transform. In particular we justify the examples in Remark 3.3. First recall the classical Tauberian theorem for the Laplace transform:

\textbf{Proposition A.3 (Tauberian theorem for the Laplace transform).} Let $\alpha \geq 0$ and let $L$ be a slowly varying function. Then
\[
    \mathcal{L}[v](r) \sim r^{-\alpha/2} L(r) \quad \text{as } r \to \infty
\]
if and only if
\[
    \int_0^\infty v(s')ds' \sim \Gamma(1 + \alpha/2)^{-1} r^{\alpha/2} L(1/r) \quad \text{as } r \to 0.
\]
Moreover if (i) $\alpha > 0$, or (ii) $\alpha = 0$ and $L(r) \sim (\log r)^{-\gamma}$, $\gamma > 0$, then (A.1) and (A.2) are implied by
\[
    v(s) \sim \begin{cases} 
    \Gamma(\alpha/2)^{-1} r^{\alpha/2 - 1} & \alpha > 0, \\
    \gamma s^{-1} (\log(1/s))^{\gamma + 1} & \alpha = 0.
    \end{cases}
\]
\textbf{Proof.} The first statement is [Fel71, Theorem 3, p. 445], and the second follows by combining with Propositions [C2] and [C3].
Proposition A.4. Let \( f \) be a continuous isotropic Gaussian field on \( \mathbb{R}^d \) with covariance \( K \), and suppose there exists a non-negative function \( v \in C^0(\mathbb{R}^+) \), with \( v(s)s^{d/2+3} \) bounded, such that \( K(r) = \mathcal{L}[v](r^2) \). Define \( q(x,t) = \sqrt{w(t)}Q(x/t) \), where
\[
(A.3) \quad w(t) = c_{d,\alpha} t^{-d-3} v(1/(4t^2)) , \quad Q(x) = e^{-|x|^2} , \quad \text{and} \quad c_{d,\alpha} = 2^{d/2+1} \pi^{-d/2},
\]
and let \( W \) be the white noise on \( \mathbb{R}^d \times \mathbb{R}^+ \). Then \( q \) satisfies the conditions in Lemma A.3, and
\[
\text{Proof.} \quad \text{For the first statement it suffices to check that}
\]
\[
(B.1) \quad \text{where the second equality used that}
\]
\[
(B.2) \quad \text{and the third equality was the change of variable } t \mapsto 1/(2\sqrt{s}). \text{ The second statement is a consequence of Proposition A.3.}
\]

\section*{Appendix B. Tauberian theorems for the isotropic Fourier transform}

Consider a continuous isotropic Gaussian field \( f \) on \( \mathbb{R}^d \) with covariance \( K \) and whose spectral measure has a density \( \rho \). Recall the function \( q = \mathcal{F}[\sqrt{\rho}] \) and assume that it is continuous. The aim of this section is to prove the following:

**Proposition B.1.** Let \( \alpha \in [0,d) \), \( \gamma > 0 \), and \( L \) be a slowly varying function. Consider the following statements:

1. As \( x \to \infty \),
\[
(B.1) \quad K(x) \sim \begin{cases} x^{-\alpha}L(x) & \text{if } \alpha \in (0,d), \\ (\log x)^{-\gamma} & \text{if } \alpha = 0. \end{cases}
\]

2. As \( x \to \infty \),
\[
(B.2) \quad q(x) \sim \begin{cases} c'_{d,\alpha} x^{-(d+\alpha)/2} \sqrt{L(x)} & \text{if } \alpha \in (0,d), \\ c'_{d,\alpha} x^{-d/2}(\log x)^{-\gamma}^2 & \text{if } \alpha = 0, \end{cases}
\]

where
\[
(B.3) \quad c'_{d,\alpha} = \begin{cases} \frac{\pi^{d/2-\alpha}\Gamma((d-\alpha)/2)\Gamma((d-\alpha)/4)}{\sqrt{\pi^{d}\Gamma(\alpha/2)\Gamma((d+\alpha)/4)}} & \text{if } \alpha \in (0,d), \\ \sqrt{\frac{\pi}{\sqrt{\pi}}} & \text{if } \alpha = 0, \end{cases}
\]

and \( \Gamma \) denotes the Gamma function.

3. As \( \lambda \to 0 \),
\[
(B.4) \quad \rho(\lambda) \sim \begin{cases} c''_{d,\alpha} \lambda^{\gamma-d}L(1/\lambda) & \text{if } \alpha \in (0,d), \\ c''_{d,\alpha} \lambda^{-d}(\log(1/\lambda))^{-(\gamma+1)} & \text{if } \alpha = 0, \end{cases}
\]

where
\[
(B.5) \quad c''_{d,\alpha} = \begin{cases} \frac{\pi^{d/2-\gamma-d}\Gamma((d-\gamma)/2)}{1(\alpha/2)} & \text{if } \alpha \in (0,d), \\ 2\pi \gamma & \text{if } \alpha = 0. \end{cases}
\]
Then:

- If $\alpha > (d - 3)/2$ and if $K(x)x^{(d-3)/2}$ and $q(x)x^{(d-3)/2}$ are eventually decreasing, then (3) implies (1) and (2).
- If $d \geq 2$, $\alpha > (d-3)/2$, and if $K(x)x^{(d-3)/2}$ and $q(x)x^{(d-1)/2}$ are eventually decreasing, then (2) and (3) are equivalent, and both imply (1).
- If $d \geq 2$, $\alpha > (d-1)/2$, and if $K(x)x^{(d-1)/2}$ and $q(x)x^{(d-1)/2}$ are eventually decreasing, then (1)–(3) are equivalent.

As a corollary we justify the validity of the examples in Remark B.3.

**Corollary B.2.** Suppose $d \in \{2,3\}$ and $q : \mathbb{R}^d \to \mathbb{R}$ is a continuous isotropic unimodal function satisfying \((B.2)\) for $\alpha \in [0,d) \cap ((d - 3)/2,d)$, $\gamma > 0$, and a slowly varying function $L$. Suppose in addition that $q(x)x^{(d-1)/2}$ is eventually decreasing. Then the continuous isotropic Gaussian field with covariance $K(x) = (q \ast q)(x)$ satisfies each of the statements (1)–(3) in Proposition B.4.

**Proof.** The field $f$ has spectral density $\rho = (F[q])^2$ (recall that $q$ is in $L^2(\mathbb{R}^d)$). By assumption the statement (2) in Proposition B.1 is satisfied. Moreover, since $K = q \ast q$ is isotropic and unimodal (as a convolution of two isotropic unimodal functions), $K$ is eventually decreasing, and so Proposition B.1 implies that the statements (1) and (3) are also satisfied. \( \square \)

**Remark B.3.** We believe that conclusion of this corollary is true without the restrictions $d \in \{2,3\}$ and $\alpha > (d-3)/2$, possibly under mild extra conditions on $q$, however we do not pursue this here.

To prove Proposition B.1 we rely on (i) a classical Tauberian theorem relating the decay of a function at infinity with the behaviour of its Hankel transform at the origin, and (ii) Hankel-type formulae for the isotropic Fourier transform.

**Theorem B.4** (Tauberian theorem for the Hankel transform; see Theorem 1.2 in [BI97]). Let $\nu > -1/2$, and suppose $f : \mathbb{R}^+ \to \mathbb{R}$ is a function such that $r^{1+\nu}f(r) \in L^1_{\text{loc}}[0,\infty)$ and $r^{1/2}f(r)$ is eventually decreasing. Then the order-$\nu$ Hankel transform

$$F(s) = \int_0^\infty f(r)J_\nu(sr) r \, dr, \quad s > 0$$

exists and is continuous, where $\int_0^\infty \cdots$ denotes the improper integral $\lim_{M \to \infty} \int_0^M \cdots$. Moreover, for a slowly varying function $L$, and for every $1/2 < \beta < 2 + \nu$, the following are equivalent:

1. $f(r) \sim r^{-\beta}L(r)$ as $r \to \infty$;
2. $F(s) \sim \tilde{c}(\beta,\nu)s^{\beta-2}L(1/s)$ as $s \to 0$, where

$$\tilde{c}(\beta,\nu) = 2^{1-\beta} \frac{\Gamma(1 - \beta/2 + \nu/2)}{\Gamma(\beta/2 + \nu/2)} > 0.$$

**Proposition B.5** (Hankel-type formulae for the isotropic Fourier transform). Let $g$ be a continuous isotropic positive definite function on $\mathbb{R}^d$ and let $\mu$ be its spectral measure. Define the bounded non-decreasing function

$$G(\lambda) = \int_{|s|<\lambda} d\mu(s), \quad \lambda > 0.$$

Then if $x^{(d-3)/2}g(x)$ is eventually decreasing, $G$ is continuous and has the representation

$$G(\lambda) = \frac{(2\pi)^d}{\Gamma(d/2)(d-2)/2} \lambda^{d/2} \int_0^\infty (g(x)x^{(d-4)/2}) J_{d/2}(\lambda x) x \, dx.$$

Moreover, if $d \geq 2$ and $x^{(d-1)/2}g(x)$ is eventually decreasing, the spectral measure has a density $\rho$ which is continuous on $\mathbb{R}^d \setminus \{0\}$ and has the representation

$$\rho(\lambda) = \frac{(2\pi)^{d/2} \lambda^{(2-d)/2}}{\Gamma(d/2)(d-2)/2} \int_0^\infty (g(x)x^{(d-2)/2}) J_{(d-2)/2}(\lambda x) x \, dx.$$
Proof. The Hankel transform formulae for $G$ and $\rho$ are standard (see [LO13], and note the convention used to define the Fourier transform differs from ours), and the fact that they are well-defined and continuous follows from Theorem [B.4] (applied in the first case to $x \mapsto g(x)x^{-(d-4)/2}$ and $\nu = d/2$, and in the second case to $x \mapsto g(x)x^{(d-2)/2}$ and $\nu = (d-2)/2$).

Proof of Proposition [B.1]. We prove the three conclusions of the proposition in order:

**First conclusion.** Suppose that $\alpha > (d-3)/2$, $K(x)x^{(d-3)/2}$ and $q(x)x^{(d-3)/2}$ are eventually decreasing, and assume that [B.4] holds; we will show that this implies [B.1] and [B.2].

Define the functions

$$G_K(\lambda) = \int_{|s|<\lambda} \rho(|s|) ds \quad \text{and} \quad G_q(\lambda) = \int_{|s|<\lambda} \sqrt{\rho(|s|)} ds.$$

Then in light of [B.4] (and recalling that the volume of the $d$-sphere is $2\pi^{d/2}/\Gamma(d/2)$) we have, as $\lambda \to 0$,

$$G_K(\lambda) \sim \begin{cases} \frac{2\pi^{d/2}c}{\Gamma(d/2)} \int_0^\lambda s^{\alpha-1}L(1/s) ds \sim \frac{2\pi^{d/2}c}{\Gamma(d/2)} \lambda^\alpha L(1/\lambda) & \alpha \in (0, d), \\ \frac{2\pi^{d/2}c}{\Gamma(d/2)} \int_0^\lambda s^{-1}(\log(1/s))^{-(\gamma+1)} ds \sim \frac{2\pi^{d/2}c}{\Gamma(d/2)} (\log(1/\lambda))^{-\gamma} & \alpha = 0, \end{cases}$$

where we used, after a change of variables, Propositions [C.2] (with $\beta = -\alpha - 1 < -1$) and [C.3] (with $\beta = -\gamma - 1 < -1$). Similarly, as $\lambda \to 0$,

$$G_q(\lambda) \sim \begin{cases} \frac{2\pi^{d/2}c}{\Gamma(d/2)} \int_0^\lambda s^{\alpha} L((1/s)^{d/2}) ds \sim \frac{2\pi^{d/2}c}{\Gamma(d/2)} \lambda^{1+\alpha/2} L(1/\lambda) & \alpha \in (0, d), \\ \frac{2\pi^{d/2}c}{\Gamma(d/2)} \int_0^\lambda (\log(1/s))^{-(\gamma+1)/2} ds \sim \frac{2\pi^{d/2}c}{\Gamma(d/2)} (\log(1/\lambda))^{-(\gamma+1)/2} & \alpha = 0, \end{cases}$$

where we used again Proposition [C.2] (with $\beta = -2 - ((\alpha + d - 2)/2) < -1$).

Since $x^{(d-3)/2}K(x)$ and $x^{(d-3)/2}q(x)$ are continuous and eventually decreasing by assumption, by Proposition [B.5] we have the representations

$$G_K(\lambda) = \frac{(2\pi)^d}{\Gamma(d/2)2^{(d-2)/2}} \lambda^{d/2} \int_0^\infty (K(x)x^{(d-4)/2}) J_{d/2}(\lambda x) x dx$$

and

$$G_q(\lambda) = \frac{(2\pi)^d}{\Gamma(d/2)2^{(d-2)/2}} \lambda^{d/2} \int_0^\infty (q(x)x^{(d-4)/2}) J_{d/2}(\lambda x) x dx.$$
Lemma C.1. Let $h$ be a regularly varying function on $\mathbb{R}^+$ with index $\alpha > 0$. Then, as $R \to \infty$,
\[
\sup_{x \geq R} h_1(x) \sim h_1(R).
\]
Moreover, if $h_1$ and $h_2$ are regularly varying functions with respective indices $\alpha_1 > \alpha_2 \geq 0$, then for every $c \in \mathbb{R}$ there exists $m_0 > -c$ such that, for every $m \geq m_0$,
\[
\sup_{x \geq mR} \frac{h_1(x + cR)}{h_2(x)} \sim \frac{h_1((m + c)R)}{h_2(mR)}.
\]

Proof. The first statement is \cite{BGTS7} Theorem 1.5.3]. The second is proven similarly; more precisely, an identical proof shows that, for any $m > -c$,
\[
\sup_{x \geq mR} \frac{h_1(x + cR)}{h_1((m + c)R)} \times \frac{h_2(mR)}{h_2(x)} \to \sup_{\rho \in \mathbb{R}} \frac{(\rho + c)^{-\alpha_1}}{\rho^{-\alpha_1}} \frac{m^{-\alpha_2}}{\rho^{-\alpha_2}}.
\]

Appendix C. Basic properties of regularly varying functions

We collect basic properties of regularly varying functions; see \cite{BGTS7} for a detailed treatment. Recall that a slowly varying function is a continuous strictly positive function on $\mathbb{R}^+$ satisfying (1.10). Our first set of results concern regularly varying functions on $\mathbb{R}^+$, i.e. continuous functions that satisfy $h(x) \sim x^{-\alpha} L(x)$ as $x \to \infty$ for an index $\alpha \in \mathbb{R}$ and slowly varying $L$.

We begin with the fact that regularly varying functions are asymptotically monotone:

**Lemma C.1.** Let $h$ be a regularly varying function on $\mathbb{R}^+$ with index $\alpha > 0$. Then, as $R \to \infty$,
\[
\sup_{x \geq R} h_1(x) \sim h_1(R).
\]
Moreover, if $h_1$ and $h_2$ are regularly varying functions with respective indices $\alpha_1 > \alpha_2 \geq 0$, then for every $c \in \mathbb{R}$ there exists $m_0 > -c$ such that, for every $m \geq m_0$,
\[
\sup_{x \geq mR} \frac{h_1(x + cR)}{h_2(x)} \sim \frac{h_1((m + c)R)}{h_2(mR)}.
\]

**Proof.** The first statement is \cite{BGTS7} Theorem 1.5.3]. The second is proven similarly; more precisely, an identical proof shows that, for any $m > -c$,
\[
\sup_{x \geq mR} \frac{h_1(x + cR)}{h_1((m + c)R)} \times \frac{h_2(mR)}{h_2(x)} \to \sup_{\rho \in \mathbb{R}} \frac{(\rho + c)^{-\alpha_1}}{\rho^{-\alpha_1}} \frac{m^{-\alpha_2}}{\rho^{-\alpha_2}}.
\]
Since $\alpha_1 > \alpha_2 \geq 0$, one can fix $m_0 > -c$ so that $(\rho + c)^{-\alpha_1} \rho^{\alpha_2}$ is strictly decreasing on $\rho \geq m_0$. Then for any $m \geq m_0$, the right-hand side of (C.1) evaluates to 1, as required.

We next recall that slowly varying functions can be treated as constants when integrating:

**Proposition C.2** (Karamata integral theorem, see [BGT87, Theorem 1.5.11]). Let $L$ be a continuous slowly varying function on $\mathbb{R}^+$. If $\beta > -1$, then as $R \to \infty$,

\[ \int_1^R x^\beta L(x)dx \sim \frac{1}{\beta + 1} R^{\beta + 1} L(R), \]

and if $\beta < -1$, then as $R \to \infty$,

\[ \int_R^\infty x^\beta L(x)dx \sim \frac{-1}{\beta + 1} R^{\beta + 1} L(R). \]

In the borderline case $\beta = -1$ one obtains similar behaviour by restricting to the subclass of slowly varying functions that are powers of the logarithm:

**Proposition C.3.** If $\beta > -1$, then as $R \to \infty$,

\[ \int_1^R x^{-1} (\log x)^\beta dx \sim \frac{1}{\beta + 1} (\log R)^{\beta + 1}, \]

and if $\beta < -1$, then as $R \to \infty$,

\[ \int_R^\infty x^{-1} (\log x)^\beta dx \sim \frac{-1}{\beta + 1} (\log R)^{\beta + 1}. \]

We also note some simple variants of the integrals in the previous two propositions:

**Lemma C.4.** Let $h$ be a regularly varying function on $\mathbb{R}^+$ with index $\alpha \in [0,1)$. Then as $R \to \infty$,

\[ \frac{1}{2R} \int_0^R \int_0^R h(|x - y|)dxdy \sim \int_0^R h(x)dx \sim \frac{1}{1 - \alpha} Rh(R). \]

**Proof.** Let $x_0 > 0$ be such that $h(x) \geq 0$ for $x \geq x_0$. Then by Fatou’s lemma and direct calculation one has

\[
\liminf_{R \to \infty} \int_0^1 \int_0^1 \frac{h(R|x - y|)}{h(R)} dxdy = \liminf_{R \to \infty} \int_0^1 \int_{|x - y| \geq x_0/R} \frac{h(R|x - y|)}{h(R)} dxdy - \frac{x_0 \|h\|_{\infty}}{Rh(R)} \\
\geq \int_0^1 \int_0^1 |x - y|^{-\alpha} dxdy = \frac{2}{1 - \alpha}.
\]

A matching upper bound can be obtained from Potter’s bounds [BGT87, Theorem 1.5.6] and a dominated convergence argument (see the proof of Proposition 2.4 for a similar argument), which establishes the asymptotic equivalence of the first and third expressions. The equivalence of the second and third statements follows directly from Proposition C.2.

**Lemma C.5.** Let $h$ satisfy $h(x) \sim x^{-1} (\log x)^{-\gamma}$ for $\gamma < 1$. Then

(C.2) \[ \frac{1}{2R} \int_0^R \int_0^R h(|x - y|)dxdy \sim \int_0^R h(x)dx \sim \frac{1}{1 - \gamma} Rh(R)(\log R). \]

Moreover, if $r = r(R) \geq 0$ satisfies $r = R^{\omega(1)}$ as $R \to \infty$, then

(C.3) \[ \frac{1}{2R} \int_0^R \int_0^R h(|x - y|)1_{|x - y| \geq r} dxdy \sim \min_{z \in [0,r]} \int_0^R h(\sqrt{x^2 + z^2}) dx \sim \int_0^R h(x)dx. \]

**Proof.** By Proposition C.3 we have that, as $R \to \infty$,

\[ \int_0^R h(x)dx \sim \frac{1}{1 - \gamma} (\log R)^{-\gamma + 1} \sim \frac{1}{1 - \gamma} Rh(R)(\log R). \]
We next establish that
\[
\frac{1}{2R} \int_0^R \int_0^R h(|x - y|) \mathbb{1}_{|x - y| \geq r} dx dy \sim \frac{1}{1 - \gamma} (\log R)^{-\gamma + 1}.
\]
Since \( h \) is bounded we may assume that \( r \to \infty \). Then by Propositions \( C.3 \) and \( C.2 \)
\[
\frac{1}{2R} \int_0^R \int_0^R h(|x - y|) \mathbb{1}_{|x - y| \geq r} dx dy \\
\sim \frac{1}{R} \int_0^{R - r} \int_r^{R - y} \frac{(\log x)^{-\gamma}}{x} dx dy \\
\sim \frac{1}{R(1 - \gamma)} \int_1^R (\log y)^{-\gamma + 1} dy - O((\log r)^{-\gamma + 1}) \sim \frac{1}{1 - \gamma} (\log R)^{-\gamma + 1},
\]
where in the last step we used that \( r = R^{\alpha(1)} \). Finally, since \( h(x) \) is eventually positive and \( h(x) \sim \sup_{t \geq x} h(t) \) (Lemma \( C.1 \)), as \( R \to \infty \),
\[
\int_0^R h(x) dx (1 + o(1)) \geq \min_{x \in [0, r]} \int_0^R h(\sqrt{x^2 + z^2}) dx \\
= \min_{x \in [0, r]} \int_0^R h(x\sqrt{1 + z^2/x^2}) dx + \int_0^{R/2} h(x\sqrt{1 + z^2/x^2}) dx \\
\geq \int_{2r^2}^R h(x) dx (1 + o(1)) - O(1) \\
\sim \left( \frac{1}{1 - \gamma} (\log(R/2))^{-\gamma + 1} - \frac{1}{1 - \gamma} (\log(2r^2))^{-\gamma + 1} \right) \sim \frac{1}{1 - \gamma} (\log R)^{-\gamma + 1},
\]
as required, where we used \( r = R^{\alpha(1)} \) in the final step. \( \square \)

Finally we establish a decomposition of isotropic regularly varying kernels on \( \mathbb{R}^d \) that was used in the proof of Proposition \( 2.4 \).

**Proposition C.6.** Let \( h \) be a function on \( \mathbb{R}^d \) that is isotropic, positive definite, and regularly varying with index \( \alpha \in [0, d) \). Then there exist continuous, isotropic, and positive definite functions \( h_1 \) and \( h_2 \) such that \( h = h_1 + h_2 \), \( h_1 \geq 0 \), and \( h_1(x) \sim h(x) \) as \( x \to \infty \).

**Proof.** For \( r > 0 \), define the functions \( \varphi_r(x) = \mathbb{1}_{B(r)}(x)/(\text{Vol}(B(r))) \) and \( \bar{h}_r = h \star \varphi_r \). We first show that there exists an \( r_0 > 0 \) such that \( \bar{h}_{r_0} \) is non-negative.

Since \( h \) is eventually positive, by linear rescaling we may assume that \( h(x) \geq 0 \) for \( |x| \geq 1 \). Observe that, for sufficiently large \( r \) and all \( x = (t, t, \ldots, t) \in \mathbb{R}^d \), \( t \in [0, 1 + r] \), we have
\[
x + B(r) \supset [0, r/2]^d \setminus B(3).
\]
We deduce that, for sufficiently large \( r \),
\[
\inf_{x \in B(1 + r)^c} \bar{h}_r(x) \geq \int_{y \in [0, r/2]^d \setminus B(3)} h(y) dy - \int_{B(1)} h(x) dx \\
\int_{\text{Vol}(B(r))}.\]
On the other hand, by a change of variables and Fatou’s lemma,
\[
\liminf_{r \to \infty} (r^d h(r))^{-1} \int_{[0, r/2]^d \setminus B(3)} h(y)/h(r) dy = \liminf_{r \to \infty} \int_{[0, 1/2]^d \setminus B(3/r)} h(yr)/h(r) dy \\
= \int_{y \in [0, 1/2]^d} |y|^{-\alpha} dy > 0.
\]
Since \( r^d h(r) \to \infty \) as \( r \to \infty \) (recall \( \alpha < d \)), this shows that \( \int_{[0, r/2]^d \setminus B(3)} h(y) dy \to \infty \), and we conclude that
\[
\inf_{x \in B(1 + r)^c} \bar{h}_r(x) > 0
\]
for sufficiently large $r$. Since also $\bar{h}_r(x) \geq 0$ for every $r > 0$ and $x \in B(1 + r)^c$, we have established the existence of an $r_0$ such that $\bar{h}_{r_0} \geq 0$.

Next define the continuous isotropic functions $h_1 = h \ast \varphi_{r_0} \ast \varphi_{r_0} = \bar{h}_{r_0} \ast \varphi_{r_0}$ and $h_2 = h - h_1$. By construction we have $h_1 \geq 0$. Moreover, since $\|\varphi_{r_0} \ast \varphi_{r_0}\|_{L^1(R^d)} = \|\varphi_{r_0}\|_{L^1(R^d)} = 1$,

\begin{equation}
\inf_{y \in x + B(2r_0)} h(y)/h(z) \leq h_1(x)/h(x) \leq \sup_{y \in x + B(2r_0)} h(y)/h(x),
\end{equation}

and by the uniform convergence property (2.13), both sides of (C.4) tend to 1 as $x \to \infty$.

It remains to verify that $h_1$ and $h_2$ are positive definite, which we do by exhibiting them as Fourier transforms of positive functions. Define the function $v = \mathcal{F}[\varphi_{r_0} \ast \varphi_{r_0}] = \mathcal{F}[\varphi_{r_0}]^2$ and the finite measure $\mu = \mathcal{F}[h]$. Since $v$ is a non-negative, positive definite (as the Fourier transform of a positive function), and $v(0) = \|\varphi_{r_0} \ast \varphi_{r_0}\|_{L^1(R^d)} = 1$, $v$ takes values in $[0, 1]$. In particular, $v\mu$ and $(1 - v)\mu$ are finite measures. Since $h_1 = \mathcal{F}[v\mu]$ and $h_2 = \mathcal{F}[\mu] - \mathcal{F}[v\mu] = \mathcal{F}[(1 - v)\mu]$, the proof is complete.
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