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Abstract We present simulations of cumulus convection over land with shortwave radiation computed by a Monte Carlo ray tracer coupled to the flow solver. Ray tracing delivers very realistic in-cloud heating rates and global horizontal irradiance fields. The necessary performance of the ray tracer has been enabled by the raw power of graphics processing unit computing and from techniques for accelerating data lookup and ray tracer convergence. We used a case study over a grassland in the Netherlands to compare simulations with a coupled ray tracer to those with a conventional two-stream solver, and to test ray tracer convergence. We demonstrate that the simulated cloud evolution is insensitive to the convergence of the ray tracing across a wide range of sample sizes per pixel per spectral quadrature point. Furthermore, simulations with a coupled ray tracer produce surface irradiance patterns that resemble observations and that strongly feed back to the evolution of clouds via locally enhanced surface heat fluxes.

Plain Language Summary Clouds absorb and reflect solar radiation and create spatial patterns at the land surface of cloud shadows interspersed with sunny regions. These patterns are currently largely simplified in most weather models because radiation computations cost a lot of computer power. We have developed a fast and realistic numerical radiation model that runs on a modern computer graphics card. By doing so, we can do simulations that produce radiation patterns that closely resemble reality and study how these patterns affect clouds. This enables us to improve our understanding of the complex interactions between clouds, solar radiation, and the Earth’s surface.

1. Introduction

Solar radiation enters the atmosphere following the direct beam of the sun, and can be absorbed or scattered in any direction by gas molecules, aerosols, cloud droplets, and the surface. This 3D nature of radiation affects the spatial structure of atmospheric radiative heating and global horizontal irradiance (GHI). Clouds intercept more radiation at their sides as the solar zenith angle increases, which enhances the size of cloud shadows (side illumination; Hogan & Shonk, 2013), but may also result in more diffuse irradiance (side escape; Hogan & Shonk, 2013). Additionally, clouds can intercept radiation reflected by the surface or by neighboring clouds (entrapment; Hogan et al., 2019). These solar radiation—cloud interactions create complex surface patterns with cloud shadows and regions where GHI exceeds clear-sky radiation.

Ideally, one would capture these 3D effects in the radiation computations of cloud-resolving simulations. However, the actual status quo in weather and climate models is the use of relatively efficient two-stream methods that solve radiation in the vertical direction only (Cahalan et al., 2005; Meador & Weaver, 1980). These approaches are computationally affordable, but lack the aforementioned 3D radiative effects.

The development of the TenStream solver (Jakub & Mayer, 2015), which reduces the photon propagation to a limited set of directions, allowed for detailed studies into 3D radiative effects in a coupled cloud-resolving model. These studies (Jakub & Mayer, 2017; Veerman et al., 2020) revealed clear impacts of 3D radiative effects on cloud development, mainly driven by GHI patterns that strongly deviate from those in simulations with two-stream solvers. However, while emphasizing the importance of surface–radiation feedbacks relative to in-cloud processes, the GHI patterns produced by the TenStream solver still deviate from those produced by ray tracing (Jakub & Mayer, 2015, their Figure 8).

Monte Carlo ray tracing is widely regarded as the most accurate technique to solve radiative transfer in 3D and can produce patterns in GHI that closely resemble field observations (Gristey et al., 2020). Furthermore, ray tracing is often used as reference for the development of 3D radiative transfer approximations (Hogan et al., 2016;
Jakub & Mayer, 2015; Wissmeier et al., 2013). However, ray tracing was long deemed to be too computationally costly to be applied coupled to 3D atmospheric models with a sufficiently large domain size and detail level (Cahalan et al., 2005).

The fast increase in computational power and memory of graphics processing units (GPUs) has dramatically improved the perspective of coupling ray tracers to atmospheric simulations. Ray tracing is one of the core applications of modern GPUs, primarily in the gaming and movie industry, and GPU computing has proven itself as a promising technique for cloud-resolving simulations (Muñoz-Esparza et al., 2022; Schalkwijk et al., 2015; van Heerwaarden et al., 2017) in recent years. In this study, we leverage the computing capabilities of modern GPUs to better understand how 3D radiative effects impact atmospheric simulations. We developed a GPU-accelerated ray tracer and integrated this into GPU-resident cloud-resolving model MicroHH (van Heerwaarden et al., 2017). To the best of our knowledge, high resolution 3D simulation of clouds with coupled ray tracing has not been done before.

Using a case study of cumulus convection over land, we then compare simulations with coupled ray tracing to those with a conventional two-stream solver to address the following questions:

1. What is the required ray tracer convergence and how sensitive are clouds to it?
2. How do interactions between clouds, land surface, and radiation compare between simulations with ray tracer and two-stream solvers?

2. Methods

2.1. The Case Study

Our case study is designed based on observations of the Cabauw station in the Netherlands, taken at 15 August 2016 and documented in Tijhuis et al. (2022). Initial conditions, large scale forcings and background profiles for radiative transfer computations are constructed from ERA5 reanalysis (Hersbach et al., 2020). The Cabauw station is part of the Baseline Surface Radiation Network (Knap, 2022) and 1 Hz solar irradiance observations are available (Knap & Mol, 2022; Mol et al., 2022). In short, our case is a day with shallow cumulus developing around 8 UTC (10 LT) and moderate wind speeds of approximately 5 m s$^{-1}$ in the convective boundary layer. Cloud base and top are around 1,300 and 2,000 m, respectively, and cloud cover fluctuates between 0.3 and 0.7 during the afternoon. The surface is well-watered grassland and we use an albedo of 0.22 for all wavelengths.

2.2. The Cloud-Resolving Model

We simulated the case with MicroHH (van Heerwaarden et al., 2017) following Tijhuis et al. (2022), but with a domain size of $38.4 \times 38.4 \times 4$ km$^3$ and a grid spacing of 50 m in the horizontal and 20 m in the vertical. The radiative transfer scheme is called every 60 s. Solar radiative transfer can be computed using either the two-stream method of RTE+RRTMGP (Radiative Transfer for Energetics+RRTM for General circulations model applications—Parallel; Pincus et al., 2019) or with Monte Carlo ray tracing (Section 2.3). Longwave radiative transfer computations are done in 1D and neglect scattering. We use the sets of 112 shortwave and 128 longwave spectral quadrature points available in RTE+RRTMGP. MicroHH uses a surface model that closely follows Balsamo et al. (2009) and parameterizes warm two-moment microphysics following Seifert and Beheng (2001, 2006), with the sedimentation scheme of Stevens and Seifert (2008).

2.3. The Ray Tracer

The newly developed ray tracer extends the open-source C++/CUDA implementation of RTE+RRTMGP and has been designed for running on a GPU. Modern GPUs are very suitable for ray tracing, because they can execute threads simultaneously, with each thread handling all computations for one sample at a time. Furthermore, GPUs have high memory bandwidth and can store entire 3D fields into memory, which avoids the need for distributed computing. While the latter gives our GPU implementation its main performance edge compared to parallel CPU solvers, the memory of a single GPU also puts an upper limit to the problem size: currently, the maximum number of grid cells of a large-eddy simulation with online ray tracing is about 138,608,640 (e.g., $235 \times 768 \times 768$) in single precision.
The ray tracer solves the radiative transfer equation with a Monte Carlo approach, that is, tracing many rays through the domain until radiative fluxes and heating rates have sufficiently converged. It requires 3D fields of atmospheric optical properties as input: total extinction coefficient \( k_{ext} \), cloud extinction coefficient \( k_{ext,cloud} \), single scattering albedo \( \omega \), and asymmetry parameter \( g \). While the default RRTGMP solves these optical properties for a subset of the domain for all spectral quadrature points simultaneously, we built a version optimized for 3D radiative transfer that solves the full domain per quadrature point. Ray tracing is then performed independently for each quadrature point.

Rays are initialized at the domain top (TOD) following a scrambled Sobol sequence. First the total incoming flux and the diffuse fraction at the TOD are computed from a clear-sky 1D atmospheric profile spanning from the surface to the top-of-atmosphere using a two-stream solver. Pre-computing the top-of-domain flux allows the ray tracer to be confined to a limited vertical extent, which reduces computational complexity. However, by doing so we neglect the effect of the underlying cloud field and thereby underestimate the mean top-of-domain flux by about 1%. Depending on the diffuse fraction, the initial direction of each photon is either along the sun beam or randomly generated, assuming isotropic downwelling diffuse radiation at the TOD. Rays are then propagated through the atmosphere using a null-collision approach with an acceleration grid similar to Villefranche et al. (2019) but without recursion: a 3D grid with a coarser resolution than the simulation is constructed by selecting the highest extinction coefficient within each grid cell as null-collision coefficient. Ray tracing is then performed on the acceleration grid, while local optical properties are retrieved from the simulation grid.

We use the Rayleigh phase function for scattering of gases and we use the Heney-Greenstein (HG) phase function without delta scaling for scattering by cloud droplets. The HG phase function is an approximation for Mie scattering, but does not fully capture the forward peak of the Mie phase function and is therefore too diffusive. Within clouds, the relative probability of being scattered by a cloud droplet as opposed to a gas molecule is given by \( k_{ext,cloud}/k_{ext} \). Absorption is handled by using weights, which accelerates convergence of radiative fluxes and heating rates. Each ray is assigned an initial weight of unity and its weight is reduced at each scattering or null-collision event by multiplying it with the local probability that the ray will not be absorbed (Iwabuchi, 2006).

The mean weight of all rays hitting the surface or leaving the domain top is then used to compute surface and TOD radiative fluxes. Additionally, we store the weight of the incoming ray multiplied with the local absorption probability at each scattering or null-collision event to compute 3D radiative heating rates. We rescale the weights following Iwabuchi (2006): whenever the weight \( w \) is lower than 0.5, we draw a random number \( \rho \) between 0 and 1. The ray is terminated if \( \rho > w \), else the weight is set to 1. The surface is assumed to be Lambertian, for example, scattering isotropically. The local surface albedo is used to reduce the weight after scattering.

### 2.4. The Experiments

Our experiment consists of 9 simulations (Table 1). \( rt \) and \( 2s \) are the two main simulations, using the ray tracer and two-stream solver for solar radiative fluxes, respectively, \( rt-s032, rt-s064, rt-s128 \) are similar to \( rt \), but have fewer samples per pixel per spectral quadrature point (\( N_{sample} \); the number of rays entering the top of the domain per grid column per spectral quadrature point). These simulations are used to investigate how the convergence of the ray tracer affects the simulation. Additionally, we take 10 cloud fields from the \( rt \) and \( 2s \) simulations to study the convergence of the ray tracer offline: Radiative fluxes and heating rates are computed for each field with \( N_{sample} = (16, 32, 64, 128, 256, 512, 1024) \) and compared to a benchmark computation with \( N_{sample} = 16,384 \).

The second set of simulations (Table 1) aims to determine the contributions of surface irradiance patterns, mean surface irradiance, and radiative heating rate patterns on the cloud evolution in \( rt \) and \( 2s \). In \( rt-hom \) and \( 2s-hom \) the downwelling and upwelling surface solar radiative fluxes are horizontally homogenized, so that only the horizontally averaged solar irradiance drives the surface heat fluxes. In \( rt-hom-hr \) and \( 2s-hom-hr \) the solar radiative heating rates are horizontally homogenized.

### 3. Results

#### 3.1. First Impression

The GHI fields at 14 UTC (Figure 1) display clear differences between the reference ray tracing \( rt \) and two-stream \( 2s \) simulations. The GHI field in \( rt \) shows the horizontally shifted cloud shadows and the GHI enhancements of
clear-sky (non-shadow) regions, which are both absent in 2s. Furthermore, the liquid water path (LWP) contours show fewer but larger clouds in rt compared to 2s. Before interpreting the differences between the rt and 2s simulations, we first need to verify whether ray tracer convergence is sufficient for the chosen number of samples per pixel per quadrature point (N_{sample} = 256).

### 3.2. Convergence of Ray Tracer and Associated Computational Costs

The convergence of the global horizontal irradiances (GHI; Figures 2b–2d) and radiative heating rates (HR; Figures 2f–2h) predicted by the ray tracer visibly improves from 64 to 1,024 samples per pixel per quadrature point. The large-scale patterns in GHI and HR (e.g., cloud shadows, the cloud enhancements, cloud-top absorption) are already visible with N_{sample} = 64, but the small-scale noise in the cross-sections reduces as N_{sample} increases. As expected, the decrease in root mean square error (RMSE) with N_{sample} is approximately proportional to N_{sample}^{-1/2}, whereas the run time increases approximately linearly (Figures 2a and 2e). With N_{sample} = 256, as used in the main ray tracing simulations (rt, rt-hom, rt-hom-hr), the ray tracing for all 112 g-points takes approximately 90 s for one cloud field, but errors are not negligible: the RMSE of the diffuse irradiance is 6.88 W m^{-2} and the RMSE of the direct heating rates is 0.17 K d^{-1}.

#### Table 1

Runs Performed in Experiment

| Run     | Radiation solver | N_{sample} | Homogenization | Total cost (s) | Radiation cost (s) |
|---------|------------------|------------|----------------|----------------|-------------------|
| rt      | Ray tracer       | 256        | None           | 1,709.2        | 103.6             |
| 2s      | Two-stream       | n/a        | None           | 292.1          | 5.6               |
| rt-s128 | Ray tracer       | 128        | None           | 1,160.1        | 65.0              |
| rt-s064 | Ray tracer       | 64         | None           | 881.2          | 45.4              |
| rt-s032 | Ray tracer       | 32         | None           | 748.0          | 36.1              |
| rt-hom  | Ray tracer       | 256        | Surface        | 1,703.0        | 106.3             |
| 2s-hom  | Two-stream       | n/a        | Surface        | 292.7          | 5.6               |
| rt-hom-hr | Ray tracer     | 256        | Heating rates  | 1,696.4        | 103.3             |
| 2s-hom-hr | Two-stream   | n/a        | Heating rates  | 306.3          | 5.6               |

*Note.* N_{sample} shows samples per horizontal grid cell per quadrature point. Homogenization describes horizontal averaging. Total cost is the run time (on a NVIDIA A100 with 40 GiB memory), of the simulation, measured between 13:00 UTC and 13:15 UTC and Radiation cost the average time spend in the radiative transfer scheme.

---

Figure 1. Simulated global horizontal irradiance. Global horizontal solar irradiance at 14 UTC plotted relative to clear-sky radiation for (a) the simulation with ray tracer, and (b) the simulation with two-stream solver. Black lines are contours of liquid water path (LWP > 0 kg m^{-2}). The sun is approximately in the south-west (azimuth angle: 228.1°, zenith angle: 46.4°).
However, the effect of the ray tracer convergence on the simulated behavior of the atmosphere is negligible: differences in cloud cover and LWP between $rt$, $rt-s128$, $rt-s64$, and $rt-s32$ are small and within the statistical noise (Figures 3d and 3e).

### 3.3. Interactions Between 3D Radiation and Clouds

#### 3.3.1. Surface Irradiance

Online 3D radiative transfer affects GHI directly due to 3D cloud radiative effects (e.g., entrainment, cloud-side illumination; Hogan & Shonk, 2013; Hogan et al., 2019), and indirectly via changes in cloud development. In $rt$, the GHI is lower than in $2s$ (Figure 3a). Comparing $2s$ to $rt_{2s}$, which is an offline two-stream computation based on $rt$ fields, suggests that this lower GHI in $rt$ is primarily caused by cloud field differences. Ray tracing actually enhances the GHI compared to the offline two-stream computations, due to an increase in diffuse irradiance (DIF; Figure 3b), despite a small decrease in direct irradiance as a result of cloud-side illumination (not shown).

Differences in the spatial distribution of the GHI and DIF between $rt$ and $2s$ are more pronounced than the domain-mean differences. The GHI PDF of $rt$ (Figure 3a) shows the characteristic bimodal distribution that is also found in irradiance observations below broken clouds but generally missed by two-stream approximations (see e.g., Gristey et al. (2020); Tijhuis et al. (2022)): a peak at low GHI corresponding to cloud shadows receiving mostly diffuse radiation and a peak at high GHI corresponding to clear-sky regions receiving both direct and diffuse radiation. Similarly, the DIF PDF of $rt$ has an approximately Gaussian shape that resembles observations, in contrast to the DIF PDFs of $2s$ and $rt_{2s}$ (Figure 3b). The GHI PDF of $rt$ is shifted toward larger values compared to observations, whereas the mean GHI is lower in $rt$. This shift is presumably due to the higher DIF in $rt$ compared to observations, possibly caused by differences between the simulated and actual clouds fields. However, differences in the PDFs may also be attributed to uncertainties in the radiative transfer computations or the observations. The simulations do not include aerosols and therefore likely overestimate GHI and underestimate...
DIF (Gristey et al., 2022). Furthermore, the modeled direct radiation is defined as all non-scattered radiation, whereas in observations it is the radiation from a small cone with an opening half-angle of 2.5° centered around the sun (Blanc et al., 2014; Kipp & Zonen, 2001). Radiation scattered in almost forward direction would therefore be counted as direct radiation in observations, but as diffuse in the ray tracer. With the HG phase function, however, the exact definition of direct radiation barely affects the ray traced direct/diffuse partitioning and therefore does not significantly contribute to the difference between the observed and modeled PDFs. The response time of the thermopile radiation sensors (95% of the signal after 7 s) (Kipp & Zonen, 2001, 2004), which smooths out the actual cloud-induced radiation signal, may also contribute to the differences between the observed and modeled irradiance variability.

### 3.3.2. Cloud Development

In rt, the cloud cover is lower, but the LWP is much larger than in 2s (Figures 3d and 3e). This suggests that 3D radiative transfer may result in thicker clouds, as earlier shown by Veerman et al. (2020) for a different case of shallow cumulus near Cabauw. The spectra of specific humidity within the cloud layer have significantly more energy at larger spatial scales in rt, which is consistent with the cloud sizes in Figure 1. This indicates that in rt, the turbulence field within the cloud layer is dominated by larger structures, suggesting that individual clouds are wider.

The simulations with horizontally homogenized surface irradiances (rt-hom, 2s-hom) have similar cloud covers and LWPs during most of the day, especially compared to the differences between rt and 2s. In contrast, horizontally homogenizing the radiative heating rates (rt-hom-hr, 2s-hom-hr) only has a small impact on cloud development. Again, this illustrates that differences in cloud development between rt and 2s are mainly driven by 3D radiative effects on GHI distributions.

---

**Figure 3.** Surface irradiance and cloud statistics. Probability density functions (mean values between brackets) of global horizontal irradiance (a) and diffuse irradiance (b) between 10 and 14 UTC, normalized by clear-sky irradiance, for the rt and 2s simulations, for 1 Hz irradiance observations, and for offline two-stream computations based on the rt simulation (rt_sim). Spectra of specific humidity $q_t$ (c) for the rt and 2s simulations at 14 UTC, averaged over the middle of the cloud layer (1,500–1,700 m). Time series of cloud cover (d) and mean liquid water path (e) for the rt and 2s simulations, the simulations with horizontally homogenized surface irradiances (-hom) or heating rates (-hom-hr), and the simulations with a reduced $N_{sample}$ (-s128, -s64, -s32).
While our focus is on 3D shortwave radiative transfer, 3D longwave radiative effects can also affect cloud development through in-cloud heating rates (Klinger et al., 2017) and may partly compensate the GHI enhancements by smoothing the surface longwave irradiance. The accumulated effect of ray traced 3D longwave and shortwave radiative transfer on our simulations should therefore be subject to future research.

4. Conclusions

This work demonstrates cloud-resolving simulation over land with a coupled ray tracer of low complexity. GPU computing permits studies to solar radiation—cloud interactions at a high detail level (50 m horizontal grid spacing) and horizontal domain size (38.4 x 38.4 km²). Our work corroborates earlier findings that the primary route of 3D radiative effects to influence cloud formation and evolution is via the land surface, and adds fidelity to this finding by delivering simulations with GHI patterns that closely resemble observations. Furthermore, as our test case is an actual observed case with a moderate background wind, the presented modifications are not constrained to idealized studies under calm conditions.

With the achievement of online ray tracing for shortwave radiation, the next logical step is extending the ray tracer to longwave radiation. Only by doing so, can we capture the accumulated 3D solar and thermal radiative effects on cloud dynamics. Future studies should further quantify the added value of online ray tracing compared to 3D radiative transfer approximations of different complexity (Jakub & Mayer, 2015; Várnai & Davies, 1999; Wissmeier et al., 2013) under a wide range of cloud configurations.

To summarize, our ray tracer delivers realistic in-cloud heating rates and realistic surface irradiance fields, despite a few simplifications such as sampling the HG phase function for cloud droplet scattering and precomputing top-of-domain fluxes from a clear-sky 1D atmospheric profile. In addition, the potential of further reducing memory usage via more efficient gas optics and advanced grids opens up the prospect of addressing larger problems than the one in this study. Therefore, cloud-resolving simulation with coupled ray tracing has large potential to become an important tool in unraveling the earth’s radiation balance.

Data Availability Statement

The CUDA version of RTE+RRTMGP, including ray tracer, and the used version of MicroHII, including setups of all simulations, are available at https://doi.org/10.5281/zenodo.7307859. Model data used for the figures in this manuscript are available at https://doi.org/10.5281/zenodo.7306875. Observational data is available at https://doi.org/10.5281/zenodo.7093164 and https://doi.org/10.5281/zenodo.7092058.
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