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Abstract. In this paper we consider a semilinear parabolic equation in an infinite cylinder. The spatially varying nonlinearity is such that it connects two (spatially independent) bistable nonlinearities in a compact set in space. We prove that, given such a setting, a traveling wave obeying the equation with the one bistable nonlinearity and starting at the respective side of the cylinder, will converge to a traveling wave solution prescribed by the nonlinearity on the other side.

1. Introduction

Since the pioneering works of Kolmogorov et al. [8] the study of traveling wave solutions for semilinear parabolic equations of several types (the most prominent are bistable, ignition and KPP-type nonlinearities) has been an active field. In the case of bistable nonlinearities, that we will concern ourselves with in this article, we want to refer to the celebrated paper by Fife and McLeod [6] for existence and uniqueness as well as stability in one spatial dimension. We also want to mention the detailed study of traveling waves in cylinders by Berestycki and Nirenberg [4]. Later Berestycki, Hamel et al. have broadened the field by studying generalizations of traveling waves in domains or with coefficients / nonlinearities that do not allow for traveling wave solutions. In the case of periodic media, this has led to the notion of pulsating fronts [1] and recently they have generalized it to the notion of transition fronts that do not require any special properties of the domain (apart from sufficiently smooth boundary and infinite geodesic diameter) or of the coefficients [2]. In this respect we found [3] very inspiring where Matano, Berestycki and Hamel use super- and subsolutions as in [9] to construct an entire solution that starts as a traveling wave solution for $t \to -\infty$, passes the obstacle and converges - given the compact obstacle is sufficiently regular - to the same traveling wave solution as $t \to +\infty$. Another recent and very interesting work on the construction of generalized transition fronts is [10] where the author studies generalized transition fronts in cylinders subject to a space dependent nonlinearity that is bounded form above and below by spatially independent ignition-type nonlinearities. We are trying to investigate a similar problem as is investigated in [10], but in our case the nonlinearities are of bistable type and do only vary in a compact transition zone. In contrast to [10] we are interested in the existence of a heteroclinic connection between two traveling fronts, which is stronger than the very relaxed notion of a transition front (as it is given in [2]).

In this paper we will occupy ourselves with the construction of a transition front in a cylinder $D = \mathbb{R} \times \Omega$. But thanks to the compactness of the transition region, we can construct a heteroclinic orbit between two traveling wave solutions. To be
more precise the nonlinearity \( f(x, u) \) shall be such that
\[
\begin{cases}
  f_2(u) \leq f(x, u) \leq f_1(u) & \text{for } x \in D, u \in [0, 1], \\
  f(x, u) = f_1(u) & \text{for } x_1 \geq 0, u \in [0, 1] \text{ and } \\
  f(x, u) = f_2(u) & \text{for } x_1 \leq -x_0, u \in [0, 1],
\end{cases}
\]
(1.1)
where \( f_1, f_2 \) are two a-priori given nonlinearities of bistable type and \( x_0 > 0 \) is a parameter of the transition region.

\[
\begin{array}{ccc}
  f_2 & \text{---} & f_1 \\
  -x_0 & 0 &
\end{array}
\]

**Figure 1.** Infinite cylinder with transition zone

The main result of this article shall be

**Theorem 1.1.** Let \( f \) satisfy (1.1) (and (2.1)-(2.5)) then there is a unique entire solution \( u(t, x) \) of
\[
\begin{align*}
  \partial_t u - \Delta u &= f(x, u) & \text{in } D, \\
  \frac{\partial u}{\partial \nu} &= 0 & \text{on } \partial D,
\end{align*}
\]
(1.2)
such that \( 0 < u(t, x) < 1 \) and \( \partial_t u(t, x) > 0 \) for all \( (t, x) \in \mathbb{R} \times \bar{D} \) and
\[
u(t, x) - \phi_1(x_1 + c_1 t) \to 0 \text{ as } t \to -\infty \text{ uniformly in } x \in \bar{D},
\]
then
\[
u(t, x) - \phi_2(x_1 + c_2 t + \beta) \to 0 \text{ as } t \to +\infty \text{ uniformly in } x \in \bar{D}
\]
for some \( \beta \in \mathbb{R} \).

Here \((\phi_1, c_1)\) and \((\phi_2, c_2)\) are the one-dimensional traveling wave profiles and corresponding speeds solving
\[
\begin{align*}
  \phi_i''(z) - c_i \phi_i'(z) + f_i(\phi_i(z)) &= 0, \\
  \phi_i(-\infty) &= 0, \quad \phi_i(+\infty) = 1,
\end{align*}
\]
(1.3)

This means that we do not only prove that \( u \) is a transition front, but also that the effect of the tail of the wave is negligible and it will in speed and profile be governed by \( f_2 \) for large times.

We adapt the proof of existence and uniqueness in [3] to prove existence and uniqueness for our problem. The proof of the long-term asymptotic behaviour, that is the crucial part in constructing this heteroclinic orbit, will mainly follow the structure of the argumentation in the celebrated paper by Fife and McLeod [6]. But it will also take in some inspiration gotten reading and re-reading the very helpful papers [3, 9]. The structure of our procedure will be roughly the following:

- First of all we will estimate \( u \) from below against some translation of \( \phi_2(x_1 + c_2 t) \) and some correction terms that vanish for \( t \to \infty \).
• Secondly we do the estimation of \( u \) form above (note that this is the more complicated direction) against a traveling wave with profile \( \phi_2 \) and speed \( c_2 \) and again some error terms that vanish as \( t \to +\infty \).

• In a third step we will employ the estimates from step 1 and 2 in a Lyapunov-function argument that will tell us that for a subsequence in time \( t_n \to \infty \) the profile of the wave will converge to \( \phi_2 \) and the speed will converge to \( c_2 \) while translations cannot be ruled out, yet.

• Finally we prove uniqueness of the limit \( (t \to \infty) \) using a stability result that comes out of step 1 and 2 and controls the perturbation caused in the transition zone.
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2. Notation and assumptions

In this section we outline the assumptions we make and give the notation that shall be used in the following. Let \( D := \mathbb{R} \times \Omega \) be a cylindrical domain, i.e \( \Omega \subset \mathbb{R}^{n-1} \) be an open, bounded set with smooth boundary.

The nonlinearity \( f \) shall lie between two bistable nonlinearities \( f_1 \) and \( f_2 \) as in (1.1), that obey

\[
\begin{align*}
&f_1, f_2 \in C^{1,1}([0,1]), \\
&f_1(0) = f_2(0) = 0, f_1(1) = f_2(1) = 0, \\
&f_1'(0), f_2'(0) < 0, f_1'(1), f_2'(1) < 0, \\
&f_1 < 0 \text{ on } (0, \theta_1), f_1 > 0 \text{ on } (\theta_1, 1), \\
&f_2 < 0 \text{ on } (0, \theta_2), f_2 > 0 \text{ on } (\theta_2, 1), \\
&0 < \theta_1 < \theta_2 < 1, \\
&\int_0^1 f_1(u) \, du, \int_0^1 f_2(u) \, du > 0.
\end{align*}
\] (2.1)

Then there are unique speeds and unique (up to translation) traveling wave profiles for each of the nonlinearities \( f_1 \) and \( f_2 \), i.e there are speeds \( c_1, c_2 > 0 \) and wave profiles \( \phi_1, \phi_2 : \mathbb{R} \to \mathbb{R} \), such that (see e.g. [6])

\[
\begin{align*}
&\phi_i(x_1 + c_i t) \text{ solves (1.2) with } f_i \text{ instead of } f \\
&\text{for } i \in \{1, 2\} : \\
&\phi_i(-\infty) = 0, \phi_i(+\infty) = 1 \\
&0 < \phi_i(z) < 1 \text{ for all } z \in \mathbb{R}
\end{align*}
\]

This is equivalent to \( \phi_i \) solving the ordinary differential equation (1.3).

3. Construction of an entire solution which converges to a traveling wave \( \phi_1(x_1 + c_1 t) \) for \( t \to -\infty \)

Here we state for the sake of completeness the existence and uniqueness result as in [3] to show that there is an unique entire solution that admits the claimed asymptotic behaviour for \( t \to -\infty \). The proof can be found in the appendix.
Theorem 3.1 (existence and uniqueness). Let $D$ and $f$ be as above. Then there is a unique entire solution $u(t, x)$ of (1.2) such that $0 < u(t, x) < 1$ and $\partial_t u(t, x) > 0$ for all $(t, x) \in \mathbb{R} \times D$ and

$$u(t, x) - \phi_1(x_1 + c_1 t) \to 0 \quad \text{as} \quad t \to -\infty \quad \text{uniformly in} \quad x \in \bar{D}.$$  \hfill (3.1)

Proof. The proof mainly resembles the respective one in [3] and is therefore deferred to the appendix. \hfill \Box

4. LONG TIME CONVERGENCE TO A TRAVELING FRONT WITH PROFILE $\phi_2$ AND SPEED $c_2$ FOR $t \to +\infty$

This section shall be concerned with the limit behaviour of the solution $u(t, x)$ for $t \to +\infty$.

We will show the following theorem:

Theorem 4.1. Let $f$ satisfy (1.1), (2.1)-(2.5) and let $u(t, x)$ be the unique entire solution of (1.2) such that $0 < u(t, x) < 1$ and $\partial_t u(t, x) > 0$ for all $(t, x) \in \mathbb{R} \times \bar{D}$ and

$$u(t, x) - \phi_1(x_1 + c_1 t) \to 0 \quad \text{as} \quad t \to -\infty \quad \text{uniformly in} \quad x \in \bar{D},$$  \hfill (4.1)

then

$$u(t, x) - \phi_2(x_1 + c_2 t + \beta) \to 0 \quad \text{as} \quad t \to +\infty \quad \text{uniformly in} \quad x \in \bar{D},$$

where $\beta \in \mathbb{R}$.

As announced in the summary of the strategy given in the introduction, we start by showing the following lower bound.

Lemma 4.2 (Lower bound. The less involved direction). Under the assumptions of Theorem 4.1 there exists a time $T^- > 0$ and constants $\beta^- , C^- , \omega > 0$ such that

$$\max\{\phi_2(x_1 + c_2 t - \beta^-) - C^- e^{-\omega t}, 0\} \leq u(t, x)$$

for $x \in D$ and $t \geq T^-$. 

Proof of the Lemma. The proof follows the idea found in the proof of Theorem 7.1 in [3] or the respective proofs in [9] and [6], i.e. constructing a suitable subsolution as follows. First of all, by assumption (4.1), for every $\lambda \in (0, 1)$ there is $t_\lambda \in \mathbb{R}$ such that

$$|u(t_\lambda, x) - \phi_1(x_1 + c_1 t_\lambda)| \leq \frac{\lambda}{2} \quad \text{for all} \quad x \in D$$

and $\zeta_+ > 0$ such that

$$\phi_1(x_1 + c_1 t_\lambda) \geq 1 - \frac{\lambda}{2} \quad \text{and} \quad \phi_2(x_1 + c_2 t_\lambda) \geq 1 - \frac{\lambda}{2} \quad \text{for all} \quad x_1 \geq \zeta_+.$$

Employing $\partial_t u > 0$ and $\phi_1', \phi_2' > 0$ this implies that

$$1 \geq u(t, x) \geq 1 - \lambda \quad \text{and} \quad 1 \geq \phi_1(x_1 + c_1 t), \phi_2(x_1 + c_2 t) \geq 1 - \frac{\lambda}{2}$$

for all $x_1 \geq \zeta_+$ and $t \geq t_\lambda$. From this we can conclude that

$$|\phi_1(x_1 + c_1 t) - u(t, x)|, |\phi_2(x_1 + c_2 t) - u(t, x)| \leq \lambda \quad \text{for} \quad x_1 \geq \zeta_+ \quad \text{and} \quad t \geq t_\lambda.$$

There is also $\zeta_- < 0$ such that

$$0 < \phi_2(x_1 + c_2 t_\lambda), \phi_1(x_1 + c_1 t_\lambda) \leq \frac{\lambda}{2} \quad \text{for} \quad x_1 \leq \zeta_-.$$

Summing this up, we know that outside a compact set $u(t, x)$ is at time $t_\lambda$ already close to $\phi_2(x_1 + c_2 t)$, i.e

$$|u(t_\lambda, x) - \phi_2(x_1 + c_2 t_\lambda)| \leq \lambda \quad \text{for all} \quad x \in \bar{D} \setminus ([\zeta_-, \zeta_+] \times \bar{\Omega}).$$
Let us set furthermore
\[ \omega := \min \left( \frac{|f_1'(0)|}{4}, \frac{|f_1'(1)|}{4}, \frac{|f_2'(0)|}{4}, \frac{|f_2'(1)|}{4}, 1 \right) \]
and choose \( \rho > 0 \) such that
\[ \text{for } i \in \{1, 2\} \quad \begin{cases} |f_i'(s) - f_i'(0)| \leq \omega & \text{for all } s \in [0, \rho]; \\ |f_i'(s) - f_i'(1)| \leq \omega & \text{for all } s \in [1 - \rho, 1]. \end{cases} \]

Let \( A^- > 0 \) be such that
\[ \left\{ \begin{array}{l} \phi_2(z) \geq 1 - \frac{\rho}{2} & \text{for all } z \geq A^-, \\ \phi_2(z) \leq \frac{\rho}{2} & \text{for all } z \leq -A^-. \end{array} \right. \]

Since \( \phi_2' \) is positive and continuous on \( \mathbb{R} \) we have
\[ \delta_2^- := \min_{z \in [-A^-,A^-]} \phi_2'(z) > 0. \]

Let us set
\[ \mu_2^- := \min \left\{ \frac{\rho}{2}, \frac{1}{2} \right\}. \]

Choose now
\[ \lambda = \mu_2^- \cdot \]

Since \( u \) is continuous and \( 0 < u(t, x) < 1 \) for all \((t, x) \in \mathbb{R} \times \bar{D} \), it follows that
\[ \min_{x \in [\zeta_-, \zeta_+] \times \bar{\Omega}} u(t, x) > 0 \]
and therefore there is \( \beta^- > 0 \)
\[ \phi_2(x + c_2 t \lambda - \beta^-) \leq u(t, x) \quad \text{for all } x \in [\zeta_-, \zeta_+] \times \bar{\Omega} \]
because \( \lim_{z \to -\infty} \phi_2(z) = 0 \). Let now
\[ \tilde{u}(t, x) := u(t - t_\lambda, x) \quad \text{for } t \geq 0, x \in D \]
and let us define the following auxiliary functions
\[ v^-(t) := \mu_2^- \exp(-\omega t) \quad \text{for } t \geq 0 \]
\[ V_2^-(t) := 4 \|f_2'\|_{L^\infty} \frac{1}{\delta_2^-} \omega \mu_2^- \exp(-\omega t) \quad \text{for } t \geq 0. \]

For later reference let us point out that \( v^- \) satisfies the following differential equation
\[ \dot{v}^-(t) = -\omega v^-(t) \quad \text{for all } t \geq 0. \]

(4.2)

Now we have all the auxiliary functions in place to state our candidate for a sub-solution
\[ u^-_2(t, x) := \max \{ \phi_2(\xi^-_2(t, x)) - v^-(t), 0 \} \quad \text{for } t \geq 0, \]
where \( \xi^-_2 \) are perturbed moving frame coordinates given by
\[ \xi^-_2(t, x) := x_1 + c_2 (t + t_\lambda) - \beta^- + V_2^-(t) - V_2^-(0) \quad \text{for } t \geq 0, x \in D. \]

First of all let us check that
\[ u^-_2(0, x) \leq \tilde{u}(0, x) \quad \text{for all } x \in \bar{D} \]
by choice of \( \beta^- \) and \( \mu_2^- \). Either we are in the case \( x \in [\zeta_-, \zeta_+] \times \bar{\Omega} \) and hence
\[ u^-_2(0, x) \leq \phi_2(x_1 + c_2 t_\lambda - \beta^-) \leq \tilde{u}(0, x) = u(t_\lambda, x) \]
by choice of $\beta^-$ or $x \in \bar{D} \setminus [\zeta_-, \zeta_+] \times \Omega$ and hence
\[
\begin{aligned}
u_2^-(0, x) &\leq \max\{\phi_2(x_1 + c_2 t \lambda) - \mu_2^-, 0\} = \max\{\phi_2(x_1 + c_2 t \lambda) - \lambda, 0\} \\
&\leq \bar{u}(0, x) = u(t \lambda, x)
\end{aligned}
\]
because $\phi_2' > 0$ and by choice of $\zeta_-, \zeta_+$. Since $\nu_2^-$ was chosen independent of the lateral coordinates of our cylinder, $y \in \Omega$, it meets the required Neumann boundary condition
\[
\frac{\partial}{\partial \nu} \nu_2^-(t, x) = 0 \text{ on } [0, \infty) \times \partial \bar{D}.
\]
To be able to compare $\nu_2^-$ and $\bar{u}$, it remains to show that $\nu_2^-$ is a subsolution, i.e.
\[
\mathcal{L} \nu_2^- = \frac{\partial}{\partial t} \nu_2^- - \Delta \nu_2^- - f(x, \nu_2^-) \leq 0 \text{ for all } t \geq 0, x \in \bar{D}.
\]
It suffices to check this on the set where $\phi_2(\xi_2^-(t, x)) - v^-(t) > 0$ as $\max\{v_1, v_2\}$ is a subsolution, whenever $v_1, v_2$ are subsolutions. Let us therefore restrict ourselves to that set in the following. We can estimate $\mathcal{L}$ as
\[
\begin{aligned}
\mathcal{L} \nu_2^- &= \xi_2^- (t, x) \phi_2'(\xi_2^-) - \nu_2^- (t) - \phi_2'(\xi_2^-) - f(x, \phi_2(\xi_2^-) - v^-(t)) \\
&= (\xi_2^- + \bar{V}^- (t)) \phi_2'(-\nu_2^-) - \phi_2'(\xi_2^-) - f(x, \phi_2(\xi_2^-) - v^-(t)) \\
&\leq \bar{V}_2^- (t) \phi_2'(\xi_2^-) - \nu_2^- (t) + f_2(\phi_2(\xi_2^-)) - f(x, \phi_2(\xi_2^-) - v^-(t)) \\
&\leq \bar{V}_2^- (t) \phi_2'(\xi_2^-) - \nu_2^- (t) + f_2(\phi_2(\xi_2^-)) - f_2(\phi_2(\xi_2^-) - v^-(t)).
\end{aligned}
\]
We will now distinguish between the cases $\xi_2^- < A^-, \xi_2^+ \in [-A^-, A^-]$ and $\xi_2^- > A^-$. If $\xi_2^- < -A^-$ we have $\phi_2(\xi_2^-) - v_2^-(t) \leq \phi_2(\xi_2^-) \leq \rho$. Recalling that $\phi_2' > 0$, $\bar{V}^-_2 < 0$, (4.2) and involving the mean value theorem, we find
\[
\begin{aligned}
\mathcal{L} \nu_2^- &\leq (f_2'(0) + \omega) \nu_2^-(t) - \nu_2^- (t) \\
&= (f_2'(0) + \omega) \nu_2^-(t) + \omega v^-(t) \\
&\leq 0
\end{aligned}
\]
by the choice of $\omega$. If $\xi_2^- > A^-$ we have $\phi_2(\xi_2^-) - v_2^-(t) \geq 1 - \frac{\rho}{2} - \mu_2^- \geq 1 - \rho$ by the choice of $\mu_2^-$. Using again $\phi_2' > 0$, $\bar{V}_2^- < 0$, (4.2) and the mean value theorem it holds
\[
\begin{aligned}
\mathcal{L} \nu_2^- &\leq (f_2'(1) + \omega) \nu_2^-(t) - \nu_2^- (t) = (f_2'(1) + 2 \omega) \nu_2^-(t) \\
&\leq 0
\end{aligned}
\]
again by the choice of $\omega$. In the last case, if $\xi_2^- \in [-A^-, A^-]$, by definition of $\delta_2^-$ and $\bar{V}_2^- < 0$ it holds
\[
\begin{aligned}
\mathcal{L} \nu_2^- &\leq \|f_2\|_{L^\infty} \nu_2^-(t) - \nu_2^- (t) + \bar{V}_2^- (t) \\
&= (\|f_2\|_{L^\infty} + \omega) \nu_2^-(t) + \bar{V}_2^- (t) \\
&\leq (2\|f_2\|_{L^\infty} - 4\|f_2\|_{L^\infty}) \nu_2^-(t) \leq 0
\end{aligned}
\]
Since we have shown that $\nu_2^-$ is a subsolution, it follows from the comparison principle that
\[
\nu_2^-(t, x) \leq \bar{u}(t, x) \text{ for all } t \geq 0 \text{ and } x \in \bar{D}.
\]
Replacing $\beta^-$ with $\beta^- + V^-(0)$ finishes the proof. \hfill $\square$

In exactly the same way can we estimate the solution from above against a traveling wave with profile $\phi_1$ and speed $c_1$ as stated in
Lemma 4.3. Under the assumptions of Theorem 4.1 there exists a time $T^+ > T^-$ and constants $\beta_1^+, C_1^+, \omega > 0$ such that
\[
\min\{\phi_1(x_1 + c_1 t + \beta_1^+) + C_1^+ e^{-\omega t}, 1\} \geq u(t, x)
\]
for $x \in D$ and $t \geq T^+$, where $\omega$ and $T^-$ are as in Lemma 4.2.

Proof. The proof follows exactly the classical strategy of the proof of Lemma 4.2. One only needs to exploit that $f(\cdot, u) \leq f_1(u)$ for all $u \in [0,1]$. □

With these Lemmata we are in the position to state the more involved direction, i.e. the estimation against a traveling wave with profile $\phi_2$ and speed $c_2$ from above.

Lemma 4.4. Under the assumptions of Theorem 4.1 there exists a time $T > \max\{T^-, T^+\}$ and constants $\beta_2^+, C_2^+, \eta > 0$ such that
\[
\min\{\phi_2(x_1 + c_2 t + \beta_2^+) + C_2^+ e^{-\eta t}, 1\} \geq u(t, x)
\]
for $x \in D$ and $t \geq T$, where $T^-$ and $T^+$ are as in Lemmata 4.2 and 4.3.

Proof. Let us start the proof with the statement of known facts on one-dimensional traveling waves (see e.g. [6]) and the statement of some auxiliary constants and functions. Linearising (1.3) for $\phi_2$ around the stationary point $\phi_2 = 1$ and using that $f_2'(1) < 0$ tells us that there is $C_{\phi_2} > 0$ and $\lambda > 0$ such that
\[
|1 - \phi_2(z)| \leq C_{\phi_2} e^{-\lambda z} \text{ for all } z \in \mathbb{R}. \tag{4.3}
\]
We assume that $0 < \omega < \lambda c_2$. Otherwise slightly decrease $\omega > 0$.

From (2.1), (2.2), it immediately follows that there is $C_f > 0$ such that
\[
|f_1(u) - f_2(u)| \leq C_f |1 - u| \text{ for all } u \in [0,1].
\]
Let $\omega$, $\eta$ and $A^-$ be as in the proof of Lemma 4.2. Let $0 < \gamma < \frac{\omega}{2}$ be arbitrary and let $T > \max\{T^-, T^+\}$ be such that
\[
\max\{C^-, C^+\} e^{-\omega T} \leq \frac{\gamma}{2}, \quad A^- - c_2 T \leq -x_0 \quad \text{and} \quad \frac{C_f C_{\phi_2} e^{\lambda(x_0 - c_2 T)}}{\lambda c_2} \leq \frac{\eta}{4}.
\]
The second assumption means that we wait until only the tail of the wave will lie in the portion of $D$ where $x_1 \geq -x_0$. Let furthermore $\zeta_- < 0$ be such that
\[
\phi_1(x_1 + c_1 T + \beta_1^+) \leq \frac{\gamma}{2} \text{ and } \phi_2(x_1 + c_2 T) \leq \gamma \text{ for } x_1 \leq \zeta_-
\]
and $\zeta_+ > 0$ such that
\[
\phi_2(x_1 + c_2 T - \beta^-) \geq 1 - \gamma \text{ and hence also } \phi_2(x_1 + c_2 T) \geq 1 - \gamma \text{ for } x_1 \geq \zeta_+.
\]
Since $\lim_{z \to +\infty} \phi_2(z) = 1$ and $\max_{x \in [\zeta_-, \zeta_+] \times \bar{\Omega}} u(T, x) < 1$, there is $\beta > 0$ such that
\[
\phi_2(x_1 + c_2 T + \beta) \geq u(T, x) \text{ in } [\zeta_-, \zeta_+] \times \bar{\Omega}.
\]
Finally let us define
\[
\delta_2^+ := \min_{z \in [-A^-, A^-]} \phi_2'(z) > 0.
\]
Let us now define the following auxiliary functions:
\[
ev_2^+(t) := \left(\gamma - \frac{C_f C_{\phi_2} \exp(\lambda(x_0 - c_2 T))}{\omega - \lambda c_2}\right) e^{-\omega(t-T)} + \frac{C_f C_{\phi_2} \exp(\lambda(x_0 - c_2 T))}{\omega - \lambda c_2} e^{-\lambda c_2(t-T)}
\]
for all \( t \geq T \)
\[
V_2^+(t) := \frac{\|f_2\|_{L^\infty} + \omega}{\delta_2} \int_T^t v(\tau) \, d\tau.
\]

For later reference, let us note that
\[
0 \leq v_2^+(t) \leq \frac{\eta}{2} \quad \text{for all } t \geq T, \quad v_2^+(T) = \gamma \quad \text{and} \quad v_2^+(T) = -\omega v_2^+(t) + C_\xi C_{\phi_2} \exp(\lambda(x_0 - c_2T)) e^{-\lambda x_2(t-T)} \quad \text{for all } t \geq T.
\]

(That \( v_2^+(T) = \gamma \) is obvious. That \( 0 \leq v_2^+(t) \) for \( t \geq T \) can be seen by directly calculating its zeros and employing \( T \) for the initial time.) It is sufficient to check this in the set \([\xi_-, \xi_+] \times \bar{\Omega}\).

Let us distinguish, as in the proof of Lemma 4.2 between the cases \( \xi_2^+ > A^- \), \( \xi_2^- \in [-A^-, A^-] \) and \( \xi_2^- < -A^- \).

In the case \( \xi_2^+ > A^- \) we have to treat the case \( x_1 \geq -x_0 \) as well as the case \( x_1 \leq -x_0 \). If \( x_1 \geq -x_0 \) we can use (4.3) and can then estimate in this case
\[
\mathcal{L} u_2^+ \geq \dot{V}_2^+(t)\phi_2'(\xi_2^+) + \dot{\phi}_2'(\xi_2^+) - f_1(\sigma) v_2^+(t) - C_f C_{\phi_2} \exp(\lambda(x_0 - c_2T)) e^{-\lambda x_2(t-T)} \geq -(f_1(\sigma) + \omega)v_2^+(t) \geq 0,
\]
where \( \sigma \in (1 - \frac{2}{T}, 1) \) comes from the mean value theorem and we have used the definition of \( \tilde{A}^- \) and \( \omega, (4.4), (2.3) \) and that \( \phi_2', \tilde{V}_2^+ \geq 0 \).

If \( \xi_2^+ > \tilde{A}^- \) and \( x_1 \leq -x_0 \) then we can estimate
\[
\mathcal{L} u_2^+ \geq \hat{V}_2^+(t)\phi_2(\xi_2^+) + \tilde{v}_2^+ - f_2'(\sigma) v_2^+(t)
\]
\[
= \hat{V}_2^+(t)\phi_2(\xi_2^+) - \omega v_2^+(t) + C_f C_{\phi_2} \exp(\lambda(x_0 - c_2 T))e^{-\lambda c_2 (t - T)}
\]
\[
- (f_2'(\sigma) + \omega) v_2^+(t)
\]
\[
\geq - (f_2'(\sigma) + \omega) v_2^+(t) \geq 0,
\]
where \( \sigma \in (1 - \frac{2}{T}, 1) \) comes again from the mean value theorem and the rest follows as before.

In the case \( \xi_2^+ \in [-\tilde{A}^-, \tilde{A}^-] \) we are by choice of \( T \) always in that portion of \( D \) where \( x_1 \leq -x_0 \) and hence we can estimate
\[
\mathcal{L} u_2^+ \geq \hat{V}_2^+(t)\phi_2(\xi_2^+) + \tilde{v}_2^+ (t) + f_2(\phi_2(\xi_2^+)) - f_2(\phi_2(\xi_2^+) + v_2^+(t))
\]
\[
\geq \hat{V}_2^+(t)\phi_2(\xi_2^+) + \tilde{v}_2^+ (t) - \|f_2\|_{L^\infty} v_2^+(t)
\]
\[
\geq \hat{V}_2^+(t)\phi_2(\xi_2^+) + \tilde{v}_2^+ (t) - \|f_2\|_{L^\infty} v_2^+(t)
\]
\[
= \hat{V}_2^+(t)\phi_2(\xi_2^+) - \omega v_2^+(t) + C_f C_{\phi_2} \exp(\lambda(x_0 - c_2 T))e^{-\lambda c_2 (t - T)} - \|f_2\|_{L^\infty} v_2^+(t)
\]
\[
\geq 0,
\]
by definition of \( V_2^+ \) and (4.4). It remains to look into the last case \( \xi_2^+ < -\tilde{A}^- \). In this regime again by choice of \( T \) we are in the portion of \( D \) where \( x_1 \leq -x_0 \) and hence we can estimate
\[
\mathcal{L} u_2^+ \geq \hat{V}_2^+(t)\phi_2(\xi_2^+) + \tilde{v}_2^+ (t) + f_2(\phi_2(\xi_2^+)) - f_2(\phi_2(\xi_2^+) + v_2^+(t))
\]
\[
= \hat{V}_2^+(t)\phi_2(\xi_2^+) - \omega v_2^+(t) + C_f C_{\phi_2} \exp(\lambda(x_0 - c_2 T))e^{-\lambda c_2 (t - T)} - f_2'(\sigma) v_2^+(t)
\]
\[
\geq - (f_2'(\sigma) + \omega) v_2^+(t) \geq 0,
\]
where \( \sigma \in (0, \varrho) \) comes from the mean value theorem and we have used the definition of \( \tilde{A}^- \) and \( \omega, (4.4), (2.3) \) and that \( \phi_2', \tilde{V}_2^+ \geq 0 \). Thereby we have shown that \( u_2^+ \) has the claimed property of being a supersolution.

This concludes the proof of the Lemma. \( \Box \)

4.1. approach to a translation of \( \phi_2(x_1 - c_2 t) \). The strategy we are going to follow in this section is the classical one, as it is found e.g. in [6].

We will need the following auxiliary Lemmata.

Lemma 4.5 (stability). Let \( u \) be a solution of (1.2) that at a time \( t_0 > T \) is already close to a traveling wave \( \phi_2(x_1 + c_2 t + \beta) \) for some \( \beta \in \mathbb{R} \) i.e.
\[
|u(t_0, x) - \phi_2(x_1 + c_2 t_0 + \beta)| \leq \varepsilon \text{ for all } x \in D
\]
where \( 0 < \varepsilon < \frac{\varphi}{4} \) then, it holds for all \( t \geq t_0 \) and \( x \in D \) that
\[
|u(t, x) - \phi_2(x_1 + c_2 t + \beta)| \leq \delta (\varepsilon, t_0),
\]
where \( \delta (\varepsilon, t_0) \searrow 0 \) as \( \varepsilon \searrow 0 \) and \( t_0 \nearrow \infty \). \( T \) and \( \varphi \) are as in the proof of Lemma 4.4.

Proof. Note that unlike in the stability result in [6], it is not sufficient for the solution of (1.2) to once be close to a traveling wave in order to stay close indefinitely. The reason is that the tail of the wave will always lie in a region where \( f(x, \cdot) = f_1(\cdot) \) and will therefore introduce a disturbance that enters in the form of a possible shift. But since this possible shift is integrable, we can make sure that we do not get driven
too far from \( \phi_2(x_1 + c_2 t + \beta) \) if we start late enough and thereby do not accumulate too much of the disturbance.

Let us now turn to the formalities of the proof. It consists of revisiting the Lemmata 4.2 and 4.4. If \( t_0 \) is large enough such that only the tail of \( \phi_2(x_1 + c_2 + \beta) \) lies right of \( x_1 = -x_0 \), i.e. \( T < t_0 \), we know that

\[
    u(t, x) \leq \phi_2(x_1 + c_2 t + \beta + V_2^+(t)) + v_2^+(t)
\]

where

\[
v_2^+(t) = (\varepsilon + C(t_0))e^{-\omega(t-t_0)} - C(t_0)e^{-\lambda c_2(t-t_0)} \leq \varepsilon + 2C(t_0)
\]

and \( C(t_0) \searrow 0 \) as \( t_0 \nearrow +\infty \).

Therefore we know that

\[
    u(t, x) - \phi_2(x_1 + c_2 + \beta) \leq \phi_2(x_1 + c_2 t + \beta + V_2^+(t)) - \phi_2(x_1 + c_2 t + \beta) + v_2^+(t) \\
    \leq \|\phi_2\|_{L^\infty}V_2^+(t) + v_2^+(t) = C(\varepsilon + C(t_0))
\]

From Lemma 4.2 we know that

\[
    u(t, x) \geq \phi_2(x_1 + c_2 t + \beta + V_2^-(t)) - v_2^-(t)
\]

where \( 0 \leq V_2^-(t_0) \leq C\varepsilon \) and \( 0 \leq v_2^-(t) \leq C\varepsilon \) and hence

\[
    u(t, x) - \phi_2(x_1 + c_2 t + \beta) \geq \phi_2(x_1 + c_2 t + \beta - V_2^-(t_0)) - \phi_2(x_1 + c_2 t + \beta) - v_2^-(t) \\
    \geq -\|\phi_2\|_{L^\infty}V_2^-(t_0) - v_2^-(t) \geq -C\varepsilon.
\]

Summing it all up, we have that

\[
    |u(t, x) - \phi_2(x_1 + c_2 t + \beta)| \leq C(\varepsilon + C(t_0)).
\]

Since \( C(t_0) \searrow 0 \) for \( t_0 \nearrow +\infty \) this was to be proven.

From here on it will be more convenient to work in moving frame coordinates \((z, y)\) where \( z = x_1 + c_2 t\). In the new coordinates \( u \) solves

\[
    \partial_t u + c_2 \partial_z u - \Delta_z y u = f((z - c_2 t, y), u)
\]

**Lemma 4.6.** There is \( \sigma > 0 \) with \( \sigma > \frac{2\omega_0}{\lambda c_2} \) and \( C > 0 \) such that

\[
    |1 - u|, |\nabla z y u|, |D^2_{z y} u|, |\partial_t u| \leq C(e^{(4c_2 - \sigma)z} + e^{-\eta t}) , z > 0 \\
    |u|, |\nabla z y u|, |D^2_{z y} u|, |\partial_t u| \leq C(e^{(4c_2 + \sigma)z} + e^{-\eta t}) , z < 0
\]

(where we always have omitted the arguments \((t, z, y)\).)

**Proof.** We are following the proof of Lemma 4.3 in [6]. It is well known (can be seen by linearizations around 1 and 0) that the wave-front \( \phi_2 \) approaches 1 and 0 exponentially. E.g. the linearisation around \( \phi_2 = 1 \) shows that \( \phi_2(z) \to 1 \) for \( z \to +\infty \) with approximately the rate

\[
    \exp \left( \frac{1}{2} \left( c_2 - \sqrt{c_2^2 - 4f_2^2(1)} \right) z \right)
\]
For $z \to -\infty$ one gets a similar result. Together with Lemmata 4.2 and 4.4 we find:

$$|u(t, z, y)| \leq \phi_2(z + \beta^2 + C_2) e^{-\eta t}$$

$$\leq C \left( \exp \left( \left( \frac{1}{2} c_2 + \sigma \right) z \right) + e^{-\eta t} \right)$$ for $z < 0$ and

$$|1 - u(t, z, y)| \leq 1 - \left( \phi_2(z - \beta^2) - C e^{-\omega t} \right)$$

$$\leq C \left( \exp \left( \left( \frac{1}{2} c_2 - \sigma \right) z \right) + e^{-\omega t} \right)$$ for $z > 0$ (4.5)

Since $f$ is Lipschitz, there is $L > 0$ such that

$$|f(x, u)| \leq L |u|$$ and $$|f(x, u)| \leq L |1 - u|$$ for $u \in [0, 1]$ and all $x \in D$.

This together with (4.5) implies

$$|f((z, y), u(t, z, y))| \leq C \left( \exp \left( \left( \frac{1}{2} c_2 - \sigma \right) |z| \right) + e^{-\omega t} \right).$$

For the higher order estimates we employ Schauder Theory (e.g. [7] Thm 5 Chap 3 and Thm 4 in Chap 7 for the a-priori bound on the Hölder-norm of $f(u)$). Hence it does also hold:

$$|\nabla_{z,y}u|, |D^2_{z,y}u|, |\partial_t u| \leq C \left( \exp \left( \left( \frac{1}{2} c_2 - \sigma \right) |z| \right) + e^{-\omega t} \right).$$

Now we have everything in place to proof Theorem 4.1.

**Proof of Theorem 4.1.** For the identification of the limit equation in the moving frame we will use a multidimensional analogon of a Lyapunov function argument given in [6]. Lyapunov functions are a well known and very helpful tool for investigating the long-term behaviour of parabolic partial differential equations (see e.g. [5]).

For the sake of completeness we will repeat the arguments given in [6] and add the slight modifications we had to make. Let us define the Lyapunov function as

$$L[u](t) := \int_D e^{-c_2 z} \left( \frac{1}{2} |\nabla_{z,y}u|^2 - F(u) + H(z) F(1) \right) dz dy,$$

where $F(s) := \int_0^s f_2(\sigma) d\sigma$ and $H$ is the heaviside-function.

To ensure integrability in the definition of $L$ we cut $u$ off as follows

$$w(t, z, y) = u(t, z, y)$$ for $|z| \leq mt$,

$$w(t, z, y) = 0$$ for $z \leq -mt - 1$,

$$w(t, z, y) = 1$$ for $z \geq mt + 1$,

for some $m > 0$ to be specified later. And we assume $w$ to be smoothed out in a manner such that Lemma 4.6 still holds for $w$.

Employing Lemma 4.6 we find that

$$|L[w]| \leq C \int_{-mt-1}^{mt+1} e^{-c_2 z} \left( e^{c_2 z - 2\eta |z|} + e^{-2\eta t} \right) dz dy$$

which is uniformly bounded for all $t > 0$ if $m > 0$ is chosen such that $c_2 m - 2\eta < 0$.

Let us choose $m$ such that $m < \frac{1}{2} \min \left\{ \frac{2\eta}{c_2}, c_2 \right\}$. 
Using integration by parts it follows
\[ \mathcal{L}[w](t) = -\int_D e^{-cz^2} (-c_2 \partial_z w + \Delta_{z,y} w + f_2(w)) \partial_t w \, dz \, dy. \]

Unfortunately, \( w \) does not solve \( \partial_t w = -c_2 \partial_z w + \Delta_{z,y} w + f_2(w) \) and we do not get a sign for \( \mathcal{L} \). This is why we try to control the error against
\[ Q[w] = \int_D e^{-cz^2} (\Delta_{z,y} w - c_2 \partial_z w + f_2(w))^2 \, dz \, dy, \]
i.e.
\[ \mathcal{L}[w](t) + Q[w](t) = \int_D e^{-cz^2} (-c_2 \partial_z w + \Delta_{z,y} w + f_2(w)) (\partial_t w - \Delta_{z,y} w + c_2 \partial_z w - f_2(w)) \, dz \, dy \quad (4.6) \]

Note that for \(|z| \leq mt \) \( w \) solves
\[ \partial_t w - \Delta_{z,y} w + c_2 \partial_z w - f_2(w) = f(z - c_2 t, w) = f_2(w) \]
and that \( f((z - c_2 t, y), w) = f_2(w) \) if \( t \geq \frac{|z|}{c_2 - m} \) in \( \{|z| \leq mt\} \).

For \( t \geq \frac{|z|}{c_2 - m} \) the last factor in the integral in (4.6) vanishes in \( \{|z| \leq mt\} \) and for \( \{|z| \in (mt, mt + 1]\} \) we can use the growth estimates from Lemma 4.6. With all that we can conclude that
\[ \lim_{t \to \infty} |\mathcal{L}[w](t) + Q[w](t)| = 0. \]
Since \( Q[w] \geq 0 \) this implies that
\[ \limsup_{t \to \infty} \mathcal{L}[w](t) \leq 0. \]
Hence there must be a subsequence \((t_n)_{n \in \mathbb{N}}, t_n \to \infty \) for \( n \to \infty \) such that
\[ \lim_{n \to \infty} \mathcal{L}[w](t_n) = 0 \]
because otherwise \( \mathcal{L}[w] \) could not be uniformly bounded in \( t \). Therefore it must hold along that subsequence
\[ \lim_{n \to \infty} Q[w](t_n) = 0. \quad (4.7) \]

By Lemma 4.6 and an Arzela-Ascoli argument for a further subsequence (again denoted by \((t_n)_{n \in \mathbb{N}}\)) there is a function \( u_\infty \) such that:
\[ u(\cdot, t_n) \to u_\infty(\cdot) \quad \text{for} \ n \to \infty \ \text{in} \ C^2(D), \]
\[ w(\cdot, t_n) \to u_\infty(\cdot) \quad \text{for} \ n \to \infty \ \text{in} \ C^2(D). \]
Therefore since \( Q \geq 0 \) and (4.7) for any finite interval \( I \subset \mathbb{R} \):
\[ 0 \leftarrow \left( \int_{I \times \Omega} e^{-cz^2} (\Delta_{z,y} w - c_2 \partial_z w + f_2(w))^2 \, dz \, dy \right)(t_n) \]
\[ \leftarrow \int_{I \times \Omega} e^{-cz^2} (\Delta_{z,y} u_\infty - c_2 \partial_z u_\infty + f_2(u_\infty))^2 \, dz \, dy \]
as \( n \to \infty \). Hence \( u_\infty \) solves
\[ \Delta_{z,y} u_\infty - c_2 \partial_z u_\infty + f_2(u_\infty) = 0 \quad \text{a.e. in} \ D \quad \text{and} \]
\[ \lim_{z \to -\infty} u_\infty(z, y) = 0, \lim_{z \to \infty} u_\infty(z, y) = 1 \]
By uniqueness of traveling fronts up to translation in $z$ (see e.g. [4] Thm 7.1),
there is $\beta \in \mathbb{R}$ such that
$$u_\infty(z, y) = \phi_2(z + \beta).$$

Now the stability result 4.5 implies that
$$u(t, z, y) \to \phi_2(z + \beta)$$
uniformly in $D$ as $t \to +\infty$,
not only for the special subsequence $(t_n)_{n\in\mathbb{N}}$. This was to be proven.

□

**Appendix A. Proof of Theorem 3.1**

Proof of Theorem 3.1. We follow the proof of existence and uniqueness given in [3].
See Theorem 2.1 therein. For the sake of completeness, we repeat it here with slight adaptations to our setting.

We define the candidates for the super- and subsolution before the wave front encounters the transition zone at $x_1 \leq 0$ as
$$w^+(t, x_1) = \begin{cases} \min\{\phi_1(x_1 + c_1 + \xi(t)) + \phi_1(-x_1 + c_1 t + \xi(t)), 1\}, & x_1 \geq 0 \\ \min\{2\phi_1(c_1 + \xi(t)), 1\}, & x_1 < 0 \end{cases}$$
and our candidate for the subsolution shall be given as
$$w^-(t, x_1) = \begin{cases} \max\{\phi_1(x_1 + c_1 t - \xi(t)) - \phi_1(-x_1 + c_1 t - \xi(t)), 0\}, & x_1 \geq 0 \\ 0, & x_1 < 0 \end{cases}$$
Here $\phi_i$ are solutions of (1.3) normalized such that $\phi_i(0) = \theta_i$.

In this definition $\xi(t)$ is the solution of the ordinary differential equation
$$\dot{\xi}(t) = M e^{\lambda (c_1 + \xi)}, t < -T, \quad \xi(-\infty) = 0, \quad (A.1)$$
where $M$ and $T$ will be chosen later, $\lambda$ is the positive root of
$$\lambda^2 - c_1 \lambda + f_1'(0) = 0 \quad \text{i.e.} \quad \lambda = \left(c_1 + \sqrt{c_1^2 - 4f_1'(0)}\right) \quad (A.2)$$
and
$$\xi(t) = \frac{1}{\lambda} \log \left(\frac{1}{1 - c_1^{-1} M e^{\lambda c_1 t}}\right).$$
In order for this to be defined, we will need that
$$1 - c_1^{-1} M e^{\lambda c_1 t} > 0.$$ We also want that
$$c_1 t + \xi(t) \leq 0 \quad \text{for} \quad -\infty < t \leq T$$
and therefore we set
$$T := \frac{1}{\lambda c_1} \log \left(\frac{c_1}{c_1 + M}\right).$$

We will now show for $M > 0$ sufficiently large and a $T_1 \in (-\infty, T]$ that $w^+$ will be a super- and $w^-$ a subsolution of (1.2) for $-\infty < t \leq T_1$.

It is classical (see e.g. [6]) that there are positive constants $\alpha_0, \alpha_1, \beta_0, \beta_1$ such that
$$\alpha_0 e^{\lambda z} \leq \phi_1(z) \leq \beta_0 e^{\lambda z}, \quad z \leq 0, \quad (A.3)$$
$$\alpha_1 e^{-\mu z} \leq 1 - \phi_1(z) \leq \beta_1 e^{-\mu z}, \quad z > 0,$$
where $\lambda$ is as in (A.2) and $\mu$ is given by

$$\mu = \frac{1}{2} \left(-c_1 + \sqrt{c_1^2 - 4f_1'(1)}\right).$$

For the derivative $\phi'_1$ we have the same exponential behaviour

$$\gamma_1 e^{\lambda z} \leq \phi'_1(z) \leq \delta_1 e^{\lambda z}, \quad z \leq 0, \quad \gamma_1 e^{-\mu z} \leq \phi'_1(z) \leq \delta_1 e^{-\mu z}, \quad z > 0.$$  \hspace{1cm} (A.4)

Furthermore, since $f_1$ was assumed to be $C^{1,1}$ we have $L > 0$ such that

$$|f_1(u + v) - f_1(u) - f_1(v)| \leq Luv \quad \text{for } 0 \leq u, v \leq 1.$$  \hspace{1cm} (A.5)

First of all, since $w^+$ and $w^-$ are independent of the lateral directions we see that

$$\nabla w^+ \cdot \nu = \nabla w^- \cdot \nu = 0 \text{ on } \partial D.$$  

Since it suffices to check that $w^+$ is supersolution on $\{w^+ < 1\}$ and $w^-$ is subsolution on $\{w^- > 0\}$ we will restrict (without always mentioning it) us in the following to these sets. (Since $\max\{\cdot, \cdot\}$ of subsolutions is a subsolution and $\min\{\cdot, \cdot\}$ of supersolutions is a supersolution.) A calculation shows that

$$\mathcal{L}w^+ = \begin{cases} 
2(c_1 + \dot{\xi})\phi'_1(c_1 + \xi(t)) - f(x, 2\phi_1(c_1t + \xi(t))) & , x_1 < 0 \\
\xi(t)(\phi'_1(z_+) + \phi'_1(z_-)) + f_1(\phi_1(z_+)) + f_1(\phi_1(z_-)) & , x_1 > 0
\end{cases}$$

$$\mathcal{L}w^- \geq \begin{cases} 
2(c_1 + \dot{\xi})\phi'_1(c_1 + \xi(t)) - f_1(2\phi_1(c_1t + \xi(t))) & , x_1 < 0 \\
M e^{\lambda(c_1t + \xi(t))}(\phi'_1(z_+) + \phi'_1(z_-)) + G(t, x_1) & , x_1 > 0
\end{cases}$$

where $z_+ := x_1 + c_1 t + \xi(t)$, $z_- := -x_1 + c_1 t + \xi(t)$ and

$$G(t, x_1) = f_1(\phi_1(z_+)) + f_1(\phi_1(z_-)) - f_1(\phi_1(z_+) + \phi_1(z_-)).$$

Using (A.1) this can be rewritten as

$$\mathcal{L}w^+ \geq \begin{cases} 
2(c_1 + Me^{\lambda(c_1t + \xi(t))})\phi'_1(c_1 + \xi(t)) - f_1(2\phi_1(c_1t + \xi(t))) & , x_1 < 0, \\
Me^{\lambda(c_1t + \xi(t))}(\phi'_1(z_+) + \phi'_1(z_-)) + G(t, x_1) & , x_1 > 0.
\end{cases}$$

Since $w^+$ is $C^2$ for $x_1 \neq 0$ and $C^1$ for all $x_1 \in \mathbb{R}$, therefore it suffices to check $\mathcal{L}w^+ \geq 0$ on $x_1 > 0$ and $x_1 < 0$.

On $x_1 < 0$ we have that $\mathcal{L}w^+ > 0$ if we choose $T_1 \in (-\infty, T]$ sufficiently negative such that

$$\phi_1(c_1 t + \xi(t)) \leq \frac{\theta_1}{2} \quad \text{for } -\infty < t \leq T_1,$$  \hspace{1cm} (A.6)

where $\theta_1$ is as in (2.4).

On $0 < x_1 \leq -(c_1 + \xi(t))$ we can conclude from (A.3), (A.4), (A.5) that

$$\mathcal{L}w^+ \geq Me^{\lambda(c_1t + \xi(t))}(\phi'_1(z_+) + \phi'_1(z_-)) - L\phi_1(z_+)\phi_1(z_-)
= M\gamma_0 e^{\lambda(c_1t + \xi(t))}e^{\lambda(x_1 + c_1 t + \xi(t))} - L\beta_0^2 e^{\lambda(x_1 + c_1 t + \xi(t))}e^{\lambda(-x_1 + c_1 t + \xi(t))}
= e^{2\lambda(c_1t + \xi(t))}(M\gamma_0 e^{\lambda x_1} - L\beta_0^2).$$

Therefore if we choose $M > 0$ such that

$$M\gamma_0 > L\beta_0^2,$$  \hspace{1cm} (A.7)

we get $\mathcal{L}w^+ > 0$ in this case.

It remains to show $\mathcal{L}w^+ > 0$ on $x_1 > -(c_1 t + \xi(t))$. Observe that
\[ \mathcal{L} w^+ \geq M e^{\lambda(c_1 t + \xi)}(\phi'_1(z_+) + \phi'_1(z_-)) - L \phi_1(z_+) \phi_1(z_-) \]
\[ \geq M \gamma_1 e^{\lambda(c_1 t + \xi)} e^{-\mu(x_1 + c_1 t + \xi)} - L \beta_0 e^{\lambda(x_1 + c_1 t + \xi)} \]
\[ \geq e^{\lambda(c_1 t + \xi)} (M \gamma_1 e^{-\mu(x_1 + c_1 t + \xi)} - L \beta_0 e^{-\lambda x_1}). \]  
(A.8)

First in the subcase \( \lambda \geq \mu \) we have \( \mathcal{L} w^+ > 0 \) provided that
\[ M \gamma_1 > L \beta_0. \]  
(A.9)

In the subcase \( \lambda < \mu \) we have
\[ m_0 := -f'_1(0) < -f'_1(1) := m_1. \]

In this case it holds
\[ f_1(u) + f_1(v) - f_1(u + v) = (m_1 - m_0) v + O(v^2) + O(|v(1 - u)|) \]  
(A.10)

for \( u \approx 1 \) and \( v \approx 0 \). Hence \( G(t, x_1) \geq 0 \) if \( z_+ \) is very large and \( z_- \) is very negative. This means that there is a constant \( L_1 > 0 \) such that
\[ \mathcal{L} w^+ \geq 0 \text{ if } x_1 \in [-(c_1 t + \xi(t)) + L_1, \infty), \]
where we used that \( c_1 t + \xi(t) \leq 0 \).

In the remaining subcase \( x_1 \in [-(c_1 t + \xi(t)), -(c_1 t + \xi(t)) + L_1] \), we see from (A.8) that
\[ \mathcal{L} w^+ \geq e^{\lambda(c_1 t + \xi)} (M \gamma_1 e^{-\mu(x_1 + c_1 t + \xi)} - L \beta_0 e^{-\lambda x_1}) \]
\[ \geq e^{\lambda(c_1 t + \xi)} (M \gamma_1 e^{-\mu L_1} - L \beta_0 e^{-\lambda x_1}) \]
So in this subcase \( \mathcal{L} w^+ > 0 \) does hold if
\[ M \gamma_1 e^{-\mu L_1} > L \beta_0. \]  
(A.11)

Choosing \( M > 0 \) and \( T_1 \in (-\infty, T) \) such that (A.6), (A.7), (A.9) and (A.11) are fulfilled, we have constructed a supersolution \( w^+ \).

Now we show that \( w^- \) is a subsolution in the range \( w^- > 0 \).

A direct computation shows that it holds
\[ \mathcal{L} w^- = \begin{cases} 0 & , x_1 < 0 \\ -M e^{\lambda(c_1 t + \xi)} (\phi'_1(y_+) - \phi'_1(y_-)) + H(t, x_1) & , x_1 > 0 \end{cases} \]
where \( y_+ := x_1 + c_1 t - \xi(t), y_- := -x_1 + c_1 t - \xi(t) \) and
\[ H(t, x_1) = f_1(\phi_1(y_+)) - f_1(\phi_1(y_-)) - f_1(\phi_1(y_+)) + \phi_1(y_-). \]

Recall that on \( x_1 > 0 \) it holds that \( f(x, u) = f_1(u) \).

Note that \( w^- \) is \( C^2 \) except at \( x_1 = 0 \) and \( w^- \) has positive derivative at \( x_1 = 0 \). Therefore, in order to show that \( w^- \) is a subsolution, it suffices to check that \( \mathcal{L} w^- \leq 0 \) both for \( x_1 < 0 \) and \( x_1 > 0 \). For \( x_1 < 0 \) nothing needs to be checked.

In the range \( 0 < x_1 \leq -(c_1 - \xi(t)) \), we note that
\[ \phi'_1(y_+) - \phi'_1(y_-) = \int_{y_-}^{y_+} \phi''_1(z) \, dz = \int_{y_-}^{y_+} (c_1 \phi'_1(z) - f_1(\phi_1(z))) \, dz. \]
Since \( y_- < y_+ < 0 \) in this range we have \( \phi_1(z) < \theta_1 \) for \( z \in [y_-, y_+] \) by the normalization of \( \phi_1 \). By (2.4) it follows \( f_1(\phi_1(z)) \leq 0 \) in this range and hence
\[ \phi'_1(y_+) - \phi'_1(y_-) \geq c_1 (\phi_1(y_+) - \phi_1(y_-)). \]
By (A.5) we have
\[ |H(t, x_1)| \leq L \phi_1(y_-)(\phi_1(y_+) - \phi_1(y_-)) \]
Combining these, we obtain

\[ L^- w^- \leq -c_1 M e^{\lambda^i (c^i t + \xi)} (\phi_1(y_+) - \phi_1(y_-)) + L \phi_1(y_-) (\phi_1(y_+) - \phi_1(y_-)) \]
\[ \leq (-c_1 M e^{\lambda (c^i t + \xi)} + L \phi_1(y_-)) (\phi_1(y_+) - \phi_1(y_-)) \]
\[ \leq (-c_1 M e^{\lambda^i (c^i t + \xi)} + L \beta_0 e^{\lambda^i (-x_1 + c^i t - \xi(t)))} (\phi_1(y_+) - \phi_1(y_-)) \]
\[ \leq e^{\lambda^i c^i t} (-c_1 M e^{\lambda^i} + L \beta_0 e^{\lambda^i (-x_1 - \xi(t)))}) (\phi_1(y_+) - \phi_1(y_-)). \]

Therefore \( L^- w^- < 0 \) in this range provided that
\[ c_1 M > L \beta_0. \] (A.12)

Now we show that \( L^- w^- < 0 \) in the range \( x_1 > -(c_1 - \xi(t)) \) of \( \{ w^- > 0 \} \). Recall that \( x_1 \geq 0 \). We consider the subcase \( \lambda \geq \mu \). It does then hold that

\[ L^- w^- \leq -M e^{\lambda^i (c^i t + \xi)} (\phi_1(y_+) - \phi_1(y_-)) + L \phi_1(y_-) (\phi_1(y_+) - \phi_1(y_-)) \]
\[ \leq -M e^{\lambda^i (c^i t + \xi)} (\gamma_1 e^{-\mu (x_1 + c^i t - \xi)} - \delta_0 e^{\lambda (-x_1 + c^i t - \xi)}) + L \beta_0 e^{\lambda (-x_1 + c^i t - \xi)} \]
\[ = -M e^{\lambda (x_1 + c^i t - \xi)} (\gamma_1 e^{-\mu (c^i t - \xi)} - \delta_0 e^{\lambda (c^i t - \xi)}) - M^{-1} L \beta_0 e^{\lambda (c^i t - \xi)}. \]

Thus choosing \( T_1 \in (-\infty, T) \) sufficiently negative such that
\[ \gamma_1 e^{-\mu (c^i - \xi)} - \delta_0 e^{\lambda (c^i - \xi)} - M^{-1} L \beta_0 > 0 \] (A.14)
we have that \( L^- w^- < 0 \).

In the case \( \lambda < \mu \) as in (A.10) we find that
\[ H(t, x_1) = -(m_1 - m_0) \phi_1(y_-) + O(\phi_1^2(y_-)) + O(\phi_1(y_-)(1 - \phi_1(y_+))) \leq -\tilde{C} \phi_1(y_-) \]
for some constant \( \tilde{C} > 0 \) since in the case \( \lambda < \mu \) we have that \( m_1 > m_0 \), in the realm where \( y_+ \) is big enough and positive and \( y_- \) is sufficiently negative. Consequently there exists \( L_2 > 0 \) such that
\[ H(t, x_1) \leq -\tilde{C} \beta_0 e^{\lambda (x_1 + c^i t - \xi)} \text{ if } x_1 \in [-c^i t - \xi(t)] + L_2, \infty). \]

Therefore
\[ L^- w^- \leq M e^{\lambda^i (c^i t + \xi)} \phi_1(y_-) + H(t, x_1) \leq e^{\lambda (x_1 + c^i t - \xi)} (M \delta_0 e^{\lambda (c^i t + \xi)} - \tilde{C} \beta_0). \]

It follows that again \( L^- w^- < 0 \) given that \( T_1 \in (-\infty, T) \) is chosen sufficiently negative so that
\[ M \delta_0 e^{\lambda (c^i t + \xi)} < \tilde{C} \beta_0 \text{ for } -\infty < t \leq T_1. \] (A.15)

Finally in the range \( x_1 \in [-c_1 t - \xi(t)], -(c_1 t - \xi(t)) + L_2, \) we see from (A.13) that
\[ L^- w^- \leq -M e^{\lambda (x_1 + c^i t - \xi)} (\gamma_1 e^{-\lambda (c^i t - \xi)} - \delta_0 e^{\lambda (c^i t - \xi)} - M^{-1} L \beta_0 e^{2 \lambda}). \]

Again we have \( L^- w^- < 0 \) in this range provided that \( T_1 \in (-\infty, T) \) is chosen sufficiently negative such that
\[ \gamma_1 e^{-\lambda (c^i t - \xi)} - \delta_0 e^{\lambda (c^i t - \xi)} - M^{-1} L \beta_0 > 0 \text{ for } -\infty < t \leq T_1. \] (A.16)

Combining these we see that \( w^- \) is a subsolution of (1.2), if \( M > 0 \) and \( T_1 \in (-\infty, T) \) are chosen so that (A.12), (A.14), (A.15), (A.16) hold.

In following we will use the sub-and supersolutions \( w^- \) and \( w^+ \) to construct the entire solution. In order to also ensure that the constructed entire solution will also be strictly increasing in time, we replace the argument given in [3] by an argument kindly pointed out to the author by François Hamel.
Let us therefore define the non-decreasing (in time) modification
\[ \tilde{w}^-(t, x) := \sup_{s < 0} w^-(t + s, x), \]
of the subsolution \( w^- \) that still is a subsolution (in the viscosity sense).

Let us now construct a sequence of solutions \( u_n \) of (1.2) defined for \(-n \leq t < \infty\) with initial condition
\[ u_n(-n, x) = w^-(n, x). \]

Observe that by construction \( w^- \leq w^+ \) and \( \partial_t w^+ < 0 \) for \( t \) sufficiently negative. Since \( \tilde{w}^- \) is a subsolution we get
\[ u_n(-n, x) = \tilde{w}^-(n, x) \leq \sup_{s < 0} w^+(-n + s, x) \leq w^+(n, x) \]
for \( n \) large enough and all \( x \in D \). Let in the following always \( n \) be large enough. Since \( \tilde{w}^- \) is a subsolution and \( w^+ \) is a supersolution we get that
\[ \tilde{w}^-(t, x) \leq u_n(t, x) \leq w^+(t, x) \]
for all \( t \in [-n, T_1] \).

From this follows directly (setting \( t = -(n - 1) \)) that \( u_n \) is non-decreasing in \( n \):
\[ u_n(-n + 1, x) \geq \tilde{w}^-(-n + 1, x) = u_{n-1}(-n + 1, x) \]
for all \( x \in D \).

Then by the comparison principle again
\[ u_n(t, x) \geq u_{n-1}(t, x) \]
for all \( t \in [-n + 1, T_1] \) and \( x \in D \).

Letting \( n \to \infty \) and using parabolic estimates we see that this sequence converges (up to a subsequence) to an entire solution \( u \) of (1.2) satisfying
\[ \tilde{w}^- \leq u \leq w^+ \]
for all \( (t, x) \in (-\infty, T_1] \times D \).

Let us now show that \( \partial_t u > 0 \). By construction \( \tilde{w}^- \) is non-decreasing in time and hence for all \( h > 0 \) such that \(-n + h < T_1\)
\[ u_n(-n + h, x) \geq \tilde{w}^-(-n + h, x) \geq \tilde{w}^-(-n, x) = u_n(-n, x). \]

This implies directly that
\[ \partial_t u_n(-n, x) \geq 0 \]
and hence by the maximum principle
\[ \partial_t u_n(t, x) \geq 0 \]
for all \( t \in [-n, \infty) \) and \( x \in D \).

Passing to the limit \( n \to \infty \) it follows that
\[ \partial_t u(t, x) \geq 0 \]
for all \( t \in \mathbb{R} \).

But since \( u \) being a solution of (1.2) with initial condition (3.1) cannot be constant, from the strong maximum principle it follows that
\[ \partial_t u(t, x) > 0 \]
for all \( t \in \mathbb{R} \). \hfill (A.17)

We are now in the position to turn to uniqueness. Let us start introducing the notion of a transition zone first. Given \( \eta \in (0, \frac{1}{2}] \) we define for each \( t \in \mathbb{R} \)
\[ D_\eta(t) := \{ x \in D | \eta \leq u(t, x) \leq 1 - \eta \}. \]

\( D_\eta(t) \) can be understood as transition zone of the front \( u \) at time \( t \). By condition (3.1) for any \( \eta \in (0, \frac{1}{2}] \) we can find \( T_\eta \in \mathbb{R} \) and \( M_\eta \geq 0 \) such that
\[ D_\eta(t) \subset \{ x \in D | |x_1| \leq M_\eta \} \subset \{ x \in D | x_1 \geq 1 \} \]
for \(-\infty < t \leq T_\eta \). The argument will rely on the following

**Lemma A.1.** For any \( \eta \in (0, \frac{1}{2}] \) there exists \( \delta > 0 \) such that
\[ \partial_t u \geq \delta \]
for \( t \in (-\infty, T_\eta) \), \( x \in D_\eta(t) \). \hfill (A.19)
Proof of the Lemma. Suppose that (A.19) does not hold. Then there exists a sequence \((t_k)_{k \in \mathbb{N}} \subseteq (-\infty, T_0]\) and \((x_k)_{k \in \mathbb{N}} = ((x_k)_1, \ldots, (x_k)_N)_{k \in \mathbb{N}} \subseteq D_0(t)\) such that
\[
\partial_t u(t_k, x_k) \to 0 \text{ as } k \to \infty.
\]
Without loss of generality we can assume that either \((t_k)_{k \in \mathbb{N}}\) converges to some \(t^* \in (-\infty, T_0]\) or \(t_k \to -\infty\) as \(k \to \infty\). In the former case (A.18) implies that \(((x_k)_1)_{k \in \mathbb{N}}\) is bounded. So we can assume that \((x_k)_1 \to x_1^*\) as \(k \to \infty\). Let us now set
\[
 u_k(t, x) := u(t, x + x_k) \quad \text{for all } (t, x) \in (-\infty, T_0] \times \{x \in D | x_1 \geq 1\}.
\]
Then by parabolic estimates it follows that
\[
u_k(t, x) \to u^*(t, x) \in C^{1,2}_{\text{loc}}((-\infty, T_0] \times \{x \in D | x_1 \geq 1\}).
\]
The limit function \(u^*\) does satisfy (1.2) on \((-\infty, T_0] \times \{x \in D | x_1 \geq 1\}\) and by (A.17) and the convergence above we find that
\[
\partial_t u^*(t^*, 0) = 0 \quad \text{and } \partial_t u^*(t, x) \geq 0 \quad \text{in } (-\infty, T_0] \times \{x \in D | x_1 \geq 1\}.
\]
Applying the strong maximum principle to \(\partial_t u^*\) we obtain
\[
\partial_t u^* \equiv 0 \quad \text{in } (-\infty, T_0] \times \{x \in D | x_1 \geq 1\}.
\]
But this is impossible since (3.1) implies that
\[
u^*(t, x) - \phi_1(x_1 + x_1^* + c_1 t) \to 0 \quad \text{as } t \to -\infty \text{ uniformly in } \{x \in D | x_1 \geq 1\}.
\]
In the case where \(t_k \to -\infty\) as \(k \to \infty\) we set
\[
u_k(t, x) := u(t + t_k, x + x_k) \quad \text{in } (-\infty, T_0] \times \{x \in D | x_1 \geq 1\},
\]
then as above we can find a subsequence such that \(u_k \to u^* \) in \(C^{1,2}_{\text{loc}}((-\infty, T_0] \times \{x \in D | x_1 \geq 1\})\), where
\[
\partial_t u^*(0, 0) = 0 \quad \text{and } \partial_t u^*(t, x) \geq 0 \quad \text{in } (-\infty, T_0] \times \{x \in D | x_1 \geq 1\}
\]
and again by the strong maximum principle we conclude
\[
\partial_t u^* \equiv 0 \quad \text{in } (-\infty, T_0] \times \{x \in D | x_1 \geq 1\}.
\]
But this is again impossible because up to choosing a subsequence it holds that
\[
u^*(t, x) = \phi_1(x_1 + c_1 t + \alpha), \quad \text{where } \alpha \in [-M_\eta, M_\eta].
\]
Hence the Lemma is proved. \(\square\)

With the help of this Lemma we can now prove the uniqueness of entire solutions of (1.2) subject to (3.1). Suppose there exists another entire solution \(v\) of (1.2) satisfying (3.1). We choose \(\eta > 0\) sufficiently small such that
\[
\partial_s f(x, s) \leq -\beta \quad \text{for } s \in [0, 2\eta] \cup [1 - 2\eta, 1], \quad x \in D
\]
for some \(\beta > 0\). Then for any \(\varepsilon \in (0, \eta)\) we find \(t_\varepsilon \in \mathbb{R}\) such that
\[
\|v(t, \cdot) - u(t, \cdot)\|_{L^\infty} < \varepsilon \quad \text{for } -\infty < t < t_\varepsilon. \quad (A.21)
\]
Let us define the candidates for our super- and subsolutions for each \(t_0 \in (-\infty, T_\eta - \sigma \varepsilon]\) as
\[
W^+(t, x) := \min \{1, u(t_0 + t + \sigma \varepsilon(1 - e^{-\beta t}), x) + \varepsilon e^{-\beta t}\},
\]
\[
W^-(t, x) := \max \{0, u(t_0 + t - \sigma \varepsilon(1 - e^{-\beta t}), x) - \varepsilon e^{-\beta t}\},
\]
where \(\sigma > 0\) will be specified later. Now by (A.21)
\[
W^-(0, x) \leq v(t_0, x) \leq W^+(0, x) \quad \text{for } x \in D. \quad (A.22)
\]
Next we show that $W^+$ and $W^-$ are super- and subsolutions in the time range $t \in [0, T_\eta - t_0 - \sigma \varepsilon]$. It suffices to check this on $\{W^+ < 1\}$, since 1 already is a solution of (1.2). We see that

\[
\mathcal{L}W^+ = \partial_t W^+ - \Delta W^+ - f(x, W^+) \\
= \varepsilon \theta e^{-\beta t} \partial_t u - \varepsilon \theta e^{-\beta t} + f(x, u) - f(x, u + \varepsilon e^{-\beta t}) \\
= \varepsilon e^{-\beta t} (\sigma \beta \partial_x u - \beta - \partial_t f(x, u + \theta e^{-\beta t})),
\]

where $\theta(t, x)$ is some function such that $\theta(t, x) \in [0, 1]$. (For $u$ and $\partial_t u$ we have always omitted the arguments $(t_0 + t + \sigma \varepsilon (1 - e^{-\beta t}), x)$.)

We do now distinguish the following cases:

If $x \in D_\eta(t + t_0 + \varepsilon (1 - e^{-\beta t}))$, then by Lemma A.1

\[
\mathcal{L}W^+ \geq \varepsilon e^{-\beta t} (\sigma \beta \delta - \beta - \|\partial_x f\|_{L^\infty})
\]

Therefore we get $\mathcal{L}W^+ > 0$ if we choose $\sigma > 0$ sufficiently large (independently of $\varepsilon$).

On the other hand, if $x \notin D_\eta(t + t_0 + \varepsilon (1 - e^{-\beta t}))$ then

\[
\partial_x u \varepsilon e^{-\beta t} \in [0, 2\eta] \cup [1 - \eta, 1]
\]

and consequently by (A.20) one sees that $\partial_x f(x, u + \theta e^{-\beta t}) \leq -\beta$ and thereby

\[
\mathcal{L}W^+ \geq \varepsilon e^{-\beta t} (-\beta + \beta) = 0.
\]

Hence we know that $\mathcal{L}W^+ \geq 0$ for all $t \in [0, T_\eta - t_0 - \sigma \varepsilon], x \in D$. Similarly one proves $\mathcal{L}W^- \leq 0$ in this region. Together with (A.22) we get that

\[
W^-(t, x) \leq v(t_0 + t, x) \leq W^+(t, x) \quad \text{for } t \in [0, T_\eta - t_0 - \sigma \varepsilon], x \in D.
\]

Substituting $t_0 + t$ by $t$ we can rewrite this inequality as

\[
u(t - \sigma \varepsilon (1 - e^{-\beta(t-t_0)}), x) - \varepsilon e^{-\beta(t-t_0)} \leq v(t, x)
\]

\[
u(t_0 + t, x) \leq v(t, x) \leq u(t + \sigma \varepsilon (1 - e^{-\beta(t-t_0)}), x) + \varepsilon e^{-\beta(t-t_0)}
\]

for $t \in [t_0, T_\eta - \sigma \varepsilon]$ and (still) $t_0 \in (-\infty, T_\eta - \sigma \varepsilon]$. Letting $t_0 \to -\infty$, we obtain

\[
u(t - \sigma \varepsilon, x) \leq v(t, x) \leq u(t + \sigma \varepsilon, x) \quad \text{for all } t \in (-\infty, T_\eta - \sigma \varepsilon], x \in D.
\]

Hence by the comparison principle the above inequalities hold for all $(t, x) \in \mathbb{R} \times D$. Letting $\varepsilon \to 0$ ($\sigma$ was independent of $\varepsilon$) we find

\[
u \equiv v \quad \text{in } \mathbb{R} \times D
\]

and the proof is finished. \qed
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