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Languages tend to encode events from the perspective of agents, placing them first and in simpler forms than patients. This agent bias is mirrored by cognition: Agents are more quickly recognized than patients and generally attract more attention. This leads to the hypothesis that key aspects of language structure are fundamentally rooted in a cognition that decomposes events into agents, actions, and patients, privileging agents. Although this type of event representation is almost certainly universal across languages, it remains unclear whether the underlying cognition is uniquely human or more widespread in animals. Here, we review a range of evidence from pri- mates and other animals, which suggests that agent-based event decomposition is phylogenetically older than humans. We propose a research program to test this hypothesis in great apes and human infants, with the goal to resolve one of the major questions in the evolution of language, the origins of syntax.

INTRODUCTION

Language is largely structured around the description of events (1) and allows speakers of any language to communicate not only “who did what” but also “to whom,” “where,” “when,” or “how.” “Tom chases the dog,” “the monkey stole the sandwich,” and “the ball hit the car” all describe how agents, animate or inanimate (Tom, the monkey, and the ball), interact (chase, steal, and hit) with a patient-like entity (dog, sandwich, and car) in goal-directed ways. One of the challenges in language comprehension is to reconstruct a compositionally organized event encoded by the speaker with a linear speech stream. This task is facilitated by the fact that both speaker and listener share the same basic “who-did-what-to-whom” structure, conveyed in the sentences of their language. Languages differ in how they express this basic structure, but once the rules are known (e.g., word order in English and case markers in Ukrainian), listeners can rapidly and efficiently identify the agent and patient regardless of lexical content. Intriguingly, languages tend to privilege agents in their grammar rules: In most languages, agents are by default placed first, rank highest in syntactic hierarchy, and receive the simplest marking (2–6).

Notably, the ability and propensity to differentiate agents from patients is evident not only in processing linguistic structure but also in how people perceive events nonlinguistically (7–9). For instance, when viewing events, people tend to exhibit a visual bias toward the agent (7–9), a propensity only moderately influenced by the characteristics of specific languages or grammatical choices (10, 11). This bias is evident even in infants as young as 5 months, when viewing interactions of inanimate shapes (12, 13).

Given the curious parallels between how humans perceive events as agent-driven and how languages prioritize agency through grammar, the hypothesis emerges that the evolution of event syntax (i.e., the compositional expression of events in language) has built on this cognitive bias of processing events as component parts (14–16). Here, we refer to this as the agency detection hypothesis. The idea is that syntax represents the generalization of a compositional schema derived from event cognition. Concretely, hierarchical structure in syntax would mirror a basic schema [a “frame” or “script”; (17)] that links agent-only events (“A lashes out”) to patient-only events (“P hurts”) via a notion of “cause” in a conceptually hierarchical manner: [agent acts causes [patient changes]] (“A strikes P”) (14, 18). This schema, with two subunits embedded inside a larger expression, would then be generalized to other categories (beyond agents and patients) and to richer levels of complexity [perhaps via the emergence of recursion in a faculty of language in the narrow sense (19) or via gradual evolution (20, 21)].

A competing hypothesis reverses the arrow of causation and proposes that the evolution of language’s syntactic structure (via any of the currently proposed scenarios) fundamentally reshaped event cognition in humans so that agent-based event decomposition co-evolved with language. Concretely, the core principles of hierarchical composition would have evolved independently of event cognition, but once established, they would have allowed integration of agents and patients into single composite expressions, thereby coevolving new, potentially variable categories (“agent-of,” “patient-of,” “causative,” etc.) in languages. This would, in turn, have fundamentally restructured nonlinguistic event cognition, leading to the agent bias that we find in humans. We refer to this as the event description hypothesis.

The two hypotheses are highly general and allow many modeling choices (e.g., how semantic roles are formally represented, how they relate to conceptual space and morphosyntactic form, how hierarchy is declared or generated, how it relates to processing and learning mechanisms, etc.). These choices are orthogonal, however, to the key question that the hypotheses raise and that we focus on: Does the syntactically composite expression of agents and patients build on prelinguistic modes of cognition, or did this expression establish a novel kind of event cognition in humans?

To address these hypotheses, we review research on event processing in humans and nonhuman species, focusing particularly on primates. We examine the evidence for how animals process events and whether human event cognition, specifically, the way that people apprehend agent-patient interactions in events, is truly unique, thereby allowing us to address the theoretical origins of syntax. We limit our purview to the core syntax of event expression, particularly...
dyadic interactions that depict agents and patients involved in goal-directed actions (not, for example, instances where two people act simultaneously). This corresponds to what is technically known as “transitive” syntax in linguistics, a type of structure that provides a blueprint for other aspects of event syntax.

We start by outlining findings in human event cognition and the proposed links to syntax. We then examine the evolutionary origins of event cognition through the representation of physical causality, social dynamics, and psychological states in nonhuman primates. After this, we address how agents are identified in different contexts in both humans and other primates. Last, we build on this evidence to propose that certain aspects of event processing, specifically, event decomposition and agency detection, are evolutionarily ancient and predate modern human evolution (see Fig. 1).

**EVENT COGNITION IN HUMANS**

“Event cognition” is a broad term that generally encompasses how people apprehend events. One problem is how individuals manage to structure the continuous flow of information into meaningful chunks, i.e., how they recognize the boundaries of events (1). Another problem is how individuals identify and mentally represent the key features within events, e.g., the fact that an event took place at night, that it was raining, or that a person was handling an umbrella, but humans go beyond perceiving events as assemblies of categorical information. Since Michotte’s (22) pioneering work, we know that humans have something akin to a “causality detector,” as they perceive some interactions between objects as causal and others not (23–27). A person handling an umbrella exerts not only physical causation (changes geometry of umbrella) but also psychological causation (intends to avoid rain). The causal relation is furthermore decomposed into an agent (the person), an action (the manipulation), and a patient (the umbrella). Human event cognition, in other words, encompasses a conglomerate of mental skills, ranging from temporal chunking to categorical assessments to causal judgments. We focus here on the last feature, i.e., the human propensity to decompose natural events into agents, actions, and patients, and how this may provide the grounding for compositionality in event expression.

When people view events, there is a strong tendency to fixate earlier on the agent than the patient (7, 8, 28). This agent bias also manifests itself in higher accuracy for agents when scanning stimuli.
very rapidly (<100 ms; 29–31), when remembering events (32), or when detecting small changes between events (33). Indeed, the bias might be part of core cognition (34) in humans, attested early on in infants (13), and inscribed into fundamental mechanisms of event processing (8, 28).

This parallels a preference for agents in language structure, i.e., in grammatical rule systems. For example, in most languages, basic rules of grammar place agents first, so sentences such as “he likes beans” are the rule, while sentences such as “beans he likes” require special contexts, not only in English but also in most languages (5, 35). In addition, agents tend to be treated as the default, normal case, so that most languages use special and complex marking only when a noun is not the agent (such as the passive voice in English, which signals a patient, e.g., “John was hit,” or prepositions, which signal a recipient, e.g., “give it to John”); special marking for agents (known as “ergative case”) occurs, but it tends to be avoided when languages evolve over time (36). Furthermore, in most languages, an expression such as “the chickens should eat” can only be understood as an event where the chickens are the agents and they eat; in only very few languages, the chicken will be understood as the patients, i.e., that they are eaten. Patient-favoring rules of this kind exist, but they are exceedingly rare (4). Lastly, languages recurrently code agents as the starting point of an event, aligned by default with the point of view of the speaker (or someone that the speaker socializes and empathizes with), making, for example, sentences such as “he was told off by me” much less natural than “I told him off” (37, 38).

Social contexts and beliefs about the agent also play a critical role in the use of case marking. For example, in Western Samoan speakers, the use of ergative case depends on socially regulated assumptions about agency attribution (39). In one discussion, the high chief, who takes a mediatory role in political discussion, used agent nouns with a special agency marker (“ergative”) nine times, but in all of these instances, it was to refer to God. In comparison, two senior orators who were involved in the same debate used the ergative case with higher frequency and in more variable contexts, often using it to emphasize accusations against third parties. This example demonstrates that defining agency in language may depend on social variables, such as status within the community. In an analysis of German and Polish corpora, certain groups of target agents showed an increased likelihood to be followed by verbs, with men and younger people having a higher likelihood of being placed before a verb than women and older people, respectively (40), suggesting a social bias in how people attribute agency to these groups. These studies indicate that agency attribution may be inextricably entwined with language, culture, and cognition. Indeed, Chinese and American newspaper reports of murder cases have been shown to differ in their attributions for the murders, with Chinese reports focusing on situational factors (such as societal and relationship problems), while American reports focused on personal problems (personality and attitudes of the murderer) (41).

The parallelism between the cognitive and the linguistic agent bias, with all its social ramifications, suggests that they coevolved, perhaps analogously to the evolution of a precise number system in thought and language (42). Indeed, one could argue that the cognitive and the linguistic system are the same, barring evidence of differences in terms of specificity (concrete cognition versus abstract language) and related effects (43). However, there is mounting evidence that cognitive event decomposition and a preference for agents in that decomposition might both be primary and precede language, as we argue in the following paragraphs.

First, evidence from deaf children suggests that language is not necessary to discriminate agents from patients: Deaf children who were never exposed to a conventional sign system produced spontaneous gestures for semantic roles, separate from event gestures (44). Consistent with this, language loss in aphasia does not compromise the ability to detect agents and patients in picture plausibility tasks although it weakens performance in sentence-picture matching tasks (45).

Second, while nonlinguistic event apprehension can be influenced by specific properties of one’s language (46, 47), the bias to apprehend agents faster and more accurately seems fairly robust against these differences. Crucially, the bias extends to languages such as Hindi or Basque that do not take agents to be the default and instead use ergative markers to signal them. This has been found in eye tracking when subjects are asked to look at the picture of an event in order to describe it later (48). The specific affordances of Hindi and Basque can modulate the bias, but they cannot overturn it.

Third, during language comprehension, the brain transiently and preferably assigns an agent role to the first unmarked noun in a sentence regardless of its actual role, e.g., a noun such as “the cow” or “the car” is assigned an agent role even when the sentence ends in a passive like “the cow/car was sold.” This preference is evidenced by error biases in understanding (49) and by electrophysiological deflections (event-related potentials) when the role turns out to be a patient at the end (50–52). Intriguingly, the preference and its electrophysiological effect persist for unmarked nouns in Hindi, which tend to be patients because agents receive ergative marking (36). In other words, even when nouns denote patients by default, the processing system transiently assumes that they are agents, triggering an electrophysiological signal when the overall sentence confirms that they are patients after all.

Fourth, neurobiological evidence indicates that there are neural overlaps in the processing of sentences and images that depict events (53–55). This would suggest that a language network emerged out of a neural basis dedicated to event apprehension, perhaps explaining why agents and patients are processed by distinct neural populations during sentence comprehension (56). However, conflicting results present an as yet unresolved picture as to the extent of this overlap (45, 57) and as to how and when representations are processed, beyond “where.”

These findings are particularly remarkable because, during language production, speakers do not always obey an agent-first principle: We simply say first what matters most, using noncanonical word orders, passives, and all sorts of other strategies that our grammar systems offer (58–60). Despite these habits in our productions and the freedom we have in it, the agent bias persists in event perception and sentence comprehension, as well as in the evolution and distribution of grammars worldwide. In short, the evidence reviewed here suggests that the bias has evolutionary roots that precede language.

**EVENT COGNITION IN NONHUMAN PRIMATES**

**Evolutionary origins of event cognition: The role of physical causality**

To understand the evolutionary origins of human event cognition, the foremost question to address is whether nonhuman animals
process events in the same way as humans, i.e., whether they compositionally distinguish agents and patients and whether they grant agents privileged attention. Alternatively, animals including great apes may perceive events very differently, either as unstructured holistic occurrences or structured along other features, such as social dynamics (dominance, friendship, and kinship) or mere perceptual salience.

To consider this question in detail, the best place to start is perhaps with how animals process causality, a key aspect of event cognition. As noted earlier, humans have a strong predisposition to perceive contiguous events as causal. However, the processing of physical relationships in event scenarios is unlikely to be unique to humans. As we review below, a number of studies indicate the ability of primates (and, to some extent, other species) to reason about physical causality. While causal cognition may itself be a relatively derived trait, processing of low-level features of causal mechanisms likely emerged much earlier in evolution. Specifically, agency cues are often automatically encoded in biological motion dynamics (61). Distinguishing between different types of motion, particularly between predators, prey, and conspecifics, is most likely highly adaptive for survival (62), probably emerging over 500 million years ago among early bilaterals—cephalized species with unidirectional motion, active predation, and a necessity for mate seeking. These early neural systems would provide a basic framework that, through gradual refinement (63), would build causal detection mechanisms and the ability to attribute goal-directed behavior among third parties.

We can already make several distinctions along this spectrum of causal detection. One distinction is causal orientation. Newly hatched domestic chicks (Gallus gallus) exposed to computer-generated animated sequences depicting causal and noncausal interactions (64) exhibited imprinting preference (measured through approach behavior) for a self-propelled object playing a causative-agent role; they exhibited no preference when there was no causal interaction or when the causality was disrupted by a delay. These findings suggest an innate orientation to a self-propelled, causal agent in chickens, proposing that causal orientation may be an intermediary step in the emergence of causal reasoning. Similarly, both domestic dogs and humans differentiate between causal and independent animations, with a longer looking time to the noncausal over causal animation (65). The authors propose that the causal pattern is recognizable and thereby produced a more rapid habituation than the noncausal movement. However, the limitation of looking time paradigms is that they reveal little about the underlying motivation for visual bias (66); thus, interpretations can only be made with caution.

A second distinction is the ability to detect differences in an action, in terms of not only speed or direction but also self-control and efficiency. Hauser (67) used a looking time paradigm to examine cotton-top tamarins’ (Saguinus oedipus) expectations about object location when the objects varied in self-propelled motion and animacy. He reports that, when viewed in a novel location, monkeys exhibited longer looking time to objects that were inanimate or lacked self-propelled motion compared to animate or self-propelled objects. This suggests that the monkeys formed expectations about the objects’ abilities to move unaided, and the longer looking time in the “unexpected” conditions reflects this violation of expectation. Using a similar paradigm, long-tailed and southern pig-tailed macaques (Macaca fascicularis and Macaca nemestrina) were familiarized to a reaching action over a barrier: Removing the barrier resulted in looking longer to the inefficient action (as if the barrier was still present) than the efficient action (a linear reach to an object) (68), suggesting that monkeys interpret actions in functional, goal-directed ways. Notably, this effect vanished when subjects (this time, southern pig-tailed and rhesus macaques, Macaca mulatta) observed unfamiliar actions, suggesting that expectations about goal-directed actions are limited to the monkeys’ own motor repertoires or to previously observed actions. Two studies in free-ranging rhesus macaques present conflicting support for these interpretations. Monkeys exhibit avoidance behavior to a throwing action despite being unable to throw themselves (69). Moreover, the monkeys were attentive to specific variables, such as the speed and direction of the throw, as well as whether an object was thrown or not.

What about other physical properties? Chimpanzees’ responses to physical support violations were assessed using videos of physically possible and impossible events (74). In the possible event, chimpanzees watched a banana being pushed across a platform, whereas in the impossible event, the banana was slid onto a Perspex port and not for horizontal ones, i.e. when an object received support from the side rather than from below. Similarly, both chimpanzees and Japanese macaques (Macaca fuscata) looked longer to the impossible over the possible support event but again did not differentiate
between possible and impossible supports when the surface was vertical (75). These studies reflect findings for 4-month-old human infants, who looked longer at an impossible event (a box placed on a transparent platform, apparently suspended in midair) over a possible event (box placed on a visible platform) (76). Further evidence from chimpanzees suggests that they can distinguish probable from improbable events (e.g., a banana being moved by a hand versus moving on its own). Using a habituation/dishabituation paradigm, O’Connell and Dunbar (77) found that subjects looked longer when an improbable clip was played following a habituated probable clip but not when the probable clip was played following the improbable clip. The authors propose that this indicates that the chimpanzees found the improbable scene causally more incongruous when viewed second.

An additional consideration for assessing causal knowledge is that of temporal contiguity (78). Forming causal connections between separate time points requires one to keep track of not only what happened but also when. Connecting events that are both spatially and temporally separated is argued to be necessary for “strong” causal knowledge (79). Examining memory may provide a window into understanding how primates perceive events. Rhesus macaques, for example, are able to differentiate time points within short video sequences that are then represented as still frames (80). Videos depicted various animal species undertaking unidirectional motion. When presented with still frames of the video on a touchscreen, monkeys had to choose the frame from the earlier time point, which they did above chance, indicating that they can form temporal order judgements about event details. In a real-world context, when presented with a choice of two food items after either a short (5 min) or long (1 hour) delay, apes (bonobos, Pan paniscus, chimpanzees, and orangutans) were able to distinguish between different food types depending on the time that had elapsed since they were placed in those positions (81). After a 5-min interval, they preferred to choose frozen juice over a grape, but after an hour, they were more likely to choose the grape, indicating that to make a choice, they integrated knowledge about the temporal state of each food item. However, the results were driven by only 4 of the 12 individuals tested, suggesting that this response does not necessarily generalize among the species tested. Alongside evidence that primates (and a few other species) attend to physical properties of causal relations, these studies suggest that they also exhibit event recall and form expectations about future event outcomes based on prior experience.

From basic motion detection systems, causal detection mechanisms and the ability to reason about causal relationships have emerged, incorporating components of causal orientation, sensitivity to action control and efficiency, object tracking, and reasoning about physical probability and temporal contiguity. While it is not yet clear when causal inference began to appear in the evolutionary timeline, the evidence presented here indicates that this goes at least as far back as nonhuman primates (including apes, Old World and New World monkeys, and with limited evidence beyond primates) and probably further (Fig. 1, top left). While these findings suggest that there may be differences in causal physical reasoning between humans and other species, these interpretations should be taken with caution without direct interspecific comparisons or a broader taxa assessment.

Social origins of event cognition: From recognition to representation
A second consideration in understanding the evolution of semantic role attribution is the origin of agency detection in the social domain, i.e., situations where the observer is not an active participant but a passive observer of interactions between agents and patients. In group-living species, keeping track of who did what to whom is important for future decision-making about how to interact with other group members, such as who to groom, share food with, or support in a fight (82). Group-living species almost continuously interact with conspecifics, who are simultaneously both taxing competitors for shared resources and valuable cooperators toward shared goals. A group-living individual’s fitness will therefore largely depend on how it navigates between these two opposing forces by keeping records of how other group members perform during social interactions. While in the above section, it is clear that primates reason to some extent about physical causal relationships, we propose that this causal representation was driven in large part by social forces; that is, the ability not only to distinguish but also to keep track of agent-patient events evolved with complex social living (Fig. 1, top right).

Concordantly, research in nonhuman primates sheds light on the role of social dynamics in keeping track of agent-patient roles. Playback studies with baboons (Papio cynocephalus ursinus) found that simulated vocal interactions between group members that violated the dominance hierarchy (i.e., a subordinate threatening a dominant) elicited longer looking times than interactions that were consistent with the hierarchy (83–85). Similar results were found for zoo-housed chimpanzees, where call sequences portrayed agonistic interactions between differently ranking group members (86). When viewing visual scenarios of conspecifics depicting congruent social information (dominant group mate threatening a subordinate) or incongruent information (subordinate group mate threatening a dominant), male long-tailed macaques (but not females) looked longer toward the incongruent than the congruent scenes (87). Conversely, monkeys did not differentiate between congruent and incongruent scenarios depicting bared teeth rather than open-mouth expressions. The authors suggest that this difference is due to different expressions holding different values for third parties. Together, these studies imply that species that form well-defined dominance hierarchies not only have knowledge about the dominance relationships but also form specific expectations about the behavior of other group members toward each other. These and similar findings have been put forward to make arguments about the evolution of communicative complexity (84). A need to keep track of social interactions should therefore favor a cognitive apparatus capable of distinguishing agency and patience.

Expectations about conspecifics’ social roles appear to extend beyond relatively fixed hierarchies to other social contexts. In sanctuary-housed bonobos, vocal responses of victims to unexpected, unprovoked conflicts were generally more severe than responses to expected conflicts (such as after responses to food theft), suggesting that unprovoked, unjustified aggression violated subjects’ expectations about social behavior (88). Keeping track of these interactions, that is, who violates social norms, could be beneficial to making future decisions about who to interact with. In these contexts, it would be advantageous to monitor the perpetrators (agents) of unjustified attacks. Similarly, captive chimpanzees (Pan troglodytes) looked longer at video scenes depicting infanticide than other forms of high aggression or hunting behavior, regardless of novelty and other potentially intervening variables, suggesting that great apes categorize and have expectations about different agent-patient dynamics (89). Indeed, when presented with images of conspecifics that clearly depict
agent–patient interactions (grooming and aggression), rhesus macaques attributed more attention to patients than agents, indicating that they can visually distinguish the two (90). Since the same pattern was not found for nonconspecific images and was limited in social context, it is unclear to what extent attention patterns were driven by the social variables depicted, but this study certainly lends support to the notion of prelinguistic semantic role attribution.

Agency may also be important for predicting social outcomes. A crested macaque (Macaca nigra) was trained to match videos of social scenarios with images of different social outcomes, and results suggested that she selected outcomes that were best predicted by the facial expressions of the scenarios (91). It remains unclear whether the subject truly understood the temporal association implied between the scenario and the social outcomes.

Social contexts also seem to influence memory for events. In a study by Howard et al. (92), subjects (chimpanzees and gorillas) watched a video of a tower being built by either a hand (social condition) or a claw (nonsocial condition). They were then shown images of two towers: the one they saw being built and a novel one. Subjects looked longer, as predicted, toward the new versus the old tower in the social, but not the nonsocial, condition. These findings are reflected in both prelingual infants (93) and brown capuchin monkeys (94) and fit with findings in adult humans for a natural bias toward social agency (95). The role of social stimuli in memory also extends, unsurprisingly, beyond primates; for example, male meadow voles (Microtus pennsylvaicus) alter their search behavior of an apparatus depending on the previous presence of a sexually receptive female 24 hours earlier (96). While the findings presented here emphasize the importance of social stimuli in event processing, in actuality, things may be more complex than that. Howard (92) proposes that action encoding benefits from a relatable (i.e., social) agent and a goal-directed action, which fits with previously discussed findings (64, 97, 98). Consistent with this interpretation, when infants were first familiarized with the goal-directed action of the claw in a real-life setting, they exhibited better memory for the tower in the claw condition compared with when the claw was unfamiliar (93).

In sum, these studies provide preliminary evidence for causally organized event representation in nonhuman primates, which goes beyond simple agency detection to social roles and expectations of how conspecifics should behave. Building on this, in the following section, we explore how nonhuman primates respond to internal states, a crucial consideration in the evolution of social cognition.

**Psychological causality**

The problem with studying perception of goal-directed actions is that goals are not necessarily visible and can represent internal psychological states that can be difficult to discern (99), such as intentionality. Intentionality requires careful definition since it must be inferred from behavior: In a social context, it may incorporate a combination of means–end dissociation (i.e., the same signals in different contexts and different signals in the same contexts), the use of signal repetition and flexible signal combinations, to achieve a particular social goal, as well as attending to the attentional state of a conspecific and adapting responses accordingly (100). More simply, intentionality may be considered as a behavior that is goal-directed in nature (101), a definition that can be adopted in the following examples.

Young (5 to 7 year old) chimpanzees had to distinguish between actors who performed either accidental (spilling a cup of juice) or intentional (pouring the juice onto the floor) actions but exhibited no clear preferences for either actor (102). When forced to choose between two food containers, chimpanzees and orangutans showed preferences for the box that received an intentional action, i.e., when a marker was placed on top of the box, instead of an accidental action, when the marker fell onto it (103). While these findings could not be explained by additional behavioral or gaze cues, they did show only a borderline significant effect and only for initial trials. Moreover, only one individual selected the intentional action above chance levels. In contrast, 3-year-old children readily distinguish intentional compared with accidental actions (103). A similar study with cotton-top tamarins, rhesus macaques, and chimpanzees revealed that they were more likely to inspect the container that received a goal-directed, grasping action rather than a non–goal-directed hand flop action, although for cotton-top tamarins, the reported P value indicates a nonsignificant effect (104). Critics of this study argue that inconsistencies in the training and testing procedures between species make interspecific comparisons difficult to interpret (105). Notably, attempts to replicate these findings in Tonkean macaques (Macaca tonkeana) and brown capuchins (Sapajus apella) were not successful (105). Overall, evidence from these studies that nonhuman primates differentiate between goal-directed and non–goal-directed actions in an experimental context is weak.

A different approach to assessing intentionality understanding examined apes’ [chimpanzees, bonobos, gorillas, and orangutans (Pongo abelii)] responses to an experimenter when an action (opening a box with food) was consistent between conditions, but the prior context varied (106). In the experimental condition, the apes were accustomed to the experimenter opening a box to give them food from inside. In the control condition, the box was opened, but the food was given instead from a pocket of the experimenter’s overalls, consequently rendering the box opening a meaningless action. After repeated exposure to either condition, the box was baited by a second experimenter in view of the apes and then the first experimenter returned to perform the same opening action. Chimpanzees and bonobos in the control condition (that did not receive the grape from the box) were quicker to leave than those that had previously received the grape from the box, suggesting that they anticipated the goal of the experimenter based on the context. In a follow-up study, the authors examined how chimpanzees would anticipate the goal of the experimenter based on a variable context. In this setup, the chimpanzees were accustomed to being fed food from one of two buckets. They were also occasionally fed food from the second bucket and thus learned to anticipate that when the experimenter stood up, she was about to approach the second bucket. In the experiment, before moving to the second feed location, the experimenter was either distracted by another researcher or interrupted feeding to conduct an unrelated action (dropping a clipboard). The experimenter’s actions were otherwise identical in each condition, that is, she approached the second bucket regardless; accordingly, the chimpanzees would have to infer from the context alone whether the experimenter’s goal was still to provide food from the second bucket. The results revealed that the chimpanzees adapted their behavior depending on the context: They were quicker to leave the testing area in the control condition, when the experimenter dropped the clipboard, compared with the other interruptions. These findings suggest that the chimpanzees were able to anticipate the goal of the experimenter in a context-specific manner and act accordingly.

An alternative method examines response to “willingness” of actors to provide food, compared with actors that are simply unable to
provide food. Differentiation between these conditions implies the ability to understand environmental constraints on agency. Chimpanzees were tested across a series of conditions reflecting either unwilling or unable behavior (107). They exhibited a higher rate of behavioral responses, such as poking fingers through the feeding holes, pushing on the apparatus, or knocking on the plexiglass divider to the experimenter, in the unwilling versus unable conditions but, notably, only when the experimenter remained present. This suggests that their behaviors were directed toward the experimenters rather than being a result of their own attempts to obtain the food, thereby supporting the notion that, in the unwilling condition, they could determine the lack of physical constraints on the agent. Similarly, Tonkean macaques spent more time begging for food and threatening the experimenter in the unwilling condition compared with unable or distracted conditions (108), and brown capuchins were quicker to leave the testing area in the unwilling compared with the unable condition where the experimenter dropped the grape, a difference that was not accounted for by differences in the motion of the action (109). Notably, the authors also examined the monkeys’ responses to animate agents (human hands) compared with inanimate agents (a spoon stick) with the experimenters concealed behind a curtain. While the monkeys differentiated between the unwilling (hand withdrawn behind curtain) and unable (a second hand snatches the food) conditions for human hands, they did not make the same differentiation for the spoon (spoon withdrawn behind curtain versus a second stick snatch the food) (109). Consistent with cotton-top tamarins (67), this suggests that the monkeys have some concept of the role of animacy in agent actions. This experiment has also been extended to horses, revealing that similar to primates, they too differentiate between unwilling versus unable behavior in human actors (110). The difference between these findings and those of the accidental versus intentional studies may come down to the ability to account for why an action takes place.

The development of eye tracking studies has provided additional insight into how nonhuman primates process goal-directed actions. Kano and Hirata (111) used eye tracking to examine how apes (bonobos and chimpanzees) responded to videos when shown again on sequential days. They found that on the second view, subjects produced anticipatory fixations to regions where actions were about to take place. For example, they looked to a target door (as opposed to a distractor door) where a Kong character would emerge and to a target tool that an actor grabbed, even after it was spatially dislocated in the second viewing. These findings thus indicate that apes can recall events and form expectations about an actor’s goal based on previous information.

Together, these findings present mixed evidence for primates’ ability to understand intentionality (and limited evidence from nonprimates; Fig. 1, bottom left). Notably, when considering whether apes differentiate causally relevant and irrelevant actions, studies so far found that apes (chimpanzees, orangutans, and bonobos) do not emulate causally irrelevant actions (112–114). This suggests that, while they easily account for physical causality in their actions (i.e., which actions are necessary to achieve the required outcome), they are more limited in accounting for psychological causality (why an action, however irrelevant, is carried out in the first place). In addition to the above-reviewed findings on physical and temporal attributes, this would suggest that nonhuman primates may exhibit similar responses to humans under physical causal scenarios but divergent responses when responding to intentional actions.

**AGENCY ATTRIBUTIONS IN HUMANS AND NONHUMAN PRIMATES**

The ability to ascribe agency to an action sequence is an important aspect of event cognition and is, as earlier discussed, a key part of constructing language around events. The evidence presented so far suggests that primates may indeed process events in a compositional manner, i.e., differentiating between agents and patients. However, given the human bias toward agency, to what extent could we expect to see this same bias in other primates? Evidence from monkeys indicates that they do differentiate between agents based on certain characteristics, such as animacy (67, 109). Taking this one step further, several studies have examined nonhuman primates’ expectations about goal-directed actions using varying agent characteristics.

To examine apes’ anticipation of goal-directed actions, bonobos, chimpanzees, and orangutans viewed video repetitions of a human hand reaching for one of two objects in a familiarization task (115). In a test sequence, they then saw the hand half reaching for the target object, except the target and distractor objects had now switched location. Using eye tracking, apes showed significantly higher anticipatory looks to the target object over the distractor, suggesting that they were successfully able to infer the goal of the agent, that is, assign agency to the human hand. Interestingly, when the same action sequence was repeated but with a mechanical claw instead of a human hand, anticipatory looks did not differ significantly between the two objects. This reflects earlier findings in human infants (116–118), with this difference ascribed to a lack of familiarity with the action of the claw or a lack of clues as to its goal (115). Although, more recent findings dispute the role of familiarity in goal anticipation (119).

Goal attribution may depend on the presence of conspecific-like features. Common marmosets (Callithrix jacchus) were familiarized to an object-grasping sequence from either a live demonstration from a human experimenter or a video of a conspecific (120). They were then shown either a congruent condition, demonstrator grasps the same object in a different location, or an incongruent condition, demonstrator grasps a different object in the same location. The expectation was that, if monkeys learned to anticipate the goal of the agent, then they should look longer in the incongruent condition since the goal is different. The authors found this to be the case for both human and conspecific demonstrators and when they replaced the animal agents with a quadrupedal robot. However, when the robot was covered with a box, they did not find the same effect. The authors suggest that the monkeys may rely on certain morphological cues to attribute agency to others, which could explain why an unfamiliar robot might be characterized as an agent, but a box is not.

A secondary consideration in assessing response to agency is considering not only how subjects respond to an action sequence based on agent features but how subjects respond to the agent itself. A comparative study with chimpanzees, human adults, and human infants presented subjects with videos of an agent (human or chimpanzee) performing an action (121). In a sequence showing a person pouring juice into a cup, chimpanzees, similar to adult humans, showed anticipation of the goal, that is, they looked at the cup before the juice was poured into it. Neither 12- nor 8-month-old infants showed a significant pattern of anticipatory looking. Notably, in comparison to humans, chimpanzees showed overall less attention...
to the agent’s face and more attention to the patient (the cup) in the action sequence. A similar difference in attention to the face was found when a video of a chimpanzee performing an action was viewed, but this species difference was only significant in the video onset, before contact with the goal was made. Perhaps the most interesting finding of this paper is that human adults attended overall relatively longer to the agent’s face when a goal-directed action was performed as compared to when a non–goal-directed action was performed. In contrast, chimpanzees did not show any such differentiation.

In a follow-up study, the authors examined how humans and chimpanzees differ in their attention patterns in comparative conditions where the goal is either achieved or not achieved (for example, pouring juice onto the table instead of into a cup) (122). They found that, in the condition where the goal was not achieved, i.e., the outcome was incongruent with the subjects’ expectations of the action outcome, adult humans, but neither chimpanzees, young children (3.5 years), nor infants (12 months), exhibited an increase in gaze toward the agent’s face following the action. This was not the case when the action was congruent. This suggests that, when adult humans encounter an unexpected action outcome, they look to the agent of the action for additional social cues. The authors suggest that this could provide evidence of species differences in implicit versus explicit understanding of goal-directed actions. That is, humans may attempt to understand why an action did not meet their expectations, which involves higher-level cognitive functions such as advanced perspective taking, abilities that may not be cognitively accessible for nonhuman apes. This interpretation fits with the findings of earlier studies that indicate that both apes and monkeys struggle to explicitly differentiate goal-directed and non–goal-directed actions (102–105).

The studies outlined so far in this section indicate the ability of nonhuman primates to detect social agents. But how is the agent identified in the first place? At the simplest level, agency may be encoded from motion (61, 123). Movement is a primary source of information in humans to differentiate between animate and inanimate agents on the basis of pathway type (124). A visual bias for biological over nonbiological motion patterns is also evident in newborn infants (125) and visually naive chicks (126), suggesting that this may be an ancient and universal aspect of agency detection among animals. There are however species differences in how motion is processed: Mapping motion processing to cortical regions has revealed, for example, that humans have a larger area seemingly dedicated to the processing of motion, compared with monkeys [Macaca species; (123)].

In infants, a number of studies indicate that directed motion plays an important role in agent identification. Two-day-old infants looked longer toward actions that directed away from the body of an actor, when an object was present as compared to absent, suggesting an innate attentional bias toward goal-directed actions, which could help early on to determine agency (97). Similarly, 15- and 20-month-old infants exhibit better recall (measured through action imitation) for goal-directed actions (i.e., preceding a goal) than non–goal-directed actions (following the achievement of a goal) (127). Eight-month-old infants also appear to differentiate between continuous and discontinuous movement of launch displays (23). In addition, in 3- and 5-year-old children, younger, but not older, children looked longer when the agent and patient switched places in a disambiguation trial (an event sequence depicting the interaction of two balls) but only when the action sequence was in the correct order (12). The authors interpreted this as evidence that the younger children could attribute intent in the correct, but not reverse, sequence order, whereas the older children could attribute intent in both sequence orders, which was reflected by their lack of differentiation between the two role-reversal sequences. Infants even differentiate moving animations as “agents” and “patients” based on motion direction (13), consistent with Michotte’s (22) findings that people easily attribute causality even to simple action sequences. Indeed, evidence suggests that infants can identify an agent if it exhibits internal control over its actions (128). Seven-month-old children form different expectations about movement by animate and inanimate agents (129): In these scenarios, people changed their motion, either after coming into contact with another object (or person) or after stopping short of that contact. Infants looked longer in the no-contact condition when objects were depicted, but not people, suggesting that they discriminated animate from inanimate agents on the basis of changes in motion patterns.

It is clear, however, that motion alone is not enough to identify an agent since previous reports find a bias toward animacy (95), self-propulsion (67), directionality (97), and causality (64). What is not clear is to what extent a combination of these or additional variables play a role in agency detection. The nature of this detection may be very fine-tuned, as demonstrated using point-light displays (130). Point-light displays consist of several light dots placed around a body, which create the impression of that body, even when only the light dots are visible. People can accurately detect motion direction from a moving point-light display, and their accuracy tends to decrease below chance when the points are spatially scrambled. What is notable is that if all the body points except the feet are scrambled, people can still accurately detect motion direction, suggesting that specific features, such as feet, may be used as cues in identifying agents. An interesting investigation would therefore be to examine how subjects identify agents when certain features, such as the intensity or direction of an action, are manipulated.

Agency determination may also depend on nonvisible factors, such as a belief about who the agent is, in the absence of visual cues. In humans, manipulated beliefs are evidenced to result in altered behavior patterns (98). Participants were required to respond on a Simon task, where different colored targets are presented on either the left or right of the screen, and should be responded to with a left or right key press (e.g., green target, press left key, and red target, press right key). When there is incongruence between the side presented and the key required, reaction time slows. In this task, Tsai and colleagues (98) split the task so that the participant had to only respond to one color and a partner had to respond to the other. The subject believed that they were either working with a human partner or with a computer (in fact, in both instances, it was just a computer). While the condition of believed partner had no overall effect on response, participants were significantly slower to respond on the incongruent trials when they believed their partner to be a human, as opposed to a computer. The authors suggest that this points to social tuning of action planning, that is, perceiving intentionality of another’s actions mediates one’s own actions. Whether expected intentionality may be invoked here is debatable since the study focused on the believed interaction with a social or nonsocial agent but did not examine intentionality directly.

As we saw in the earlier section on event cognition, social and cultural variables influence language use in regard to agent description (39–41). Social variables are likely also a key aspect of agency
need to clarify the following points: (i) To what extent does event detection, such as sex, age, and social status. For example, in species for whom rank plays an important role, any differentiation between an agent and a patient may be defined by their rank differences, such that attentional bias is attributed to a higher-ranking individual [e.g., (131)], regardless of their role as agent or patient in the event. Equally, one may find a stronger bias for own-species or own-sex agents compared with outgroups. Accordingly, these are variables that should be accounted for in any comparative assessment of the agency detection hypothesis.

In sum, the above studies suggest that the ability to identify an agent is likely not dependent on one variable but draws on multiple sources of information, such as animacy, motion, action type, and agent-specific features, including physical features, social variables, and internal beliefs (Fig. 1, bottom right). While it is highly possible that, similar to humans, other species will exhibit a visual bias to the agent (compared with the patient), this is likely dependent on the specific features that agents and patients exhibit. Social information, in particular, seems to be key in identifying, responding to, and contextualizing agents. However, it is clear that there is much still to understand about the role of social status in agency attribution. It would be especially important for future research to disentangle social, linguistic, and cultural overlaps, which may expose internal biases about traditional agent/patient roles. Indeed, since causality and its associated features seem to be at the basis of semantic role attribution, a first step to understanding agency attribution is to examine the role of low-level features on implicit responses by manipulating causal information. Given the possible important role of social status (39, 132) and variables such as age and gender (40) in how people attribute agency, it could also be beneficial to examine cross-cultural differences in agency attribution depending on status asymmetries of, or social beliefs about, agents and patients.

CONCLUSIONS AND FUTURE DIRECTIONS
The above work encompasses discussion of primates’ abilities to process physical causality, temporal information, social knowledge, intent, and features of agency. Given the parallels found between humans and nonhuman primates in these domains, the evidence leans in favor of the agency detection hypothesis, that is, that agent-based event decomposition is not unique to humans. We therefore conclude with the argument that the ability to distinguish semantic roles was a prerequisite for compositionality in human event expressions and emerged at least early on in the primate lineage or likely earlier. We propose that a basic neural framework to automatically detect low-level features found in causal relationships already occurred early on in the animal kingdom among species with bilateral symmetry. This provided the basis for later emergence of causal detection, orientation, and reasoning, which was likely driven by social factors: Given the strong role that sociality seems to play in agent detection and attending to goal-directed actions, it seems likely that social selection pressures and the need to keep track of social events drove the ability to represent agents and patients distinctly but jointly in event scenarios. Given some apparent differences between humans and apes in responding to agents (122), it is possible that humans have experienced divergent selection pressures for attention to events, alongside other cognitive developments, that ultimately allowed for language to evolve.

To build a clearer picture of the evolution of event cognition, we need to clarify the following points: (i) To what extent does event processing in nonhuman primates reflect event processing in humans? Are there interspecific parallels, or differences, in attentional differences to the agent versus the patient? (ii) How ancient is the agent/patient distinction, and did it develop further under social pressures? To answer this question, further research from a broader phylogenetic perspective would be required. (iii) What is the relative importance of physical and psychological causation in event cognition? Are these prerequisites to differentiating semantic roles within events? (iv) If other species exhibit event processing parallels with humans, then why do they communicate about events holistically, as opposed to syntactically? (v) To understand how event cognition developed in humans, one should also ask whether semantic role attribution precedes the development of language in ontogeny. (vi) Last, to fully understand the developmental processes of event cognition in humans, it would be important to assess how children with atypical social development, such as those on the autistic spectrum, process events.

Given these points, there are a number of steps that can be taken to expand on the current state of knowledge surrounding event cognition. The first step, following a traditional comparative cognition approach, is to directly test the agency detection hypothesis by examining event processing in our closest relatives, the great apes, and to draw direct comparisons with humans. Comparative research is most productive if different species can be tested with ecologically relevant problems presented to them in a comparable way (133–135). Recent advances in eye tracking (111, 121, 136, 137) and touchscreen technology (66, 138, 139) render such an approach both feasible and simple to implement in a noninvasive setting. For example, eye tracking studies suggest that apes may be able to perform high-level theory of mind assessments, such as understanding false belief, at an implicit level (136, 140, 141), and these implicit responses may also extend to Old World monkeys (142). These findings, which have advanced our understanding of apes’ perceptions of others’ actions through the use of eye tracking, indicate that exploring fine-grained species’ differences in temporal event sequences is a promising avenue for understanding the evolution of event cognition. The use of touchscreens could expound on eye tracking by examining explicit preferences (66) for agents or patients. One problem with many cognitive studies in primates is that they examine responses to human actors rather than to conspecifics, which could confound results (143). Thus, future research in event cognition should be sure to examine responses to species-specific stimuli. It should also avoid relying too heavily on a pan-centric approach (144). Comparative work in apes could therefore be complemented with studies that examine links between event processing and simple syntactic communication, such as in birds [e.g., (145)], as well as drawing comparisons between social and asocial species from different taxa. Last, choosing a paradigm that is easily implementable across different species (such as eye tracking) provides a fully comparative approach to examining directly the similarities and differences that can be seen when viewing events in individuals of different species, ages, and abilities.
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