Parameter Optimization for the Induction Magnetometer of 10 kHz to 100 kHz
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ABSTRACT The induction magnetometers are widely applied for magnetotelluric detection due to the characteristics of wide frequency band, large detection depth range and small size. However, the key part of the induction magnetometers – the magnetic core has eddy current loss and hysteresis loss, which significantly affects the sensitivity of the induction magnetometers. In order to improve the sensitivity of the induction magnetometers at high frequencies, this paper investigates various parameters related to the performance of the induction magnetometers working at 10 kHz to 100 kHz. Moreover, optimization method is proposed to realize the development of a wide-band, high-sensitivity, and low-noise induction magnetometer. First of all, the parameters related to the sensitivity of the sensor are investigated according to the law of electromagnetic induction. A three-dimensional finite element (3D-FE) simulation model was established to study the influence of various parameters of induction magnetometers. In addition, an analysis method combining orthogonal experiment and response surface method is adopted to reduce the quantity of computations and improve the efficiency of analysis. The orthogonal experiment is able to obtain preliminary optimal parameters with only a small amount of computation results. Based on the results of the orthogonal experiment, the response surface method is used to illustrate the relationship between the sensor parameters and losses, and hence the optimal sensor parameters can be obtained. Finally, the model is verified by other sets of simulations, and the results show the regression coefficient of the model $R^2 = 0.9735$, indicating the effectiveness of the proposed model.

INDEX TERMS Induction magnetometers, three-dimensional finite element simulation model, orthogonal experiment, response surface method, loss analysis.

I. INTRODUCTION

With the development of geophysical science and the growth of human demand for resources, deep exploration of the crust and mantle is crucial. Investigating the movement laws of continental plates, exploiting natural resources, protecting the environment, and reducing losses caused by geological disasters are the main goals of contemporary earth sciences. As an important geological exploration method, magnetotelluric method plays an irreplaceable role in the exploration of resources, the detection of deep geological structures, the prediction of earthquakes and the prevention and control of geological disasters [1], [2].

There are many types of magnetotelluric methods, including time domain electromagnetic method (TEM), frequency domain electromagnetic method, and direct current method [3]–[5]. Among of these methods, frequency domain electromagnetic method is based on the theory of magnetotelluric method.

There are three main types of magnetic field receivers in frequency domain electromagnetic method based on the principle of magnetic measurement, namely fluxgate magnetometers, superconducting magnetometers including DC quantum interferometers and induction magnetometers [6]–[9].

Compared with other types of magnetic sensors, induction magnetometers have the characteristics of easy manufacture and installation, small size, light weight and low production cost. Moreover, induction magnetometers are widely applied in ground exploration due to its wide frequency band and high sensitivity.

At present, many companies produce induction magnetometers for underground detection. The frequency range of the MFS-06 induction magnetometers from Metronix in
Germany is 0. 0001 Hz to 10 kHz, and the noise level is 
$10pT/√Hz @ 0.01 Hz$ [10], [11]. Phoenix Company in
Canada developed the MTC-50H induction magnetometers.
Its frequency range can reach 0.0002 Hz to 40 kHz, and
the noise level is $20pT/√Hz @ 0.01 Hz$ [12]. Grosze et al.
investigated an ultra-low power and miniaturized induction mag-
netometers [13]. The noise level at 1 Hz is $14pT/√Hz$ and
that of 100 Hz to 2 kHz arrives at $350fT/√Hz$. Paperno et al.
proposed a three-axis a crosstalk compensation method for
induction magnetometers to improve the sensitivity [14].
In addition, magnetic feedback technology is applied to flat-
ten the frequency response. However, negative feedback tech-
ology will increase the complexity of the magnetometer and
its power consumption. Shi et al. investigated the induc-
tion magnetometer in the frequency band from 1 mHz to
10 kHz. Compared with the well-known sensor MFS-06, the
best induction magnetometer has a smaller size and simi-
lar noise equivalent magnetic induction (NEMI) level [15].
Yan et al. optimizes the winding diameter and the number of
turns of the coil to achieve a sensitivity of $7pT/√Hz$ within
a 200 Hz bandwidth, and the designed coil only has a mass
of 0.44 kg [16]. Reference [17] established the equivalent
input magnetic noise model (EIMN) of the 0.1 mHz to 1 Hz
inductive magnetic sensor. Duan proposed an adaptive back-
tracking search algorithm to solve the optimization problem
of an induction magnetometer [18]. Seran et al. designed
and manufactured a satellite-borne three-axis magnetic field
sensor with a weight of 430g and a working frequency range
of 1 Hz ~20 kHz [19]. Zhang et al. applied related algorithms
to analyze the detection signals of induction magnetometers
to determine whether there is unexploded ordnance under-
ground [20]. Liu et al. designed an electromagnetic induction
based resonant MEMS magnetometer. The overall magnetic
field sensitivity is 1.306 mV/T, and the gain is 112 dB under
ambient pressure. In addition, the power consumption is only
2.5 W and nonlinear error is 0.08% [21].

As introduced previously, majority of the work of induc-
tion magnetometers focused on the frequency range from an
extremely low frequency to 10 kHz. To our best knowledge,
there is rare work related to the frequency range from 10 kHz
to 100 kHz. In fact, as the key component of the induction
magnetometers, the magnetic core has a large loss at high
frequencies (10 kHz-100 kHz), which greatly limits the high-
frequency performance of the magnetic sensor. In order to
further increase the capability of induction magnetometer at
high frequencies, it is urgent to study the influence mech-
anism of inductive sensors on high-frequency loss. This paper
analyzes the main influencing factors of the loss of induction
magnetometers and determine the optimal sensor parameters
based on finite element simulation. According to the law
of electromagnetic induction, the influencing factors of loss
include the type of material, the excitation frequency, the lift-
off, and the size of the magnetic core. In order to reduce the
number of simulations and improve the efficiency of anal-
ysis, an analysis method combining orthogonal experiment
and response surface method is adopted. On one hand, the
orthogonal test method is applied to analyze the results of
representative simulation data to derive a better level com-
bination. On the other hand, the response surface method is
applied to establish the regression model for each parameter
and loss at the optimal level combination based on the results
of the orthogonal experiment. In addition, the model can be
further used to analyze the degree of influence of various
factors on loss. Finally, other sets of simulations are applied
to validate the model. The regression coefficient of the model
$R^2 = 0.9735$, which shows the effectiveness of the proposed
model.

II. SENSOR PARAMETER ANALYSIS
As shown in Figure 1, the principle of magnetic measurement
of induction magnetometers is based on Faraday’s law of
electromagnetic induction. When the magnetic flux of the
closed loop changes, the induced current is generated in the
loop. The magnetic flux always impedes the change trend of
the original magnetic flux, and the induced current plays a
negative feedback effect on the change of the magnetic flux
of the loop. The expression of induced electromotive force is
$$e(t) = \frac{d\psi}{dt} = \frac{d(BS)}{dt} = NS_0 \frac{dB}{dt}$$

where $\psi$ is the magnetic flux of the loop. $t$ is time. $S_0$ is the
cross-sectional area of the core. $N$ is the number of turns of the
induction coil. When the magnetic field waveform is sine and
the angular frequency is $\omega$, the frequency domain expression of
the induced voltage is
$$e(t) = ioNS_0 \mu_0 B_0$$

where $B_0$ is the component of the magnetic flux density in the
air in the direction of the magnetic core, and $\mu_0$ represents

FIGURE 1. The scheme diagram of induction magnetometer (a) Sensor
schematics (b) Photo of the induction magnetometer.
the average value of the effective magnetic permeability of the magnetic core.

An important indicator for the performance of the induction magnetometers is sensitivity. The sensor output voltage corresponding to the unit magnetic induction intensity is defined as sensitivity, which can be expressed as equation (3).

$$\frac{e}{B_0} = ioNS_0\mu_a$$  \hspace{1cm} (3)

It can be seen from the above equation that the sensitivity of the magnetic core is related to the excitation frequency, the type and size of the magnetic core. In addition, different lift-off will cause changes in the magnetic flux density of the magnetic core. In fact, another important indicator of induction magnetometer is core loss, which can also reflect the sensitivity of the sensor. More specifically, induction magnetometers have a higher measurement sensitivity for low-loss magnetic cores. When the loss of the magnetic core increases, the sensitivity will decrease. The loss of magnetic materials mainly includes hysteresis loss and eddy current loss. In order to reduce the loss of the magnetic core and optimize the sensor design, it is necessary to analyze the loss.

Hysteresis loss refers to the elastic rotation of the magnetic domain in the material with the largest magnetization in the direction of the external magnetic field $H$ during the magnetization process of the soft magnetic material. It is converted into magnetic potential and stored in the magnet. The magnitude of the hysteresis loss is related to the frequency of the magnetizing field, the amplitude of the magnetic field, and the magnetic material itself, which can be expressed as

$$W_h = \frac{4}{3}f \eta H_m$$  \hspace{1cm} (4)

where $f$ is the frequency of the magnetic field, $\eta$ is the Rayleigh coefficient, which is related to the core material. $H_m$ is the magnetic field amplitude, which is affected by the lift-off.

The alternating magnetic field will induce eddy current in the core. Eddy current consumes energy on the resistance of the magnetic core, and this energy loss is called eddy current loss. In general, the magnetic core adopts a laminated structure shown as in Figure 2. Since the magnetic core is laminated and insulated between layers, eddy current loss can be reduced to a certain extent. As for the laminated core structure, the eddy current loss can be calculated by equation (5).

$$P_{e2} = \frac{n\pi^2 a^2 f^2 B_m^2}{8\rho}$$  \hspace{1cm} (5)

In the equation, $a$ is the thickness of the laminate and $\rho$ is the resistivity. Based on the above analysis, it can be found that the loss of the sensor is also affected by the excitation frequency, lift-off, the size and type of coil. The influence of excitation frequency on magnetic core sensor is very significant. If the excitation frequency is relatively low, the induced potential of the sensor is weak, which is not conducive to the acquisition of the signal. As for high-frequency excitation signal, it is not only exists skin effect affecting the detection sensitivity, but also serious loss. Another parameter affecting the sensor is the material of the magnetic core. Different materials have different conductivity, permeability and loss curves. In addition, the size of the sensor will also affect the sensitivity of the sensor. Different sizes will have different effective sensing areas. In fact, the core material and excitation frequency will also affect the induction area because of skin depth. Therefore, these parameters are correlated to affect the performance of the sensor. It is necessary to establish a model that can not only independently characterize the significance of parameters, but also characterize the correlation between parameters.

III. FINITE ELEMENT MODEL

A 3D-FEM model of the induction magnetometers was established by using Ansys Maxwell. The finite element method is based on the principle of variation, dividing the sensitive
field into a finite number of small regular units [22]–[24]. A collection of simple and regular units is used to represent the field to be solved. By analyzing each unit and establishing the unit solution equation, the solution equation of the overall problem is formed. The discrete solution of the original sensitive field can be obtained by solving the overall equation. The model of the induction magnetometers is shown in Fig. 3. The entire simulation model is composed of coils, magnetic cores and air. The outside of the sensor is set as the air region, so as to ensure that the continuity conditions of the outer boundary are met. The transient solver was adopted, and the excited current can be expressed as equation (6). The amplitude of the excitation current is set to 10A. The whole model is divided into tetrahedral elements, and the number of mesh elements is 23596 in the whole model.

\[ I = 10 \sin(\omega t) \] (6)

According to the previous analysis, both the excitation frequency, size, and the type of magnetic core have a significant impact on the sensor. Therefore, different excitation frequencies, sizes and types of magnetic cores are set in the simulation. The core loss of different sensors is obtained by an iterative solver. The results of simulation are shown in Figure 4, which demonstrates that the sensor parameters significantly affect the core loss. Based on the solution of finite element method, an optimization method combining orthogonal experiment and response surface method is proposed to acquire the optimal sensor parameters and loss model of induction magnetometers in this paper.

### IV. SENSOR PARAMETER OPTIMIZATION

#### A. ORTHOGONAL EXPERIMENT METHODOLOGY

Orthogonal experimental design is a method that applies orthogonal tables to arrange and analyze multi-factor experiments [25], [26]. The idea adopts part of the experimental data to represent all the experimental data. All experimental data are derived by analyzing the results of representative experimental data, and a better level combination can be found. The orthogonal optimization design method relies on a part of the optimization test of the orthogonality principle, so it has the characteristics of high efficiency. An orthogonal table is denoted by \( L_n(\varphi^m) \). \( L \) represents an orthogonal table, \( m \) represents the number of factors, \( q \) represents the factor level. Moreover, \( n \) represents the number of experiments, which is equal to the number of columns of the orthogonal table. The type of magnetic core A (Mn-Zn Ferrite, Fe-based amorphous alloy, Nanocrystalline iron-based alloy, and Silicon steel sheet), the excitation frequency of the coil B(10 kHz, 40 kHz, 70 kHz, 100 kHz), the length of the core C(500 mm, 550 mm, 600 mm, 650 mm), the width of the core D(10 mm, 20 mm, 30 mm, 40 mm), and lift-off E(0.5 mm, 1 mm, 1.5 mm, 2 mm) are investigated. Specifically, the properties of the core material are shown in Table 1. In order to simplify and fully investigate the sensor characteristics, the orthogonal experiment with 5 factors and 4 levels, \( L_{16}(5^4) \) was selected as shown in Table 2. The sum of peak value of eddy current loss and hysteresis loss (PV) was defined as the evaluation standard, and the optimal size parameter combination of the induction magnetometers was investigated.

Analysis results of the orthogonal test are listed in Table 3. The \( k_1 \), \( k_2 \), \( k_3 \), and \( k_4 \) represent the arithmetic mean values of the PV values of the four levels chosen at the same factor, respectively. Therefore, the level corresponding to the smallest \( k \) value of all factors was selected as the optimal parameter of the induction magnetometers. The optimal configuration size and excitation mode of the induction magnetometers was as follows: A: Fe-based amorphous alloy, B: 10 kHz, C: 500 mm, and D: 30 mm, and E: 1.5 mm. Among the four parameters chosen, the parameter A has the most significant effect on the PV value of the induction magnetometers. The other four parameters have similar effects on the PV value. In the subsequent analysis, Fe-based amorphous alloy is

| Material                  | \( B_r/T \) | \( H_y/A \times m^{-1} \) | \( \nu_2 \) | \( \rho \)          | \( \tau_c/\circ C \) |
|---------------------------|-------------|---------------------------|-----------|-------------------|---------------------|
| Mn-Zn Ferrite             | 0.38        | 9.6                       | 3000      | 1 - 10 x 10^6 \( \Omega/m \) | 150                 |
| Fe-based amorphous alloy   | 1.56        | 2.0                       | 50000     | 130 x 10^6 \( \Omega/cm \) | 410                 |
| Silicon steel sheet       | 1.8         | <100.0                    | 7000      | 4.4 x 10^6 \( \Omega/cm \) | 400                 |
| Nanocrystalline iron-based alloy | 1.45  | 0.64                      | \( 10^6 \) | 115 x 10^6 \( \Omega/cm \) | 570                 |

![FIGURE 4. Core loss at different frequencies.](image-url)
TABLE 2. Orthogonal test table.

|   | A       | B (Hz) | C (mm) | D (mm) | E (mm) | PV (μW) |
|---|---------|--------|--------|--------|--------|---------|
| 01 | Mn-Zn Ferrite | 10     | 500    | 10     | 0.5    | 11.7    |
| 02 | Mn-Zn Ferrite | 40     | 550    | 20     | 1.0    | 17.7    |
| 03 | Mn-Zn Ferrite | 70     | 600    | 30     | 1.5    | 15.1    |
| 04 | Mn-Zn Ferrite | 100    | 650    | 40     | 2.0    | 8.8     |
| 05 | Silicon steel sheet | 10     | 600    | 40     | 2.0    | 73.7    |
| 06 | Silicon steel sheet | 40     | 650    | 10     | 1.5    | 116.4   |
| 07 | Silicon steel sheet | 70     | 500    | 20     | 1.0    | 137.2   |
| 08 | Silicon steel sheet | 100    | 550    | 30     | 1.5    | 136.9   |
| Fe-based amorphous alloy | 10     | 500    | 30     | 1.5    | 1.1     |
| Fe-based amorphous alloy | 40     | 650    | 40     | 1.0    | 9.2     |
| Fe-based amorphous alloy | 70z    | 600    | 10     | 0.5    | 278.2   |
| Fe-based amorphous alloy | 100    | 550    | 20     | 2.0    | 171.1   |
| Nanocrystalline iron-based alloy | 10     | 600    | 20     | 2.0    | 1.5     |
| Nanocrystalline iron-based alloy | 40     | 650    | 30     | 0.5    | 10.8    |
| Nanocrystalline iron-based alloy | 70     | 500    | 40     | 1.0    | 25.5    |
| Nanocrystalline iron-based alloy | 100    | 550    | 10     | 1.5    | 325     |

selected as the core material. The relationship between other parameters and PV is determined by the response surface method based on the optimal value of the orthogonal test.

B. RESPONSE SURFACE METHODOLOGY

Response surface method is a statistical method used to deal with multivariate problem modeling based on experimental design. The response surface method can continuously analyze the various levels of the test in the process of optimizing the sensor. The nonlinear response relationship can be fitted by selecting an appropriate response surface model. The flow chart of the response surface method optimization process is shown in Figure 5.

The entire optimization process is as follows:

(I) Establish an experimental data table based on a certain experimental design method and perform the experimental design to obtain the response value.

(II) According to experimental data, create a mathematical model based on regression analysis and verify the accuracy of the model through analysis of variance.

(III) The optimization algorithm is used to optimize the response value to obtain the optimal level value of each factor.

According to the analysis of the magnetic core loss and various structural parameters, it can be seen that four factors, i.e., the excitation frequency, the lift-off, the length of the magnetic core, and the width of the magnetic core, have an impact on the induction magnetometers. According to the results of the previous orthogonal test, the iron-based amorphous alloy core has the least loss, so the iron-based amorphous alloy is selected as the material of the core. The sum of eddy current loss power and hysteresis loss power will be the response value to be optimized. A response model is established between four parameters and one response value.

The premise of response surface optimization is to select a suitable test point. If the test points are not selected properly, it is difficult to get good optimization results. Therefore, it is particularly important to use orthogonal experiments to determine reasonable factor levels before using the response surface optimization method. According to the results of the orthogonal experiment, the reasonable value range of each factor is selected. As shown in Table 4, the lift-off is set to 1mm-2mm, the length of the magnetic core ranges from 450mm to 550mm, the width of the magnetic core ranges from 25mm to 35mm, and the excitation frequency is 10 kHz to 30 kHz.

The central composite design (CCD) is applied for the experimental design. CCD is a design method developed on the basis of 2-level full factor and partial experimental design. It can evaluate the nonlinear effects of factors and has the advantages of sequentially and high efficiency. As shown in Figure 6, the CCD test point is composed of cubic point, axial point and center point. The whole test point can be composed of the following three parts.

(I) The cube point is composed of the boundary value of each factor. There are $2^k$ cube points. Where $k$ is the number of test factors.

(II) Axial points are two points on each factor coordinate axis. There are $2k$ axial points in total.

(III) The center point is to repeat the test at the center of the experimental area.

In the central combination design, each factor can take 3 levels, and the test points are widely distributed. In order to eliminate the influence of the variation range of various parameters on the experimental results, the coding transformation of each variable is carried out. Therefore, the value
TABLE 3. Analysis results of the orthogonal experiment.

| Level | A(Material) | B(Frequency) | C(Core length) | D(Core width) | E(Lift-off) |
|-------|------------|--------------|----------------|---------------|------------|
| 1     | 13.3       | 22           | 109.4          | 43.4          | 182.8      |
| 2     | 464.2      | 38.5         | 31.0           | 162.8         | 81.9       |
| 3     | 114.9      | 113.5        | 114.4          | 92.1          | 41.0       |
| 4     | 90.2       | 160.5        | 81.5           | 36.3          | 10.8       |

Factors ordered by significance (R):
A(450.9) > E(172) > B(138.5) > D(119.4) > C(83.4)

Optimal solution: A: Fe-based amorphous alloy; B: 10 kHz; C: 500 mm; D: 30 mm; E: 1.5 mm.

The range R is expressed as the difference between the maximum and minimum values of each factor at different levels, and the significance of each factor is determined according to the R.

TABLE 4. The coding level table of each factor.

| Serial number | Parameter      | Low (-1) | Center (0) | High (+1) |
|---------------|----------------|----------|------------|-----------|
| B             | Excitation frequency (kHz) | 10       | 20         | 30        |
| C             | Core Length (mm) | 450      | 500        | 550       |
| D             | Core width (mm)  | 25       | 30         | 35        |
| E             | Lift-off (mm)    | 1        | 1.5        | 2         |

FIGURE 6. Central combination test point.

range of the rectangular factor area is (−1,1), and the level of each factor is shown in Table 4. The eddy current loss and hysteresis loss of the corresponding structural parameter induction magnetic core sensor can be directly calculated by simulating the parameters of each test points. The design and results of response surface method are shown in Table 5.

C. RESPONSE SURFACE MODEL AND ANALYSIS OF VARIANCE

In order to create the response surface model between the core loss and the structural parameters of the induction magnetometers, the order of the response surface model needs to be selected appropriately [27], [28]. Although the first-order polynomial linear response surface model has a relatively simple model structure, it can only reflect the linear relationship between input and output. In other words, it is difficult to indicate the nonlinear relationship. High-order polynomial response surface models have a better fitting accuracy, but the model is too complex, and it takes a long time to fit the response surface. Therefore, the second-order polynomial response surface model is adopted in this work, which can not only ensure the accuracy and complete fitting of the nonlinear relationship between the structural parameters of the inductive core sensor and the core loss, but also minimize the complexity of the response surface model. The general equation of the multivariate second-order response surface model is:

\[ y = \beta_0 + \sum_{i=1}^{k} \beta_i x_i + \sum_{i=1}^{k} \beta_i x_i^2 + \sum_{i<j}^{k} \beta_{ij} x_i x_j + \epsilon \]  

where \( x \) and \( y \) are the factor variable and response value, respectively. \( k \) is the number of factors. The approximate error \( \epsilon \) generally equal to zero when the engineering accuracy requirements are met.

A multivariate second-order response surface model is created as shown in equation (8). As shown in Figure 7, the correlation coefficient \( R^2 \) of regression model is 0.9636, which verifies the accuracy of the model. Table 6 is the variance of regression model. If the significance value \( P > 0.05 \), the item has no significant effect on the output in the modeling process. The main influencing factors are the excitation frequency, core length and o core width. The lift-off (0.5mm to 2mm) is an insignificant parameter to the performance of induction magnetometers at high frequencies. In order to obtain a more accurate model, the insignificant parameters in the model are eliminated. In addition, the 11th data is always larger in fitting error, and the data is ignored as well. After refitting the processed data, the response surface model equation between the sensor structure parameters and the core loss of the induction magnetometers can be expressed as equation (9). The variance analysis table of the response surface model in modified regression model is shown in Table 7. Figure 8 shows the correlation coefficient \( R^2 \) of the modified model, which is reach 0.9735. The results demonstrate the
TABLE 5. Design and results of response surface methodology.

| No. | B (kHz) | C (mm) | D (mm) | E (mm) | Loss (µW) |
|-----|---------|--------|--------|--------|-----------|
| 1   | 30      | 500    | 35     | 1.5    | 7.136     |
| 2   | 20      | 500    | 25     | 2.0    | 5.466     |
| 3   | 10      | 500    | 25     | 1.5    | 1.405     |
| 4   | 20      | 450    | 35     | 1.5    | 3.701     |
| 5   | 20      | 450    | 25     | 1.5    | 5.958     |
| 6   | 20      | 500    | 30     | 1.5    | 3.691     |
| 7   | 20      | 500    | 30     | 1.5    | 3.691     |
| 8   | 20      | 500    | 25     | 1.0    | 5.567     |
| 9   | 10      | 450    | 30     | 1.5    | 1.34      |
| 10  | 30      | 500    | 25     | 1.5    | 11.46     |
| 11  | 30      | 450    | 30     | 1.5    | 11.33     |
| 12  | 20      | 550    | 30     | 1.0    | 3.93      |
| 13  | 10      | 500    | 30     | 1.0    | 1.12      |
| 14  | 10      | 550    | 30     | 1.5    | 1.03      |
| 15  | 20      | 450    | 30     | 2.0    | 4.32      |
| 16  | 20      | 550    | 25     | 1.5    | 4.79      |
| 17  | 10      | 500    | 30     | 2.0    | 1.07      |
| 18  | 30      | 500    | 30     | 2.0    | 8.71      |
| 19  | 30      | 550    | 35     | 1.5    | 3.13      |
| 20  | 30      | 500    | 35     | 1.5    | 3.69      |
| 21  | 10      | 500    | 35     | 1.5    | 0.87      |
| 22  | 20      | 500    | 30     | 1.5    | 3.69      |
| 23  | 20      | 550    | 30     | 2.0    | 3.55      |
| 24  | 20      | 500    | 35     | 2.0    | 3.44      |
| 25  | 20      | 450    | 30     | 1.0    | 4.58      |
| 26  | 20      | 500    | 30     | 1.5    | 3.69      |
| 27  | 30      | 550    | 30     | 1.5    | 8.53      |
| 28  | 20      | 500    | 35     | 1.0    | 3.33      |
| 29  | 30      | 500    | 30     | 1.0    | 9.27      |

FIGURE 7. The predicted results based on the proposed core loss model. (a) Original model (b) Modified model.

modified model is better than the initial response surface model.

FIGURE 8. Response surface 3D image of interaction: a) lift-off and excitation frequency, b) core length and excitation frequency and c) core width and excitation frequency.

\[ y = 3.69 + 4.13B - 0.1038E - 0.5223C - 1.09D - 0.1277BE - 0.6215BC - 0.9482BD - 0.0303EC + 0.0527ED + 0.148CD + 1.27B^2 + 0.1553E^2 + 0.3870C^2 + 0.3929D^2 \] (8)

\[ y = 3.79 + 4.13B - 0.5223C - 1.09D - 0.6215BC - 0.9482BD + 1.24B^2 + 0.3577C^2 + 0.3635D^2 \] (9)

D. PARAMETER ANALYSIS BASED ON RESPONSE SURFACE MODEL

In the response surface model, the relationship between the four parameters and the loss is analyzed. It can be seen that the most significant influence among the above factors is the...
excitation frequency. In order to intuitively obtain the relationship between the excitation frequency and other factors, the response surface of the loss with the structural parameters of the sensor is shown in Fig. 8. Three groups with a greater influence were selected according to the significance of interaction term coefficients. It can be seen in Fig. 8 that the frequency of the coil had a significant interaction with three other factors. When the excitation frequency changed from 10 kHz to 30 kHz, the core length changed from 450 mm to 550 mm, the core width changed from 25 mm to 35 mm, and the lift-off changed from 1 mm to 2 mm. The loss increased with the excitation frequency. The effect of lift-off distance on loss is negligible. As the length and width of the magnetic core increase, the loss first decreases and then increases. Compared with the other factors, the frequency had a greater impact on magnetic core loss. According to the orthogonal experiment and response surface method analysis, the optimal sensor parameters can be obtained. That is, the material of core adopts Fe-based amorphous alloy. The length and width of the core is 495 mm and 31 mm, respectively. The excitation frequency is selected as 10 kHz, and the lift-off is 1.5mm. The equation (10) is applied to calculate the sensitivity of the sensor. The sensitivity of optimized sensor is $3.27 \times 10^{-3} \text{V} \cdot \text{m} / \text{MS}$.

$$S = \frac{\Delta V}{\Delta \sigma}$$ (10)

V. CONCLUSION

This study investigates an optimization method for induction magnetometers working at 10 kHz to 100 kHz based on a three-dimensional finite element simulation model. In order to improve detection sensitivity of induction magnetometers, the loss including eddy current loss and hysteresis loss is selected as the objective parameter. On one hand, the sensor is optimized by orthogonal experiment and response surface method. Orthogonal experiment is able to obtain preliminary optimal parameters through a sets of simulations. The optimal sensor parameters can be acquired through the proposed method. On the other hand, the model referred to the loss and parameters of sensor is established. It can be found that the magnetic core material and excitation frequency are the most significant parameters that affect the sensitivity of the sensor working at high frequency. Moreover, the feasibility of the proposed model is verified by other sets of simulations. The results show that the regression coefficient of the model $R^2 = 0.9735$.
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