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Abstract—In this paper, we introduce an iterative speckle filtering method for polarimetric SAR (PolSAR) images based on the bilateral filter. To locally adapt to the spatial structure of images, this filter relies on pixel similarities in both spatial and radiometric domains. To deal with polarimetric data, we study the use of similarities based on a statistical distance called Kullback-Leibler divergence as well as two geodesic distances on Riemannian manifolds. To cope with speckle, we propose to progressively refine the result thanks to an iterative scheme. Experiments are run over synthetic and experimental data. First, simulations are generated to study the effects of filtering parameters in terms of polarimetric reconstruction error, edge preservation and smoothing of homogeneous areas. Comparison with other methods shows that our approach compares well to other state of the art methods in the extraction of polarimetric information and shows superior performance for edge restoration and noise smoothing. The filter is then applied to experimental data sets from ESAR and FSAR sensors (DLR) at L-band and S-band, respectively. These last experiments show the ability of the filter to restore structures such as buildings and roads and to preserve boundaries between regions while achieving a high amount of smoothing in homogeneous areas.

Index Terms—Radar polarimetry, Image denoising, Covariance matrix, Statistical analysis, Parameter extraction.

I. INTRODUCTION

SPECKLE reduction of polarimetric synthetic aperture radar (PolSAR) data is often necessary to improve the outcome of applications such as physical parameter estimation, terrain classification and object detection, among others. Polarimetric SAR systems provide information related to the backscattering mechanisms resulting of the interaction between a polarized electromagnetic wave and physical media. However, in the case of many natural media, due to the random distribution of the elementary scatterers present inside a resolution cell, phase and intensity cannot be predicted in a deterministic way [1]. The effect of the complex interactions between wave and scatterers is a pixel-to-pixel variability called speckle, that compromises the interpretation of the data. Though resulting of a physical mechanism, speckle has to be described as a signal dependent noise and to be handled in a statistical framework.

PolSAR systems provide images of complex vectors called target vectors. Due to the random properties of distributed targets, the coherent information carried by these vectors cannot be used directly and the data has to be processed in an incoherent way. Consequently, the covariance matrix of target vectors has to be estimated by computing an average over a set of independent samples. It is then possible to perform incoherent polarimetric decomposition methods [2] that allow a physical interpretation in terms of scattering mechanisms. Increasing the number of samples involved in the average allows to reduce speckle provided the statistical properties of the data are spatially stationary. Otherwise, pixels with different underlying scattering mechanisms are mixed, resulting in a loss of spatial resolution. Moreover, image statistics can be described by the fully-developed speckle model [11] only for distributed targets. If a strong return from a single scatterer dominates the overall response, the signal is better approximated by a deterministic target. In this case, averaging may be avoided and coherent decompositions can be directly applied (see for example [3], p. 214) to retrieve the polarimetric properties.

The challenge faced by speckle reduction methods is then to perform an adaptation to the local structure of the image so as to reduce speckle variability without altering the polarimetric and spatial properties of the image. Thus, homogeneous areas have to be smoothed while boundaries between such regions have to be preserved. As for deterministic targets, they have to be left unfiltered.

Several adaptive methods have already been proposed for speckle reduction of PolSAR data. The popular refined Lee filter [4] is based on a locally linear minimum mean square error assumption and performs matrix averaging so as to preserve the polarimetric properties of the signal. For a better preservation of spatial edges, a set of oriented windows is used. The refined Lee filter is computationally inexpensive and leads to good results as long as the spatial structures in the image are locally aligned with one of the oriented windows.

A region growing based method called intensity-driven adaptive-neighborhood (IDAN) allows an adaptation to the local structure of the image by extending Lee’s minimum mean square approach to spatially adaptive neighborhoods [5]. However, only intensity information is considered in the selection of pixels in the neighborhood.

A model based filter named MB-PolSAR [6] allows the independent filtering of the matrix elements by considering an additive-multiplicative multidimensional speckle model. Although taking the full polarimetric information into account, this last method does not take advantage of the spatial information present in edges.

A variational method based on anisotropic diffusion was also proposed [7], achieving a high equivalent number of looks
while preserving spatial information. Due to the use of partial differential equations, such a method has a high computational cost and is prone to numerical instabilities.

A recent work exploits a multi-resolution representation of the image called binary partition tree (BPT) to group pixels with similar polarimetric properties [8]. Though achieving a high number of looks and ensuring the preservation of strong edges, this method only allows the estimation of the mean covariance on a region basis, making it similar to a segmentation procedure.

Other approaches extended the non-local means filter to PolSAR data [9, 10]. Non-local means computes a weighted average of pixels according to the similarities between local neighborhoods called patches. Although the patches may in theory be located in any part of the image, search is generally restricted to a window to reduce the computational cost. One drawback of this method is that other similar neighborhoods have to be present in the search window.

In this work, we propose to take advantage of the full polarimetric information contained in covariance matrices while preserving the spatial resolution by adapting the bilateral filter [11] to the processing of polarimetric covariance matrices. This filter has been widely used in image processing due to its simplicity and its remarkable performance in terms of edge preservation. The idea of the filter is to compute a weighted mean of pixels contained in a local window according to their spatial and radiometric proximity. The weights are determined by two Gaussian kernels operating in radiometric and spatial domains. Furthermore, it has been shown that the iterative version of the bilateral filter is closely related to anisotropic diffusion [12]. To deal with PolSAR data the bilateral weights have to be adapted to the Hermitian positive definite nature of covariance matrices. One obvious choice would be to replace the traditional Euclidean distance of edge preservation. The idea of the filter is to compute the radiometric proximity between two covariance matrices. We also consider a simpler distance called log-Euclidean [16] that has been successfully applied in the field of diffusion tensor imaging (DTI).

Section II introduces the basic concepts leading to the statistical speckle model for PolSAR data. Section III describes the bilateral filter for gray-level and color images. In section IV we introduce the bilateral filtering of PolSAR data based on distances between covariance matrices. The expression of a matrix based filter is given and several choices of distances are discussed. We also introduce an iterative scheme to progressively refine the estimate. Section V deals with the validation of the filter on synthetic and experimental data. A quantitative performance evaluation allows to understand the effects of parameters in terms of edge preservation, quality of polarimetric reconstruction and amount of smoothing. The new method is then compared to other existing methods using the criteria mentioned above. The method is then validated over two experimental datasets. Finally, the paper is concluded in section VI.

II. POLARIMETRIC SAR DATA

Polarimetric SAR systems measure the relation between the transmitted and received electromagnetic wave in two orthogonal polarizations in the form of a scattering matrix [3]

\[
S = \begin{bmatrix}
S_{hh} & S_{hv} \\
S_{vh} & S_{vv}
\end{bmatrix},
\]

(1)

where \(h\) and \(v\) denote horizontal and vertical polarization, respectively. The reciprocity assumption in the mono-static case leads to \(S_{hv} = S_{vh}\). For further analysis, it is convenient to represent the scattering information in the form of a target vector containing the elements of \(S\)

\[
k_l = [S_{hh}, \sqrt{2} S_{hv}, S_{vv}]^T, \quad (2)
\]

\[
k_p = \frac{1}{\sqrt{2}}[S_{hh} + S_{vv}, S_{hh} - S_{vv}, 2S_{hv}]^T, \quad (3)
\]

where \(l\) and \(p\) denote the lexicographic and Pauli bases.

On distributed targets, due to the complex interactions between the wave and multiple scatterers inside the resolution cell, this information is generally considered in a statistical framework. Under the fully developed speckle hypothesis, the target vectors \(k\) follow a complex circular \(d\)-variate Normal distribution [17]

\[
p(k) = \frac{1}{\pi^{d/2}|\Sigma|} \exp \left(-\frac{|k|\Sigma^{-1}k}{2}\right), \quad (4)
\]

where \(|\cdot|\) is the determinant of a matrix and \(\dagger\) represents the conjugate transpose of a complex vector. This distribution is fully described by its covariance matrix \(\Sigma = E[|k|k|^\dagger]\) that contains information about power and relative phase between polarimetric channels. If \(k = k_l\) then \(\Sigma = C\) is called polarimetric covariance, and if \(k = k_p\) then \(\Sigma = T\) is called polarimetric coherency.

Unfortunately, \(\Sigma\) has to be estimated from the data over several independent samples, resulting in a loss of spatial resolution. The sample covariance is expressed as

\[
\tilde{\Sigma} = \frac{1}{L} \sum_{i=1}^{L} k_i k_i^\dagger, \quad (5)
\]

and is obtained by an operation called multi-looking that consists in taking the average of contiguous pixels.

Under this Gaussian hypothesis, the multi-look covariance matrix follows a complex Wishart density [17]. The estimation accuracy can be improved by increasing the number of samples. Unfortunately, increasing this number is only possible on homogeneous areas where pixels arise from identical scattering mechanisms.
III. THE BILATERAL FILTER FOR GRAY-LEVEL AND COLOR IMAGES

Let us consider a 2-D gray level image \( I : \Omega \subset R^2 \rightarrow R \) where a pixel is referenced by its 2-D location \( x \). The original expression of the bilateral filter at \( x_0 \) is [11]

\[
F(x_0) = \frac{1}{K} \int_{x \in \Omega} I(x) f_s(||x - x_0||) f_r(||I(x) - I(x_0)||) \, dx
\]

(6)

with

\[
K = \int_{x \in \Omega} f_s(||x - x_0||) f_r(||I(x) - I(x_0)||) \, dx,
\]

(7)

where the operator \( ||.|| \) is the \( L_2 \) norm. Weighting functions \( f_s \) and \( f_r \) have to be chosen such as they attain a maximum in zero and tend to zero if their argument goes to infinity. In this work we adopt the functions defined in the original version of the filter [11] where \( f_s(u) = g_{\gamma_s}(u) \) and \( f_r(u) = g_{\gamma_r}(u) \) with

\[
g_{\gamma}(u) = \exp(-\frac{u^2}{\gamma^2}),
\]

(8)

The parameter \( \gamma_s \) controls the spatial extent of the filter and is comparable to the window size used in other techniques like the Lee filter [4]. The parameter \( \gamma_r \) controls the amount of filtering according to the radiometric proximity between two pixels. The filter thus performs a local average of intensities, assigning weights to pixels depending on their spatial and radiometric similarity to the pixel located at \( x_0 \).

The filter is easily generalized to vectorial (e.g. color) images \( I : \Omega \subset R^2 \rightarrow R^N \) by replacing the absolute value by the \( L_2 \) norm in equation (6) and (7). In practice, the filter is applied to discrete images and approximated by a weighted sum of the pixel values in a finite local window \( W \) centered around \( x_0 \)

\[
F(x_0) = \sum_{x_i \in W} w_i I(x_i),
\]

(9)

where the weights are defined by

\[
w_i = \frac{f_s(||x_i - x_0||) f_r(||I(x_i) - I(x_0)||)}{\sum_{x_i \in W} f_s(||x_i - x_0||) f_r(||I(x_i) - I(x_0)||)}.
\]

(10)

Fig. 1 shows a visual interpretation of the filter behaviour for two examples of spatial structures in grey level images. As it may be observed, the strength of the bilateral filter is that it can adapt not only to straight edges but to any shape of discontinuity provided the edge is characterized by an abrupt intensity transition. For PolSAR data, this should constitute an advantage over other traditional filtering methods that use a discrete set of oriented windows. A drawback of this method is that it relies on the value of the central pixel that is uncertain because of noise. However, this limitation may be overcome by considering an iterative version of the filter as we show in the following. For an extensive survey on applications and variants of the bilateral filter, please refer to [18].

IV. EXTENSION OF THE FILTER TO POLSAR DATA

A. Bilateral filtering of covariance matrices

To be able to use the bilateral filter on PolSAR data, it has to handle polarimetric covariance matrices instead of vectors. Equation (9) thus becomes a weighted sum of covariances

\[
\hat{\Sigma}(x_0) = \sum_{x_i \in W} w_i \Sigma(x_i).
\]

(11)

Then the weights \( w_i \) given by equation (10) have to be expressed for matrices. Instead of norms of vector differences, matrix distances have to be used so that the weights act like similarities that attain a maximum for identical pixels and tend to zero if the distance goes to infinity. The spatial term of the weights remains unchanged.

The new expression for the weights by replacing the Euclidean norm by a matrix distance \( d(.,.) \) is

\[
w_i(x_i) = \frac{f_s(||x_i - x_0||_2) f_r [d(\Sigma(x_i), \Sigma(x_0))]}{\sum_{x_i \in W} f_s(||x_i - x_0||_2) f_r [d(\Sigma(x_i), \Sigma(x_0))]}.
\]

(12)

In the following we introduce several distances that are suitable for such a filter.

B. The symmetrized Kullback-Leibler divergence

The Kullback-Leibler divergence [13] has been defined to characterize the discrepancy between two probability distributions \( P_1 \) and \( P_2 \)

\[
D_{kl}(P_1 \parallel P_2) = \int_{-\infty}^{\infty} p_1(x) \ln \frac{p_1(x)}{p_2(x)} \, dx.
\]

(13)

Since this measure is not symmetric, a symmetrized Kullback-Leibler divergence may be defined as

\[
d_{kl}(P_1 \parallel P_2) = \frac{1}{2} [D_{kl}(P_1 \parallel P_2) + D_{kl}(P_2 \parallel P_1)],
\]

(14)

and verifies \( d_{kl}(P_1 \parallel P_2) = d_{kl}(P_2 \parallel P_1) \). In the case of d-variate complex circular Normal distributions \( N_c(0, \Sigma) \) and
\( N_2(0, \Sigma_2), \) it can be shown that this pseudo-distance depends only on the covariance matrices and is expressed as
\[
d_{kl}(\Sigma_1, \Sigma_2) = \frac{1}{2} \text{Tr}(\Sigma_1^{-1} \Sigma_2 + \Sigma_2^{-1} \Sigma_1) - d, \tag{15}\]
where \( d \) is the dimension of the multivariate density. Then, provided estimates of the covariances are available, this pseudo-distance can be used to compute the weights in equation (12).

C. Distances on the cone of Hermitian positive definite matrices

Since the covariance matrices lie on the symmetric cone of Hermitian positive definite (HPD) matrices, which is not a vector space but a Riemannian manifold, recent studies showed it was natural to use appropriate distances \([14],[15]\). An affine invariant metric has been proposed as a replacement for the Euclidean metric to deal with HPD matrices. The corresponding distance between two matrices \( \Sigma_1 \) and \( \Sigma_2 \) is\([15]\)
\[
d_{ai}(\Sigma_1, \Sigma_2) = \|\log(\Sigma_1^{1/2} \Sigma_2 \Sigma_1^{-1/2})\|_F, \tag{16}\]
where \( \log() \) is the matrix logarithm and \( \|\cdot\|_F \) the Frobenius norm. This distance corresponds to the length of the geodesic \( i.e. \) the shortest path \) between two points on the manifold and is invariant by affine transformation.

Another choice of geodesics on the manifold leads to the simpler log-Euclidean distance that has been defined as \([16]\)
\[
d_{le}(\Sigma_1, \Sigma_2) = \|\log(\Sigma_1) - \log(\Sigma_2)\|_F. \tag{17}\]
It has been shown that this distance is similarity invariant. In the following we investigate the use of such distances to compute the weights in equation (12).

D. Iterative scheme and implementation details

a) Iterative filtering: The distances introduced in the previous sections assume that the covariance matrices are known for each pixel of the PolSAR image. In practice, this is not the case since the original data is available in the form of the scattering matrix \( S \) described in equation (1). Moreover, those distances need to be computed on a full-rank matrix, that requires multi-looking (defined in equation (5)) of at least \( d \) independent pixels. Therefore, this multi-look image, though leading to a noisy covariance estimate, will be used as an initialization \( \hat{\Sigma}(0) \) for filtering the image in an iterative way, so as to progressively refine the estimate \([12],[19]\)
\[
\hat{\Sigma}^{(n+1)}(x_0) = \sum_{x_i \in W} w_i \hat{\Sigma}^{(n)}(x_i), \tag{18}\]
where the weights \( w_i \) \([12]\) are computed on the covariances from iteration \( n \).

b) Weight of the reference pixel: An issue of this type of filter when applied to noisy data is the very high importance given to the central pixel relative to its neighbours, leading to many unfiltered pixels. In fact, since this pixel is taken as a reference, it is always assigned a weight of one (corresponding to a distance of zero). However, its value is uncertain because it is also affected by noise. Consequently, there is no reason to give this pixel such a high weight in the average. To avoid this excessive weighting, authors of \([20]\) propose to set the weight of the central pixel to the maximum weight among its neighbors. We use this recommendation in our experiments.

c) Rank 1 targets: The use of the statistical and geodesic distances involves matrix inversion and logarithm. In order to avoid numerical problems, the involved matrices have to be full-rank. In theory, in the case of Gaussian distributed targets, a minimal multi-looking ensures that those matrices have this property. However, many pixels in PolSAR images cannot be described by distributed targets. If the resolution cell contains a dominant scatterer (due to, for instance, a corner reflector), the target behaviour is deterministic with one dominant scattering mechanism. The ideal model for this type of pixel is a rank 1 matrix, that cannot in theory be handled by the BLF. In practice, due to multi-looking and the scattering complexity of natural and made man targets, purely deterministic targets are unlikely to be present in the data. However, it is not excluded that some matrices are close to pure targets and produce numerical instability in the filtering process. For this reason, we propose a modification of the filter that allows to avoid the filtering of ill-conditioned matrices. For each pixel, before applying the filter, we compute the condition number of the matrix:
\[
\kappa(T) = \frac{\lambda_{max}}{\lambda_{min}}, \tag{19}\]
where \( \lambda_{max} \) and \( \lambda_{min} \) are the maximal and minimal eigenvalues of the matrix. If the matrix is ill-conditioned, the condition number goes to infinity and the inverse of this value is close to zero \([21]\). Then we compare \( 1/\kappa(T) \) to a threshold (set to \( 10^{-6} \) in our experiments) to detect rank deficient matrices. If the pixel is the central pixel in the window, it is left unfiltered. If the pixel is not the central one, its weight is simply set to zero so that it is excluded from the local average.

V. Experiments

To validate the method, we have divided our experiments into several main steps: we first evaluate the influence of the filter parameters on simulated data generated from sample
covariances measured on an experimental dataset. This evaluation helps us to tune the filter parameters. Then, we compare our approach to other filters from the literature. Finally, we apply the method to experimentally acquired data sets.

A. Validation on simulated data

Let us first introduce the strategy employed to generate our synthetic data. To obtain realistic simulations, we have selected four homogeneous areas from the fully polarimetric L-band Oberpfaffenhofen image acquired by the ESAR sensor from DLR in 1998. The mean $\mathbf{T}$ matrices over these areas have then been computed and used to simulate the 4 region dataset shown in Fig. 2 according to the method described in [3] (pp. 114-115) that we briefly recall here:

1) Compute the square root $\mathbf{T}^{1/2}$ of the covariance to simulate $\mathbf{T}$, where $\mathbf{T}^{1/2}(\mathbf{T}^{1/2})^\dagger = \mathbf{T}$.
2) Simulate $L$ complex random vectors $\mathbf{v}_i$ with zero mean and identity covariance matrix.
3) Compute $L$ single-look vectors $\mathbf{k}_i = \mathbf{T}^{1/2}\mathbf{v}_i$.
4) Compute the multi-look covariance $\mathbf{\Sigma}$ by combining the
Fig. 5. Evaluation on rank 1 targets. Two deterministic targets are artificially generated by simulating a pure trihedral coherency matrix (blue dot) and a pure dihedral one (red line). The background is speckle simulated by the Monte Carlo method described in section V-A. The simulated data (a) is filtered with the BLF \( d_{ai} \) (parameters are chosen according to section V-A) (b) and we observe that the true \( H/\alpha \) parameters (c), (d) are similar to the filtered ones (e), (f).

Fig. 4. Influence of filter parameters on edge preservation and smoothing for the BLF with \( d_{ai} \). For visualization purposes, we zoom on structures of interest. Those results can be interpreted in terms of edge preservation and noise reduction thanks to the curves of Fig. 3. The parameters used in (b) are those suggested by our quantitative analysis. Other choices of parameters lead to noisier (c), (e), or more blurred (d), (f) results.

independent samples according to equation (5).

It may be noted that those simulations only allow to generate homogeneous areas according to the fully-developed speckle model. The case of non-Gaussian and spatially correlated data are beyond the scope of this paper and left for future work.

Additionally, to simulate deterministic targets, we have measured the coherency matrix over a building layover in the ESAR image and added it in the form of parallel lines (close to the top left corner of our synthetic image) without speckle. Assuming that the strong double bounce scattering from the building dominates the overall response, the effects of speckle can be neglected in this case. Note that this is only an approximate way to simulate this kind of target. Nevertheless, we consider it is sufficient to study the spatial properties of our filter in this simulation. In fact, purely deterministic targets are represented by rank 1 matrices (only one scattering mechanism is present). This ideal model is usually not found in experimental data due to the presence of speckle and the effect of multi-looking. However, it is important to evaluate the filter in such an extreme case since some targets may be close to rank 1. Therefore, we study this case in a separate
TABLE II
COMPARISON OF MEAN ESTIMATES OF ENTROPY, MEAN ALPHA ANGLE AND T MATRIX ELEMENTS OVER FOUR HOMOGENEOUS AREAS FOR THE CONSIDERED POLSAR SPECKLE REDUCTION METHODS (SEE TEXT FOR DETAILS).

(a) Zone 1

|   | True value | Box γ × τ | Ref. Lee | IDAN | BF dkl | BF dsl | BF dce |
|---|------------|-----------|---------|------|--------|--------|--------|
| H | 0.48       | 0.48      | 0.48    | 0.49 | 0.48   | 0.48   | 0.47   |
| α | 0.56       | 0.56      | 0.56    | 0.56 | 0.56   | 0.56   | 0.56   |
| T11 | 8.03 | 8.04 | 7.99 | 7.46 | 7.90 | 7.92 | 8.12 |
| T22 | 2.64 | 2.63 | 2.63 | 2.44 | 2.59 | 2.60 | 2.64 |
| T33 | 0.55 | 0.55 | 0.55 | 0.51 | 0.54 | 0.54 | 0.53 |
| T12 | -2.19 - j 2.22 | -2.19 - j 2.23 | -2.17 - j 2.21 | -1.98 - j 2.01 | -2.15 - j 2.19 | -2.16 - j 2.20 | -2.22 - j 2.26 |
| T13 | 0.17 - j 0.15 | 0.17 - j 0.15 | 0.16 - j 0.15 | 0.14 - j 0.13 | 0.16 - j 0.15 | 0.16 - j 0.15 | 0.17 - j 0.15 |
| T23 | 0.11 - j 0.03 | 0.11 - j 0.04 | 0.11 - j 0.04 | 0.09 - j 0.03 | 0.11 - j 0.04 | 0.11 - j 0.04 | 0.11 - j 0.04 |

(b) Zone 2

|   | True value | Box γ × τ | Ref. Lee | IDAN | BF dkl | BF dsl | BF dce |
|---|------------|-----------|---------|------|--------|--------|--------|
| H | 0.97       | 0.97      | 0.96    | 0.97 | 0.97   | 0.97   | 0.97   |
| α | 0.87       | 0.88      | 0.88    | 0.88 | 0.88   | 0.88   | 0.88   |
| T11 | 75.21 | 74.95 | 74.83 | 70.61 | 73.64 | 73.93 | 74.57 |
| T22 | 48.03 | 47.92 | 48.15 | 45.23 | 47.16 | 47.34 | 47.32 |
| T33 | 45.82 | 46.04 | 46.30 | 45.72 | 45.44 | 45.58 | 45.50 |
| T12 | 4.80 + j 2.44 | 4.72 + j 2.39 | 4.59 + j 2.47 | 4.07 + j 2.58 | 4.47 + j 2.85 | 4.55 + j 2.85 | 4.68 + j 2.93 |
| T13 | 2.30 + j 0.22 | 2.33 + j 0.56 | 2.78 + j 0.54 | 2.17 + j 0.57 | 2.33 + j 0.58 | 2.32 + j 0.56 | 2.37 + j 0.59 |
| T23 | 0.32 - j 1.69 | -0.42 - j 1.77 | -0.37 - j 1.73 | -0.57 - j 1.46 | -0.40 - j 1.70 | -0.41 - j 1.69 | -0.42 - j 1.73 |

(c) Zone 3

|   | True value | Box γ × τ | Ref. Lee | IDAN | BF dkl | BF dsl | BF dce |
|---|------------|-----------|---------|------|--------|--------|--------|
| H | 0.68       | 0.68      | 0.68    | 0.68 | 0.68   | 0.68   | 0.68   |
| α | 0.82       | 0.83      | 0.83    | 0.82 | 0.82   | 0.82   | 0.82   |
| T11 | 13.71 | 13.32 | 13.24 | 12.61 | 13.23 | 13.31 | 13.51 |
| T22 | 13.82 | 13.55 | 13.39 | 12.71 | 13.34 | 13.41 | 13.64 |
| T33 | 1.35 | 1.35 | 1.66 | 1.46 | 1.52 | 1.52 | 1.56 |
| T12 | 2.41 + j 0.86 | 2.44 + j 0.75 | 2.38 + j 0.66 | 2.19 + j 0.54 | 2.37 + j 0.72 | 2.37 + j 0.77 | 2.44 + j 0.92 |
| T13 | 0.75 - j 0.20 | -0.26 - j 0.12 | -0.27 - j 0.29 | -0.23 - j 0.30 | -0.25 - j 0.26 | -0.26 - j 0.26 | -0.26 - j 0.26 |
| T23 | 0.39 - j 0.16 | 0.32 - j 0.12 | 0.91 - j 0.13 | 0.85 - j 0.13 | 0.90 - j 0.12 | 0.90 - j 0.11 | 0.93 - j 0.11 |

(d) Zone 4

|   | True value | Box γ × τ | Ref. Lee | IDAN | BF dkl | BF dsl | BF dce |
|---|------------|-----------|---------|------|--------|--------|--------|
| H | 0.54       | 0.54      | 0.54    | 0.55 | 0.54   | 0.54   | 0.53   |
| α | 0.45       | 0.45      | 0.45    | 0.45 | 0.45   | 0.44   | 0.44   |
| T11 | 25.71 | 25.45 | 25.18 | 23.66 | 25.04 | 25.22 | 25.80 |
| T22 | 3.79 | 3.78 | 3.77 | 3.56 | 3.72 | 3.72 | 3.72 |
| T33 | 3.40 | 3.38 | 3.39 | 3.17 | 3.31 | 3.32 | 3.31 |
| T12 | 2.67 - j 1.48 | 2.55 - j 1.35 | 2.51 - j 1.28 | 2.22 - j 1.00 | 2.50 - j 1.31 | 2.52 - j 1.34 | 2.60 - j 1.42 |
| T13 | -2.94 - j 1.56 | -2.83 - j 1.61 | -2.80 - j 1.61 | -2.49 - j 1.38 | -2.80 - j 1.55 | -2.81 - j 1.56 | -2.88 - j 1.62 |
| T23 | 0.57 - j 0.86 | -0.61 - j 0.86 | -0.61 - j 0.83 | -0.53 - j 0.73 | -0.59 - j 0.84 | -0.59 - j 0.84 | -0.60 - j 0.86 |

To evaluate the performance according to criterion 1, we propose the following quantity:

$$ERR_{glob} = \left[ \frac{1}{Nd_I} \sum_{i=1}^{N} ||\hat{T}_i - T_i||_F^2 \right]^{1/2},$$

where $N$ is the number of pixels in the image, $d$ is the dimension of the matrices, $T_i$ is the true covariance at pixel $i$ and $\hat{T}_i$ its estimate by the BLF. This error is the per element root mean square reconstruction error, measuring the average deviation between the true covariances and the ones estimated by the filter.

To measure the amount of smoothing over homogeneous areas (criterion 2), we use the estimated equivalent number of looks (ENL)

$$ENL = \frac{\hat{\sigma}^2}{\sigma^2},$$

This simulated dataset allows a quantitative evaluation of the bilateral filter (that we refer to as BLF in the following) for the three distances $d_{kl}$, $d_{sl}$ and $d_{ce}$ described in sections [V-B] and [V-C]. The BLF has 3 parameters: $\gamma_s$, $\gamma_r$ and the number of iterations $N_{it}$. Since $\gamma_s$ has the role of a spatial window, which has already been extensively studied for speckle filtering [22], we fix it to 2.2 and use an $11 \times 11$ window in all experiments. In the following, we focus our study on $\gamma_r$ and $N_{it}$.

We have chosen quantitative performance measures according to the following criteria:

1) closeness to the original signal in the mean square sense,
2) amount of smoothing in homogeneous areas and
3) preservation of edges.
where $\hat{\mu}$ and $\hat{\sigma}^2$ are the estimated mean and variance over a considered channel. Since our filter performs averages of covariance matrices and does not process the elements independently, all the channels are processed identically. Consequently, the ENL is only measured on the $T_{11}$ channel of the filtered image and over a manually selected homogeneous area, assuming the other channels have been applied the same smoothing.

Finally, an important feature of speckle filters that is sometimes overlooked is the preservation of edges (criterion 3). Here, an edge is considered to be present if two adjacent pixels belong to a different class in the ground-truth used for simulations. It is difficult to evaluate edge preservation on PolSAR images due to the complex nature of the data. We have found experimentally that the measure $ERR_{glob}$ as defined previously was not a relevant measure of edge reconstruction. This is due to the fact that pixels from homogeneous areas largely outnumber the ones located around edges and tend to dominate this quantity. Some authors \cite{23, 24} propose to use gradients to evaluate edge preservation. However, gradients can only be computed on intensity and are highly sensitive to noise. To measure the polarimetric reconstruction of edges, we propose to use the same measure as in equation (20) restricted to the pixels that are located on both sides of discontinuities

$$ERR_{edge} = \left[ \frac{1}{d^2} \sum_{i=1}^{N} \delta(M_i \neq 0) \| \mathbf{T}_i - \mathbf{T}_{M_i} \|_F^2 \right]^{1/2}, \hspace{1cm} (22)$$

where $M_i$ is the binary mask of such pixels indexed by their location $i$, $d$ is defined as in eq. (20) and $\delta(.)$ is equal to 1 if its argument is true and 0 otherwise. The mask $M_i$ is set equal to one if the pixel at location $i$ has at least one neighbour belonging to a different class in the ground truth. Thus, we eliminate the influence of pixels located inside homogeneous areas and focus on edge reconstruction.

Fig. 3 represents the curves corresponding to the variation of those values for different values of BLF parameters. We chose the range of values experimentally considering the fact that the curves for $ERR_{edge}$ have a local minimum for certain combinations of $\gamma_r$ and $N_{it}$. We limited the number of displayed curves for visual purpose. However, the evolution of the curves allow the reader to understand the effect of those parameters on the different measures. On the one hand, for low values of $\gamma_r$ the local minimum of $ERR_{edge}$ is attained for a high number of iterations. On the other hand, higher values of $\gamma_r$ require less iterations to attain the minimum but lead to an optimum with a higher error. This choice of values also allows to show that the global error $ERR_{glob}$ decreases with the number of iterations and that all the curves converge to the same value. Regarding the ENL, increasing both $\gamma_r$ and $N_{it}$ leads to higher values. It may be observed that both Riemannian distances $d_{ai}$ and $d_{le}$ behave in a very similar way. To obtain comparable curves for all the distances, we show the results of the BLF with $d_{kl}$ with a different set of parameters. This difference can be explained in an intuitive way by considering the simpler case of two real positive scalars: $d_{kl}$ varies as the sum of the ratio and its inverse whereas $d_{le}$ and $d_{ai}$ behave as the logarithm of the ratio. Therefore, the two kinds of distances have different dynamics. The curves representing the ENL show that the BLF with Riemannian distances achieve a higher amount of smoothing in homogeneous areas.

According to this experiment, we select a set of parameters that correspond to a high ENL and good edge preservation while allowing a reasonable computational cost (computation time is mostly linked to the number of iterations.) For $d_{ai}$ and $d_{le}$ we choose $\gamma_r = 1.33$ and $N_{it} = 4$ instead of $\gamma_r = 1.22$ and $N_{it} = 9$ because the gain in $ERR_{edge}$ and $ERR_{glob}$ is small and running the filter with 9 iterations would dramatically increase the computational cost. Nevertheless, it is shown in the following that those slightly sub-optimal values are sufficient so that the BLF outperforms the other compared methods. Therefore, the selected parameter set for $d_{ai}$ and $d_{le}$ is $\gamma_r = 1.33$ and $N_{it} = 4$ while for $d_{kl}$ we choose $\gamma_r = 3.11$ and $N_{it} = 4$.

Fig. 4 allows a visual comparison of the filtered image for the selected parameters and other parameter values. These images show that for the selected set of parameters, all edges are well-preserved in the image with a high level of smoothing on homogeneous areas. On the contrary, low values of $\gamma_r$ and $N_{it}$ result in a poor speckle reduction while too high values lead to blurry edges in low contrast areas. This visually confirms the measurements given in Fig. 3.

B. Validation on rank-1 targets.

It is important to verify that the method allows to avoid the filtering of purely deterministic targets. As explained in the previous section, ideal deterministic targets are unlikely to be present in experimental data. However, the presence of matrices that are close to rank 1 may result in numerical instability due to the use of matrix inversion and logarithm in the computation of the distances. Therefore, we have simulated a small image containing two ideal deterministic targets that correspond to rank one covariance matrices. A dot representing a purely trihedral target (the ideal representation of a corner reflector) is simulated with a diagonal matrix $\mathbf{T}_{tri} \propto diag(1, 0, 0)$ and a line modelling an ideal dihedral scatterer with matrix $\mathbf{T}_{dl} \propto diag(0, 1, 0)$. The background is a homogeneous area with speckle simulated by the previously described method (see section V-A). We filtered this image with the BLF using the parameters selected in the previous section. Fig. 5 shows the results obtained for the BLF with $d_{ai}$ that involves both matrix inversion and logarithm. Similar results were obtained with the other versions of the filter. It can be noted that, thanks to the modification described in section IV-D to handle deterministic targets, the background is well smoothed and both pure targets are preserved. This results in correct $H/\alpha$ parameters for both background and rank 1 targets.

C. Comparison with other filters

We first have visually compared the three versions of the BLF for the previously selected parameters with the boxcar filter with a $7 \times 7$ window, the refined Lee filter with 7 pixel wide oriented windows and the IDAN filter for a neighborhood
of 50 pixels. We used implementations available in the RAT[25] free software for the last two filters.

Fig. 6 shows a visual comparison of the results obtained with the different methods on the synthetic image. For a better visualization areas of interest have been extracted from the original image. While the boxcar filter blurs edges, degrading polarimetric information around boundaries, the BLF leads to sharp edges and smoothed estimates in homogeneous areas. Again, we notice that the Riemannian distance based filters perform better than the Kullback-Leibler divergence based filter, that produces noisier estimates. This could be explained by the use of matrix logarithms in the Riemannian distances that make these quantities less sensitive to speckle. Although the refined Lee and IDAN filters allow a good preservation of edges, they also result in a noisier image. In the case of the Lee filter this is due to the use of a finite number of oriented windows. In the case of IDAN, this is due to the hard decision of including or not a pixel in the average. This effect is not present in the BLF filtered images thanks to the use of continuously varying weights.

Table I displays the values of the previously defined quality measures for all the filtering methods. All versions of the BLF lead to lower error than the other filters in terms of global reconstruction and edge preservation. Moreover, the BLF outperforms the other methods in terms of ENL. Furthermore, it may be observed that the BLF with Riemannian distances leads to the best estimates.

To evaluate the effects of the BLF on polarimetric information, it is useful to apply a polarimetric decomposition to the filtered data and to compare it to the ideal values. In this work, we choose to consider the entropy-alpha ($H/\alpha$) decomposition[2]. Here, $\alpha$ denotes the mean alpha angle. For PolSAR data, it is also important that the filter does not lead to a systematic bias in the values of the covariance elements. On table I we display the mean values computed over 4 manually selected homogeneous areas (shown in Fig. 2). We also show the mean of $\alpha$ angle and entropy $H$. The estimated values are close to the real ones for all coherency elements, including off-diagonal, as well as for the mean alpha angle and polarimetric entropy. It may be observed that the various versions of the BLF compare well with the other techniques. This study also shows that both Riemannian versions of the BLF outperform the Kullback-Leibler based version.

D. Experimental data

Fig. 7 shows the result of the BLF with $d_{ai}$, applied to the experimental Oberpfaffenhofen dataset introduced at the beginning of the section. For a better visualization, only a cropped area of the original image is shown. This experiment was also done with $d_{de}$ that showed similar performance. As a preprocessing, a pre-summing of 2 pixels in both azimuth and range has been applied. The filtering parameters are the ones retained in the previous sections. It can be noted that the filter is able to preserve complex spatial structures in urban and forested areas and strongly reduces speckle on homogeneous areas. Fig. 8 shows a zoom on a sub-image with several homogeneous areas and compares the BLF with the boxcar, refined Lee and IDAN filters. The BLF results in sharp edges and very smooth homogeneous areas. As observed in simulations, the refined Lee and IDAN filters also preserve edges but they also lead to a noisier image that can be a problem for applications such as segmentation or edge detection. The drawback of the BLF is a slight over-smoothing of very low contrast edges. A representation of the estimated alpha entropy parameters is shown in the bottom row, using a Hue/Saturation color map. If the $H/\alpha$ parameters look roughly the same for all the filters, the BLF filtered image has a smoother aspect than the other ones. Fig. 9 shows a zoom on a corner reflector. It may be observed that the BLF allows a good reconstruction of the reflector, and performs a better background smoothing than the other methods.
Fig. 7. Results of the BLF with $d_{ai}$ applied to the Oberpfaffenhofen (DLR) dataset. BLF reduces speckle without blurring edges.

(a) Original (crop)  
(b) Boxcar $7 \times 7$  
(c) BLF $d_{ai}$  
(d) Refined Lee  
(e) IDAN

Fig. 8. Results over a cropped area (a) from image of Fig. 7. The boxcar filter blurs the image (b), the BLF leads to sharp edges and highly smoothed homogeneous areas (c). Results with refined Lee (d) and IDAN (e) are displayed for comparison. The corresponding $H/\alpha$ parameters are displayed (f) to (i) with a Hue/Saturation color map (j).

Fig. 10 shows representations of the point density in the $H/\alpha$ plane for boxcar, BLF, Lee and IDAN. Both BLF and boxcar lead to more compact scatter plots than Lee and IDAN filter, suggesting a higher amount of averaging. However, the BLF point cloud contains more very low entropy points than the boxcar one, suggesting its ability to preserve those points whereas boxcar tends to mix them with other higher entropy points.

Finally, we show results obtained with the same set of parameters on the more recent FSAR S-Band demo set provided by DLR (Fig. 11). The BLF achieves a high-quality reconstruction of the different types of structures in the image. In particular, it may be observed that buildings and roads are visually well preserved, as well as spatial texture in forested areas.

VI. CONCLUSION

In this paper, we have developed a new speckle filter for PolSAR data based on an iterative version of the bilateral filter. To take advantage of the radiometric similarities between covariance matrices in a local neighbourhood, we have used weights based on suitable distances.

The Kullback-Leibler statistical distance has been compared to two Riemannian distances, that are defined on the manifold of Hermitian positive definite matrices.

We have applied this filter to simulated and experimental data. An in-depth evaluation has been performed over synthetic data. A study of the results obtained by all versions of the filter with different sets of parameters has been achieved. This study allowed a selection of suitable parameters for the comparison with other filters. The BLF showed good performance for spatial preservation of edges and deterministic targets. Moreover, thanks to an iterative scheme, the BLF outperforms other methods in terms of ENL. The preservation of the $H/\alpha$ polarimetric parameters is also achieved. The best performance has been obtained with the Riemannian distance based filters. Finally, our filter has been applied to experimental data and achieved a high-quality restoration of complex spatial structures.

In this work we have considered only fully-developed speckle that corresponds to a Gaussian distribution of target vectors. To apply such an approach to very high resolution data, it should also be studied in the case of non-Gaussian data. Effects of the filter on spatially correlated texture should also be considered in future work. Since, the use of Riemannian based similarities showed the best performance, it would also be interesting to investigate the relation between Riemannian means and the parameters of probability distributions such as Wishart or K-distribution. In order to avoid a manual tuning of the parameters, automatic selection should be addressed in future research. Finally, the performance of the filter in terms
of sharp edge reconstruction and smoothing of homogeneous areas suggest to investigate its use in applications such as segmentation, edge detection and machine learning.
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