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Abstract

We interpret part of the experimental results of Shwartz-Ziv and Tishby [2017]. Inspired by these results, we established a conjecture of the dynamics of the machinery of deep neural network. This conjecture can be used to explain the counterpart result by Saxe et al. [2018].

1 Introduction

1.1 Set up

Consider a deep learning problem, the training data set \( \mathcal{D} = \{ (X_i, Y_i) \}_{i=1:n} \) is known, where \( \{X_i\}_{i=1:n} \) are the objects of interest, and \( \{Y_i\}_{i=1:n} \) are the corresponding labels, sampled from random variables \((X, Y)\) with unknown joint distribution. For example, \( X \) could be the continuous random variable over \([0, 1]^n\) for some large integer \( n \), representing the image of a single digit, and \( Y \) is a discrete random variable with integer ranging from 0 to 9.

In practice, the data \( \mathcal{D} \) is fed into a deep neural network \( \mathcal{F} \) parametrized by \( w \) which is of very high dimension. For each object \( x \), \( \mathcal{F}(\tilde{y}|x; w) \) assigns \( \{\tilde{Y} = \tilde{y}\} \) a probability, and the prediction is taken from the value with highest probability. In practice this is usually achieved by using softmax function. The goal is to use an optimization algorithm to train the parameter \( w \) of \( \mathcal{F} \) such that the joint probability of \((X, \tilde{Y})\) matches the joint probability of \((X, Y)\).

1.2 Motivation

Our work is primarily motivated by Zhang et al. [2017a] and Poggio et al. [2017]. In an underdetermined problem where the number of parameter \( w \) is way larger than the amount of samples \( \mathcal{D} \), there are typically infinite many solutions for \( w \). According to Occam’s razor, "simple" solutions are usually desired. In practice, the training of a deep neural network is not explicitly regularized, so there’s no obvious guarantee that the solution \( w \) we trained is "simple". However, the experimental results report that the model is still steadily improving after the set of solutions have already been reached. It’s commonly believed that the optimization algorithm used, named stochastic gradient descent, is improving \( w \) among the solutions of the underdetermined system.

The experiments performed by Shwartz-Ziv and Tishby [2017] give an answer to this phenomena from an information theoretic perspective. In their experiment, they designed a binary classification problem and trained a fully connected feed-forward neural network using SGD and cross-entropy loss function.

For each epoch during the training, they discretized the values for the last feature layer \( \tilde{Y} \) into 30 bins over -1 and 1 (which follows from the sigmoid activation function). Then \( P(\tilde{Y}, X) \) can be directly
approximated by running the neural nets. Then they compute

$$P(\hat{Y}|x) = \frac{P(\hat{Y}, x)}{P(x)},$$

which is used to compute

$$P(\hat{Y}, Y) = \sum_x P(x, Y)P(\hat{Y}|x, Y) = \sum_x P(x, Y)P(\hat{Y}|x).$$

$P(\hat{Y}, X)$ and $P(\hat{Y}, Y)$ are all we need to estimate $I(\hat{Y}; X)$ and $I(Y; \hat{Y})$.

Their goal is to estimate the dynamics of the mutual information $I(\hat{Y}; X)$ and $I(Y; \hat{Y})$. Here $I(\hat{Y}; X)$ can be interpreted as a measure of how much information $\hat{Y}$ retains("encodes") from $X$, and similarly $I(Y; \hat{Y})$ is how much information $\hat{Y}$ preserves("decodes") from $Y$. We encourage the reader to watch the fantastic video of the optimization process in the information plane at https://goo.gl/rygyIT.

In this paper we are interested in the behaviour of their last layer(in orange), which is essentially the behaviour of $I(X; \hat{Y})$ and $I(Y; \hat{Y})$. At the beginning of the training, both $I(X; \hat{Y})$ and $I(Y; \hat{Y})$ increases, meaning the network is “memorizing” the data from $X$ and outputing more meaningful information to $Y$, note that this process is fast. Then $I(X; \hat{Y})$ starts to decrease while $I(Y; \hat{Y})$ keeps increasing, meaning the network is “forgetting” the data it just memorized but is still improving to give more information about $Y$, note that this process is slow. The first part is named the fitting phase and the second part is named the compression phase.

Saxe et al. [2018] started a similar line of work measuring the dynamics of the mutual information. They proposed the following:

1. The compression phase is not explicit if the network uses ReLU activation function instead throughout the network.

2. The compression phase is happening alongside with the fitting phase if the input data is Gaussian-like and the labels are assigned randomly.

3. It is theoretically implausible to measure the information in the intermediate layer, given that mutual information between continuous random variables is in general ill-defined.

1.3 Our contribution

1.3.1 Decomposition of Deep Network

We propose the following conjecture of the machinary of deep neural network(see Figure [1]): the data is transformed into linearly seperable feature by the nonlinear ReLU network, which is “almost invertible” as to be explained in detail below. The following full connected layer and sigmoid/softmax function together behave like a multiclass SVM, giving the best prediction among all available classes.

![Figure 1: Our proposed decomposition of Deep Neural Network](https://example.com/binary.png)

1.3.2 Interpretation of Information Theory

Given this structure, we can give interpretation to the experimental results by Shwartz-Ziv and Tishby [2017]. The fitting phase corresponds to finding parameters from ReLU network to organize the features in last layer into a linearly seperable fashion, and find full connected parameters represent
hyperplanes to separate the features. The compression phase corresponds to finding parameters maximizing the margin of the linear separation, which is essentially driven by the randomness of the SGD algorithm. This progresses slowly as we will prove in Section 2.1. Note that the procedure of the margin maximization is to find the "support feature" and "forgetting" other features, enabled by the sigmoid/softmax function. It follows that mutual information between input $X$ and prediction $\tilde{Y}$ is diminishing during this phase.

The phenomena proposed by Saxe et al. [2018] can therefore be explained:

1. If the activation function used in last layer is replaced by ReLU, then the SVM structure will be destroyed. The network is not “forgetting” approximately half of the features, so the compression phase will not be explicit.

2. The Gaussian input is isotropic so no network can transform this data into a linearly separable one. We argue that compression phase only exists if there’s a margin between data from different classes.

3. We agree that it’s often dangerous to define mutual information between continuous valued random variables. In general, if the joint probability of two continuous random variable is not degenerate over an open neighborhood, then there exists an invertible mapping, which needs infinite amount of information to describe the mutual relationship. In fact, we do believe that the neural network will have better performance if the intermediate layers can fully preserve the information of $X$. In this case ReLU does a better job than sigmoid or tanh functions do, which matches the experimental reports by Nair and Hinton [2010]. But the last layer should be fully connected and activated by sigmoid function, as indicated by Krizhevsky et al. [2012].

However, the mutual information between continuous valued random variable and discrete valued random variable is well defined in a sense that the discretized measurement converges (see Appendix C). So we argue that the empirical measurement by Shwartz-Ziv and Tishby [2017] on the last layer remains theoretical valid, which supports our hypothesis. Throughout our theoretical analysis below, both $Y$, $\tilde{Y}$ represent a discretized prediction random variable when comparing with $X$.

### 1.3.3 Interpretation of Res-Net

Residual Network by He et al. [2015], the winner of ILSVRC2015, is one of the best existing deep network structures. Here we explain why it is so successful from our theory.

It’s well known that a network that is too deep is not working very well. One of the reason could be, from our perspective, there’s too much information loss from the first part, $F$, of our proposed structure (Figure 1). Res-Net is designed to allow the model to “learn” identity map easily. Specifically, in Kraskov et al. [2004], they mentioned in appendix that mutual information is fully preserved under homeomorphisms (smooth and uniquely invertible maps). In Res-Net, the building block with input vector $x$ and output vector $y$ is related as:

$$y = L(x) + x = (L + I)(x), \quad (1)$$

where the operator $L$ could be a composition of activation functions, convolution, drop-out (Srivastava et al. [2014]) and batch normalization (Ioffe and Szegedy [2015]). See Section 3.3 for more details.

It can be shown that (see Appendix E for a proof) if the operator norm $|L| < 1$, then $L + I$ is theoretically guaranteed to have an inverse, which enables information preservation between intermediate layers. In Section 3.3 we experimentally verified that $|L| < 1$ for all intermediate layers.

The main strength of Res-Net, in our understanding, is it allows the deep mapping $F$ in Figure 1 to be invertible, independent of $L$, which is almost never invertible due to the use of ReLU, convolution, drop-out and other singular operations.

In the work by Jacobsen et al. [2018], they built an deep invertible networks and showed that a network could be successful without losing any information in the intermediate layers.

### 1.4 Related work

Zheng et al. [2018] understood DNN from a Maximum entropy perspective. Chaudhari et al. [2016] used entropy to detect wide valleys for SGD algorithm. Shamir et al. [2010] proved generalization property of IB framework. Achille and Soatto [2016] investigated the amount of information loss through various of operations in deep network. Troost et al. [2018] proved an upper bound on the
number of nodes needed for a two-layer network to separate the data. Alemi et al. [2016] designed a variational approximation to the IB framework.

### 2 Proofs

In this section we prove our conjecture in Figure 1 as follows:

1. We prove that it takes $I(Y; \tilde{Y})$ a time with polynomial order to grow during the fitting phase, and a time with exponential order to grow during the compression phase, which matches the video of the information plane dynamics by Shwartz-Ziv and Tishby [2017].

2. We assume that $F$ in Figure 1 is almost invertible in the sense that $I(F(X); Y) \approx I(X; Y)$.

We argue that the Deep Network $F$, treated as an abstract function describing relationship between $\tilde{Y}$ and $(X, Y)$, is governed, if the word "parametrized" is not proper, by the quantities $I(X; \tilde{Y})$ and $I(Y; \tilde{Y})$.

From an information theoretic setup, the IB problem can be considered as:

$$I(X; \tilde{Y}) - \alpha I(Y; \tilde{Y}) = I(F(X); \tilde{Y}) - \alpha I(Y; \tilde{Y}),$$

(2)

where $\alpha$ is some positive constant. Therefore we can abuse the notation between $X$ and $F(X)$ as they are equivalent in the information theoretic setting. In particular, we have $\tilde{Y} = f(X)$ where $f$ is defined in Figure 1.

Then we prove there’s a direct relationship between IB problem and SVM problem in linear case.

We conclude that deep neural network, from a information theoretic point of view, can be reduced to a hard-margin SVM problem.

3. We discuss the notion of generalization in our context.

#### 2.1 Machinery of SGD

There is a history of work towarding the behavior of discrete SGD. In particular, Roberts and Tweedie [1996] shows that the discrete Langevin diffusion converges to the target distribution exponentially fast in time. This is a general result applying to Markov Chain Monte Carlo (MCMC) and is not practical because SGD is a "path-finder" with a diminishing step length. Raginsky et al. [2017] and Tzen et al. [2018] showed that the searching path of SGD needs time of exponential order to jump.
from one local min to another local min, which is intuitively why the compression phase is slow. \cite{Zhang++2017} showed that the SGD path needs time of polynomial order to enter the first "good" local min, which is intuitively why the fitting phase is fast.

In our work, we present a similar result from an information theoretic perspective, by using an analogy to standard stochastic convex analysis in \cite{Bottou1998}.

Recall this video from Shwartz-Ziv and Tishby \cite{Shwartz-ZivTishby2017} on information plane at https://goo.gl/rygyIT.

**Claim 2.1.** The general form of SGD is given by:

\[
    w_{t+1} = w_t - a_t \nabla F(w_t) - b_t \mathcal{B},
\]

where \(a_t, b_t\) are positive constant varying with time \(t\) and \(\mathcal{B}\) is the standard Gaussian \(\mathcal{N}(0, I)\).

In particular, consider a Langevin Monte Carlo(LMC) setting where \(a_t = \frac{1}{t}\) and \(b_t = \frac{1}{\sqrt{t}}\).

Then \(I(Y; \hat{Y})\) reaches local maximum in time with polynomial order, and hits higher local maximum in time with exponential order.

**Proof.** From Appendix A, we have:

\[
    I(X; \hat{Y}) \leq 2(\text{Var}(p(\hat{y})) + \text{Var}(p(\hat{y}|x))).
\]

From Appendix B we have:

\[
    I(Y; \hat{Y}) \geq A + \log(\prod_{i=1}^{n} f(y_i|x_i; w_t)) + \sum_{i=1}^{n} \log(p(y_i|x_i)).
\]

Now I focus on showing this lower bound (5) is first increasing polynomially fast, then logarithmically slow, driven by the machinery of SGD.

Denote \(F(w_t) = -\sum_{i=1}^{n} \log(f(y_i|x_i, w_t))\) and consider the SGD mechanics in general form as follows:

\[
    w_{t+1} = w_t - a_t \nabla F(w_t) - b_t \mathcal{B},
\]

where \(a_t, b_t\) are positive constant varying with time \(t\) and \(\mathcal{B}\) is standard Gaussian \(\mathcal{N}(0, I)\).

Denote a discrete set of local minimas and saddle points of \(C\) in \(w\).

Let \(x, y \in \mathbb{R}^d\) satisfy:

\[
    \rho(w, C) = \inf \{||w - c||_2 : c \in C\}.
\]

**Assumption:**

(1) \(F\) is \(M\) smooth with respect to \(C\):

Let \(c_x = \arg \inf c \{||x - c||_2 : c \in C\}, \text{ then } ||\nabla F(x) - \nabla F(x)||_2 \leq M||x - y||_2, \text{ for all } x, y \in W\) satisfying \(c_x = c_y\).

(2) \(F\) is \(m\) strongly convex with respect to \(C\):

Let \(c_x = \arg \inf c \{||x - c||_2 : c \in C\}, \text{ then } \langle \nabla F(x) - \nabla F(x), x - y \rangle \geq m||x - y||^2_2, \text{ for all } x, y \in W\) satisfying \(c_x = c_y\).

Now suppose \(w_1\) is closed to \(w^* \in C\), where \(w^*\) is more than \(O(t)\) away from other element in \(C\), then if we consider the training process restricted to a polynomial time regime, we have \(\rho(w_1, C) = ||w_1 - w^*||\), and we have the following:

\[
    ||w_{t+1} - w^*||^2 = ||w_t - a_t \nabla F(w_t) - b_t \mathcal{B} - w^*||^2
\]

\[
    = ||w_t - w^*||^2 - 2\langle w_t - w^*, a_t \nabla F(w_t) + b_t \mathcal{B} \rangle + ||a_t \nabla F(w_t) + b_t \mathcal{B}||^2
\]

Taking expectation with respect to filtration \(\mathcal{F}_t\) at time \(t\) gives:

\[
    \mathbb{E}(||w_{t+1} - w^*||^2|\mathcal{F}_t) = \mathbb{E}(||w_t - w^*||^2 - 2a_t \langle w_t - w^*, \nabla F(w_t) \rangle + a_t^2 ||\nabla F(w_t)||^2 + b_t^2)
\]

\[
    \leq ||w_t - w^*||^2 - 2a_t m ||w_t - w^*||^2 + a_t^2 M^2 ||w_t - w^*||^2 + b_t^2
\]

\[
    = (1 - 2a_t m + a_t^2 M) ||w_t - w^*||^2 + b_t^2
\]
Now consider a Langevin Monte Carlo (LMC) setting where \( a_t = \frac{1}{t} \) and \( b_t = \frac{1}{\sqrt{t}} \). Then (7) becomes:

\[
\begin{align*}
\mathbb{E}(|w_{t+1} - w^*|^2 | \mathcal{F}_t) &= (1 - 2 \frac{m}{s} + \frac{M^2}{s^2}) |w_t - w^*|^2 + \frac{1}{t} \\
\mathbb{E}(|w_{t+1} - w^*|^2) &= (1 - 2 \frac{m}{s} + \frac{M^2}{s^2}) \mathbb{E}(|w_t - w^*|^2) + \frac{1}{t} \\
\mathbb{E}(|w_{t+1} - w^*|^2) &\leq \prod_{s=1}^{t} (1 - 2 \frac{m}{s} + \frac{M^2}{s^2}) \mathbb{E}(|w_1 - w^*|^2) + \sum_{s=1}^{t} \frac{1}{s} \\
&= \prod_{s=1}^{t} (1 - 2 \frac{m}{s} + \frac{M^2}{s^2}) \mathbb{E}(|w_1 - w^*|^2) + O(\log(t) + 1)
\end{align*}
\]

According to L’Hopital’s rule:

\[
\lim_{s \to \infty} \frac{\log(1 - 2 \frac{m}{s} + \frac{M^2}{s^2})}{s} = \lim_{s \to \infty} \frac{2 \frac{m}{s} - 2M^2 s^{-3}}{1 - 2 \frac{m}{s} + \frac{M^2}{s^2}} = -2m.
\]

So \( \log(1 - 2 \frac{m}{s} + \frac{M^2}{s^2}) \) is comparable with \( \frac{1}{s} \), and \( \sum_{s=1}^{t} \log(1 - 2 \frac{m}{s} + \frac{M^2}{s^2}) \) is comparable with \(-\log(t)\) and therefore \( \prod_{s=1}^{t} (1 - 2 \frac{m}{s} + \frac{M^2}{s^2}) \) is of order \( O(\frac{1}{t}) \).

So our conclusion is:

\[
\mathbb{E}(|w_{t+1} - w^*|^2) = O(\frac{1}{t}) \mathbb{E}(|w_1 - w^*|^2) + O(\log(t))
\]

This shows under a polynomial time regime, \( w_t \) is converging to a local min of \( F \) linearly fast.

But if we consider the exponential time regime, the above analysis is invalid because the last term of (10) is innegligible. There’s a possibility that \( w_t \) may jump to another \( w^* \in C \).

Here we conclude that the lower bound \( \mathbb{E}(Y) \) of the quantity of interest converges to a local min in polynomial time, then switch higher to "better" local max in exponential time, which explains the video of Tishby’s.

\[ \square \]

### 2.2 Relationship between IB and SVM

For simplicity we prove the result for binary classification.

**Claim 2.2.** Consider a binary classification problem where the data set \( \mathcal{D} = (x_i, y_i) \) are linearly separable. \( p(\tilde{y} = 1|x, w) \) is modeled by \( f(x, w) = \sigma(w^t x) \) and \( p(\tilde{y} = -1|x, w) = 1 - f(x, w) \). Recall that \( \sigma(t) = \frac{1}{1+e^{-t}} \).

Given a IB problem:

\[
\begin{align*}
\text{Minimize } I(X; \tilde{Y}) - \alpha I(Y; \tilde{Y})
\end{align*}
\]

it can be formulated as hard margin SVM problem.

**Proof.** From Appendix \( \mathbf{A} \) we have that:

\[
I(X; \tilde{Y}) \leq 2(\text{Var}(p(\tilde{y})) + \text{Var}(p(\tilde{y}|x)))
\]

Here we make an assumption that for the models we trained over time, it’s output \( \tilde{Y} \) is approximately uniform distributed over the finite labels. So we treat \( p(\tilde{y}_i) \) as constant for all \( i \). In particular, we assume: \( p(\tilde{y} = 1) \approx p(\tilde{y} = -1) \approx \frac{1}{2} \), then the first term of (14) on RHS can be controlled:

\[
\text{Var}(p(\tilde{y})) \leq D,
\]

for some constant \( D \).

We can bound the second term of (14) on RHS by:

\[
\text{Var}(p(\tilde{y}|x)) \leq \int_X \int_X p(x, \tilde{y}) p(\tilde{y}|x)^2 dxd\tilde{y}
\]

\[
= \int_X \int_X p(\tilde{y} = 1|x) \sigma(w^t x) p(x) dx + \int_X p(\tilde{y} = -1|x) \sigma(w^t x)^2 p(x) dx + \int_X (1 - \sigma(w^t x))^3 p(x) dx
\]

\[
= \int_X (1 - 3\sigma(w^t x) + 3\sigma(w^t x)^2) p(x) dx + \int_X (1 - \sigma(w^t x))^3 p(x) dx
\]

\[
\frac{1}{2} + \int_X (\sigma(w^t x) - \frac{1}{2})^2 p(x) dx
\]
Consider the 1st order Taylor expansion:

$$\sigma(w^tx) = \sigma(0) + \sigma'(0)(w^tx) \leq \frac{1}{2} + \frac{1}{4}w^tx.$$  (17)

Substitute it into (16) to get:

$$\text{Var}(p(\hat{y}|x)) \leq \frac{1}{2} + 3 \int_X (\sigma(w^tx) - \frac{1}{2})^2 p(x)dx$$

$$= \frac{1}{4} + \frac{3}{10} \int_X (w^tx)^2 p(x)dx$$

$$= \frac{1}{4} + (\frac{3}{10} \int_X x^2 p(x)dx)||w||^2$$  (18)

To conclude, we have a bound of (14) the form:

$$I(X; \hat{Y}) \leq A + B||w||^2.$$  (19)

From Appendix B, we approximate the Mutual information $I(Y; \hat{Y})$ by:

$$I(Y; \hat{Y}) = \sum_i \log \left( \frac{p(y_i | \hat{y}_i)}{p(y_i)p(\hat{y}_i)} \right)$$

$$= \sum_{i=1}^n \log \left( \frac{\sum_{j=1}^n p(y_i | \hat{y}_i | x_j)}{\sum_{j=1}^n p(y_i | \hat{y}_j | x_j)p(\hat{y}_i | x_j)} \right)$$

$$= \sum_{i=1}^n \log \left( \frac{\sum_{j=1}^n p(y_i | x_j)p(\hat{y}_i | x_j)}{p(y_i)p(\hat{y}_i)} \right).$$  (20)

with high probability.

Also note that $p(\hat{y}_i | x_j)$ is given by the model $f(\hat{y}_i | x_j; w)$.

where the prediction $\hat{y}_i$ satisfies:

$$p(\hat{y}_i | x_j) = f(x_i, w) = \sigma(w^tx_i).$$  (21)

So $I(Y; \hat{Y})$ is now of the form:

$$I(Y; \hat{Y}) \geq A + \sum_{i=1}^n \log \left( \sum_{j=1}^n p(y_i | x_j)f(\hat{y}_i | x_j; w) \right)$$

$$\geq A + \sum_{i=1}^n \log \left( p(y_i | x_i)f(\hat{y}_i | x_i; w) \right)$$

$$\geq A + \sum_{i=1}^n \log(f(\hat{y}_i | x_i; w)) + \sum_{i=1}^n \log(p(y_i | x_i))$$

$$\geq A + \sum_{i=1}^n \log(\sigma(w^tx_i) - \frac{1}{2} + \frac{1}{2}) + \sum_{i=1}^n \log(p(y_i | x_i))$$  (22)

with high probability for some constant $A$.

Finally we put (19)\& (22) together:

$$I(X; \hat{Y}) - \alpha I(Y; \hat{Y}) \leq A' + B||w||^2 - \alpha \sum_i \log(\sigma(w^tx_i) - \frac{1}{2} + \frac{1}{2}),$$

(23)

This is a Lagrangian form of an optimal margin classifier.

\[ \square \]

### 2.3 Generalization

Consider the target random variable $X$ with unknown distribution. We have a collection of samples of it, denoted as $\mathcal{D} = \{x_i\}_{i=1}^n$. Also denote the hypothesis class as $\mathcal{H}$.

The loss function is defined as:

$$l : X \times \mathcal{H} \rightarrow \mathbb{R}_+$$  (24)

And the risk:

$$\mathcal{R} = \mathbb{E}_X[l(x, f)].$$  (25)

The optimal function is defined as:

$$f^* \in \arg \min_{f \in \mathcal{H}} \mathcal{R}(f).$$  (26)

Empirical risk minimization (ERM) is given as:

$$\hat{f} \in \arg \min_{f \in \mathcal{H}} \hat{\mathcal{R}}(f),$$  (27)
where $\hat{R}(f)$ is given as:

$$\hat{R}(f) = \frac{1}{n} \sum_{i=1}^{n} l(x_i, f).$$  \tag{28}$$

Consider the following decomposition:

$$\mathcal{R}(\hat{f}) = \mathcal{R}(\hat{f}) - \hat{\mathcal{R}}(\hat{f}) + \hat{\mathcal{R}}(\hat{f}) - \hat{\mathcal{R}}(f^*) + \hat{\mathcal{R}}(f^*) - \mathcal{R}(f^*) + \mathcal{R}(f^*) \leq \sup_{f \in \mathcal{H}} |\mathcal{R}(f) - \hat{\mathcal{R}}(f)| + 0 + |\hat{\mathcal{R}}(f^*) - \mathcal{R}(f^*)| + \mathcal{R}(f^*).$$  \tag{29}$$

Here in (29), the second $\hat{\mathcal{R}}(\hat{f}) - \hat{\mathcal{R}}(f^*)$ is bounded by zero by definition; $\hat{\mathcal{R}}(f^*) - \mathcal{R}(f^*)$ is small, guaranteed by the law of large number under the assumption that the number of samples $n$ is sufficiently large. $\mathcal{R}(f^*)$ is a constant depending on the hypothesis class $\mathcal{H}$.

The bound $\sup_{f \in \mathcal{H}} |\mathcal{R}(f) - \hat{\mathcal{R}}(f)|$ for $\mathcal{R}(\hat{f}) - \hat{\mathcal{R}}(\hat{f})$ is typically controlled by the VC theory in the literature, see Vapnik [1995]. But as pointed out in Zhang et al. [2017a], if the number of parameters is much larger than the number of samples, some form of regularization is needed to ensure small generalization error. Neyshabur et al. [2017b] mentioned that a sharper bound can be obtained by making it dependent on the choice of $f$.

We would like to provide more insights to generalization, by formally establishing relationship between generalization in deep learning and margin. In our model, the SVM in the last layer generalizes better if the margin is larger. In Neyshabur et al. [2017a], they carefully analyzed the notion of normed based control on margin with relation to generalization. In Bartlett et al. [2017], they also proved a bound on generalization with margin by using Rademacher complexity.

3 Experiments

In this section we interpret existing experimental results using our theory. We also did experiment verifying features of our own interest on Res-Net.

3.1 Deep Residual Network

Here we use full reference to experimental results from He et al. [2016].

Table 1: Classification error (%) on the CIFAR-10 test set using different activation functions.

| case                  | Fig. | ResNet-110 | ResNet-164 |
|-----------------------|------|------------|------------|
| original Residual Unit| Fig. 3(a) | 6.61       | 5.93       |
| BN after addition     | Fig. 3(b) | 8.17       | 6.50       |
| ReLU before addition  | Fig. 3(c) | 7.84       | 6.14       |
| ReLU-only pre-activation | Fig. 3(d) | 6.71       | 5.91       |
| full pre-activation   | Fig. 3(e) | **6.37**   | **5.46**   |

Here they compared different structures for building blocks and report the performance in Table 1. We give an interpretation to their result according to our theory: (a)&(b) both have ReLU after adding the identity mapping, which makes the whole mapping not invertible; (c) makes $\mathcal{L}$ defined in (1) an nonnegative operator, which may potentially enlarge this operator norm out of our theoretical guarantee (Appendix E); (d) performs ReLU directly to input, which loses information, applying Batch Normalization after convolution also is meaningless.

3.2 Flat Basins

Here we use full reference to experimental results from Sagun et al. [2017].

On generalization property of GD, Poggio et al. [2017] proved in appendix that GD converges to optimal solution to underdetermined least square problem, under proper initialization; Soudry et al. [2018] proved that GD converges to the optimal solution of a hard margin SVM slowly.
Figure 3: Various usages of activation in Table I. All these units consist of the same components — only the orders are different.

Figure 4: Large batch training immediately followed by small batch training on the full dataset of CIFAR10 with a raw version of AlexNet.

Their work motivated us to see the corresponding result in deep learning. The difference is, in our theory, the separable data is not deterministic as it’s controlled by the feature learning map $F$ in Figure 1. The network is looking for a $F$ to create a larger margin between data of different category and a “weighted” linear separator $f$ to achieve that maximum margin.

Back to their experiment, they trained a neural network with batch gradient descent (GD) for the first 2.5k steps and switch to stochastic gradient descent (SGD) for the rest 2.5k steps. Notice there’s a significant jump at step 2.5k when the optimization algorithm is changed.

They argue that despite the jump, there exists a linear interpolation between LHS and RHS so GD and SGD lead to essentially the same “basin”. As pointed out by [Dauphin et al., 2014], in a very high dimensional problem, it’s very hard to encounter a strict local minima: almost all critical points are saddle points as there could always exist some direction that is not “going up” in the landscape. So we do suspect that almost all “basins” are connected together in some sense. In the work by [Dinh et al., 2017], they argued that a universal definition of flatness of the error surface is still unclear. In particular, they proved that the geometry of a local minimum can be changed arbitrarily by reparametrization, without changing what function it represents.
Instead concerning about the notion of flatness, we can talk about margin. According to our theory, GD only separates the feature data, but does not maximize the margin. At step 2.5k, there are some feature point sitting right at the boundary of the linear separator and SGD will break this balance, which leads to that sudden jump in the training error. In the end SGD generalizes better because the linear separator in the last layer separates the feature data by a larger margin. The notion of margin needs to be defined carefully as it scales with the norm of the weights and data.

3.3 Norm of $\mathcal{L}$

![Graph showing values of $|\mathcal{L}(x)|/|x|$ for each building block over the training steps.]

We used tensorflow code uploaded on Github by wenxinxu, ran a 32-layer residual network on CIFAR-10 for 80k steps and computed the $|\mathcal{L}(x)|/|x|$ for each building block at each step. Here $|\cdot|$ is defined to be the square-root of the sum of squares of all entries in the tensor. We exported the output for all 15 building blocks over the training, from tensorboard. We can conclude that operator norm for every building block is smaller than 1, which meets our hypothesis.

3.4 Advantage of ReLU over Sigmoid/Tanh

Here we use full reference to experimental results from Saxe et al. [2018].
Figure 6: Stochastic training and the information plane. (A) tanh network trained with SGD. (B) tanh network trained with BGD. (C) ReLU network trained with SGD. (D) ReLU network trained with BGD. Both random and non-random training procedures show similar information plane dynamics.

Although Sigmoid and Tanh functions are mathematically invertible, they push large amount of information to the boundary of the range, which in practice will be classified as a single bin, making them highly noninvertible. On the other hand, ReLU keeps at least half of the information from input. Their experimental result matches our theory: Tanh function compresses information and ReLU keeps fair amount of information.

We would like to emphasis again that a network only needs one compressive activation function, which is in the last layer playing the role similar to SVM.

### 3.5 iRevNet

Figure 7: Accuracy of a linear SVM and nearest neighbor against the number of principal components retaine.

Here we use full reference to experimental results from [Jacobsen et al.](2018). They projected the feature data of last layer of the network to a low dimensional space by PCA and did SVM on them. The good performance of SVM shows the intrinsic dimensionality of the feature data in the last layer is low, which supports our seperability assumptions.

### 4 Conclusion

In this paper, we analyzed the dynamics of the information plane proposed by [Shwartz-Ziv and Tishby](2017). More importantly, we gave a hypothesis for the learning structure of deep neural network, and answered the questions arised from [Saxe et al.](2018).
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A  Bound for $I(X; \tilde{Y})$

The intuition is Jensen’s inequality is loose if the term in log deviates from constant by a lot.
Consider the second quantity $I(X; \tilde{Y})$ given by:

$$I(X; \tilde{Y}) = \int_Y \int_X p(x, \tilde{y}) \log\left( \frac{p(x, \tilde{y})}{p(x)p(\tilde{y})} \right) dx d\tilde{y}$$  \hspace{1cm} (30)

Our goal is to show that (1) is decreasing at a rate upper bounded by polynomial.

Denote $f(x, \tilde{y}) = \frac{p(x)p(\tilde{y})}{p(x, \tilde{y})}$, consider the 2nd order Taylor form around 1:

$$\log(f(x, \tilde{y})) = \log(1) + (f(x, \tilde{y}) - 1) - \frac{1}{2c^2}(f(x, \tilde{y}) - 1)^2,$$  \hspace{1cm} (31)

where $c$ is between $f(x, \tilde{y})$ and 1.

Observing $E(f(x, \tilde{y})) = 1$, then substitute (2) into (1) get:

$$I(X; \tilde{Y}) = \int_Y \int_X p(x, \tilde{y}) \frac{1}{2c^2}(f(x, \tilde{y}) - 1)^2 dx d\tilde{y}.$$  \hspace{1cm} (32)

If $c \geq 1$, then $\frac{1}{2c^2}(f(x, \tilde{y}) - 1)^2 \leq \frac{1}{2}(f(x, \tilde{y}) - 1)^2$; if $c \leq 1$, then $\frac{1}{2c^2}(f(x, \tilde{y}) - 1)^2 \leq \frac{1}{2}(1 - \frac{1}{f(x, \tilde{y})})^2$.

It follows we can upper bound (3) by:

$$I(X; \tilde{Y}) \leq \frac{1}{2} \int_Y \int_X p(x, \tilde{y})[(f(x, \tilde{y}) - 1)^2 + (1 - \frac{1}{f(x, \tilde{y})})^2] dx d\tilde{y}$$

$$= \text{Var}(f(X, \tilde{Y})) + \text{Var}(\frac{1}{f(X, \tilde{Y})})$$

$$= \text{Var}(\frac{p(y)}{p(y|x)}) + \text{Var}(\frac{p(y|x)}{p(\tilde{y})})$$

$$\leq 2(\text{Var}(p(y)) + \text{Var}(p(\tilde{y})))$$  \hspace{1cm} (33)

B  Approximation for $I(Y; \tilde{Y})$

Consider

$$I(Y; \tilde{Y}) = \int_Y \int_Y p(y, \tilde{y}) \log\left( \frac{p(y, \tilde{y})}{p(y)p(\tilde{y})} \right) dy d\tilde{y}.$$  \hspace{1cm} (34)

which can be regarded as $E Z$ for some random variable $Z$ with probability density:

$$p_Z(\log(\frac{p_{Y,Y}(y, \tilde{y})}{p_Y(y)p_Y(\tilde{y})})) = p_{Y,Y}(y, \tilde{y}).$$  \hspace{1cm} (35)

By Appendix F, $Z$ is subexponential, so by Bernstein’s inequality (see Vershynin [2018]) we have, for sample size large enough, a high probability bound guarantees the empirical approximation of $I(Y; \tilde{Y})$:

$$\sum_{i=1}^{n} \log(p(y_i, \tilde{y}_i) / p(y_i)p(\tilde{y}_i)),$$  \hspace{1cm} (36)

which has another empirical version:

$$\sum_{i=1}^{n} \log(\frac{\sum_{j=1}^{n} p(y_i, \tilde{y}_i|x_j)}{p(y_i)p(\tilde{y}_i)}) = \sum_{i=1}^{n} \log(\frac{\sum_{j=1}^{n} p(y_i|\tilde{y}_i,x_j)p(\tilde{y}_i|x_j)}{p(y_i)p(\tilde{y}_i)}) = \sum_{i=1}^{n} \log(\frac{\sum_{j=1}^{n} p(y_i|x_j)p(\tilde{y}_i|x_j)}{p(y_i)p(\tilde{y}_i)}).$$  \hspace{1cm} (37)

Here we make an assumption that for the models trained over time, it’s output $\tilde{Y}$ is approximately uniform distributed over the finite labels. So we treat $p(y_i) p(\tilde{y}_i)$ as constant for all $i$. Also note that $p(\tilde{y}_i|x_j)$ is given by the model $f(\tilde{y}_i|x; w_k)$.

The prediction $\tilde{y}_i$ satisfies:

$$\tilde{y}_i = \arg\max_{y} f(y|x; w_k),$$  \hspace{1cm} (38)
So $I(Y; \tilde{Y})$ is now of the form:

\[
I(Y; \tilde{Y}) \geq A + \sum_{i=1}^{n} \log(\sum_{j=1}^{n} p(y_i|x_j)f(\tilde{y}_i|x_j; w_i)) \\
\geq A + \sum_{i=1}^{n} \log(p(y_i|x_i)f(\tilde{y}_i|x_i; w_i)) \\
\geq A + \log(\prod_{i=1}^{n} f(\tilde{y}_i|x_i; w_i)) + \sum_{i=1}^{n} \log(p(y_i|x_i)) \\
\geq A + \log(\prod_{i=1}^{n} f(y_i|x_i; w_i)) + \sum_{i=1}^{n} \log(p(y_i|x_i))
\]

with high probability for some constant $A$.

### C Continuous entropy

The natural definition of a mutual information of a discrete random variable $X$ to $g(x)$ where $g$ is a deterministic function, if we try to define it at all, is as follows:

\[
I(X; g(X)) = -\sum_{x} p(x) \log p(x),
\]

where for simplicity we assume the range of $X$ is in $\mathbb{R}$.

If instead we consider $X$ has a continuous range, for example $\mathbb{R}$, we can take a uniform mesh over $\mathbb{R}$ with interval $\Delta$ and do the approximation:

\[
p(X \in [x, x + \Delta]) = \int_{x}^{x+\Delta} f(a)da \approx f(x)\Delta.
\]

And therefore:

\[
I(X; g(X)) \approx -\sum_{i=-\infty}^{i=\infty} f(x_i)\Delta \log(f(x_i)\Delta),
\]

where $\{[x_i, x_i + \Delta]\}$ is the mesh on $\mathbb{R}$. We expect this estimation to be precise if we take $\Delta \to \infty$.

But this limit is different from the intuitive definition of differential entropy $I(X)$, provide it exists:

\[
I(X) = \int_{\mathbb{R}} f(x) \log(f(x)) = -\lim_{\Delta \to 0} \sum_{i=-\infty}^{i=\infty} f(x_i)\Delta \log(f(x_i)).
\]

Intuitively the log term in (3) will blow down as $\Delta \to 0$.

In practice people estimate the mutual information by (3) but it doesn’t yield a meaningful quantity. In particular, we don’t know whether (3) converges or not if we take $\Delta \to 0$.

Here key point here is that for general random variables $X, Y$, if $p(x, y)$ is not degenerate over some open interval $U \subset \mathbb{R}$, then by inverse function theorem, there exists some invertible relationship between $X, Y$ in $U$ and we need infinite amount of information to describe what is happening in $U$.

But if we consider instead the mutual information between a discrete random variable $Y$ with finite range and a continuous random variable $X$ with continuous density, then the estimation would take the form:

\[
I(X; Y) \approx \sum_{i=1}^{n} \sum_{j=-\infty}^{\infty} p(x_j, y_i)\Delta \log\left(\frac{p(x_j|y_i)\Delta}{\sum_{i} p(x_j|y_i)\Delta}\right),
\]

which has a limit:

\[
I(X; Y) = \sum_{i=1}^{n} \int_{\mathbb{R}} f(x, y_i) \log\left(\frac{f(x|y_i)}{\sum_{i} f(x|y_i)}\right)dx.
\]

So if the analytical form of $I(X; Y)$ is finite, we know our practical approximation is meaningful.

In practice, the true quantity $I(X; Y)$ is usually finite. For example, in MNIST, both image $X$ and its label $Y$ are essentially discrete so their mutual information can be defined in a strict discrete sense.

As a conclusion, it’s always sensible to define the mutual information between discrete finite random variable and continuous random variable in an exact integral form.
D Heat Equation

Given a Cauchy problem for heat equation:

\[ u_t = ku_{xx} \]
\[ u(x,0) = \phi(x) \quad (46) \]

The solution is known as:

\[ u(x,t) = \frac{1}{\sqrt{4\pi kt}} \int_{-\infty}^{\infty} e^{-\frac{(x-y)^2}{4kt}} \phi(y) dy = K(x,t) * \phi(x), \quad (47) \]

where \( K(x,t) = \frac{1}{\sqrt{4\pi kt}} e^{-\frac{x^2}{4kt}} \).

Without losing generality assuming \( k = 1 \), consider:

\[ ||K(x,t)||_2^2 = Ct^{-1} \int_{-\infty}^{\infty} e^{-\frac{x'^2}{2t}} dx. \quad (48) \]

Substitute \( x' = t^{-1/2}x \) gives:

\[ ||K(x,t)||_2^2 = Ct^{-1/2} \int_{-\infty}^{\infty} e^{-\frac{x'^2}{2}} dx' = C't^{-1/2}. \quad (49) \]

E Convergence in Banach Space

Claim E.1. Consider Holder Space \( C^{0,1} (\overline{U}) \), where \( \overline{U} \) is the closure of some bounded open set \( U \), with equipped Holder norm \( |L| = \alpha \sup_{x \in \overline{U}} |L(x)| + \sup_{x,y \in \overline{U}, x \neq y} \{ \frac{|L(x) - L(y)|}{|x-y|} \} \), where \( \alpha \) is some positive scalar. If \( L \in C^{0,1}(\overline{U}) \) and \( |L| < 1 \), then there exists \( B \) such that \( B(I + L) = (I + L)B = I \).

Proof. It’s well known that \( C^{0,1}(\overline{U}) \) is a Banach space \( \text{[Lax 2002]} \). Note that \( \alpha \) can be scale down to an arbitrary small constant in practice, which has no influence to our proof.

Define

\[ B = \sum_{n=0}^{\infty} (-L)^n. \quad (50) \]

Since \( |L| < 1 \), the sequence in (51) is a Cauchy sequence. So it converges in Banach space. Convergence sequence can be multiplied termwise, it follows that

\[ B L = L \sum_{n=0}^{\infty} (-L)^n = - \sum_{n=1}^{\infty} (-L)^n = -(B - I). \quad (51) \]

So \( B(I + L) = I \). The other equality can be shown similarly.

F Subexponential

Claim F.1. Let \( A, B \) be two discrete real-valued random variable with probability density \( p_A, p_B \). Then the real valued random variable \( Z \) with probability density \( p_Z(\log(\frac{p_{AB}(a,b)}{p_A(a)p_B(b)})) = p_{AB}(a,b) \) is subexponential.

Proof. Let \( s = \log(\frac{p_{AB}(a,b)}{p_A(a)p_B(b)}) \), then

\[ e^s = \frac{p_{AB}(a,b)}{p_A(a)p_B(b)} \leq \frac{p_{AB}(a,b)}{p_{AB}(a,b)^2} = \frac{1}{p_{AB}(a,b)}, \quad (52) \]

and

\[ e^s = \frac{p_{AB}(a,b)}{p_A(a)p_B(b)} \geq p_{AB}(a,b). \quad (53) \]
It follows that:

\[ p_{AB}(a, b) \leq \min\{e^{-s}, e^{s}\}, \quad (54) \]

which implies:

\[ p_Z(s) = p_{AB}(a, b) \leq \min\{e^{-s}, e^{s}\}, \quad (55) \]

Then the tail bound satisfies:

\[
P(|Z| \geq t) = \int_{t}^{\infty} p_Z(s) ds + \int_{-\infty}^{-t} p_Z(s) ds \leq \int_{t}^{\infty} e^{-s} ds + \int_{-\infty}^{-t} e^{s} ds = 2e^{-t}. \quad (56)
\]