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Abstract

We consider the problem of designing experiments to detect the presence of a specified heteroscedasticity in a non-linear Gaussian regression model. In this framework, we focus on the $D_s$- and KL-criteria and study their relationship with the noncentrality parameter of the asymptotic chi-squared distribution of a likelihood-based test, for local alternatives. Specifically, we found that when the variance function depends just on one parameter, the two criteria coincide asymptotically and in particular, the $D_1$-criterion is proportional to the noncentrality parameter. Differently, if the variance function depends on a vector of parameters, then the KL-optimum design converges to the design that maximizes the noncentrality parameter. Furthermore, we confirm our theoretical findings through a simulation study concerning the computation of asymptotic and exact powers of the log-likelihood ratio statistic.
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1 Introduction

In the literature of Optimal Design of Experiments, many papers concern precise estimation of the regression coefficients or some transformation of them; classical references are Atkinson et al. (2007), Silvey (1980) and Pázman (1986), among others. Much less attention is deserved to the estimation of the error variance function, because frequently
the error term is assumed to be homoscedastic or with a heteroscedasticity derived from a variance function known up to a proportionality constant.

The goal of this paper is to design an experiment to detect a specific kind of heteroscedasticity in a non-linear Gaussian regression model,
\[ y_i = \mu(x_i; \beta) + \varepsilon_i, \quad \varepsilon_i \sim N(0; \sigma^2 h(x_i; \gamma)), \quad i = 1, \ldots, n \]  
(1)

where \( y_i \) is a response variable with non-linear mean function \( \mu(x_i; \beta) \) and error variance \( \sigma^2 h(x_i; \gamma) \); herein \( \beta \in \mathbb{R}^m \) is the vector of regression coefficients, \( \sigma^2 \) is an unknown constant and \( h : \mathbb{R}^p \times \mathbb{R}^s \rightarrow \mathbb{R}_+ \) is a continuous positive function that depends on a parameter vector \( \gamma \in \mathbb{R}^s \). Assume that there exists a value \( \gamma_0 \) such that \( h(x_i; \gamma_0) = 1 \); in other words, \( \gamma = \gamma_0 \) leads to the homoscedastic model.

In many practical problems, it may be convenient to test for the model heteroscedasticity with a likelihood-based test (log-likelihood ratio, score or Wald test), since its asymptotic distribution is known to be a chi-squared random variable with \( s \) degrees of freedom.

In particular, we consider local alternatives:
\[
\begin{aligned}
H_0 : \quad & \gamma = \gamma_0 \\
H_1 : \quad & \gamma = \gamma_0 + \lambda \sqrt{n}, \quad \lambda \neq 0,
\end{aligned}
\]  
(2)

with \( \lambda \in \mathbb{R}^s \), and we aim at designing an experiment with the goal of maximizing in some sense the (asymptotic) power of a likelihood-based test. In this study, we justify the use of the \( D_s \)- and the KL-criterion (López-Fidalgo et al., 2007) to optimally design an experiment with the inferential goal of testing hypotheses (2). Some other authors who considered the inferential issue of hypotheses testing (but concerning the regression functions) are Stigler (1971), Spruill (1990), Dette and Titoff (2009), who used the \( D_s \)-optimality and/or the \( T \)-criterion proposed by Atkinson and Fedorov (1975); see also Chapter 6 of Fedorov (1972).

Both the \( D_s \)- and KL- criteria are related, in a different way, to the noncentrality parameter of the asymptotic chi-squared distribution of a likelihood-based test. We prove that the first order approximation of KL-criterion for discriminating between the homoscedastic and the heteroscedastic models coincides with the noncentrality parameter. Although the same result does not hold in general for the \( D_s \)-optimality, the \( D_s \)-criterion is proportional to the noncentrality parameter when \( \gamma \) is scalar. Therefore, in the scalar case, the two criteria lead to the same optimal design asymptotically.

The most relevant result is that the sequence of the KL-optimum designs are proved to converge to the design that maximizes the noncentrality parameter. Furthermore, the analytic expression of this limiting design (at which we expect to reach the maximum asymptotic power of the test) is also provided.

The paper is organized as follows. In Section 2, with regard to problem (2), we give the expression of the noncentrality parameter for the chi-square asymptotic distribution of a likelihood-based test. We also recall how the \( D_s \)-criterion is related to the noncentrality parameter and we prove that, in this context, the \( D_s \)-optimum design can be obtained as a D-optimality solution. In Section 3, we provide the closed-form expression for the KL-optimal design, which is quite uncommon. Furthermore, we prove that the KL-criterion differs from the noncentrality parameter by a term that goes to zero uniformly; this implies that the sequence of the KL-optimum designs converges to the design maximizing the noncentrality parameter. Section 4 presents three examples where we compute the
asymptotic power of the log-likelihood ratio statistic for several designs; in addition, the exact powers are computed through a simulation study. These numerical outcomes confirm the theoretical findings. Finally, in the Appendix we collect the proofs of all the theoretical results stated in the main body of this manuscript.

2 \( D_s \)-criterion and noncentrality parameter

Let \( x \) denote an experimental point that can vary in a compact experimental domain \( \mathcal{X} \subseteq \mathbb{R}^p \). Following Kiefer and Wolfowitz (1959), an approximate design \( \xi = \left\{ x_1, \ldots, x_k \right\} \) is a discrete probability measure on \( \mathcal{X} \). Let \( \Xi \) denote the set of all possible designs. A design is said “optimal” if it maximizes some concave criterion function of \( \xi \in \Xi \), which reflects the inferential goal. The \( D_s \)-criterion of optimality is commonly used for precise estimation of a subset of parameters. Herein, we are interested in estimating as precisely as possible the variance parameter vector \( \gamma \). The \( D_s \)-optimum design maximizes the precision matrix of the maximum likelihood estimator of \( \gamma \).

From model (1), the log-likelihood function for one observation at \( x \) is

\[
\ell(y; \beta, \sigma^2, \gamma, x) = \left\{ -\frac{1}{2} \left[ y - \mu(x; \beta) \right]^2 \right\} - \frac{1}{2} \left[ \log(2\pi) + \log(\sigma^2) + \log(h(x; \gamma)) \right].
\]

The score vector, denoted by \( u = (u_\beta^T, u_{\sigma^2}, u_\gamma^T)^T \) is

\[
\begin{align*}
  u_\beta &= \frac{\partial \ell(y; \beta, \sigma^2, \gamma, x)}{\partial \beta} = \frac{[y - \mu(x; \beta)]}{\sigma^2 h(x; \gamma)} \nabla \mu(x; \beta), \\
  u_{\sigma^2} &= \frac{\partial \ell(y; \beta, \sigma^2, \gamma, x)}{\partial \sigma^2} = \frac{1}{2} \left[ \frac{[y - \mu(x; \beta)]^2}{\sigma^2 h(x; \gamma)} - \frac{1}{2\sigma^2} \right], \\
  u_\gamma &= \frac{\partial \ell(y; \beta, \sigma^2, \gamma, x)}{\partial \gamma} = \frac{1}{2} \frac{\nabla h(x; \gamma) [y - \mu(x; \beta)]^2}{\sigma^2 h(x; \gamma)^2} - \frac{1}{2} \frac{\nabla h(x; \gamma)}{h(x; \gamma)}
\end{align*}
\]

where \( \nabla \mu(x; \beta) = \frac{\partial \mu(x; \beta)}{\partial \beta} \) and \( \nabla h(x; \gamma) = \frac{\partial h(x; \gamma)}{\partial \gamma} \). After some algebra, we have that

\[
J(x; \beta, \sigma^2, \gamma) = E[uu^T] = \begin{bmatrix}
  \frac{\nabla \mu(x; \beta) \nabla \mu(x; \beta)^T}{\sigma^2 h(x; \gamma)} & 0 & 0^T \\
  0 & \frac{1}{2\sigma^4} \frac{\nabla h(x; \gamma)^T}{\sigma^2 h(x; \gamma)} \\
  0 & \frac{\nabla h(x; \gamma)}{2\sigma^2 h(x; \gamma)} & \frac{\nabla h(x; \gamma) \nabla h(x; \gamma)^T}{2 h(x; \gamma)^2}
\end{bmatrix}
\]

where the expectation is taken with respect to the Normal law.

The Fisher Information matrix is

\[
I(\xi; \beta, \sigma^2, \gamma) = \sum_{i=1}^k J(x_i; \beta, \sigma^2, \gamma) \xi(x_i) = \begin{bmatrix}
  I_{11} & I_{12} \\
  I_{12} & I_{22}
\end{bmatrix}
\]
where
\[ I_{11} = \begin{bmatrix} M(\xi; \beta, \sigma^2, \gamma) & 0 \\ 0 & 1/2 \sigma^4 \end{bmatrix} : \quad M(\xi; \beta, \sigma^2, \gamma) = \sum_{i=1}^{k} \frac{\nabla \mu(x_i; \beta) \nabla \mu(x_i; \beta)^T}{\sigma^2 h(x_i; \gamma)} \xi(x_i) \]
\[ I_{12} = \begin{bmatrix} 0^T \\ \sum_{i=1}^{k} \frac{\nabla h(x_i; \gamma)^T}{2 \sigma^2 h(x_i; \gamma)} \xi(x_i) \end{bmatrix} ; \quad I_{22} = \sum_{i=1}^{k} \frac{\nabla h(x_i; \gamma)}{2 h(x_i; \gamma)2} \xi(x_i). \]

The asymptotic covariance matrix of the MLE for \( \gamma \) is \( I_{22;1}(\xi; \gamma) \)^{-1}, where \( I_{22;1}(\xi; \gamma) = I_{22} - I_{12}I_{11}^{-1}I_{12} \) is the Schur complement of \( I_{22} \) in \( I(\xi; \beta, \sigma^2, \gamma) \). The \( D_s \)-optimum design for \( \gamma \) minimizes the generalized variance of the MLE for \( \gamma \):
\[ \xi_{D_s} = \arg \max_{\xi} |I_{22;1}(\xi; \gamma)|. \quad (3) \]

The following theorem proves that the \( D_s \)-optimality for \( \gamma \) actually is D-optimality for an “auxiliary” linear regression. This result is quite useful from a practical point of view, because there is much statistical software to compute D-optimum designs, which can be exploited to determine \( \xi_{D_s} \).

**Theorem 1.** The \( D_s \)-optimum design for \( \gamma \) coincides with the D-optimum design for the “auxiliary” linear regression model:
\[ y_i = \alpha_0 + \alpha^T \nabla \log h(x_i; \tilde{\gamma}) + \varepsilon_i, \quad \varepsilon_i \sim N(0; \sigma^2), \quad i = 1, \ldots, n, \]
where \( \nabla \log h(x; \gamma) = \left( \frac{\partial \log h(x; \gamma)}{\partial \gamma_1}, \ldots, \frac{\partial \log h(x; \gamma)}{\partial \gamma_n} \right)^T \) and \( \tilde{\gamma} \) is a nominal value for \( \gamma \).

**Corollary 1.** If \( \gamma \) is scalar, then \( s = 1 \) and the \( D_1 \)-optimal design for \( \gamma \) is
\[ \xi_{D_1} = \left\{ x_1, x_u \right\} \quad (4) \]
where \( x_1 \in \left\{ x : \arg \min_x \nabla \log h(x, \tilde{\gamma}) \right\} \) and \( x_u \in \left\{ x : \arg \max_x \nabla \log h(x, \tilde{\gamma}) \right\} \) with \( \nabla \log h(x, \gamma) = \frac{\partial \log h(x; \gamma)}{\partial \gamma} \).

When the inferential goal is testing (2), the \( D_s \)-optimum design is commonly applied because somehow it maximizes the asymptotic power of a likelihood-based test. It is well known that, under the alternative hypotheses, the log-likelihood ratio, Wald and Score tests are asymptotically distributed as a chi-squared random variable with noncentrality parameter \( \zeta(\xi; \lambda; \gamma) = \lambda^T I_{22;1}(\xi; \gamma) \lambda \). Therefore, the \( D_s \)-optimum design (3) with \( \gamma = \gamma_0 \) maximizes “in some sense” \( \zeta(\xi; \lambda; \gamma_0) \), without considering any specific value of \( \lambda \).

Replacing \( I_{11}, I_{12} \) and \( I_{22} \) into the expressions of \( I_{22;1}(\xi; \gamma) \) and setting \( \gamma = \gamma_0 \), we can provide the analytic expression of the noncentrality parameter.

**Theorem 2.** Given model (1), the noncentrality parameter of the asymptotic distribution of a likelihood statistic for testing (2) is
\[ \zeta(\xi; \lambda; \gamma_0) = \frac{1}{2} \lambda^T \left( \sum_{i=1}^{k} \nabla h(x_i; \gamma_0) \nabla h(x_i; \gamma_0)^T \xi(x_i) \right. \\
\left. - \sum_{i=1}^{k} \nabla h(x_i; \gamma_0) \xi(x_i) \sum_{i=1}^{k} \nabla h(x_i; \gamma_0)^T \xi(x_i) \right) \lambda. \quad (5) \]
Remark 1. From Corollary 1, if \( \gamma \) is scalar and the inferential goal is testing hypothesis (2), then the D\(_1\)-optimal design for \( \gamma \) is equally supported at \( x_l \in \arg\min_x \nabla h(x; \gamma_0) \) and \( x_u \in \arg\max_x \nabla h(x; \gamma_0) \). Furthermore, from Theorem 2, it exactly maximizes the noncentrality parameter.

3 Noncentrality parameter as first order approximation of the KL-criterion

The KL-criterion proposed by López-Fidalgo et al. (2007) can be applied to discriminate between heteroscedastic and homoscedastic models, under \( H_1 \) and \( H_0 \), respectively. If the heteroscedastic model is completely known, i.e. if \((\beta_i^T, \sigma_1, \gamma_i^T)\) are the assumed known parameter values under \( H_1 \), then the KL-criterion is:

\[
I_{12}(\xi; \gamma_1) = \min_{\beta, \sigma^2} \sum_{i=1}^k \left( \frac{\sigma_i^2 h(x_i)}{\sigma^2} + \frac{\left[ \mu(x_i; \beta_i) - \mu(x_i; \beta) \right]^2}{\sigma^2} - \log \frac{\sigma_i^2 h(x_i)}{\sigma^2} \right) \xi(x_i),
\]

where \( h(x_i) = h(x_i; \gamma_1) \).

Theorem 3. Given a design \( \xi \), let \( A_h = \sum_{i=1}^k h(x_i) \xi(x_i) \) and \( G_h = \prod_{i=1}^k |h(x_i)|^{\xi(x_i)} \) be the arithmetic and the geometric means of the values \( h(x_i) \), \( i = 1, \ldots, k \), respectively. The KL-criterion becomes:

\[
I_{12}(\xi; \gamma_1) = 1 + \log A_h - \log G_h.
\]

For the next results we need to introduce some regularity assumptions on \( h \). Let \( B(\gamma_0, r) \) be the ball of radius \( r \) centered at \( \gamma_0 \). We assume that there exists a value \( r > 0 \), and finite constants \( M_1 \) and \( M_2 \) such that the function \( h(x, \gamma) \) is twice continuously differentiable with respect to \( \gamma \in B(\gamma_0, r) \) for all \( x \in \mathcal{X} \) and that:

\[
\sup_{x \in \mathcal{X}} \| \nabla h(x; \gamma_0) \| \leq M_1 < \infty;
\]

\[
\sup_{x \in \mathcal{X}} \sup_{\gamma \in B(\gamma_0, r)} \| h''(x, \gamma) \|_2 \leq M_2 < \infty,
\]

where, \( h''(x, \gamma) = \frac{\partial^2}{\partial \gamma_i \partial \gamma_j} h(x, \gamma) \) and \( \| A \|_2 \) indicates the spectral norm of a square matrix \( A \); \( \| A \|_2 = \sup_{u \neq 0} \frac{\| Au \|}{\| u \|} \) that coincides with the square root of the largest eigenvalue of \( A^T A \). From Theorem 3, the next result follows, whose proof is given in the Appendix.

Theorem 4. Let \( \gamma_1 = \gamma_0 + \lambda/\sqrt{n} \), and let assumption (8) hold for some constants \( M_1 \), \( M_2 \) and \( r > 0 \). Then, the KL-criterion is related to the noncentrality parameter of the asymptotic distribution of a likelihood-based test by:

\[
I_{12}(\xi; \gamma_1) = 1 + \frac{1}{n} \xi(\lambda; \gamma_0) + O \left( \frac{||\lambda||^3}{n^{3/2}} \right).
\]

Theorem 4 essentially states that if \( n \) is large enough to make the error term negligible, the KL-optimum design maximizes the noncentrality parameter. Therefore, when \( \gamma \) is scalar (and \( n \) is sufficiently large), KL- and D\(_1\)-optimal designs should almost coincide, because the D\(_1\)-optimality is proportional to the noncentrality parameter. Differently, when
\(\gamma\) is not scalar, the \(D_s\)-criterion is no longer proportional to the noncentrality parameter and therefore, KL- and \(D_s\)-optimum designs differ. In Section 4, for some values of \(\lambda\) and \(n\), we compare the power of the log-likelihood ratio test when different designs are applied: the KL-optimum design for several specific values of \(\lambda\), the \(D_s\)-optimal design and a uniform design, which is frequently applied in practice.

The following theorem has been very helpful to develop the simulation study, because it provides a closed form for the KL-optimum design.

**Theorem 5.** Let us denote by
\[
h = \inf_x h(x; \gamma_1) > 0 \quad \text{and} \quad \bar{h} = \sup_x h(x; \gamma_1) < \infty.
\]
Let further \(X_l = \{x : h(x; \gamma_1) = h\}\) and \(X_u = \{x : h(x; \gamma_1) = \bar{h}\}\). A KL-optimal design is
\[
\xi_{KL, \gamma_1} = \left\{ \frac{x}{\omega}, \frac{\bar{x}}{1 - \omega} \right\}, \quad \omega := \omega(\gamma_1) = \frac{\bar{h}}{\bar{h} - h} - \frac{1}{\log \bar{h} - \log h},
\]
where \(\frac{x}{\omega} \in X_l\) and \(\frac{\bar{x}}{1 - \omega} \in X_u\).

If \(n\omega\) is not an integer number, then the best approximation is its integer part.

Under mild assumptions, the following theorem proves that, when \(n\) goes to infinity (and thus \(\gamma_1 \to \gamma_0\)), the KL-optimum design tends to become equally supported at \(\frac{x}{\omega}\) and \(\frac{\bar{x}}{1 - \omega}\).

**Theorem 6.** Let \(\bar{h} = \sup_x h(x; \gamma_1)\) and \(h = \inf_x h(x; \gamma_1)\). If \(\frac{x}{\omega} = \arg \inf_x h(x; \gamma_1)\) and \(\frac{\bar{x}}{1 - \omega} = \arg \sup_x h(x; \gamma_1)\) do not depend on \(\gamma_1\) and \(h(x; \gamma_1)\) is such that \(\bar{h}/h \to 1\) as \(\gamma_1 \to \gamma_0\), then
\[
\lim_{\gamma_1 \to \gamma_0} \omega(\gamma_1) = 1/2,
\]
where \(\omega(\gamma_1)\) is defined by (9).

In particular, for all \(\gamma_1\) such that \(\bar{h}/h > 1\),
\[
\omega(\gamma_1) > 1/2.
\]

Let the limiting KL-optimal design be denoted by
\[
\xi_{KL, \gamma_0} = \left\{ \frac{x}{0.5}, \frac{\bar{x}}{0.5} \right\}.
\]

Theorem 4 shows the asymptotic link between the KL-divergence and the noncentrality parameter of a likelihood-based test (under the alternative). The following result proves that the asymptotic expansion in Theorem 6 holds uniformly in \(\xi\), and this implies that, as \(n\) goes to infinity, the sequence of KL-optimal designs converges to the design which maximizes the noncentrality parameter.

**Theorem 7.** Assume that (8) holds for some constants \(M_1, M_2\) and \(r > 0\). Also assume that \(\lambda\) belongs to a bounded set \(\Lambda\) such that \(\sup_{\lambda \in \Lambda} \|\lambda\| \leq L < \infty\). Then the following result holds for all \(\lambda \in \Lambda\)
\[
\sup_{\xi \in \Xi} |n(I_{12}(\xi; \gamma_1) - 1) - \zeta(\xi, \lambda, \gamma_0)| = O(n^{-1/2}),
\]

From Theorems 6 and 7 we have the following result.

**Corollary 2.** The design which maximizes the noncentrality parameter \(\zeta(\xi, \lambda, \gamma_0)\) is the limiting KL-optimal design \(\xi_{KL, \gamma_0}^{KL}\).
4 Applications

In this Section we compare the performance of different designs in testing hypotheses (2) through a simulation study. We apply the log-likelihood ratio test using samples of data generated from each design and then we compare the corresponding powers. We also develop a comparison among the asymptotic powers of the test statistic.

In these applications, we consider model (1), where $\sigma^2 = 1$, the mean function is $\mu(x, \beta) = \beta_0 + \beta_1 x$, with $\beta_0 = \beta_1 = 1$ while three different kinds of heteroscedasticity are examined:

**Case 1:** $h(x, \gamma) = e^{\gamma x}$;

**Case 2:** $h(x, \gamma) = 1 + \gamma x + \sin(2\pi \gamma x)$;

**Case 3:** $h(x, \gamma) = 1 + \gamma_1 x + \gamma_2 x^2$.

Without loss of generality, we consider $x \in [0, 1]$ to guarantee the above variance functions to be positive for $\gamma \in \mathbb{R}^+$. In Cases 1 and 2, function $h(x, \gamma)$ depends on a one-dimensional parameter $\gamma \in \mathbb{R}$, and thus $s = 1$. As we can appreciate from Figure 1, in the first case $h(x, \gamma)$ is monotonic in $x$, while in the second, for large enough values of $\gamma$, describes a non-monotonic heteroscedasticity. Case 3, instead, concerns a two-dimensional parameter $\gamma \in \mathbb{R}^2$, and thus $s = 2$. Note that, in all the three cases, the homoscedastic model is obtained when $\gamma_0 = 0$ or $\gamma_0 = 0$ (Cases 1 and 2 or Case 3, respectively). Therefore, from $H_1$ in (2), $\gamma = \lambda / \sqrt{n}$ in the first two cases and $\gamma = (\gamma_1, \gamma_2)^T$ in Case 3, where $\gamma_1 = \lambda_1 / \sqrt{n}$ and $\gamma_2 = \lambda_2 / \sqrt{n}$.

To discriminate these heteroscedastic models from the homoscedastic case, we firstly compute several KL-optimal designs (for different choices of $\lambda$, $\lambda_1$ and $\lambda_2$) and the $D_s$-optimal design (for $\gamma = 0$ and $\gamma = 0$). In addition, as a benchmark, we consider a uniform
design
\[ \xi_{U_5} = \begin{pmatrix} 0 & 0.25 & 0.5 & 0.75 & 1 \\ 0.2 & 0.2 & 0.2 & 0.2 & 0.2 \end{pmatrix}. \]

Uniform designs are a common choice in practice and, in specific contexts, they provide nice theoretical guarantees (see Wiens (1991), Wiens (2019) and Biedermann and Dette (2001)).

From each heteroscedastic model (Cases 1, 2 and 3) we generate \( n \) responses from model (1), in different settings, applying the KL-optimal design, the \( D_s \)-optimal design and the uniform design described above.

Table 1 lists all \( D_s \)- and KL-optimal designs we consider in our experiments. In the first two Cases, the \( D_1 \)-optimal design is supported at 0 and 1 as a consequence of Corollary 1. In Case 1, all the KL-optimal designs share the same support points, that are 0 and 1. This behavior can be explained by Theorem 5: the monotonicity of the variance function implies that \( \bar{\gamma} \) and \( \bar{\xi} \) coincide with the extremes of the experimental domain \([0; 1]\). In Case 2, instead, the variance function is not monotone, for \( \gamma > 0.2755 \), and thus it does not necessarily reach its maximum and minimum at the extremes of \([0; 1]\). When the support of \( \xi_{KL}^\gamma \) is not constant with respect to \( \gamma \), the limit result in Theorem 6 does not necessarily apply, although it is still true that \( \omega(\gamma) > 1/2 \).

Let us note that, from Table 1 in both of the scalar cases as \( \gamma = \lambda/\sqrt{n} \) goes to \( \gamma_0 = 0 \), the KL-optimal design approaches the \( D_1 \)-optimal design, which is the design which maximizes the noncentrality parameter (see Remark 1); this is consistent with Theorem 2 (Remark 1) and Corollary 2 that imply asymptotic equivalence of \( D_1 \)- and KL-criteria. This is not true for Case 3, which concerns a multi-dimensional parameter \( \gamma \); in this case, the \( D_s \)-optimal design has three support points while the KL-optimum design

| Case 1 | \( D_1 \) | \( \xi_{KL} \) |
|--------|-----|-----|
| \[ \begin{pmatrix} 0 & 0.500 & 1 \\ 0.582 & 0.418 \end{pmatrix} \] | \[ \begin{pmatrix} 0.500 & 0.500 \\ 0.504 & 0.496 \end{pmatrix} \] | \[ \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} \] |

| Case 2 | \( D_1 \) | \( \xi_{KL} \) |
|--------|-----|-----|
| \[ \begin{pmatrix} 0 & 0.5 & 1 \\ 0.510 & 0.490 \end{pmatrix} \] | \[ \begin{pmatrix} 0.333 & 0.333 & 0.333 \\ 0.518 & 0.481 & 0.28 \end{pmatrix} \] | \[ \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} \] |

| Case 3 | \( D_1 \) | \( \xi_{KL} \) |
|--------|-----|-----|
| \[ \begin{pmatrix} 0 & 0.5 & 1 \\ 0.333 & 0.333 & 0.333 \end{pmatrix} \] | \[ \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} \] | \[ \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} \] |

Table 1: Optimal designs for Cases 1, 2 and 3
is always supported at 0 and 1. Note that in our settings, for Case 3, \( \xi_{KL}^{KL} = \xi_{(\gamma_1, \gamma_2)}^{KL} \),

For this reason we do not consider redundant couples in our outcomes.

In Tables 2-4 we display the experimental results for Cases 1, 2 and 3, respectively. We present Monte Carlo estimates of the actual significance level \( \alpha \) and the asymptotic test powers \( \eta \) of the log-likelihood ratio (LR) test, for different optimality criteria in several experimental settings. With a slight abuse of notation, the rows corresponding to \( n \approx \infty \) display the nominal significance level \( \alpha \) and the asymptotic test powers. Let us note that, the asymptotic powers have been analytically computed from:

\[
P \left( X_s^2 [\xi(\xi; \lambda; \gamma_0)] \geq X_s^2 [1-\alpha] \right),
\]

where \( X_s^2 [1-\alpha] \) is the quantile of a chi-squared random variable (rv) with \( s \) degrees of freedom (df), \( \alpha = 0.05 \), and \( X_s^2 [\xi(\xi; \lambda; \gamma_0)] \) is a non-central chi-squared rv with \( s \) df and noncentrality parameter \( \xi(\xi; \lambda; \gamma_0) \) given by (5). Finite sample powers are computed as the proportions in the \( M \) replications of LR-statistics larger than the asymptotic threshold \( X_s^2 [1-\alpha] \). In this paper only tables for \( \alpha = 0.05 \) are included. Different significant levels produce similar results.

The values of the asymptotic powers confirm the theoretical results described in Remark 1 and Corollary 2. From Table 2 and 3 we can observe that the \( D_1 \)-optimal design, which maximizes the noncentrality parameter for any value of \( \lambda \) in the scalar case, actually guarantees the largest asymptotic powers in all the scenarios. On the other hand, when \( \lambda \) is a vector, from Table 4 (see the rows corresponding to \( \gamma^T = (0, 0) \)), we have that the design with the largest asymptotic power (for any choice of \( \lambda \)), is the limiting KL-optimal design, \( \xi_{KL}^{KL} = \xi_{KL}^{KL} \) and this is consistent with Corollary 2.

To analyze the finite sample performances of tests, we generated, for each design and for each scenario (choice of \( h, \lambda \) and \( n \)), \( M = 10000 \) Monte Carlo replications of samples of increasing sizes. Specifically, we chose \( n = 25, 100, 400 \) for Case 1 and Case 3, whereas \( n = 100, 400, 1600, 6400, 25600 \) for Case 2. In fact, the non-monotonicity of the conditional variance function of Case 2 makes it quite difficult to discriminate between the two hypotheses in (2), thus a larger sample size is needed to obtain some non-zero power. Several alternatives are considered, defined by \( \lambda = \{5, 10, 20\} \) in Case 1, \( \lambda = \{10, 20, 40\} \) in Case 2 and \( \lambda_i = \{2.5, 5, 10\} \) with \( i = 1, 2 \), in Case 3 (removing redundant couples).

**Case 1** Besides \( \xi_{D_1} \) and \( \xi_{U_5} \), we considered the KL-optimal designs, \( \xi_{KL}^{KL} \), for \( \gamma = \lambda / \sqrt{n} \) in \( \{0.25, 0.5, 1, 2, 4\} \).

From Table 2, which summarizes the finite sample and asymptotic results under Case 1, we may appreciate that, coherently with the asymptotic findings, the \( D_1 \)-optimal design provides the highest finite power almost uniformly, with just one exception where \( \xi_{KL}^{KL} \) is slightly better. In addition, we can notice how, consistently with Remark 1, Corollary 2 and Theorem 6, the more \( \gamma \) decreases the smaller the difference between KL- and \( D_1 \)-optimal designs.

In this example, \( h(x; \gamma) = e^{\gamma x} \) is a *well-behaved* variance function; powers increase rapidly both with \( n \) and \( \lambda \), although for \( \lambda = 5 \) it seems that a sample size of \( n = 400 \) is not large enough to approach the asymptotic power. Our benchmark, the uniform design, appears to be the worst choice in all scenarios. For all criteria, the actual significance level converges to the nominal level, displayed on rows \( n = \infty \), as \( n \) increases and it is relatively close to it already for \( n = 25 \). In particular, design \( \xi_{D_1} \), shows the fastest convergence.
Case 2 As previously pointed out, when the variance function is \( h(x; \gamma) = 1 + 0.1[x + \sin(2\pi x)] \), powers of the LR-statistic are very low, and tend to increase quite slowly with \( n \) and \( \lambda \), as displayed in Table 3.

It is worth noting that the actual significance level gets close to the nominal level only for \( n \geq 1600 \), for all designs. This means that the asymptotic critical values used to determine the rejection region are too high, which reflects in a poor performance of the LR-test for small samples in all scenarios. In general, it seems that KL-optimal designs provide higher finite power faster (i.e. for lower \( n \)) with respect to the \( D_1 \)-optimal design. Further, in our experiments, only for \( n = 25600 \) and \( \gamma = 0.0625 \) the \( D_1 \)-optimal design shows its asymptotic dominance over its competitors, while in the other cases it is dominated by the KL-optimal design. Unfortunately, the finite sample power of KL-designs is strongly dependent on the knowledge of the alternative and thus it is difficult to suggest a rule of thumb for the choice of \( \gamma \) in case of uncertainty. To this extent we suggest the reading of Tommasi and Lónez-Fidalgo (2010).

Case 3 Table 4 displays the finite powers and actual significance level (and their asymptotic counterparts) of the LR-tests associated to the different designs for variance function \( h(x; \gamma) = 1 + \gamma_1 x + \gamma_2 x^2 \). We recall that, for this particular specification of \( h(\cdot; \cdot) \), \( \xi_{KL}(\gamma_1, \gamma_2) = \xi_{KL}(\gamma_2, \gamma_1) \), and thus we consider only the distinct KL-optimal designs.

We can immediately notice that the KL-optimal designs present very low actual significance level, implying a diffuse under-rejection rate; differently, both \( \xi_{D_2} \) and \( \xi_{U_5} \) have a null rejection rate near to the nominal level, \( \alpha = 0.05 \), and tend to over-reject for small samples. The lower actual significance level implies that a downward correction should be done to the critical values, that would positively affect the powers of the test statis-
Table 3: Monte Carlo actual significance level $\hat{\alpha}$ and finite powers $\hat{\eta}$, and their asymptotic counterparts, obtained using different optimality criteria for Case 2, with variance function $h(x; \gamma) = 1 + 0.1[\gamma x \sin(2\pi \gamma x)]$, in various experimental settings.

| $\lambda$ | $n$ | $\gamma$ | $\xi_{KL}^{D_1}$ | $\xi_{D_1}^{U_5}$ |
|-----------|-----|----------|----------------|-------------------|
| 10        | 100 | 1        | $0.0000$ | $0.0000$ | $0.0000$ |
| 400       | 0.5 | $0.0081$ | $0.0305$ | $0.0085$ | $0.0108$ | $0.0036$ | $0.0120$ |
| 1600      | 0.25 | $0.0480$ | $0.3743$ | $0.0482$ | $0.3709$ | $0.0596$ | $0.2222$ |
| 6400      | 0.125 | $0.0506$ | $0.6096$ | $0.0492$ | $0.6159$ | $0.0572$ | $0.3921$ |
| 25600     | 0.0625 | $0.0489$ | $0.6916$ | $0.0514$ | $0.6943$ | $0.0512$ | $0.4049$ |
| $\infty$ | 0   | $0.0500$ | $0.9537$ | $0.0500$ | $0.9537$ | $0.0500$ | $0.7307$ |
| 10        | 200 | 2        | $0.0000$ | $0.0217$ | $0.0000$ | $0.0389$ | $0.0000$ | $0.0909$ |
| 400       | 1   | $0.0000$ | $0.0899$ | $0.0085$ | $0.0814$ | $0.0036$ | $0.0739$ |
| 1600      | 0.5 | $0.0493$ | $0.3819$ | $0.0482$ | $0.0963$ | $0.0596$ | $0.2709$ |
| 6400      | 0.25 | $0.0486$ | $0.9133$ | $0.0501$ | $0.9125$ | $0.0596$ | $0.7274$ |
| 25600     | 0.125 | $0.0518$ | $0.9939$ | $0.0514$ | $0.9937$ | $0.0541$ | $0.8952$ |
| $\infty$ | 0   | $0.0500$ | $1.0000$ | $0.0500$ | $1.0000$ | $0.0500$ | $0.9993$ |
| 10        | 400 | 4        | $0.0000$ | $0.2236$ | $0.0000$ | $0.1945$ | $0.0000$ | $0.0635$ |
| 400       | 2   | $0.0000$ | $0.3543$ | $0.0085$ | $0.2547$ | $0.0036$ | $0.1579$ |
| 1600      | 1   | $0.0109$ | $0.5399$ | $0.0482$ | $0.2660$ | $0.0596$ | $0.4365$ |
| 6400      | 0.5 | $0.0521$ | $0.9206$ | $0.0501$ | $0.2932$ | $0.0596$ | $0.7294$ |
| 25600     | 0.25 | $0.0492$ | $1.0000$ | $0.0514$ | $1.0000$ | $0.0541$ | $0.9955$ |
| $\infty$ | 0   | $0.0500$ | $1.0000$ | $0.0500$ | $1.0000$ | $0.0500$ | $1.0000$ |

5 Conclusions

The main goal of this paper is the study of optimality criteria for detecting heteroscedasticity in a non-linear Gaussian regression model, under local alternatives. Three tests of hypotheses are typically used for discriminating between nested rival models: the Likelihood Ratio, the Score and the Wald tests. All of them are related to the likelihood function (thus, they are referred to likelihood-based tests) and, under local alternatives, they share asymptotically the same noncentral chi-squared distribution. On the other hand, from the experimental design perspective, $D_s$- and KL-optimalities are the most common criteria to design experiments for discrimination.

In this paper, we prove theoretically to what extent both these criteria are related to
Table 4: Monte Carlo actual significance level $\hat{\alpha}$ and finite powers $\hat{\eta}$, and their asymptotic counterparts, obtained using different optimality criteria for Case 2, with variance function $h(x; \gamma) = 1 + \gamma_1 x + \gamma_2 x^2$, in various experimental settings.

The KL-criterion is proved to be asymptotically equivalent to the noncentrality parameter. Therefore, asymptotically the KL-optimum design guarantees the maximum power of the likelihood-based tests. The $D_s$-criterion instead is proportional to the noncentrality parameter whenever the variance function depends just on one parameter (even for finite samples, not only asymptotically). Therefore, in this last case, the two criteria of optimality are asymptotically equivalent.

The numerical outcomes obtained from a simulation study confirm these theoretical results.

Appendix: proofs and technical results

Theorem 1.
Differentiating the function to be minimized in (13) wrt $\sigma$

Atkinson et al. (2007), Sect. 10.3):

$$
\Phi_{D,s}(\xi; \beta, \sigma^2, \gamma) = \frac{|I(\xi; \beta, \sigma^2, \gamma)|}{|I_{11}(\xi; \beta, \sigma^2, \gamma)|} = \frac{|I(\xi; \beta, \sigma^2, \gamma)|}{2\sigma^4 |M(\xi; \beta, \sigma^2, \gamma)|},
$$

(10)

Since the Fisher information matrix can be partitioned as follows:

$$
I(\xi; \beta, \sigma^2, \gamma) = \begin{bmatrix}
M(\xi; \beta, \sigma^2, \gamma) & 0 \\
0 & \frac{1}{2\sigma^4} V(\xi; \sigma^2, \gamma)
\end{bmatrix},
$$

(11)

where

$$
V(\xi; \sigma^2, \gamma) = \sum_{i=1}^{k} f(x_i; \sigma^2, \gamma) f(x_i; \sigma^2, \gamma)^T \xi(x_i), \quad f(x; \sigma^2, \gamma) = \begin{bmatrix}
1 \\
\sigma^2 \nabla \log h(x; \gamma)
\end{bmatrix},
$$

the D$_s$-criterion (10) becomes,

$$
\Phi_{D,s}(\xi; \sigma^2, \gamma) = \left(\frac{1}{2\sigma^4}\right)^k |V(\xi; \sigma^2, \gamma)| = \left(\frac{1}{2}\right)^k |\tilde{V}(\xi; \gamma)|
$$

(12)

where

$$
\tilde{V}(\xi; \gamma) = \sum_{i=1}^{k} \tilde{f}(x_i; \gamma) \tilde{f}(x_i; \gamma)^T \xi(x_i), \quad \tilde{f}(x; \gamma) = \begin{bmatrix}
1 \\
\nabla \log h(x; \gamma)
\end{bmatrix},
$$

which proves the theorem.

Corollary 1.

Proof. The proof follows immediately from Theorem 1. Since $\gamma$ is scalar,

$$
|\tilde{V}| = \sum_{i=1}^{k} \left[ \frac{\nabla h(x_i; \gamma)}{h(x_i; \gamma)} \right]^2 \xi(x_i) - \sum_{i=1}^{k} \frac{\nabla h(x_i; \gamma)}{h(x_i; \gamma)} \xi(x_i) = \text{Var} (\nabla \log h(x_i; \gamma)),
$$

where $\text{Var}(\cdot)$ denotes the variance with respect to $\xi$. Therefore, a D$_1$-optimal design for $\gamma$ is equally weighted at $x_i \in \{x : \arg\min_x \nabla \log h(x; \gamma)\}$ and $x_u \in \{x : \arg\max_x \nabla \log h(x; \gamma)\}$. 

\[ \square \]

Theorem 3.

Proof. Differentiating the right-hand side of (6) wrt $\beta$ and setting it equal to zero we obtain $\hat{\beta} = \beta_1$ and the minimum Kullback-Leibler distance becomes:

$$
\min_{\sigma^2} \sum_{i=1}^{k} \left[ \frac{\sigma_i^2 h(x_i)}{\sigma^2} - \log \frac{\sigma_i^2 h(x_i)}{\sigma^2} \right] \xi(x_i).
$$

(13)

Differentiating the function to be minimized in (13) wrt $\sigma^2$ and setting it equal to zero:

$$
\frac{\partial}{\partial \sigma^2} \sum_{i=1}^{k} \left[ \frac{\sigma_i^2 h(x_i)}{\sigma^2} - \log[\sigma_i^2 h(x_i)] + \log \sigma_i^2 \right] \xi(x_i) = 0,
$$
we obtain
\[ \tilde{\sigma}^2 = \sigma^2 \sum_{i=1}^{k} h(x_i) \xi(x_i) \]
and thus the KL-criterion (13) becomes:
\[
I_{12}(\xi; \gamma_1) = 1 + \log \sum_{i=1}^{k} h(x_i) \xi(x_i) - \sum_{i=1}^{k} \log h(x_i) \xi(x_i)
\]
\[
= 1 + \log \sum_{i=1}^{k} h(x_i) \xi(x_i) - \log \prod_{i=1}^{k} |h(x_i)|^{\xi(x_i)}. \tag{14}
\]

**Theorem 4.**

**Proof.** Let \( \gamma_1 = \gamma_0 + \lambda/\sqrt{n} \) for a specific value of \( \lambda \). If \( n \) is large enough to guarantee \( \gamma_0 + \lambda/\sqrt{n} = \gamma_1 \in B(\gamma_0, r) \), assumption (8) allows us to compute a first order Taylor expansion of the function \( h(x; \gamma_1) \) at \( \gamma_0 \), and thus (7), becomes:
\[
I_{12}(\xi; \gamma_1) = 1 + \log \left\{ \sum_{i=1}^{k} \left[ h(x_i; \gamma_0) + \nabla h(x_i; \gamma_0)^T (\gamma_1 - \gamma_0) \right] \right\}
\]
\[
+ \frac{1}{2} (\gamma_1 - \gamma_0)^T \nabla'' h(x_i; \bar{\gamma}) (\gamma_1 - \gamma_0) \xi(x_i) \}
\]
\[
- \sum_{i=1}^{k} \xi(x_i) \log \left[ h(x_i; \gamma_0) + \nabla h(x_i; \gamma_0)^T (\gamma_1 - \gamma_0) + \frac{1}{2} (\gamma_1 - \gamma_0)^T \nabla'' h(x_i; \bar{\gamma}) (\gamma_1 - \gamma_0) \right]
\]
\[
= 1 + \log \left\{ 1 + \sum_{i=1}^{k} \left[ \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2 n} \lambda^T \nabla'' h(x_i; \bar{\gamma}) \lambda \right] \xi(x_i) \right\}
\]
\[
- \sum_{i=1}^{k} \xi(x_i) \log \left[ 1 + \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2 n} \lambda^T \nabla'' h(x_i; \bar{\gamma}) \lambda \right], \tag{15}
\]
where \( \nabla'' h(x_i; \gamma) \) denotes the Hessian matrix of \( h(x_i; \gamma) \) and \( \bar{\gamma} \) is a value of \( \gamma \) such that \( ||\gamma_0 - \bar{\gamma}|| \leq ||\gamma_0 - \gamma_1|| \). From the Taylor expansion of \( \log(1 + z) \) up to the second order, the previous expression becomes:
\[
I_{12}(\xi; \gamma_1) = 1 + \sum_{i=1}^{k} \left[ \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2 n} \lambda^T \nabla'' h(x_i; \bar{\gamma}) \lambda \right] \xi(x_i)
\]
\[
- \frac{1}{2} \left\{ \sum_{i=1}^{k} \left[ \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2 n} \lambda^T \nabla'' h(x_i; \bar{\gamma}) \lambda \right] \xi(x_i) \right\}^2 + O\left( \frac{||\lambda||^3}{n^2} \right)
\]
\[
- \sum_{i=1}^{k} \xi(x_i) \left\{ \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2 n} \lambda^T \nabla'' h(x_i; \bar{\gamma}) \lambda \right\}
\]
\[
- \frac{1}{2} \left[ \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2 n} \lambda^T \nabla'' h(x_i; \bar{\gamma}) \lambda \right]^2 + O\left( \frac{||\lambda||^3}{n^2} \right) \}
\]
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The first terms of the two developments simplify and thus:

\[ I_{12}(\xi; \gamma_1) = 1 - \frac{1}{2} \left[ \sum_{i=1}^{k} \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \xi(x_i) \right]^2 + \frac{1}{2} \sum_{i=1}^{k} \xi(x_i) \left[ \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right]^2 + O\left( \frac{|\lambda|^3}{n^2} \right) \]

Further, the upper bound is reached for

\[ \text{as a function of an "additional" parameter, we obtain the thesis.} \]

\[ \text{Lemma 1. Let } h_i, i = 1, \ldots, n \text{ be } n \text{ positive quantities such that} \]

\[ 0 < h_1 \leq h_2 \leq \ldots \leq h_n = \bar{h} < \infty, \]

and let \( A_n = n^{-1} \sum_i h_i \) and \( G_n = \sqrt[n]{\prod_i h_i} \) the arithmetic and geometric means of \( \{h_i\}_{i=1}^n \).

We have the following bounds for \( D_n = \log A_n - \log G_n \):

\[ \frac{2}{n} \left[ \log \frac{h + \bar{h}}{2} - \frac{1}{2} \left( \log h + \log \bar{h} \right) \right] \leq D_n \leq - \log H + H - 1, \]

where

\[ H = h \cdot \log \frac{\bar{h}}{h} - \log \frac{\bar{h}}{h - \bar{h}}. \]

The lower bound is achieved when \( h_1 = \bar{h}, h_n = \bar{h} \) and \( h_i = (\bar{h} + h)/2 \) for \( i = 2, \ldots, n - 1 \). Further, the upper bound is reached for \( h_1 = \cdots = h_{r^*} = h \) and \( h_{r^*+1} = \cdots = h_n = \bar{h} \), where \( r^* = \left\lceil n \left( \frac{\bar{h}}{h - \bar{h}} - \frac{1}{\log h \cdot \log \bar{h}} \right) \right\rceil \) and \( \lceil \cdot \rceil \) denotes the integer part of a number.

**Proof.** a) **Lower Bound** To find the lower bound in (16), we use a recursive argument similar to Tung (1975). Given the geometric and arithmetic means of \( n - 1 \) terms, \( A_n-1 \) and \( G_n-1 \), we can define the difference \( D_n \) as a function of an “additional” term \( a \):

\[ D_n(a) = \log \left[ n^{-1}((n-1)A_{n-1} + a) \right] - n^{-1} \log \left( G_{n-1}^{n-1} \cdot a \right) \]

then we solve

\[ D_n'(a) = \frac{1}{(n-1)A_{n-1} + a} - \frac{1}{n a} = 0 \]

that gives \( a = A_{n-1} \). Since \( D_n'(A_{n-1}) = \frac{n-1}{nA_{n-1}} > 0 \) then \( D_n \geq D_n(A_{n-1}) = \frac{n-1}{n} D_{n-1} \) is the minimum. By applying recursively, we get:

\[ D_n \geq \frac{n-1}{n} D_{n-1} \geq \cdots \geq \frac{2}{n} D_2 = \frac{2}{n} \left[ \log \left( \frac{h + \bar{h}}{2} \right) - \frac{1}{2} \log(h \cdot h) \right]. \]
It can be easily checked that $D_n = \frac{2}{n}D_2$ if $h_1 = \frac{h}{2}, h_n = \frac{\overline{h}}{2}$ and all other terms are equal to $A_2 = \frac{h+\overline{h}}{2}$.

**b) Upper Bound** From left hand-side of (19), we have that $D'_n(a) \geq 0$ for all $a \geq A_{n-1}$ and thus, $D_n(a)$ reaches its maximum in one of the extremes $\frac{h}{2}$ or $\frac{\overline{h}}{2}$.

Let then $r$ be an integer such that

$$h = h_1 = \ldots = h_r < h_{r+1} = \ldots = \overline{h}.$$ 

We can then define the function $D_n(r)$:

$$D_n(r) = \log \frac{rh + (n-r)\overline{h}}{n} - \frac{r}{n} \log h - \frac{n-r}{n} \log \overline{h}$$

$$= \log \frac{r + (n-r)b}{n} - \frac{n-r}{n} \log b$$

where $b = \overline{h}/h$.

By extending the function $D_n(r)$ to the whole interval $[1, n]$, we can solve:

$$D'_n(r) = \frac{1-b}{r + (n-r)b} + \frac{1}{n \log b} = 0,$$

that gives the maximum point

$$r^* = n \left( \frac{b}{b-1} - \frac{1}{\log b} \right),$$

with

$$D_n(r^*) = \frac{\log b}{b-1} - 1 - \log \frac{\log b}{b-1} = H - 1 - \log H,$$

where $H$ is defined in (17).

If $r^*$ is not integer, then the maximum of $D_n(r)$ over $[1, n] \cap \mathbb{N}$ must be attained at either $\lfloor r^* \rfloor$ or $\lfloor r^* \rfloor + 1$. By writing $\lfloor r^* \rfloor = n \left( \frac{b}{\mu} - \frac{1}{\log b} \right) - \mu$, where $\mu \in (0, 1)$ is the fractional part and by comparing $D_n(\lfloor r^* \rfloor)$ and $D_n(\lfloor r^* \rfloor + 1)$, we easily see that

$$D_n(\lfloor r^* \rfloor) - D_n(\lfloor r^* \rfloor + 1) = \frac{b-1}{n} - \log b \geq 0$$

which concludes the proof.

**Theorem 5.**

**Proof.** The maximization of (7) corresponds to finding the maximum possible value for the difference between the logarithms of the arithmetic and geometric means of $h(x_i)$, $i = 1, \ldots, k$. The proof follows immediately from part b) of the proof of Lemma 1.

**Theorem 6.**
**Proof.** By setting $b = \tilde{h}/h$ in (9) we easily obtain
\[ \omega = \frac{b \log b - b + 1}{(b-1) \log b} .\]

Taking the limit for $\gamma_1 \to \gamma_0$, that is, for $b \to 1$, and by applying de l'Hôpital rule twice,
\[
\lim_{b \to 1} \frac{b \log b - b + 1}{(b-1) \log b} = \lim_{b \to 1} \frac{\log b}{\log b + (b-1)/b} = \lim_{b \to 1} \frac{b \log b}{b \log b + b - 1} = \frac{1}{2} .
\]

In order to complete the proof, it is enough to show that the function $\omega(\gamma_1) - 1/2 > 0$, or equivalently, that the function
\[
\frac{b}{b-1} - \frac{1}{\log(1+(b-1))} - 1/2 > 0
\]
for all $b > 1$. By denoting $v = b - 1$, we can rewrite the above inequality as
\[
\log(1+v) > \frac{2v}{v+2} .
\]

Since we already proved that the function $g(v) = \log(1+v) - \frac{2v}{v+2} \to 0$ for $v \to 0$, it is enough to show that, for $v > 0$, its derivative is positive:
\[
g'(v) = \frac{1}{v+1} - \frac{2v + 4}{(v+2)^2} = \frac{v^2}{(v+1)(v+2)} > 0.
\]

**Theorem 7.**

**Proof.** Let $\gamma_1 = \gamma_0 + \lambda/\sqrt{n}$. For convenience, we denote the mean with respect to a design $\xi$ by $\mathbb{E}_\xi$ and let
\[
Z_{in} = Z_n(x_i, \lambda, \gamma_0) := \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2n} \lambda^T h''(x; \bar{\gamma}) \lambda .
\]

With this notation, we can rewrite equation (15) as
\[
I_{12}(\xi; \gamma_1) = 1 + \log (1 + \mathbb{E}_\xi Z_n) - \mathbb{E}_\xi \log (1 + Z_n) .
\]

We clearly have that,
\[
\sup_{x \in X} |Z_n(x, \lambda, \gamma_0)| \leq \sup_{x \in X} \left| \nabla h(x; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right| + \sup_{x \in X} \left| \frac{1}{2n} \lambda^T h''(x; \bar{\gamma}) \lambda \right|
\]

Now, from the Cauchy-Shwartz inequality and from the assumptions of the Theorem:
\[
|\nabla h(x; \gamma_0)^T \lambda| \leq \left\| \nabla h(x; \gamma_0)^T \right\| \cdot \| \lambda \| \leq M_1 L
\]

\[17\]
and, by the definition of the spectral norm:

\[ |\lambda^T h''(x; \bar{\gamma})\lambda| \leq \|\lambda\|\|h''(x; \bar{\gamma})\lambda\| \leq \|\lambda\|^2 \sup_{\lambda \neq 0} \frac{\|h''(x; \bar{\gamma})\lambda\|}{\|\lambda\|} \]

\[ = \|\lambda\|^2 \|[h''(x; \bar{\gamma})\lambda]\|_2 \leq M_2 L^2. \tag{23} \]

Thus, we get the upper bound:

\[ \sup_{x \in \mathcal{X}} |Z_n(x, \lambda, \gamma_0)| \leq \frac{M_1 L}{\sqrt{n}} + \frac{M_2 L^2}{2n} \]

where the constants \(L, M_1, M_2\) do not depend on \(\xi\) nor on \(n\).

It is therefore possible to find an integer \(n^* := n^*(L, M_1, M_2)\) such that, for all \(n \geq n^*:\)

\[ \max \left\{ \frac{M_1 L}{\sqrt{n}}, \frac{M_2 L^2}{2n} \right\} < \frac{1}{4} \tag{24} \]

Thus, for \(n \geq n^*\), we have that \(\sup_{x \in \mathcal{X}} |Z_n(x, \lambda, \gamma_0)| < \frac{1}{2}\). As a consequence, \(Z_n < \frac{1}{2}\) and, replacing each term of the expected value \(\mathbb{E}_\xi |Z_n|\) with its maximum value,

\[ \mathbb{E}_\xi Z_n \leq \mathbb{E}_\xi |Z_n| \leq \sup_{x \in \mathcal{X}} |Z_n(x, \lambda, \gamma_0)| < \frac{1}{2}. \]

This enables us to expand in infinite series both the terms \(\log(1 + \mathbb{E}_\xi Z_n)\) and \(\log(1 + Z_n)\) in (21), obtaining:

\[ I_{12}(\xi; \gamma_1) = 1 + \sum_{i=1}^{k} \left( \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2n} \lambda^T h''(x_i; \bar{\gamma})\lambda \right) \xi(x_i) \]

\[ - \frac{1}{2} \sum_{i=1}^{k} \left[ \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2n} \lambda^T h''(x_i; \bar{\gamma})\lambda \right]^2 \xi(x_i) \]

\[ - \sum_{i=1}^{k} \left[ \left( \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2n} \lambda^T h''(x_i; \bar{\gamma})\lambda \right) \xi(x_i) \right] \]

\[ + \frac{1}{2} \sum_{i=1}^{k} \left[ \left( \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} + \frac{1}{2n} \lambda^T h''(x_i; \bar{\gamma})\lambda \right) \xi(x_i) \right]^2 \]

\[ + \sum_{m=3}^{\infty} \frac{(-1)^{m+1}}{m} \left[ (\mathbb{E}_\xi Z_n)^m - \mathbb{E}_\xi Z_n^m \right] \]

The first terms of the two expansions simplify, and after some calculations, we obtain, as in Theorem 4:

\[ I_{12}(\xi; \gamma_1) = 1 + \frac{\xi(\xi, \lambda, \gamma_0)}{n} + O(n^{-3/2}), \]
where the $O(n^{-3/2})$ term is now computed exactly:

$$
O(n^{-3/2}) = \frac{1}{2} \left[ \sum_{i} \frac{1}{4n^2} \left( \lambda^T h''(x_i; \bar{\gamma}) \right)^2 \xi(x_i) - \frac{1}{4n^2} \left( \sum_{i} \lambda^T h''(x_i; \bar{\gamma}) \lambda \xi(x_i) \right)^2 \right]
$$

$$
- \frac{1}{2n} \left[ \left( \sum_{i} \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \xi(x_i) \right) \left( \sum_{i} \lambda^T h''(x_i; \bar{\gamma}) \lambda \xi(x_i) \right) + \left( \sum_{i} \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \lambda^T h''(x_i; \bar{\gamma}) \lambda \xi(x_i) \right) \right]
$$

$$
+ \sum_{m=3}^{\infty} \frac{(-1)^{m+1}}{m} [(E_{\xi}Z_n)^m - E_{\xi}Z_n^m]
$$

Let $\text{Var}_{\xi} f(X)$ and $\text{Cov}_{\xi}(f(X), g(X))$ denote variances and covariances with respect to the design $\xi$, respectively. We can then write:

$$
n[I_{12}(\xi; \gamma_1) - 1] - \zeta(\xi, \lambda, \gamma_0) =
$$

$$
= \frac{1}{8n} \text{Var}_{\xi} \left( \lambda^T h''(X; \bar{\gamma}) \lambda \right) + \frac{1}{2\sqrt{n}} \text{Cov}_{\xi} \left( \lambda^T h''(X; \bar{\gamma}) \lambda, \nabla h(X; \gamma_0)^T \lambda \right)
$$

$$
+ n \sum_{m=3}^{\infty} \frac{(-1)^{m+1}}{m} [(E_{\xi}Z_n)^m - E_{\xi}Z_n^m]
$$

Thus, using the Cauchy-Shwartz bound $\text{Cov}_{\xi}(f, g) \leq \sqrt{\text{Var}_{\xi}(f)} \sqrt{\text{Var}_{\xi}(g)}$,

$$
|n[I_{12}(\xi; \gamma_1) - 1] - \zeta(\xi, \lambda, \gamma_0)| \leq \frac{1}{8n} \text{Var}_{\xi} \left( \lambda^T h''(X; \bar{\gamma}) \lambda \right)
$$

$$
+ \frac{1}{2\sqrt{n}} \sqrt{\text{Var}_{\xi}(\lambda^T h''(X; \bar{\gamma}) \lambda) \text{Var}_{\xi}(\nabla h(X; \gamma_0)^T \lambda)}
$$

$$
+ \sum_{m=3}^{\infty} \frac{n}{m} |(E_{\xi}Z_n)^m - E_{\xi}Z_n^m|.
$$

We need to prove that the right-hand side of (25) is bounded from above by a quantity that is inversely proportional to $n$ and independent of $\xi$.

Let us start with

$$
\sum_{m=3}^{\infty} \frac{n}{m} |(E_{\xi}Z_n)^m - E_{\xi}Z_n^m| \leq \sum_{m=3}^{\infty} \frac{n}{m} |(E_{\xi}|Z_n|)^m + E_{\xi}|Z_n|^m| \leq \sum_{m=3}^{\infty} \frac{2n}{m} E_{\xi}|Z_n|^m,
$$

(26)

and taking into account the expression of $Z_n$ given in (20), we have that

$$
\sum_{m=3}^{\infty} \frac{2n}{m} E_{\xi}|Z_n|^m \leq \sum_{m=3}^{\infty} \frac{2n}{m} E_{\xi} \left( \left| \nabla h(X; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right|^m + \frac{1}{2n} \lambda^T h''(X; \bar{\gamma}) \lambda \right)^m
$$

$$
\leq \sum_{m=3}^{\infty} \frac{2n}{m} \left[ 2^m E_{\xi} \left| \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right|^m + 2^m E_{\xi} \left| \frac{1}{2n} \lambda^T h''(x_i; \bar{\gamma}) \lambda \right|^m \right],
$$

(27)
where the last inequality follows from the fact that, given \(a, b \in \mathbb{R}\) and \(m \in \mathbb{N}\),

\[
(|a| + |b|)^m = \sum_{j=0}^{m} \binom{m}{j} |a|^j |b|^{m-j} \leq 2^m \max\{|a|^m, |b|^m\} \leq 2^m (|a|^m + |b|^m),
\]

with \(a = \nabla h(X; \gamma_0)^T \frac{\lambda}{\sqrt{n}}\) and \(b = \frac{1}{2n} \lambda^T h''(X; \bar{\gamma}) \lambda\).

In addition, in the right-hand side of (27) \(2/m < 1\) as in the summation \(m > 2\), and thus:

\[
\sum_{m=3}^{\infty} \frac{2n}{m} \left[ 2^m \mathbb{E}_\xi \left| \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right|^m + 2^m \mathbb{E}_\xi \left| \frac{1}{2n} \lambda^T h''(x_i; \bar{\gamma}) \lambda \right|^m \right] \\
\leq \sum_{m=3}^{\infty} n \mathbb{E}_\xi \left[ 2n \left| \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right|^m + \mathbb{E}_\xi \left| \frac{1}{n} \lambda^T h''(x_i; \bar{\gamma}) \lambda \right|^m \right] \\
\leq \sum_{m=3}^{\infty} n \left[ \left( \frac{2M_1 L}{\sqrt{n}} \right)^m + \left( \frac{M_2 L^2}{n} \right)^m \right],
\]

where the last inequality follows from the assumptions of the Theorem:

\[
\mathbb{E}_\xi \left| 2n \left| \nabla h(x_i; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right|^m \right| \leq \sup_{x \in \mathcal{X}} \left| 2n \left| \nabla h(x; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right|^m \right| \\
= \left[ \sup_{x \in \mathcal{X}} \left| 2n \left| \nabla h(x; \gamma_0)^T \frac{\lambda}{\sqrt{n}} \right|^m \right| \right] \leq \left( \frac{2M_1 L}{\sqrt{n}} \right)^m
\]

and

\[
\mathbb{E}_\xi \left| \frac{1}{n} \lambda^T h''(x_i; \bar{\gamma}) \lambda \right|^m \leq \sup_{x \in \mathcal{X}} \left| \frac{1}{n} \lambda^T h''(x; \bar{\gamma}) \lambda \right|^m \leq \left( \frac{M_2 L^2}{n} \right)^m.
\]

In addition, if \(n > n^*\) then (24) is fulfilled and thus \(2M_1 L/\sqrt{n} < 1\) and \(M_2 L^2/n < 1\). As a consequence, the two power series in (28) converge, and from (26)-(28) we obtain:

\[
\sum_{m=3}^{\infty} n \left| (\mathbb{E}_\xi Z)^m - \mathbb{E}_\xi Z^m \right| \leq \sum_{m=3}^{\infty} n \left[ \left( \frac{2M_1 L}{\sqrt{n}} \right)^m + \left( \frac{M_2 L^2}{n} \right)^m \right] \\
= n \left[ \left( 1 - \frac{2M_1 L}{\sqrt{n}} \right)^{-1} - 1 - \frac{2M_1 L}{\sqrt{n}} - \left( \frac{2M_1 L}{\sqrt{n}} \right)^2 \right] + \left[ \left( 1 - \frac{M_2 L^2}{n} \right)^{-1} - 1 - \frac{M_2 L^2}{n} - \left( \frac{M_2 L^2}{n} \right)^2 \right] \\
\leq \left( \frac{2M_1 L}{\sqrt{n}} \right)^3 + \left( \frac{M_2 L^2}{n} \right)^3 \leq \frac{16M_1^3 L^3}{n^{3/2}}.
\]

In particular, from (24) we have that \(1 - 2M_1 L/\sqrt{n} > 1/2\), and thus:

\[
\left( 1 - \frac{2M_1 L}{\sqrt{n}} \right)^{-1} - 1 - \frac{2M_1 L}{\sqrt{n}} - \left( \frac{2M_1 L}{\sqrt{n}} \right)^2 = \left( \frac{2M_1 L}{\sqrt{n}} \right)^3 \frac{1}{1 - 2M_1 L/\sqrt{n}} \leq \frac{16M_1^3 L^3}{n^{3/2}}.
\]

Similarly, the upper bound in (24) guarantees that:

\[
\left( 1 - \frac{M_2 L^2}{n} \right)^{-1} - 1 - \frac{M_2 L^2}{n} - \left( \frac{M_2 L^2}{n} \right)^2 \leq \left( \frac{M_2 L^2}{n} \right)^3 \frac{1}{1 - M_2 L^2/n} \leq \frac{2M_2^3 L^6}{n^3}.
\]
Using these two upper-bounds in (29), we have:

\[
\sum_{m=3}^{\infty} \sum_{n=1}^{m} |(E_{Z} Z)^{m} - E_{Z} Z^{m}| \leq \frac{16M_{3}^{3}L_{3}}{n^{1/2}} + \frac{2M_{2}^{3}L_{6}}{n^{2}}.
\]

(30)

It then remains to consider the other terms in the right-hand side of (25). Using the trivial upper bound \(\text{Var}(X) \leq E X^{2}\) and arguments similar to those used above,

\[
\text{Var}_{\xi} \left( \lambda^{T} h''(X; \bar{\gamma}) \lambda \right) \leq \mathbb{E}_{\xi} \left| \lambda^{T} h''(X; \bar{\gamma}) \lambda \right|^{2} \leq |\lambda^{T} \lambda^{2} | \mathbb{E}_{\xi} \| h''(X; \bar{\gamma}) \|_{2}^{2} \leq L^{4}M_{2}^{3}
\]

and

\[
\text{Var}_{\xi} \left( \nabla h(X; \gamma_{0})^{T} \lambda \right) \leq \mathbb{E}_{\xi} \left( \nabla h(X; \gamma_{0})^{T} \lambda \right)^{2} \leq \mathbb{E}_{\xi} \| \nabla h(X; \gamma_{0}) \|^{2} \| \lambda \|^{2} \leq L^{2}M_{1}^{3}
\]

Thus, putting everything together, we get:

\[
|n(I_{12}(\xi; \gamma_{1}) - 1) - \zeta(\xi, \lambda, \gamma_{0})| \leq \frac{16L^{3}M_{1}^{3}}{\sqrt{n}} + \frac{2L^{6}M_{2}^{3}}{n^{2}} + \frac{L^{4}M_{2}^{3}}{8n} + \frac{L^{3}M_{1}M_{2}}{2\sqrt{n}}
\]

where the constants \(K, M_{1}\) and \(M_{2}\) are independent of \(\xi\).

\[\square\]
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