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Abstract

Events where the two leading jets are separated by a pseudorapidity interval devoid of particle activity, known as jet-gap-jet events, are studied in proton-proton collisions at $\sqrt{s} = 13$ TeV. The signature is expected from hard color-singlet exchange. Each of the highest transverse momentum ($p_T$) jets must have $p_T^{\text{jet1}} > 40$ GeV and pseudorapidity $1.4 < |\eta^{\text{jet1}}| < 4.7$, with $\eta^{\text{jet1}}\eta^{\text{jet2}} < 0$, where jet1 and jet2 are the leading and sub-leading jets in $p_T$, respectively. The analysis is based on data collected by the CMS and TOTEM experiments during a low luminosity, high-$\beta^*$ run at the CERN LHC in 2015, with an integrated luminosity of 0.66 pb$^{-1}$. Events with a low number of charged particles with $p_T > 0.2$ GeV in the interval $|\eta| < 1$ between the jets are observed in excess of calculations that assume only color-exchange. The fraction of events produced via color-singlet exchange, $f_{\text{CSE}}$, is measured as a function of $p_T^{\text{jet2}}$, the pseudorapidity difference between the two leading jets, and the azimuthal angular separation between the two leading jets. The fraction $f_{\text{CSE}}$ has values of 0.4–1.0%. The results are compared with previous measurements and with predictions from perturbative quantum chromodynamics. In addition, the first study of jet-gap-jet events detected in association with an intact proton using a subsample of events with an integrated luminosity of 0.40 pb$^{-1}$ is presented. The intact protons are detected with the Roman pot detectors of the TOTEM experiment. The $f_{\text{CSE}}$ in this sample is $2.91 \pm 0.70$ (stat)$^{+1.08}_{-1.01}$ (syst) times larger than that for inclusive dijet production in dijets with similar kinematics.
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1 Introduction

Quantum chromodynamics (QCD) is the established theory of strong interactions and it is especially successful at very short distances, where physical observables can be computed in a perturbative expansion in powers of the strong coupling, \( \alpha_S \). However, there remain corners of phase space where predictions from perturbative QCD (pQCD) have yet to be confirmed. One such kinematic region is the high-energy limit of strong interactions, which is particularly important for better understanding the initial state in hadronic collisions and for studies of high-energy scattering [1,2].

In \( 2\rightarrow2 \) parton scattering, the high-energy limit of QCD is mathematically represented by \( \hat{s} \gg -\hat{t} \gg \Lambda_{\text{QCD}}^2 \), where \( \hat{s} \) is the square of the partonic center-of-mass energy, \( \hat{t} \) is the square of the partonic four-momentum transfer, and \( \Lambda_{\text{QCD}} \) is the energy scale below which QCD becomes strongly coupled. In this limit, some powers of \( \alpha_S \) are multiplied by a large logarithm of \( \hat{s} \) in the perturbative expansion, compensating for the smallness of \( \alpha_S \ll 1 \) such that \( \alpha_S \log(\hat{s}/|\hat{t}|) \lesssim 1 \). Thus, the fixed-order perturbation theory approach is no longer valid. These logarithmically enhanced terms correspond to multiple-parton splittings that are strongly ordered in rapidity. The Balitsky–Fadin–Kuraev–Lipatov (BFKL) evolution equation resums these terms to all orders in \( \alpha_S \) in the perturbative expansion [3–5], and its solutions are known up to next-to-leading logarithmic (NLL) accuracy [6,7]. In dijet production, the expected onset of BFKL dynamics is reached in configurations where the two jets are separated by a large rapidity interval. The BFKL radiation pattern is also expected to be important in the study of parton distribution functions (PDFs) of hadrons [3–5]. In this context, the high-energy limit of QCD corresponds to the regime of very small values of the parton momentum fraction \( x \) at low momentum transfer. The resummation of \( \log(1/x) \) terms to all orders in \( \alpha_S \) predicts a power-law growth of gluon densities at small \( x \).

At the CERN LHC, dedicated studies of BFKL dynamics include measurements of azimuthal angular (\( \phi \)) decorrelations between jets in forward-backward dijet configurations [8] and cross section measurements at large values of the rapidity difference between the jets [9,10]. Exclusive vector meson production at the LHC [11–17] can be treated within the BFKL framework, as discussed in Refs. [18,19]. Measurements of inclusive jet or multijet cross sections at different center-of-mass energies show no significant deviations from predictions based on the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) evolution equations [20–22], where parton emissions are strongly ordered in transverse momentum (\( p_T \)), distinct from the BFKL ordering in rapidity, over a large region of phase space [9,10,23–36]. State-of-the-art global PDF fits highlight the importance of including resummation of small \( x \) terms to all orders in \( \alpha_S \) to describe inclusive deep inelastic scattering data collected by the DESY HERA experiments [37]. A lesson from these studies is that BFKL dynamical effects associated with multiple parton splittings are very difficult to separate from other effects predicted by higher-order corrections in pQCD. More restrictive final-state studies, where other effects expected from pQCD are suppressed, may provide clearer indications of BFKL dynamics.

A study of events is presented in proton-proton (pp) collisions with two jets separated by a large pseudorapidity (\( \eta \)) interval devoid of particle activity. These are known as Mueller–Tang jets [38] or jet-gap-jet events. The jet-gap-jet events in this study are observed with the CMS detector. Previous studies of jet-gap-jet events have been carried out by the H1 and ZEUS Collaborations in dijet photoproduction in electron-proton collisions at the DESY HERA [39,40], by the CDF and D0 Collaborations in p\( p \) collisions at center-of-mass energies \( \sqrt{s} = 0.63 \) and 1.8 TeV at the Fermilab Tevatron [41–46], and by CMS at 7 TeV in pp collisions at the CERN LHC [47]. The pseudorapidity gap is indicative of an underlying \( t \)-channel hard color-singlet exchange [48–]
In the BFKL framework, hard color-singlet exchange is described by $t$-channel two-gluon ladder exchange between the interacting partons, as shown in Fig. 1, where the color charge carried by the exchanged gluons cancel, leading to a suppression of particle production between the final-state jets. This is known as perturbative pomeron exchange [3-5]. Color-singlet exchange can occur in quark-quark, quark-gluon, and gluon-gluon scattering. Of these, gluon-gluon scattering is expected to be substantially favored as a result of the larger color charge of gluons [49-51]. In contrast, in most collisions that lead to dijet production, the net color charge exchange between partons results in final-state particle production over wide intervals of rapidity between the jets. These color-exchange dijet events are referred to in this paper as “background” events. Dynamical effects predicted by the DGLAP evolution equations are largely suppressed in events with pseudorapidity gaps, since the predicted dijet production rate is strongly reduced by way of a Sudakov form factor [48-51]. This factor, which accounts for the probability of having no additional parton emissions between the hard partons, is not necessary for BFKL pomeron exchange [38]. The ratio of jet-gap-jet yields to inclusive dijet yields is sensitive to dynamical effects predicted by the BFKL evolution equations, as first suggested in Ref. [38] and further studied in Refs. [52-56].

The presence of soft rescattering effects between partons and the proton remnants modify the visible cross section of jet-gap-jet events. These soft interactions can induce the production of particles in the $\eta$ interval that would otherwise be devoid of particles. This results in a reduction of the number of events identified as having a jet-gap-jet signature. This reduction is parametrized using a multiplicative factor known as the rapidity gap survival probability, $|S|^2$. The survival probability is a process-dependent, nonperturbative quantity [48, 57-61] that is expected to have values of the order of $|S|^2 = 1-10%$ at LHC energies. This factor is often assumed to be largely independent of the dijet event kinematics [48], although some nonperturbative models, such as the soft color interactions (SCI) model [53, 56], suggest that this is not always the case. In particular, multiple-parton interactions (MPI) can further reduce the survival probability in dijet events with a central gap, as discussed in Refs. [53, 56, 62].

Soft rescattering effects can be suppressed in processes where one or both of the colliding protons remain intact after the interaction, such as in single- or central-diffractive dijet processes or in dijet photoproduction. These can be used to better separate events with a central gap between the jets, as discussed in Ref. [63]. Hence, parallel to the study of jet-gap-jet events in inclusive dijet production, a study of jet-gap-jet events with an intact proton, as shown in Fig. 2 is also presented. Although no forward rapidity gap is required in the analysis, these events...
are referred to as “proton-gap-jet-gap-jet” throughout the paper, where the forward rapidity gap signature is inferred from the detection of the intact proton. This part of the analysis uses a subset of dijet events that, in addition, have intact protons detected with the forward proton spectrometers of the TOTEM experiment [64]. This diffractive event topology has not been previously measured.

The present study is based on low instantaneous luminosity data collected in pp collisions at $\sqrt{s} = 13$ TeV by the CMS and TOTEM experiments at the CERN LHC. These data were recorded with special LHC optics settings, $\beta^* = 90$ m, where $\beta^*$ is the betatron amplitude function at the interaction point [65]. Data were recorded by CMS with an integrated luminosity of 0.66 pb$^{-1}$; a subset of the data with 0.40 pb$^{-1}$ was collected jointly with the TOTEM experiment. The present analysis uses a similar event selection and central gap definition as the previous measurement by CMS at 7 TeV [47]. Each of the two highest $p_T$ jets must have $p_T^{jet} > 40$ GeV and $1.4 < |\eta^{jet}| < 4.7$, and they must be in opposite hemispheres of the detector $\eta^{jet1} \eta^{jet2} < 0$, where jet1 and jet2 denote the leading and subleading jets in $p_T$, respectively. The charged particle multiplicity (N_{tracks}) in the interval $|\eta| < 1$ between the two leading jets, where each charged particle must have $p_T > 200$ MeV, is used to isolate color-singlet exchange dijet events from color-exchange dijet events. Jet-gap-jet events due to color-singlet exchange are characterized by a sharp excess at the lowest $N_{tracks}$ values above the expected contribution of color-exchange dijet events. The increase in $\sqrt{s}$ to 13 TeV provides improved conditions to study the hard color-singlet exchange process in an unexplored region of phase space. The increased sample size relative to the previous analysis at 7 TeV allows finer binning in the kinematic variables of interest and an improved precision in the determination of the fraction of dijet events produced via hard color-singlet exchange. Furthermore, the analysis based on CMS and TOTEM data provides a first investigation of dijet events with a central gap and an intact proton. This analysis can elucidate the role of soft parton exchanges in the creation and destruction mechanisms of pseudorapidity gaps in strong interactions [63]. The intact protons in the analysis have a fractional momentum loss ($\xi$) of up to 20%, with values of the square of the four-momentum transfer at the proton vertex ($t$) in the range between $-4$ and $-0.025$ GeV$^2$.

The paper is organized as follows. The CMS and TOTEM detectors are introduced in Section 2.
The data sample used in the analysis is described in Section 3. The event selection requirements are presented in Section 4. The central pseudorapidity gap and observable definitions are discussed in Sections 5 and 6, respectively. Section 7 gives a description of the background treatment used in the analysis. The systematic uncertainties are detailed in Section 8. The results of the paper are shown in Section 9. A summary of the paper is found in Section 10.

2 The CMS and TOTEM detectors

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the $\eta$ coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. The silicon tracker measures charged particles within the range $|\eta| < 2.5$. It consists of 1440 silicon pixel and 15 148 silicon strip detector modules. For nonisolated particles with $1 < p_T < 10$ GeV and $|\eta| < 1.4$, the track resolutions are typically 1.5% in $p_T$ and 25–90 (45–150) $\mu$m in the transverse (longitudinal) impact parameter [66].

The particle-flow (PF) algorithm [67] aims to reconstruct and identify each individual particle (physics-object) in an event, with an optimized combination of information from the various elements of the CMS detector. The energy of photons is obtained from the ECAL measurement. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The energy of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

Tracks are reconstructed with the standard iterative algorithm of CMS [66]. To reduce the misidentification rate, tracks are required to pass standard CMS quality criteria, referred to as high-purity criteria. High-purity tracks satisfy requirements on the number of hits and the $\chi^2$ of the track-fit. The requirements are functions of the charged particle track $p_T$ and $\eta$, as well as the number of layers with a hit. A more detailed discussion of the combinatorial track finding algorithm and the definition of high-purity tracks is reported in Ref. [66]. The reconstruction efficiency for high-purity tracks is about 75% with $p_T > 200$ MeV. The candidate vertex with the largest value of summed physics-object $p_T^2$ is taken to be the primary pp interaction vertex. In the vertex fit, each track is assigned a weight between 0 and 1, which reflects the likelihood that it genuinely belongs to the vertex. The number of degrees of freedom in the fit is strongly correlated with the number of tracks arising from the interaction region, as described in Ref. [66].

The jets are clustered using the infrared- and collinear-safe anti-$k_T$ algorithm [68, 69], with a distance parameter of $R = 0.4$. The clustering is performed with the FASTJET package [69]. The key feature of the anti-$k_T$ algorithm is the resilience of the jet boundary with respect to soft radiation. This leads to cone-shaped hard jets. The jet momentum is determined as the vector sum of all particle momenta in the jet. The simulations show the CMS detector response is within 5–10% of the true hadron-level momentum over a wide range of the jet $p_T$ and $\eta$. Jet energy
corrections are derived from simulation to bring, on average, the measured jet energies to the known energies at the generator level \[70\]. In situ measurements of the momentum balance in dijet, photon+jet, Z+jet, and multijet events are used to correct any residual differences in the jet energy scale in data and simulation \[70\]. The jet energy resolution typically amounts to 15\% at 10 GeV, 8\% at 100 GeV, and 4\% at 1 TeV. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, is described in Ref. \[71\].

The proton spectrometer of the TOTEM experiment consists of two sets of telescopes, known as Roman pot (RP) stations \[64\] that are located close to the beamline. The arms are referred to as sectors 45 and 56 for positive and negative \(\eta\), respectively. An RP that contains silicon strip detectors can approach the LHC beam to a distance of a few millimeters without affecting the LHC operation \[64\]. The RPs are used to detect protons deflected at scattering angles of only a few microradians relative to the beam. During the 2015 special run, there were two RP stations operating in each sector located at \(\pm 210\) m and \(\pm 220\) m relative to the interaction point. The configuration during 2015 is depicted in Fig. 3. The station at 210 m has one unit of RPs, while the station at 220 m has two units of RPs. Each unit has three RPs: one located above (“top”), one below (“bottom”), and one to one side (“horizontal”) of the LHC beam \[64\]. Before being detected, the trajectories of protons that have lost a small amount of their original momentum slightly deviate from the beam trajectory, with the deviation dependent on the momentum of the proton. The intact proton kinematics are reconstructed after modeling the transport of the protons from the interaction point to the RP location \[64, 72\]. With the \(\beta^* = 90\) m conditions, small horizontal displacements of the forward proton tracks at the RPs are directly proportional to \(\xi\). The detection of the forward protons also enables the reconstruction of \(t\), which is related to the horizontal and vertical scattering angles of the proton track at the RPs \[73, 74\]. The resolution in \(\xi\) is 0.008 for \(\xi \approx 0\) and 0.002 for \(\xi = 0.2\) \[73\]. The RPs are aligned following the standard techniques developed by the TOTEM Collaboration \[73\]. The TOTEM detector is described in Refs. \[64, 73\].

3 Data sample and trigger selection

The pp collision data used in this analysis were collected in a combined special run by the CMS and TOTEM experiments in 2015 at \(\sqrt{s} = 13\) TeV, when the LHC operated in a mode with low probability of overlapping pp interactions in the same bunch crossing (pileup). With \(\beta^* = 90\) m optics at the interaction point of CMS, there were about 0.05–0.10 pileup interactions per event. Events were selected by trigger signals delivered simultaneously to the CMS and TOTEM de-
tectors. The CMS orbit-counter reset signal, delivered to the TOTEM electronics at the start of the run, assures the time synchronization of the two experiments. The samples were combined offline by matching bunch crossing and orbit numbers, as in the previous CMS and TOTEM combined run at $\sqrt{s} = 8$ TeV [75]. Since CMS and TOTEM collected data simultaneously for a fraction of the special run, the integrated luminosity for the CMS-TOTEM sample corresponds to $0.40 \text{ pb}^{-1}$. The data were collected with an unprescaled inclusive dijet trigger. This trigger requires at least two leading jets (jet1, jet2), both with $p_T > 32 \text{ GeV}$ with $|\eta| < 5$ [76]. The trigger is about 85% efficient for $p_T^{\text{jet2}} = 40 \text{ GeV}$, and is fully efficient at $p_T^{\text{jet2}} > 55 \text{ GeV}$, as measured with dijet events in a zero-bias sample collected using a random trigger in the presence of nonempty bunch crossings. Trigger efficiency effects largely cancel in the ratio of yields of events with a central gap, $f_{\text{CSE}}$, the main observable measured in this analysis, which is described in Section 6. Thus, no efficiency correction is applied in the analysis. A subset of events of the zero-bias sample that contains forward proton information collected by the TOTEM experiment is used for systematic checks in the analysis.

4 Event selection

4.1 Dijet event selection

The following selection requirements are used for the study of jet-gap-jet events within inclusive dijet events as well as for the analysis of jet-gap-jet events with an intact proton:

- Each of the two leading jets is required to have $p_T^{\text{jet}} > 40 \text{ GeV}$. This selection maximizes the number of dijet events considered in the analysis, while ensuring high dijet reconstruction efficiency. The phase space explored in the present analysis is similar to that studied in the previous CMS measurement at 7 TeV [47]. There are no requirements on additional jets that may be produced in the collision.

- The two leading jets are measured in opposite hemispheres of the CMS detector, $\eta^{\text{jet1}}\eta^{\text{jet2}} < 0$, and must have $1.4 < |\eta^{\text{jet}}| < 4.7$. This selection favors the phase space region for production of jet-gap-jet events. Jets are reconstructed with the anti-$k_T$ algorithm distance parameter $R = 0.4$ and the adopted jet $\eta$ range thus locates the jets at least one unit of $R$ away from the $|\eta| < 1$ region used to extract the multiplicity of charged particles.

- The number of reconstructed primary vertices in the event is required to be at most one. This requirement is used to reject residual pileup interactions. For this analysis, a primary vertex is kept if it has at least two degrees of freedom as defined in Ref. [66]. Keeping events with no primary vertex retains forward-backward dijet configurations that have too few tracks to establish a primary vertex, as is likely for the jet-gap-jet topology.

- The primary vertex, if present, is required to be located within a longitudinal distance of 24 cm of the nominal interaction point of CMS.

There were 362 915 dijet events satisfying these selection requirements.

4.2 Intact proton selection

For the study of jet-gap-jet events with an intact proton (proton-gap-jet-gap-jet), in addition to the dijet event selection described in Section 4.1, the following selection requirements on the protons reconstructed in the RPs are also applied:
• At least one proton must be detected in either sector 45 or 56 RP stations.
• The proton track must cross at least two overlapping RP units (e.g., top-top, bottom-bottom), to ensure quality proton reconstruction.
• The $\xi$ reconstructed with the RP ($\xi_\text{p}(\text{RP})$) must have values of $\xi_\text{p}(\text{RP}) < 0.2$ and $t$ must have values of $-4 < t < -0.025 \text{GeV}^2$. These bounds are based on acceptance studies of the RPs.
• The proton track impact location at the RP must satisfy the fiducial selection requirements $8 < |y(\text{RP})| < 30 \text{mm}$ and $0 < x(\text{RP}) < 20 \text{mm}$ for vertical RPs, and $|y(\text{RP})| < 25 \text{mm}$ and $7 < x(\text{RP}) < 25 \text{mm}$ for horizontal RPs, where $x(\text{RP})$ and $y(\text{RP})$ denote the horizontal and vertical coordinates of the tracks in the plane transverse to the beamline at the RP. The beam position is at $x(\text{RP}) = y(\text{RP}) = 0$. This selection requirement ensures good proton reconstruction efficiency and acceptance within the RPs, and is based on acceptance studies of the RPs.

For the final selection requirement, the main goal is the removal of beam background events, which consist mostly of dijet events paired with uncorrelated beam halo particles or protons from residual pileup interactions. The beam halo is created by the interaction of beam particles with the collimation instrumentation or with residual gas in the vacuum chamber. To suppress these contributions, the following condition is applied:

• Events must satisfy $\xi_\text{p}(\text{PF}) - \xi_\text{p}(\text{RP}) < 0$, where $\xi_\text{p}(\text{PF}) = \sum_i (E_i^f \pm p_z^f) / \sqrt{s}$ is the fractional momentum loss of the proton calculated with the PF candidates of CMS. Here, $E_i^f$ and $p_z^f$ are the energy and longitudinal momentum of the $i$-th PF candidate in the event, respectively. The positive or negative sign in the sum corresponds to the scattered proton moving towards the positive or negative $z$ direction in the CMS coordinate system, corresponding to the sector 45 or 56 directions, respectively. The PF candidates considered in the analysis have $|\eta| < 5.2$.

For the calculation of $\xi_\text{p}(\text{PF})$, charged PF objects in $|\eta| < 2.5$ with a minimum $p_T > 200 \text{MeV}$ are considered. A minimum energy of 1.7 and 1.2 GeV is used at $|\eta| < 1.4$ for neutral hadrons and photon candidates of the PF candidate collection, respectively. For neutral hadrons and photon candidates in the region $1.4 < |\eta| < 2.5$, a respective minimum energy of 3.25 and 3.00 GeV is used. In the forward region, $2.5 < |\eta| < 5.2$, PF candidates with an energy greater than 5 GeV are selected. These $\eta$-dependent energy thresholds were optimized based on zero-bias data collected during the same run conditions as in the dijet data sample. This follows from a similar procedure used in the 7 TeV single-diffractive dijet analysis by CMS [77] and the 8 TeV CMS-TOTEM study on diffractive dijet production [75].

Ideally, it is expected that the fractional momentum loss reconstructed with the central detector or the forward proton detectors should be the same, i.e., $\xi_\text{p}(\text{PF}) = \xi_\text{p}(\text{RP})$. However, because of reconstruction inefficiencies and acceptance limitations of the CMS detector, and the use of energy thresholds applied for each PF candidate reconstructed in CMS, these events satisfy instead the inequality $\xi_\text{p}(\text{PF}) - \xi_\text{p}(\text{RP}) < 0$, i.e., the fractional momentum loss is underestimated by the CMS detector. Therefore, the region $\xi_\text{p}(\text{PF}) - \xi_\text{p}(\text{RP}) > 0$ is dominated by events with uncorrelated forward protons that arise from pileup interactions or beam halo activity, since they do not have to satisfy the same bounds as the physical diffractive events. There is a residual contribution from these events in $\xi_\text{p}(\text{PF}) - \xi_\text{p}(\text{RP}) < 0$, which is subtracted from the data, as explained in Section 7.2. The same selection requirement that targets the suppression of beam background contributions was also used in the measurement of single-diffractive dijet production at $\sqrt{s} = 8 \text{TeV}$ by the CMS and TOTEM Collaborations [75].
There are 341 and 336 events satisfying the dijet and intact proton selection requirements in sectors 45 and 56, respectively.

5 Central gap between the jets

Jet-gap-jet events arising from color-singlet exchange cannot be identified on an event-by-event basis since color-exchange dijet events can also have central gaps through fluctuations in the particle activity between the two jets. Nevertheless, the color-singlet exchange dijet process is expected to lead to an increase in the number of dijet events at the lowest particle multiplicities over those expected to arise from color exchange.

In this analysis, the charged particle activity between the two leading jets is used to characterize the pseudorapidity gap between the jets. The multiplicity of charged particles, \(N_{\text{tracks}}\), is defined as the number of reconstructed charged particle tracks between the two leading jets, where each charged particle is in the interval \(|\eta| < 1\) and has \(p_T > 200\) MeV. The measured relative \(p_T\) uncertainty of each charged particle is required to be smaller than 10%; this reduces the contribution from badly reconstructed or low-quality tracks. Reconstructed charged particle tracks satisfy the high-purity criteria of CMS described in Ref. [66]. The central gap is defined as the absence of charged particle production for \(|\eta| < 1\), which is the same definition used in the previous study at \(\sqrt{s} = 7\) TeV [47].

The fixed pseudorapidity gap region \(|\eta| < 1\) is the same as that employed in previous measurements by the CDF, D0, and CMS Collaborations [42, 43, 45–47], which facilitates the comparison of the findings of the present analysis with those previously reported at lower \(\sqrt{s}\). Since \(|\eta_{\text{jet1,2}}| > 1.4\) and \(\eta_{\text{jet1}}\eta_{\text{jet2}} < 0\), the separation between the jet axes starts at about 3 units in \(\eta\), which is the minimum gap width typically used in studies of diffractive reactions in high energy physics. At the same time, the \(\eta\) region is large enough to allow for a controlled subtraction of color-exchange dijet contributions. There are 1650 jet-gap-jet candidate events with \(N_{\text{tracks}} = 0\) in the sample. Although it is expected that jet-gap-jet events should only yield \(N_{\text{tracks}} = 0\), events with multiplicities up to \(N_{\text{tracks}} = 2\) occur in the signal when jet constituents are emitted at wide angles into the \(|\eta| < 1\) region, as discussed in Section 7.

For a central gap definition based on neutral hadrons or photons, the corresponding \(p_T\) thresholds cannot be lowered to the 200 MeV scale as with charged particle tracks. The noise level \(p_T\) thresholds are 0.5 and 2 GeV for photons and neutral particles at central pseudorapidities, respectively, which leads to a looser definition of an \(\eta\) interval devoid of particle activity. Consequently, neutral hadrons and photons are not used in the definition of the central gap in this analysis.

When an intact proton is included, the same definition of the central gap between the jets described above is used. The forward gap is inferred from the direct detection of the scattered proton, i.e., no calorimeter-based rapidity gap is applied. A total of 11 events are found with \(N_{\text{tracks}} = 0\) for dijet events with an intact proton.

Features of the dijet sample enriched in jet-gap-jet events are presented in Fig. 4. Events with \(N_{\text{tracks}} = 0\) are dominated by jet-gap-jet events, whereas events with \(N_{\text{tracks}} \geq 3\) are dominated by color-exchange dijet events. Jet-gap-jet candidates have the two leading jets strongly correlated in their transverse momenta, as shown in the upper panels of Fig. 4. This is characteristic of the nearly elastic parton-parton hard scattering process that initiated the jet production. The jet multiplicity, where each extra jet has \(p_T > 15\) GeV and \(|\eta| < 4.7\), is shown in the lower panel of Fig. 4. Most of the jet-gap-jet event candidates consist of two-jet events, whereas
Figure 4: Distributions of the ratio of the subleading jet to leading jet transverse momenta $p_{T,jet2}/p_{T,jet1}$ (left panel), the azimuthal angular separation between the two leading jets $\Delta \phi_{jj}$ (right panel), and the number of additional jets $N_{extra-jets}$ with $p_{T,extra-jet} > 15$ GeV (lower panel), for jet-gap-jet candidates with $N_{tracks} = 0$ in $|\eta| < 1$ (black circle) and color-exchange dijet candidates $N_{tracks} \geq 3$ in $|\eta| < 1$ (red triangle). The vertical bars represent the statistical uncertainties, which are smaller than the marker for some data points. The horizontal bars represent the bin width. The distributions are normalized to unity.

color-exchange dijet events feature multiple jets.

6 Color-singlet exchange fraction

Ideally, hard color-singlet exchange events should have only $N_{tracks} = 0$. Occasionally, however, charged particles created during the fragmentation process are produced at large angles with respect to the jet boundary, such that they are emitted into the $|\eta| < 1$ region. This leads to spillage of the color-singlet exchange signal events into the neighboring multiplicity counts. Therefore, the jet-gap-jet contributions are extracted for multiplicities up to $N_{tracks} = 2$. The integration interval $N_{tracks} < 3$ is optimized based on the background studies described in Section 7, where the excess of events over the expected number of color-exchange dijet events at low multiplicities is observed to stabilize, within the statistical uncertainties, at $N_{tracks} < 3$.

The number of dijet events with $N_{tracks} < 3$ is denoted by $N_F$, the number of dijet events with no underlying color-singlet exchange with $N_{tracks} < 3$ by $N_{F, non-CSE}$, and the total number of dijet events by $N$. The yields $N_F$ and $N$ are extracted directly via event counting, whereas $N_{F, non-CSE}$
requires modeling of color-exchange dijet events, which is discussed in Section 7.

The fraction of color-singlet exchange dijet events is given by

\[ f_{\text{CSE}} = \frac{N^F - N^F_{\text{non-CSE}}}{N^F}, \]  

(1)

and is measured as a function of kinematic variables of interest. Because \( f_{\text{CSE}} \) is a ratio of yields, jet reconstruction uncertainties approximately cancel. The \( f_{\text{CSE}} \) fraction can be measured as a function of:

- The pseudorapidity separation of the two leading jets, \( \Delta \eta_{jj} \equiv |\eta_{\text{jet1}} - \eta_{\text{jet2}}| \).
- The subleading jet transverse momentum, \( p_{\text{jet2}}^T \).
- The azimuthal angular separation between the two leading jets, \( \Delta \phi_{jj} \equiv |\phi_{\text{jet1}} - \phi_{\text{jet2}}| \).

The fraction \( f_{\text{CSE}} \), measured as a function of \( \Delta \eta_{jj} \), is particularly sensitive to predictions based on perturbative calculations within the BFKL framework [52–56], since it is directly related with the resummation of large logarithms of energy. The fraction \( f_{\text{CSE}} \), as a function of \( p_{\text{jet2}}^T \), can be compared with phenomenology studies that predict a weak dependence of this fraction on \( p_{\text{jet2}}^T \) based on BFKL calculations [52–55]. This \( p_{\text{jet2}}^T \) dependence also compares better with previous measurements by D0 [42, 43] and CMS [47]. The fraction \( f_{\text{CSE}} \), as a function of \( \Delta \phi_{jj} \), is sensitive to deviations from the back-to-back topology of jet-gap-jet events caused by higher-order perturbative QCD corrections, e.g., those induced by higher order corrections to the impact factors, which are related to the coupling of the perturbative pomeron to quarks and gluons [78, 79]. The \( f_{\text{CSE}} \) is extracted in bins of the kinematic variables of interest with ranges specified in Tables 2–4 of Section 9.

For the measurement with intact protons, \( f_{\text{CSE}} \) is the ratio of the number of proton-gap-jet-gap-jet events to the number of standard diffractive dijet events. In this case, signal events are extracted in the first two multiplicity bins, \( N_{\text{tracks}} < 2 \). The integration region of \( N_{\text{tracks}} < 2 \) is optimized based on the background studies described in Section 7.2, where an excess of events over background expectations is observed up to \( N_{\text{tracks}} < 2 \), and on the lower mean multiplicity found in data in events with intact protons. Because of the limited sample size, a measurement as a function of kinematic variables is not possible. Thus, the respective \( f_{\text{CSE}} \) is extracted using the entire sample of events with the intact proton.

7 Background treatment

Two independent, data-based techniques are used to describe the contribution of color-exchange dijet events in the lowest multiplicity bins. The first method relies on a data sample independent of the nominal sample, whereas the second method relies on a parametrization of particle multiplicity distributions in hadronic collisions. These techniques avoid model-dependent treatment of the underlying event activity, hadronization effects, and other effects that impact the description of particle activity between the jets that are embedded in Monte Carlo events.

7.1 Background for jet-gap-jet events

In the first approach, a separate \( N_{\text{tracks}} \) distribution is obtained from a sample of events where the two leading jets are reconstructed on the same side of the CMS detector (\( \eta_{\text{jet1}} \eta_{\text{jet2}} > 0 \)) with jets satisfying the requirements \( 1.4 < |\eta_{\text{jet}}| < 4.7 \) and \( p_T^\text{jet} > 40 \text{ GeV} \). The independent sample of events where jets are produced on the same side is referred to as “SS dijet sample.” The
nominal sample, where jets are reconstructed on opposite sides of the detector ($\eta^{\text{jet1}}\eta^{\text{jet2}} < 0$), is denoted by “OS dijet sample.” To suppress single-diffractive dijet contributions in the SS sample (dijet production with a forward pseudorapidity gap), which could affect the shape of the multiplicity distribution at very low multiplicities, at least one calorimeter tower with a minimum energy of 5 GeV above the calorimeter noise level in the forward region opposite to the dijet system within $3 < |\eta| < 5.2$ is required. This SS method for estimating the color-exchange contributions in jet-gap-jet analyses has been used by the CDF and CMS Collaborations [44–47].

![Figure 5: Charged particle multiplicity distribution $N_{\text{tracks}}$ in the $|\eta| < 1$ region for charged particle tracks with $p_T > 200$ MeV for opposite side (OS) dijet events satisfying $\eta^{\text{jet1}}\eta^{\text{jet2}} < 0$ with $40 < p_T^{\text{jet2}} < 50$ GeV. The vertical bars, which represent statistical uncertainties, are smaller than the markers for most data points. Results from color-exchange dijet background estimation based on the same side (SS) dijet events and the negative binomial distribution (NBD) function fit are shown on the left and right panels, respectively. The NBD function is fit in the interval $3 \leq N_{\text{tracks}} \leq 35$, and extrapolated to $N_{\text{tracks}} = 0$. The dashed-line arrow represents the jet-gap-jet signal region used in the analysis, $N_{\text{tracks}} \leq 2$. The vertical bars of the NBD extrapolation points, which are smaller than the markers, represent the uncertainty in the extrapolation based on the fit parameter uncertainties extracted in the $3 \leq N_{\text{tracks}} \leq 35$ interval. The fraction $f_{\text{CSE}}$ corresponds to the ratio of the excess of events at low multiplicities relative to the integrated number of events, as described in the text.

Although the multiplicity distribution of charged particles in $|\eta| < 1$ has a similar shape in the SS and the OS dijet samples, the SS dijet sample has a lower mean $N_{\text{tracks}}$ than the OS sample. To compensate for this difference and obtain a better superposition of the $N_{\text{tracks}}$ distributions of the SS and the OS dijet samples for multiplicities of $N_{\text{tracks}} > 2$, the $\eta$ region for the SS dijet sample is adjusted. The adjustment is estimated by matching the mean multiplicity of the distributions of the SS and OS samples by varying the pseudorapidity gap width in the SS sample. The optimal $\eta$ interval for the SS dijet sample is $|\eta| < 1.2$, consistent with findings by the CDF and CMS Collaborations at lower $\sqrt{s}$ [44–47]. The multiplicity distribution in the
SS sample is then normalized to the one of the OS dijet sample in an interval dominated by color-exchange dijet events, \( 3 \leq N_{\text{tracks}} \leq 40 \). The number of events of the SS sample in the first multiplicity bins \( N_{\text{tracks}} < 3 \) becomes the estimated number of color-exchange events contributing in the color-singlet exchange signal region. This is illustrated in the left panel of Fig. 5 for one of the bins in the region \( 40 < p_{T}^{\text{jet2}} < 50 \text{ GeV} \) used in the analysis. An excess of OS dijet events at low multiplicities above the expected color-exchange events is observed, which is interpreted as the contribution of hard color-singlet exchange dijet events. The \( f_{\text{CSE}} \) fraction is observed to stabilize up to \( N_{\text{tracks}} = 2 \) with the SS method, within the statistical uncertainties, and thus this is the integration region used for the \( f_{\text{CSE}} \) extraction in the analysis. For events at low nonzero \( N_{\text{tracks}} \), strong correlations in \( \eta-\phi \) between the charged particles and the jets are observed. This suggests that events with low nonzero \( N_{\text{tracks}} \) are due to charged particle constituents of the jet falling into the \( |\eta| < 1 \) region.

The second method used to estimate the color-exchange background relies on a fit to the \( N_{\text{tracks}} \) distribution with a negative binomial distribution (NBD) function. This distribution is used to describe \( N_{\text{tracks}} \) distributions with underlying color charge exchanges in hadronic collisions [80, 81], as first reported by the UA5 Collaboration [82, 83] at \( \sqrt{s} = 540 \text{ GeV} \). The NBD functional form has also been used to describe pp collision data at several \( \sqrt{s} \) values by the ALICE Collaboration [84]. The NBD function is less successful in describing the high multiplicity tails of \( N_{\text{tracks}} \) distributions for \( \sqrt{s} \) larger than 900 GeV [83, 84], and requires the use of more complex phenomenological parametrizations necessary for very wide multiplicity intervals.

For the study of jet-gap-jet events, a single NBD function fit is sufficient, since the main focus is at low \( N_{\text{tracks}} \). The NBD method for estimating the color-exchange contributions in jet-gap-jet analyses has been used by the D0 and CMS Collaborations [41–43, 47].

The NBD function is fit in the interval \( 3 \leq N_{\text{tracks}} \leq 35 \), which is expected to be dominated by color-exchange dijet events. The range of \( 3 \leq N_{\text{tracks}} \leq 35 \) also compares better to the 7 TeV analysis, since the shape of the \( N_{\text{tracks}} \) distribution is similar. The NBD function is extrapolated to \( N_{\text{tracks}} = 0 \) to estimate the contribution of color-exchange dijet background counts. This is illustrated in the right panel of Fig. 5 for one of the bins, \( 40 < p_{T}^{\text{jet2}} < 50 \text{ GeV} \), used in the analysis. As with the SS method, an excess at low \( N_{\text{tracks}} \) over the NBD extrapolation is observed. The fraction \( f_{\text{CSE}} \) is observed to stabilize by integrating the excess up to \( N_{\text{tracks}} = 2 \) with the NBD method, within the statistical uncertainties, and hence this is the integration region used to extract \( f_{\text{CSE}} \). The estimated color-exchange dijet yield in the signal region is stable with respect to variations of the starting and ending points of the fit region, as verified explicitly by changing the fit interval to \( 3 \leq N_{\text{tracks}} \leq 25 \), \( 3 \leq N_{\text{tracks}} \leq 45 \), or \( 4 \leq N_{\text{tracks}} \leq 35 \). The shape of the \( N_{\text{tracks}} \) distribution is very similar for events with low \( \Delta\eta_{jj} \) (more central dijets) compared with those with large \( \Delta\eta_{jj} \) (very forward-backward dijet configurations). This is because, for the majority of the events, the gap region is far from the edges of the jets due to the \( |\eta| > 1.4 \) requirement, which reduces the contamination of soft radiation from the jet.

The NBD method is used to extract the main results in the analysis, since it computes the fraction \( f_{\text{CSE}} \) as a function of the kinematic variables of interest. It also provides for a more direct comparison with the previous measurement by CMS at \( \sqrt{s} = 7 \text{ TeV} \) [47], where the main results are extracted with an NBD function fit in similar \( N_{\text{tracks}} \) intervals. The SS method is used for systematic checks in the analysis. The SS method overestimates the contribution of color-exchange dijet events by about 15% relative to the results extracted with the NBD method in \( 40 < p_{T}^{\text{jet2}} < 50 \text{ GeV} \), and by about 1–5% for larger values of \( p_{T}^{\text{jet2}} > 50 \text{ GeV} \). These differences are taken as a systematic uncertainty.
by performing the NBD fit in the range $3 \leq N_{\text{tracks}} \leq 35$. The extrapolation of the fit results to $N_{\text{tracks}} = 0$ agrees with the SS data. As an additional check, a subset of the OS dijet sample characterized by the presence of a third leading jet with $p_T^{\text{jet3}} > 15$ GeV and $|\eta^{\text{jet3}}| < 1$ is analyzed. This selection yields a trijet sample enriched in color-exchange events. The NBD function fit describes correctly the $N_{\text{tracks}}$ distribution of this trijet sample, further confirming the validity of the NBD approach.

The $f_{\text{CSE}}$ fractions are extracted from the data using dijet yields uncorrected for detector effects. No unfolding of the data is necessary, since reconstruction, resolution, and migration effects cancel in the ratio of yields in $f_{\text{CSE}}$. The number of color-singlet exchange dijet events in the numerator of Eq. (1) does not depend on track reconstruction inefficiencies; the latter only influence the color-exchange dijet events in the denominator of Eq. (1), which are subtracted in the analysis. Simulation events show that the results do not change within the statistical uncertainties if hadron-level or detector-level variables are used. This was also true for the 7 TeV CMS paper [47].

For these simulation studies, inclusive dijet events (with no hard color-singlet exchange contributions) were simulated using the leading order (LO) PYTHIA8 Monte Carlo event generator [85] (version 8.212) with the PDF set NNPDF2.3LO [86, 87]. The PYTHIA8 generator relies on a parton showering algorithm for resummation of soft and collinear gluon emissions at leading-logarithm accuracy, and on the Lund string fragmentation model for hadronization effects [88]. The underlying event tune CUETP8M1 [89] is used, together with initial- and final-state radiation effects. Hard color-singlet exchange events are simulated with the HERWIG6 Monte Carlo event generator [90] (version 6.520) with the PDF set CTEQ6L1 [91]. The HERWIG6 generator simulates events with hard color-singlet exchange between two partons following predictions based on simplified leading-logarithm BFKL calculations. Hadronization effects in HERWIG6 are based on the cluster fragmentation model [92]. The JIMMY package [93] is used to supplement MPI. A detailed simulation of the CMS detector response is performed with the GEANT4 toolkit [94]. The reconstruction of these simulated events uses the same algorithms as the data. Stable particles, whose decay length is greater than 20 mm, are used for jet reconstruction and measurement of the charged particle multiplicity distribution between the jets in these studies. The hadron-level results on $f_{\text{CSE}}$ are compared with those obtained when considering the detector response, and agree within the statistical uncertainties, provided that the signal extraction is performed at most at $N_{\text{tracks}} < 3$. The $f_{\text{CSE}}$ values in simulation are matched to those in data for these studies. For a check of the background subtraction methods used in the analysis, the $f_{\text{CSE}}$ values calculated with PYTHIA8 (color-exchange dijet events, no jet-gap-jet signal) are compared, and found consistent with those extracted using the SS or NBD methods, within the statistical uncertainties.

### 7.2 Background for proton-gap-jet-gap-jet events

In the sample with intact protons, the contribution of protons from pileup interactions and beam halo activity must be subtracted. The residual contamination that survives the selection requirement $\xi_p(\text{PF}) - \xi_p(\text{RP}) < 0$, as noted in Section 4.2, is estimated using an event mixing procedure that mimics the beam background contribution in the nominal sample, as described below.

Events from the inclusive dijet sample are paired with uncorrelated protons from events in the zero-bias data sample. The dijet events should satisfy the same event selection requirement described in Section 4. The number of events from this event mixing procedure is normalized to data with $\xi_p(\text{PF}) - \xi_p(\text{RP}) > 0$, which is dominated by beam background events. Then,
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detected in sector 56. This is indicative of a larger beam background contamination in sector 56
in comparison to sector 45. A higher beam background activity in sector 56 has been previously
observed by CMS and TOTEM in the 8 TeV single-diffractive dijet measurement [75].

Standard single-diffractive dijet events can yield a central gap between the jets by fluctuations
in \( N_{\text{tracks}} \), analogous to the fluctuations of color-exchange dijet events in inclusive dijet production.
The methods introduced in Section 7.1 are used to estimate these contributions with
modifications that account for differences in the sample with intact protons. Generally, the
\( N_{\text{tracks}} \) is lower in events with an intact proton than in inclusive dijet production events. For
events passing the dijet and forward proton selection requirements, the mean multiplicity in the
|\( \eta \) | < 1 region is \( \langle N_{\text{tracks}} \rangle \) ≈ 17, compared to the larger \( \langle N_{\text{tracks}} \rangle \) ≈ 28 in inclusive dijet
production. This is consistent with the overall suppression of spectator parton interactions and
lower energy available for production of particles in single-diffractive events. Since the \( N_{\text{tracks}} \)
distributions in sectors 45 and 56 are similar in shape, the \( N_{\text{tracks}} \) values from the two sectors
are summed for the analysis.

The first approach is the SS method. For the analysis with intact protons, the definition of
the SS dijet sample introduced in Section 7.1 cannot be used. The mean \( \eta \) of the jets is not
centered at zero in single-diffractive events. This is because single-diffractive dijet events are
intrinsically boosted along the beam direction, in a direction opposite to the scattered proton.
Thus, in considering single-diffractive dijet events located in the same hemisphere of the CMS

Figure 6: Distribution of \( \xi_\text{PF} - \xi_\text{RP} \) in sectors 45 (left) and 56 (right) in data, where
\( \xi_\text{PF} \) and \( \xi_\text{RP} \) denote the fractional momentum loss of the proton reconstructed with the
particle-flow (PF) candidates of CMS and the Roman pots (RP) of TOTEM, respectively. The
vertical bars indicate statistical uncertainties only. The estimated background contamination
(beam background events) is represented by the filled histogram, and is estimated from the
data, as described in the text. The statistical uncertainties of the beam background histograms
are smaller than the histogram lines. No central gap is required for this plot. The dashed-line
arrow represents the requirement applied in the analysis to remove most of the beam back-
ground contribution.
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Figure 7: Charged particle multiplicity distribution in the $|\eta| < 1$ region after the dijet and proton selection. Opposite side (OS) dijet events satisfy $\eta^{\text{jet1}}\eta^{\text{jet2}} < 0$. The vertical bars represent the statistical uncertainties. The filled histogram represents the residual beam background contamination. The contribution of standard diffractive dijet events that feature a central gap is modeled with the same side (SS) dijet events (left) and with the negative binomial distribution (NBD) function fit (right), as described in the text. The NBD function is fit in the interval $2 \leq N_{\text{tracks}} \leq 25$, and extrapolated to $N_{\text{tracks}} = 0$. The dashed-line arrow represents the region $N_{\text{tracks}} < 2$ used for signal extraction in the analysis. The vertical bars of the NBD extrapolation points represent the uncertainty in the extrapolation based on the fit parameter uncertainties extracted in the $2 \leq N_{\text{tracks}} \leq 25$ interval.

The second approach is based on the NBD method introduced in Section 7.1. The NBD function is fit in the interval $2 \leq N_{\text{tracks}} \leq 25$, and is then extrapolated to $N_{\text{tracks}} = 0$ to estimate the
contribution of standard diffractive dijet events that feature a central gap, as seen in Fig. The upper bound at $N_{\text{tracks}} = 25$ is chosen to include the lower mean $N_{\text{tracks}}$ of the dijet sample with intact protons, and, at the same time, to avoid the contribution by beam background contamination that dominates at high multiplicities. The NBD is fit before beam background subtraction. The result is the same if the fit is carried out after the beam background subtraction, which has an effect on the extracted $f_{\text{CSE}}$ of less than 2%. An excess over the NBD extrapolation results is observed in the data, which provides for an interpretation in terms of proton-gap-jet-gap-jet events. The NBD method is used to extract the main results in the analysis, which facilitates a comparison with the jet-gap-jet results extracted in inclusive dijet production. Because of the lower mean value of $N_{\text{tracks}}$ and the smaller width of the $N_{\text{tracks}}$ distribution, the NBD fit extrapolation is more sensitive in jet-gap-jet events with an intact proton than in inclusive dijet events. This is quantified as part of the systematic uncertainties in the $f_{\text{CSE}}$ extraction.

8 Systematic uncertainties

8.1 Systematic uncertainties in the study of jet-gap-jet events

The sources of systematic uncertainties for the $f_{\text{CSE}}$ fraction measurement are:

Jet energy scale: The $p_T$ of each jet is varied with $p_T \rightarrow p_T \pm \delta p_T(p_T, \eta)$, where $\delta p_T(p_T, \eta)$ is the jet energy scale uncertainty as a function of the jet $p_T$ and $\eta$. The new jet collection is reordered in $p_T$, and the analysis is repeated. The difference in the extracted fraction $f_{\text{CSE}}$ relative to the results found with the nominal jet energy corrections is a measure of the associated systematic uncertainty. The resulting relative uncertainty is 0.5–6.0%.

Track quality: The selection criteria used to define high-purity tracks are loosened and the difference in $f_{\text{CSE}}$ with respect to the nominal selection is taken as the associated systematic uncertainty. The loose quality criteria correspond to the minimum requirements yielding well-reconstructed tracks in the CMS detector, as described in Ref. [66]. The corresponding uncertainty in $f_{\text{CSE}}$ is 1.5–8.0%.

Charged particle $p_T$ threshold: Charged particles with $p_T < 200$ MeV are not considered in identifying a central gap. To study the sensitivity of the results to this threshold, the analysis is repeated with $p_T$ thresholds of 150 and 250 MeV for particles with $|\eta| < 1$. The corresponding relative differences in the measured $f_{\text{CSE}}$ fractions are 1.1–5.8% and are assigned as systematic uncertainties.

Background subtraction method: The background determined using the SS method is compared with the adopted NBD background approach, and the difference is the associated systematic uncertainty. This reflects the imperfect knowledge of the $N_{\text{tracks}}$ distributions for color-exchange dijet events. At lower $p_T^{\text{jet2}}$ values, with $40 < p_T^{\text{jet2}} < 50$ GeV, the relative systematic uncertainty is 14.6%, whereas for larger values, $p_T^{\text{jet2}} > 80$ GeV, it is 2–5%.

NBD fit parameters: The NBD function has three free parameters, including an overall normalization. The color-exchange dijet yields in the signal region are recalculated by varying the NBD fit parameters within their uncertainties. Correlations between the fit parameters are included in this procedure. The maximal differences relative to the nominal results are a measure of the associated systematic uncertainty. These calculations result in a relative uncertainty of less than 2.6% in the extracted $f_{\text{CSE}}$.

Functional form of the fit: To quantify the systematic uncertainty associated with the functional form chosen to fit the $N_{\text{tracks}}$ distribution at large multiplicities, the $N_{\text{tracks}}$ distribution is fit...
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instead with a double NBD function (a sum of two NBD functions) to extract \( f_{\text{CSE}} \). The double NBD function has been found to be an alternative empirical parametrization of charged particle multiplicities in hadronic collisions at various \( \sqrt{s} \), particularly for very wide \( N_{\text{tracks}} \) intervals \([81, 83, 84]\). The symmetrized difference of the \( f_{\text{CSE}} \) extracted with the double NBD fit with respect to the nominal \( f_{\text{CSE}} \) fraction is taken as the respective systematic uncertainty. The relative uncertainty in the extracted \( f_{\text{CSE}} \) is 2–7%.

A summary of the systematic uncertainties is presented in Table 1. The systematic uncertainties are added in quadrature and the total bin-specific systematic uncertainty varies between 7 and 23%.

As mentioned in Section 5, no neutral particles are used in the definition of the pseudorapidity gap because of the relatively large \( p_T \) thresholds above the calorimeter noise for neutral hadrons and photons. Most dijet events with low \( N_{\text{tracks}} \) in the region \(|\eta| < 1\) have little, if any, neutral particle activity in that region. Simulation studies that include the detector response, based on the samples described in Section 7.1, suggest that the neutral hadron and photon activity observed in data originate from the emission of jet constituents into the \(|\eta| < 1\) region, together with residual contributions of the calorimeter noise. The \( f_{\text{CSE}} \) fractions remain mostly unaffected if the contribution of neutral particles at central \( \eta \) is included in the analysis. In particular, if the vector \( p_T \) sum of the neutral hadrons and photons for \(|\eta| < 1\) is required to be less than 15 GeV, the results for \( f_{\text{CSE}} \) are the same, within the statistical uncertainties of \( f_{\text{CSE}} \). This is consistent since the color-exchange dijet background is already subtracted in the determination of \( f_{\text{CSE}} \).

Table 1: Relative systematic uncertainties in percentage for the measurements of \( f_{\text{CSE}} \) in jet-gap-jet and proton-gap-jet-gap-jet events. The jet-gap-jet results summarize the systematic uncertainties in bins of the kinematic variables of interest \( p_{\text{jet}2}^T, \Delta \eta_{jj}, \text{ and } \Delta \phi_{jj} \). When an uncertainty range is given, the range of values is representative of the variation found in \( f_{\text{CSE}} \) in bins of the kinematic variables of interest.

| Source                              | Jet-gap-jet (%) | Proton-gap-jet-gap-jet (%) |
|-------------------------------------|-----------------|-----------------------------|
|                                     | \( \Delta \eta_{jj} \) | \( p_{\text{jet}2}^T \) | \( \Delta \phi_{jj} \) | \( p_{\text{jet}2}^T \) | \( \Delta \eta_{jj} \) | \( \Delta \phi_{jj} \) |
| Jet energy scale                    | 1.0–5.0         | 1.5–6.0                     | 0.5–3.0                     | 7                         |
| Track quality                       | 6.0–8.0         | 5.4–8.0                     | 1.5–8.0                     | 8                         |
| Charged particle \( p_T \) threshold | 2.0–5.8         | 1.6–4.0                     | 1.1–5.8                     | 11                        |
| Background subtraction method       | 4.7–15          | 2–15                        | 12                          | 28                        |
| NBD fit parameters                  | 0.8–2.6         | 0.6–1.7                     | 0.1–0.6                     | 7.0                       |
| Functional form of the fit          | 2–7.3           | 1.4–8.0                     | 0.6–7.8                     | 11.5                      |
| NBD fit interval                    | —               | —                           | —                           | 12                        |
| Calorimeter energy scale            | —               | —                           | —                           | 5.0                       |
| Horizontal dispersion               | —               | —                           | —                           | 6.0                       |
| Fiducial selection requirements     | —               | —                           | —                           | 2.6                       |
| Total                               | 7–23            | 9–15                        | 12–18.5                     | 35                        |

8.2 Systematic uncertainties in the study of proton-gap-jet-gap-jet events

In addition to the sources of systematic uncertainties described in Section 8.1, the following sources of systematic uncertainties that affect the extraction of \( f_{\text{CSE}} \) in proton-gap-jet-gap-jet events are considered:

**NBD fit interval**: Because of the lower mean \( N_{\text{tracks}} \) and the limited sample size, the NBD fit extrapolation is more sensitive to the fit interval in events with an intact proton than in inclusive
dijet production. The color-exchange dijet background for intervals of $2 \leq N_{\text{tracks}} \leq 15$ and $2 \leq N_{\text{tracks}} \leq 35$ is evaluated. The difference of the extracted $f_{\text{CSE}}$ value for these intervals relative to that for the nominal interval $2 \leq N_{\text{tracks}} \leq 25$ is taken as the associated systematic uncertainty. Based on these studies an uncertainty of 12% is assigned to the extracted $f_{\text{CSE}}$. The difference of the measured $f_{\text{CSE}}$ value using the fit interval $3 \leq N_{\text{tracks}} \leq 25$ relative to the nominal fit interval is negligible.

**Calorimeter energy scale:** Beam background contributions are suppressed via the requirement $\xi_p(\text{PF}) - \xi_p(\text{RP}) < 0$ in the analysis. Since $\xi_p(\text{PF})$ is constructed from the PF candidates of the CMS experiment, it is affected by the energy calibration uncertainties of each PF candidate. The impact on $\xi_p(\text{PF})$ is estimated by varying the energy of the PF candidates conservatively by ±10%. The corresponding relative difference in the extracted $f_{\text{CSE}}$ value is 5%, and is included as the associated systematic uncertainty.

**Horizontal dispersion:** The determination of $\xi_p(\text{RP})$ depends on the LHC optics parametrization in the transport matrix, which connects the kinematics of the proton at the interaction point with those measured at the RPs. The horizontal dispersion term in the transport matrix directly affects the measurement of $\xi_p(\text{RP})$. The associated systematic uncertainty is estimated by conservatively scaling the value of $\xi_p(\text{RP})$ by ±10%, and repeating the analysis. The $f_{\text{CSE}}$ has an uncertainty of 6%.

**Fiducial selection requirements for x(RP)–y(RP) coordinates at the RPs:** The vertical and horizontal fiducial requirements are varied by 0.2 and 1 mm, respectively. The relative difference of the $f_{\text{CSE}}$ result with respect to that obtained with the nominal fiducial x(RP)–y(RP) requirements is less than 2.6%, and is assigned as the corresponding systematic uncertainty.

The systematic uncertainties are summarized in Table 1. The systematic uncertainties related to the jet reconstruction and central gap definition are larger in the proton-gap-jet-jet study. The total systematic uncertainty is calculated as the quadratic sum of the individual contributions, and it has a value of 35%.

### 9 Results

#### 9.1 Results for jet-gap-jet events in inclusive dijet production

The measured fractions $f_{\text{CSE}}$ are presented in Fig. 8 and Tables 2–4. As a function of $\Delta \eta_{jj}$, the $f_{\text{CSE}}$ fraction shows a uniform increase from 0.4 to 1.0% for $\Delta \eta_{jj}$ between 3 and 6 units. Within the experimental uncertainties, $f_{\text{CSE}}$ is about 0.7%, and shows little, if any, dependence on $p_{T2}$. As a function of $\Delta \phi_{jj}$ between the two leading jets, the $f_{\text{CSE}}$ fraction exhibits a peak near $\Delta \phi_{jj} = \pi$ with a value of 1%, which suggests that jet-gap-jet events are more strongly correlated in the transverse plane than inclusive dijet events. A constant value of about 0.4% is found for $\Delta \phi_{jj} < 2.8$; this implies that color-singlet exchange dijet events decorrelate at a similar rate as color-exchange dijet events in this interval.

The present results are compared with BFKL-based theoretical calculations of Royon, Marquet, Kepka (RMK) and Ekstedt, Enberg, Ingelman, Motyka (EEIM), the results of which are shown in Fig. 8. The RMK and EEIM model predictions include dominant NLL corrections to the BFKL evolution of the parton-level cross section using LO impact factors. The RMK predictions are supplemented with a gap survival probability of $|S|^2 = 10\%$, whose value is used to match the $f_{\text{CSE}}$ values observed in data. The RMK predictions use an updated parametrization of the BFKL NLL amplitudes that include the larger phase space available at LHC energies, which are then implemented in the HERWIG6 generator. The theo-
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Figure 8: Fraction of color-singlet exchange dijet events, $f_{CSE}$, measured as a function of $\Delta \eta_{jj}$, $p_T^{jet2}$, and $\Delta \phi_{jj}$ in pp collisions at $\sqrt{s} = 13$ TeV. The vertical bars represent statistical uncertainties, while boxes represent the combination of statistical and systematic uncertainties in quadrature. The results are plotted at the mean values of $\Delta \eta_{jj}$, $p_T^{jet2}$, and $\Delta \phi_{jj}$ in the bin. For a given plot of $f_{CSE}$ versus a kinematic variable of interest ($p_T^{jet2}$, $\Delta \eta_{jj}$, or $\Delta \phi_{jj}$), the other kinematic variables are integrated over their allowed range. The red solid curve corresponds to theoretical predictions based on the RMK model [54, 55] with gap survival probability of $|S|^2 = 10\%$. The EEIM model [53, 56] predictions with MPI-only contributions and $|S|^2 = 1.2\%$ or MPI+SCI are represented by the purple dashed and orange dotted curves, respectively. The bands around the curves represent the associated theoretical uncertainties. The EEIM model has only small contributions far from back-to-back jets since no hard NLO $2 \rightarrow 3$ processes are included, and thus predictions are not shown for the lower panel of $f_{CSE}$ versus $\Delta \phi_{jj}$.
Retheoretical uncertainties in the RMK prediction are due to renormalization and factorization scale
certainties in the BFKL calculation [55]. The EEIM predictions include soft rescattering ef-
certs based on MPI or MPI supplemented with SCI. In the EEIM approach, the spectator parton
activity originating from perturbative gluons is modeled in terms of initial- and final-state parton
showers, MPI, and hadronization processes, as implemented in PYTHIA 6 [53, 56]. The SCI
accounts for possible gap destruction effects caused by color exchange with negligible momen-
tum transfer that rearrange the color field created in the pp collision [53]. The free parameters
of the SCI model are fit to describe the previous 7 TeV measurement by CMS [56]. The remain-
ing nonperturbative corrections are either modeled with a survival probability of $|S|^2 = 1.2\%$
to match the $f_{CSE}$ value found in data (purple dashed line in Fig. 8) or with SCI (orange dotted
line in Fig. 8). The theoretical uncertainties in the EEIM model predictions are dominated by
the cutoff $p_T$ scale used for MPI in the simulation.

Table 2: Measured values of the fraction of color-singlet exchange events $f_{CSE}$ in bins of the
pseudorapidity difference between the two leading jets $\Delta \eta_{jj}$. The first column indicates the $\Delta \eta_{jj}$
intervals and the last column represents the measured fraction. The first and second uncer-
tainties correspond to the statistical and systematic components, respectively. The results are
integrated over the allowed $p_{Tj2}$ and $\Delta \phi_{jj}$ values. The mean values of $\Delta \eta_{jj}$ in the bin are given
in the middle column.

| $\Delta \eta_{jj}$ | $\langle \Delta \eta_{jj} \rangle$ | $f_{CSE}$ [%] |
|-------------------|---------------------|----------|
| 3.0–3.5           | 3.24                | 0.41 ± 0.02$^{+0.11}_{-0.04}$ |
| 3.5–4.0           | 3.75                | 0.50 ± 0.02$^{+0.07}_{-0.07}$ |
| 4.0–4.5           | 4.25                | 0.68 ± 0.02$^{+0.07}_{-0.06}$ |
| 4.5–5.0           | 4.74                | 0.71 ± 0.03$^{+0.06}_{-0.06}$ |
| 5.0–5.5           | 5.24                | 0.86 ± 0.04$^{+0.06}_{-0.08}$ |
| 5.5–6.0           | 5.73                | 0.93 ± 0.04$^{+0.06}_{-0.09}$ |
| 6.0–6.5           | 6.22                | 0.92 ± 0.06$^{+0.11}_{-0.09}$ |
| 6.5–7.0           | 6.71                | 0.69 ± 0.07$^{+0.15}_{-0.05}$ |
| 7.0–7.5           | 7.22                | 0.99 ± 0.14$^{+0.07}_{-0.15}$ |
| 7.5–8.0           | 7.73                | 1.57 ± 0.27$^{+0.35}_{-0.56}$ |

Table 3: Measured values of the fraction of color-singlet exchange events $f_{CSE}$ in bins of the
subleading jet transverse momentum $p_{Tj2}$. The first column indicates the $p_{Tj2}$ bin intervals and
the last column represents the measured fraction. The first and second uncertainties correspond
to the statistical and systematic components, respectively. The results are integrated over the
allowed $\Delta \eta_{jj}$ and $\Delta \phi_{jj}$ values. The mean values of $p_{Tj2}$ in the bin are given in the middle column.

| $p_{Tj2}$ [GeV] | $\langle p_{Tj2} \rangle$ [GeV] | $f_{CSE}$ [%] |
|----------------|-------------------|----------|
| 40–50          | 44.3              | 0.64 ± 0.01$^{+0.11}_{-0.12}$ |
| 50–60          | 54.5              | 0.67 ± 0.02$^{+0.08}_{-0.10}$ |
| 60–70          | 64.6              | 0.77 ± 0.04$^{+0.08}_{-0.10}$ |
| 70–80          | 74.5              | 0.88 ± 0.06$^{+0.09}_{-0.09}$ |
| 80–100         | 88.6              | 0.72 ± 0.05$^{+0.04}_{-0.11}$ |
| 100–200        | 128.8             | 0.77 ± 0.07$^{+0.09}_{-0.10}$ |
Table 4: Measured values of the fraction of color-singlet exchange events $f_{\text{CSE}}$ in bins of the azimuthal angular difference between the two leading jets $\Delta \phi_{jj}$. The first column indicates the $\Delta \phi_{jj}$ bin intervals and the last column represents the measured fraction. The first and second uncertainties correspond to the statistical and systematic components, respectively. The results are integrated over the allowed $p_{\text{T}}^{\text{jet2}}$ and $\Delta \eta_{jj}$ values. The mean values of $\Delta \phi_{jj}$ in the bin are given in the middle column.

| $\Delta \phi_{jj}$   | $\langle \Delta \phi_{jj} \rangle$ | $f_{\text{CSE}}$ [%] |
|---------------------|-----------------------------------|-----------------------|
| 0.00–1.00           | 0.60                              | 0.54 ± 0.11 ± 0.06   |
| 1.00–2.00           | 1.64                              | 0.40 ± 0.04 ± 0.05   |
| 2.00–2.25           | 2.14                              | 0.41 ± 0.04 ± 0.07   |
| 2.25–2.50           | 2.36                              | 0.38 ± 0.03 ± 0.08   |
| 2.50–2.75           | 2.62                              | 0.40 ± 0.02 ± 0.09   |
| 2.75–3.00           | 2.86                              | 0.57 ± 0.02 ± 0.09   |
| 3.00–$\pi$          | 3.06                              | 1.03 ± 0.02 ± 0.14   |

According to both the RMK and EEIM model calculations, $f_{\text{CSE}}$ should have a weak dependence on $p_{\text{T}}^{\text{jet2}}$. Within the uncertainties, this feature is consistent with the observed $f_{\text{CSE}}$ values. The predictions by RMK and EEIM (with MPI only) yield a decreasing $f_{\text{CSE}}$ with increasing $\Delta \eta_{jj}$. This is in disagreement with the data, which show a $f_{\text{CSE}}$ that generally grows with larger $\Delta \eta_{jj}$. The EEIM model predictions, when supplemented with SCI, correctly describe $f_{\text{CSE}}$ as a function of $\Delta \eta_{jj}$ within the uncertainties. The predictions of the RMK model for $f_{\text{CSE}}$ as a function of $\Delta \phi_{jj}$ are consistent with the data within the uncertainties for medium angular separations $1 < \Delta \phi_{jj} < 3$, but underestimate the experimental result by about 10% near $\Delta \phi_{jj} = \pi$. The model significantly underestimates the observed $f_{\text{CSE}}$ for small angular separations with $\Delta \phi_{jj} < 1$. The EEIM model uses LO $2 \rightarrow 2$ hard processes resulting in back-to-back hard jets, such that $\Delta \phi_{jj} \approx \pi$, with only small deviations due to the leading logarithmic parton showers, but no hard next-to-LO (NLO) $2 \rightarrow 3$ processes causing larger deviations.

Present calculations include partial corrections at NLO in $\alpha_S$ within the BFKL framework, namely resummation of large logarithms of energy at NLL accuracy using LO impact factors. Higher-order corrections to impact factors are known to have significant effects in the description of similar processes, such as Mueller–Navelet jets [102]. Recently, major progress has been made in the calculation of NLO impact factors for the jet-gap-jet process [78, 79]. These corrections have yet to be included in the BFKL theoretical calculations to complete the NLO analysis of the jet-gap-jet process.

In Fig. 9, the current results are compared with previous measurements of $f_{\text{CSE}}$ with a central gap in $|\eta| < 1$ by the D0 and CDF Collaborations at the Tevatron in $p \overline{p}$ collisions at $\sqrt{s} = 0.63$ and 1.8 TeV [42, 43, 45, 46], and by the CMS Collaboration in pp collisions at 7 TeV [47]. There are differences in the phase space volumes populated by the two leading jets, jet clustering algorithms, and distance parameters, which are described in the next paragraphs. Simulation studies that rely on hadron-level particle distributions, based on the samples described in Section 7.1, indicate that the choice of the jet reconstruction algorithm (cone or anti-$k_T$ algorithms) has a negligible effect on the shape of the charged particle multiplicity distribution between the jets. The value of the distance parameter $R$ influences the charged particle multiplicity distribution shape of jet-gap-jet signal events. For large values of $R$, it is less likely for charged particle constituents of the jet to populate the central $|\eta| < 1$ region since the jet axes are fur-
Figure 9: Fraction of color-singlet exchange dijet events, $f_{\text{CSE}}$, measured as a function of $p_T^{\text{jet2}}$ by the D0 and CDF Collaborations [43, 45, 46] at $\sqrt{s} = 0.63$ (red open symbols) and 1.8 TeV (green open symbols), by the CMS Collaboration [47] at 7 TeV (magenta open symbols), and the present results at 13 TeV (filled circles). The vertical bars of the open symbols represent the total experimental uncertainties. The vertical bars of the 13 TeV measurement represent the statistical uncertainties, and boxes represent the combination of statistical and systematic uncertainties in quadrature. The central gap is defined by means of the particle activity in the $|\eta| < 1$ interval in these measurements, as described in the text. The jet $p_T$ and $\eta$ requirements of the previous measurements are specified in the legend of the plot. No phase space extrapolations are made in plotting this figure.

ther away from the edges of the gap region. This yields a sharper jet-gap-jet signal excess at $N_{\text{tracks}} = 0$ for large jet distance parameter. At small distance parameter $R$, there is more spillage of charged particles into the gap region, since the jet axes can approach the edge of the $|\eta| < 1$ interval more closely. The shape of the multiplicity distribution of color-exchange dijet events remains mostly unaffected by the size of $R$. In these simulation studies, these effects are negligible provided that $f_{\text{CSE}}$ is extracted over the first multiplicity bins $N_{\text{tracks}} < 3$, as is done in this measurement.

The study by the D0 Collaboration [43] uses the calorimeter tower multiplicity distribution in $|\eta| < 1$, where each calorimeter tower has transverse energy $E_T > 200$ MeV. The 0.63 and 1.8 TeV studies consider jets with $E_T^{\text{jet}} > 12$ GeV and $1.9 < |\eta| < 4.1$. The CDF Collaboration measured jet-gap-jet events at 0.63 and 1.8 TeV [45, 46]. The $N_{\text{tracks}}$ value in the region $|\eta| < 1$ with $E_T > 300$ MeV is used in the CDF analyses. Each of the two leading jets has $1.8 < |\eta| < 3.5$, with $E_T^{\text{jet}} > 8$ GeV and $> 20$ GeV for the 0.63 and 1.8 TeV studies, respectively. The jets are clustered using the cone algorithm with $R = 0.7$ for both CDF and D0 studies. The measurement by CMS at 7 TeV is done in three bins of $p_T^{\text{jet2}} = 40–60, 60–100,$ and $100–200$ GeV [47]. The jets are clustered with the anti-$k_T$ algorithm with $R = 0.5$ in the previous CMS study. Each of the two leading jets has $1.5 < |\eta| < 4.7$, and the signal extraction is based on the $N_{\text{tracks}}$ distribution with $p_T > 200$ MeV in $|\eta| < 1$. 
9.2 Results for jet-gap-jet events with an intact proton

The fraction $f_{\text{CSE}}$ in events with intact protons is $f_{\text{CSE}} = [1.92 \pm 0.46 \text{(stat)}^{+0.69}_{-0.62} \text{(syst)}] \%$. Although the dijet events with an intact proton cover the same phase space as those in the inclusive dijet analysis, most of the events used in the study populate the regions $3.0 < \Delta \eta_{jj} < 6.5$ and $40 < p_{T}^{\text{jet2}} < 100 \text{ GeV}$ because of the limited sample size of events with intact protons.

Figure 10: Fraction of color-singlet exchange dijet events, $f_{\text{CSE}}$, measured as a function of $\Delta \eta_{jj}$ by CMS at 7 TeV [47] and the present measurement at 13 TeV. The 7 TeV measurement was performed in three bins of $p_{T}^{\text{jet2}} = 40–60, 60–100, \text{ and } 100–200 \text{ GeV}, \text{ which are represented by the open circle, open square, and open cross symbols, respectively. The present 13 TeV results are represented by the filled circles. The vertical bars of the 7 TeV measurement represent the total experimental uncertainties. The vertical bars of the 13 TeV measurement represent the statistical uncertainties, and boxes represent the combination of statistical and systematic uncertainties in quadrature.}

In Fig. 9, the D0 and CDF Collaborations find that $f_{\text{CSE}}$ decreases by a factor of $2.5 \pm 0.9$ [43] and $3.4 \pm 1.2$ [46], respectively, when $\sqrt{s}$ increases from 0.63 to 1.8 TeV. Similarly, the results by the CMS experiment at 7 TeV show a $f_{\text{CSE}}$ that decreases by a factor of around 2 with respect to the 1.8 TeV results at the Tevatron [47]. The observed energy dependence of the previous measurements is generally attributed to a larger number of soft parton interactions with increasing $\sqrt{s}$, which enhances the probability of the gap being destroyed. The 13 TeV results show there is no further decrease of the $f_{\text{CSE}}$ values relative to the 7 TeV results, within the uncertainties. This could be an indication that the rapidity gap survival probability stops decreasing at the center-of-mass energies probed at the LHC for the jet-gap-jet process.

The present measurement of $f_{\text{CSE}}$ expands the reach in $\Delta \eta_{jj}$ covered in the earlier 7 TeV CMS measurement [47], as seen in Fig. 10. The measurement of $f_{\text{CSE}}$ as a function of $\Delta \eta_{jj}$ at 7 TeV is carried out in three bins of $\Delta \eta_{jj} = 3–4, 4–5, \text{ and } 5–7 \text{ units for each bin of } p_{T}^{\text{jet2}}$. The dependence of $f_{\text{CSE}}$ as a function of $\Delta \eta_{jj}$ at 13 TeV confirms the trend observed by CMS at 7 TeV and extends the range previously explored towards large values of $6.5 < \Delta \eta_{jj} < 8$.
Figure 11: Fraction of hard color-singlet exchange dijet events $f_{\text{CSE}}$, measured as a function of $\Delta\eta_{jj}$ (left) and $p_{T}^{\text{jet2}}$ (right) extracted in inclusive dijet event production (labeled CMS, represented by the blue circle markers) and in dijet events with an intact proton at 13 TeV (labeled CMS-TOTEM, represented by the red cross marker). The vertical bars represent the statistical uncertainties, and boxes represent the combination of statistical and systematic uncertainties in quadrature. The CMS results are plotted at the mean values of $\Delta\eta_{jj}$ and $p_{T}^{\text{jet2}}$ in the bin. Similarly, the CMS-TOTEM result is plotted at the mean value of $\Delta\eta_{jj}$ and $p_{T}^{\text{jet2}}$ in the CMS-TOTEM combined sample. The $40 < p_{T}^{\text{jet2}} < 100 \text{GeV}$ and $3.0 < \Delta\eta_{jj} < 6.5$ ranges below the CMS-TOTEM legend represent the dijet phase space covered by events with an intact proton with the present sample size, rather than a selection requirement, as described in the text.
The measured fraction $f_{\text{CSE}}$ in events with an intact proton is $2.91 \pm 0.70$ (stat) $^{+1.08}_{-1.01}$ (syst) times larger than that extracted for inclusive dijet production, where the two leading jets have similar kinematics to events with an intact proton, i.e., $40 < p_T^{\text{jet}2} < 100$ GeV and $3.0 < \Delta \eta_{\text{jet}1,\text{jet}2} < 6.5$ for jet-gap-jet events considered in the aforementioned double ratio calculation. The $f_{\text{CSE}}$ ratio in the latter jet-gap-jet subsample has a value of $f_{\text{CSE}} = [0.66 \pm 0.01 \text{ (stat)} ^{+0.06}_{-0.09} \text{ (syst)}]_{95\%}$. Correlations of systematic uncertainties associated with jet reconstruction and central gap definition are included when evaluating the uncertainties in the double ratios. Statistical and systematic uncertainties in the double ratio are largely dominated by the uncertainties in the CMS-TOTEM $f_{\text{CSE}}$ measurement. The CMS-TOTEM results, when compared with the CMS results extracted in inclusive dijet production, suggest that the relative abundance of dijet events with a central gap is larger in events with an intact proton. This is illustrated in Fig. 11, where the results for $f_{\text{CSE}}$ are presented as a function of $\Delta \eta_{\text{jet}1,\text{jet}2}$.

The larger $f_{\text{CSE}}$ value in events with an intact proton may reflect a reduced spectator parton activity in reactions with an intact proton in comparison to the soft parton activity present in interactions where the proton breaks up. In the latter, there can be soft parton exchanges between the proton remnants and partons produced in the collision, which can destroy the central gap signature between the final-state jets. A similar effect has been observed in other diffractive topologies in dijet events with two rapidity gaps by the CDF Collaboration at $\sqrt{s} = 1.8$ TeV [103]. In the CDF measurement, comparisons are made of: (i) the ratio of yields of single-diffractive dijet events to nondiffractive dijet events, $R_{\text{SD}}^{\text{ND}}$, and (ii) the ratio of double-pomeron exchange dijet events to single-diffractive dijet events, $R_{\text{SD}}^{\text{DPE}}$. CDF finds that the double ratio has a value of $R_{\text{SD}}^{\text{ND}} / R_{\text{SD}}^{\text{DPE}} = 0.19 \pm 0.07$ [103]. An analogous double ratio for the present measurement is $f_{\text{CSE}}(\text{jet-gap-jet}) / f_{\text{CSE}}(\text{p-gap-jet-gap-jet}) = 0.34 \pm 0.08$ (stat) $^{+0.12}_{-0.13}$ (syst), which is similar to that for the double-pomeron exchange dijet topology reported by CDF. The present results further suggest that a gap is more likely to form or survive in the presence of another gap.

10 Summary

Events with two leading jets separated by a large pseudorapidity ($\eta$) gap have been studied in proton-proton (pp) collisions at $\sqrt{s} = 13$ TeV with the CMS and TOTEM experiments at the CERN LHC in 2015. The pseudorapidity gap is defined by the absence of charged particles with transverse momentum $p_T > 200$ MeV in the $|\eta| < 1$ region. Each of the two leading $p_T$ jets has $1.4 < |\eta^{\text{jet}1}| < 4.7$ and $p_T^{\text{jet}1} > 40$ GeV, with $\eta^{\text{jet}1,\text{jet}2} < 0$, where jet1 and jet2 are the leading and subleading jets in $p_T$. The pseudorapidity gap signature is assumed to be caused by hard color-singlet exchange, which is described in terms of two-gluon exchange in perturbative quantum chromodynamics. Color-singlet exchange events appear as an excess of events over the expected charged particle multiplicity contribution from color-exchange dijet events at the lowest charged particle multiplicity. The ratio of color-singlet exchange events to all dijet events, $f_{\text{CSE}}$, has been measured as a function of $p_T^{\text{jet}2}$, the $\eta$ difference between the two leading jets, $\Delta \eta_{\text{jet}1,\text{jet}2} \equiv |\eta^{\text{jet}1} - \eta^{\text{jet}2}|$, and the azimuthal angular separation between the two leading jets, $\Delta \phi_{\text{jet}1,\text{jet}2} \equiv |\phi^{\text{jet}1} - \phi^{\text{jet}2}|$.

The measured $f_{\text{CSE}}$ values are in the range of 0.4–1.0%. The ratio $f_{\text{CSE}}$ increases with $\Delta \eta_{\text{jet}1,\text{jet}2}$ has a weak dependence on $p_T^{\text{jet}2}$, and increases as $\Delta \phi_{\text{jet}1,\text{jet}2}$ approaches $\pi$. No significant difference in $f_{\text{CSE}}$ is observed between the 13 TeV results and those presented by the CMS Collaboration at 7 TeV. This is in contrast to the trend found at lower energies of 0.63 and 1.8 TeV by the D0 and CDF Collaborations, where a significant decrease of $f_{\text{CSE}}$ with increasing $\sqrt{s}$ was observed, as...
illustrated in Fig. 9. The results are compared with calculations based on the Balitsky–Fadin–Kuraev–Lipatov framework [3–5] with resummation of large logarithms of energy at next-to-leading logarithmic accuracy using leading order impact factors, and various treatments of gap survival probability effects. The implementation by Royon, Marquet, and Kepka [54, 55] describes some features of the data, but is not able to simultaneously describe all aspects of the measurements. The implementation by Ekstedt, Enberg, Ingelman, and Motyka [53, 56] gives a fair description of the data in $\Delta \eta_{jj}$ and $p_{T}^{jet2}$ within the uncertainties only when considering survival probability effects based on multiple-parton interactions and their soft color interaction model.

In addition, a sample of dijet events with intact protons collected by the CMS and TOTEM experiments is used to study jet-gap-jet events with intact protons, which correspond to proton-gap-jet-gap-jet topologies. This is the first analysis of this diffractive event topology. The $f_{CSE}$ value extracted in this sample is $2.91 \pm 0.70$ (stat) $^{+1.08}_{-1.01}$ (syst) times larger than that found in inclusive dijet production, suggesting a larger abundance of jets with central gaps in events with detected intact protons. This can be interpreted in terms of a lower spectator parton activity in events with intact protons, which decreases the likelihood of the central gap signature being spoiled.
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