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Abstract

In this paper, a novel framework that enables a predictive deployment of unmanned aerial vehicles (UAVs) as temporary flying base stations (BSs) to complement ground cellular systems in face of prospective steep surges in wireless traffic is proposed. Considering the downlink communications, the goal is to efficiently offload excessive wireless traffic from congested ground cellular networks (e.g. hotspot areas) to flying UAVs. In order to provide delay-free aerial service to such hotspot areas, first, a novel machine learning framework, based on wavelet decomposition and compressive sensing, is proposed to model the cellular traffic pattern, and predict the occurrence of traffic congestion. Given the predicted cellular traffic demand, a contract matching problem is then formulated to study the optimal allocation of UAVs to hotspot areas for traffic offloading. In order to employ a UAV with enough communication capacity at a reasonable price, a new approach based on contract theory is proposed that enables each BS to determine the payment charged to each employed UAV based on predicted demand while guaranteeing that each UAV truthfully reveals its communication capacity. To optimally allocate each UAV to hotspot areas, a matching approach is applied to jointly maximize the individual utility of each BS and UAV. The prediction error of the proposed machine learning framework is analytically derived and the results based on a real dataset show that the proposed approach yields a performance gain of 10% and 13% in overall prediction accuracy, and 28.3% and 56.6% improvement of the demand prediction during hotspot events, compared with the support vector machine and the weighted expectation maximization methods, respectively. Simulation results show that the proposed predictive deployment of UAVs can yield a two-fold improvement on average per BS utility and a 60% improvement on average per UAV utility, respectively, compared with a baseline, event-driven allocation of UAVs to ground hotspot areas.

A preliminary version of this work appears in the proceedings of IEEE GLOBECOM 2018 [1].
I. INTRODUCTION

The use of unmanned aerial vehicles (UAVs) as flying base stations (BSs) has attracted growing interest in the past few years [1]–[7]. Flying UAV BSs can provide reliable uplink and downlink services for ground users and can potentially increase the network capacity, eliminate coverage holes of the existing cellular systems, and cope with the steep surge of communication needs in hotspot areas [1], [2]. Compared with the terrestrial BSs that are deployed at a fixed location for a long term, UAVs can rapidly change their positions to provide temporary on-demand service [3]. For instance, UAV BSs can be deployed to service major events (e.g. sport or musical events) during which the terrestrial network capacity is often strained, or to provide communication capabilities for disaster areas in which the ground cellular systems are damaged and cannot provide regular service [4]. Furthermore, UAVs can adjust their positions and establish line-of-sight (LOS) communication links towards ground users, thus improving network performance [5]. Due to the broad range of their application domains and their low cost, UAVs as flying BSs is a promising solution to provide temporary connectivity for ground users [6].

However, the deployment of UAVs to provide on-demand cellular service for hotspot areas faces several key challenges. For instance, flying UAV BSs are strictly constrained by their onboard energy, which should be efficiently used for communication. However, the on-demand deployment requires UAVs to continuously change their positions to meet instant communication requests. Therefore, most of their energy can be consumed by mobility, thus limiting their communication capabilities [1]. Furthermore, deploying UAVs to serve hotspot areas must be done a priori, in order to avoid unnecessary delays due to the travel time of the UAVs. In other words, a network operator must be able to predict, a priori, its hotspot or congestion events, so as to request UAV assistance ahead of time. These challenges, in turn, motivate the need for a comprehensive prediction of cellular traffic, and a predictive approach for UAV deployment [8]. To this end, machine learning (ML) techniques can be applied to analyze the pattern of the cellular traffic demand, thus forecasting the occurrence of traffic congestion, as well as estimating the supply-demand gap within the cellular networks. Given the predicted traffic demand, each BS can pinpoint congestion events and request assistance from UAVs if needed.
Another practical challenge of UAV deployment for aerial cellular service is to incentivize cooperation between the cellular network operator and the UAV operators. As shown in [9], UAV BSs and ground BSs will often belong to multiple operators, each selfishly seeking to maximize its individual benefit. To request a UAV’s assistance, a ground BS needs to offer a reward to a UAV operator for the aerial wireless service. However, since the ground BS operator has no prior knowledge about the communication capacity of each UAV, the UAV operator can misrepresent the transmission capability of its UAV BSs to get a higher payment, or directly refuse the offloading request from a ground BS if the offered reward is too low. Therefore, to address this practical challenge, an incentive mechanism must be designed to promote cooperation among network operators, while guaranteeing truthful interactions between the operators of the ground and aerial networks.

A. Related Works

The optimal deployment of UAVs as aerial BSs has recently attracted significant attention [10]–[12]. In [10], the authors studied the optimal locations and coverage areas of aerial BSs under the objective of minimizing the transmit power. The work in [11] derived the minimum number of UAVs to satisfy the coverage and capacity constraints of the wireless system. In [12], the authors jointly optimized the UAV trajectory and the network resource allocation in order to maximize the throughput to ground users. The problem of traffic offloading from an existing wireless network via UAV BSs has been addressed in [13]–[16]. In [13], the allocation problem of UAVs to each geographic area was investigated to improve the spectral efficiency and reduce the delay. In [14] and [15], the authors optimized the trajectory of UAVs to provide wireless services to the cell-edge users. In [16], an unsupervised learning approach was presented to solve the 3D deployment of a fleet of UAVs for traffic offloading. However, most of the existing works [10]–[16] assumed that the traffic demand of the cellular users is known a priori, which is challenging to have in a practical network. Furthermore, the works [10]–[16] optimized the performance of the cellular network in a centralized approach which assumes all UAVs belong to the same entity. Given the fact that UAV BSs can belong to multiple operators, a new framework of UAV deployment is needed which considers the utility of the aerial UAVs in the traffic offloading, while optimizing the performance of cellular network.

Meanwhile, in [17]–[19], a number of ML approaches have been proposed to predict the data demands of cellular networks. In [17], a traffic prediction framework was proposed to model the
cellular data in the temporal domain and the spatial domain. In [18], the authors proposed an ML framework, based on pattern modeling, to predict the locations of mobile users during daily activities. The work [19] provided surveys that focused on the general use of ML algorithms in cellular networks. Furthermore, the prior art in [20]–[22] studied the use of ML techniques to improve the performance of UAV-aided communications. In [20], an ML framework based on liquid state machine is proposed to optimize the caching content of each UAV BS, as well as the resource allocation strategies. In [21], the authors investigated an ML approach to construct a radio map for autonomous path planning and positioning of UAVs. In [22], ML algorithms are applied to detect the presence of aerial users and distinguish them from the ground mobile users. However, most of the works in [17]–[22] aim to build an ML model to predict regular cellular traffic patterns, rather than focusing on identifying hotspot and network congestion events. In fact, none of the approaches proposed in [17]–[22] can effectively forecast the occurrence of network congestion events or accurately predict excessive traffic load in a cellular network during hotspot events. Therefore, the results of these prior works cannot be used to enable a predictive deployment of UAV networks for on-demand cellular service.

B. Contributions

The main contribution of this paper is a novel framework for predictive on-demand deployment of UAV aerial BSs to alleviate congestion in hotspot areas of terrestrial cellular networks. In particular, we study a network in which UAVs are deployed as aerial BSs to complement the connectivity of a ground cellular system in face of a prospective surge in data demand. Our main contributions include:

- We jointly analyze the prediction of cellular traffic demand, and the deployment of UAVs to serve hotspot areas, by using a distributed approach. We assume that BSs and UAVs can belong to different operators each of which aiming to maximize its own individual utility (objective) function.
- A novel ML framework, based on wavelet decomposition and compressive sensing, is proposed to predict the traffic demand for each cellular system. In particular, the proposed approach can detect the cellular network congestion, model the traffic pattern of regular cellular communications, as well as predict the cellular data demand during hotpot events. To characterize the performance of the proposed ML framework, we analytically derive an upper bound on the prediction error. Compared to other ML methods such as weighted
expectation maximization (WEM) and support vector machines (SVMs), the proposed ML approach yields 10% and 13% gain in overall prediction accuracy, and 28.3% and 56.6% improvement on demand prediction during hotspot events, respectively.

- Given the predicted cellular traffic demand, a set of distributed optimization problems for each BS and each UAV operator is formulated to study the optimal allocation of UAVs to hotspot areas for cellular traffic offloading purposes. First, to employ a UAV with enough transmission power at a reasonable price, each BS designs a contract for each UAV that defines the service that the UAV needs to provide and the reward it will receive at the traffic offloading. We analytically derive the sufficient and necessary conditions of feasible contracts [23] that guarantee each UAV operator to truthfully reveal its communication capacity. Then, to find an optimal allocation of UAV BSs to each hotspot area, a matching approach is applied to jointly maximize the utility of each BS and UAV operator in a distributed approach. Simulation results show that the proposed predictive deployment of UAVs yield a two-fold improvement on average per BS utility and a 60% improvement on average per UAV utility, compared with a baseline, event-driven allocation of UAVs to ground hotspot areas.

The rest of this paper is organized as follows. In Section II, we present the system model and the problem formulation. In Section III, the ML approach is proposed to predict data demands. In Section IV-A, the traffic offload contract is designed between each BS and each UAV. To find the optimal allocation of UAVs, a matching framework is proposed in Section IV-B. Simulation results are presented in Section V. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a set \( \mathcal{I} \) of \( I \) cellular BSs providing downlink wireless service to mobile users in a geographical area \( \mathcal{A} \). Each BS \( i \in \mathcal{I} \) has a service area \( \mathcal{A}_i \), such that \( \bigcup_{i \in \mathcal{I}} \mathcal{A}_i = \mathcal{A} \), and \( \mathcal{A}_i \cap \mathcal{A}_k = \emptyset \) for any \( i \neq k \), and \( i, k \in \mathcal{I} \). In this network, a set \( \mathcal{J} \) of \( J \) flying UAVs that belongs to different operators from the ground cellular network can be used by the ground network as aerial BSs to provide additional aerial cellular service to the mobile users, particularly during hotspot events. We assume that each mobile user equipment (UE) can receive data from both the ground BSs and flying UAVs. Initially, a given UE will connect to one of the ground BSs. However, as shown in Fig. I, if a ground BS is highly loaded, the BS can request assistance from an aerial UAV BS, and offload the service of some UEs to this UAV. Hereinafter, we use
the term *UAV users* to indicate UEs that are served by aerial BSs. For tractability, we assume that, at each time, each BS can employ only one UAV for aerial cellular service, and each UAV only serves the area of a single BS. We also assume that different frequency bands are employed for the ground BS and UAV downlink communications. Moreover, as done in [24], each UAV is equipped with a directional antenna array that uses beamforming to transmit data to its users in the downlink. Therefore, interference between UAV transmissions is negligible.

A. Air-to-ground channel model

The path loss of the air-to-ground communication link from a typical UAV located at $x \in \mathbb{R}^3$ to a typical ground user that is located at $y \in \mathbb{R}^3$ can be given by [25]:

$$h[dB](x, y) = 20 \log \left( \frac{4\pi f_c \|x - y\|}{c} \right) + \xi(x, y),$$

(1)

where $f_c$ is the carrier frequency of UAV downlink communications, $\|x - y\|$ is the distance between the UAV and the UE, $c$ is the speed of light, and $\xi(x, y)$ is the excessive path loss of the air-to-ground channel, which is an additional component to the free space propagation loss. Here, we assume that before offloading the service, the BS will estimate the channel state between the wireless users with the target UAV. As a result, each UAV user has an LOS link with the associated UAV. Therefore, the additional path loss can be modeled using a Gaussian distribution $\xi(x, y) \sim \mathcal{N}(\mu_{LOS}, \sigma_{LOS}^2)$ [25].

Consequently, the achievable data rate that a UAV $j \in J$ located at $x_j$ can provide to a UE at $y \in A_i$ in the service area of BS $i$ can be given by:

$$r_{ij}(x_j, y) = w \log_2 \left( 1 + \frac{g(x_j, y)p_j}{h(x_j, y)wn_0} \right),$$

(2)
where $w$ is the bandwidth of each UAV downlink link, $g(x_j, y)$ is the antenna gain of UAV $j$ towards the UE located at $y$, $p_j$ is the transmit power of UAV $j$, $h(x_j, y)$ is the path loss in linear scale, and $n_0$ is the average noise power spectrum density at the UE. Here, we consider a perfect beam alignment between each UAV BS and its served UEs, and we assume that each UAV has the same maximum antenna gain [26]. Therefore, $g(x_j, y) = g$, which is a constant for all $j \in J$, $x_j \in A$, and $y \in A_i$. Let $f_i(y)$ (with $y \in A_i$) be the spatial distribution of UAV users that BS $i$ offloads to the requested UAV, where $\int_{A_i} f_i(y) \, dy = 1$. Then, the average capacity that UAV $j$ can provide to the UAV users from the service area of BS $i$ will be

$$ r_{ij}(x_j, p_j) = \int_{A_i} r_{ij}(x_j, y) f_i(y) \, dy, $$

$$ = \int_{A_i} w \log_2 \left( 1 + \frac{gp_j}{h(x_j, y)wn_0} \right) f_i(y) \, dy. $$

(3)

Note that, in (3), the variables are the location $x_j$ of UAV $j$ and its transmit power $p_j$. Here, following from [10], we assume that the location $x_{ij}^*$ of the target UAV has been optimized, based on the UAV user distribution $f_i(y)$ and the service area $A_i$ of BS $i$. Therefore, the downlink transmission $p_j$ is the only variable that UAV $j$ can still control to optimize the average capacity $r_{ij}(p_j)$. Furthermore, in order to simplify the analysis, we assume that each UAV serves the UEs associated with a given BS for a constant interval $T$. Then, by serving the UAV users from BS $i$ for a period of $T$, the average amount of data that UAV $j$ can provide will be

$$ B_{ij}(p_j) = T \cdot r_{ij}(p_j). $$

(4)

### B. Data Demand of cellular networks

Given the amount of data $B_{ij}(p_j)$ that each UAV $j \in J$ can provide during each period $T$, each BS $i \in I$ should know if this communication capacity of UAV $j$ is enough to satisfy its traffic demand. Thus, the next task for each BS is to estimate the data demand in its cellular network and identify possible congestion events. On the one hand, once the predicted traffic demand exceeds the network capacity, each BS can request the assistance of a UAV to offload some users to the aerial BS beforehand, and therefore, alleviate future network congestion events. On the other hand, the predicted traffic demand enables each BS to find a suitable UAV that has enough power to fill the supply-demand gap within its cellular system. These requirements, in turn, motivate a predictive approach to UAV deployment. To this end, each BS $i \in I$ must use ML techniques to predict the downlink cellular traffic. Let $\tilde{d}_i(t)$ be the predicted supply-demand
gap between the downlink capacity of BS $i$ with the data demand of cellular users within $A_i$, from time $t$ to time $t + T$. Naturally, once $\tilde{d}_i(t) > 0$, BS $i$ should request a UAV $j \in J$ with enough power $p_j$ to offload part of cellular service, such that $B_{ij}(p_j) \geq \tilde{d}_i(t)$.

In order to perform the ML-based prediction of data demand, each BS $i \in I$ can exploit a dataset of the cellular traffic history. The dataset can be represented by a vector $d_i = [d_i(t) | \forall t \in T]$, where $T = \{T, 2T, \cdots, MT\}$ is a discrete time set of the past, and $d_i(t)$ is the amount of downlink data service that BS $i$ offloads to a UAV during a time interval from $t$ to $t + T$. Therefore, at the beginning of each period $t$, each BS $i$ estimates the aerial data demand $\tilde{d}_i(t)$ for the next time interval from $t$ to $t + T$, and requests a UAV BS for assistance if needed, according to the prediction result.

C. Utility function for a ground BS

Given the predicted data demand $\tilde{d}_i(t)$ of UAV users from each BS $i$ and the downlink capacity $B_{ij}(p_j)$ of each UAV $j$, the next step is to allocate UAVs to each BS that is in need for assistance. Here, we first define utility function for the BS. Each BS $i \in I$ will employ a UAV $j \in J$ to offload its service for a time period $T$ while maximizing the following utility function:

$$U_{ij}(u_i, p_j, \tilde{d}_i(t)) = \beta B_{ij}(p_j) - u_i \tilde{d}_i(t) - \delta \|\tilde{d}_i(t) - d_i(t)\|,$$

(5)

where $\beta$ is the payment per bit of data that mobile users give to BS $i$ for data service, $B_{ij}(p_j)$ is the data amount that UAV $j$ will provide to the UEs of BS $i$, $u_i$ is the unit payment that BS $i$ gives to UAV $j$ per bit of data service, $\tilde{d}_i(t)$ is the predicted demand of aerial data traffic within $A_i$, $d_i(t)$ is the actual data demand, and $\delta > u_i$ is a loss parameter of the prediction error $\|\tilde{d}_i(t) - d_i(t)\|$. Therefore, the first term in (5) represents the reward that BS $i$ gets from its UEs by employing UAV $j$ to provide the aerial downlink service, the second term in (5) is the total payment that BS $i$ gives to UAV $j$, based on its predicted data demand $\tilde{d}_i(t)$, and the third term in (5) is the penalty for inaccurate prediction of cellular data demand. Consequently, the utility in (5) represents the total income of BS $i$ by employing UAV $j$ for aerial cellular service.

Due to the imperfection of ML-based prediction, the estimated traffic amount $\tilde{d}_i(t)$ can be different from the actual data demand $d_i(t)$. However, when the predicted demand $\tilde{d}_i(t)$ is lower than the actual data demand $d_i(t)$, the predictive deployment of UAVs will not prevent the occurrence of network congestion. On the other hand, if the predicted data demand $\tilde{d}_i(t)$ is higher than the actual need $d_i(t)$, no network congestion will happen. However, BS $i$ will have to pay
more to UAV $j$ for its aerial cellular service, which in turns lowers the utility of BS $i$. Therefore, the maximum value of (5) can be achieved with a perfect prediction, where $\tilde{d}_i(t) = d_i(t)$.

Note that, the data amount $B_{ij}(p_j)$ that UAV $j$ actually provides to the users of BS $i$ can be different from the predicted traffic amount $\tilde{d}_i(t)$ or the real demand $d_i(t)$. Since UAV $j$ controls the value of $p_j$ which is not revealed to BS $i$, UAV $j$ can misrepresent its available transmit power, when each BS requests for aerial service at the beginning of each interval. To avoid scenarios in which UAV operators misrepresent their communications capabilities to get higher rewards, each BS needs to design the value of the unit payment $u_i$ carefully, based on the transmit power $p_j$ of UAV $j$, as explained in Section IV.

D. Energy model and utility function for a UAV

UAV power consumption is generally composed of two components: the aforementioned transmit power $p_j$, and the power $p_{jm}$ used for mobility and propulsion. Generally, the propulsion power $p_{jm}$ takes a great majority of the total power consumption. If UAV $j$ travels from its current location $x_j$ to the optimal service location $x^*_ij$ of a typical BS $i$, the amount of mobility energy consumed during this travel will be $e_{ij}(p_{jm}) = p_{jm} \cdot \frac{||x_j - x^*_ij||}{v(p_{jm})}$, where $||x_j - x^*_ij||$ is the displacement distance, and $v(p_{jm})$ is the average speed of UAV $j$ which depends on the propulsion power $p_{jm}$. The optimal mobility power $p_{jm}^* = \arg\min_{p_{jm}} e_{ij}$ that minimizes UAV energy consumption on the travel has been derived in [27, (6) to (8)]. Let $E_j$ be the onboard energy of UAV $j$ before travel. Then, after flying from $x_j$ to $x^*_ij$, the remaining onboard energy of UAV $j$ is $E_j - e_{ij}(p_{jm}^*)$. Thus, the maximum available power that UAV $j$ can use for wireless communications will be $p_{ij}^{max} = \frac{E_j - e_{ij}(p_{jm}^*)}{T}$. Therefore, the value of transmit power $p_j$ can range within $[0, p_{ij}^{max}]$.

Consequently, for each UAV $j \in J$, the utility achieved from providing aerial cellular service to UAV users of BS $i$ is given by

$$R_{ij}(u_i, p_j, \tilde{d}_i(t)) = u_i\tilde{d}_i(t) - Tc_{ij}p_j,$$

where $c_{ij}$ is the unit cost of communication power that UAV $j$ provides to UEs of BS $i$ in the downlink. The first term in (6) is the reward that UAV $j$ gets from serving BS $i$, and the second term in (6) is the cost for providing downlink communication service with a transmit power $p_j$. Thus, the utility in (6) is the total income of UAV $j$ by serving BS $i$ for a period time $T$. 
Note that, the value of the unit cost $c_{ij}$ depends on the maximum transmit power $p_{ij}^{\text{max}}$. Here, we model the relationship between $c_{ij}$ and $p_{ij}^{\text{max}}$ by an inverse proportional function as $c_{ij} = \frac{\alpha_j}{p_{ij}^{\text{max}}}$, where $\alpha_j$ is a positive constant. It shows that if UAV $j$ has enough communication power $p_{ij}^{\text{max}}$, it will provide aerial service to BS $i$ at a low price. However, if the available communication $p_{ij}^{\text{max}}$ power is very limited, a higher price $c_{ij}$ will be charged.

**E. Problem formulation**

By comparing (5) and (6), we can see that $\arg \max_{u_i, p_j} U_{ij} = \arg \min_{u_i, p_j} R_{ij}$, and, thus, the BS and the UAV operators have conflicting interests. Note that, ground BSs and UAVs belong to different operators, and each aims to maximize its individual utility. In order to resolve the conflict, each BS $i \in \mathcal{I}$ should carefully design the value of payment $u_i$, according to the transmit power $p_j$, such that the values of $(u_i, p_j)$ are beneficial for both the ground and aerial network operators. Meanwhile, to prevent the UAVs from misreporting their communication capacity, an incentive mechanism is needed to guarantee truthful interactions between the BS and UAV operators. Here, we let $\phi_{ij} = (u_i, p_j)$ be a traffic offload contract between BS $i$ and UAV $j$, which defines the transmission power $p_j$ that UAV $j$ needs to provide and the reward $u_i$ that BS $i$ pays to UAV $j$ for its traffic offloading service. The set of all possible contract $\phi_{ij}$ between BS $i$ with any UAV $j$ is given by $\Phi_i = \{\phi_{ij} | \forall j \in \mathcal{J}\}$.

Consequently, each BS $i \in \mathcal{I}$ aims to maximize its utility in (5) by predicting the data demand $\tilde{d}_i(t)$ within its service area $\mathcal{A}_i$, designing the contract set $\Phi_i$ for each UAV $j \in \mathcal{J}$, based on the predicted cellular traffic, and finally employing the optimal UAV $j \in \mathcal{J}$ to offload service. We formulate this predictive UAV deployment problem as follows,

$$
\begin{align*}
\max_{j \in \mathcal{J}, \Phi_i, \tilde{d}_i(t)} & \quad U_{ij}(\phi_{ij}, \tilde{d}_i(t)), \\
\text{s. t.} & \quad p_j \geq 0, \forall j \in \mathcal{J}, \\
& \quad 0 \leq u_i \leq \delta, \forall i \in \mathcal{I}, \\
& \quad \tilde{d}_i(t) \geq 0.
\end{align*}
$$

The objective function (7a) is the utility of each BS $i$ when employing a UAV $j$. (7b) ensures that the transmit power is non-negative. (7c) and (7d) are constraints of ML-based prediction. Note that, the prediction of data demand $\tilde{d}_i(t)$ and the design of the traffic offloading contract $\Phi_i$ are determined only by BS $i$ itself, and, thus, they can be locally optimized. However, the
solution of problem (7) not only determines the utility of BS \( i \), but also decides the utility of a UAV, while at the same time, each UAV \( j \in J \) aims to choose the optimal BS \( i \in I \) that maximizes its individual utility, given as follows:

\[
\max_{i \in I} R_{ij}(\phi_{ij}), \quad \text{(8a)}
\]

s. t. \( 0 \leq p_j \leq p_{ij}^{\max}, \forall j \in J. \quad \text{(8b)}
\]

The objective function (8a) is the utility of UAV \( j \) when serving BS \( i \). (8b) is the constraint of the maximal available transmission power of UAV \( j \). Thus, the optimization problems (7) and (8) are interdependent with each other, and must be solved jointly.

However, jointly solving problems (7) and (8) is challenging. First, since ground BSs and UAVs belong to different operators, each aims to maximize its individual utility, and, thus, a distributed approach needs to be developed. However, due to the interdependency of the utilities of each BS and UAV, one solution of (7) determines the output of problem (8), and vice versa. Thus, the classical distributed optimization approaches [28] cannot be applied directly to solve the problems. Furthermore, given that, at each time, each BS can employ only one UAV for aerial cellular service and each UAV only serves the area of a single BS, the solution of each BS \( i \) in problem (7) not only depend on the utility that BS \( i \) can provide to the selected UAV, but is also determined by the utilities that other BSs offer to the UAV. To properly model the interactions between BSs and UAVs and jointly optimize the utility of each operator in a distributed approach, we use two key frameworks: contract theory [23], to induce truthfulness and matching theory [29], to devise tractable distributed solutions for the optimization problems in (7) and (8), while accounting for the contract-theoretic constraints. Therefore, in Section IV-B a matching approach will be explored to solve problems (7) and (8).

Consequently, to solve the predictive deployment problem of aerial UAV BSs, we will first propose an ML-based approach that enables the prediction of aerial traffic demand \( \tilde{d}_i(t) \) for each BS \( i \in I \) in Section III, then in Section IV-A, the traffic loading contract \( \Phi_i \) is designed, based on the predicted data demand. Finally, a matching-theoretic solution is developed to derive the optimal UAV-BS allocation.

### III. ML-based Prediction of Cellular Traffic Demand

In order to maximize the objective function in (7) for each BS \( i \in I \), the prediction of data demand \( \tilde{d}_i(t) \) should be estimated so as to approximate, as accurately as possible, the real
traffic need \( d_i(t) \). To this end, we propose a novel ML-based framework to model the pattern of cellular traffic, thus enabling the prediction of the traffic demand and the occurrence of network congestion. For each BS \( i \in \mathcal{I} \), the past traffic history is given as \( d_i = \{d_i(t) \mid \forall t \in \mathcal{T} \} \), where \( \mathcal{T} = \{T, 2T, \cdots, MT\} \) is a discrete set of time (e.g., in hours), and \( d_i(t) \) is the amount of downlink data that BS \( i \) offloads to a UAV during a time interval from \( t \) to \( t + T \). The network needs to predict the traffic volume \( \tilde{d}_i(t) \) for a future moment \( t \), given the time-series dataset \( d_i \).

Fig. 2 illustrates the proposed ML-based cellular traffic prediction framework. Given the traffic data \( d_i \), each BS \( i \in \mathcal{I} \) first distinguishes the normal cellular traffic from anomalous traffic, using wavelet decompositions. Here, anomalous traffic pertains to a high-volume traffic load, which, in turn, indicates the occurrence of network congestion. Then, two regression approaches will be used to model the regular and the anomalous cellular traffic data, respectively. For the regular traffic load \( n_i \), since the data presents a repetitive daily pattern, which is easy to track, a traditional linear regression approach will be applied to build a noise-free model \( \tilde{n}_i \). Based on the normal traffic model \( \tilde{n}_i \), the dataset of congested cellular traffic load with noise is obtained by \( a_i = d_i - \tilde{n}_i \). Different from previous works [17]–[22] that take \( a_i \) as outliers and ignore them in their models, we propose a compressive time-dependent model, which enables traffic prediction even during cellular congestion or hotspot events. In this regard, to model the pattern of network congestion, a sparse data regression technique, based on compressive sensing, is applied to identify the reasons that cause the network congestion in the downlink, and find the relationship between congestion reasons with the excess amount of cellular traffic load during the congestion events. Here, a database of City Cellular Traffic Map [30] will be used to illustrate the modeling process and evaluate the performance of the proposed ML framework. Without loss of generality, our approach can accommodate other datasets. To our best knowledge, this is the first work to model the cellular traffic load for both a regular pattern and network congestion.
Fig. 3: (a) Two-level DWT is applied to detect the sudden surge of the cellular traffic load. (b) The dataset $d_i$ will be divided, according to the DWT result, into two subsets, which are the normal traffic load $n_i$ (the middle figure) and the potential congested cellular data (the bottom figure).

A. Detection of congestion events

As shown in Fig. 3, the original cellular traffic presents a conspicuously periodic pattern, with several sudden and erratic surges. In order to model the traffic pattern comprehensively, first, we develop an anomaly detection scheme based on the discrete wavelet transform (DWT) [17] in order to separate the normal cellular traffic load from the anomalous data.

DWT is a powerful technique to process data that exhibits a regular structure, such as successive time points in a temporal sequence, or pixels in an image. It has been widely applied to explore the transient abnormal phenomenon from normal signals and demonstrate its components [31]. DWT considers basis functions that are localized in both space and frequency domains. Specifically, DWT can decompose a time series into multi-level components based on a variant of frequencies, in which the lower-frequency component defines the long term trend of the data, whereas the higher-frequency component represents the small-scale rapid signal variation [32]. Note that traffic congestion in a cellular network usually exhibits a steep surge in the traffic load, thus causing a sudden change in the frequency domain. Consequently, DWT can properly detect cellular traffic congestion in $d_i$ by capturing this frequency change.

The steep surge of the traffic load in $d_i$ can be captured by the detail coefficients of higher-frequency component of DWT, given by [33] $q_{j,t} = \sum_{l=1}^{L} g_{l} d_{i}(2t - l + 2 \mod 2^j)$, where $j \in \{1, \cdots, J\}$ is the decomposition level of DWT, $L$ is the length of filter, and $g_{l}$ is the $l$-th
component of the wavelet filter $G$. Fig. 3a shows the decomposition result of a two-level DWT with $J = 2$. The middle figure in Fig. 3a shows the detail coefficient $q_{1,t}$ of the first-layer DWT, and the bottom figure shows the second-layer coefficient $q_{2,t}$.

Then, a hard thresholding is applied at each decomposition level $j$ to detect congestion events, using the universal threshold (UT) $\tau_j = \frac{\text{median}(q_{j,t})}{0.6745} \sqrt{2 \log(M)}$, where $M$ is the number of data points in $d_i$. If the absolute value $|q_{j,t}|$ exceeds the threshold $\tau_j$, the data point will be regarded as an anomaly, i.e., a congestion event. Consequently, in Fig. 3a, the detected anomalies are marked in gray, and Fig. 3b shows the normal traffic load $n_i(t)$ of each BS $i$ which is obtained by filtering out the anomalies in $d_i$, according to the detection result of DWT.

B. Linear regression for normal traffic data

Linear regression is a well-developed technique that can be used to predict the data demand, by taking linear combinations of a fixed set of functions of time $t$. Due to the periodicity of human activity, cellular traffic $n_i(t)$ often exhibits a repetitive daily pattern [35], which is easy to track. Based on this observation, we will use a linear regression model to model the normal traffic load curve for each single day, which is given by,

$$n_i(t) = \tilde{n}_i(t) + \epsilon,$$

where $t \in \{T, 2T, \cdots, NT\}$ with $NT = 24$, $n_i(t)$ is the actual traffic load of BS $i$ from $t$ to $t + T$, and no traffic congestion happens during each period, $\epsilon$ denotes the noise that is modeled by a zero mean Gaussian random variable with variance $\sigma_\epsilon^2$, and $\tilde{n}_i(t)$ is the proposed linear regression model, defined by $\tilde{n}_i(t) = w^T \psi(t) = \sum_{s=1}^{S} w_s \psi_s(t)$, where $S$ is the number of basis functions in the linear regression model, $w = [w_1, \cdots, w_S]^T$ is the parameter vector for linear combination, and $\psi = [\psi_1, \cdots, \psi_S]^T$ is the vector of basis functions, with each $\psi_s$ being a Gaussian function with mean $t_s$ and variance $\sigma_s^2$. The values of parameters $\{(t_s, \sigma_s^2)|s = 1, \cdots, S\}$ can be determined by the weighted expectation maximization (WEM) algorithm, that we developed in [1], and the parameter $w$ is optimized by minimizing the sum-of-squares error with regularization term as follows [36]

$$\min_w \sum_{n=1}^{N} \left[ n_i(t_n) - w^T \psi(t_n) \right]^2 + \lambda w^T w,$$

where $\lambda$ is the regularization coefficient. The optimization problem admits a closed-form solution $w^* = (\lambda I + \Psi^T \Psi)^{-1} \Psi^T n_i(t)$, where $\Psi = [\psi_1(t), \cdots, \psi_S(t)] \in \mathbb{R}^{N \times S}$. Thus, the linear regression model of normal traffic data is given by $\tilde{n}_i = w^* \psi(t)$.
Fig. 4: The linear regression model of normal traffic load, and the dataset of congested cellular traffic.

By subtracting \( \tilde{n}_i \) from the original traffic data \( d_i \), the dataset of congested traffic load with noise is obtained as \( a_i = d_i - \tilde{n}_i \). The upper figure in Fig. 4 shows the linear regression model \( \tilde{n}_i \) for the normal traffic load, and the bottom figure illustrates the dataset \( a_i \). The next step is to model the network congestion patterns, and predict the traffic amount during hotspot events.

C. Sparse data regression for congested traffic data with noise

As shown in Fig. 4, \( a_i \) is composed of several steep surges in the cellular traffic load, with a perpetual disturbance near the baseline. Here, we model the small disturbance as an additive white Gaussian noise, and the pattern of traffic congestion will be explored via compressive sensing techniques. Compressive sensing techniques study the problem of sparse signal recovery [17] with the following typical form:

\[
\tilde{a}_i(t) = V(t)r(t) + z,
\]

where \( r(t) \in \mathbb{R}^{H \times 1} \) is a sparse vector, which has \( K(t) \ll H \) non-zero components, \( V(t) \in \mathbb{R}^{1 \times H} \) is the \( t \)-th row of the design matrix \( V \), and \( z \) represents the additive Gaussian noise with zero mean. In this cellular traffic prediction framework, \( r(t) \) is called a reason vector, which represents the possible reasons in the service area of BS \( i \) that caused cellular traffic congestion in the downlink at time \( t \), while the design matrix \( V(t) \) defines the relationship between each congestion reason with the excess traffic amount during the hotspot event.

The model in [11] assumes that there is a total of \( H \) possible reasons that can cause a hotspot event in the cellular network of BS \( i \), due to either an increase on the number of mobile users or
an increase in the data demand for each individual user. For example, a stadium located in the service area of BS $i$ holds a football game every weekend. Due to the crowd of audience, BS $i$ can experience a cellular traffic congestion during each game. Thus, the occurrence of each reason is highly time-related and can be periodic over a long term. However, for a specific load surge at time $t$, the number $K(t)$ of active causes is much smaller, compared with the number of all possible reasons $H$. Consequently, the reason vector $r(t)$ in the compressive sensing model is defined as a time-dependent sparse vector.

In order to find the exact reasons that causes a load surge, the number $K(t)$ of active reasons and the locations of the $K(t)$ non-zeros in the vector $r(t)$ need to be explored. Moreover, the design matrix $V$, which defines how the congestion reasons result in the demand surge, also needs further study. To find the best match of the compressive sensing model to the dataset $a_i$, the following optimization problem is proposed,

$$\min_{V, r, z} \|a_i - \tilde{a}_i\|_2^2 + \lambda_1 \|z\|_2^2 + \lambda_2 \|r\|_1, \quad (12)$$

where $\|x\|_p = (\sum x^p)^{\frac{1}{p}}$ is the $\ell_p$-norm of a vector. The first term in (12) represents the Euclidean distance of error between the compressive sensing model $\tilde{a}_i$ with the dataset $a_i$. The second term guarantees that the noise power plays no dominant role during a traffic load surge. The third term is the $\ell_1$-norm of the reason vector $r$, which is a relaxed constraint based on the $\ell_0$-norm of $r$ in the original compressive sensing problem, and it requires $r$ to be a sparse vector. The parameters $\lambda_1 \geq 0$ and $\lambda_2 \geq 0$ control the relative importance of the noise parameter and sparseness term, with respect to the Euclidean error, respectively.

In order to solve (12), a novel and iterative algorithm, based on a modified approach of the alternating direction method (ADM), is proposed in Algorithm 1 where (12) is optimized iteratively over $V$, $r$, and $z$, respectively. In Algorithm 1 we first randomly initialize the design matrix $V$, and then, apply the LASSO algorithm [38] to obtain the best-correlated sparse vector $r$ with respect to the current design matrix $V$. Next, two auxiliary variables $A$ and $B$ are calculated, and the optimal design matrix $V$ is computed, via a dictionary update algorithm [39]. In the end of each iteration, the value of the noise term $z$ is calculated by convex optimization to further minimize the value of the optimization function in (12). In summary, the proposed algorithm minimizes the error of ML prediction of traffic demand under congested network conditions, while considering the effect of noise.
Algorithm 1: Proposed algorithm to determine the design matrix $V$, the sparse vector $r$, and the noise term $z$

**Input:** the dataset $a_i$

**Initialization:** the design matrix $V^{(0)} \in \mathbb{R}^{M \times H}$, the number of iterations $J$, two auxiliary matrices $A^{(0)} \in \mathbb{R}^{H \times H}$ and $B^{(0)} \in \mathbb{R}^{m \times H}$ with all zero elements, the noise term $z^{(0)} \sim \mathcal{N}(0, 1)$.

**For** $j = 1$ to $J$ **do**

1. Compute $r^{(j)}$ via LASSO algorithm \[38\] to obtain $r^{(j)} = \arg \min_r \|a_i - V^{(j-1)}r - z\|^2_2 + \lambda_2 \|r\|_1$.

2. Compute $A^{(j)}$ and $B^{(j)}$ via $A^{(j)} = A^{(j-1)} + r^{(j)}(r^{(j)})^T$, $B^{(j)} = B^{(j-1)} + a_i(r^{(j)})^T$.

3. Compute $V^{(j)}$ via dictionary update algorithm \[39, Algorithm 2\] to obtain $V^{(j)} = \arg \min_V \|a_i - Vr^{(j)} - z\|^2_2$.

4. Compute $z^{(j)}$ via convex optimization to obtain $z^{(j)} = \arg \min_z \|a_i - V^{(j)}r - z\|^2_2 + \lambda_1 \|z\|^2_2$.

**End**

**Output:** the design matrix $V^{(J)}$, the sparse vector $r^{(J)}$, and the noise term $z^{(J)}$.

---

**D. Prediction error**

Consequently, the proposed ML-based framework models the cellular traffic pattern as $\tilde{d}_i = \tilde{n}_i + \tilde{a}_i = w^T \psi + Vr + z$. Using such a model, the prediction error of the traffic demand for an unseen time $t$, with the actual load amount $d_i(t)$, is given by:

$$
\|d_i(t) - \tilde{d}_i(t)\| = \|(a_i(t) + \tilde{n}_i(t)) - (\tilde{n}_i(t) + \tilde{a}_i(t))\| = \|a_i(t) - \tilde{a}_i(t)\|. \tag{13}
$$

Thus, the prediction error of model $\tilde{d}_i$ is determined only by the compressive sensing model $\tilde{a}_i$.

As a result, we derive an upper bound for the prediction error of the proposed iterative algorithm in Theorem 1 as follows.

**Theorem 1.** The proposed cellular traffic model $\tilde{d}_i$ approximates the actual traffic load $d_i$ with a prediction error that is upper-bounded by

$$
\|d_i - \tilde{d}_i\| \leq \left| \frac{\eta_{\text{max}}}{\eta_{\text{min}}} \right| \sup \|z\|, \tag{14}
$$

where $\eta_{\text{max}}$ and $\eta_{\text{min}}$ are the maximal and minimal non-zero singular value of the design matrix $V$, respectively, and $\sup \|z\|$ is the supremum of the norm of the noise term.

**Proof.** Here, we assume that the size of dataset $d_i$ for each BS $i$ is large enough, such that both training data and test data are representative samples of the underlying traffic pattern. Thus, for an unseen time $t$ with the actual amount $d_i(t)$, there exist a reason vector $r^*$ such that
∥\(a_i - Vr^* - z\)∥ ≤ \(o\), where \(o\) is a negligible small positive value. Let \(r\) be the output of the proposed learning approach in Algorithm 1. Then,

\[
\|d_i(t) - \tilde{d}_i(t)\|^2 = \|a_i(t) - \tilde{a}_i(t)\|^2 \approx \|Vr^* - Vr\|^2 = \|V(r^* - r)\|^2;
\]

(15)

According to [40], \(\|r^* - r\|^2 \leq \sup \|z\|^2/\eta_{\text{min}}^2\). Thus, (15) can be re-written as

\[
\|d_i(t) - \tilde{d}_i(t)\|^2 \approx \|V(r^* - r)\|^2 \leq \|V\|^2 \|r^* - r\|^2 \leq \eta_{\text{max}}^2 \eta_{\text{min}}^2 \sup \|z\|^2,
\]

(16)

which proves Theorem 1.

Theorem 1 shows that the maximum prediction error of the proposed ML approach is determined by the singular values of design matrix \(V\) and the power of noise term \(z\). To improve the prediction accuracy, one can increase the weight \(\lambda_1\) of the noise term in (12) to lower the value of \(\sup \|z\|\), and add constraints in the optimization iterations of Algorithm 1 to decrease the value of the singular values’ ratio \(\frac{\eta_{\text{max}}}{\eta_{\text{min}}}\). A lower value of \(\sup \|z\|\) implies that the proposed model is less noise-tolerant, and is more likely to treat the fluctuation in the traffic curve as a hotspot event, instead of a noise. On the other hand, a smaller ratio for the singular values \(\frac{\eta_{\text{max}}}{\eta_{\text{min}}}\) indicates that the excessive traffic loads caused by different congestion reasons will be more similar. In order to find the proper values of \(\lambda_1\) and \(\frac{\eta_{\text{max}}}{\eta_{\text{min}}}\), parameter validation techniques [36] can be applied to avoid overfitting. Furthermore, Theorem 1 pinpoints the worst case of (7). That is, given the predicted traffic demand of BS \(i\) as \(\tilde{d}_i(t) = w^T \psi(t) + V(t)r(t) + z\), the utility of BS \(i\) is no less than a lower bound, where \(\max_{j \in \mathcal{J}, \phi_i} U_{ij}(\phi_{ij}, \tilde{d}_i(t)) \geq \beta B_{ij}(p_j) - u_i\tilde{d}_i(t) - \delta \left|\frac{\eta_{\text{max}}}{\eta_{\text{min}}}\right| \sup \|z\|\).

IV. CONTRACT MATCHING DESIGN FOR UAV ALLOCATION

A. Traffic offloading contract design

Given the predicted traffic demand \(\tilde{d}_i(t)\), each BS \(i \in \mathcal{I}\) can forecast possible network congestion, and request a UAV to offload wireless users, if needed, at the beginning of each time interval \(T\). In order to find a qualified UAV with enough transmission power to offload traffic, each BS needs to carefully design a contract \(\phi_{ij} = (u_i, p_j)\) for each UAV \(j \in \mathcal{J}\), and guarantee that each UAV \(j\) will truthfully reveal its communication capacity. To clearly demonstrate the relationship between \(u_i\) and \(p_j\) in the UAV’s utility function, we divide by \(Tc_{ij}\) on both sides of (6) and rewrite the utility of UAV \(j\) as follows:

\[
\tilde{R}_{ij}(u_i, p_j) = \theta_{ij} u_i - p_j,
\]

(17)
where $\theta_{ij} = \frac{\tilde{d}_i(t)}{T_{c_{ij}}} = \frac{\tilde{d}_i(t)p_{ij}^{\text{max}}}{T_{c_{ij}}}$ determines the sensitivity of $\tilde{R}_{ij}$ to the increase of payment $u_i$ and power $p_j$. Here, we define $\theta_{ij}$ to be the type of UAV $j$ with respect to BS $i$, and the range of $\theta_{ij}$ is denoted by a continuous set $\Theta = [\theta_{\text{min}}, \theta_{\text{max}}]$, with $\theta_{\text{min}} \geq 0$. Since each BS $i \in \mathcal{I}$ does not have any knowledge on the maximum transmission power $p_{ij}^{\text{max}}$ and the energy cost efficiency $\alpha_j$ of UAV $j$, the type $\theta_{ij}$ is the private information of UAV $j$. Therefore, to employ a UAV with sufficient transmit power at a reasonable price, each BS $i \in \mathcal{I}$ should design a set of contracts for all kinds of UAV’s types $\theta_{ij} \in \Theta$, so as to guarantee that a UAV of any type will truthfully reveal its communication capacity.

We denote the contract set of BS $i$ as $\Phi_i(\Theta) = \{ \phi_{ij}(\theta_{ij}) | \forall \theta_{ij} \in \Theta \} = \{ (u_i(\theta_{ij}), p_j(\theta_{ij})) | \forall \theta_{ij} \in \Theta \}$, where $u_i(\theta_{ij})$ represents the payment that BS $i$ pays to UAV $j$ per bit of data, given that UAV $j$ is of type $\theta_{ij}$, and $p_j(\theta_{ij})$ is the transmit power that UAV $j$ of type $\theta_{ij}$ provides to serve BS $i$. In other words, the predicted data demand $\tilde{d}_i(t)$ of BS $i$, the maximum transmit power $p_{ij}^{\text{max}}$, and the energy cost efficiency $\alpha_j$ of UAV $j$ jointly determine the type $\theta_{ij}$ of UAV $j$ with respect to BS $i$, which further determines the values of the unit payment $u_i(\theta_{ij})$ and transmit power $p_j(\theta_{ij})$ of the contract $\phi_{ij}$ between BS $i$ and UAV $j$. To ensure that each UAV $j \in \mathcal{J}$ only accepts the contract of its own type, based on contract theory [23], two constraints should be considered: individual rationality (IR) condition and incentive compatibility (IC) condition.

**Definition 1** (Individual Rationality). A contract designed by BS $i$ satisfies the IR constraint, if a UAV of any type $\theta_{ij} \in \Theta$ will receive a non-negative payoff from BS $i$ by accepting the contract item for type $\theta_{ij}$, i.e. $\theta_{ij}u_i(\theta_{ij}) - p_j(\theta_{ij}) \geq 0$.

**Definition 2** (Incentive Compatibility). A contract designed by BS $i$ satisfies the IC constraint, if a UAV of type $\theta_{ij}$ will get the highest utility from BS $i$ by accepting the contract designed for its own type $\theta_{ij}$, compared with all the other types in $\Theta$, i.e. $\theta_{ij}u_i(\theta_{ij}) - p_j(\theta_{ij}) \geq \theta_{ij}u_i(\theta_{ij}') - p_j(\theta_{ij}')$, $\forall \theta_{ij}' \in \Theta$.

A contract satisfying both IC and IR conditions can guarantee that the UAV will accept and only accept the contract designed for its own type. Such contract is called a feasible contract. The inequalities in IC and IR conditions define the feasible range of the contract set $\Phi_i$ of each BS $i \in \mathcal{I}$, in which each UAV $j \in \mathcal{J}$ will accept the contract designed for its own type and truthfully provide the required transmit power to serve UAV users in the downlink. In order to design a feasible contract set $\Phi_i$, we need to analyze the sufficient and necessary conditions for
a contract that satisfies IC and IR conditions.

**Proposition 1.** [Necessary Condition] For any \( \theta_{ij}, \theta'_{ij} \in \Theta \), if \( \theta_{ij} > \theta'_{ij} \), then \( u_i(\theta_{ij}) \geq u_i(\theta'_{ij}) \) and \( p_j(\theta_{ij}) \geq p_j(\theta'_{ij}) \).

*Proof.* See Appendix A.

Proposition 1 shows that a UAV \( j \) with a higher type \( \theta_{ij} \) will receive a higher unit payment \( u_i \) from BS \( i \), and, in return, it should provide a larger transmit power \( p_j \). This conclusion will lead to the necessary and sufficient conditions of a feasible contract, as shown next.

**Theorem 2.** [Necessary and Sufficient Condition] For a contract set \( \Phi = \{(u_i(\theta_{ij}), p_j(\theta_{ij})) | \forall \theta_{ij}\} \), it is feasible if and only if all the following three conditions hold: (a) \( \frac{dp_j(\theta_{ij})}{d\theta_{ij}} \geq 0 \) and \( \frac{da_i(\theta_{ij})}{d\theta_{ij}} \geq 0 \), (b) \( \phi_{\min} u_i(\phi_{\min}) - p_j(\phi_{\min}) \geq 0 \), (c) \( \frac{dp_j(\theta_{ij})}{d\theta_{ij}} = \theta_{ij} \cdot \frac{du_i(\theta_{ij})}{d\theta_{ij}} \).

*Proof.* See Appendix B.

For each BS \( i \in \mathcal{I} \), a contract \( \Phi_i \) that satisfies Theorem 2 will guarantee that each UAV accepts only the contract designed for its own type, and provides the required transmit power to meet the aerial data demand of BS \( i \). However, there exists an infinite number of solutions that satisfy Theorem 2. Thus, for each BS \( i \in \mathcal{I} \), there are infinite ways to design a feasible contract set \( \Phi_i \). To continue our discussion, we will take the simplest feasible solution of Theorem 2, where \( \frac{da_i(\theta_{ij})}{d\theta_{ij}} = \gamma > 0 \) is a positive constant, and thus \((u_i, p_j) = (\gamma \theta_{ij}, \gamma \theta_{ij}^2 / 2)\). Here, the unit payment \( u_i \) of BS \( i \) linearly increases with UAV type \( \theta_{ij} \), and the transmission power \( p_j \) of UAV \( j \) is a quadratic function of UAV type \( \theta_{ij} \). Since such contract \((u_i, p_j) = (\gamma \theta_{ij}, \gamma \theta_{ij}^2 / 2)\) is easy to implement, it is potential to be the best choice of the feasible contract for practical uses.

**B. Matching under the feasible contract**

Consequently, given the feasible contract set \( \{ (\gamma \theta_{ij}, \gamma \theta_{ij}^2 / 2) | \forall \theta_{ij} \} \), the utility \( R_{ij}(\theta_{ij}) \) of each UAV \( j \) with respect to each BS \( i \) and the utility \( U_{ij}(\theta_{ij}) \) of each BS \( i \) with respect to each UAV \( j \) are jointly determined. Then, the last task is to optimally allocate UAVs to offload traffic from hotspot areas that maximizes the individual utility of each BS and UAV.

In order to properly model the interactions between multiple operators, the matching theory framework [29] can be used to study the optimal UAV allocation. A *matching game* is defined on two disjoint sets of players, here being, the BS set \( \mathcal{I} \) and the UAV set \( \mathcal{J} \), where each player
of either set has an individual preference list $\mathcal{P}_k$ that ranks the players from the other set, based on the utilities that players can provide to player $k$. The goal of each player is to form a pair with the most favorable player from the other set with a highest preference in $\mathcal{P}$. However, the matching relationship must be mutual. That is, to form a matching relationship, both players must mutually agree on the matching.

To construct a matching game, we first study the preference list of each UAV $j \in \mathcal{J}$ towards BSs in $\mathcal{I}$. The utility of UAV $j$ by serving BS $i$ is

$$R_{ij} = u_i \tilde{d}_i(t) - Tc_{ij}p_j = \gamma \theta_{ij} \tilde{d}_i(t) - \frac{\gamma}{2} Tc_{ij} \theta_{ij}^2 = \frac{\gamma}{2} \theta_{ij} \tilde{d}_i(t).$$

Thus, the utility $R_{ij}$ of UAV $j$ will increase with the increase of UAV type $\theta_{ij}$. Given that $\theta_{ij} = \frac{\tilde{d}_i(t)p_{\text{max}}^j}{T\alpha_j}$, we finally have the expression of UAV $j$’s utility as $R_{ij} = \frac{\gamma}{2T\alpha_j} \tilde{d}_i^2(t)p_{\text{max}}^j$. Therefore, in order to maximize the utility, each UAV $j \in \mathcal{J}$ will either choose the closest BS $i$ to maximize the value of $\tilde{d}_i(t)$, or select the BS with the highest data demand $\tilde{d}_i(t)$. Consequently, each UAV $j \in \mathcal{J}$ can form a preference list $\mathcal{P}_j$, based on the value of $\tilde{d}_i^2(t)p_{\text{max}}^j$ associated with each BS $i \in \mathcal{I}$. Here, given $i, k \in \mathcal{I}$ and $i \neq k$, we use the notation $i \succ j k$ to imply that player $j$ prefers to accept the contract from BS $i$ and provide it with aerial service, over BS $k$. Similarly, given that the utility of each BS $i \in \mathcal{I}$ with respect to the UAV type is a concave function on $[\theta_{\text{min}}, \theta_{\text{max}}]$, using convex optimization techniques, each BS can form a preference list $\mathcal{P}_i$ that ranks all UAV in $\mathcal{J}$, according to the utility that each UAV $j$ can provide to BS $i$.

Note that, at each time, each BS can employ only one UAV for aerial cellular service, and each UAV only serves the area of a single BS. Using matching theory, the allocation result of UAVs can be defined by a one-to-one mapping relationship $\eta$, defined as follows. Here, without losing generality, we assume the number of UAVs $|\mathcal{J}|$ is greater than the number of BSs $|\mathcal{I}|$.

**Definition 3.** In a matching game, given two disjoint finite sets of players $\mathcal{I}$ and $\mathcal{J}$, a stable matching is defined as a one-to-one relationship $\eta$ between $\mathcal{I}$ and $\mathcal{J}$, where we have: (a) $\forall i \in \mathcal{I}$, $\eta(i) \in \mathcal{J}$; (b) $\forall j \in \mathcal{J}$, $\eta^{-1}(j) \in \mathcal{I} \cup \emptyset$; (c) $\eta(i) = j$, if and only if $\eta^{-1}(j) = i$; (d) $\forall i \in \mathcal{I}$ and $j \in \mathcal{J}$, there does not exist a pair $(i, j)$ with $\eta(i) \neq j$ and $\eta^{-1}(j) \neq i$ such that $j \succ_i \eta(i)$ and $i \succ_j \eta^{-1}(j)$.

Conditions (a)-(c) in Definition 3 require the matching $\eta$ to be a one-to-one relationship between $\mathcal{I}$ and $\mathcal{J}$, and requirement (d) guarantees the stability of the matching output, which is introduced to avoid the repeated selection. Note that, multiple BSs can compete for one UAV.
**Algorithm 2** Deferred acceptance algorithm to find the stable matching \( \eta \)

**Initialization:** Each BS \( i \in I \) takes turns to broadcast its contract set \( \Phi_i \), the predicted data demand \( \hat{d}_i(t) \), and the optimal service location \( x_{ij}^* \) for the requested UAV. Each UAV \( j \) listens to the broadcast, calculate its type \( \theta_{ij} \) towards each BS \( i \).

**Do**

1. Each UAV \( j \) with \( \eta^{-1}(j) = \emptyset \) sends its type \( \theta_{ij}^* \) to the BS \( i^* \) on the top of \( P_i \), where \( i^* = \arg \max_{i \in P_j} \hat{d}_i(t) \theta_{ij} \).
2. Each BS \( i \) listens for the response. Let \( J_i \) be the set of UAVs that responds to BS \( i \).
   - **If** \( J_i \neq \emptyset \) and \( \eta(i) = \emptyset \), BS \( i \) confirms the matching relationship with UAV \( j^* = \arg \max_{j \in J_i} U_{ij} \), and denies the responses of all other UAVs;
   - **Elseif** \( J_i \neq \emptyset \) and \( \eta(i) \in J, \) BS \( i \) compares \( U_{i\eta(i)} \) with \( U_{ij} \).
     - **If** \( U_{i\eta(i)} \geq U_{ij} \), BS \( i \) denies the responses of all UAVs, including UAV \( j^* \).
     - **Else** BS \( i \) deletes the matching with \( \eta(i) \) and forms a new matching with UAV \( j^* \).
3. If UAV \( j \) receives a denying or deleting message from a BS, it will delete this BS from its preference list \( P_j \).

**Until** Every UAV either forms a matching with some BS, or its preference list is empty.

that has the highest communication capability, and multiple UAVs can accept the contract from the same BS that provides the highest payment. In order to solve the conflict of being repeatedly selected, a stable matching \( \eta \) ensures that there does not exist two BSs \( i \) and \( i' \) with their matched UAVs \( j = \eta(i) \) and \( j' = \eta(i') \), however, BS \( i \) prefers UAV \( j' \) to \( j \) and BS \( i' \) prefers UAV \( j \) to \( j' \). In a word, to form a matching relationship, each BS and UAV must pairwise prefer each other over all the other possible pairs.

In order to find a stable matching \( \eta \), an iterative and distributed method is proposed, based on the deferred acceptance algorithm, in Algorithm 2. Finally, as shown in [41], Algorithm 2 will converge to a stable matching \( \eta \). Furthermore, it has been proven in [41] that the outcome of this algorithm provides UAV networks with the optimal utility among all stable matching results.

V. Simulation results and Analysis

For our simulations, we consider a UAV cellular network operating at the 5 GHz frequency band to complement the ground LTE networks for downlink communications. For each UAV, the total available bandwidth is 20 MHz, the antenna gain is 5 dB, the average of mobility speed is 30 meter per second, and the propulsion power is 100 W [27]. The dataset in [30] is used for the modeling training, and validation of the ML framework, and 10-fold cross-validation is applied to evaluate the model performance. Once the ML output is determined, we choose an arbitrary
Fig. 5: (a) The training error of the proposed approach will decrease below the theoretic upper-bound. (b) The proposed approach significantly improves the prediction accuracy, defined by R-square, compared with the WEM and SVM methods.

during which the number of congested BSs is 12, to evaluate the performance of the optimal UAV allocation. The utility parameters are set as $\beta = 10e - 10$ and $\gamma = 1e - 10$.

Fig. 5a shows that, as the number of iterations increases, the training error of the proposed ML method decreases rapidly, and, on average, converges within ten iterations. Moreover, the sparse vector $r$ and the design matrix $V$ will converge to the best-correlated optimum, and the training error of the ML prediction algorithm will eventually drop below the theoretic upper-bound, which supports the conclusion of Theorem 1. In Fig. 5b, we compare the average prediction accuracy of the proposed approach with the Gaussian kernel SVM and WEM algorithms. Here, R-square, defined by $R^2 = 1 - \frac{\sum_{t=1}^{m}(\tilde{a}(t) - a(t))^2}{\sum_{t=1}^{m}(a(t) - \bar{a}(t))^2}$, is used as the metric to evaluate the performance of each model. Fig. 5b first shows that the overall performance of the proposed ML approach yields an average accuracy gain of 10% and 13%, compared with WEM and SVM, respectively. To predict the cellular traffic demand under a normal network condition, all three models yield a high accuracy, greater than 0.8. However, when the downlink congestion occurs in the cellular network, the SVM and WEM methods fail to give accurate predictions on the traffic load, while the proposed approach presents a high accuracy of 0.76, which yields a significant performance gain of 28.3% and 56.6%, compared with WEM and SVM, respectively.

In Fig. 6, the utility functions $R_{ij}(\theta)$ of four randomly-selected UAVs belonging to four different types: type 1, type 2, type 3, and type 4, based, respectively, on the values $\theta_{ij} \in \{2701, 10674, 18817, 35800\}$, are shown as the type of contract that each UAV chooses from a BS $i$ changes. As shown in Fig. 6, the utility $R_{ij}$ of each UAV $j$ is a concave function...
Fig. 6: The utility of each UAV is a concave function with respect to the contract type. The data cursors are placed at the maximum of each UAV’s utility function.

Fig. 7: When the number of requesting BSs is fixed, the average utility of BS networks increases and the average utility of UAV networks decreases, as the number of available UAVs increases.

of the contract type $\theta$, and the maximum of this utility is achieved when the contract type equals to the UAV type. Given the contract $(\gamma\theta, \gamma\theta^2/2)$, the utility achieved by UAV $j$ when choosing any contract type $\theta$ is given as $R_{ij}(\theta) = \gamma\theta \tilde{d}_i(t) - \frac{1}{2}TC_{ij}\gamma\theta^2 = \frac{\gamma\tilde{d}_i(t)}{2\theta_{ij}}[2\theta_{ij}\theta - \theta^2]$. Thus, $\theta_{ij} = \arg \max_\theta R_{ij}(\theta)$. Therefore, to maximize its utility, each UAV $j$ will always accept the contract designed for its own type. This result supports the conclusion of Theorem 2.

Fig. 7 shows the average per BS and per UAV utility, as the number of UAVs increases from 16 to 21, for three scenarios: the proposed predictive deployment of UAVs, an event-driven allocation, and the optimal exhaustive-search solution. In the proposed approach, each BS predicts the aerial demand using the proposed ML framework, and requests a UAV, via the contract
matching method, at the beginning of each period. However, in the event-driven allocation, each BS requests an aerial communication service only after the downlink congestion occurs, and the closest UAV will be deployed onto the service area of the requesting BS. The unit payment that each BS offers is constant, and, in return, each UAV will provide the downlink service to the best of its power ability. Furthermore, since the proposed approach jointly optimizes utilities for both BS and UAV operators in a distributed way, the output may be suboptimal. Here, we compare the utility of the proposed method with the highest utility, which each BS and UAV can receive among all stable allocation results of the contract matching problem. However, due to the conflicting interests, the optimal results for BSs and UAVs can not be achieved simultaneously in most cases.

Fig. 7a shows that, as the number of UAVs increases, the average utility per BS increases. Given that the number of requesting BSs is fixed, when more UAVs are available, each BS has more choices to employ a UAV with more desired communication power. From Fig. 7a, we can see that, compared with the event-driven baseline, the proposed approach yields a two-fold to six-fold improvement in the average per BS utility as the number of UAVs increases from 16 to 21. Note that, the utility of the event-driven approach is nearly constant. Since the event-driven approach does not consider the communication capability of a UAV when offloading traffic, the requested UAV usually provides a lower capacity than the real demand. Therefore, the event-driven approach is not able to efficiently improve the network performance. Furthermore, although the proposed approach does not yield the optimal result for the BS networks, the performance gap with the optimal solution is small. This gap is within the range of 6% to 10% as the number of UAVs varies.

Fig. 7b shows that, as the number of UAVs increases, the average per UAV utility in all scenarios will decrease. Given that the number of requesting BS UAVs is always 12, the number of employed UAVs is fixed. Therefore, as more UAVs are available, the average utility naturally decreases. Moreover, when more UAVs are available, each BS will prefer the cheaper UAV with enough communication power, thus the UAV network will have a lower average utility, and the improvement of the proposed approach, compared with the event-driven method, will decrease from six-fold to 60% as the number of UAV increases from 16 to 21. Fig. 7b further shows that the proposed distributed approach provides the UAV network with an optimal utility among all possible stable matching results.
VI. CONCLUSION

In this paper, we have proposed a novel approach for predictive deployment of UAV aerial BSs to complement the ground cellular system in face of the prospective steep surge in cellular traffic. To enable the traffic prediction within each cellular network, a novel ML framework based on wavelet transform and compressive sensing has been proposed, which yields 10% and 13% gain in overall prediction accuracy, and 28.3% and 56.6% improvement of the demand prediction during hotspot events, compared with WEM and SVM methods, respectively. Given the predicted cellular traffic demand, we formulated the deployment of UAV BSs as a set of distributed optimization problems that jointly maximize the utility of each ground and UAV BS. In order to optimally solve the problem, a contract matching algorithm has been developed. Simulation results show that the proposed predictive deployment of UAVs yields a two-fold improvement in the average per BS utility and a 60% improvement in the average per UAV utility, compared with a baseline, event-driven allocation of UAVs to ground hotspot areas.

APPENDIX

PROOF OF PROPOSITION 1

We first use contradiction to prove the proposition that if \( \theta_{ij} > \theta'_{ij} \), then \( u_i(\theta_{ij}) \geq u_i(\theta'_{ij}) \). Then, we prove that if \( u_i(\theta_{ij}) \geq u_i(\theta'_{ij}) \), then \( p_j(\theta_{ij}) \geq p_j(\theta'_{ij}) \). Suppose that there exists \( u_i(\theta_{ij}) < u_i(\theta'_{ij}) \), but \( \theta_{ij} > \theta'_{ij} \). Then, we have

\[
\theta_{ij} u_i(\theta_{ij}) + \theta'_{ij} u_i(\theta'_{ij}) > \theta_{ij} u_i(\theta_{ij}) + \theta'_{ij} u_i(\theta'_{ij}).
\]  
(19)

On the other hand, from IC condition, we have

\[
\theta_{ij} u_i(\theta_{ij}) - p_j(\theta_{ij}) \geq \theta_{ij} u_i(\theta_{ij}) - p_j(\theta'_{ij}),
\]  
(20)

\[
\theta'_{ij} u_i(\theta'_{ij}) - p_j(\theta'_{ij}) \geq \theta'_{ij} u_i(\theta'_{ij}) - p_j(\theta_{ij}).
\]  
(21)

By adding the inequation (20) and (21), we have

\[
\theta_{ij} u_i(\theta_{ij}) + \theta'_{ij} u_i(\theta'_{ij}) \geq \theta_{ij} u_i(\theta_{ij}) + \theta'_{ij} u_i(\theta'_{ij}),
\]  
(22)

which contradicts to (19). This completes the first part of the proof.

Next, we prove that if \( u_i(\theta_{ij}) \geq u_i(\theta'_{ij}) \), then \( p_j(\theta_{ij}) \geq p_j(\theta'_{ij}) \). From the IC condition, we have

\[
\theta'_{ij} u_i(\theta'_{ij}) - p_j(\theta'_{ij}) \geq \theta'_{ij} u_i(\theta'_{ij}) - p_j(\theta_{ij}),
\]  
(23)
i.e., $p_j(\theta_{ij}) - p_j(\theta'_{ij}) \geq \theta'_{ij} \left( u_i(\theta_{ij}) - u_i(\theta'_{ij}) \right)$. Since $u_i(\theta_{ij}) > u_i(\theta'_{ij})$, we conclude

$$p_j(\theta_{ij}) - p_j(\theta'_{ij}) \geq \theta'_{ij} \left( u_i(\theta_{ij}) - u_i(\theta'_{ij}) \right) \geq 0,$$

and thus $p_j(\theta_{ij}) \geq p_j(\theta'_{ij})$. This completes the proof.

**APPENDIX B**

**PROOF OF THEOREM 2**

For notational simplicity, we omit the subscript of variables $u_i, p_j, \theta_{ij}$, and denote them as $u, P, \theta$, respectively.

A. *Proof for necessary conditions*

Given the IR and IC conditions, we prove Theorem 2 in this section. First, as shown in Proposition 1 for any $\theta, \theta' \in \Theta$, once $\theta > \theta'$, then $u(\theta) \geq u(\theta')$ and $P(\theta) \geq P(\theta')$, which proves condition (a) of Theorem 2 that $\frac{dP}{du_{ij}} \geq 0$ and $\frac{d\theta}{du_{ij}} \geq 0$. Then, the IR condition naturally support condition (b) of Theorem 2.

Then, we use the IC condition to prove condition (c). Let $\Delta \theta = \theta' - \theta$. According to the IC condition, for any $\Delta \theta \in [\theta_{\min} - \theta_{\max}, 0) \cup (0, \theta_{\max} - \theta_{\min}]$, we have

$$\theta \cdot u(\theta) - P(\theta) \geq \theta \cdot u(\theta + \Delta \theta) - P(\theta + \Delta \theta),$$

i.e.,

$$\theta \cdot [u(\theta) - u(\theta + \Delta \theta)] \geq P(\theta) - P(\theta + \Delta \theta).$$

If $\Delta \theta > 0$, then according to Proposition 1, $u(\theta + \Delta \theta) \geq u(\theta)$ and $P(\theta + \Delta \theta) \geq P(\theta)$. Here, we exclude the situation where $u(\theta + \Delta \theta) = u(\theta)$ and $P(\theta + \Delta \theta) = P(\theta)$ in the following discussion of this proof, because condition (c) naturally holds under this situation. Therefore, for any $\Delta \theta \in [\theta_{\min} - \theta_{\max}, 0)$, we have

$$\theta \leq \frac{P(\theta + \Delta \theta) - P(\theta)}{u(\theta + \Delta \theta) - u(\theta)}.$$  

If $\Delta \theta < 0$, then $u(\theta + \Delta \theta) < u(\theta)$ and $P(\theta + \Delta \theta) < P(\theta)$. Thus, for any $\Delta \theta \in (0, \theta_{\max} - \theta_{\min}]$,

$$\theta \geq \frac{P(\theta + \Delta \theta) - P(\theta)}{u(\theta + \Delta \theta) - u(\theta)}.$$  

Consequently, by letting $\Delta \theta \to 0$, we have

$$\frac{dP}{d\theta} \frac{du}{d\theta} = \lim_{\Delta \theta \to 0} \frac{P(\theta + \Delta \theta) - P(\theta)}{u(\theta + \Delta \theta) - u(\theta)} = \theta,$$

which proves condition (c) of Theorem 2.
B. Proof for sufficient conditions

From Theorem 2, we will prove the IR and IC conditions in this section. First, we prove the IR condition. According to condition (b) of Theorem 2, $\theta_{\text{min}}$ satisfies the IR condition. Then, we prove that for any $\theta \in (\theta_{\text{min}}, \theta_{\text{max}}]$, the IR condition holds. From condition (c) of Theorem 2, we have the following inequalities,

$$\frac{P(\theta) - P(\theta_{\text{min}})}{u(\theta) - u(\theta_{\text{min}})} \leq \theta,$$

i.e.,

$$P(\theta_{\text{min}}) \geq P(\theta) - \theta \cdot [u(\theta) - u(\theta_{\text{min}})].$$

From condition (b), we have

$$\theta_{\text{min}} \cdot u(\theta_{\text{min}}) \geq P(\theta_{\text{min}}).$$

By combing (31) and (32), we have

$$\theta \cdot u(\theta) - P(\theta) \geq (\theta - \theta_{\text{min}}) \cdot u(\theta_{\text{min}}) \geq 0.$$

Thus, for any $\theta \in \Theta$, the IR condition holds.

In the end, we prove the IC condition. Let $h = \theta \cdot u(\theta) - P(\theta) - [\theta \cdot u(\theta') - P(\theta')]$. And we prove that $h \geq 0$. From condition (c), we have, if $\theta' > \theta$, then

$$\frac{P(\theta') - P(\theta)}{u(\theta') - u(\theta)} \geq \min\{\theta, \theta'\} = \theta.$$

i.e., $P(\theta') - P(\theta) \geq \theta \cdot [u(\theta') - u(\theta)]$. Therefore, $h = \theta \cdot [u(\theta) - u(\theta')] + P(\theta') - P(\theta) \geq 0$. On the other hand, if $\theta' < \theta$, then

$$\frac{P(\theta) - P(\theta')}{u(\theta) - u(\theta')} \leq \max\{\theta, \theta'\} = \theta.$$

i.e., $P(\theta) - P(\theta') \leq \theta \cdot [u(\theta) - u(\theta')]$. Therefore, $h \geq 0$. Consequently, the IC condition holds for any $\theta, \theta' \in \Theta$.
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