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Abstract: The appropriate feature/predictor selection is as significant as building efficient estimation methods for the accurate estimation of power consumption, which is required for self-awareness and autonomous decision systems. Traditional methodologies define predictors by assessing whether there is a relationship between the predictors and the response variable. Contrarily, this study determines predictors based on their individual and group impacts on the estimation accuracy directly. To analyze the impact of predictors on the power-consumption estimation of an IT rack in a data center, estimations were carried out employing each prospective predictor separately using the measured data under the real-world workload. Then, the ratio of CPU usage was set as the default predictor, and the remaining variables were assigned as the second predictor one by one. By utilizing the same approach, the best combination of predictors was determined. As a result, it was discovered that some variables with a low correlation coefficient with power consumption improved the estimation accuracy, whereas some variables with high correlation coefficients worsened the estimation result. The CPU is the most power-consuming component in the server and one of the most used predictors in the literature. However, the estimation accuracy obtained using only the CPU is 10 times worse than the estimation result conducted by utilizing the predictor set determined at the end of the experiments. This study shows that instead of choosing predictors only from one point of view or one method, it is more convenient to select predictors by assessing their influence on estimation results. Examining the trend and characteristics of the estimated variable should also be considered.
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1. Introduction

1.1. Background and Motivation

In recent years, the number of Internet of Things (IoT)-connected devices and smart and autonomous systems, as well as the volume of data generated, has dramatically increased [1,2]. The storage and processing of real digital data are much more advanced, significant, and simple today. Moreover, the diversity, accessibility, and reliability of the measured data have increased compared to the past. Consequently, the efficiency of various applications for the decision-making process has improved. This development has become very useful, especially for smart-grid applications in terms of providing the ability to manage demand and generation through demand side management (DSM). One of the most important issues for DSM and power systems is to forecast electrical power consumption in order to balance generation and demand, as well as the efficient planning, operation, and management of electric power systems [3,4]. Accurate estimation results are critical for both consumers and utilities in order to prevent additional operating costs, energy waste, unnecessary energy purchases, and energy reserves [5]. However, obtaining accurate load-forecasting results is still a challenging task, as it is influenced by consumption patterns, environmental and socio-economic parameters, and weather conditions [6]. Therefore, in
order to obtain accurate and reliable forecasting results, it is crucial to choose the most appropriate combination of predictors, also known as independent variables, that affect the forecasted variable [7]. In terms of energy and thermal management, accurate estimation of power consumption is also significant for data centers [8], which are important players in DSM due to their huge and flexible load characteristics. In the literature, many studies related to DC’s participation in DSM [9–12], power consumption, and forecasting models for subcomponents of DCs have been carried out [3,7,13–16]. According to [17], the most power-consuming part of a typical data center is servers, with a ratio of 56%, followed by cooling devices, with a ratio of 30%. The power-conditioning infrastructures are responsible for consuming 8% of the total power consumption in a DC, whereas the network equipment and lighting are responsible for 5% and 1%, respectively. The largest proportion of power consumption is consumed by servers, and this also affects the power consumption of cooling equipment.

The main motivation of this study is to examine the impact of predictors on power-consumption estimation of an IT rack that contains servers. One of the main problems for power forecasting is the predictor-selection process, especially for data centers, because too many features might be obtained from a huge amount of measured data. Moreover, the execution time and accuracy of the estimation also depend on predictors, which are crucial for a power-consumption model.

However, in order to determine the most convenient predictors, recent studies generally prefer to utilize only correlation analysis or another specific feature-selection method, instead of taking into account the direct effect of predictors on estimation results [4,6,7,18–24]. In this paper, the individual and group effects of various variables (e.g., CPU and RAM usage ratios, temperature, network load, etc.) on power consumption estimation have been investigated using actual data measured from IoT-based sensors, energy analyzers, and an IT rack in a data center. The power consumption of the IT rack is initially forecasted using each variable/predictor individually and the estimation result is examined. Then, each variable in turn is used as a second predictor in addition to the CPU usage ratio, which is determined as the first predictor since it is the most commonly used variable for power-consumption models of servers in the literature [8,25–27]. Finally, the best combination of predictors is determined using a similar approach and a trial-and-error method. The estimation results are examined using various error metrics and data trends & characteristics.

1.2. Literature Review

According to recent studies, server power-consumption models for estimation, power management, and load balancing [8] generally depend on CPU utilization. Yao et al. [25] proposed a power-consumption model for each server that has a linear relationship between CPU utilization and frequency. Another study [26] modelled the energy consumption of the server as the sum of individual energy consumption of CPU and memory. Berezovskaya et al. [28] proposed a toolbox for building a modular model of a data center using a linear power-consumption model for IT equipment that takes into account the CPU utilization, CPU temperature, and power consumption of the server’s fan. Daraghmeh et al. [27] also used a linear power-consumption model as a function of CPU utilization to calculate the power consumption of servers using a synthetic test workload. As stated in [8], although CPU utilization is the most used variable for building the power-consumption model of a server, CPU frequency, temperature, and memory utilization come next. On the other hand, the CPU is responsible for merely about 32% of the total power consumption of the server; the remaining amount is caused by other subcomponents [8,29]. Thus, the variables only dependent on the CPU are not sufficient to build an accurate power-consumption model for servers since other variables can directly or indirectly affect power consumption. In a review paper focusing on the energy efficiency of small and medium data centers [13], various strategies and power-consumption models, including parameters such as the CPU, memory, hard disk, network interface card, uninterruptible power supply (UPS), have been examined [14]. In [15], the server’s
power consumption is forecasted using artificial neural network-based models using the variables CPU, memory, and disk under different workload types. While proposing power consumption equations of servers for forecasting models, some studies focused on power-consuming components of servers such as memory, disk, network interface card, fan, and especially CPU [13–15]. However, even though the total power consumption of the server is the sum of the individual power consumptions of these parameters, there may be other factors that affect the total power consumption, such as room and outside temperatures, humidity, timestamp, network load, etc. Thus, selecting the right parameters that affect the server’s power consumption is critical for accurate power-consumption estimation. To this end, many studies have used different feature-selection methods and determined the most suitable combination of predictors for estimation [4,6,7,14,18–20]. The studies related to feature-selection methods are summarized in Table 1.

| Existing Studies | Correlation Analysis | Another Feature Selection Method | Objectives |
|------------------|----------------------|----------------------------------|------------|
| [18]             | ✓                    | Hsu et al. used correlation analysis and autocorrelation as feature-selection methods. The highly correlated variables were accepted as the most suitable predictors to be used for the estimation of power consumption. |
| [19]             | ✓                    | A feature-selection model based on grey correlation analysis was used to determine the features according to filter-based and random forest-based evaluators using synthetic test workloads. |
| [21]             | ✓                    | The Pearson correlation-coefficient matrix was used to analyze the relationship between variables related to CPU, memory, disk, and network to power consumption using synthetic test workloads without considering the temperature. |
| [23]             | ✓                    | Correlation analysis was used as a feature-selection method to determine predictors in this study, which examined the resilience traits of a shipboard power system. |
| [30]             | ✓                    | The authors used a different type of correlation analysis known as the maximum information coefficient (MIC) based on mutual information for feature selection. A MIC value close to 1 between the two variables shows that there was a strong correlation. |
| [31]             | ✓                    | Gao et al. used the Pearson correlation analysis for feature selection for a short-term electricity load-forecasting model based on an empirical mode decomposition-gated recurrent unit (EMD-GRU). |
| [32]             | ✓                    | The authors utilized the Pearson and Spearman correlation analysis methods for feature selection and also examined the autocorrelations of load data. The accuracy of the load estimations, which were carried out by LSTMs and SVM methods, were compared using various feature sets. |
| [22]             | ✓                    | The authors carried out a comparison between autocorrelation and machine learning-based feature-selection models. All feature sets determined by each model were compared by different prediction algorithms (neural networks, linear regression and model-tree rules). |
| [7]              | ✓                    | The authors used an open-source library that includes various methods for feature selection, such as single unique value, identify collinear, and zero-importance features. These methods are filtering features according to their identical unique values, correlation rates, and importance degree of other variables. |
| [33]             | ✓                    | In this study, the authors proposed a hybrid algorithm to choose features. Firstly, the data were decomposed and reduced by EMD and Isomap algorithms. The data were then divided into economic and meteorological categories using correlation analysis. |
| Existing Studies | Correlation Analysis | Another Feature Selection Method | Objectives |
|------------------|----------------------|-----------------------------------|------------|
| [34]             | ✓                    | ✓                                 | Pearson correlation analysis and a 1D convolutional neural network were used for feature selection and extraction. Then, the features were utilized in various estimation models to compare the estimation accuracy. |
| [35]             | ✓                    | ✓                                 | The filter method and embedded method were utilized. Mutual information, conditional mutual information, and RReliefF techniques were employed in the filter method to assess the significance of the feature. |
| [36]             | ✓                    | ✓                                 | The features were determined using mutual information and lasso methods. Diverse deep learning approaches were compared using various cases to see how estimation accuracy was influenced. Some of the cases included the same features whereas some of them did not employ the feature-selection method. |
| [14]             | ✓                    |                                   | In this study, principal component analysis was used to determine the best parameters for the power-consumption model. However, experiments were conducted with the same variables in various power-consumption models, such as linear, exponential, and polynomial regression, and the performances of these models were compared using synthetic test workloads. |
| [20]             | ✓                    |                                   | In this study, in order to determine the best estimation model for IT energy consumption in a data center, the features were obtained according to the degree of relevance of each feature to energy consumption, which was calculated using the information-entropy approach and Kullback–Leibler divergence. |
| [6]              | ✓                    |                                   | Various feature-selection methods were compared according to their effects on forecasting accuracy using MAPE and RMSE. It was tested which feature selection model better identified the predictors to get a more accurate result. |
| [15]             | ✓                    |                                   | In this study, the variation in power-consumption characteristics corresponding to the change in CPU, memory usage, and disk I/O utilization under four different load types was shown graphically. The relationship between the variables was examined visually without using a metric to select the features. |
| [4]              | ✓                    |                                   | Hafeez et al. proposed a hybrid feature-selection algorithm that combines random forest and relief-F methods to determine the predictors. The model calculates the correlation between each variable and energy consumption and then selects the one that has the higher value. |
| [37]             | ✓                    |                                   | A hybrid feature-selection method based on a binary genetic algorithm (BGA) and principal component analysis (PCA) is proposed for load forecasting. |
| [38]             | ✓                    |                                   | In this study, a semi-supervised feature selection model based on the group method of data handling (GMDH) was applied. Labelled and unlabeled data were utilized in a self-organized learning method, and the features were chosen in accordance with least-squares estimation and the external criterion value. |
| [39]             | ✓                    |                                   | The authors used wrapper and embedded feature-selection methods. The linear and nonlinear interactions between variables were revealed using regression and ensemble-based approaches. |
| [40]             | ✓                    |                                   | A hybrid feature-selection model comprising wrapper and filter feature-selection methods. Moreover, MIC and max-relevance and min-redundancy methods were used. The authors compared the estimation accuracy, which was obtained with and without the hybrid feature-selection method. |
Table 1. Cont.

| Existing Studies | Correlation Analysis | Another Feature Selection Method | Objectives |
|------------------|----------------------|-----------------------------------|------------|
| [41]             | ✓                    | The authors proposed a hybrid feature-selection model based on filter and wrapper feature-selection methods. The redundant features are eliminated using statistical characteristics of the features instead of examining the effects of features on estimation results. |
| [42]             | ✓                    | The authors proposed a hybrid model called Quantile Regression-based Recurrent Neural Network with Convolutional Gated Recurrent Unit (QR_RNN_CGRU), including the orthogonal maximum correlation coefficient (OMCC) feature-selection method. It is a different type of correlation model based on copula and Gram–Schmidt methods to determine the best features. The improvement in load-estimation accuracy was compared with the traditional methods. |

1.3. Contributions

As seen in the compact literature review above, although the experiments in many studies were conducted using a real PC or server, they were carried out for dummy test environments created with synthetic workloads where different scenarios were tried. Moreover, conventional approaches for determining predictors are generally based on examining whether there is a correlation between the predictors and the response variable by using various metrics, and the predictors are determined at once according to the results of these metrics. The authors mostly focused on the effect of feature sets created by comparing various feature-selection methods on the improvement of estimation accuracy. However, experimental research from the perspective of examining the individual and group effects of predictors on the forecasting accuracy directly, and determining the predictors according to this analysis, is still lacking.

This study is intended to fill in this gap and provides an approach for determining the most suitable predictors to forecast the power consumption of an IT rack. The main contributions of this paper are summarized as follows:

1. The analyses and experiments were performed by measuring and processing the actual sensor data from a data center, as well as using actual data from an IT rack operating under routine real workloads and circumstances for the period between April 2020 and February 2021.
2. While determining the predictors, not only a single error metric but also seven different metrics were taken into account for comparing the estimation accuracy.
3. Instead of determining the predictors based on the relationship of the variables with each other using any metric, the predictors were determined by examining their direct effects on estimation results via various experiments.
4. The individual and group effects of predictors on estimation accuracy were examined in detail.
5. Contrary to the assumption that a variable with a high correlation coefficient affects estimation accuracy better as in many studies, it was discovered that some variables increase the error rate of the estimation even if their correlation coefficients are high, whereas some variables reduce the error rate despite having low correlation coefficients.
6. It was concluded that another set of variables in addition to the CPU-related variables is required when estimating IT power consumption.
7. It was established that simply looking at the correlation matrix or directly selecting the predictors that cause the lowest estimation-error rate is not the best way to determine predictors. The trend and characteristics of the estimated variable are also significant in terms of determining predictors. Furthermore, trial-and-error methods should also be used by trying several combinations of predictors.
The remainder of this paper is organized as follows. Section 2 describes the methodology, experimental environment, and main components of performance analysis. The content of experiments for exploring predictors’ effects on power-consumption estimation for an IT rack is also explained in Section 2. The results and discussion are presented in Section 3. Finally, conclusions are given in Section 4.

2. Experimental Environment

Firstly, the methodology adopted in this study is described in Section 2. Secondly, the experiment layout is explained, and then the process of the correlation analysis and the structure of the estimation algorithm for the power consumption of an IT rack are explained. After that, the definitions of error metrics used for comparing the performance of experiments are given. Finally, the details of the experiments are explained.

2.1. Methodology

The general flowchart of the methodology, which was composed of three research steps, is shown in Figure 1. In the first step, the data pre-processing was performed for the defined time horizon, which was between April 2020 and February 2021. This step started with converting the raw data received in JSON format to CSV format with a script written in MATLAB. Then, the process continued by filling in missing data, detecting outliers, smoothing data, and synchronizing all data that had different resolutions into 60 min intervals. The data synchronizing was carried out with the "synchronize" function that concatenated the data, including various variables, horizontally and then resampled or aggregated the data using linear interpolation. The "filloutliers" function determined the data that were more than three standard deviations from the mean as outliers and filled them with the nearest non-outlier values. The "smoothdata" function smoothed the data by taking the moving average over a 3 h window. Thereafter, all data were separated into categories based on the devices and sensors to which they belonged. After that, 70 different variables/features were determined, including the airflow temperatures of eight air conditioners in the data center, row-flow temperatures in three different locations, indoor temperatures and humidity in six different locations, front and rear temperatures of the ARGE rack, the power consumption of each server in the ARGE rack, time-related parameters, and IT parameters such as network-traffic load and the ratio of CPU and RAM usage.

In the second step, the correlation matrix was created for 70 variables, and then it was shrunk by removing variables that had poor correlations with the power consumption of the ARGE rack. The details of the correlation analysis explained in Section 2.3.

In the third step, the individual and group effects of predictors on estimation results were examined through experiments 1–2 and 3, and the most appropriate predictors were determined as a result. The details of the experiments are explained in Section 2.6.

2.2. Experimental Layout

In this study, all analyses were performed using data from a data center called the GreenDC within the scope of the project “Sustainable energy demand side management for GREEN Data Centers,” which was funded by the EU Horizon MSCA. The data were measured between April 2020 and February 2021. The data-collection model consisted of two parts related to infrastructure and IT. Data-center infrastructure-management software DCIM was used to log the whole infrastructure part. The physical infrastructure consisted of UPS, generators, chillers, air conditioners, and IT racks. In the GreenDC, one rack cabinet called the ARGE rack was used for the experiments. The ARGE rack contains 10 servers, five of which have an Intel® Xeon® E5-2630 v3 processor, ECC DDR4 300 GB RAM, and a 40 TB hard disk, and the other five of which have an Intel® Xeon® E7-4830 v3 processor, ECC DDR4 500 GB RAM, and a 240 GB hard disk. The power consumption of the servers in the ARGE rack is measured by smart PDUs [43]. Furthermore, energy analyzers were installed at the electrical panel in the GreenDC and each air conditioner and chiller in
order to measure the power consumption of the whole DC, air conditioner, and chiller individually. Furthermore, various IoT-based sensors were installed at different locations in the GreenDC to measure the inside temperature and humidity, airflow temperatures of each air conditioner, temperatures of the row flows, and the ambient temperature outside. Moreover, three sensors were mounted on the front door of the ARGE rack and three on the back door to track temperature changes between the inlet and outlet of the rack. The data associated with IT were also measured via Zabbix, which is an IT management/monitoring software. All data were measured under the real-world workload instead of using a dummy workload. After the data-collection phase, all data were stored in JSON format.

**Figure 1.** General flowchart of the methodology.

### 2.3. Correlation Analysis

Correlation analysis is frequently utilized to evaluate the relationship between variables and determine the suitable ones as predictors to be used in estimation algorithms [18,21–24]. Thus, in this study, the correlation matrix, which includes Pearson correlation coefficients, was initially created for 70 variables obtained from measured data in order to determine prospective predictors and reveal their effects on the power consumption of the ARGE rack. Additionally, the effectiveness of employing correlation analysis to choose predictors was explored. The initial correlation matrix was scaled down by discarding variables whose correlation coefficients with the power consumption of the ARGE rack were between −0.2 and +0.2. The new correlation matrix, which demonstrates the relationship between the most suitable variables, is shown in Figure 2. Additionally, the probable predictors are given in Table 2. The response variable $\text{TotalPowerCons}$ represents the total power consumption of 10 servers in the ARGE rack.

The airflow temperatures of the air conditioners, which were placed in different locations in the GreenDC, are indicated by $\text{TempAC}$. The data center’s indoor temperatures, which were measured by IoT-based sensors mounted in various locations on the ceiling of the GreenDC, are denoted by $\text{TempCeiling}$. $\text{FrontTopTemp}$ represents the top of the front door’s temperature of the ARGE rack. The total in/out network traffic load is indicated by
NetworkLoad. The mean of 10 servers’ CPU- and RAM-usage ratios in the ARGE rack are represented by CpuMeanUsageRatio and RamMeanUsageRatio, respectively. Mean outside temperature is denoted by TempOutside, whereas mean room humidity is represented by HumidityRoom.

![Figure 2. Correlation matrix.](image)

| TotalPowerConsumption | TempAC1 | TempAC2 | TempAC3 | TempAC4 | TempCeiling1 | TempCeiling2 | TempCeiling3 | TempOutside | NetworkLoad | CpuMeanUsageRatio | RamMeanUsageRatio | HumidityRoom | MonthX |
|-----------------------|---------|---------|---------|---------|---------------|---------------|---------------|-------------|--------------|-----------------|------------------|--------------|--------|
| 1.00                  | -0.23   | -0.58   | 0.23    | -0.38   | 0.44          | 0.33          | -0.32         | -0.30       | 0.30         | -0.42          | 0.65            | 0.51         | 0.58   |
| -0.23                 | 1.00    | 0.42    | 0.05    | -0.12   | 0.11          | -0.05         | -0.09         | -0.12       | 0.03         | 0.21           | -0.18           | -0.25        | -0.15 |
| 0.58                  | 0.42    | 1.00    | -0.08   | -0.09   | -0.24         | -0.20         | -0.02         | -0.11       | -0.04        | 0.43           | -0.47           | -0.40        | -0.63 |
| 0.23                  | 0.05    | 0.06    | 1.00    | -0.43   | 0.54          | 0.46          | -0.02         | 0.56         | 0.02         | 0.19           | 0.02            | 0.56         | 0.53   |
| -0.36                 | -0.12   | -0.09   | -0.43   | 1.00    | -0.48         | -0.21         | 0.63          | 0.89         | -0.20        | -0.18          | -0.21           | -0.38        | 0.34   |
| 0.44                  | 0.11    | -0.24   | 0.54    | 0.48    | 0.80          | 0.64          | -0.37         | -0.49        | 0.03         | -0.05          | 0.24            | 0.59         | -0.63 |
| 0.33                  | -0.05   | -0.20   | 0.46    | -0.21   | 0.64          | 1.00          | -0.09         | -0.24        | -0.09        | 0.00           | 0.14            | 0.66         | -0.34 |
| 0.32                  | -0.09   | -0.02   | 0.02    | 0.63    | -0.37         | -0.09         | 1.00          | 0.45         | -0.23        | -0.11          | -0.21           | -0.20        | 0.46   |
| -0.30                 | -0.12   | -0.11   | -0.56   | -0.85   | -0.49         | -0.24         | 0.45          | 1.00         | -0.18        | -0.25          | -0.13           | -0.39        | 0.20   |
| 0.30                  | 0.03    | -0.04   | 0.02    | -0.20   | 0.03          | -0.09         | -0.23         | -0.18        | 1.00         | 0.06           | 0.06            | 0.20         | -0.03 |
| 0.42                  | 0.21    | 0.43    | 0.19    | -0.16   | -0.05         | 0.00          | -0.11         | -0.25        | 0.06         | 1.00           | -0.40           | -0.10        | -0.24 |
| 0.65                  | -0.18   | -0.47   | 0.02    | -0.21   | 0.24          | 0.14          | -0.21         | -0.13        | 0.20         | -0.40          | 1.00            | 0.26         | 0.33   |
| 0.51                  | -0.25   | -0.40   | 0.56    | -0.39   | 0.59          | 0.66          | -0.20         | -0.39        | -0.03        | -0.10          | 0.26            | 1.00         | 0.75   |
| 0.58                  | -0.15   | -0.40   | 0.53    | -0.30   | 0.63          | 0.63          | -0.16         | -0.37        | 0.03         | 0.24           | 0.33            | 0.75         | 1.00   |
| 0.61                  | 0.23    | 0.63    | -0.10   | 0.34    | -0.49         | -0.34         | 0.46          | 0.48         | 0.20         | -0.20          | 0.30            | -0.63        | -0.52 |

Table 2. Probable predictors for estimation of IT power consumption.

| TempAC1 | TempAC2 | TempAC3 | TempAC4 | TempCeiling1 | TempCeiling2 | TempCeiling3 | FrontTopTemp | NetworkLoad | CpuMeanUsageRatio | RamMeanUsageRatio | MonthX |
|---------|---------|---------|---------|-------------|--------------|---------------|---------------|-------------|--------------|------------------|-------------------|--------|

In order to reveal the actual and full effects of time parameters, we separated the time parameters as sine and cosine parts of it because time has a cyclic characteristic. For example, if the months in a year are considered just numbers in a straight line, it can be said that the number 7 is closer to 12 than the number 2. However, the second month is closer to the twelfth month than the seventh month in the cycle of time. Thus, sine and cosine parts of month data were calculated as shown in Equations (1) and (2) and are represented by MonthX and MonthY, respectively.

\[
MonthX = \sin\left(2 \times \pi \times \frac{MonthNumber}{12}\right)
\]  

\[
MonthY = \cos\left(2 \times \pi \times \frac{MonthNumber}{12}\right)
\]

MonthNumber indicates the order of the month in a year to which the measured data belong (e.g., 5 means May).

2.4. Estimation Algorithm for Power Consumption of the ARGE Rack

The scope of this study is to analyze the impact of each possible predictor on the estimation accuracy, rather than focusing on the accuracy of estimation methods. Thus, only a nonlinear regression model was used for power consumption estimation of the ARGE rack to evaluate the influences of the predictors. A nonlinear function of predictors...
was used in the calculation of the response variable by utilizing the nonlinear regression method, whose general mathematical form is represented in Equation (3).

\[ y_i = f(x_i, \theta) + \epsilon \]  

\( y_i \) is the \( i^{th} \) observation of the response variable, whereas \( x_i \) denotes the \( i^{th} \) observation of the predictor \( x \). The coefficient vector is represented by \( \theta \), and the random error is indicated as \( \epsilon \). The relationship function \( (f) \) between \( x_i \) and \( y_i \) is nonlinear. In this study, a nonlinear power-consumption model, which is shown in Equation (4), was utilized to estimate the power consumption of the ARGE rack.

\[ P_{ARGE_{rack}} = \sum_i [a + (b_1 \times X_{1,i} + b_2 \times X_{2,i} + \cdots + b_m \times X_{m,i}) + (c_1 \times X_{1,i} + c_2 \times X_{2,i} + \cdots + c_m \times X_{m,i})^2] \]  

The observation number is represented by \( i \); coefficients of the equation are indicated by \( a, b, \) and \( c \); and the number of independent variables (predictors) is shown as \( m \). In the estimation process, historical data were required for both the dependent (response) and independent variables (predictors). The response variable is the power consumption of the ARGE rack. Probable predictors, which are listed in Table 2, are indicated as \( X_1, X_2 \ldots X_m \). In the estimation process, 80% of the historical data was used for training, whereas 20% was used for testing. Therefore, the historical data from 1 April through 23 December 2020 were used for training, whereas the data between 24 December 2020 to 28 February 2021 were used for testing. The \textit{nlinfit} function under the statistics and machine-learning toolbox in MATLAB was used for the calculations.

2.5. Performance Evaluation Metrics

Despite the fact that there are several types of metrics for evaluating the performance of estimation results, there is no consensus among academics as to which one is the most effective because each one has its pros and cons [44]. In addition, the effectiveness and usefulness of various error metrics range depending on the different situations and the characteristics of the data set [45]. For example, the metrics mean square error (MSE), mean absolute error (MAE), and RMSE are scale-dependent measures, whereas the root mean square percentage error (RMSPE), symmetric mean absolute percentage error (sMAPE), and MAPE are based on percentage errors. Additionally, Koehler and Hyndman proposed a metric, the mean absolute scaled error (MASE), that is independent of the scale of the data and allows for effective comparison between different estimation models [45]. These error metrics can be mathematically calculated by Equations (6)–(12) below. The calculation of estimation error is shown in Equation (5), where \( y_i \) represents the measured value at time \( t \) and \( f_i \) represents the estimated value of \( y_i \) at time \( t \).

\[ e_i = (y_i - f_i) \]  

Let \( n \) denote the forecast horizon, \( mean(*) \) represents the mean operation, and \( i \) indicates the observation number.

\[ MSE = \frac{1}{n} \times \sum_{i=1}^{n} (e_i^2) = mean(e_i^2) \]  

\[ RMSE = \sqrt{\frac{1}{n} \times \sum_{i=1}^{n} (e_i^2)} = \sqrt{mean(e_i^2)} \]  

\[ MAE = \frac{1}{n} \times \sum_{i=1}^{n} |e_i| = mean(|e_i|) \]  

\[ MAPE = \frac{1}{n} \times \sum_{i=1}^{n} 100 \times \frac{|e_i|}{|y_i|} = mean\left(100 \times \frac{|e_i|}{|y_i|}\right) \]
\[ \text{RMSE} = \sqrt{\text{mean} \left( 100 \times \frac{|e_i|}{|y_i|} \right)^2} \]  
\[ s\text{MAPE} = \frac{1}{n} \times \sum_{i=1}^{n} 200 \times \frac{|e_i|}{y_i + f_i} = \text{mean} \left( 200 \times \frac{|e_i|}{y_i + f_i} \right) \]  
\[ \text{MASE} = \text{mean} \left( \frac{1}{n-1} \times \sum_{i=2}^{n} |y_i - y_{i-1}| \right) \]

Although MAPE is commonly used to evaluate the accuracy of estimation models because it is easier to interpret, RMSE is also used to a considerable extent in terms of its theoretical importance in statistical models [45]. In this study, even though the estimation results were primarily compared using MAPE, other metrics were also calculated for each estimation result and all metrics were given together to analyze the changes in detail.

2.6. Experiments

Generally, variables that have higher correlation coefficients with the response variable are used as predictors because they are assumed to affect estimation results more than other variables without analyzing how those variables affect the estimation result individually or as a whole. Along with the experiments, the accuracy of this idea was investigated. According to the literature, the power consumption of servers is generally formulated based on the functions of CPU usage; thus, the impact of the CPU-usage ratio on the estimation of IT power consumption was primarily examined, and then the effects of all other variables were explored. For this purpose, three experiments are conducted and explained below.

2.6.1. Experiment 1: The Individual Effect of Predictors

Due to the fact that determining the most appropriate predictors is as significant as developing a suitable estimation model to achieve efficient and accurate estimation results, the effect of each predictor on estimation accuracy was investigated in this experiment. The variables listed in Table 2 were utilized individually as a predictor in the estimation model defined in Equation (4), and then the power consumption of the ARGE rack was estimated. The error rates of the estimation results, which were obtained using one variable from Table 2 as a predictor, are given in Table 3. Graphs of the estimation results are depicted in Figure 3. Among the prospective predictors, the impact of the variable CpuMeanUsageRatio was mainly investigated since it has been used in the literature as the most important parameter in modelling the power consumption of servers.

| Predictor Names                | MSE  | RMSE (Watt) | MAE (Watt) | RMSPE (%) | sMAPE (%) | MAPE (%) | MASE |
|-------------------------------|------|-------------|------------|-----------|-----------|----------|------|
| CpuMeanUsageRatio             | 53,601 | 231.51 | 210.95 | 5.79 | 5.60 | 5.79 | 13.82 |
| FrontTopTemp                  | 10,432 | 102.14 | 100.76 | 2.77 | 2.73 | 2.77 | 6.61 |
| TempAC4                       | 10,186 | 100.93 | 98.78 | 2.72 | 2.68 | 2.72 | 6.48 |
| TempAC3                       | 6816  | 82.56  | 80.43 | 2.21 | 2.19 | 2.21 | 5.27 |
| RamMeanUsageRatio             | 6830  | 82.65  | 79.71 | 2.19 | 2.17 | 2.19 | 5.23 |
| TempAC1                       | 6721  | 81.98  | 77.69 | 2.14 | 2.11 | 2.14 | 5.09 |
| TempCeiling3                  | 5778  | 76.02  | 74.04 | 2.04 | 2.02 | 2.04 | 4.85 |
| NetworkLoad                   | 5144  | 71.73  | 69.62 | 1.92 | 1.90 | 1.92 | 4.56 |
| TempCeiling2                  | 4578  | 67.67  | 65.35 | 1.80 | 1.78 | 1.80 | 4.28 |
| TempAC2                       | 4952  | 70.37  | 64.52 | 1.77 | 1.76 | 1.77 | 4.23 |
| TempCeiling1                  | 3160  | 56.22  | 52.75 | 1.45 | 1.44 | 1.45 | 3.46 |
| TempOutside                   | 2920  | 54.05  | 51.28 | 1.41 | 1.40 | 1.41 | 3.36 |
| HumidityRoom                  | 2213  | 47.05  | 43.43 | 1.20 | 1.19 | 1.20 | 2.85 |
| MonthX                        | 704   | 26.55  | 21.87 | 0.60 | 0.60 | 0.60 | 1.43 |
Figure 3. The results of power consumption estimation of the ARGE rack that are performed using each predictor individually.

2.6.2. Experiment 2: Group Effects of Predictors

Since CPU is one of the most important parameters, it was set as the default predictor in the power-consumption model defined in Equation (4). Then, the power consumption of the ARGE rack was estimated by adding the rest of the variables one by one to reveal their effects on the estimation results. This experiment included 13 different estimation trials for 13 different variables, which were set as the second predictor, whereas \( \text{CpuMeanUsageRatio} \) was the first predictor. For example, the power consumption of the ARGE rack was estimated using combinations of predictors such as “\( \text{CpuMeanUsageRatio} \) and \( \text{TempAC2} \)”, or “\( \text{CpuMeanUsageRatio} \) and \( \text{RamMeanUsageRatio} \)”. The error rates of the estimation results are given in Table 4, whereas graphs of the estimation results are depicted in Figure 4. At the end of the experiment, \( \text{MonthX} \) was determined as the second predictor to be used for the estimation model.

Table 4. Error metrics for the estimation conducted using predictor pairs.

| Predictor Pairs \((X_1 \& X_2)\) | MSE \((\text{Watt})\) | RMSE \((\text{Watt})\) | MAE \((\text{Watt})\) | RMSPE (%) | sMAPE (%) | MAPE (%) | MASE |
|---|---|---|---|---|---|---|---|
| \( X_1 \) | \( X_2 \) | | | | | | |
| CpuMeanUsageRatio | TempAC4 | 90,192 | 300.32 | 275.63 | 7.58 | 7.25 | 7.58 | 18.07 |
| | TempOutside | 45,200 | 212.6 | 183.83 | 5.05 | 5.21 | 5.05 | 12.05 |
| | HumidityRoom | 33,197 | 182.2 | 157.49 | 4.33 | 4.44 | 4.33 | 10.32 |
| | TempCeiling3 | 11,425 | 106.89 | 97.64 | 2.68 | 2.64 | 2.68 | 6.4 |
| | FrontTopTemp | 4348 | 65.94 | 57.2 | 1.57 | 1.62 | 1.70 | 3.75 |
| | TempAC1 | 4552 | 67.47 | 54.86 | 1.51 | 1.5 | 1.51 | 3.6 |
| | NetworkLoad | 4081 | 63.89 | 49.46 | 1.36 | 1.35 | 1.36 | 3.24 |
| | TempAC2 | 3423 | 58.51 | 48.61 | 1.34 | 1.32 | 1.34 | 3.19 |
| | RamMeanUsage-Ratio | 3270 | 57.19 | 42.86 | 1.18 | 1.17 | 1.18 | 2.81 |
| | TempCeiling2 | 2539 | 50.4 | 40.13 | 1.1 | 1.09 | 1.1 | 2.63 |
| | TempCeiling1 | 1930 | 43.93 | 34.48 | 0.95 | 0.94 | 0.95 | 2.26 |
| | TempAC3 | 1873 | 43.28 | 33.61 | 0.92 | 0.92 | 0.92 | 2.2 |
| | MonthX | 1286 | 35.87 | 28.9 | 0.79 | 0.79 | 0.79 | 1.89 |
2.6.3. Experiment 3: The Best Combination of Predictors

After determining the second predictor based on the outcome of the previous experiment, in this experiment, a similar procedure was used to identify the third predictor. In addition to the predictors `CpuMeanUsageRatio` and `MonthX`, the forecasting procedure was repeated for the cases in which the remaining variables were used individually as the third predictor. After determining the third predictor, the same approach was continued to determine the other predictors until the error metrics no longer changed. The results are shown in Table 5 and Figure 5.

Table 5. Error metrics for the estimation conducted using the best combination of predictors.

| Predictor Set | MSE   | RMSE (Watt) | MAE (Watt) | RMSPE (%) | sMAPE (%) | MAPE (%) | MASE |
|---------------|-------|-------------|------------|-----------|-----------|----------|------|
| `CpuMeanUsageRatio`, `MonthX`, `NetworkLoad`, `TempAC3`, `TempOutside` | 596   | 24.42       | 19.51      | 0.53      | 0.53      | 0.53     | 1.27 |

Figure 5. The result of the power-consumption estimation of ARGE rack performed using the best combination of predictors.
3. Results and Discussion

In this section, the correlation analysis is carried out by mainly interpreting important relationships between variables for the correlation matrix shown in Figure 2. Afterwards, the results of experiments 1, 2, and 3 are sequentially presented.

3.1. Results of Correlation Analysis

The correlation coefficient, which ranges from $-1$ to $+1$, is a measure of the relationship between two variables [24]. As a rule of thumb, correlation coefficients close to 0 suggest a weak relationship between the variables, whereas correlation coefficients close to $+1$ or $-1$ imply significant relationships. In order to analyze the correlation between the variables, the correlation matrix was created by calculating the Pearson correlation coefficients in Matlab and is shown in Figure 2. The coefficient values of 0 are shown as white. Positive values up to $+1$ are shown as shades of green ranging from light to dark, whereas negative values up to $-1$ are shown from light red to dark red.

Figure 2 shows the correlation matrix for the variables. The variable that correlated the most with the $TotalPowerCons$ was $MonthX$, followed by $CpuMeanUsageRatio$, $TempAC2$, $HumidityRoom$, and $TempOutside$. The ones that correlated the least were $TempAC1$ and $TempAC3$, with a correlation value of $-0.23$ and $0.23$, respectively. The variable of $NetworkLoad$, which was expected to have a high impact on the $TotalPowerCons$, was found to have a correlation value of $0.3$, making it the variable with the third lowest correlation to $TotalPowerCons$. Furthermore, it was evident that there was quite an important correlation between $CpuMeanUsageRatio$ and the variables $MonthX$, $TempAC2$, and $RamMeanUsageRatio$. Additionally, $MonthX$ had a good correlation with almost all variables except $TempAC1$, $TempAC3$, $FrontTopTemp$, and $NetworkLoad$.

The highest correlation coefficient amongst all variables belonged to the relationship of $TempAC4$ to $FrontTopTemp$, with a correlation coefficient of 0.89. Surprisingly, $TempAC1$ and $TempAC2$, which were the airflow temperatures of the air conditioners in the GreenDC, did not have a correlation with $TempCeiling1$, $TempCeiling2$, or $TempCeiling3$, which are measuring the inside temperature of the GreenDC. However, there was quite a good correlation between $TempAC3$ with the variables of $TempCeiling$. $NetworkLoad$ is the variable that had the lowest correlation with other variables. It only correlated with the variable of $TotalPowerCons$, with a correlation coefficient of $0.3$.

3.2. Results of Experiment 1

The values of the different error metrics obtained as a result of the power-consumption estimation using each variable as a predictor individually are given in Table 3. The variables in the table are listed in descending order of MAPE values. Likewise, when the other metrics were used to compare the accuracy of the estimation results, a similar pattern was observed, except for MSE and RMSE. On the other hand, the error rates were compared according to MSE and RMSE, and although the best and worst results were the same, there was only a difference in the order of the results obtained for $TempAC3$, $RamMeanUsageRatio$, and $TempCeiling2$ and $TempAC2$.

As can be seen from Table 3, the estimation result using only $CpuMeanUsageRatio$ had the highest error value, although there was a high correlation between $CpuMeanUsageRatio$ and $TotalPowerCons$. Similarly, even though the coefficient value of $TempAC4$ was higher than the values of $TempAC1$ and $TempAC3$, the error rate when the estimation was carried out with $TempAC4$ was higher than others. Graphs of the estimation results that were obtained using each variable as a predictor in Table 2 are shown in Figure 3.

As can be seen, the estimated value sometimes could not be used due to its inappropriate data characteristic, even if the MAPE value was low. For instance, the error rate of the estimation carried out with $MonthX$ was very low. This is due to the fact that the estimation result remained a constant value for all days of the same month in the form of the step-function characteristic of $MonthX$. Likewise, the wave characteristics of the estimation result ($HumidityRoom$) with the second lowest error rate remained almost steady throughout the day and only slight changes occurred day to day. Additionally, the results of experiments
carried out by using the variables RamMeanUsageRatio, TempCeiling3, and NetworkLoad remained steady instead of changing at each time step. On the other hand, the estimation result obtained using CpuMeanUsageRatio seemed to follow real power-consumption data, but it had the highest error rate.

This experiment also showed that the trend and characteristics of the estimated variable obtained were similar to those of the predictor when the estimation was carried out with only one predictor. This type of estimation result cannot be used because the most appropriate result should be estimated for each estimation interval instead of a constant value. Thus, it is not the best strategy to focus solely on the error metric and choose the one with the lowest value while making an estimation. The trend and characteristics of the estimated variable are also important and should be taken into account.

Furthermore, the relationship between the predictors often affects the estimation result. Even though the correlation coefficient is low and decreases the estimation accuracy when used alone, there may be variables that have a favourable impact on reducing the error rates when used together with another parameter. To analyze these types of cases, the second experiment was conducted.

### 3.3. Results of Experiment 2

Although the CpuMeanUsageRatio led to obtaining a bad estimation result when used alone, in Experiment 2, it was determined as the first predictor affecting power-consumption estimation of the ARGE rack because it is one of the most used predictors in the literature and is responsible for a large portion of the servers’ power consumption. The estimation process was repeated using other parameters one by one together with the CpuMeanUsageRatio, and accordingly, the changes in the accuracy of estimation results are given in Table 4. The variables in the table are organized in descending order of MAPE values. The order according to the estimation-error rate caused by predictor pairs was the same for all error metrics except for the predictor pairs of FrontTopTemp–CpuMeanUsageRatio and TempAC1–CpuMeanUsageRatio. According to the values of MSE and RMSE, the estimation result obtained by the predictor pairs FrontTopTemp–CpuMeanUsageRatio was better than that of TempAC1–CpuMeanUsageRatio, whereas it was worse than the predictor pairs of TempAC1–CpuMeanUsageRatio for the rest of the error metrics.

It is clear from Table 4 that the best estimation accuracy was obtained as a result of using CpuMeanUsageRatio and MonthX as predictors, whereas the worst one belonged to TempAC4 and CpuMeanUsageRatio. The MAPE value of the worst estimation result was 7.58%, whereas that of the best estimation result was 0.79%. In other words, the best estimation result was 90% lower than the worst estimation result. Moreover, the value of the correlation coefficient between TempAC4 and TotalPowerCons was almost twice that of TempAC3, yet the estimation result obtained with TempAC4 was almost eight times worse than that of TempAC3. Despite the fact that TempAC3 was one of the variables with the lowest correlation coefficient with TotalPowerCons and did not correlate with CpuMeanUsageRatio, it provided the second-best estimation result when used with CpuMeanUsageRatio. Other surprising results were obtained with the variables TempOutside and HumidityRoom, which had a high correlation with TotalPowerCons. They led to the second and third worst results, respectively. The results of each case of Experiment 2 are also shown graphically in Figure 4. The estimation-result graph belonging to the pair MonthX–CpuMeanUsageRatio was the most appropriate graph, and it also had the lowest error rate.

When the remaining graphs were examined, it was clear that the trends of the result graphs changed according to the increase in error rates. The graphs belonging to the pairs TempAC3–CpuMeanUsageRatio and TempCeiling1–CpuMeanUsageRatio, which had the second and third lowest error rates, also had acceptable trends and characteristics. Similarly, the three worst estimation results in terms of error rate, which belonged to the pairs CpuMeanUsageRatio–HumidityRoom, TempOutside, and TempAC4, were also graphically unacceptable. At the end of this experiment, MonthX was determined to be the second predictor in the power-estimation model of the ARGE rack.
3.4. Results of Experiment 3

In this experiment, a similar approach as in experiment 2 was followed to find the best combination of predictors that yielded the best estimation result. To determine the third and other predictors, all variables except CpuMeanUsageRatio and MonthX were used individually and the results were analyzed. At the end of the experiment, NetworkLoad, and TempAC3 were determined to be the third and fourth predictors, respectively, despite the fact that they had a limited influence on the estimation results when employed alone and had low correlation coefficients. On the contrary, it was decided that the RamMeanUsageRatio variable, which had a pretty high correlation coefficient and provided a relatively good estimation result when used together with the CpuMeanUsageRatio, could not be used. When RamMeanUsageRatio was used as a third, fourth, or fifth predictor, it always led to an increase in the error rates. Furthermore, although it was found in the second experiment that TempOutside increased the error rate, this experiment demonstrated that it reduced the estimation error when used with other predictors. As a consequence, the best predictor combination and the value of different error metrics obtained when the estimation was carried out with these predictors are shown in Table 5. Additionally, the estimated results are shown in Figure 5 graphically.

When the MAPE values of the estimation results obtained using only CpuMeanUsageRatio as a predictor and the best combination of predictors were compared, it was seen that the ratio of MAPE was reduced from 5.79% to 0.53% with an improvement of almost 10 times. This improvement rate was almost the same when the comparison was carried out with the error metrics of MAE, RMSPE, sMAPE, and MASE. Additionally, it was observed that the error rate improved by nine times in the comparison made according to RMSE and by 90 times in the comparison made according to MSE. Figure 5 shows the estimation result obtained using the best combination of predictors.

4. Conclusions

The feature-/predictor-selection process plays a critical role in load forecasting. In addition, conducting experiments with the data measured under real working conditions is very important for the relevance and reliability of the results, especially in the estimation processes in which the workload characteristics affect the server power consumption in a data center. Even though many studies have employed various methodologies and approaches for feature/predictor selection, there is a lack of research on predictor selection by analyzing the direct effect of predictors on the estimation result. In this paper, the predictors’ effects on the power consumption of the ARGE rack were investigated via three different experiments using actual data measured from IoT-based sensors and the ARGE rack, which were operating under real-world workloads.

In order to investigate the individual effect of predictors on power-consumption estimation of the ARGE rack, the estimation was carried out using only one variable as a predictor from the probable predictor set in Experiment 1.

The CpuMeanUsageRatio was determined to be the first predictor because it is one of the most popular variables used in the literature for power-consumption estimation of servers. The remaining variables apart from CpuMeanUsageRatio were determined as the second predictor used one by one, and the estimation process was repeated for each case in Experiment 2.

In Experiment 3, a similar approach was followed to determine the best combination of predictors in order to obtain accurate and reliable estimation results. According to the conducted experiments and analyses, the following conclusions can be derived.

- As a consequence of the correlation analysis, although CpuMeanUsageRatio had quite a high correlation with TotalPowerCons, it had the highest estimation error rate. Similarly, TempAC4 had a higher correlation-coefficient value than TempAC1 and TempAC3. However, when each of them was utilized for the estimation, TempAC4 caused the greatest estimation-error rate. Therefore, it should not be generalized that a variable
that has a higher correlation coefficient than others improves the estimation accuracy or vice versa.

- According to error metrics obtained from experiment 1, the usage of $CpuMeanUsageRatio$ individually as a predictor resulted in the worst estimation error among all other variables, whereas $MonthX$ caused the best result. However, the estimation result carried out using $MonthX$ could not be used because the data characteristic and trend of the result were not appropriate. So, determining the predictor solely by examining the error metric is not sufficient to obtain a suitable estimation result; the trend and characteristics of the estimated variable should also be considered.

- Experiment 2 showed that some variables with a low correlation coefficient might improve the estimation accuracy when combined with other variables, although they cause poor estimation accuracy when used alone. For instance, $TempAC3$, although having one of the lowest correlation coefficients with $TotalPowerCons$, caused the second-best estimation result when combined with $CpuMeanUsageRatio$. Furthermore, $TempOutside$ reduced the estimation error when utilized with $CpuMeanUsageRatio$, $MonthX$, $NetworkLoad$, and $TempAC3$ in Experiment 3 in contrast to Experiment 2, in which the second-worst estimation result was obtained by usage of $CpuMeanUsageRatio$ and $TempOutside$. This was due to the correlation between $TempOutside$ to the other variables.

- Despite the fact that CPU usage is a very important variable for a server, and many studies have derived CPU-based power-consumption models and carried out estimations, this study demonstrated that estimation by incorporating additional variables together with the $CpuMeanUsageRatio$ provides more accurate and reliable estimation results. In this study, the most reliable and accurate estimation result of the power consumption of the ARGE rack was obtained using the predictors $CpuMeanUsageRatio$, $MonthX$, $NetworkLoad$, $TempAC3$, and $TempOutside$ with a MAPE ratio of 0.53%, which was 10 times better than the MAPE ratio obtained using solely $CpuMeanUsageRatio$.

Consequently, this study shows that rather than determining predictors using only one perspective or one method in an estimation process, it is necessary to choose them by making a comparative analysis, investigating their effects on estimation results, and examining the trend and characteristics of the estimated variable. This approach provides accurate and reliable estimation results while avoiding the use of redundant predictors. Thus, not only is the cost and effort of measuring redundant variables reduced but the execution time for training and estimation is also sped up because fewer variables are used. The findings of this study will be beneficial while developing estimation models for power consumption in several studies pertaining to energy management and efficiency, particularly in data centers, which have grown in prominence as a result of the COVID-19 pandemic. Additionally, it will also be very useful in studies related to load forecasting and feature selection. In the future, the proposed approach for predictor selection can be modelled and formulated as a hybrid feature-selection method. The experiments can be extended to determine predictors for power-consumption estimation of a whole data center so as to compare the effectiveness of this new method on estimation accuracy and execution time with other feature-selection methods.
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Nomenclature

| Symbol          | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| TempAC1, TempAC2, TempAC3, TempAC4 | Airflow temperatures of air conditioners in four different locations. |
| TempCeiling1, TempCeiling2, TempCeiling3 | Indoor temperatures of three different locations on the ceiling of the data center. |
| TempOutside     | Mean outside temperature                                                    |
| CpuMeanUsageRatio | The mean of 10 servers’ CPU-usage ratios in the ARGE rack                  |
| RamMeanUsageRatio | The mean of 10 servers’ RAM-usage ratios in the ARGE rack                   |
| FrontTopTemp    | The temperature of the top of the front door of the ARGE rack               |
| NetworkLoad     | The total in/out network-traffic load                                       |
| HumidityRoom    | Mean room humidity of the data center                                      |
| MonthX          | Sine parts of month data                                                   |
| MonthY          | Cosines parts of month data                                                |
| TotalPowerCons  | The total power consumption of 10 servers in the ARGE rack                 |
| MonthNumber     | The order of the month in a year                                            |
| P_ARGErack      | Power consumption of the ARGE rack                                          |
| MSE             | Mean square error                                                           |
| RMSE            | Root mean square error                                                      |
| MAE             | Mean absolute error                                                         |
| MAPE            | Mean absolute percentage error                                              |
| RMSPE           | Root mean square percentage error                                           |
| sMAPE           | Symmetric mean absolute percentage error                                    |
| MASE            | Mean absolute scaled error                                                  |
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