Universality of scanning tunneling microscopy in cuprate superconductors
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We consider the problem of local tunneling into cuprate superconductors, combining model based calculations for the superconducting order parameter with wavefunction information obtained from first principles electronic structure. For some time it has been proposed that scanning tunneling microscopy (STM) spectra do not reflect the properties of the superconducting layer in the CuO\textsubscript{2} plane directly beneath the STM tip, but rather a weighted sum of spatially proximate states determined by the details of the tunneling process. These “filter” ideas have been countered with the argument that similar conductance patterns have been seen around impurities and charge ordered states in systems with atomically quite different barrier layers. Here we use a recently developed Wannier function based method to calculate topographies, spectra, conductance maps and normalized conductance maps close to impurities. We find that it is the local planar Cu\texttextsubscript{1−x}y Wannier function, qualitatively similar for many systems, that controls the form of the tunneling spectrum and the spatial patterns near perturbations. We explain how, despite the fact that STM observables depend on the materials-specific details of the tunneling process and setup parameters, there is an overall universality in the qualitative features of conductance spectra. In particular, we discuss why STM results on Bi\textsubscript{2}Sr\textsubscript{2}CaCu\textsubscript{2}O\textsubscript{8} (BSCCO) and Ca\textsubscript{2−x}Na\textsubscript{x}CuO\textsubscript{2}Cl\textsubscript{2}(NaCCOC) are essentially identical.

PACS numbers: 74.20.-z, 74.70.Xa, 74.62.En, 74.81.-g

I. INTRODUCTION

Scanning tunneling microscopy (STM) and spectroscopy (STS) have played an important role in the evolution of ideas about cuprate superconductors, including the $d$-wave symmetry of the superconductivity, the nature of the pseudogap, and the existence of competing order.\textsuperscript{1,2} On the other hand, exactly what is measured by STM/S has never been completely clear, due to the fact that the superconducting wavefunction is believed to reside primarily in the CuO\textsubscript{2} layer, while the STM tip detects a tunneling current ascribed to the density of electronic states several Å above the cleaved surface. Between the two lie insulating barrier layers that are different for each cuprate material. For example, in the canonical STM material Bi\textsubscript{2}Sr\textsubscript{2}CaCu\textsubscript{2}O\textsubscript{8} (BSCCO), the insulating layer consists of BiO and SrO planes, with the latter containing a so-called “apical” O atom placed directly above a Cu in the CuO\textsubscript{2} plane below the BiO layer at which the system cleaves. In another intensively studied material, Ca\textsubscript{2−x}Na\textsubscript{x}CuO\textsubscript{2}Cl\textsubscript{2}(NaCCOC), the barrier layer contains planes of Cl and planes of Ca/Na atoms, with no apical O, see Fig. 1 (a)-(b). Instead, NaCCOC contains apical Cl, which reside on the surface of the cleaved layer. If the tunneling process depends on the details of the barrier layer, one might expect to see very different results for different cuprate materials, even if their superconducting states are quite similar. In practice, most theoretical work has ignored this complication and assumed a featureless barrier.

To reveal the effects of the barrier layer most clearly, a homogeneous situation is not ideal, since the range of the tunneling process is hidden by the crystal periodicity.\textsuperscript{3} On the other hand, studies of impurity effects in superconductors have been shown to be very useful in elucidating aspects of the superconductivity.\textsuperscript{4} In cuprates, Zn and Ni impurities have been widely studied as they substitute an in-plane Cu atom and hence directly couple to the electronic states that give rise to the superconducting properties. With a closed d-shell, Zn acts as a strong non-magnetic potential scatterer, whereas, Ni acts as a magnetic scatterer owing to its 3$d^8$ configuration. The STM tunneling conductance around Zn in BSCCO features a sharp in-gap virtual bound state and drastic suppression of the coherence peak,\textsuperscript{5} consistent with the simplest theoretical predictions for a nonmagnetic $d$-function potential\textsuperscript{6} in a $d$-wave superconductor. However, the spatial pattern around the impurity site deviates from the predictions of this simple model.\textsuperscript{7} Most notably, experiment observes intensity maxima at the impurity sites in contrast to the minima predicted by the theory.

To reconcile theory and experiment, several authors focused on the details of the tunneling process, and advanced a hypothesis that we will refer to as a “filter”: in essence, these works proposed phenomenologically that the tip detected the signal arising from the four nearest neighbor Cu sites, rather than from that immediately below the tip.\textsuperscript{8} The authors of Ref. 8 suggested, in particular, that the overlap of the apical oxygen $2p_z$ and 3$s$ orbitals with Bi $p_z$ was crucial for the tunneling. While a first principles calculation of a Zn impurity in BSCCO
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of Band structure (black dots) of (c) Bi$_2$O inequivalent O atoms occur mainly at O sites and are opposite in phase for two with the apical oxygen.

confirmed that the wavefunctions at the surface detected quasiparticle interference results in exquisite detail, it moves on to discuss the Ni impurity results from BSCCO, which were not addressed in Ref. 12. STM studies on BSCCO have shown two spin-resolved in-gap virtual bound states at energies $\pm \Omega_{1,2}^{\mathrm{expt}}$. Bound state peaks were observed to be particle-like at the impurity site and next nearest neighbor sites, and hole like at the nearest neighbor sites. The spatial patterns at $+\Omega_{1,2}^{\mathrm{expt}}$ resembled cross-shaped and X shaped at $-\Omega_{1,2}^{\mathrm{expt}}$. Observation of these resonance states is consistent with the models of combined potential and magnetic scattering of quasiparticles in d-wave superconductors. However, as in the case of Zn, spatial patterns deviate from the predictions in Ref. 12. In one attempt to reconcile theory and experiment “filter” was proposed. Here, we show that the experimental features are easily obtained in the BdG+W approach and, like the Zn problem, tunneling via nearest neighbor apical oxygen atoms plays a crucial role in shaping the spatial patterns at resonance energies in the local density of states (LDOS) spectrum near Ni impurities.

For the same problem in NaCCOC, we find that the Wannier functions on the surface that couple to the STM tip and the electronic structure at low energies are very similar to BSCCO despite the fact that the material has a different structure and the tunneling takes place through a rather different surface layer. Consequently, the spectral properties and the spatial pattern observed close to strong potential scatterers and also magnetic scatterers are expected to be very similar to those seen in BSCCO. We discuss the implications for observation of charge order in both materials, and for the use of STM to deduce important aspects of superconductivity in the cuprates.

### II. Model

The method used in this work was introduced earlier and already applied to the case of cuprate superconductors, as well as in multiband systems. The starting point is a first principles calculation that yields the electronic structure downfolded to a tight-binding model

$$H_{\mathrm{TB}} = Z \sum_{\mathbf{R}, \mathbf{R}', \sigma} t_{\mathbf{R}, \mathbf{R}'}^{\mu \nu} c_{\mathbf{R}, \mu \sigma}^\dagger c_{\mathbf{R}', \nu \sigma} - \mu_0 \sum_{\mathbf{R}, \sigma} c_{\mathbf{R}, \mu \sigma}^\dagger c_{\mathbf{R}, \mu \sigma}, \quad (1)$$

where $t_{\mathbf{R}, \mathbf{R}'}^{\mu \nu}$ are hopping elements between orbitals $\mu$ and $\nu$ on the lattice sites labeled with $\mathbf{R}$ and $\mathbf{R}'$ and $c_{\mathbf{R}, \mu \sigma}^\dagger$ creates an electron at lattice site $\mathbf{R}$ with spin $\sigma = \pm$. To
account for correlations, we introduce an overall band renormalization $Z$ and work away from half filling using a rigid band shift by choosing the chemical potential $\mu_0$ accordingly. While this is a standard procedure and also a common starting point for model based calculations, we obtain extra information with the Wannier functions that describe the electrons. The field operators of the electrons are related to the lattice operators via

$$
\psi_\sigma(r) = \sum_{\mathbf{R}\mu} c_{\mathbf{R}\mu\sigma} w_{\mathbf{R}\mu}(r),
$$

where the Wannier functions $w_{\mathbf{R}\mu}(r)$ are the matrix elements. For application of this approach to cuprates, we restrict consideration to a single Cu orbital, $\mu = \nu = d_{x^2-y^2}$.

In the following we study STM imaging of magnetic impurity states like Ni in cuprates. A magnetic impurity acts as the source of potential as well as magnetic scattering, and can be simply modeled by the following Hamiltonian

$$
H_{\text{imp}} = \sum_{\mathbf{R}\sigma} \left( U_{\mathbf{R}'\mathbf{R}} c_{\mathbf{R}'\sigma}^\dagger c_{\mathbf{R}\sigma} + \text{H.c.} \right) + \sum_{\mathbf{R}\sigma} \left( \sigma J_{\mathbf{R}'\mathbf{R}} c_{\mathbf{R}'\sigma}^\dagger c_{\mathbf{R}\sigma} + \text{H.c.} \right).
$$

The first term in the above Hamiltonian accounts for the potential scattering at the impurity site $\mathbf{R}'$ and $U_{\mathbf{R}'\mathbf{R}}$ is the impurity potential which can be written as $U_{00}\delta_{\mathbf{R}'\mathbf{R}}$, where $\delta$ represents the Kronecker delta function, for a completely local impurity model. The second term in the above Hamiltonian accounts for the magnetic scattering due to the exchange interaction between the impurity magnetic moment, approximated as a classical spin, and the conduction electrons. $J_{\mathbf{R}'\mathbf{R}}$ denotes the extended exchange coupling which can be expressed as $J_0\delta_{\mathbf{R}'\mathbf{R}}$ for the special case of completely local exchange interaction. Finally, to account for superconductivity we include a mean-field BCS term

$$
H_{\text{BCS}} = \sum_{\mathbf{R}\mathbf{R}'} \left( \Delta_{\mathbf{R}\mathbf{R}'} c_{\mathbf{R}'\uparrow}^\dagger c_{\mathbf{R}\downarrow} + \text{H.c.} \right),
$$

where $\Delta_{\mathbf{R}\mathbf{R}'}$ are the pairing mean fields.

### III. THEORETICAL APPROACH

#### A. T-matrix approach

For this purpose, we Fourier transform the superconducting order parameter of the homogeneous system to obtain $\Delta(k)$. In this work, we assume a standard $d$-wave order parameter $\Delta_0 = \Delta_0(\cos(k_x) - \cos(k_y))$, and write down the Nambu Hamiltonian

$$
H_N(k) = \begin{pmatrix} H(k) & \Delta(k) \\ \Delta(k)^\dagger & -H(-k)^T \end{pmatrix},
$$

where the Fourier transform $H(k)$ of the hopping elements has been introduced. Defining a Green’s function of the non-interacting electronic structure via

$$
G^0_R(k) = [H_N(k) - \omega + i0^+]^{-1},
$$

we transform to real space

$$
G^0_{\mathbf{R}\mathbf{R}'}(\omega) = \sum_k e^{-\mathbf{i}k(\mathbf{R}-\mathbf{R}')} G^0_R(\omega) = G^0_{\mathbf{R}-\mathbf{R}'}(\omega),
$$

in order to calculate the Green’s function in the presence of the impurity

$$
G^{\mathbf{R}\mathbf{R}'}(\omega) = G^0_{\mathbf{R}-\mathbf{R}'}(\omega) + G^0_{\mathbf{R}}(\omega) T(\omega) G^0_{\mathbf{R}'}(\omega),
$$

using the T-matrix

$$
T(\omega) = [1 - V_{\text{N,imp}} G(\omega)]^{-1} V_{\text{N,imp}}.
$$

Here $G(\omega) = \sum_k G^0_k(\omega)$ is the local Green’s function and the impurity potential, split up in a potential part and a magnetic contribution, is given by $V_{\text{N,imp}} = \sigma_2 \otimes U_0 + 1_2 \otimes J_0$. The steps presented up to now, are straightforward and widely used in the literature, alternative methods to obtain the lattice Green’s function $G^{\mathbf{R}\mathbf{R}'}(\omega)$ including the modulation of the order parameter in real space (via self-consistency approaches) will be presented in the next section. For the results presented in Sec. IV, we employ the T-matrix approach only for the computationally expensive calculations of STM topographs and related maps.

#### B. BdG approach

The mean-field solution of our problem including all terms of the Hamiltonian

$$
H = H_{\text{TB}} + H_{\text{BCS}} + H_{\text{imp}},
$$

can be found by solving a self-consistency equation where the superconducting order parameter $\Delta_{\mathbf{R}\mathbf{R}'}$ is related to the pair potential $\Gamma_{\mathbf{R}\mathbf{R}'}$ through $\Delta_{\mathbf{R}\mathbf{R}'} = \Gamma_{\mathbf{R}\mathbf{R}'} \langle c_{\mathbf{R}'\uparrow} c_{\mathbf{R}\downarrow} \rangle$. To get the $d$-wave gap symmetry we set $\Gamma_{\mathbf{R}\mathbf{R}'} = \Gamma$ if sites $(\mathbf{R}, \mathbf{R}')$ are nearest neighbors and 0 otherwise. The eigenvalue problem corresponding to Eq. (10) can be expressed in the form of BdG equations which is solved self-consistently for $\Delta_{\mathbf{R}\mathbf{R}'}$ and $\mu_0$ by keeping the electron number fixed. Using BdG eigenvalues $E_{n\sigma}$ and eigenvectors $u_{n\sigma}$ and $v_{n\sigma}$, the lattice Green’s function $G^{\mathbf{R}\mathbf{R}'}(\omega)$ can be obtained as well.

#### C. Calculation of the tunneling conductance

The differential tunneling conductance as measured in an STM experiment at a given bias voltage $V$ can be calculated using

$$
dI/dV(r, eV) = \frac{4\pi e}{h} \rho_i(0)|M|^2 \rho(r, eV),
$$

where $i$ denotes the tunnel junction, $M$ is the tunnel matrix element, and $\rho(\mathbf{r}, eV)$ is the local density of states at the Fermi level.
where the continuum LDOS is given by

$$\rho(r, \omega) \equiv -\frac{2}{\pi} \text{Im} G^{11}(r, r; \omega),$$

(12)

where $G^{11}$ refers to the particle-hole component of the Nambu Green’s function; for broken SU(2) symmetry in spin space, one needs to take into account also the $G^{22}$ component at negative energies

$$\rho(r, \omega) \equiv -\frac{1}{\pi} \text{Im} G^{11}(r, r; \omega) - \text{Im} G^{22}(r, r; -\omega).$$

(13)

Finally, the continuum Green’s function can be calculated by employing a Wannier basis transformation

$$G(r, r'; \omega) = \sum_{R,R',\mu\nu} G_{R,R'}^{\mu\nu}(\omega) w_{R\mu}(r) w_{R'\nu}(r'),$$

(14)

where relation Eq. (3) has been used. Note that the framework can be applied to single and multiband systems, while in the following, all orbital indices are ignored since a one-band model for cuprates is used.

IV. RESULTS

A. Electronic structure

The first step in the Wannier function based analysis of STM observables is to construct the tight-binding description of the normal state of the material under study, using first principles calculations. As input for the density functional theory (DFT) calculations, a cell representing the B$\text{i}_2\text{Sr}_2\text{CaCu}_2\text{O}_8$ surface was constructed as follows. First the bulk B$\text{i}_2\text{Sr}_2\text{Ca}_4\text{Cu}_8\text{O}_{16}$ unit cell was considered with the structural parameters from Ref. [22]. Then half of the atoms were deleted, resulting in a single B$\text{i}_2\text{Sr}_2\text{CaCu}_2\text{O}_8$ layer unit cell with a vacuum of approximately 20 Å, see Fig. 1 (a). A single Ca$_2$CuO$_2$Cl$_2$ (CCOC) layer unit cell was created in a similar way. First the bulk Ca$_4$CuO$_4$Cl$_4$ unit cell was considered with structural parameters taken from Ref. [23]. Then again half of the atoms were deleted which creates a certain amount of vacuum. In addition, some vacuum was added such that the total vacuum is again approximately 20 Å. The DFT calculations and subsequent downfolding to the Wannier basis, were performed using the VASIT [24] and Wannier90 [25] packages, respectively. After the construction of the tight-binding model, calculations are performed for 15% doping implemented by a rigid band shift, roughly appropriate for optimal doping.

As shown in Fig. 1 (c)-(d), we obtain a very similar tight binding structure for both BSCCO and CCOC, which is generic for many cuprate materials. The Wannier functions generated in this downfolding procedure involve states derived from all atomic species in the unit cell, but restricted to an energy range of a few eV around the Fermi level. The Cu $d_{x^2-y^2}$ Wannier function important for superconductivity is shown in Fig. 1 to involve not only atomic $d_{x^2-y^2}$ functions on a given site, but states localized on many nearby atoms. The tunneling process depends on the density of these states, and those associated with Wannier functions on neighboring Cu’s, at a point several Å above the surface. At intermediate isovalues, i.e. distances from a given Cu, the Wannier function is seen in Fig. 2 to be rather complex, and differences between BSCCO and CCOC are evident, reflecting difference in the barrier layer. While in both cases, apical $p_z$ states above the nearest neighbor Cu are clearly visible, in the BSCCO case these are associated with O, while

![FIG. 2. Wannier function of (a-d) Bi$_2$Sr$_2$CaCu$_2$O$_8$ and (e-h) Ca$_2$CuO$_2$Cl$_2$ plotted at three different isovalues and as a colormap approximately 5 Å above the surface exposed to the STM tip, as used for the simulations of STM conductance maps and spectra. The green planes in the isosurface plots lie in the plane of the Cu atoms, the plane of the surface atoms and 5 Å above the surface atoms respectively. The lobes of the Wannier function originating from hybridization with orbitals of the surface atoms are indicated by arrows in (b, f). These correspond to apical O and apical Cl $p_z$ states in (b) and (f), respectively. The isovalues in bohr$^{-3/2}$ are the following 5 · 10$^{-2}$ (a,e), 5 · 10$^{-4}$ (b), 5 · 10$^{-3}$ (f), 5 · 10$^{-5}$ (c), 3 · 10$^{-3}$ (g). The coordinate system used throughout this manuscript is indicated as inset in (a).](image)
in CCOC they are associated with the Cl. There are also qualitative differences that may be observed upon close inspection of the figure.

However, in the asymptotic regime far from the surface, the Wannier functions for both materials are seen to be almost identical. The symmetry of the Cu $d_{x^2-y^2}$ wavefunction is the same as dictated by the symmetry of the crystal including the atoms in the layers above the Cu-O layer leading to the vanishing weight directly above the central Cu site; small differences in the extent of the wavefunction, e.g. the positions of the maxima relative to the center, can be observed, see Fig. 2(d),(h). The maximum in the magnitude of the Wannier function in both compounds occur above the NN Cu sites. It was shown in Ref. 12 that this maximum has the largest contribution from the apical O-$p$ states in NN unit cells. In case of CCOC, we find that the NN Cl-$p$ states at the surface are responsible for the Wannier function maxima. The similarity of the shape of the surface Wannier function in both compounds leads to the similar spatial structure of impurity states at the STM tip position, as we show in following sections.

**B. Effects of a non-magnetic impurity**

Now, we describe the effects of a strong potential scatterer like Zn in the superconducting state of NaCCOC, and compare it with BSCCO. We use an on-site impurity potential of $U_0 = -5$ eV to model Zn-like potential scatterer. A very similar value to the impurity potential was obtained from the first principles calculations for Zn substituting a Cu atom in BSCCO. The effects of correlations are crudely accounted for by scaling down all hopping parameters by a mass renormalization factor $1/Z = 3(2.3)$ for BSCCO (NaCCOC) so that the Fermi velocities match with the corresponding experimental values. The electron filling is set to $n = 0.85$, corresponding to optimal doping. The d-wave superconductivity is introduced “by hand” through a pairing interaction on NN bonds with pair potential $\Gamma = 0.17(0.15)$ eV for BSCCO (NaCCOC), such that a $d$-wave gap with $\Delta(k) = \Delta_0/2[\cos(k_x) - \cos(k_y)]$, with $\Delta_0 \approx 33$ meV is obtained for both BSCCO and NaCCOC. Note that the coherence peak positions and therefore the gap maxima are less clear in the tunneling spectrum for NaCCOC than for BSCCO; we set the $\Delta_0$’s equal only to highlight the other materials-specific differences between the systems that we study here. Fig. 3(a) and (d) show the lattice LDOS in the vicinity of a Zn-like impurity in BSCCO and NaCCOC, respectively. A sharp bound state at $\pm \Omega = 4(3.4)$ meV is observed in the BSCCO (NaCCOC) lattice LDOS spectrum at the NN site, whereas the lattice LDOS at the impurity site is completely suppressed, as one would expect from a strong impurity. As pointed out in Ref. 12 and illustrated in Fig. 3(b) and (c), the experimentally observed spatial distribution of spectrum in Zn-doped BSCCO is recovered in the continuum LDOS, obtained at a height $\approx 5$ Å above the Bio surface using Eq. 12 which shows a sharp peak at $\omega = -\Omega$ directly above the impurity site, and large intensity at the central and NNN sites in the spatial map at this resonance energy. More importantly for the focus of this paper, the impurity-induced states in
NaCCOC should follow the same pattern, as illustrated in Fig. 3(e) and (f). This is due to the fact that the Wannier function cut at heights a few Angstroms above the surface (BiO layer in BSCCO and Cl layer in NaCCOC) in both materials are qualitatively very similar, in spite of different surface atoms. While to our knowledge there are no experiments on Zn impurities in NaCCOC, the BdG+W calculations predict that Zn in that system should give rise to the same patterns of impurity-induced states as that in BSCCO.

The qualitative difference between lattice LDOS and continuum LDOS is not only visible in the vicinity of the impurity, but also at sites far from the impurity where a more U-shaped spectrum (see Fig. 3(b) and (e)) than seen in the usual V-shaped lattice DOS (see Fig. 3(a) and (d)) is found. This unusual U-shaped behavior is actually observed in various STM experiments on the overdoped cuprates.\textsuperscript{28–32} As discussed in detail in the Appendix, this change of low-energy spectrum can be attributed to the particular form of the Wannier function which vanishes directly above the central Cu site ($d$-wave symmetry) and attains its largest value at the NN sites, see Fig. 2(d), (h). A simple calculation (see Appendix) shows that the low-energy continuum LDOS spectrum above a Cu site, at heights a few Angstroms above the surface, varies as $\rho(r, \omega \to 0) \sim |\omega|^3$ yielding a more U-shaped structure. The suppression of the linear-$\omega$ term can be traced back to the occurrence of nonlocal contributions to the continuum Green’s function.\textsuperscript{13} It is interesting to speculate why STM data seems to indicate a crossover from $U$-shaped (overdoped) to $V$-shaped (underdoped), possibly related to the variation of the range of the Wannier function as correlations grow, but we have not arrived at a completely satisfactory description of this effect. In any case, the current calculations are applicable only to the more weakly-correlated (overdoped) regime.

So far, we have discussed the calculation of the differential conductance following Eq. (11) by evaluating the continuum LDOS at fixed height above the surface. Experimentally, the differential conductance maps are usually taken in topographic mode, i.e. while scanning the STM tip over an area by keeping the current $I_0$ at a given bias voltage $V_0$ constant such that the height $z(x,y)$ varies with the position $(x,y)$.\textsuperscript{11,12} Theoretically, we can simulate a topograph by solving the equation\textsuperscript{12}

$$I_0 = \frac{4\pi e}{h} \rho(0)|M|^2 \int_0^{eV_0} d\omega \rho(x,y,z(x,y),\omega), \quad (15)$$

for the height map $z(x,y)$ for given $I_0$ and $V_0$. Indeed, this requires the calculation of the continuum LDOS within a height range and for all energies to carry out the integral. Since we find little difference in the results between the BdG approach and a T-matrix calculation for the relevant quantities (see Appendix), these calculations have been done with the less computationally expensive T-matrix approach only, as outlined in section II.A. For the strong potential scatterer $U_0 = -5$eV, the calculation of topographs has been carried out for NaCCOC only, with the result as presented in Fig. 4 where in the top rows black and white topographic maps are shown for a fixed current $I_0$ but with varying setpoint voltage $V_0$ (a) and for a fixed setpoint voltage $V_0$ with varying current $I_0$ over several orders of magnitude (b). Indeed, the topographs change with the setpoint bias $V_0$, since the integral in Eq. (15) is dominated by the real space structure of the impurity resonance at negative energies for $V_0 = -25$ mV and at positive energies for $V_0 = +25$ mV while at large bias voltage (positive or negative) a larger part of the tunneling current $I_0$ comes from electronic states that are dominated by normal state features. The topographs for fixed current bias voltage $V_0$ but varying current $I_0$ (as shown in Fig. 4(b)), are very similar except that the overall height is moved down when increasing the current. This is a property of the continuum LDOS and consequently the simulated tunneling conductance being in the exponential limit.\textsuperscript{12} With the simulated height map $z(x,y)$ in hand, we can also simulate topographic conductance maps $G(x,y,eV)$ as measured in experiment by using $G(x,y,eV) \propto \rho(x,y,z(x,y),eV)$. For each topography in Fig. 4 we also show the topographic conductance maps $G(x,y,\Omega)$ at the resonance energy $\Omega$ with the result that differences are visible in the relative height of the features at the positions above the NN, NNN and NNNN Cu atoms, a consequence of

![Fig. 4. Simulation of bias and setpoint current dependence on topographies for NaCCOC (black and white) and topographic conductance maps (blue white, logarithmic scale) at the resonance energy $\Omega = -2.5$ meV: a) Changing the bias voltage from negative to positive changes the shape of the impurity in the topography (top row), but has little influence on the corresponding topographic conductance map at the resonance energy (bottom row). b) Changing the setpoint current for the topography does change the overall height, but has almost no influence on the shape as seen in the topography and the topographic conductance maps.](image-url)
the STM tip being closer to the surface or further away depending on the choice of the setpoint voltage $V_0$.

### C. Effects of a magnetic impurity

We now study magnetic impurity-induced states induced by Ni in BSCCO and NaCCOC. Theoretical results on both materials show very similar behavior due to similar tight-binding parameters and Wannier functions. Ni is known to be a weaker impurity than Zn as it does not disrupt superconductivity in its vicinity, and the pure magnetic scattering is thought to be sub-dominant to the pure potential scattering\[13\]. In the absence of magnetic scattering, the resonance peaks are spin degenerate. A small on-site exchange coupling $J_0$ lifts this degeneracy as the effective impurity potential experienced by the electrons becomes spin-dependent $V_{\text{imp}}^{\text{eff}} = U_0 + \sigma J_0$, and leads to two spin polarized in-gap resonance states.

Accordingly, in the simplest scenario, we model Ni as a completely local impurity, with on-site potential $U_0 = 0.6$ eV and exchange coupling $J_0 = 0.3U_0$, placed in the center of a $35 \times 35$ lattice. Figures 5(a) and (c) show the lattice LDOS spectrum at different sites around such an impurity in BSCCO and NaCCOC, respectively. For BSCCO (NaCCOC), impurity induced resonance peaks at $\pm \Omega_1 = 3.6$ and $-3.6$ meV, respectively, are easily observed in the LDOS spectrum at the impurity site and its NN. Resonance peaks at $+\Omega_1$ and $-\Omega_2$ have down-spin polarization whereas those at $+\Omega_2$ and $-\Omega_1$ have up-spin polarization. By contrast, the spectrum at the NNN site simply follows the bulk LDOS spectrum. The particular values of $U_0$ and $J_0$ have been chosen just to clearly demonstrate the spin-splitting of impurity-induced resonance peaks due to on-site magnetic scattering. The experimentally observed sharp resonance peaks close to the gap edge\[13\] can not be reproduced in this simple model, due to significant broadening of peaks close to the gap edge\[8\].

In order to directly compare with the STM...
conductance,
we must calculate the continuum LDOS at a typical STM tip position. Figures 5(b) and (d) show the continuum LDOS spectrum in BSCCO and NaCCOC, respectively, at $z \approx 5 \AA$ above the surface at positions which are directly above the impurity, NN site, NNN site, and a distant site. In both materials, similar to the STM result,
the continuum LDOS exhibits a double peak structure at negative (positive) energies at the positions directly above NN site (impurity and NN sites). Note that this trend is completely missing in the lattice LDOS spectrum (Fig. 5(a) and (c)).

Now we turn to the spatial LDOS maps at the resonance energies in BSCCO. Figure 6(a) shows the lattice LDOS map at $\omega = +\Omega_1$ around impurity in a region comprising $11 \times 11$ unit cells. The vanishing LDOS at the impurity site and maximum at the NN site observed here is completely opposite to the experimental conductance map at $\omega = +\Omega_2^{\text{expt}}$ reproduced in Fig. 6(c). However, the continuum LDOS map $\rho(r, +\Omega_1)$ at a height $\approx 5 \AA$ above the BiO plane, shown in Fig. 6(b) compares very well with the experiment. A similar trend holds at the negative energy resonance peak. The continuum LDOS map at $\omega = -\Omega_1$ shown in Fig. 6(e) shows excellent agreement with the experimental conductance map at $\omega = -\Omega_2^{\text{expt}}$ reproduced in Fig. 6(f). The continuum LDOS maps at $\omega = +\Omega_2 (-\Omega_2)$ is found to be very similar to that at $\omega = +\Omega_1 (-\Omega_1)$.

Finally, we note that even though the simple on-site magnetic impurity model captures the spin-splitting of impurity resonance peaks and yields correct spatial patterns of LDOS, a careful comparison with the STM conductance spectrum shows that the relative peak heights are reversed. The experimentally observed relative peak heights can not be explained by an on-site magnetic impurity model as the height of the resonance peak decreases and width increases as it moves away from the mid-gap due to increasing hybridization between bulk and impurity states. In the Appendix, we show that an extended impurity model can yield the experimentally observed relative peak heights, and retain the same continuum LDOS patterns.

V. CONCLUSIONS

In this work, we have tackled the long-standing question of why STM on cuprate surfaces is apparently universal, despite the fact that chemically quite different barrier layers tend to separate the CuO$_2$ plane from the STM tip above the surface. Using a recently developed Wannier-based treatment of the local electronic structure combined with $d$-wave superconductivity, we provided a simple explanation of this universality based on the simple form of the Cu $d_{x^2-y^2}$ Wannier function several $\AA$ above the surface at the tip position. We showed that while these functions are completely different in the vicinity of the CuO$_2$ plane and inside the barrier layer for two cuprate systems commonly used in STM, BSCCO and NaCCOC, their tails detected by the STM tip are remarkably similar. This fact alone should lead to the nearly identical charge order patterns observed in both materials,
provided of course that the charge ordered states in the CuO$_2$ plane are in fact the same.

To illustrate the effect of this “filtered” tunneling process and how it affects the spatial conductance patterns observed, we presented again some details of the conductance maps and topographs for a Zn impurity in BSCCO, shown earlier to provide a remarkably good agreement with the Zn conductance maps observed in STM over many years. As expected from the above discussion, similar calculations for NaCCOC reproduce extremely similar patterns. This represents a prediction for future experiments, since to our knowledge no experiments on Zn in NaCCOC have been performed. In addition, we studied the Ni impurity problem in BSCCO for the first time with the Wannier-based method, obtaining for the BSCCO system conductance maps with extremely good agreement with experimental maps at the resonance energies. Very similar results were obtained for NaCCOC. Some small discrepancies with the height of the two resonances relative to experiment in BSCCO were noted, and discussed in terms of the range of the Ni impurity potential. Similar calculations were presented for NaCCOC, again with similar patterns predicted.

We have furthermore pointed out an interesting problem regarding the low-energy tunneling conductance that has been noted before phenomenologically, but not analyzed microscopically. The $d$-wave form of the Wannier function at the tip position strongly suppresses the linear-$\omega$ bias dependence of the $c$-axis tunneling density of states, leading to a predicted $U$-shaped characteristic. Indeed, data on overdoped cuprates appears to show this behavior, while for underdoped samples a $V$-shaped spectrum is observed. We discussed possible effects that might explain the crossover from $U$- to $V$-shaped spectra in terms of enhanced correlations in the underdoped phase.

The situation with charge order in the two materials is considerably more subtle, and may depend on a deeper understanding of the origins of charge order in both materials. Recent comparison of inhomogeneous stripe-like charge states of the $t-J$ model, dressed with Wannier functions using the current method,
suggest that these are indeed of universal origin, and appear identical in the two systems because of the simple form of the Wannier functions above the plane. Future analysis of STM data on this important problem in cuprate physics should use the Wannier-based method to ensure accurate conclusions regarding correlations in the CuO$_2$ plane itself.
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Homogeneous state continuum LDOS

Transforming to the momentum-space basis, Eq. (13) and (14) lead to the following expression for the continuum LDOS in a homogeneous system.

\[ \rho_c(r, \omega) = \sum_k A_\sigma(k, \omega)|W_k(r)|^2. \] (16)

Here, \( W_k(r) = \sum_{\mathbf{R}} w_{\mathbf{R}}(r)e^{ik\cdot\mathbf{R}} \) is the Fourier transform of the Wannier function, and \( A_\sigma(k, \omega) \) is the spectral function which can be written as.

\[ A_\sigma(k, \omega) = |u_k|^2 \delta(\omega - E_k) + |v_k|^2 \delta(\omega + E_k). \] (17)

where \( E_k = \sqrt{\xi_k^2 + \Delta_k^2} \), with \( \xi_k \) being the band energy relative to the Fermi level and superconducting gap \( \Delta_k = \Delta_0(\cos k_x - \cos k_y) \), and the coherence factors are given as \( |u_k|^2 = \frac{1}{2}(1 + \frac{\Delta}{\xi_k}) = 1 - |v_k|^2 \).

For the continuum position above the Cu site, \( r = 0 \), at heights \( z \) several Å above the BiO plane, the dominant contribution to \( W_k(r) \) comes from the Wannier function at the nearest neighbor sites (see Fig. 2). Accordingly

\[ W_k(r_0) \approx w_0 + \frac{2}{2}\omega_1(\cos k_x - \cos k_y) \] (18)

where, \( w_0 \) and \( w_1 \) are the values of the Wannier function at \( r = r_0 \), and \( r = r_0 + ax \), where \( a \) is the in-plane lattice constant. The \( k_x \) dependence of the Wannier function dictates that \( w_0 = 0 \), however, we still keep it to facilitate discussions in following paragraphs. The higher harmonics neglected in Eq. (18) will not qualitatively change our final conclusions regarding the shape of the continuum LDOS spectrum at low energies.

Using Eqs. (16)(17) and (18), we can express the continuum LDOS above a Cu site for \( \omega > 0 \) as

\[ \rho_c(r_0, \omega) = \rho_0^0 + \rho_0^1 + \rho_1^1 \]

\[ \rho_0^0 = \frac{1}{2}w_0^2 \sum_k \left(1 + \frac{\xi_k}{E_k}\right) \delta(\omega - E_k) \]

\[ \rho_0^1 = 2w_0w_1 \sum_k \left(1 + \frac{\xi_k}{E_k}\right) (\cos k_x - \cos k_y) \delta(\omega - E_k) \]

\[ \rho_1^1 = 2w_1^2 \sum_k \left(1 + \frac{\xi_k}{E_k}\right) (\cos k_x - \cos k_y)^2 \delta(\omega - E_k). \] (19)

For \( \omega \rightarrow 0 \), the dominant contributions to the above integrals will be from the nodal regions of the Brillouin zone. Accordingly, we shift the origin to the nodal point \( k_0 = (k_0^0, k_0^1) \), with \( k_0^0 = k_0^1 = \frac{1}{\sqrt{2}}k_0 \), and rotate the coordinate axes to \( k_1 \) and \( k_2 \) as shown in Fig. 7. Linearizing the band dispersion and gap, we get \( \xi_k \approx v_F k_2 \) and \( \Delta_k \approx \sqrt{2}\Delta_0 \sin k_1^0 \). With these simplifications, \( \rho_0 \) in Eq. (19) becomes

\[ \rho_0^0 = \frac{1}{2}Mw_0^2 \int_\Omega \frac{dk}{(2\pi)^2} \left(1 + \frac{v_F k_2}{\sqrt{v_F^2 k_1^2 + v_F^2 k_2^2}}\right) \times \delta(\omega - \sqrt{v_F^2 k_1^2 + v_F^2 k_2^2}). \] (20)

where \( \Omega \) is a circular region around the nodal point \( k_0 \) with radius \( \Gamma \), and \( M = 4 \) is the number of nodes. The above integral can be simplified by scaling the coordinates as \( k_1' = v_\Delta k_1 \) and \( k_2' = v_F k_2 \), followed by a transformation to the polar coordinates with \( k_1' = k' \cos \theta' \) and \( k_2' = k' \sin \theta' \), resulting into

\[ \rho_0^0 = \frac{1}{(2\pi)^2} \frac{Mw_0^2}{2v_F v_\Delta} \int_0^{\Gamma} \int_0^{2\pi} k'dk'd\theta' (1 + \sin \theta') \delta(\omega - k') \]

\[ = \left(\frac{w_0^2}{\pi v_F v_\Delta}\right) \omega. \] (21)
Proceeding in a similar manner, we can evaluate $\rho^{11}$ as

$$
\rho^{11} = 2w_1^2 M \int_{\Omega} \frac{dk}{(2\pi)^2} \left(1 + \frac{v_F k_2}{\sqrt{v_F^2 k_1^2 + v_F^2 k_2^2}} \right)
\times 2\sqrt{2t} k_1 \sin k_0 \delta(\omega - \sqrt{v_F^2 k_1^2 + v_F^2 k_2^2})
\times \int_0^{2\pi} k' dk' d\theta' \delta(\omega - k')
\times \left( k'^2 \cos^2 \theta' + \sin \theta' \cos^2 \theta' \right)
\left( 4w_1^2 \sin^2 \frac{k_0}{\pi v_F v_\Delta} \right) \omega^3.
$$

Finally, $\rho^{10}$ turns out to be zero due to vanishing angular integrals. Thus,

$$
\rho_{\sigma}(r_0, \omega) = a_0 \omega + a_1 \omega^3,
\quad a_0 = \frac{w_0^2}{\pi v_F v_\Delta},
\quad a_1 = \frac{4w_1^2 \sin^2 \frac{k_0}{\pi v_F v_\Delta}}{\pi^2 v_F v_\Delta}.
$$

The coefficient of the linear in $\omega$ term vanishes as $w_0 = 0$ due to $d_{xy-y^2}$ symmetry of the Wannier function, however, the coefficient of $\omega^3$ term is non-zero, and yields a $U$-shaped spectrum at low energies. The equivalent result was obtained earlier using a purely phenomenological model for the hopping between cuprate layers. Setting $W_k(r) = 1$ in Eq. [16], or equivalently $w_0 = 1, w_1 = 0$ in Eq. [15], yields the lattice LDOS $N(\omega)$ which, from Eq. [23], turns out to vary linearly with $\omega$, leading to the well-known $V$-shaped spectrum at low energies.

Details of continuum LDOS spectrum in the vicinity of an impurity

As argued already in the main text, the results for various quantities in presence of an impurity do not significantly depend on whether the T-matrix formalism or the self-consistent BdG method is used. The latter is indeed numerically more demanding because self-consistence in the densities and the superconducting order parameter is required and diagonalization of large matrices is needed. To show explicitly the correspondence of the results, we present in Fig. 8 the same quantities as plotted in Fig. 3, but calculated within the T-matrix formalism. Keeping this in mind, we can safely look at T-matrix results only for the continuum LDOS spectra in the vicinity of a strong impurity. The different shape of the impurity pattern in the continuum LDOS at resonance is also reflected in the spectra taken at different points in real space. For example, if one plots the spectrum along a path away from the impurity, one sees that along the diagonals of the continuum LDOS maps at positive resonance energy $\Omega$, no intensity can be seen, while along the Cu-Cu bond direction, the conductance shows a periodic variation. The situation is different for the conductance at negative resonance energy $-\Omega$, where strong variations are seen at the diagonals, and weak variations are seen along the Cu-Cu bonds direction. The same behavior is also demonstrated in Fig. 9 where such a path along the diagonal to the impurity and then along the Cu-Cu bond direction away from the impurity is defined in (a). The spectra along this path as shown in (b) then exhibit periodic modulations of the $-\Omega$ peak along the diagonal and alternating (decreasing) peaks at $+\Omega$ and $-\Omega$ when moving away from the impurity along the Cu-Cu bond direction towards point B.

Normalized conductance maps

In the main text, we discussed that differential conductance maps slightly depend on the experimental con-
Following our approach for the calculation of differential conductance and current, Eqs. 11 and 15, we can theoretically obtain this quantity
\[
K(x, y, eV) = V \frac{\rho(x, y, z(x, y), eV)}{\int_0^{eV} d\omega \rho(x, y, z(x, y), \omega)}
\]
which is the ratio of the measured differential conductance and current, normalized by the voltage \(V\). As pointed out in Ref. 29, this quantity is also independent of whether the data has been taken at constant height conditions or constant current conditions (topographic mode) and should be examined in linear scale instead of logarithmic as the conductance maps.

In the exponential limit, the continuum LDOS will have an exponential dependence on the height \(\rho(x, y, z(x, y)) \approx e^{-\alpha z(x, y)}\rho_p(x, y)\) that dropped out from the formula (25) with the last equal sign, such that it is not necessary to calculate the topographic map \(z(x, y)\).

For quantities that are particle-hole symmetric, a similar removal of the setpoint effect can be achieved in two ways: A division of the conductance by the conductance at negative bias yield the quantity
\[
Z(x, y, eV) = \frac{dI}{dV}(x, y, eV) \frac{dI}{dV}(x, y, -eV)
\]
Finally, one can also divide the current at positive bias by the current at negative bias to get
\[
R(x, y, eV) = \frac{I(x, y, eV)}{I(x, y, -eV)}
\]
which shows similar features. An example of such a R-map around a strong \(U_0 = -5\) eV impurity is shown in Fig. 10. The Z-map is extremely similar.

Extended magnetic impurity model

Although the splitting of peaks due to magnetic scattering is captured in the simple model of a point-like impurity as discussed in section IV.C, a careful comparison with the experimental conductance spectrum shows...
that the relative heights of the peaks are reversed. In the simple on-site impurity model, the height of the resonance peak decreases and width increases as it moves away from the mid-gap due to increasing hybridization between bulk and impurity states. Thus, the experimentally observed relative peak heights cannot be explained by such model. To this end, we find that an extended impurity model with on-site potential $U_0 = 0.6$ eV, NN potential $U_{NN} = 0.5U_0$ and NN exchange coupling $J_{NN} = 0.5U_0$. Spectrum at a site far from the impurity (black), impurity site (dashed), nearest neighbor site (red), and next-nearest neighbor site (blue) is calculated using $30 \times 30$ supercells with artificial broadening of 1 meV. (b) Continuum LDOS spectrum at a height $\approx 5$ Å above the BiO surface. Shown are positions directly above a Cu atom far from impurity (black), at the impurity (dashed), on the nearest neighbor position (red), and on the next-nearest neighbor position (blue).

FIG. 11. (a) Lattice LDOS spectrum around a magnetic impurity, replacing Cu in BSCCO, with on-site potential $U_0 = 0.6$ eV, NN potential $U_{NN} = 0.5U_0$ and NN exchange coupling $J_{NN} = 0.5U_0$. Spectrum at a site far from the impurity (black), impurity site (dashed), nearest neighbor site (red), and next-nearest neighbor site (blue) is calculated using $30 \times 30$ supercells with artificial broadening of 1 meV. (b) Continuum LDOS spectrum at a height $\approx 5$ Å above the BiO surface. Shown are positions directly above a Cu atom far from impurity (black), at the impurity (dashed), on the nearest neighbor position (red), and on the next-nearest neighbor position (blue).

Details of first principles calculations

The DFT calculations were performed within the generalized gradient approximation (GGA) using the Perdew-Burke-Ernzerhof exchange correlation scheme and projector augmented wave potentials as implemented in VASP. We used a $7 \times 7 \times 1$ k-point grid and a relatively high kinetic energy cutoff of 2000 eV to ensure high quality Wannier functions. To capture the Wannier functions we projected the Cu-$d_{x^2-y^2}$ orbital on the bands within $[-3.3]$ eV. Furthermore we used Wannier90 in which we set $\text{num}_\text{iter}=0$ to retain the correct symmetry of the $d_{x^2-y^2}$ orbital and $\text{dis}_\text{num}_\text{iter}=1000$. For the $\text{Ca}_2\text{Cu}_2\text{O}_2\text{Cl}_2$ Wannier calculation we set $\text{dis}_\text{froz}_\text{min} =-0.9$ and $\text{dis}_\text{froz}_\text{max} =2.5$ to better capture the bands near the Fermi energy. To reduce the two band Wannier function based Hamiltonian of $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8$ to a single band Hamiltonian we simply cut the (relatively weak) hopping elements that couple two Cu planes. Atomic and 3D Wannier function images were produced with the VESTA program.
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