Running vacuum versus holographic dark energy: a cosmographic comparison
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Abstract We perform a comparative study of different types of dynamical dark energy models (DDEs) using the cosmographic method. Among the models being examined herein we have the Running Vacuum models (RVMs), which have demonstrated considerable ability to fit the overall cosmological data at a level comparable to the standard cosmological model, $\Lambda$CDM, and capable of alleviating the $\sigma_8$ and $H_0$ tensions. At the same time we address a variety of Holographic dark energy models (HDEs) with different options for the time (redshift)-varying model parameter $c = c(z)$. We deal with the HDEs under the double assumption of fixed and evolving holographic length scale and assess which one is better. Both types of DDEs (RVMs and HDEs) are confronted with the most robust cosmographic data available, namely the Pantheon sample of supernovae data (SnIa), the baryonic acoustic oscillations data (BAOs) extracted from measurement of the power spectrum and bispectrum of the BOSS data release, and the cosmic chronometer measurements of the Hubble rate (CCHs) at different redshifts obtained from spectroscopic observations of passively evolving galaxies. Using these data samples we assess the viability of the mentioned DDEs and compare them with the concordance $\Lambda$CDM model. From our cosmographic analysis we conclude that the RVMs fare comparably well to the $\Lambda$CDM, a fact which adds up more credit to their sound phenomenological status. In contrast, some of the HDEs are favored using the current Hubble horizon as fixed holographic length, they become highly unfavoured in the more realistic case when the holographic length is dynamical and evolves as the Hubble horizon.

1 Introduction

The evidence in favor of the cosmic acceleration seems nowadays well established. The primary observational source supporting such evidence is the data on the luminosity distances of type Ia supernovae (SnIa) [1–4]. It is a robust kind of data which we categorize as cosmographic data, namely data at low redshifts which can be treated to a large extend in a model-independent way. Fortunately, the SnIa is not the only source of cosmographic data, e.g. the imprint at low redshifts left by the Baryon Acoustic Oscillations (BAOs) on the large scale structure observations stemming from the primordial plasma oscillations is also a precious source of cosmographic observations. These are sound wave perturbations impinging on the large scale structure (LSS) formation. The same applies to the measurements of the Hubble rate obtained at different redshifts from the spectroscopic observations of passively evolving galaxies. All these data are taken at relatively low redshift and hence are more accessible to us. Many other sources of evidence are of course available, even if they are not of cosmographic type. In modern times, the speeding-up of the cosmic expansion is also confirmed through the precise measurements of the anisotropies of the cosmic microwave background (CMB) [5]. Intertwining data of different nature is of course very helpful for improving the information on the cosmological expansion history of the universe. The data synergy makes the study more complete and it is surely a positive aspect. There is, however, a possible drawback in doing so in that some of the data are much more model dependent than others and the mixture may hamper our ability to disentangle the genuine effects associated to the data from the peculiar biases introduced by the different models, something that one can never avert completely but may try to mitigate as much as possible. It is for this reason that for the present study of the cosmic acceleration we
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would like to focus on cosmographic data only. The cosmographic approach proceeds by making a minimal number of assumptions on the expansion dynamics, namely, it does not assume any particular form of the Friedmann equations. It only relies on the assumption that the spacetime geometry is well described on large scales by the homogeneous and isotropic Friedmann–Lemaître–Robertson–Walker (FLRW) metric.

The concordance cosmological model (aka ΛCDM) postulates the existence of a cosmological constant or Λ as the ultimate cause of the cosmic acceleration, and also the existence of large amounts of cold dark matter (CDM) as the dominant matter component of the universe together with the necessary fraction of baryons which conform the shining stars, galaxies and other dimmer structures. These are the fundamental ingredients of the universe, according to the concordance model. This picture, however ad hoc and imperfect as it may be, seems to be consistent with most of the cosmological observations, but not quite. The theoretical problems associated to the Λ-term [6] are actually not circumvented by any other DE proposal [7–9]. Moreover, recently, the possibility that the vacuum energy density (VED) can be a dynamical component of the universe (and therefore that the Λ-term may not be that absolutely rigid quantity after all) has been put forward and linked with fundamental physics, both within quantum field theory [10–12] and string theory, [13,14] as part of the potential quantum gravity phenomenology [15]. It is therefore natural to put this possibility to the test already at the level of the cosmographic data. The cosmographic test constitutes the most basic checkout to be passed successfully by any model aspiring to describe our universe. We perform such a test here and at the same time compare with other competing models.

This is all the more necessary if we take into account that in the last few years some of the cosmological observations show that the Λ-cosmology is pestered with persistent tensions concerning the prediction of some relevant cosmological parameters [16,17]. In particular, the Hubble constant $H_0$ measured locally and the one extracted from the sound horizon obtained from the CMB data provide the two chief absolute scales at opposite ends of the visible expansion history of the Universe [18]. By improving the accuracy of the $H_0$ measurement from Cepheid-calibrated type Ia supernovae (SnIa), evidence has been growing of a prominent discrepancy between the two. The local and direct determination gives $H_0 = 74.03 \pm 1.42$ km/s/Mpc from [19], while the one inferred from Planck CMB data using ΛCDM cosmology predicts $H_0 = 67.4 \pm 0.5$ km/s/Mpc [5], hence an notable tension of $4.4 \sigma$. The other significant (though lesser) tension concerns the discordancy among the amplitude of matter fluctuations from large scale structure (LSS) data [20], and the value predicted by CMB experiments based on the ΛCDM, see [21] for an updated status. Let us also mention that the Baryon Acoustic Oscillations (BAOs) measured by the Lyman-α forest, reported in [22], predicts a smaller value of the matter density parameter ($\Omega_m$) compared with those obtained from CMB data.

To overcome or at least to alleviate the problems of Λ-cosmology, different kinds of DE models have been proposed in the literature. For a summary of the many possible models, see e.g. [23,24] and references therein. Some of the proposed models have good consistency with observational data while some others have been ruled out by cosmological observations [see also 25–35].

In order to mitigate the $H_0$ and $\sigma_8$ tensions afflicting the ΛCDM model the idea of Dynamical Dark Energy models (DDEs) has been considered and in fact can be very helpful [36,37]. In our previous papers [33,38], we showed that the aforementioned subclass of the ‘running vacuum models’ (RVMs) [7–9] can be very useful, see also [39,40] and in particular the latest fits presented in [41]. For previous devoted analyses of the RVMs and their confrontation with data, see e.g. in [42–47]. As indicated, the special theoretical status of the RVM’s stems from the fact that these models can be derived from QFT in curved spacetime [10,11] and from general arguments based on the renormalization group [7–9,48].

The cosmographic approach as a way to distinguish between different DE scenarios was proposed in [49,50]. The method has also been discussed e.g. in [51–53]. We summarize it in Sect. 2 and refer the reader e.g. to [38,54] for more details. Interestingly, some cosmographic analyses lead to deviations from the concordance model, see e.g. [55] and [56,57]. In these works, it is shown that on pure cosmographic grounds the confidence level at which we may claim that the Universe is currently accelerating is moderate, if we rely on the data on SnIa+CCH only, whereas it is very strong when BAOs are also included. Similarly, in the cosmography analysis of [58], the tensions with the concordance model at low redshift are also confirmed. Let us also mention the intriguing results from [29], which suggest a tension between the best fit cosmographic parameters and the Λ cosmology at $\sim 4\sigma$ when high redshift data points on quasars (QSO) and gamma-ray bursts (GRBs) are added to the analysis. In previous works [38,54] we have confirmed these results for the ΛCDM. However, here we do not use these more exotic data.

Following the line of previous studies, in the current work we put the RVMs to the test and verify if their success with the cosmological data [33] is reinforced also within the cosmographic analysis. At the same time we explore comparatively the HDE models with a $\alpha^2$ term varying with redshift and using as holographic length both the current Hubble horizon $L = H_0^{-1}$ as well as the time evolving one $L = H^{-1}(t)$. We fit these models to a common set of robust cosmographic
data (SnIa+BAO+CCH) and contrast them also with corresponding the yield of the concordance model.

The layout is as follows: In Sect. 2, we briefly review the cosmographical formalism and introduce our data sets. In Sect. 3 we introduce the various DDE models under consideration in this work: two characteristic types of RVM and four different dynamical forms of the \( c^2 \) parameter for the HDM models, all of them tested with fixed and variable Hubble horizon. In Sect. 4 we provide the results of our numerical analysis for the different DE models as well as a discussion about the model selection according to the information criteria which we have used. Finally, in Sect. 5 we deliver our main conclusions. An appendix at the end provides useful calculational details referred to from the main text.

2 Cosmographic approach and data sets

Cosmography is a practical approach to cosmology which helps us to obtain information from observations mostly in a model independent way, see e.g. [59–67] where a variety of models is tested using this technique. There are different methods of model independent approaches which have been used in cosmology, see also [68] for a detailed discussion and references therein. In such an approach one can investigate the evolution of the Universe by assuming the minimal priors of isotropy and homogeneity. Adopting the Taylor expansions of the basic observables, starting from the scale factor \( a(t) \), we can obtain useful information about the cosmic flow and its evolution [69]. Assuming only the FLRW metric we can obtain the distance – redshift relations from these Taylor expansions. Therefore one could have, in principle, fully model independent relations. Using the first derivatives of scale factor, one can define the cosmographic functions. We limit ourselves to the following ones:

- **Hubble function:** \[ H(t) = \frac{1}{a} \frac{da}{dt}, \]  
- **deceleration function:** \[ q(t) = -\frac{1}{aH^2} \frac{d^2a}{dt^2}, \]  
- **jerk function:** \[ j(t) = \frac{1}{aH^3} \frac{d^3a}{dt^3}, \]  
- **snap function:** \[ s(t) = \frac{1}{aH^4} \frac{d^4a}{dt^4}, \]  
- **lerk function:** \[ l(t) = \frac{1}{aH^5} \frac{d^5a}{dt^5}. \]

Although we have included for completeness the fourth and fifth derivatives of the scale factor, which define the snap and lerk functions, the errors involved in its determination are too high, as we shall see, and are therefore not sufficiently useful for discriminating between models – cf. also [38,54]). It means that in practice our cosmographic tools will be the first three parameters in the above list.

Setting \( a = 1 \) in cosmographic functions we obtain the current values of the cosmographic parameters \((H_0, q_0, j_0, s_0, l_0)\). Assuming these parameters and the relations between them and \( H \) derivatives, we can compute the Taylor Series expansion of the Hubble parameter, up to \( z^4 \) around \( z = 0 \). Defining the standard ‘\( y \)-redshift’ as \( y = \frac{H}{H_0} \), as introduced in [52], one can show that the normalized Hubble rate with respect to the current value can be written in terms of the above parameters as follows, see e.g. [38,54] for more details:

\[ E(y) \equiv \frac{H(y)}{H_0} \simeq 1 + Ay + \frac{By^2}{2} + \frac{Cy^3}{6} + \frac{Dy^4}{24} + \cdots \]  

The coefficients \( A, B, C \) and \( D \) are given in terms of the current values of the above defined cosmographic parameters:

\[ A = 1 + q_0, \]  
\[ B = 2 - q_0^2 + 2q_0 + j_0, \]  
\[ C = 6 + 3q_0^3 - 3q_0^2 + 6q_0 - 4q_0j_0 + 3j_0 - s_0, \]  
\[ D = -15q_0^4 + 12q_0^3 + 25q_0^2j_0 + 7q_0s_0 - 4j_0^2 - 16q_0j_0 - 12q_0^2 + j_0 - 4s_0 + 12j_0 + 24q_0 + 24. \]

Using this approach, we may obtain the best fit values of the cosmographic parameters in a model independent way. Following the method which have been used in [38,54], we select the initial values of the free parameters to run the Markov Chain Monte Carlo (MCMC) algorithm. Using this method, the free parameters being directly constrained by the cosmographic data are \((q_0, j_0, s_0, l_0)\). It is shown that the results of \( q_0 \) and \( j_0 \) are fully independent from the initial values of the free parameters. In order to guarantee that the MCMC procedure sweeps the whole of the parameters space, we assume big values of \( \sigma \) for each of the free parameters. In this way we avoid the risk of picking out local best fit values in the parameters space. In this work, the selected initial value for each of the free parameters are \( q_0 = -0.8, j_0 = 2.5, s_0 = -2.0, l_0 = -3.0 \) (cf. Table 1). In [38,54], we have examined different priors for free parameters. As one can see e.g. in table 1 of [54], starting from \( j_0 = -5.0 \) or \( j_0 = 5.0, \) MCMC leads to \( j_0 > 0 \) up to more than \( 5\sigma \). Therefore, we find that the \( j_0 \) values vary in a positive range (i.e. we always have \( j_0 > 0 \)). Thus, in order to save time for running the MCMC algorithm, we have set a positive range for the \( j_0 \) prior.

In order to put constrains on the cosmographic parameter using low redshift observational data, we set the value of cosmographic parameters \((q_0, j_0, s_0 \) and \( l_0)\) as the free parameters in MCMC algorithm. Then, the best fit values for these parameters are those which can minimize the \( \chi^2 \) function. The low-redshift observational data sets which we have used in this work are as follows:
• SnIa. We have used the Pantheon data sample of supernovae. It involves the set of the latest 1048 data points for the apparent magnitude of type Ia SnIa within the range 0.01 < z < 2.26 [4];

• BAOs. Insofar as the baryonic acoustic oscillations data are concerned we have used the radial component of the anisotropic BAOs extracted from measurements of the power spectrum and bispectrum from the BOSS, Data Release 12, galaxy sample [70], the complete SDSS III $Ly_{\alpha}$-quasar [71] and the SDSS-IV extended BOSS DR14 quasar sample in the relatively low redshift range 0.8 < z < 2.2, see Ref. [72].

• CCHs. These are the so-called cosmic chronometer data, namely data points on the Hubble rate, $H(z)$, obtained from spectroscopic techniques applied to passively-evolving galaxies, i.e. galaxies with old stellar populations and low star formation rates. The CCH data constitute an ideal tool for obtaining observational values of the Hubble function within the redshift range z < 2 derived from galaxies located at different angles in the sky. Most importantly, these data are uncorrelated with the BAO data points. We have used as much as 31 data points of this type in the present work from different references [73–80]. By virtue of the Cosmological Principle, the dependence of these data points on the angle and location of the measured galaxies is removed. Therefore CCHs are just functions of the redshift. These measurements are also independent of the Cepheid distance scale and do not rely on any particular cosmological model. We point out that the CCHs data were not used in our previous comparative study [38], in which, in contrast, higher redshift data on QSOs and GRBs were employed.

3.1 Running vacuum models

The RVMs, which have proven to be perfectly consistent from the phenomenological point of view [41], have acquired a special significance nowadays since their theoretical structure emerges from the renormalization of the effective action of QFT in curved spacetime, as has been recently shown in the comprehensive works [10,11], see also [9] for a review. It is also remarkable that their structure can also be motivated within the low energy effective action of string theory, see [13,14]. The effective form of the vacuum energy density for the RVM models can be presented as follows [48]:

$$\rho_{RVM}(H) = \frac{\Lambda(H)}{k^2} = \frac{3}{k^2} \left( C_0 + \nu H^3 + \bar{\nu} \dot{H} + \alpha \frac{H^4}{H_I^2} + \ldots \right), \quad (11)$$

Dots stand for higher order powers of $H$; $k^2 = 8\pi G$, and $C_0 > 0$ is a constant closely related to the (current era) cosmological constant. The coefficients $\nu$, $\mu$ and $\alpha$ are small since they control the (mild) dynamics of the vacuum energy density. When these coefficients vanish, the above expression boils down to the value of the constant cosmological vacuum energy density: $\rho_\Lambda = \frac{3}{k^2} C_0$, in which the cosmological constant is precisely $\Lambda = 3C_0$. The parameter $H_I$ denotes the Hubble scale at the inflationary epoch, although it will not be used here since we analyze the current universe, so we can set $\alpha = 0$ in our study. However, in the context of QFT in curved spacetime, explicit calculations of quantum effects lead to $\nu \neq 0$ [10,11] and hence a fundamental dynamical term $O(H^2)$ is secured. Since $0 < |\nu| < 1$, the correction is of course small and the RVM behaves approximately as the $\Lambda$CDM. Still, the presence of $\nu \neq 0$ can be significant and in fact it can help sorting out the tensions afflicting the $\Lambda$CDM, see e.g. [33,41] and previous works such as [45,46].

The RVM equation of state is that of an ideal de-Sitter fluid, despite the time dependence of the vacuum energy, therefore $p_{RVM}(H) = -\rho_{RVM}(H)$, where $p_{RVM}(H)$ denotes the vacuum pressure density. As indicated before, around the current epoch and for all the practical cosmographical considerations relevant to the present study, it is sufficient to approximate the expression (11) by ignoring all the terms $O(H^4)$. The latter, however, are crucial to account for inflation in the early universe within the context of the RVM [13,49,82,83]. The coefficient $\alpha$ will therefore play no role here for the aforementioned reasons. However, coefficients $\nu$ and $\bar{\nu}$ will be sensitive to our fits, as we shall see in the course of our analysis.

In previous works [33,38] we investigated two scenarios for DDE whose energy density can be expressed as a power series expansion of the Hubble rate (and its time derivatives). The DDE models being studied in that work are: (i) ghost DE models, and (ii) ‘running vacuum models’ (RVMs) as given in Eq. (11). The ghost DE models were not favored by our analyses. The RVMs, in contrast, were significantly supported. Quite obviously, therefore, the RVMs are theoretically well-motivated. At the present epoch, the relevant terms of the power series expansion [40] can only be of order $H^2$ at most (this includes $\dot{H}$), whereas the higher orders $H^n (n > 2)$ can be used in the early Universe to successfully implement inflation, see e.g. [13,49,82,83].
More specifically, the two running models models addressed in this study read as follows:
\[
R1 : \rho_{de}(z) = \frac{3}{k^2} \left[ C_0 + v H^2(z) \right],
\]
\[
R2 : \rho_{de}(z) = \frac{3}{k^2} \left[ C_0 + \frac{2}{3} \mu \dot{H}(z) + v H^2(z) \right].
\]

Obviously R1 is a particular case of R2 (with \( \mu = 0 \)), but we keep it because it represents the canonical realization of the RVM [7–9,48] and has one parameter less. These models are also particular cases of the more general RVM structure (11). We have redefined the parameter \( \tilde{\nu} \) of (11) as \( \tilde{\nu} \equiv \frac{2}{3} \mu \) just for convenience and also for better comparison with our previous work [33]. In the above equations, the parameter \( C_0 \) has dimension +2 in natural units, see below.

It is important to emphasize that the vacuum energy density of the RVMs includes a nonvanishing (constant) additive term \( C_0 \neq 0 \), as indicated in Eq. (11)[7–9,48]. Thus, for \( v, \mu \rightarrow 0 \) the two RVM models (12) reduce to the \( \Lambda \)CDM case. In the absence of such nonvanishing additive constant the model could not have a smooth limit connection with the \( \Lambda \)CDM. This was the basic reason for the failure of the ghost dark energy models which we studied in [38], as they were unable to properly fit the cosmological observations.

The above two models R1 and R2 can be realized both as strict vacuum models or with a nontrivial EoS slightly departing from −1, which is actually possible for the quantum vacuum owing to the presence of quantum effects renormalizing the classical result [11,12]. We choose the dynamical EoS option here and we implement this possibility by assuming that the RVM density is covariantly self-conserved:
\[
\rho_{de} + 3 H (p_{de} + \rho_{de}) = 0,
\]
independently of the equation of matter and radiation self-conservation. Therefore, for the current work we adopt for the RVMs the same local conservation laws as for the HDE models studied in the next section (see also the appendix for more details). In this sense the comparison with the two sorts of models can be made more balanced. Let us point out that the same RVMs can be studied under the assumption of interaction with matter, see [84] for a review, or even under the assumption of time-varying gravitational coupling. In all these contexts the Bianchi identity is satisfied and the vacuum energy density becomes dynamical throughout the cosmic expansion [85–87]. In our case the departure from −1 is mimicked phenomenologically by the fact that we can allow for matter and DE to be both self-conserved and this condition implies a nontrivial EoS for the vacuum, as previously noted. This same setting was the one we adopted in our previous study [33] (see also [88]) in which we performed a non-cosmographic analysis involving CMB and structure formation data (LSS).

The calculation of the cosmographic parameters for the RVMs follows the same lines as in [33] and we need not repeat it here. We limit ourselves to quote the result for Model R2. For small redshift \( z \), i.e., around our current epoch where the cosmographic analysis holds, the effective EoS for such model reads
\[
w_{de}(z) \simeq -1 + \frac{H_0^2 (1 - v)}{C_0} \left[ v - \mu (1 + z)^3 \right]
\]
\[
\simeq -1 + \frac{\Omega_{m,0}}{1 - \Omega_{m,0}} (v - \mu (1 + z)^3),
\]

Here \( C_0 \) is the same coefficient of Eq. (12). It can be obtained after matching the current value of the vacuum energy density to the value of the measured density associated to the cosmological constant. One finds, taking only linear order in \( v \) and \( \mu \):
\[
C_0 = \frac{H_0^2}{\Omega_{m,0} - v + \mu \left( 1 + w_{de,0} \Omega_{m,0} + \frac{\Omega_{r,0}}{3} \right)}.
\]

The corresponding EoS for model R1 is just obtained from the previous formulas by setting \( \mu = 0 \). We can see that for \( v, \mu \rightarrow 0 \) we recover the EoS of the \( \Lambda \)CDM, i.e. \( w_{de} \rightarrow -1 \). The above EoS shows that the RVM’s behave effectively as quintessence for \( v - \mu > 0 \) or phantom-like behavior for \( v - \mu < 0 \). It demonstrates that the running vacuum models can mimic exotic behaviors (especially in the phantom DE case) which in the context of elementary scalar fields could be problematic. The RVMs are perfectly well behaved and consistent with QFT since there is no real phantom at all [10, 11].

3.2 Holographic DE models with varying \( c^2 \) term

Some alternative dynamical frameworks mimicking DE are those based on holography, which go under the name of holographic DE models (HDEMs). The first suggestions implementing these ideas in the cosmological context were put forward in [89,90]. The holographic principle, being a fundamental principle in quantum gravity, was further expanded in different directions [91–97, for a detailed discussion, see]. For a comprehensive review, see e.g. [98] and references therein. In cosmological contexts, assuming the whole of the universe, the vacuum energy related to the holographic principle has been conceived in some contexts as holographic dark energy (HDE). However, we will consider here that the vacuum models and HDE are different approaches to the DE, and for this reason we will analyze them separately. In the HDE case, the DE energy density is generically given by:
\[
\rho_{de} = 3c^2 M_p^2 L^{-2},
\]
where \( M_p = 1/\kappa \) is the reduced Planck Mass and \( c^2 \) is a dimensionless numerical parameter (or function of some
cosmological variable). Finally, $L$ is the holographic length scale, which acts as infrared (IR) cutoff. It can be defined in alternative ways for different HDE models. Typical proposals in the literature for $L$ are: the Hubble length, $L = H^{-1}$, the particle horizon, the future event horizon, the (inverse square root) of the Ricci scalar $R$ and others [89,90,99--105]. For constant $c^2$ it was shown by Li in [89] that within the free theory the holographic scale $L$ cannot be taken as the Hubble length nor the particle horizon since in the first case it leads to a wrong equation of state, namely that for dust, while in the second case it does not lead to the current accelerated phase of expansion. However, the presence of an interaction of the HDE with a pressureless component (dust matter or cold dark matter) can avoid the trouble and moreover offers a possible solution to the cosmic coincidence problem [100]. Alternatively, if a slowly varying $c^2$ term is admitted the choice $L = H^{-1}$ for the holographic length is once more admissible even if there are no interaction between the holographic dark energy and dust matter, thereby leading to the current accelerated expansion of the universe. We shall explore this option here in different ways. In fact there are no strong evidence supporting that the $c^2$ parameter in Eq. (16) must be constant. Adopting a time (redshift) slowly varying form of $c^2$, we can reconsider the $H^{-1}$ option as a valid holographic length scale $L$ within this new context of variable $c$. Furthermore, as another choice we can assume the current value of the Hubble parameter as the holographic length scale $L = H_0^{-1}$. While the second choice may not be more natural than the first, it can be quite useful to assess the sensitivity of the analysis to making the holographic length rigid rather than dynamical. The results of different studies indicate that the HDE models with slowly varying $c^2$ with $L = H_0^{-1}$ or $L = H^{-1}$ can simultaneously drive current accelerated expansion and also solve the coincidence problem [100,104,106,107, see]. Particularly, in [28] the option $L = H_0^{-1}$ for HDE was confronted with the latest cosmological observations, including data on SNIa, BAO, CMB shift parameter, BBN and expansion Hubble data, and also at the perturbations level using the latest growth rate ($f(z)\sigma_8$) data. The results of this study showed that this type of HDE models are well fitted to both expansion and growth rate observations at a comparable level to the LCDM model. However, the possibility of a dynamical $L = H^{-1}$ for the set of models explored was not addressed. Here we compare these two options, which lead to significant differences, and at the same time we contrast them with the cosmographic performance of the RVMs and the concordance $\Lambda$CDM model.

In what follows we concentrate on a variety of popular HDE models existing in the literature, which we would like to test on cosmographical grounds. Assuming the Hubble horizon as the holographic IR cutoff in the two versions $L = H^{-1}$ and $L = H_0^{-1}$ we study the background evolution of the universe in the presence of HDE using four different parameterizations for $c^2(z)$ defining a slowly varying $c^2$ term in Eq. (16). These parameterizations are referred to as Models H1, H2, H3 and H4 when $L = H^{-1}$, and as H01, H02, H03 and H04 when $L = H_0^{-1}$ is chosen. The situation with dynamical horizon had not been studied in the literature before (to the best of our knowledge), whereas the case with fixed horizon was studied previously in [28]. They are defined as follows:

- Chevalier–Polarski–Linder (CPL) type of parametrization [108]:

$$H1: c(z) = c_0 + c_1 \frac{z}{(1+z)^2}. \quad (17)$$

The parameter $c_0$ in this equation should not be confused with $C_0$ from the RVMs, see Eq. (11), even though both are of course related to the value of the cosmological constant at present.

- Jassal–Bagla–Padmanabhan (JBP) parametrization [109],

$$H2: c(z) = c_0 + c_1 \frac{z}{(1+z)^2}. \quad (18)$$

- Wetterich parametrization [110],

$$H3: c(z) = \frac{c_0}{1+c_1 \ln(1+z)}. \quad (19)$$

- Ma–Zhang parametrization [111],

$$H4: c(z) = c_0 + c_1 \left(\ln(2+z) - \ln 2\right). \quad (20)$$

Setting $c_1 = 0$ in each of the above equations, we retrieve the usual HDE model with constant $c$ term, which would lead to a nonviable situation, as we have warned. Since the dynamics of the DE must be small, we expect $|c_1| \ll c_0$ in all cases, although $c_1$ can have either sign and it can only be known after fitting the models to the data. In a homogeneous, isotropic and spatially flat FLRW cosmology, in which the cosmic fluid contains radiation, non-relativistic matter and dark energy, the first Friedmann equation can be written as follows:

$$H^2 = \frac{1}{3M_p^2} (\rho_r + \rho_m + \rho_d), \quad (21)$$

where as before $M_p = 1/\kappa$ is the reduced Planck Mass. The basic functions involved are the Hubble parameter $H \equiv \dot{a}/a$, the energy density of radiation, $\rho_r$, the energy density of pressureless matter, $\rho_m$, and the energy density of DE, $\rho_d$. The dimensionless density parameters $\Omega_i$, for the different components of the universe can then be expressed as follows:

$$\Omega_r = \frac{\rho_r}{3M_p^2 H^2}, \quad \Omega_m = \frac{\rho_m}{3M_p^2 H^2}, \quad \Omega_d = \frac{\rho_d}{3M_p^2 H^2}. \quad (22)$$
The parameter $c_0$ in the above HDE models is obviously positive and if we use the approximation $|c_1| \ll c_0$ it is easy to see from Eq. (16) and the last of (22) that

$$c_0^2 \simeq \frac{\rho_d}{3M_p^2 H^2} \simeq \frac{\rho_\Lambda}{3M_p^2 H^2} \simeq \Omega_\Lambda,$$  \hspace{2cm} (23)

where $\Omega_\Lambda \simeq 0.7$ is the approximate value of the cosmological parameter associated to the cosmological constant, a measured quantity. Therefore, as an order of magnitude estimate, we have

$$c_0 \simeq \sqrt{\Omega_\Lambda} \sim 0.8.$$  \hspace{2cm} (24)

The parameter $c_0$ is therefore not a free parameter, but its final value will depend, of course, on the particular model and will receive corrections of order $|c_1|/c_0 \ll 1$. Assuming the two different choices $L = H^{-1}$ and $L = H_0^{-1}$ for the effective IR cutoff in Eq. (16), the cosmological equations and corresponding equations of state for each model can be found explicitly in the appendix.

4 Numerical analysis and discussion

In this section we present and discuss our numerical results concerning the various DDEs, including the concordance $\Lambda$ cosmology.

4.1 Comparison with the MI approach

For the selected data combination, we perform our analysis aimed at finding the maximum value of the marginalized posterior of the free parameters and their 1$\sigma$ and 2$\sigma$ uncertainties. We present the selected priors which we have used and the results of the model independent approach in Table 1. We observe that both the deceleration and jerk parameters are tightly constrained. Comparing these results with those we obtained in [38,54] using different samples, we learn that the current data combination based on the robust data set SNIa+BAO+CCH lead indeed to a better constrain on the jerk parameter in the present case. However, using the same data combination, Table 1 shows that we can not put tight constraints on the remained cosmographic parameters (4) and (5), namely the snap and lerk ($s_0$ and $l_0$), as anticipated. The results of these two parameter, strongly depend on the initial value we have used in MCMC analysis. For ($s_0$ and $l_0$) we obtain larger values of the uncertainties, which means that we cannot determine them with enough accuracy. The root of the difficulty here lies on the fact that $s_0$ and $l_0$ are involved in the third and forth order powers of the redshift in the Taylor expansion of $H$, see Eqs. (9), (10). For this reason our analysis of model independent (MI) determination shall henceforth focus on just $q_0$ and $j_0$.

Using our data combination and running the MCMC algorithm (along the lines of [38]), we find the best fit values of the free parameters of the different RVM and HDE models, including $\Lambda$CDM and corresponding 1$\sigma$ uncertainty for each of the free parameters for each cosmology. Using the formulas of the appendix (particularly (41) and (42)) we calculate the value of the cosmographic parameters for each model and compare it with those previously obtained in the model-independent (MI) approach (presented in Table 1). To compute the value of the cosmographic parameters for each of the DE models, we must find the maximum value of the marginalized posterior of the model parameters and also the associated confidence regions. For the RVMs we have $\Omega_{dm,0}$, $\Omega_{b,0}$, $h$, $\nu$ and $\mu$ as the free parameters. However, for model R2 (which has one more parameter as compared to R1) we introduce the setting $\mu = -\nu$ (reducing in one unit the number of parameters) on the same grounds as explained in Refs. [33,38,88]. For the HDEs, instead, we have $\Omega_{dm,0}$, $\Omega_{b,0}$, $h$ and $c_0$. As for the $\Lambda$CDM case, we have $\Omega_{dm,0}$, $\Omega_{b,0}$ and $h$. Proceeding in this way the number of extra free parameters for all these DE models with respect to the $\Lambda$CDM is just 1, and therefore they are all leveled in this sense. Use of appropriate information criteria (cf. Sect. 4.2) will duly penalize these models for the existing of such an extra degree of freedom in the fit.

Next, using the mentioned SNIa+BAO+CCH data combination, we find the maximum value of marginalized posterior of the model parameters for the different DE cosmologies, as well as their confidence regions at 1$\sigma$ level. We report our results in the left part of Tables 2, 3, 4 and 5 for the different DE scenarios. Inserting these results in Eqs. ((41), (42)) of the appendix we may calculate the cosmographic parameter values for each DE model under consideration. The calculated results for each model, and their 1$\sigma$ confidence regions, are reported in the right part of Tables 2, 3, 4 and 5. In order to obtain the 1$\sigma$ confidence regions for cosmographic parameters we have runned a MCMC algorithm in which, each of the model parameters can vary around its best fit value up to 1$\sigma$ confidence level. In each of the chains, we obtain a unique value for $q_0$ and $j_0$.

Let us now perform a comparison between the cosmographic parameters of the DE Models and the cosmographic parameters obtained from the MI approach presented in Table 1. In Fig. 1, we can observe the best computed value of $q_0$ and the associated 1$\sigma$ and 2$\sigma$ c.l. (confidence level) for different DE models as well as the corresponding MI results. As one can see in this figure, both running vacuum models R1, R2, as well as the holographic models H01, H02 and H03 (based on using $L = H_0^{-1}$) are consistent with the MI approach at 1$\sigma$ c.l. In this case, however, models H04 and $\Lambda$CDM are consistent with the MI results at 2$\sigma$ c.l. only. The computed value of $q_0$ for all the HDE models based on the dynamical
holographic length \((L = H^{-1})\), namely models H1, H2, H3, and H4, are in a tension with the MI results at more than 2\(\sigma\). We proceed in a similar way with the jerk parameter, \(j_0\), up to 2\(\sigma\) c.l., see Fig. 2. Comparing different DE models with model independent results in this figure, we observe that H1, H2, H3, and H4 lead to manifestly poor results. The computed values of \(j_0\) for these models deviate by many standard deviations with respect to the MI value \(j_0 = 1.074\), as it is plain from Fig. 2. With a smaller tension in this case, we have model R1 which is consistent with the MI result at 2\(\sigma\) c.l. The other DE models, (R2,H01, H02, H03, H04 and concordance CDM) are in good agreement with the model independent result at 1\(\sigma\) c.l. Comparing the best fit values of \(j_0\) from the different models, we find that model H02 is the most consistent one with respect to the MI result concerning the jerk parameter. This is confirmed in Fig. 3, where a

Table 1 The prior and maximum value of marginalized posterior for each of cosmography parameters and their 1\(\sigma\) uncertainties obtained in the model independent (MI) approach using Pantheon+BAOs+CCH as data combination

| Prior we have used | \(q_0\) | \(j_0\) | \(s_0\) | \(l_0\) |
|-------------------|--------|--------|--------|--------|
| \(-2.0, 2.0\)     | 0.0, 5.0 | \(-5.0, 5.0\) | \(-5.0, 5.0\) |
| Maximum value of marginalized posterior | \(-0.648 \pm 0.073\) | \(1.074^{+0.099}_{-0.103}\) | \(-3.39^{+0.78}_{-1.04}\) | \(-4.6^{+2.23}_{-1.87}\) |

Table 2 The maximum value of marginalized posterior for each of the parameters of \(\Lambda\)CDM model (left part) and the value of cosmographic parameters calculated upon maximum of the marginalized posterior (right part)

| Maximum value of marginalized posterior | Computed values |
|----------------------------------------|-----------------|
| \(\Omega_{dm,0}\) | \(\Omega_{b,0}\) | \(h\) | \(\nu\) | \(q_0\) | \(j_0\) |
| 0.242 \pm 0.011 | 0.045 \pm 0.007 | 0.695 \pm 0.029 | \(-0.571 \pm 0.018\) | 1.0 |

Table 3 The maximum value of marginalized posterior for each of the parameters of RVM models (left part) and the value of cosmographic parameters calculated upon maximum of the marginalized posterior (right part). We note that in model R2 we have set \(\mu = -\nu\)

| Maximum value of marginalized posterior | Computed values |
|----------------------------------------|-----------------|
| Model | \(\Omega_{dm,0}\) | \(\Omega_{b,0}\) | \(h\) | \(\nu\) | \(q_0\) | \(j_0\) |
| R1 | \(0.250^{+0.034}_{-0.023}\) | 0.04 \pm 0.004 | 0.69 \pm 0.013 | 0.431 \pm 0.031 | \(-0.708 \pm 0.074\) | 1.104 \pm 0.131 |
| R2 | 0.243 \pm 0.026 | 0.044 \pm 0.004 | 0.69 \pm 0.018 | \(-0.532 \pm 0.029\) | \(-0.598 \pm 0.109\) | 1.097 \pm 0.242 |

Table 4 The maximum value of marginalized posterior for each of the parameters of HDE models (left part) and the value of cosmographic parameters calculated upon maximum of the marginalized posterior (right part). We note that in these models we have \(L = H^{-1}_{0}\) as IR cutoff

| Maximum value of marginalized posterior | Computed values |
|----------------------------------------|-----------------|
| Model | \(\Omega_{dm,0}\) | \(\Omega_{b,0}\) | \(h\) | \(c_1\) | \(q_0\) | \(j_0\) |
| H01 | 0.247 \pm 0.027 | 0.044 \pm 0.007 | 0.719 \pm 0.031 | \(-0.084 \pm 0.011\) | \(-0.580 \pm 0.123\) | 1.008 \pm 0.201 |
| H02 | 0.235 \pm 0.044 | 0.046 \pm 0.005 | 0.721 \pm 0.049 | \(-0.094 \pm 0.014\) | \(-0.606 \pm 0.223\) | 1.080 \pm 0.370 |
| H03 | 0.261 \pm 0.047 | 0.040 \pm 0.007 | 0.721 \pm 0.042 | 0.158 \pm 0.009 | \(-0.633 \pm 0.117\) | 1.104 \pm 0.131 |
| H04 | 0.244 \pm 0.048 | 0.042 \pm 0.004 | 0.719 \pm 0.040 | 0.410 \pm 0.009 | \(-0.596 \pm 0.117\) | 1.091 \pm 0.234 |

Table 5 The maximum value of marginalized posterior for each of the parameters of HDE models (left part) and the value of cosmographic parameters calculated upon maximum of the marginalized posterior (right part). We note that in these models we have \(L = H^{-1}\) as IR cutoff

| Maximum value of marginalized posterior | Computed values |
|----------------------------------------|-----------------|
| Model | \(\Omega_{dm,0}\) | \(\Omega_{b,0}\) | \(h\) | \(c_1\) | \(q_0\) | \(j_0\) |
| H1 | 0.162 \pm 0.039 | 0.024 \pm 0.007 | 0.738 \pm 0.029 | \(-0.371 \pm 0.014\) | \(-0.941 \pm 0.027\) | 3.564 \pm 0.449 |
| H2 | 0.154 \pm 0.051 | 0.038 \pm 0.011 | 0.698 \pm 0.054 | \(-0.216 \pm 0.021\) | \(-0.937 \pm 0.034\) | 2.984 \pm 0.252 |
| H3 | 0.151 \pm 0.044 | 0.059 \pm 0.008 | 0.737 \pm 0.047 | 0.469 \pm 0.012 | \(-0.908 \pm 0.022\) | 3.565 \pm 0.279 |
| H4 | 0.141 \pm 0.041 | 0.029 \pm 0.007 | 0.690 \pm 0.022 | 0.638 \pm 0.027 | \(-0.177 \pm 0.138\) | 0.313 \pm 0.154 |
confrontation is made with the model independent approach. From the foregoing results we can assert that the HDE models with dynamical holograph length are in severe disagreement with the MI results from the cosmographic parameters $q_0$ and $j_0$, and on this basis we judge that they are ruled out on pure cosmographic grounds. In contrast, the HDE models using fixed holographic length equal to the current value of the horizon, viz. $L = H_0^{-1}$, are able to pass the test since they are in agreement with the MI cosmographic approach. However, the important drawback for these HDE models is that the option with rigid holographic length $L = H_0^{-1}$ is, of course, the one which is theoretically less appealing. As for the concordance model $\Lambda$CDM, we cannot reach a firm conclusion using the cosmographic approach since the corresponding result from $q_0$ is at the border line, whereas the $j_0$ value for the $\Lambda$CDM (which is well-known to be a fixed point $j_0 = 1$ of the cosmological evolution) it proves consistent with the MI result.

4.2 Selection criteria

After using the cosmographic approach as a procedure for model comparison, we may apply three well known methods of model selection, the Akaike information criterion (AIC) [112], the Bayesian information criterion (BIC) [113] and the deviance information criterion (DIC) [114]. These methods have been used in literature in order to compare different theoretical models with observational data. In particular, for AIC and BIC we have:

$$AIC = \chi^2_{\text{min}} + 2k,$$

$$BIC = \chi^2_{\text{min}} + k \ln N$$  (25)
Fig. 3 The results of $q_0 - j_0$ space up to $2 - \sigma$ confidence level obtained for different types of DE models compared with model independent results. The concordance model (top-left panel), RVMs (top-right panel), original HDE (bottom-left panel) and HDE with varying $c^2$ term (bottom-right panel). In all the panels we plot MI result as the reference for comparison.

where $\chi^2_{min}$ is the minimum value of $\chi^2_{tot}$, $k$ is the number of model parameters and $N$ is the total number of observational data points. The other criterion, DIC, employs both Bayesian statistics and information theory concepts and has the following form [114,115]:

$$DIC = \chi^2_{min} + 2p_D = 2\chi^2_{tot} - \chi^2_{min},$$

(26)

in which $p_D = \overline{\chi^2_{tot} - \chi^2_{min}}$ defines the effective number of parameters of the model and $2p_D$ is sometimes called the model complexity. Overlines denote an average over the posterior distribution. Running the MCMC algorithm and using its results in the different models, we can determine the numerical values of the information criteria. In Table 6, we report the numerical results of this step of our analysis for different DE models. In each column of the table, we sort out the models according to the values of the information criteria. We have computed $\Delta AIC$, $\Delta BIC$ and $\Delta DIC$, in which $\Delta$ means in all cases the differences between the values of the information criteria for each model, minus the corresponding value for the best model. In the case of AIC, $\Delta AIC < 2$ indicate significant support to a given model versus the best model. Furthermore, models receiving AIC within 3–7 of the best model have considerably less support [116]. These rules of thumb appear to work also reasonably well for DIC [114], which is perhaps the most powerful of these criteria since the numerical values is derived directly from the the Markov chains of the MCMC algorithm. As for BIC, the differences
Given two models use in model comparison analysis, we refer the reader to For a detailed discussion about Bayesian evidence and its 

\[ \varepsilon \approx p(D \mid \mathcal{M}) = \int p(\Theta \mid \mathcal{M}) p(D \mid \Theta, \mathcal{M}) d\Theta, \]  

(27)

For a detailed discussion about Bayesian evidence and its use in model comparison analysis, we refer the reader to [34–36]. Given two models \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \), Jeffreys’s scale can be obtained from \( \Delta \ln \varepsilon = \ln \varepsilon_{\mathcal{M}_1} - \ln \varepsilon_{\mathcal{M}_2} \) [118], and then the following holds: \( \Delta \ln \varepsilon < 1.1 \) indicate that there is weak evidence against model \( \mathcal{M}_2 \) compared with model \( \mathcal{M}_1 \); \( 1.1 < \Delta \ln \varepsilon < 3 \) indicate that there is definite evidence against model \( \mathcal{M}_2 \). Finally, \( 3 < \Delta \ln \varepsilon \) points to strong evidence against model \( \mathcal{M}_2 \). The various DE models under consideration are compared through these information criteria and Bayesian evidence in Table 6. In the case of Bayesian evidence, we have assumed the \( \Lambda \) CDM as the reference model and defined \( \Delta \ln \varepsilon = \ln \varepsilon_{\mathcal{M}} - \ln \varepsilon_{\text{model}} \). In the subsequent Table 7 we quote the level of support (or evidence against) the given models on the basis of the numerical evaluation of the information criteria. We mark off the best model with boldface type.

From Tables 6 and 7 the results on comparing the various DE models from the cosmographical standpoint become clearer. Let us take the powerful DIC criterion, involving the sum of model fit and model complexity contributions, as indicated in Eq. (26). It leads to a big fault for all of the HDE models with dynamical IR cutoff \( L = H^{-1} \). This result is also confirmed by the other two information criteria, AIC and BIC. Our results from this part show that this type of models is not favorable at all. Among the other DDEs which we have investigated, both RVM models are substantially supported, as well as models H01 and H03 with the rigid IR cutoff \( L = H_0^{-1} \), along with the concordance \( \Lambda \) CDM model.

### Table 6 The different information criteria obtained for RVM, HDE models and the concordance \( \Lambda \) CDM

| Model | \( \chi^2_{\text{min}} \) | \( k \) | \( N \) | AIC | BIC | DIC | \( \ln \varepsilon \) | \( \Delta \text{AIC} \) | \( \Delta \text{BIC} \) | \( \Delta \text{DIC} \) | \( \Delta \ln \varepsilon \) |
|-------|----------------|------|-----|-----|-----|-----|----------------|----------------|----------------|----------------|----------------|
| R1    | 1051.3         | 4    | 1083 | 1059.3 | 1079.2 | 1060.0 | -52.44 | 0.0 | 3.6 | 0.5 | -0.02 |
| R2    | 1051.5         | 4    | 1083 | 1059.5 | 1079.4 | 1060.7 | -52.40 | 0.2 | 3.8 | 1.2 | -0.06 |
| H1    | 1054.8         | 4    | 1083 | 1062.8 | 1082.7 | 1081.1 | -55.29 | 3.5 | 7.1 | 21.6 | 2.83 |
| H2    | 1055.0         | 4    | 1083 | 1063.0 | 1082.9 | 1082.7 | -55.01 | 3.7 | 7.3 | 23.2 | 2.55 |
| H3    | 1054.3         | 4    | 1083 | 1062.3 | 1082.2 | 1082.5 | -55.64 | 2.6 | 6.6 | 23.0 | 3.18 |
| H4    | 1055.3         | 4    | 1083 | 1063.3 | 1083.3 | 1082.8 | -56.14 | 3.6 | 7.7 | 23.3 | 2.68 |
| H01   | 1051.9         | 4    | 1083 | 1059.9 | 1079.8 | 1061.0 | -53.48 | 0.6 | 4.2 | 1.5 | 1.02 |
| H02   | 1051.9         | 4    | 1083 | 1059.9 | 1079.9 | 1064.1 | -53.13 | 0.6 | 4.3 | 4.6 | 0.67 |
| H03   | 1051.9         | 4    | 1083 | 1059.9 | 1079.8 | 1059.5 | -52.89 | 0.6 | 4.2 | 0.0 | 0.43 |
| H04   | 1052.6         | 4    | 1083 | 1060.6 | 1080.6 | 1061.6 | -54.70 | 1.3 | 5.0 | 2.1 | 1.61 |
| \( \Lambda \) CDM | 1054.6 | 3    | 1083 | 1060.6 | 1075.6 | 1060.8 | -52.46 | 1.3 | 0.0 | 1.3 | 0.0 |

### Table 7 The support to (respectively, evidence against) a given DE model obtained using the results of different information criteria and Bayesian evidence (BE)

| Model | AIC | BIC | DIC | BE |
|-------|-----|-----|-----|----|
| R1    | Best model | Mild to positive evidence | Significant support | Significant support |
| R2    | Significant support | Mild to positive evidence | Significant support | Best model |
| H1    | Considerably less support | Strong evidence | Essentially no support | Definite evidence |
| H2    | Considerably less support | Strong evidence | Essentially no support | Definite evidence |
| H3    | Considerably less support | Strong evidence | Essentially no support | Strong evidence |
| H4    | Considerably less support | Strong evidence | Essentially no support | Definite evidence |
| H01   | Significant support | Mild to positive evidence | Significant support | Weak evidence |
| H02   | Significant support | Mild to positive evidence | Considerably less support | Weak evidence |
| H03   | Significant support | Mild to positive evidence | Definite evidence | Best model |
| H04   | Significant support | Mild to positive evidence | Considerably less support | Definite evidence |
| \( \Lambda \) CDM | Significant support | Best model | Significant support | Significant support |
5 Conclusions

In this paper, using robust cosmographic observables consisting of the supernovae (SNIa) data from the Pantheon sample, the Baryonic acoustic oscillations (BAO) from the power spectrum and bispectrum of BOSS (DR12), the complete SDSS III $Ly$-quasar and the SDSS-IV extended BOSS DR14 quasar sample, together with the data points from cosmic chronometers (CHCs) from various sources, we have compared different dynamical dark energy (DDE) models with the concordance $\Lambda$CDM model.

In summary, our main results read as follows:

- The concordance $\Lambda$CDM appears to be consistent with the cosmographic data used in our work and passes reasonably well the tests of Bayesian evidence and the three information criteria that we have used.
- RVM models R1 and R2 appear to be consistent with the cosmographic data and are also confirmed by the three information criteria. AIC and DIC actually prefer the RVMs over the $\Lambda$CDM, whereas the BIC test shows a mild preference for the $\Lambda$CDM. Bayesian evidence shows that the RVMs are the best DE models under investigation.
- The HDE models with dynamical holographic length $L = H^{-1}(t)$ show considerable difficulty to fit the observational data. Despite of the fact that the alternative HDE models with fixed holographic horizon $L = H_0^{-1}$ behave better than the previous ones and can be competitive with the $\Lambda$CDM and the RVMs, the models with dynamical horizon $L = H^{-1}(t)$ should be the natural option for HDE. The reason is that the holographic surface of the universe changes with the expansion, so the past history did not have the holographic surface that we have today. The upshot is that the natural version of the holographic models, namely those implemented with dynamical IR cutoff $L = H^{-1}(t)$, is not supported by the results of our analysis. This leaves the RVMs as the only theoretically motivated DDE models in this study which are supported by our cosmographic analysis in a competitive way with the $\Lambda$CDM. This does not exclude, of course, the possibility that other HDE realizations beyond those considered here might be theoretically sound and phenomenologically acceptable.

Let us finally mention that the results we have obtained for the RVMs are in full agreement with those from our previous studies [33, 38] which used different data samples, including non-cosmographic data. Overall the RVMs appear as phenomenologically consistent models which can compete with the concordance cosmology and have also the capacity to alleviate the current tensions [33, 41].
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Appendix: EOS for the DE models

Adopting the cosmological parameters (22), one can write Eq. (21) in terms of the well-known cosmic sum rule

$$\Omega_t + \Omega_m + \Omega_d = 1.$$  \hfill (28)

Furthermore, the conservation equations for the corresponding energy densities are as follows:

$$\dot{\rho}_t + 4H\rho_t = 0,$$  \hfill (29)

$$\dot{\rho}_m + 3H\rho_m = 0,$$  \hfill (30)

$$\dot{\rho}_d + 3H(1 + w_d)\rho_d = 0,$$  \hfill (31)

where the over-dot stands for derivative with respect to cosmic time $t$. We emphasize here that the DE is assumed to be self-conserved without interaction with matter in the current approach, as it is obvious from the previous equations. The above equations are valid both for the RVMs and the HDE’s considered here.

As indicated in the text, the EoS for the RVMs is given by Eq. (14) and details have been given in [33]. Therefore, in the following we focus on the calculation of the EoS for the various HDEs under consideration. Assuming first that the current value of the inverse Hubble parameter as the effective IR cutoff in Eq. (16), i.e. $L = H_0^{-1}$, the energy density for the different types of HDE models take the following form:

$$\rho_d(z) = 3c^2(z)M_p^2H_0^2.$$  \hfill (32)
The HDE energy density after using Eqs. (22) and (32) take on the form
\[ \Omega_d = \frac{c^2(z)}{E^2(z)}, \]  
(33)
where \( E(z) = H(z)/H_0 \). Using the functions of \( \Omega_i \), and replacing Eq. (33) into Eq. (28) we have:
\[ \frac{\Omega_m^0(1 + z)^3}{E^2(z)} + \frac{\Omega_r^0(1 + z)^4}{E^2(z)} + \frac{c^2(z)}{E^2(z)} = 1, \]  
(34)
where \( \Omega_m^0 \) and \( \Omega_r^0 \) are the current values of the matter and radiation density parameters respectively. Therefore the normalized Hubble parameter, \( E(z) \) takes the following form
\[ E(z) = \sqrt{\Omega_m^0(1 + z)^3 + \Omega_r^0(1 + z)^4 + c^2(z)}. \]  
(35)
If we take the time derivative of Eq. (32), we find
\[ \dot{\rho}_d = 2\rho_d \frac{\dot{c}(z)}{c(z)}. \]  
(36)
The EoS parameter of the HDE models is obtained by inserting Eq. (36) into Eq. (31):
\[ w_d = -1 - \frac{2}{3} \frac{c'(z)}{c(z)}, \]  
(37)
where prime stands for derivative with respect to the variable \( x \equiv \ln a = -\ln(1 + z) \), i.e.
\[ c'(z) = \frac{dc(z)}{dx} = -\frac{dc(z)}{d\ln(1 + z)} = -(1 + z) \frac{dc(z)}{dz}. \]  
(38)
Clearly, for \( c=\text{const.} \), we have \( c'(z) = 0 \), which leads to \( w_d = -1 \) (the concordance \( \Lambda \)-cosmology). In order to find the cosmographic parameters in HDE cosmology, from Eq. (2) we obtain:
\[ q = -\frac{a\ddot{a}}{a^2} = -1 - \frac{\dot{H}}{H^2}. \]  
(39)
Furthermore, following the standard lines, it is easy to find
\[ \frac{\dot{H}}{H^2} = -\frac{3}{2} (1 + w_d \Omega_d). \]  
(40)
Inserting Eqs. (33) and (37) in Eq. (40) and replacing its result in Eq. (39) we can derive the deceleration parameter \( q \) in HDE models:
\[ q = \frac{1}{2} - \frac{3}{2} \frac{c^2(z)}{E^2(z)} - \frac{c'(z)c(z)}{E^2(z)}. \]  
(41)
where \( c'(z) \) is the first derivative of \( c(z) \) with respect to \( ln a \).
For the other cosmographic parameters, using Eqs. (1)–(5) and Eq. (41) we arrive at [59]:
\[ j = -\frac{dq}{d\ln a} + 2(1 + q)^2 - 3q - 2. \]  
(42)
where \( j \) is the jerk parameter. Furthermore, in the case of the snap \( s \) and the jerk parameter \( l \), we have:
\[ s = \frac{dj}{d\ln a} - 2j - 3qj, \]  
(43)
\[ l = \frac{ds}{d\ln a} - 3s - 4qs. \]  
(44)
Now by choosing the various ansatz functions for \( c(z) \) indicated in Eqs. (17)–(20)) we may derive the current values of the cosmographic parameters \( (q_0, j_0, s_0, l_0) \) for each of the HDE cosmologies under study. They are obtained from the above formulas evaluated at \( z = 0 \).
As another choice for the effective IR cutoff in Eq. (16), we have the dynamical holographic length \( L = H^{-1}(t) \). In this case, the energy density for the different types of HDE models adopt the following form:
\[ \rho_d(z) = 3c^2(z)M_p^2H^2. \]  
(45)
As for the HDE energy density, it follows after using Eqs. (22) and (45):
\[ \Omega_d = c^2(z). \]  
(46)
Using the functions of \( \Omega_i \), and replacing Eq. (46) into Eq. (28), we have:
\[ \frac{\Omega_m^0(1 + z)^3}{E^2(z)} + \frac{\Omega_r^0(1 + z)^4}{E^2(z)} + c^2(z) = 1, \]  
(47)
The Hubble parameter in this case reads
\[ E(z) = \sqrt{\frac{\Omega_m^0(1 + z)^3 + \Omega_r^0(1 + z)^4}{1 - c^2(z)}}. \]  
(48)
On taking the time derivative of Eq. (45), we find
\[ \dot{\rho}_d = 2\rho_d \left( \frac{\dot{c}(z)}{c(z)} + \frac{\dot{H}(z)}{H(z)} \right). \]  
(49)
In order to find the EoS parameter of HDE models we insert Eq. (49) into Eq. (31):
\[ w_d = -1 - \frac{2}{3} \left( \frac{c'(z)}{c(z)} + \frac{\dot{H}(z)}{H(z)} \right), \]  
(50)
where prime still means derivative with respect to the variable \( x \equiv \ln a = -\ln(1 + z) \). Following similar steps as in the previous case, one can easily find out the cosmographic parameters for the HDE cosmology with dynamical \( L = H^{-1}(t) \), and we just omit details.
A. The CPL parametrization, H1
The EoS parameter for these models may now be found straightforwardly. Using Eq. (17), we find \( c \rightarrow c_0 + c_1 \) for the asymptotic value in the past \( z \rightarrow \infty \), whereas at the present time \( z \rightarrow 0 \) we have \( c \rightarrow c_0 \). Therefore, in this case,
c varies slowly from $c_0 + c_1$ to $c_0$. From equations (37) and (38) we find immediately the EoS parameter for model H1:

$$w_d = -1 + \frac{2}{3} \frac{c_1}{c_0(1 + z) + c_1 z}.$$

We can see that $w_d(z = 0) = -1 + \frac{2}{3} \frac{c_1}{c_0}$ and $w_d(z \to \infty) = -1$ (only at this asymptotic point in the past behaves like vacuum). Obviously the fact that any EoS must be close to the vacuum one near our time (as suggested by observations [5]) enforces $|c_1| \ll c_0$ for this model.

B. The JBP parametrization, H2

Similarly, equations (18) and (37) render the EoS for H2:

$$w_d = -1 + \frac{2}{3} \frac{c_1(1 - z)}{c_0(1 + z)^2 + c_1 z}.$$

It is easy to see from (18) that both at $z = 0$ and for $z \to \infty$ we have $c = c_0$. However, the EoS values at these points are different and coincide with the previous model: $w_d(z = 0) = -1 + \frac{2}{3} \frac{c_1}{c_0}$ and $w_d(z \to \infty) = -1$. Once more consistency of the EoS with measurements leads to $|c_1| \ll c_0$ also for this model.

C. The Wetterich parametrization, H3

In Wetterich-type, Eq. (19), at $z = 0$, we have $c = c_0$ while in the asymptotic past, $z \to \infty$, we have $c = 0$. Thus Eq. (16) tells us that we can ignore the role of the HDE for this model at the early times. Calculation yields

$$w_d = \frac{2}{3} \frac{c_1 (1 + c_1 \ln(1 + z))}{c_0(1 + c_1 \ln(1 + z))^2}.$$

At the present time we have $w_d(z = 0) = \frac{2}{3} \frac{c_1}{c_0 - 1}$ and this enforces the peculiar (fine-tuned) relation $\frac{c_1}{c_0} \simeq 1 - \frac{2}{3} c_1$, as well as $0 < c_1 < 3/2$. The lower limit $c_1 > 0$ must hold as otherwise the previous relation implies $c_0 > 1$, in contradiction to Eq. (24). This entails that $w_d < 0$ at all points in the past while it approaches $w_d = 0$ for $z \to \infty$. There is also a point where there is a singular behavior, which is when the denominator vanishes and thus $w_d \to \infty$. This point occurs at

$$\ln(1 + z) = \frac{c_0 - 1}{c_1} < 0$$

which brings the singularity at a point in the future ($-1 < z < 0$).

D. The Ma-Zhang parametrization, H4

For the last form of $c(z)$, the Ma-Zhang parametrization, Eq. (20), we observe that at $z = 0$ we have $c(z) = c_0$, while at $z \to \infty$, we have $c(z) = c_0 - c_1 \ln 2$. It is easy to see that in the far future, when $z \to -1$, $c(z)$ diverges. Taking the derivative $d/c/dx$ of Eq. (20) we find

$$c'(z) = \frac{c_1 \ln(2 + z)}{(1 + z)} - \frac{c_1}{(2 + z)}.$$

Therefore, Eq. (37) leads to

$$w_d = \frac{2}{3} \frac{c_1(z+2)(2+z)\ln(2+z)}{\left[(1+z)^2-(c_0(1+z)+c_1 \ln(2+z)-c_1(1+z)\ln 2)^2\right]}.$$

For $z \to \infty$, $w_d \to 0$, so it behaves as dust. There are singular points where the denominator vanishes and as a consequence $w_d \to \infty$. It can be seen that this may happen at a point $z$ satisfying $(c_0 - c_1 \ln 2)(1 + z) = -c_1 \ln(2 + z)$ and at a point satisfying $(1 - c_0 + c_1 \ln 2)(1 + z) = c_1 \ln(2 + z)$. Since $|c_1| \ll c_0$ these points can exist only in the future, the first exists if $c_1 < 0$ and the second if $c_1 > 0$. There are no EoS singularities in the past. In contrast, for the current epoch ($z = 0$) we expect that $w_d(0) \simeq -1$ and this enforces the following approximate relation between the parameters

$$\frac{c_1}{c_0(1 - c_0^2)} \simeq \frac{3}{1 + 2 \ln 2}.$$

From the foregoing and Eq. (24) it follows that this relation can only be satisfied for $c_1 < 0$. It follows that of the aforementioned singular points only the first exists.
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