High-Speed Digital Detector for the Internet of Things Assisted by Signal’s Intensity Quantification

Yidi Zhang and Haibo Wang*
National Mobile Communications Research Laboratory, Southeast University, Nanjing, China

This paper proposes a high-speed digital detector for the Internet of Things (IoT) assisted by signal’s intensity quantification. The detector quantifies the amplitude of each pixel of the detected image and converts it into a digital signal, which can be directly applied to the IoT with wireless communication system. Two types of amplitude quantization algorithms, uniform quantization and non-uniform quantization, are applied to the detector, which further improves the quality of the detected image and the robustness of the image signal in a noisy environment. Related simulations have been established to verify the accuracy of the models and algorithms.
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1 INTRODUCTION

With the development of the Internet of things (IoT) and the substantial increase in wireless communication rates, the demand for the data transmission rate of the detector is also increasing. In the IoT scenario, the detector is placed on the object to collect its information and communicate with the base station in real time [1–3]. This requires the data processing and transmission speed of the detector to meet the requirements of the communication system. This work is oriented to the radiation detector with image detection and transmission, whose requirements for image resolution are very high. For example, for the infrared image collected by the near-infrared radiation detector, if the grayscale of an individual point is changed during the transmission process, it will directly affect the base station’s judgment of the environment.

The traditional detector directly transmits the analog signal to the terminal, which means that the intensity of the received radiation signal is directly output. However, analog signals are not suitable for high-speed transmission for communication systems. At present, the existing high-speed communication systems sample and collect analog signals, convert them into digital signals, and then transmit them in the form of data streams. In addition, the analog signal is easily distorted by environmental noise during transmission, since it does not have any error correction mechanism. If future IoT systems need to incorporate detectors into wireless communication systems, digital detectors will become a necessary direction. In [4]; a multipurpose digital detector readout for medical imaging applications is presented. The readout is capable of measuring both current and charge, allowing a single detector array to perform imaging functions previously accomplished with two separate machines. [5] presents a design of a phase-sensitive detector based on matched filter principles and the signal-to-noise ratio (SNR) of the system can be up to 60 dB. The application of digital detectors greatly improves the data transmission rate and image quality of the detector [4, 6].

This paper presents a high-speed digital radiation detector assisted by high-precision signal intensity quantification. Since the detector transmits image signals, the data stream corresponds to...
the radiation intensity of each pixel. According to the range of radiation intensity, we quantify and classify the signal. Moreover, due to the presence of various noise in the wireless channel of the IoT, when quantizing and grading, we must consider how to remove the noise through quantization and grading if the signal is distorted by noise interference [7, 8]. Thus the high-speed digital transmission can be carried out and the quality of the transmitted image can not be affected by the environmental noise. In [9], the quantization process in transform-based image compression has been emphasized. The proposed algorithm compress the image effectively without harming the quality of the compressed image. [10] shows that the non-uniform quantized polar decoder is capable to perform performance close to floating point performance.

The contributions of this work are as follows:

1) This article proposes a high-speed digital detector for the IoT assisted by signal’s intensity quantification. Compared with traditional radiation detectors, its detection data transmission and processing speed is faster, and it is more suitable for large-scale wireless communication networks in IoT. In addition, the detector also has the ability of adaptive error correction to environmental noise, which can ensure that the data received will not be distorted.

2) In this paper, Lloyd-Max Quantizer is used to derive the system performance under the two amplitude quantization methods of uniform quantization and non-uniform quantization. The system’s bit error rate and error variance are modeled and simulated. Simulation results prove that the detector’s quantization processing of analog signals can effectively reduce the bit error rate, thus improving the robustness of the system under channels with noise.

The rest of this paper is organized as follows. In Section 2, we propose the model of the system. The structure of the quantizer in the digital detector is analyzed. In Section 3, two types of quantization algorithms have been proposed to improve the quality of the detection signal and supplement image signal distortion caused by environmental noise. In Section 4, relevant simulations are made to verify the accuracy of the model and algorithms. Section 5 draws conclusion.

2 SYSTEM MODEL

2.1 Digital Radiation Detector With Memoryless Quantification

As shown in Figure 1, in this digital detector system, the detector transmits the detected image information to the memoryless quantizer. The quantizer divides the amplitude interval of the signal of each pixel in the image according to the signal strength and the current channel condition to obtain the digital signal. The digital signal has a certain anti-noise ability, which greatly reduces the signal processing complexity of the base station, which is equivalent to sharing the data processing pressure of the base station to each detector. Due to the continuity of the amplitude of the input signal, the sampling value is also continuous, that is, in a limited range of signal amplitude, there are infinite amplitude levels. In application, it is not necessary to transmit each sample amplitude very accurately, only the signal composed of discrete amplitudes needs to be used to approximate the original continuous signal [11, 12]. In the case where the selected discrete amplitude interval is small enough, the difference between the approximate discrete signal and the original continuous signal can be ignored.

Amplitude quantization refers to the process of converting the sampled amplitude of the message signal $m(t)$ at time $t = nT_s$ into discrete amplitude $v(nT_s)$. It is assumed that the quantization process is instantaneous and memoryless, that is, the quantization value at the time $t = nT_s$ has nothing to do with the amplitude of the message signal samples before and after that time. Although the simple level quantizer has relatively weak error correction performance, it is widely used because of its low complexity and easy hardware implementation.

When discussing memoryless quantizers, the time subscript can be omitted to simplify the notation. We replace $m(nT_s)$ with $m_k$, as shown in the block diagram of the quantizer in Figure 2. In Figure 3, if the amplitude of the signal is within the separation interval $\xi_k$ as

$$\xi_k = \{m_k < m \leq m_{k+1}\}, \quad k = 1, 2, ..., L$$  \hspace{1cm} (1)

where $L$ is the total number of quantization stages, and the signal amplitude $m$ is determined by the subscript $k$, which is the decision threshold. The output terminal of the quantizer uses discrete amplitudes to represent the message amplitudes of an entire segmented interval, which is named as quantization level. The interval between two adjacent quantization levels is named as the step size.

The quantizer can be divided into a uniform quantizer and a non-uniform quantizer according to the distribution of the step length [13–15]. In a uniform quantizer, the quantization interval is uniformly distributed, and vice versa, it is a non-uniform quantizer. Quantizers can also be divided into flat type and medium-lift type according to the distribution of characteristics. Figure 4 is the input and output curve of the medium-lift
uniform quantizer, where the origin is at the midpoint of the rising part of the ladder diagram. Figure 5 shows the characteristic curve of a flat-type uniform quantizer. As the name suggests, the origin is located at the midpoint of the ladder diagram platform. Both quantizers are symmetrical about the origin.

2.2 Lloyd-Max Quantizer

When designing the quantizer, it is necessary to consider how to select the quantization level and the separation interval to make the performance optimal and the average quantization power minimum when the quantization level is fixed. Since the quantization process is a highly non-linear process, there is no complete optimization method. The Lloyd-Max quantizer utilizes an iterative method to effectively find the optimal solution.

Assume that the dynamic range of the message signal \( m(t) \) is divided into \( L \) intervals, as shown in Figure 6. The separation interval is represented by a set of real numbers \( M = \{m_1,m_2,\ldots,m_{L+1}\} \), defined as follows,

\[
\begin{align*}
    m_1 &= -A \\
    m_{l+1} &= A \\
    m_k &\leq m_{k+1}
\end{align*}
\]

(2)

From (2), we can obtain the output amplitude \( v_k \) when the input \( m \) falls in the interval of \( \xi_k \). Define the amount of distortion \( d(m,v_k) \). We can obtain the general formula for measuring distortion as

\[
    d(m,v_k) = (m - v_k)^2
\]

(3)

Then we look for the set of quantization levels \( \{v_k\}_{k=1}^L \) and the set of separation intervals \( \{\xi_k\}_{k=1}^L \) that minimize the average distortion \( D \), where the average distortion is defined as

\[
    D = \sum_{k=1}^{L} \int_{m \in \xi_k} d(m,v_k)f_M(m)dm.
\]

(4)

where \( f_M(m) \) is the probability density function of the random variable \( M \) when the sampling value is \( m \).

Since the quantization process is a highly nonlinear process, iterative algorithms are needed to optimize the design of the
The two processes are repeated until the average distortion reaches the minimum value. In the process of constructing the optimal encoder of the transmitter, and case 2 is a simplification of the processing. In [10], the author proved that the function of the AWGN channel, its likelihood ratio is also roughly symmetrical, which is suitable for symmetrized quantization.

3 QUANTITATIVE ALGORITHM

Due to the symmetry of the additive white gaussian noise (AWGN) channel, its likelihood ratio is also roughly symmetrical, which is suitable for symmetrized quantization processing. In [10], the author proved that the function of the quantizer. From a structural point of view, the quantizer is specifically composed of two parts, the encoder represented by the set of separation intervals \( \{i_k\}_{k=1}^{Q} \) in the transmitter and the decoder represented by the set of quantization levels \( \{y_k\}_{k=1}^{L} \) in the receiver.

Two extreme cases are defined. Case 1 is a fixed decoder, seeking the optimal encoder of the transmitter, and case 2 is a fixed encoder, seeking the optimal decoder of the receiver. In the process of designing the quantizer, the optimal encoder is always first obtained according to the case 1, and then the decoder is optimized in the case 2. The two processes are repeated alternately until the average distortion \( D \) reaches the minimum value.

3.1 Uniform Quantization Scheme

First, we consider the Q-bit uniform quantizer. Define the boundary value of the quantizer as \( \pm A \). In the design, we use the mid-up quantizer, and the quantization step can be defined as

\[
\Delta = \frac{2A}{2^Q} = \frac{A}{2^{Q-1}}
\]

Assuming that the input sequence is \( X = x_1, x_2, \ldots, x_n \), the quantified rule can be expressed as

\[
Q_A(x) = \begin{cases} 
\text{sgn}(x) \cdot \left( 1 - \frac{1}{2^{Q-1}} \right) \cdot A, & |x| > A \\
\text{sgn}(x) \cdot \left( \frac{A}{2^Q} \right), & 0 < |x| \leq A \\
\text{sgn}(x) \cdot \left( \frac{1}{2^{Q-1}} \right) \cdot A, & |x| < 0
\end{cases}
\]

Table 1 shows an example of uniform quantization when \( A = 1 \) and \( Q = 3 \).

3.2 Simplified Quantization Detector

Inspired by the Lloyd-Max quantizer introduced above, we propose a simplified quantitative analysis method to calculate the mean square error of different quantization schemes through the density function of the likelihood ratio discrete. Assuming that the signal sequence sent by the source is \( X \), and the signal received by the receiving end is \( Y \), then the transmission bits 0, 1 are mapped to +1, −1 through BPSK modulation under the AWGN channel. Assuming \( P(X = 1) = P(X = -1) = 0.5 \), the probability density function of the received signal is

\[
f(Y) = \frac{1}{2\sqrt{2\pi}\sigma_n} \left[ \exp\left( -\frac{(Y - 1)^2}{2\sigma_n^2} \right) + \exp\left( -\frac{(Y + 1)^2}{2\sigma_n^2} \right) \right]
\]

where \( \sigma_n^2 \) is the Gaussian noise variance, which is related to the code rate and the signal-to-noise ratio. From (7), after passing through the AWGN channel, the initial information \( Y \) at the receiving end obeys the expected normal distribution, as shown in Figure 7.

With 0 as the center, the quantization process is to decompose the continuous Gaussian curve into \( L \) intervals of quantization stages, and then divide each quantization interval into \( N = 8192 \) cells, then each interval can be approximated as a point, which has
a unique corresponding probability density value. In the quantization interval, there is a certain error between the actual value and the quantized value of each point, and then we calculate the mean square error $D$ between the actual value of the point $m_i$ and the final quantized value $v_k$ as

$$ D = \sum_{k=1}^{L} \sum_{i=1}^{N} d(m_i - v_k)f_M(m_i). $$  

(8)

In this way, we can obtain the mean square error of different cross-strait programs. Then, we will use a series of quantization codewords to observe whether there is a certain relationship between the quantization scheme and the quantization scheme obtained by simulation when the mean square error is minimum.

4 NUMERICAL RESULTS

In this section, we compare the performance obtained using the non-uniform quantization scheme with the BER performance obtained using the uniform quantization. Figure 8 shows a 2-bit uniform quantization of a Margulis rule LDPC code with a code rate of 0.5. The simulation operating point is set to the position of the BER of $10^{-2}$, and the signal-to-noise ratio at this time is 2.2 dB. The red curve in the figure is the corresponding relationship between the quantization boundary and the BER obtained under simulation. The blue curve represents the mean square error value corresponding to different boundary values. We can see that the optimal boundary of the simulated 2-bit
uniform quantization is $A = 1.5$, and the minimum mean square error falls at $A = 2.1$, and the two are not consistent.

Figure 9 shows the non-uniform quantization of the codeword, and the operating point is set at the BER value, and the corresponding signal-to-noise ratio is 2.2 dB. We simulate different internal boundary values and different growth rate coefficients $a$ under the same boundary value. According to the image, we get that when $A_1 = 0.7$, $\eta = 3$, that is, $A_1 = 0.7$, $A_2 = 2.1$ corresponds to the lowest BER.

Similarly, we calculate the value of the mean square error corresponding to different values, as shown in Figure 10, we observe that the lowest point of the mean square error value falls at $A_1 = 1$, $\eta = 2.25$, that is, $A_1 = 1$, $A_2 = 2.25$. There is a certain difference with the non-uniform quantization scheme with the lowest BER obtained by simulation. However, compared with traditional detectors, both types of quantitative detectors have certain performance gains.

5 CONCLUSION

This paper proposes a high-speed digital detector for the Internet of Things (IoT) assisted by signal’s intensity quantification. The detector quantifies the amplitude of each pixel of the detected image and converts it into a digital signal, which can be directly applied to the IoT with wireless communication system. Uniform quantization and non-uniform quantization, are applied to the detector, which further improves the quality of the detected image and the robustness of the image signal in a noisy environment. Simulation results prove that the detector’s quantization processing of analog signals can effectively reduce the bit error rate, thus improving the robustness of the system under noisy channels.
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