Spin-related phenomena in optoelectronic materials can revolutionize several technological applications in the areas of data processing and storage, quantum computing, lighting, energy harvesting, sensing, and healthcare. A fundamental boost to this promising field can be envisaged thanks to the use of two emerging materials, which have recently been receiving increasing scientific attention: organic semiconductors (OSCs) and halide perovskites (HPs). Here, the first progress in the resulting fields, organic- and perovskite-based spintronics, is reviewed, which will enable the manipulation of spin, charges, and photons in spin/optoelectronic devices. A link between these two classes of materials is created by highlighting the pros and cons of each technology, and their potential applications in new multifunctional spintronic devices are discussed. Current challenges in the field are also outlined, and convenient approaches to overcome them are proposed.

1. Introduction

Over the past 25 years, investigating and using electron spin has graduated from an arcane subject for theoretical scholars to a fundamental tenet that material scientists and engineers combine with other technologies to develop new and efficient electronic devices.[3] The technology of spintronics (or spin-based electronics), where the electron spin is used as the information carrier in addition to the charge, will pave the way to a new generation of electronic devices merging standard microelectronics with spin-dependent effects that arise from the quantum magnetic interactions.[2] This concept has several advantages with the potential to lead to increased data processing speed, decreased electric power consumption, and increased integration densities compared to conventional semiconductor electronic devices—which are nearly at their physical limits.[4] In addition, taking advantage of spin interactions in optoelectronic devices will enable the improvement of their efficiency and/or stability (e.g., organic solar cells and organic light-emitting diodes (OLEDs)) and the development of new spin-based multifunctional devices (e.g., spin OLEDs, multifunctional organic spin-valve devices).[4,5,6,7]

A crucial milestone in the development of spintronics was the discovery of the giant magnetoresistance (GMR) effect in 1988.[8] Through the giant magnetoresistance mechanism, the operating principles of, e.g., magnetic disk drives, i.e., the collective magnetization of localized spins in ferromagnetic layers, have been replaced by the electronic conduction depending on the electron spin state, which gave rise to new devices, like magnetic random access memories (MRAMs).[9] Since this discovery, spin properties of electronic materials have been the focus of extensive research to rationalize, e.g., the spin relaxation and spin transport mechanisms in metals and in semiconductors. This increased interest has favored an unprecedented transition from basic research to industrial commercialization. As a result, the first GMR device as a magnetic field sensor was commercialized in 1994;[10] and read heads for magnetic hard disk drives were announced in 1997 by International Business Machines Corporation (IBM).[11] By delving deeper into the fundamental physics underlying spintronic devices, Stuart Parkin spurred the development of this field and ushered spintronic commercial applications. For instance, hard disk drives featuring a read head based on Parkin’s discoveries dominated the market for two decades. Currently, GMR-based read heads have been replaced by something called giant tunneling magnetoresistance devices, which exploit a spintronic phenomenon where electrons tunnel through a thin insulator.[12] The swift evolution of the spintronic field has been buoyed by new emerging phenomena that hold great promise for the future of nonvolatile magnetic memories, e.g., skyrmions and chiral spin torque, which is at the basis of racetrack memories.[13,14]

Despite this great success, several open issues in the field of spintronics are yet to be addressed, for example, the successful spin injection into multilayer devices and the optimization of spin lifetimes in these structures, the transport of spin-polarized carriers across relevant length scales and heterointerfaces, the detection of spin coherence in nanoscale structures, and the manipulation of both electron and nuclear spins on sufficiently fast time scales.[15] The success of the research efforts can be guaranteed only by a thorough understanding of the fundamental spin interactions in solid-state materials as well as the role...
of dimensionality, defects, and semiconductor band structure on the spin properties of materials. Although significant developments in inorganic semiconductors were achieved over the past decades (e.g., GaAs, Si, MnSe, etc.), real-world applications are hindered by high cost and integration challenges, such as high temperature processing and lattice-matching requirements.

Hence, the development of new materials with tailored spin properties for efficient spin injection and spin transport is urgently needed to obtain new multifunctional spintronic devices operating at room temperature (RT). Crucially, RT operation is the vision of spintronics. Emergent new classes of optoelectronic materials that combine low-temperature and inexpensive roll-to-roll manufacturing (similar to newspaper printing or crisp package production), lightweight, color tunability, transparency, and mechanical flexibility, have catalyzed the interest of the scientific community and hold promise to realize this vision.

Among the many different emerging materials of spintronic interest, organic semiconductors (OSCs), such as small molecules or π-conjugated polymers, and halide perovskites (HPs), such as methylammonium lead triiodide (MAPbI3), can be considered the most promising ones. OSCs are mainly composed of light atoms such as carbon and hydrogen, which leads to unexpectedly long spin-correlation lengths due to relatively weak spin–orbit (SO) coupling and hyperfine (HF) interaction. In their seminal 2002 paper, Dediu et al. observed 200 nm spin diffusion lengths in a model “sexithiophene” oligomer. In general, it is reasonable to expect that the intrinsic carbon-based nature of OSCs should make these materials encouraging for transporting spins. In addition, the weak van der Waals interactions at the basis of their structural properties are promising in terms of the possibility to discover alternative routes to manipulate the electron spin in organic molecules. HPs not only achieve optoelectronic properties comparable to Si and GaAs but also display relative strong SO coupling. This enables the optical injection and detection of spins, while at least partially limiting the achievable transport. Furthermore, the peculiar symmetry and band structure of HPs open the possibility of electric field injection, “incident circularly polarized (CP) photons are absorbed and their angular momentum transferred to the electron orbital momenta of the molecules within the materials.”

In turn, the electron orbital momentum is transferred to electron spin momentum through spin–orbit coupling interaction, thereby eventually establishing a spin-polarization. In electrical injection, the spin injector, which is usually a ferromagnet (FM), has a magnetization (M), which is proportional to the difference between the concentrations of the majority and minority spins (n↑ − n↓) of the charge carriers. When an electric current flows from the electrode to the NM material, the current is therefore spin-polarized. The spin polarization η of the injected current (also known as spin injection efficiency) can be described by the following formula:

\[ \eta = \frac{J_1 - J_2}{J_1 + J_2} \]  

where \( J_1 \) and \( J_2 \) represent the currents carried by the majority and minority spin species, respectively. For spin injection through an interfacial barrier, the spin injection efficiency (\( \eta_i \)) can be expressed as

\[ \eta_i = \frac{r_i P_{\alpha i}}{r_c + r_i + r_N} \]

where \( P_{\alpha i} \) and \( P_{\alpha} \) are respectively the conductivity polarization (defined as \( P_{\alpha} = \frac{\sigma_{\alpha} - \frac{1}{2}}{\sigma_{\uparrow} + \sigma_{\downarrow}} \), since the two spin species have different conductivities) of the bulk FM and the interface, and \( r_i \), \( r_c \), and \( r_N \) represent the effective resistance of the bulk FM, the interface, and the bulk paramagnet. The conductivity polarization of the interface (\( P_{\alpha i} \)) depends on the nature of charge injection from the FM. For an ohmic contact between the FM electrode and the NM semiconductor, \( r_i = 0 \), and \( r_c \ll r_N \). Thus, \( \eta_i \ll P_{\alpha i} \), which implies poor spin injection. This is the well-known conductivity mismatch problem, which hinders efficient spin injection from a FM to a NM material via an ohmic contact. The problem has been mitigated by using dilute magnetic semiconductors or half-metallic FMs as spin injectors. In the presence of a tunnel coupling. Finally, the fourth section provides a final discussion of the frontier applications of OSCs and HPs, which takes into account the strengths and weaknesses of these materials and the future perspectives in view of their intriguing vacuum- or solution-processed fabrication techniques and unprecedented spin, optical, and electrical properties, which paves the way to new-generation multifunctional spintronic devices.

2. Spintronic Fundamentals

The basic mechanism for a technology aiming at processing and storing information on the basis of (mostly) electronic spin (spintronics) can be summarized in three main steps, as depicted in Figure 1: 1) spin injection into a nonmagnetic (NM) semiconductor, 2) spin transport across the NM semiconductor, and 3) spin detection.

Spin injection can be achieved in three main ways, as described by Žutić et al. (Figure 1, left). In so-called “optical injection,” incident circularly polarized (CP) photons are absorbed and their angular momentum transferred to the electron orbital momenta of the molecules within the materials. In turn, the electron orbital momentum is transferred to electron spin momentum through spin–orbit coupling interaction, thereby eventually establishing a spin-polarization. In electrical injection, the spin injector, which is usually a ferromagnet (FM), has a magnetization (M), which is proportional to the difference between the concentrations of the majority and minority spins (n↑ − n↓) of the charge carriers. When an electric current flows from the electrode to the NM material, the current is therefore spin-polarized. The spin polarization η of the injected current (also known as spin injection efficiency) can be described by the following formula:

\[ \eta = \frac{J_1 - J_2}{J_1 + J_2} \]  

where \( J_1 \) and \( J_2 \) represent the currents carried by the majority and minority spin species, respectively. For spin injection through an interfacial barrier, the spin injection efficiency (\( \eta_i \)) can be expressed as

\[ \eta_i = \frac{r_i P_{\alpha i}}{r_c + r_i + r_N} \]

where \( P_{\alpha i} \) and \( P_{\alpha} \) are respectively the conductivity polarization (defined as \( P_{\alpha} = \frac{\sigma_{\alpha} - \frac{1}{2}}{\sigma_{\uparrow} + \sigma_{\downarrow}} \), since the two spin species have different conductivities) of the bulk FM and the interface, and \( r_i \), \( r_c \), and \( r_N \) represent the effective resistance of the bulk FM, the interface, and the bulk paramagnet. The conductivity polarization of the interface (\( P_{\alpha i} \)) depends on the nature of charge injection from the FM. For an ohmic contact between the FM electrode and the NM semiconductor, \( r_i = 0 \), and \( r_c \ll r_N \). Thus, \( \eta_i \ll P_{\alpha i} \), which implies poor spin injection. This is the well-known conductivity mismatch problem, which hinders efficient spin injection from a FM to a NM material via an ohmic contact. The problem has been mitigated by using dilute magnetic semiconductors or half-metallic FMs as spin injectors. In the presence of a tunnel coupling. Finally, the fourth section provides a final discussion of the frontier applications of OSCs and HPs, which takes into account the strengths and weaknesses of these materials and the future perspectives in view of their intriguing vacuum- or solution-processed fabrication techniques and unprecedented spin, optical, and electrical properties, which paves the way to new-generation multifunctional spintronic devices.

2. Spintronic Fundamentals

The basic mechanism for a technology aiming at processing and storing information on the basis of (mostly) electronic spin (spintronics) can be summarized in three main steps, as depicted in Figure 1: 1) spin injection into a nonmagnetic (NM) semiconductor, 2) spin transport across the NM semiconductor, and 3) spin detection.[2,15]

Spin injection can be achieved in three main ways, as described by Žutić et al. (Figure 1, left).[2] In so-called “optical injection,” incident circularly polarized (CP) photons are absorbed and their angular momentum transferred to the electron orbital momenta of the molecules within the materials.[24] In turn, the electron orbital momentum is transferred to electron spin momentum through spin–orbit coupling interaction, thereby eventually establishing a spin-polarization. In electrical injection, the spin injector, which is usually a ferromagnet (FM), has a magnetization (M), which is proportional to the difference between the concentrations of the majority and minority spins (n↑ − n↓) of the charge carriers. When an electric current flows from the electrode to the NM material, the current is therefore spin-polarized. The spin polarization η of the injected current (also known as spin injection efficiency) can be described by the following formula:[2]

\[ \eta = \frac{J_1 - J_2}{J_1 + J_2} \]  

where \( J_1 \) and \( J_2 \) represent the currents carried by the majority and minority spin species, respectively. For spin injection through an interfacial barrier, the spin injection efficiency (\( \eta_i \)) can be expressed as

\[ \eta_i = \frac{r_i P_{\alpha i}}{r_c + r_i + r_N} \]

where \( P_{\alpha i} \) and \( P_{\alpha} \) are respectively the conductivity polarization (defined as \( P_{\alpha} = \frac{\sigma_{\alpha} - \frac{1}{2}}{\sigma_{\uparrow} + \sigma_{\downarrow}} \), since the two spin species have different conductivities) of the bulk FM and the interface, and \( r_i \), \( r_c \), and \( r_N \) represent the effective resistance of the bulk FM, the interface, and the bulk paramagnet. The conductivity polarization of the interface (\( P_{\alpha i} \)) depends on the nature of charge injection from the FM. For an ohmic contact between the FM electrode and the NM semiconductor, \( r_i = 0 \), and \( r_c \ll r_N \). Thus, \( \eta_i \ll P_{\alpha i} \), which implies poor spin injection. This is the well-known conductivity mismatch problem, which hinders efficient spin injection from a FM to a NM material via an ohmic contact.[25] The problem has been mitigated by using dilute magnetic semiconductors or half-metallic FMs as spin injector.[15] In the presence of a tunnel
barrier, \( r_i \gg r_F r_N \), which results in efficient spin injection \( \eta = P_{\alpha} \) that can be determined by the Mesher–Tedrow technique, which is based on spin-dependent tunneling from a superconducting electrode to a ferromagnet.\(^{[26]}\) In spin pumping, demonstrated for the first time by Tserkovnyak et al.\(^{[27]}\), spin waves (or magnons) in FM electrodes are activated by the process of ferromagnetic electron resonance (FMR) via microwaves absorption.\(^{[28]}\) When the induced spin waves propagate to the FM/NM interface, the magnons are either absorbed or reflected at the interface. This in turn creates a pure “spin current,” i.e., not associated to charge current, in the nonmagnetic layer with spin-polarization parallel to the magnetization direction of the FM under the resonance conditions.

Following successful injection, SP carriers (or pure spin currents) diffuse across the NM material and undergo spin relaxation processes, which affect the original spin polarization of the injected spins (Figure 1, center).\(^{[29]}\) In the solid state, the three main spin relaxation mechanisms are the SO coupling, the exchange interaction, and the hyperfine interaction, as discussed in detail below.\(^{[2,15,30]}\) For this reason, materials that support optically generated spin polarization and therefore require high SO coupling, usually show poor spin transport properties due to fast spin relaxation promoted by SO interaction. Inorganic semiconductors and hybrid organic–inorganic perovskites are a good example of these materials. Conversely, materials with low SO coupling show longer spin relaxation times, which are essential for good spin transport properties, but do not allow generation of spin-polarization via optical techniques.\(^{[29]}\)

Finally, spin polarization can be detected either by electrical methods or optical techniques (Figure 1, right).\(^{[31]}\) In electrical methods, the spin detector, which again is usually a FM, provides unequal minority and majority spin concentrations \((n_{\uparrow} - n_{\downarrow})\) and preferential transmission of different spins. In the simplest case where the detector transmits only the spins that are parallel to the magnetization of the detector, the transmission probability \((T)\) of an electron through the detector is proportional to \(\cos \theta/2\), where \(\theta\) is the angle between the spin orientation of the electron arriving at the detector interface and the magnetization of the detector. This results in high \(T\) (and small device resistance), when the spin injector has parallel magnetization with respect to the detector and low \(T\) (and high resistance) if antiparallel. This behavior is at the basis of the GMR effect.\(^{[19,32]}\)

A similar result but with opposite outcome can be observed in the case of the “inverse spin valve effect” where one of the FMs preferentially transmits (injects or detects) minority spins. Finally, for the special case where the spacer is thin enough to allow spin-polarized carriers to tunnel directly through it, tunneling magnetoresistance (TMR) effect is observed, which is described well by the Jullière formula:

\[
\frac{\Delta R}{R} = \frac{2 R_{0} P_{12}}{R_{1} - R_{2}} \left(1 - P_{12}\right) \approx R_{0} P_{12},
\]

where \(\Delta R = R_{\alpha} - R_{0}\) (\(R_{0}\) = resistance when the FM electrodes have antiparallel magnetization; \(R_{\alpha}\) = when they have parallel magnetization), \(R\) the electrical resistances and \(P_{1}\) and \(P_{2}\) are the spin polarizations of the density-of-states (DOS) at the Fermi level of the two FM electrodes.\(^{[12,13]}\) Another recently developed electrical detection approach is based on the inverse spin Hall effect (ISHE).\(^{[14,15]}\) Here, the pure spin current \(J_s\) generated by spin pumping is converted to a charge current \(J_f\) into a FM electrode layer and generates an electro motive force \(E_{\text{ISHE}} \propto J_f \times \sigma\), where \(\sigma\) is the spin polarization vector.\(^{[36,37]}\) Furthermore, the spin polarization can be detected optically in materials with strong SO coupling and \(J\)-degenerate excited states. The selective occupancy of \(m_j\) sublevels by spin-polarized carriers allows the coupling of these carriers with circularly polarized photons. Hence, the helicity of the emission from these systems can be used as a probe for the presence of spin-polarized carriers. Alternatively, as summarized by Sanvito,\(^{[31]}\) spin polarization can also be detected by using alternative techniques, such as optically detected magnetic resonance (ODMR),\(^{[38]}\) and two-photon photoemission (TPPE),\(^{[39]}\) or low-energy muon spin rotation (\(\mu\)SR) spectroscopy.\(^{[40]}\)

### 3. Organic Semiconductors

OSC (Organic Semiconductors) are a class of carbon-based materials, which has already demonstrated to be a game-changer for optoelectronic applications, such as displays, and holding significant promises also for sensing, healthcare, and renewable energies thanks to their low-cost and low-temperature processing, as well as their favorable physical properties that enable semitransparent and flexible devices.\(^{[36,41-43]}\) The two most investigated categories of OSCs for device applications are: 1) small semiconducting organic molecules and 2) semiconducting polymers.\(^{[44]}\) Different from their inorganic counterparts, both these classes are characterized by a small overlap between the \(\pi\)-conjugated electronic states of adjacent molecules and a strong coupling between the electronic and structural dynamics.\(^{[45]}\) For this reason, while in inorganic semiconductors the charge carriers can be delocalized along the entire crystal and be mathematically described by Bloch wavefunctions, for most OSCs (at least those with low or moderate mobilities), charge carriers are...
often described as “polarons” and are localized, strongly coupled with molecular vibrational modes and sluggishly moving by thermally assisted hopping.\textsuperscript{[46–48]} The strong localization of electronic states in OSCs has hindered the simultaneous control over both the energy levels and Fermi level for years. Recent studies, however, demonstrated that this can be obtain by taking advantage of molecular quadrupole moments, thereby paving the way to the possibility of band structure engineering in OSCs.\textsuperscript{[49–51]}

From a spintronic perspective, the presence of light atoms, such as C, H, N, and O, gives rise to longer spin relaxation times, as a result of the weak spin-scattering mechanisms.\textsuperscript{[4,19,31]} This is a fundamental requirement to achieve excellent spin transport properties and is one of the main reasons why OSCs are considered a highly promising material also for spintronic applications.\textsuperscript{[37]}

### 3.1. Spin Transport

The factors affecting spin transport performances in OSCs can be rationalized by the Einstein’s relationship, \( \lambda = \sqrt{D_{\text{hop}} + D_{\text{ex}}} \), where \( \lambda \) is the spin diffusion length, \( D_{\text{hop}} \) is the diffusion coefficient for spin transport following hopping mode, i.e., phonon-assisted tunneling, \( D_{\text{ex}} \) is the diffusion coefficient for spin transport following exchange coupling mode, and \( \tau_s \) is the spin relaxation time.\textsuperscript{[52]} Hopping spin transport usually occurs at low charge carrier concentrations, where charge and spin transport are intrinsically linked together.\textsuperscript{[53]} In contrast, the exchange coupling regime occurs at high concentrations of charge carriers, which can be achieved via the impurity band or molecular doping.\textsuperscript{[54]} The exchange coupling mechanism provides faster spin diffusion compared to hopping transport since in this regime the spin transport is decoupled from charge transport, as further discussed below.\textsuperscript{[54]}

The validity of Einstein relationship in disordered OSCs has been investigated both experimentally\textsuperscript{[55]} and theoretically.\textsuperscript{[54]}

Specifically, by studying the diffusion-driven currents of single-carrier diodes, it has been demonstrated that the relation is violated only under nonequilibrium conditions due to deeply trapped carriers. These deep trap states are discharged by charge recombination in double-carrier devices (e.g., OLEDs and OSCs), where the relationship has been unambiguously proven in thermal (quasi)equilibrium conditions. It follows directly from Einstein’s relationship that in order to achieve good spin transport in OSCs, both good charge transport and long spin relaxation times are needed. In the following, these two fundamental aspects of OSCs are described and the open points discussed.

#### 3.1.1. Spin Relaxation Mechanisms

In OSCs, the three solid-state magnetic interactions mentioned in Section 2—namely, SO coupling, exchange interaction and HF interaction—give rise to four spin relaxation mechanisms, which are depicted in the upper part of Figure 2.

The SO coupling is the interaction between the electron spin and its orbital motion around the nucleus.\textsuperscript{[57]} For hydrogen-like atoms, SO coupling strength is proportional to \( Z^4 \) where \( Z \) is the atomic number of the atom. This is the reason why OSCs, which comprises light-weight elements (such as C, H, O, and N), have demonstrated extremely long spin relaxation times up to milliseconds experimentally and potentially even up to seconds according to theory.\textsuperscript{[16,58]} In the general case, SO coupling can be derived from the Dirac Hamiltonian\textsuperscript{[39]}

\[
\hat{H}_{\text{SO}} = \frac{e\hbar}{4m_e c^2} \left[ \nabla \times \vec{p} \right] \cdot \vec{\sigma}
\]

where \( m \) and \( -e \) are the mass and the charge of the electron, respectively, \( \vec{\sigma} \) is the Pauli spin matrix, \( \nabla \times \vec{p} \) is the electric field, and \( \vec{p} \) is the momentum operator. By comparing SO coupling strength of tris-(8-hydroxyquinoline) aluminum (Alq3) and tris(2-phenylpyridine) (Ir(ppy)3), which possess similar chemical structures, Sheng et al. showed a strong dependence of SO coupling on the atom number.\textsuperscript{[60]} These studies have been further extended by Nuccio et al. by using a series of molecules resembling Alq3 but with different metals (i.e., Ga, In, and Bi).\textsuperscript{[61]} Not only the atom number but also the molecular structure has been demonstrated to influence SO coupling. For example, Yu found that the SO coupling strength in sexithiophene (T6) and copper phthalocyanine (CuPc) is lower than that in Alq3, although the atom weight of sulfur (S) and copper (Cu) elements are higher than that of aluminum (Al).\textsuperscript{[58]} This result has been rationalized by taking into account the spatial stereo-structure of Alq3 possessing three ligands arranged orthogonally, which enhances the spin mixing and thus leads to a stronger SO coupling.

For OSCs, research efforts disclosed that the most relevant spin relaxation mechanisms related to SO coupling are the Elliot–Yafet (EY) and D’yakonov–Perel (DP) mechanisms. The EY mechanism arises from the momentum scattering of charge carriers.\textsuperscript{[59]} This scattering event causes a transition between two states with different wavevectors, which also reorients the spin that is coupled to the electronic wavefunction by SO coupling. This mechanism was originally observed in the case of band-like transport but has been extended in the case of hopping transport in disordered organic solids.\textsuperscript{[52]} The DP mechanism is dominant in systems that lack inversion symmetry.\textsuperscript{[62]} In OSCs, structural inversion symmetry typically can arise from microscopic electric fields related to charged impurities and surface states. In the rest frame of charge carriers, these electric fields transform to an effective magnetic field whose strength depends on the charge carrier’s velocity because of the Lorentz’s force. The collisions of the charge carriers randomize their velocity and therefore the experienced effective magnetic fields. As a result, the spins undergo different processing orientations and velocities, which promote the decay of spin polarization. It is worth noting that EY and DP mechanisms have opposite dependences on charge carriers mobilities; EY spin relaxation is inversely proportional to the carrier mobility, since slow charges are related to numerous scattering events; conversely DP spin relaxation is directly proportional to charge carrier mobilities, since higher mobilities lead to stronger effective magnetic fields.\textsuperscript{[34]} Recent studies have suggested that the DP mechanism is almost certainly not dominant in OSCs due to the low SO coupling and the quasi-localized nature of polarons.\textsuperscript{[15]}
The exchange interaction is the interaction between electrons in the conduction band (CB) and holes in the valence band (VB) of bipolar semiconductors, and is governed by the Hamiltonian\(^2\):

\[
\hat{H}_{ex} = C \hat{S} \cdot \hat{J}(\mathbf{r})
\]  

(4)

where \(C\) is proportional to the exchange integral between the CB and VB states, \(\hat{S}\) is the electron-spin operator, \(\hat{J}\) is the hole angular momentum operator, and \(\mathbf{r}\) is the relative position between electrons and holes. The exchange interaction is at the basis of Bir–Aronov–Pikus (BAP) mechanism, which in p-doped (n-doped) semiconductors is the main responsible for the spin relaxation of conduction electrons (valence holes).\(^6\)

For p-doped OSCs, when a hole spin flips due to, for example, SO interaction, the electron–hole coupling will flip the electron spin as well resulting in spin relaxation of the electrons. This process is not relevant for unipolar semiconductors, but can play a pivotal role in spin OLEDs.\(^6\)

The HF interaction is the magnetic interaction between the spins of the electrons and the nuclei and is described by the Hamiltonian\(^3\):

\[
\hat{H}_{HF} = \hat{S} \cdot \sum_i A_i \hat{I}_i
\]  

(5)

where \(A_i\) is the hyperfine tensor, \(\hat{I}_i\) is the nuclei spin operator, and \(i\) the number of nuclei with which the electron spin is coupled. HF interaction is the dominant spin relaxation mechanism for quasi-static charge carriers, i.e., when carriers are strongly localized in space like in OSCs. The HF mechanism is caused by the effective magnetic field generated by the nuclear spins, which interact with the electron and result in spin relaxation. In OSCs, there are several isotopes that possess spin nuclei, but the most relevant ones are the hydrogen atoms (\(^1\)H, abundance >99.98%, \(I = 1/2\)). An effective way to control the HF interaction strength has been shown, e.g., by Yu et al. who replaced H by D via deuteration in poly(dioctyloxy)phenylenevinylene (DOO-PPV).\(^5\) The substitution has decreased the effective HF field by a quarter. Another example of the important role that HF interaction plays in spin transport is described by Nguyen et al. who designed D-polymeric semiconductors where all \(^1\)H near the carbon backbone have been replaced by \(^2\)D atoms, which maintains the electronic properties while changing the nuclear magnetic moment.\(^8\) All devices based on the D-polymer showed an improved spin valve effect and longer spin diffusion lengths in agreement with the increase of the spin-relaxation time they measured.

### 3.1.2. Charge Transport

The maximum charge carrier mobility observed in OSCs has increased very significantly in the last decades starting from \(10^{-6}\) to \(10^{-5}\) \(\text{cm}^2\ \text{V}^{-1}\ \text{s}^{-1}\) of the first organic field effect transistor.
(OFET) devices to >1–10 cm² V⁻¹ s⁻¹ for the latest materials.⁴⁴ Specifically, very high mobilities have been reported for crystals since early 2000,⁶⁶ and recently even solution-processed films reported exceptional results up to >43 cm² V⁻¹ s⁻¹.⁶⁵ In the following, the three main types of organic materials relevant for spintronic applications and their main charge transport mechanisms are discussed (bottom part of Figure 2). Further reviews of charge transport in OSCs can also be found in literature.⁴⁹

**Molecular Crystals**: Molecular crystals, with perfect crystal structure, low defect densities, and no grain boundaries exhibit unique transport properties, arising from both their molecular structure and the packing of the individual molecules.⁶⁴,⁶⁸ In molecular crystals showing the highest carrier mobilities, some transport properties are reminiscent of band-like transport, namely, ideal Hall signature and inversely proportional trend of the carrier mobility as a function of the temperature.⁶⁹–⁷¹ At the same time, optical spectroscopy shows that the electronic states of the carriers in molecular crystals are not spatially fully delocalized Bloch electrons.⁷²,⁷³ To describe these observables, Fratini et al. developed an original regime of transport called transient localization (TL) mechanism.⁷⁴ This model predicts a marked tendency of the electron wavefunction to localize at short times <1 ps. This localization is due to the large thermal vibrations of the constituent molecules, which enable quantum microscopic processes. The TL model also predicts that to achieve high carrier mobilities, both the energetic disorder and the anisotropy of the band structure should be engineered.⁷⁵ Specifically, charge transport is commonly found improved in systems with isotropic distribution of transfer integrals, such as in the herringbone packing. An exception to this rule is rubrene, which shows slipped π-stack packing and remains one of the molecules with the highest reproducible mobility (>15 cm² V⁻¹ s⁻¹).

Together with excellent charge transport, the latest results by Tsurumi et al. have shown that organic single crystals can also achieve spin diffusion lengths approaching approximately μm even at room temperature due to the coexistence of ultralong spin coherence times and relatively high band-like mobility.⁷⁶ Despite these excellent spin transport properties, molecular crystals still show some drawbacks for spintronic applications.¹⁹ Specifically, the evaporation of magnetic electrodes on top of molecular crystals represents a serious problem due to the high temperatures of the process, which strongly damages the organic crystal at the interface. To overcome this issue, Sun et al. have demonstrated promising results by using buffer layer assisted deposition (BLAG) and liquid nitrogen cooling methods.⁷⁷,⁷⁸ Although many technological and scientific challenges still need to be addressed, spintronic devices based on an organic single crystal are a novel research field showing strong promise.

**Evaporated Thin Films of Small Molecules**: Since the very first observation of GMR in Alq₃,⁷⁷ a variety of evaporated thin films based on OSCs have been applied as spin-transport layer in spintronic devices. Different from molecular crystals, evaporated thin films usually show more defects and grain boundaries, which separate the packed crystalline domains and represent the main obstacle to the charge transport.⁹⁷ Evaporated polycrystalline films are therefore characterized by two different charge transport domains: a short-length, disorder-free intragrain transport, which opposes to a long-distance, disorder-limited intergrain transport characterized by larger energy barriers.⁸⁰,⁸¹ In recent years, several novel high-mobility OSCs (>5 cm² V⁻¹ s⁻¹) and feasible methods for achieving high-performance charge carrier have been discovered. In particular, morphology control appears pivotal for reducing both the number of grain boundaries and their energy barriers. The most effective methods consist in the control of the chemical structure and weight of the evaporated molecules, the use of templating techniques and the application of solvent and thermal annealing.⁸²

As for spintronic applications, it was found that spin transport is negatively affected not only by the grain boundary density but also by the film thickness. In addition, recently, Sun et al. demonstrated that the homogeneous amorphous OSC thin films may possess much better spin transport performance by excluding the negative effect of grain boundary density in thin film spin valves.⁸³ All in all, we believe that the control of grain size and mutual grain orientation by working through the numerous degrees of freedom of thermal evaporation represent the most effective way to boost spin transport in evaporated thin films.

**Solution Processed Films of Conjugated Polymers**: The discovery of rigid, fused-ring (D–A) copolymers with alternating electron-rich and electron-deficient units has thrust conjugated polymers into the limelight of scientific research thanks to their great OFET mobilities >5 cm² V⁻¹ s⁻¹.⁸⁵,⁸⁶ This groundbreaking achievement can be understood by taking into account the different length scales of charge transport in semiconducting polymers.⁸⁵

At short molecular scale (<10 nm), charge carriers in high mobility polymers delocalize and move along the conjugated polymer chains very rapidly. Eventually, however, charge carriers have to move from chain to chain due to the occurrence of chain ends or kinks that act as structural traps. By using different techniques, local transport along single chains has been estimated to be orders of magnitude larger than that measured over macroscopic distances by characterizing electronic devices.⁸⁶ For example, on-chain mobilities of ladder-type polymers have recorded values as high as 600 cm² V⁻¹ s⁻¹.⁸⁷ At mesoscale (10–100 nm), the intermolecular arrangement of polymer chains plays an important role to create transport paths, which govern charge mobility. Specifically, in semicrystalline microstructures, charges are mostly confined to the ordered regions, due to their longer conjugation length and increased intermolecular coupling. Different crystallites are usually connected by amorphous regions, which represent zones where charge transport is inherently much slower.⁸⁸ Thus, traversing amorphous regions represents a bottleneck for charge transport due to the high activation energies experiences for intercrystallite jumps. It is then important to have good connections between crystalline regions that could be rigid polymer chains, which are acting as a bridge.⁹⁹ Under these conditions, charges can effectively travel from crystal to crystal without experiencing significant impediments due to the amorphous intercrystallite regions. At larger length scales (>100 nm), charge transport is always hindered by energy barriers represented by amorphous regions between crystallites and by the mismatch between the crystallite’s preferential directions. Thus, to reach high
mobilites crystallites having similar directions of the polymer backbones are preferred, since they provide favorable transport pathways for charges.\[90\]

As for spin transport, it has recently been discovered that polaron spin lifetimes in high-mobility conjugated polymers are governed by the charge hopping mechanism at low temperatures, whereas an EY-like relaxation where spatial scattering replaces momentum scattering is responsible for spin relaxation at higher temperatures.\[54\] In this regime, charges and spins are intimately related to one another, and their dynamics depends sensitively on the local conformation of polymer backbones and the crystalline packing of the polymer chains. At high spin concentrations (around $10^{20}$ cm\(^{-3}\)), however, spin diffusion can be decoupled by charge transport due to the exchange interaction.\[54\] As a result, long spin diffusion lengths of more than 1 μm and fast spin transit times through the polymer chains of around 10 ns have been demonstrated. These preliminary results suggest that further understanding of spin transport in conjugated polymers might be required (and be extremely promising) for the development of organic spintronics.

3.2. Electrical Spin Injection and Detection

Due to low SO coupling, most of the spintronic applications of OSCs are achieved through electrical spin injection and detection. In this regard, the novel frontiers of organic spintronics aim at taking advantage of the optoelectronic properties of OSCs, which have been extensively investigated in recent years, and combine them with their spin properties to obtain brand-new device functions, completely distinguished from the original ones.\[91\] Organic spin valves, spintronic devices where OSCs are sandwiched between two ferromagnetic electrodes, which can be independently magnetized by an external magnetic field, are considered the ideal testbed for exploiting multifunctional applications.\[92\] Spin valves configuration has been vastly used to develop both parallel-type functional devices, where the magnetic response is independent from the other optoelectronic properties and caused purely by the spin valve effect, and interactive-type functional devices, where the spintronic function is intrinsically coupled with other device functions and shows an interactively operating mechanism.\[91\]

According to the current studies, parallel-type spintronic devices have preliminarily shown their potential on multimode storage and specific sensing applications. A successful example is spin memory devices that combine the electrical memory effect with the spin-valve effect for achieving electrically controllable magnetoresistance. In this regard, Hueso et al. have reported the first hybrid spin valve based on La$_0.7$Sr$_0.3$MnO$_3$ (LSMO)/tris(8-hydroxyquinolinato) aluminum (Alq$_3$)/Al$_2$O$_3$/Co structure with electrically nonvolatile memory functionalities.\[93\] Despite the nice performance as electric memory, the multifunctional storage property of this device is drastically hindered by the relatively weak spin-valve effect, due to a low magnetoresistance (2%) even at very low temperature (100 K). The low magnetic resistance could be partly ascribed to the relatively low-efficiency of spin injection in the device. In fact, although LSMO has been used for years thanks to its near 100% spin polarization at low temperatures and low oxidation, which promotes its stability over time,\[90,95\] its spin polarization properties at room temperature are very low.\[96\]

Thus, improved electrodes showing better spin polarization at RT must be developed for practical application of this type of multifunctional spintronic device. This can be achieved only through the fabrication of good quality interfaces for efficient spin injection.\[32\] In this respect, the use of low work function metals and molecular self-assembled monolayers have shown promising results thanks to the possibility of energy band engineering, morphology control, and spin injection tuning.\[97,98\] In addition, organic-based magnets, which allow overcoming the problem of conductivity mismatch, have been recently proposed for device applications. The first organic FM used to fabricate a spin valve is V[TCNE]$_x$ (x = 2, TCNE: tetracyanoethylen), which possesses a high magnetic ordering temperature, a fully spin-polarized semiconducting electronic structure, chemical tunability, and low-temperature processing.\[99\] This has paved the way to all-organic-based spin valves whose device structure is based on two V[TCNE]$_x$ layers as injectors and detectors.\[100\] Examples of all-organic dual spin valve have also been reported recently using three organic spin-selective layers and introducing single molecular magnets of manganese and cobalt phthalocyanines (MnPc and CoPc) as the injector and detector.\[101\]

As for interactive-type functional spintronic devices based on OSCs, novel applications regarding spin storage, spin light emission, spin photovoltaic have been successfully proposed and have already commanded significant attention from the academic community. In terms of controlling the magnetic signals with applied bias, for example, Prezioso et al. obtained full electrical control on magnetoresistance of Alq$_3$-based spin valve with the possibility to adjust the spin-valve effect even into multiple states by the history of applied voltage.\[102\] Further examples of electrically tunable magnetic resistance have been obtained by Jiang et al.\[103\] and Göckeritz et al.\[104\] In addition, magnetoelectric coupling effects have demonstrated the possibility to achieve electrical control on magnetic signals with the introduction of a ferroelectric material between the FM electrode and the molecular spacer.\[105\] The ferroelectric layer generates strong interfacial dipoles as well as a built-in electric field that can be modulated by an external electric field thereby affecting the spin polarization of injected carriers.

Until now, we have discussed spin valve devices characterized by charge and spin currents, which are linked together. Recently, devices based on pure spin current, where spin angular momentum flows without the simultaneous net charge, have been investigated.\[106\] These pure spin devices have the potential to drastically reduce heat dissipation while storing, transmitting, and processing information.\[18\] Pure spin currents, usually generated by spin pumping process, have shown to be an important platform to investigate the physics of spin interactions in organic molecules and their related spintronic devices.\[18\] In addition, recent studies have proved that through pure-spin-current-type devices it is possible to directly probe the SO coupling strength of molecules via the inverse spin Hall effect.\[107\] For example, a strong SO coupling has been predicted by the great inverse spin Hall effect in C$_{60}$ films which have
been rationalized considering the strong curvature of the C_{60} surface, which can induce mixing between \( \pi \) and \( \sigma \) electrons and therefore confer SO coupling to \( \pi \)-electrons (otherwise normally characterized by zero SO coupling).[109]

### 3.3. Optical Spin Injection and Detection

Although OSCs are characterized by very low SO coupling (e.g., in comparison to HPs) and therefore optical spin injection and detection is not significant, it has been experimentally demonstrated that electroluminescence (EL), photoluminescence (PL), and photocurrent can have significant responses to low magnetic fields (less than 500 mT) due to spin effects.[21] In other words, it is still possible to achieve optical spin injection and detection by taking advantage of external magnetic fields. These processes appear very promising experimental tools for a dual purpose: first, for revealing and elucidating useful excited states mechanisms occurring in organic electronic, optical, and optoelectronic devices,[108–110] and second, for leading to the development of new multifunctional organic devices with integrated electronic, optical, and magnetic properties for energy conversion, optical communication, and sensing technologies.[111]

Recent studies have indicated that most likely these magnetic field effects are mediated by intermolecular (namely, polaron pairs) and intramolecular (namely, Frenkel excitons) excited states, and their electron-spin multiplicities and spin–spin interactions.[22] Inter- and intramolecular excited states in OSCs can be either singlet (\( S = 0 \)) or triplet (\( S = 1 \)) spin–states which can interconvert between each other due to the HF coupling or SO coupling interactions.[112] Specifically, these internal magnetic interactions have two opposite effects. The first effect is an increase of the singlet and triplet mixing due to the spin flip mechanism, which is proportional to the HF coupling and SO coupling intensity, and the second is a decrease of spin mixing due to the internal Zeeman splitting, which increases the singlet-triplet energy difference. When an external applied magnetic field is comparable in strength to the internal magnetic interactions, the singlet–triplet conversion can be significantly affected. Most of these external magnetic field effects in organics are ascribable to intermolecular excited states since they are most likely to be influenced due to their lower internal magnetic interactions. In any case, these states can in turn affect intramolecular excited states.

An example of magnetic-field-dependent optical spin injection was already reported in 1970 by Frankevich and Sokolik who demonstrated that a low magnetic field is able to change the photocurrent of anthracene crystals.[113] This phenomenon can be readily observed also in other organic semiconducting materials\[114,115\] and in photconductive polymer systems\[116,117\] with a modulation amplitude of about 5%. This magnetic field effect on photocurrents has been further used to elucidate not only photoexcited processes but also photovoltaic channels in organic semiconducting materials since it is an “inside-out” experimental approach to reveal detailed singlet and triplet photovoltaic processes in organic solar cells.[118] Specifically, there are two photovoltaic channels for excited states to generate photocurrent: exciton dissociation and exciton–charge interaction.[119] For the dissociation of polaron-pair states, the singlets have a larger dissociation rate relative to triplets due to their more ionic character. Conversely, the studies of phosphorescence and delayed-fluorescence quenching indicate that triplet excitons can interact more effectively with trapped charge carriers due to their longer lifetime with the final outcome of detrapping them. As a result, the major channels for the generation of photocurrent can be described by the dissociation dominated by singlets and the charge reaction dominated by triplets. By applying an external magnetic field, it is possible to perturb the singlet and triplet photoexcited states and as a result, the photocurrent through the singlet-dominated dissociation and triplet-dominated exciton–charge reaction.

As for magnetic-field-dependent optical spin detection, two main mechanisms have been envisaged in OSCs, namely, magnetic-field-dependent photoluminescence and electroluminescence.

The magnetic field dependence of photoluminescence in OSCs has been demonstrated to be mostly affected by intermolecular excited states with no significant contribution from intramolecular ones, which clearly suggests that the e–h separation distance and its related spin-exchange interaction are critical parameters.[20] At long e–h separations and weak exchange interactions, the spin interconversion becomes magnetic field sensitive and is therefore accountable for primary magnetic field effects. However, also at short e–h separation distances and strong exchange interactions, secondary magnetic field effects involving intramolecular excitonic processes have been observed in literature, for example, TTA and triplet–charge reactions.[120]

The magnetic field dependence of the electroluminescence was reported for the first time in 1975, based on time-resolved measurements, where it was demonstrated that an external magnetic field of 900 mT could reduce the delayed electrofluorescence in anthracene crystals due to the reduction of TTA under electrical excitation.[121] In later years, a positive effect of magnetic field has also been observed in Alq_{3}-based light-emitting diodes where the EL from the radiative singlet excitons was observed to increase as a function of an external magnetic field until it saturated at around 300 mT.[115] The observation has been rationalized with a positive effect of the magnetic field on the spin intermixing of polaron pairs when its strength is comparable to the internal HF field. More in general, the magnetic field can affect both spin-dependent e–h pairing and field-dependent spin intermixing in polaron-pair states. The former effect plays an important role in the determination of negative magnetic field effects at short-distance e–h capture, while the latter is the dominant mechanism responsible for positive magnetic field effects at long-distance e–h capture.[21]

All in all, despite optical spin injection and detection in OSCs not being significant, low external magnetic fields can generate strong effects, which if further understood will lead to new potential for magnetic electronic and optical devices. Specifically, spin effects in optoelectronic devices have already demonstrated great success in the field of OLEDs and showed recent interest in the field of OSCs.[15,122,123] The critical understanding of useful and detrimental excited state processes and charge transport occurring in organic electronic and optical devices will lead to improved efficiencies thereby boosting the commercialization of, e.g., organic solar cells and the development of new multifunctional opto–spintronic devices. Finally,
in recent years further carbon-based structures (e.g., carbons, dots, graphene and carbon nanotubes) have been vastly investigated for their extremely intriguing optoelectronic properties, which may revolutionize the spintronic field as well.\textsuperscript{[124–127]}

4. Halide Perovskites

4.1. Structure

HPs are a relatively well-known material family that received increasing attention since 2012 and was spurred by its promising photovoltaic performance. Despite some challenging issues (e.g., heavy metal and halide toxicity and poor stability),\textsuperscript{[128,129]} HPs are an exciting alternative to OSCs and demonstrate excellent optoelectronic properties (e.g., long-range transport, defect tolerance, and high absorption cross-sections).\textsuperscript{[130–132]} Furthermore, the possibility of reducing HPs dimensionality affords highly emitting HP counterparts, holding great promise for light-emitting applications.\textsuperscript{[133]}

HPs possess the general perovskite AMX\textsubscript{3} chemical formula, where A is a monovalent cation, M is divalent metal ion, and X is a halide anion. A 3D network of corner-sharing [MX\textsubscript{6}]\textsuperscript{4−} octahedra lies at the heart of HPs optoelectronic properties. The A cation has primarily, albeit not uniquely, a geometrical role (Figure 3a). Few organic (e.g., methylammonium or MA, and formamadinium or FA) and inorganic (i.e., Cs) cations were found to fit the cavities of this network and afford a perovskite structure, in accordance with the Goldschmidt criterion. Such geometric criterion is partially relaxed in lower-dimensional cases, such as in Ruddlesden–Popper HPs or RPs. In this case, the bulkier organic cations (L) introduced form organic perovskites, such as in Ruddlesden–Popper HPs or RPs. In this geometric criterion is partially relaxed in lower-dimensional structures, in accordance with the Goldschmidt criterion. Such additional symmetry constrains can influence this Hamiltonian and result in additional odd-in-p terms. Interestingly, in this case, surface ligands (e.g., oleates and alkylamines) are used to stabilize these nanocrystals with sizes in the range 4–30 nm.\textsuperscript{[134]}

Among other HPs, methylammonium lead triiodide (MAPbI\textsubscript{3}) emerged as the workhorse of the HPs family. Albeit still debated, this material has a tetragonal \textit{I}4\textit{cm} structure and present a tetragonal-to-cubic \textit{Pmn\textsubscript{3}} phase transition above 327 K.\textsuperscript{[135,136]} At lower temperatures (\textit{T} < 162 K), MAPbI\textsubscript{3} phase is the orthorhombic \textit{Pnma} phase. This phase involves the distortion (e.g., elongations and tilts) of the \textit{[PbI\textsubscript{6}]\textsuperscript{4−}} corner sharing octahedra network. While its structure and temperature-dependent phase transitions were thoroughly characterized, the centrosymmetric nature (hence, the polar or nonpolar nature) of MAPbI\textsubscript{3} at room temperature is still a matter of debate. Its bromide counterpart MAPbBr\textsubscript{3}, however, adopts a cubic \textit{Pmn\textsubscript{3}} phase at room temperature and exhibit tetragonal and orthorhombic distortions at 160 and 150 K, respectively.\textsuperscript{[138]} Notably, the nontrivial dynamics of the MA cation causes significant distortion to the symmetry of the lattice, further complicating this picture. As for RPs, orthorhombic symmetry groups were reported for 2D and quasi-2D HPs. In this case, the symmetry group is dependent on the phase number \textit{n}, and centrosymmetric groups were reported for \textit{n} = 1,3 while noncentrosymmetric groups were reported for \textit{n} = 2.\textsuperscript{[137]}

4.2. Rashba and Dresselhaus Coupling

While HP optoelectronics can now be considered as a mature research field, other potential applications of HPs are being explored for applications well-beyond this realm, from photonics to spintronics (i.e., the treatment of information encoded into the “spin” magnetic moment of the charge carriers), or so-called “spin–orbittronics,” e.g., the use of SO coupling in nonmagnetic materials to generate and control the spin polarized currents. The potential of HPs in spintronic (and more precisely, spin–orbittronics given the nonmagnetic nature of HPs) has been known since early 2010s and descends from the presence of lead and its high SO coupling\textsuperscript{[138,139]} When inversion symmetry is not present either because of the intrinsic symmetry of the crystal unit cell, or because of defects (point, line, or surface), the SO coupling leads to a splitting of the electronic bands as a result of Rashba and Dresselhaus couplings, respectively. Dresselhaus coupling occurs in crystals lacking inversion symmetry, as Dresselhaus first demonstrated in 1955 for zinc-blend crystals.\textsuperscript{[140]} The cubic Dresselhaus Hamiltonian in these systems can be expressed as

$$\hat{H}_D \propto (\gamma / h) \hat{\sigma} \cdot \hat{p}.$$  (6)

where \(\gamma\) is the Dresselhaus coefficient, \(\sigma\) is the vector of the Pauli spin matrices, and the components of \(\hat{q}\) are the cyclic permutation of the cubic momentum term \(\hat{p}_x = p_x (p_y - p_z),\) where \(p_{x,y,z}\) are the component of the electron momentum vector \(p\). Additional symmetry constrains can influence this Hamiltonian and result in additional odd-in-p terms. Interestingly, in the presence of strain along a crystallographic direction, the cubic Hamiltonian reduces to a linear form\textsuperscript{[141]}

$$\hat{H}_D \propto (\beta / h)(\hat{p} \cdot \hat{\sigma} - \hat{\sigma} \cdot \hat{p}).$$  (7)

where \(\beta\) is the linear Dresselhaus coefficient, which depends on \(\gamma\). Conversely, Rashba coupling depends the local source of inversion asymmetry. For an interfacial electric field along the \(z\)-direction \(E = E_z \hat{z}\), the Rashba Hamiltonian is

$$\hat{H}_R \propto (\alpha / h)(\hat{z} \times \hat{p}) \cdot \hat{\sigma}.$$  (8)

As reported by Even and co-workers, for a \(C_{2v}\) system, the Rashba Hamiltonian is reduced to four terms,\textsuperscript{[142]} and the resulting Rashba–Dresselhaus Hamiltonian will be

$$\hat{H}_R \propto (\alpha / h) (\hat{p} \cdot \hat{\sigma} - \hat{\sigma} \cdot \hat{p}) + (\beta / h) (\hat{p} \cdot \hat{\sigma} - \hat{\sigma} \cdot \hat{p})$$  (9)

The resulting eigenvalue solution clearly shows the presence of a momentum-dependent energy splitting in the case of
nonzero Rashba or Dresselhaus coupling constants, as shown in Figure 3c. For a detailed derivation of these solutions, the reader is referred to the comprehensive work by Even and co-workers.\cite{142}

The coupling constants of Dresselhaus and Rashba Hamiltonians determine the magnitude of the spin-subband splitting. Such splitting arises from the spin degeneracy lifting in the momentum space, with band-edges shifted away from high symmetry points the Brillouin zone.

Albeit with strong uncertainties on the coupling magnitude (i.e., ranging from $10^{-2}$ to $10 \, \text{eV} \, \text{Å}$), strong spin effects have been predicted computationally in 2013 for hybrid HPs. Many groups reported Rashba values on the order of $\alpha \approx 3 \, \text{eV} \, \text{Å}$ for MAPbI$_3$ in its tetragonal $P4mm$ phase.\cite{139,142,145} Analogous values were reported by Neaton and co-workers for MAPbBr$_3$ and FAPbBr$_3$.\cite{146}

In 2016, Brabec’s group experimentally measured the sub-band splitting in MAPbBr$_3$ crystals, by angle resolved photoemission spectroscopy. And reported similar coupling constants $\alpha = 7 \pm 1$ and $11 \pm 4 \, \text{eV} \, \text{Å}$ for orthogonal and cubic phases, respectively. Given the above mentioned centrosymmetric nature of the MAPbBr$_3$ phases and the surface sensitiveness of the employed photoemission spectroscopy, the observed band splitting in the momentum space was ascribed to Rashba SO coupling.\cite{147} As suggested by Rakita et al. in 2017, CH$_3$NH$_3$PbI$_3$ in its tetragonal form lacks of an inversion symmetry and therefore also Dresselhaus SO coupling is expected to contribute.\cite{135}

Even though the assignment is still controversial, the presence of a dual emission peak from hybrid HP (i.e., MAPbBr$_3$, FAPbBr$_3$, CsPbBr$_3$). In these works, the formation of split spin valleys was studied through the analysis of the PL helicity at cryogenic temperatures. Remarkably, temperature-dependent studies by Wu et al. suggest that while at lower temperatures the static Rashba effect is dominant, at higher temperatures the dynamic contribution becomes significant (Figure 3d).\cite{144} In quasi-2D HPs, first-principles calculation suggested that the Rashba effect is dependent on the layer thickness: strong Rashba splitting is estimated in noncentrosymmetric phase numbers ($n = 2$) compared to centrosymmetric ones, such as $n = 1,3$.\cite{139}

More recently, a significant Rashba coupling $\alpha = 1.6 \, \text{eV} \, \text{Å}$ has been also reported for the Dion–Jacobson layered perovskites, a quasi-2D variant that comprises large organic dications.\cite{152}

Remarkably, the same value was estimated for 2D perovskite by Vardeny and co-workers using electroabsorption and photoinduced absorption spectroscopy.\cite{153} Besides uncertainties on its value, the presence of Rashba coupling in HPs provides an exceptional way of manipulating spin states with zero magnetic field. Different spin control methods through the Rashba SO coupling will be explored in the next sections.

### 4.2.1. Electronic Band Structure

Pioneering work by Even et al. revealed through density functional theory (DFT) that the strong SO coupling is associated
with reverse ordering of the band-edge electronic states and causes a CB splitting rather than a VB one[134,155]. For instance in MAPbI\(_3\), CB arises from a network of Pb 6p orbitals, while the VB arises from antibonding orbitals with contributions from I 5p and Pb 6s, retaining an s symmetry. Thus, the resulting 1 eV SO splitoff affects the CB rather than the VB, conversely to what often happens for conventional group IV, II–VI, and III–V semiconductors. As further predicted by Even et al., SO interaction in lead-based HP dominates the bandgap and is reduced by two thirds when Pb(II) is substituted by Sn(II) cations, but is reinforced by heavier halogen anions[154]. The symmetry analysis of MAPbI\(_3\) electronic band-edge states shows that CB is split into a lower-lying twofold degenerate \(E_{\Gamma 2u}\) and a higher-lying fourfold degenerate \(E_{\Gamma 3u}\) state.[155,156] On contrary, the energetics of the twofold degenerate VB is unaffected by SO interaction. This was further confirmed by Kim et al. in 2014, where a \(J = 1/2\) for the CB and \(S = 1/2\) for the VB was predicted using tight-binding (Figure 3e) and DFT calculations.[139]

4.3. Optical Spin Injection and Detection

4.3.1. Injection and Dynamics

As originally reported by Giovanni et al. in 2015, the Rashba and Dresselhaus splitting of the above described bands in the momentum space (Figure 3f) paves the way to optical control of spins through light helicity. According to the optical selection rules for the interaction between CP photons and this electronic band structure, CP photons selectively excite \(J\)-polarized carriers (Figure 4a). Authors estimated (through the consideration of Clebsch–Gordan coefficients) that such excitation generates \(-33\%\) of spin polarized electrons.[157] Hence, absorption of CP light (\(\sigma^+ / \sigma^-\)) carrying \(\pm \hbar\) momentum generates up to one third of spin-polarized electrons, counterpolarized with respect to the angular momentum transferred. Implementing a CP transient absorption setup, Giovanni et al. measured the ultrafast spin polarized electrons (about 7 ps) and holes (about 1 ps) lifetimes at 77 K (Figure 4b), assigning it to EY mediated \(J\)-flip due to the observed, albeit weak, temperature dependence. Furthermore, the reported intense pump-induced Faraday rotation (FR), around \(10^5 \pm 2^\circ \text{m}^{-1}\) confirmed that it is possible to induce a giant magnetization through optical pumping of the samples.[157]

Valy Vardeny and co-workers further confirmed these observations by performing time-resolved FR on Cl-doped MAPbI\(_3\) at cryogenic temperatures.[162] By applying a transverse magnetic field and observing quantum beatings from optical spin precession, authors were able to extract extracted \(g\)-values for electrons (2.63) and holes (\(-0.33\)). Here, liquid helium (\(T = 4\) K) temperatures call into play the role of excitonic interactions in influencing the spin dynamics, which at room temperature is usually ascribed to free carriers. Belykh et al. investigated and demonstrated the role played by excitons in analogous spin coherences observed for CsPbBr\(_3\).[163] An exciton \(g\)-factor \(g_X = 2.35\) was extracted from the exciton Zeeman splitting observed in low temperature reflectivity measurements at \(B = 10\) T. On the other hand, \(g\)-factors estimated from time-resolved FR (1.95 and 0.75 for electrons and holes, respectively) in the same samples suggested that observed spin coherences are related to resident carriers (e.g., trapped carriers) rather than carriers involved in excitons. This finding is completed by Odenthal et al.[162] where the absence of exciton exchange splitting was previously reported.

Excitonic interactions are crucial not only when considering the temperature but also the emergence of lower-dimensional and quantum confined HPs. Recently, Becker et al. explored effective mass model and group theory to describe the excitonic structure of HP NCs,[164] building on the basis set developed by Even et al. for bulk HPs.[138] Considering also the effect of crystal symmetry, calculations predicted bright emitting triplets (\(J = 1\) as lower-lying states for CsPbX\(_3\) NC (Figure 4c). Other reports evidenced a fine structure composed of two degenerate \(|m_J = \pm 1|\) states, coupled to CP light and a \(|Z|\) state, coupled to linearly polarized light. Although the energetics of the dark-bright exciton splitting is still debated,[158] the presence of linearly and circularly polarized bright exciton levels has been proved experimentally by using single nanocrystal and magneto-PL spectroscopy.[159,166] Leveraging this excitonic structure, many studies reported the successful injection of spin-polarized excitons and carriers into perovskite NCs for a wide variety of sizes and compositions.[159,167–169] Analogously to bulk HPs, spin lifetimes in NCs were reported to be in the ps-regime (see Figure 4d).

RP perovskites were also investigated as a viable platform to achieve the optical spin injection of perovskite. Recently, Do et al. verified the presence of an analogous excitonic substructure in 2D perovskites by low-T magneto-PL. Here, the two excitons contributing to the emission at \(T = 5.9\) K exhibited linearly polarized light-emission, ascribed to the inherently strong e–h exchange. Applying a magnetic field (\(B\) up to 30 T) perpendicular to the perovskite basal plane, authors observed CP emission from the exciton sub-bands, saturating at about 90% for fields above 20 T.[170] Sum and co-workers harnessed this exciton substructure[171,172] (Figure 4e), by using its \(J\)-degeneracy (\(|m_j = \pm 1|\) states) to achieve efficient optical injection of spin polarized excitons.[160] Similar to what reported for bulk HPs, circularly polarized excitation was able to generate spin-polarized exciton populations with a fast lifetime (about 240 fs). This observation was further confirmed by Beard and co-workers and extended to quasi-2D perovskites with increasing thickness.[173] Moreover, the peculiar energetic landscape of quasi-2D perovskite was exploited by Sum and co-workers to realize directional transport of the spin. Leveraging a graded structure, authors observed a transfer of spin-polarized excitons from thinner to thicker quantum well with a persistent spin polarization of about 0.5 (see Figure 4f).[161]

Across all the dimensionalities studied, the spin lifetimes were demonstrated to be not only dependent on the temperature but also on the excitonic character, on the symmetry size of the NCs/thickness of the quantum well, as well as on phonon coupling and the composition.

Zhou et al. specifically investigated effect of composition on photogenerated spin lifetime in bulk HPs using the circularly polarized pump–probe spectroscopy. At room temperature a pronounced mass effect was observed for the perovskite anion and cations: spin lifetimes were observed to increase with decreasing anions and cations masses.[174] Specifically,
the net spin lifetime was observed to decrease continuously in the MAPbBr$_{1-x}$I$_x$ from about 4 to 1 ps, with increasing iodine content. Analogous faster spin relaxation lifetimes for iodide HPs than bromide HPs were obtained by Wu and co-workers on perovskite NCs. [168] Furthermore, Wu and co-workers also deconvolved the quantum confinement effects by reporting a size-dependent characterization of the spin lifetimes. Notably, authors reported a “universal” size-dependent time constant of the $k_{QE}$, i.e., the component of the spin relaxation ascribed to quantum confinement. The size-dependent spin relaxation component could be described with an empirical power law $k_{QE} \propto L^{-1.19}$, where $L$ is the size of the NC. Here, from the power law dependence of the spin lifetime decrease with decreasing size, authors deduced to a dominant surface-related contributions (expected $\propto L^{-1}$) rather than electron–hole exchange. Differently from NCs, the thickness-dependent spin lifetime in quasi-2D perovskites was ascribed to intrinsic effects such as exciton–phonon coupling and broken symmetry effects. Thickness-dependent studies by Beard and co-workers [173] reveal that spin lifetimes thinner quasi-2D perovskites are limited to $<1$ ps by the strong phonon scattering. Thicker perovskite quantum wells displayed longer spin relaxation lifetimes, reaching up to 7 ps. Interestingly, symmetry breaking and the consequent enhanced Rashba effect (discussed extensively in the next section) for quasi-2D HP with respect to bulk HPs were suggested as a crucial factor increasing the spin lifetime and counterbalancing the increased phonon scattering for lower-dimensional structures. Recently, Hall and co-workers further confirmed the role of symmetry breaking in determining the spin lifetime of quasi-2D perovskites [175].

A variety of excitation energy, carrier density, and temperature-dependent studies tried to determine the main spin relaxation mechanism in HPs. The nature of this process is still debated in the community: while some works assign it unambiguously to EY mechanisms [157] other call into play DP mechanisms [175,176]. Notably, the paper by Belykh et al. also demonstrated the important role of carrier hyperfine interaction with nuclei in governing the spin decoherence at low temperatures and weak B-fields [163]. Given the presence of multiple intrinsic and extrinsic factors, we expect that further work will be needed to elucidate the real nature of spin relaxation processes. Crucially, Wu and co-workers reported an opposite effect of quantum confinement on CsPbI$_3$ and CsPbBr$_3$; namely, spin lifetimes were reported to be prolonged and shortened, respectively, with respect to their bulk counterparts [168]. Authors ascribed this to the negligible role of phonon scattering effects on spin lifetimes (i.e., the EY mechanism) in bromide perovskites. We envision that a better understanding of
compositional and dimensional effect will be crucial to achieve a full and clear picture of the optically injected spin relaxation processes in HPs. Future research could rely on the vast amount of knowledge inherited by the studies on III–V semiconductors. It is worth to note that also for III–V the presence of multiple contributing mechanisms has been widely reported.

Comparison with GaAs and other III–V semiconductors are extremely useful for HP spintronics, since these materials provide similar opportunities in terms of optical spin injection. While the spin multiplicity of their band-edge states is different, CP light pulses can create a spin population due to similar selection rules. Notably, Maialle et al. pioneered the theory of exciton spin relaxation in GaAs quantum wells. Formally akin to the BAP mechanism, they reported that two components are involved: exchange mediated spin flips and exciton scattering causing “motional narrowing.” While still further work is needed to clarify the underpinning spin-relaxation mechanisms in HP, we believe that future research could widely benefit by recovering previous research on III–V semiconductor spintronics.

4.3.2. Detection

In recent years, HPs (and especially their low-dimensional counterparts) have demonstrated exceptional emission properties. The mirror symmetry between light absorption and emission processes implies that the coupling between spin-polarized carriers and light helicity can be used not only for optical spin injection but also, in principle, for optical spin detection. Following methods already developed in valleytronics (i.e., a field where information is encoded in the electron’s valley degree of freedom, by exploiting local minima or “valleys” in the electronic band structure), the intensity of left and right circularly polarized PL and their ratio can be used as a probe for investigating the population of Rashba-induced spin-split bands with opposite optical helicity.

The degree of PL circular polarization or polarization ratio is defined as

$$ P_R = \frac{I(\sigma_-) - I(\sigma_+)}{I(\sigma_-) + I(\sigma_+)} $$

where $I(\sigma_-)$ and $I(\sigma_+)$ represent left and right circularly polarized PL intensity under the same circularly polarized excitation. In 2018, Wang et al. reported significant $P_R$ values (i.e., the persistence of CP light emission upon CP excitation) for both MAPbBr$_3$ and MAPbI$_3$ thin films at 77 K. Here, $P_R$ was found to be dependent on both temperature and excitation energy excess, compatibly with the EY mechanism and the presence of hot carrier scattering and trapping. While MAPbBr$_3$ reported higher $P_R$ values (about 1.6% under nearly resonant 532 nm excitation), MAPbI$_3$ reported much lower ones (about 0.1% under the same 532 nm). Although some discrepancy could be due to the difference in excess energies, also the different crystallographic phase should be considered. Notably, authors validated the presence of spin-polarized carriers through Hanle effect measurements. Analyzing the depolarization obtained by application of a transverse magnetic field, authors were able to extract a spin relaxation time of about 240 ps for MAPbBr$_3$.

Recently, Vardeny and co-workers reported similar results, $P_R$ values reaching 3.1% were observed at 10 K in MAPbBr$_3$ thin films (Figure 3a). Here, the depolarization was found to be almost complete above 50 mT magnetic fields, thereby allowing to estimate a long spin lifetime (about 500 ps). Wang et al. presented an intuitive relation to connect $P_R$ to the ratio between the PL lifetime $\tau$ and the spin lifetime $\tau_s$:

$$ P_R \propto (1 + \tau \tau_s)^{-1} $$

Following this equation, we envision that to achieve higher $P_R$, material development should focus on reducing radiative lifetimes (e.g., through quantum confinement, trions) without compromising on the spin lifetime. In this framework, the exceptional $P_R$ values up to 24% at room temperature reported by Loh and co-workers for low-dimensional Dion–Jacobson perovskites could be at least partially explained by the increased radiative recombination rate (due to quantum confinement) and enhanced Rashba SO coupling.

4.4. Electric Injection, Detection, and Devices

Despite its enormous potential for spin–optoelectronic devices, the injection, manipulation, and detection of spins by means of an external electric field is yet to be fully explored. Rashba effect dependence on the symmetry breaking provides an exceptional opportunity to manipulate the SO coupling in perovskites with an external field. Here, the field acts as a perturbation that lowers the symmetry of the system, and in turn affects the Rashba coefficient. In the field of III–V epitaxial semiconductor heterostructures, attempts to control the spin splitting by means of a gate voltage were reported more than 20 years ago. Kepenekian et al. proposed and computationally estimated the electric field induced spin splitting in MAPbI$_3$ and MAPbBr$_3$. Starting from the low temperature centrosymmetric $Pnma$ phase, authors demonstrate the emergence of a significant Rashba coefficient in the valence band, up to $\alpha \approx 0.4$ eVÅ. Leppert et al. reported analogous calculations on electric field-dependent Rashba coefficient for MAPbI$_3$, starting from the tetragonal $I4/mcm$ phase. In this case, a stronger field-effect was reported for the conduction band rather than the valence band, and authors estimate a $\alpha \approx 1$ eVÅ for an experimentally achievable bias of $4$ V on a $200$ nm perovskite slab.

These studies demonstrate how perovskites are extremely promising materials for spin-field effect transistor (spin-FET) devices, as originally proposed by Datta and Das in 1990. Kepenekian et al. provide a qualitative estimate that suggest the feasibility of this scheme in perovskites (Figure 5b).

Notably, the experimental realization of spin–optoelectronic devices depends on the details of spin injection and transport. In this sense, the recent report by Yang et al. reported the successful room-temperature pure spin injection in MAPbCl$_{1-x}$I$_x$ by coupling spin pumping with ISHE detection in the FM electrode. The pure spin transport was measured in perovskite by fabricating trilayers with Ni$_{0.5}$Fe$_{2.5}$ and Pt electrodes (Figure 5c) and reported outstanding figures for spin transport: up to 61 nm diffusion lengths and estimated electron
and hole spin relaxation times of 1.5 and 1.1 ns, respectively. In view of the strong SO coupling, such long-range spin transport was unexpected. Authors speculated that suppression of spin relaxation and electrical spin/injection could be attributable to Rashba spin splitting at grain boundaries.

While spin injection by spin pumping is known to circumvent this issue,[183] electrical spin injection from ferromagnets into diffusive semiconductors is hindered by the impedance mismatch of the two materials.[184] Notably, Vardeny and co-workers successfully demonstrated electrical spin injection from an FM electrode (LSMO) to MAPbBr₃ perovskite by realizing spin valves (Figure 5d). Authors reported a maximum GMR value of 25% and estimated spin lifetimes up to 1 µs at 10 K.

The circular photogalvanic effect (CPGE) is another crucial observation that not only allows verifying the presence of the Rashba SO coupling but also allows confirming the photogeneration of spin-related currents. This phenomenon combines two important spintronic properties of perovskites: i) the optical spin injection by means of circularly polarized light (see above discussion); and ii) the electrical detection of spin populations through ISHE in the perovskite material. Namely, CPGE measures helicity-dependent photocurrent by recording the photocurrent in metal/perovskite/metal sandwich structures illuminated with circularly polarized light. As demonstrated by Vardeny and co-workers, the selective population of the two Rashba splitted branches creates two subsets of carriers moving with opposite group velocity, when away from the band edge, and thus produces two opposite currents (Figure 5e).[186] Hence, as further demonstrated by THz emission spectroscopy, the CPGE determines the creation of ultrafast hot-carriers photocurrents.[131,187] CPGE was predicted and experimentally demonstrated for bulk MAPbI₃ perovskite and for 2D phenethyl ammonium lead iodide (PEPI).[186,188–190] Interestingly, the relatively large exciton binding energies in PEPI (490 meV) raise questions about the contribution of excitons to spin-dependent photocurrents. While Vardeny and co-workers suggested that this could be caused by spin-galvanic effect, we expect that future work will be needed to further clarify the possible spintronic role of excitons in 2D perovskites.[186,191]

While implementation of spin effects in perovskite devices initially concerned indirect effects of spin states, e.g., effect of light polarization on photovoltaic efficiencies and Rashba splitting effects on carrier relaxation and recombination,[148,192,193] the advancements summarized above pave the way for the realization of perovskite spintronic devices.

---

Figure 5. a) Optical spin injection and detection using CP excitation and measuring the polarization of PL emission spectra in MAPbBr₃ at 10 K. The resulting polarization ratio is 3.1%. Inset: A schematic of the process, where two J-polarized exciton states are excited selectively by CP light and coupled by spin relaxation. Reproduced with permission.[185] Copyright 2019, Springer Nature. b) Schematic of a perovskite-based spin-FET, following the scheme proposed by Das and Datta. Reproduced with permission.[142] Copyright 2015, American Chemical Society. c) Schematic of spin transport measurement in MAPbI₃ setup, which couples injection by spin pumping and ISHE detection. Reproduced with permission.[182] Copyright 2020, American Chemical Society. d) GMR response of a MAPbBr₃-based spin-valve measured at 10 K and applied bias voltage, \( V = 0.1 \text{ V} \) as a function of the magnetic field. Red and black lines represent the sweeping direction of the field, and the maximum GMR observed is 25%. Reproduced with permission.[185] Copyright 2019, Springer Nature. e) Schematic of the circularly photogalvanic effect in perovskites. The absorption of CP light populates selectively the two Rashba splitted branches and generates two counterpropagating currents. Reproduced with permission.[186] Copyright 2020, Springer Nature. f) Working principle of the spin-LED. Spin-polarized holes injected by the FM anode form spin-polarized excitons, T₂ that emit circularly polarized electroluminescence, and allow the optical spin detection. Reproduced with permission.[185] Copyright 2019, Springer Nature.
In 2015, Even and co-workers hypothesized and demonstrated the feasibility of a perovskite spin-FET. In this architecture, the precession of the carrier spins caused by the Rashba coupling is modulated by the gate voltage. Authors hypothesize that the absence of Rashba coupling in the absence of external electric field (due to the centrosymmetric phases considered) would make the device architecture less delicate. However, to the best of our knowledge, this architecture has not been experimentally reported yet.

Conversely, Vardeny’s group demonstrated the possibility of using MAPbBr$_3$ to realize spin-light emitting diodes (spin-LEDs). These devices remarkably combine what we described above as electrical spin injection and optical spin detection. Namely, the authors replaced conventional indium-doped tin oxide electrode with an FM electrode and observed the degree of circular polarization of the electroluminescence (Figure 5f). Albeit small, these effects demonstrate the feasibility of cheap and solution processed spin–optoelectronic devices.

5. Discussion and Outlook

Spintronics based on organic and HP semiconductors is a promising research field still in its infancy, which holds great potential for many technological applications, e.g., multifunctional devices combining optical, magnetic, and electronic properties. The possibility to combine spintronic properties comparable to those of inorganic semiconductors with low-cost, lightweight, mechanically flexible, and chemically engineerable fabrication paves the way to large-scale spin–optoelectronic devices fabricated by roll-to-roll techniques. Although exciting developments have been reported in the past decade, many challenges are yet to be solved, both on the scientific and on the technological side. For instance, improvement of the ferromagnet/semiconducting interface are urgently needed. The fragile nature of both organic and perovskite materials hinders the use of conventional microfabrication techniques and requires the development of nondestructive contacting strategies for efficient spin injection. Adoption of low work function metals and leveraging of self-assembled molecular monolayers (SAMs) are promising strategies to improve the spin-injection efficiency via energy band alignment, modification of morphology, and tuning of spin polarization at the interface between a ferromagnetic electrode and an OSC. While alternative spin injection strategies circumventing this issue (e.g., ballistic spin-carrier-injection and spin-pumping methods, described above) have also been experimentally demonstrated, we expect that future research efforts will also focus on improving electrical spin injection.

In this sense, the study of interfacial properties is a highly promising idea to boost the use of organic materials in spintronic applications. This is the realm of “spinterface engineering,” where spin electronics learns from organic electronics and organic chemistry on how best to get the spins moving into interfacial structures. These studies would promote prospects for spin optics, quantum computing, and nonvolatile memory. However, the full potential of this intriguing field will become apparent only after being able to control the experimental conditions sufficiently to fabricate reproducible devices. A concerted effort is therefore needed to understand how deposition processes and conditions, postdeposition annealing treatments, film morphology, surface roughness, and impurities influence the performance of organic-based magnetic devices. Some encouraging pointers are beginning to emerge from theory, but we are still far from real technological applications.

Despite the exceptional progress summarized above, there is large space for further development on both the material and the device side.

From a material perspective, defects and impurities still remain a crucial limiting factor that hinders the spin transport in solution processed materials. While HP can leverage their defect tolerance, which allow reaching approximately µm carrier diffusion lengths in routinely synthesized thin films, the strong SO coupling remains an inherent limitation. In this regard, OSCs possess weak SO coupling that potentially enables ultralong range spin transport properties (more than tens of µm). The record spin diffusion lengths reported for OSCs nowadays (>1µm) are now comparable with, if not longer than, those of inorganic semiconductors such as GaAs and Si. However, these values were obtained for specially designed test structures, which are different from the technologically relevant spintronic devices and systems, and as such further studies are needed with architectures relevant for commercial applications. On top of this, the presence of pinholes and impurities in OSCs hinders the development of reproducible and stable organic spintronic devices. A first promising approach to improve stability of organic spin valve devices has been proposed by Dediu et al. In their work, an inorganic insulator (Al$_2$O$_3$) has been inserted between the top Co electrode and the organic layer in order to slow down the interdiffusion and improve the stability of the device. However, the suppressed interdiffusion was achieved at the expense of losing some spin polarization injection capability from the Co electrode. Such a trade-off between stability and degree of spin polarization epitomizes the challenges that will need to be addressed in this field.

From a device perspective, perhaps the most fundamental question that still needs answering in organic spintronics is the absence of Hanle effect reports. Measurements of Hanle precession of spins in a magnetic field that is noncollinear with the spin quantization axis could provide unambiguous proof of spin injection in nonmagnetic materials, as demonstrated for inorganic semiconductors. Riminucci et al. uncovered this issue with a work on LSMO/Alq$_3$/AlO$_x$/Co spin valves with 200 nm Alq$_3$ layers. In this work, no Hanle effect was observed, which could be rationalized only by suggesting an exceptionally high carrier mobility ($30$ cm$^2$ V$^{-1}$ s$^{-1}$) resulting in a small precession angle during transit. An analogous result was observed by Grünewald et al. who investigated organic spin valves with Alq$_3$ (40–100 nm) and PTCDI-C4F7 (100–600 nm) spacers, and LSMO (bottom) and CoFe (top) electrodes. Again, no Hanle effect could be observed, which was attributed to (multistep) tunneling via pinholes in the organic layers in combination with tunneling anisotropic magnetoresistance originating from charge injection at the LSMO/organic interface. Although the presence of the Hanle effect in OSCs would be an unambiguous proof for spin injection, failure to observe it does not rule out the possibility that spin injection takes place. Rather, these discrepancies call for a deeper understanding of spin injection and transport.
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in organic devices. For instance, higher magnetic fields could prove useful, as postulated by Yu,[200] to counteract a postulated exchange-induced spin-transport mechanism between localized charges. On the other hand, the Hanle effect has been reported in halide perovskites both at low temperatures and room temperature, for optical spin injection.[161–163,185] The relatively fragile nature of perovskites limits the use of photo and e-beam lithography, thus posing challenges for the measurement of the “conventional” electrical Hanle effect.[201] However, recent reports of magnetoelctroluminescence[202] and of the oblique Hanle effect by spin pumping techniques[201] pave the way for future characterization of spin injection and transport in halide perovskites.

In addition to this, the new effect named chiral-induced spin selectivity (CISS) could enable a new paradigm in the field of spin/optoelectronics.[203] This approach not only can potentially enhance the spin diffusion lengths but also allows the manipulation and control of spintronic interfaces without the need for a permanent ferromagnetic layer. Hence, CISS could afford simple nanometric and power-efficient spintronic devices where local spin currents are produced by spin-selective electron transport through chiral molecules. In addition, through the CISS effect it is possible to optically generate local spin-based magnetization even at room temperature in micrometer-sized devices.

It is worth to note that the CISS effect is not limited to OSCs. In fact, HPs in their RPs form could offer unprecedented opportunities to engineer spin transport through the CISS effect. In these low-dimensional semiconductors (Figure 3b), chiral large cations can be implemented in between the perovskite layers. The resulting chiral-optroperovskites are among the most interesting and promising advances in perovskite spintronics. A handful of papers have already demonstrated their potential: enhanced spin transport and spin-exciton formation without an external magnetic field.[204–207]

Last, this perspective describes the potentials and the issues of two different family of semiconductors: organics and halide perovskites. From the properties outlined above emerges their complementary nature. Hence, we expect that spin-engineered strategies for coupling OSCs and HPs could unlock their potential and exploit the best of both worlds. In this context, some experiments have already shown promising results arising from the coupling of HP nanoparticles and organic materials,[208] and the doping of HPs with heteroelements of spintronic interest (e.g., Mn and Fe) could open to an excited yet unexplored horizon.[209]

While studies for coupling OSCs and HPs (potentially doped) is already underway, a focusing on the spin dynamics could give a further spin to this exciting field.
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