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Abstract

We consider a constrained optimization problem arising from the study of the Helmholtz equation in unbounded domains. The optimization problem provides an approximation of the solution in a bounded computational domain. In this paper we prove some estimates on the rate of convergence to the exact solution.

1 Introduction

In this paper, we consider a constrained optimization problem which arises from the computational study of wave propagation in unbounded domains. We are interested in a classical scattering problem, which can be stated as follows. Let \( D \subset \mathbb{R}^d, \ d \geq 2, \) be a bounded domain and let \( u \) be the solution of

\[
\begin{cases}
\Delta u + k^2 u = 0, & \text{in } \mathbb{R}^d \setminus D, \\
u = f, & \text{on } \partial D, \\
\lim_{r \to +\infty} r^{\frac{d-1}{2}} \left( \frac{\partial u}{\partial r} - iku \right) = 0.
\end{cases}
\]

(1)

It is well-known that the solution of problem (1) can be written explicitly in terms of layer potentials (see [1] for instance). A challenging problem in real applications is how to approximate the solution of (1) in a bounded computational domain \( \Omega \), with \( D \subset \Omega \). Usually, the goal is to prescribe transparent boundary conditions on \( \partial \Omega \) in such a way that the corresponding solution approximates the exact solution on a good fashion.

Many methods have been studied and the research on this topic is still very active (see for instance [4, 5, 8, 12, 13, 14, 15, 16, 17, 19, 21] and references therein).

In a recent paper [8], the authors studied a new approach to the problem of transparent boundary conditions which is based on the minimization of an integral functional arising from the radiation condition at infinity. The approach
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in [8] works under quite general assumptions on the index of refraction. Indeed, it applies to the study of the Helmholtz equation
\[ \Delta u + k^2 n(x)^2 u = 0 \quad \text{in} \ \mathbb{R}^d \setminus D, \]
where the index of refraction \( n \) may have some angular dependency at infinity, i.e. \( n(x) \to n_\infty(x/|x|) \) as \( |x| \to +\infty \), as well as some (unbounded) perturbations. The novelty of the method is that it is not based on the knowledge of the exact solution in some exterior domain, but it relies on a different formulation of the radiation condition at infinity (see [20]); indeed, under suitable assumptions on \( n \), we have that there exists a unique solution of (2) which satisfies the radiation condition
\[ \int_{\mathbb{R}^d \setminus D} \left| \nabla u - iknu \frac{x}{|x|} \right|^2 \frac{dx}{1 + |x|} < \infty. \]
When the computational domain \( \Omega \) is considered, we can approximate the solution of (2)-(3) by the minimizer \( u_\Omega \) of the following constrained optimization problem
\[ \min_{J_\Omega(v)} = \int_{D \setminus D} \left| \nabla u - iknu \frac{x}{|x|} \right|^2 \frac{dx}{1 + |x|}, \]
where \( \Delta v + k^2 n(x)^2 v = 0 \) in \( \mathbb{R}^d \setminus D \), \( v = f \) on \( \partial D \).

In [8] it was proven that, if \( \Omega = B_R \) (a ball of radius \( R \) centered at the origin and containing the scatterer), then the minimizer \( u_{B_R} \) of (4) converges in \( H^1_{loc} \) norm to the solution of (2)-[3] as \( R \to +\infty \).

As already mentioned this approach works under very general assumptions on \( n \), even where most of the methods available in literature fails (at least applied in a standard way). Other advantages of this method are: (i) it works for very general choices of \( n \) and \( \Omega \) [8]; (ii) it is of easy implementation since it consists in minimizing a quadratic functional subject to a linear constraint; (iii) it is suitable to be generalized to the waveguide’s case by using the results in [6]–[10], [18].

In the present paper, we shall study the rate of convergence of this approach in the simplest case possible: \( n \equiv 1, \ d = 2, \ D = B_{R_0}, \ \Omega = B_R \), with \( R_0 < R \). It results that the rate of the \( H^1_{loc} \) norm convergence to the exact solution is \( R^{-1} \) as \( R \to +\infty \). Compared to the existing methods in literature, for \( n \equiv 1 \) this approach gives a slower rate of convergence. However, we believe that the understanding of this simple case gives a hint on the rate of convergence for much more general indexes of refraction, for which the method is more suitable. We mention that the every result of this paper can be easily generalized to the three-dimensional case and for other choices of the boundary condition on \( \partial D \).

The paper is organized as follows. In Section 2 we state the problem, recall the main results in [8] and prove some preliminary result. In Section 3 we find an explicit representation of the solution by means of Fourier series. As a consequence, we obtain the convergence estimates.

## 2 Preliminaries

In this section we introduce some notation and recall some results from [8] which will be useful in the rest of the paper. Some preliminary results will also be proven.
Let $R_0 > 0$ be fixed and let $\psi$ be the solution of
\[
\begin{aligned}
\begin{cases}
\Delta \psi + k^2 \psi = 0 & \text{in } \mathbb{R}^2 \setminus \bar{B}_{R_0}, \\
u = f & \text{on } \partial B_{R_0}, \\
\lim_{r \to +\infty} r^\frac{1}{2} \left( \frac{\partial \psi}{\partial r} - ik\psi \right) = 0,
\end{cases}
\end{aligned}
\]
where $r := |x|$, $f \in L^2(\partial B_{R_0})$. We consider the polar coordinates $x = r(\cos \omega, \sin \omega)$, where $r = |x|$ and $\omega \in [0, 2\pi)$, so that
\[
\Delta u = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 u}{\partial \omega^2},
\]
and
\[
\nabla u = \frac{\partial u}{\partial r} e_r + \frac{1}{r} \frac{\partial u}{\partial \omega} e_\omega,
\]
where $e_r = x/|x|$ and $e_\omega = (-x_2, x_1)/|x|$.

By separating the variables, a solution $u$ of $\Delta u + k^2 u = 0$ can be written as
\[
u(r, \omega) = \sum_{n \in \mathbb{Z}} [a_n J_n(kr) + b_n Y_n(kr)] e^{in\omega};
\]
here $J_n(r)$ and $Y_n(r)$ are, respectively, the Bessel and Neumann functions of order $n$ and they satisfy (see [2])
\[
\lim_{r \to \infty} r^\frac{1}{2} \left( J_n'(r) - iY_n(r) \right) = 0,
\]
which implies that the outgoing solution of (20) can be written in terms of $H_n^{(1)}$, $n \in \mathbb{N}$.

In [8] the authors proposed a method for approximating $\psi$ on
\[
\mathcal{A}_R := B_R \setminus \bar{B}_{R_0},
\]
which is based on the following minimization problem:

\[
\text{Minimize } J_R(u) := \int_{A_R} |\nabla u - iku \frac{x}{|x|}|^2 dx,
\]

where \(\Delta u + k^2 u = 0\) in \(A_R\), \(u = f\) on \(\partial B_{R_0}\). \(12\)

We will denote by \(u_{A_R}\) the minimizer of \(12\) (see [8] for the existence and uniqueness of the minimizer). As already mentioned in the introduction, the problem considered in [8] is much more general than problem \(5\) both for the choice of the domain and for the coefficient \(n\), which here is fixed to be \(n \equiv 1\) while in [8] may have angular dependence as well as perturbations.

The reader will notice that the functional in \(12\) differs from the one mentioned in the Introduction in the absence of the weight \((1 + |x|)^{-1}\). However, the two integral formulations of the radiation condition are equivalent when \(n \equiv 1\), as follows from an asymptotic expansion at infinity of the solution (see also Section 3 in [8]). The choice of the functional without the weight is just to simplify the computations. In the present paper we will deal only with a constant index of refraction, since in this case we know the explicit solution and accurate convergence results can be obtained analytically.

The main results in [8] were: (i) the existence and uniqueness of the minimizer \(u_{A_R}\) for \(12\); (ii) \(u_{A_R} \to \psi\) in \(H^1_{loc}\) norm as \(R \to +\infty\). We summarize these results in the following theorem (the results are stated for the particular case studied in this paper).

**Theorem 2.1** Let \(\psi\) be given by \(10\) and let \(R > \rho > R_0\). We have the following results

(i) There exists a unique minimizer \(u_{A_R}\) of Problem \(12\);

(ii) \(u_{A_R}\) is a solution of

\[
\Delta u + k^2 u = 0 \quad \text{in} \quad A_R, \quad u = f \, \text{on} \, \partial B_{R_0}.
\]

(iii) the minimizer of \(12\) converges to \(\psi\) as \(R \to +\infty\) in the \(H^1_{loc}\) norm, that is:

\[
\lim_{R \to +\infty} \|u_{A_R} - \psi\|_{H^1(A_R)} = 0.
\]

For any \(u, v \in H^1(A_R)\), it will be useful to define the following semidefinite positive hermitian product:

\[
\langle u, v \rangle_R = \text{Re} \int_{A_R} \nabla u \cdot \nabla \bar{v} dx,
\]

and the associated seminorm

\[
[u]_R = \langle u, v \rangle_R^{\frac{1}{2}}.
\]

We have the following Lemma.

**Lemma 2.2** Let \(u, v \in H^1(A_R)\) and let

\[
u_n(r) = \sum_{n \in \mathbb{Z}} u_n(r) e^{in\omega}, \quad v_n(r) = \sum_{n \in \mathbb{Z}} v_n(r) e^{in\omega}.
\]
Then we have that
\[ (u, v)_R = \sum_{n \in \mathbb{Z}} \int_{R_0}^R [pu_n'(\rho)\bar{v}'(\rho) + \frac{n^2}{\rho}u_n(\rho)\bar{v}_n(\rho)]d\rho. \] (16)

Proof. Let \( u, v \in C^1(\mathcal{A}_R) \). From (6), we obtain that
\[ \nabla u(r, \omega) = \sum_{n \in \mathbb{Z}} [u_n'(r)e_r + \frac{in}{r}v_n(r)e_\omega]e^{in\omega}, \]
and an analogous formula holds for \( v \). Fubini-Tonelli’s Theorem and Parseval’s identity yield (16). If \( u, v \in H^1(\mathcal{A}_R) \), then the conclusion follows from a standard approximation argument.

3 Convergence estimates

In this section we prove our main result on the convergence of the approximating solution. Our strategy is to write a minimization problem for solutions of the homogeneous Helmholtz equation which is equivalent to Problem (12) and then we use Fourier representation to obtain an explicit expression of the minimizer.

For any function \( u \in H^1(\mathcal{A}_R) \), we define \( U \in H^1(\mathcal{A}_R) \) as follows:
\[ U(x) = e^{-ik|x|}u(x). \] (17)

By using this notation, the functional \( J_R \) in (12) can be written as
\[ J_R(u) = (U, U)_R = [U]_{2,R}^2. \]

In the following lemma we write a minimization problem for solutions of the homogeneous Helmholtz equation which is equivalent to Problem (12).

Lemma 3.1 For a fixed \( R > R_0 \), let \( u_{\mathcal{A}_R} \) be the minimizer of Problem (12) and set
\[ v_{\mathcal{A}_R} = u_{\mathcal{A}_R} - \psi, \] (18)
with \( \psi \) given by (10). Then, \( v_{\mathcal{A}_R} \) is the unique minimizer of the following problem
\[ \text{Minimize } I_R(v) := (V + 2\Psi, V)_R, \] (19)
where \( v \) is a solution of
\[ \begin{cases} 
\Delta v + k^2v = 0, & \text{in } \mathcal{A}_R; \\
v = 0, & \text{on } \partial B_{R_0}; 
\end{cases} \] (20)
here \( V \) and \( \Psi \) are the functions associated to \( v \) and \( \psi \) by (17), respectively.

Proof. For any \( u \in H^1(\mathcal{A}_R) \), we define \( v \in H^1(\mathcal{A}_R) \) by \( v = u - \psi \). Hence the functional \( J_R \) in (12) is given by
\[ J_R(v + \psi) = (\Psi, \Psi)_R + (V + 2\Psi, V)_R, \]
where \( v \) is a solution of (20). Since \( (\Psi, \Psi)_R \) is fixed, we conclude.

Thanks to Lemma 3.1, we can find an explicit formula for \( v_{\mathcal{A}_R} \). In particular, we have the following theorem.
Theorem 3.2 Let \( v_{AR} \) be the minimizer of Problem (19). Then,

\[
v_{AR}(r, \omega) = \sum_{n \in \mathbb{N}} v_n^R \eta_n(kr)e^{in\omega},
\]

where

\[
\eta_n(\rho) = Y_n(kR_0)J_n(\rho) - J_n(kR_0)Y_n(\rho), \quad \rho > 0,
\]

and

\[
v_n^R = - \frac{f_n^R}{c_n^R},
\]

with

\[
c_n^R = \int_{R_0}^{R} \left[ \rho k^2 \eta'_n(\rho)^2 + \left( \rho k^2 + \frac{n^2}{\rho} \right) \eta_n(\rho)^2 \right] d\rho,
\]

and

\[
\gamma_n^R = \frac{2}{\pi} ki(R - R_0) + \frac{1}{H_n^{(1)}(kR_0)} \int_{R_0}^{R} [k^2 \rho H_n^{(1)}(\rho)\eta'_n(\rho) + (k^2 \rho + \frac{n^2}{\rho})H_n^{(1)}(\rho)\eta_n(\rho)] d\rho.
\]

**Proof.** Since \( u_{AR} \) solves (13), then \( v_{AR} = u_{AR} - \psi \) solves (20). By separation of variables and from the homogeneous boundary condition on \( \partial B_{R_0} \), we write a solution \( v \) of (20) as

\[
v(r, \omega) = \sum_{n \in \mathbb{N}} v_n \eta_n(kr)e^{in\omega},
\]

where \( \eta_n \) is given by (22). Since \( V(r, \omega) = e^{-ikr}v(r, \omega) \), then

\[
V(r, \omega) = \sum_{n \in \mathbb{N}} v_n \tilde{\eta}_n(kr)e^{in\omega},
\]

where we set

\[
\tilde{\eta}_n(r) = e^{-ikr} \eta_n(kr).
\]

By letting \( \Psi(r, \omega) = e^{-ikr}\psi(r, \omega) \), we have that

\[
\Psi(r, \omega) = \sum_{n \in \mathbb{N}} \frac{f_n^R}{H_n^{(1)}(kR_0)} \tilde{\eta}_n(kr)e^{in\omega},
\]

where

\[
\tilde{\eta}_n(r) = e^{-ikr}H_n^{(1)}(kr).
\]

We notice that

\[
\tilde{\eta}'_n(\rho) = ke^{-ik\rho}(\eta_n(\rho) - i\eta_n(\rho));
\]

from Lemma 2.2 and since \( \eta_n \) is real-valued, we have that

\[
(V, V)_R = \sum_{n \in \mathbb{N}} |v_n|^2 c_n^R.
\]
where \( c_n^R \) is given by \( \text{(23)} \). Analogously, from
\[
(\Psi, V)_R = \text{Re} \sum_{n \in \mathbb{N}} f_n \bar{\gamma}^R_n \nu_n \int_{R_0}^R \rho \bar{H}_n^r(\rho) \eta_n(\rho) d\rho,
\]
we obtain that
\[
\rho \bar{H}_n^r(\rho) \eta_n(\rho) + \frac{n^2}{\rho} \bar{h}_n(\rho) \eta_n(\rho) =
\]
\[
= \rho k^2 (H_n^{(1)}(k\rho) - iH_n^{(1)}(k\rho)) \eta_n(k\rho) + \rho k \eta_n(k\rho) + \frac{n^2}{\rho} H_n^{(1)}(k\rho) \eta_n(k\rho). \tag{27}
\]
Some computations yield
\[
H_n^{(1)}(k\rho) \eta_n(k\rho) - H_n^{(1)}(k\rho) \eta'_n(k\rho) = H_n^{(1)}(kR_0) [J_n(k\rho) Y_n'(k\rho) - J'_n(k\rho) Y_n(k\rho)],
\]
and, from
\[
J_n(r) Y_n'(r) - J'_n(r) Y_n(r) = \frac{2}{\pi r}
\]
(see formula 9.1.16 in \( \text{(24)} \)), we obtain that
\[
H_n^{(1)}(k\rho) \eta_n(k\rho) - H_n^{(1)}(k\rho) \eta'_n(k\rho) = \frac{2}{\pi k \rho} H_n^{(1)}(k\rho). \tag{28}
\]
From \( \text{(27)} \) and \( \text{(28)} \) we have that
\[
(\Psi, V)_R = \text{Re} \sum_{n \in \mathbb{N}} f_n \gamma^R_n \nu_n,
\]
with \( \gamma^R_n \) given by \( \text{(25)} \) and hence
\[
(\Psi, V)_R = \sum_{n \in \mathbb{N}} c_n^R |\nu_n|^2 + 2 \text{Re} f_n \gamma^R_n \nu_n.
\]
By minimizing each term of the sum we obtain \( \text{(23)} \).

In order to obtain estimates on the convergence, it will be useful to write the coefficients \( c_n^R \) and \( \gamma^R_n \) more explicitly. We will need the following two lemmas.

**Lemma 3.3** Let \( C_n \) and \( D_n \) be two cylindric functions, with \( n \in \mathbb{Z} \). Then
\[
\begin{align*}
C_{-n}(r) &= (-1)^n C_n(r), \tag{29} \\
\int_{r}^r \rho C_n(\rho) D_n(\rho) d\rho &= \frac{r^2}{2} [C_n(r) D_n(r) - C_{n+1}(r) D_{n-1}(r)], \tag{30} \\
- \int_{r}^r \frac{2n}{\rho} C_n(\rho) D_n(\rho) d\rho &= C_0(r) D_0(r) + C_n(r) D_n(r) + 2 \sum_{m=1}^{n-1} C_m(r) D_m(r), \tag{31} \\
& \quad n \neq 0, \\
\int_{r}^r \rho C_0'(\rho) D_0(\rho) d\rho &= rC_0'(r) D_0(r) + \frac{r^2}{2} [C_0(r) D_0(r) + C_1(r) D_1(r)], \tag{32}
\end{align*}
\]
and
\[
\int^r \rho C_n'(\rho)D'_n(\rho)d\rho = rC_n'(r)D_n(r) + \frac{1}{2n}[C_0(r)D_0(r) + C_n(r)D_n(r) + 2 \sum_{m=1}^{n-1} C_m(r)D_m(r)] + \frac{\rho^2}{2}[C_n(r)D_n(r) - C_{n+1}(r)D_{n-1}(r)], \quad n \neq 0. \quad (33)
\]

Proof. Formulas (29), (30) and (31) are formulas 9.1.5, 11.3.31 and 11.3.36 in [2], respectively. Since \( C_n \) is a solution of the Bessel equation
\[
(rC_n'(r))' + \left( r - \frac{n^2}{\rho} \right) C_n(r) = 0,
\]
we have that
\[
rC_n'(r) = - \int^r \left( \rho - \frac{n^2}{\rho} \right) C_n(\rho)d\rho. \quad (34)
\]

By multiplying (34) by \( D_n(r) \), integrating in \( dr \) and using an integration by parts, we obtain
\[
\int^r \rho C_n'(\rho)D'_n(\rho)d\rho = -D_n(r) \int^r \left( \rho - \frac{n^2}{\rho} \right) C_n(\rho)d\rho + \int^r \left( \rho - \frac{n^2}{\rho} \right) C_n(\rho)D_n(\rho)d\rho.
\]

From (34), formula 11.3.36 in [2] (by letting \( \mu = \nu = 0 \)) and by using (29) in the case \( n = 0 \), we conclude. \( \Box \)

Lemma 3.4 Let \( n \in \mathbb{N} \) be fixed and let \( c_n^R \) and \( \gamma_n^R \) be given by (24) and (25). Then
\[
c_0^R = \left\{ r\eta_{0,0}(r)\eta_{0,0}(r) + \frac{r^2}{2}(\eta_{0,0}(r)^2 + \eta_{0,1}(r)\eta_{0,1}(r)) \right\}^k_{R_o}, \quad (35a)
\]
\[
c_n^R = \left\{ r\eta_{n,n}(r)\eta_{n,n}(r) + \frac{1}{2}(n - \frac{1}{n})[\eta_{n,0}(r)^2 + \eta_{n,n}(r)^2 + 2 \sum_{m=1}^{n-1} \eta_{m,m}(r)^2] + \frac{r^2}{2}(\eta_{n,n}(r)^2 - \eta_{n,n+1}(r)\eta_{n,n+1}(r)) \right\}^k_{R_o}, \quad n \neq 0, \quad (35b)
\]
and
\[
\gamma_0^R = \frac{2}{\pi} ki(R - R_o) + r^2[H_0^{(1)}(r)\eta_{0,0}(r) + H_1^{(1)}(r)\eta_{0,1}(r)]^k_{R_o}, \quad (36a)
\]
\[
\gamma_n^R = \frac{2}{\pi} ki(R - R_o) + \frac{1}{H_n^{(1)}(k R_o)} \left\{ rH_n^{(1)}(r)\eta_{n,n}(r) + \frac{1}{2}(n - \frac{1}{n})[H_0^{(1)}(r)\eta_{n,0}(r) + H_1^{(1)}(r)\eta_{n,n}(r) + 2 \sum_{m=1}^{n-1} H_m^{(1)}(r)\eta_{m,m}(r)] + r^2[H_n^{(1)}(r)\eta_{n,n}(r) - H_{n+1}^{(1)}(r)\eta_{n,n+1}(r)] \right\}^k_{R_o}, \quad n \neq 0, \quad (36b)
\]
where
\[ \eta_{n,m}(r) = Y_n(kR_0)J_m(r) - J_n(kR_0)Y_m(r), \quad r > 0, \] (37)
for every \( m \in \mathbb{N} \).

**Proof.** The proof follows from Lemma 3.3 after tedious but straightforward computations. \( \square \)

The rest of the paper is devoted to find estimates of the rate of convergence of the solution of the approximating problem to the exact solution. It will be enough to estimate the rate of convergence of the solution of \( \varepsilon_{A_R} \) to zero, which clearly gives the desired \( H^1 \) estimate of the difference between the exact and the approximating solutions, as follows from (13).

We shall make use of the following asymptotic formulas (see formulas 9.2.1–9.2.10 in [2]):

\[ J_n(r) = \sqrt{\frac{2}{\pi r}} \left[ \cos(r - \alpha_n) - \frac{\mu_n}{r} \sin(r - \alpha_n) + \mathcal{O}(r^{-2}) \right], \] (38)
\[ Y_n(r) = \sqrt{\frac{2}{\pi r}} \left[ \sin(r - \alpha_n) + \frac{\mu_n}{r} \cos(r - \alpha_n) + \mathcal{O}(r^{-2}) \right], \] (39)
\[ H_n^{(1)}(r) = \sqrt{\frac{2}{\pi r^2}} e^{i(r-\alpha_n)} \left[ 1 + \frac{i\mu_n}{r} + \mathcal{O}(r^{-2}) \right], \] (40)
as \( r \to +\infty \) and where
\[ \alpha_n = \frac{1}{2} n\pi, \quad \text{and} \quad \mu_n = \frac{4n^2 - 1}{8}. \] (41)

From (38) and (39), we readily obtain that
\[ \eta_{n,m}(R) = \sqrt{\frac{2}{\pi kR}} \left[ Y_n(kR_0) \left( \cos(kR - \alpha_m) - \frac{\mu_n}{kR} \sin(kR - \alpha_m) \right) + J_n(kR_0) \left( \sin(kR - \alpha_m) + \frac{\mu_n}{kR} \cos(kR - \alpha_m) \right) + \mathcal{O}(R^{-2}) \right]. \]

We have the following result.

**Theorem 3.5** Let \( n \in \mathbb{N} \) be fixed and let \( c_n^R \) and \( \gamma_n^R \) be given by (24) and (25). Then
\[ \frac{\gamma_n^R}{c_n^R} = \mathcal{O}\left( \frac{1}{R} \right), \] (42)
as \( R \to +\infty \).

**Proof.** From (39) and by using the first order expansions in (38)–(40), we obtain that
\[ c_n^R = \frac{Rk}{\pi} \left[ J_n(kR_0)^2 + Y_n(kR_0)^2 + \mathcal{O}(R^{-1}) \right], \] (43)
as \( R \to +\infty \). Analogously, from (38), (38)–(40) and very tedious calculations we obtain that
\[ k^2 R^2 [H_n^{(1)}(kR)\eta_{n,n}(kR) - H_{n+1}^{(1)}(kR)\eta_{n,n-1}(kR)] = \]
\[ = -\frac{2}{\pi} ikRH_n^{(1)}(kR_0) + 2\pi \left[ nH_n^{(1)}(kR_0) + \frac{1}{2} H_n^{(2)}(kR_0)e^{-2i(kR-\alpha_n)} \right] + \mathcal{O}(R^{-2}), \]
which implies that
\[ \gamma_R^n = O(1), \]
as \( R \to +\infty \), and we conclude. \[ \square \]

**Corollary 3.6** Let \( \psi \) and \( u_{A_R} \) be the solutions of (5) and (12), respectively, and assume that
\[ f(\omega) = \sum_{n=-N}^{N} f_n e^{i n \omega}, \]
with \( \omega \in [0, 2\pi] \) and \( N \in \mathbb{N} \). Let \( R_0 > R_0 \) be fixed. Then
\[ \| \psi - u_{A_R} \|_{H^1(A_{R_0})} = O(R^{-1}), \]
as \( R \to +\infty \).

**Proof.** Since \( v_{A_R} = \psi - u_{A_R} \), the proof follows straightforwardly from Theorem 3.2 and Corollary 3.6. \[ \square \]
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