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Abstract—An intelligent speed advisory system can be used to recommend speed for vehicles travelling in a given road network in cities. In this paper, we extend our previous work where a distributed speed advisory system has been devised to recommend an optimal consensus speed for a fleet of Internal Combustion Engine Vehicles (ICEVs) in a highway scenario. In particular, we propose a novel optimisation framework where the exact format of each vehicle’s cost function can be implicit, and our algorithm can be used to recommend multiple consensus speeds for vehicles travelling on different lanes in an urban highway scenario. Our studies show that the proposed scheme based on an improved whale optimisation algorithm can effectively reduce \( CO_2 \) emissions for groups of vehicles.

Index Terms—Speed advisory systems, Distributed algorithms, Whale Optimisation.

I. INTRODUCTION

An Intelligent Speed Advisory (ISA) system, as part of the Advanced Driver Assistant System (ADAS), has been widely used to provide drivers with useful speed information in travel [1]–[4]. The provided information to drivers can be effectively used to improve drivers’ safety and experience, reduce traffic time and congestions, as well as to improve vehicles’ dynamic performance and efficiency, among others [5]–[10]. In our previous work, we have explored the design of a Distributed Speed Advisory System (DSAS) where an optimal consensus recommended speed can be sought so that some specific objectives can be achieved for smart transportation applications. This includes minimisation of the overall \( CO_2 \) emissions for a fleet of Internal Combustion Engine Vehicles (ICEVs) in a highway scenario [11], [12], minimisation of the overall energy consumption for a group of electric vehicles [12], [13], and maximisation of the overall health benefits for a cycling group involving e-bikes (electric bikes) [14].

In this follow-on work, our main objective is still to design a DSAS in order to reduce the overall emission levels for a group of ICEVs. However, instead of having the prior knowledge of the exact mathematical expression of each vehicle’s cost function, which we assumed in [12], here we explicitly assume that this information can be implicit in the sense that each local vehicle may not easily get access to such information in a practical scenario. Our starting point is the observation that an average speed model used in [12] may not perfectly represent the emission generation of a vehicle in a practical scenario. For instance, the averaged emission generated by a vehicle travelling at 70km/h on a flat road may not be the same compared to the vehicle driving on a sloped road at the same speed. In fact, real emission generation of a given vehicle can be measured by sensors and this raw data can be collected, transmitted to the cloud for further data processing and analysis by Artificial Intelligence (AI) and machine learning related techniques. In this context, an AI-based prediction model is preferable for providing an accurate evaluation compared to conventional mathematical models. We note that the prediction model can be trained either on the cloud or on the local side, but in either case the prediction model is usually seen as a “black-box” to users.

Our second key observation is that a single recommended consensus speed may not be sufficient for a practical highway scenario involving multi-lane roads. In such a case, the recommended speed may be even lower than the expected speed of a driver as the optimal speed depends on the composition of the fleet. On the other side, a single recommended speed may not always be desirable from the perspective of a highway operator as insufficient usage of road capacity can significantly reduce traffic flow of road networks. Therefore, it is important to allow a driver to opt-in to a different “optimal speed” when such a request can create a positive impact on both drivers and the road networks.

Along this line, our key objective in this paper is to devise a DSAS such that different optimal speeds can be recommended to different lanes on a highway, and in such a way that when different groups of vehicles following their respective optimal speed, the overall \( CO_2 \) emission of vehicles can be minimised for the road networks. In particular, we shall assume that the emission generation of a given ICEV can only be evaluated using a “black-box” model, which implies that a given vehicle can only get access to very limited information of its emission function, e.g. using REST API calls to the cloud associated with a cost, but with no access to derivative-related information.

We note that in this presented problem of interest, traditional derivative-based optimisation methods, e.g. gradient descent, are no longer suitable as derivative-related information cannot be retrieved for algorithm implementations. In this regard, a centralized-based heuristic algorithm may be plausible for an optimal solution, but such an algorithm usually needs to be
deployed on a central server. This typically means a base station which requires to collect full information, i.e. emission functions, from vehicles for the calculation, which may not be practical in scenarios where this function can only be evaluated locally or through an encrypted private channel to the cloud. Thus, a distributed design of SAS, i.e. DSAS, is more preferable.

Given these considerations, the contribution of this paper is to propose a new design solution for the DSAS by including the following features:

- An intelligent distributed optimisation algorithm that can be implemented for the DSAS with limited access to the emission functions, i.e. derivative-free.
- An improved heuristic optimisation algorithm implementation that can easily deal with proportional-based consensus constraints and can converge rapidly compared to other centralized-based heuristic algorithms.
- A DSAS which can recommend different optimal speeds to multi-lanes of vehicles with users’ preference included.
- A comprehensive evaluation of experiments showing how users’ preference can affect the overall optimal emission target in various highway scenarios.

We believe that the benefits of our proposed solutions are particularly appealing for traffic scenarios where:

- a highway operator who wishes to provide a speed advisory service for vehicles on its road networks where both CO\textsubscript{2} emission target and the drivers’ preference for speeds are equivalently important.
- users’ privacy is important in the algorithm implementation for optimality.
- existing traffic infrastructures are sufficient to satisfy the requirements of the system/application implementation.

The paper is organised as follows. In Section II, we introduce the system model for the problem of interest as a utility optimisation problem with proportional consensus constraints. In Section III, we give a quick recap of the Whale Optimisation Algorithm and then we show that how the algorithm can be further adapted and improved for solving our problem. In Section IV, we demonstrate the simulation setup and illustrate some experimental results. Finally, we conclude the paper in Section V and outline some future scope of the paper.

II. System Model

Let us consider a scenario in which a number of ICEVs are driving along a stretch of highway in different lanes. We assume that there are \( N \) drivers of ICEVs that are willing to use the speed advisory system during their driving period on the highway. Let \( \mathbb{N} := \{1, 2, ..., N\} \) be the set for indexing the ICEVs, and let \( s_i(k) \) denote the recommended speed of the \( i^{th} \) vehicle at a time slot \( k \). In addition, let \( s(k)^T := [s_1(k), s_2(k), ..., s_N(k)] \) be the vector of the recommended speeds of all ICEVs. Let \( \alpha_i \) be the recommended speed parameter which indicates the level of speed that a driver expects to achieve compared to other vehicles. For instance, one vehicle can set the parameter to 0.5 to indicate its expected speed is twice to another vehicle which sets this parameter value to 1. In addition, let \( s_L \) and \( s_U \) denote the lower and upper bound of the recommended speed that the \( i^{th} \) vehicle can follow respectively. Furthermore, each ICEV \( i \) is associated with a cost function \( f_i(s_i(k)) \), a black-box function, which returns the amount of CO\textsubscript{2} emission generated by the \( i^{th} \) vehicle at its current state with respect to the current recommended speed \( s_i(k) \). In comparison to our previous work [12], this function as used in this paper does not need to be strict convex and differentiable. We shall only require that the function can be evaluated for a given range of speed. With this in place, the specific problem to be solved can be formulated as follows:

\[
\min_{s_1, s_2, ..., s_N} \sum_{i \in \mathbb{N}} f_i(s_i),
\]

s.t. \( s_i \in [s_L, s_U] \), \( \alpha_i s_i = \alpha_j s_j \), \( \forall i, j \in \mathbb{N} \).

Comment: The options for \( \alpha_i \) should be limited in a practical scenario. For instance, in a 3 lane highway where 2 lanes are running the speed advisory system, \( \alpha_i \) can have two options: one large value indicates an expected “slow” recommended speed and one small value indicates an expected “fast” recommended speed. The hope is that by using an iterative algorithm, which we shall introduce in the following section, \( s_i(k) \) can converge to the optimal solution which addresses (1). To illustrate this fundamental concept, a schematic diagram of the system model is shown in Fig. 1, where the two blue vehicles are driving under the same recommended speed, the two yellow cars are driving under another common recommended speed, and the vehicle on the Lane 3 can be running without any speed advisory. In a real world scenario, the Lane 3 can be used for any emergency vehicles, e.g. police vehicles or ambulances, where a recommended speed is not primarily important.

III. Optimisation Algorithm

In this section, we briefly review the Whale Optimisation Algorithm (WOA) and then we show that how WOA can be adapted to solve the optimisation problem presented in (1).

A. Whale Optimisation Algorithm

The Whale Optimisation Algorithm was initially proposed in [15] to solve complex “black-box” optimisation problems using meta-heuristic. The algorithm is inspired by the hunting behaviour of humpback whales. The WOA implements three steps, namely search for prey, encircling prey, and bubble-net attacking. At a given time slot, a whale can either encircle a prey or attack the prey using bubble-net, which is done in a random manner. The key idea behind is to gradually reduce the search space in a way that the prey, which is the best candidate solution of the optimisation problem, can be updated along the movement of the whales, i.e. search agents. Now we present a brief overview of the original WOA [15] which includes the three key steps mentioned.
1) Encircling prey: In this step, whales can recognize the location of the prey and encircle them by updating the position vector $\mathbf{X}(t)$ as follows:

$$
\mathbf{D} = |\mathbf{C} \cdot \mathbf{X}^*(t) - \mathbf{X}(t)| \quad (2)
$$

$$
\mathbf{X}(t+1) = \mathbf{X}^*(t) - \mathbf{A} \cdot \mathbf{D} \quad (3)
$$

where $\mathbf{D}, \mathbf{C}, \mathbf{A}, \mathbf{X}^*(t)$ are also vectors. The dimension of each vector is same and is determined by the number of variables to be solved. “$\cdot$” denotes element-by-element multiplication. $\mathbf{X}^*(t)$ denotes the position of the prey and thus the position of the optimal solution. In particular, $\mathbf{A}$ and $\mathbf{C}$ are updated as follows:

$$
\mathbf{A} = 2\alpha \cdot \mathbf{r} - \alpha \quad (4)
$$

$$
\mathbf{C} = 2 \cdot \mathbf{r} \quad (5)
$$

where $\alpha$ is a scalar linearly decreased from 2 to 0 during algorithm iterations, and $\mathbf{r}$ is a random vector in $[0, 1]$.

2) Bubble-net Attacking: This step models the behaviour of a whale when attacking a prey. The whale will swim along a spiral path to create distinctive bubbles. The position of the whale is updated using the following equation.

$$
\mathbf{X}(t+1) = |\mathbf{X}^*(t) - \mathbf{X}(t)| \cdot e^{bl} \cdot \cos(2\pi l) + \mathbf{X}^*(t) \quad (6)
$$

where $b$ is a constant (chosen 1 by default), and $l$ is a random number between $[-1, 1]$.

3) Searching for Prey: As we mentioned earlier, at every given time instance $t$, a whale is either attacking a prey using bubble-net or encircling prey by updating its position. This decision is made in a fully random manner, i.e. 50% probability for each behaviour. If a whale’s decision is to encircle the prey, a new position will be updated according to the value of $|\mathbf{A}|$. We note that according to the definition of $\mathbf{A}$ in (4), each element of $\mathbf{A}$ is a random number between $[-\alpha, \alpha]$, where $\alpha$ also linearly decreases from 2 to 0 during the algorithm iterations. Finally, the position of a whale is updated using (2) and (3) if $|\mathbf{A}| < 1$, and using (7) and (8) if $|\mathbf{A}| \geq 1$.

$$
\mathbf{D} = |\mathbf{C} \cdot \mathbf{X}_{\text{rand}}(t) - \mathbf{X}(t)| \quad (7)
$$

$$
\mathbf{X}(t+1) = \mathbf{X}_{\text{rand}}(t) - \mathbf{A} \cdot \mathbf{D}. \quad (8)
$$

In the above formulas, $\mathbf{X}_{\text{rand}}(t)$ denotes a random position of a whale in the population. The pseudocode of original WOA [15] is presented in Algorithm 1.

Comment:

- The original WOA [15] can be easily implemented using a centralized based architecture, where each search agent can be seen as an independent process of a central computing node. In our problem, each search agent can represent a vector of recommended speed $[s_1, s_2, \ldots, s_N]$, and a central computing node needs to initialise a population of search agents to find the optimal $s(k)^T$ from a group of search agents at the end of the algorithm iterations.
- The original WOA [15] intends to find out the best search agent based on a fitness function which depends on the states of all search agents. In this context, the fitness
Algorithm 1 WOA [15]

1. Initialise the whales population $X_i$, ($i = 1, 2, \ldots, n$).
2. Calculate the fitness of each search agent and identify the best search agent $X^*$.
3. while $k < $ maximum number of iterations do
   4. for each search agent do
      5. Update $A$, $C$ using (4) and (5).
      6. Update random numbers $l \in [-1, 1]$ and $p \in [0, 1]$.
      7. if $p < 0.5$ then
         8. if $|A| < 1$ then
            9. Update the position of current search agent using (2) and (3).
         else if $|A| \geq 1$ then
            10. Select a random search agent ($X_{rand}$).
            11. Update the position of current search agent using (7) and (8).
      end if
   12. end for
   13. Check if any search agent goes beyond the search space and amend it.
   14. Calculate the fitness of each search agent.
   15. $k = k + 1$
   16. end while
17. Return $X^*$.

Algorithm 2 Improved WOA for the proposed system

1. Each ICEV $i \in N$ initiates $M$ whales in a sequence, i.e. $s_i^1(k), s_i^2(k), \ldots, s_i^h(k), \ldots, s_i^M(k)$.
2. Initialisation and synchronisation of the parameters $a, b > 0$ in the vehicular network.
3. Each ICEV $i$ evaluates $af_i(s_i^h(k)) + b$ for $h = 1, 2, \ldots, M$, and sends these $M$ values to a central node in a sequence.
4. The central node aggregates $\sum_{i \in N} af_i(s_i^h(k)) + b, \forall h$ in a sequence, and finds the index $h^*$ which gives rise to $h^* = \arg\min_{h} \sum_{i \in N} af_i(s_i^h(k)) + b, \forall h \in \{1, 2, \ldots, M\}$.
5. The central node broadcasts $h^*$ to all ICEVs.
6. while $k < k_{max}$ do
   7. Use WOA [15] to update $s_i^h(k + 1) \leftarrow s_i^h(k), \forall h$ for a random ICEV $j \in N$.
   8. Check if $s_j^h(k + 1) \in [\xi, \Xi], \forall h$, if not then bound it.
   9. ICEV $j$ broadcasts $\alpha_j s_j^h(k + 1), \forall h$ to ICEV $i \in N$.
   10. Update $s_i^h(k + 1) + \alpha_j s_j^h(k + 1), \forall i, h$.
   11. ICEV $i$ evaluates $af_i(s_i^h(k + 1)) + b, \forall i, h$ and sends them to the central node.
   12. Central node aggregates $\sum_{i = 1}^N af_i(s_i^h(k + 1)) + b, \forall h$, and updates $h^*$ if it results in a smaller value.
   13. The central node broadcasts $h^*$ to all ICEVs.
   14. $k = k + 1$
   15. end while
16. Return $s_i^{h^*}(k_{max}), \forall i \in N$.

function requires information of all cost functions of all ICEVs, and this implies that each ICEV user needs to reveal its cost function $f_i$ to a central computing node, e.g. a roadside base station, which on the one side may not be possible (black-box models) and on the other side it can also be of privacy concerns to users.

B. The Improved WOA for Multi-speed Advisory System

In the literature, WOA has shown to be an effective algorithm for solving challenging black-box optimisation problems [15]. However, the original WOA in [15] needs to be implemented in a centralised manner, where in our context all information from users needs to be collected, including the recommended speed parameters and the cost functions, for decision making which may not be desirable to users. Instead, we borrow the fundamental ideas of WOA and improve it so that the adapted WOA can be implemented in a distributed framework. The key benefit of this approach is that drivers can deploy trained models to evaluate emission without revealing such information to a central computing node, e.g. road infrastructure. Our improved WOA is presented in Algorithm 2.

With the improved WOA in place, our proposed system is implemented in the following 6 key steps, which are illustrated in the rectangle boxes in the flow chart in Fig. 2. It is worth noting that after an optimal speed has been found by the improved WOA, the system needs to regularly check if any system parameters have been changed, e.g. $\alpha_i, \alpha_j$, and if so the system needs to reactivate the WOA by finding the new optimal speeds for the group of ICEVs. This feature makes the system adaptive as it can find the optimal solution in a timely, online and dynamic manner.

![Flow chart of the proposed system implementation.](image-url)
IV. EXPERIMENTAL RESULTS

We use Matlab and the open-source whale optimisation software in [15] to evaluate the performance of the improved WOA. To begin with, we consider a typical highway scenario with two lanes running the proposed WOA, corresponding to the fast and slow lanes of a highway, and we assume that the speed range of the highway is [60, 120] km/h. For each speed advisory there are three whales initialised for the WOA, and the objective is to minimise the total $CO_2$ emission of vehicles on the highway where 4 types of ICEVs are presented in Fig. 3 with 10 vehicles each for Type 1 and 4, and 20 vehicles each for Type 2 and 3.

![Image](image1.png)

**Fig. 3:** $CO_2$ emission models for different types of ICEVs.

To illustrate the benefits of the proposed system, we evaluated the overall $CO_2$ emissions of vehicles on both lanes with respect to the changing value of the desired recommended speed ratio with and without the proposed ISA. For the setup, we assumed that there are 10 Type-1 vehicles and 20 Type-2 vehicles on the slow lane, and 20 Type-3 and 10 Type-4 vehicles driving on the fast lane. We note that since the speed range of the highway is [60, 120] km/h, the maximum recommended speed ratio can only be 2 in our simulated scenarios. Here, the baseline setup (i.e. without the proposed ISA) assumes a greedy speed requirement, where the vehicles on the fast lane will always drive at the speed limit, i.e. 120 km/h, and the speed of vehicles on the other lane will be subject to the ratio of recommended speed parameters. Our simulation results are illustrated in Fig. 4 which shows that with the increasing ratio of the recommended speed parameter between two lanes, a decreasing $CO_2$ has been found with the highest saving occurs at 440 g/km when all lanes achieve a close recommended speed. It has been found that with less flexibility of the recommended speed ratio, the benefits of the $CO_2$ saving vanishes rapidly in this three-lane case, and when the ratio is greater than 1.3 the $CO_2$ saving is almost negligible.

Finally, we conducted a comparative simulation for the improved WOA by comparing its performance with other baseline heuristic methods including Particle Swarm Optimisation (PSO) [16] and Grey Wolf Optimisation (GWO) [17]. In order to deal with the constraints for the optimizers, a death penalty has been applied to both PSO and GWO methods where the penalty value has been set to 100 indicating a penalty will be added if the searching agents cannot achieve the required consensus condition. Our results are illustrated in Fig. 7. The results illustrate that GWO has the slowest convergence rate compared to both PSO and the improved WOA, however both PSO and GWO have not been able to converge to the desired optimal solution within the 50 iterations. In contrast, the proposed WOA is able to converge rapidly within 15 steps which clearly demonstrates its merit for the system efficiency.

![Image](image2.png)

**Fig. 4:** Evaluation of the overall $CO_2$ emissions generated by vehicles on two lanes with and without the ISA implemented.
Fig. 5: Optimal recommended speeds of vehicles on two lanes with respect to the varying desired recommended speed ratio.

Fig. 6: Overall CO$_2$ saving with respect to recommended speed ratio between three lanes.

V. CONCLUSION

In this paper, we propose an improved WOA algorithm for the new design of an intelligent ISA which can be used effectively to reduce CO$_2$ emissions on multi-lane highways. In our future work, we will investigate how different drivers’ behaviour models affect system performance in a real-time testing environment.
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