Evolutionary optimization of cosmological parameters using metropolis acceptance criterion
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Abstract. We introduce a novel evolutionary method that takes leverage from the MCMC method that can be used for constraining the parameters and theoretical models of Cosmology. Unlike the MCMC technique, which is essentially a non-parallel algorithm by design, the newly proposed algorithm is able to obtain the full potential of multi-core machines. With this algorithm, we could obtain the best-fit parameters of the $\Lambda$CDM cosmological model and identify the discrepancy in the Hubble parameter $H_0$. In the present work we discuss the design principle of this novel approach and also the results from the analysis of Pantheon, OHD and Planck datasets are reported here. The estimation of parameters shows significant consistency with the previously reported values as well as a higher computational performance compared to the other similar exercises.
1 Introduction

One of the most important exercises in observational cosmology is to infer the cosmological parameters from the data acquired through various projects like Wilkinson Microwave Anisotropy Probe (WMAP)[1], Planck[2] and Sloan Digital Sky Survey (SDSS)[3]. The data thus obtained reveals the dynamics of the universe and its evolution only within the constraints of uncertainties. Thus myriads of models, which explains the physics of the universe, were proposed throughout history. A cosmological data analysis program is tasked with the estimation of cosmological parameters against such models to discriminate and constrain different cosmological models. Bayesian analysis and its implementation – Monte Carlo Markov Chain (MCMC)[4], is a widely used parameter estimation technique in general. Among them, Cosmomc is a successful MCMC framework in cosmological data analysis which is designed by Lewis & Briddle[5]. The robustness of this Metropolis-Hasting (MH)[6] criterion-based FORTRAN code is apparent in most of the literature in observational cosmology. The Cosmic Microwave Background radiation (CMB) data analysis mainly deals with the interpretation
of CMB data and its impact on the understanding of the inflationary era, whereas Supernovae (SNe) data is about the evolution of the present universe. Both the paradigm aim to fix the classical cosmological parameters within the error bar as dictated by the fundamental notions of physical cosmology. However, the former when compared with SNe analysis comprises a much larger parameter space, making the problems under scrutiny more problematic.

Sampling techniques like Cosmomc, apart from their wide popularity carry some critical problems within the algorithm. A few to mention are the ambiguity in the determination of convergence, especially when the parameters are having a significant amount of correlation, possible pollution from the correlation within the chain and the computation time required to reach a stationary equilibrium of the chains. MCMC techniques are non-parallel algorithms by design, meaning that the parallelization has no significant role in the convergence [7][8]. However, some efforts have been made to parallelize the algorithm to reduce the computational overhead. Another key drawback is in the sampling process which scales to $O(n)$ computation for an $n$-dimensional parameter space in each step of the chain. Since the computation machines have moved to parallel processing from faster processing, all these inherent problems of sampling methods suggest designing of an algorithm that could take advantage of the parallel computing regime.

In the present work, we propose a novel computation approach to estimate cosmological parameters. The evolutionary algorithm we discuss here, takes the leverage from MCMC sampling technique without losing the computational performance of the optimization methods. Having the design principle laid upon that of evolutionary optimization[9] technique, it lets the algorithm to have a much larger search space and faster convergence. Also, the evolutionary algorithm does the optimization with a large population of parameter candidates but with limited amount of sampling. Here we estimate the parameters for $\Lambda CDM$ model of cosmology corresponding to both present and early stages of universe with this algorithm. The parallel evolution and optimization of parameters allows the algorithm to confront the problems due to the dimensionality of the parameter space without much computational difficulty. Thus eliminating the need for strict constraints on the parameters in the prior assumption and in the further sampling.

Through this work we attempt to describe the possibilities of a hybrid methodology for analyzing the cosmological dataset and its advantages over other widely used conventional methods. Here, we consider $\Lambda CDM$ cosmological models which has much cosmological importance in identifying the discrepancies in various observations and theoretical considerations. In particular, the work is focused on finding out departures in parameter values when different sets of observational data are being used against $\Lambda CDM$. The paper is divided as follows. The Section 2 provides background information on the fundamental notion of theoretical framework of the Cosmology, particularly $\Lambda CDM$. Various datasets used in this work are also decribed in the same section. In Section 3 of the paper we discuss about various available cosmological data set and compilation projects in detail. The section also explains the nature of the observables and different uncertainties associated with the data. A formal description of the MCMC framework and its applicability is portrayed along with algorithmic description in Section 4. In the same Section the design and application of evolutionary optimization technique in detail is also described. The results of our method is presented in the Section 5 along with plots describing the process of parameter estimation. In Section 6, we conclude with a discussion on the strength and weaknesses of the evolutionary optimization algorithm.
2 Cosmology, Theory and Observations

A cosmological model describes the physics of the universe and its evolution through the history. The observed cosmological data has no intrinsic meaning, unless there is an interpretation with a viable model that could generate knowledge. An attempt to predict the behavior of Hubble parameter $H(z)$ as a function of redshift $z$ is a typical model. Different models may have different set of parameters and are not required to be physically motivated when defining a functional form for the Hubble parameter $H(z)$. The primary objective of interpretation of data involves estimation and optimization of various parameters appearing in the model under study. Often, we propose solutions with models of little or no cosmological or physical significance. Such attempts make model-independent predictions and are targeted to construct functions which provide better fit for the data. On the contrary, the model-dependent solutions are designed specifically for addressing various problems and anomalies which arise in theoretical and observational considerations. Since no model gives a complete understanding of the dynamics of the universe, with this study we intend to design an algorithm that can discriminate various models for pros and cons in an efficient way. This is accomplished by constraining the values of the parameters like Hubble constant $H_0 = 100hkms^{-1}Mpc^{-1}$, matter densities $\Omega_bh^2$ and $\Omega_ch^2$. Among these Hubble constant ($H_0$) is very important in describing the current nature of the Universe since it represents the current expansion rate.

The discovery of accelerated expansion [10] along with the other observations necessitated the development of dark energy models to explain the universe’s evolution as well as its origin. Among these various propositions one profound model which is now adopted as the concordance model is the $\Lambda CDM$ model. The model assumes a universe which is dominated by cold dark matter together with cosmological constant. And the Friedmann equation derived from the Einstein equation take the form,

$$\left(\frac{H}{H_0}\right)^2 = \Omega_{m0}(z+1)^3 + \Omega_{r0}(z+1)^4 + \Omega_{\Lambda0}$$

(2.1)

with the condition,

$$1 = \Omega_{m0} + \Omega_{r0} + \Omega_{\Lambda0}$$

(2.2)

2.1 Type Ia Supernova observations and inferences

The SNe Ia observations are important probes in the precision cosmology as they trace out the expansion history of the universe with greater accuracy. What makes Type Ia supernovae good candidates for such experiments is the uniformity in their light curve. Although these objects are not standard candles, they are standardizable[11]. In this study, we analyze the luminosity-distance relation dataset from the 1048 SNe spanning in a range of $0.01 < z < 2.3$ compiled by Scolnic et al.[12] also called as the "Pantheon Sample". Even though Type Ia supernova are considered as standard candles, there are many inherent discrepancies. Earlier discoveries suggest a substantial relationship between the supernova luminosity and the host galaxy. Likewise, there exist a similar relationship between the color and luminosity due to the influence of the surrounding medium, along with astrophysical reasons. For each supernova, the light curve is fitted with three different parameters. The overall normalization $x_0$ which gives the time dependent spectral energy distribution of the supernova, the deviation from
the average light curve $x_1$ and the deviation from average supernova B-V color. Consequently, the corrected distance modulus formula is given by,

$$\mu_B = m_{B}^{\text{max}} + \alpha x_1 - \beta c + \delta P(m_{*}^{\text{true}} < m_{*}^{\text{threshold}}) - M_B$$

(2.3)

where $m_{B}^{\text{max}}$ is the integrated B-band flux at maximum light, $M_B$ is the absolute B-band magnitude of a Type Ia supernova with $x_1 = 0$, $c = 0$, and $P(m_{*}^{\text{true}} < m_{*}^{\text{threshold}})=0$. Also, $m_{*}^{\text{threshold}} = 10^{10} M_\odot$ is the threshold host-galaxy mass used for the mass-dependent correction, and $P$ is a probability function assigning a probability that the true mass, $m_{*}^{\text{true}}$, is less than the threshold value, when an actual mass measurement $m_{*}^{\text{obs}}$ is made[13]. While fitting the light curve, the parameters $\alpha, \beta, \delta$ and $M_B$ are called “nuisance” parameters since they are dependent on the cosmological model assumed.

### 2.2 CMB : experiments and inference

The COBE experiment[14] was the first to provide observational confirmation for CMB and inflation, the CMB temperature curve was exactly that of a black body at $T = 2.7K$ and an almost scale invariant power spectrum. Since then the era of precision cosmology has brought upon tighter constraints and higher understanding of the inflationary phase of universe.

The first detection of polarization of CMB was the result of observations from DASI telescope[15]. The E-mode CMB polarization signal was detected with $4.9\sigma$ confidence level and the B-mode polarization was given an upper limit of 0.59 at 95% confidence level. The next generation of experiments like CBI, WMAP gave the finer limits for CMB temperature anisotropies and also observations for B-mode polarizations. The measurements of relative heights of the acoustic peaks gives the relative density of protons and dark matter and the angular power spectrum provided the temperature and polarization anisotropies and also curvature of the universe.

The latest in these missions is the Planck mission[2]. The Planck results have fine tuned the cosmological parameter values with some speculation on observed anomalies like Cold spot and the Axis of evil. The repeated Planck mission has now showed that these anomalies have a very small significance level[16]. Hence we have the parameter values as $H_0 = 67.74$, $\Omega_\Lambda = 0.69$, $\Omega_k h^2 = 0.04$, $\Omega_c h^2 = 0.25$, $\Omega_m = 0.3$ and $n_s = 0.96$ which supports that $\Lambda CDM$ model of the universe.

### 3 Datasets

#### 3.1 Pantheon

The Pantheon sample[12] is a compilation of 1048 SNe Ia data points from previous released datasets. In fact, it is the first sample containing $\sim O(10^3)$ SNe Ia. Hence, it is a very interesting pursuit to test cosmic anisotropy and other features of the universe with Pantheon compilation. The redshift range of these 1048 SNe Ia is given by, $0.01012 \leq z \leq 2.26$. The theoretical distance modulus predicted by the cosmological model is defined by,

$$\mu_{\text{mod}} = 5\log d_L + 25$$

(3.1)

where $d_L = \frac{c}{H_o}D_L$ is the luminosity distance, $c$ is the speed of light and $H_o$ is the Hubble constant. The luminosity distance is given by
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\[
D_L(z_{cmb}, z_{hel}) = (1 + z_{hel})r(z_{cmb})
\]  
(3.2)

\[
r(z_{cmb}) = cH_0^{-1} \int_0^z \frac{dz'}{E(z')}
\]  
(3.3)

\[
E(z) = \Omega_r(1 + z)^4 + \Omega_m(1 + z)^3 + \Omega_{de}(1 + z)^3(1 + w)
\]  
(3.4)

where \(\Omega_r\), \(\Omega_m\) and \(\Omega_{de}\) are the radiation, matter and dark energy density parameters. Also,

\[
\Omega_r = \Omega_m/(1 + z_{eq})
\]  
(3.5)

\[
z_{eq} = 2.5 \times 10^4 \Omega_m h^2 (T_{cmb}/2.7K)^{-4}, \quad T_{cmb} = 2.7255K \text{ and } h \text{ is the reduced hubble constant}[17].
\]

The redshift \(z\) is taken in two different frame of references, the heliocentric frame \(z_{hel}\) and the CMB frame of reference \(z_{cmb}\). The Chi-square estimation with the covariance matrix, \(\text{Cov}\{\mu(z_i), \mu(z_j)\}\) is given as,

\[
\chi^2 = \sum_{ij} \Delta \mu(z_i) \text{Cov}^{-1} \{\mu(z_i), \mu(z_j)\} \Delta \mu(z_j)
\]  
(3.6)

where,

\[
\Delta \mu(z_i) = \mu(z_i)^{\text{obs}} - \mu(z_i)^{\text{theory}}
\]  
(3.7)

and \(\theta\) corresponds to the cosmological parameter to be estimated.

### 3.2 Observational Hubble parameter Data (OHD)

OHD[18] is widely used in model testing as well as in the analysis of different cosmological datasets as a tool for constraining cosmological parameters. They are not affected by the discrepancies of the model since the data set is obtained from model-independent direct observations. The distinctiveness of OHD is in its ability to compute \(H(z)\) without any integral terms occurring in the relation to be solved, hence rendering the expansion history directly via the observable. But this particular dataset unlike other cosmological observations is not homogeneous, instead, it comprises of three different classes of observations.

#### 3.2.1 Cosmic Chronometer (standard clock)

In differential age method[19], the difference in age is compared with the difference in red shift of any two galaxies that are formed at the same time as \((dz/dt)\). Here the ages of passively-evolving galaxies are taken as the chronometers which is determined by spectroscopic dating. And the \(H(z)\) is computed directly from the differential age as, \(H(z) = -\frac{1}{1+z} \frac{dz}{dt}\).

#### 3.2.2 Radial BAO size method (standard ruler)

The detection of Baryon Acoustic peak in the galaxy power spectrum[20][21] opened a novel method to determine cosmological parameters which are highly affirmative to concordance model and the interpretations of CMB data. The Baryon Acoustic Oscillation (BAO) from the recombination epoch and its imprints on the peak along the radial direction of galaxy power spectrum is found to be significantly consistent as reported by Gaztañaga et al.[22]. In this method, the BAO peak position is used as a standard ruler in the radial direction which enables us to get a direct measurement of the Hubble constant. The Hubble parameter \(H(z)\) as a function of redshift can be directly determined using the radial measurements as, \(H(z)_{\text{true}} = \frac{r_{\text{BAO}}}{r_{\text{WMAP}}} H(z)_{\text{ref}}\) with \(H(z)_{\text{ref}} = H_0 \sqrt{0.25(1 + z)^3 + 0.75}\).
3.2.3 Gravitational Waves (standard siren)

The success of LIGO in analyzing the GW has opened a new method for obtaining the model-independent estimation of the Hubble parameter. The method named as "Standard sirens method"[23] employs analysis of gravitational waves from the neutron star (NS) binary systems/ neutron star, black hole mergers with the help of theoretical templates. Unlike the black holes, the NS binary system emanates electromagnetic radiation which is easily probed, allowing determination of the distribution of the system to be possible.

3.3 Planck

The products published by Planck mission project [16] is a collection of CMB angular power spectra and likelihood functions. The CMB spectra is considered to be statistically isotropic which is supposed to be described by a multivariate gaussian. Also, the CMB angular power spectrum is assumed to be capable of revealing the fundamental parameters as well as the associated cosmological model that governs the dynamics of the primordial Universe. The Planck project provides three auto-correlated power spectra which are $C^{TT}_l$, $C^{EE}_l$ and $C^{BB}_l$ corresponding to Temperature, E-mode and B-mode polarization and a set of cross-correlated power spectra. However, in our work we are analyzing the TT power spectrum only. The power spectrum ranges over multipoles $l = 2 - 2508$. The process of estimating the power spectrum is strongly reliant on various models involving instrumental effects and other noises, hence a method involving pseudo-power spectrum is employed. The estimation comprises of two different methods and the components are separated for low-$l$ ($2 < l < 30$) and high-$l$ ($30 < l < 2500$) regions. The approximation for likelihood of these two, Commander and Plik respectively, are then combined to form the TT spectrum of Planck mission. The data and the likelihood functions, Planck likelihood code, are obtained from the Planck Legacy Archive.

4 Methodology

When presented with a myriad of cosmological models, the essence of physics becomes computational validation of these models with observations. The methodology involved in inferring cosmological parameters from large data compilations with unprecedented uncertainties demands usage of statistical methods. The major obstacle in designing a methodology for a cosmological problem is that the sample, the universe, we are working with is only one, hence a classical frequentist approach is no longer valid. A popular alternative approach is the Markov Chain Monte Carlo (MCMC), a technique based on the bayesian inference. In this section the strength and the weakness of the MCMC approach is reviewed and an alternative strategy as an improvement to MCMC is proposed.

4.1 MCMC based approach

The objective of Bayesian inference is to estimate a posterior distribution, it mainly concerns with the observed data while frequentist approach deals with probability of data to be observed. The Bayes theorem is given as,

$$P(\Theta|D, I) = \frac{P(D|\Theta, I)P(\Theta|I)}{P(D|I)} \quad (4.1)$$

\[\text{https://pla.esac.esa.int}\]
Markov Chain Monte Carlo exploits the Bayesian inference to generate samples from the target distribution by a stochastic process. The Markov process in MCMC is a stochastic random walk method in which each sample depends only on the immediate previous sample. The sampling is performed with the Metropolis-Hastings algorithm from a proposal distribution for the parameters. In MCMC, a parameter is a random variable with a probability distribution and the goal of the algorithm is to completely trace out the probability density of the distribution defining the variable. The transition kernel determines how the parameters move randomly to a new position in space. Let \( Q \) be a distribution on \( y \) given \( x \). The transition kernel \( Q(y|x) \) lets you move from \( x \) to \( y \). In most cases \( Q \) is taken as a continuous distribution.

\[
\int Q(y|x)dy = 1 \quad \forall x
\]  

(4.2)

The probability distribution is given by,

\[
Q(y|x) = \frac{1}{\sqrt{2\pi}} \exp \left[ -0.5(y - x)^2 \right]
\]  

(4.3)

### 4.1.1 MH Algorithm

- Initialize \( X_1 = x_1 \)
- for \( t = 1, 2, \ldots \)
  - Sample \( y \) from \( Q(y|x) \). Obtained \( y \) is the proposed value for \( x_{t+1} \) (\( x_{t+1} = y \))
  - Compute acceptance ratio,
    \[
    \alpha = \min \left( 1, \frac{\Pi(y)Q(x_{t+1}|y)}{\Pi(x_t)Q(y|x_t)} \right)
    \]
  - \( \alpha \) is often called the acceptance probability, which determines whether to
    * accept \( x_{t+1} = y \)
    * or \( x_{t+1} = x_t \)

### 4.2 Genetic Algorithm

Genetic algorithm (GA)\[24\] is part of evolutionary computation theories. It is used as optimization algorithm, by imitating evolutionary features like mutations, Gene cross-over, natural selection etc. Like evolution, these processes are completely random but allows us to control the level of randomization and level of mixing. Genetic algorithms can work with all kinds of data, simultaneously test multiple points from the solution space, optimize with either discrete or continuous variables and provide multiple optimum solutions.

Genetic algorithm was propounded in 1970’s and 1980’s as an alternative for traditional optimization techniques and was developed as a meta-heuristic technique to solve hybrid computational challenges. John Holland\[25\] had initially developed genetic algorithm based on Darwin’s evolutionary theory which was further expanded by 1992.

GA are recognized to be part of statistical investigation processes which search for optimal solutions and also avoid common pitfalls. GA has many advantages over traditional
methods. GA progresses from a pool of possible optimal solutions instead of moving from one possible solution to next thus reducing the chances of converging to a local minima. The Optimization search only depends on numerical fitness values which are defined according to each problem hence making it easier to search through noisy, non-linear and chaotic data. These algorithms can be fine tuned to get either accurate or more efficient results. As they don’t require any extra information other than fitness functions of the problem, this gives them an upper hand to other optimization techniques that cannot handle non-linearity, lack of continuity or derivatives inherent in the problem.

4.3 Novel Hybrid Approach

We are using modified meta-heuristic algorithm with Metropolis Acceptance Criterion for optimal parameter estimation. The algorithm is mostly based on the ideas of Genetic algorithm (GA) and Monte Carlo Markov Chain algorithm (MCMC). The proposed algorithm can be considered as an improved MCMC technique. In MCMC, only a single chain of evolution is employed for parameter exploration in one run. GA uses multiple intermixing chains in single run which results in improved stochasticity of the parameters being drawn. The Metropolis-Hasting criterion adapted from MCMC technique ensures inhibition of premature convergence to local minima. Hence an algorithm designed and developed with these principles would converge with less CPU cycles spent without sacrificing the accuracy of parameter convergence.

Also the requirement of huge computing power and time makes pure stochastic methods less efficient with regard to computational performance. On contrary the dynamically evolving nature of evolutionary algorithms dominate the MCMC type algorithms with less resource spent in converging to the solution with same precision. But the counter intuitive free evolution could possibly lead to unacceptable solutions often making it less accurate in practical applications. The novel design we propose here follows evolutionary design while keeping the balance between accuracy and precision by incorporating the famous MH criterion which is the central idea that makes MCMC accurate. Hence a novel Evolutionary Optimization of Cosmological Parameters using Metropolis Acceptance Criterion is developed.

Here we are presenting a case study to demonstrate the efficiency of our algorithm by estimating constraints for parameters of cosmological importance from the supernova data sets. The Type Ia supernovae (SNe Ia) serves a great tool in probing and measuring dark energy and various parameters determining the course of evolution of universe. The high precision light curve data of SNe Ia enables an accurate construction of magnitude-redshift relation over a greater range of redshift. Although recent studies were able to reduce statistical error in the datasets, the survey dependent systematic errors are unable to correct and are considered as nuisance parameters. As the test cases for demonstrating the efficacy of the algorithm developed, we will be using the data from 1048 SNe of the Pantheon compilation dataset.

4.3.1 Algorithm

• Let the dataset be fitted with the parameters $\theta_1$ to $\theta_m$ where $m$ gives the number of parameters of the model.

• An ensemble of the set of possible combination of parameters is randomly selected from the given prior and is denoted by $K$.

\(^2\)One complete set of parameters represent a viable solution of the model to the dataset.
\[ K = \{ \phi^1, \phi^2, \phi^3, \ldots, \phi^n \} \quad (4.4) \]

where each \( \phi^i = \{ \theta^i_1, \theta^i_2, \ldots, \theta^i_m \} \). The size of the ensemble ‘n’ can be set according to the precision of results required. Each iteration of algorithm gives a new ensemble which is called as the Solution Ensemble. The log-likelihood of each solution \( \phi^i \) is computed.

- A subset of \( K \), Seeder set \( S \) of size \( N_s \) is chosen to generate the Offspring Ensemble \( O \).

\[ S \subset K \quad (4.5) \]

- Formation of \( S = \{ \psi^1, \psi^2, \ldots, \psi^{N_s} \} \)
  - The number of possible candidates in \( S \), \( N_s \) is computed from the Seeder fraction value \( S_f \), given by \( N_s = S_f \times n \)
  - The possible candidates for the Seeder set \( S \) are staged by using the Tournament Selection and the MH - algorithm.
  - A pair of candidate solutions is randomly chosen and the log-likelihood values are compared. The candidate with the highest log-likelihood \( L_{\text{best}} \) is taken as the \( \phi_{\text{best}} \).
  - The next candidate is accepted or rejected with respect to the Acceptance ratio described in Section 4.1.1 given as

\[ \alpha = \min \left( 1, \frac{\Pi(y|Q(x_t|y))}{\Pi(x_t)Q(y|x_t)} \right) \quad (4.6) \]

- A random number is generated from the uniform distribution \( U(0, 1) \), if this number is less than \( \alpha \). Then the current candidate solution is taken as \( \phi_{\text{best}} \) otherwise the previous solution is retained.
- The process is repeated until the required ensemble is selected.

\[ S = \{ \psi^* \in K | \psi^* \text{satisfies MH Tournament} \} \quad (4.7) \]

- Formation of Offspring Ensemble \( O \)
  - Further the candidate solutions in \( S \) undergo Recombination and Migration.
  - The Offspring Ensemble \( O = \{ O^1, O^2, \ldots, O^{N_s} \} \). Each Offspring \( O^i \) is formed from two candidate solutions in \( N_s \) i.e. by taking \( \phi^i \) and \( \phi^{i+1} \).
  - Recombination - A random number \( \beta \) is generated from uniform distribution \( U(1, m) \).
  - The candidate solutions \( \phi^i \) and \( \phi^{i+1} \) are broken at \( \beta \) for the parameter solution. The initial portion of \( \phi^i \) is added to final portion of \( \phi^{i+1} \), forming the offspring \( O_i \).
Migration- A subset $\mathcal{M}$ of size $N_m$ from the Offspring ensemble $\mathcal{O}$ is chosen randomly, where $N_m = M_f \times n$ and $M_f$, migration fraction.

$$\mathcal{M} = \{\mu^1, \mu^2, \ldots, \mu^{N_m}\}$$  \hspace{1cm} (4.8)

A set of random numbers $j$’s are generated from an uniform distribution $U(0, m)$ and a single parameter in the location $j$ from each solution $\mu^i$ in the set $\mathcal{M}$ is selected. A value corresponds to the parameter $\theta^i_j$ is drawn from a normal distribution $N(\theta^i_j, \sigma_j)$ with $\sigma_j$ as the migration width and is replaced with the original value.

Elite Population- Further the best candidate from the ensemble population $\mathcal{K}$ is directly added to the now formed offspring generation to bring the number candidate solutions equal to ‘$n$’.

• Hence an Offspring population $\mathcal{O}$ similar to the initial Ensemble population $\mathcal{K}$ is formed and these steps are repeated by taking the Offspring population as the new Ensemble population.

5 Results and Discussion

We analyzed different observations provided by the Pantheon project, Observational Hubble Data and Planck mission. The best-fit parameters ($H_0$, $\Omega_m$, $\Omega_b h^2$, $\Omega_c h^2$) for SNeIa and CMB data were estimated against the $\Lambda CDM$ model which are found to be lying well within the limits. We made several attempts in the different datasets for the estimation of the cosmological parameter. An interesting feature that was revealed during the process was the significantly lower computational time and steps required as compared to the former methods employed in this regime.

5.1 Estimation of cosmological parameters from the SNe Ia data - Pantheon Compilation

The $\Lambda CDM$ model is tested against the pantheon dataset which consist of 1048 SNeIa observations which is shown in Fig. 1. The figure shows the trajectories of parameter values which clearly indicates the convergence of the estimation chain with the values $H_0 = 70.21$, $\Omega_m = 0.2845$ and $-\chi^2/2 = 517.83$ for the absolute magnitude value $M = -19.35$ [12]. The values obtained shows consistency with the previous results from Mehrabi[26] and Scolnic [12].

5.2 Insights from Observational Hubble Parameter Data (OHD)

The analysis of observational hubble parameter data with our evolutionary algorithm has obtained the parameters of the $\Lambda CDM$ model of the universe Fig. 2. The parameter values, $H_0 = 69.81$, $\Omega_m = 0.2634$, obtained exhibits consistency with other previous estimations made on OHD.
Figure 1: Convergence with $\Lambda CDM$ model for the pantheon data. The plot shows the values of parameter converging for three different chains under 4000 iterations of the algorithm.

Figure 2: Trace plot of parameters of $\Lambda CDM$ model for Observational Hubble parameter data. The parameters show convergence within 5000 chains of iteration.

5.3 Analysis of CMB data and parameter estimation with Planck

We performed an exploration of the 3 parameter space of $\Lambda CDM$ model with Planck CMB data. Fig. 3 shows a certain convergence of the stochastic estimation of the parameters to the values $H_0 = 67.61$, $\Omega_b h^2 = 0.0223$, $\Omega_c h^2 = 0.1203$ with $-\chi^2/2 = -479.90$. Comparison of the obtained values with those estimated by other authors[27][16] indicates sufficient consistency and the computational efficiency of the method.
Figure 3: Convergence plot of parameters obtained from the likelihood function of $\Lambda$CDM with respect to Planck 2018 data compilation

6 Conclusion

We have introduced a new approach to cosmological parameter estimation and performed the computational analysis with Pantheon, OHD, Planck datasets. The algorithm we designed is implemented with a combination of Python and C++ languages. The computational efficiency and accuracy in the determination of various parameters are evident from the results described in Section 5 of the paper. An interesting result revealed in our analysis is the discrepancy in the value of $H_0$, which is inclined to 67 for the Planck CMB dataset and towards 70 for the other two datasets, indicating Hubble tension. Although this algorithm showed a better convergence time of 4000 chains as compared to the 24,000 chains of MCMC method the comparison among them is of no significance since they differ in their fundamental design and implementation. But unlike MCMC the hyper parameters of our algorithm which is derived from the design principles of Genetic Algorithm are easily tuned allowing us to efficiently converge to global or local extremum. This allows more freedom and control over the execution flow which is one of the advantage of using this algorithm. Furthermore, this also allows having a larger
search space for the parameters that are to be estimated, which avoids stringent constraints
over the parameters that are under scrutiny.
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