Content Adaptive and Error Propagation Aware Deep Video Compression
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Abstract. Recently, learning based video compression methods attract increasing attention. However, the previous works suffer from error propagation due to the accumulation of reconstructed error in inter predictive coding. Meanwhile, the previous learning based video codecs are also not adaptive to different video contents. To address these two problems, we propose a content adaptive and error propagation aware video compression system. Specifically, our method employs a joint training strategy by considering the compression performance of multiple consecutive frames instead of a single frame. Based on the learned long-term temporal information, our approach effectively alleviates error propagation in reconstructed frames. More importantly, instead of using the hand-crafted coding modes in the traditional compression systems, we design an online encoder updating scheme in our system. The proposed approach updates the parameters for encoder according to the rate-distortion criterion but keeps the decoder unchanged in the inference stage. Therefore, the encoder is adaptive to different video contents and achieves better compression performance by reducing the domain gap between the training and testing datasets. Our method is simple yet effective and outperforms the state-of-the-art learning based video codecs on benchmark datasets without increasing the model size or decreasing the decoding speed.

1 Introduction

With the increasing amount of video content, it is a huge challenge to store and transmit videos. In literature, a large number of algorithms [37,28] have been proposed to improve the video compression performance. However, all the traditional video compression algorithms [37,28] depend on the hand-designed techniques and highly engineered modules without considering the power of end-to-end learning systems.

Recently, a few learning based image and video compression methods [8,9,22,5,21,18,38,19] have been proposed. For example, Lu et al. [19] proposed an end-to-end video
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(a) The error propagation issue in the traditional video compression system.

(b) Adaptive mode selection in the traditional video compression system.

Fig. 1: Two motivations of our proposed method.

However, the current state-of-the-art learning based video compression algorithms still have two drawbacks. First, the error propagation problem is not considered in the training procedure of learning based video compression systems. As shown in Fig.1(a), the previously decoded frame \( \hat{x}_{t-1} \) in the coding procedure will be used as the reference frame to compress the current frame \( x_t \). Since the video compression is a lossy procedure, the previously decoded frame \( \hat{x}_{t-1} \) inevitably has reconstruction error, which will be propagated to the subsequent frames because of the inter-frame predictive coding scheme. As the encoding procedure continues, the error will be accumulated frame by frame and decrease the compression performance significantly. However, the current approaches train the codecs by only minimizing the distortion between the current frame \( x_t \) and the decoded frame \( \hat{x}_t \), but ignore the influences of \( \hat{x}_{t-1} \) on the subsequent encoding process for frame \( x_{t+1} \) and so on. Therefore, it is critical to building an error propagation aware training strategy for the deep video compression system.

Second, the current learning based encoders are not adaptive to different video content as the traditional codecs. As shown in Fig.1(b), the encoder in H.264 [37] or H.265 [28] selects different coding modes (e.g., the size of coding unit) for videos with different contents. In contrast, once the training procedure is finished, the parameters in the learning based encoder are fixed, thus the encoder cannot adapt to different contents in videos and may not be optimal for the current video frame. Furthermore, considering the domain gap due to the resolutions or motion magnitudes between training and testing datasets, the learned encoder may achieve inferior performance for videos with some specific contents, such as videos with complex motion scenes. To achieve content adaptive coding, it is necessary to update the encoder in the inference stage for the learning based video compression system.

In this paper, we propose a content adaptive and error propagation aware deep video compression method. Specifically, to alleviate error accumulation, the video compression system is optimized by minimizing the rate-distortion cost from multiple consecutive frames instead of that from a single frame only. This joint training strategy exploits the long-term information in the coding procedure, therefore the learning based video codec not only achieves high compression performance for the current frame but also guarantees that the decoded current frame...
frame is also useful for the coding procedure of the subsequent frames. Furthermore, we propose an online encoder updating scheme to improve video compression performance. Instead of using the hand-crafted modes in H.264/H.265, the parameters of the encoder will be updated based on the rate-distortion objective for each video frame. Our scheme enables the adaption of the encoder according to different video content while keeping the decoder unchanged. Experimental results demonstrate the superiority of the proposed method over the traditional codecs. Our approach is simple yet effective and outperforms the state-of-the-art method [19] without increasing the model size or computational complexity in the decoder side.

The contributions of our work can be summarized as follows,

1. An error propagation aware (EPA) training strategy is proposed by considering more temporal information to alleviate error accumulation for the learning based video compression system.
2. We achieve content adaptive video compression in the inference stage by allowing the online update of the video encoder.
3. The proposed method does not increase the model size or computational complexity of the decoder and outperforms the state-of-the-art learning based video codecs.

2 Related Work

2.1 Image Compression

Traditional image compression methods [33,27,14] use hand-crafted techniques, such as discrete cosine transform (DCT) [7] and discrete wavelet transform (DWT) [26] to reduce the spatial redundancy. Recently, learning based image compression approaches attracted increasing attention [30,31,8,9,29,5,18,23,21,6,22,13]. In [8], a CNN based end-to-end image compression framework is proposed by considering both the rate and distortion terms. Furthermore, to obtain the accurate probability model of each symbol, Ballé et al. [9] estimate the hyperprior for the compressed features and improves the performance of entropy coding. Since the image compression methods rely on intra prediction, the error propagation reduction issue is not exploited in the existing image compression work.

2.2 Video Compression

The traditional video compression methods [37,28] follow the classical block based hybrid coding framework, which uses motion-compensated prediction and transform coding. Although each module is well-designed, the traditional video compression systems cannot benefit from the power of deep neural networks.

Recently, more and more end-to-end frameworks [11,38,19,24,16,12,32] were proposed for video compression. In [38], the video compression task is formulated as frame interpolation, in which the motion information is compressed by using the traditional image compression method [4]. Lu et al. [19] proposed a fully end-to-end video compression system. Their approach follows the hybrid coding
framework and uses neural networks to implement all components in video compression. In [21], an end-to-end video compression framework is proposed and the corresponding motion and residual information are jointly compressed. Habibian et al. [16] use a 3D auto-encoder to build a video compression framework and employ an auto-regressive prior as the entropy model. In [14], the residual information is computed in the latent space and the proposed framework can directly decode the motion and blending coefficients. It is worth mentioning that the methods [38,14,12] are based on frame interpolation and designed for B-frame compression.

We would like to highlight that the learning based video codecs in these methods [11,38,19,24,16,12,32,14] are optimized by minimizing the distortion of a single frame without considering the error propagation problem for videos. More importantly, their encoders are not adaptive to different video content. Although these methods achieve comparable or even better performance than H.264, we believe that the capability of the existing network architecture is not fully exploited, and the video compression performance can be further improved by using our proposed methods.

3 Motivations Related to Learning Based Video Compression System

3.1 Error Propagation

Error propagation is a common issue in the video compression systems, mainly due to the inter-prediction. In Fig. 2 we provide the PSNRs of the reconstructed frames from the H.264 algorithm [25] and the learning based video codec DVC [19]. It is obvious that the PSNR drops when the time step increases. A possible explanation is that video compression is a lossy procedure and the encoding procedure of the current frame relies on the previous reconstructed frame, which is distorted and thus the error propagates to the subsequent frames. Let us take the
DVC model as an example. The PSNR value of the 5\textsuperscript{th} reconstructed frame is 33.52dB, while the PSNR value of the 6\textsuperscript{th} reconstructed frame is 33.37dB(0.15dB drop). Furthermore, as the time step increases, the PSNR of the 50\textsuperscript{th} reconstructed frame is only 31.50dB.

Although error propagation is inevitable for such a predictive coding framework, it is possible and beneficial to alleviate the error propagation issue and further improve the compression performance (see the curve DVC+EPA in Fig. 2).

### 3.2 The Content Adaptive Coding Scheme

To improve compression performance, the traditional video encoders \cite{37,28} use the rate-distortion costs to select the optimal mode for the current frame. For example, the encoder prefers to use a large block size for homogeneous regions while a small block size is adopted for complex regions. To this end, the encoder will calculate the rate-distortion cost for each mode in the coding procedure. In contrast, the current learning based video compression systems \cite{19,38} do not employ the content adaptive coding scheme. In other words, the rate-distortion technique is no longer exploited in the inference stage. Therefore, the compressed features are not optimal for the current frame.

More importantly, the encoders are optimized by the rate-distortion optimization (RDO) technique in the training dataset, due to the domain gap between the training and testing dataset in terms of resolution or motion magnitudes, the learned encoders may be far from optimal for the testing dataset. For example, the average motion magnitude between neighboring frames in the training dataset is in the range of [1, 8] pixels \cite{39}. However, the motion in some testing datasets (e.g., the HEVC Class C dataset) is much larger and more complex. The experimental results in \cite{19} also indicate that the compression performance on the HEVC Class C dataset decreases when compared with other datasets.

### 4 Proposed Method

#### 4.1 Introduction of the DVC framework

In this paper, we use the framework in \cite{19} as our baseline algorithm to demonstrate the effectiveness of our new approach. In \cite{19}, the deep video compression (DVC) framework follows the classical hybrid coding approach and designs two auto-encoder style networks to compress the motion and residual information, respectively. The architecture of DVC is shown in Fig. 3. The modules with green color (i.e., the optical flow net, the motion vector encoder net and the residual encoder net) represent the Encoder. The other modules (i.e., MV decoder, motion compensation net and residual decoder net) represent the Decoder. Here, we use $\Phi_E$ and $\Phi_D$ to represent the trainable parameters in the Encoder and Decoder, respectively. In the inference stage, the parameters in both Encoder and Decoder are fixed.
The DVC model is optimized by minimizing the following rate-distortion (RD) trade-off,

\[ L_t = \lambda D_t + R_t = \lambda d(x_t, \hat{x}_t) + [H(\hat{y}_t) + H(\hat{m}_t)] \]  

\( L_t \) is the loss function for the current time step \( t \). \( d(\cdot, \cdot) \) is the distortion metric between \( x_t \) and \( \hat{x}_t \). \( \hat{y}_t \) and \( \hat{m}_t \) are the compressed latent representations from residual and motion information, respectively. \( H(\hat{y}_t) \) and \( H(\hat{m}_t) \) are the corresponding number of bits used for compressing these latent representations. It is noticed that the whole network is optimized to minimize the rate-distortion criterion for the current time step \( t \).

However, this scheme ignores two critical dependencies for learning based video compression. First, the compression system, including the encoder and decoder, ignores the potential influence from reconstruction error of \( \hat{x}_t \) to the next frame \( x_{t+1} \) in the training procedure and thus leads to the error propagation. Second, the encoder itself is fixed and not depend on the current frame \( x_t \), which deteriorates the compression performance in the inference stage. In the next sections, we will introduce how to address these two dependencies in video compression.

4.2 The Error Propagation Aware Training Strategy

To alleviate error accumulation in video compression, we propose an error propagation aware training strategy. Specifically, we design a joint training strategy to train the video codec by using the information from different time steps in one video clip and combines all the information to optimize the learned codec for better video compression performance.

The proposed training procedure is shown in Fig. 4. For the current frame \( x_t \), the corresponding reconstructed frame after the encoding and decoding procedure is \( \hat{x}_t \). Given \( x_t \) and \( \hat{x}_t \), we can calculate the RD cost \( L_t \). Then \( \hat{x}_t \) will be used as the reference frame in the encoding procedure of \( x_{t+1} \), and we obtain the reconstructed frame \( \hat{x}_{t+1} \) and the RD cost \( L_{t+1} \). As the coding procedure continues, the reconstructed error will propagate to the following frames. Meanwhile,
we also obtain a series of RD costs, which measure the compression performance at the current time step.

Then, we propose a new objective function by considering the compression performance of both the current frame and the subsequent frames that rely on the current reconstructed frame. Therefore, the loss function is formulated as follows,

$$L^T = \frac{1}{T} \sum_{t=1}^{T} L_t = \frac{1}{T} \sum_{t=1}^{T} \{ \lambda_d(x_t, \hat{x}_t) + [H(\hat{y}_t) + H(\hat{m}_t)] \}$$

where $T$ is the time interval and set as 5 in our experiments, $L^T$ represents the error propagation aware loss function.

Therefore, our new training objective will optimize the video codec by employing the objectives from multiple time steps.

As shown in Fig. 2, the video codec DVC with an error propagation aware (DVC+EPA) training strategy significantly reduces error accumulation. For example, the proposed method has over 0.61dB (32.11dB vs. 31.50dB) improvement over the baseline DVC algorithm \[19\] for the 50th frame, and the gain becomes larger when the time step increases.

Fig. 5: Visual comparison before and after using our online encoder updating scheme.
Algorithm 1 Online Encoder Updating in the Inference Stage

1: The video encoder $E$ and the trainable parameters $\Phi_E$
2: The video decoder $D$ and the trainable parameters $\Phi_D$
3: The input frame $x_t$ and its reference frame $\hat{x}_{t-1}$
4: $\Delta$ represents the difference between neighbouring iterations
5: while $i <= K$ do
6: \( \hat{m}_t, \hat{y}_t \leftarrow E(x_t, \hat{x}_{t-1}; \Phi_E^{i-1}) \)
7: \( \hat{x}_t \leftarrow D(\hat{m}_t, \hat{y}_t; \Phi_D) \)
8: \( L_t^i = \lambda d(x_t, \hat{x}_t) + [H(\hat{y}_t) + H(\hat{m}_t)] \)
9: \( \Phi_E^i \leftarrow \Phi_E^{i-1} - \alpha \frac{\Delta L_t^i}{\Delta \Phi_E} \)
10: if $|L_t^i - L_t^{i-1}| < \epsilon$ then
11: \( K \leftarrow i \)
12: break
13: end if
14: end while
15: \( \hat{m}_t, \hat{y}_t \leftarrow E(x_t, \hat{x}_{t-1}; \Phi_E^K) \) //Encoding
16: \( \hat{x}_t \leftarrow D(\hat{m}_t, \hat{y}_t; \Phi_D) \) //Decoding

4.3 The Online Encoder Updating Scheme

To optimize the encoder for each frame and mitigate the domain gap between training and testing data, we propose an online encoder updating scheme in the inference stage. Our method will update the encoder according to the input image while keeping the decoder unchanged. In other words, we use the training dataset to obtain a general decoder and employ the testing dataset to update the CNN parameters of the encoder. Based on the training strategy described in the previous section, we can obtain the learned encoder($E$) and decoder($D$). For the given original frame $x_t$ and the reference frame $\hat{x}_{t-1}$, the objective $L_t$ at the current frame is obtained according to Eq. (1). Then, the parameters $\Phi_D$ in the decoder are fixed while the parameters $\Phi_E$ are updated by minimizing $L_t$. After several iterations, we obtain the content adaptive encoder, which is optimal for the current frame $x_t$. Finally, the updated encoder based on testing data and the learned decoder from training data is employed for the actual compression procedure. The procedure of the proposed online encoder updating algorithm is provided in Algorithm 1. In our implementation, the maximum iteration number is set to 10. To reduce computational complexity, we will compare $L_t$ between two consecutive iterations and stop the optimization procedure once the loss becomes stable.

In contrast to other low-level vision tasks, the ground-truth frame for video compression is available at the encoder side. As a result, we can update the encoder by using the original frame as long as the decoder remains unchanged.

In Fig. 5, we provide the visual results before and after the online updating procedure. It is observed that the output feature from the residual encoder (Fig 5(c) and (Fig 5(d)) has changed after the updating procedure which is optimized for the current frames. More importantly, as shown in Fig. 5(e) and
Fig. 5(f), the optical flow map after the updating process contains more details, which is beneficial for accurate prediction. For example, based on the optical flow in Fig. 5(e), the PSNR of the warped frame is 33.40dB, while the corresponding PSNR of the warped frame is 34.13dB for the updated optical flow in Fig. 5(f). Furthermore, for the estimated bits map shown in Fig. 5(g) and Fig. 3(h), it is observed that the bits map after the updating process allocates fewer bits for the background region. The experimental results show that the coding bits drop from 0.056bpp to 0.051bpp after the online encoder updating procedure. However, the reconstructed frame has better visual quality after the online updating procedure (36.47dB vs. 36.40dB).

5 Experiments

5.1 Experimental Setup

Datasets In the training stage, we use the Vimeo-90k dataset[39]. Vimeo-90k is a widely used dataset for low-level vision tasks[35,20]. It is also used in the recent learning based video compression tasks[19,14]. To evaluate the compression performance of different methods, we employ the following datasets, HEVC Common Test Sequences[28] are the most popular test sequences for evaluating the video compression performance[28]. The contents in common test sequences are diversified and challenging. We use Class B(1920 × 1080), Class C(832 × 480) and Class D(352 × 288) in our experiments.

Video Trace Library (VTL) dataset[3] contains lots of raw YUV sequences used for the low-level computer vision tasks. Following the setting in[14], we use 20 video sequences with the resolution of 352 × 288 in our experiments, and the maximum length of the video clips is set to 300 for all sequences.

Ultra Video Group (UVG) dataset[2] is a high frame rate(120fps) video dataset, in which the motion between neighbouring frames is small. Following the setting in[38,19,16], we use the video sequences with the resolution of 1920 × 1080 in our experiments.

MCL-JVC dataset[34] consists of 24 videos with the resolution of 1920 × 1080. This dataset is widely used for video quality assessment. For a fair comparison with[14], we also include this dataset in our experiments.

Implementation details. We train four models with different λ values (256, 512, 1024, 2048) in Eq. (1). To generate the I-frame/key-frame for video compression, we use the learning based image compression method in[9], in which the corresponding λ in the image codec are empirically set to 1024, 2048, 4096 and 12000, respectively.

In our implementation, we use DVC[19] as the baseline method. In the training stage, the whole network is first optimized by using the loss in Eq. (1), then is fine-tuned based on the error propagation aware loss in Eq. (2). The corresponding batch sizes are set to 4 and 1, respectively. The resolution of the training images is 256 × 256. We use Adam optimizer[17] and the initial learning rate is set as 1e − 4. In the inference stage, the encoder is also optimized by using
Adam optimizer [17] to achieve content adaptive encoding. The proposed method is implemented based on Tensorflow. It takes about 5 days to train the whole network by using two GTX 1080Ti GPUs.

In our experiments, we use the PSNR and MS-SSIM [36] to measure the distortion between the original frame and the reconstructed frame. The bits per pixel (bpp) represents the coding bits in the compression procedure.

5.2 Comparison with the state-of-the-art methods

Evaluation Setting. To make a fair comparison with the state-of-the-art learning based video compression methods and the traditional video codecs H.264/H.265, we follow the existing evaluation protocols in [38][19][14] to perform extensive experiments. Specifically, all the existing learning based methods [38][19][14] use fixed GoP setting. For example, the GoP size for the UVG dataset is set to 12 while the corresponding GoP size is set to 10 for the HEVC Common Test Sequences [38][19]. And the corresponding GoP size for H.265/H.264 in these
Table 1: The BDBR and BD-PSNR results of different algorithms when compared with H.264. Negative values in BDBR represent the bitrate saving.

| Dataset | H.265 | DVC  | Ours | H.265 | DVC  | Ours |
|---------|-------|------|------|-------|------|------|
| Class B | -52.0 | -27.9 | -41.7 | 0.78  | 0.71 | 1.12 |
| Class C | -20.8 | -3.5  | -25.9 | 0.91  | 0.13 | 1.18 |
| Class D | -12.3 | -6.2  | -25.1 | 0.57  | 0.26 | 1.25 |

papers is also fixed to 12 or 10. We follow the same settings and provide the experimental results in Fig.6, Fig.7, Fig.8 and Fig.9.

For the common testing cases of the traditional video codecs, the GoP size is usually not fixed. To further evaluate the performance of the learning based video codec and the traditional video codec (e.g., H.265), we do not impose any restriction on the GoP size in the codec. Specifically, we adopt veryfast mode in FFmpeg with the default Setting.

Baseline Algorithms The learning based codecs in Wu et al. [38] and Djelouah et al. [14] are based on frame interpolation and designed for B-frame video compression, while the methods in [19,16] are for P-frame based video compression. Since the B-frame based compression methods employ two reference frames, the coding performance is generally better than P-frame based compression method [28]. We use the P-frame based compression method DVC [19] as our baseline algorithm and we also demonstrate that the proposed method outperforms all the learning based methods, including the B-frame based compression methods [38,14].

Quantitative Evaluation at the fixed GoP setting. As shown in Fig.6, we provide the compression performance of different methods on the HEVC Common Test Sequences. When compared with the baseline DVC [19] algorithm, our proposed method significantly improves compression performance. For example, our proposed method has about 1dB improvement on the HEVC Class C dataset at 0.3bpp. It is also observed that the proposed method outperforms the H.264 algorithm and is comparable with H.265 in terms of PSNR. The BDBR and BD-PSNR results when compared with H.264 are provided in Table 1.

We also provide the experimental results when the distortion is evaluated by MS-SSIM. As shown in Fig.6, our approach outperforms H.265 in terms of MS-SSIM. One possible explanation is that the traditional codecs [37,28] use block based coding scheme, which inevitably generates the block artifacts.

In Fig.7, Fig.8 and Fig.9, we evaluate the compression performance on the MCL-JVC, VTL and UVG datasets. We compare our proposed method with the recent learning based method [14], which utilizes B-frame based compres-

---

1 ffmpeg -pix_fmt yuv420p -s WxH -r 50 -i video.yuv -c:v libx265 -preset veryfast -tune zerolatency -x265-params “qp=Q” output.mkv; Q is the quantization parameter. W and H are the height and width of the yuv video.
Fig. 10: Evaluation results for all video frames on the HEVC Class B, Class C and Class D at the default setting.

sion scheme. As shown in Fig. 7, although we only use one reference frame, the proposed method still achieves better compression performance on the VTL dataset.

In Fig. 9, we compare the proposed method with another state-of-the-art learning based video compression method [16] on the UVG dataset. For a fair comparison with [16], we also use MS-SSIM as the loss function to optimize the network. The experimental results in Fig. 9 demonstrate that the proposed approach outperforms [16] by a large margin.

Quantitative Evaluation at the default setting. In this section, we also provide comparison results when the traditional codecs use variable GoP size. As shown in Fig. 10, our method outperforms the previous DVC algorithm [19] by a large margin, especially for the HEVC Class C dataset. A possible explanation is that the error propagation is more severe as the GoP size becomes larger, which means our proposed scheme will bring more improvements. Although the proposed method cannot outperform the H.265 at the default setting, the compression performance of these two methods is generally comparable. Considering that the traditional video codecs exploit other coding techniques, such as multiple reference frames or adaptive quantization parameters, which are not used by current learning based video compression systems, it is possible to further improve the performance of learning based video codec in the future.

5.3 Ablation Study

The Error Propagation Aware Training Scheme. To demonstrate the effectiveness of our proposed error propagation aware training strategy, we compare the compression performance of different methods in Fig. 11. Specifically, the brown line represents the DVC algorithm [19], while the green line represents the DVC algorithm with the error propagation aware (EPA) training strategy. It is noticed that the proposed training scheme improves the performance by 0.2dB on the HEVC Class C dataset (GoP=20), which demonstrates that the proposed scheme can alleviate error accumulation by considering temporal neighboring frames in the training stage.

In practical applications, the GoP size for video compression is usually set as 50 or larger to reduce the bandwidth. And error accumulation is more severe as the GoP size increases. In Fig. 12, we investigate the effectiveness of our newly
proposed error propagation aware training scheme when the GoP sizes are set as different numbers. We use BDBR [10] to measure the bitrate saving when compared with the baseline DVC method [19]. Specifically, the proposed scheme saves 5.49% bitrate when the GoP size is set to 10 and saves up to 10.59% bitrate when the GoP size is set to 50. The experimental results demonstrate that the proposed method has achieved better compression performance for video sequences with the large GoP size.

To further investigate the proposed error propagation aware training strategy, we provide the compression results when the method is optimized by using different time intervals $T$. As shown in Table 2, the proposed scheme saves more bitrates when $T$ increases. For example, the proposed training scheme saves 2.12% bitrate when setting $T = 3$, while the corresponding bitrate saving is 5.59% when setting $T = 5$. One explanation is that the objective function can use long-term temporal information when $T$ increases, which effectively alleviates error accumulation. In our experiments, we set $T$ to 5 by default.

**The Online Encoder Updating Scheme** To demonstrate the effectiveness of our proposed online encoder updating (OEU) scheme in the inference stage, we compare the compression performance of the baseline algorithm with or without using our updating scheme. In Fig. 11 the proposed online encoder updating scheme (DVC+OEU, the blue line) significantly improves the compression performance by more than 0.5dB. Besides, the red line represents the full model of our proposed method, which achieves the best compression performance by using both the online updating scheme and the error propagation aware training strategy.
In [15], Campos et al. adaptively refined the latent representations of the learning-based image codecs for better compression performance. Furthermore, we provide the experimental result for the latent features updating (LFU) scheme, where \( \hat{m}_t \) and \( \hat{y}_t \) are updated and the encoder itself is fixed. The corresponding RD curve (DVC+EPA+LFU) is depicted by the cyan line. Compared with our proposed training scheme (DVC+EPA), we observe that the performance can be further improved by optimizing the latent representation at a high bitrate. However, it is obvious that adaptively optimizing the whole encoder (red line in Fig. 11) achieves better performance. A possible explanation is that updating the encoder provides a larger search range and thus it is more likely to obtain an optimal encoder for the current frame.

Besides, we also provide the compression results when only partial neural networks are updated in the inference stage. Specifically, we use the last layers updating (LLU) scheme, where only the last layers in the residual encoder and motion encoder are updated according to the rate-distortion technique. The experimental results are denoted by the yellow line (DVC+EPA+LLU) in Fig. 11. It is observed that the partial updating strategy is also useful for compression. However, the performance is inferior to the proposed approach, where all components in the encoder are updated.

### 5.4 Computational Complexity Analysis

In this paper, we use an adaptive encoder in the inference stage to improve compression performance. Since the online rate-distortion optimization scheme is required at the encoder side, it will increase the computational complexity. However, it is noticed that the numbers of iterations for different video sequences are different. For the video sequences with simple motion scenes, such as the HEVC Class B dataset, the encoder learned from the training dataset is already near-optimal and it only requires 3 iterations to obtain the optimal parameters. For the videos with complex motion scenes, such as the HEVC Class C dataset, more iterations are required to learn the optimal encoder. However, we also obtain a larger improvement (\( \sim 1\text{dB} \)). The encoding speed of H.265(HM) for the HEVC Class C dataset is about 0.1fps, while our approach is 1.4fps. And the baseline algorithm DVC is 7.1fps.

More importantly, a lot of applications, such as video-on-demand applications, are not sensitive to the computational complexity at the encoder side. Considering that our approach boosts the compression performance without increasing the decoding time, it is feasible to integrate the proposed techniques with other learning-based video codecs, such as [38], to further improve the compression performance.

### 6 Conclusion

In this paper, we have proposed a content adaptive and error propagation aware deep video compression method. Our approach alleviates error accumulation in
the training stage and achieves content adaptive coding by using the online encoder updating scheme in the inference stage. The proposed method is fairly simple yet effective and improves compression performance without increasing the model size or decreasing the decoding speed. The experimental results show that the compression performance of our proposed method outperforms the state-of-the-art learning based video compression methods.
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