Achieving an Order of Magnitude Speed-up in Hybrid Functional and Plane Wave based Ab Initio Molecular Dynamics: Applications to Proton Transfer Reactions in Enzymes and in Solution
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Ab initio molecular dynamics (AIMD) with hybrid density functionals and plane wave basis is computationally expensive due to the high computational cost of exact exchange energy evaluation. Recently, we proposed a strategy to combine adaptively compressed exchange (ACE) operator formulation and multiple time step (MTS) integration scheme to reduce the computational cost significantly [J. Chem. Phys. 151, 151102 (2019)]. However, it was found that the construction of the ACE operator, which has to be done at least once in every MD time step, is computationally expensive. In the present work, systematic improvements are introduced to further speed-up by employing localized orbitals for the construction of the ACE operator. By this, we could achieve a computational speed-up of an order of magnitude for a periodic system containing 32-water molecules. Benchmark calculations were carried out to show the accuracy and efficiency of the method in predicting the structural and dynamical properties of bulk water. To demonstrate the applicability, computationally intensive free energy computations at the level of hybrid density functional theory were performed to investigate (a) methyl formate hydrolysis reaction in neutral aqueous medium and (b) proton transfer reaction within the active site residues of class-C β-lactamase enzyme.

I. INTRODUCTION

Ab initio molecular dynamics (AIMD) techniques are extensively used to investigate structural and dynamical properties of a wide variety of molecular systems, and to predict mechanism and free energetics of physiochemical processes.1–4 In AIMD simulations, interatomic interactions are evaluated on-the-fly using electronic structure calculations at every MD step.5–8 Kohn Sham density functional theory (KS-DFT) with plane wave (PW) basis set is widely used for performing AIMD simulations of periodic condensed matter systems. The choice of the exchange-correlation (XC) functionals for the KS-DFT calculations determines the accuracy of the predicted properties. Generalized gradient approximation (GGA)9–11 type XC functionals are most commonly used to carry out AIMD using PW KS-DFT. However, these functionals suffer from self interaction error (SIE)12–15 where the XC functional erroneously includes the unphysical self-interaction of electron density with itself. Due to the SIE, the XC functionals tend to over-delocalize the electron density, leading to the underestimation of bandgap of solids, reaction barriers, and dissociation energies.13,15

SIE can be minimized by using hybrid functionals, where a certain portion of the Hartree-Fock (HF) exchange energy is added to the GGA exchange energy.14–16 Hybrid functionals are generally known to improve the prediction of energetics, structures, electronic properties, chemical reaction barriers and band gap of solids.17–29 Also, hybrid functional based AIMD simulations have been shown to improve the description of the structural and dynamical properties of liquids20–25 as well as the accuracy of the computed free energy surfaces.26–28 However, AIMD simulation with hybrid functionals and PW basis set is extremely time consuming due to the high computational cost associated with the exact exchange energy evaluation.29 Thus, it is not a common practice to perform hybrid functional based AIMD simulations for systems containing several hundred or more atoms.

Various possible strategies have been proposed to speed-up such calculations, for example, utilization of localized orbitals30–34,37,40–46 usage of the multiple time step (MTS) algorithms34–51 use of coordinate-scaling approach52,53 employment of massively parallel algorithms54–57 and other approaches.58,59 Recently, we proposed a robust method38,60 for performing efficient hybrid functionals and PW based AIMD, where a MTS integrator scheme was employed based on the adaptively compressed exchange (ACE)61–63 operator formalism. In the proposed method, the ionic forces were artificially partitioned into computationally cheap fast forces and computationally costly slow forces with the help of an approximate representation of the exact exchange operator (i.e. the ACE operator). Using the MTS algorithm, the computationally cheap fast forces were computed more frequently as compared to the computationally costly slow forces, thereby reducing the computational cost of performing such AIMD calculations. Additionally, our method has been shown to be efficient and accurate in predicting the structural and dynamical properties of realistic condensed matter systems.
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It was realized that the construction of the ACE operator, which has to be done at least once in every MD time step, is the computational bottleneck. In the present work, we systematically improve the computational speed by employing localized orbitals for the construction of the ACE operator. Specifically, the localized selected column of the density matrix (SCDM) orbitals are used to build the ACE operator. The SCDM method for obtaining localized orbitals is computationally efficient, and the procedure is not iterative (unlike in the case of computing Maximally Localized Wannier Functions). Recently, Carnimeo et al. also employed a methodology to speed-up ACE operator construction based on the localized SCDM orbitals. Their implementation in the Quantum ESPRESSO code reported a speed-up of at least 3-4 fold for hybrid functionals and PW based exact exchange energy calculations.

Our approach presented in this paper, termed as s-MTACE, opens up the possibility of performing hybrid DFT based MD simulations of large condensed matter systems providing a speed up of 10 fold or more. After presenting the theory and computational details, benchmark calculations are reported to demonstrate the accuracy and the computational efficiency of the method. In particular, we have investigated the structural and dynamical properties of bulk water for benchmarking purpose. Subsequently, we used our approach to perform free energy calculations of two important proton transfer reactions, namely methyl formate hydrolysis reaction in neutral water employing periodic AIMD simulations (Figure 1), and proton transfer reaction within the active site residues of class-C β-lactamase enzyme complexed with cephalothin drug using quantum-mechanical/molecular-mechanical (QM/MM) simulations (Figure 2). Here we compare the free energies of chemical reactions computed using both PBE (GGA) and PBE0 (hybrid) density functionals. Our results shed light on the performance of the PBE and the PBE0 functionals in predicting free energy barriers of reactions involving proton transfers in solutions and in enzymes from finite temperature MD simulations.

II. THEORY

KS-DFT calculations with hybrid functionals requires the application of the exact exchange operator $V_X(r) = -\sum_{j}^{N_{orb}} \frac{\langle \psi_j | \psi_i \rangle}{r_{12}}$ on each of the KS orbitals $|\psi_i\rangle$ at each step of the self consistent field (SCF) iterations:

$V_X|\psi_i\rangle = -\sum_{j}^{N_{orb}} \langle \psi_j \rvert (r_{12})^{-1} \rvert \psi_i \rangle$,

$= -\sum_{j}^{N_{orb}} v_{ij}(r_1)|\psi_j\rangle$, \quad $i = 1, ..., N_{orb}$

with

$v_{ij}(r_1) = \langle \psi_j \rvert (r_{12})^{-1} \rvert \psi_i \rangle$.

Here, $N_{orb}$ is the total number of occupied orbitals. Computation of $v_{ij}(r)$ is efficiently done in reciprocal space using Fourier transform. If $N_G$ is the total number of PWs, the computational cost for doing Fourier transform scales as $N_G \log N_G$ by using the Fast Fourier transform (FFT) algorithm. The total computational overhead scales as $N_{orb}^2 N_G \log N_G$ as the operation of $V_X(r)$ on all the KS orbitals requires $N_{orb}^2$ evaluations of $v_{ij}(r)$. As a result, such calculations are highly computationally intensive for typical molecular systems of our interest with about 100 atoms.

Whereas, the recently developed ACE operator formulation could greatly reduce the computational cost of such calculations. In the ACE operator formulation, the full rank $V_X$ operator is approximated by the low rank ACE operator $V_X^{ACE} = -\sum_{k}^{N_{orb}} |P_k\rangle \langle P_k|$. Here, $|\{P_k\}\rangle$ is the set of ACE projection vectors which can be computed by the decomposition of the $V_X$ operator; See Appendix A for more details. Construction of $|\{P_k\}\rangle$ requires evaluation of $\{V_X | \psi_i\rangle\}$, which is a computationally costly step, because of the $N_{orb}^2$ number of evaluations of $v_{ij}(r)$. However, once the $V_X^{ACE}$ operator is constructed, the evaluation of the action of this operator on KS orbitals can be done easily with $N_{orb}^2$ number of inner products as

$V_X^{ACE}|\psi_i\rangle = -\sum_{k}^{N_{orb}} |P_k\rangle \langle P_k| \psi_i \rangle$, \quad $i = 1, ..., N_{orb}$.

The advantage of the ACE approach is that the cost of applying the $V_X^{ACE}$ operator on each KS orbitals is much less as compared to $V_X$ operator.

In our earlier method, we took advantage of this particular feature of the ACE operator to combine with the MTS scheme for performing efficient hybrid functional based AIMD. However, the construction of the $V_X^{ACE}$ operator, which has to be done at least once in every MD time step, is computationally demanding. From Equation 2, it is clear that $v_{ij}(r)$ will be zero for non-overlapping orbital pairs and such pairs of orbitals will not contribute to the sum in Equation 1. Thus, it is possible to speed-up the construction of the ACE operator by employing a screened set of localized orbitals. For systems with finite band gap, a unitary transformation can be carried out to localize the KS orbitals in real space as

$|\phi_k\rangle = \sum_{i}^{N_{orb}} |\psi_i\rangle u_{ik}$,

where $u_{ik} \equiv (U_{ik})$ and $U$ is a unitary matrix. Now, by a screening procedure, where least contributing orbitals are neglected, we expect to achieve a substantial decrease in the number of orbitals involved in the evaluation of $\{V_X | \psi_i\}$.

In our present study, we employed the SCDM method to localize the canonical KS orbitals in real space. In our computations, we employed the following cutoff criteria

$\int d r \left| \phi_k(r) \phi_k^*(r) \right| \geq \rho_{cut}$,

to screen the orbital pairs entering in Equation 1. An orbital pair $i-j$ is only considered during the computation.
of the $V_X^{\text{ACE}}$ operator if the above criteria is satisfied. The ACE operator computed through the above mentioned screening scheme is denoted as $V_X^{\text{AE-ACE}}$ (screened ACE operator).

Now, similar to our earlier work, we split the individual ionic force components (in hybrid functional basis AIMD) for a system containing $N$ atoms as

$$F_K^{\text{exact}} = F_K^{\text{AE-ACE}} + \Delta F_K, \quad K = 1, \cdots, 3N$$  

(5)

with $\Delta F_K = (F_K^{\text{exact}} - F_K^{\text{AE-ACE}})$. Here, $F_K^{\text{exact}}$ and $F_K^{\text{AE-ACE}}$ are the ionic force computed with the full rank exchange operator $V_X$ and the low rank $V_X^{\text{AE-ACE}}$ operator constructed (only) at the beginning of SCF cycles, respectively. As the $V_X^{\text{AE-ACE}}$ operator closely resembles the $V_X$ operator, the differences in the ionic force components of $F^{\text{exact}}$ and $F^{\text{AE-ACE}}$ are very small. Now we make the assumption that $F^{\text{AE-ACE}}$ is the fast force and $\Delta F$ is the slow force. We have verified this assumption during our benchmark calculations. Finally, we employ the reversible reference system propagator algorithm (r-RESPA) to compute the computationally costly $\Delta F$ forces less frequently as compared to the cheaper $F^{\text{AE-ACE}}$ forces, thereby speeding up the calculations. Specifically, $F^{\text{AE-ACE}}$ is computed at every small time step $\delta t$ and $\Delta F$ is computed at every $n$ steps (i.e., with a time step $\Delta t = n\delta t$). Here, the small time step $\delta t$ can be chosen as per the time scale of fast forces ($F^{\text{AE-ACE}}$) that are cheaper to compute.

III. COMPUTATIONAL DETAILS

All the calculations presented here were carried out employing a modified version of the CPMD program where the proposed s-MTACE method has been implemented. We used PBE$^{20}$ and PBE$^{11}$ functionals for all the calculations. The effect of the core electrons were incorporated using the norm-conserving Troullier-Martins type pseudopotentials generated for PBE functional. For expanding the wavefunctions in PW basis set, a cut-off energy of 80 Ry was used. We carried out BornOppenheimer molecular dynamics (BOMD) simulations to perform MD simulations at microcanonical ($NVE$) and canonical ($NVT$) ensembles. Nosé–Hoover chain thermostat$^{22}$ was employed to perform canonical ensemble AIMD simulation at 300 K temperature. The wavefunction convergence criteria was set to $10^{-6}$ a.u. for the orbital gradients during the SCF iterations. For the initial guess of the wavefunctions at every MD step, Always Stable Predictor Corrector Extrapolation scheme of order 5 was used.

A. Benchmark Calculations: 32 Water System

We carried out benchmark calculations for bulk water, modelled using 32 water molecules taken in a periodic supercell of dimensions 9.85 Å×9.85 Å×9.85 Å corresponding to water density $\sim$1 g cm$^{-3}$. Two classes of simulations were performed to benchmark the efficiency and the accuracy of our method:

(a) $\text{VV}$: Here, we performed BOMD simulations in NVE/NVT ensemble with the standard velocity Verlet scheme with a timestep of $\Delta t$ fs. The value of $\Delta t$ used for the runs will be specified later in the below sections.

(b) $\text{MTS-n}$: Here, we performed BOMD simulations in NVE/NVT ensemble with s-MTACE scheme with an
inner time step, $\delta t = 0.5$ fs and an outer time step, $\Delta t = 0.5 \times n$ fs.

Additionally, for these MTS-n runs, three different cutoffs ($\rho_{\text{cut}}$) were chosen for constructing $V_{\text{ACE}}^N$ operators: $\rho_{\text{cut}} = 2.0 \times 10^{-3}$, $1.0 \times 10^{-2}$, and $2.5 \times 10^{-2}$. For obtaining a realistic picture, we mention in passing that while using $\rho_{\text{cut}} = 2.5 \times 10^{-2}$, Equation\(^2\) is mostly computed over the localized orbitals within the first solvation shell (Figure 3).

**B. Application: Methyl Formate Hydrolysis**

A cubic periodic simulation cell with side length of 10.1 Å was chosen for modelling methyl formate hydrolysis in neutral water. The system contained one methyl formate molecule and 32 water molecules. We performed two sets of simulations with the GGA/PBE and hybrid/PBE0 XC functionals. BOMD simulations were carried out to perform MD simulations in canonical ensemble at $T = 300$K temperature employing Nosé-Hoover chain thermostats.\(^2\) For the PBE calculations, the standard velocity Verlet scheme was employed with a timestep of $\Delta t = 0.48$ fs. Whereas, for the PBE0 runs, s-MTACE with $\delta t = 0.48$ fs and $\Delta t = 7.2$ fs (i.e., $n = 15$) were performed. We used $\rho_{\text{cut}} = 2.5 \times 10^{-2}$ for the screening of the SCRM orbital pairs.

Well-sliced metadynamics (WS-MTD) approach\(^2\) was employed to compute the free energy surface of the methyl formate hydrolysis reaction. Two collective variables (CVs), $s = \{s_1, s_2\}$, were chosen to explore the free energy surface of the reaction. The distance between the carbonyl carbon atom (C) of the methyl formate and the oxygen atom (O\(_1\)) of the attacking water molecule ($d|\text{C-O}_1|$) is chosen as the first CV ($s_1$), see Figure [1].

Sampling along this CV was performed in a controlled manner using the umbrella sampling\(^2\) like bias potential

$$W_h(s_1) = \frac{1}{2} \kappa_h \left( s_1 - d_h^{(0)} \right)^2,$$

where $s_1$ is the total number of umbrella windows used. $\kappa_h$ and $d_h^{(0)}$ are the restraining force constant and the equilibrium value of the $h$-th umbrella restraint, respectively.

The coordination number ($CN$) of the oxygen atom (O\(_1\)) of the attacking water with all the hydrogen atoms (H\(_w\)) of the solvent water molecules is chosen as the second CV ($s_2$)

$$CN[O_1 : H_w] = \sum_{i=1}^{N_{H_w}} \frac{1}{1 + (d_{i1}/d_0)^\beta},$$

with $d_0 = 1.30$ Å. Here, $N_{H_w}$ is the total number of H\(_w\) atoms and $d_{i1}$ is the distance between the O\(_1\) atom and the $i$-th H\(_w\) atom. This CV was sampled employing the well tempered metadynamics (WT-MTD) bias potential\(^2\)

$$V^b(s_2, t) = \sum_{\tau < t} w(\tau) \exp \left[ - \frac{\{s_2 - s_2(\tau)\}^2}{2(\delta s)^2} \right].$$

Here, $\delta s$ is the width of the Gaussian function and the height of the Gaussian, $w(\tau)$, is given by

$$w(\tau) = w_0 \exp \left[ - \frac{V^b(s_2, \tau)}{k_B \Delta T} \right],$$

where $w_0$ and $\Delta T$ are parameters and $k_B$ is the Boltzmann constant.

For each umbrella window $h$, we construct the partially reweighted probability distribution

$$P_h(s_1', s_2') = \int_{t_{\min}}^{t_{\max}} dt A_h(t) \prod_{i=1}^{2} \delta(s_i(t) - s_i') \int_{t_{\min}}^{t_{\max}} dt A_h(t)$$

with

$$A_h(t) = \exp \left[ \beta \left\{ V^b_h(s_2(t), t) - c_h(t) \right\} \right]$$

and

$$c_h(t) = \frac{1}{\beta} \ln \left[ \int ds_2 \exp \left[ \beta \theta V^b(s_2, t) \right] \right].$$

Here, $\theta = (T + \Delta T)/\Delta T$, and $\beta = 1/k_B T$. The integrals in Equation\(^1\) were evaluated for a time series from $t_{\min}$ to $t_{\max}$. Finally, the weighted histogram analysis method (WHAM)\(^2\) was used to combine the partially reweighted probability distributions $\{P_h(s_1, s_2)\}$ to get the Boltzmann reweighted probability distribution and free energy.

We have used 36 windows in total for sampling $d|\text{C-O}_1|$ in the range from 1.51 to 3.70 Å. The parameters of the umbrella sampling bias potential ($\kappa_h$ and $d_h^{(0)}$) are reported in Appendix B1. The time-dependent bias potential, $V^b(s_2, t)$, acting along $CN[O_1 : H_w]$ was updated...
every 19.4 fs. The parameters for the WT-MTD bias potential: \( w_0 \), \( \delta s \) and \( \Delta T \) were chosen to be 0.59 kcal mol\(^{-1}\), 0.05, and 4000 K, respectively. Initially, we carried out 2–3 ps of equilibration for each umbrella window. Afterwards, 35 ps of production runs were performed for every window. Additionally, to sample the transition state region more extensively, we generated 46 and 50 ps long trajectories for the windows near the transition state region \((s_1 \in [1.70, 2.05] \text{ Å})\) for PBE0 and PBE based simulations, respectively.

C. Application: Protonation State of Active Site Residues of Class-C \( \beta \)-Lactamase

The equilibrated initial structure for the solvated non-covalently complexed drug-substrate (class-C \( \beta \)-lactamase bound to the cephalothin drug molecule) was taken from an earlier work by our group.\(^7\) See Figure 2(b). The protein-drug complex was solvated with 13473 TIP3P water molecules in a periodic box of size 78 × 77 × 76 Å\(^3\). We used the CPMD/GROMOS interface as available in the CPMD program\(^6\) to carry out the hybrid QM/MM canonical ensemble MD simulations. The protein side chains of Lys\(^67\), Tyr\(^150\), Lys\(^315\), Ser\(^64\), and the cephalothin molecule (except the thiophene ring) were treated by QM, and the remaining part of the system including the solvent molecules were modelled by MM. Capping hydrogen atoms were used whenever the QM/MM boundary cleaves a chemical bond. In total 66 atoms were taken in a QM box with dimensions 18 × 21 × 22 Å\(^3\); see Figure 2(b) for details. The QM part was treated using KS-DFT and PW. The core electrons of all the QM atoms were accounted using norm-conserving Troullier-Martins type pseudopotentials at the level of PBE and PW cutoff of 70 Ry were taken.\(^2\) MM part was treated using parm99 AMBER\(^2\) force-field. The QM/MM interaction was handled using the electronic coupling scheme developed by Laio et al.\(^2\) The QM charge density interacts explicitly with any MM point charge within a range of 15 Å, beyond which the interaction was accounted by considering only the multipole expansion of the charge density up to the quadrupole term. Nearest neighbor lists were updated every 50 steps, and the long-range interaction cutoff of 20 Å was taken. QM/MM BOMD simulations were carried out and the temperature of the system was maintained at 300K using two separate Nosé-Hoover chain thermostats\(^2\) for the QM and MM subsystems.

We performed two sets of simulations: (a) PBE: the standard velocity Verlet scheme was employed with a timestep of \( \Delta t = 0.48 \) fs and the PBE XC functional was used. (b) PBE0: the s-MTACE scheme with \( \delta t = 0.48 \) fs and \( \Delta t = 7.2 \) fs (i.e., \( n = 15 \)) were considered and the hybrid PBE0 XC functionals were used. We took \( \rho_{\text{cut}} = 2.0 \times 10^{-3} \) for screening the SCDM-localized orbital pairs.

Umbrella sampling approach\(^2\) was employed to model the proton transfer reaction within the active site residues of class-C \( \beta \)-lactamase enzyme. In particular, we compute here the free energy barrier for the proton transfer between the Lys\(^67\)N\(_{\text{C}}\) and Tyr\(^150\)O\(_{\eta}\) atoms of class-C \( \beta \)-lactamase in the presence of the substrate; see Figure 2(a). The CN of the Tyr\(^150\)O\(_{\eta}\) atom with all the three Lys\(^67\)H\(_{\zeta}\) atoms \((\text{CN}[\text{Tyr}^{150}\text{O}_{\eta}\{\text{Lys}^{67}\text{H}_{\zeta}\}])\) was biased using the umbrella potential as in Equation (6). The definition of the CN is similar to Equation (7). A total of 24 windows were placed in the range 0.10 to 0.90. Structures with CN lying between 0.0 and 0.5 resemble K\(^{-}\)Y\(^{-}\), while those between 0.5 and 1.0 are similar to K\(^{+}\)Y\(^{−}\) state; see Figure 2(a). The details of the umbrella bias potentials are reported in Appendix B2. We generated 24 (35) ps long trajectories per each umbrella window during PBE0 (PBE) based QM/MM simulations. The biased probability distributions obtained from these independent simulations were then combined using the WHAM\(^2\) technique to get the Boltzmann reweighted probability distribution, and hence the free energy.

IV. RESULTS AND DISCUSSION

A. Benchmark Calculations

To test the accuracy and efficiency of the s-MTACE method, we considered a periodic system containing 32 water molecules modelling bulk water. In Figures 4(a) and (b), we have shown one component of \( \mathbf{F}^{\text{s-ACE}} \) and \( \Delta \mathbf{F} \) (calculated every \( n = \Delta t/\delta t \) steps) on an arbitrarily chosen oxygen and hydrogen atom, respectively. It is apparent that \( \Delta \mathbf{F} \) is slowly varying as compared to \( \mathbf{F}^{\text{s-ACE}} \). Additionally, the magnitude of \( \Delta \mathbf{F} \) is \(~100\) times smaller as compared to \( \mathbf{F}^{\text{s-ACE}} \). Thus we conclude that the time scale separation implied in the s-MTACE method is reasonable, as seen in the case of MTACE method.\(^2\)

It is apparent that the efficiency of the MTS schemes crucially depends on the choice of the parameter \( n \). In practise, one has to determine an optimal value of \( n \) by monitoring the drift in total energy. For this purpose, we compared the total energy fluctuations in velocity Verlet (VV) and MTS runs (MTS-n) with different \( \Delta t \) for 32-water system in NVE ensemble. To measure the magni-
for periodic systems with 32, 64 and 128 water molecules. In the case of the runs, similar to the analysis done in the earlier works. The fluctuations increase with $\Delta t$ as a function of the timestep $\Delta t$. In these runs, the screening of the SCDM-localized orbitals was performed with $\rho_{cut} = 2.5 \times 10^{-2}$.

![Graph](image)

FIG. 5. Measure of the fluctuations in total energy, $\log_{10}(\Delta E)$, for different $\Delta t$ values in VV and MTS-\textit{n} simulations using PBE0 functional. $\Delta E$ is calculated using Equation (11) over 5 ps long trajectories. In these runs, the total energy for these simulations is kept fixed at $0.5 \text{ fs}$ and the outer timestep $\Delta t = 15$ (i.e. MTS-\textit{n}) was varied. In Figure 5, the slope of the curve is smaller for the MTS-\textit{n} runs as compared to the VV runs, indicating that the effect of increasing timestep is less profound in the MTS runs. The stability of the MTS-\textit{n} runs with $n = 15$ (i.e. MTS-15) demonstrates that it is a good choice for production runs. Whereas, MTS-\textit{n} simulations with $n$ greater than 15 were showing substantially high total energy fluctuations and therefore, they were not considered further. Same conclusions about the optimal $n$ value were obtained while using the different $\rho_{cut}$ values (see Appendix C).

To benchmark the accuracy, stability, and efficiency of our proposed method, we performed a few sets of NVT simulations with 32-water bulk system. The details of the simulation length, average temperature and drift in total energy for these VV and MTS-\textit{n} simulations are reported in Appendix D. The accuracy of the method is benchmarked by comparing the structural and dynamical properties of bulk water obtained from VV (which invokes no assumption) and MTS-\textit{n} simulations. In particular, for comparing the structural properties, partial radial distribution functions (RDFs) were computed; See Figure 6(a)-(c). It is clear that the location of the peaks and the peak heights of the RDFs from the MTS-\textit{n} simulations are in excellent agreement with those from the VV run. For comparing the dynamical properties, we computed the power spectrum for the same system (shown in Figure 6(d)) by taking the Fourier transform of the velocity auto-correlation function. We have observed that the frequencies and the intensities of the spectra from VV and MTS-\textit{n} simulations are in excellent agreement with each other. These results demonstrate that the s-MTACE scheme provides an accurate description of structural and dynamical properties. We have observed a similar trend for different values of $\rho_{cut}$; See Appendix E.

Now, we study the computational efficiency of our method for which we have compared the average computational time for generating 1 fs trajectory with various parameter settings on an identical computing platform. The CPU time and the achieved speed-ups for various MTS-\textit{n} runs as compared to the VV run are reported in Table 1 for periodic systems with 32, 64 and 128 water molecules. Here, we defined the speed-up for a MTS-\textit{n} run as the ratio between the CPU time per fs in VV ($t_{VV}$) and MTS-\textit{n} runs ($t_{MTS-n}$):

$$\text{speed-up} = \frac{t_{VV}}{t_{MTS-n}}.$$  \hfill (12)

The time taken per fs in a MTS-\textit{n} run is calculated as:

$$t_{MTS-n} = \frac{t_{\text{force}}}{n} + n \frac{t_{\text{s-ACE}}}{\delta t} \left( \frac{1 \text{ fs}}{\delta t \text{ fs}} \right).$$  \hfill (13)

Here, $t_{\text{force}}$ and $t_{\text{s-ACE}}$ are the times taken for $F^{\text{exact}}$ and $F^{\text{approximate}}$ force calculations, respectively. In every $n$ MD steps, the force using the exact exchange operator (i.e. $F^{\text{exact}}$) is calculated only once, and the force using the approximate s-ACE operator (i.e. $F^{\text{approximate}}$) is computed $n$ times. The total CPU time for the computation of the $F^{\text{exact}}$ and $F^{\text{approximate}}$ forces are decomposed into various contributions in Table 1.
From Table III it is clear that by the screening of orbitals, the computational time required for the construction of the ACE operator has significantly decreased, resulting in a net speed up in the force calculation per MD step; see $t_{\text{force}}$ in Table III for various values of $\rho_{\text{cut}}$ and Figure 2. However, we have noticed that the number of SCF cycles required for computing energy/forces ($N_{\text{SCF}}$) increases with screening, due to poor initial guess of wavefunctions. Due to this reason, the overall speed-up in generating 1 fs long trajectory (on average) is not proportional to $n$ (see Table II). For a 32 water periodic system, we could achieve the maximum speed up (of $\sim 9X$) using $\rho_{\text{cut}} = 2.5 \times 10^{-2}$ with MTS-15. The performance was better compared to lower values of $\rho_{\text{cut}}$ for the same value of $n$ (Figure 8). As expected, MTS-15 performed better than MTS-7 and MTS-5. Speed-ups of $\sim 11X$ and $\sim 13X$ were observed for 64 and 128 water molecules systems, respectively.

FIG. 7. Average computing time for the construction of $V_{\text{ACE}}^N$ for various values of $\rho_{\text{cut}}$ for a periodic system containing 32 water molecules and using 120 identical processors; see also Table II.

FIG. 8. Average computational time for generating 1 fs trajectory with PBE0 for a system containing 32 water molecules in a periodic box using the exact $V_X$ operator (VV), and s-MTACE with $n = 15$ (MTS-15) for various values of $\rho_{\text{cut}}$. All the computations were performed using identical 120 processors. The computational time reported here is averaged over 630 MD steps.

B. Application: Methyl Formate Hydrolysis

The hydrolysis of carboxylic esters is one of the well studied reaction in the field of chemistry, biochemistry and industrial chemistry. Methyl formate hydrolysis serves as the simplest model for the hydrolysis of carboxylic esters and has been well studied experimentally\textsuperscript{80–84} and theoretically\textsuperscript{85–89} In our present work, we modelled the methyl formate hydrolysis reaction in neutral water. This reaction happens through proton transfer between solvent and the solute. Neutral hydrolysis of methyl formate leads to the formation of formic acid and methanol. It follows a stepwise mechanism, where addition of a solvent water molecule to the carbonyl group results in a stable gem-diol intermediate (see Figure 1), followed by the decomposition of the intermediate to the final products.\textsuperscript{88,89} In our work, we focus only on the elementary step leading to the formation of the gem-diol intermediate. The free energetics for this reaction step were computed using the WS-MTD technique.

For reweighting the WT-MTD bias potential, we used $t_{\text{min}} = 20$ ps and $t_{\text{max}} = 35$ ps. For the umbrella windows near the transition state region, we took $t_{\text{max}}$ as 46 (50) ps for the PBE0 (PBE) simulations to obtain better statistics. Here, $t_{\text{min}}$ was chosen such that the free energy estimate is independent of the initial configuration. The time series plots of the CVs for some of these umbrella windows are shown in Appendix F. The reconstructed free energy surfaces are shown in Figure 9. The convergence of free energy barriers as a function of
TABLE I. Average computational time for generating 1 fs trajectory ($t_{CPU}$) for periodic systems containing 32, 64 and 128 water molecules using PBE0. The averages were calculated over $N_{MD}$ number of MD steps. The achieved speed-ups for various MTS-n runs are compared with the VV run.22

| System size | No. of CPU cores | Method | $N_{MD}$ | $\rho_{cut} = 2.0 \times 10^{-3}$ | $\rho_{cut} = 1.0 \times 10^{-2}$ | $\rho_{cut} = 2.5 \times 10^{-2}$ |
|-------------|------------------|--------|----------|-------------------------------|-------------------------------|-------------------------------|
|             |                  | $t_{CPU}$ (s) | speed-up | $t_{CPU}$ (s) | speed-up | $t_{CPU}$ (s) | speed-up |
| 32 water    | 120              | VV     | 630      | 518               | 1.0         | 509              | 1.0         | 512              | 1.0 |
|            |                  | MTS-5  | 630      | 127               | 4.1         | 129              | 4.0         | 136              | 3.8 |
|            |                  | MTS-7  | 630      | 103               | 5.0         | 98               | 5.2         | 101              | 5.1 |
|            |                  | MTS-15 | 630      | 70                | 7.4         | 57               | 8.9         | 56               | 9.2 |
| 64 water    | 160              | VV     | 105      | 3962              | 1.0         | 3969             | 1.0         | 3976             | 1.0 |
|            |                  | MTS-5  | 105      | 856               | 4.6         | 936              | 4.2         | 1059             | 3.8 |
|            |                  | MTS-7  | 105      | 656               | 6.0         | 692              | 5.7         | 792              | 5.0 |
|            |                  | MTS-15 | 105      | 396               | 10.0        | 371              | 10.7        | 402              | 9.9 |
| 128 water   | 200              | VV     | 5        | 32668            | 1.0         | 32783            | 1.0         | 32726            | 1.0 |
|            |                  | MTS-5  | 15       | 6400            | 5.1         | 7607             | 4.3         | 8525             | 3.8 |
|            |                  | MTS-7  | 21       | 4914            | 6.6         | 5562             | 5.9         | 6020             | 5.4 |
|            |                  | MTS-15 | 45       | 2611            | 12.5        | 2749             | 11.9        | 2998             | 10.9 |

TABLE II. The decomposition of the total computing time for force calculations for a periodic system containing 32 water molecules. Timings are in seconds when using identical 120 CPU cores. Here, $t_{\text{Con}}$, $t_{\text{-force}}$, $t_{\text{exact}}$, $N_{\text{SCF}}$, and $N_{\text{exact}}$ is the computing time per SCF cycle using $V_X$, $N_{\text{exact}}$, $t_{\text{exact}}$ is the average number of SCF cycles for the calculation of $F_{\text{exact}}$, $f_{\text{force}}$, $f_{\text{exact}}$, $t_{\text{force}}$, $t_{\text{exact}}=N_{\text{exact}}$, $f_{\text{exact}}$, $t_{\text{exact}}$. $t_{\text{Con}}$, $t_{\text{exact}}$, $N_{\text{SCF}}$, $t_{\text{force}}$, $t_{\text{exact}}$.

| Method | $\rho_{cut}$ | $t_{\text{Con}}$ | $t_{\text{-force}}$ | $N_{\text{SCF}}$ | $t_{\text{exact}}$ | $N_{\text{exact}}$ | $f_{\text{exact}}$ | $t_{\text{force}}$ | $t_{\text{exact}}$ |
|--------|--------------|------------------|---------------------|------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| VV     | –            | 23.6             | 0.15                | 10.1             | 23.6              | 10.4              | 245.4             | 8.0               | 188.8             |
| MTS-15 | without screening | 17.7             | 0.15                | 10.9             | 19.3              | 8.6               | 203.0             | 11.0              | 259.6             |
| MTS-15 | $2.0 \times 10^{-3}$ | 8.6             | 0.15                | 12.6             | 10.5              | 23.6              | 11.0              | 259.6             | 12.0              |
| MTS-15 | $2.5 \times 10^{-2}$ | 6.0             | 0.15                | 13.4             | 8.0               | 23.6              | 12.0              | 283.2             | 12.0              |

TABLE III. Free energy barriers ($\Delta F^f$) of the reaction R$\rightarrow$P (Figure 1) using PBE and PBE0 functionals are compared with the experimental estimate.

| Method | $\Delta F^f$ (kcal mol$^{-1}$) |
|--------|-------------------------------|
| PBE    | 18.4                          |
| PBE0   | 20.8                          |
| Experiment$^{30}$ | 28.8                      |

$t_{\text{max}}$ is reported in Appendix G1. The converged free energy barriers and the experimental estimate are listed in Table III.

From the free energy surfaces computed using both PBE and PBE0, it can be seen that the locations of the minimum corresponding to the reactant state R and the intermediate P are nearly the same. However, the topology of the free energy surfaces near the transition state region has some difference. Additionally, the free energy barriers differ between the two functionals. The converged free energy barrier computed using PBE is 18.4 kcal/mol, while that using PBE0 is 20.8 kcal mol$^{-1}$. The PBE0 free energy barrier is about 2.4 kcal mol$^{-1}$ higher than that of PBE, in line with the trends seen for the hydrolysis of formamide in water.$^{37,38}$ Notably, the free energy barrier computed from PBE0 is closer to the experimentally “estimated” free energy barrier of 28.8 kcal mol$^{-1}$ at 298 K$^{30}$ for the reaction under neutral condition. For simple amides, the free energy barrier for neutral hydrolysis was reported to be between 21.9 to 23.8 kcal mol$^{-1}$.91-93 The PBE0 estimate of free energy barrier deviates substantially ($\sim$8 kcal mol$^{-1}$) from the experimental data. This may be due to several reasons. It is likely that under neutral aqueous conditions, the rate determining step is the subsequent elimination and not the formation of the gem-diol,$^{94}$ different to what is observed under acidic condition.$^{95}$ Finite size effects can also affect the results, especially since the transition state configurations have an additional proton dissolved in water. Clearly, a more detailed investigation is warranted in this direction to understand the deviation from the experimental data. Nonetheless, the observed effect of hybrid functional on the free energy barrier is the most significant result of this study. We also note in passing that...
the previous computational studies have reported a range of free energy barriers for this reaction at 298 K. Gu
naydin et al. reported that autoionization of water is the rate-determining step and the free energy barrier was predicted to be 23.8 kcal mol$^{-1}$ (which in turn was taken from experiment data). Arroyo et al. reported a free energy barrier of 28.17 kcal mol$^{-1}$ based on their MD simulations using empirical potentials.

C. Application: Proton Transfer Reactions within the Active Site Residues of Class-C $\beta$-Lactamase

$\beta$-Lactam antibiotics are commonly prescribed against bacterial infections. They inhibit the bacterial cell–wall synthesizing enzymes known as penicillin binding proteins (PBPs). However, the clinical efficacy of these life saving drugs is progressively deteriorating due to the emergence of drug–resistance in bacteria, primarily associated with the expression of $\beta$-lactamases. These enzymes hydrolyze $\beta$-lactam antibiotics in an efficient manner, preventing the drug molecules to react with PBPs. In the past, our group has contributed to the understanding of the mechanism of hydrolysis of different classes of $\beta$-lactamases. Here, we focus on class–C serine $\beta$-lactamases that is majorly responsible for hospital acquired infections. It was found that the protonation states of the active site residues Lys$_{67}$ and Tyr$_{150}$ of class-C $\beta$-lactamase play a crucial role in determining the hydrolysis mechanism. In the Michaelis complex of cephalothin and the enzyme, two protonation states are possible: $K^+Y^-$ and $KY$. In $K^+Y^-$, Lys$_{67}$ is in the protonated form, while Tyr$_{150}$ is in its deprotonated form. On the other hand, both Lys$_{67}$ and Tyr$_{150}$ are in their neutral forms in the KY state (Figure 2a). Depending on the protonation state, the general base that activates Ser$_{64}$ could differ, rendering different acylation mechanisms.

In the previous study, the free energy barrier for the proton transfer between Lys$_{67}$ and Tyr$_{150}$ ($K^+Y^- \rightarrow KY$) was found to be small ($\sim$ 1 kcal/mol) at the level of PBE. It was found that, Lys$_{67}$ is hydrogen bonded to Ser$_{64}$ in the KY state and the former residue acts as the general base. Here, we revisited the same problem and computed the free energy barrier separating the KY and $K^+Y^-$ states. It is known that PBE can underestimate the proton transfer barriers, and thus studying the above problem using a higher level of theory, especially including the contributions of HF exchange, is crucial. We computed free energies using QM/MM MD with PBE and PBE0 density functionals, and compared their performance.

Umbrella sampling simulations were carried out and the reconstructed free energy surface along the coordinate $CN[\text{Ty}r_{150}O_H;\text{Lys}_{67}H_C]$ using the two density functionals are shown in Figure 10. The convergence of the free energy barriers as a function of simulation length is reported in Appendix G2. Also, the error in the computed free energy was calculated using the method given by Hummer et al. For both the functionals, the location of the reactant minima ($K^+Y^-$) is around $CN \in [0.3, 0.4]$ (unitless). Whereas, the product minima ($KY$) is located near $CN \in [0.8, 0.9]$ (unitless). However, we can notice qualitative and quantitative differences in free energy profiles. At the level of PBE, the free energy barrier for the proton transfer in forward direction ($K^+Y^- \rightarrow KY$) is 1.7 kcal mol$^{-1}$, and the barrier for the proton transfer in the reverse direction ($KY \rightarrow K^+Y^-$) is 0.9 kcal mol$^{-1}$. On the other hand, at the PBE0 level, the barrier for the forward proton transfer is 1.2 kcal mol$^{-1}$, and the barrier for the reverse proton transfer is 2.0 kcal mol$^{-1}$. The error in the free energy estimates is less than 0.3 kcal mol$^{-1}$. Notably, $K^+Y^-$ is predicted to be the most stable state with PBE whereas, $KY$ is the most stable state with PBE0. In the earlier study, using PBE and QM/MM metadynamics simulation, it was reported that both of the states are equally stable with only $\sim$ 1 kcal mol$^{-1}$ barrier for their inter conversion (in the presence of the substrate). This is consistent with the results of the present work using PBE. Although, at the PBE0 level, the most stable state is found to be different, the free energy difference between the two protonation states and the free energy barriers for proton transfer reactions are small. This implies that quick proton transfer between the Tyr$_{150}$ and Lys$_{67}$ residues can take place at ambient temperature. Therefore we conclude that class-C $\beta$-lactamase catalyzed acylation mechanism of the hydrolysis of cephalothin, wherein the deprotonated form of Lys$_{67}$ activates Ser$_{64}$ is justified at the PBE0 level.

![Figure 10](image-url)

**FIG. 10.** Free energy as a function of $CN[\text{Ty}r_{150}O_H;\text{Lys}_{67}H_C]$ coordinate computed for the proton transfer reaction ($K^+Y^- \leftrightarrow KY$) using umbrella sampling simulations at the level of PBE (blue) and PBE0 (red) density functionals. Errors in the free energy estimates were computed following Ref. [10].

V. CONCLUSIONS

In summary, we presented a new scheme named s-MTACE to perform efficient hybrid functional based AIMD simulations using PW basis set. In particular, we have shown that screening the localized orbitals and computing ACE operator using the screened orbitals is an
efficient way to speed up our earlier method. Benchmark results show that dynamic and structural properties can be computed accurately using the s-MTACE method. We achieved a computational speed-up of ≈ 10 for a periodic 32-water molecules system compared to the conventional implementation of the hybrid functional PW-DFT. For a larger system with 128 water molecules, we have achieved a speed-up of about 13.

Using our implementation, we show that it is possible to carry out computationally demanding free energy calculations at the level of hybrid density functionals. We demonstrated this by performing free energy calculations in two systems involving proton transfer reactions. First, our implementation was combined with the WS-MTD method to study the methyl formate hydrolysis in neutral aqueous solution. The two dimensional free energy surface for this reaction was computed with PBE and PBE0 functionals. We observed that the free energy barrier computed using PBE is 2.4 kcal/mol lower than PBE0, similar to our observations in earlier studies for a different system.

By employing our method within the framework of QM/MM, we investigated the proton transfer reaction between the active site residues in the Michaelis complex of class-C β-lactamase and cephalothin antibiotic. We found that the stability of protonation states and the free energy barriers for proton transfer are altered while switching from PBE to PBE0. The general observation of underestimation of proton transfer barriers by PBE compared to PBE0 is consistent with the detailed benchmarking studies by Adamo and co-workers through structural optimizations of several gas-phase reactions. As this work enables us to perform free energy calculations at the level of hybrid functionals within AIMD simulations in an efficient manner, we hope that the presented method and the results obtained from our calculations are of great importance to scientists working in the area of computational catalysis.
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Appendix A: Construction of the Adaptively Compressed Exchange Operator

According to the ACE operator formalism, the ACE operator ($V_{\text{ACE}}$) can be constructed through the following series of simple linear algebra operations. First, the exact exchange operator ($V_{\text{X}}$) has to be applied on the set of KS orbitals ($\{|\psi_i\rangle\}$ as

$$|W_i\rangle = V_{\text{X}}|\psi_i\rangle, \quad i = 1, \ldots, N_{\text{orb}}.$$  \hspace{1cm} (A1)

Now, ACE formalism defines $V_{\text{ACE}}$ as

$$V_{\text{ACE}} = \sum_{i,j} |W_i\rangle B_{ij} \langle W_j|.$$ \hspace{1cm} (A2)

Here, $B = M^{-1}$, and the matrix $M$ has elements

$$M_{kl} = \langle \psi_k | V_{\text{X}} | \psi_l \rangle.$$ \hspace{1cm} (A3)

Now, the Cholesky factorization of $-M$ gives

$$M = -LL^T,$$ \hspace{1cm} (A4)

where, $L$ is a lower triangular matrix. Then $B$ is computed as

$$B = -L^{-T}L^{-1}.$$ \hspace{1cm} (A5)

Finally, the $V_{\text{ACE}}$ operator can be rewritten as

$$V_{\text{ACE}} = -\sum_k |P_k\rangle \langle P_k|,$$ \hspace{1cm} (A6)

with $\{|P_k\rangle\}$ as the columns of the matrix $P$, which is defined as

$$P = WL^{-T}.$$ \hspace{1cm} (A7)
Appendix B: Details of the Umbrella Sampling Bias

Parameters

1. Methyl Formate Hydrolysis

TABLE B.1. Umbrella sampling parameters: Here, \( d_h^{(0)} \) is in Å and \( \kappa_h \) is in Hartree Bohr\(^{-2}\).

| \( h \) | \( d_h^{(0)} \) | \( \kappa_h \) | \( h \) | \( d_h^{(0)} \) | \( \kappa_h \) |
|---|---|---|---|---|---|
| 1  | 1.51 | 0.4 | 19 | 2.21 | 0.4 |
| 2  | 1.60 | 0.2 | 20 | 2.25 | 0.4 |
| 3  | 1.63 | 0.4 | 21 | 2.30 | 0.2 |
| 4  | 1.65 | 0.8 | 22 | 2.39 | 0.4 |
| 5  | 1.67 | 0.8 | 23 | 2.43 | 0.4 |
| 6  | 1.70 | 0.8 | 24 | 2.50 | 0.2 |
| 7  | 1.73 | 0.8 | 25 | 2.60 | 0.2 |
| 8  | 1.76 | 0.8 | 26 | 2.70 | 0.2 |
| 9  | 1.81 | 0.8 | 27 | 2.80 | 0.2 |
| 10 | 1.83 | 0.8 | 28 | 2.90 | 0.2 |
| 11 | 1.86 | 0.8 | 29 | 3.00 | 0.2 |
| 12 | 1.90 | 0.8 | 30 | 3.10 | 0.2 |
| 13 | 1.93 | 0.8 | 31 | 3.20 | 0.2 |
| 14 | 1.96 | 0.8 | 32 | 3.30 | 0.2 |
| 15 | 1.99 | 0.4 | 33 | 3.40 | 0.2 |
| 16 | 2.05 | 0.4 | 34 | 3.50 | 0.2 |
| 17 | 2.12 | 0.4 | 35 | 3.60 | 0.2 |
| 18 | 2.17 | 0.4 | 36 | 3.70 | 0.2 |

2. Protonation State of Active Site Residues of Class-C \( \beta \)-Lactamase

TABLE B.2. Umbrella sampling parameters: Here, \( d_h^{(0)} \) is unitless and \( \kappa_h \) is in Hartree.

| \( h \) | \( d_h^{(0)} \) | \( \kappa_h \) | \( h \) | \( d_h^{(0)} \) | \( \kappa_h \) |
|---|---|---|---|---|---|
| 1  | 0.10 | 2.0 | 13 | 0.53 | 1.2 |
| 2  | 0.15 | 1.5 | 14 | 0.55 | 1.2 |
| 3  | 0.18 | 2.0 | 15 | 0.57 | 1.5 |
| 4  | 0.20 | 1.5 | 16 | 0.60 | 1.5 |
| 5  | 0.25 | 1.5 | 17 | 0.65 | 1.5 |
| 6  | 0.28 | 1.5 | 18 | 0.68 | 1.5 |
| 7  | 0.30 | 1.5 | 19 | 0.70 | 1.2 |
| 8  | 0.35 | 1.5 | 20 | 0.73 | 1.2 |
| 9  | 0.40 | 1.5 | 21 | 0.77 | 1.2 |
| 10 | 0.43 | 1.5 | 22 | 0.80 | 1.2 |
| 11 | 0.45 | 1.5 | 23 | 0.85 | 1.2 |
| 12 | 0.50 | 1.5 | 24 | 0.90 | 1.2 |

Appendix C: Comparison of the Drift in Total Energy for VV and MTS Simulations in the NVE Ensemble

TABLE C.1. The drift in total energy and log\(_{10}(\Delta E)\) for various VV and MTS\(-n\) simulations in NVE ensemble. The results of MTS\(-n\) simulations with various \( \rho_{cut} \) values are reported.

| Method | \( \rho_{cut} \) | Timestep | Drift \( \Delta E \) | log\(_{10}(\Delta E)\) |
|---|---|---|---|---|
| MTS-3 \( 2.0 \times 10^{-3} \) | 1.44 | \( 2.4 \times 10^{-7} \) | -6.01 |
| MTS-5 \( 2.0 \times 10^{-3} \) | 2.40 | \( 8.7 \times 10^{-6} \) | -5.41 |
| MTS-7 \( 2.0 \times 10^{-3} \) | 3.36 | \( 5.9 \times 10^{-6} \) | -5.54 |
| MTS-15 \( 2.0 \times 10^{-3} \) | 7.20 | \( 8.2 \times 10^{-6} \) | -5.45 |
| MTS-30 \( 2.0 \times 10^{-3} \) | 14.40 | \( 3.1 \times 10^{-4} \) | -3.79 |
| MTS-3 \( 1.0 \times 10^{-2} \) | 1.44 | \( 2.4 \times 10^{-7} \) | -5.00 |
| MTS-5 \( 1.0 \times 10^{-2} \) | 2.40 | \( 5.1 \times 10^{-6} \) | -5.47 |
| MTS-7 \( 1.0 \times 10^{-2} \) | 3.36 | \( 2.0 \times 10^{-5} \) | -5.11 |
| MTS-15 \( 1.0 \times 10^{-2} \) | 7.20 | \( 1.2 \times 10^{-5} \) | -5.32 |
| MTS-30 \( 1.0 \times 10^{-2} \) | 14.40 | \( 4.3 \times 10^{-4} \) | -3.65 |

\( ^{a} \) Drift was calculated as \( |E(t) - E(0)|/\text{number of atoms/time.} \) Here, \( E(t) \) is the total energy at any time \( t \).

Appendix D: Accuracy of VV and MTS Simulations in the NVT Ensemble

TABLE D.1. The simulation time length, average temperature \( \langle T \rangle \) and drift in total energy for various VV and MTS\(-n\) (for various values of \( \rho_{cut} \)) runs in NVT ensemble.

| Method | \( \rho_{cut} \) | Timestep | \langle T \rangle | Drift \( \Delta E \) |
|---|---|---|---|---|
| VV | - | 0.48 | 10 | 301 \( 1.8 \times 10^{-6} \) |
| MTS-3 \( 2.0 \times 10^{-3} \) | 2.40 | 10 | 299 | \( 7.8 \times 10^{-6} \) |
| MTS-5 \( 2.0 \times 10^{-3} \) | 3.36 | 10 | 299 | \( 1.0 \times 10^{-5} \) |
| MTS-15 \( 2.0 \times 10^{-3} \) | 7.20 | 10 | 300 | \( 6.6 \times 10^{-6} \) |
| MTS-3 \( 1.0 \times 10^{-2} \) | 2.40 | 10 | 300 | \( 7.6 \times 10^{-6} \) |
| MTS-5 \( 1.0 \times 10^{-2} \) | 3.36 | 10 | 300 | \( 1.5 \times 10^{-5} \) |
| MTS-15 \( 1.0 \times 10^{-2} \) | 7.20 | 10 | 300 | \( 8.0 \times 10^{-6} \) |
| MTS-3 \( 2.5 \times 10^{-2} \) | 2.40 | 10 | 299 | \( 4.3 \times 10^{-6} \) |
| MTS-5 \( 2.5 \times 10^{-2} \) | 3.36 | 10 | 299 | \( 1.7 \times 10^{-5} \) |
| MTS-15 \( 2.5 \times 10^{-2} \) | 7.20 | 10 | 300 | \( 2.5 \times 10^{-5} \) |

\( ^{a} \) Drift was calculated as \( |E(t) - E(0)|/\text{number of atoms/time.} \) Here, \( E(t) \) is the total energy at any time \( t \).
Appendix E: Comparison of Structural and Dynamical Properties

FIG. E.1. Radial distribution functions (RDFs) for bulk water (32 water system) simulation using VV, MTS-5, MTS-7 and MTS-15 trajectories at the level of PBE0: (a) O-O, (b) O-H, and (c) H-H. (d) Power spectrum of the same system computed from VV, MTS-5, MTS-7 and MTS-15 trajectories are shown. Screening of the SCDMs was performed with $\rho_{\text{cut}} = 2.0 \times 10^{-3}$.

FIG. E.2. Radial distribution functions (RDFs) for bulk water (32 water system) simulation using VV, MTS-5, MTS-7 and MTS-15 trajectories at the level of PBE0: (a) O-O, (b) O-H, and (c) H-H. (d) Power spectrum of the same system computed from VV, MTS-5, MTS-7 and MTS-15 trajectories are shown. Screening of the SCDMs was performed with $\rho_{\text{cut}} = 1.0 \times 10^{-2}$.

Appendix F: Time Series Plots of the CVs for Umbrella Windows Near the Transition State Region

FIG. F.1. Fluctuations in the $\text{CN}[\text{O}_1: \text{H}_\text{w}]$ CV with simulation time for the umbrella windows near the transition state region (from 1.70 to 1.86 Å) using PBE and PBE0 functionals.

FIG. F.2. Fluctuations in the $\text{CN}[\text{O}_1: \text{H}_\text{w}]$ CV with simulation time for the umbrella windows near the transition state region (from 1.90 to 2.05 Å) using PBE and PBE0 functionals.
Appendix G: Convergence of the Free Energy Barriers

1. Methyl Formate Hydrolysis

![Graph showing convergence of the free energy barrier (ΔF*) for the reaction R → P with different t_{max} values using PBE and PBE0 density functionals. Here, t_{min} = 20 ps was taken.]

2. Protonation State of Active Site Residues of Class-C β-Lactamase

![Graph showing convergence of the free energy barrier (ΔF*) for the reaction KY → K'Y using PBE functional (blue squares) and PBE0 functional (red squares). Here, t_{min} = 15 ps was taken for PBE functional; and t_{min} = 4 ps was taken for PBE0 functional.]
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