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Abstract—Historical handwritten documents guard an important part of human knowledge only within reach of a few scholars and experts. Recent developments in machine learning and handwriting research have the potential of rendering this information accessible and searchable to a larger audience. To this end, we investigate an end-to-end inference approach without text localization which takes a handwritten page and transcribes its full text. No explicit character, word or line segmentation is involved which is why we call this approach “segmentation free”. We explore its robustness and accuracy compared to a line-by-line segmented approach based on the IAM, RODRIGO and ScribbleLens corpora, in three languages with handwriting styles spanning 400 years. We concentrate on model types and sizes which can be deployed on a hand-held or embedded device. We conclude that a whole page inference approach without text localization and segmentation is competitive.

Index Terms—Handwriting segmentation, Handwriting recognition, OCR, Text localization

I. INTRODUCTION

In the context of handwriting recognition applied to historical handwritten manuscripts, we investigate an approach to improve and simplify the recognition of whole pages of handwritten text. This work fits in the wider field of competitions on historical documents, document layout and processing, text-in-the-wild challenges and document segmentation.

We concentrate on an end-to-end approach to avoid unrecoverable, early errors due to segmentation or localization. Due to the nature of the old manuscripts, we focus on off-line handwriting recognition based on static archive images [1], [2], [3].

When computational resources were limited, divide-and-conquer techniques were important to split the system level processing into manageable parts. Segmentation is such a divide-and-conquer approach which has been used in the field for decades from the segmentation of characters into strokes and radicals [4], words into characters [4], sentences into words, and pages into sentences and other content [4].

With the improvement of CPUs and algorithms, segmentation free approaches have started to take over, e.g., recognition of cursive handwritten words via hidden Markov models (HMM) [6] and neural networks [7], [8], full handwritten sentences [9] and even paragraphs [10]. In the field of speech recognition, development is similar from Bayesian continuous speech recognition [11] to recent jointly-trained, end-to-end speech recognition approaches [12].

In this paper, we investigate a segmentation-free inference approach for whole pages of handwritten historical manuscripts such as in Figure 1. With the goal of a simple and effective recognition system, we prototype our approach on the IAM [13], RODRIGO [14] and ScribbleLens [15] corpora.

In Section II and Section III we discuss the related work and corpora. Section IV contains details on the experimental setup comprising models and approaches. Results are presented in Section V followed by the conclusion in Section VI.

II. RELATED WORK

Recognition architectures on image-based, off-line handwriting [16] have evolved from hidden Markov models (HMM) to deep learning-based systems with building blocks of CNN, (MD)LSTM, CTC and Transformers [17], [18]. [19]. Historical or medieval off-line handwritten datasets come with an additional set of challenges which range from old morphology, orthography and grammar to image artifacts such as bleed-through, water damage, and faded ink. Current work includes comprehensive algorithm comparisons on image segmentation and localizations [5], modeling and competitions [20] and general overviews [21].

Last year, we published the ScribbleLens [22], [15] corpus with historical, handwritten, Dutch manuscripts. We investigated supervised and unsupervised representation learning [23]. The work here takes a different tack on the same corpus and we investigate whether we can achieve accurate recognition without explicit segmentation of pages into lines. We compare the accuracy of line-by-line, and page-by-page recognition, and investigate the robustness towards image noise and line breaks on the pages.

Traditionally, off-line handwriting recognition concentrated on character, word and sentence images, while whole-page recognition approaches and models are more recent. Some systems follow a divide-and-conquer approach and combine separate independent components for text detection, localization and recognition, while other systems aim to combine these components in an end-to-end trainable model, just like in speech recognition [12]. For the purpose of this study, a segmentation free recognition of whole pages is defined as a one-stage, end-to-end trainable system with a page image as input and transcribed text as output, without explicit stroke, character, word or line segmenter as preprocessor.

Fig. 1. Example pages IAM, RODRIGO, ScribbleLens
As a first example, [24] consists of a combination of CNNs and BLSTMs similar to the CNNs plus Transformers and BLSTMs in this work and [15]. The system [24] is tested on images of sheet music, street views and word images. The SEE system [25] is another end-to-end trainable system which combines localization and recognition and applies it on the words from the SVHN data.

Next, the work of [26] demonstrates a full-page recognition system on noisy or heterogeneous page images. It combines detection and localization with a CNN-style regressor and an LSTM-based recognition engine. Significantly, it couples segmentation/localization plus recognition more tightly.

Finally, the Start, Follow, Read (SFR) model [27] is another end-to-end trainable classifier which integrates segmentation and recognition on the recognition of paragraphs and pages roughly comparable to the page-based recognizer of [10]. Both page-based recognizers combine localization and recognition models. In contrast, the current work only does recognition on the whole pages of historic manuscripts without prior text localization or detection.

On the flip-side, the traditional off-line printed text recognition (OCR) has seen much recent work on text localization, detection, as part of OCR text-in-the-wild work such as [28]. Some of these systems share the goal of an end-to-end trainable system with this paper but also address text localization which we do not use here.

The growing list of research corpora with historical, handwritten manuscripts includes IAM-HistDB [29], the Spanish RODRIGO corpora [14], GERMANA [30], READ [31], and the George Washington papers [32]. Furthermore, thousands of personal letters in early 17th century Dutch [33], Shakespearean letters and materials [34], plus work on historical manuscript corpora in Asian languages [35] are being bundled as research corpora for linguistics, history and paleography.

In this work, we primarily investigate the accuracy differences between classifiers trained on either segmented lines versus whole pages of historical manuscripts. In other words, when you feed the classifier a whole page instead of segmented lines, how accurate and robust is the end-to-end transcription? This page-based recognition uses no lexicon, language models, text localization, text detection or line segmentation.

Secondly, we study the effect of image noise on recognition accuracy. Noise such as margin annotations, bleed-through, page numbers and other artifacts. The research question at hand is whether the accuracy degradation due to margin annotations and other noise is benign or catastrophic.

### III. CORPORA

To benchmark the proposed system, we use three off-line handwritten corpora summarized in Table I. These are ScribbleLens [22], [15] in early Modern Dutch from the 16-17th century, the 16th century Spanish RODRIGO manuscript [14], [36], and IAM [13], [37] in modern English. All segmented lines and whole pages are binarized with black background and white signal.

| Name       | NPages train | NPages test | NLines train | NLines test | NChars train | NChars test | Symbols | Density |
|------------|--------------|-------------|--------------|-------------|--------------|-------------|---------|---------|
| IAM        | 747/2020     | 808/2140    | 2654/9568    | 2558/9544   | 152          | 102         | 78/54   | 3.4/100 |
| Rodrigo     | 782/1075     | 628/1121    | 475/1526     | 420/1419    | 180          | 102         | 125/33  | 28.9/100 |
| ScribbleLen | 176/221      | 192/242     | 74/256       | 67/238      | 78/54        | 78/54       | 78/54   | 3.4/100 |

Character error rates (CER) are reported based on the best path and unconstrained character output. No lexicons nor language models (LM) are used to postprocess the results as our main interest is on the page-based recognition and robustness for historical handwritten manuscripts across languages. The linguistic and morphological modeling of 16th century Dutch or Spanish is an additional challenge which is why we report CER but not word error rate (WER).

The IAM off-line handwriting database [13], [37] is an established corpus in modern English for off-line handwriting recognition on words and sentences, and more recently on paragraphs and pages [10]. We use the corpus as a sanity test and comparison of modern handwriting pages versus historical pages with additional artifacts. The writing styles vary from handprinted to very slanted and cursive. Based on the IAM provided splits [38], there are 6161, 900, 940 and 1861 lines and 747, 105, 115, and 232 pages to train, validate1, validate2 and test respectively, from 500+ writers and with 79 character symbols including whitespace. The latter is also included in the error counts and training. Some papers combined the test and validate2 data as a common test set with marginally better CER but we use test data only to report results.

We binarize all line and page images with the provided pixel threshold levels in the IAM XML data, and experiment on both original and de-slanted handwritten lines. For recognition of words and lines, de-slanting [40] is reported as a useful preprocessing [17]. Typically, IAM recognizers use both language models and lexicons to produce the best WER and CER for words based on line image input. In contrast, the current work trains only on full lines and pages from its lines and forms directories and reports CER on the unconstrained symbol output from test data only.

In earlier work, IAM words and lines have been classified with CNNs and convolutions [40], LSTMs and dropout [41] as well as HMM-based [42] and hybrid NN-HMM [43], [44] systems. Previous work which reports a CER on the unconstrained character output based on line images without use of lexicon nor LM includes a MDLSTM-RNN-Dropout system [41] with 10.8%, the MDLSTM in [10] reports 6.6% and the end-to-end Start, Follow, Read approach [27] reports 6.4%. For reference, with contextual knowledge the CER on lines input is reduced to 3.4% [45], [17]. Finally, [10] reports on paragraph or whole page recognition with a data setup similar to this paper and achieves 16.1% CER on the whole pages.

The ScribbleLens [22], [15] manuscripts contain early modern Dutch, historical, handwritten, cursive text from the discovery age roughly between 1590-1750. The corpus [22] was used for supervised CER baselines [15] as well as weakly-supervised representation learning [46], [23]. In this paper, we extend the corpus and work to train from segmented and annotated lines as well as full pages. Based on the 200 full transcribed pages, we have 4783 plus 563 lines to train and test from a set of writers [22]. The same material is also split into 178 and 21 full page images for training and test. The train and test splits are maintained strictly, i.e., all 563 lines of test data are from the same pages as the 21 test pages. The 800 untranscribed pages are not used here.

The corpus already contains the binarized line images and its pages were binarized with the same tool as the lines. A similar procedure is used for the RODRIGO corpus.
whitespace in the transcripts is significant but never repeated. It is included in training targets and CER. In [15], we reported a ScribbleLens baseline CER of 11.9% errors with augmented data [47, 48] training. Even as the total number of writers of ScribbleLens compared to RODRIGO is significantly higher, the main difference is that the writing style in ScribbleLens is way more intricate and cursive which is traditionally much harder to recognize compared to an almost handprinted style in RODRIGO. Unlike noisy text-in-the-wild approaches [49], the segmented lines of ScribbleLens are relatively clean but include discoloration and similar artifacts.

The historical, handwritten RODRIGO corpus [14, 36] is handwritten by one 16th century Spanish writer annotated with line and word segmentations plus transcriptions. A CNN plus RNN system [36] gave CERS of about 21% and 3% with a 1-gram and 10-gram character LM, respectively. We speculate that without any character LM or lexicon, the CER must have been worse than 21%. For our purposes, we re-segmented the pages of the corpus into lines with the same tool as for ScribbleLens [22]. Based on the suggested split in train and test data [36] of 75 to 25 percent, we conducted our character recognition experiments on lines and full pages. The partition of pages into train and test sets is identical in both cases. The CER result on an unconstrained character output is in Section V.

IV. EXPERIMENTAL SETUP

Our goal is to build an accurate recognition model that uses a page image as input and transcribes that page as an unconstrained character sequence output without the use of an explicit line segmenter. We perceive the software complexity reduction from segmentation plus recognition to a recognition-only approach as significant. Unlike text-in-the-wild OCR or recognition of very heterogeneous pages, we know that journals such as RODRIGO or ScribbleLens are fairly regular and might not need further text detection or localization. We study the accuracy effects of linebreaks and manuscript noise such as margin annotations and bleed through. Other knowledge sources such as language models and grammars can always be added later. In summary, we investigate a segmentation-free recognition approach based on a whole page image input.

Our setup is a custom trainer based on PyTorch 1.5 and derived from [43]. The network is structured like [15] as a CNN stack on top of a TransformerEncoder [50, 51] with a CTC loss. We compare the TransformerEncoder with the BLSTM from [15] to gain insight in accuracy and generalization. The network optimizer is Adam, and compute its beta2 to have a momentum larger than 0.1 based on the corpus size.

As input images, we do consider the original 2D page scans and a flattened 1D version of the page to form a very long line of text with all page content [22]. We do not consider Spatial Transformer Networks [52] for text localization, or other spatial transforms such as folding back the left and right side of page to form a cylinder while shifting the right side down one line to form a long corkscrew sentence. While the segmented image lines from IAM to ScribbleLens have roughly 50 characters as targets, see Table I a whole page could have 1500 target symbols or more.

The line-by-line input images for all three corpora are resized to dimension [64 × W], i.e., a standard image height of 64 and a variable width or length W. The reduced length W ′ after CNN and before the Softmax is determined only by the number and value of strides in the CNN stack. The TransformerEncoder and BLSTM will not change the sequence length. Therefore, the sequence length after the full CNN stack and before the Softmax is typically W ′ = W/8(= 2^3).

As there are 512 output images from the CNN, we feed a sequence of [512 × W′] to the TransformerEncoder or BLSTM. Image padding is generally 1. The typical CNN settings are in Table II. Please note the wide kernel sizes in the horizontal direction of layers 7 and 8 which improves accuracy significantly. As image height is reduced in the CNN stack step-by-step, the rationale for the wide kernels at the end of the stack is to capture more horizontal context in order to handle and exploit co-articulation.

| Layer | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-------|---|---|---|---|---|---|---|---|
| Kernelsize | 3, 3 | 5, 5 | 3, 3 | 3, 3 | 3, 3 | 3, 3 | 3, 3 | 3, 5 | 2, 7 |
| Stride | 2, 1 | 2, 1 | 2, 1 | 2, 1 | 2, 1 | 2, 1 | 2, 1 | 2, 1 | 1, 1 |
| NumOutputing | 64 | 128 | 128 | 256 | 256 | 512 | 512 | 512 | 512 |

We use a back-end of two layers of TransformerEncoders or BLSTMs plus Dropout and BN. Longer sequences W ′ generally deliver better accuracy but are more difficult to train. In order to effectively use the CTC loss we must ensure that the sequence length after the CNN stack is larger than the amount of character symbols to be recognised (W ′ >> nTargets). This is especially relevant for pages that have, e.g., 1500 characters as targets, meaning that we need sequences of length W ′, e.g., 4,000 or 6,000 vectors, before the CTC. Training on long input image sequences with long target sequences is always a bit more challenging compared to the shorter lines.

One interesting aspect of this paper is that we use the identical CNN/back-end/CTC for both line and page recognition. The way the page recognition works is we provide a resized input image for the whole page of size [64 × L × W]. As an example, we might choose a line density scale factor L = 24 and resize an input image from [4000 × 3000] to [64 × 24 × 1152] = [1536 × 1152]. Hence we scale from [H × W] to [64L × (W/H) × 64L]. As both height and width of the input image are scaled by L, the sequence length W ′ after the CNN and before the back-end will increase quadratically with increasing L.

Per line “density” in Table I we choose an oversample factor of L between 1 and 32 to build a resized page image which the CNN stack will convert to 512 input images or tensors of [L × W ′] representing 512 output images after the CNN and before the back-end. Work on much denser pages with, e.g., 100 lines/page would obviously require a different L. Next, we flatten and transpose that to a sequence [512 × (L × W ′)] as input vectors for the back-end. Algorithmically, the flattening to a sequence of length L × W ′ is straightforward and surprisingly effective.

Generally, training whole pages leads to sequences in the range of about 1000 to 12000 with target sequences of length O(10^3). The training from scratch is feasible but slow to converge. To speed up convergence, we use a form of curriculum training [53] to bootstrap the page models. Hence, curriculum training is an engineering shortcut and not a necessity. First,
we train the usual line recognition models based on their input images of $[64 \times W]$. Then, we use the line model with converged CNN filters to bootstrap the page model which process full page images of $[64 \times L \times W]$. Page images have an unknown number of text lines roughly between 1 and 40.

We experimentally determined reasonable oversample factors $L$ for the pages as well as horizontal CNN strides to find setups that fit in CUDA memory for training. The accuracy results are reported with uncertainty computed from corpus size as discussed in [54].

V. RESULTS

First, we compute baseline models on the line-by-line segmented data. The line image height is fixed as 64 while the line width is flexible. We compare a TransformerEncoder and BLSTM back-end which we refer to as model I and II, respectively. As a sanity test, we evaluate on IAM with a deslanted corpus and we get a test CER of 9.10 +/- 0.33 and 7.39 +/- 0.30 for model I and II, respectively, without any language model nor lexicon which compares well to the unconstrained CER from the literature.

Next, we re-evaluated the augmented, supervised, line-by-line ScribbleLens results from [15] where we achieved CER 11.9 +/- 0.68. Now we achieve significantly better results of 7.00 +/- 0.49 for model I and 6.47 +/- 0.90 for model II. In the order of relevance, the improvement consists of the combination of two wider CNN kernels, see Table II] larger image input height 64 instead of 32, and better augmentation. On RODRIGO, we achieve a CER of 2.42 and 1.93 for model I and II, respectively, which is significantly better than what was reported in the literature and discussed above.

Table III summarizes results on the segmented lines of the corpora from Table I] and shows that both models are competitive in CER on known and new tasks.

| Corpus          | Model I         | Model II        |
|-----------------|-----------------|-----------------|
| IAM             | 9.10 +/- 0.33   | 7.39 +/- 0.30   |
| RODRIGO         | 2.42 +/- 0.09   | 1.93 +/- 0.08   |
| ScribbleLens    | 7.00 +/- 0.49   | 6.47 +/- 0.47   |

Next, we generalize the line-by-line model to a page-by-page model. As discussed earlier, we bootstrap the page-by-page model based on the line-by-line models from Table III. In other words, the image input to the model will change from $[64 \times W]$ to $[64 \times L \times W]$ where $L$ is the vertical scaling factor that roughly denotes an expected number of lines. With ScribbleLens as example, we train and test on the page images and sweep over $L$ from 1 to 32 in Table IV] The CUDA memory usage goes up quickly with $L$ until we run out of 11GB memory after $L = 32$ for this setup. Here, we chose $L = 24$ as compromise in accuracy vs. CUDA memory usage and note that if we could train with larger upsampled $L >> 32$ then we expect the accuracy and CER to improve further.

Now that we have a working point at $L = 24$, and format all input page images to $[1536(= 24 \times 64) \times W]$, we can build page recognizers for the corpora. The result is in Table V] for both model types. As an excellent start, the RODRIGO page-by-page CER is very close to its line-by-line CER in Table III. The ScribbleLens page-by-line result is better than the line-by-line CER from last year [15] though it seems unable to reach the line-by-line results from Table III in this work. For IAM page CER, the corpus setup is identical to [10] and we measure a slightly better CER.

Next, we continue with model I/TransformerEncoder only and measure the robustness of the whole page recognizer with respect to noise in train and test data such as margin annotations or page numbers or similar, see Figure 2. In other words, does the transcription accuracy change significantly when we have some unmodelled margin annotations or page numbers in the train and test data? This also relates to accuracy degradation with word-based models and recognition where there are unmodelled, out-of-vocabulary (OOV) words.

![Fig. 2. Three ScribbleLens unmodelled margin annotation examples in gray, and proper handwritten text in black. From a page number top of page (right), to a section in the middle (left), and the last scribble at the bottom right.](image)

As all 1000 pages of the ScribbleLens corpus have a line-by-line segmentation, we have a way to exclude additional page numbers, additional margin annotation, either vertical or horizontal, from the manuscript pages. In contrast to the “Original” supervised train and test set of 200 pages from [22], we compare to new train and test data on the newly constructed “Clean” 200 page set.

The “Clean” dataset was constructed with a script that rebuilds each page based on the segmentation boxes, an empty page background, and copied in the same lines in the correct positions. The effect is that the new “Clean” supervised, corpus has minimal to no page noise whatsoever. Both ScribbleLens “Original” and “Clean” sets have an identical number of pages.

In a nutshell, the result in Table V] shows that accuracy on the “Clean” corpus is marginally but not significantly more

---

Table IV: Page model I, “Tasman” subset CER [%], sweep with $L$ to identify working point for page recognition

| Height err [%] | 1 | 12 | 18 | 24 | 25 | 32 |
|---------------|---|----|----|----|----|----|
| $L = 24$      | 100.0 | 64.25 | 1536 | 1536 | 1536 | 1536 |
| $L = 32$      | 25.30 | 11.39 | 64.25 | 64.25 | 64.25 | 64.25 |
| $L = 64$      | 11.54 | 6.47 | 11.54 | 11.54 | 11.54 | 11.54 |

Table V: Page model, test CER [%], without language model or lexicon.

| Corpus          | Model I         | Model II        |
|-----------------|-----------------|-----------------|
| IAM             | 14.47 +/- 0.42  | 12.99 +/- 0.40  |
| RODRIGO         | 2.30 +/- 0.09   | 2.25 +/- 0.09   |
| ScribbleLens    | 10.62 +/- 0.60  | 8.59 +/- 0.54   |
TABLE VI
CER ON SCRIBBLELENS FULL PAGES. “ORIGINAL” PAGES VS “CLEAN” PAGES WITH AN UNCERTAINTY OF +/- 0.6%.

| Model      | Corpus CER [%] |
|------------|----------------|
| Clean      | 9.71           |
| Original   | 10.06          |

accurate compared to the “Original” pages. The mis-matched scenarios show an expected, small degradation in accuracy.

Finally, we quantify the effect on accuracy due to the 2D page layout with explicit line wraps. For a sequence of \( N \) target symbols on a page with \( M \) lines of text, you could argue that the page image is easier to recognize in a long, flat, input image of size \([64 \times W \times M]\) or \([64 \times W_1]\), a long one dimensional (1D) flat line of text with no line breaks, compared to the normal page layout of \([64 \times L \times W_2]\) in a two dimensional way (2D) way which includes line breaks.

The normal 2D page layout can cause hyphenation at end of lines, with words split across two lines, e.g., like “seg” “mentation”. In this experiment, we compare the 1D and 2D layout and start from the same transcriptions. However, in the 1D layout, we do merge the hyphenated words such as “seg” “mentation” to “segmentation”. There is evidence from [10], [27] that “whole paragraph” recognition with a 2D layout of a set of lines is possible. Our preliminary experiments on synthetic sequences of MNIST digits, laid out in flat, 1D sequences versus the paragraph and page-like 2D layout, showed that these images can be transcribed with the correct target sequence. Line breaks on a page do not seem to cause confusion in the sequence of symbols. While the current experiment is with European languages written left-to-right, we expect that Arabic manuscripts written right-to-left, or traditional Chinese top-to-bottom, are handled with similar grace.

As a reminder, the 1D flattened pages are part of the ScribbleLens [22] corpus and constructed by adding line after line to the right. The 2D pages are the original manuscript scans straight from the archives. For RODRIGO, we constructed the 1D flat lines from the individual lines as well.

TABLE VII
ACCURACY OF FLAT (1D) PAGE INPUT \([64 \times W_1]\) VERSUS NORMAL RESIZED (2D) PAGES \([64 \times L \times W_2]\).

| Corpus      | CER [%] |
|-------------|---------|
| RODRIGO     | 3.16 +/- 0.11 |
| ScribbleLens| 10.35 +/- 0.59 |

For both corpora, there is no catastrophic break-down in accuracy for either 1D page lines or the original 2D pages which is great news. We speculate that training on the whole pages teaches the model about “noise” in the margins, “noise” from page numbers, and words hyphenated at line end.

VI. CONCLUSION
We investigated whole page recognition of historical manuscripts. No explicit line or word segmentation is involved in inference, nor a text localization mechanism. Based on this page-in, text-out approach, we conclude that the whole page, segmentation free recognition from manuscript images is feasible and competitive in terms of CER.

Given enough training data, the page-based accuracy in unconstrained CER is very similar to recognition on line-segmented data. In edge cases, when words wrap around line ends, the accuracy of a whole page recognizer might even be better as it avoids unrecoverable segmentation errors. We compared page recognition with and without “wrap around” line ends and see small effects only.

Historical handwritten manuscripts are often high on image noise due to their age. We showed that manuscript noise such as margin annotations have only a small effect on whole-page recognition accuracy, and certainly no catastrophic degradation. However, having enough transcribed pages to train from is key in supervised training which is why we built ScribbleLens as another research tool for un-, weakly-, and distant-supervised training [46], [23] on historical manuscripts for further research. We firmly believe that representation learning and un-supervised recognition models will have more accuracy and robustness in future, as the amount of digitized but un-transcribed historical pages in the archives is several orders of magnitudes higher compared to transcribed ones.

In terms of software complexity and models, the presented approach of recognition-only without text localization, segmentation or detection is simpler than many “text-in-the-wild” OCR systems. Hence, future research could investigate whether it is possible to simplify “text-in-the-wild” OCR systems further, and whether these whole-page recognition models can augment or surpass more traditional OCR approaches, especially for older books with more artifacts and less standard fonts.

With respect to other improvements for the model in this paper, the approach of dilated CNNs [55] was successful in other settings and modalities and they might help on the whole page as well to provide more context. However, our initial results showed no improvement.

REFERENCES
[1] C.L. Liu, S. Jaeger, and M. Nakagawa, “Online recognition of Chinese characters: The state-of-the-art,” IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 26, no. 2, pp. 198–213, 2004.
[2] T. Steinherz, E. Rivlin, and N. Intrator, “Off-line Cursive Script Word Recognition - A Survey,” International Journal on Document Analysis and Recognition (IJDAR), vol. 2, pp. 90–110, 1999.
[3] A. Vincarelli, “A survey of offline cursive word recognition,” Pattern Recognition, vol. 35, no. 7, pp. 1433–1446, 2002.
[4] R.M. Bozinovic and S.N. Srihari, “Off-line cursive script word recognition,” IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 11, no. 1, pp. 68–83, 1989.
[5] M. Mehri, P. Héroux, R. Mullot, J. Moreux, B. Coliasson, and B. Barrett, “ICDAR2019 competition on historical book analysis - HBA2019,” in 2019 International Conference on Document Analysis and Recognition (ICDAR), 2019, pp. 1488–1493.
[6] J.G.A. Dolting, Handwriting Recognition and Verification : A hidden Markov approach, Ph.D. thesis, Eindhoven University of Technology (TUE), 1998, https://research.tue.nl/en/publications/handwriting-recognition-and-verification-a-hidden-markov-approach.
[7] A.W. Senior, “An off-line cursive handwriting recognition system,” IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 20, pp. 309–321, 1998.
[8] S. Manke and U. Bodenhausen, “A connectionist approach for on-line cursive handwriting recognition,” in International Conference on Acoustics, Speech, and Signal processing (ICASSP), 1994, vol. 2, pp. 633–636.
[9] T. Starner, R. Schwartz, J. Makhoul, and G. Chou, “On-line cursive handwriting recognition using speech recognition methods,” in International Conference on Acoustics, Speech, and Signal processing (ICASSP), 1994, pp. 125–128.
