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Abstract—Spectrally efficient communication is studied for short-reach fiber-optic links with chromatic dispersion (CD) and receivers that employ direction-detection and oversampling. Achievable rates and symbol error probabilities are computed by using auxiliary channels that account for memory in the sampled symbol strings. Real-alphabet bipolar and complex-alphabet symmetric modulations are shown to achieve significant energy gains over classic intensity modulation. Moreover, frequency-domain raised-cosine (FD-RC) pulses outperform time-domain RC (TD-RC) pulses in terms of spectral efficiency for two scenarios. First, if one shares the spectrum with other users then inter-channel interference significantly reduces the TD-RC rates. Second, if there is a transmit filter to avoid interference then the detection complexity of FD-RC and TD-RC pulses is similar but FD-RC achieves higher rates.

Index Terms—Amplitude shift keying, capacity, direct detection, intensity modulation, quadrature amplitude modulation

I. INTRODUCTION

Fiber-optic communication with direct detection (DD) is a cost-effective approach for intra-datacenter communication up to several dozen kilometers [1]. DD receivers measure the amplitude or intensity of signals, e.g., by using a photodiode (PD). This reduces the hardware complexity, cost and form factors as compared to coherent receivers [1]–[3]. However, the spectral efficiency (SE) is reduced and compensating transmission impairments is challenging [4]–[6].

DD receivers are usually paired with intensity modulation (IM) transmitters to allow for easy reconstruction of the transmitted data [7]–[9]. More generally, one may use several amplitudes, e.g., Q-PAM with $Q \geq 2$, together with DD and receiver signal processing such as linear equalization and machine learning [6], [10], [11]. IM constellations have a positive mean that aids DD but carries no information and consumes energy.

A. Oversampling

Oversampling at the receiver increases the capacity of DD systems [12]. In fact, if optical amplification (OA) noise is the dominant impairment then DD can operate within 1 bit/s/Hz of the coherent detection capacity, and this motivates using complex-valued constellations [12]–[15]. For example, if the transmit signal is minimum phase, then its phase can be reconstructed from its intensity by using a Kramers-Kronig (KK) receiver [16]. After recovering the phase, one can mitigate linear impairments such as chromatic dispersion (CD) with standard methods such as linear equalizers or orthogonal frequency division multiplexing (OFDM). However, minimum phase signals require inserting an optical carrier that decreases the SE [13], [17], [18].

Real-valued bipolar constellations (Q-ASK) were investigated in [13]. For example, Fig. 1 depicts symbol reconstruction when the baseband pulse is triangular over two symbol periods $2T_s$. The solid curve in the first subplot shows the received baseband signal $X(t)$ when using binary phase-shift keying (BPSK) and the transmit symbol string $(-1,+1,+1,-1,+1)$. The second subplot shows the DD output. Clearly, the samples $x$ at symbol times $t = \kappa T_s$, $\kappa \in \mathbb{Z}$, carry no information. However, the samples $\mathbf{s}$ at half-symbol times $t = (\kappa + \frac{1}{2}) T_s$ experience intersymbol interference (ISI) and give information on phase changes. Thus, one can reconstruct the transmit string by using differential phase decoding [13].

B. Pulse Shaping and Line Coding

The triangular pulse in Fig. 1 was chosen to limit the oversampled ISI but without considering the spectral occupancy. Two classic methods to control the ISI and spectrum, and other signal properties, are pulse shaping and line coding.

A fundamental approach to pulse shaping with simultaneous timewidth and bandwidth constraints is based on prolate spheroidal wave functions (PSWFs) [19]. The application of PSWFs to data transmission was already pointed out in [20].
Sec. 5.2]. In practice, however, one usually uses pulses that satisfy the Nyquist ISI criterion. Perhaps the most popular choice is the class of frequency-domain raised-cosine (FD-RC) functions [21, Eq. (6.17)-(6.18)]. For example, the paper [13] uses an FD-RC pulse with a unit roll-off factor to limit the oversampled ISI to the half-symbol times $t = \pm T_s / 2$. However, such pulses are spectrally inefficient. The paper [15] instead uses a time-domain RC (TD-RC) pulse that extends up to two symbol periods $2T_s$ so that the ISI is limited to the half-symbol times $t = \pm T_s / 2$, as in [13] and Fig. 1. We show that the SEs of FD-RC pulses with small roll-off factors are better than those of TD-RC pulses, see Sec. V-C below.

We remark that using TD-RC pulses is a special case of partial-response signaling [23], [24] or faster-than-Nyquist signaling [25]-[27]. Another closely related approach is continuous phase modulation [28], [29]. As pointed out in [30], each of these systems can be understood as a coded modulation where the code simultaneously shapes the signal spectrum and provides coding gain. In the fiber-optic literature, several authors have designed such codes for CD channels and DD receivers. For example, the duobinary signaling of [26] was generalized in [31] and [32] under the names Phase-Shaped Binary Transmission (PSBT) and Phased Amplitude-Shift Signaling (PASS), respectively. These methods were further generalized in [33] and the extensions are called Combined Amplitude-Phase Shift (CAPS) codes in [34], [35].

C. Contributions and Organization

We focus on short-reach fiber-optic channels without OA where thermal noise limits performance [36, p. 154]. Our goal is to study reliable communication for channels with CD, DD and oversampling, and with spectrally efficient pulses. In particular, we focus on FD-RC pulses with small roll-off factor. Such pulses introduce significant ISI when oversampling so that an optimal receiver is complex. However, we find that simplified receivers based on auxiliary (mismatched) channel models can perform well. Moreover, the resulting SEs are benchmarks for designing near-optimal receiver algorithms and for improving signaling.

We remark that many short-reach fiber-optic systems are based on low-cost and low-SE designs with a few wavelengths, short error-control codes, small modulation alphabets, and DD with coarse-quantization and hard-decision decoders. However, the continuing growth in demand for high data rates should result in the usual evolution to systems with high SE via many wavelengths, sophisticated error-control codes, higher-order modulation, and receivers with fine quantization and soft-decision decoders. One purpose of this paper is to study the performance of such systems with one simplifying hardware constraint, namely the use of DD receivers, and with sophisticated signaling and signal processing.

This paper is organized as follows. Sec. [III] develops continuous- and discrete-time models for short-reach fiber-optic channels. Sec. [IV] reviews lower and upper bounds on achievable rates based on optimized auxiliary channel densities [37], [38]. Sec. [V] reviews symbol-wise maximum a posteriori (MAP) detection based on the forward-backward algorithm [39]. Sec. [VI] gives numerical results on the SEs of different constellations, transmit pulses and link lengths. Sec. [VII] provides concluding remarks and suggests research problems. The Appendix optimizes an auxiliary channel model.

D. Notation

Vectors and matrices are written using bold letters. The transposes of the vector $\mathbf{a}$ is written as $\mathbf{a}^T$. The $n \times 1$ all-ones and all-zeros vectors are $\mathbf{1}_n$ and $\mathbf{0}_n$, respectively, and the $n \times n$ identity matrix is $\mathbf{I}_n$. The diagonal matrix with entries taken in order from $\mathbf{a}$ is written as $\text{diag}(\mathbf{a})$. The notation $\mathbf{a} \otimes \mathbf{b}$ refers to the Kronecker product of $\mathbf{a}$ and $\mathbf{b}$. The determinant and trace of the square matrix $\mathbf{A}$ are written as $\text{det} \mathbf{A}$ and $\text{tr} \mathbf{A}$, respectively. We use the string notation $\mathbf{x}_k^n = (x_k, \ldots, x_n)$. Accordingly, we use $\mathbf{x}_k^n = (x_k, \ldots, x_n)$ for a string of vectors.

The sinc function is defined as $\text{sinc}(t) = \sin(\pi t) / (\pi t)$. The signal $a(t)$ and its Fourier transform $A(f)$ are related by the notation $a(t) \ast A(f)$. The expression $g(t) * h(t)$ refers to the convolution of $g(t)$ and $h(t)$ and $\|a(t)\|^2 = \int_{-\infty}^{\infty} |a(t)|^2 \, dt$ is the energy of $a(t)$.

Random variables (RVs) are written with upper case letters and their realizations with lower-case letters. $\mathbb{E}[]$ denotes expectation. The mean of the random vector $\mathbf{A}$ is $\mathbf{\mu}_A = \mathbb{E} [ \mathbf{A} ]$ and the covariance matrix of two real random vectors $\mathbf{A}, \mathbf{B}$ is $\mathbf{C}_{\mathbf{AB}} = \mathbb{E} [ \mathbf{AB}^T ]$. Univariate and multivariate real Gaussian distributions are written as $\mathcal{N}(x; \mu, \sigma^2)$ and $\mathcal{N}(\mathbf{x}; \mathbf{\mu}, \mathbf{C})$, respectively, where $\mu$ and $\sigma^2$ denote mean and variance and $\mathbf{\mu}$ and $\mathbf{C}$ denote mean vector and covariance matrix. The distribution or density of the random vector $\mathbf{X}$ is written as $p_\mathbf{X}$. The joint distribution or density of $\mathbf{X}$ and $\mathbf{Y}$ is written as $p_{\mathbf{XY}}$. Entropy, divergence and mutual information are defined as in [40]:

$$h(\mathbf{X}) = \mathbb{E} \left[ \log_2 p(\mathbf{X}) \right]$$

$$D(p_\mathbf{X} \parallel p_\mathbf{Y}) = \mathbb{E} \left[ \log_2 \frac{p_\mathbf{X}(\mathbf{X})}{p_\mathbf{Y}(\mathbf{X})} \right]$$

$$I(\mathbf{X}; \mathbf{Y}) = D(p_{\mathbf{XY}} \parallel p_\mathbf{X} p_\mathbf{Y})$$

where we measure the quantities in bits. As in [1], we often discard subscripts on distributions or densities if the arguments are upper-case or lower-case versions of their RVs. A basic property of divergence is $D(p_\mathbf{X} \parallel p_\mathbf{Y}) \geq 0$ with equality if and only if $p_\mathbf{X} = p_\mathbf{Y}$ almost everywhere.

II. System Model

Propagation in fiber is described by the Nonlinear Schrödinger Equation (NLSE) [36, p. 65], [41] Part 2] that exhibits attenuation and CD, both linear effects, and a Kerr nonlinearity. We are interested in short-reach links where the launch power is sufficiently small so that one may neglect the Kerr non-linearity, and where the system is built without OA so that one may neglect optical noise. We next describe the system model in more detail.
A. Continuous-Time Model

The continuous-time model is depicted in Fig. 2 cf. [6].

1) Transmitter: Consider a sequence of independent and identically distributed (i.i.d.) symbols $(X_k)_k \in \mathbb{Z} = \{X_1, X_2, X_3, \ldots \}$ with finite alphabet $\mathcal{A} = \{a_1, \ldots, a_Q\}$ of cardinality $Q$ and symbol probability mass function (PMF) $p(x) = 1/Q$ for all $x \in \mathcal{A}$. We perform pulse shaping with $g_{\alpha}(t)$ to obtain the baseband waveform

$$X(t) = \sum_k X_k \cdot g_{\alpha}(t - kT_s) \quad (4)$$

with symbol-rate $B = 1/T_s$. Common choices for pulse shaping are FD-RC pulses which have the spectrum [21], Eq. (6.17)

$$G_{\alpha}(f) = \left\{ \begin{array}{ll}
1, & |f| \leq \frac{1-\alpha}{2T_s} \\
\frac{1}{\alpha} \left[ 1 + \cos \left( \frac{\alpha \pi f}{T_s} \right) \right], & \frac{1-\alpha}{2T_s} < |f| \leq \frac{1+\alpha}{2T_s} \\
0, & \text{otherwise.}
\end{array} \right. \quad (5)$$

We focus mainly on the case $\alpha = 0$ for which we obtain the sinc pulse

$$g_{\alpha}(t) = \frac{1}{T_s} \cdot \text{sinc} \left( \frac{t}{T_s} \right) \quad \Rightarrow \quad G_{\alpha}(f) = \left\{ \begin{array}{ll}
1, & |f| \leq \frac{1}{T_s} \\
0, & \text{otherwise.}
\end{array} \right. \quad (6)$$

We also consider TD-RC pulses that are time-domain versions of (5), namely

$$g_{\alpha}(t) = \left\{ \begin{array}{ll}
1, & |t| \leq \frac{1-\alpha}{2B} \\
\frac{1}{\alpha} \left[ 1 + \cos \left( \frac{\alpha \pi B f}{B} \right) \right], & \frac{1-\alpha}{2B} < |t| \leq \frac{1+\alpha}{2B} \\
0, & \text{otherwise.}
\end{array} \right. \quad (7)$$

2) Fiber-Optic Link: The channel exhibits CD with response [2] Sec. II.B]

$$h_L(t) \quad \Rightarrow \quad H_L(f) = \exp \left( \frac{\beta_2}{2} \omega^2 L \right) \quad (8)$$

where $\beta_2$ is the CD parameter, $\omega = 2\pi f$ is the angular frequency and $L$ is the fiber length.

3) Receiver: The receiver has optical and electrical components. First, a PD outputs the intensity $Z(t) = |X_L(t)|^2$ of the impinging field [6]. We thus model the PD as having no active bandwidth constraint and we model the PD noise $N'(t)$ in Fig. 2] by a real-valued white Gaussian random process with two-sided power spectral density $N_0/2$.

Next, the receiver has a band-limited sampling device [6] Sec. III.B] with impulse response

$$g_{\alpha}(t) = 2B \cdot \text{sinc}(2Bt) \quad \Rightarrow \quad G_{\alpha}(f) = \left\{ \begin{array}{ll}
1, & |f| \leq B \\
0, & \text{otherwise.}
\end{array} \right. \quad (9)$$

that rejects out-of-band noise, avoids aliasing and accommodates the doubled signal bandwidth due to the square-law detector (SLD) operation $|\cdot|^2$. The filtered noise $N(t) = N'(t) * g_{\alpha}(t)$ is a zero-mean stationary Gaussian process with autocorrelation function

$$N_0 \cdot \left( g_{\alpha}(-\tau) * g_{\alpha}(\tau) \right) = N_0 \cdot 2 \cdot g_{\alpha}(\tau). \quad (10)$$

We similarly define $Z(t) = Z'(t) * g_{\alpha}(t)$.

B. Discrete-Time Model

We formulate the discrete-time model for a receiver that samples at rate $1/T'_s = 2B$, i.e., the oversampling factor is $N_{os} = T_s/T'_s = 2$ samples per transmit symbol. Let $(X'_k)_k \in \mathbb{Z} = \{0, X_1, X_2, \ldots \}$ and $Y_k = Y(kT'_s), k \in \mathbb{Z}$, be the upsampled transmitter and receiver sample strings, respectively. The sampler output is

$$Y_k = Z_k + N_k \quad (11)$$

for all $k$ where

$$Z_k = (|X_L(t)|^2 * g_{\alpha}(t))_{t=kT'_s} \quad (12)$$

and $N_1, N_2, \ldots$ is a white Gaussian process with density $p_N(n) = \mathcal{N}(n; 0, \sigma_N^2)$ and $\sigma_N^2 = N_0B$. Define the combined response of the transmit pulse and fiber as $\psi(t) = g_{\alpha}(t) * h_L(t)$ and define the samples $\psi_k = \psi(kT'_s), k \in \mathbb{Z}$. We have $X_L(t) = \sum X_k \cdot \psi(t - kT_s)$ and

$$X_L(kT'_s) = \sum_{m} X_m \cdot \psi((k - 2m)T'_s) = \sum_{m} \psi_m X_{k-2m}. \quad (13)$$

In the following, we focus on the transmitter pulse shape (6) for which $|X_L(t)|^2 * g_{\alpha}(t) = |X_L(t)|^2$ and

$$Z_k = \left[ \sum_{m=-\infty}^{\infty} \psi_m X_{k-2m} \right]^2. \quad (14)$$

We convert to vector-matrix notation and collect the upsampled strings for an even integer $n$ of time steps:

$$X' = [0, X_1, 0, X_2, \ldots, 0, X_{n/2}]^T \in \mathbb{C}^{n\times 1} \quad (15)$$

$$Z = [Z_1, Z_2, \ldots, Z_n]^T \in \mathbb{R}^{n\times 1} \quad (16)$$

$$N = [N_1, N_2, N_3, \ldots, N_n]^T \in \mathbb{R}^{n\times 1} \quad (17)$$

$$Y = [Y_1, Y_2, Y_3, \ldots, Y_n]^T \in \mathbb{R}^{n\times 1}. \quad (18)$$

For illustration, suppose the channel values $\psi_m$ are zero outside the interval $[0, M-1]$ where $M$ is an odd positive integer that represents the oversampled channel memory. Collect these values in the time-reversed vector $\Psi = [\psi_{M-1}, \ldots, \psi_0]^T$ and define the initial channel state as

$$s_0 = [0, x_{-M}, 0, x_{-2M}, \ldots, 0, x_0]^T \in \mathbb{C}^{(M-1)\times 1} \quad (19)$$

where $\bar{M} = (M - 1)/2$ is the channel memory in terms of the transmit symbols. The state $s_0$ is assumed to be known by the receiver. Define the matrix $\Psi \in \mathbb{C}^{n(M-n+1)}$ as the Toeplitz matrix with successively right-shifted versions of $\Psi^T$ as its rows. The output of the SLD is

$$Z = [\Psi s_0 X']^2 \quad (20)$$

where the notation $|X|^2$ refers to the vector $[|X'_1|^2, \ldots, |X'_n|^2]$, and where $X' = [s_0^T, (X')^T]^T$.

The channel’s conditional probability density is Gaussian:

$$p(y|x) = \mathcal{N}(y - |\Psi \hat{x}|^2; 0_n, \sigma_N^2 I_n). \quad (21)$$

\footnote{For a sinc pulse one should oversample at a rate slightly larger than $N_{os} = 2$ to obtain sufficient statistics. However, we simply use $N_{os} = 2$. For an FD-RC pulse with positive roll-off factor $\alpha$ the oversampling rate should be at least $N_{os} = 2(1 + \alpha)$ to obtain sufficient statistics.}
The rates are thus measured in bits per transmit symbol, also

For clarity, we concatenate two subsequent outputs in a vector

The channel output can similarly be written as

The convolution and SLD operations are depicted in Fig. 3. Observe that for link length $L = 0$ the $Z^*_k$ are ISI-free by the choice of $g_{tx}(t)$, while the $Z^*_k$ experience ISI.

III. ACHIEVABLE RATES

This section describes how to compute information-theoretic quantities for the underlying ISI channel [42, Sec. II b)]. Define the entropy rate and mutual information rate as the respective

The factor $2/n$ normalizes for the $n/2$ transmit symbols in $X$. The rates are thus measured in bits per transmit symbol, also called bits per channel use (bpcu). The limiting rates are

and these quantities exist if one uses stationary signaling [40, Thm. 4.2.1]. The expression $I(X; Y)$ in (26) is known to be an achievable rate for reliable communication [43] and one may attempt to maximize $I(X; Y)$ over all input processes $X$ to compute the channel capacity. However, the optimization is usually difficult for nonlinear channels with memory, and for computation and practical implementation one often resort to i.i.d. signaling. The input process $X = (X_k)_{k \in \mathbb{Z}}$ is hence stationary and the corresponding output process $Y = (Y_k)_{k \in \mathbb{Z}}$ is cyclostationary with period $N_{os}$ (for every sample in $X$ there are two samples in $Y$).

A. Computing Entropy and Probabilities

To compute $h_n(Y)$, we may use Monte-Carlo simulation to approximate [38]:

where $y$ is a realization of $Y$. The approximation (27) becomes exact in the limit $n \to \infty$ since $Y$ is cyclostationary with period $N_{os}$ and ergodic. Define the channel state at time $\kappa$ as

The density value $p(y)$ can be computed by marginalizing:

where we use string notation for clarity. We further compute

where $s_k$ is defined by $(s_{k-1}, x_k)$. Note that $p(x_k, y_k, s_k | s_{k-1})$ does not depend on the time $\kappa$ and $s_0$ is known.

The expression (31) may be further expanded as visualized by the factor graph in Fig. 4: $p(y^n)$ can be written as

where the state metrics are $\bar{\mu}(s_k) = p(y^n, s_k)$. Eq. (32) is computed on the forward (FW) path of the forward-backward
algorithm [39] through the graph in Fig. 3. We will later also consider the backward (BW) path to compute (33) shown in Fig. 4. The state metrics \( \bar{\mu}(s_k) \) quickly approach zero for large \( \kappa \) and we thus normalize as in [38]. Next, decompose
\[
p(x_k, y_k, s_k | s_{k-1}) = p(y_k | x_k, s_{k-1}) p(x_k | x_{k-1}) p(x_{k-1})
\]
where the term \( (a) \) is
\[
p(y_k | x_k, s_{k-1}) = p(y_k | x_k, s_{k-1}) \cdot p(y_k | x_{k-1})
\]
and where
\[
p(y_k | x_k, s_{k-1}) = p(y_k | x_k, s_{k-1}) \cdot p(y_k | x_{k-1})
\]
and where
\[
p(y_k | x_k, s_{k-1}) = p(y_k | x_k, s_{k-1}) \cdot p(y_k | x_{k-1})
\]
The term \( (b) \) in (34) is 1 if, given \( X_k = x_k \), there is a state transition \( s_{k-1} \rightarrow s_k \) and is 0 otherwise. Since we use i.i.d. signaling, the term \( (c) \) is
\[
p(x_k | s_{k-1}) = p(x_k).
\]

B. Auxiliary Channel and Mutual Information Rates

The complexity of computing \( h_n(Y) \) grows with the number of states, which in turn grows exponentially in the memory length \( M \). To limit receiver complexity, we must usually use a much smaller number \( N \) of taps, see Fig. 5.

Consider the Gaussian auxiliary channel with mean \( \mu_0 \) and covariance matrix \( \Sigma_0 \):
\[
q(y) = N(y - \Psi^T x)^2 \cdot \mu_0, \Sigma_0
\]
where \( \Psi^T \) is a Toeplitz channel matrix that has entries corresponding to a time-reversed channel \( \Psi^T = [\psi_{N-1}, ..., \psi_0]^T \) with memory \( N = (N - 1) / 2 \) rather than the channel \( \Psi = [\psi_{M-1}, ..., \psi_0]^T \) that has memory \( M = (M - 1) / 2 \). The corresponding channel output density is
\[
q(y) = \sum_X p(x) \cdot q(y | x)
\]
and we define the “reverse” channel as
\[
r(x | y) = \frac{p(x) \cdot q(y | x)}{q(y)}
\]
We now follow the steps in [38, p. 3503] and write
\[
I_n(X; Y) = I_{q,n}(X; Y) + \frac{1}{n} \left( \log_2 \frac{q(Y | X)}{q(Y)} \right)
\]
and this quantity exists [40, Thm. 4.2.1] if one uses stationary signaling. Since \( [26] \) is an achievable rate for reliable communication, so is the rate \( [44] \) by using (42). The expression \( I_{q,n}(X; Y) \) can be approximated via simulation as
\[
I_{q,n}(X; Y) \approx \frac{2}{n} \log_2 \frac{q(y | x)}{q(y)}
\]
where \( x \) and \( y \) are realizations of \( X \) and \( Y \), respectively. The approximation becomes exact in the limit \( n \rightarrow \infty \) since \( X \) is stationary and \( Y \) is cyclostationary with period \( N_0 \), and both processes are ergodic.

C. Computing Achievable Rates

We use the auxiliary channel with reduced memory \( N \) to simplify computation. Given \( N \), we seek the \( \mu_0 \) and the diagonal \( \Sigma_0 \) that maximize \( I_{q,n}(X; Y) \), which is equivalent to minimizing the divergence in (42) for large \( n \). Expanding this divergence, we have
\[
D(p_{XY} || p_Y \cdot r_{X|Y}) = D(p_{XY} || p_X \cdot q_{Y|X}) - D(p_Y || q_Y) \geq 0.
\]
Minimizing \( D(p_{XY} || p_X \cdot q_{Y|X}) \) thus makes both the divergences \( D(p_{XY} || p_Y \cdot r_{X|Y}) \) and \( D(p_Y || q_Y) \) small, and serves as a proxy for finding good \( \mu_0 \) and diagonal \( \Sigma_0 \). The Appendix formulates an optimization problem for this proxy and provides the solution for \( \mu_0 \) and general \( \Sigma_0 \). We will consider independent noise that is identically distributed on the \( \otimes \)-samples, and independently distributed on the \( \bullet \)-samples. The mean and covariance matrix thus have the form \( \mu_0 = ([1, ..., 1] \otimes [\mu_1, \mu_2])^T \) and \( \Sigma = \text{diag} \{[1, ..., 1] \otimes [\sigma_1^2, \sigma_2^2] \} \), respectively. The diagonal \( \mu_0 \) and \( \Sigma_0 \), respectively, \( \mu_1 \) and \( \mu_2 \), \( \sigma_1^2 \) and \( \sigma_2^2 \), can be computed analytically or estimated via Monte Carlo simulation.

We will also be interested in the individual contributions of the \( Y^+ \) and \( Y^* \) samples to the achievable rates. To compute these, consider the chain rule for mutual information:
\[
I_{q,n}(X; Y) = I_{q,n}(X; Y^+) + I_{q,n}(X; Y^* | Y^+).
\]
We compute \( I_{q,n}(X; Y) \) via (43) and by using the FW path of the graph in Fig. 3. The final term \( I_{q,n}(X; Y^* | Y^+) \) is now obtained by (47). The limiting versions of the individual expressions are
\[
I_q(X; Y^+) = \lim_{n \rightarrow \infty} I_{q,n}(X; Y^+)
\]
and
\[
I_q(X; Y^* | Y^+) = \lim_{n \rightarrow \infty} I_{q,n}(X; Y^* | Y^+)
\]
which exist for stationary signaling.

D. Upper Bounds on Mutual Information

An upper bound on mutual information is (37):
\[
I(X; Y) = D(p_{XY} || p_X \cdot p_Y) - D(p_Y || p_W)
\]
\leq D(p_{XY} || p_X \cdot p_Y)
\]

(50)
Using where \( \bar{\mu}(s_k) \) and Jensen inequalities \([40, Eq. (2.75)]\):

to-Noise Ratio (SNR) where the AWGN dominates the SLD the Gaussian density \((51)\) is a good choice at low Signal-
continuous w.r.t. \( X \) transmit symbols depend on the pulse shape and higher-order moments of the
Carlo simulation. We remark that the bounds \((52)\) and \((53)\)

\[
\begin{align*}
\text{FW Path:} & \quad \mu(s_{k-1}) \\
\text{BW Path:} & \quad \bar{\mu}(s_k)
\end{align*}
\]

\[
\begin{align*}
p(x_k, y_1^{n/2}) & = \sum_{s_{k-1}} \sum_{s_{k-2}} \cdots \sum_{s_1} p(x_2, y_2, s_2 | s_1) \sum_{s_0} p(s_0) \cdot p(x_1, y_1, s_1 | s_0) \\
& \quad \sum_{s_k} p(x_k, y_k, s_k | s_{k-1}) \sum_{s_{n/2-1}} \sum_{s_{n/2-2}} \cdots \sum_{s_1} p(x_n/2, y_n/2, s_n/2 | s_{n/2-2}) \sum_{s_{n/2}} p(x_n/2, y_n/2, s_n/2 | s_{n/2-1})
\end{align*}
\]

\[
\begin{align*}
\text{FW Path:} & \quad \bar{\mu}(s_{k-1}) \\
\text{BW Path:} & \quad \bar{\mu}(s_k)
\end{align*}
\]

\[
\begin{align*}
p(x_k, y_1^{n/2}) & = \sum_{s_0} \sum_{x_1^{n/2}, y_1} p(s_0, x_1^{n/2}, y_1^{n/2}) \\
& \quad \sum_{x_1^{n/2}, y_1} f(x_1^{n/2}) \text{ denotes a sum over all strings } x_1^{n/2} \text{ but where the } k^\text{th} \text{ entry of the strings remains fixed.}
\end{align*}
\]

The value \((55)\) can be efficiently computed for finite state channels using the forward-backward algorithm, as depicted in Fig. 4 and \((33)\). The BW path metrics are defined as

\[
\bar{\mu}(s_k) = p(y_k^{n/2} | s_k)
\]

\[
\begin{align*}
\text{FW:} & \quad \bar{\mu}(s_{k-1}) = \sum_{x_{k-1}, x_{k-2}} p(x_{k-1}, x_{k-2}, y_{k-1}, y_{k-2}) \cdot \bar{\mu}(s_{k-1}) \\
\text{BW:} & \quad \bar{\mu}(s_{k-1}) = \sum_{x_{k-1}, x_{k-2}} p(x_{k-1}, x_{k-2}, y_{k-1}, y_{k-2}) \cdot \bar{\mu}(s_{k-1})
\end{align*}
\]

where \( k \in \{1, \ldots, n/2\} \), \( \bar{\mu}(s_0) = p(s_0) \) and \( \bar{\mu}(s_{n/2}) = p(s_{n/2}) \). We again normalize the FW and BW path metrics for every iteration to avoid numerical issues. The APPs can also be computed for the auxiliary channel \((39)\) rather than the true channel.

The SLD causes phase ambiguities in MAP detection for certain modulation alphabets with i.i.d. encoding \([45]–[47]\). These ambiguities can be avoided by differential encoding \([13]–[15], [48]–[51]\) or other precoders. We use differential encoding for the transmit symbol phases and include decoding in the forward-backward algorithm at the receiver.

IV. Symbol-Wise MAP Detection

In addition to computing achievable rates, we study decoding with the symbol \( a \) posteriori probabilities (APPs) \( p(x_k | y_1^{n/2}) \). We have \( p(x_k | y_1^{n/2}) \propto p(x_k, y_1^{n/2}) \) because \( p(y_1^{n/2}) \) is a constant w.r.t. the decisions. Taking a hard decision (HD) based on the APP gives the MAP symbol estimates

\[
\hat{x}_k = \arg \max_{x_k} p(x_k, y_1^{n/2})
\]

where

\[
p(x_k, y_1^{n/2}) = \sum_{s_0} \sum_{x_1^{n/2}, y_1} p(s_0, x_1^{n/2}, y_1^{n/2})
\]

and \( \sum_{x_1^{n/2}, y_1} f(x_1^{n/2}) \) denotes a sum over all strings \( x_1^{n/2} \) but where the \( k^\text{th} \) entry of the strings remains fixed.

The value \((55)\) can be efficiently computed for finite state channels using the forward-backward algorithm, as depicted in Fig. 4 and \((33)\). The BW path metrics are defined as

\[
\bar{\mu}(s_k) = p(y_k^{n/2} | x_k)
\]

\[
\begin{align*}
\text{FW:} & \quad \bar{\mu}(s_{k-1}) = \sum_{x_{k-1}, x_{k-2}} p(x_{k-1}, x_{k-2}, y_{k-1}, y_{k-2}) \cdot \bar{\mu}(s_{k-1}) \\
\text{BW:} & \quad \bar{\mu}(s_{k-1}) = \sum_{x_{k-1}, x_{k-2}} p(x_{k-1}, x_{k-2}, y_{k-1}, y_{k-2}) \cdot \bar{\mu}(s_{k-1})
\end{align*}
\]

where \( k \in \{1, \ldots, n/2\} \), \( \bar{\mu}(s_0) = p(s_0) \) and \( \bar{\mu}(s_{n/2}) = p(s_{n/2}) \). We again normalize the FW and BW path metrics for every iteration to avoid numerical issues. The APPs can also be computed for the auxiliary channel \((39)\) rather than the true channel.
We compute achievable rates and error probabilities for a standard single-mode fiber (SSMF) at wavelength 1550 nm with $\beta_2 = -2.168 \times 10^{-23} \text{s}^2/\text{km}$, attenuation factor 0.2 dB/km, link lengths $L = 0$ and $L = 30\text{ km}$, receiver oversampling rate $N_{\text{os}} = 2$ and symbol rate $B = 35\text{ Gbaud}$. We use single-polarization transmission and neglect the Kerr nonlinearity. The transmit blocks have at least $n/2 = 20 \times 10^3$ symbols for all plots. The average transmit power is

$$P_{\text{tx}} = \frac{E[|X(t)|^2]}{(n/2)T_s}$$

and the noise variance is $\sigma_N^2 = 1$ so that SNR = $P_{\text{tx}}$.

The constellations have one of $Q = 2, 4, 8$. The PAM and ASK constellations have equidistant spacing for the $X_r$, e.g., the 4-PAM and 4-ASK alphabets are $\mathcal{A} = \{0, 1, 2, 3\}$ and $\mathcal{A} = \{-3, -1, 1, 3\}$, respectively. This means that the alphabets for the $|X_r|^2$ after the SLD are $\{0, 1, 4, 9\}$ and $\{1, 9\}$, respectively. We remark that these constellations implement geometric shaping after the SLD that is beneficial at intermediate SNRs. One could, of course, optimize the spacing for each SNR and this is interesting future work. We also consider quadrature amplitude modulation (QAM) with $Q = 4$ (QPSK) and $\mathcal{A} = \{\pm 1, \pm j\}$, as well as the 2-ring/4-ary alphabet $\mathcal{A} = \{\pm 1, \pm j, \pm 2, \pm 2j\}$, denoted as 8-Star-QAM (SQAM). The corresponding $|X_r|^2$ alphabets are $\{1\}$ and $\{1, 4\}$, respectively. We use difference phase encoding for all constellations.

The FD-RC pulses have small roll-off factors $\alpha = 0$ (sinc pulse) and $\alpha = 0.2$, while the TD-RC pulse [15, Eq. (2)] has a large roll-off factor $\alpha = 0.9$. The SE of FD-RC is

$$\text{SE} = \frac{R}{(1 + \alpha) \cdot B \cdot T_s} \text{ [bit/s/Hz]}.$$  

For TD-RC, we measure the bandwidth as the smallest frequency range with 95% of the transmit power. This bandwidth turns out to be 15% larger than the corresponding sinc pulse, see [15, Table I].

We remark that the expression (14) changes for FD-RC pulses with positive roll-off factor and for TD-RC pulses because the bandwidth of $Z^\prime(t)$ is larger than $2B$. The receiver filter $g_{\text{rx}}(t)$ thus cuts off part of the spectrum. We simulated the system with oversampling factor $N_{\text{sim}} = 4$ and then downsampled to $N_{\text{os}} = 2$. The result is

$$Z_k = \sum_{\ell = -\infty}^{\infty} g_{\text{rx}}(\ell T_s) \sum_{m = -\infty}^{\infty} \psi_m X_{(d-k-f)-m}^d \left| X_r \right|^2$$

where $\psi_m = \psi(mT)$ and the $N_{\text{sim}}$-fold upsampled string is $(X_{(d-k-f)-m})_{m\in\mathbb{Z}} = ((0, 0, 0, X_r))_{m\in\mathbb{Z}}$ with the sampling time $T_s^{\prime} = T_s / N_{\text{sim}}$ and with $d = N_{\text{sim}} / N_{\text{os}}$.

A. \(L = 0\) Rates

Fig. [3] plots the rates [45], upper bounds [52], and HD symbol error rates (SERs) for a sinc pulse and $L = 0$. Within the subplots, we vary the memory $\bar{N}$ of the auxiliary channel. We remark that the simulation complexity grows rapidly with $\bar{Q}$ and $\bar{N}$ so that we had to use a smaller $\bar{N}$ for larger $\bar{Q}$.

Subplots (a)-(b) show that ASK and QAM benefit considerably from increased $\bar{N}$ because the phase transitions must be recovered from the $\circ$-samples that experience significant ISI. PAM is less sensitive to model mismatch and subplot (a) suggests that 2-PAM should be preferred over 2-ASK. However, from subplot (d) we see that the bipolar 4-ASK and 8-ASK alphabets gain approximately 0.4 dB and 0.9 dB over 4-PAM and 8-PAM, respectively, at intermediate SNRs.

Subplot (e) shows [45] for 8-PAM/ASK/SQAM as well as the information in the $\circ$-samples given the $\circ$-samples. As expected, $I_q(X; Y | Y^\circ)$ for 8-PAM approaches zero at high SNR because the $\circ$-samples suffice to reconstruct the transmitted symbols. However, the $\circ$-samples are useful at intermediate SNRs. For 8-ASK and 8-SQAM, the $\circ$-samples contribute approximately 0.5 bpcu and 1 bpcu, respectively, at high SNR. One would expect the phase modulations to give 1 bpcu and 2 bpcu, respectively, which shows that there are substantial losses due to the auxiliary channel mismatch.

Observe that the upper bounds are tight at low SNR and loose at high SNR. The upper bounds for 4-QAM and 8-SQAM are lower than for $Q$-ASK. The information in the $\circ$-samples is zero for 4-QAM.

Finally, subplot (f) depicts the uncoded HD SERs with MAP decisions. The SERs of PAM decrease with SNR whereas the SERs of ASK and (S)QAM saturate due to the auxiliary channel mismatch. Moreover, (S)QAM with a sinc filter exhibits phase ambiguities despite differential encoding at the transmitter, and this causes an error floor.

Fig. [7] plots the $L = 0$ rates [44], [48], and [49] with oversampling, Nyquist-rate sampling and conditional mutual information, respectively, for $Q = 8$ and the largest studied auxiliary memory. Observe that there is considerable information in the $\circ$-samples. As expected, $I_q(X; Y^\circ)$ saturates at the logarithm of the number of intensities of the modulation, i.e., 3, 2, 1 bits for 8-PAM, 8-ASK, 8-SQAM, respectively.

B. CD Rates

The next plots show that CD inherently resolves phase ambiguities. The reason is that CD spreads symbols over multiple receive samples, and consequently the $\circ$-samples have both intensity and phase information when using bipolar and complex alphabets. CD can thus be interpreted as a precoding for the receiver, i.e., even for short link lengths near $L = 0$ one can avoid phase ambiguities by appropriate precoding.

Fig. [8] shows rate bounds for a sinc pulse and a link with $L = 30\text{ km}$ that has 6 dB of attenuation. The first and second columns are for $Q = 4$ and $Q = 8$, respectively. The first column shows that 4-ASK and 4-QAM perform equally well, achieve the maximal log $\bar{Q}$ = 2 bits at high SNR and gain approximately 1.4 dB over 4-PAM. The SER plot (c) shows that differential coding gives a waterfall behaviour for ASK and QAM (here QPSK). The plots in the second column show similar behaviour for $Q = 8$, where 8-ASK (a bipolar constellation) and 8-SQAM (a complex-alphabet constellation) gain approximately 1.5 dB and 1.8 dB over PAM, respectively.

The achievable rates for both modulation formats saturate due to the auxiliary model mismatch. The resulting uncoded HD SERs decay slowly and eventually saturate.

To reduce the model mismatch, we replace the sinc pulse by an FD-RC pulse with roll-off factor $\alpha = 0.2$. The maximum
Fig. 6: Achievable rates, upper bounds and HD SERs for $L = 0$. The colors in subplot (b) are used for all plots in the figure.

SE is thus reduced by a factor of 5/6. The remaining system is described in Fig. 2. The SLD again doubles the bandwidth and the excess bandwidth is removed by the anti-aliasing filter $g_{rx}(t)$ in (12). Fig. 9 plots the SEs for $Q = 8$. Observe that at high SNR the SEs for all constellations are closer to the maximum SE (here 2.5 bit/s/Hz) as compared to Fig. 6. For SEs near 2 bit/s/Hz and $L = 0$, 8-ASK gains approximately 1.7 dB over 8-PAM, whereas 8-SQAM and 8-ASK perform equally well. For SEs near 2 bit/s/Hz and $L = 30$ km, 8-SQAM and 8-ASK gain approximately 3 dB and 2.1 dB over 8-PAM, respectively.

C. Comparison of sinc and TD-RC Pulses for $L = 0$

TD-RC pulses are shorter than FD-RC pulses and this reduces the detection complexity when using a receiver filter
Fig. 7: Achievable rates for \( L = 0, Q = 8, \) and \( \tilde{N} = 7.\) 

with finite time duration\(^4\). On the other hand, TD-RC leaks energy outside the FD-RC frequency band and this causes interference to neighboring bands and also distortions with devices that have limited bandwidth.

We consider two scenarios to compare the schemes, see Fig. 10. First, the case where one uses wavelength division multiplexing (WDM) to share the spectrum. We consider two neighbouring WDM channels centered at \( \pm B_c \) from the channel of interest, see Fig. 10 (a). TD-RC signals thus cause inter-channel interference (ICI) because their spectrum has infinite support. Second, the case where one uses an additional sinc pulse filter \( g_{x}(t) \) with bandwidth \( B_c \) at the transmitter to avoid ICI, see Fig. 10 (b) where the new transmit filter is \( g_{tx}(t) + g_{t}(t) \). For both cases, the filter \( g_{t}(t) \) is also placed before the SLD to select the center channel, and there is an antialiasing filter \( g_{rx}(t) \) of bandwidth \( 2B \) after the SLD, see \( \text{(9)}. \) The receiver oversampling rate is \( N_{os} = 2. \)

Fig. 11 compares the performance for \( L = 0, Q = 8, \) the sinc pulse \( (6) \) and the TD-RC pulse with roll-off factor \( \alpha = 0.9. \) For the latter pulse, the filter \( g_{tx}(t) \) passes 99\% of the energy of \( Z(t). \) The filters \( g_{t}(t) \) and \( g_{rx}(t) \) cause additional ISI so we set the maximal detector memory to \( \tilde{N} = 7 \) for both pulses. Fig. 11 shows that ICI reduces the SE of TD-RC. Sinc pulses gain 2.4 dB and 3.5 dB over TD-RC with ICI for 8-PAM and 8-ASK, respectively, when operating at a SE of approximately 1.9 bit/s/Hz. The gain is 3 dB for 8-SQAM when operating at a SE of approximately 1.6 bit/s/Hz.

To avoid or limit ICI, we choose \( B_c = B \) for the sinc pulse and \( B_c = 1.15B \) for the TD-RC pulse and the transmit filter \( g_{t}(t) \). Fig. 11 shows that the sinc pulse has better SEs for PAM and ASK, and these two constellations have higher rates than SQAM. Sinc pulses gain 1.2 dB and 0.4 dB over TD-RC for 8-PAM and 8-ASK, respectively, when operating at a SE of approximately 1.9 bit/s/Hz. For 8-SQAM and SEs near 1.4 bit/s/Hz, sinc pulses gain 0.7 dB over TD-RC. At high-SNR, the TD-RC pulse outperforms the sinc pulse because of the auxiliary model mismatch.

Fig. 11 also shows the SEs if the receiver uses a lower-complexity forward-backward algorithm with \( \tilde{N} = 3. \) For 8-PAM, the sinc pulse outperforms the TD-RC pulse for all SNRs. For 8-ASK, the two schemes perform almost the same. For 8-SQAM, one might prefer the TD-RC pulse because it has a smaller auxiliary model mismatch. However, we expect that the sinc pulse has more potential if one can find low-complexity detection algorithms that perform almost as well as the forward-backward algorithm.

VI. CONCLUSIONS

We investigated spectrally efficient communication for short-reach fiber-optic links with DD. CD mitigates DD phase ambiguities by distributing the amplitude and phase information onto receiver samples at both symbol- and half-symbol times. This increases the achievable rates and reduces error propagation for symbol-wise MAP estimation. FD-RC pulses outperform TD-RC pulses in terms of SE.

There are many questions to explore. For example, one could design precoders to increase rates via higher-order complex-valued modulation formats. One can further remove sequences that cause phase ambiguities \( [15] \) and this approach can readily be integrated in forward-backward processing. Next, one might consider pulse shaping with PSWFs that are band-limited and have the maximum energy in a given time interval, a property that should decrease the auxiliary model mismatch for a fixed memory \( \tilde{N}. \) The design of complex-valued pulse shapes \( [12] \) can increase the number of distinct receiver strings and thereby the achievable rates. One can also optimize the achievable rates via geometric and/or probabilistic shaping of the constellation points. Finally, one can design codes and simplified detection and decoding algorithms.

\(^4\)The paper \( [15] \) uses an integrate-and-dump filter. An optimal detector instead projects \( Y(t)^* \) in Fig. 8 onto the space spanned by all possible signals \( Z(t) \). For example, for FD-RC, pulses one may project onto the space spanned by the sinc pulses \( B_{x} \text{sinc}(B_{x}t - \kappa) \) where \( B_{x} = 2B(1 + \alpha) \) and \( \kappa \in \mathbb{Z}, \) see \( [9] \).
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APPENDIX

This appendix shows how to minimize the divergence $D(p_{XY} \parallel p_X \cdot q_{Y|X})$ specified in Sec. III-C. Consider the auxiliary channel $q(y|x) = \mathcal{N}(y - |\Psi'\hat{x}|^2; \mu,Q,C_{QQ})$ and define the interference-plus-noise signal

$$w = y - |\Psi'\hat{x}|^2$$

where $\hat{x}'$ is an oversampled vector that is extended by the initial channel state $s_0$ as in [20]. Observe that $\hat{x}'$ is a function of $x$ and $s_0$. The optimization problem we wish to solve is

$$\arg \min_{\mu_Q,C_{QQ}} \quad D(p_{XY} \parallel p_X \cdot q_{Y|X})$$

$$= \arg \min_{\mu_Q,C_{QQ}} \mathbb{E}[-\log_2 q(Y|X)]$$

$$= \arg \min_{\mu_Q,C_{QQ}} \ln \det C_{QQ} + \operatorname{tr} \left( C_{QQ}^{-1} \mathbb{E} [(W - \mu_Q)(W - \mu_Q)^T] \right).$$
Taking derivatives with respect to \( \mu_Q \) and \( C_{QQ} \), and setting them to zero, we obtain

\[
\mu_Q = \mathbb{E}[W], \quad C_{QQ} = \mathbb{E}[(W - \mu_Q)(W - \mu_Q)^T]. \tag{62}
\]
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Fig. 11: SEs for $L = 0$, $Q = 8$, a sinc pulse and a TD-RC pulse.
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