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ABSTRACT

A large number of astronomical phenomena exhibit remarkably similar scaling relations. The most well-known of these is the mass distribution $dN/dM \propto M^{-2}$ which (to first order) describes stars, protostellar cores, clumps, giant molecular clouds, star clusters and even dark matter halos. In this paper we propose that this ubiquity is not a coincidence and that it is the generic result of scale-free structure formation where the different scales are uncorrelated. We show that all such systems produce a mass function proportional to $M^{-2}$ and a column density distribution with a power law tail of $dA/d\ln \Sigma \propto \Sigma^{-1}$. In the case where structure formation is controlled by gravity the two-point correlation becomes $\xi_{2D} \propto R^{-1}$. Furthermore, structures formed by such processes (e.g. young star clusters, DM halos) tend to a $p \propto R^{-3}$ density profile. We compare these predictions with observations, analytical fragmentation cascade models, semi-analytical models of gravito-turbulent fragmentation and detailed “full physics” hydrodynamical simulations. We find that these power-laws are good first order descriptions in all cases.
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1 INTRODUCTION

It is well known that the physics of the interstellar medium and star formation are very complex, involving turbulence, gravity, radiation and chemistry. Despite this complexity a number of physical quantities show scale-free, power-law-like behavior over a large dynamic range:

- The initial mass function (IMF) of stars in different regions of the MW and in extragalactic sources is found be close to a power-law for high mass stars with a slope of approximately $-2.35$ (e.g. Salpeter 1955; Bastian et al. 2010; Offner et al. 2014).
- Similar to the IMF, the mass function of prestellar cores (CMF) in the MW also resembles a power-law at high masses with slopes close to that of Salpeter (e.g. Sadavoy et al. 2010).
- The mass function of clumps (stellar-mass sized condensations of dust and gas) in molecular clouds exhibits power-law distribution with an inferred slope close to $-2$ (see Kramer et al. 1998; Johnstone & Bally 2006).
- The mass function of giant molecular clouds (GMC) in the MW is also found to be close to a power-law at high masses with a slope somewhat shallower than the canonical IMF value (e.g. Rosolowsky 2005), but there can be significant variation with environment (e.g. see Colombo et al. 2014 where the exponents vary between $-1.5$ and $-2.5$).
- The initial mass function of star clusters exhibits a similar power-law behavior with an inferred slope of $-2$ (e.g. Zhang & Fall 1999; Bik et al. 2003; Fall & Chandar 2012).
- The dark matter halo mass distribution is expected to be close to $dN/dM \propto M^{-2}$ (Press & Schechter 1974; Warren et al. 2006) over a large dynamic range.
- The column density PDF of star-forming regions can be roughly approximated with a power law $dA/d\ln \Sigma \propto \Sigma^{-2}$ (Kainulainen et al. 2009; Lombardi et al. 2014). At low-to-intermediate densities, this appears to be determined by the global mass profile of the cloud with $\gamma \approx 2 - 3$ (Schneider et al. 2015b), while in the dense star-forming gas the slope appears to approach $\gamma \approx 1$ (Schneider et al. 2015a).
- The stellar two-point correlation function in young star clusters has been measured over a wide dynamic range (about 5 orders of magnitude in radius), with the large-scale behavior of the 2D correlation function similar to a power-law with a slope of $-1$ (e.g. Simon 1997; Hartmann 2002; Hennekomper et al. 2008; Kraus & Hillenbrand 2008). Note that it has been shown that very different geometries (e.g., fractal vs spherical) can lead to similar correlation function slopes (Gouliermis et al. 2014).
- Similarly the 2D two-point correlation functions of protostellar cores (Stanke et al. 2006) has also been measured and found to be consistent with power law slopes of $-1$ or slightly shallower.
- Studies have investigated the 2D correlation function of star clusters (see Zhang et al. 2001; Grasha et al. 2017) in nearby galaxies and found it to be close to a power-law of

\begin{align}
\xi_{SD} & \propto R^{-1} \\
\eta_{SD} & \propto R^{-3}
\end{align}
-1 for young clusters within the scale height of the galactic disk. As star formation predominantly happens in GMCs, this implies a similar trend for the correlation function of GMCs.

- The 2D correlation function of dark matter halos has also been found consistent with a power-law with -1 slope both observationally (e.g. Baugh 1996; Sołtan & Chodorowski 2015) and numerically (e.g. Kauffmann et al. 1999). Numerical studies have shown that on intermediate scales (≈ 10 Mpc < ) these results are independent from the initial density power spectrum.

- The mass profile of young star clusters exhibits power-law-like behavior, the observed surface density profile at large scales is well approximated by power-laws with a density profile with slopes between -3 and -5 (see Elson et al. 1987; Mackey & Gilmore 2003a,b; Portegies Zwart et al. 2010).

- The density profile of dark matter halos is well described by the NFW profile (Navarro et al. 1996) that simplifies to \( \rho \propto R^{-3} \) on larger scales.

There have been a number of attempts to formulate theories to explain some of these scaling relations. A popular idea for gas clouds is to assume that the formation of these objects is set by the interplay between turbulence and gravity (e.g. Padoan et al. 1997; Padoan & Nordlund 2002; Hennebelle & Chabrier 2008, 2009, 2013; Hopkins 2012a,b, 2013b; Guszejnov & Hopkins 2016). These gravito-turbulent models have successfully reproduced the mass functions and even the two-point correlation function above (see Hopkins 2013a; Guszejnov et al. 2016a). These have a number of attractive properties including the natural appearance of the linewidth-size relation (Kritsuk et al. 2013). Another interesting aspect of this approach is the apparent universality one obtains in the supersonic limit where the process becomes an almost self-similar fragmentation cascade, washing out most of the differences between individual models (Kruijssen 2014).

Another popular approach to explain these relations in star formation is to rely on self-similar growth as small “seeds” grow by accreting from the same mass reservoir (originally proposed by Larson 1982 then worked out by Zinnecker 1982, see review of Bonnell et al. 2007 and references therein for more details). These competitive accretion models rely of gravity and hydrodynamics to show that the features of the initial “seed” distribution are washed out by accretion leading to a power-law distribution consistent with the IMF.

Finally, in a somewhat different approach, one can notice that the apparent similarity in the slopes of the mass functions could be explained by a fractal-like, self-similar ISM out of which structures like stars, cores and GMCs form (e.g. Elmegreen & Falgarone 1996; Elmegreen 1997; Stutzki et al. 1998; Chappell & Scalo 2001). An important property of these models is that they tie structures of different sizes together (stars, cores, clumps) as their mass distribution is the result of the same fractal ISM structure (e.g. Elmegreen 2002). The density structure predicted by these fractal ISM models is in agreement with simulations of supersonic turbulence (e.g. Kritsuk et al. 2006). In general these inherently imply an underlying self-similar process, which serves as the main motivation for this paper.

While the models above tried to explain the ISM-related phenomena, there has been a similarly large effort related to the scaling laws of dark matter. The DM halo mass function was first predicted by the random field approach of Press & Schechter (1974) and Bond et al. (1991), which is actually the same formalism a number of gravito-turbulent theories for star-formation and the ISM are based on (e.g. Hopkins 2012a). A key feature of these Press-Schechter models is that the phases of the different-scale modes in the density field are uncorrelated, in other words: the different scales are independent (this is the reason one can describe the process as a random walk in Fourier-space).

Note that these classes of models concentrate on quite different physics but still produce similar scaling relations for the mass functions, density PDFs, correlation functions etc. In this paper we aim to demonstrate that these scalings can be explained to first order by any scale-free structure building process with a large dynamic range where the different scales are uncorrelated. We argue this point in Sec. 2 and then show that all the processes listed at the beginning of this section can be described with the same generic hydrodynamical problem. To demonstrate the properties of this problem we concentrate on one of its subclasses: the scale-free fragmentation cascade. We formulate a general description of a fragmentation cascade in Sec. 3 then use it to derive the mass distribution of stars/objects (Sec. 4.1), their correlation function (Sec. 4.2), the gas density distribution function (Sec. 4.3) and the power law tail of the young star cluster mass profile (4.4). Then we compare our predictions from the fragmentation cascade model with observed data, the outputs of MISFIT, our semi-analytical simulation of cloud fragmentation (Guszejnov & Hopkins 2016), and with the results of the detailed multi-physics MHD simulations of Grudić et al. (2016).

2 CAUSE OF UNIVERSAL BEHAVIOUR

In Sec. 1 we listed a large number of astrophysical objects (stars, molecular clouds, star clusters, DM) that at first glance seem to obey very different physics. Let us first investigate the structures that form out of molecular gas (e.g. stars, cores, GMCs). Since the gas can be described as a fluid it must obey the nonrealistic MHD+gravity momentum conservation equation

\[
\frac{\partial}{\partial t} (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v}) = -\nabla P + \eta \rho \nabla^2 \mathbf{v} + \left( \xi + \eta / 3 \right) \nabla (\nabla \cdot \mathbf{v}) + \frac{1}{\rho_0} (\nabla \times \mathbf{B}) \times \mathbf{B} - \rho \nabla \Phi, \tag{1}
\]

where \( \rho \), \( \mathbf{v} \) and \( \mathbf{B} \) are the usual density, velocity and magnetic fields while \( P \) is the thermal pressure, \( \eta \) is the dynamic viscosity, \( \xi \) is the bulk viscosity and \( \Phi \) is the gravitational potential. By dividing with the characteristic scales of the system (size: \( L_0 \), velocity: \( v_0 \), density: \( \rho_0 \), sound speed: \( c_{s,0} \), Alfven velocity: \( v_A \)) we can make Eq. 1 dimensionless

\[
\frac{\partial}{\partial t} (\hat{\rho} \hat{\mathbf{v}}) + \nabla \cdot (\hat{\rho} \hat{\mathbf{v}} \otimes \hat{\mathbf{v}}) = -M^{-2} \hat{\nabla} \hat{P} + Re^{-1} \hat{\rho} \hat{\nabla}^2 \hat{\mathbf{v}} + \hat{\xi} (\hat{\nabla} \cdot \hat{\mathbf{v}}) + M_A^2 (\hat{\nabla} \times \hat{\mathbf{B}}) \times \hat{\mathbf{B}} - \alpha \hat{\rho} \hat{\nabla} \hat{\Phi}, \tag{2}
\]

where \( \hat{t} = t v_0 / L_0 \), \( \hat{\mathbf{v}} = L_0 \mathbf{v} \), \( \hat{\nabla} = \frac{\partial}{\partial \hat{r}} \), \( \hat{B} = \frac{B}{v_A L_0} \) and \( \hat{\Phi} = \frac{\Phi}{G \rho_0 L_0^2} \) where \( G \) is the gravitational constant, while \( M = \)
v_0/c_{s,0} is the Mach number, \( \text{Re} \equiv \frac{v_0 D}{v} \) is the Reynolds number, \( \tilde{c} \equiv \frac{c_{s,0}}{c_{s,0}^{1/3}} \). \( M_A \equiv v_0/v_A \) is the Alfvén Mach number and \( \alpha \equiv \frac{v^2}{(G \rho_0 L_0^2)} \) is the virial parameter.

Let us now look at the process of star and cloud formation in more detail! In a wide dynamic range of this process the flows are supersonic (\( M_\infty \gg 1 \)) making the pressure term negligible. Magnetic fields are similarly not important on these scales (\( M_A \gg 1 \)), as shown both in simulations (e.g. Federrath & Klessen 2012; Grudić et al. 2016) and (to some extent, on large scales) in observations (see review of Crutcher 2012). Meanwhile, viscous forces only matter close to the dissipation scale (i.e. \( \text{Re} \gg 1 \) and \( \tilde{c} \ll 1 \)). This leaves us with the following dimensionless equation:

\[
\frac{\partial}{\partial t} (\tilde{v} f) + \tilde{v} \cdot (\tilde{v} \otimes \tilde{v}) = -\alpha^{-1} \tilde{v} \Phi.
\] (3)

Eq. 3 describes the motion of a pressureless fluid in a gravitational potential. Note that this equation is completely scale-free (all quantities are normalized) and its only parameter is the dimensionless \( \alpha \), the virial parameter that describes the ratio of kinetic to gravitational energy in the system.

We can do the same exercise for the case of star clusters and dark matter halos. Both can be described by the collisionless Boltzmann equation with self-gravity which we can bring to the dimensionless form

\[
\frac{\partial \tilde{f}}{\partial t} + \tilde{\nabla} \cdot (\tilde{\nabla} \tilde{f} - \alpha^{-1} \tilde{\nabla} \Phi) = 0,
\] (4)

where \( \tilde{f} \) is the 6D phase space density function. Once again we find that the governing equation of structure formation is scale-free and only depends on the virial parameter \( \alpha \).

Note that the fluid equation of Eq. 3 is just the first moment of the dimensionless Boltzmann equation (Eq. 4).

Now let us concentrate on what kind of processes we are trying to describe. We are interested in how certain astronomical objects form (e.g. DM halos, GMCs, star clusters). These are gravitationally bound objects, which, by definition, means that they have a specific virial parameter (order unity). Thus, regardless of their inherent differences, the formation of molecular clouds, star clusters and dark matter halos all follow Eq. 4 with a similar virial parameter \( \alpha \). Because of this attractor these different phenomena produce similar scaling relations as shown later in Sec. 4.

### 2.1 The Importance of Uncorrelated Scales

It is clear that the equation that describes the evolution of structure formation (Eq. 4 or Eq. 3) is scale-free, in other words: it does not know about the absolute size of the system. But it is also important to look at whether the process has “memory”, i.e. does a structure remember its progenitor?

By looking at Eq. 4 we find that it has actually two time scales: the crossing time scale \( t_{\text{cross}} (L) \sim L/v_0 \equiv \frac{L}{v_0} \) and the gravitational/fall time scale \( t_f \sim (G \rho_0) \sim \rho_0^{1/2} t_0 \approx t_0 \).

For marginally self-gravitating structures (\( \alpha \approx 1 \)) the crossing time is shorter than the freefall time on all scales except the largest where they are equal. This means that during the evolution of a self-gravitating object there is more than enough time for mixing on small scales. Since Eq. 4 is highly non-linear (e.g. admits turbulence) this mixing effectively erases the details of the initial conditions (\( \tilde{\rho}, \tilde{\nabla} \psi \)) on smaller scales. Thus, as we argue below, the initial conditions for a newly formed self-gravitating substructure (whose evolution is also described by Eq. 4) should be independent (at least up to leading order) from the initial conditions of its parent.

Another way to say this is that, if we consider some sub-volume \( \Omega \) of the parent system which is somehow isolated from its parent (by, say, collapsing under self-gravity), the initial micro-state (exact spatially-dependent values of \( \tilde{\rho}(\mathbf{x}, t = t_0), \tilde{\nabla}(\mathbf{x}, t = t_0), \) etc.) will be “wiped out” by small-scale (e.g. turbulent) motions, on a timescale which is small compared to the global evolution timescale (the dynamical time) of \( \Omega \). The statistical distribution of properties can only depend on the one governing parameter of the equations, \( \alpha \) – so sub-systems with the same \( \alpha \) must be statistically identical (after this initial short time), up to the overall normalization/units of the system (e.g. its size). In other words: if the different scales are uncorrelated, the statistics of objects of different generations are the same.

We could, conceivably, imagine a process which “selects” a different value of \( \alpha \) for each “level” in scale (say, each time one moves in scale, \( \alpha \) doubles). This would imprint a systematic difference in the statistics of small-scale systems as compared to large-scale systems. However, the physics of interest for the properties we study here is gravity, which (by definition) selects the same \( \alpha \approx 1 \) at all scales – if we define “structures” by self-gravitating or collapsing objects, or fragments, or merging agglomerations, then they must be at similar \( \alpha \). Given the assumptions above, this means that each sub-structure must, in turn, have similar statistical properties to its parent.

Consider the specific example of fragmentation where a large structure repeatedly breaks up into smaller objects (or the opposite where small objects join to form larger structures, i.e. hierarchical merging), but leaves some mass “behind” at each scale. Since the process is scale-free the amount of mass “left” at each scale has to be some fraction of the current mass, but because the process has no memory it must be the same fraction at every mass scale. If the process has a wide dynamic range than it follows that it leaves only a small fraction of its mass at every scale so the absolute amount of mass is roughly equal at the different scales. This leads to

\[
\frac{d \log M_{\text{total}}}{d \log x} = \epsilon \sim \text{const.} \ll 1,
\] (5)

where \( x \) is some physical quantity in which the process is moving up/down in scale (e.g. size, mass). Due to the scale-free nature of the problem all physical quantities are power-laws of each other thus Eq. 5 leads to a large number of

\footnote{Note that supersonic flows are not perfectly pressureless because they create shocks where pressure inevitably becomes important. Nevertheless, the thickness of a shock transition will generally be much smaller than the scales of the flows generating the shocks (represented by the Mach number \( M \)) by a factor \( \sim M^{-2} \).}

\footnote{Note that the cosmological models for dark matter halos (Press & Schechter 1974) and the excursion set models of turbulent fragmentation (Hopkins 2012a) all rely on the assumption of uncorrelated scales.}
scaling laws. Let us further simplify the expression in the limit \( \epsilon \to 0 \), obtaining the following scaling laws:

\[
\frac{d \log M_{\text{total}}}{d \ln M} = 0 \quad \rightarrow \quad \frac{d N}{d M} \propto M^{-2} \tag{6}
\]

\[
\frac{d \log \rho_{\text{total}}}{d \ln \rho} = 0 \quad \rightarrow \quad \frac{d V}{d \ln \rho} \propto \rho^{-1} \tag{7}
\]

\[
\frac{d \log M_{\text{total}}}{d \ln S} = 0 \quad \rightarrow \quad \frac{d \Sigma}{d \ln \Sigma} \propto \Sigma^{-1} \tag{8}
\]

A more rigorous derivation of the above scalings is presented in Sec. 4 for the special case of a fragmentation cascade.

Note that the above scaling relations have been derived numerous times for different systems using very different methods (e.g. using random fields for the DM halo mass function Press & Schechter 1974 or competitive accretion for the IMF Bonnell et al. 2007). While these models seem to describe very different physics, they can be all labeled as scale-free structure formation with uncorrelated scales thus they will tend towards the scaling relations of Eqs. 5-8.

3 GENERAL MODEL FOR SCALE-FREE FRAGMENTATION

In this section we develop a simple but general model for self-similar fragmentation cascades which describe a significant portion of the physical phenomena we list in Sec. 1 (e.g. formation of stars, cores, clumps). Our aim is to clearly demonstrate for this subclass that the scaling relations of Eq. 5-8 are inherent in these processes. In the model we present here we build on the models presented in Guszejnov et al. 2016b and Guszejnov et al. 2016a henceforth referred to as Paper I and Paper II.

Imagine an initial “cloud” of mass \( M_0 \) and size \( R_0 \) (e.g. for stars and cores this would be a GMC). This and all subsequently forming clouds are contracting and have a small, but finite chance \( \epsilon \) of collapsing to infinite density and zero size (forming a star). Alternatively (with probability \( 1 - \epsilon \)) it fragments into a number of fragments \( 1/\kappa \) with mass \( \kappa M_0 \) after contracting by some factor \( \lambda \) in size (see Fig. 1). Afterwards the gas rearranges itself while conserving density. The process is repeated for each newly formed cloud fragment. To make our results normalizable we assume that there is a finite number of fragmentation events, in other words: the cascade is terminated. This is due to the breakdown of the scale-free assumption, in case of molecular clouds this is due to non-isothermal effects at high densities. Table 1 shows the parameters and variables of the model. Note that to have an inertial range of significant size it must be true that \( \epsilon \ll 1 \).

\[\frac{M_{\text{Jeans}}}{\lambda} = 3/2.\]

This cloud then fragments into several pieces, each is roughly the Jeans mass, thus the number of fragments is

\[N \equiv \frac{M}{M_{\text{Jeans}}(\lambda)} = \lambda^{-3/2}.\]

In this case there is a clear connection between \( \kappa \) and \( \lambda \) such that

\[\ln \kappa = 3/2 \ln \lambda.\]

Note that this simplistic analysis neglects other forms of cloud support (e.g. turbulence, rotation). Nevertheless, the simulations of Paper II find that turbulence based fragmentation models yield results consistent with Eq. 11 (see Section 4.2). We will return to the importance of Eq. 11 below.

3.1 Effects of Gravitational Collapse

Let us assume that fragmentation happens due to the Jeans instability (equivalently we could say all fragments have the same virial parameter). In an isothermal medium \( M_{\text{Jeans}} = \text{const.} \times \rho^{-1/2} \) so if we have a cloud that is marginally Jeans unstable \((M = M_{\text{Jeans}}(1))\) then after it shrinks to \( \lambda \) times its original size the new Jeans mass becomes

\[M_{\text{Jeans}}(\lambda) = M_{\text{Jeans}}(1) \lambda^{3/2}.\]

This cloud then fragments into several pieces, each is roughly the Jeans mass, thus the number of fragments is

\[N \equiv \frac{M}{M_{\text{Jeans}}(\lambda)} = \lambda^{-3/2}.\]

In this case there is a clear connection between \( \kappa \) and \( \lambda \) such that

\[\ln \kappa = 3/2 \ln \lambda.\]

4 UNIVERSAL SCALING LAWS

For the case of scale-free fragmentation we can use our toy model to calculate the values of the variables from Table 1 with relative ease. The results are shown in Table 2.
### 4.1 Mass Function

First, if we look at the total mass of final objects (e.g. stars) in a given logarithmic mass bin \((M_n/(M_0))\) in Table 2, we find it to be proportional to \(\epsilon(1-\epsilon)^n\). In realistic cases \(\epsilon \ll 1\) (required to have a large dynamic range) so we get

\[
\frac{M_n(M_0)}{M_0} = \epsilon \left( \frac{M_0}{M_0} \right)^{\ln(1-\epsilon)} = \epsilon \left( \frac{M_0}{M_0} \right)^{\epsilon} \approx \epsilon = \text{const},
\]

where we used that \(n = \frac{\ln(M_n/M_0)}{\ln(1-\epsilon)}\) in the first equality which we can infer from Table 2. The last approximation is only valid while \(n \ll \epsilon^{-1}\), after that the expression becomes a very weak power-law (slope of \(-\epsilon\ln(\epsilon) \approx 0\)).

There is an equal amount of total mass per object mass in structures per logarithmic interval in mass of the final objects. Since the number of objects is \((\text{Mass per bin})/(\text{Mass of an individual object})\), this leads to a mass function of \(\propto M^{-2}\). This is in rough agreement with the slopes of the IMF, the core, the GMC, the star cluster and the dark matter halo mass functions (Alves et al. 2007; Offner et al. 2014; Rosolowsky 2005; Bik et al. 2003; Warren et al. 2006 respectively, see Fig. 2 for examples). Note that this conclusion is independent of the model parameters \(\kappa\), \(\lambda\) and \(\epsilon\) so long as there is a large dynamic range \((\epsilon \ll 1)\).

### 4.2 Correlation Function

Let us now look at the correlation between objects of the same generation (mass). By only taking objects that formed after exactly \(n\) fragmentation events we can calculate the fractal dimension of this ensemble. The number of such objects is \(N_n = M_n(M_0)/M_0 = \epsilon \kappa^{-n}\). If we focus on one of these objects and draw a sphere of radius \(R_m\) around it we have \(N_n(R_m) = \epsilon \kappa^{m-n}\) objects in it\(^5\). Using \(R_m = \lambda^{m_n} \kappa(1-\epsilon)^{m_n/3}\) from Table 2 we find the fractal dimension to be

\[
D \sim \frac{\ln \kappa}{3 \ln \kappa + \frac{2}{3} \ln (1-\epsilon) + \ln \lambda}.
\]

Combined with Eq. 11 this yields \(D = 1\). Since our model is isotropic the fractal dimension is related to the two-point correlation function. For the 3D and the (observable) 2D correlation functions this leads to \(\xi_{2D} \propto r^{-2}\) and \(\xi_{3D} \propto r^{-1}\) respectively (using Eq. A4, see Appendix A for details), which are in agreement with the simulation results from Paper II and Grudić et al. (2016). These predictions also roughly agree with the observed stellar and DM halo correlation functions (see Fig. 3) on intermediate scales\(^6\). This is compared to simulations in Fig. 3.

### 4.3 Density PDF

Using Table 2 we find the volume occupied by \(n\)th generation objects at their formation \((V_n)\) to be:

\[
\frac{V_n}{V_0} = \frac{M_{\text{surv},n}/\rho_n}{M_0/\rho_0} = \frac{M_{\text{surv},n}/\rho_0}{M_0/\rho_0} = (1-\epsilon)^n \left( \frac{\rho_n}{\rho_0} \right)^{-1}.
\]

Using \(n = -\frac{1}{3 \ln(\epsilon)} \ln(\rho_n/\rho_0)\) we can replace \(n\), thus

\[
\frac{V_n}{V_0} = \exp \left[ -\ln(\rho_n/\rho_0) \ln(1-\epsilon)/(3 \ln \lambda) \right] \left( \frac{\rho_n}{\rho_0} \right)^{-1} = \left( \frac{\rho_n}{\rho_0} \right)^{-1} \left( \frac{\rho_n}{\rho_0} \right)^{1-\frac{\ln(1-\epsilon)}{3 \ln \lambda}}.
\]

---

\(^5\) This can be verified by considering that with \(R_m\) radius of such an object are all other object that formed out of a single ancestor of \(R_m\) size.

\(^6\) Note that due to the finite age of the Universe the spatial structure of DM on very large scales reflects the primordial density fluctuations and is not related to the subject of this paper.
This fraction of the total volume once had objects of \( \rho_{0n} \) density inside them (these either fragmented or collapsed), which means that these regions have an average density of \( \rho_{0n} \). The binning by \( n \) is a logarithmic so

\[
\frac{dV}{dn} = \frac{dV}{d\ln \rho} \frac{d\ln \rho}{dn} \approx \frac{dV}{d\ln \rho}. \tag{16}
\]

Thus the volume density PDF \( \frac{dV}{d\ln \rho} \) should scale as

\[
\frac{dV}{d\ln \rho} \propto \rho^{-1} \left( \frac{d\ln \rho}{d\ln \rho} \right) \approx \rho^{-1}, \tag{17}
\]

where we assumed \( \epsilon \ll 1 \) in the last step. Note that \( \epsilon < 1 \) and \( \lambda < 1 \) so the slope of the PDF is, in general, predicted to be somewhat steeper than -1. However, the approximate slope is, once again, independent of the model details.

Note that this is a prediction for the density PDF of all material which undergoes complete fragmentation (e.g. goes on to form stars). It is not the same as the density PDF one would see at a given instant in time. To calculate the latter (the observable PDF), we need to convolve the PDF of clouds as they collapse with some observable “lifetime” (our model, thus far, makes no assumptions about the amount of time each step in the process actually takes). Since this
requires some outside assumptions (which are unconstrained by the fundamental nature of fragmentation, and could be related to e.g. cooling, or dynamical, or turbulent processes), we do not wish to argue for any particular model for the lifetime in this paper, and so should take the comparison with observations with some caution. A reasonable possibility, however, would be to take the lifetime to be proportional to the freefall time $t_{\text{freefall}} \sim \rho^{-1/2}$; this would steepen the proposed slope by 1/2 (giving an observable slope of $-3/2$). Other assumptions involving “slower” collapse (longer lifetimes) will generally produce slopes between $-1$ and $-3/2$.

Another important effect comes from the the density profile of the individual clouds. In our model we assumed all clouds to be homogeneous while in reality they develop significant density gradients. The overall density PDF is a convolution of this density profile and the PDF we predicted for homogeneous clouds.

### 4.3.1 Previous Results in the Literature

There have been previous significant theoretical efforts to model the slope of the density PDF. Many of these were based on numerical simulations (e.g. Scalo et al. 1998; Ostriker et al. 1999; Klessen & Burkert 2001; Vázquez-Semadeni & García 2001; Audit & Hennebelle 2010; Federrath et al. 2010; Ballesteros-Paredes et al. 2011; Federrath & Banerjee 2015; Squire & Hopkins 2017), which we discuss below. There have also been several analytic models proposed, many of which are similar in spirit to Girichidis et al. (2014) who assumed self-similar collapse, with individual clouds observable (or “surviving”) at a given density for a time proportional to their free-fall time, and predict a slope of $-1.54$ (while our model predicts $-1.5$, for the same observable-time assumption).

### 4.3.2 Column Density PDF

Because the volume density PDF itself is not directly observable, let us calculate the PDF for the line integrated (surface) density $\Sigma$. To do that we choose a random line of sight to integrate along that goes through the cloud we are interested in. Let us denote the chance that such a random line goes through one of the dense substructures of the cloud with $p$ ($\epsilon \ll 1$ so we neglect the case when cloud does not have substructure). If the line avoids the substructures the line integrated density is $\Sigma_0 \sim \rho_0 R_0$ whereas if it hits the dense region we get $\Sigma_1 \sim (R_0 - R_1)\rho_0 + R_1 \rho_1$. From Table 2 it is easy to see that

$$\frac{\Sigma_1}{\Sigma_0} \sim 1 + \frac{R_1}{R_0} \left( \frac{\rho_1}{\rho_0} - 1 \right) = 1 + 4A[k(1-\epsilon)]^{1/3} (\lambda^{-3} - 1) \approx 1 + 4A k^{1/3}. \quad (18)$$

Using the Jeans collapse condition (Eq. 11) we find that $A^{-2}k^{1/3} = \lambda^{-3/2}$ which is much greater than 1 for realistic cases. This means that the line integrated density is dominated by the densest substructure along the line of sight. In general we get:

$$\frac{\Sigma_1}{\Sigma_0} = (A^{-2} k^{1/3})^n. \quad (19)$$

Since $p$ is the probability of hitting the dense substructure of a cloud, the probability of the densest region along our line of sight to be from generation $n$ is $P_n = (1 - p)^n$ as it needs to penetrate exactly $n$ levels of substructure. We can directly calculate $p$ because it is the cross section of the dense subregions relative to their parent (while taking into account that there are $k^{-1}$ of them), so

$$p = \frac{k^{-1} \pi R_0^2}{\pi R_0^2} = k^{-1} [k(1-\epsilon)]^{1/3} \lambda^2 \approx k^{-1/3} \lambda^2. \quad (20)$$

Now, using Eq. 20 and Eq. 19 we find the total area with $\Sigma_n$ surface density is

$$\frac{An}{A_0} = (1 - p)p^n \propto \rho^n = \left( \frac{\Sigma_n}{\Sigma_0} \right)^{n^\lambda} \propto \Sigma^{-1}. \quad (21)$$

Similar to the volume density case the logarithmic binning in $n$ leads to

$$\frac{An}{A_0} = \frac{\ln \Sigma}{\ln \Sigma_0} = \frac{\ln \Sigma}{\ln \Sigma_0} \propto \frac{\ln \Sigma}{\ln \Sigma_0} \propto \Sigma^{-1}. \quad (22)$$

where we have used Eq. 19.

Just like the volume density PDF, the surface density PDF is affected by the finite observable lifetimes of clouds; as noted before this will steepen the slope, most likely producing final slopes roughly between $-1$ and $-2$. So any comparison with observations must be considered with caution here.

Fig. 4 shows surface density PDFs in two simulations: the MISFITT semi-analytic framework (see Gusev & Hopkins 2016) and the detailed MHD simulations of Grudić et al. (2016). In both simulations star forming regions develop a similar power-law tail once the fragmentation cascade begins, a phenomenon that has been observed in other simulations (e.g. Kritsuk et al. 2011) as well. Here (in the simulations) we have the advantage that we can specifically isolate gas which is un-ambiguously known to be star-forming, which also means it is self-gravitating and undergoing fragmentation (thus, is in the regime where our model should apply). In Fig. 5 we show that this can have drastic effects. The star forming regions we are observing are embedded in much larger reservoirs of gas which is not undergoing a fragmentation cascade, so our model is not applicable there\(^8\). Meanwhile the line of sight for our observation integrates the density in these regions too. The net result is that instead of the PDF of the star forming region we see a convolution of that and the background density profile, which leads to a much steeper density PDF than predicted by our model.

Comparing to observations is more difficult because of

\(^7\) Note that there is a small error in Eq. 12 in Girichidis et al. (2014) where the authors inadvertently assumed that volume is conserved in cloud evolution, despite modeling shrinking clouds. This can be easily corrected by replacing their Eq. 12 with the mass-conserving version of the equation (which they present earlier); after accounting for this correction (which amounts to one power of $\rho$) the result is that their $-1.54$ result is directly comparable to our $-1.5$.

\(^8\) This does not mean that this larger reservoir is not evolving, it roughly follows the isothermal collapse models formulated for spherically symmetric, non-fragmenting clouds, which leads to the development of its own density profile and PDF. The key differ-
In other words, just like in the simulation of Grudić et al. (2015a) and in one of the GMC collapse simulations using the MISFIT semi-analytical framework (see Guszejnov & Hopkins 2016 for details). After the fragmentation cascade begins the system develops a $\Sigma^{-1}$ power law tail in line with the predictions of the scale-free model. Note that both of PDFs take only the star forming gas into account. 

![Figure 4. Surface density ($\Sigma$) PDF of star-forming gas in the detailed MHD simulation of Grudić et al. (2016) and in one of the GMC collapse simulations using the MISFIT semi-analytical framework (see Guszejnov & Hopkins 2016 for details). After the fragmentation cascade begins the system develops a $\Sigma^{-1}$ power law tail in line with the predictions of the scale-free model. Note that both of PDFs take only the star forming gas into account.](image)

On average these studies have found an average slope of $\sim -2.3$ (significantly steeper than our analytic prediction). But it has been shown (see Schneider et al. 2015b) that these measurements are actually dominated by the mass profile of the parent clouds\(^9\). In other words, just like in the simulation, the measured surface density PDF is a convolution of the global mass profile, and the PDF driven by fragmentation and turbulence within an annulus of constant density. Our result in Eq. 22 is the surface density PDF that would be measured in such a fragmenting, constant background density annulus of a cloud – we intentionally have not made any assumption about embedding our (local) fragmentation model inside some (global) mass profile of a parent cloud (if we did, we could easily fit these observations, but it would only reflect the assumed mass profile).

Allowing for a background density profile with locally collapsing regions, one generically expects the following: at the highest densities, the density PDF should be dominated by collapsing, star-forming regions, which should (if our model is correct) follow our prediction with an approximately $-1$ slope. At lower (intermediate) densities, where not all the material is locally self-gravitating and fragmenting, one becomes dominated by the combination of turbulent density fluctuations and the background density profile of the cloud, and the PDF will have a steeper slope that matches the cloud profile. Interestingly, Schneider et al. (2015a) claim to see almost exactly such a transition, with steeper slopes $\sim -2.3$ at intermediate densities (matching their fits to the global mass profile) and a shallower slope (or “excess” in their terms) appearing at approximately $\Sigma \gtrsim 100$ (with a slope $\approx -1 \pm 0.2$). Similarly, Lin et al. (2017) see in the survey of clouds that the PDF becomes systematically shallower, approaching $-1$, as clouds (or cloud regions) become more actively star-forming. We should also note that similar results have been seen in other numerical simulations (e.g. Burkhart et al. 2015).

4.4 Cluster Mass Profile

Let us assume that some fraction of objects formed remain gravitationally bound to each other. We expect that the clustered substructures that formed from fragmentation will eventually merge together into a cluster with a density profile that decreases monotonically. Let us derive the power law index of this profile.
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Using our model we can calculate the relation between the densities and the survivor masses before the objects rearrange themselves into clusters. For density, taking their arrangement value ($\rho_n$), we can express the index $n$ as:

$$n = \frac{\ln(M_{\text{surv},n}/M_0)}{\ln(1 - \epsilon)}$$

which leads to

$$\frac{d \ln(M_{\text{surv},n}/M_0)}{d \ln(\rho_n/\rho_0)} = -\frac{\ln(1 - \epsilon)}{3 \ln \lambda} = \text{const.} \approx 0$$

Let us assume (for now) that after formation the objects rearrange themselves to form clusters, while preserving the local volume density - i.e. the local density (of stars) around a star does not change dramatically before/after the rearrangement. This is motivated by the fact that during mergers, tidal shredding of an object with density $\rho$ occurs at an orbital radius $R$, where the mean density enclosed within $R$ is approximately $\rho$. This means that the amount of mass at different density levels must be the same as before the rearrangement, thus

$$\frac{d \ln(M_{\text{cl},n}/M_{\text{cl},0})}{d \ln(\rho_n/\rho_{\text{cl},0})} = \frac{d \ln(M_{\text{surv},n}/M_0)}{d \ln(\rho_n/\rho_0)}$$

where, in the last step, we used the assumption that $\epsilon \ll 1$.

Since we are interested in the asymptotic case at large radii, the mass enclosed is approximately converged ($M \approx \text{const}$), thus

$$\sigma^2_{\text{cl}}(R) = \frac{GM}{R} \propto R^{-1},$$

so we get

$$\rho_{\text{p,cl}}(R) \propto \frac{M_{\text{cl}}(R)}{R^{3/2}} \propto R^{\beta-3/2}.$$

After plugging into Eq. 26 and using Eq. 30 this yields

$$\beta \approx 0,$$

which, once again, means that $\beta = 0$ leading to $\rho_{\text{cl}} \propto R^{-3}$.

Now, let us compare our prediction with observations. The observed brightness profile of young star clusters is often parametrized using the EPP profile (Elson et al. 1987):

$$\mu(r) = \mu_0 \left(1 + \frac{r^2}{a^2}\right)^{-\gamma/2},$$

where $\mu_0$ is a constant, $a$ is the cluster scale radius and $\gamma$ is the power law index of the outer profile. Because $\mu \propto \Sigma - \rho R$ this represents an outer column density profile with $-(\gamma + 1)$ slope, so in this parametrization our prediction is $\gamma = 2$. Observations young massive clusters, both within the Local Group (Elson et al. 1987; Mackey & Gilmore 2003a,b; Portegies Zwart et al. 2010) and in extragalactic environments (Larsen 2004; Ryon et al. 2015) have found that typically $\gamma \in [2, 4]$, with a median around 2.5 (see Fig. 6). Meanwhile the density profile of dark matter halos is well fit by the NFW profile Navarro et al. (1996) that simplifies to a $\rho \propto r^{-3}$ on large scales, corresponding to $\gamma = 2$. In Grudic et al. (2017) we explore the physics of hierarchical cluster assembly, and its imprint upon the density profiles of objects thus formed, in greater detail.

4.5 Comparison with multi-physics simulations

In Figures 3, 4 and 6 we show that the predictions of our simple scale-free model are in good agreement with the simulations of Grudic et al. (2016) that follow the process of star formation in a molecular cloud. Our toy model of the fragmentation cascade and these simulations represent two extremes of approach to the problem of star formation: one seeks to minimize complexity, whereas the other seeks to maximize realism by including a variety of pieces of physics that could potentially be relevant. Under the forces of MHD and gravity the star-forming clouds collapse into a complicated structure of dense filaments (e.g. Collins et al. 2012) that is difficult to reconcile with an idealized picture of fragmenting gas balls (e.g. Figure 1). The realistic ISM equation of state with radiative cooling and stellar feedback (see Hopkins et al. 2017 for details) leads to the formation of a multi-phase ISM, so the isothermality we have assumed does not strictly apply.

Despite all of these complications the simulations and the toy model ultimately arrive at the same scaling relations. The simulation follows hierarchical fragmentation over a significant dynamic range in which the process, despite all the above complications, is roughly scale-free. Although real
star-forming systems are more complicated than any simulation, this apparent robustness to such complications suggests that the observed scalings could be (to first order) explained as fundamental consequences of scale-free structure formation.

5 CONCLUSIONS

In this paper we showed that there are universal scaling relations that generally arise in scale-free models of structure formation with a large but finite dynamic range and no correlation between scales. These relations are shared between very different phenomena, including the formation of stars, protostellar cores, clumps, giant molecular clouds, star clusters and even dark matter halos. Despite their differences all these processes can be approximately described by the dimensionless version of the pressure-free Euler equation with self-gravity. The only parameter of this equation is the virial parameter, which is of course how we define gravitationally bound structures. Thus a hierarchical structure building process would follow the same equation for all these systems on a wide range of scales. This means that (to first order) the formation of these (very different) gravitationally bound structures produces the same scaling relations for a wide range of physical quantities.

We demonstrate these universal scaling relations for a subclass of processes that can be described as a fragmentation cascade (e.g. formation of molecular clouds). We present a minimalist model of self-similar fragmentation with which we show that any scale-free model with a large dynamic range where the scales are uncorrelated (the fluctuations on different scales “don’t know about each other”) is able to reproduce the following scaling relations:

- **Mass functions:** \( \frac{dN}{dm} \propto M^{-1} \). In the scale-free regime we expect objects of all sizes to follow this scaling relation. For a stellar initial mass function (IMF; see Bastian et al. 2010; Offner et al. 2014), the protostellar core mass function (CMF; see Sadavoy et al. 2010), the molecular clump mass function (see Johnstone & Bally 2006), the giant molecular cloud mass function (GMC mass function, see Rosolowsky 2005), the star cluster mass function (see Bik et al. 2003) and the dark matter halo mass function (Press & Schechter 1974) this regime is observed over a wide dynamic range above/below some minimum/maximum scale where our assumptions are violated. This relation means that there is a comparable amount of mass in objects at all mass scales.

- **Density and column density PDF:** \( \left( \frac{dV}{d\Sigma} \right)_{\text{obs}} \propto \rho^{-1} \) and \( \frac{d\Sigma}{d\rho} \propto \Sigma^{-1} \). The observed column density PDFs of star forming molecular clouds exhibit a power-law tail consistent with this prediction (see Schneider et al. 2015a), which is built up by the hierarchical fragmentation of clouds. This is a scale-free process as long as we are in the isothermal phase of the ISM. The scaling can be understood as having an equal amount of mass at all density scales. Note that our model does not account for observational biases (e.g. cloud lifetimes) which can lead to systematic differences with observations.

- **Correlation functions:** \( \xi_{1D} \propto r^{-2} \) and \( \xi_{2D} \propto r^{-1} \). Note that unlike the predictions above, this depends on the form of the fragmentation criterion so it is not completely generic. But if we assume that the criterion is set by gravity (as it is in all the above cases), this provides a good fit to the observed behavior of the stellar correlation function at larger scales (e.g. Hennekomper et al. 2008; Kraus & Hillenbrand 2008). Similarly the observed protostellar core correlation function is roughly consistent with this power-law behavior (see Stanke et al. 2006). For the correlation function of star clusters, this prediction agrees well with observations on scales smaller than the galactic scale height, above which the problem changes dimensionality (see Grasha et al. 2017). For the case of DM halos this prediction is consistent with the measured correlation on intermediate scales (Baugh 1996; Soltan & Chodorowski 2015) as the finite age of the Universe causes the very large scale structures to reflect the primordial initial conditions. A possible interpretation of this slope is that it implies a fractal dimension of unity which further implies filamentary structures. Note that this is not generally true, for example our fragmentation model of Sec. 3 or even the Cantor-dust produces similar correlation functions, while none of them exhibit filamentary behavior.

- **Cluster mass profile:** \( \rho \propto R^{-3} \) (or \( \gamma = 2 \) using the EFP fitting function from Elson et al. 1987), if we further assume that the process responsible for arranging objects into clusters is also scale-free. This is a somewhat shallower slope than what is observed for star clusters (see Mackey & Gilmore 2003a,b), because \( \gamma = 2 \) is only the limiting case for an infinitely extended hierarchical merger history (see Grudić et al. 2016 for more details). This scaling can be understood as the cluster having equal mass at each distance scale from its centre, as a result of free mixing.

We wish to emphasize that these scaling relations are not
It is easy to see that the arguments in this paper are invariant under time reversal transformation (in other words they don’t rely on an “arrow of time”). For the toy model presented in Sec. 3, this means that small objects merge to form ever bigger ones. This means that the predicted scalings should be present not only in hierarchical fragmentation but in the time-reversed process of hierarchical merging as well. This is the growth mechanism of galaxies and dark matter halos (Lacey & Cole 1993; Kauffmann et al. 1993).

Our simple arguments provide a generic, natural reason why so many different models, with seemingly very different physics, have been able to reproduce some or all of these scaling relations: the relations do not depend on the detailed physics, so long as it is scale-free. It follows that these scaling relations can not be used to observationally differentiate theories (i.e. almost any theory can reproduce the IMF slope) because to first order they all give the same answers. One should instead test models against unrelated scaling laws (e.g. linewidth-size relation, see above) or investigate the physical scale where the model predicts the scale-free assumption to break down (e.g. IMF turnover) and compare them to observations in that regime.
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APPENDIX A: FRACTAL DIMENSION AND THE CORRELATION FUNCTION

In this paper we use the fractal $D$ dimension, which we define as

$$D = \frac{d \ln N(r)}{d \ln r}. \quad (A1)$$

where $N(r)$ is the average number of objects within $r$ distance of a reference object.

In isotropic systems the fractal dimension is related to the $\xi_d(r)$ $d$ dimensional correlation function, for which we use the standard definition of

$$P_d(r, dr) = \frac{N(r, dr)}{n_d V_d(r)} = 1 + \xi_d(r) = \lim_{dr \to 0} P_d(r, dr). \quad (A2)$$

where $N(r, dr)$ is the average number of objects whose $d$ dimensional distance from a reference object is in $[r, r + dr]$, $n$ is the density of objects, $V_d(r)$ is the volume of a $d$-sphere so $dV_d \propto r^{d-1} dr$.

Assuming $\xi_d \gg 1$ we get

$$\xi_d(r) \propto \lim_{dr \to 0} \frac{N(r, dr)}{r^{d-1} dr} = \frac{dN(r)}{dr} = \frac{dN(r)}{d \ln r} = \frac{dN(r)}{d \ln r} = r^{D-d}. \quad (A3)$$

Let us also assume that $N(r)$ is a power-law (this is true in scale-free systems like the ones in this paper), which yields

$$\xi_d(r) \propto r^{D-d}. \quad (A4)$$