Concentration of Vacancies at Metal Oxide Surfaces: Case Study of MgO (100)
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We investigate effects of doping on formation energy and concentration of oxygen vacancies at a metal oxide surface, using MgO (100) as an example. Our approach employs density-functional theory, where the performance of the exchange-correlation functional is carefully analyzed, and the functional is chosen according to a fundamental condition on DFT ionization energies. The approach is further validated by CCSD(T) calculations for embedded clusters. We demonstrate that the concentration of oxygen vacancies at a doped oxide surface is largely determined by formation of a macroscopically extended space charge region.
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Metal oxides are key materials for many technological applications. For example, MgO is used as a catalyst for methane oxidation, TiO 2 plays an important role as a photocatalyst, and RuO 2 catalyzes the oxidation of carbon monoxide. It is generally accepted that intrinsic point defects, in particular oxygen vacancies (also called F or color centers), play a decisive role in catalysis at oxide surfaces [1–4], but significant controversy exists regarding their formation energy, concentration, and charge state. In this paper we study these issues for MgO bulk and the MgO (100) surface in contact with an O 2 gas phase at realistic temperature and pressure. Furthermore, we consider that realistic metal oxides are typically doped, either intentionally or unintentionally. Although the experimental band gap of MgO is 7.8 eV [3], realistic samples are typically neither clear transparent nor insulating. Defects such as intrinsic point defects, impurities, and defect complexes can give rise to electron or hole conductivity [1, 6, 7]. In this paper, we neglect defect complexes (e.g. dopant plus vacancy). Thus, for our study the role of dopants is to create a Fermi level, i.e. a reservoir for electrons and holes. This is termed “the global effect of doping”. We focus our discussion on p-type MgO, since it exhibits intriguing catalytic properties [1, 2, 4]. Still our theoretical model covers also n-type material, where the concentration of F centers is very low. Our main finding is that for p-type samples, surface O vacancies get doubly positively charged which lowers their formation energy and results in a significant defect concentration. In fact, the free energy of formation in thermodynamic equilibrium is negative under typical catalytic temperatures and pressures. We show that the limiting factor to formation of surface oxygen vacancies is the formation of a space charge region (Fig. 1). Although well-known for doped semiconductor surfaces, the effect of space charge and band bending on the concentration of surface defects has not been discussed so far.

The values of calculated defect energy levels and total energies are sensitive to the employed treatment of exchange and correlation (xc) of the many-electron system. Therefore, special attention is given below to this aspect:

Our approach is to determine the best xc functional of the HSE family by the condition that the ionization potentials obtained with the optimized (opt-) HSE functional agree with the results of a $G_0W_0$ calculation. In exact DFT such condition must be fulfilled exactly [10]. However, due to the limited flexibility of the HSE family of functionals, which range from the PBE [11] generalized gradient approximation via the HSE06 [12] hybrid functional to the PBE0 [13] hybrid functional, our approach is obviously not exact, but it is “the best compromise”. In terms of the HSE [14] exchange and range-separation parameters $(\alpha, \omega)$, the three mentioned functionals correspond to $(0, \text{arbitrary})$, $(0.25, 0.11 \text{ bohr}^{-1})$, $(0.25, 0)$. Our approach is validated for neutral, embedded Mg$_x$O$_y$ clusters using the CCSD(T) method.

In this work, we use the all-electron FHI-aims code [22] for the periodic structures (bulk and surfaces) and some embedded cluster calculations. FHI-aims employs atom-
centered numeric basis functions and various \( x_c \) functionals as well as the \( GW \) approach. The basis set and numerical grids are of high quality as defined by the \textit{tight} \cite{22} settings. For all periodic surface models full atomic relaxation is calculated using PBE at the PBE bulk lattice parameter (4.258 Å). HSE calculations are performed at these geometries, since using HSE geometries for two smallest unit cells considered results in negligible changes in the calculated formation energies. Vibrational energy \( \Delta E_{\text{vib}}^q(T) \) and vdW contributions to the formation energies were analyzed as well \cite{23}, but found to be insignificant for this study.

Furthermore, we employ the TURBOMOLE program package \cite{24} for various embedded clusters using different \( xc \) functionals and CCSD(T). Triple-zeta valence plus polarization basis sets \([5s3p2d1f] / [5s4p3d]\) are used \cite{25}. For the CCSD(T) computations we correlate also electrons in the Mg 2s and 2p shells, using core-valence correlation consistent basis sets, cc-pCVXZ (X = D, T, Q).

In both CCSD(T) and DFT calculations, the basis set superposition error was evaluated following the Boys-Bernardi counterpoise correction \cite{27}. MgO clusters are embedded in a periodic point charge array using the periodic electrostatic embedded cluster model \cite{28} in TURBOMOLE and a converged finite set of point charges in FHI-aims. (See supplemental information (SI) at [URL will be inserted by publisher] for more details.)

To minimize non-physical polarization of peripheral oxygen anions by the embedding point charges, pseudopotentials were added to the first shell of embedding Mg\(^{2+}\) cations (all-electron Hay\&Wadt effective core potentials \cite{29}) in TURBOMOLE, and Troullier-Martins-type norm-conserving non-local pseudopotentials \cite{30,31} in FHI-aims). The PBE lattice constant has been used for the embedded clusters. Apart from the outermost frozen shell of atoms, full relaxation is allowed for in the cluster calculations, except for the CCSD(T) and GW calculations and respective DFT values.

In realistic samples defects may get charged due to electron transfer between the dopant-induced Fermi level and the defect states \cite{15}. The neutral oxygen vacancy in MgO bulk and at the MgO (100) surface has an energy level deep in the band gap. This state has \( s \)-like symmetry at the defect site, and is fully occupied by two electrons. Thus, a singly and even a doubly charged vacancy is possible. In FHI-aims this situation can be modeled in two ways: either by adding a constant charge density to the density entering the Hartree term, or by slightly modifying the nuclear charges of the atoms in the unit cell. Either concept enables us to describe a charged defect while the supercell is kept neutral. The “constant density approach” is the standard treatment in other periodic codes. For surfaces, where much of the supercell corresponds to vacuum, this approach is obviously unphysical, although it can be partially remedied by \textit{a posteriori} correction schemes \cite{16}. The other treatment corresponds to the virtual-crystal approximation (VCA) \cite{17,18} of a crystal with dopants. We change the nuclear number of all Mg atoms in the supercell by \( \Delta N_{\text{Mg}} = -q/N_{\text{Mg}} \), where \( q \) is the charge of the oxygen vacancy (+1 or +2), and \( N_{\text{Mg}} \) is the number of Mg atoms in the supercell. This means that 1 or 2 electrons are transferred to the VBM, which is the Fermi level in the virtual crystal. Once known for one particular Fermi level, the O vacancy formation energy can be trivially calculated for an arbitrary Fermi level (see Eq. 1).

When removing atoms from the bulk or from the surface of a material, we need to consider also a reservoir to which the atoms are brought \cite{19,20}. We assume a gas phase of O\(_2\) molecules which is characterized by an oxygen chemical potential, \( \mu_O(T,p) \) \cite{20}. For an isolated oxygen vacancy, the Gibbs free energy of formation is:

\[
G^q_1 = E^q_{\text{vac}} - E_{\text{host}} + q\mu_O + q\epsilon_f + \Delta E_{\text{vib}}^q(T).
\]  

Here, \( E^q_{\text{vac}} \) and \( E_{\text{host}} \) are DFT total energies of defected and undefected systems, respectively, \( \Delta E_{\text{vib}}^q \) is the change in vibrational Helmholtz free energy of the crystal upon defect formation, \( q \) is the defect charge, and \( \epsilon_f \) is the Fermi energy. The oxygen chemical potential is

\[
\mu_O = E_O - \frac{1}{2} E_{\text{O}_2}^{\text{bind}} + \Delta \mu_O,
\]

where \( \Delta \mu_O \) contains the vibrational and other \( T \) - and \( p \) -dependent terms \cite{20}. We use the experimental binding energy without zero point energies \( E_{\text{O}_2}^{\text{bind}} = 5.22 \text{ eV} \) \cite{21} to reduce artifacts originating from the generalized gradient approximations for the binding of the O\(_2\) molecule, but the calculated total energy of the free atom, \( E_O \), is calculated with the corresponding electronic-structure approach. \( \Delta \mu_O = 0 \) defines the oxygen-rich limit.

First, we address formation energies for isolated vacancies in the bulk, \( G^q_1^{\text{bulk},q} \). We extrapolate our DFT formation energies to the dilute limit using Taylor expansion in terms of reciprocal supercell lattice constant. In agreement with related work \cite{32}, we find that the charge-transition levels (\( 2+ \)/\( 2+ \)) and (\( +2 \)/\( +1 \)), as well as formation energies \( G^q_1^{\text{bulk},q} \), are almost independent on the \( xc \) functional within the HSE family, when referenced to the vacuum level. However, given the more realistic situation of \( p \)-type material, where \( \epsilon_f \) is at VBM, \( G^q_1^{\text{bulk},q} \) does depend strongly on the choice of HSE parameters \((\alpha, \omega)\) for \( q \neq 0 \). The formation energy of the neutral defect is insensitive to the functional. We find that the main error in charged defect formation energies is the error in the VBM position with respect to vacuum (also pointed out in \cite{33}). For fixed \( \omega \) the formation energies depend practically linearly on the exchange parameter \( \alpha \), which can be traced back to a linear dependence of VBM with respect to vacuum on \( \alpha \).

Next, we identify the optimal \( xc \) functional to describe the formation energies of F centers in MgO. The ion-
The Fermi level that the HOMO, calculated by $E_{\text{HOMO}}$, depends on ($\alpha$, $\omega$) in exact DFT. We determine the opt-HSE functional for fixed $\omega=0.27$, very close to $\omega=0.25$, which is as for the bulk, in good agreement with the HSE06 formation energies 7.04 eV and 7.05 eV obtained from the same converged embedded cluster and periodic calculations, respectively, using FHI-aims.

Thus, HSE06 is the opt-HSE functional in accordance with GW as well as coupled-cluster results. Our results show that the experimental value for the bulk $F^0$ center formation enthalpy in MgO of 9.29 eV with respect to the $O_2$ molecule is a significant overestimate. A likely reason is that thermodynamic equilibrium has not been reached in this experiment.

We are now on solid grounds to provide an accurate estimate of $C_{t_i\text{corr}}^{q}$ for isolated oxygen vacancies at the surface using our periodic model and the HSE06 xc functional. $F^0$, $F^+$, and $F^{2+}$ formation energies in the dilute limit are 6.34 eV, 2.76 eV, and 0.55 eV, respectively, for $\Delta\mu_O=0$ and $eF$ at VBM. For more realistic conditions, the formation energies are lower, as shown in Fig. 1. $E_{\text{corr}}^{\text{conf}}=0$ obtained with the CSD(T) correction method, as for the bulk, in good agreement with the HSE06 value. The corrections $\Delta\text{CCSD(T)}$ to the DFT formation energies, calculated with an unrelaxed $Mg_6O_9$ model, are $-0.26$ eV for PBE, $-0.01$ eV for PBE0, and $-0.28$ eV for B3LYP, yielding DFT+$\Delta\text{CCSD(T)}$ values of 6.23, 6.25, and 6.33 eV, respectively.

Formation energies of neutral $O$ vacancies depend weakly on their concentration (up to approx. 3% for bulk and 12% for surface defects in MgO). On the contrary, due to the slow decay of Coulomb interaction with distance, the formation energy of charged defects will strongly depend on their concentration, as well as the distribution of the compensating charge. Thus, concentration of dopants $N_D$ and their distribution (doping profile) should have a strong global effect on the defect formation energies. The equilibrium concentrations $\eta_q$ of oxygen vacancies in three different charge states $(q=0−2)$ are determined by the minimum of the total free energy $G$ of the system with interacting defects:

$$\frac{\partial G}{\partial \eta_q} = C_i^{\text{eff},q}(\eta_0, \eta_1, \eta_2) - T \frac{\partial s_{\text{conf}}(\eta_0, \eta_1, \eta_2)}{\partial \eta_q} = 0, \quad (5)$$

where

$$C_i^{\text{eff},q}(\eta_0, \eta_1, \eta_2) = \frac{\partial}{\partial \eta_q} \sum_{r=0}^{2} \eta_r C_f^r(\eta_0, \eta_1, \eta_2) \quad (6)$$

is an effective formation energy of a vacancy in charge state $q$ in the presence of other vacancies. The configurational entropy $s_{\text{conf}}$ accounts for energetically degenerate arrangements of the defects (see SI).
Surface defects are charged by accommodating charge carriers from the bulk. This results in depletion of the charge carriers and creation of a space charge layer in the subsurface region. The resulting electrostatic potential causes band bending and prevents more charges from the bulk to reach the surface, increasing the energy cost per defect. As a result, there are two leading electrostatic contributions to the formation energy of charged defects: (i) attraction to the compensating charge, and (ii) band bending. The first contribution reduces the formation energy, while the second contribution increases it. The thickness of the space charge layer, $z_{\text{SC}}$, depends on the doping profile, and may be limited by the thickness of the material. We consider the case of uniformly distributed dopants and unconstrained $z_{\text{SC}}$, but the discussion can be straightforwardly generalized to the more complex situations. To stay focussed on electrostatic effects, we also do not consider a possible $(T, p)$ dependence of the bulk charge carrier density $N_{\text{e}}^{\text{bulk}}$, i.e. $N_{\text{e}}^{\text{bulk}} \equiv N_{D}$ is a constant external parameter.

The dependence of $G_{\text{surf}, q}^{\text{surf}}$ on the surface charge density $\sigma$ is calculated as follows. First, we calculate formation energies $G_{\text{surf}, q}^{\text{surf}}(\sigma, z_{\text{SC}})$ at a fixed $z_{\text{SC}}$, equal to the slab thickness $d$, using VCA (see SI). The calculated formation energies include both electrostatic effects mentioned above. The actual $z_{\text{SC}}$ is determined by $N_{D}$ as follows:

$$z_{\text{SC}} = \frac{\sigma}{eN_{D}},$$

(7)

where $e$ is the absolute value of the electron charge. The formation energy as a function of $\sigma$ and $z_{\text{SC}}$ is

$$G_{\text{surf}, q}^{\text{surf}}(\sigma) = G_{\text{surf}, q}^{\text{surf}}(\sigma, d) - qE^{\text{SC}}(\sigma, d) + qE^{\text{SC}}(\sigma, z_{\text{SC}}),$$

(8)

where

$$E^{\text{SC}}(\sigma, z_{\text{SC}}) = \frac{e\sigma}{6e_{\epsilon} \epsilon_{0}}z_{\text{SC}}$$

(9)

is the classic expression for the energy of the space charge region formation at a semiconductor surface. The temperature dependence of $z_{\text{SC}}$ and $E^{\text{SC}}(\sigma, z_{\text{SC}})$ at fixed $\sigma$ is neglected. The meaning of the last two terms in Eq. 8 is to replace the band bending contribution to the formation energy calculated for $z_{\text{SC}} = d$ with the one obtained for the actual $z_{\text{SC}}$ from Eq. 7. The remaining dependence on $\sigma$ after subtracting $qE^{\text{SC}}(\sigma, d)$ from $G_{\text{surf}, q}^{\text{surf}}(\sigma, d)$ is due to the electrostatic attraction between the defect and the compensating charge.

We can now calculate the equilibrium concentration of O vacancies at a p-doped MgO (100) surface, using Eq. 6 $G_{\text{surf}, q}^{\text{surf}}(\sigma)$ is calculated from Eq. 6 with $\sigma = e\eta_{q} + 2e\eta_{p}$. The concentrations of $F_{0}$ and $F_{+}$ are found to be negligible at realistic $T$, $p_{O_{2}}$, and $N_{D}$. The $F_{2+}$ concentration $\eta_{2}$ and corresponding $z_{\text{SC}}$ as functions of $N_{D}$ are shown in Fig. 4 for different temperatures and $p_{O_{2}} = 1$ atm. Although the $F_{2+}$ Gibbs free energy of formation at $\sigma \to 0$

is small or even negative at elevated temperatures, the equilibrium defect concentration does not exceed $\sim 0.5\%$ at $N_{D} \leq 10^{18}$ cm$^{-3}$. Thus, space charge layer formation can be a mechanism by which wide-band-gap semiconductor surfaces remain stable at high temperatures. The

![FIG. 3. Left: $F_{2+}^{2+}$ concentration as a function of dopant concentration $N_{D}$ for two different temperatures and oxygen partial pressure of 1 atm. Right: Dependence of the space charge depth $z_{\text{SC}}$ on $N_{D}$.](image_url)
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1 Calculations on embedded cluster models

Formation energies for F centers at the MgO (100) terrace and at low coordinated sites were calculated with different methods, some of them using FHI-aims and TURBOMOLE to insure consistency of the two codes.

1.1 Cluster definition

Fig. S1 shows the cluster models that were employed for the DFT calculations of formation energies for defects at different configurational sites of the MgO (100) surface. All the clusters are embedded in a periodic array of point charges at the optimized PBE (pbc) cell parameter. For the surface models the positions of the point charges coincide with the coordinates of a relaxed defect-free 5-layer slab.

The CCSD(T) computations for the neutral oxygen vacancy in the bulk and at the MgO (100) terrace were performed using the embedded cluster models shown in Fig. S2. While all other embedded cluster calculations were performed with TURBOMOLE, this model was also used for FHI-aims calculations at DFT level.

1.2 Defect formation energies as a function of cluster size

To incorporate long-range polarization effects we extrapolate the formation energies of the charged surface defects according to

\[ G_f^q(n) = G_f^q(n \to \infty) + a \frac{1}{n} \frac{1}{3}, \]

where \( n \) is the number of ions in the cluster [1]. For all cluster calculations the Fermi level is at VBM and the chemical potential of oxygen is \( \mu_O = \frac{1}{2}E_{O_2} \). Since we do not relax all ions in the cluster, we use separate extrapolations for the vertical formation energy, \( n = n_{total} \), and for the relaxation energy, \( n = n_{relax} \). The formation energy of the relaxed defect is the sum of the vertical formation energy and the relaxation energy:

\[ G_f^q = G_f^q_{\text{vert}} + E_{\text{relax}}^q. \]

With regard to the formation energies of the charged defects, we find that including long-range polarization effects is an important requirement for an accurate description, as mentioned by Sushko et al. [2]. The unrelaxed (vertical) formation energies and relaxation energies for F centers at MgO (100) have been obtained from a series of clusters including \( \text{Mg}_9\text{O}_9 \) (3×3×2 ions), \( \text{Mg}_{25}\text{O}_{25} \) (5×5×2 ions) and \( \text{Mg}_{50}\text{O}_{50} \) (5×5×4 ions). In Table S1 the vertical formation energies and relaxation energies obtained with PBE are summarized. The corresponding extrapolations are shown in Fig. S3.
Figure S1: Cluster models for different sites: a) terrace (Mg_{50}O_{50}), b) step (Mg_{45}O_{45}), c) edge (Mg_{30}O_{30}), d) corner (Mg_{18}O_{18}), e) reverse corner (Mg_{42}O_{42}) and f) bulk (Mg_{14}O_{19}). The arrows indicate which atom was removed to form the defect.

Figure S2: Cluster models for terrace (Mg_{5}O_{5}, a) and bulk (Mg_{6}O_{9}, b) used for comparison of DFT and CCSD(T) calculations.
Figure S3: Extrapolated vertical formation energies for $F^+_s$ (a) and for $F_{s}^{2+}$ (b), and extrapolated relaxation energy for $F^+_s$ (c), calculated with PBE, PBE0 and B3LYP.

Table S1: Vertical formation energies, relaxation energies, and formation energies including relaxation as obtained from embedded cluster and supercell calculations (PBE), all in eV.

| Type of defect | Model       | $G_{f,vert}^q$ | $E_{relax}^q$ | $G_{f}^q$ |
|----------------|-------------|----------------|---------------|-----------|
| $F^+_s$        | Supercell   | 10.71          | -1.21         | 9.50      |
| $F^+_s$        | Emb. cluster| 10.28          | -0.81         | 9.47      |
| $F_{s}^{2+}$   | Supercell   | 16.54          | -3.23         | 13.31     |
| $F_{s}^{2+}$   | Emb. cluster| 16.21          | -3.35         | 12.86     |
1.3 Comparison between DFT and CCSD(T) embedded cluster calculations for the neutral oxygen vacancy

Table S2 summarizes the vertical formation energies for a neutral \( F^0 \) center at the (100) terrace (Mg\(_5\)O\(_5\)) and in MgO bulk (Mg\(_6\)O\(_9\)). For consistency, bulk defect formation energies calculated with FHI-aims using a light, Tier 3 basis are shown, too. Also DFT formation energies using larger clusters are reported to show that the small clusters are already converged with respect to cluster size within 0.1 eV in vertical formation energy for the bulk defect and within 0.23 eV for the surface defect. In the main part of the paper we report the difference between the CCSD(T) and the DFT results, which can be used as a correction term to the DFT values.

Table S2: Vertical formation energies, \( E^{p}_f \) for \( F^0 \) and \( F^0_s \) as obtained from embedded cluster DFT and CCSD(T) calculations, all in eV.

| Defect site | Cluster model | PBE | PBE0 | B3LYP | CCSD(T) |
|-------------|---------------|-----|------|-------|---------|
| Terrace     | Mg\(_5\)O\(_5\) | 6.78 | 6.53 | 6.80  | 6.52    |
|             | Mg\(_{50}\)O\(_{50}\) | 6.54 |      |       |         |
| Bulk        | Mg\(_6\)O\(_9\) | 7.18 | 7.02 | 7.37  | 7.09    |
|             | Mg\(_6\)O\(_9\) (FHI-aims) | 7.11 | 6.99 | 7.35  |         |
|             | Mg\(_{14}\)O\(_{19}\) | 7.06 |      |       |         |
2 Extrapolation to dilute limit for periodic calculations

The formation energy of a neutral F center is already converged for a very small supercell of 64 atoms, while the formation energies of the F\(^+\) and the F\(^{2+}\) centers show a strong dependence on \(L\), the higher the charge state the more pronounced is the effect. The difference in formation energy for a 1728 atom supercell compared to a 1000 atom supercell is still 0.05 eV for the F\(^{2+}\) center. It is generally accepted that the leading contributions to the bulk defect formation energy dependence on the supercell size are the terms \(\sim 1/L\) and \(\sim 1/L^3\), where \(L\) is the supercell lattice constant. This implies that finite-size scaling according to

\[
G_t^{\text{bulk,q}}(L, \epsilon_F, \mu_O) = G_t^{\text{bulk,q}}(L \to \infty, \epsilon_F, \mu_O) + \frac{a_1}{L} + \frac{a_2}{L^3}
\]  

leads to the correct formation energy in the dilute limit \(G_t^{\text{bulk,q}}(L \to \infty)\).

The extrapolation procedure correctly incorporates the effects of atomic relaxation. Calculating supercells containing up to 2000 atoms for the doubly charged vacancies, using PBE exchange-correlation treatment, we get an accuracy of 0.05 eV for the extrapolated values of the formation energies. Vibrational contributions are estimated to be small and therefore neglected.

The defect formation energies calculated with HSE06 for the two smallest supercells (64 and 216 atom cells) lie exactly on the same fitting curve as the PBE formation energies, but shifted by a constant value (Fig. S4). Therefore, in all cases HSE formation energies are calculated for the smallest supercell, and then extrapolated to the dilute limit, where \(1/L \to 0\), using a shifted PBE fitting function.

![Concentration of defects (%)](chart)

| Concentration of defects (%) | 0.06 | 0.20 | 0.46 | 1.56 |
|-----------------------------|------|------|------|------|
| Energy (eV)                 | 4    | 3    | 2    | 1    |
| PW-LDA                      | ✔    | ✔    | ✔    | ✔    |
| PBE                         | ✔    | ✔    | ✔    | ✔    |
| HSE06                       | ✔    | ✔    | ✔    | ✔    |
| PBE0                        | ✔    | ✔    | ✔    | ✔    |

Figure S4: Finite-size scaling for the F\(^{2+}\) center formation energy \((\epsilon_F=\text{VBM}, \mu_O = 1/2 E_{O_2}^{\text{tot}})\). Solid lines show fits to \(G_t^{\text{bulk,2}}(L) = a_0 + \frac{a_1}{L} + \frac{a_2}{L^3}\) for PW-LDA and PBE formation energies. Formation energies obtained with HSE06 lie on the shifted PBE curve. Accordingly, PBE coefficients \(a_1\) and \(a_2\) are used to extrapolate to isolated defects for all members of the HSE(\(\alpha,\omega\)) functional family.

Although computationally demanding, using the uniform neutralizing background method or the virtual crystal approximation together with extrapolation to the dilute limit is a reliable method for calculating formation energies of charged bulk defects. For charged surface defects, computed using
VCA, the extrapolation is slightly different due to the broken symmetry at the surface. While for bulk supercells, the formation energies were fit to equ. 2.1, where a term proportional to $1/L^2$ is zero due to symmetry reasons, for the surface defects this term has to be included. The fitting function used is therefore

$$G_f^{\text{surf},q}(L, \epsilon_F, \mu_O) = G_f^{\text{surf},q}(L \to \infty, \epsilon_F, \mu_O) + \frac{a_1^q}{L} + \frac{a_2^q}{L^2} + \frac{a_3^q}{L^3}. \tag{2.2}$$

Two new aspects have to be taken care of when calculating the extrapolated formation energies for the isolated F centers at the surface. The periodicity of the calculation is three-dimensional, so the slabs are separated by vacuum to remove undesired interactions between repeating slabs. The reference unit cell is neutral, because the compensating charge $-q$ to the defect charge $q$ is distributed on the Mg atoms in the slab. Since FHI-aims uses localized basis functions, there is no computational extra-cost when the vacuum region is chosen large. Here, the smallest distance between a defect and its image in z-direction, perpendicular to the surface, was chosen as 200 Å. Using a slab to model an isolated defect in a semi-infinite system, only makes sense, if convergence of the desired property can be reached with respect to the number of layers $N_L$ in the slab. The electrostatic energy in the slab depends obviously on $N_L$ and this leads to different extrapolation curves, as shown for F$_s^{2+}$ with slabs of $N_L = 4, 5, 6$ and 7 in Fig. S5. Full relaxation has been performed for all slab systems (using PBE), since also the geometric relaxation convergence and lattice polarizability may vary with $N_L$. While a 4 layer slab is not sufficient to obtain an accurate result for the extrapolated formation energy, where $1/L \to 0$, the 5 layer and 6 layer slab models yield the same value.

![Diagram](image.png)

**Figure S5:** Extrapolation of the F$_s^{2+}$ formation energy $\Delta G_f(L)$ (filled symbols, vibrations and dispersion neglected) to infinite supercell size ($L \to \infty$) for different numbers of layers in the slab, calculated with PBE. The Fermi level is at VBM and $\mu_O = 1/2 E_{O_2}^{\text{tot}}$. Open symbols and linear fit (black line) are obtained by subtracting the band bending contribution (Eq. 2.3).

The electrostatic energy that causes the formation energy of charged defects to increase with slab thickness $d$ is the band bending (see main text). This contribution can be calculated as follows (see chapter 5 below):

$$qE^{SC} = \frac{q^2 e}{6 \epsilon_r \epsilon_0} \frac{d}{L^2} \tag{2.3}$$

where $e$ is the absolute value of electron charge. Subtracting $qE^{SC}$ from the formation energies at every cell size $G_f^{\text{surf},q}(L)$ removes the term $\propto 1/L^2$ in the finite-size scaling curve for each slab.
thickness. This is shown on the example of the F$_s^{2+}$ center ($q = 2$) at the MgO (100) terrace in Fig. S5. The term $\propto 1/L^3$ plays a role only for small $L$, so that the remaining linear dependence coincides for slabs with a number of layers $N_L = 4, 5, 6$ and $7$ for all calculated surface charge densities $\sigma = 2e/L^2$. The solid black line shows a linear fit, incorporating all calculated formation energies. This linear fit yields the same value for the formation energy of the isolated defect as obtained before for different slab thicknesses using equ. 2.2. The linear term is present due to the electrostatic attraction between the defects and the compensating charge. Thus, equ. 2.2 yields full information on the dependence of the formation energy on defect concentration.

Equ. 2.2 can be generalized to the case when defects in different charge state (+ or 2+) coexist at the surface. First, we rewrite equ. 2.2 in terms of surface charge density $\sigma_q$ for $q = 1, 2$ using $\sigma_q = qe/L^2$:

$$G_{t}^{\text{surf},q}(\sigma_q, d) = G_{t}^{\text{surf},q}(\sigma_q \rightarrow 0) + a_1^q \left( \frac{\sigma_q}{qe} \right)^{\frac{1}{2}} + a_2^q(d) \left( \frac{\sigma_q}{qe} \right) + a_3^q(d) \left( \frac{\sigma_q}{qe} \right)^{\frac{3}{2}}. \quad (2.4)$$

(Vibrational energy contributions to the formation energies are found to be insignificant for this study and therefore neglected.) When defects in both charge states are present at the surface simultaneously, the surface charge density is $\sigma = \sigma_1 + \sigma_2$. Since the nature of the second and third terms is purely electrostatic, we apply a mean-field approximation and simply replace $\sigma_q$ with $\sigma$ in these terms. The fourth term is more complicated since in addition to higher-order electrostatic effects it also includes geometric relaxation effects. However, also in this term we replace $\sigma_q$ with $\sigma$, which corresponds to averaging the relaxation effects over different defect charge states. This averaging may give a noticeable error only in the specific case of comparable, and at the same time not small ($> 3\%$), concentrations of F$_s^+$ and F$_s^{2+}$. Thus, the dependence of the formation energies on the overall surface charge density $\sigma$ is given by:

$$G_{t}^{\text{surf},q}(\sigma, d, \epsilon_F, \mu_O) = G_{t}^{\text{surf},q}(\sigma \rightarrow 0, \epsilon_F, \mu_O) + a_1^q \left( \frac{\sigma}{qe} \right)^{\frac{1}{2}} + a_2^q(d) \left( \frac{\sigma}{qe} \right) + a_3^q(d) \left( \frac{\sigma}{qe} \right)^{\frac{3}{2}}. \quad (2.5)$$

Note, that $G_{t}^{\text{surf},q}(\sigma \rightarrow 0)$ depends on Fermi energy $\epsilon_F$ and reservoir for oxygen atoms $\mu_O(T, pO_2)$. The calculated values of $G_{t}^{\text{surf},q}(\sigma \rightarrow 0)$ and $a_i^q$, $i = 1-3$, for the 5-layer slab as obtained by extrapolation, are summarized in Table S3. The corresponding values, when $a_2^q$ was extracted from equ. 2.3 are shown in Table S4.
Table S3: $G_{f}^{\text{surf},q}(\sigma \to 0)$ as obtained with HSE06 and coefficients $a_{i}^{q}$, $i = 1-3$ for the 5-layer slab ($\epsilon_{F}=$VBM, $\mu_{O} = 1/2 E_{O_{2}^{\text{tot}}}$)

| q | $G_{f}^{\text{surf},q}(\sigma \to 0)$(eV) | $a_{1}^{q}$(eVÅ) | $a_{2}^{q}$(eVÅ²) | $a_{3}^{q}$(eVÅ³) |
|---|---|---|---|---|
| 0 | 6.34 | 0 | 0 | 0 |
| 1 | 2.76 | -4.93 | 24.76 | 42.29 |
| 2 | 0.55 | -17.49 | 80.86 | 258.11 |

Table S4: $G_{f}^{\text{surf},q}(\sigma \to 0)$ as obtained with HSE06 and coefficients $a_{i}^{q}$, $i = 1-3$ for the 5-layer slab ($\epsilon_{F}=$VBM, $\mu_{O} = 1/2 E_{O_{2}^{\text{tot}}}$), where $a_{2}^{q}$ was obtained from equ. 2.3

| q | $G_{f}^{\text{surf},q}(\sigma \to 0)$(eV) | $a_{1}^{q}$(eVÅ) | $a_{2}^{q}$(eVÅ²) | $a_{3}^{q}$(eVÅ³) |
|---|---|---|---|---|
| 0 | 6.34 | 0 | 0 | 0 |
| 1 | 2.77 | -5.30 | 30.69 | 14.35 |
| 2 | 0.60 | -20.13 | 122.78 | 62.93 |
3 Summary of formation energies for F centers in MgO in the dilute limit

Table S5: Formation energies $G_0^q(\sigma \to 0)$ (all in eV) of the F$^0$, F$^+$ and F$^{2+}$ center in MgO bulk and the F$^0_s$, F$^+_s$ and F$^{2+}_s$ center at the MgO (100) surface terrace site, calculated at different levels of exchange-correlation treatment within periodic boundary conditions (pbc) as well as using embedded cluster models (ecm). Periodic calculations and ecm computations with HSE06 have been performed with FHI-aims, while for all other ecm calculations TURBOMOLE was used. The Fermi level is at the VBM, where the VBM with respect to vacuum level was calculated using periodic slab models of the ideal surface. The chemical potential of oxygen is at the oxygen-rich limit where $\Delta\mu_O = 0$. Our best numbers are highlighted in boldface.

| Method      | F$^0$ | F$^+$ | F$^{2+}$ | F$^0_s$ | F$^+_s$ | F$^{2+}_s$ |
|-------------|-------|-------|----------|---------|---------|-----------|
| PBE-pbc     | 7.09  | 4.54  | 2.82     | 6.48    | 4.18    | 2.68      |
| HSE06-pbc   | 7.04  | 3.33  | 0.56     | 6.34    | 2.76    | 0.55      |
| PBE0-pbc    | 7.07  | 2.95  | -0.16    | 6.33    | 2.56    | 0.12      |
| HSE06-ecm   | 7.05  | -     | -        | -       | -       | -         |
| PBE-ecm[ΔCCSD(T)] | 6.94 [-0.09] | - | - | 6.49 [-0.26] | 4.17 | 2.26 |
| PBE0-ecm[ΔCCSD(T)] | 6.81 [+0.07] | - | - | 6.26 [-0.01] | 2.54 | -0.30 |
| B3LYP-ecm[ΔCCSD(T)] | 7.17 [-0.28] | - | - | 6.61 [-0.28] | 3.05 | 0.13 |

Table S6: Formation energies $G_0^q=0$ (all in eV) of the neutral F$^0_s$ center at the MgO (100) surface corner, reverse corner, step and edge, in the O-rich limit, calculated using embedded cluster models. For more information on these defects, see also [3].

| Method    | Reverse corner | Step | Edge | Corner |
|-----------|----------------|------|------|--------|
| HF [4]    | -              | 4.24 | -    | 3.24   |
| LDA [5]   | 6.76           | 6.99 | -    | 5.45   |
| PBE       | 5.94           | 5.68 | 5.76 | 5.13   |
| PBE0      | 5.69           | 5.44 | 5.53 | 4.89   |
| B3LYP [3] | 5.91           | 5.61 | 5.78 | 5.01   |
| B3LYP [2] | -              | -    | -    | 4.63   |
4 Valence-band maximum with respect to vacuum level

In the periodic calculations of the MgO (100) surface a vacuum region of $\approx$ 200Å separates repeating 5 layer MgO slabs. The potential in the middle of this vacuum region is the vacuum level $E_{\text{VBM}}$ for the surface calculation. To obtain the valence-band maximum (VBM) with respect to vacuum level for the bulk system, $E_{\text{VBM-VAC}}^{\text{Bulk}}$, a surface slab calculation is performed with the respective exchange-correlation functional and the difference between $E_{\text{VAC}}$ and the 1s core level of Mg in the deepest, bulk-like layer $E_{\text{core}}^{\text{surf}}$ is determined. This difference is added to the Mg 1s core level in the bulk system $E_{\text{core}}^{\text{Bulk}}$ and the resulting bulk vacuum level is subtracted from the bulk VBM $E_{\text{VBM}}^{\text{Bulk}}$

$$E_{\text{VBM-VAC}}^{\text{Bulk}} = E_{\text{VBM}}^{\text{Bulk}} - \left(E_{\text{core}}^{\text{Bulk}} + (E_{\text{VAC}} - E_{\text{core}}^{\text{surf}})\right). \quad (4.1)$$

5 Concentration of surface defects

$P$-type dopants deep in the bulk set the Fermi level to VBM. As described in the main text, the formation energy of charged defects for a surface charge density $\sigma$ is:

$$G_r^d(\sigma, z_{\text{SC}}(\sigma)) = G_r^d(\sigma, d) - qE_r^\text{SC}(\sigma, d) + qE_{\text{surf}}^\text{SC}(\sigma, z_{\text{SC}}), \quad (5.1)$$

where $G_r^d(\sigma, d)$ is calculated by VCA and is given by equ. 2.5, $E_r^\text{SC}$ is the band bending contribution, and $z_{\text{SC}}$ is the thickness of the space-charge layer. For a given concentration of dopants $N_D$,

$$z_{\text{SC}} = \frac{\sigma}{\varepsilon \varepsilon_0 N_D}. \quad (5.2)$$

At temperature $T = 0$ K, the above $z_{\text{SC}}$ minimizes the electrostatic energy of the system under the constraints of constant surface charge density and charge neutrality. At finite $T$, $z_{\text{SC}}$ has a profile that minimizes the free energy of the system at that $T$. We estimated the effect of temperature on $z_{\text{SC}}$, and found it to be small at realistic $T$, $\sigma$, and $N_D$. Therefore, we use equ. 5.2 to calculate $z_{\text{SC}}$. The formula for $E_{\text{SC}}(\sigma, z_{\text{SC}})$ is obtained by integrating the Maxwell equation for a charge density $\rho(r) = \delta(z)\sigma - \sigma/z_{\text{SC}}$:

$$E_z = \frac{\sigma}{\varepsilon \varepsilon_0} \left(1 - \frac{z_{\text{SC}}}{z}\right) e_z, \quad (5.3)$$

where $E_z$ is the electric field along the surface normal $e_z$. $\sigma E_{\text{SC}}(\sigma, z_{\text{SC}})$ is the energy required to take electrons from the surface and distribute them uniformly over the thickness $z_{\text{SC}}$, recalculated per defect:

$$\sigma E_{\text{SC}}(\sigma, z_{\text{SC}}) = \frac{1}{2} \int_0^{z_{\text{SC}}} E_z^2 dz = \frac{\sigma - \sigma}{6 \varepsilon \varepsilon_0} z_{\text{SC}}. \quad (5.4)$$

The potential difference $\Delta \phi$ due to band bending can be calculated by integrating equ. 5.3:

$$\Delta \phi = -\frac{\sigma}{2 \varepsilon \varepsilon_0} z_{\text{SC}} \quad (5.5)$$

The change in Gibbs free energy per unit area upon defect formation is:

$$\Delta g(\eta_0, \eta_1, \eta_2, T, p_{O_2}, N_D) = \eta_0 G_r^0 + \sum_{q=1}^2 \eta_q G_r^q(\sigma, z_{\text{SC}}(\sigma, N_D)) - T \sum_{q=0}^2 \Delta s_{\text{conf}}^q(\eta_0, \eta_1, \eta_2), \quad (5.6)$$
where \( \eta_0, \eta_1, \) and \( \eta_2 \) are concentrations of the surface defects \( F_{s}^0, F_{s}^+, \) and \( F_{s}^{2+}, \) respectively, the total surface charge density \( \sigma = e\eta_1 + 2e\eta_2, \) and \( s_{\text{conf}}^{\eta}(\eta_0,\eta_1,\eta_2) \) is the configurational entropy per unit area. The configurational entropy accounts for all possible defect arrangements that have the same energy. Due to the screening of the charged defects by the compensating charge, the number of defect arrangements that have significantly different energy relative to the total number of possible arrangements at the surface for fixed \( \eta_0, \eta_1, \) and \( \eta_2 \) is expected to be small, and is vanishing for small defect concentrations. Equilibrium defect concentrations \( \eta_0, \eta_1, \) and \( \eta_2 \) can be found by minimizing \( \Delta g \) with respect to these concentrations:

\[
\frac{\partial \Delta g}{\partial \eta_q} = G_{f}^{\text{eff},q}(\sigma, T, p_{O_2}, N_D, \varepsilon_F) - T \frac{\partial}{\partial \eta_q} \sum_{r=0}^{2} s_{\text{conf}}^{r}(\eta_0,\eta_1,\eta_2) = 0. \tag{5.7}
\]

Here,

\[
G_{f}^{\text{eff},q}(\sigma, T, p_{O_2}, N_D, \varepsilon_F) = \frac{\partial}{\partial \eta_q} \sum_{r=0}^{2} \eta_q G_{f}^{\text{surf},r}(\sigma, T, p_{O_2}, N_D, \varepsilon_F) \tag{5.8}
\]

is an effective formation energy that includes interaction between the defects. The configurational entropy for each type of defect is:

\[
s_{\text{conf}}^{\eta} = k_B \left( \eta_q \text{sites} \ln \eta_q \text{sites} - \eta_q \ln \eta_q - (\eta_q \text{sites} - \eta_q) \ln(\eta_q \text{sites} - \eta_q) \right), \tag{5.9}
\]

where \( \eta_q \text{sites} \) is the surface density of available sites for the given type of defect:

\[
\eta_q \text{sites} = \eta^\text{sites} - \sum_{i \neq q} \eta_i \tag{5.10}
\]

For MgO (100) surface, the surface density of oxygen atoms is \( \eta^\text{sites} = 0.11 \cdot 10^{16} \text{ cm}^{-2}. \)

For simplicity, we omit derivation for equilibrium concentrations in the case when all defect charge states are present at the surface. Due to higher formation energies of \( F_{s}^0 \) and \( F_{s}^+ \) compared to \( F_{s}^{2+}, \) \( F_{s}^0 \) and \( F_{s}^+ \) concentrations are found to be relatively small, and can be omitted. The \( F_{s}^{2+} \) concentration, \( \eta_2, \) can then be found from the following equation:

\[
G_{f}^{\text{eff},2}(2\varepsilon\eta_2, T, p_{O_2}, N_D) - k_B T \ln \frac{\eta_{\text{sites}}}{\eta_2} = 0. \tag{5.11}
\]

This equation can be easily solved numerically. The results are presented in the letter.
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