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Abstract

In this work, the case of semantic segmentation on a small image dataset (simulated by 1000 randomly selected images from PASCAL VOC 2012), where only weak supervision signals (scribbles from user interaction) are available is studied. Especially, to tackle the problem of limited data annotations in image segmentation, transferring different pre-trained models and CRF based methods are applied to enhance the segmentation performance. To this end, RotNet, DeeperCluster, and SemiWeakly Supervised Learning (SWSL) pre-trained models are transferred and fine-tuned in a DeepLab-v2 baseline, and dense CRF is applied both as a post-processing and loss regularization technique. The results of my study show that, on this small dataset, using a pre-trained ResNet50 SWSL model gives results that are 7.4% better than applying an ImageNet pre-trained model; moreover, for the case of training on the full PASCAL VOC 2012 training data, this pre-training approach increases the mIoU results by almost 4%. On the other hand, dense CRF is shown to be very effective as well, enhancing the results both as a loss regularization technique in weakly supervised training and as a post-processing tool. All the codes are publicly available at https://github.com/Ahmadreza-Jeddi/rloss

1. Introduction

Models based on CNN architectures provide the state-of-the-art performance on the well-known semantic segmentation datasets such as Pascal VOC 2012 [13], Microsoft COCO [26], and Cityscapes [9]. Especially, algorithms based on FCN [27] and DeepLab [8] and their variations reach almost human level performances on these tasks. However, we need to consider that these tasks enjoy full pixel-level annotations which leads them into superior outcomes. Compared to other computer vision tasks like object recognition and object detection, generating fully supervised annotations for semantic segmentation is much more expensive, and in many cases, even the provided ground truth may be prone to errors caused by human experts.

Numerous studies have tried to provide solutions to tackle the problem of costly supervision in segmentation: weak and semi supervised approaches [34, 42, 37], as well as CRF based methods [42, 8, 22] are examples of these studies. In this work, I study the solutions that help boost the performance of the segmentation models in scenarios where the amount of the available training data is small and only weak supervisions in the form of user interactions are available. The small training data assumption is a realistic one for many problems such as medical imaging. As for the weak interactive supervision, a huge body of research [40, 5, 25, 29] has been done in this field, where small weak annotations such as few points, boxes, and scribbles are provided by the user.

In the past few years, a very popular line of work involving CNNs has been pre-training CNN models on large scales of data and then fine-tuning these models for many downstream tasks. This approach is adopted in almost every industrial and academic project to increase both the performance and efficiency of the models. Supervised models trained on the ImageNet [10] dataset have been central for many transfer learning methods, and have enabled state-of-the-art results on tasks such as object detection [39] and semantic segmentation [8]. Meanwhile, many semi-supervised, weakly-supervised, and self-supervised techniques have been proposed in the literature to learn feature representations with zero or very small expert supervision. By increasing the size of the training samples using unlabeled data, using only weak supervision signals, and defining unsupervised pretext tasks, these methods have been able to learn representations that have been quite effective to boost the performance of the downstream tasks. However, most of them have been transferred to classification and detection problems; in this work, I will transfer and fine-tune these models for semantic segmentation models.

In the recent work [47], Zamir et al. provide a thorough study of the space of transferability of the visual tasks, and show the transferability relationships among 26 different vi-
Figure 1: Transferability relationships among various computer vision tasks [47] visual tasks in multiple visual dimensions (2D, 2.5D, and 3D). Figure 1 shows these relationships; they use transfer learning dependencies among those 26 visual tasks to extract the non-trivial relationships shown in the figure. As can be seen in Figure 1, models trained for finding surface normals or models trained for extracting image curvatures can successfully transfer to semantic segmentation tasks. On the other hand, these findings suggest that models trained for image classification may not be very good pre-training options for semantic segmentation. This study further indicates the difference between image classifiers/detectors and image segmentation models; the former only require abstract representations for their success, while the latter need to focus on fine-grained details. Nonetheless, various studies [8, 42, 27] have shown that using pre-training can help both the performance and the convergence speed of the semantic segmentation, compared to the case of randomly initializing the network parameters. While most of these pre-trained models have been fully supervised ImageNet classifiers, here, I intend to transfer the most recent semi-supervised and self-supervised models trained on different types of visual datasets. More explanations on these methods and experimental results is provided in sections 3 and 4.

Another class of segmentation methods that can be effective for my case of study (small and weakly-supervised dataset), are non deep learning based ones\(^1\); before the deep learning era, these methods were the de facto tools for segmentation tasks. They work best when there are (weak) supervisions available for the image. A very useful feature of these methods is that unlike CNN based models, they do not need a large dataset to learn from; instead, they work for each sample independently. For samples with weak supervisions, they can provide sufficiently accurate segmentation masks.

In recent years, several works have adopted the non DL-based techniques to the context of CNN based segmentation. Methods like [38, 25, 34] use the weak supervision and the non DL based optimization techniques as a preprocessing step to generate fully-labeled masks (proposals), and afterward, they treat these proposals as ground truth labels and imitate the full-supervised semantic segmentation. CRFs as a popular class of non DL-based methods have been used for post-processing the results of CNN models [8], and as trainable layers [48] as well. And recently, the seminal works of Tang et al. [42, 41] propose to add the non DL-based techniques to the neural network as regularized losses. The flexibility of the gradient descent allows them to model dense CRF, normalized cut, and their combination, kernel cut, as regularization losses which can be added to the (partial) cross-entropy loss and the combination uses the gradient descent as the optimizer. They provide exhaustive experiments on the famous Pascal VOC 2012 segmentation problem; the results indicate that the regularized losses are a promising tool for weakly supervised segmentation, and I will apply these loss regularization techniques in this study.

Therefore, to put everything together, I am studying the effects of transfer learning and loss regularization techniques on scenarios where the size of training data is small, and the only supervision comes from the interactive inputs from the user, in which they merely highlight the regions of interest in the images (scribbles). To this end, my contributions can be folded as below:

- The case of weak supervision for semantic segmentation is studied for a small dataset; in this work, I choose Pascal VOC 2012, and from this dataset, I randomly select 1000 images.

- The effects of two completely different sets of methods are studied for the case of limited data size; transfer learning, and loss regularization techniques (in this work, dense CRF). The effects of both sets of methods have been separately studied in previous works, and on different scales, they have been shown to be effective techniques. In this work, I combine these methods and focus on the case of small data size.

- Exhaustive experiments using the DeepLab-v2 as the baseline are conducted and the reported results further indicate the effectiveness of the two sets of techniques. Especially, I observe that transferring and fine-tuning models pre-trained by SWSL [46] can increase

\(^{1}\)Tang et al. [42] use the term shallow segmentation in order to refer to these techniques; however, since shallow might be mistaken as a technique opposed to deep learning, I avoid using it, and instead, I call these methods non DL-based methods, techniques like graph-cut, random walker, and etc.
the mIoU results on the PASCAL VOC 2012 val set by 7% compared to those of training with a model pre-trained on ImageNet.

The rest of this paper is organized as follows: section 2 discusses the related topics and gives a brief description for each one. Section 3 describes the pipeline of the semantic segmentation task and the specific components that I have chosen for this study, after which, experimental results are reported in section 4. Finally, the work is concluded in section 5.

2. Background

In this section, I will describe the related topics in more details.

2.1. Transfer Learning

Transfer learning is the task of applying a model trained on a large body of data to ones with smaller labeled or unlabeled data. In most cases, the transferred models are classification models learned on large-scale datasets. Depending on the problem, all or parts of the transferred model might be used, and the target task can choose to change the parameters of the representation learning layers of the source model (fine-tuning) or freeze those layers and just modify the final classifier layers (assuming the source model is a classifier). In academia and commercial uses, it is common to transfer classification models into object detection or semantic segmentation. These target tasks usually consist of several components, one of which is called the encoder, which embeds the input space into a latent representation space that can be folded to form a manifold of the input space. During the transfer learning, the feature extraction part of the source classifier replaces the encoder of the target tasks, and commonly, the fine-tuning is performed.

2.2. Self-Supervised Learning

Self-supervised learning is a subclass of unsupervised learning, where in order to learn visual representations, one defines a pretext task based on the heuristic algorithms that rely on the inherent features of images and videos. The pretext task is usually a classification problem, and ideally, solving this task requires understanding some visual semantics. The models utilized to solve the problem can learn and measure their performances using the common full supervision objective functions (e.g., cross-entropy); however, the labels are automatically obtained from the pretext task. In the past few years, a huge number of self-supervised models have been proposed, with [16, 6, 7, 33, 31, 23, 14, 12] as some of the more recent ones. Solving jigsaw puzzles made from image patches [30], rotating an image by a multiple of 90 degrees and predicting the rotation [16], predicting the relative position of an image patch to the central patch [11] are examples of the pretext tasks that are defined to add the self-supervision. Since the pretext tasks do not usually have much practical use on their own, self-supervised models are almost always transferred to other (downstream) tasks to boost the initial state of the optimization problem, and then fine-tuned to tackle the new task.

2.3. Semi-Supervised Learning

It is a learning paradigm that considers cases where both labeled and unlabeled data are available. Its goal is to find ways of using large scales of available unlabeled data to improve the performance of supervised methods where their annotated data is scarce and it is costly to get labeled data [50]. In the context of machine learning, this paradigm is mostly used for classification problems, where over the years, a huge body of research has tried to increase the size of datasets by label propagation from labeled data to unlabeled data, and hopefully, improve the classification. Applying variational methods through approximate Bayesian inference and deep generative models [21], and Generative Adversarial Networks (GANs) [32] are examples of some more recent DL based label propagation methods, which have shown tremendous success. To find more examples of the works done on semi-supervised learning, the reader can refer to [45].

2.4. DeepLab

State-of-the-art CNN-based semantic segmentation models are usually derivatives of two well-known models in this field; Fully Convolutional Networks (FCNs) [27] and DeepLab [8]. These two methods share almost the same structure, in which at first the input image’s features are extracted by an encoder, and then the extracted features are upsampled to generate the corresponding segmentation mask. The FCN models use deconvolution layers, so they train the upsampling component of the segmentation. On the other hand, DeepLab simply uses bilinear interpolation for the upsampling purpose. However, using bilinear interpolation does not mean that DeepLab is ineffective; through its multiple versions and refinements, DeepLab now manages to increase the resolution of the intermediate features by removing the max-pooling and down-sampling (striding) components, and introduces atrous convolutions [19, 35] which have the ability of enlarging the field of view for the convolution kernels. Atrous convolutions increase feature map resolutions which is key for semantic segmentation. The bilinear interpolation is then applied to retrieve the original image size. This is what DeepLab v2 does; there are newer versions of DeepLab which are far more powerful, but for the purposes of this study, I choose DeepLab v2 as the baseline.
2.5. Weakly Supervised Semantic Segmentation

Yet another learning paradigm, where the supervision signals come from limited sources. In [18, 3], the model uses only the image-level tags (indicating which objects are in the image) to train object detection models. [37] uses image level tags and Constrained CNN to perform semantic segmentation. These are some examples of using weak signals to train powerful predictive models. Although it is well understood that these supervisions are not perfect, they have been widely used to alleviate the need for large hand-labeled datasets[49], especially when data labelling is costly (in terms of time and/or expense). The manner of the weak supervision mainly depends on the type of vision task at hand and the available supervision cues. This paradigm has been especially popular in semantic segmentation, where compared to other visual tasks, full supervision is much more expensive to achieve, additionally, these annotations may be prone to subjective errors during hand labeling. Interactive supervision has been used as a type of weak supervision in semantic segmentation for a long time. Figure 2 shows some of the examples of this type of weak supervision and the corresponding segmentation method that uses each one. Creating scribbles by dragging the cursor in the center of the target objects is another way of providing interactive weak supervisions. Figure 3 shows an example of such weak signals from the ScribbleSup[25] annotations on the PASCAL VOC 2012 dataset. From here on, when I refer to weak annotations, I mean the scribbles on an image, which come from the ScribbleSup dataset.

2.6. Non DL-based Methods for Unsupervised Segmentation

Deep CNN models are data-hungry; they can achieve human-level (and sometimes better) performance if supplied with enough data (and supervision). But, what about a single image? Consider a case where there are no training data and we only have one single image and we may or may not have some weak supervision available; how can we find the semantic segmentation in this scenario? There is another class of methods that have been around for much longer than the modern CNN based methods; they are the non DL-based methods. These methods usually formulate the segmentation problem as an energy minimization based on two visual cues: RGB colors and edges in the image. Boundary-based methods such as intelligent scissors [29], and active contours [20] focus on image edges, and region-based methods such as thresholding [44] and region growing [1] focus on fitting models on the pixel features, RGB and/or XY (location), of the objects of interest and separating them from the background (other objects of the scene).

There is a third class, which consists of those methods combining both region and boundary energies. CRF-based techniques (e.g. graph cuts) [4], and random walker [17] are examples of this category. Especially, formulating the segmentation task as a CRF model has been very popular in the literature; a typical technique of this family consists of two components: the unary and the pairwise potentials. The former potentials model the local information about each pixel, e.g., which class the pixel belongs (region-based). The latter enforce boundary consistencies, e.g., how different the pixels of two neighboring segments are (boundary-based). CRF technique has been adopted to the modern CNN-based segmentation models as well. They can be added to CNN segmentation models in 3 different ways: the simplest approach is to just apply the CRF model to the output mask of the CNN model (post-processing), the second case applies it as trainable layers, and the last one that has been recently proposed by Tang et al. [42], is to incorporate it with the CNN model’s loss function as a regularization term.

3. Methodology

In this section, I will explain the solutions that are applied to overcome the problem of semantic segmentation on a small weakly supervised dataset. To this end, pre-trained models that are transferred and fine-tuned and the non DL-based segmentation techniques that are applied to enhance the segmentation quality are described. A very important fact about the pre-trained methods and fine-tuning is that, since these models are trained on very large scales of data (hundreds of millions), it is not possible for me to reproduce the models or customize them; as a result of this fact, I use the pre-trained models as they are and only fine-tune them during the DeepLab training. Additionally, from the available pre-trained models, I select those whose baseline architectures are ResNet50 or VGG16.

3.1. RotNet

In [16], Gidaris et al. propose RotNet. It is one of the best self-supervised methods to learn visual representations. RotNet defines a pretext task, in which input images are randomly rotated by one of the 4 possible cases in \{0°, 90°, 180°, 270°\}, and the network predicts the rotation. In the original work, Gidaris et al. train the pretext task on the ImageNet dataset using AlexNet as the baseline. However, very recently, Caron et al. [7] trained a RotNet on YFCC100M [43] using a VGG16 model. In this work, I will use this pre-trained VGG16 model for the model transfer purposes, especially, its feature extractor part will be used as the encoder in the DeepLab-v2 architecture.

3.2. DeeperCluster

This self-supervised method combines RotNet with the deep clustering method proposed in [6]. In [6], Caron et al. first use k-means to cluster the input images into k different clusters (based on the CNN extracted features), this clustering forms pseudo-labels, and then a classifier is trained.
upon the learned features, which assigns each input to one of the clusters. So there are two sets of parameters, one is the set of CNN parameters that learn to create the representation of input images, and the other is the set of the classifier parameters which assign input features to clusters. The deep clustering method alternates between learning these two sets of parameters, updating one when the other set is fixed, and after every few epochs, the k-means algorithm is re-run and pseudo-labels are updated. DeeperCluster [7] combines deep clustering and RotNet, so the model learns two pretext tasks together. Their feature learning component is a VGG16 model trained on YFCC100, which I will use it as the encoder of the DeepLab and fine-tune it.

3.3. Semi-Weakly Supervised ImageNet Model

In [46], Yalniz et al. train an ImageNet classifier using a teacher-student method as follows: first, a powerful ImageNet classifier is trained as the teacher model; then, this teacher model is applied on a very large unlabeled dataset (YFCC100M), and top K samples from each ImageNet class from the results of teacher classification are extracted. A new student model is then trained on the dataset created by semi-supervision, and finally, this student model is fine-tuned on the original ImageNet dataset itself. The teacher model itself is trained using weak supervision signals, in which, weakly annotated data by hashtags from the IG-1B-Targeted [28] dataset are selected for each ImageNet class, and then the teacher is first pre-trained on this dataset, and then fine-tuned on ImageNet itself. I will refer to this model as SWSL (Semi-Weakly Supervised Learning). The ResNet50 implementation of this approach reaches the top-5 accuracy of 94.9% on ImageNet, and I select this model for the purpose of DeepLab pre-training.

3.4. CRF based segmentation

As briefly mentioned in 2.6, CRF/MRF probabilistic graphical models are a class of non DL-based techniques widely used in semantic segmentation. In these approaches, images are modeled as graphs, where pixels are the nodes and edges exist between pixels for which a pairwise potential is defined (higher-order modeling such as super-pixels [15] is possible as well, but I will only consider the simple case of pixel-level graphs). The probabilistic graphical models assume pixels as random variables and based on the prior knowledge that might be known about these random variables, they focus on inferring the latent ground truth distribution which corresponds to the ideal image segmentation.

CRFs model the segmentation problem as a label assignment task which is formulated as the following energy min-
imization:

\[ E(S, I) = \sum_{p \in I} \phi_p(T_p = S_p | I) + \sum_{p, q \in I} \psi_{p,q}(T_p = S_p, T_q = S_q | I) \]  

(1)

where \( I \) shows the image, \( S \) a given segmentation, and \( T \) shows the ground truth label of each pixel. The first part of the energy equation shows the unary potentials for each class (\( \phi \)), and the second part models the pairwise potentials (\( \psi \)). CRFs are extremely popular and different versions of them exist in the literature, like grid CRF which only considers edges between neighboring pixels, and dense CRF in which every two pixels have a pairwise potential defined for them. The former still suffers the locality curse, and the latter is very computationally expensive to perform. Although the minimization of the energy shown in equation 1 is NP-hard, there are few methods that can solve it exactly or approximately; especially, for the dense CRF case, if the pairwise potentials are Gaussian, the minimization becomes a bilateral filtering problem [36, 24] for which many fast solvers exist.

In recent years, CRFs have been used along almost every CNN-based segmentation model. Some use it for post-processing [8, 24], some as appended trainable layers [48, 2]. The most recent approach is the work done by Tang et al.; in [42], they incorporate the dense CRF as a regularization loss with the well-known cross-entropy loss, and the combination of these two losses is then optimized using the gradient descent. When applying this technique on the weakly supervised training data, they apply the cross-entropy loss only on the partially known labels, which they call it partial cross-entropy (pCE). They experimentally show that using only the pCE loss results in an acceptable performance, and when they combine the two losses they achieve near full supervision performance. For extending the pCE loss with the regularized CRF one, the unary potentials are first derived from the CNN (the softmax outputs), then, the pairwise dense CRF energy is calculated based on the softmax soft labels, and then, the corresponding loss is merged with the pCE one to be optimized. In this work, I will mainly focus on this final version of using CRF; applying it as a regularization loss. In some experiments, I will use the CRF post-processing as well. Results show that both approaches enhance the segmentation performance.

### 4.1. Experimental Setup

**Dataset:** All experiments are done on the PASCAL VOC 2012 segmentation dataset. Especially, in order to simulate the case of a small and partially (weakly) annotated dataset, I choose a completely random subset of PASCAL VOC 2012 with the size of 1000 samples; most experiments are done on this small subset. Furthermore, the partial scribble annotations are from ScribbleSup [25]. Evaluation of all methods is done on the val set of PASCAL VOC2012 containing 1449 images, and the mean intersection-over-union (mIoU) is reported.

**Baseline:** My implementations are based on DeepLab-v2 [8]. For the encoder part of the model, I consider VGG16 and ResNet50 architectures. The model using VGG16 has an initial learning rate of 0.007, batch size of 8, and adopts the Atrous Spatial Pyramid Pooling (ASPP) schema with 4 branches and rates of \{6, 12, 18, 24\}. On the other hand, the model using ResNet50 encoder has an initial learning rate of 0.001, batch size of 6, and adopts the Field-Of-View (FOV) schema with the size of 12. I employ the “poly” learning rate policy just as done in DeepLab-v2, with the little adjustment of using a power value of 1.2 in the scheduler. The optimizer is SGD with a momentum value of 0.9 and a weight decay value of \( 5 \times 10^{-4} \).

**CRF:** for the case of applying dense CRF as a regularization loss, I use the same setup as used by Tang et al. [42], which uses Gaussian kernels, \( w = 2^{-9}, \sigma_{rgb} = 15 \), \( \sigma_{xy} = 100 \), and \( scale = 0.5 \). For the case of applying dense CRF for post-processing, I use \( w_1 = 3, w_2 = 4, \sigma_\gamma = 1, \sigma_\alpha = 67, \sigma_\beta = 3 \).

### 4.2. Experimental Results

The experiments are conducted in 3 categories: 1) training the network using only partial labels from user interactions (pCE). 2) Training using both pCE and regularized dense CRF loss. 3) The fully annotated case, where the 1000 training samples have pixel-level supervision. For each of these cases, experiments with different pre-training methods are conducted. Table 1 shows the detailed results. Moreover, as can be seen in this table, the results for both cases of no post-processing and CRF post-processing are reported as well. Figures 4, 5, and 6 illustrate the convergence of different setups in each of the 3 categories, respectively.

Figures 4, 5, 6, and Table 1 indicate how factors like the CNN architecture, the type of initialization (pre-training), partial labels, and loss regularization can have significant impacts on the results of the segmentation model. Especially, using a ResNet50 SWSL [46] as the pre-trained network can outperform the case of full-supervision with ImageNet pre-training, even when using only partial labels (pCE). Additionally, when I combine the pCE and dense CRF loss regularization, the model reaches the mIoU per-
performance of 64.1%, which is 4.3% better than applying full-supervision with ImageNet pre-training. Replacing the ImageNet pre-training with SWSL pre-training for the full-supervision case enhances the results by 7.4%. Finally, Table 1 indicates that using CRF post-processing can be very beneficial as it enhances the performance of every model.

4.2.1 Training on the Complete PASCAL VOC 2012 Dataset (10582 Images)

Additional to the experiments done on the small dataset (1000 samples), here, I perform and compare the full-supervision training for ImageNet and SWSL pre-training on the complete training data of PASCAL VOC 2012. Figure 7 illustrates the mIoU results during the training iterations of the models. As can be seen, only a change of pre-training method enhances the mIoU results by 3.9% for this case.

5. Conclusion

Experiments show that training DeepLab models on a weakly annotated dataset, using only the partial labels can achieve considerable mIoU results on the PASCAL VOC 2012 val set, and when dense CRF loss regularization and CRF post-processing are incorporated to the models, they can achieve near full supervision performances. Most importantly, in this work, the effects of model pre-training are
Table 1: Results of segmentation in 3 scenarios of only pCE, pCE and dense CRF loss regularization, and full supervision. For each case, various models with different per-training approaches are trained and evaluated.

| Pre-training method   | pCE only  |  |  | pCE + denseCRF |  | Full supervision |  |
|-----------------------|-----------|---|---|----------------|---|-----------------|---|
|                       | No post-processing | CRF post-processing | No post-processing | CRF post-processing | No post-processing | CRF post-processing | No post-processing | CRF post-processing | No post-processing | CRF post-processing | No post-processing | CRF post-processing | No post-processing | CRF post-processing |
| RotNet-VGG16          | 32.3      | 34.8 | 32.9 | 34.0 | 27.2 | 27.7 |
| DeeperCluster-VGG16   | 41.4      | 44.3 | 43.6 | 45.2 | 41.7 | 42.0 |
| ImageNet-VGG16        | 50.9      | 53.5 | 53.3 | 54.7 | 55.4 | 56.5 |
| ImageNet-ResNet50     | 53.1      | 56.4 | 57.8 | 60.4 | 59.8 | 61.1 |
| SWSL-ResNet50         | 61.0      | 64.3 | 64.1 | 66.0 | 67.2 | 68.0 |

Figure 8: Examples of PASCAL VOC 2012. All these results enjoy CRF post-processing. The models using the SWSL pre-training constantly outperform the ones applying ImageNet pre-training.

clearly shown, especially, the SWSL pre-training can outperform regular ImageNet pre-training by 7% and 4% in the cases of the small dataset and the complete training set, respectively.
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