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Abstract: As an important condition for fatigue analysis and life prediction, load spectrum is widely used in various engineering fields. The extrapolation of load samples is an important step in compiling load spectrum. It is of great significance to select an appropriate load extrapolation method. This paper proposes a load extrapolation method based on long short-term memory (LSTM) network, introduces the basic principle of the extrapolation method, and applies the method to the data set collected under the working state of 5MN metal extruder. The comparison between the extrapolated load data and the actual load shows that the trend of the extrapolated load data is basically consistent with the original tendency. In addition, this method is compared with the rain flow extrapolation method based on statistical distribution. Through the comparison of the short-term load spectrum compiled by the two extrapolation methods, it is found that the load spectrum extrapolation method based on LSTM network can better realize load prediction and optimize the compilation of load spectrum.
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1. Introduction

Metal extrusion is one of the main methods for the production of non-ferrous metals and steel materials and the forming and processing of parts. It has been applied in mechanical, aerospace, transportation and other manufacturing fields due to its advantages of high efficiency, low consumption and less chips. Extruder is the main equipment of extrusion processing, and its safe and reliable operation is the basis of producing extrusion products with high quality. In the design process of the extruder, not only the analogy design and the traditional design method based on strength of material are adopted, but also the finite element method is used to analyze the key components in detail to ensure their static strength. However, in addition to the static strength failure of the key components in practice, the extruder constantly bears complex random loads in the service process, and fatigue failure is likely to occur in the service process. In order to better evaluate the fatigue life of the extruder, it is necessary to compile its load spectrum.

The load spectrum truly reflects the corresponding relationship between the load characteristic parameters and their occurrence frequency in the real load-time history of mechanical structure in a certain period of time. Load spectrum is an important condition for fatigue life prediction, reliability design and structural fatigue test of mechanical structures. It is often expressed in many forms, such as tables, matrices and graphics. At present, load spectrum is widely used in aerospace [1], vehicle [2], wind energy [3], railway [4] and other fields [5]. The compilation of load spectrum is mainly composed of load signal testing, load data processing, load cycle counting and load extrapolation. However, due to the limitations of testing technology, time and cost, the complete load...
information is difficult to obtain directly. Load extrapolation has become the key point in the compilation of load spectrum. In order to solve different problems in various fields of engineering, a variety of extrapolation methods have been developed, such as rain flow matrix extrapolation [6], peak threshold extrapolation [7], mileage and quantity extrapolation [8], and parameter extrapolation [9,10].

The earliest applied load spectrum extrapolation technique is the rain flow extrapolation method. This method is based on mathematical statistics and completes the extrapolation of short-term load spectrum based on statistical characteristics. Initially, the extrapolation of the load spectrum was a cyclic counting method of short-term load-time history, and the load amplitude was extrapolated after fitting the amplitude distribution according to the amplitude-frequency histogram. However, this method only considers the influence of load amplitude on fatigue damage and ignores the mean load, and the final load spectrum is not perfect. Subsequently, scholars such as Nagode performed rain flow counting processing on random loads, used mixed two-parameter Weibull distribution to fit the load amplitude and applied it to forklift parts to achieve parameter extrapolation [11,12]. On the basis of one-dimensional amplitude extrapolation, Nagode extended the idea of two-dimensional rain flow matrix, using mixed Weibull distribution and mixed normal distribution to fit the amplitude and mean of the load respectively. According to the joint probability density function of the load, a parameter rain flow extrapolation method based on mixed distribution is proposed [13]. Due to the wide application range of statistical distribution and good extrapolation effect, the extrapolation of rain flow load spectrum based on mathematical statistics has gradually attracted people’s attention and has been widely used. Although the mixed distribution has a good fitting effect on the load, the parameter estimation process is relatively cumbersome, and the calculation time becomes the main problem of this method.

For the weak periodicity of the load signal generated during the service of the extruder, a simple linear model is difficult to obtain good prediction accuracy. With the development of artificial intelligence, deep learning methods have flourished and are gradually applied to solve corresponding problems in the engineering field. Under the guidance of deep learning theory, many variant models of neural networks are proposed, which can learn complex nonlinear data well. At present, as one of the important branches of deep learning, recurrent neural network (RNN) has achieved many successes in the fields of computer vision [14], speech recognition [15] and natural language processing [16]. Because of the memory ability of RNN model to time series data, it is widely used in data prediction. However, due to the problems of gradient disappearance and gradient explosion, LSTM [17] is proposed as a variant of RNN model. Compared with the traditional neural network, LSTM network can capture the characteristics in a longer time series. Therefore, this paper applies LSTM network to 5MN metal extruder, and higher prediction accuracy is obtained through load data prediction to optimize the compilation of load spectrum.

2. Methodology

2.1. Rain Flow Counting Method

Load cycle counting is the central part of statistical processing of random load-time history. The essence of counting is to study the load characteristic value and frequency of random load-time history from the perspective of fatigue damage. There are three most commonly used cycle counting methods in engineering [18]: horizontal cross method, peak cycle method and rain flow counting method. Frendahl and Socie [19] confirmed through a large amount of data analysis and research that the fatigue life predicted by the rain flow cycle counting method is the most consistent with the actual fatigue life of the mechanical structure. The counting method is divided into single parameter counting method and double parameter counting method. Because the single parameter counting method only considers the single variable of peak and valley value, it cannot accurately describe the characteristics of the load cycle. As a counting method based on the two-parameter method, the rain flow counting method has become a widely accepted method.
for processing random signals and performing fatigue analysis. The rain flow counting method was proposed by Endo [20] in 1968, and then Rychlik [21] gave the mathematical definition of rain flow counting method. The rain flow counting method can directly extract the load cycles in the load sequence, and obtain the two parameters of load mean and amplitude. The load mean and amplitude represent the static strength and dynamic strength of the mechanical structure respectively. The rain flow counting method can obtain more complete load information that affects the strength of the mechanical structure, which lays the foundation for the load spectrum design and fatigue life prediction of the mechanical structure. In addition, this method can not only count the trend of load changes but also relate the fatigue characteristics of materials, so it is widely used in the field of fatigue life prediction.

Figure 1a is the strain-time history generated under the action of alternating load, and the corresponding stress–strain response of the mechanical structure is shown in Figure 1b. Figure 1c shows that the load cycles obtained by counting rain flow is consistent with this. Therefore, the load cycles extracted by the rain flow counting method can represent the stress–strain response of the mechanical structure.

![Figure 1](image.png)

**Figure 1.** Principle of rain flow counting method ((a) strain-time history, (b) stress-strain response, (c) cyclic extraction).

Place the obtained load time history as shown in Figure 2, which is similar to a multi-layer roof. Assuming that raindrops flow down the multi-layer roof from point O, the counting result and the rain flow counting rule corresponding to the stress–strain response are as follows:

1. In the process of raindrops flowing down the roof, if there is no roof blocking, the raindrops will continue to flow down until it stops;
2. Raindrops that start at the peak load point will end when they encounter a peak load point higher than it;
3. Raindrops that start at the load valley will also end when they encounter a load valley lower than it;
4. When raindrops flow, they stop when they encounter the rain stream from the roof above.

The path that the raindrops flow from the starting point to the ending point represents the load cycles. The from–to data sets in all load cycles can be calculated to obtain the amplitude and mean value data sets. The amplitude and the mean value can respectively represent the load cycles extracted from the rain flow count. The amplitude \( S_a \) and mean \( S_m \) value of the load cycle can be expressed as:

\[
S_a = \frac{S_{\text{max}} - S_{\text{min}}}{2} \tag{1}
\]

\[
S_m = \frac{S_{\text{max}} + S_{\text{min}}}{2} \tag{2}
\]
2.2. LSTM

LSTM can predict the future by extracting the obvious characteristics of the collected data set, and it has become one of the most feasible tools in the task of data prediction. LSTM is a special type of recurrent neural network, which is an improved type of RNN network. Through the deliberately designed neural network structure, it can save more long-term information, which solves the problem of model failure due to gradient explosion and gradient descent in the traditional RNN algorithm. The key to LSTM is the cell state, which is similar to a conveyor belt. It is free from the interference of other information while information flows, so as to achieve the function of long-term memory and excellent generalization ability.

The core of the design of LSTM is to add a structure called a gate, which is a method of selecting information. The structure of the LSTM algorithm is shown in Figure 3. LSTM has a total of three gates to control the addition or deletion of the content of cells. The first gate is the forget gate, which will read the output of the previous unit state \( (X_t) \) and the input information \( (h_{t-1}) \) at the current moment, and then decide to transmit or lose the information at the previous moment.

\[
f_t = \sigma(W_f[h_{t-1}, x_t] + b_f)
\]  

(3)

Here, \( \sigma \) is the logistic sigmoid function, which outputs the values in range from 0 to 1, \( f_t \) is the forget gate, \( W_f \) is the weight of the forget gate and \( b_f \) is the bias of the forget gate.

The second gate is the input gate, and this structure is divided into two parts. The first part is the sigmoid layer, which determines the content that needs to be updated in the
old cell. In the second part, a new candidate value is generated in the tanh layer, and the sigmoid layer and the tanh layer are used to update the cell state at the same time.

\[ i_t = \sigma(W_i[h_{t-1}, x_t] + b_i) \]  \hspace{1cm} (4)

\[ \tilde{C}_t = \tanh(W_c[h_{t-1}, x_t] + b_c) \]  \hspace{1cm} (5)

where \( W_i \) and \( W_c \) represents the corresponding weight, \( b_i \) and \( b_c \) represents the corresponding bias, \( \tanh \) is the hyperbolic tangent activation function, and the output range is \(-1\) to \(1\).

Combine the preparations made in the first two steps to update the state of the cell and obtain a new cell state \((C_t)\).

\[ C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t \]  \hspace{1cm} (6)

The third gate is the output gate, which determines the output value based on the neuron state. The sigmoid layer of the output gate will first determine the unit state to be output, and then the neuron state to be output will be multiplied by the output of the tanh layer and the sigmoid layer to obtain the output value.

\[ O_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \]  \hspace{1cm} (7)

\[ h_t = o_t \ast \tanh(C_t) \]  \hspace{1cm} (8)

where \( W_o \) and \( b_o \) respectively represent the weight and bias of the output gate.

3. Experiment

3.1. Selection of Measuring Point

The frame is the main bearing component of the 5MN metal extruder, which is mainly composed of front beam, back beam, tie rod, compression sleeve and nut. The front beam produces relatively large bending deformation when subjected to preload and working load. The finite element analysis results of the outer and inner sides of the front beam are shown in Figure 4a,b respectively. Therefore, we choose the outer side with greater stress as the stress measurement position. The dangerous parts on this surface are mainly two parts, namely the front beam outlet and the middle of the four edges. Due to the symmetry of the front beam structure, some of the dangerous parts with greater stress are selected as stress measurement points. The distribution of the measurement points is shown in Figure 5.

**Figure 4.** Stress distribution of the front beam ((a) outside, (b) inside).
Figure 5. Distribution of measuring points.

3.2. Data Description

The stress of the front beam of the extruder was tested during a certain period of time during the production process of the titanium electrode of the 5MN metal extruder. In this experiment, DH3820 stress–strain testing system as shown in Figure 6 is used for testing. The system can filter the high-frequency noise signal, and the filter cut-off frequency is 1/2.56 times of the sampling frequency. According to the previous testing experience of extruder stress, the sampling frequency of the system is set to 10 Hz for data acquisition. At the same time, because the main stress direction of the front beam of the frame is uncertain, the stress state at one point must be determined by three independent quantities. Therefore, four 45° three-directional strain gauge rosettes are installed at the selected measurement points of the front beam, and the extrusion load data for a period of time are collected during the use of the extruder. It can be seen from Figure 7 that the stress of the Front Beam 1# measuring point of the extruder is the largest (fatigue failure is most likely to occur), so the stress data of the 1# measuring point is used as the basic data for subsequent analysis and processing in this paper. Effective load removal of abnormal peaks and valleys, load signal filtering and other data preprocessing work, and finally about 30 groups of extrusion cycle data are obtained. The original data are divided into two parts: the first 25 groups of extrusion cycle data are used as the training set, and the rest are used as test data.

Figure 6. Stress–strain test system.
3.3. Evaluation for Forecast Result

Three indicators are usually used to evaluate the performance of load forecasting models. They are root mean square error (RMSE), mean square error (MSE), and mean absolute error (MAE). The definitions of them are as follows:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2} 
\]

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| 
\]

Here \(y_i\) is the actual value of the \(i\)-th sample, \(\hat{y}_i\) is the predicted value of the \(i\)-th sample, and \(N\) is the total number of sample data. The loss function is usually a good evaluation of the performance of model predictions for deeper algorithm optimization.

3.4. Experiment Result

In order to better reflect the improved prediction performance of LSTM model based on RNN model, LSTM and RNN algorithm are established as the comparison of neural network in this paper. The experiment was implemented on a computer equipped with Intel i7 3.4GHz CPU, 16 GB memory and NVIDIA GTX1060 GPU. Both algorithms were trained 100 times under the same experimental conditions. In our experiment, we used 25 sets of extrusion cycle data collected at the 1# measuring point to make predictions. The prediction results and original load data of the five sets of extrusion cycles in the test set are shown in Figure 8. Under the same experimental environment and training times, the prediction results of the load data during the service process of the extruder can be seen. Due to the problems of gradient disappearance and gradient explosion, the unmodified RNN algorithm can not meet the prediction requirements in the burst stage of data, although there has been a slight fitting in the rising and falling trend. The predicted load of LSTM algorithm has similar extrusion cycle characteristics with the actual extrusion load, and the predicted results are closer to the actual data, which reflects the strong memory and learning ability of LSTM network in time series.
According to the prediction result indicators of the two models on the test set, the loss function values of different models are shown in Table 1. The MSE, RMSE and MAE values of LSTM and RNN algorithm are 0.405, 0.636, 0.502 and 4.807, 2.193, 1.144, respectively. It is found that compared with RNN model, the prediction data error of LSTM network is closer to zero. The higher prediction accuracy further reflects the prediction performance of LSTM network, so LSTM model can better adapt to the situation of random load prediction and meet the needs of load spectrum extrapolation.

| Model | MSE    | RMSE  | MAE   |
|-------|--------|-------|-------|
| RNN   | 4.807  | 2.193 | 1.144 |
| LSTM  | 0.405  | 0.636 | 0.502 |

4. Comparison of Load Spectrum
4.1. Classification of Load Spectrum

The data sets of 25 extrusion cycles collected by 1# measuring point in the extrusion process of 5MN metal extruder are obtained by rain flow counting method. However, it is difficult to analyze and process the continuous distribution of load amplitude and mean data. Therefore, the loads that are not much different are divided into a group and the unified value in the group is used to replace each load value to achieve classification. The continuous load cycle frequency accumulation curve is transformed into a stepped frequency accumulation curve, which can generally be divided into four levels, eight levels, sixteen levels, and thirty-two levels. German engineer Gassner proposed to divide the load spectrum amplitude into eight levels, and Conover also found that dividing the load spectrum into eight levels can accurately reflect the fatigue effect, which has now been applied to engineering practice [22].

In this paper, the load spectrum is divided into eight levels, which can be divided according to the equal interval method and amplitude ratio coefficient method. Considering that the damage caused by large amplitude load is much greater than that caused by small amplitude load. Therefore, the division density of large amplitude value should be greater than that of small amplitude value. The amplitude ratio coefficient is set as 1, 0.95, 0.85, 0.725, 0.575, 0.425, 0.275 and 0.125, and the mean ratio coefficient is set as 1, 0.875, 0.75, 0.625, 0.5, 0.375, 0.25 and 0.125. The eight-level load spectrum is shown in Table 2.
Table 2. Scale factor for the grade division of load cycle amplitude and mean.

| Load Type | Scale Factor of Load Class Division |
|-----------|-------------------------------------|
| Amplitude | 1 0.95 0.85 0.725 0.575 0.425 0.275 0.125 |
| Mean      | 1 0.875 0.75 0.625 0.5 0.375 0.25 0.125 |

4.2. Comparison of Methods

In order to better evaluate the load extrapolation effect based on the LSTM model, we use five sets of unused extrusion cycle data to compare the load spectra under the two methods.

For the rain flow extrapolation method, we extract the load amplitude and mean value from the original data. Through the joint distribution function of load amplitude and mean value, the times of original load data in each load area can be calculated. The frequency calculation formula is:

\[
N_{ij} = N_N \int_{S_{m_i}}^{S_{m_{i+1}}} \int_{S_{a_j}}^{S_{a_{j+1}}} f(x, t) \, dx \, dt
\]  

(12)

where the total cumulative frequency of load obtained from the data set is \(N_N\), \(S_{a_i}\) and \(S_{a_{i+1}}\) is the upper and lower limit of each group’s load amplitude, \(S_{m_i}\) and \(S_{m_{i+1}}\) is the upper and lower limit of the average load of each group, \(N_{ij}\) is the frequency of load amplitude falling in interval \(i\) and load mean falling in interval \(j\).

To obtain the load spectrum of the extruder in a specific extrusion cycle on this basis, the total cumulative frequency needs to be divided by the corresponding number of extrusion cycles. The expression for averaging the above load frequency to \(M\) extrusion cycles is:

\[
N^{*}_{ij} = \frac{N_{ij}}{M}
\]  

(13)

The data of 25 extrusion cycles are drawn by the rainflow counting method to obtain the statistical histogram of the mean and amplitude, and then the statistical distribution function is fitted. The fitting results of load amplitude and mean are shown in Figure 9. The parameter estimation results of the load amplitude and the mean value show that the correlation coefficient of the amplitude following the Weibull distribution is 0.92, and the correlation coefficient of the mean following the normal distribution is 0.97, which further confirms the distribution fitting results of the load amplitude and the mean. The short-term load spectrum compiled by the frequency calculated by the joint distribution function averaged to five extrusion cycles is shown in Table 3.

---

**Figure 9.** Distribution fitting of load amplitude and mean.
Table 3. Load spectrum compiled based on rain flow extrapolation method. (SA1-8 and SM1-8 respectively represent the eight levels of stress amplitude and mean stress).

| Amplitude | SA1 | SA2 | SA3 | SA4 | SA5 | SA6 | SA7 | SA8 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|
| Mean      | 8.76| 19.28| 29.79| 40.31| 50.82| 59.58| 66.59| 70.10|
| SM1       | 14.00| 2707| 4   | 0   | 0   | 0   | 0   | 0   |
| SM2       | 32.45| 285 | 0   | 0   | 3   | 0   | 0   | 0   |
| SM3       | 51.25| 42  | 0   | 0   | 2   | 2   | 1   | 0   |
| SM4       | 70.06| 17  | 0   | 0   | 0   | 0   | 1   | 0   |
| SM5       | 88.87| 118 | 2   | 0   | 0   | 0   | 0   | 0   |
| SM6       | 107.67| 89  | 1   | 0   | 1   | 0   | 0   | 0   |
| SM7       | 126.48| 108 | 0   | 0   | 0   | 0   | 1   | 0   |
| SM8       | 145.28| 22  | 0   | 0   | 0   | 0   | 0   | 0   |

For the time domain extrapolation based on LSTM model, the trained model of 25 groups of original extrusion cycle data can be directly predicted. This method does not need artificial calculation of multiple links, and the load data about time series can be obtained. The predicted data and real data of five groups of extrusion cycles are counted by rain flow counting method. The eight-level load spectra are shown in Tables 4 and 5, respectively.

Table 4. Load spectrum compiled based on LSTM forecast data.

| Amplitude | SA1 | SA2 | SA3 | SA4 | SA5 | SA6 | SA7 | SA8 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|
| Mean      | 7.18| 15.80| 24.42| 33.05| 41.67| 48.85| 54.60| 57.47|
| SM1       | 13.00| 3816| 1   | 0   | 0   | 0   | 0   | 0   |
| SM2       | 28.99| 16  | 0   | 0   | 2   | 0   | 0   | 0   |
| SM3       | 45.45| 6   | 0   | 0   | 1   | 2   | 1   | 0   |
| SM4       | 61.90| 51  | 0   | 0   | 0   | 0   | 1   | 1   |
| SM5       | 78.36| 256 | 0   | 0   | 0   | 0   | 0   | 0   |
| SM6       | 94.81| 32  | 0   | 0   | 1   | 0   | 0   | 0   |
| SM7       | 111.27| 199 | 0   | 0   | 0   | 0   | 1   | 0   |
| SM8       | 127.72| 207 | 0   | 0   | 0   | 0   | 1   | 1   |

Table 5. Load spectrum compiled based on real data.

| Amplitude | SA1 | SA2 | SA3 | SA4 | SA5 | SA6 | SA7 | SA8 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|
| Mean      | 7.28| 16.01| 24.74| 33.47| 42.20| 49.48| 53.30| 58.21|
| SM1       | 12  | 3471| 0   | 0   | 0   | 0   | 0   | 0   |
| SM2       | 28.50| 6   | 0   | 0   | 1   | 0   | 0   | 0   |
| SM3       | 44.91| 4   | 0   | 0   | 1   | 2   | 2   | 0   |
| SM4       | 61.31| 46  | 0   | 0   | 0   | 0   | 0   | 0   |
| SM5       | 77.72| 243 | 0   | 0   | 0   | 0   | 0   | 0   |
| SM6       | 94.13| 40  | 0   | 0   | 1   | 0   | 0   | 0   |
| SM7       | 110.54| 214 | 1   | 0   | 0   | 0   | 1   | 0   |
| SM8       | 126.94| 261 | 0   | 0   | 0   | 0   | 0   | 0   |

The frequency distribution of the eight-level load spectrum drawn based on the three types of data are shown in Figure 10a–c. It is found by comparing the short-term load spectrum compiled based on the rain flow extrapolation method and LSTM with the actual load spectrum. For the frequency distribution of load amplitude and mean value at all levels, the results predicted by the LSTM model are more consistent with the actual situation than the rain flow extrapolation method. Because the load spectrum compiled by the rain flow extrapolation method is only a statistical analysis of the original data and no new load information is regenerated on the basis of the original data. Faced with the random load generated by the 5MN metal extruder, the effect of predicting the trend of the load change is not significant. In addition, artificially fitting the joint distribution
of the load amplitude and the mean value will also produce certain errors and cause the extrapolation of the load spectrum to be unreliable. For the LSTM network that can memorize the load time series information for a long time, the load spectrum compiled by its predicted data can better match the actual load spectrum. At the same time, LSTM can also capture the load frequency in each stage of the load spectrum. Therefore, the LSTM method can be selected to extrapolate the load of the extruder to compile the load spectrum in actual engineering.

(a) Load spectrum—rain flow extrapolation data

(b) Load spectrum—LSTM forecast data

Figure 10. Cont.
5. Conclusions and Discussion

Although the rain flow extrapolation method can extrapolate the load frequency, it does not complete the two-way extrapolation of load and frequency and does not accurately predict or even ignore the extreme load that may have a great impact on the fatigue life in the whole life cycle of 5MN metal extruder. At the same time, due to the randomness of the test load, the load data measured in each test are different. For irregular load information, simply using the basic distribution function to describe its characteristics must have errors. Therefore, we must try to fit with more distributions or mixed distributions in the extrapolation process. The closer the degree of fitting is, the more accurate the extrapolation result will be, but it will also face serious parameter estimation and calculation problems and strong human factor constraints.

LSTM model essentially belongs to the category of time domain extrapolation. With the increase of the number of products, the frequent change of working objects and the renewal of design and manufacturing technology, the load information is also very complex. Time domain extrapolation directly extrapolates the tested load sequence without a series of transformations, so the generated cyclic sequence is more real. The method reduces the error accumulation caused by the calculation of multiple links, and can generate new extreme value data to better predict the service life of the system or parts. The establishment of time domain extrapolation method makes up for the uncertainty of extrapolation distribution function fitting in the past and avoids the existence of subjectivity.

Another advantage of time domain extrapolation is that the result retains the sequence of load cycles, and the extrapolated load of any mileage can also be obtained. The time domain sequence can be obtained only by applying Markov chain model transformation to the extrapolation result of rain flow.

Load extrapolation is a key step in the process of compiling the load spectrum, and the accuracy of the extrapolated data directly determines the validity of the load spectrum. This paper proposes the use of LSTM method to extrapolate the load spectrum of the 5MN metal extruder, and uses the advantage of LSTM to learn the long-distance time series dependence to predict the trend of the load data. The model was verified with actual load data, and compared the short-term load spectrum compiled by the forecast data and the rain flow extrapolation method. The results show that the proposed method improves the reliability of the load spectrum and has great potential in engineering applications. In the
following research, the LSTM model can be improved to further improve the prediction accuracy of the model.
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