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Abstract—Massive multi-user (MU) multiple-input multiple-output (MIMO) promises significant gains in spectral efficiency compared to traditional, small-scale MIMO technology. Linear equalization algorithms, such as zero forcing (ZF) or minimum mean-square error (MMSE)-based methods, typically rely on centralized processing at the base station (BS), which results in (i) excessively high interconnect and chip input/output data rates, and (ii) high computational complexity. In this paper, we investigate the achievable rates of decentralized equalization that mitigates both of these issues. We consider two distinct BS architectures that partition the antenna array into clusters, each associated with independent radio-frequency chains and signal processing hardware, and the results of each cluster are fused in a feedforward network. For both architectures, we consider ZF, MMSE, and a novel, non-linear equalization algorithm that builds upon approximate message passing (AMP), and we theoretically analyze the achievable rates of these methods. Our results demonstrate that decentralized equalization with our AMP-based methods incurs no or only a negligible loss in terms of achievable rates compared to that of centralized solutions.

I. INTRODUCTION

Massive MU-MIMO is widely believed to be a key technology for next-generation wireless systems [1]. By equipping the BS with hundreds or thousands of antennas and serving tens or hundreds of users simultaneously in the same time-frequency resource, massive MU-MIMO enables orders-of-magnitude improvements in spectral efficiency compared to traditional, small-scale MIMO [2]. However, the presence of hundreds or thousands of antenna elements at the BS causes significant implementation challenges of this technology.

One of the most critical implementation challenges is the excessively high amount of data that must be transferred between the BS antenna array and the baseband processing unit. For example, the raw baseband data rates (from or to the RF chains) exceed 200 Gbit/s for a MU-MIMO system with 128 BS antennas each using two 10 bit analog-to-digital converters operating with 40 MHz bandwidth. Such high data rates cannot be sustained by existing interconnect technology and chip input/output (I/O) interfaces. Furthermore, existing conventional linear equalization algorithms, such as ZF and MMSE-based methods, rely on centralized processing and require excessively high computational complexity [3]. Hence, existing massive MU-MIMO testbeds either distribute baseband processing in the frequency domain [4], i.e., perform parallel computations per subcarrier, or use maximum ratio combining (MRC) [5], which enables fully distributed processing at the antenna elements. Frequency distribution, however, requires that each frequency cluster needs access to all the BS antennas, which prevents a scaling to thousands of antennas. MRC is known to result in poor spectral efficiency for realistic antenna configurations [6]. Consequently, a practical deployment of massive MU-MIMO necessitates novel equalization methods that reduce the interconnect bandwidth and baseband processing complexity while maximizing the spectral efficiency.

A. Contributions

We propose two decentralized BS architectures, namely partially decentralized (PD) and fully decentralized (FD) equalization, which mitigate the interconnect, I/O, and computation bottlenecks. For both of these architectures, we investigate the performance of ZF, linear MMSE (L-MMSE), and a novel, non-linear decentralized equalization method that builds upon our recently proposed large MIMO approximate message passing (LAMA) algorithm [7]. We develop a state-evolution (SE) framework that enables a precise analysis of the achievable rates and error-rate performance of decentralized equalization in the large-system limit, and we show simulation results for realistic, finite-dimensional systems that agree with our theory.

Fig. 1 demonstrates that FD equalization with $C = 3$ antenna clusters in combination with LAMA achieves rates that are close to that of an interference-free AWGN channel even for moderate BS-to-user-antenna ratios. FD equalization achieves significantly higher rates than PD equalization with a lower BS-to-user-antenna ratio, which demonstrates that higher spectral efficiency can be achieved through decentralized architectures that reduce the interconnect and chip I/O bandwidths.
B. Relevant prior art

Architectures that perform decentralized processing in the spatial domain have been proposed in \cite{3,8}. The idea is to partition the BS antenna array into $C$ independent clusters, each associated with local computing hardware. Equalization and beamforming is then carried out in an iterative fashion by exchanging consensus information among the clusters. While these iterative methods significantly reduce the raw baseband data rates and the computation bottlenecks, their performance has not been analyzed and the throughput suffers from interconnect latency. In contrast, we focus on decentralized feedforward architectures whose performance can be analyzed theoretically and is less susceptible to interconnect latency.

One of the proposed decentralized equalization algorithms in this paper builds upon AMP\cite{11,12}. Centralized equalization via AMP was shown to achieve near individually-optimal (IO) performance for realistic massive MU-MIMO systems\cite{7,13}. A distributed version of AMP was proposed recently in \cite{14}. The key differences to this method are as follows: (i) we consider feedforward architectures, which are key for low-latency processing as required by next-generation massive MU-MIMO systems\cite{2}, and (ii) we analyze the achievable rates and error-rate performance in massive MU-MIMO systems.

C. Notation

Lowercase and uppercase boldface letters designate vectors and matrices, respectively; uppercase calligraphic letters denote sets. The transpose and Hermitian of the matrix $H$ are represented by $H^T$ and $H^H$. We define $\mathbf{x} = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} x_i$. The multivariate complex-valued Gaussian probability density function (pdf) with mean $\mathbf{m}$ and covariance $\mathbf{K}$ is denoted by $\mathcal{CN}(\mathbf{m}, \mathbf{K})$. $\mathbb{E}[\cdot]$ and $\text{Var}[\cdot]$ represent the mean and variance with respect to the random variable $X$, respectively.

II. DECENTRALIZED EQUALIZATION ARCHITECTURES

We start by proposing two feedforward architectures depicted in Fig.2 that enable decentralized equalization and achieve (often significantly) higher spectral efficiency than MRC-based architectures that naturally enable distributed processing\cite{2}.

A. System model for decentralized equalization

We model the input-output relation of a massive MU-MIMO uplink system by $y = \mathbf{H}s_0 + \mathbf{n}$. Here, $y \in \mathbb{C}^B$ is the receive vector and $B$ denotes the number of BS antennas, $\mathbf{H} \in \mathbb{C}^{B \times U}$ is the known MIMO system matrix where each element of $\mathbf{H}$ is distributed $\mathcal{CN}(0,1/B)$ and $U \leq B$ denotes the number of users, $s_0 \in \mathcal{O}^U$ contains the transmit symbols for each user, $\mathcal{O}$ is the constellation set (e.g., QPSK), and $\mathbf{n} \in \mathbb{C}^B$ is i.i.d. circularly symmetric complex Gaussian noise with variance $N_0$ per complex entry. We assume an i.i.d. prior $p(s_0) = \prod_{\ell=1}^{U} p(s_{0\ell})$ and each symbol is distributed as:

$$p(s_{0\ell}) = \frac{1}{|\mathcal{O}|} \sum_{a \in \mathcal{O}} \delta(s_{0\ell} - a),$$ (1)

Distributed processing is also a key component of coordinated multipoint (CoMP)\cite{9} and cloud radio access networks (CRANS)\cite{10} for multi-cell transmission. The decentralized architectures and algorithms in \cite{3,8} are specifically designed for massive MU-MIMO systems in which the computing hardware is collocated near the antenna array and within a single cell.

B. Partially decentralized (PD) equalization architecture

The partially decentralized (PD) equalization architecture is illustrated in Fig.2(a) for $C$ clusters. Each cluster $c$ independently preprocesses the partial received vector $y_c$ and channel matrix $\mathbf{H}_c$ by computing the partial MRC vector $y^{\text{MRC}}_c = \mathbf{H}^H\mathbf{x}_c$ and the partial Gram matrix $\mathbf{G}_c = \mathbf{H}^H_c\mathbf{H}_c$. A feedforward adder tree is used to compute the complete MRC vector and Gram matrix, i.e., computes $y^{\text{MRC}} = \sum_{c=1}^{C} y^{\text{MRC}}_c$ and $\mathbf{G} = \sum_{c=1}^{C} \mathbf{G}_c$. Since the MRC output is a sufficient statistic for the transmit signal\cite{15}, we perform (linear or non-linear) equalization in a centralized manner and compute a soft symbol $\mathbf{z} \in \mathbb{C}^C$ and variance $\sigma^2 \in \mathbb{C}^C$ vector, which can be used to either compute hard-output estimates or soft information (e.g., in the form of log-likelihood ratios) of the transmitted bits\cite{16}. In Section III, we will analyze the performance of PD equalization for ZF, L-MMSE, and a novel LAMA-based equalization algorithm all of which directly operate on the combined MRC vector $y^{\text{MRC}}$ and Gram matrix $\mathbf{G}$.
C. Fully decentralized (FD) equalization

The PD architecture requires a summation of both the partial MRC vector and the partial Gram matrices, which involves the transfer and processing of large amounts of data in the adder tree. The fully decentralized (FD) equalization architecture illustrated in Fig. 2(b) often significantly reduces the overhead of data fusion at the cost of lower performance. Specifically, each cluster $c$ independently performs CHEST, preprocessing, and equalization, and directly computes a soft symbol $z_c \in \mathbb{C}^U$ and variance $\sigma^2_c \in \mathbb{C}^U$ vector. The fusion tree optimally combines the resulting soft symbols $z_c$ and variance $\sigma^2_c$ vectors in order to generate the final output tuple $[z, \sigma^2]$ used for hard- or soft-output detection; see Section IV for the details.

III. Partially Decentralized (PD) Equalization

We start by presenting a decentralized LAMA algorithm suitable for the PD architecture and the associated SE framework. We then adapt the well-known Tse-Hanly equations [17] to characterize the performance of PD equalization with linear equalization algorithms, such as MRC, ZF, and L-MMSE.

A. LAMA for PD equalization

The LAMA algorithm [7] operates on the conventional input-output relation $y = Hs_0 + n$. We next propose a novel variant that directly operates on the MRC output $y$ and the Gram matrix $G$, i.e., the outputs of the fusion tree of the PD architecture shown in Fig. 2(a). Note that since the antenna configuration in massive MU-MIMO systems typically satisfies $U \ll B$, the LAMA-PD algorithm summarized next operates on a lower-dimensional problem while delivering exactly the same results as the original algorithm in [7].

Algorithm 1. Initialize $s_t = \mathbb{E}[\mathbb{S}[S]]$ for $\mathbb{S} = \ldots, U$. $\phi^1 = \mathbb{V}[\mathbb{S}[S]]$, and $\varphi^1 = 0$. Then, for every algorithm iteration $t = 1, 2, \ldots$, compute the following steps:

\begin{align*}
\mathbf{z}^{t+1} &= \mathbf{y}^{\text{MRC}} + (I - G)\mathbf{s}^t + \mathbf{v}^t \\
\mathbf{s}^{t+1} &= F(\mathbf{z}^t, N_0 + \beta \phi^{t}) \\
\phi^{t+1} &= (G(\mathbf{z}^t, N_0 + \beta \phi^{t})) \\
\varphi^{t+1} &= \frac{\beta \phi^{t+1}}{N_0 + \beta \phi^{t}} (\mathbf{z}^t - \mathbf{s}^t).
\end{align*}

The functions $F(s_t, \tau)$ and $G(s_t, \tau)$ correspond to the message mean and variance, respectively, and are computed as follows:

\begin{align*}
F(z_t, \tau) &= \int s f(s|z_t) ds \\
G(z_t, \tau) &= \int |s|^2 f(s|z_t) ds - |F(z_t, \tau)|^2.
\end{align*}

Here, $f(s|z)$ is the posterior pdf $f(s|z) = \frac{1}{Z} p(z|s)p(s)$ with $p(z|s) \sim \mathcal{CN}(s, \tau)$, $p(s)$ is given in [7], and $Z$ is a normalization constant.

To analyze the performance of LAMA-PD using the SE framework, we need the following definition.

Definition 1 (Large-system limit). For a MIMO system with $U$ user antennas and $B$ BS antennas, we define the large-system limit by fixing the system ratio $\beta = U/B$ and letting $U \rightarrow \infty$.

We also need the following decoupling property of LAMA.

In the large-system limit and for every iteration $t$, $z$ is distributed according to $C \mathcal{N}(s_0, \sigma^2 I_U)$ [7]; this shows that LAMA decouples the MIMO system into $U$ parallel and independent AWGN channels each with noise variance $\sigma^2_c$.

The SE framework in Theorem 1 with proof in [12] allows us to track the decoupled noise variance $\sigma^2_c$ in each iteration $t$.

Theorem 1. Fix the system ratio $\beta = U/B$ and the signal prior in [7]. In the large-system limit, the decoupled noise variance $\sigma^2_c$ of LAMA at iteration $t$ is given by the recursion:

\begin{align*}
\sigma^2_c = N_0 + \beta \Psi(\sigma^2_{c-1}).
\end{align*}

Here, the mean-squared (MSE) function is defined by

\begin{align*}
\Psi(\sigma^2_{c-1}) = \mathbb{E}_{\mathbb{S}[S]}\left[|F(S + \sigma^2_{c-1} Z, \sigma^2_{c-1}) - S|^2\right].
\end{align*}

where $F$ is given in [7], $S \sim p(s)$ as in [7], $Z \sim \mathcal{CN}(0, 1)$, and $\sigma^2_c$ is initialized by $\sigma^2_c = N_0 + \beta \mathbb{V}[\mathbb{S}[S]]$.

For $t \rightarrow \infty$, the recursion (4) converges to the fixed-point equation $\sigma^2_{PD} = N_0 + \beta \Psi(\sigma^2_{PD})$. If there are multiple fixed points, then we select the largest $\sigma^2_{PD}$, which is, in general, a sub-optimal solution [18]. Since in the large-system limit the MIMO system is decoupled into AWGN channels with noise variance $\sigma^2_{PD}$ for each user, we will use this fixed-point equation to analyze the achievable rates and error-rate performance of decentralized equalization in Section IV.

B. Linear algorithms for PD equalization

As for the LAMA-PD algorithm, linear data detectors are also able to operate directly with the MRC output and the Gram matrix. For MRC equalization, we can directly use the MRC output $y^{\text{MRC}}$. For ZF and L-MMSE equalization, we first compute a $U \times U$ filter matrix $W = (G + \alpha I_U)^{-1}$, where $\alpha$ is set to 0 and $N_0/E_s$ for ZF and L-MMSE, respectively. The final linear estimate $z$ is then computed by $z = Wy^{\text{MRC}}$.

In the large-system limit, the output of MRC, ZF, and L-MMSE-based equalization is also decoupled into AWGN channels [17] with noise variance $\sigma^2_{PD}$ for each user. Closed-form expressions for the noise variance have been developed by Tse and Hanly in [17], and are as follows.

Theorem 2. Fix the system ratio $\beta = U/B$. In the large-system limit, the decoupled noise variance $\sigma^2_{PD}$ for MRC, ZF, and L-MMSE is a fixed-point solution to $\sigma^2_{PD} = N_0 + \beta \Psi(\sigma^2_{PD})$, where $\Psi(\sigma^2)$ equals to $\mathbb{V}[\mathbb{S}[S]]$, $\sigma^2$, and $\mathbb{V}[\mathbb{S}[S]] + \sigma^2$ for MRC, ZF, and L-MMSE equalization, respectively.

IV. FULLY DECENTRALIZED (FD) EQUALIZATION

We now discuss the algorithm aspects of the FD architecture shown in Fig. 2(b) and then analyze its performance.

A. Algorithm procedure for FD architecture

Recall from Section II-C that each cluster $c$ in the FD architecture independently computes the vectors $z_c$ and $\sigma^2_c$. Once equalization for all $C$ clusters is completed, then the vectors $z_c$ and $\sigma^2_c$ must be fused to compute the output $[z, \sigma^2]$. Since the input-output relation from each cluster is decoupled into an AWGN system with i.i.d. noise in the large-system limit, optimal fusion corresponds to computing a weighted sum of $\sum_{c=1}^{C} \nu_c z_c$ that minimizes the output noise variance $\sigma^2_{PD}$.
B. Equalization performance in FD architecture

The following result characterizes the performance of PD for each cluster $c$; the proof is given in Appendix A-A.

**Theorem 3.** Let cluster $c$ have a system ratio of $\beta_c = U / B_c = \beta_c / w_c$. In the large-system limit, the input-output relation is decoupled into AWGN channels with noise variance $\sigma^2_c$ given by a solution to the fixed-point equation $\sigma^2_c = \frac{1}{\sigma^2_c} N_0 + \beta_c \Psi(\sigma^2_c)$. Here, $\Psi(\sigma^2)$ is the MSE function of the equalizer in cluster $c$.

Due to the decoupling property in the large-system limit (cf. Section III), cluster $c$ is decoupled into AWGN channels with noise variance $\sigma^2_c$ for each user. Hence, fusion relies on $z_c$ and $\bar{\sigma}^2_c$ for all $C$ clusters and computes a weighted sum that minimizes the final noise variance $\sigma^2_{FD}$. Lemma 4 summarizes the optimal fusion rule; the proof is given in Appendix A-B.

**Lemma 4.** Assume the large-system limit. Let $\bar{\sigma}^2_c$ be the noise variance for each cluster $c = 1, \ldots, C$. Then, the input-output relation of the FD architecture is decoupled into AWGN channels, where the optimal fusion rule is given by

$$
\sigma^2_{FD} = \left( \sum_{c=1}^C \frac{1}{\bar{\sigma}^2_c} \right)^{-1} N_0 + \beta \sum_{c=1}^C \nu_c \Psi(\bar{\sigma}^2_c)
$$

with $\nu_c = \frac{1}{\bar{\sigma}^2_c} \left( \sum_{c'=1}^C \frac{1}{\bar{\sigma}^2_{c'}} \right)^{-1}$ for each $c = 1, \ldots, C$.

We also have the following intuitive result that PD cannot outperform PD equalization; the proof is given in Appendix A-C.

**Lemma 5.** Let $N_0 > 0$. In the large-system limit, the decoupled noise variances for the PD and FD architectures satisfy $\sigma^2_{FD} \geq \sigma^2_{PD}$. Equality holds for $\beta \to 0$ or if MRC is used.

V. NUMERICAL RESULTS

We now investigate the performance of decentralized equalization. We will use an interference-free AWGN channel as the baseline and compare the performance loss (in terms of achievable rates) of PD and FD equalization with MRC, ZF, L-MMSE, and LAMA compared to this baseline. We define the signal-to-noise ratio (SNR) as $SNR = \beta E_s / N_0$ and the SNR loss as the additional $E_s / N_0$ that is required by these equalizers to achieve the same performance as that given by the interference-free AWGN system. We will assume QPSK modulation and $C = 3$ clusters with $w_c = 1/C$, $c = 1, \ldots, C$.

A. Achievable rate

Fig. 1 has shown the achievable rates for $\beta^{-1} = 6$ for LAMA and L-MMSE for both PD and FD architectures. LAMA-FD and L-MMSE-FD suffer only a minimal rate loss compared to the PD counterparts, whereas MRC suffers significant loss in the high-rate regime. Also, LAMA-FD for $\beta^{-1} = 6$ achieves significantly higher rates than that given by LAMA-PD for $\beta^{-1} = 2$, which reflects the benefits of data fusion.

We now compute the minimum SNR required to achieve a target rate of 99.5% of full rate (2 bits/user/channel use for QPSK) for an AWGN channel. We compare the SNR loss for the other equalizers to achieve the same achievable rate for different values of $\beta$. Fig. 3(a) shows the results for the different equalization algorithms and decentralized architectures. As expected, LAMA-PD significantly outperforms linear algorithms that use PD equalization. For the FD architecture with an SNR loss of 2 dB, LAMA-FD achieves the target rate for any $\beta < 0.34$. LAMA-FD outperforms L-MMSE-FD and suffers only minimal loss compared to L-MMSE-PD, which implies that $\beta < 0.16$ and $\beta < 0.41$, respectively. This observation implies that LAMA-FD achieves a similar performance as linear equalizers that use the PD architecture while requiring reduced interconnect and chip I/O bandwidth.

B. Minimum required BS-to-user ratio $\beta^{-1}$

We fix the SNR loss to 2 dB and plot the minimum BS-to-user ratio $\beta^{-1}$ for varying achievable rates. In the low-rate regime, MRC performs similar to all other equalizers, which confirms the well-known fact that MRC is sufficient for massive MU-MIMO in the large-antenna limit [2]. In the high-rate regime, however, MRC requires significantly higher BS-to-user ratios compared to L-MMSE or LAMA-based equalization. It is interesting to see that the minimum $\beta^{-1}$ decreases for LAMA-FD and LAMA-PD at high rates; this is due to the fact that LAMA in overloaded systems is particularly robust at low and high values of SNR (see [7] for more details).

C. Symbol error-rate (SER): analysis vs. simulations

We simulate an uncoded 96 $\times$ 16 massive MIMO system and plot the symbol error-rate performance (SER) of LAMA and L-MMSE for the PD and FD architectures with $C = 3$ clusters. We observe that the numerical error-rate simulations (shown with solid lines) closely match the asymptotic predictions (shown with dashed lines for the corresponding color). We also simulate LAMA-PD for an uncoded 32 $\times$ 16 MIMO system as a baseline for comparison with the proposed architectures.

We see that LAMA-FD outperforms L-MMSE-FD and performs close to MMSE-PD. Furthermore, LAMA-FD performs within 1 dB of LAMA-PD, which achieves individually-optimal performance in the large-system limit [7]. In addition, LAMA-FD with $C = 3$ in the 96 $\times$ 16 system exhibits significant performance improvements over LAMA-PD in the 32 $\times$ 16 system, which showcases the benefit of the fusion operation in finite-dimensional systems. In summary, LAMA-FD delivers near-optimal performance while reducing the interconnect and chip I/O bottlenecks, which demonstrates the efficacy of LAMA and the proposed feedforward equalization architectures.

APPENDIX A

PROOFS

A. Proof of Theorem 3

As each entry of the partial matrix channel $H_c$ is distributed as $CN(0,1/B)$, we first normalize the system by $1/\sqrt{w_c}$, which amplifies the noise variance by $1/w_c$. The result follows from Theorems 1 and 2 for LAMA and linear equalization.

B. Proof of Lemma 4

Since in the large-system limit, each input-output relation for cth cluster is statistically equivalent to AWGN with noise variance of $\bar{\sigma}^2_c$, the output of fusion will also be AWGN. If we define the fusion stage to perform $z = \sum_{c=1}^C \nu_c z_c$, we have $z = \sum_{c=1}^C \nu_c z_c = \sum_{c=1}^C \nu_c s_0 + \sum_{c=1}^C \nu_c \bar{\sigma}^2_c n_c = s_0 + \sigma^2_{FD} \bar{n}$.
where \((a)\) follows from \(\sum_{c=1}^{C} \nu_c = 1\) and \(n_c \sim \mathcal{CN}(0, I_c)\) are independent for all \(c = 1, \ldots, C\). Here, we have that 
\[
\sigma^2_{\text{FD}} = \sum_{c=1}^{C} \nu_c^2 \sigma^2_c \quad \text{and} \quad \mathbf{n} \sim \mathcal{CN}(0, I).
\]

We minimize the noise variance \(\sigma^2_{\text{FD}}\) subject to the constraint \(\sum_{c=1}^{C} \nu_c = 1\), which gives \(\nu_c = \frac{1}{C} \sum_{c=1}^{C} \frac{1}{\sigma^2_c} - 1\) for all \(c = 1, \ldots, C\). Obtaining the first expression in (6) is straightforward; the second expression is obtained as follows:

\[
\beta \sum_{c=1}^{C} \nu_c \Psi(\bar{\sigma}_c^2) = \left( \sum_{c=1}^{C} \frac{1}{\sigma_c^2} \right)^{-1} \sum_{c=1}^{C} \frac{\beta \Psi(\bar{\sigma}_c^2)}{\sigma_c^2} = \left( \sum_{c=1}^{C} \frac{1}{\sigma_c^2} \right)^{-1} \left( \sum_{c=1}^{C} \frac{1}{\sigma_c^2} \right) N_0.
\]

\[\text{C. Proof of Lemma 3}\]

We first show when equality holds. The case for \(\beta \to 0\) is trivial because \(\bar{\sigma}^2 = \rho^2_{\text{FD}} = \rho^2_{\text{PD}} = N_0\). For MRC, we have \(\sigma^2_{\text{PD}} = N_0 + \beta \sum_{c=1}^{C} \nu_c \sigma^2_c \geq N_0 + \beta \sigma^2_{\text{PD}}\) and \(\rho^2_{\text{PD}} = \rho^2_{\text{FD}}\). Note that \(N_0 > 0\), so both \(\sigma^2_{\text{PD}}\) and \(\rho^2_{\text{PD}}\) are strictly positive. It is easy to see that \(\rho^2_{\text{PD}} \neq \sigma^2_{\text{PD}}\) because \(\sigma^2_{\text{PD}} = N_0 + \beta \Psi(\bar{\sigma}^2) > w_c \sigma^2_c\). Since \(\Psi(\bar{\sigma}^2) \rightarrow \varsigma[S]_{\text{MRC}}\) as \(\bar{\sigma}^2 \rightarrow \infty\) and \(\Psi(\bar{\sigma}^2)\) is continuous [20], there exists a \(\bar{\sigma}^2 > \sigma^2_{\text{PD}}\) that satisfies \(N_0 + \beta \Psi(\bar{\sigma}^2) = w_c \sigma^2_c\) by the intermediate value theorem.

Finally, we use [20, Prop. 9] to see that \(\Psi(\bar{\sigma}^2)\) is strictly increasing for \(\sigma^2 > 0\) for LAMA. For ZF and MMSE, this holds by computing \(d\Psi(\bar{\sigma}^2)/d\bar{\sigma}^2 > 0\). Thus, the result \(\sigma^2_{\text{PD}} > \rho^2_{\text{PD}}\) follows directly from Lemma 3 since

\[
\sigma^2_{\text{PD}} = N_0 + \frac{C}{\sum_{c=1}^{C} \nu_c \Psi(\bar{\sigma}_c^2)} > N_0 + \frac{C}{\sum_{c=1}^{C} \nu_c \Psi(\rho^2_{\text{PD}})} = \rho^2_{\text{PD}}.
\]
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