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Abstract—We study automated test generation for verifying discrete decision-making modules in autonomous systems. We utilize linear temporal logic to encode the requirements on the system under test in the system specification and the behavior that we want to observe during the test is given as the test specification which is unknown to the system. First, we use the specifications and their corresponding non-deterministic Büchi automata to generate the specification product automaton. Second, a virtual product graph representing the high-level interaction between the system and the test environment is constructed modeling the product automaton encoding the system, the test environment, and specifications. The main result of this paper is an optimization problem, framed as a multi-commodity network flow problem, that solves for constraints on the virtual product graph which can then be projected to the test environment. Therefore, the result of the optimization problem is reactive test synthesis that ensures that the system meets the test specifications along with satisfying the system specifications. This framework is illustrated in simulation on grid world examples, and demonstrated on hardware with the Unitree A1 quadruped, wherein dynamic locomotion behaviors are verified in the context of reactive test environments.

I. INTRODUCTION

Operational testing of autonomous systems at various levels of abstraction—from low-level continuous dynamics to high-level discrete decision-making—is essential for verification and validation. In formal methods, testing refers to simulation-based falsification, where inputs to a model of the system are found which result in system violating its requirements [1], [2], [3], [4], [5], [6], [7]. Falsification methods typically minimize a robustness metric associated with the formal specifications of the system to find inputs that result in falsifying traces [8], [9], [10]. However, another approach to testing is to have test engineers hand-design test scenarios as seen in the qualification tests of the DARPA Urban Challenge [11], [12]. In this work, we bridge these two approaches by leveraging test engineer expertise at the specification level and then automating the construction of the test environment for testing discrete, long-horizon decision-making in robotic systems. In the last decade, the control synthesis community has demonstrated the effectiveness of using temporal logic to specify formal requirements
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synthesize tests in which the system is not too restricted in its decision-making \[2\].

Building upon the results of [25], the key contributions of this paper are (i) framing the problem of synthesizing test environments for reach-avoid specifications in linear temporal logic (LTL) as a multi-commodity network flow problem, (ii) presenting an efficiently solvable convex-concave min-max optimization-based relaxation that results in a constrained test, (iii) demonstrating the approach by executing the resulting test strategy to reactively test dynamic locomotion behaviors of the Unitree A1 quadruped. A key advantage of our method is that the synthesized test is reactive — the constraints visible to the system under test are reactive to the system state and depend on the system’s strategy, which is not known to the tester a priori.

II. BACKGROUND
A. Temporal Logic, Transition Systems, and Automata

Linear temporal logic (LTL) can describe temporal properties on a trace of propositional formulas [26]. The syntax of LTL is comprised of both logical (\(\land\) and \(\lor\), or \(\neg\) negation) and temporal operators (\(\square\) next, \(\blacklozenge\) always, \(\diamond\) eventually, and \(\mathcal{U}\) until) operators. LTL can specify requirements on high-level decision-making in autonomous systems such as safety \(\square (\varphi_1^s)\), progress \(\blacklozenge (\varphi_1^p)\), and fairness \(\diamond (\varphi_1^f)\).

A nondeterministic Büchi automaton (NBA) [27] is a tuple \(B = (Q, 2^A^P, \delta, Q_0, F)\), where \(Q\) represents the states, \(A^P\) is the set of atomic propositions, \(\delta\) represents the transition function, \(Q_0 \subseteq Q\) represents the initial states, and \(F \subseteq Q\) is the set of acceptance states. A transition system is a tuple \(\mathcal{T} = (S, A, E, I, AP, L)\) where \(S\) is a set of states, \(A\) is the set of actions, \(E : S \times A \rightarrow S\) is the transition relation, \(I \subseteq S\) is the set of initial states, \(AP\) is the set of atomic propositions, and \(L : S \rightarrow 2^A^P\) is a labeling function that indicates the set of atomic propositions that evaluate to true at a particular state.

Definition 1 (Product Automaton). A product automaton is the synchronous product of a transition system \(\mathcal{T} = (S, A, E, I, AP, L)\) and a NBA \(B = (Q, 2^A^P, \delta, Q_0, F)\), is the tuple \(\mathcal{T} \otimes B = (S', A', E', I', AP', L')\), where:

- \(S' = S \times Q\),
- \(\forall s, t \in S, \forall q, p \in Q\) such that \(s \xrightarrow{a} t\) and \(\delta(q, L(t)) = p\), then, \((s, q) \xrightarrow{a} (t, p)\),
- \(I' = \{(s_0, q) : s_0 \in I, \exists q_0 \in Q\ s.t. q_0 \xrightarrow{L(s_0)} q\}\),
- \(AP' = Q\), and
- \(L' : S \times Q \rightarrow 2^A\) such that \(L'((s, q)) = \{q\}\).

Definition 2 (Asynchronous Product Automaton). An asynchronous product automaton of finite state automata \(A_1, \ldots, A_n\) is the finite state automaton \(A_{11} = (S_{11}, q_{01}, L_{11}, F_{11})\), where:

- \(S_{11} := S_1 \times \ldots \times S_n\), the Cartesian product of the states of the individual product automata,
- \(S_{01} = (s_{01}, \ldots, s_{0n})\), the \(n\)-tuple representing initial conditions,
- \(L_{11} := L_1 \cup \ldots \cup L_n\), where \(L_i = 2^A^P_i\) for all \(i \in \{1, \ldots, n\}\),
- \(T_{11} := ((u_1, \ldots, u_n), l, (v_1, \ldots, v_n))\) such that \(\exists i\) and \(1 \leq i \leq n, (u_i, l, v_i) \in T_i\) and \(\forall j \neq i, u_j = v_j\),
- \(F_{11} := (s_1, \ldots, s_n) \in S\) such that \(\exists i\) such that \(s_i \in F_i\),

B. System and Test Environment

We utilize the notion of a system specification and a test specification, which represent requirements on the system under test and the test environment, respectively [24]. The system specification is assumed to be given, while the system does not necessarily have knowledge of the entire test specification. In this work we will frame the system specification and the test specification as reach-avoid type specifications defined as

\[
\varphi_{sys} = \square (\varphi_1^s) \land \varphi_2^p, \varphi_{test} = \square (\varphi_1^s) \land \bigwedge_i \diamond (\varphi_1^p)_i, \tag{1}
\]

which capture the safety and progress requirements on the system, and the tester respectively. We show that it is possible to model the set of feasible test executions using network flows on an automaton.

Definition 3 (Network Flow). A network flow is a tuple \(N = (V, E, c, s, t)\) where \(V\) is a set of vertices, \(E\) is a set of directed edges, \(s \subseteq V \times V\), \(c\) is a capacity function for the amount of flow that each edge can transfer, and \(s\) is the source vertices and \(t \in V\) are the target sink vertices. In a single network flow, each edge is associated with a single flow, while in a multi-commodity setting, multiple flows are associated with each edge. An extension of network flows to the game setting is known as a flow game [28]. While our work involves solving a Stackelberg game over a multi-commodity flow network, it differs from [28] in that the tester is not completely adversarial.

III. SYNTHESIZING TEST ENVIRONMENTS

This section sets up the test generation problem statement and introduces a running example to illustrate the approach we take in this paper.

A. Problem Statement

The system and test specifications are written at the same level of abstraction as the model of the system characterized by the transition system \(\mathcal{T}\). We require that the sub-formulas of the test specifications, \(\varphi_{test}^s\) and \(\varphi_{test}^p\) in equation 1 be high-level descriptions of desired test scenarios provided by a test engineer. In this way, the task of describing the behavior of the system to be observed during the test is left to the test engineer, but the process of synthesizing a corresponding test environment can be automated.

Problem 1. Given a discrete abstraction of a system model \(\mathcal{T} = (S, A, E, I, AP, L)\), and system and test specifications, \(\varphi_{sys}\) and \(\varphi_{test}\), defined over the set \(AP\), find the set of transitions of the system \(E_{cut} \subseteq E\) that need to be constrained such that all traces \(\sigma \models \varphi_{sys}\) of the constrained system on \(\mathcal{T} = (S, A, E_{cut}, I, AP, L)\) satisfy the following property:

\[
\sigma \models \varphi_{sys} \implies \sigma \models \varphi_{cut}. \tag{2}
\]

In other words, a trace of the constrained system that satisfies the system specification must also satisfy the test
Fig. 2: Büchi automata for the system specification, the test specification and the product automaton $B_{\pi} = B_{\text{test}} \times B_{\text{sys}}$, and the virtual product graph $\mathcal{G}$ for the corridor navigation example. The accepting states of the system are shaded in yellow and the acceptance states of the tester are shaded in blue, with nodes shaded in both yellow and blue representing acceptance states of both tester and system. Transition labels and self-loops have been omitted in $B_{\text{test}}$, $B_{\pi}$, and $\mathcal{G}$ for clarity.

### B. Running Example: Robot in a corridor

Consider a corridor in a grid world shown in Figure 2d. The system under test is starting in the middle of the corridor with the goal of reaching either end. The dynamics are simple grid world dynamics enabling horizontal transitions to neighboring grid cells. The test behavior that we want to observe is that the system passes through the two blue grid cells $\varphi_{\text{test}} = \diamond \text{key}_1 \land \diamond \text{key}_2$. The system specification is given as $\varphi_{\text{sys}} = \diamond \text{goal}$, which corresponds to the yellow grid cells. We then constrain the system transitions according to our algorithm by placing obstacles on the grid cells, which we will show in the following sections.

### C. Constructing Product Automata

We draw from automata theory to define the specification product automaton and virtual product graph. The product automaton of the system transition $T$ and the Büchi automaton corresponding to the specification $\varphi_{\text{sys}}$, $T \otimes B_{\text{sys}}$, is denoted by the tuple $S = (S_{\text{sys}}, A, E_{\text{sys}}, I_{\text{sys}}, AP_{\text{sys}}, L_{\text{sys}})$. The asynchronous product is used to construct the product automaton of the system and test Büchi automata. The product automaton of the transition system, $T$, and the specification product automaton is denoted as the virtual product graph $\mathcal{G}$. It is for this product automaton $\mathcal{G}$, that we will be synthesizing constraints.

**Definition 4 (Specification Product Automaton).** The specification product automaton $B_{\pi} = B_{\text{sys}} \times B_{\text{test}}$ is the asynchronous product of the Büchi automata of the system and the test specification. In particular, $B_{\pi}.F = \{ (q_{\text{test}}, q_{\text{sys}}) \in B_{\text{test}}.Q | q_{\text{sys}} \in B_{\text{sys}}.F \} \cup \{ (q_{\text{test}}, q_{\text{sys}}) \in B_{\text{test}}.Q | q_{\text{test}} \in B_{\text{test}}.F \} \}$.  

**Definition 5 (Virtual Product Graph).** The synchronous product automaton of system transition $T$ and the NBA $B_{\pi}$ is the virtual product graph $\mathcal{G} = T \otimes B_{\pi}$. In tuple form, we denote $\mathcal{G} = (S', A, E', I', AP', L')$.

**Definition 6 (Source, Intermediate and Target Nodes).** The source ($S$), intermediate ($I$) and target ($T$) are the set of nodes on the virtual product graph $\mathcal{G}$ with the following properties:

- $S = \{ (s_0, q_0) \in S' | q_0 \in B_{\text{test}}.Q \}$
- $I = \{ (s, (q_{\text{sys}}, q_{\text{test}})) \in S' | q_{\text{sys}} \in B_{\text{test}}.F, q_{\text{test}} \notin B_{\text{sys}}.F \}$
- $T = \{ (s, (q_{\text{sys}}, q_{\text{test}})) \in S' | q_{\text{sys}} \in B_{\text{sys}}.F \}$

The source nodes $S$ represent the initial conditions of the test, the intermediate nodes $I$ represent the acceptance states corresponding to the test specification, and the target nodes $T$ represent the acceptance states corresponding to the system specification. For the running example, the automata corresponding to $B_{\text{sys}}$, $B_{\text{test}}$, $B_{\pi}$ are illustrated in Figure 2a, 2b, 2c the virtual product graph $\mathcal{G}$ and the corresponding source, intermediate and target nodes are illustrated in Figure 2e.

**Problem 2.** Given the setting in Problem 1, synthesize the set of edge constraints $E'_{\text{cut}}$ on the virtual product graph $\mathcal{G}$ such that flows from $S$ to $T$ is maximized, and all possible traces on $\mathcal{G}$ from $S$ to $T$ comprise of a node in $I$.

### D. Multi-Commodity Flows and Bilevel Optimization

To synthesize constraints $E'_{\text{cut}}$ on the virtual product graph $\mathcal{G}$, we use multi-commodity flows on $\mathcal{G}$ and present a bilevel optimization to find cuts. These constraints are such that a) there exists a system controller that can satisfy the system specification ($\sigma \models \varphi_{\text{sys}}$), and that for every satisfying trace, the test specification is also satisfied (equation (2)), and b) the set of cuts $E'_{\text{cut}}$ on $\mathcal{G}$ result in maximum flow from $S$ to $T$. We then map these synthesized constraints $E'_{\text{cut}}$ to constraints $E_{\text{cut}}$ on system transitions $T$.

Given a graph $\mathcal{G}$ with $S$, $I$, and $T$, a brute force approach to solving Problems 1 and 2 is not viable, as it would involve
a) finding a set of paths \( P_{S \rightarrow I} \) realizing max-flow from \( S \) to \( I \), and b) finding a set of paths \( P_{I \rightarrow T} \) realizing max flow from the \( I \) to \( T \), such that \( P_{S \rightarrow I} \) and \( P_{I \rightarrow T} \) are disjoint except for the intermediate \( I \). Finding such a feasible pair of \( P_{S \rightarrow I} \) and \( P_{I \rightarrow T} \) would take exponential time because enumerating all paths is exponential in the size of the graph [29].

To address this combinatorial problem, we formulate a bilevel optimization that relaxes edge cuts to take fractional values. These relaxed constraints, in addition to our choice of the objective function, makes the optimization tractable. While the cut values of some edges take on fractional values due to the relaxation, we find empirically that these fractional cuts are not relevant to constraining the flow. The system and tester are players that optimize for different flows on the same virtual product graph \( G \). The system player maximizes flow \( f_{S \rightarrow T} \), defined from \( S \) to \( T \), with the flow into and out of the intermediate \( I \) constrained to zero. These represent behaviors of the system satisfying \( \varphi_{sys} \) without satisfying \( \varphi_{test} \). The tester player: i) maximizes flow \( f_{S \rightarrow I} \) (defined from \( S \) to \( I \), ii) maximizes flow \( f_{I \rightarrow T} \) (defined from \( I \) to \( T \), and iii) minimizes flow \( f_{S \rightarrow T} \) that bypasses the intermediate \( I \). We use the multi-commodity flow networks to simultaneously reason about several flows on \( G \) — maximizing flows \( f_{S \rightarrow I} \) and \( f_{I \rightarrow T} \), and cutting the flow \( f_{S \rightarrow T} \). However, unlike the canonical multi-commodity flow framework [30], our flows do not compete for edge capacities. Instead, the flows are normalized by the total flow \( \sum f \) on an edge. As the outer (min) player, the tester synthesizes constraints \( \varphi_{test} \) that bypasses the intermediate \( I \) and indirectly constrains it by placing cuts on \( I \) and \( T \). As the inner (max) player, the system player gets to maximize flow \( \sum f \) on an edge. The system player maximizes \( \sum f \rightarrow T \) constraints on the virtual product graph \( G \), defined from \( S \) to \( T \), with the flow into and out of the intermediate \( I \) constrained to zero. These represent behaviors of the system satisfying \( \varphi_{sys} \) without satisfying \( \varphi_{test} \). The tester player: i) maximizes flow \( f_{S \rightarrow I} \) (defined from \( S \) to \( I \), ii) maximizes flow \( f_{I \rightarrow T} \) (defined from \( I \) to \( T \), and iii) minimizes flow \( f_{S \rightarrow T} \) that bypasses the intermediate \( I \). We use the multi-commodity flow networks to simultaneously reason about several flows on \( G \) — maximizing flows \( f_{S \rightarrow I} \) and \( f_{I \rightarrow T} \), and cutting the flow \( f_{S \rightarrow T} \). However, unlike the canonical multi-commodity flow framework [30], our flows do not compete for edge capacities. Instead, the flows are coupled by the placement of cuts by constraining flow along the edges. Therefore, the tester does not directly set the flow \( f_{S \rightarrow T} \), but indirectly constrains it by placing cuts on system transitions. This multi-commodity flow-based bilevel optimization is given in (1). The variables of the optimization are normalized by the total flow \( F \) on \( G \), which is defined as follows,

\[
F = \min \left\{ \sum_{v \in S} f_{S \rightarrow I}^{(v)}, \sum_{v \in T} f_{I \rightarrow T}^{(v)} \right\}.
\]

We require the auxiliary variable \( t := 1/F \) to re-write network flow constraints in the normalized form. For every edge \( e \in E' \), let \( d^e \) represent the constraint on the edge — \( d^e = t \) means that the edge \( e \) is cut or fully constrained and \( d^e = 0 \) means that the edge \( e \) is unconstrained. Similarly, for every \( e \in E' \), \( f_{S \rightarrow I}^{e} \), \( f_{I \rightarrow T}^{e} \), and \( f_{S \rightarrow T}^{e} \) are the respective flow values on edge \( e \) in \( G \). As the outer (min) player, the tester variables are the flows \( f_{S \rightarrow I}^{e} \) and \( f_{I \rightarrow T}^{e} \), edge cuts \( d^e \), and the auxiliary variable \( t \). The objective function corresponds to the tester synthesizing constraints \( d^e \) such that total flow \( F \) is maximized while max-flow of \( f_{S \rightarrow T} \) is minimized. Likewise, the system player gets to maximize flow \( f_{S \rightarrow T} \). Next, the constraints of the bilevel optimization are detailed. Capacity constraints determine the maximum flow allowed on an edge. The capacity constraints for normalized variables in this optimization are given as follows,

\[
\forall e \in E', \quad 0 \leq d^e \leq t, \quad 0 \leq f_{S \rightarrow I}^{e} \leq t, \quad 0 \leq f_{I \rightarrow T}^{e} \leq t.
\]

Flow conservation constraints ensure that the total flow entering entering a node is equal to the total flow leaving the node (unless the node is a source or a target). For \( k \in \{ S \rightarrow I, I \rightarrow T, S \rightarrow T \} \), the constraint values are as follows,

\[
\forall v \in S \rightarrow I, \quad d^v + f_{k}^v \leq t.
\]

Finally, equation (4) can be re-written as the following constraint after normalizing the variables,

\[
1 \leq \sum_{v \in S \rightarrow I} f_{k}^{(v)}, \quad 1 \leq \sum_{v \in I \rightarrow T} f_{k}^{(v)}.
\]
on $S$ is $\langle (V_{G\rightarrow S}(u), V_{G\rightarrow S}(v)), d^e \rangle$. We denote this map as $M_{G\rightarrow S}$, and the mapping is formally stated as follows,

$$M_{G\rightarrow S}(u,v,d^e) = \langle (V_{G\rightarrow S}(u), V_{G\rightarrow S}(v)), d^e \rangle. \tag{7}$$

Note that the constraint found on $G$ is mapped one-to-one to the constraint on $S$. This node mapping also provides the initial and acceptance states in $S$ that are relevant denoted $V_{G\rightarrow S}(S)$ and $V_{G\rightarrow S}(T)$, respectively. Thus, the constraints that are active on $S$ at $q \in B_{S\Pi}$ are as follows,

$$C_S(q_t) = \{ M_{G\rightarrow S}(e, d^e) \mid (e, d^e) \in C_G(q) \}. \tag{c5}$$

**Remark 1.** $C_S(q_t)$ represents the largest set of constraints that could be visible to the system at $s_t$. Note that we say largest possible because the constraints visible to the system at $s_t$ are the constraints on $S$ projected onto system transition $T$ at that instant. However, not all constraints in $C_S(q_t)$ might apply to the system, which is in state $s_t$.

For every edge $e \in E_{sys}$ and for every $q \in B_{S\Pi}$, let $f_{S\rightarrow T}^e(q)$ denote the flow from source $V_{G\rightarrow S}(S)$ to target $V_{G\rightarrow S}(T)$. For brevity, we do not elaborate the constraints here, but the flow variables $f_{S\rightarrow T}^e(q)$ must respect the standard network flow constraints in equations (c1)-(c3). We require the following condition to be satisfied:

$$\forall q \in B_{S\Pi}, \sum_{e=(G\rightarrow S)(q),v \in E_{sys}} f_{S\rightarrow T}^e(q) \geq 1. \tag{c6}$$

Since the above constraint is defined from a fixed source $V_{G\rightarrow S}(S)$ to target $V_{G\rightarrow S}(T)$ on $S$, we assume that from every state $(s,q_{sys}) \in S_{sys}$, there exists an edge to the source $V_{G\rightarrow S}(S)$ of the paper. For the examples of this paper with the system specifications of the class I, this is always the case. In future work, we would like to prove these properties for a larger class of specifications and transition systems. Therefore, the bilevel optimization for synthesizing reactive constraints is as follows,

$$\text{MCF-OPT}(\lambda) : \arg\min_{f_{S\rightarrow T}^e, f_{T\rightarrow T}^e} \arg\max_{t, \lambda} \sum_{v: (s,v) \in E'} f_{T\rightarrow T}^e + t + \lambda \sum_{v: (s,v) \in E'} f_{S\rightarrow T}^e \tag{8}$$

where the regularization parameter $\lambda$ penalizes the tester (and rewards the system) on $f_{S\rightarrow T}$ flow. This optimization is in the form of a convex-concave min-max Stackelberg game with dependent constraint sets studied in [31], for which there always exists a solution.

E. Projecting the constraints onto the physical space

The optimization returns cut edges $E'_{cuts}$ on the virtual product graph $G$, which could be fractional values. Fully constrained edges are assigned $d^e$ values close to $t$, therefore we will only consider those edges to be cut. Lower fractional values for $d_e$ still allow flow to pass through and are not considered cut. We now need to map these cuts to the physical space to constrain the system’s actions during the test execution. We define the projection

$$P_{G\rightarrow S}(g) = \{ s \in S | g = (s, (q_{sys}, q_{test})) \}, \tag{9}$$

which maps each state $g$ in the virtual product graph $G$ to its corresponding state in the transition system $T$. This is a many-to-one mapping where multiple states in $G$ will map to a single state in $T$. Additionally, we define the projection

$$P_{G\rightarrow G}(g) = \{ (q_{sys}, q_{test}) \mid g = (s, (q_{sys}, q_{test})) \} \tag{10}$$

which maps each state $g$ in $G$ to its corresponding state in $B_T$. During the test execution, we will keep track of the system state in $G$, and when the system enters a state $g$ in $G$ with an active cut, the corresponding transition from state $P_{G\rightarrow G}(g)$ in $T$ will be constrained. We use the projection defined in equation (10) to determine a change of state in $B_T$. For each state of the system in $B_T$, the test environment will accumulate constraints. Upon transitioning to a state $g'$ that $P_{G\rightarrow G}(g')$ results in a change of state in $B_T$, the obstacles that were placed previously will be removed and new obstacles will be placed according the active cuts on $G$. This procedure is outlined in Algorithm 2.

This makes our framework reactive to the system state during the test execution, where finding static constraints on $G$ results in a reactive test policy that constrains the system actions according to the observed behavior during the test.

IV. EXPERIMENTAL RESULTS

We have implemented and validated this framework on simulated grid world examples and hardware experiments. In addition to these examples we have implemented the algorithm on grid world mazes and road networks: the results can be found in this GitHub repository [32]. The algorithm presented in section III-D.

![https://github.com/abadithela/Flow-Constraints](https://github.com/abadithela/Flow-Constraints)
We find test strategies and execute the resulting test for two and states corresponding to the available motion primitives.

\[ \text{Algorithm 2: Reactive Test Synthesis} \]

1. \textbf{procedure} \textsc{Reactive Test}(T, \varphi_{\text{sys}}, \varphi_{\text{test}})
2. \( E'_{\text{cuts}} \leftarrow \text{CONSTRAINTS}(T, \varphi_{\text{sys}}, \varphi_{\text{test}}) \)
3. \( g \leftarrow g_0 \in G \)
4. \( C \leftarrow \emptyset \quad \triangleright \text{Initialize empty set of active cuts.} \)
5. \( E_{\text{current}} \leftarrow \emptyset \quad \triangleright \text{Initially all transitions from } T. \)
6. \textbf{while} not \( q_{\text{sys}}' \in B_{\text{sys}} \cdot F \)
7. \( g' \leftarrow \text{update state}(g, G, E_{\text{current}}) \)
8. \( (q_{\text{sys}}', q_{\text{test}}) \leftarrow P_{G} \to B_{\pi}(g') \quad \triangleright \text{Find state in } B_{\pi}. \)
9. \textbf{if} \( (q_{\text{sys}}', q_{\text{test}}) \neq (q_{\text{sys}}, q_{\text{test}}) \) \textbf{then}
10. \( C \leftarrow C \quad \triangleright \text{Remove all active cuts.} \)
11. \textbf{if} outgoing_edge\(_G\)(\(g'\)) \in \(E'_{\text{cuts}}\) \textbf{then} \textbf{Add cut.}
12. \( C \leftarrow C \cup \text{outgoing_edge}_{\pi}(P_{G} \to T(g')) \)
13. \( E_{\text{current}} \leftarrow E \setminus C \quad \triangleright \text{Update available transitions.} \)
14. \( g \leftarrow g' \)

results in a test execution during which the system under test visits the two pre-determined key locations before reaching one of the goal states at the end of the corridor. The resulting test execution is shown in Figure 2a.

2) Hardware Experiments with Quadruped: Next we will find a test strategy to test an actual robotic system, the Unitree A1 quadruped. This quadruped is controlled using a motion primitive layer with behaviors for lying down, standing, walking, and jumping. The underlying dynamics of the transitions between primitives are abstracted away from the higher-level autonomy as described in [33], and can be commanded directly. The autonomy layer is provided by a TuLiP controller generated on an abstraction of the transition system of the quadruped, consisting of grid world locations and states corresponding to the available motion primitives. We find test strategies and execute the resulting test for two test specifications inspired by a search and rescue mission.

a) Beaver Rescue: The quadruped’s task is to rescue the beaver from the hallway and return it to the lab, the system specification is given as \( \varphi_{\text{sys}} = \diamond \text{goal} \), where \text{goal} corresponds to the quadruped and the beaver reaching the safe location in the lab. The test specification is given as \( \varphi_{\text{test}} = \diamond \text{door}_1 \land \Diamond \text{door}_2 \) ensuring that the quadruped will use a different door on the way to the beaver and back into the lab. The resulting test execution shows the quadruped using door 2 to exit the lab into the hallway, after it reaches the beaver this door is shut and the quadruped walks to door 1 and returns the beaver to the safe location in the lab. Snapshots of this test execution can be seen in Figure 1.

b) Search and Rescue: Motion Primitive Testing: In this test we want to test the motion primitives of the quadruped shown in figure 3a. The goal for the quadruped is reaching the beaver in the hallway. The test specification is given as \( \varphi_{\text{test}} = \Diamond \text{jump} \land \Diamond \text{lie} \land \Diamond \text{stand} \), which ensures that we will test each of these motion primitive at least once. The test setup includes lights at different heights, which correspond to the motion primitive which might unlock the door. The light starts in blue and after the motion primitive has been executed, the light will turn red - or green - if the door is unlocked. Our framework will decide whether the doors will be locked or unlocked according to which motion primitives have already been observed during the test. Snapshots of the test execution are shown in Figure 3b.

V. CONCLUSIONS AND FUTURE WORK

We outlined the problem of finding the minimally constrained test as a bilevel optimization. For future work, we would like to prove that our algorithm is sound and complete, and provide sub-optimality guarantees on the generated test environment. The approach outlined in this paper requires reactive placement of obstacles during a test, which can be challenging for real-world use cases. Therefore, we aim to extend this framework to include dynamic test agents to constrain the system actions, and also allow for finding test environments requiring the minimum number of test agents to constrain a test environment for a test specification.
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