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Abstract

Since the pandemic of COVID-19, several deep learning methods were proposed to analyze the chest Computed Tomography (CT) for diagnosis. In the current situation, the disease course classification is significant for medical personnel to decide the treatment. Most previous deep-learning-based methods extract features observed from the lung window. However, it has been proved that some appearances related to diagnosis can be observed better from the mediastinal window rather than the lung window, e.g., the pulmonary consolidation happens more in severe symptoms. In this paper, we propose a novel Dual Window RCNN Network (DWRNet), which mainly learns the distinctive features from the successive mediastinal window. Regarding the features extracted from the lung window, we introduce the Lung Window Attention Block (LWA Block) to pay additional attention to them for enhancing the mediastinal-window features. Moreover, instead of picking up specific slices from the whole CT slices, we use a Recurrent CNN and analyze successive slices as videos. Experimental results show that the fused and representative features improve the predictions of disease course by reaching the accuracy of 90.57%, against the baseline with an accuracy of 84.86%. Ablation studies demonstrate that combined dual window features are more efficient than lung-window features alone, while paying attention to lung-window features can improve the model’s stability.
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1. Introduction

COVID-19, which is resulted from the novel coronavirus, has been out-breaking, and the number of infected persons is reaching a new peak everyday \(^[1]\). According to the World Health Organization (WHO) report, there are
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41,104,946 confirmed cases and 1,128,325 confirmed deaths by the end of October 23, 2020 [2]. The rapid spread of COVID-19 undoubtedly has long-range effects on the world and puts tremendous pressure on the current medical systems of every country. To relieve the doctors' workloads and speed up the treatment, the fast diagnosis of COVID-19 and the decisions of its courses are strongly required.

Since the development of deep neural networks and the accumulation of lung Computed Tomography (CT) images infected by COVID-19, many CNN-based models are proposed to diagnose the COVID-19 automatically, such as [3, 4, 5]. Although these methods have achieved some success to a certain extent for community-acquired pneumonia, few studies have pay attention to the disease course prediction, which plays a crucial role in CAD systems for COVID-19. The difficulty of disease course prediction is that, as the successive step of COVID-19 diagnosis, it has to deal with the cases which have obvious symptoms caused by COVID-19.

Conventional methods usually analyze CT slices with single-channel window, as shown in Figure 1.A. However, based on the official Diagnosis and Treatment Protocol for COVID-19 Patients [6] provided by the China National Health Commission, Ground-Glass Opacity (GGO) is commonly observed in the common cases of COVID-19, and consolidation may occur in the chest of severe cases. Generally speaking, the lung window is the appropriate CT window for the observation of GGO [7]. Meanwhile, the consolidations can be

Figure 1: A: Conventional methods learn lung window CT directly. B: DWRNet uses the mediastinal window as the main image window, and adds lung window features with Lung Window Attention Block.
better observed with the mediastinal window, which is a more stable method in the aspect of the inter-reader agreement [8], and show better performance in measuring the solid tissues [9, 10]. The effect of CT image windows is shown in Figure 2. It is obvious that GGO can be seen with a lung window setting but disappears when using the mediastinal window setting. However, with the mediastinal window setting, solid pulmonary consolidation can be clearly seen and avoid the influences caused by other symptoms.

![Comparison between the lung window and mediastinal window.](image)

Figure 2: Comparison between the lung window and mediastinal window. We can see that the common cases with GGO have apparent visual features with the lung window but are difficult to be diagnosed with the mediastinal window (red blocks). The severe cases show severe lung pathological changes when using the lung window. When changed to the mediastinal window, pulmonary consolidation can be clearly seen (yellow blocks).

A straightforward solution to solve the above issue is to add another stream to learn useful features from the mediastinal window and combine two kinds of features, i.e., lung-window features, and mediastinal-window features. However, there are high chances that both kinds of features have some repeated information since they are just extracted from the same CT HU values.

In this paper, we propose a Dual Window RCNN Network (DWRNet) based on mediastinal window image. It also add additional lung window features to the framework by attention mechanism. The overflow of DWRNet is shown in Figure 2.B. Previous works learn most information from the lung window. Unlike these studies, our framework learns the main features from the mediastinal window, then just uses lung window features as the attention map by designing a Lung Window Attention Block (LWA Block). Moreover, instead of picking up specific CT images, the proposed DWRNet analyze two successive CT windows as videos and learn the discriminative features from the whole slices. Experiments show that using the mediastinal as the main CT window can significantly improve the overall performances, and additional attention map from the lung window makes the framework have better performances and more stable.

In summary, this paper has following contributions:

- To our best knowledge, this is the first work to emphasize the importance of features observed from mediastinal window for disease course diagnosis
of COVID-19, which is able to obviously improve the diagnosis accuracy.

- We propose a dual window RCNN network to predict the courses of COVID-19 by dual windows. Dual window features are adaptively fused by the Lung Window Attention Block, and treated as successive video frames, which reduce the information redundancy.

- Experimental results show that the proposed model achieves high accuracy in courses prediction. Moreover, it demonstrates that learning from the mediastinal window and focusing on lung window is an ideal way to reach competitive results, meanwhile improve stability.

This paper is organized as follows: In Section 2, we introduce some studies about this issue; In Section 3, we introduce the architectures of the framework; In Section 4, we show the performances of the proposed framework, and analyze the experimental results; We also discuss some facts in Section 5 and draw the conclusions in Section 6.

2. Related Works

2.1. Computer-Aid Diagnosis Systems for Pneumonia

Computed Tomography (CT) has been widely used for clinical pneumonia diagnosis [11, 12]. Unlike X-Ray images, CT can provide more details of lung tissue density, and avoid the shallows caused by ribs or other tissues. In 2016, Shin et al. [13] exploited three important, but previously understudied factors of employing deep convolutional neural networks to computer-aided detection problems: CNN architectures, dataset characteristics, and transfer learning. Later in 2018, Gao et al. [14] presented a method to classify interstitial lung disease imaging patterns on CT images and introduced normal lung rescale, high attenuation rescale, and low attenuation rescale. In 2020, the study in [15] further fused demographic information with multi-window CT images. In a word, deep learning methods have been widely adopted for the analysis of chest CT.

Recently, COVID-19 has been a global pandemic and threatening all over the world. Chest CT, especially high-resolution CT, has been recommended as a major clinical diagnosis tool in the hard-hit region such as Hubei, China [16]. In 2020, Kang et al. [17] proposed a unified latent representation to explore multiple features describing CT images from different views fully for COVID-19. Fan et al. [18] proposed a novel COVID-19 Lung Infection Segmentation Deep Network (Inf-Net ) automatically identify infected regions from chest CT slices. Xinggang Wang et al. [19] further proposed a weakly-supervised framework based on 3D CT volumes. However, existing methods seldom analyze the effect of different image window settings on deep learning methods for COVID-19. There are two main difficulties for CT-based frameworks: First, some abnormal regions are not salient enough in the early stage, which may be ignored. Second, in the severe stage, the abnormal regions may look similar to some community-acquired pneumonia, which also results in some wrong diagnoses.
Invoked by the studies [14], we design a framework that can make the most of lung and mediastinal windows for the diagnosis of the COVID-19 disease course. In our study, we use the mediastinal window as the main observation window and use the lung window as the enhancement for detecting severe symptoms such as pulmonary consolidation. Generally speaking, two image window inputs usually require two branches of CNN, such as study [20]. In our study, two image windows are treated as video frames and analyzed by a 2D ResNet. Both CT windows share the same pre-trained ResNet-50 [21] as a feature extractor so that we can significantly reduce the burden of calculation.

2.2. Attention Mechanisms

Attention mechanisms help guide the networks to focus on some important and discriminative features to improve the performances for multiple computer vision tasks, such as image captioning [22, 23], semantic segmentation [24, 25, 26], crowd counting [27, 28], saliency detection [29, 30], image super-resolution [31], and so on. Attention mechanisms are becoming one of the most popular approaches for learning some important and useful information. There are mainly two directions of using the attention, channel-wise attention, and spatial attention. Channel-wise attention [24] is to learn different weights by multi-channels to emphasize on some special features, while spatial attention [32, 33] is to learn different weights by different spatial information in a map.

Regarding to the diagnosis of COVID-19, there are also some attention-related networks are proposed to highlight the important area for making clinical decisions. For example, Ouyang et al. [34] designed a dual-sampling attention network, with uniform sampling and size-balanced sampling, to ensure that the network can make decisions based on highlighted infection regions. Fan et al. [18] utilized edge-attention to enhance the representations. Li et al. [35] tried to took the attention heatmap to illustrate the abnormal regions. Similar to these studies, we also take the attention methods to recognize the important regions which are having effects on decisions. Moreover, to our best knowledge, we are the first to propose using lung-window features as the attention map, while learning most information from the mediastinal window.

3. Methods

3.1. Dual Window Network

The architecture of the DWRNet is shown in Figure 3. Before being fed into the framework, the original HU values will be transformed into two CT image window: lung window $X_L$ (HU[-1000, 400]), and mediastinal window $X_M$ (HU[-160, 240]). Unlike the conventional two-stream method, our two image windows share the same ResNet-50 model as a visual feature extractor. This design allows us to build a deeper framework with low memory cost. To boost the training speed, we use the ResNet-50 pre-trained on ImageNet.
Figure 3: Architecture of the DWRNet. The input HU values will be transformed into the lung window images and the mediastinal window images with thresholding methods. Both CT windows share the same ResNet-50 and generate corresponding features separately. ‘GAP’ indicates Global Average Pooling layers. FC indicates fully-connected layer. The lung window (LW) features will be fed into the Lung Window Attention Block and rescaled.

More specifically, the $X_L$ and $X_M$ are fed into the ResNet separately and get two separate feature vectors $F_L$ and $F_W$:

$$V_L, V_W = ResNet(X_L, X_M)$$

Because the mediastinal window can provide more discriminative features for the diagnosis of severe cases, we treat it as the main CT window. To enhance the visual features fed into the decision-making process, we use a Lung Window Attention Block (LWA Block), which is invoked by the study [36], to learn the attention map from the lung window feature channels, and then add this attention information to the mediastinal window features as a guideline: $F_{VM} \otimes LWA(V_L)$.

3.2. Lung Window Attention Block

The architecture of LWA Block is also shown in Figure 3. The lung window features and mediastinal window features come from ResNet-50 without fully-connected layers, which have a shape of $8 \times 8 \times 2048$. Then we use Global Average Pooling (GAP) [37] to transform lung window features into $1 \times 2048$, which will be fed into two fully-connected layers with shapes of $1 \times 1024$, and $1 \times 2048$. After two fully-connected layers, the learned weights will be fused with corresponding channels in the mediastinal window features. This block can help to reduce redundant information from the lung window, and highlight the different symptom appearances between two CT image windows.

We fuse attention features directly to the mediastinal window features for two reasons: 1. The lung window it the most common CT window used in clinical practice, which means the lung window can provide more but unnecessary
visual features than the mediastinal window. LWA Block can extract more critical features from the massive information provided by the lung window. 2. The mediastinal window is used more often when the lungs have severe symptoms. It means the mediastinal window images contain fewer but discriminative visual features than the lung window. As a result, we apply the attention mechanism to the lung window rather than the mediastinal window.

3.3. Overall Loss

After fusing the lung window attention features and the mediastinal window features, the fused information will be fed into a GAP layer and two fully-connected layers. The prediction results will be given after the final Softmax layer:

$$\text{Pred} = \text{Softmax}(F(V_M \otimes SE(V_L)))$$

The disease course diagnosis is actually a binary classification task, so we use the cross-entropy function as the loss function:

$$\arg \min_W -\frac{1}{Q} \sum_{q=1}^{Q} \frac{1}{N} \sum_{X_n \in \chi} (y^q_n = q) \log(Pred(y^q_n = q|X_n; W))$$

$$\chi = \{X_n\}_{n=1}^{N}$$ denotes the training set, $X_n$ represents $n$-th case of training set. $y^q$ is label vector. In this study, the class labels are used in a back-propagation procedure to update the network weights in the convolutional, and learn the most relevant features in the fully-connected layers. $W$ denotes the trainable parameters of the proposed framework. $Q$ is equal to 2, which indicates two classes in our study.

4. Experiments

4.1. Evaluation Dataset and Experimental Settings

To evaluate the framework proposed in this paper, we analyze 235 adult cases of COVID-19 cases from Hubei province collected by the First Affiliated Hospital of Army Medical University, which contain more than 161 thousand COVID-19 CT slices. All cases were labeled by the radiologists into two categories: common cases (163) and severe cases (72). The scale of the dataset is relatively smaller than the binary classification dataset, since acquiring cases with disease course labels costs more efforts.

Raw data collected from the central hospital may contain more than one series of CT slices, which cannot be learned by deep learning methods directly. To facilitate the training of deep learning models and switch of the CT images window, we only keep the slices with the largest number and the smallest slice-thickness. Then we transform all CT images into HU values to keep unified standards. Before training, we further transform all HU values into the lung window image and the mediastinal window image.

We randomly select 165 cases (70%) as the training set, and the rest cases are used as the testing set. The training set and testing set have the same data
distribution. The details of our dataset are listed in Table 1. Due to the small number of severe cases, the cross validation is not adopted.

| Dataset     | Common Type | Severe Type |
|-------------|-------------|-------------|
| All Data    | 163         | 72          |
| Training Set| 114         | 51          |
| Testing Set | 49          | 21          |

Table 1: Details of the dataset. We have 163 common type cases and 72 severe type in total. The training set contains 70% of the dataset, and the rest will be used as the testing set.

Our framework is built on the Tensorflow 1.4 [38], and run on a Tesla-V100 GPU. The learning rate is set to $5 \times 10^{-4}$, and drops 50% each 800 steps. During each epoch, each case will be trained 12 times, and the whole framework will be trained 12 epochs.

4.2. Experimental Analyse

In this section, we will discuss the experimental performances of the proposed framework. We build five models: Recurrent CNN with original HU images (RCNN-HU), Recurrent CNN with lung window images (RCNN-LW), Recurrent CNN with mediastinal window images (RCNN-MW), DWRNet with mediastinal window attention (DWRNet-M), and DWRNet with lung window attention (DWRNet-L), which is final design of our framework. It should be noted that DWRNet-M uses lung window images as its main image window, and on the contrary, DWRNet-L uses mediastinal window images as its main image window.

Experimental results are listed in Table 2. We test all models five times and calculate the average sensitivity, specificity, and accuracy for comprehensive comparisons. The sensitivity indicates the ability to classify positive severe COVID-19 cases; the specificity indicates the ability to classify negative common COVID-19 cases.

We can see that RCNN-HU and RCNN-LW have similar accuracy, but RCNN-LW has higher sensitivity. RCNN-MW has an accuracy of 88.29%, which is higher than RCNN-HU and RCNN-LW, it means the mediastinal window is more suitable for the classification of disease courses. Our DWRNet-L has the highest performances in all accuracy, sensitivity, and specificity. DWRNet-M has a lower accuracy than RCNN-MW, but higher than RCNN-LW.

4.2.1. Effect of CT Image Window Settings

In this section, we discuss the influences of CT image windows. The baseline Recurrent CNN is trained with HU images, which are directly sampled from CT. The sensitivity, specificity, and accuracy of the baseline are 58.10%, 96.33%, and 84.86%. As can be seen, this model tends to predict cases as common cases. When the CT image is adjusted to the lung window, the performance of sensitivity improves by 8.57%. However, the accuracy of RCNN-LW is still
Table 2: Experimental Results. Five models are tested: Recurrent CNN with original HU images (RCNN-HU), Recurrent CNN with lung window images (RCNN-LW), Recurrent CNN with mediastinal window images (RCNN-MW), DWRNet with mediastinal window attention (DWRNet-M), and DWRNet with lung window attention (DWRNet-L). ACC, SPE and SEN indicate accuracy, specificity, and sensitivity.

| Model          | EVA | Test1   | Test2   | Test3   | Test4   | Test5   | Ave   |
|----------------|-----|---------|---------|---------|---------|---------|-------|
| RCNN-HU        | SEN | 0.5714  | 0.5714  | 0.6190  | 0.5714  | 0.5714  | 0.5810|
|                | SPE | 0.9388  | 0.9796  | 0.9796  | 0.9592  | 0.9592  | 0.9633|
|                | ACC | 0.8286  | 0.8571  | 0.8714  | 0.8429  | 0.8429  | 0.8486|
| RCNN-LW        | SEN | 0.5714  | 0.5714  | 0.6667  | 0.6667  | 0.6667  | 0.6667|
|                | SPE | 0.9184  | 0.9592  | 0.9592  | 0.9592  | 0.9184  | 0.9429|
|                | ACC | 0.8143  | 0.8429  | 0.8714  | 0.8714  | 0.8429  | 0.8486|
| RCNN-MW        | SEN | 0.7143  | 0.6667  | 0.7619  | 0.6667  | 0.6667  | 0.6952|
|                | SPE | 0.9592  | 0.9592  | 0.9796  | 0.9388  | 0.9796  | 0.9633|
|                | ACC | 0.8857  | 0.8714  | 0.9143  | 0.8571  | 0.8857  | 0.8829|
| DWRNet-M       | SEN | 0.6667  | 0.6667  | 0.6667  | 0.7143  | 0.6667  | 0.6762|
|                | SPE | 0.9592  | 0.9388  | 0.9592  | 0.9592  | 0.9388  | 0.9510|
|                | ACC | 0.8714  | 0.8714  | 0.8714  | 0.8857  | 0.8857  | 0.8714|
| DWRNet-L       | SEN | 0.7619  | 0.7143  | 0.7619  | 0.7143  | 0.7143  | 0.7333|
|                | SPE | 0.9796  | 0.9796  | 0.9796  | 0.9796  | 0.9796  | 0.9796|
|                | ACC | 0.9143  | 0.9000  | 0.9143  | 0.9000  | 0.9000  | 0.9057|

84.86%. When we use the mediastinal window as inputs, the sensitivity is improved to 69.52%, and the accuracy is improved to 88.29%.

It is a very interesting phenomenon since most of the existing studies mainly focus on analyzing CT with the lung window. According to our experiments, the mediastinal window is more suitable for classifying common/severe cases. We believe it is because severe COVID-19 cases contain more severe symptoms that may lead to density changes, such as pulmonary consolidation, and the mediastinal window has its unique advantage in observing soft tissues. As a result, we use the mediastinal window as the main image window in our DWRNet.

4.2.2. Effect of Different Main Image Window

In this section, we will compare two versions of DWRNet: DWRNet-M, DWRNet-L. DWRNet-M takes the lung window as its main image window and uses the mediastinal window to guide the framework using the attention mechanism. On the contrary, DWRNet-L takes the mediastinal window as its main image window and uses the lung window as its guideline.

As can be seen in the Table, DWRNet-M achieves higher accuracy than RCNN-LW, but lower than RCNN-MW. DWRNet-L achieves the highest sensitivity, specificity, and accuracy among all models, which reflect the effect of the mediastinal window and the attention map from the lung window.

Moreover, the proposed DWRNet also shows better stability. We calculate the standard deviations of each model in five tests, which are listed in Table.
As can be seen, both versions of DWRNets have better stability than RCNN with a single image window. DWRNet-M has the lowest standard deviation in specificity, and DWRNet-L has the lowest standard deviations in both specificity and accuracy. It means the attention information of additional CT image windows can improve the performances of the proposed framework and improve the stability.

According to our experimental results, a few conclusions can be summarized:
1. The mediastinal window is more suitable for the diagnosis of COVID-19 disease course since it can provide more discriminative visual features for severe cases. 2. The additional attention map provided by LWA Block can improve the performances and stability of the framework.

| Model              | EVA | Standard Deviation |
|-------------------|-----|--------------------|
| RCNN-LW           | SEN | 0.0494             |
|                   | SPE | 0.0205             |
|                   | ACC | 0.0220             |
| RCNN-MW           | SEN | 0.0399             |
|                   | SPE | 0.0156             |
|                   | ACC | 0.0194             |
| DWRNet-M          | SEN | 0.0195             |
|                   | SPE | 0.0101             |
|                   | ACC | 0.0091             |
| DWRNet-L          | SEN | 0.0240             |
|                   | SPE | 0.0                |
|                   | ACC | 0.0071             |

Table 3: Standard Deviations of Sensitivity, Specificity, and Accuracy. Four models are tested: Recurrent CNN with lung window images (RCNN-LW), Recurrent CNN with mediastinal window images (RCNN-MW), DWRNet with mediastinal window attention (DWRNet-M), and DWRNet with lung window attention (DWRNet-L).

4.2.3. Effectiveness of LWA Block
To further demonstrate the effectiveness of the LWA Block, we show activation maps of DWRNet-M and DWRNet-L in Figure 4 and Figure 5. As shown in both figures, the activation maps with LWA Block concentrate more on the areas of lungs, which means the LWA Block with additional CT windows can help the DWRNet focus on the important areas as our design. In Section 4.2.2, we observe that the DWRNet-L has better performance than DWRNet-W, which can also be explained by Figure 5: the mediastinal window images can help the framework better focus on the areas of the lungs, which can significantly provide better receptive fields for neural networks. Moreover, the DWRNet-L can correct the focus with the help of LWA Block and achieve better and more stable performances.
Figure 4: Feature Maps of DWRNet-M. This framework uses lung window as its main image window, and the MWA (Mediastinal-Window Attention) Block learns attention features from the mediastinal window. Eight slices of COVID-19 CT are shown. For each slice, we show the original CT, activation maps of ResNet, and activation maps of our framework.

Figure 5: Feature Maps of DWRNet-L. This framework uses mediastinal window as its main image window, and the LWA Block learns attention features from the lung window.
5. Discussion

As can be seen, the highest sensitivity is still lower than 80%, which may limit the clinical practice of DWRNet. We look into the Diagnosis and Treatment Protocol for COVID-19 Patients from China National Health Commission and find some facts that can explain why the sensitivity is low.

According to the Diagnosis and Treatment Protocol for COVID-19 Patients \[6\], the diagnosis of severe cases need to consider four facts: 1) Whether the respiration rate is higher than 30 times per minute; 2) Whether the oxygen saturation is lower than 93% at rest; 3) Arterial oxygen partial pressure (PaO2)/Inspired oxygen concentration (FiO2) is lower than 300 mmHg; and 4) Progressive aggravation of clinical symptoms observing lung images. In other words, CT is not the only discriminative information that can be used for classifying common/severe cases. The only solution to improving the sensitivity or detecting severe cases is to fuse multiple information resources, such as respiration rate, oxygen saturation, et al. However, collecting such information is a time-consuming task, and the deep learning framework needs to be updated for learning more information. We are collecting more data and our future work will focus on this task.

6. Conclusions

This paper proposes a novel Dual Window RCNN Network (DWRNet), which treats the mediastinal window as the main visual information resources, and uses attenuation map from the lung window to improve the overall performances. In this paper, instead of picking up specific slices for deep learning framework, CT slices are treated as videos and analyzed by RCNN, which can keep 3D information and reduce calculation burden at the same time. A Lung Window Attention (LWA Block) is introduced to fuse lung window features into mediastinal window feature as the guidance. Our experiments show that the mediastinal window is more suitable for the diagnosis of disease course. Moreover, the fused and representative features can improve the stability of the DWRNet, and improve the accuracy by 4% compared to the baseline.
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