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ABSTRACT:

Many years ago there was a great interest in studying the existence of positive solutions for fractional differential equations. Many researchers have considered the existence of positive solutions of non-linear differential equations of non-integer order with integral boundary value conditions using fixed point theorems. G.wang et al. (2012) investigated the following fractional differential equations

\[ ^cD^\alpha W(t) + f(t, W(t)) = 0, 0 < t < 1 \]

with integral boundary value condition

\[ W(0) = W'(0) = 0, \quad W(1) = \lambda \int_0^1 W(s)ds, \quad \text{were} \quad 2 < \alpha \leq 3 \]

\( \lambda \) is a positive number \((0 < \lambda < 2)\), \(^cD^\alpha\) is the standard fractional derivative equation of Caputo who obtained his results by means of Guo-krosnosel'skii theorem in a cone also A.Cabad et al. (2013) established the following non-linear fractional differential equation with integral boundary value conditions

\[ D^\alpha W(t) + f(t, W(t)) = 0, 0 < t < 1 \]

\[ W(0) = W''(0) = 0, \quad W(1) = \lambda \int_0^1 W(s)ds, \quad \text{were} \quad 2 < \alpha \leq 3, \quad \lambda > 0, \quad \lambda \neq \alpha, \quad D^\alpha \text{is Riemann –Liouville standard fractional derivative, and } f \text{ is a continuous function. The results were based on Guo-krasnosel'skii fixed point theorem in a cone.} \]

In this paper we investigate the existent results of a positive solution for the integral boundary value conditions of the following system of equations:

\[ ^cD^\beta \lambda(t) + k(t, \lambda(t)) = 0, \quad t \in (0,1) \]

\[ \lambda(0) = \lambda'(0) = \lambda''(0) = 0, \quad \lambda(1) = \delta \int_0^1 \lambda(n)dn \]

where \(3 < \beta \leq 4\), \(\delta \) is a positive number, \(\delta \neq 3\), \(^cD^\beta\) denotes Caputo standard derivative and \(k\) is a continuous function. Our work based on Banach's and Schauder's theorem.
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دراسة مسألة حدودية ذات شروط كاملة لمعادلات تفاضلية كسرية

نوال عزيز عبد القادر1*, نادية عدنان عبد الرزاق2

1,2قسم الرياضيات، كلية التربية للعلوم الصرفة، جامعة الموصل، موصل، العراق.
الخلاصة:
خلال السنوات الماضية كان هناك اهتماما كبيراً في دراسة وجود الحلول الموجبة للمعادلات التفاضلية اللاخطية ذات الرتب الكسرية حيث قام العديد من الباحثين بدراسة وجود ووحدانية الحل لمعادلات تفاضلية من الرتب الكسرية تعتمد على شروط تخومية تكاملية باستعمال مبرهنات النقطة الثابتة.

لقد درس الباحث G. Wang وآخرون في عام 2012 وجود الحل لمنظومة المعادلات الكسرية التالية
\[ cD^\alpha W(t) + f(t, W(t)) = 0, \quad 0 < t < 1 \]
ذات شروط تخومية تكاملية
\[ W(0) = W'(0) = W(1) = \int_0^1 W(s)ds \]
حيث \( 0 < \alpha < 2 \) و \( \lambda > 0 \) و \( \lambda < \alpha \) و \( \lambda \leq 3 \) و دراسة للحصول على النتائج باستعمال مبرهنة Guo-Krasnosel'skii.

أما الباحث A Cabada وآخرون في عام 2013 فقد درسوا وجود الحل للمعادلة التفاضلية الكسرية التالية
\[ D^\alpha W(t) + f(\lambda, W(t)) = 0, \quad 0 < t < 1 \]
ذات شروط تخومية تكاملية
\[ W(0) = W'(0) = W''(0) = 0, \quad W(1) = \int_0^1 W(n)dn \]
حيث \( 0 < \alpha < 2 \) و \( \lambda > 0 \) و \( \lambda < \alpha \) و دراسة للحصول على النتائج باستعمال مبرهنة Guo-Krasnosel'skii.

في عملنا هذا قمنا بدراسة وجود الحل الموجب لمسألة القيم الحدودية ذات شروط تخومية لمعضلة الأنتراضة التفاضلية اللاخطية التالية
\[ cD^\beta \phi(t) + k(t, \phi(t)) = 0, \quad t \in (0, 1) \]
ذات شروط تخومية تكاملية
\[ \phi(0) = \phi'(0) = \phi''(0) = 0, \quad \phi(1) = \int_0^1 \phi(n)dn \]
حيث \( 0 < \beta < 2 \) و \( \lambda > 0 \) و \( \lambda < \alpha \) و دراسة للحصول على النتائج باستعمال مبرهنة Guo-Krasnosel'skii.

الكلمات المفتاحية: معادلات تفاضلية كسرية، شروط تخومية تكاملية، مبرهنة شاودر، دالة كرين.

1. Introduction

In the last few decades, fractional order calculus has been one of the most rapidly developing areas of mathematical analysis. In fact, a natural phenomenon may depend not only on the time instant but also on the previous time history, which can be successfully modeled by fractional calculus. Also fractional differential equations play an important role because of their application in various fields of science such as mathematics, physics, mechanism, economics, engineering and biological sciences etc. (see [1-4]).

Integral boundary conditions have several applications in real-life problem such as population dynamics, underground water flow, and blood flow problems. For a detailed description of the integral boundary conditions, we refer in this study to some recent papers [5, 6, 7].

Our establishment is the existence of positive solutions of the integral boundary conditions of the following fractional differential equation:-
\[ cD^\beta \mathcal{H}(t) + k(t, \mathcal{H}(t)) = 0 \; , \; 0 < t < 1 \]  
(1)  
\[ \mathcal{H}(0) = \mathcal{H}'(0) = \mathcal{H}''(0) = 0 \; , \; \mathcal{H}(1) = \delta \int_0^1 \mathcal{H}(n)dn \]  
(2)

where \( 3 < \beta \leq 4 \), \( 0 < \delta < 3 \), \( D^\beta \) denotes Caputo standard derivative and \( k: [0,1] \times [0,\infty) \to [0,\infty) \) is a continuous function.

Firstly we obtain the exact expression of the Green's function related to the liner equation

\[ cD^\beta \mathcal{H}(t) + g(t) = 0 \; , \; 0 < t < 1 \]  
(3)

corresponded to the integral condition

\[ \mathcal{H}(0) = \mathcal{H}'(0) = \mathcal{H}''(0) = 0 \; , \; \mathcal{H}(1) = \delta \int_0^1 \mathcal{H}(\rho)d\rho \]

Our work is based on Banach's and Schauder's fixed point theorems.

2. Preliminaries

In this article, we present some definitions, notations, lemmas and theorems from fractional calculus theorem.

**Definition 2.1.** [1] Capote derivative fractional order \( \alpha \) of the function \( J: [0,\infty) \to \mathbb{R} \) is defined as:

\[ cD^\alpha J(t) = \frac{1}{\Gamma(\alpha - \alpha)} \int_0^t \frac{J^{(\rho)}(c)}{(t-c)^{1+\alpha-\alpha}} dc, \rho = [\alpha] + 1, \]

where \([\alpha]\) is the integer part of \( \alpha \).

**Definition 2.2.**[1] Let \( q > 0, g \) be a the function then the, integral of order \( q \) is given by

\[ I^q g(s) = \frac{1}{\Gamma(q)} \int_0^s (s-r)^{q-1} g(r)dr, \; q > 0 \]

Provided the right hand exits a side.

**Lemma 2.1.** [8] Let \( \mu > 0 \),the fractional differential equation \( cD^\mu \mathcal{W}(t) = 0 \) has a unique solution given by the form

\[ \mathcal{W}(t) = \sum_{a=0}^{[\mu]} \frac{\mathcal{W}^{(a)}(0)}{a!} t^a \]

**Lemma 2.2.** [8] let \( \gamma > 0 \), then

\[ I^\gamma \; cD^\gamma s(t) = s(t) \sum_{i=0}^{[\gamma]} \frac{s^{(i)}(0)}{i!} t^i \]

**Theorem 2.1.** [9] (Banach contraction principle)

Let \((Y, d)\) be a complete metric space and \( F: Y \to Y \) contraction. Then \( F \) has a unique solution \( \mathcal{W} \) and \( F^\alpha(y) \to \mathcal{W} \) for each \( y \in Y \) or \((F\mathcal{W} = \mathcal{W})\).

**Theorem 2.2.** [9] (Schauder's fixed point theorems)

Let \( Y \) be a nonempty convex subset of a locally convex liner topological space \( E \), and let \( F: Y \to Y \) be a compact map. Then \( F \) has a fixed point.
Theorem 2.3. Let $3 < \beta \leq 4$ and $\delta \neq 3$. Assume that $g \in C[0,1]$, then the problem (2)-(3) has a unique solution $\mathcal{H}$ given by

$$\mathcal{H}(t) = \int_0^t G(t, \rho)g(\rho)d\rho$$

Where

$$G(t, \rho) = \begin{cases} 
3t^2(1-\rho)^{\beta-1}(\beta - \delta + \delta \rho) - \beta(3-\delta)(t-\rho)^{\beta-1} / (3-\delta)\Gamma(\beta + 1), & 0 \leq \rho \leq t \leq 1 \\
3t^2(1-\rho)^{\beta-1}(\beta - \delta + \delta \rho) / (3-\delta)\Gamma(\beta + 1), & 0 \leq t \leq \rho \leq 1 
\end{cases}$$

(4)

Proof:

According to lemma 2.2, the linear equation (3) is equivalent to the integral equation.

$$\mathcal{H}(t) = -I^\beta g(t) + \sum_{i=0}^{3} \frac{\mathcal{H}^{(i)}(0)}{i!} + t^i$$

$$= -I^\beta g(t) + \mathcal{H}(0) + \mathcal{H}'(0)t + \frac{\mathcal{H}''(0)}{2!}t^2 + \frac{\mathcal{H}'''(0)}{3!}t^3$$

Since $\mathcal{H}(0) = \mathcal{H}'(0) = \mathcal{H}''(0) = 0$, we get

$$\mathcal{H}(t) = -\frac{1}{\Gamma(\beta)} \int_0^1 (1-\rho)^{\beta-1}g(\rho)d\rho + \frac{\mathcal{H}'''(0)}{2}t^2$$

$$\mathcal{H}(1) = -\frac{1}{\Gamma(\beta)} \int_0^1 (1-\rho)^{\beta-1}g(\rho)d\rho + \frac{\mathcal{H}'''(0)}{2}$$

From condition (2), $\mathcal{H}(1) = \delta \int_0^1 \mathcal{H}(\rho)d\rho$

we get

$$\mathcal{H}''(0) = -\frac{2}{\Gamma(\beta)} \int_0^1 (1-\rho)^{\beta-1}g(\rho)d\rho + 2\delta \int_0^1 \mathcal{H}(\rho)d\rho$$

Hence

$$\mathcal{H}(t) = -\frac{1}{\Gamma(\beta)} \int_0^t (t-\rho)^{\beta-1}g(\rho)d\rho - \frac{t^2}{\Gamma(\beta)} \int_0^1 (1-\rho)^{\beta-1}g(\rho)d\rho$$

$$+ \delta t^2 \int_0^1 \mathcal{H}(\rho)d\rho$$

(5)

Let $C = \int_0^1 \mathcal{H}(\rho)d\rho$, then from the above equality, we can get

$$C = \int_0^1 \mathcal{H}(t)dt$$
\[
C = -\frac{1}{3(\delta - \beta)} \int_0^1 (1 - \rho)^{-1} g(\rho) d\rho + \frac{1}{(\delta - \beta) \Gamma(\beta)} \int_0^1 (1 - \rho)^{\beta-1} g(\rho) d\rho
\]

Substituting this value in (5), we get the following expression for the function \( \mathcal{H} \)

\[
\mathcal{H}(t) = -\frac{1}{\Gamma(\beta)} \int_0^t (t - \rho)^{\beta-1} g(\rho) d\rho + \frac{t^2}{\Gamma(\beta)} \int_0^1 (1 - \rho)^{\beta+1} g(\rho) d\rho
\]

\[
- \frac{3\delta t^2}{(\delta - \beta) \Gamma(\beta)} \int_0^1 (1 - \rho)^{\beta} g(\rho) d\rho + \frac{\delta t^2}{(\delta - \beta) \Gamma(\beta)} \int_0^1 (1 - \rho)^{\beta-1} g(\rho) d\rho
\]

\[
= -\frac{1}{\Gamma(\beta)} \int_0^t (t - \rho)^{\beta-1} g(\rho) d\rho + \frac{1}{\Gamma(\beta)} \int_0^t \frac{3t^2}{\beta(\delta - \beta)} (1 - \rho)^{\beta-1} (\beta - \delta + \delta \rho) g(\rho) d\rho
\]

\[
+ \frac{1}{\Gamma(\beta + 1)} \int_0^t \frac{3t^2}{\beta(\delta - \beta)} (1 - \rho)^{\beta-1} (\beta - \delta + \delta \rho) g(\rho) d\rho
\]

\[
= \int_0^t G(t, \rho) g(\rho) d\rho.
\]

The proof is complete. \( \square \)

3. The Main Result

Note: let function \( t \in [0,1] \to \int_0^1 |G(t, \rho)| d\rho \) be continuous on \([0,1], \) so it is bounded.

Let \( Q = \sup \left\{ \int_0^1 |G(t, \rho)| d\rho, t \in [0,1] \right\} \)
Banch's fixed point theorem is our first result.

Let $C([0,1], R^+)$ denotes the Banach space of all continuous functions, on $[0,1]$ in $to R^+$ with norm $\| f \| = \text{Sup} \{ | f(t) | : t \in [0,1] \}$ where $|.|$ is the complete norm on $R$.

**Theorem 3.1.** Assume that

(S1) Let $\eta$ be a constant, then

$$ | h(t,x) - h(t,y) | \leq \eta | x - y | \text{ for } t \in [0,1] \text{ and every } x, y \in R $$

if $\eta Q < 1$ \hspace{1cm} (6)

Then the boundary value problem (1)-(2) has a unique solution.

**Proof:**

Let the operator $J : C \rightarrow C$ be defined as:

$$ J h(t) = \int_0^t G(t, \rho) k(\rho, h(\rho)) d\rho, \text{ where } G(t, \rho) \text{ is the Green's function given by (4) points we will show that } J \text{ is a contraction and from lemma 2.1; the fixed points of } J \text{ are solutions to (1)-(2).} $$

Assume that $x, y \in C([0,1], R^+)$. Then, for each $t \in [0,1]$, we get

$$ \| x(t) - y(t) \| \leq \int_0^1 | G(t, \rho) | | k(\rho, x(\rho)) - k(\rho, y(\rho)) | d\rho \leq \eta \| x - y \| \int_0^1 | G(t, \rho) | d\rho $$

$$ \leq \eta Q \| x - y \| $$

Hence, we have

$$ \| x(t) - y(t) \| \leq M \| x - y \| $$

Where $M = \eta Q < 1$.

The theorem is proved. \hspace{1cm} □

Our second result is based on the Schauder's theorem.

**Theorem 3.2** Assume that

(A1) The function $k : [1,0] \times R^+ \rightarrow R^+$ is continues.

(A2) There exists $N \in C([0,1], R^+)$ and $\phi : [0, \infty) \rightarrow [0, \infty)$ continues and non- dressing such that

$$ | k(t, x) | \leq N \phi(|x|), \text{ for } t \in [0,1] \text{ and each } x \in R^+.$$ 

(A3) There exists a constant $L > 0$ such that
\[
\frac{L}{N_1 \phi(L) Q} > 1
\]

(7)

where \( N_1 = \text{Sup}\{N(r), r \in [0,1]\} \). If the above conditions hold, then the problem (1)-(2) has at least one solution.

**Proof:**

Let \( C^* = \{ \mathcal{A} \in C([0,1], R^+), \|\mathcal{A}\|_\infty \leq L \} \), where \( L \) is a constant. Clearly \( C^* \) is a closed convex subset of \( C([0,1], R^+) \), we will show that \( J \) satisfies the condition of Schauder's theorems.

The proof will be in four steps.

**Step 1:** First we show that \( J \) is continuous.

Let \( \{ \mathcal{A}_m \} \) be a sequence such that \( \mathcal{A}_m \to \mathcal{A} \) in \( C([0,1], R^+) \). Then for each \( t \in [0,1] \). We claim that \( f \) is continuous

\[
|J\mathcal{A}_m(t) - J\mathcal{A}(t)| \leq \int_0^1 |G(t, \rho)||k(\rho, \mathcal{A}_m(\rho)) - k(\rho, \mathcal{A}(\rho))|d\rho
\]

Since \( k \) is continuous \( ||J\mathcal{A}_m(t) - J\mathcal{A}(\rho)||_\infty \to 0 \) as \( m \to \infty \).

**Step 2:** \( J \) map \( C^* \) into an equicontinuous sets of \( C([0,1], R^+) \). Let \( \mathcal{A} \in C^*, t_1, t_2 \in [0,1], t_1 - t_2 < 0 \), then

\[
|J\mathcal{A}(t_2) - J\mathcal{A}(t_1)| = \left| \int_0^1 G(t_2, \rho)k(\rho, \mathcal{A}(\rho))d\rho - G(t_1, \rho)k(\rho, \mathcal{A}(\rho))d\rho \right|
\]

\[
\leq \int_0^1 |G(t_2, \rho) - G(t_1, \rho)||k(\rho, \mathcal{A}(\rho))|d\rho
\]

\[
\leq N_1 \phi(L) \int_0^1 |G(t_2, \rho) - G(t_1, \rho)|d\rho
\]

As \( t_1 \to t_2 \) the right hand side tends to zero as \( t_1 \to t_2 \).

So the operator \( J \) is completely continuous according to Arzela-Ascoli theorem.

**Step 3:** \( J \) maps \( C^* \) in to a bounded set of \( C \). Let \( \mathcal{A} \in C^*, (A2) \) then for each \( t \in [0,1], \) implies

\[
|J\mathcal{A}(t)| \leq \int_0^1 |G(t, \rho)||k(\rho, \mathcal{A}(\rho))|d\rho
\]

\[
\leq N_1 \phi(\|\mathcal{A}\|_\infty) \int_0^1 |G(t, \rho)|d\rho
\]

Therefore

\[
||J\mathcal{A}(t)||_\infty \leq N\phi(L)Q = s.
\]

**Step 4:** \( J(C^*) \subset C^* \)
Let $\mathcal{A} \in \mathcal{C}^*$, then $J\mathcal{A}(t) \in \mathcal{C}^*$. For each $t \in [0,1]$, we get

$$|J\mathcal{A}(t)| \leq \int_0^1 |G(t, \rho)||k(\rho, \mathcal{A}(\rho))|d\rho \leq N_1 \Phi(\|\mathcal{A}\|_{\infty}) \int_0^1 |G(t, \rho)|d\rho$$

thus $\|J\mathcal{A}\|_{\infty} \leq N_1 \Phi(L)Q$

By (7), we have

$$\|J\mathcal{A}(t)\|_{\infty} \leq L$$

so, the operator $J$ has a fixed point $\mathcal{A}$ which will be a solution for (1)-(2). □

4. Conclusion

In this paper, we study boundary value problem with integral conditions for fractional differential equation involving Caputo derivative of order $\beta \in (3,4)$. We establish the existence and uniqueness results of the solution. Our first result is based on Banach contraction principle and our second result is based on Schauder's fixed point theorem.
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