Stationary Patterns of a Ratio-Dependent Predator-Prey System with Cross-Diffusion*
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Abstract. This paper is concerned with a ratio-dependent predator-prey system with diffusion and cross-diffusion in a bounded domain with no flux boundary condition. We establish the existence and non-existence of non-constant positive steady states (patterns). In particular, we show that under certain hypotheses, the cross-diffusion can create stationary patterns even though the corresponding model without cross-diffusion fails.
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1 Introduction

Interaction between the predator and prey influences the population growth of both species, which has been observed from the population data of Canadian lynx and snowshoe hare since the 1840s. Moreover, predator-prey systems can generate rich dynamics and have been of great interest to both applied mathematicians and ecologists since last century. In view that the classical Lotka-Volterra models have unavoidable limitation to precisely describe many realistic phenomena in biological systems in some cases, a major trend in theoretical work on predator-prey dynamics has been launched so as to derive more realistic models and functional responses. Recently, many authors considered
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the following predator-prey system:

\[
\begin{align*}
    u_t &= d_1 \Delta u + u g(u) - v p(u), \quad x \in \Omega, t > 0, \\
    v_t &= d_2 \Delta v + b v - \frac{v^2}{\gamma u}, \quad x \in \Omega, \quad t > 0, \\
    \partial_\nu u &= \partial_\nu v = 0, \quad x \in \partial \Omega, \quad t > 0, \\
    u(x,0) &= u_0(x), \quad v(x,0) = v_0(x), \quad x \in \overline{\Omega},
\end{align*}
\]  

(1.1)

where \( \Omega \subseteq \mathbb{R}^N \) is a bounded domain with smooth boundary \( \partial \Omega \); \( u \) and \( v \) represent the species densities of prey and predator, respectively; the parameter \( b \) is the intrinsic growth rate of the predator; \( \gamma \) takes on the role of the prey-dependent carrying capacity for the predator; the constants \( d_i \) (\( i = 1, 2 \)) are the diffusion coefficients for \( u \) and \( v \), respectively; \( \nu \) is the outward unit normal vector on the boundary \( \partial \Omega \) and \( \partial_\nu = \partial / \partial \nu \). The homogeneous Neumann boundary condition means that (1.1) is self-contained, thus has no population flux across the boundary \( \partial \Omega \). The initial data \( u_0(x) \) and \( v_0(x) \) are smooth non-negative functions on \( \overline{\Omega} \). Biologically, all the parameters appearing in the system are assumed to be positive. A typical case of \( g \) is the logistic type, namely, \( g(u) = r(1 - u/k) \). \( p(u) \) is called the functional response.

Recently, there are some papers concerned with the existence of non-constant positive steady states of (1.1). In particular, Peng and Wang [22] obtained the existence and non-existence of positive non-constant steady states of (1.1) with \( p(u) = qu/(u + m) \). Furthermore, Ko and Ryu [12] also considered the existence and non-existence of non-constant positive steady states of (1.1) with general functions \( g(u) \) and \( p(u) \).

There is growing biological and physical evidence that in many situations, such as when predators have to search, share and compete for food, a more suitable predator-prey model should be based on the ratio-dependent theory (see [1, 2]). On the other hand, in population dynamics, one of the observed features is that different concentration levels of the prey direct the movements of the predator and vice versa. In other words, the movement of a predator at any particular location is influenced by the gradient of the concentration of the prey at that location, and the movement of the prey is affected by the gradient of the concentration of the predator at the same location. Taking this into account, we consider the following ratio-dependent predator-prey system with diffusion and cross-diffusion

\[
\begin{align*}
    u_t - d_1 \Delta u &= ru \left(1 - \frac{u}{k}\right) - \frac{\beta uv}{u + m v}, \quad x \in \Omega, \quad t > 0, \\
    v_t - d_2 \Delta [(1 + d_3 u) v] &= bv - \frac{v^2}{\gamma u}, \quad x \in \Omega, \quad t > 0, \\
    \partial_\nu u &= \partial_\nu v = 0, \quad x \in \partial \Omega, \quad t > 0, \\
    u(x,0) &= u_0(x), \quad v(x,0) = v_0(x), \quad x \in \overline{\Omega},
\end{align*}
\]  

(1.2)

Here, the parameter \( m \) represents the saturation rate; in (1.2), \( d_3 \) called the cross-diffusion coefficient, is a non-negative constant. We rewrite

\[
d_2 \Delta [(1 + d_3 u)v] = d_2 \text{div} \left((1 + d_3 u) \nabla v + d_3 v \nabla u\right),
\]
and regard \(-d_2(1 + d_3u)\nabla v - d_2d_3v\nabla u\) as the flux of the predator \(v\). If \(d_3 > 0\), the term \(-d_2d_3v\nabla u\) of the flux of the predator is directed towards the decreasing population density of \(u\). More details about the cross-diffusion can be found in [4, 13, 16, 17, 21, 24, 27].

For simplicity, we nondimensionalize system (1.2) with the following scaling \(u \to u/k\), \(v \to v/(\gamma k)\), \(t \to rkt\), then system (1.2) takes the form

\[
\begin{align*}
  u_t - \frac{d_1}{kr} \Delta u &= u_k(1 - u) - \frac{\beta \gamma uv}{kr(u + m\gamma v)}, & x \in \Omega, \ t > 0,
  \\
  v_t - \frac{d_2}{kr} \Delta [(1 + d_3 ku)v] &= \frac{v}{kr} \left( b - \frac{v}{u} \right), & x \in \Omega, \ t > 0,
  \\
  \partial_\nu u &= \partial_\nu v = 0, & x \in \partial \Omega, \ t > 0,
  \\
  u(x, 0) &= u'_0(x), \ v(x, 0) = v'_0(x), & x \in \Omega.
\end{align*}
\]

For this kind of the partial differential equation model, an important issue is to find the non-constant positive steady state, which is related to the non-constant positive solution of the corresponding elliptic equations. Thus, in our paper, we shall study the following system

\[
\begin{align*}
  -d_1 \Delta u &= ru(1 - u) - \frac{\beta uv}{u + mv}, & x \in \Omega,
  \\
  -d_2 \Delta [(1 + d_3 u)v] &= v(1 - v/u), & x \in \Omega,
  \\
  \partial_\nu u &= \partial_\nu v = 0, & x \in \partial \Omega.
\end{align*}
\] (1.3)

Here, for simplicity, we take \(b = 1\) in system (1.3).

In the past decades, there have been many works on the existence and non-existence of non-constant positive steady states of ecological models with diffusion or cross-diffusion under the homogeneous Neumann boundary conditions. One can refer to [4, 3, 11, 12, 19, 20, 21, 22, 24, 26, 27]. The role of diffusion in modelling many physical, chemical and biological processes has been extensively studied. Starting with Turing’s seminal paper [25], diffusion and cross-diffusion have been observed as causes of the spontaneous emergence of ordered structures, called patterns in a variety of non-equilibrium situations. They include the Gierer-Meinhardt model [7, 8, 28], the Sel’kov model [5, 26], the Lotka-Volterra competition model [15, 16, 17] and the Lotka-Volterra predator-prey model [4, 6, 9, 10, 19, 20] and so on.

The main purpose of this paper is to study the effect of the cross-diffusion pressure on the existence of non-constant positive steady states of (1.3). We will show that even though the unique constant solution is globally asymptotically stable for (1.3) with \(d_3 = 0\), non-constant positive solution can still exist due to the emergence of the cross-diffusion. Our result implies that cross-diffusion can create stationary patterns. For the related results, the interested readers can refer to [4, 16, 24] and references therein.

Throughout the paper, the positive solution of (1.3) refers to a classical one with \(u > 0, v > 0\) on \(\bar{\Omega}\). It is easy to see that (1.3) has a semi-trivial non-negative solution \(u^0 = (1, 0)\) and a unique positive constant solution \(u^* = (u^*, v^*)\), where

\[
u^* = 1 - \frac{\beta}{r(1 + m)}, \quad v^* = u^*.
\]
Obviously, \( u^* = (u^*, v^*) \) exits if and only if \( \beta < r(1 + m) \). In the sequel, we always assume \( \beta < r(1 + m) \), unless otherwise stated.

For non-constant solutions, there are two major methods in establishing the existence of nontrivial solutions to elliptic systems, namely, singular perturbation (see [9, 10]) and bifurcation. A variation of the bifurcation technique is the powerful Leray-Schauder degree approach (see [6, 19, 20, 26]) which will be used in our paper.

The organization of this paper is as follows. In Section 2, we first establish a priori upper and lower bounds for the positive solutions of (1.3). Section 3 deals with the non-existence of the non-constant positive solutions of (1.3). Finally, in Section 4, we establish the existence of non-constant positive solutions of (1.3) for a range of diffusion and cross-diffusion coefficients.

2 A Priori Estimates for Positive Solutions

In this section, we shall give a priori estimates for the positive solutions of (1.3). First, we recall the following two lemmas, which can be found in [14, 16].

**Lemma 1 [Maximum Principle [16]].** Suppose that \( g \in C(\bar{\Omega} \times \mathbb{R}) \).

(i) Assume that \( w \in C^2(\Omega) \cap C^1(\bar{\Omega}) \) and satisfies

\[
\Delta w(x) + g(x, w(x)) \geq 0 \quad \text{in } \Omega, \quad \partial_\nu w \leq 0 \quad \text{on } \partial \Omega.
\]

If \( w(x_0) = \max_{\bar{\Omega}} w \), then \( g(x_0, w(x_0)) \geq 0 \).

(ii) Assume that \( w \in C^2(\Omega) \cap C^1(\bar{\Omega}) \) and satisfies

\[
\Delta w(x) + g(x, w(x)) \leq 0 \quad \text{in } \Omega, \quad \partial_\nu w \geq 0 \quad \text{on } \partial \Omega.
\]

If \( w(x_0) = \min_{\bar{\Omega}} w \), then \( g(x_0, w(x_0)) \leq 0 \).

**Lemma 2 [Harnack Inequality [14]].** Assume that \( c \in C(\bar{\Omega}) \) and let \( w \in C^2(\Omega) \cap C^1(\bar{\Omega}) \) be a positive solution to

\[
\Delta w(x) + c(x)w(x) = 0 \quad \text{in } \Omega, \quad \partial_\nu w = 0 \quad \text{on } \partial \Omega.
\]

Then there exists a positive constant \( C^* = C^*(\|c\|_\infty, \Omega) \) such that

\[
\max_{\bar{\Omega}} w \leq C^* \min_{\bar{\Omega}} w.
\]

Note that the positive solution \((u, v)\) satisfying (1.3) refers to a classical one, so we can apply the above two lemmas. For convenience, we denote the constants \( r, \beta, m \) collected by \( \Lambda \).

**Theorem 1.** Assume that \( \beta \leq rm \). Let \( D_1, D_2 \) be arbitrary fixed positive constants. Then there exist positive constants \( C_1 = C_1(\Lambda, D_1, D_2) \) and \( C_2 = C_2(\Lambda, D_1, D_2) \) such that any positive solution \((u, v)\) of (1.3) satisfies

\[
C_2 < u(x), v(x) < C_1, \quad \forall x \in \bar{\Omega},
\]

provided that \( d_1, d_2 \geq D_1, d_3/d_2 \leq D_2 \).
Proof. Since
\[-d_1 \Delta u = ru(1-u) - \frac{\beta uv}{u+mv} \leq ru(1-u),\]
we can easily get \(\max_{\Omega} u \leq 1\) by the maximum principle.

Let \(\varphi(x) = v(1 + d_3 u)\) and assume \(\varphi(x_0) = \max_{\Omega} \varphi(x)\). Then, by the maximum principle, we have \(v(x_0) \leq u(x_0) \leq 1\). Therefore,
\[
\max_{\Omega} v(x) = \max_{\Omega} \frac{\varphi(x)}{1 + d_3 u} \leq \max_{\Omega} \varphi(x) = v(x_0)(1 + d_3 u(x_0)) \leq 1 + d_3.
\]

In the following, we prove that \((u, v)\) has a positive lower bound. Let
\[
c_1(x) = \frac{1}{d_1} \left[ r(1-u) - \frac{\beta v}{u+mv} \right], \quad c_2(x) = \frac{1}{d_2} \frac{1 - v/u}{1 + d_3 u}
\]
Thus, \(u\) and \(\varphi\) satisfy
\[
\begin{cases}
\Delta u + c_1(x) u = 0 & \text{in } \Omega, \quad \partial_\nu u = 0 \quad \text{on } \partial \Omega, \\
\Delta \varphi + c_2(x) \varphi = 0 & \text{in } \Omega, \quad \partial_\nu \varphi = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]
We can find positive constants \(\tilde{C}(D_1, D_2, \Lambda)\) and \(C^* = C^*(D_1, D_2, \Lambda)\) such that
\[
\left\| c_1 \right\|_\infty = \left\| \frac{1}{d_1} \left[ r(1-u) - \frac{\beta v}{u+mv} \right] \right\|_\infty \leq \tilde{C}.
\]
Then, we have that \(\max_{\Omega} u \leq C^* \min_{\Omega} u\) by the Harnack inequality. Furthermore,
\[
\left\| c_2 \right\|_\infty = \left\| \frac{1}{d_2} \frac{1 - v/u}{1 + d_3 u} \right\|_\infty = \left\| \frac{1}{d_2} \frac{u-v}{(1+d_3 u)u} \right\|_\infty \leq \frac{1}{d_2} + \frac{\max_{\Omega} v}{d_2 \min_{\Omega} u}
\]
\[
\leq C \frac{\max_{\Omega} \varphi}{d_2 \min_{\Omega} u} = C + \frac{v(x_0)(1 + d_3 u(x_0))}{d_2 \min_{\Omega} u} \leq C + \frac{(1 + d_3) \max_{\Omega} u}{d_2 \min_{\Omega} u} \leq \tilde{C}.
\]
So, we get that \(\max_{\Omega} \varphi \leq C^* \min_{\Omega} \varphi\).

Then, there is a constant \(C_1^* = C_1^*(D_1, D_2, \Lambda)\) such that
\[
\frac{\max_{\Omega} v}{\min_{\Omega} v} \leq \frac{\max_{\Omega} \varphi}{\min_{\Omega} \varphi} \cdot \frac{\max_{\Omega} (1 + d_3 u)}{\min_{\Omega} (1 + d_3 u)} \leq C^* \frac{\max_{\Omega} u}{\min_{\Omega} u} \leq C_1^*.
\]

By way of contradiction, we suppose that \((u, v)\) does not have a positive lower bound, then there is a sequence \((d_{1,i}, d_{2,i}, d_{3,i})_{i=1}^\infty\), \(d_{1,i}, d_{2,i} \geq D_1, d_{3,i} \geq 0\), such that the positive solution \((u_i, v_i)\) of (1.3) corresponding to \((d_{1,i}, d_{2,i}, d_{3,i}) = (d_{1,i}, d_{2,i}, d_{3,i})\) satisfies
\[
\min_{\Omega} u_i(x) \to 0 \quad \text{or} \quad \min_{\Omega} v_i(x) \to 0 \quad \text{as} \quad i \to \infty,
\]
\[\text{Math. Model. Anal., 16(3):461–474, 2011.}\]
where \((u_i, v_i)\) solves the following equations

\[
\begin{align*}
-d_{1,i} \Delta u_i &= ru_i(1-u_i) - \frac{\beta u_i v_i}{u_i + mv_i} \quad \text{in } \Omega, \\
-d_{2,i} \Delta [(1 + d_{3,i} u_i)v_i] &= v_i (1 - vi/u_i) \quad \text{in } \Omega, \\
\partial_{\nu} u_i &= \partial_{\nu} v_i = 0 \quad \text{on } \partial \Omega.
\end{align*}
\] (2.1)

Integrating over \(\Omega\) by parts for (2.1) yields

\[
\int_{\Omega} u_i \left[ r(1-u_i) - \frac{\beta v_i}{u_i + mv_i} \right] \, dx = 0, \quad \int_{\Omega} v_i \left( 1 - \frac{v_i}{u_i} \right) \, dx = 0.
\] (2.2)

Then there exists \(x_i \in \bar{\Omega}\) such that \(v_i(x_i) = u_i(x_i)\) for all \(i \geq 1\). So, based on the above argument, we deduce that both \(u_i\) and \(v_i\) converge to zero uniformly on \(\bar{\Omega}\) as \(i \to \infty\). Note that \(\varphi = (1 + d_3 u)v\), we can rewrite (1.3) as

\[
\begin{align*}
-d_1 \Delta u &= u \left[ r(1-u) - \frac{\beta \varphi}{u(1+d_3 u) + m\varphi} \right] \quad \text{in } \Omega, \\
-d_2 \Delta \varphi &= \frac{\varphi}{1+d_3 u} \left( 1 - \frac{\varphi}{u(1+d_3 u)} \right) \quad \text{in } \Omega, \\
\partial_{\nu} u &= \partial_{\nu} \varphi = 0 \quad \text{on } \partial \Omega,
\end{align*}
\] (2.3)

then it is clear that \(u_i \to 0, \varphi_i \to 0\) as \(i \to \infty\). Let

\[
w_i = \frac{u_i}{\|u_i\|_\infty + \|\varphi_i\|_\infty} \quad \text{and} \quad z_i = \frac{\varphi_i}{\|u_i\|_\infty + \|\varphi_i\|_\infty}.
\]

Then \((w_i, z_i)\) satisfies

\[
\begin{align*}
-d_{1,i} \Delta w_i &= w_i \left[ r(1-u_i) - \frac{\beta z_i}{w_i(1+d_{3,i} u_i)+mz_i} \right] \quad \text{in } \Omega, \\
-d_{2,i} \Delta z_i &= \frac{z_i}{1+d_{3,i} u_i} \left( 1 - \frac{z_i}{w_i(1+d_{3,i} u_i)} \right) \quad \text{in } \Omega, \\
\partial_{\nu} w &= \partial_{\nu} z = 0 \quad \text{on } \partial \Omega.
\end{align*}
\] (2.4)

Integrating over \(\Omega\), we have

\[
\begin{align*}
\int_{\Omega} w_i \left[ r(1-u_i) - \frac{\beta z_i}{w_i(1+d_{3,i} u_i)+mz_i} \right] \, dx &= 0, \\
\int_{\Omega} \frac{z_i}{1+d_{3,i} u_i} \left[ 1 - \frac{z_i}{w_i(1+d_{3,i} u_i)} \right] \, dx &= 0.
\end{align*}
\] (2.5)

Since \(d_{1,i}, d_{2,i} \geq D_1\), by the standard regularity theorem for elliptic equations, we can get the existence of a subsequence \((w_i, z_i) \to (w, z)\) for some non-negative functions \(w, z\). Since \(\|w_i\|_\infty + \|z_i\|_\infty = 1\), we obtain

\[
\|w\|_\infty + \|z\|_\infty = 1.
\]

By the expression of \((w_i, z_i)\), we know that \((w_i, z_i)\) satisfies the Harnack inequality. Thus, by taking \(i \to \infty\), we can conclude that \((w, z)\) satisfies the Harnack inequality. Hence, if \(\omega(x)\) or \(z(x)\) is equal to zero at some point \(x_0\), then
Letting $w(x) \equiv 0$ or $z(x) \equiv 0$, $x \in \bar{\Omega}$ by the Harnack inequality. As $\|w\|_{\infty} + \|z\|_{\infty} = 1$, consequently, if $w(x_0) = 0$ for some point $x_0$, then $w(x) \equiv 0, \|w\|_{\infty} = 0$, thus $z(x)$ can not attain zero at any point $x \in \bar{\Omega}$, $z(x) > 0, x \in \bar{\Omega}$. So $w(x) + z(x) > 0$ on $\bar{\Omega}$. If $z(x_0) = 0$ for some point $x_0 \in \Omega$, similarly, we can obtain $w(x) + z(x) > 0$ on $\bar{\Omega}$. Therefore, we have $w(x) + z(x) > 0$ on $\bar{\Omega}$ in any case. Letting $i \to \infty$ in (2.5), we get

$$\int_{\Omega} w \left[ r - \frac{\beta z}{w + mz} \right] \, dx = 0, \quad \int_{\Omega} z \left[ 1 - \frac{z}{w} \right] \, dx = 0.$$  

By a simple observation, we have neither $w \equiv 0$ nor $z \equiv 0$, thus $w > 0, z > 0$. While

$$\int_{\Omega} w \left[ r - \frac{\beta z}{w + mz} \right] \, dx = \int_{\Omega} w \frac{rw + (rm - \beta)z}{w + mz} \, dx = 0,$$

and $\beta \leq rm$, we get a contradiction. This completes the proof. \( \square \)

### 3 Non-existence of Non-constant Positive Solutions

In this section, we shall give some sufficient conditions for the non-existence of non-constant positive solutions of (1.3).

**Theorem 2.** Let the assumptions in Theorem 1 hold. Assume that $\varepsilon$ is an arbitrary positive constant and $D_1, D_2$ are two given positive constants. Then there exists a positive constant $C = C(\Lambda, D_1, D_2, \varepsilon)$ such that (1.3) has no non-constant positive solutions provided that $d_1 > C(1 + d_2^2 d_3^2)$.

**Proof.** Let $(u, v)$ be a positive solution of (1.3) and denote $\tilde{g} = \frac{1}{|\Omega|} \int_{\Omega} g \, dx$ for any $g \in L^1(\Omega)$. Assume $d_1, d_2 \geq D_1$, then multiplying the corresponding equation in (1.3) by $\frac{u - \bar{u}}{u}$ and $\frac{v - \bar{v}}{v}$, respectively, and integrating over $\Omega$, we have that

$$\int_{\Omega} \left\{ d_1 \frac{\bar{u}}{u^2} |\nabla u|^2 + \frac{d_2 (1 + d_3 u) \bar{v}}{v^2} |\nabla v|^2 + \frac{d_2 d_3 \bar{v}}{v} \nabla u \cdot \nabla v \right\} \, dx$$

$$= \int_{\Omega} \left\{ \left[ r(1 - u) - \frac{\beta v}{u + mv} \right] (u - \bar{u}) + \left( 1 - \frac{v}{u} \right) (v - \bar{v}) \right\} \, dx$$

$$= \int_{\Omega} \left\{ (u - \bar{u})^2 \left[ -r + \frac{\beta \bar{v}}{(u + mv)(\bar{u} + m\bar{v})} \right] + \left[ \frac{\beta \bar{u}}{(u + mv)(\bar{u} + m\bar{v})} + \frac{\bar{v}}{u \bar{u}} \right] (u - \bar{u}) (v - \bar{v}) - \frac{1}{u} (v - \bar{v})^2 \right\} \, dx$$

then, by Theorem 1 and the $\varepsilon$–Young Inequality, we get

$$\int_{\Omega} \left\{ d_1 \frac{\bar{u}}{u^2} |\nabla u|^2 + \frac{d_2 (1 + d_3 u) \bar{v}}{v^2} |\nabla v|^2 \right\} \, dx$$

$$\leq \int_{\Omega} \left\{ C_1(\varepsilon)(u - \bar{u})^2 + \left( \varepsilon - \frac{1}{u} \right) (v - \bar{v})^2 + \frac{d_2^2 d_3^2 \varepsilon}{4 \varepsilon v^2} |\nabla u|^2 + \varepsilon |\nabla v|^2 \right\} \, dx,$$

Math. Model. Anal., 16(3):461–474, 2011.
where \( \varepsilon \) is an arbitrary small positive constant arising from Young’s inequality, \( C_1(\varepsilon) \) depends only on \( \Lambda, \Omega, \varepsilon \). It follows from the Poincaré inequality that
\[
\int_\Omega \left\{ d_1 \frac{\bar{u}}{u^2} |\nabla u|^2 + \frac{d_2(1 + d_3 u) \bar{v}}{v^2} |\nabla v|^2 \right\} \, dx \leq \int_\Omega C(\varepsilon)(1 + d_2^2 d_3^2) |\nabla u|^2 \, dx.
\]
Hence, we can deduce that there exists a positive constant \( C = C(\Lambda, D_1, D_2, \varepsilon) \) such that \( (u, v) \equiv (\bar{u}, \bar{v}) \) if \( d_1 > C(1 + d_2^2 d_3^2) \), which asserts our result. \( \Box \)

Let \( \lambda_1 \) be the smallest positive eigenvalue of the operator \(-\Delta\) under homogeneous Neumann boundary condition over \( \Omega \).

**Theorem 3.** Let the assumptions in Theorem 1 hold. Assume that \( \varepsilon \) is an arbitrary positive constant and \( D_1, D_2 \) are two given positive constants. Then there exists a positive constant \( C = C(\Lambda, D_1, D_2, \varepsilon) \) such that (1.3) has no positive non-constant solutions provided that
\[
d_1 > r/\lambda_1 + \varepsilon, d_2 > C(1 + d_2^2 d_3^2).
\]

**Proof.** Let \((u, v)\) be a positive solution of (1.3) and \( \bar{g} = \frac{1}{|\Omega|} \int_\Omega g \, dx \) for any \( g \in L^1(\Omega) \). Multiplying the first equation of (1.3) by \((u - \bar{u})\), we have
\[
\int_\Omega d_1 |\nabla u|^2 \, dx = \int_\Omega \left[ ru(1 - u) - \frac{\beta uv}{u + mv} \right] (u - \bar{u}) \, dx
= \int_\Omega \left\{ (u - \bar{u})^2 \left[ -r + r(u + \bar{u}) - \frac{\beta mv}{u + mv}(u - \bar{u})(v - \bar{v}) \right] \right\} \, dx
\leq \int_\Omega \left\{ (r + \varepsilon_1) (u - \bar{u})^2 + C_1(\varepsilon_1) (v - \bar{v})^2 \right\} \, dx,
\]
where \( \varepsilon_1 \) is an arbitrary small positive constant arising from Young’s inequality, \( C_1(\varepsilon_1) \) depends only on \( \Lambda, \Omega, \varepsilon \).

Multiplying the second equation of (1.3) by \((v - \bar{v})\), we get
\[
\int_\Omega \left\{ d_2(1 + d_3 u) |\nabla v|^2 + d_2 d_3 v \nabla u \cdot \nabla v \right\} \, dx = \int_\Omega \left( v - \frac{v^2}{u} \right) (v - \bar{v}) \, dx
= \int_\Omega \left\{ 1 - \frac{v + \bar{v}}{u} \right\} (v - \bar{v})^2 + \frac{\bar{v}^2}{u \bar{u}} (u - \bar{u})(v - \bar{v}) \right\} \, dx.
\]
Thus, following the Poincaré inequality, we have that
\[
\int_\Omega d_2(1 + d_3 u) |\nabla v|^2 \, dx
= \int_\Omega \left\{ (v - \bar{v})^2 \left( 1 - \frac{v + \bar{v}}{u} \right) + \frac{\bar{v}^2}{u \bar{u}} (u - \bar{u})(v - \bar{v}) - d_2 d_3 v \nabla u \cdot \nabla v \right\} \, dx
\leq \int_\Omega \left\{ \varepsilon_1 (u - \bar{u})^2 + C_2(\varepsilon_1) (v - \bar{v})^2 + \varepsilon_1 |\nabla u|^2 + \frac{d_2^2 d_3^2 v^2}{4 \varepsilon_1} |\nabla v|^2 \right\} \, dx
\leq \int_\Omega \left\{ (1 + 1/\lambda_1) \varepsilon_1 |\nabla u|^2 + C_3(\varepsilon_1)(1 + d_2^2 d_3^2) |\nabla v|^2 \right\} \, dx,
\]
where $C_2(\varepsilon_1)$ and $C_3(\varepsilon_1)$ depend on $\Lambda, \Omega, \varepsilon_1$. Then,

$$
\int_{\Omega} d_1 |\nabla u|^2 + d_2 (1 + d_3 u) |\nabla v|^2 \, dx
\leq \int_{\Omega} (r/\lambda_1 + \varepsilon) |\nabla u|^2 + C(\varepsilon)(1 + d_2^2 d_3^2) |\nabla v|^2 \, dx.
$$

By the above inequality, we can see that there exists a positive constant $C = C(\Lambda, D_1, D_2, \varepsilon)$ such that $(u, v) \equiv (\bar{u}, \bar{v})$ if $d_1 > r/\lambda_1 + \varepsilon, d_2 > C(\varepsilon)(1 + d_2^2 d_3^2)$, which asserts our result. The proof is completed.  

4 Existence of Non-constant Positive Solutions

In this section, we are concerned with the existence of the non-constant positive solutions of (1.3). In particular, by applying the Leray-Schauder topological degree theory, we show that for certain ranges of parameters, system (1.3) can produce patterns while the system without cross-diffusion does not have any non-constant positive steady state.

Let $w = v(1 + d_3 u)$ and $w^* = v^*(1 + d_3 u^*)$. Denote $\tilde{u} = (u^*, w^*), u = (u, w)$. Clearly, (1.3) is equivalent to the following equation

$$(I - G)(u) = 0, \quad (4.1)$$

where

$$G(u) = \left((I - d_1 \Delta)^{-1} \left[r u(1 - u) + u - \frac{\nu u w}{u(1 + d_3 u) + m w}\right]\right),$$

$$(I - d_i \Delta)^{-1}(i = 1, 2)$$

is the inverse of $I - d_i \Delta$ with homogeneous Neumann boundary condition. As the operator $(I - d_i \Delta)^{-1} : C(\bar{\Omega}) \to C(\bar{\Omega}) (i = 1, 2)$ exist and are compact, $G : [C(\bar{\Omega})]^2 \to [C(\bar{\Omega})]^2$ is also compact. To apply the degree theory, we first compute the index of $I - G$ at $\tilde{u}$. Consider the following eigenvalue problem

$$(I - d_1 \Delta)^{-1}((I - d_i \Delta)^{-1} (1 + d_3 u)) = \mu (y, z), \quad (y, z) \neq (0, 0). \quad (4.2)$$

By the Leray-Schauder theorem (see [18, P37-38]), we have that if 0 is not the eigenvalue of (4.2), then

$$\text{index}(I - G, \tilde{u}) = (-1)^{\ell}, \quad \ell = \sum_{\mu > 0} n_{\mu}, \quad (4.3)$$

where $n_{\mu}$ is the multiplicity of the positive eigenvalue $\mu$ of (4.2). After some computations, we can get that finding the solutions of (4.2) is equivalent to
solving
\[
\begin{align*}
-d_1(\mu + 1)\Delta y + & \left[ \mu - r + 2ru^* + \frac{\beta (m + (m - 1)d_3u^*)}{(m + 1)^2(1 + d_3u^*)} \right] y \\
& + \frac{\beta}{(m + 1)^2(1 + d_3u^*)} z = 0, \\
-d_2(\mu + 1)\Delta z & - \frac{1 + 2d_3u^*}{1 + d_3u^*} y + \left( \mu + \frac{1}{1 + d_3u^*} \right) z = 0 \quad \text{in } \Omega, \\
\partial_\nu y = \partial_\nu z & = 0 \quad \text{on } \partial \Omega.
\end{align*}
\] (4.4)

Let 0 = \lambda_0 < \lambda_1 < \cdots < \lambda_k < \cdots denote the eigenvalues of the operator \(-\Delta\) subject to the homogeneous Neumann boundary condition. From the above, we see that \(\mu\) is an eigenvalue of (4.2) if and only if \(P_k(\mu) = 0\) for some \(k \geq 0\), where

\[
P_k(\mu) = \det \left( \mu + \begin{pmatrix}
\frac{d_1\lambda_k - r + 2ru^* + \beta (m + (m - 1)d_3u^*)}{1 + d_1\lambda_k} \\
\frac{\beta}{(1 + m)^2(1 + d_3u^*)}\end{pmatrix}\right).
\]

Let \(m_\mu\) denote the multiplicity of \(\mu\) for the positive solution of \(P_k(\mu) = 0\) and \(\ell_k\) denote the multiplicity of \(\lambda_k\). Then, by (4.3), we get that if \(P_k(0) \neq 0\) for all \(k \geq 0\),

\[
\text{index } (I - G, \bar{u}) = (-1)^\ell, \quad \ell = \sum_{k=0}^{\infty} \sum_{\mu > 0, P_k(\mu) = 0} m_\mu \ell_k.
\]

**Lemma 3.** If \(d_3 = 0\), then there is a positive constant \(\bar{D}_1 = \bar{D}_1(d_2, \Lambda)\) such that

\[
\text{index } (I - G, \bar{u}) = 1 \quad \text{for all } d_1 \geq \bar{D}_1.
\]

**Proof.** If \(d_3 = 0\), then system (1.3) reduces to
\[
\begin{align*}
-d_1\Delta u & = ru(1 - u) - \frac{\beta uv}{u + mv}, \quad \text{in } \Omega, \\
-d_2\Delta v & = v(1 - v/u), \quad \text{in } \Omega, \\
\partial_\nu u = \partial_\nu v & = 0, \quad \text{on } \partial \Omega.
\end{align*}
\]

Thus, the corresponding \(P_k(\mu)\) is

\[
P_k(\mu) = \det \left( \mu + \begin{pmatrix}
\frac{d_1\lambda_k - r + 2ru^* + \beta m/(m + 1)^2}{1 + d_1\lambda_k} \\
\frac{\beta}{(1 + m)^2(1 + d_1\lambda_k)}\end{pmatrix}\right)
\]

\[
= \det \left( \mu + \begin{pmatrix}
\frac{d_1\lambda_k + (r/m + 1)(m + 2)u^* - 1}{1 + d_1\lambda_k} \\
\frac{\beta}{(1 + m)^2(1 + d_1\lambda_k)}\end{pmatrix}\right).
\]

For \(k = 0\), \(\lambda_0 = 0\) and the constant term of \(P_0(\mu)\) is
\[
\frac{r}{m + 1} [(m + 2)u^* - 1] + \frac{\beta}{(m + 1)^2} = ru^* > 0,
\] (4.5)
thus \( \mu = 0 \) is not the root of \( P_0(\mu) = 0 \). For \( k \geq 1 \), we have \( \lambda_k \geq \lambda_1 > 0 \) and \( \lim_{d_1 \to \infty} P_k(\mu) = (\mu + 1)^2 \) for all \( k \geq 1 \), then there exists a constant \( \tilde{D}_1 \) such that for all \( k \geq 1 \), \( P_k(\mu) \) has no roots with positive real parts provided \( d_1 \geq \tilde{D}_1 \). Consequently, from (4.5), we get

\[
\text{index} (I - G, \tilde{u}) = (-1)^{r_0}, \quad r_0 = \sum_{\mu > 0, P_0(\mu) = 0} m_\mu.
\]

Moreover, since the constant term of \( P_0(\mu) \) is positive, we obtain \( \text{index} (I - G, \tilde{u}) = 1 \), which asserts our result. □

For all \( k \geq 0 \), by some computations, we obtain that the constant term of \( P_k(\mu) \) is

\[
M(k) = \frac{H(d_3)}{(1 + d_1 \lambda_k)(1 + d_2 \lambda_k)(1 + d_3 u^*)},
\]

where \( H(d_3) \) is defined as

\[
H(d_3) = d_3 u^* \left[ d_1 d_2 \lambda_k^2 + d_2 \lambda_k \left( r(2u^* - 1) + \frac{\beta (m - 1)}{(m + 1)^2} \right) \right] + ru^* + d_1 \lambda_k
\]

\[
+ d_1 d_2 \lambda_k^2 + d_2 \lambda_k \left[ r(2u^* - 1) + \beta m/(m + 1)^2 \right].
\]

Let \( Q = r(1 - 2u^*) - \beta(m - 1)/(m + 1)^2 \). We assume that \( Q > 0 \), and \( H(d_3) \neq 0 \) for all \( k \geq 0 \).

Remark 1. Since

\[
Q = r(1 - 2u^*) - \frac{\beta (m - 1)}{(m + 1)^2} = \frac{\beta (m + 3) - r(m + 1)^2}{(m + 1)^2},
\]

then \( Q > 0 \Leftrightarrow \beta > r(m + 1)^2/(m + 3) \). As we assume \( \beta < rm \), it is necessary to assume that

\[
rm > r(m + 1)^2/(m + 3).
\]

This condition is equivalent to \( m > 1 \), and thus we need the condition \( m > 1 \).

We can see that

\[
P_k = \left( \mu + \frac{d_2 \lambda_k}{1 + d_2 \lambda_k} \right) \left( \mu + \frac{d_1 \lambda_k - Q}{1 + d_1 \lambda_k} \right) + \mathcal{O}\left( \frac{1}{d_3} \right).
\]

Consequently, we assume that \( Q/d_1 \in (\lambda_k^*, \lambda_{k^*+1}) \), as equation

\[
\left( \mu + \frac{d_2 \lambda_k}{1 + d_2 \lambda_k} \right) \left( \mu + \frac{d_1 \lambda_k - Q}{1 + d_1 \lambda_k} \right) = 0
\]

has only one positive root for \( k \leq k^* \) and the roots are all negative for \( k > k^* \).

Thus, we can find a positive constant \( \tilde{D} \) such that the polynomial \( P_k(\mu) = 0 \) has only one simple positive root for \( k \leq k^* \) while all roots of \( P_k(\mu) = 0 \) have negative real parts for \( k > k^* \) when \( d_1 \geq \tilde{D} \). So we obtain the following lemma.
Lemma 4. Assume that \( H(d_3) \neq 0 \) for all \( k \geq 0 \), \( Q > 0 \) and \( \frac{Q}{d_1} \in (\lambda_{k^*}, \lambda_{k^*+1}) \) for some \( k^* \geq 0 \). Then there exists a positive constant \( \tilde{D} = \tilde{D}(D_1, D_2, \Lambda) \) such that for all \( d_3 \geq \tilde{D} \),

\[
\text{index} \left( I - G, \tilde{u} \right) = (-1)^{\ell}, \quad \ell = \sum_{i=0}^{k^*} \ell_i.
\]

Theorem 4. Suppose that the assumptions in Theorem 1 and Lemma 4 hold. If \( \sum_{i=0}^{k^*} \ell_i = \text{odd} \), then there exists a positive constant \( \tilde{D} = \tilde{D}(D_1, D_2, \Lambda) \) such that for all \( d_3 \geq \tilde{D} \), (1.3) has at least one non-constant positive solution.

Proof. To prove the theorem, we assume (1.3) has no non-constant positive solution for some \( d_3 \geq \tilde{D} \). Fix \( d_2 > D_1 \) and let \( d_1 \) be large enough such that Theorem 2 and Lemma 3 hold for \( d_3 = 0 \). For \( 0 \leq t \leq 1 \), we define

\[
G(u, t) = \left( I - [td_1 + (1 - t)d_2] \Delta \right)^{-1} \left[ (1 - t)(1 - u) + u - \frac{\beta uw}{u(1 + td_2) + mw} \right] + \left( I - [td_2 + (1 - t)d_1] \Delta \right)^{-1} \left[ w + \frac{w}{1 + td_2} \right].
\]

By Theorem 1, there exists a positive constant \( C_1 \) such that (4.1) has no positive solution on \( \partial \Sigma \), where

\[
\Sigma = \{(u, w) \in [C(\tilde{\Omega})]^2 : 1/C_1 < u, w < C_1 \}.
\]

Since \( G(u, t) : \Sigma \times [0, 1] \rightarrow [C(\tilde{\Omega})]^2 \) is compact, we can define the degree

\[
\text{deg} \left( I - G(\cdot, t), \Sigma, 0 \right) = \text{deg} \left( I - G(\cdot, 1), \Sigma, 0 \right).
\]

Since we assume that for some \( d_3 \geq \tilde{D} \), (4.1) has no non-constant positive solution, then, by Lemma 4, we have

\[
\text{deg} \left( I - G(\cdot, 1), \Sigma, 0 \right) = \text{index} \left( G(\cdot, 1), \tilde{u} \right) = (-1)^{\ell} = -1,
\]

while

\[
\text{deg} \left( I - G(\cdot, 0), \Sigma, 0 \right) = \text{index} \left( G(\cdot, 0), \tilde{u} \right) = 1.
\]

Thus, we get a contradiction. The proof is completed. \( \square \)

Remark 2. In order to keep the system considered in [23] in accord with system (1.3) in our paper, we take \( \lambda = r = 1 \). In this case, by [23, Theorem 2.1], we know that the unique constant positive steady state \( u^* = (u^*, v^*) \) is globally asymptotically stable if

\[
\beta < \min \{ m, (1 + m)^2 K \} \quad \text{and} \quad (1 + u^*) \beta < (1 + m)^2 K (K + u^*),
\]

where \( K = \frac{1}{2} \left\{ (1 - m) + \sqrt{(1 - m)^2 + 4(m - \beta)} \right\} \). It is clear that \( K < 1 \) and \( K \rightarrow 1 \) as \( m \rightarrow \infty \) by some simple computations. Thus when \( m \) is large enough such that \( K \) sufficiently approaches to 1, (4.6) automatically holds if \( \beta < m \).
So when $m$ is large enough and $\beta < m$, the unique constant positive steady states $u^* = (u^*, v^*)$ is globally asymptotically stable for system (1.3) without cross-diffusion.

Now, we suppose that $m$ is large enough and $\beta < m$. By Theorem 4, system (1.3) has at least one non-constant positive solution if some conditions are satisfied. $Q > 0$ is required in Theorem 4, and this is equivalent to $\beta > \frac{(m+1)^2}{m^3+3m}$ (see Remark 1). As $\beta < m$, $\frac{(m+1)^2}{m^3+3m}$ must be smaller than $m$. This is true when $m > 1$. So we can guarantee $Q > 0$.

Furthermore, if $d_1$ is large enough such that $\frac{Q}{d_1} \in (\lambda_0, \lambda_1)$, then $\sum_{i=0}^{k^*} \ell_i = \ell_0 = 1$, which is odd, so we know if $H(d_3) \neq 0$ and the cross-diffusion $d_3$ is large enough, system (1.3) has at least one non-constant positive steady states.

Thus, our result shows that even though the unique constant positive steady state is globally asymptotically stable for system (1.3) without cross-diffusion, non-constant positive steady state can still exist due to the emergence of the cross-diffusion for system (1.3), which suggests that Turing pattern occurs.
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