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Abstract

Cache-aided wireless device-to-device (D2D) networks have demonstrated promising performance improvement for video distribution compared to conventional distribution methods. Understanding the fundamental scaling behavior of such networks is thus of paramount importance. However, existing scaling laws for multi-hop networks have not been found to be optimal even for the case of Zipf popularity distributions (gaps between upper and lower bounds are not constants); furthermore, there are no scaling law results for such networks for the more practical case of a Mandelbrot-Zipf (MZipf) popularity distribution. We thus in this work investigate the throughput-outage performance for cache-aided wireless D2D networks adopting multi-hop communications, with the MZipf popularity distribution for file requests and users distributed according to Poisson point process. We propose an achievable content caching and delivery scheme and analyze its performance. By showing that the achievable performance is tight to the proposed outer bound, the optimal scaling law is obtained. Furthermore, since the Zipf distribution is a special case of the MZipf distribution, the optimal scaling law for the networks considering Zipf popularity distribution is also obtained, which closes the gap in the literature.

I. INTRODUCTION

Due to the continuously increasing demand for video content delivery [3], finding new methods to provide highly efficient and low cost video services is of paramount importance for 4G and 5G wireless systems [4]. Conventional approaches [5], e.g., use of additional spectrum, massive...
antenna systems, and network densifications, all require obtaining more physical resources and/or deploying more infrastructure, either of which is costly.

Over the last years, progress of semiconductor technology has made memory one of the cheapest hardware resources. Accordingly, caching at the wireless edge has emerged as a promising alternative approach for significantly improving the efficiency and quality of video distribution [4]. The idea is to trade cheap memory resources for expensive bandwidth resources by caching video files close to the prospective users: the caches are filled during off-peak hours, and then provide the cached videos to the users requesting them in the peak hours. This principle, combined with the asynchronous content reuse and concentrated popularity that are a general characteristic of video requests [4], has rendered caching at the wireless edge a widely explored method for video distribution [6]. It has been shown that caching methods can reduce the latency [7], increase the video delivery throughput and quality [8], and reduce energy consumption [9]. Furthermore, information-theoretical studies have shown that caching methods can significantly improve the scaling laws of throughput [10]–[14].

There exist several different realizations of caching at the wireless edge. Among them, the most commonly discussed scenarios are caching at small cell base stations (BSs) with limited backhaul, e.g., femtocaching [4], [15], and caching at the user equipments (UE), e.g., cache-aided wireless device-to-device (D2D) communications [4], [16]. In either case, file delivery to the requesting users can be done either through simple transmission of complete files, or by a sophisticated joint encoding and multicasting of chunks from different files; the latter approach is known as coded-caching in the literature introduced in [10]. Recently, high performance D2D communication has been maturing [17], and many papers have demonstrated that cache-aided D2D networks can improve various aspects of the video distribution without installing additional infrastructure [18]. Moreover, the uncoded cache-aided D2D can provides the same throughput scaling law as the corresponding coded version [19], while maintaining the transmission simple. Thus, in this work, we focus on uncoded cache-aided wireless D2D networks [1].

Numerous papers have reported results for uncoded cache-aided wireless D2D networks. They demonstrated that uncoded cache-aided D2D can successfully improve the network performance in terms of cache hit-rate [20], throughput [12], latency [21], energy efficiency (EE) [22], and their tradeoffs [9], [23], using either single-hop [11], [12] or multi-hop D2D communications [13], [24], [25]. For example, caching policy designs were proposed to improve throughput and EE in [9]. Caching schemes that can provide low latency were proposed and analyzed in [21] and [26]. Ref.

\(^1\)Note that “coding” here means the “inter-file” coding. Error control coding within a file is still used.
investigated the difference between cache hit-rate and throughput optimizations. In [22], traffic offloading gain and energy cost were investigated when taking the battery life into consideration. In [12], appealing throughput performance and robustness for cache-aided D2D networks were demonstrated with realistic propagation channels. Since results of cache-aided D2D networks have been published in hundreds of papers, the literature review in this paragraph cites only a sample of papers and topics. Comprehensive surveys on this area can be found in [6], [18], [27], [28].

While most papers are devoted to improving the cache-aided D2D networks in practical setting, there exist papers that focus on understanding the fundamental properties and limits of cache-aided D2D networks [11]–[14], [25], [29]–[31]. These papers use scaling law analysis to characterize how the network/user performance (e.g., throughput, outage, delay) scales as the number of users $n$ tends to infinity. Their results thus provide us the performance trend as well as means of comparison between fundamentally different communication frameworks. This paper provides a contribution to this range of investigation.

### A. Related Literature

The throughput scaling law analysis for wireless D2D (or ad-hoc) networks has been subject to many investigations since the seminal work of Gupta and Kumar [32]. In [32], the transport capacity was investigated under both a protocol model and a physical model, with multi-hop used for communications; $N$ users are either placed arbitrarily or randomly. Both a lower (achievable) bound on the throughput per user, of the order $\Theta\left(\frac{1}{\sqrt{N \log N}}\right)$ and an upper bound (under some conditions) of $\Theta\left(\frac{1}{\sqrt{N}}\right)$ were derived. In [33], a similar analysis was conducted with a generalized physical model and the upper bound $\Theta\left(\frac{1}{\sqrt{N}}\right)$ was validated under general conditions. The $\Theta\left(\frac{1}{\sqrt{\log N}}\right)$ gap between the achievable throughput and the upper bound was closed in [34], however, with a slightly different model where the user distribution is described by a Poisson point process (PPP). A number of other schemes and channel models were investigated in other papers as well. For example, analysis involving fading effect was provided in [35]. Also, the multicasting capacity was studied in [36] and [37].

In parallel to the investigations of the throughput scaling law, scaling laws for the throughput-delay tradeoff in wireless ad-hoc networks were provided in [38]–[40]. In [38], it was shown that the optimal throughput-delay tradeoff under random node distribution with no mobility is $D(N) = \Theta(T(N))$, where $D(N)$ and $T(N)$ are delay and throughput, respectively. Then, this result was generalized to networks with mobility in [39], [40]. Since all the previous investigations were based on multi-hop communications, a natural question is whether one can go beyond the scaling law bounds of multi-hop D2D communications by using more sophisticated physical layer processing.
This was indeed shown to be the case in [41], which introduced a hierarchical cooperation scheme, where the cooperation between users is used to form a distributed multiple-input multiple-output (MIMO) system among the users and gain benefits. The resulting scaling of the throughput per user is $\Theta \left( N^{-\varepsilon} \right)$ for arbitrarily small $\varepsilon$, at the price of very complicated cooperation among user nodes.

Cache-aided D2D/ad-hoc networks have been substantially studied by the Computer Science community mostly with multi-hop communications, e.g., [42]–[47]. However, the fundamental scaling laws and optimality considerations did not draw much attention, except that [48] proposed a caching policy (square-root replication policy) that provides the optimum design in terms of the expected number of nodes to visit until finding the desired content. Only recently did the fundamental properties of cache-aided D2D/ad-hoc networks start to draw more attention, and several papers have characterized the scaling laws of uncoded cache-aided D2D/ad-hoc networks. In [49], the scaling law of the maximum expected throughput was characterized for single-hop cache-aided D2D networks considering a Zipf popularity distribution and a protocol model for transmission between nodes; however, it did not characterize the outage probability. In fact, this maximum expected throughput can only be achieved when the outage probability goes to 1 as $N \to \infty$. To resolve this limitation, [11] investigated the scaling behavior of the throughput-outage performance for single-hop cache-aided D2D networks. It showed that the throughput per node can scale with $\Theta \left( \frac{S}{M} \right)$ with negligibly small outage probability when a heavy-tailed Zipf popularity distribution is considered, where $M$ is the file library size $S$ is the per-user memory size. This result was later generalized in [14] by adopting the more practical and general modeling for the popularity distribution, namely the Mandelbrot-Zipf (MZipf) distribution. In [29], the scaling law of the average throughput per node for the cache-aided D2D network with multi-hop communications was characterized with the assumption of user locations on a grid, while the tradeoff between throughput and outage was not explicitly investigated. Ref. [13] investigated the scaling law of the throughput-outage performance for cache-aided D2D networks with multi-hop communications, and provided an achievable throughput scaling law under the condition that the outage is vanishing. In [31], an upper bound for the throughput scaling law was proposed, which complemented results in [29] and [13]. Notably, a major difference between the results in [13] and results in [29] and [31] was that [13] characterized the outage probability more explicitly.

There exist papers investigating scaling laws using more complicated delivery approaches. The scaling laws of coded cache-aided D2D/ad-hoc networks have been studied under different contexts, e.g., [19], [50]–[53]. Besides, to improve cache-aided multi-hop D2D, schemes involving hierarchical cooperations were introduced in [54], [55], and their scaling laws were characterized.
In contrast to the above papers which studied the scaling behavior of the throughput and outage performance, the scaling behavior of the throughput-delay tradeoff was studied in [56].

In this paper, we concentrate on the uncoded cache-aided D2D with simple multi-hop communications, i.e., the complicated hierarchical cooperation is not adopted. This is because the cache-aided multi-hop D2D has been shown to provide better scaling laws than the conventional unicasting, shared-link coded caching, and cache-aided single-hop D2D [11]–[14]. Also, the caching and delivery in D2D networks without coding can maintain the simplicity of the transmissions, while still providing the same scaling law as that with the corresponding coded version [19]. As compared to schemes involving hierarchical cooperation, although those schemes could be better than those considering simple multi-hop schemes in some situations, their implementations are much more complicated. More importantly, the implementation of simple multi-hop D2D communications in wireless networks is more plausible thanks to the recent developments in ad-hoc networks [57] and D2D networks [58], [59].

B. Contributions

In this work, we focus on the the scaling law analysis for the throughput-outage performance of uncoded cache-aided D2D with multi-hop communications. We aim to improve and complement results in previous papers [13], [31]. Specifically, when the outage is vanishing, [13] showed that the achievable throughput per user scales with \( \Theta \left( \sqrt{\frac{S}{M \log(N)}} \right) \) for the heavy-tailed Zipf distribution, while the upper bound in [13] was \( \Theta \left( \sqrt{\frac{S \log(N)}{M}} \right) \), where \( S \) is the cache size of a user. Thus, there is a gap between the achievable performance and the upper bound. Ref. [31] provided a better throughput upper bound that scales as \( \Theta \left( \sqrt{\frac{S}{M}} \right) \). However, similar to [29], the tradeoff between throughput and outage performance was not characterized in [31]. Recently, based on a real-world dataset of mobile users, [14] showed that, instead of the Zipf distribution adopted in [13] and [31], a more general modeling for the popularity distribution is the MZipf distribution. Due to these observations, our paper thus aims to close the gap between the achievable throughput-outage performance and its outer bound as well as to provide scaling law analysis under the MZipf distribution assumption. Note that this paper is the first one to provide scaling law analysis for cache-aided wireless multi-hop D2D networks considering the MZipf popularity distribution.

In this work, we use PPP to model the user distribution and use the MZipf distribution to model the popularity distribution of video requests [14]. We assume the decentralized random caching policy [60] and derive the tight achievable scaling laws of throughput-outage performance for the regimes that the outage performances are either negligibly small or converging to zero, corresponding to the practical requirement that the desirable outage of the network should be
small. Our achievable scheme is obtained by first deriving the optimal caching policy, and then exploiting a hybrid clustering and multi-hop delivery scheme. We also provide the outer bound of the throughput-outage performance, again, for the regimes that the outage performance is either negligibly small or converging to zero. The outer bound is derived by analyzing the upper bound of the distances between the source-destination pairs.

We show that the derived achievable per-user throughput scaling law and its outer bound are tight, i.e., the multiplicative gap between the lower and upper bounds can be upper bounded by a constant. Specifically, we show that when the outage performance is negligibly small, the throughput per user scales according to $\Theta \left( \sqrt{\frac{S}{M}} \right)$ for $\gamma < 1$ and according to $\Theta \left( \sqrt{\frac{S}{q}} \right)$ for $\gamma > 1$, where $\gamma$ is the Zipf factor and $q$ is the plateau factor of the MZipf distribution (see mathematical definition in Sec. II). Such result is intuitive as it indicates that, on the one hand, the performance is dominated by the file library size $M$ when we have a heavy-tailed popularity distribution. On the other hand, the performance is dominated by the plateau factor $q$, i.e., the total number of very popular files, when we have a light-tailed popularity distribution. We note that since the Zipf distribution is simply a special case of the MZipf distribution, as a by-product, our results close the gap of the Zipf distribution case in the literature, leading to the per user throughput scaling of $\Theta \left( \sqrt{\frac{S}{M}} \right)$ for $\gamma < 1$ and almost $\Theta \left( \sqrt{S} \right)$ for $\gamma > 1$. Moreover, since the multiplicative gap between the achievable scheme and the outer bound can be upper bounded by a constant, our achievable throughput-outage scaling law is optimum.

C. Paper Organization

The remainder of this paper is organized as follows. Sec. II discusses the network model, assumptions, and definitions for the throughput and outage of the network. Sec. III gives the proposed achievable scheme and the derived achievable scaling law. The outer bound is presented in Sec. IV. Since the results under the assumption of the standard Zipf distribution are important special cases, those results are presented independently in Sec. V. Conclusions are provided in Sec. VI. Proofs are relegated to Appendices.

II. Network Setup

We consider a random dense network where users are placed according to a PPP within a unit square-shaped area $[0, 1] \times [0, 1]$. We assume that the density of the PPP is $N$. As a result, the average number of users in the network is $N$ and the number of users $n$ in the network is a random
variable following the Poisson distribution. Accordingly, the probability that the network has \( n \) users is:
\[
\mathbb{P}_N(n = n) = \frac{N^n}{n!} e^{-N}.
\] (1)

Note that according to the PPP, these \( n \) users are uniformly distributed within the unit square area. Each device in the network can cache \( S \) files. We consider a library consisting of \( M \) files and assume that each file has equal size. We assume that users request the files from the library independently according to a request distribution modeled by the MZipf distribution [14], [61]:
\[
P_r(f; \gamma, q) = \frac{(f + q)^{-\gamma}}{\sum_{m=1}^{M} (m + q)^{-\gamma}} = \frac{(f + q)^{-\gamma}}{H(1, M, \gamma, q)},
\] (2)

where \( \gamma \) is the Zipf factor and \( q \) is the plateau factor of the distribution; \( H(a, b, \gamma, q) := \sum_{f=a}^{b} (f + q)^{-\gamma} \). We can see that the MZipf distribution degenerates to a Zipf distribution when \( q = 0 \). To simplify the notation, we will in the remainder of this paper use \( P_r(f) \) instead of \( P_r(f; \gamma, q) \) as the short-handed expression. We consider the decentralized random caching policy for all users [60], in which users cache files independently according to the same caching policy. Denoting \( P_c(f) \) as the probability that a user caches file \( f \), the caching policy is fully described by \( P_c(1), P_c(2), ..., P_c(M) \), where \( 0 \leq P_c(f) \leq 1, \forall f \); thus users cache files according to the caching policy \( \{P_c(f)\}_{f=1}^{M} \). To satisfy the cache space constraint, we have \( \sum_{f=1}^{M} P_c(f) = S \). In this paper, we assume that \( S \) and \( \gamma \) are some constants.

We consider the asymptotic analysis in this paper, in which we assume that \( N \to \infty \) and \( M \to \infty \). We will restrict to \( M = o(N) \) and \( q = O(M) \) when \( \gamma < 1 \); \( M = o(N) \) and \( q = o(M) \) when \( \gamma > 1 \). The main reason for restricting to \( M = o(N) \) when \( \gamma < 1 \) is to render the users of the network the sufficient ability to cache the whole library. Similarly, the assumption that \( q = o(M) \) and \( M = o(N) \) when \( \gamma > 1 \) renders the users of the network the sufficient ability to cache the most popular \( q \) files (orderwise); otherwise the outage probability would go to 1.

The plateau factor \( q \) can either go to infinity or remain as a constant. When \( q \) goes to infinity, it is sufficient to consider \( q = O(M) \). This is because the MZipf distribution would behave like a uniform distribution asymptotically as \( q = \omega(M) \). As a result, we assume \( q = O(M) \) when \( \gamma < 1 \). In addition, when \( \gamma > 1 \), it is more interesting to consider the case that \( q = o(M) \) because it gives a clear distinction between the heavy-tailed case (\( \gamma < 1 \)) and the light-tailed case (\( \gamma > 1 \)). The definition of a heavy-tailed popularity distribution can be found in Definition 3 of [13]. Note that if we have \( q = O(M) \) for the case that \( \gamma > 1 \), due to impact of a large \( q \), we would still have

\^{2} Since our derivations are based on results in [33] and [34], the results in this paper can be extended to the extended network in which users are placed according to a PPP with unit density in a square-shaped area of size \( N \) (See [33] and [34]).
a heavy-tailed popularity distribution in this situation. As a result, we can expect that the scaling law in the case with $\gamma > 1$ and $q = \Theta(M)$ to be similar to that with $\gamma < 1$ and $q = O(M)$, as the performance of the former case is restricted by $q$. As a matter of practice, we see from the measurement results in [14] that $q$ is much smaller than $M$ when $\gamma > 1$, which supports the consideration of $q = o(M)$. When $q$ is a constant, i.e., $q = \Theta(1)$, the request distribution generally behaves like a Zipf distribution as $M \to \infty$. Thus, the results for $q = \Theta(1)$ can be representative for the analysis that uses the Zipf distribution for the request distribution. We will consider $q \to \infty$ in Secs. III and IV and consider $q = \Theta(1)$ in Sec. V. Since $S$ is a constant, the probability that a user can find the desired file from its own cache goes to zero as $q$ and $M$ go to infinity. This prevents the possible gain of trivial self-caching; we thus concentrate on the analysis of D2D collaborative caching gain. Moreover, similar to [11], we assume that different users making the requests on the same file would request different segments of the file, which avoids the gain from the naive multicasting.

We consider the physical model and define that the link rate between two users $i$ and $j$ follows the well-known physical model [33], [35]:

$$R(i, j) = \begin{cases} 
\log_2(1 + \vartheta), & \log_2 \left( 1 + \frac{P_i l(i, j)}{N_0 + \sum_{k \neq j} P_k l(k, j)} \right) \geq \vartheta \\
0, & \log_2 \left( 1 + \frac{P_i l(i, j)}{N_0 + \sum_{k \neq j} P_k l(k, j)} \right) < \vartheta
\end{cases},$$

(3)

where $\vartheta$ is some constant according to the delivery mechanism; $N_0$ is the noise power spectral density; $P_i$ is the power of user $i$; and $l(i, j) = \min\{1, \frac{1}{d_{ij}}\}$ is the power attenuation between users $i$ and $j$, where $d_{ij}$ is the distance between users $i$ and $j$, $\chi > 0$ is some constant, and $\alpha > 2$ is the pathloss factor. We note that this model will not be directly used in the analysis of this paper. However, it is necessary when we want to leverage the results in [33] and [34] later.

We consider multi-hop D2D delivery for the network. Users can only obtain their desired files through either multi-hop D2D delivery or self-caching. In other words, users can only obtain files from caches of the users in the network. Note that since $S$ is a constant but $M$ goes to infinity, we can assume without loss of generality that the throughput per user of using self-caching is identical to that using D2D-caching; thus we do not distinguish between users retrieving the desired files from their own caches and from caches of other users. We define an outage as an occurrence that a user cannot obtain its desired file through either the multi-hop D2D delivery or self-caching.

---

We actually repeat all derivations for Zipf distribution, i.e., $q = 0$, and find that this claim is true. The repeated derivations for Zipf distribution are omitted for brevity.
Suppose we are given a realization of number of users $n$ in the network with a realization of the placement of the user locations $P$ according to the binomial point process. In addition, we are given a realization of file requests $F$ and a realization of file placement $G$ of users according to the popularity distribution $P_r(\cdot)$ and caching policy $P_c(\cdot)$, respectively. We can define $T_u$ as the throughput of user $u \in U$ under a feasible multi-hop file delivery scheme. We then define the average throughput of user $u$ with a given number of users $n$ and location placement of users $r$ as

$$T_{\text{user}}(n, r) = \mathbb{E}_{n, P}[T_u | n = n, P = r],$$

where the expectation is taken over the file requests $F$ of users, the file placement of users $G$, and the file delivery scheme. Subsequently, we define

$$T_{\text{user}}(n, r) = \min_{u \in U} T_u(n, r).$$

Finally, the expected minimum average throughput of a user in the network is defined as

$$\mathcal{T}_{\text{user}} = \mathbb{E}_{n, P}[T_{\text{user}}(n, r)],$$

where the expectation is taken over $n$ and $P$.

When the number of users in the network is $n$, we define

$$N_o(n) = \sum_{u \in U} 1\{\mathbb{E}[T_u | P, F, G] = 0\}$$

as the number of users that in outage, where $1\{\mathbb{E}[T_u | P, F, G] = 0\}$ is the indicator function such that the value is 1 if $\mathbb{E}[T_u | P, F, G] = 0$; otherwise the value is 0. Intuitively, $1\{\mathbb{E}[T_u | P, F, G] = 0\}$ is equal to zero when the file delivery scheme cannot deliver the desired file to user $u$. We note that the expectation of $\mathbb{E}[T_u | P, F, G]$ is taken over the file delivery scheme and $1\{\mathbb{E}[T_u | P, F, G] = 0\}$ is a random variable with the distribution being the function of $P$, $F$, and $G$. The outage probability in the case of $n$ users is then defined as

$$p_o(n) = \frac{1}{n} \mathbb{E}_{P, F, G}[N_o(n)] = \frac{1}{n} \sum_{u \in U} \mathbb{P}(\mathbb{E}[T_u | P, F, G] = 0).$$

Consequently, the network outage probability is defined as

$$p_o = \mathbb{E}_{n>0}[p_o(n = n)] + \mathbb{P}_N(n = 0).$$

Note that since we consider $N \to \infty$, $\mathbb{P}_N(n = 0)$ is actually negligible for the asymptotic analysis. In the following, we will aim to analyze the throughput-outage performance in terms of $\mathcal{T}_{\text{user}}$ and $p_o$. We will be especially interested in the regime that the outage probability $p_o$ is small, i.e., the regime that $p_o = \epsilon$, where $\epsilon$ is a negligibly small number or converges to zero.
III. Achievable Throughput-outage Performance

In this section, we derive the achievable throughput-outage performance of the network, in which we say \((T(P_o), P_o)\) is achievable if there exists a caching and multi-hop file delivery scheme such that \(T_{\text{user}} \geq T(P_o)\) and \(p_o \leq P_o\). We will in the following first provide the achievable file delivery scheme, and then propose the achievable caching scheme. Accordingly, the achievable throughput-outage performance will be derived. In this section, we focus on the cases that \(q \to \infty\), i.e., \(q = \omega(1)\). The cases that \(q = \Theta(1)\) will be discussed later in Sec. V.

A. Achievable Caching and File Delivery Scheme

We consider the following achievable multi-hop file delivery scheme. We let \(g_c(M)\) be a function of \(M\) which goes to infinity as \(M \to \infty\). Then, a clustering approach is used to split the cell into equally-sized square clusters, in which each cluster has the side length \(\sqrt{\frac{g_c(M)}{N}}\), and \(g_c(M)\) is thus denoted as the cluster size. Different clusters could be activated simultaneously. The inter-cluster interference is avoided by a Time Division Multiple Access (TDMA) scheme with reuse factor \(K\) [62]. Such a reuse scheme evenly applies \(K\) colors to the clusters, and only the clusters with the same color can be activated on the same time-frequency resource for file delivery. We assume that a user in a cluster can only access files cached by users in the same cluster via either accessing its own cache or using (multi-hop) D2D communications following the multi-hop approach proposed in [34]. Specifically, denoting \(\mathcal{V}_f\) as the set of users in a cluster that cache file \(f\), we consider the following transmission policy: for each user \(u\) in the cluster, if the requested file \(f\) can be found in the caches of users in \(\mathcal{V}_f\), then a user \(v_f\), randomly selected from \(\mathcal{V}_f\), is set as the source for delivering the requested (real) file \(f\) to user \(u\); if the requested file cannot be found from the caches of any users in the cluster, user \(u\) would be matched with a randomly selected user \(v\) from users in the cluster, and then user \(v\) is set as the source for delivering a virtual file to user \(u\). Note that it does not matter what file is delivered in this case, as the user is actually in outage.

After the establishment of the matching of the sources and destinations, to deliver (both real and virtual) files, the multi-hop approach proposed in [34] directly applies. Note that the delivery of virtual files cannot generate throughput for the network because users receiving virtual files are indeed in outage and the desired files are not actually received. However, we would still assume them to be included in the multi-hop D2D communications for the convenience of the mathematical analysis. Such scheme is suboptimal. Nevertheless, when the outage probability is either negligibly small or converging to zero, this scheme will be orderwise optimal because the performance degradation caused by delivering virtual files is negligible. Also note that, since the multi-hop approach in [34] can provide the per-user symmetric throughput for all users, this delivery scheme
can thus provide the per-user symmetric throughput for users that are not in outage. Furthermore, since users cache files independently, the matching of the source-destination pairs here is equivalent to the uniformly random matching (see proof in Appendix O). Finally, we note that the assumption that a user may get a desired file from only its own cluster seems rather restrictive. However, the fact that this scheme can achieve (in the order sense) the outer bound shows that inclusion of inter-cluster communication cannot change the scaling law.

By adopting the aforementioned scheme, due to the symmetry of the network and the thinning property of PPP, the throughput-outage performance for each cluster is the same as the throughput-outage performance for the whole network. We will thus in the following focus on the analysis of a cluster to derive $T_{\text{user}}$ and $p_o$. In addition, since a user is in outage only if this user cannot find the desired file from any users in the same cluster, the outage probability $p_o$ is then equivalent to the probability that a user cannot find the desired file from users in the same cluster. Accordingly, when we denote the probability that a user can find the desired file in the cluster, i.e., the file hit-rate, as $P_h$, it is then clear that $P_h = 1 - p_o$.

To obtain the achievable caching scheme, we first provide Lemma 1 for the closed-form expression of $p_o$. Then, serving as the achievable caching scheme, the caching policy which minimizes $p_o$ is proposed in Theorem 1.

**Lemma 1:** Considering the proposed file delivery scheme, cluster size $g_c(M)$, and the caching distribution $P_c(\cdot)$, the outage probability of the proposed achievable scheme is

$$p_o = \sum_{f=1}^{M} P_r(f) e^{-g_c(M)P_c(f)}.$$  \hspace{1cm} (9)

**Proof.** See Appendix A. \hfill \Box

**Theorem 1:** Let $N \to \infty$, $M \to \infty$, $q \to \infty$, and $g_c(M) \to \infty$. Denote $m^*$ as the smallest index such that $P^*_c(m^* + 1) = 0$. Let $C_2 = \frac{q}{g_c(M)}$; $C_1$ is the solution of the equation: $C_1 = 1 + C_2 \log \left(1 + \frac{C_1}{C_2}\right)$. The caching distribution $P^*_c(\cdot)$ that minimizes the outage probability $p_o$ is as follows:

$$P^*_c(f) = \left[\log \left(\frac{z_f}{\nu}\right)\right]^+, \quad f = 1, \ldots, M,$$  \hspace{1cm} (10)

where $\nu = \exp \left(\frac{\sum_{f=1}^{m^*} \log z_f - S}{m^*}\right)$, $z_f = \left(P_r(f)\right)^{\frac{1}{g_c(M)}}$, $[x]^+ = \max(x, 0)$, and

$$m^* = \Theta \left(\min \left(\frac{C_1 S g_c(M)}{\gamma}, M\right)\right).$$  \hspace{1cm} (11)

**Proof.** See Appendix B. \hfill \Box
Remark 1: Similar to the results in [14], Theorem 1 indicates that the number of files with non-zero probability to be cached by users is at least on the same order as the plateau factor $q$—if $q = \mathcal{O}(g_c(M))$, then $m^* = \Theta(g_c(M))$; if $q = \omega(g_c(M))$, then $m^* = \Theta(q)$. This is intuitive when we look at the shape of the MZipf distribution: the most popular $q$ files (orderwise) have similar request probabilities, and we need to cache them to have the minimal outage probability.

Remark 2: Since Theorem 1 gives the optimal caching policy that minimizes the outage probability for a given cluster size, this implies that such caching policy requires the smallest cluster size for a given outage probability. Consequently, with a given outage probability, the network throughput for the clustering network can be maximized by the caching policy in Theorem 1 because the number of activated clusters is maximized.

Based on the achievable caching and file delivery scheme in this subsection, we subsequently characterize the achievable throughput-outage performance for both $\gamma < 1$ and $\gamma > 1$.

B. Throughput-Outage Performance for $\gamma < 1$

In this subsection, we consider $\gamma < 1$, $q = \omega(1)$, and $q = \mathcal{O}(M)$, and characterize the achievable throughput-outage performance. We will in the following first provide Proposition 1 to characterize the upper bound of the outage probability $p_o$. Then, Theorem 2 and Corollary 1 are provided to characterize the achievable throughput-outage performance. Finally, we use Proposition 2 and Corollary 2 to show that it is necessary to have $g_c(M) = \Theta(M)$ to obtain desirable outage probability when $\gamma < 1$.

**Proposition 1:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma < 1$ and let $D = \frac{q}{M}$. Consider $g_c(M) = \frac{\rho M}{C_1S} = o(N)$, where $\rho \geq \gamma$. When adopting the caching policy in Theorem 1, the outage probability $p_o$ is upper bounded as

$$p_o \leq (1 - \gamma)e^{-\left(\frac{\rho M}{C_1S} - \gamma\right)} \frac{D^{\gamma D}(1 + D)^{-\gamma(1+D)}}{(1 + D)^{1-\gamma} - D^{1-\gamma}}.$$ (12)

**Proof.** See Appendix C. $\square$

**Theorem 2:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma < 1$ and let $D = \frac{q}{M}$. Consider $g_c(M) = \frac{\rho M}{C_1S} = o(N)$, where $\rho \geq \gamma$. When adopting the caching policy in Theorem 1, the following throughput-outage performance is achievable:

$$T(P_o) = \Omega \left( \left( \frac{1 - P_o}{K} \right) \sqrt{\frac{C_1S}{\rho M}}, P_o = (1 - \gamma)e^{-\left(\frac{\rho M}{C_1S} - \gamma\right)} \frac{D^{\gamma D}(1 + D)^{-\gamma(1+D)}}{(1 + D)^{1-\gamma} - D^{1-\gamma}}. \right.$$ (13)

**Proof.** See Appendix D. $\square$
**Corollary 1:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma < 1$ and $g_c(M) = \frac{\rho M}{C_1 S} = o(N)$.

When adopting the caching policy in Theorem 1 and considering $\rho = \Theta(1) \geq \gamma$, the following throughput-outage performance is achievable:

$$T(P_o) = \Omega \left( \sqrt{\frac{S}{\rho M}} \right), P_o = \epsilon_1(\rho),$$

(14)

where $\epsilon_1(\rho) > 0$ can be arbitrarily small. Furthermore, when considering $\rho \to \infty$, i.e., $\rho = \omega(1)$, we obtain the following achievable throughput-outage performance:

$$T(P_o) = \Omega \left( \sqrt{\frac{S}{\rho M}} \right), P_o = \Theta(e^{-\rho}) = o(1).$$

(15)

**Proof.** Corollary 1 can be obtained directly from Theorem 2.

**Remark 3:** From Theorem 2 and Corollary 1, we understand that when the outage probability is negligibly small, the achievable throughput is $\Omega \left( \sqrt{\frac{S}{M}} \right)$. In addition, Corollary 1 shows that when the outage probability converges to zero exponentially fast as $\rho \to \infty$, the achievable throughput is $\Omega \left( \sqrt{\frac{S}{\rho M}} \right)$. We will see later that this result meets the outer bound of the scaling law provided in Theorem 4 in Sec. IV.

**Proposition 2:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma \neq 1$ and $g_c(M) \to \infty$. Let $C_2 = \frac{\rho M}{g_c(M)}$ and consider $g_c(M) < \frac{\gamma M}{C_1 S}$. When adopting the caching policy in Theorem 1, the outage probability $p_o$ is:

$$p_o = 1 + (1 - \gamma)e^{-\gamma \left( \frac{1}{1 + \rho} \right)} \left( \frac{C_1 S g_c(M)}{\gamma} \right) - \left( \frac{C_1 S g_c(M)}{\gamma} \right)^{1-\gamma} - \left( \frac{C_2}{C_1} \right)^{1-\gamma} - \left( \frac{C_2}{C_1} \right)^{\frac{C_2}{C_1}}$$

(16)

**Proof.** See Appendix F.

**Corollary 2:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma < 1$ and $g_c(M) \to \infty$. Consider $g_c(M) = o(M)$. When adopting the caching policy in Theorem 1, we obtain:

$$p_o = 1 - o(1).$$

(17)

**Proof.** This is proved by using Proposition 2 with $\gamma < 1$ and $g_c(M) = o(M)$.

**Remark 4:** Corollary 2 indicates that when $\gamma < 1$, it is necessary to have $g_c(M) = \Theta(M)$ for guaranteeing the reasonable outage. Consequently, we are not interested in the cases that $g_c(M) = o(M)$. 
C. Throughput-Outage Performance for $\gamma > 1$

In this section, the achievable throughput-outage performance is characterized when $\gamma > 1$, $q = o(1)$, and $q = o(M)$ are considered. In the following, we first use Proposition 3 and Corollary 3 to characterize the outage probability. Then, Theorem 3 and Corollary 4 are provided to characterize the achievable throughput-outage performance.

**Proposition 3:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma > 1$ and $g_c(M) \to \infty$. Consider $g_c(M) = o(M)$ and $q = o(M)$. Let $C_2 = \frac{q\gamma}{g_c(M)}$. When adopting the caching policy in Theorem 1, the outage probability $p_o$ is:

$$p_o = 1 + (\gamma - 1)e^{-\gamma \left(\frac{1}{C_1} - 1\right)} \cdot \left(\frac{C_1}{C_1 + C_2}\right)^\gamma \cdot \left(\frac{C_2}{C_1 + C_2}\right)^{\gamma C_2} \cdot \left(\frac{C_2}{C_1}\right)^{\gamma - 1}$$

$$- \left(\frac{C_1}{C_2}\right)^{\gamma - 1} - \left(\frac{C_1}{C_1 + C_2}\right)^{\gamma - 1} \cdot \left(\frac{C_2}{C_1}\right)^{\gamma - 1}.$$ (18)

**Proof.** See Appendix G. $\square$

**Corollary 3:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma > 1$ and $g_c(M) \to \infty$. Consider $g_c(M) = o(M)$, $q = o(M)$, and $g_c(M) = \frac{\alpha q}{M}$. When adopting the caching policy in Theorem 1 and considering $\alpha_1 = \Theta(1)$, we can obtain $p_o = \epsilon_2(\alpha_1)$, where $\epsilon_2(\alpha_1) > 0$ can be arbitrarily small. Furthermore, when $\alpha_1 = o(1)$, i.e., $q = o(g_c(M))$, we obtain $p_o = \Theta\left(\frac{1}{(\alpha_1)^{\gamma - 1}}\right) = o(1)$.

**Proof.** See Appendix H. $\square$

**Remark 5:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma > 1$ and $g_c(M) \to \infty$. Consider $g_c(M) = o(M)$, $q = o(M)$, and $g_c(M) = \frac{\alpha q}{M}$. If we adopt the caching policy in Theorem 1 and gradually decrease $\alpha_1$, then $p_o(\alpha_1)$ would gradually increase. Note that this is simply a claim without rigorous proof being provided. However, this is very intuitive because increasing $\alpha_1$ is equivalent to decreasing $g_c(M)$. Besides, this can be observed by using Proposition 3 with computer simulations (See Fig. 1).

**Remark 6:** Remark 5 indicates that if $g_c(M)$ is not large enough for caching popular files in the plateau area of the MZipf distribution, the outage probability can be very large. On the contrary, Corollary 3 indicates that if $g_c(M)$ is large enough, the outage probability can go to zero as $\alpha_1 \to \infty$. In practice, this implies that if $g_c(M)$ is large enough to cache the most popular $q$ files, we can have a reasonably good outage performance.
Fig. 1: Outage probability with respect to $q/g_c(M)$ in Remark 5 considering different $\gamma$.

**Theorem 3:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma > 1$ and $g_c(M) \to \infty$. Consider $g_c(M) = o(M)$, $q = o(M)$, and $g_c(M) = \frac{\alpha_1 q}{S}$, where $\alpha_1 = \Omega(1)$. When adopting the caching policy in Theorem 1, the following throughput-outage performance is achievable:

$$T(P_o) = \Omega \left( \frac{1 - P_o}{K} \sqrt{\frac{S}{\alpha_1 q}} \right),$$

$$P_o = 1 + (\gamma - 1)e^{-\gamma \left( \frac{1}{\alpha_1} - 1 \right)} \cdot \left( \frac{C_1}{C_1 + C_2} \right)^{\gamma} \cdot \left( \frac{C_2}{C_1 + C_2} \right)^{\gamma - 1} \cdot \left( \frac{C_2}{C_1} \right)^{-1}$$

(19)

**Proof.** See Appendix I.

**Corollary 4:** Let $M \to \infty$, $N \to \infty$, and $q \to \infty$. Suppose $\gamma > 1$ and $g_c(M) \to \infty$. Consider $g_c(M) = o(M)$, $q = o(M)$, and $g_c(M) = \frac{\alpha_1 q}{S}$. When adopting the caching policy in Theorem 1 and considering $\alpha_1 = \Theta(1)$ to be large enough, the following throughput-outage performance is achievable:

$$T(P_o) = \Omega \left( \sqrt{\frac{S}{\alpha_1 q}} \right), P_o = \epsilon_2(\alpha_1),$$

(20)

where $\epsilon_2(\alpha_1) > 0$ can be arbitrarily small. Furthermore, when considering $\alpha_1 = \omega(1) \to \infty$, we obtain the following throughput-outage performance:

$$T(P_o) = \Omega \left( \sqrt{\frac{S}{\alpha_1 q}} \right), P_o = \Theta \left( \frac{1}{(\alpha_1)^{\gamma - 1}} \right) = o(1).$$

(21)

**Proof.** This is obtained by directly using Theorem 3 and Corollary 3.
Remark 7: Theorem 3 and Corollary 4 characterize the achievable throughput-outage performance. Especially, Corollary 4 indicates that we can achieve the throughput $\Omega \left( \sqrt{\frac{S}{q}} \right)$ with a negligibly small outage probability. It also shows that when the outage probability converges to zero with the rate $(\alpha_1)^{\gamma-1}$, the achievable throughput is $\Omega \left( \sqrt{\frac{S}{\alpha_1 q}} \right)$. Besides, by comparing between Corollary 1 and Corollary 4, we understand that when the popularity distribution has a light tail, we can improve the scaling law: the performance is restricted by the order of $q$, instead of $M$. Finally, we will see that the achievable throughput-outage performance provided in Corollary 4 is optimum as it is tight to the outer bound provided in Theorem 5 in Sec. IV.

D. Finite Dimensional Simulations

In the subsection, we provide results of finite-dimensional simulations in Fig. 2 which compare the theoretical (solid lines) and simulated (dashed lines) curves of the achievable throughput-outage performance. The simulations are obtained by following the caching policy proposed in Theorem 1 and the delivery approach described in Sec. III.A. The normalized throughput in the figures denotes the throughput that is normalized by the link capacity and effective reuse factor when using the multi-hop scheme in [34]. Also, we assume that the routing is centrally controlled and the number of bits transmitted is sufficiently large such that there are bits to deliver by the network for the most of the time. The results show that there is a constant factor gap between the theoretical and simulated curves. This might be caused by some constant factor between the theoretical throughput and simulated throughput results, as indicated in [34]. However, such constant gap is minor when we consider the scaling law behavior which focuses on the order of the limiting case. On the other hand, such gap also indicates that in practice, instead of pursuing a log-order gain of scaling, it
might sometimes be more important to concentrate on the optimization that can bring the system some factor gain in practice.

IV. Outer Bound of the Throughput-Outage Performance

In this section, we derive the outer bound of the throughput-outage performance. In the following, we say a point \((T(P_o), P_o)\) is dominant (thus serving as an outer bound point) if, for any caching and delivery scheme, either \(T(P_o) \geq \mathcal{T}_{\text{user}}\) or \(P_o \leq p_o\) is satisfied. Note that although there are different dominant points, we will specifically characterize the dominant points where \(P_o\) is either negligibly small or converging to zero. Besides, we again consider only the cases that \(q \to \infty\) here. The cases that \(q = \Theta(1)\) will be provided later in Sec. V.

**Theorem 4:** Let \(M \to \infty\), \(N \to \infty\), and \(q \to \infty\). Suppose \(\gamma < 1\). When \(\rho' = \Theta(1)\) is large enough, the throughput-outage performance of the network is dominated by:

\[
T(P_o) = \Theta \left( \sqrt{\frac{S}{\rho' M}} \right), P_o = \epsilon'_1(\rho'),
\]

where \(\epsilon'_1(\rho') > 0\) can be arbitrarily small. Furthermore, when \(\rho' = \omega(1) \to \infty\), the throughput-outage performance of the network is dominated by:

\[
T(P_o) = \Theta \left( \sqrt{\frac{S}{\rho' M}} \right), P_o = \Theta(e^{-\rho'}) = o(1).
\]

*Proof.* See Appendix J.

**Theorem 5:** Let \(M \to \infty\), \(N \to \infty\), and \(q \to \infty\). Suppose \(\gamma > 1\) and \(q = o(M)\). When considering \(\alpha'_1 = \Theta(1)\), the throughput-outage performance of the network is dominated by:

\[
T(P_o) = \Theta \left( \sqrt{\frac{S}{\alpha'_1 q}} \right), P_o = \epsilon'_2(\alpha'_1),
\]

where \(\epsilon'_2(\alpha'_1) > 0\) can be arbitrarily small. Furthermore, when considering \(\alpha'_1 = O \left( q^{\gamma - 1} \right) \to \infty\) but \(\alpha'_1 q = o(M)\), the throughput-outage performance of the network is dominated by:

\[
T(P_o) = \Theta \left( \sqrt{\frac{S}{\alpha'_1 q}} \right), P_o = \Theta \left( \frac{1}{(\alpha'_1)^{\gamma - 1}} \right) = o(1).
\]

*Proof.* See Appendix K.

**Remark 8:** By comparing between Corollary 1 and Theorem 4, we observe that the achievable throughput-outage performance and the outer bound are tight to each other when \(\gamma < 1\). This indicates that the provided achievable scheme is orderwise optimal when the outage probability is either negligibly small or converging to zero.
Remark 9: By comparing between Corollary 4 and Theorem 5, we again see that there is no gap between the achievable throughput-outage performance and the outer bound when $\gamma > 1$. This shows that the provided achievable scheme is orderwisely-optimal when the outage probability is either negligibly small or converging to zero.

V. MAIN RESULTS FOR $q = \Theta(1)$ DISTRIBUTIONS

In this section, we analyze the cases that $q = \Theta(1)$. It should be noted that since, asymptotically, a MZipf distribution with $q = \Theta(1)$ and $M \to \infty$ behaves equivalently to a Zipf distribution in terms of the throughput-outage performance, the results in this section can be representative for the results considering the Zipf distribution, i.e., $q = 0$.[4] Note that since proofs for Theorems 6, 7, and 9 can be done simply by setting $q = \Theta(1)$ and repeating the proofs for the corresponding theorems in Secs. III and IV, their proofs are omitted for simplicity.

The throughput-outage analysis results when considering $q = \Theta(1)$ are provided below. Theorem 6 provides the caching scheme used for deriving the achievable throughput-outage performance; Theorems 7 and 8 describe the achievable throughput-outage performance for $\gamma < 1$ and $\gamma > 1$, respectively; and Theorems 9 and 10 provide the throughput-outage outer bound for $\gamma < 1$ and $\gamma > 1$, respectively.

Theorem 6: Let $M \to \infty$, $q = \Theta(1)$, and $g_c(M) \to \infty$. Denote $m^*$ as the smallest index such that $P_c^*(m^* + 1) = 0$. The caching distribution $P^*_c(\cdot)$ that minimizes the outage is:

$$P^*_c(f) = \left\lceil \log \left( \frac{z_f}{\nu} \right) \right\rceil^+, \quad f = 1, \ldots, M,$$

where

$$\nu = \exp \left( \frac{\sum_{f=1}^{m^*} \log z_f - S}{m^*} \right), \quad z_f = (P_r(f))^{g_c(M)} \frac{1}{\nu}, \quad [x]^+ = \max(x, 0), \text{ and}$$

$$m^* = \Theta \left( \min \left( \frac{Sg_c(M)}{\gamma}, M \right) \right).$$

Theorem 7: Let $M \to \infty$, $N \to \infty$, and $q = \Theta(1)$. Suppose $\gamma < 1$ and consider $g_c(M) = \frac{\rho_{zip} M}{S}$, where $\rho_{zip} = \Omega(1) \geq \gamma$. When adopting the caching policy in Theorem 6 and considering $\rho_{zip} = \Theta(1)$, the following throughput-outage performance is achievable:

$$T(P_o) = \Omega \left( \frac{(1 - P_o)}{K} \sqrt{\frac{S}{\rho_{zip} M}} \right), \quad P_o = (1 - \gamma)e^{-(\rho_{zip} - \gamma)} = \epsilon_{1,zip}(\rho_{zip}).$$

[4]Note that the throughput-outage performance considering the standard Zipf distribution, i.e., $q = 0$, can also be derived via repeating the approaches used in this paper with some algebraic differences on computations; these derivations will lead to the same results presented in the section.
Furthermore, when considering $\rho \to \infty$, i.e., $\rho = \omega(1)$, we obtain the following achievable throughput-outage performance:

$$T(P_o) = \Omega \left( \sqrt{\frac{S}{\rho_{zip} M}} \right), P_o = \Theta \left( e^{-\rho_{zip}} \right) = o(1).$$  \hspace{1cm} (29)$$

**Theorem 8:** Let $M \to \infty$ and $N \to \infty$, and $q = \Theta(1)$. Suppose $\gamma > 1$. Consider $g_c(M) = o(M)$ and $g_c(M) = \frac{\alpha'_{1, zip}}{S}$, where $\alpha'_{1, zip} = o(M)$ is any function that goes to infinity as $M \to \infty$. When adopting the caching policy in Theorem 1, the following throughput-outage performance is achievable:

$$T(P_o) = \Omega \left( \sqrt{\frac{S}{\alpha'_{1, zip}}} \right), P_o = \Theta \left( \left( \frac{1}{\alpha'_{1, zip}^{\gamma-1}} \right) \right) = o(1).$$  \hspace{1cm} (30)$$

**Proof.** See Appendix L.

**Theorem 9:** Let $M \to \infty$, $N \to \infty$, and $q = \Theta(1)$. Suppose $\gamma < 1$. When $\rho_{zip} = \Theta(1)$ is large enough, the throughput-outage performance of the network is dominated by:

$$T(P_o) = \Theta \left( \sqrt{\frac{S}{\rho_{zip} M}} \right), P_o = \epsilon'_{1, zip}(\rho_{zip}),$$  \hspace{1cm} (31)$$

where $\epsilon'_{1, zip}(\rho_{zip}) > 0$ can be arbitrarily small. Furthermore, when $\rho_{zip} = \omega(1) \to \infty$ as $M \to \infty$, the throughput-outage performance of the network is dominated as:

$$T(P_o) = \Theta \left( \sqrt{\frac{S}{\rho_{zip} M}} \right), P_o = \Theta \left( e^{-\rho_{zip}} \right).$$  \hspace{1cm} (32)$$

**Theorem 10:** Let $M \to \infty$, $N \to \infty$, and $q = \Theta(1)$. Suppose $\gamma > 1$. Suppose that $\alpha'_{2, zip} = o(M) \to \infty$ is any function that goes to infinity as $M \to \infty$. The throughput-outage performance of the network is dominated as:

$$T(P_o) = \Theta \left( \sqrt{\frac{S}{\alpha'_{2, zip}}} \right), P_o = \Theta \left( \left( \frac{1}{(\alpha'_{2, zip})^{\gamma-1}} \right) \right) = o(1).$$  \hspace{1cm} (33)$$

**Proof.** See Appendix M.

**Remark 10:** By comparing Theorem 7 with Theorem 9, we observe that, the achievable throughput-outage performance and the outer bound are tight when $\gamma < 1$. Likewise, by comparing Theorem 8 with Theorem 10, we see that the achievable throughput-outage performance and the outer bound are tight when $\gamma > 1$.

With the results in this section, we can provide some comparisons with results in [13], [29], and [31]. We emphasize that although we tend to provide comparisons with results in those papers, different papers actually have slightly different network setups and assumptions; results in our paper are with more practical PPP model for the user distribution. Note that [13] and [31] adopted
a simpler model in which the number of users in the network is a fixed value; \[29\] assumes that users are on a grid and communications can only happen between adjacent users on the grid. Besides, \[13\] provides detailed throughput-outage analysis for achievable performance with both $\gamma < 1$ and $\gamma > 1$ as well as the outer bound with $\gamma < 1$, while the outer bound is not tight. Ref. \[29\] provides the achievable throughput scaling law without addressing the outer bound. In contrast, \[31\] provides only the outer bound without addressing the achievable performance. Notably, both \[29\] and \[31\] are with centralized caching policy and they do not consider the outage probability. We note that when compared with the centralized caching policy, the randomized policy, as being adopted in this paper, is easier to implement and more robust to user mobility \[63\]. The quantitative comparisons are remarked below.

Remark 11: By comparing Theorems 7 and 8 with results in \[13\], we observe that our proposed achievable scheme improves the achievable throughput-outage performance. Specifically, the comparison results show that, when the outage converges to zero, the achievable throughput increases from $\Theta\left(\sqrt{\frac{S}{M \log(N)}}\right)$ to $\Theta\left(\sqrt{\frac{S}{\rho_{zip} M}}\right)$ when $\gamma < 1$; and increases from $\Theta\left(\sqrt{\frac{S}{\log(N)}}\right)$ to $\Theta\left(\sqrt{\frac{S}{\alpha'_{1,zip}}}\right)$ for $\gamma > 1$, where $\rho_{zip}$ and $\alpha'_{1,zip}$ can be any function such that $\rho_{zip}, \alpha'_{1,zip} = \omega(1)$ as $M \to \infty$. In summary, our results improve the achievable throughput by almost $\mathcal{O}\left(\sqrt{\log(N)}\right)$ when the outage probability converges to zero.

Remark 12: By comparing Theorems 9 and 10 with the outer bound in \[13\], we observe that our proposed outer bound improves the outer bound in \[13\] again by almost $\mathcal{O}\left(\sqrt{\log(N)}\right)$ for the case $\gamma < 1$.

Remark 13: When comparing our results with results in \[29\] and \[31\], we see that our achievable throughput performance and outer bound are (orderwise) almost identical to the results provided in \[29\] and \[31\] when a negligibly small outage probability is allowed - they are with $\Theta\left(\sqrt{\frac{S}{M}}\right)$ for $\gamma < 1$ and with virtually $\Theta\left(\sqrt{S}\right)$ for $\gamma > 1$. The main difference between our results and results in \[29\] and \[31\] is that they have an additional regime for $1 < \gamma < \frac{3}{2}$, where the throughput per node is worse than $\Theta\left(\sqrt{S}\right)$, whereas our results only have the regime $\gamma > 1$. The possible reason might be that the allowance of a tiny outage (either negligibly small or converging to zero) in our results eliminate such regime. Note that since we consider the randomized caching policy, it is not possible to have an outage probability that is exactly zero, as opposed to the centralized caching strategies in \[29\] and \[31\].

\[5\]Theorem 10 actually provides an outer bound that characterizes the convergence rate with more details, as compared to the corresponding outer bound in \[13\].
VI. CONCLUSIONS

In this work, we conduct a scaling law analysis for the throughput-outage performance of the cache-aided D2D networks with multi-hop communications under the PPP and MZipf modeling for user distribution and popularity distribution, respectively. By demonstrating that there is no gap between the proposed achievable performance and outer bound, optimality is obtained in this work. Specifically, when \( q = \omega(1) \), our results show that the optimal throughput per user scaling is \( \Theta \left( \sqrt{\frac{S}{M}} \right) \) if \( \gamma < 1 \) and \( \Theta \left( \sqrt{\frac{S}{qM}} \right) \) if \( \gamma > 1 \). In addition, when \( q = \Theta(1) \), our results show that the optimal throughput per user is \( \Theta \left( \sqrt{\frac{S}{M}} \right) \) if \( \gamma < 1 \) and almost \( \Theta \left( \sqrt{S} \right) \) if \( \gamma > 1 \). Note that all these results are either with negligibly small outage probability or with outage probability converging to zero, corresponding to the small outage requirement in practice. Since the analysis results for the case that \( q = \Theta(1) \) can be representative for the results considering the standard Zipf distribution, our results close the gap between the achievable throughput-outage performance and outer bound that exists in the literature.

APPENDIX A

PROOF OF LEMMA 1

According to (1), the probability of having \( n \) users in a cluster is \( \mathbb{P}_{g_c(M)}(n) \). Then, observe that \( \mathbb{E}_{P,F,G} \left[ \frac{N_o(n)}{n} \right] \) is the probability that a user cannot find the desired file from the users in the cluster when there are \( n \) users in a cluster. We thus obtain the outage probability:

\[
p_o = \sum_{n=1}^{\infty} \mathbb{E}_{P,F,G} \left[ \frac{N_o(n)}{n} \mid n = n \right] \mathbb{P}_{g_c(M)}(n) + \mathbb{P}_{g_c(M)}(0)
\]

\[
= \sum_{n=1}^{\infty} \sum_{f=1}^{M} P_r(f)(1 - P_c(f))^{n} \frac{(g_c(M))^n}{n!} e^{-g_c(M)} + e^{-g_c(M)}
\]

\[
= \sum_{f=1}^{M} \sum_{n=1}^{\infty} P_r(f)(1 - P_c(f))^{n} \frac{(g_c(M))^n}{n!} e^{-g_c(M)} + \sum_{f=1}^{M} P_r(f)e^{-g_c(M)}
\]

\[
= \sum_{f=1}^{M} \sum_{n=0}^{\infty} P_r(f)(1 - P_c(f))^{n} \frac{(g_c(M))^n}{n!} e^{-g_c(M)}
\]

\[
= \sum_{f=1}^{M} \sum_{n=0}^{\infty} P_r(f) \left[ g_c(M)(1 - P_c(f)) \right]^n \frac{e^{-g_c(M)(1-P_c(f))}}{n!} \cdot e^{-g_c(M)P_c(f)}
\]

\[
= \sum_{f=1}^{M} P_r(f)e^{-g_c(M)P_c(f)} \sum_{n=0}^{\infty} \frac{[g_c(M)(1 - P_c(f))]^n}{n!} e^{-g_c(M)(1-P_c(f))} = \sum_{f=1}^{M} P_r(f)e^{-g_c(M)P_c(f)}.
\]

(34)
APPENDIX B

PROOF OF THEOREM 1

When considering a cluster with side length $\sqrt{\frac{g_c(M)}{N}}$, the number of users in the cluster is a Poisson random variable with mean equal to $g_c(M)$. Then according to Lemma 1, the optimization problem that minimizes the outage probability of the cluster is:

$$
\min_{\sum_{f=1}^{M} P_r(f)} \sum_{f=1}^{M} P_r(f)e^{-g_c(M)P_r(f)}
$$

s.t. \hspace{1cm} \sum_{f=1}^{M} P_r(f) = S

$$
0 \leq P_r(f) \leq 1, \forall f = 1, 2, \ldots, M.
$$

Then since the optimization is convex, by using the Lagrange multiplier, we can obtain the optimal solution:

$$
P_r^*(f) = \min \left(1, \left[\log \left( \frac{g_c(M)P_r(f)}{\frac{1}{g_c(M)}} \right) \right]^+ \right) = \left[\left( \log \left( \frac{g_c(M)P_r(f)}{\frac{1}{g_c(M)}} \right) \right) \right]^+.
$$

where $[a]^+ = \max(a, 0)$ and $\zeta$ is the Lagrange multiplier such that $\sum_{m=1}^{M} P_r^*(f) = S$.

To derive the final results of Theorem 1, in the following, we will first assume:

$$
P_r^*(f) = \min \left(1, \left[\left( \log \left( \frac{g_c(M)P_r(f)}{\frac{1}{g_c(M)}} \right) \right) \right]^+ \right) = \left[\left( \log \left( \frac{g_c(M)P_r(f)}{\frac{1}{g_c(M)}} \right) \right) \right]^+.
$$

Then based on the resulting Theorem, we will show that the assumption in (37) is indeed true for the caching policy derived in Theorem 1. Before starting the proof, we provide Lemma 2:

Lemma 2: Suppose $q \geq 0$ and $F > 1$. We have the following inequalities:

$$
\sum_{f=1}^{F} \log(f + q) \leq (F + q + 1) \log(F + q + 1) - F - (1 + q) \log(1 + q); \hspace{1cm} (38)
$$

$$
\sum_{f=1}^{F} \log(f + q) \geq \log(1 + q) + (F + q) \log(F + q) - F - (1 + q) \log(1 + q) + 1.
$$

Proof. See Appendix E.

We denote $\nu = \left( \frac{\zeta}{g_c(M)} \right)^{\frac{1}{g_c(M)}}$, and $z_f = (P_r(f))^{\frac{1}{g_c(M)}}$. As a result, $P_r^*(f) = \left[ \log \left( \frac{z_f}{\nu} \right) \right]^+$. We denote $m^* \leq M$ as the smallest index such that $P_r^*(m^* + 1) = 0$. Then since $P_r^*(f)$ is monotonically decreasing, we know that $\nu$ is a parameter such that $\log \left( \frac{z_{m^*+1}}{\nu} \right) > 0$ and $\log \left( \frac{z_{m^*}}{\nu} \right) \leq 0$. This leads
to: \( \frac{z_{m^*}}{\nu} > 1 \) and \( \frac{z_{m^*+1}}{\nu} \leq 1 \), i.e., \( \nu < z_{m^*} \) and \( \nu \geq z_{m^*+1} \). Observe that \( \sum_{f=1}^{m^*} \log \left( \frac{z_f}{z_{m^*}} \right) = S \). It follows that

\[
\sum_{f=1}^{m^*} \log \left( \frac{z_f}{z_{m^*}} \right) \leq S; \quad \sum_{f=1}^{m^*} \log \left( \frac{z_f}{z_{m^*+1}} \right) \geq S. \tag{39}
\]

As a result,

\[
\sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*)} \right)^{\frac{1}{\gamma c(M)}} \leq S; \quad \sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*+1)} \right)^{\frac{1}{\gamma c(M)}} \geq S. \tag{40}
\]

Recall that \( P_r(f) = \frac{(f+q)^{-\gamma}}{H(1,M,\gamma,q)} \). It follows that

\[
\sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*)} \right)^{\frac{1}{\gamma c(M)}} = \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q} \right)^{-\frac{\gamma}{\gamma c(M)}} = -\frac{\gamma}{\gamma c(M)} \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q} \right) \tag{41}
\]

By using Lemma 2, we know

\[
\sum_{f=1}^{m^*} \log(f + q) \leq (m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q); \tag{42}
\]

\[
\sum_{f=1}^{m^*} \log(f + q) \geq \log(1 + q) + (m^* + q) \log(m^* + q) - m^* - (1 + q) \log(1 + q) + 1.
\]

As a result, we obtain:

\[
-\frac{\gamma}{\gamma c(M)} \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q} \right) \leq -\frac{\gamma}{\gamma c(M)} [\log(1 + q) + (m^* + q) \log(m^* + q) - m^* - (1 + q) \log(1 + q) + 1] + \frac{\gamma}{\gamma c(M)} m^* \log(m^* + q)
\]

\[
-\frac{\gamma}{\gamma c(M)} \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q} \right) \geq -\frac{\gamma}{\gamma c(M)} [(m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q)] + \frac{\gamma}{\gamma c(M)} m^* \log(m^* + q). \tag{43}
\]

This leads to

\[
\sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*)} \right)^{\frac{1}{\gamma c(M)}} \leq \frac{\gamma}{\gamma c(M)} [m^* - q \log(m^* + q) + q \log(1 + q) - 1]
\]

\[
\sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*)} \right)^{\frac{1}{\gamma c(M)}} \geq \frac{\gamma}{\gamma c(M)} [m^* - (q + 1) \log(m^* + q + 1) - m^* \log \left( \frac{m^* + q + 1}{m^* + q} \right) + (1 + q) \log(1 + q)]. \tag{44}
\]
Similarly, we have

\[
\sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^* + 1)} \right) \leq \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q + 1} \right) = \frac{1}{g_c(M)} \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q + 1} \right) = \frac{1}{g_c(M)} \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q + 1} \right)
\] (45)

Hence, by using (42), we obtain:

\[
\begin{align*}
\frac{-γ}{g_c(M)} \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q + 1} \right) & \leq \frac{-γ}{g_c(M)} \left( \log(1 + q) + (m^* + q) \log(m^* + q) - m^* - (1 + q) \log(1 + q) + 1 \right) \\
& \quad + \frac{γ}{g_c(M)} m^* \log(m^* + q + 1)
\end{align*}
\]

\[
\begin{align*}
\frac{-γ}{g_c(M)} \sum_{f=1}^{m^*} \log \left( \frac{f + q}{m^* + q + 1} \right) & \geq \frac{-γ}{g_c(M)} \left( (m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q) \right) \\
& \quad + \frac{γ}{g_c(M)} m^* \log(m^* + q + 1).
\end{align*}
\] (46)

By using (45), this then leads to

\[
\begin{align*}
\sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^* + 1)} \right) \frac{1}{g_c(M)} & \leq \frac{γ}{g_c(M)} \left[ m^* - q \log(m^* + q) - m^* \log \left( \frac{m^* + q}{m^* + q + 1} \right) + q \log(1 + q) - 1 \right] \\
\sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^* + 1)} \right) \frac{1}{g_c(M)} & \geq \frac{γ}{g_c(M)} \left[ (m^* - (q + 1) \log(m^* + q + 1) + (1 + q) \log(1 + q)) \right].
\end{align*}
\] (47)

We now let \( a' = \frac{S_{g_c(M)}}{γ} \), \( q = C_2a' \), and \( m^* = C_1a' \), where \( C_1 \) and \( C_2 \) are some constant. We want to determine \( m^* \) when \( g_c(M) \to \infty \) (or equivalently \( a' \to \infty \)). From (44), we obtain:

\[
\begin{align*}
\frac{1}{S} \sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*)} \right) \frac{1}{g_c(M)} & \leq \frac{1}{a'} \left[ C_1a' - C_2a' \log ((C_1 + C_2)a') + C_2a' \log(1 + C_2a') - 1 \right] \\
& = C_1 - C_2 \log ((C_1 + C_2)a') + C_2 \log(1 + C_2a') - \frac{1}{a'} \\
& = C_1 - C_2 \log \left( \frac{(C_1 + C_2)a'}{C_2a' + 1} \right) - \frac{1}{a'} = C_1 - C_2 \log \left( \frac{C_1 + C_2}{C_2 + \frac{1}{a'}} \right) - \frac{1}{a'} \\
& \approx C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right)
\end{align*}
\] (48)
Also from \( (44) \), we obtain:

\[
\frac{1}{S} \sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*)} \right)^{\frac{1}{\gamma_c(M)}} \geq \frac{1}{a'} \left[ C_1 a' - (C_2 a' + 1) \log \left( (C_1 + C_2)a' + 1 \right) - (C_1 a') \log \left( \frac{(C_1 + C_2)a' + 1}{(C_1 + C_2)a'} \right) + (1 + C_2a') \log(1 + C_2a') \right]
\]

\[
= C_1 - \left( C_2 + \frac{1}{a'} \right) \log \left( (C_1 + C_2)a' + 1 \right) - C_1 \log \left( \frac{C_1 + C_2 + \frac{1}{a'}}{C_1 + C_2} \right) + \left( C_2 + \frac{1}{a'} \right) \log(1 + C_2a')
\]

\[
= C_1 - \left( C_2 + \frac{1}{a'} \right) \log \left[ \frac{C_1 + C_2}{C_2a' + 1} \right] - C_1 \log \left( \frac{C_1 + C_2 + \frac{1}{a'}}{C_1 + C_2} \right)
\]

\[
\approx C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right).
\]

(49)

As a result of \( (48) \) and \( (49) \), we obtain

\[
C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right) \lessapprox \frac{1}{S} \sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^*)} \right)^{\frac{1}{\gamma_c(M)}} \lessapprox C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right)
\]

(50)

Similarly, from \( (47) \), we can obtain:

\[
\frac{1}{S} \sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^* + 1)} \right)^{\frac{1}{\gamma_c(M)}} \leq \frac{1}{a'} \left[ C_1 a' - C_2 a' \log \left( (C_1 + C_2)a' \right) - (C_1 a') \log \left( \frac{(C_1 + C_2)a'}{(C_1 + C_2)a' + 1} \right) + C_2 a' \log(1 + C_2a') - 1 \right]
\]

\[
= C_1 - C_2 \log \left( (C_1 + C_2)a' \right) - C_1 \log \left( \frac{(C_1 + C_2)a'}{(C_1 + C_2)a' + 1} \right) + C_2 \log(1 + C_2a') - \frac{1}{a'}
\]

\[
= C_1 - C_2 \log \left[ \frac{(C_1 + C_2)a'}{C_2a' + 1} \right] - C_1 \log \left( \frac{C_1 + C_2}{C_1 + C_2 + \frac{1}{a'}} \right) - \frac{1}{a'}
\]

\[
\approx C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right)
\]

(51)
Again from (47), we obtain:

\[
\frac{1}{S} \sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^* + 1)} \right) \stackrel{1}{=} \frac{1}{a'} \left[ (C_1 a' - (C_2 a' + 1) \log [(C_1 + C_2) a' + 1] + (1 + C_2 a') \log (1 + C_2 a') \right] \\
= C_1 - \left( C_2 + \frac{1}{a'} \right) \log [(C_1 + C_2) a' + 1] + \left( C_2 + \frac{1}{a'} \right) \log (1 + C_2 a') \\
\approx C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right).
\]

As a result of (51) and (52), we obtain

\[
C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right) \leq \frac{1}{S} \sum_{f=1}^{m^*} \log \left( \frac{P_r(f)}{P_r(m^* + 1)} \right) \leq C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right).
\]  

Finally, by using (40), (50), and (53), we obtain the following relationship:

\[
C_1 - C_2 \log \left( 1 + \frac{C_1}{C_2} \right) = 1.
\]

Recall that \(a' = S g_c(M)\), \(C_2 = \frac{a'}{q}\), and \(m^* = C_1 a'\). We conclude that

\[
m^* = \Theta \left( \min \left( \frac{C_1 S g_c(M)}{\gamma}, M \right) \right),
\]

where \(C_1\) is a solution of \(C_1 = 1 + C_2 \log \left( 1 + \frac{C_1}{C_2} \right)\).

Since above derivations are based on the assumption in (37), we now show that this assumption is indeed true for is indeed true for the caching policy in Theorem 1. Observe that since \(P^*_c(f)\) is a monotonically decreasing function of \(f\), it is sufficient to show \(P^*_c(1) \leq 1\). Then since \(P^*_c(1) = \log \left( \frac{2}{q} \right)\), this is equivalent to show \(\log z_1 - \log \nu \leq 1\) as in the following. We first observe from above results that

\[
\sum_{f=1}^{m^*} \log \left( \frac{z_f}{\nu} \right) = S \iff \sum_{f=1}^{m^*} \log z_f - m^* \log \nu = S
\]

It follows that

\[
- \log \nu = -\frac{1}{m^*} \sum_{f=1}^{m^*} \log z_f + \frac{S}{m^*}.
\]

Then observe that

\[
\sum_{f=1}^{m^*} \log z_f = \sum_{f=1}^{m^*} \log(P_r(f)) \overline{\frac{1}{g_c(M)}} = \frac{-\gamma}{g_c(M)} \sum_{f=1}^{m^*} \log(f + q) - \frac{1}{g_c(M)} \sum_{f=1}^{m^*} \log H(1, M, \gamma, q)
\]

\[
= \frac{-\gamma}{g_c(M)} \sum_{f=1}^{m^*} \log(f + q) - \frac{m^*}{g_c(M)} \log H(1, M, \gamma, q).
\]
It follows from (56) and (57) that

$$-\log \nu = \frac{1}{m^* g_c(M)} \sum_{f=1}^{m^*} \log(f + q) + \frac{1}{g_c(M)} \log H(1, M, \gamma, q) + \frac{S}{m^*}. \quad (58)$$

By using Lemma 2, we obtain:

$$\sum_{f=1}^{m^*} \log(f + q) \leq (m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q). \quad (59)$$

By using (58) and (59), we then obtain

$$-\log \nu \leq \frac{\gamma}{g_c(M)} \frac{1}{m^*} [(m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q)]$$

$$+ \frac{1}{g_c(M)} \log H(1, M, \gamma, q) + \frac{S}{m^*}. \quad (60)$$

Recall that

$$\log z_1 = \log(a_1)^{1/(m^*)} = \frac{1}{g_c(M)} \log((1 + q)^{-\gamma}) - \frac{1}{g_c(M)} \log H(1, M, \gamma, q). \quad (61)$$

By using (60) and (61), we obtain:

$$\log z_1 - \log \nu$$

$$\leq \frac{\gamma}{g_c(M)} \frac{1}{m^*} [(m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q)]$$

$$+ \frac{1}{g_c(M)} \log H(1, M, \gamma, q) + \frac{S}{m^*} + \frac{1}{g_c(M)} \log((1 + q)^{-\gamma}) - \frac{1}{g_c(M)} \log H(1, M, \gamma, q)$$

$$= \frac{\gamma}{g_c(M)} \left[(1 + \frac{q}{m^*} + \frac{1}{m^*}) \log(m^* + q + 1) - 1 - \left(\frac{q}{m^*} + \frac{1}{m^*}\right) \log(1 + q)\right] + \frac{S}{m^*} - \frac{\gamma}{g_c(M)} \log(1 + q). \quad (62)$$

To show $\log z_1 - \log \nu \leq 1$, we discuss two cases: (i) $\frac{C_1 S g_c(M)}{\gamma} \leq M$ and (ii) $\frac{C_1 S g_c(M)}{\gamma} > M$. We first consider $\frac{C_1 S g_c(M)}{\gamma} \leq M$. Then noticing that in this case $m^* = \frac{C_1 S g_c(M)}{\gamma}$. In addition, we have
\[ q = C_2 a' = \frac{C_2 S g_c(M)}{\gamma} \text{ and } g_c(M) \to \infty. \text{ It follows from (62) that} \]

\[
\log z_1 - \log \nu \leq \frac{\gamma}{g_c(M)} \left[ \left( 1 + \frac{C_2}{C_1} + \frac{\gamma}{C_1 S g_c(M)} \right) \log \left( \frac{(C_1 + C_2) S g_c(M)}{\gamma} + 1 \right) - 1 \right] - \left( \frac{C_2}{C_1} + \frac{\gamma}{C_1 S g_c(M)} \right) \log \left( 1 + \frac{C_2 S g_c(M)}{\gamma} \right) + \frac{\gamma}{C_1 S g_c(M)} \log \left( \frac{(C_1 + C_2) S g_c(M)}{\gamma} + 1 \right) - 1 + \frac{\gamma}{C_1 S g_c(M)} \log \left( 1 + \frac{C_1}{C_2} \right) + \frac{\gamma}{C_1 g_c(M)} + o(1). \]

Recall that \( C_1 = 1 + C_2 \log \left( 1 + \frac{C_1}{C_2} \right) \) according to Theorem 1. We thus have:

\[
\log \left( 1 + \frac{C_1}{C_2} \right) = \frac{C_1 - 1}{C_2}. \tag{64} \]

By combining (63) and (64), we finally obtain:

\[
\log z_1 - \log \nu \leq \frac{\gamma}{g_c(M)} \left[ \left( 1 + \frac{C_2}{C_1} + \frac{\gamma}{C_1 S g_c(M)} \right) \frac{C_1 - 1}{C_2} - 1 \right] + \frac{\gamma}{g_c(M)} \frac{C_2 C_1 - 1}{C_2} + \frac{\gamma}{C_1 g_c(M)} + o(1) \]

\[
= \frac{\gamma}{g_c(M)} \left[ \frac{C_1 - 1}{C_2} \right] + \frac{\gamma}{g_c(M)} \frac{C_1 - 1}{C_2} + o(1) \overset{(a)}{=} o(1), \tag{65} \]

where (a) is because \( N \to \infty \) and \( \frac{C_1}{C_2} = \Theta(1) \) according to the equation \( C_1 = 1 + C_2 \log \left( 1 + \frac{C_1}{C_2} \right) \).

We now consider \( \frac{C_1 S g_c(M)}{\gamma} > M \). In this case, we have \( m^* = M \). Then from (62), we obtain:

\[
\log z_1 - \log \nu \leq \frac{\gamma}{g_c(M)} \left[ \left( 1 + \frac{q}{M} + \frac{1}{M} \right) \log (M + q + 1) - 1 - \left( \frac{q}{M} + \frac{1}{M} \right) \log(1 + q) \right] + \frac{S}{M} - \frac{\gamma}{g_c(M)} \log(1 + q) \]

\[
= \frac{\gamma}{g_c(M)} \left[ \left( 1 + \frac{q}{M} + \frac{1}{M} \right) \log (M + q + 1) - 1 - \left( 1 + \frac{q}{M} + \frac{1}{M} \right) \log(1 + q) \right] - \frac{\gamma}{g_c(M)} + \frac{S}{M} \]

\[
= \frac{\gamma}{g_c(M)} \left( 1 + \frac{q}{M} + \frac{1}{M} \right) \log \left( \frac{M + q + 1}{q + 1} \right) + o(1) \overset{(a)}{=} o(1), \tag{66} \]

where (a) can be shown by considering two cases: (i) when \( g_c(M) = \Theta(M) \), then since \( q = O(M) \) and \( S \) is finite, (a) is thus true; and (ii) when \( g_c(M) = o(M) \), then we must have \( q = \Theta(M) \) because \( q = \frac{C_2 S g_c(M)}{\gamma} \) and \( \frac{C_1 S g_c(M)}{\gamma} > M \) and \( \frac{C_1}{C_2} = \Theta(1) \). Therefore (a) is true. Combining results
in (65) and (66), we show that \( \log z_1 - \log \nu \leq 1 \) is true, and thus prove that the validity of the assumption in (37) for the caching policy proposed in Theorem 1. This concludes the proof of Theorem 1.

**APPENDIX C**

**PROOF OF PROPOSITION 1**

Before the proof of Proposition 1, we first state a Lemma:

**Lemma 3:** *(the original Lemma 1 in [14]):* Denote \( \sum_{f=a}^{b} (f + q)^{-\gamma} = H(a, b, \gamma, q) \). When \( \gamma \neq 1 \), we have

\[
\frac{1}{1 - \gamma} [(b + q + 1)^{1-\gamma} - (a + q)^{1-\gamma}] \leq H(a, b, \gamma, q) \leq \frac{1}{1 - \gamma} [(b + q)^{1-\gamma} - (a + q)^{1-\gamma}] + (a + q)^{-\gamma}.
\]

Suppose \( g_c(M) = \frac{\rho M}{c + s} \), where \( \rho \geq \gamma \). According to Theorem 1, we obtain \( m^* = M \). Then observe that \( z_f = (P_r(f))^{g_c(M)} \). The outage probability is

\[
p_o = \sum_{f=1}^{M} P_r(f) e^{g_c(M) \log \frac{z_f}{\nu}} = \sum_{f=1}^{M} P_r(f) \left( \frac{z_f}{\nu} \right)^{-g_c(M)} = (\nu)^{g_c(M)} \sum_{f=1}^{M} P_r(f) \left( \frac{1}{P_r(f)} \right)^{-g_c(M)} = (\nu)^{g_c(M)} \sum_{f=1}^{M} P_r(f) (P_r(f))^{-1} = (\nu)^{g_c(M)} M
\]

where

\[
(\nu)^{g_c(M)} = \exp \left( \frac{\sum_{f=1}^{M} \log z_f - S}{M} \cdot g_c(M) \right) = e^{\frac{g_c(M)}{M} \sum_{f=1}^{M} \log z_f} \cdot e^{-\frac{Sg_c(M)}{M}} = e^{\frac{g_c(M)}{M} \sum_{f=1}^{M} \log z_f} \cdot e^{\frac{-S}{M}}.
\]

We then note that

\[
\sum_{f=1}^{M} \log z_f = \sum_{f=1}^{M} \log (P_r(f)) \frac{1}{g_c(M)} = \frac{1}{g_c(M)} \sum_{f=1}^{M} \log P_r(f) = \frac{1}{g_c(M)} \sum_{f=1}^{M} \log \frac{(f + q)^{-\gamma}}{H(1, M, \gamma, q)}
\]

\[
= \frac{-\gamma}{g_c(M)} \sum_{f=1}^{M} \log (f + q) - \frac{M}{g_c(M)} \log H(1, M, \gamma, q)
\]

\[
\leq \frac{-\gamma}{g_c(M)} (\log (1 + q) + (M + q) \log (M + q) - M - (1 + q) \log (1 + q) + 1)
\]

\[
- \frac{M}{g_c(M)} \log \left( \frac{1}{1 - \gamma} ((M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma}) \right),
\]

where \((a)\) is because

\[
\sum_{f=1}^{M} \log (f + q) \geq \log (1 + q) + (M + q) \log (M + q) - M - (1 + q) \log (1 + q) + 1
\]
by Lemma 2 and
\[
H(1, M, \gamma, q) \geq \frac{1}{1 - \gamma} \left( (M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma} \right) \tag{71}
\]
by Lemma 3. It follows from (67), (68), and (69) that the outage probability can be upper bounded as:
\[
p_o = \sum_{f=1}^{M} P_r(f) e^{-g_c(M) \log \frac{\gamma_f}{M}} = M (\nu)^{g_c(M)}
\]
\[
\leq e^{\frac{g_c(M)}{c_1}} \left[ e^{g_c(M) \log(1+q)+(M+q) \log(M+q)-M-(1+q) \log(1+q)+1} \right] \cdot e^{\frac{g_c(M)}{c_1}} \cdot \frac{1}{c_1} \tag{72}
\]
\[
= M e^{-\frac{g_c(M)}{c_1}} \cdot (1 + q)^{\gamma} \cdot (M + q)^{\gamma(M+q)} \cdot e^{\gamma} \cdot (1 + q)^{\gamma(1+q)} \cdot e^{\gamma}
\]
\[
\cdot \left[ (M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma} \right]^{-1}
\]
We let \( D = \frac{g_c(M)}{c_1} \). It follows from (72) that:
\[
p_o = \sum_{f=1}^{M} P_r(f) e^{-g_c(M) \log \frac{\gamma_f}{M}}
\]
\[
\leq \frac{(1 - \gamma) M e^{-\left(\frac{g_c(M)}{c_1} \cdot \gamma\right)} \cdot e^{\gamma} \cdot (1 + D M)^{\gamma} \cdot (M + D M)^{\gamma(M+DM)} \cdot (1 + D M)^{\gamma(1+DM)}}{(M + D M + 1)^{1-\gamma} - (1 + D M)^{1-\gamma}} \cdot (M + D M)^{-\gamma(1+D)} \cdot (1 + D M)^{\gamma D}
\]
\[
= \frac{(1 - \gamma) M e^{-\left(\frac{g_c(M)}{c_1} \cdot \gamma\right)} \cdot e^{\gamma} \cdot (1 + D)^{-\gamma(1+D)} \cdot (D + \frac{1}{M})^{\gamma D}}{(1 + D + \frac{1}{M})^{1-\gamma} - (D + \frac{1}{M})^{1-\gamma}} \cdot M \cdot M^{-\gamma(1+D)} \cdot M^{\gamma D}
\]
\[
= (1 - \gamma) e^{-\left(\frac{g_c(M)}{c_1} \cdot \gamma\right)} \cdot e^{\gamma} \cdot (1 + D)^{-\gamma(1+D)} \cdot (D + \frac{1}{M})^{\gamma D} + o \left( (1 - \gamma) e^{-\left(\frac{g_c(M)}{c_1} \cdot \gamma\right)} \frac{(1 + D)^{-\gamma(1+D)} \cdot (D + \frac{1}{M})^{\gamma D}}{(1 + D)^{1-\gamma} - (D)^{1-\gamma}} \right). \tag{73}
\]

**APPENDIX D**

**PROOF OF THEOREM 2**

When considering \( g_c(M) = \frac{\rho M}{C_1 S} \), by Proposition 1, we know that the outage probability of the cluster is upper bounded as
\[
p_o \leq (1 - \gamma) e^{-\left(\frac{g_c(M)}{c_1} \cdot \gamma\right)} \frac{(1 + D)^{-\gamma(1+D)}}{(1 + D)^{1-\gamma} - (D)^{1-\gamma}}. \tag{74}
\]
To compute the throughput of a cluster, we leverage the results in [34]. Recall that when using the achievable scheme in Sec. III.A, the multi-hop approach proposed in [34] is used for delivering both real and virtual files. We denote the throughput generated via transmitting real file as effective
throughput; the throughput generated via transmitting virtual file as virtual throughput; and the sum of the real and virtual throughput as mixing throughput. Since only the effective throughput can be taken into account for \( T_{\text{user}} \), we want to compute its value.

To compute the effective throughput, our approach is to first compute the mixing throughput, and then exclude the virtual throughput from it. From the definition, we know:

\[
T_{\text{user}} = \mathbb{E}_{n,P} \left[ \min_{u \in \mathcal{U}} \mathbb{E} \left[ C_u \cdot 1_{H_u} \mid n, P \right] \right],
\]

(75)

where \( C_u \) is the mixing throughput of user \( u \); \( 1_{H_u} \) is the indicating function of the event \( H_u \) defined as \( H_u = \{ \text{the user } u \text{ can find the desired file in the cluster} \} \). Thus, \( 1_{H_u} = 1 \) if user \( u \) can find the desired file in the cluster; otherwise \( 1_{H_u} = 0 \). Then according to the result in [34] and [35] and due to the frequency reuse scheme among different clusters, we have the following Theorem:

**Theorem A.1** [34], [35]: When using the proposed achievable scheme, with high probability \( \text{w.h.p.} \), users in a cluster with side length \( \sqrt{g_c(M)} \) can achieve \( C_u = \Omega \left( \frac{1}{K} \sqrt{\frac{1}{g_c(M)}} \right) \) of the mixing throughput simultaneously.

From Theorem A.1, we know that, w.h.p, there exists a \( \epsilon = \Theta(1) > 0 \) such that \( C_u \geq \frac{\epsilon}{K} \sqrt{\frac{1}{g_c(M)}} \) for all users. We note that both Theorem A.1 and event \( 1_{H_u} \) have the symmetry property for all users. It is then sufficient that we consider an arbitrary user in the network. We let \( C_{\text{user}} = \frac{\epsilon}{K} \sqrt{\frac{1}{g_c(M)}} \) and define an event \( H = \{ \text{the user can find the desired file in the cluster} \} \). Recall that \( P_h = 1 - p_o \) is the file hit-rate. Then by using above arguments and (75) and \( g_c(M) = \frac{C_1S}{\rho M} \), we obtain:

\[
T_{\text{user}} \geq \mathbb{E}_{n,P} \left[ \mathbb{E} \left[ C_{\text{user}} \cdot 1_{H} \mid n, P \right] \right] = C_{\text{user}} \cdot \mathbb{E}_{n,P} \left[ \mathbb{E} \left[ 1_{H} \mid n, P \right] \right] = C_{\text{user}} \cdot P_h
\]

(76)

By combining (74) and (76), we finally obtain the asymptotic achievable throughput-outage tradeoff:

\[
T(P_o) = \Omega \left( \frac{1 - P_o}{K} \sqrt{\frac{C_1S}{\rho M}} \right), P_o = (1 - \gamma)e^{-(\frac{C_1S}{\rho M})D^{1-D} \frac{1}{(1+D)^{1-\gamma}}}.
\]

(77)

**APPENDIX E**

**PROOF OF LEMMA 2**

By using the concept of Riemann sum in Calculus, we can obtain:

\[
\sum_{f=1}^{F} \log(f + q) \leq \int_{1}^{F+1} \log(x + q)dx = (x + q) \log(x + q) - x \Big|_{1}^{F+1};
\]

\[
\sum_{f=1}^{F} \log(f + q) \geq \log(1 + q) + \int_{1}^{F} \log(x + q)dx = \log(1 + q) + \left[ (x + q) \log(x + q) - x \right]_{1}^{F}.
\]

(78)
It follows that
\[
\sum_{f=1}^{F} \log(f + q) \leq (F + q + 1) \log(F + q + 1) - F - (1 + q) \log(1 + q); \\
\sum_{f=1}^{F} \log(f + q) \geq \log(1 + q) + (F + q) \log(F + q) - F - (1 + q) \log(1 + q) + 1.
\]

(79)

**APPENDIX F**

**PROOF OF PROPOSITION 2**

In the following, we will obtain both the upper and lower bounds of \( p_o \) when \( g_c(M) < \frac{\gamma M}{C_1 S} \). As will be shown, the upper and lower bounds have the same expression. We can thus conclude the expression of \( p_o \). When \( g_c(M) < \frac{\gamma M}{C_1 S} \), we have \( m^* < M \) according to Theorem 1. Consequently, the outage probability is:

\[
p_o = \sum_{f=1}^{M} P_r(f) e^{-g_c(M) \log z_f} = \sum_{f=1}^{m^*} P_r(f) \left( \frac{z_f}{\nu} \right)^{-g_c(M)} + \sum_{f=m^*+1}^{M} P_r(f) \\
= \sum_{f=1}^{m^*} P_r(f) e^{-g_c(M) \log z_f} \cdot e^{g_c(M) \log \nu} + \sum_{f=m^*+1}^{M} P_r(f) = \sum_{f=1}^{m^*} P_r(f) (z_f)^{-g_c(M)} \cdot \nu^{g_c(M)} + \sum_{f=m^*+1}^{M} P_r(f) \\
= m^* \nu^{g_c(M)} \sum_{f=1}^{m^*} P_r(f) + \sum_{f=m^*+1}^{M} P_r(f) = 1 - \sum_{f=1}^{m^*} P_r(f) + m^* \nu^{g_c(M)}.
\]

(80)

To lower bound (80), we in the following upper bound \( \sum_{f=1}^{m^*} P_r(f) \) and lower bound \( m^* \nu^{g_c(M)} \), respectively.

We first derive the upper bound for \( \sum_{f=1}^{m^*} P_r(f) \) as follows:

\[
\sum_{f=1}^{m^*} P_r(f) = \frac{H(1, m^*, \gamma, q)}{H(1, M, \gamma, q)} \Rightarrow \frac{1}{1-\gamma} \left[ (m^* + q)^{1-\gamma} - (q + 1)^{1-\gamma} + (q + 1)^{-\gamma} \right] \left[ (M + q + 1)^{1-\gamma} - (q + 1)^{1-\gamma} \right] \\
= \frac{(m^* + q)^{1-\gamma} - (q + 1)^{1-\gamma} + (1 - \gamma)(q + 1)^{-\gamma}}{(M + q + 1)^{1-\gamma} - (q + 1)^{1-\gamma}} = \frac{(m^* + q)^{1-\gamma} - (q + 1)^{1-\gamma}}{(M + q)^{1-\gamma} - (q + 1)^{1-\gamma}} + o(\xi),
\]

where (a) is due to Lemma 3 and \( \xi \) is with whatever order we have in (81). Thus, \( o(\xi) \) here is simply to indicate some negligible terms that have even smaller order than the major term in (81). We use this for notation simplicity, and the same notion applies for all derivations in this Appendix.
We next derive the lower bound for $m^* \nu_{g_c(M)}$. Recall that $m^* = \frac{C_1 S_{g_c(M)}}{\gamma}$. Then by using the same derivation as in (68), we obtain:

$$m^* \nu_{g_c(M)} = m^* \exp \left( \frac{\sum_{f=1}^{m^*} \log z_f - S}{m^*} \cdot g_c(M) \right) = m^* e^{\frac{g_c(M)}{m^*} \sum_{f=1}^{m^*} \log z_f} \cdot e^{-\frac{S_{g_c(M)}}{m^*}}$$

(82)

To find the lower bound of (82), our approach is by obtaining the lower bound of $\sum_{f=1}^{m^*} \log z_f$. By following the same derivations as in (69), we obtain:

$$\sum_{f=1}^{m^*} \log z_f = -\frac{\gamma}{g_c(M)} \sum_{f=1}^{m^*} \log(f + q) - \frac{m^*}{g_c(M)} H(1, M, \gamma, q).$$

(83)

Then by (83) and Lemmas 2 and 3, we obtain:

$$\sum_{f=1}^{m^*} \log z_f \geq -\frac{\gamma}{g_c(M)} ((m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q))$$

$$- \frac{m^*}{g_c(M)} \log \left( \frac{1}{1 - \gamma} ((M + q)^{1 - \gamma} - (1 + q)^{1 - \gamma}) + (1 + q)^{-\gamma} \right).$$

(84)

By substituting (84) into (82), we obtain:

$$m^* \nu_{g_c(M)} \geq m^* e^{-\frac{1}{m^*}} e^{-\frac{g_c(M)}{m^*} \left[ -\frac{\gamma}{g_c(M)} ((m^* + q + 1) \log(m^* + q + 1) - m^* - (1 + q) \log(1 + q)) \right]}

\cdot e^{-\frac{m^*}{g_c(M)}} \left[ -\frac{m^*}{g_c(M)} \log \left( \frac{1}{1 - \gamma} ((M + q)^{1 - \gamma} - (1 + q)^{1 - \gamma}) + (1 + q)^{-\gamma} \right) \right]

= m^* e^{-\frac{1}{m^*}} (m^* + q + 1) \frac{S_{g_c(M)}}{m^*} \cdot e^\gamma \cdot (1 + q)^{\frac{\gamma}{m^*}} \cdot \frac{1}{1 - \gamma} ((M + q)^{1 - \gamma} - (1 + q)^{1 - \gamma}) + (1 + q)^{-\gamma}

= (1 - \gamma) e^{-\gamma \left( \frac{1}{c_1} \right)} m^* \frac{(m^* + q + 1)^{1 - \gamma} (m^* + q + 1)^{-\gamma} (1 + q)^{\frac{\gamma q + 1}{m^*}}}{(M + q)^{1 - \gamma} - (1 + q)^{1 - \gamma} + (1 - \gamma)(1 + q)^{-\gamma}}

= (1 - \gamma) e^{-\gamma \left( \frac{1}{c_1} \right)} \left( \frac{m^*}{M} \right)^{1 - \gamma} \left( 1 + \frac{q}{M} \right)^{-\gamma} \cdot \left( 1 + q \right)^{\frac{\gamma q + 1}{m^*}} = (1 - \gamma) e^{-\gamma \left( \frac{1}{c_1} \right)} \left( \frac{m^*}{M} \right)^{1 - \gamma} \left( 1 + \frac{q}{M} \right)^{-\gamma} \cdot \left( 1 + q \right)^{\frac{\gamma m^*}{m^*}} + o(\xi).$$

(85)
Recall that $m^* = \frac{C_1 S g_e(M)}{\gamma}$ and $q = \frac{C_2 S g_e(M)}{\gamma}$. By using (80), (81), and (85), we obtain:

$$p_o \geq 1 + (1 - \gamma) e^{-\gamma \left( \frac{1}{M} - 1 \right)} \left( \frac{m^*}{M} \right)^{1 - \gamma} \frac{(1 + \frac{q}{m^*})^{1 - \gamma}}{(1 + \frac{q}{m^*})^{1 - \gamma} - \frac{q}{m^*}} \cdot \left( \frac{q}{m^* + q} \right)^{\frac{\gamma q}{m^*}}$$

$$- \frac{(m^* + q)^{1 - \gamma} - (q + 1)^{1 - \gamma}}{(M + q)^{1 - \gamma} - (q + 1)^{1 - \gamma}} + o(\xi)$$

$$= 1 + (1 - \gamma) e^{-\gamma \left( \frac{1}{M} - 1 \right)} \left( \frac{C_1 S g_e(M)}{\gamma M} \right)^{1 - \gamma} \frac{(1 + \frac{C_2}{C_1})^{1 - \gamma}}{(1 + \frac{C_2 S g_e(M)}{\gamma M})^{1 - \gamma} - \frac{C_2 S g_e(M)}{\gamma M}} \cdot \left( \frac{C_2}{C_1 + C_2} \right)^{\frac{\gamma C_2}{C_1}}$$

$$- \left( \frac{C_1 S g_e(M)}{\gamma M} \right)^{1 - \gamma} \frac{(1 + \frac{C_2}{C_1})^{1 - \gamma} - \frac{C_2}{C_1}}{(1 + \frac{C_2 S g_e(M)}{\gamma M})^{1 - \gamma} - \frac{C_2 S g_e(M)}{\gamma M} \cdot o(\xi).$$

(86)

Similar to the above procedure, we derive the upper bound for $p_o$. Therefore, to obtain the upper bound of (80), we in the following obtain the lower bound of $\sum_{f=1}^{m^*} P_r(f)$ and upper bound of $m^* \nu g_e(M)$, respectively. We first derive the lower bound for $\sum_{f=1}^{m^*} P_r(f)$ as follows:

$$\sum_{f=1}^{m^*} P_r(f) = \frac{H(1, m^*, \gamma, q)}{H(1, M, \gamma, q)} \geq \frac{1}{1 - \gamma} \frac{[(m^* + q + 1)^{1 - \gamma} - (q + 1)^{1 - \gamma}]}{[(M + q)^{1 - \gamma} - (q + 1)^{1 - \gamma}]}$$

$$= \frac{(m^* + q + 1)^{1 - \gamma} - (q + 1)^{1 - \gamma}}{(M + q)^{1 - \gamma} - (q + 1)^{1 - \gamma} + (1 - \gamma)(q + 1)^{1 - \gamma}} + o(\xi),$$

where (a) is due to Lemma 1 of [14].

We then derive the upper bound for $m^* \nu g_e(M)$. Recall that $m^* = \frac{C_1 S g_e(M)}{\gamma}$ and by using the same derivation as in (82), we obtain:

$$m^* \nu g_e(M) = m^* e^{\frac{2m^*_1(M)}{\gamma} \sum_{f=1}^{m^*} \log z_f} e^{-\frac{\gamma q}{C_1}}.$$  

(88)

Then by (83) and Lemmas 2 and 3, we obtain:

$$\sum_{f=1}^{m^*} \log z_f \leq \frac{\gamma}{g_e(M)} (\log(1 + q) + (m^* + q) \log(m^* + q) - m^* - (1 + q) \log(1 + q) + 1)$$

$$- \frac{m^*}{g_e(M)} \log \left( \frac{1}{1 - \gamma} ((M + q)^{1 - \gamma} - (1 + q)^{1 - \gamma}) \right).$$

(89)
By substituting (89) into (88), we obtain:

\[ m^* \nu^{\gamma_c(M)} \]

\[ \leq m^* e^{-\frac{\gamma}{\nu_c}} e^{-\frac{\nu_c(M)}{\nu_c(M)}} \left[ \frac{n}{n_c(M)} \right] \left( \log(1+q) + (m^* + q) \log(m^* + q) - m^* - (1+q) \log(1+q+1) \right) \]

\[ \cdot e^{-\frac{\nu_c(M)}{\nu_c(M)}} \left[ - \frac{m^*}{\nu_c(M)} \log \left( \frac{1}{1-\gamma} \left( (M+q+1)^{1-\gamma} - (1+q)^{1-\gamma} \right) \right) \right] \]

\[ = m^* e^{-\frac{\gamma}{\nu_c}} \cdot (1 + q)^\gamma \cdot (m^* + q)^\gamma \cdot e^\gamma \cdot (1 + q)^{m^*+1} \cdot e^{\gamma m^*} \cdot \frac{1}{1-\gamma} ((M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma}) \]

\[ = (1 - \gamma) e^{-\gamma \left( \frac{1}{\nu_c} \right) - 1} \frac{m^*}{M^{1-\gamma}} (m^* + q)^\gamma \frac{(1 + \frac{q}{m^*})^{1-\gamma} \cdot e^{\gamma m^*}}{(1 + \frac{q}{M} + \frac{1}{M})^{1-\gamma} - (\frac{q}{M} + \frac{1}{M})^{1-\gamma}} \cdot \left( \frac{1 + \frac{q}{m^*} + \frac{1}{M}}{m^* + q} \right) \frac{\gamma (q + 1)}{m^*} + o(\xi). \] (90)

Recall that \( m^* = \frac{C_1 S g_c(M)}{\gamma} \) and \( q = \frac{C_2 S g_c(M)}{\gamma} \). Also observe that the final results of (87) and (90) are identical to (81) and (85), respectively. By using (80), (87), and (90), and following the similar derivations as in (86), we obtain:

\[ p_0 \leq 1 + (1 - \gamma) e^{-\gamma \left( \frac{1}{\nu_c} \right) - 1} \left( \frac{C_1 S g_c(M)}{\gamma M} \right)^{1-\gamma} \frac{\left( \frac{C_1}{C_1 + C_2} \right)^{\gamma} \cdot \left( \frac{C_2}{C_1 + C_2} \right)^{\gamma C_1}}{(1 + \frac{C_2 S g_c(M)}{\gamma} M)^{1-\gamma} - (\frac{C_2 S g_c(M)}{\gamma} M)^{1-\gamma}} \]

\[ - \left( \frac{C_1 S g_c(M)}{\gamma M} \right)^{1-\gamma} \frac{(1 + \frac{C_2}{C_1})^{1-\gamma} - \left( \frac{C_2}{C_1} \right)^{1-\gamma}}{(1 + \frac{C_2 S g_c(M)}{\gamma} M)^{1-\gamma} - (\frac{C_2 S g_c(M)}{\gamma} M)^{1-\gamma}} + o(\xi). \] (91)

Combining (86) and (91) completes the proof.
APPENDIX G

PROOF OF PROPOSITION 3

From Proposition 2, when $\gamma > 1$, $g_c(M) = o(M)$, and $q = o(M)$, we obtain:

$$p_o = 1 + (1 - \gamma)e^{-\frac{\gamma}{C_1(M)}} \left( \frac{C_1 S g_c(M)}{\gamma M} \right)^{1-\gamma} \frac{\left( \frac{C_1}{C_1+C_2} \right)^\gamma \cdot \left( \frac{C_2}{C_1+C_2} \right)^{\gamma C_1}}{\left( 1 + \frac{C_2 S g_c(M)}{\gamma M} \right)^{1-\gamma} - \left( \frac{C_2 S g_c(M)}{\gamma M} \right)^{1-\gamma}}$$

$$- \left( \frac{C_1 S g_c(M)}{\gamma M} \right)^{1-\gamma} \left( \frac{1 + \frac{C_2}{C_1}}{1 + \frac{C_2 S g_c(M)}{\gamma M}} \right)^{1-\gamma} - \left( \frac{C_2 S g_c(M)}{\gamma M} \right)^{1-\gamma}$$

$$= 1 + (\gamma - 1)e^{-\frac{1}{C_1(M)}} \left( \frac{\gamma M}{C_1 S g_c(M)} \right)^{\gamma - 1} \frac{\left( \frac{C_1}{C_1+C_2} \right)^{\gamma C_1}}{\left( \frac{\gamma M}{C_2 S g_c(M)} \right)^{\gamma - 1} - \left( \frac{\gamma M}{C_2 S g_c(M)+\gamma M} \right)^{\gamma - 1}}$$

$$= 1 + (\gamma - 1)e^{-\frac{1}{C_1(M)}} \left( \frac{\gamma M}{C_1 S g_c(M)} \right)^{\gamma - 1} \left( \frac{C_1}{C_1+C_2} \right)^\gamma \cdot \left( \frac{C_2}{C_1+C_2} \right)^{\gamma C_1} \cdot \left( \frac{C_2}{C_1} \right)^{\gamma - 1}$$

$$- \left( \frac{C_1}{C_2} \right)^{\gamma - 1} \left( \frac{C_1}{C_1+C_2} \right)^{\gamma - 1} \cdot \left( \frac{C_2}{C_1} \right)^{\gamma - 1}$$

APPENDIX H

PROOF OF COROLLARY 3

From Proposition 3, we know

$$p_o = 1 + (\gamma - 1)e^{-\frac{1}{C_1(M)}} \cdot \left( \frac{C_1}{C_1+C_2} \right)^\gamma \cdot \left( \frac{C_2}{C_1+C_2} \right)^{\gamma C_1} \cdot \left( \frac{C_2}{C_1} \right)^{\gamma - 1}$$

$$- \left( \frac{C_1}{C_2} \right)^{\gamma - 1} \left( \frac{C_1}{C_1+C_2} \right)^{\gamma - 1} \cdot \left( \frac{C_2}{C_1} \right)^{\gamma - 1}$$

(93)
Then when considering \( g_c(M) = \frac{a_1q}{S} \), we obtain \( C_2 = \frac{1}{\alpha_1} \). Then when increasing \( \alpha_1 \) to a large number, this obtain \( C_1 \) very close to 1 and \( C_2 \) very close to zero. As a result, we obtain
\[
p_o = 1 + (\gamma - 1)(1 - \delta_1(\alpha_1)) \cdot (1 - \delta_2(\alpha_1)) \cdot (1 - \delta_3(\alpha_1)) \cdot \delta_4(\alpha_1) - (1 - \delta_5(\alpha_1)). 
\] (94)

Since \( \delta_k(\alpha_1), k = 1, \ldots, 5, \) can be arbitrarily small when increasing \( \alpha_1 \) to be sufficiently large, we conclude that \( p_o = \epsilon(\alpha_1) \), where \( \epsilon(\alpha_1) \) is arbitrarily small. Furthermore, if we let \( \alpha_1 \to \infty \), it follows that \( \delta_4(\alpha_1) = \Theta\left(\frac{1}{(\alpha_1)^{\gamma-1}}\right) \) and \( \delta_5 = \Theta\left(\frac{1}{(\alpha_1)^{\gamma-1}}\right) \). As a result, we obtain
\[
p_o = 1 + \Theta\left(\frac{1}{(\alpha_1)^{\gamma-1}}\right) - 1 + \Theta\left(\frac{1}{(\alpha_1)^{\gamma-1}}\right) = \Theta\left(\frac{1}{(\alpha_1)^{\gamma-1}}\right).
\] (95)

**Appendix I**

**Proof of Theorem 3**

The procedure for proving Theorem 3 is same as for Theorem 2. We here consider \( g_c(M) = o(M), q = o(M) \), and \( g_c(M) = \frac{a_1q}{S} \), where \( \alpha_1 = \Omega(1) \). Consequently by Proposition 3, we obtain the outage probability:
\[
p_o = 1 + (\gamma - 1)e^{-\gamma(\frac{1}{\alpha_1} - 1)} \cdot \left(\frac{C_1}{C_1 + C_2}\right)^\gamma \cdot \left(\frac{C_2}{C_1 + C_2}\right)^{\gamma_2(\frac{1}{\alpha_1})} \cdot \left(\frac{C_2}{C_1}\right)^{-1}
\]
\[
\quad - \left(\frac{C_1}{C_2}\right)^{-1} - \left(\frac{C_1}{C_1 + C_2}\right)^{-1} \cdot \left(\frac{C_2}{C_1}\right)^{-1}.
\] (96)

To derive the achievable \( T_{\text{user}} \), the same approach used for deriving Theorem 2 is adopted. Therefore, we obtain:
\[
T_{\text{user}} = \mathbb{E}\left[\min_{\mu \in \mathcal{U}} \mathbb{E}[C_u \cdot 1_{\text{Hu}} \mid n, p]\right].
\] (97)

Then again by exploiting Theorem A.1 (see Appendix D), we can use the same arguments as in Appendix D and \( g_c(M) = \frac{a_1q}{S} \), leading to:
\[
T_{\text{user}} \geq \mathbb{E}[\mathbb{E}[C_{\text{user}} \cdot 1_{\text{H}} \mid n, p]] = C_{\text{user}} \cdot \mathbb{E}[\mathbb{E}[1_{\text{H}} \mid n, p]] = C_{\text{user}} \cdot P_h
\]
\[
= (1 - p_o)C_{\text{user}} = \Omega\left(\frac{1 - p_o}{K}\sqrt{\frac{1}{g_c(M)}}\right) = \Omega\left(\frac{1 - p_o}{K}\sqrt{\frac{S}{\alpha_1 q}}\right).
\] (98)

By combining (96) and (98), we finally obtain the asymptotic achievable throughput-outage performance:
\[
T(P_o) = \Omega\left(\frac{(1 - P_o)}{K}\sqrt{\frac{S}{\alpha_1 q}}\right),
\]
\[
P_o = 1 + (\gamma - 1)e^{-\gamma(\frac{1}{\alpha_1} - 1)} \cdot \left(\frac{C_1}{C_1 + C_2}\right)^\gamma \cdot \left(\frac{C_2}{C_1 + C_2}\right)^{\gamma_2(\frac{1}{\alpha_1})} \cdot \left(\frac{C_2}{C_1}\right)^{-1}
\]
\[
\quad - \left(\frac{C_1}{C_2}\right)^{-1} - \left(\frac{C_1}{C_1 + C_2}\right)^{-1} \cdot \left(\frac{C_2}{C_1}\right)^{-1}.
\] (99)
**APPENDIX J**

**PROOF OF THEOREM 4**

The procedure for the proof is as follows. We first consider the network having $n = n = \omega(M)$ uniformly distributed users, and then derive the outer bound of $T_{\text{user}}(n)$ and $p_o(n)$, where $T_{\text{user}}(n) = \mathbb{E}_{P|n=n}[T_{\text{user}}(n, r)]$ Then, we compute the $T_{\text{user}}$ and $p_o$ via accommodating different realizations of $n$ with high probability.

Suppose the network has $n = n = \omega(M)$ users, where the location placement $P$ of users follows the BPP. We denote $\lambda(n, P) = \sum_{u \in U} T_u$ as the average throughput per user in the network and $L(n, P)$ as the average distance between the source and destination in the network. Using Theorem 4.2 in [33], which describes the upper bound of the transport capacity of the network for any arbitrary placement of users and choice of transmission powers, we obtain

$$\lambda(n, P)L(n, P)n \leq \Theta(\sqrt{n}).$$

Consequently, we obtain $\lambda(n, P) \leq \Theta\left(\frac{1}{L(n, P)\sqrt{n}}\right)$. To compute the upper bound of $\lambda(n, P)$, we need to find $L(n, P)$ as described below. First, we provide Lemmas 4 as follows.

**Lemma 4:** When $n = \omega(M)$ users are uniformly distributed within a network with unit size, the probability to have $N_D$ users within an area of size $A = o\left(\frac{N_D n}{M}\right)$ is upper bounded by $o(1)$.

**Proof.** We denote $n_A$ as the number of users in an area with size $A$. Then according to Markov inequality, we can obtain

$$\mathbb{P}(n_A \geq N_D) \leq \frac{\mathbb{E}[n_A]}{N_D} = \frac{n \cdot A}{N_D}.$$  

Consequently, by letting $A = o\left(\frac{N_D n}{M}\right)$, we complete the proof. 

We denote $n_s$ as the number of different users that a certain user searches through for obtaining the desired file and denote $p_{\text{miss}}(n)$ as the probability that this user cannot find the desired file from those users being searched. Then, we provide Lemma 5:

**Lemma 5:** Suppose $\gamma < 1$. We then have the following results: when a user in the network searches through $n_s = o\left(\frac{M}{S}\right)$ different users, we obtain $p_{\text{miss}}(n_s) \geq 1 - o(1)$. Furthermore, when a user in the network searches through $n_s = \rho'M$ different users for some $\rho'$, we have the following results: (i) $p_{\text{miss}}(n_s) \geq \epsilon'_1(\rho')$ if $\rho' = \Theta(1)$, where $\epsilon'_1(\rho')$ can be arbitrarily small as $\rho'$ is large enough; and (ii) $p_{\text{miss}}(n_s) \geq (1 - \gamma)e^{-(S\rho' - \gamma)}$ if $\rho' = \omega(1)$.

**Proof.** See Appendix N.

From Lemmas 4 and 5, we conclude that to have a non-vanishing probability for a user to obtain the desired file (i.e., $p_{\text{miss}}(n)$ does not go to 1), with high probability (w.h.p.), the distance between
the source and destination is at least $\Theta\left(\sqrt{\frac{M}{S\eta}}\right)$. As a result, $L(n, P) = \Omega\left(\sqrt{\frac{M}{S\eta}}\right)$. Furthermore, if we consider $L(n, P) = \Theta\left(\sqrt{\frac{\rho M}{S\eta}}\right)$, we know that, w.h.p., the distance between a source-destination pair is $O\left(\sqrt{\frac{\rho M}{S\eta}}\right)$; otherwise we should have $L(n, P) = \omega\left(\sqrt{\frac{\rho M}{S\eta}}\right)$. As a result, w.h.p., the number of users searched by a user is $n_s = O\left(\sqrt{\frac{S}{\rho M}}\right)$. Recall that $p_{\text{miss}}(n_s)$ characterizes the outage probability when $n_s$ users are searched. Also, note that above arguments apply to any number of users $n = \omega(M)$ and any $P$ of the network. Accordingly, by combining this with Lemma 5, it follows that

$$\lambda(n, P) = O\left(\sqrt{\frac{S}{\rho M}}\right)$$

(102)

with $p_o(n) \geq \epsilon'_1(\rho')$ if $\rho' = \Theta(1)$, where $\epsilon'_1(\rho')$ can be arbitrarily small; and $p_o(n) \geq (1-\gamma)e^{-(S\rho' - \gamma)}$ if $\rho' = \omega(1)$. Then since $\lambda(n, P) = \sum_{n=0}^{\infty} \frac{T_n}{n!} \geq T_{\text{user}}(n, P)$, we conclude that for any $n = \omega(M)$, we must have

$$T_{\text{user}}(n) = O\left(\sqrt{\frac{S}{\rho M}}\right), \quad p_o(n) \geq \epsilon'_1(\rho'), \quad \text{if } \rho' = \Theta(1);$$

$$T_{\text{user}}(n) = O\left(\sqrt{\frac{S}{\rho M}}\right), \quad p_o(n) \geq (1-\gamma)e^{-(\rho' - \gamma)}), \quad \text{if } \rho' = \omega(1).$$

(103)

To complete the proof of Theorem 4, we provide Lemma 6:

**Lemma 6:** Let $N$ be the density of a Poisson distribution in which $P_N(n) = \frac{N^n}{n!}e^{-N}$. Then suppose $U = o(N)$, the following can be obtained:

$$\sum_{n=0}^{U} P_N(n) \leq o(1).$$

(104)

**Proof.** We denote $X$ as the Poisson random variable with density $N$. According to Chernoff bound, we obtain

$$\sum_{n=0}^{U} P_N(n) = P(X \leq U) = P(e^{-tX} \geq e^{-tU}) \leq \frac{E[e^{-tX}]}{e^{-tU}} = e^{tU}E[e^{-tX}],$$

(105)

where $t > 0$. Then we observe that the moment generating function of $X$ gives $E[e^{-tX}] = e^{N(e^{-t} - 1)}$. By letting $t = 1$, it follows that

$$\sum_{n=0}^{U} P_N(n) \leq e^{U} \cdot e^{-N(1-\frac{1}{e})} = e^{-N(1-\frac{1}{e}) - U}. $$

(106)

By letting $U = o(N)$, we obtain $(N(1-\frac{1}{e}) - U) = \Theta(N) \to \infty$. This leads to

$$\sum_{n=0}^{U} P_N(n) \leq o(1).$$

(107)
Finally, recall that we consider \( M = o(N) \) when \( \gamma < 1 \). Consequently, for the adopted network, we have \( \mathbb{P}(n = \omega(M)) = 1 - o(1) \) according to Lemma 6. In other word, w.h.p., we have \( n = \omega(M) \).

It follows from (103) and Lemma 6 that

\[
\bar{T}_{\text{user}} = O\left(\sqrt{\frac{S}{\rho' M}}\right), p_o \geq \epsilon_1'(\rho'), \text{ if } \rho' = \Theta(1);
\]

(108)

This leads to Theorem 4.

**APPENDIX K**

**PROOF OF THEOREM 5**

The procedure for the proof of Theorem 5 is similar to the proof for Theorem 4. Here, we again first derive the upper bound of \( \lambda(n, P) \) by computing \( \bar{T}(n, P) \). To do this, we first provide Lemmas 7 and 8 that will be used later:

**Lemma 7:** When \( n = \omega(q) \) users are uniformly distributed within a network with unit size, the minimum size of an area to have \( \Theta\left(\frac{q}{S}\right) \) users with high probability is \( \Theta\left(\frac{q}{S} n\right) \).

**Proof.** This is proved by using Lemma 4. \( \square \)

**Lemma 8:** Suppose \( \gamma > 1 \) and \( n = \omega(q) \). Considering \( q = o(M) \), we have the following results: (i) when a user searches through \( n_s = o\left(\frac{q}{S}\right) \) different users in the network, we obtain \( p_{\text{miss}}(n) \geq 1 - o(1) \); (ii) when a user searches through \( n_s = \frac{\alpha_1' q}{S} \) different users, where \( \alpha_1' = \Theta(1) > 0 \), we obtain \( p_{\text{miss}}(n) \geq \epsilon_{\text{miss}}(\alpha_1') \), where \( \epsilon_{\text{miss}}(\alpha_1') = \Theta(1) > 0 \) can be arbitrarily small; (iii) when a user searches through \( n_s = \frac{\alpha_1' q}{S} < \frac{M}{S} \) different users, where \( \alpha_1' = \Theta\left(\frac{q}{\gamma S}\right) \rightarrow \infty \), we obtain:

\[
p_{\text{miss}}(n) \geq \Theta\left(\frac{1}{(\alpha_1')^{\gamma - 1}}\right).
\]

**Proof.** When letting \( n_s = o\left(\frac{q}{S}\right) \), by using the similar derivations in (122), we obtain:

\[
p_{\text{miss}}(n) \geq 1 - \frac{1 - \gamma}{1 - \gamma} \left[ (S n_s + q)^{1-\gamma} - (1 + q)^{1-\gamma} \right] - o(1) = 1 - \frac{(1 + q)^{1-\gamma} - (S n_s + q)^{1-\gamma}}{(1 + q)^{1-\gamma} - (M + q)^{1-\gamma}} - o(1)
\]

\[
= 1 - \frac{1 - \left( \frac{1+q}{S n_s + q} \right)^{\gamma - 1}}{1 - \left( \frac{1+q}{M+q} \right)^{\gamma - 1}} - o(1) \overset{(a)}{=} 1 - o(1),
\]

(109)
where \((a)\) is due to \(n_s = \Theta\left(\frac{q}{S}\right)\). When letting \(n_s = \frac{\alpha'_1 q}{S}\), from (109), we obtain:

\[
p_{\text{miss}}(n) \geq 1 - \frac{1 - \left(\frac{1+q}{Sn_s+q}\right)^{\gamma-1}}{1 - \left(\frac{1+q}{M+q}\right)^{\gamma-1}} - \Theta\left(\frac{1}{M^{\gamma-1}}\right) = \Theta\left(\frac{1}{M^{\gamma-1}}\right) - \theta\left(\frac{1}{M^{\gamma-1}}\right) - \Theta\left(\frac{1}{1+q}\right)
\]

where \((a)\) is due to \(\alpha'_1 = \Theta(1) > 0\). Finally, by using the similar derivations in (122) and (110) and letting \(n_s = \frac{\alpha'_1 q}{S} < \frac{M}{S}\), where \(\alpha'_1 = O\left(\frac{1}{\sqrt{\gamma}}\right)\) → \(\infty\), we obtain:

\[
p_{\text{miss}}(n) \geq 1 - \frac{1 - \left(\frac{1+q}{Sn_s+q}\right)^{\gamma-1}}{1 - \left(\frac{1+q}{M+q}\right)^{\gamma-1}} - \Theta\left(\frac{1}{M^{\gamma-1}}\right) = \Theta\left(\frac{1}{M^{\gamma-1}}\right) - \theta\left(\frac{1}{1+q}\right)
\]

From Lemmas 7 and 8, we conclude that to have a non-vanishing probability for a user to obtain the desired file, w.h.p., the the distance between the source and destination is at least \(\Theta\left(\sqrt{\frac{q}{Sn}}\right)\).

Furthermore, if we consider \(\bar{L}(n, P) = \Theta\left(\sqrt{\frac{\alpha'_1 q}{S n}}\right)\), we know that (w.h.p.) the distance between a source-destination pair is \(O\left(\sqrt{\frac{\alpha'_1 q}{S n}}\right)\); otherwise we should have \(\bar{L}(n, P) = \omega\left(\sqrt{\frac{\alpha'_1 q}{S n}}\right)\). As a result, w.h.p., the number of users searched by a user is \(n_s = O\left(\sqrt{\frac{\alpha'_1 q}{S n}}\right)\). Note that above arguments are valid for any \(n = \omega(q)\) and \(P\). Consequently, by combining this with Lemma 8 and again using \(T_{\text{user}}(n, P) \leq \lambda(n, P) = O\left(\frac{1}{\bar{L}(n, P) \sqrt{n}}\right)\), we conclude that for any \(n = \omega(q)\), we must have

\[
T_{\text{user}}(n) = O\left(\frac{S}{\alpha'_1 q}\right)
\]

with \(p_0(n) \geq \epsilon_{\text{miss}}(\alpha'_1)\) when \(\alpha'_1 = \Theta(1)\); and \(p_0(n) \geq \Theta\left(\frac{1}{(\alpha'_1)^{\gamma-1}}\right)\) when \(\alpha'_1 = \omega(1)\) and \(\alpha'_1 = O\left(\frac{1}{\sqrt{\gamma}}\right)\). Finally, recall that we consider \(q = o(N)\) when \(\gamma > 1\). Consequently, according to (112) and Lemma 6, we conclude:

\[
\bar{T}_{\text{user}} = O\left(\sqrt{\frac{S}{\alpha'_1 q}}\right), p_0 \geq \epsilon'_2(\alpha'_1),
\]

in which \(\epsilon'_2(\alpha'_1) = \Theta(1) > 0\) when \(\alpha'_1 = \Theta(1)\), where \(\epsilon'_2(\alpha'_1)\) can be arbitrarily small; \(\epsilon'_2(\alpha'_1) = \Theta\left(\frac{1}{(\alpha'_1)^{\gamma-1}}\right)\) when \(\alpha'_1 = \omega(1)\) and \(\alpha'_1 = O\left(\frac{1}{\sqrt{\gamma}}\right)\).
APPENDIX L
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We consider $m^* = o(M)$ and $m^* = \frac{S_{g_e}(M)}{\gamma} \to \infty$ when $g_e(M) \to \infty$. From (80), we know

$$p_o = 1 - \sum_{f=1}^{m^*} P_r(f) + m^* v g_e(M).$$  (114)

By using the derivations in (85) and (90) and considering $\gamma > 1$ and $q = \Theta(1)$, we obtain:

$$\Theta\left(\frac{1}{(m^*)^{\gamma-1}}\right) \leq m^* v g_e(M) \leq \Theta\left(\frac{1}{(m^*)^{\gamma-1}}\right).$$  (115)

Then notice that when $\gamma > 1$, $q = \Theta(1)$, and $g_e(M) \to \infty$, we have

$$\sum_{f=1}^{m^*} P_r(f) = \frac{\sum_{f=1}^{m^*} (f + q)^{-\gamma}}{\sum_{f=1}^{M} (f + q)^{-\gamma}} = \sum_{f=1}^{m^*+q+1} f^{-\gamma} - \sum_{f=1}^{q} f^{-\gamma} = \sum_{f=1}^{M+q+1} f^{-\gamma} - \sum_{f=1}^{q} f^{-\gamma}.$$  (116)

Observe that $\sum_{f=1}^{\infty} f^{-\gamma}$ converges when $\gamma > 1$. We let $\sum_{f=1}^{M+q+1} f^{-\gamma} = \zeta$. It follows from (116) and Lemma 3 that

$$\sum_{f=1}^{m^*} P_r(f) = \frac{\zeta - \sum_{f=m^*+q+2}^{M+q+1} f^{-\gamma} - \sum_{f=1}^{q} f^{-\gamma}}{\zeta - \sum_{f=1}^{q} f^{-\gamma}} = 1 - \frac{\sum_{f=m^*+q+2}^{M} f^{-\gamma}}{\zeta - \sum_{f=1}^{q} f^{-\gamma}} \geq 1 - \frac{1}{(m^*)^{1-\gamma}}.$$  (117)

Consequently, by using (114), (115), and (117), we obtain $p_o \leq \Theta\left(\frac{1}{(S_{g_e}(M))^{\gamma-1}}\right)$.

To compute $T_{user}$, we directly exploit the derivations in (98), leading to

$$T_{user} = \Omega\left(\frac{1 - p_o}{K} \sqrt{\frac{1}{g_e(M)}}\right).$$  (118)

Then, since $p_o \leq \Theta\left(\frac{1}{(S_{g_e}(M))^{\gamma-1}}\right)$, we can let $g_e(M) = \frac{\alpha'_{1,zip}}{S} \to \infty$, where $\alpha'_{1,zip}$ is an arbitrary function such that $\alpha'_{1,zip} \to \infty$ when $M \to \infty$, and obtain the achievable throughput-outage performance:

$$T(P_o) = \Omega\left(\sqrt{\frac{S}{\alpha'_{1,zip}}}\right), P_o = \Theta\left(\frac{1}{(\alpha'_{1,zip})^{\gamma-1}}\right) = o(1).$$  (119)
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The proof is identical to Theorem 5 with minor modifications. We first provide Lemma 9:

**Lemma 9:** Suppose $\gamma > 1$, $n = \omega(q)$, and $q = \Theta(1)$. Let $\alpha'_{2, zip} = \Omega(1)$. When $n_s = \Theta\left(\frac{\alpha'_{2, zip} q}{S}\right)$, we have $p_{\text{miss}}(n) \geq \Theta\left(\frac{1}{(\alpha'_{2, zip})^{\gamma - 1}}\right)$.

**Proof.** By using (116), (117), Lemma 3, and $q = \Theta(1)$, we then know:

\[
p_{\text{miss}}(n) = 1 - \sum_{f=1}^{S_n} P_r(f) = \frac{\sum_{f=S_n+q+2}^{M} f^{-\gamma}}{\zeta - \sum_{f=1}^{q} f^{-\gamma}} \geq \frac{1}{1-\gamma} \left[\frac{(M + 1)^{1-\gamma} - (S_n + q + 2)^{1-\gamma}}{\zeta - \sum_{f=1}^{q} f^{-\gamma}}\right]
\]

\[
= \frac{[(S_n + q + 2)^{1-\gamma} - (M + 1)^{1-\gamma}]}{(\gamma - 1)(\zeta - \sum_{f=1}^{q} f^{-\gamma})} = \Theta\left(\frac{1}{(\alpha'_{2, zip} q)^{\gamma - 1}}\right) = \Theta\left(\frac{1}{(\alpha'_{2, zip})^{\gamma - 1}}\right).
\]

\[
\sqrt{\frac{S}{\alpha'_{2, zip}}}.
\]

Then following similar derivations and arguments in Theorem 5, we know when if $T(n) = \Theta\left(\frac{\alpha'_{2, zip} q}{S_n}\right)$, w.h.p., $n_s = \mathcal{O}\left(\frac{\alpha'_{2, zip} q}{S}\right)$ for any user in the network. Therefore, by using Lemma 9 and the same approach as that in Theorem 5, we obtain that the throughput-outage performance of the network is dominated by:

\[
T(P_o) = \Theta\left(\sqrt{\frac{S}{\alpha'_{2, zip}}}\right), P_o = \Theta\left(\frac{1}{(\alpha'_{2, zip})^{\gamma - 1}}\right).
\]

APPENDIX N
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The proof of the case that $n_s = o\left(\frac{M}{S}\right)$ is simple. In this case, the best $p_{\text{miss}}(n_s)$ happens when all users being visited cache different files. Accordingly, we have

\[
p_{\text{miss}}(n_s) \geq 1 - \sum_{f=1}^{S_n} P_r(f) = 1 - \frac{H(1, S_n, \gamma, q)}{H(1, M, \gamma, q)} \geq 1 - \frac{\frac{1}{1-\gamma} \left[\frac{(S_n + q)^{1-\gamma} - (1 + q)^{1-\gamma}}{(M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma}}\right]}{\frac{1}{1-\gamma} \left[\frac{(S_n + q)^{1-\gamma} - (1 + q)^{1-\gamma}}{(M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma}}\right]} = 1 - o(1),
\]

where $(a)$ is due to Lemma 3; and $(b)$ is because

\[
\frac{\frac{1}{1-\gamma} \left[\frac{(S_n + q)^{1-\gamma} - (1 + q)^{1-\gamma}}{(M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma}}\right]}{\frac{1}{1-\gamma} \left[\frac{(S_n + q)^{1-\gamma} - (1 + q)^{1-\gamma}}{(M + q + 1)^{1-\gamma} - (1 + q)^{1-\gamma}}\right]} = o(1)
\]

for either $q = o(M)$ or $q = \Theta(M)$.  

\[
\]
For the other cases, we recall that we adopt the decentralized random policy \( P_c(\cdot) \). Accordingly, when considering the case that \( n_s = \rho'M \), the probability that a user cannot find its desired file, i.e., \( p_{\text{miss}}(n_s) \), can be described as \([14]\).

\[
p_{\text{miss}}(n_s) = \sum_{f=1}^{M} P_r(f)(1 - P_c(f))^{n_s}.
\] (124)

Accordingly, the minimum of \( p_{\text{miss}}(n_s) \) can be obtained by optimizing the caching policy using:

\[
\begin{align*}
\min & \sum_{f=1}^{M} P_r(f)(1 - P_c(f))^{n_s} \\
s.t. & \sum_{f=1}^{M} P_c(f) = S \\
& 0 \leq P_c(f) \leq 1, \forall f = 1, 2, ..., M.
\end{align*}
\] (125)

Observe that (125) has a very similar optimization problem to that being optimized in Theorem 1 of \([14]\) except that here \( \sum_{f=1}^{M} P_c(f) \) is equal to \( S \) instead of 1 and that constraints \( P_c(f) \leq 1, \forall f \), need to be satisfied. To accommodate the additional constraints that \( P_c(f) \leq 1, \forall f \), we adopt the same approach as that for proving Theorem 1 of this paper – we assume that these constraints are satisfied when finding the solution, and then show that the assumption is indeed true for the obtained solution. Accordingly, we denote \( P_c^{**}(f) \) as the optimum solution of (125); denote \( m_{n_s}^{**} \) as the smallest index such that \( P_c(m_{n_s}^{**} + 1) = 0 \); and let \( \gamma_{2,n_s} \). Then, by following the similar procedure as that for proving Theorem 1 of \([14]\) (see details in Appendix A in \([14]\)), we can obtain:

\[
P_c^{**}(f) = \left[ 1 - \frac{\nu_{n_s}^{**}}{z_{f,n_s}^{**}} \right]^+,
\] (126)

where \( \nu_{n_s}^{**} = \frac{m_{n_s}^{**} - S}{\sum_{f=1}^{M} z_{f,n_s}^{**}} \); \( z_{f,n_s}^{**} = (P_r(f))^{\frac{1}{n_s-1}} \); and

\[
m_{n_s}^{**} = \Theta \left( \min \left( \frac{C_{1,n_s}^{**} n_s}{\gamma} \right), M \right),
\] (127)

where \( C_{1,n_s}^{**} \geq S \) is the solution of the equality \( C_{1,n_s}^{**} = S + C_{2,n_s}^{**} \log \left( 1 + \frac{C_{1,n_s}^{**}}{C_{2,n_s}^{**}} \right) \). It should be noticed that now \( \sum_{f=1}^{M} P_c(f) \) is equal to \( S \) instead of 1 when repeating the similar procedure as that in Appendix in \([14]\). Finally, we can observe that \( z_{f,n_s}^{**} = (P_r(f))^{\frac{1}{n_s-1}} \geq 0 \), and thus \( \nu_{n_s}^{**} = \frac{m_{n_s}^{**} - S}{\sum_{f=1}^{M} z_{f,n_s}^{**}} > 0 \) as well. Accordingly, we observe from (126) that the assumption that \( P_c^{**}(f) \leq 1, \forall f \), is true.
Based on the derived caching policy \( P_{c,n_s}^*(\cdot) \), we now derive \( p_{\text{miss}}(n_s) \). Suppose we let \( \rho' \) be large enough such that \( \frac{C_{1,n_s}^*}{n_s} \geq M \). Note that this is always possible as \( \rho' = \Theta(1) \). We denote \( \phi = n_s - 1 \). Then, noticing that \( \nu_{n_s}^{**} = \frac{M-S}{\sum_{f=1}^{M} f_{n_s}} \), we obtain:

\[
p_{\text{miss}}(n_s) = \sum_{f=1}^{M} P_r(f)(1 - P_c(f))^{n_s} = \sum_{f=1}^{M} P_r(f) \left( \frac{\nu_{n_s}^{**}}{z_{f,n_s}^{**}} \right)^{n_s} = (\nu_{n_s}^{**})^{n_s} \sum_{f=1}^{M} P_r(f) \left( \frac{z_{f,n_s}^{**}}{n_s} \right)^{(n_s-1)}
\]

\[
= (M - S)^{n_s} \left( \sum_{f=1}^{M} \left( \frac{(f + q)^{-\gamma}}{H(1, M, \gamma, q)} \right)^{-\frac{1}{n_s - 1}} \right)^{-(n_s-1)} = \frac{(M - S)^{n_s}}{H(1, M, \gamma, q)} \cdot \frac{1}{\left( \sum_{f=1}^{M} (f + q)^{-\gamma} \right)^{n_s - 1}}
\]

\[
\geq \frac{1}{1 - \gamma} [(M + q)^{1-\gamma} - (1 + q)^{1-\gamma}] + (1 + q)^{-\gamma} \cdot \left( \frac{1}{1 + \gamma} \right)^{1 - \gamma} \left( (M + q + 1)^{\frac{\gamma}{\phi + 1}} - (q + 1)^{\frac{\gamma}{\phi + 1}} \right) \cdot \left( (M + q + 1)^{\frac{\gamma}{\phi + 1}} - (q + 1)^{\frac{\gamma}{\phi + 1}} \right)^{-\phi} + o(1),
\]

(128)

where (a) is due to Lemma 1 of [14]. Recall that \( n_s = \rho'M \) and \( D = \frac{q}{M} \). It follows from (128) that

\[
p_{\text{miss}}(n_s) \geq \frac{(1 - \gamma)e^\gamma (1 - \frac{S}{M})^\rho M}{(1 + D)^{1-\gamma} - (D + 1/M)^{1-\gamma}} \left[ (1 + D + \frac{1}{M})^{\frac{\gamma}{\phi + 1}} - (D + \frac{1}{M})^{\frac{\gamma}{\phi + 1}} \right]^{-\phi} + o(1)
\]

(129)

Finally, by using (129) and by letting \( \rho' = \Theta(1) \), but \( \rho' \) is arbitrarily large, we obtain \( p_{\text{miss}}(n_s) \geq \epsilon_1(\rho') \), where \( \epsilon_1(\rho') \) can be arbitrarily small. Similarly, by letting \( \rho' = \omega(1) \), we obtain \( p_{\text{miss}}(n_s) \geq (1 - \gamma)e^{-(S\rho' - \gamma)} = o(1) \). This completes the proof of Lemma 5.
APPENDIX O

PROOF OF THE UNIFORMLY RANDOM MATCHING

When a user requests file $f$ and $\mathcal{V}_f$ is not empty, it needs to pick up a user uniformly random in $\mathcal{V}_f$ as the source. Then, since every user caches files according to the same randomized caching policy, the uniformly random selection of a user in $\mathcal{V}_f$ indicates the uniformly random selection of a user in the cluster, because the probabilities for the users to be included in $\mathcal{V}_f$ are the same. On the other hand, if $\mathcal{V}_f$ is empty, the user directly pick a user in the cluster uniformly at random as the source. Combining above statements with the fact that users request files according to the same distribution, we conclude that the proposed scheme in Sec. III.A matches users in the cluster uniformly at random.
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