Distributed Subgradient Projection Algorithm over Directed Graphs: Alternate Proof

Ran Xin, Chenguang Xi, and Usman A. Khan

Abstract—We propose Directed-Distributed Projected Subgradient (D-DPS) to solve a constrained optimization problem over a multi-agent network, where the goal of agents is to collectively minimize the sum of locally known convex functions. Each agent in the network owns only its local objective function, constrained to a commonly known convex set. We focus on the circumstance when communications between agents are described by a directed network. The D-DPS combines surplus consensus to overcome the asymmetry caused by the directed communication network. The analysis shows the convergence rate to be $O(\frac{\ln n}{\sqrt{k}})$.

Disclaimer—This manuscript provides an alternate approach to prove the results in C. Xi and U. A. Khan, Distributed Subgradient Projection Algorithm over Directed Graphs, in IEEE Transactions on Automatic Control. The changes, colored in blue, result into a tighter result in Theorem 1.

I. INTRODUCTION

We focus [1] on distributed methods to solve constrained minimization of a sum of convex functions, where each component is known only to a specific agent in a multi-agent network. The formulation has applications in, e.g., distributed sensor networks, [2], machine learning, [3][4], and low-rank matrix completion, [5]. Most existing algorithms assume the information exchange over undirected networks, i.e., if agent $i$ can send information to agent $j$, then agent $j$ can also send information to agent $i$. In many other realistic scenarios, however, the underlying graph may be directed. In the following, we summarize related literature on distributed optimization over multi-agent networks, which is either undirected or directed.

Undirected Graphs: The corresponding problem over undirected graphs can fall into either the primal or the dual formulation, the choice of which depends on the mathematical nature of the applications. Typical primal domain methods include [6][11], where a convergence rate $O(\ln k/\sqrt{k})$ is obtained due to the diminishing step-size. To accelerate the rate, Ref. [12] applies the Nesterov-based method, achieving $O(\ln k/k^2)$ with the Lipschitz continuous gradient assumption. A related algorithm, EXTRA, [13], uses a constant step-size and the gradients of the last two iterates. The method converges linearly under a strong-convexity assumption. The main advantage of primal domain methods is their computational simplicity. Dual domain methods formulate the problem into a constrained model: at each iteration for a fixed dual variable, the primal variables are first solved to minimize some Lagrangian-related functions, then the dual variables are updated accordingly, [14]. The distributed Alternating Direction Method of Multipliers (ADMM), [15][19], modifies traditional dual domain methods by introducing a quadratic regularization term and provides an improvement in the numerical stability. The dual domain methods, including distributed ADMM, are often fast, but comes with a high computation burden. To overcome this, Refs. [20][21] approximate the distributed implementation of ADMM. The computational complexity is similar to the primal domain methods. Random Coordinate Descent Methods, [22][23], are also used in the dual formulation, which are better suited when the dimension of data is very large.

Directed Graphs: Recent papers, [24][27], consider distributed optimization over directed graphs. Among them, Refs. [24][26] consider non-smooth optimization problems. Subgradient-Push, [24], applies the push-sum consensus, [28][29], to subgradient-based methods. Directed-Distributed Subgradient Descent, [25], is another subgradient-based alternative, combining surplus consensus, [30]. Ref. [26] combines the weight-balancing technique, [1], with the subgradient-based method. These subgradient-based method, [24][26], restricted by diminishing step-sizes, converge at $O(\ln k/\sqrt{k})$. A recent algorithm, DEXTRA, [27], is a combination of push-sum and EXTRA. It converges linearly under the strong-convexity assumption on the objective functions. In contrast to this work, Refs. [24][27] all solve unconstrained problems.

The major contribution of this paper is to provide and analyze the constrained protocol over directed graphs, i.e., each agent is constrained to some convex set and the communication is directed. To these aims, we provide and analyze the Directed-Distributed Projected Subgradient (D-DPS) algorithm in this paper. It is worth mentioning that generalizing existing work on unconstrained problems over undirected graphs is non-trivial because of two reasons: (i) the non-expansion property of the projection operation is not directly applicable; and, (ii) the weight matrices cannot be doubly stochastic, due to which the information exchange between two agents is asymmetric. We treat this asymmetry by bringing in ideas from surplus consensus, [25][30]. We show that D-DPS converges at $O(\ln k/\sqrt{k})$ for non-smooth functions.

Notation: We use lowercase bold letters to denote vectors and uppercase italic letters to denote matrices. We denote by $[A]_{ij}$ or $a_{ij}$ the $(i,j)$th element of a matrix, $A$. An n-dimensional vector with all elements equal to one (zero) is represented by $1_n$ ($0_n$). The notation $0_{n \times n}$ represents an $n \times n$ matrix with all elements equal to zero, and $I_{n \times n}$ the $n \times n$ identity matrix. The inner product of two vectors $x$ and $y$...
is \(\langle x, y \rangle\). We use \(\|x\|\) to denote the standard Euclidean norm of \(x\). For a function \(f(x)\), we denote its subgradient at \(x\) by \(\nabla f(x)\). Finally, we use \(\mathcal{P}_X[x]\) for the projection of a vector \(x\) on the set \(X\), i.e., \(\mathcal{P}_X[x] = \arg\min_{v \in X} \|v - x\|^2\).

II. PROBLEM FORMULATION AND ALGORITHM

Consider a strongly-connected network of \(n\) agents communicating over a directed graph, \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\), where \(\mathcal{V}\) is the set of agents, and \(\mathcal{E}\) is the collection of ordered pairs, \((i, j), k, i, j \in \mathcal{V}\), such that agent \(j\) can send information to agent \(i\). Define \(\mathcal{N}_i^n\) to be the collection of in-neighbors that can send information to agent \(i\). Similarly, \(\mathcal{N}_i^m\) is defined as the out-neighbors of agent \(i\). We allow both \(\mathcal{N}_i^n\) and \(\mathcal{N}_i^m\) to include the node \(i\) itself. In our case, \(\mathcal{N}_i^n \neq \mathcal{N}_i^m\) in general.

We focus on solving a constrained convex optimization problem that is distributed over the above multi-agent network. In particular, the network of agents cooperatively solve the following optimization problem:

\[
P_1: \text{minimize } f(x) = \sum_{i=1}^{n} f_i(x), \quad \text{subject to } x \in \mathcal{X},
\]

where each local objective function \(f_i: \mathbb{R}^p \rightarrow \mathbb{R}\) is convex, not necessarily differentiable, is only known by agent \(i\), and the constrained set, \(\mathcal{X} \subseteq \mathbb{R}^p\), is convex and closed.

The goal is to solve problem \(P_1\) in a distributed manner such that the agents do not exchange the objective function with each other, but only share their own states with their out-neighbors in each iteration. We adopt the following standard assumptions.

Assumption A1. The graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\) is strongly-connected, i.e., \(\forall i, j \in \mathcal{V}\), there exists a directed path from \(j\) to \(i\).

Assumption [A1] ensures that the information from all agents is disseminated to the whole network such that a consensus can be reached. For example, a directed spanning tree can be defined such that the agents do not have to exchange the objective function with each other, but only share their own states with their out-neighbors at each iteration. The root node of this tree is not the root of the tree, as this node cannot receive information from any other agent.

Assumption A2. Each function, \(f_i\), is convex, but not necessarily differentiable. The subgradient, \(\nabla f_i(x)\), is bounded, i.e., \(\|\nabla f_i(x)\| \leq B_{f_i}, \forall x \in \mathbb{R}^p\). With \(B = \max_i \{B_{f_i}\}\), we have for any \(x \in \mathbb{R}^p\),

\[
\|\nabla f_i(x)\| \leq B, \quad \forall i \in \mathcal{V}.
\]

Assumption A3. The optimal solution set, denoted by \(\mathcal{X}^*\), is non-empty.

A. Algorithm: D-DPS

Let each agent, \(j \in \mathcal{V}\), maintain two vectors: \(x_j^k\) and \(y_j^k\), both in \(\mathbb{R}^p\), where \(k\) is the discrete-time index. At the \(k+1\)th iteration, agent \(j\) sends its state estimate, \(x_j^k\), as well as a weighted auxiliary variable, \(b_{ij} y_j^k\), to each out-neighbor \(i \in \mathcal{N}_j^m\), where all those out-weights, \(b_{ij}\)’s, of agent \(j\) satisfy:

\[
b_{ij} = \begin{cases} > 0, & i \in \mathcal{N}_j^m, \\ 0, & \text{otw.} \end{cases}, \quad \sum_{i=1}^{n} b_{ij} = 1.
\]

Agent \(i\) then updates the variables, \(x_i^{k+1}\) and \(y_i^{k+1}\), with the information received from its in-neighbors, \(j \in \mathcal{N}_i^n\):

\[
x_i^{k+1} = \mathcal{P}_X \left[ \sum_{j=1}^{n} a_{ij} x_j^k + c y_j^k - \alpha_k \nabla f_i^k \right],
\]

\[
y_i^{k+1} = x_i^k - \sum_{j=1}^{n} a_{ij} x_j^k + \sum_{j=1}^{n} \left( b_{ij} y_j^k - c y_j^k \right),
\]

where the in-weights, \(a_{ij}\)’s, of agent \(i\) satisfy:

\[
a_{ij} = \begin{cases} > 0, & j \in \mathcal{N}_i^m, \\ 0, & \text{otw.} \end{cases}, \quad \sum_{j=1}^{n} a_{ij} = 1;
\]

The scalar, \(\epsilon\), is a small positive constant, of which we will give the range later. The diminishing step-size, \(\alpha_k \geq 0\), satisfies the persistence conditions: \(\sum_{k=0}^{\infty} \alpha_k = \infty; \sum_{k=0}^{\infty} \alpha_k^2 < \infty\); we also require \(\alpha_k\) to be non-increasing, see e.g., [24], and \(\nabla f_i^k = \nabla f_i(x_i^k)\) represents the subgradient of \(f_i\) at \(x_i^k\). We provide the proof of D-DPS in Section [III] where we show that all agents states converge to some common accumulation state, and the accumulation state converges to the optimal solution of the problem, i.e., \(x_i^\infty = x_j^\infty = x^\infty\) and \(f(x^\infty) = f^*\), \(\forall i, j\), where \(f^*\) denotes the optimal solution of Problem \(P_1\). To facilitate the proof, we present some existing results regarding the convergence of a new weighting matrix, and some inequality satisfied by the projection operator.

B. Preliminaries

Let \(A = \{a_{ij}\} \in \mathbb{R}^{n \times n}\) be some row-stochastic weighting matrix representing the underlying graph \(\mathcal{G}\), and \(B = \{b_{ij}\} \in \mathbb{R}^{n \times n}\) be some column-stochastic weighting matrix representing the graph \(\mathcal{G}\). Define \(M \in \mathbb{R}^{2n \times 2n}\) the matrix as follow.

\[
M = \begin{bmatrix}
A & \epsilon I_{n \times n} \\
I_{n \times n} - A & B - \epsilon I_{n \times n}
\end{bmatrix},
\]

where \(\epsilon\) is a arbitrary constant. We next state an existing result from our prior work, [25] (Lemma 3), on the convergence performance of \(M^\infty\). The convergence of \(M\) is mainly studied in [30], while we show the geometric convergence in [25]. Such a matrix \(M\) is crucial in the convergence analysis of D-DPS provided in Section [III].

Lemma 1. Let Assumption [A1] holds. Let \(M\) be the weighting matrix, Eq. [3], and the constant \(\epsilon\) in \(M\) satisfy \(\epsilon \in (0, \Upsilon)\), where \(\Upsilon := \frac{1}{(2 + \lambda_3)^p} (1 - |\lambda_3|)^{pn} \) and \(\lambda_3\) is the third largest eigenvalue of \(M\) by setting \(\epsilon = 0\). Then:

(a) The sequence of \(\{M^k\}\), as \(k\) goes to infinity, converges to the following limit:

\[
\lim_{k \to \infty} M^k = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix};
\]
(b) For all \(i, j \in \{1, \ldots, 2n\}\), the entries \([M^k]_{ij}\) converge at a geometric rate, i.e., there exist bounded constants, \(\Gamma \in \mathbb{R}^+\), and \(\gamma \in (0, 1)\), such that
\[
\left\| M^k - \begin{bmatrix} \frac{1 + \frac{\Gamma}{n} \sum_{s=1}^{k-1} \frac{1}{n} \sum_{i=1}^{n} x_i^s}{} & \frac{1 + \frac{\Gamma}{n} \sum_{s=1}^{k-1} \frac{1}{n} \sum_{i=1}^{n} y_i^s}{} \\ 0 & 0 \end{bmatrix} \right\|_\infty \leq \Gamma \gamma^k.
\]

The proof and related discussion can be found in [25][30].

The next lemma regarding the projection operator is from [7].

**Lemma 2.** Let \(X\) be a non-empty closed convex set in \(\mathbb{R}^p\). For any vector \(y \in X\) and \(x \in \mathbb{R}^p\), it satisfies:

(a) \( \langle y - P_X [x], x - P_X [x] \rangle \leq 0 \).

(b) \( \| P_X [x] - y \|^2 \leq \| x - y \|^2 - \| P_X [x] - x \|^2 \).

### III. Convergence Analysis

To analyze D-DPS, we write Eq. (2) in a compact form. We denote \(z_i^k \in \mathbb{R}^p\), \(g_i^k \in \mathbb{R}^p\) as
\[
z_i^k = \begin{cases} x_i^k, & 1 \leq i \leq n, \\ y_{i-n}, & n + 1 \leq i \leq 2n, \\ 0, & i = 0, \end{cases}
\]
\[
g_i^k = \begin{cases} \sum_{j=1}^{n} a_{ij} x_j^k - cy_i^k, & 1 \leq i \leq n, \\ 0, & n + 1 \leq i \leq 2n, \end{cases}
\]
and \(A = \{a_{ij}\}, B = \{b_{ij}\}\), and \(M = \{m_{ij}\}\) collect the weights from Eqs. (2) and (3). We now represent Eq. (2) as follows: for any \(i \in \{1, \ldots, 2n\}\), at \(k + 1\)th iteration,
\[
z_i^{k+1} = \sum_{j=1}^{2n} m_{ij} z_j^k + g_i^k,
\]
where we refer to \(g_i^k\) as the perturbation. Eq. (5) can be viewed as a distributed subgradient method, [6], where the doubly stochastic matrix is substituted with the new weighting matrix, \(M\), Eq. (5), and the subgradient is replaced by the perturbation, \(g_i^k\). We summarize the spirit of the upcoming convergence proof, which consists of proving both the consensus property, and the optimality property of D-DPS. As to the consensus property, we show that the disagreement between estimates of agents goes to zero, i.e., \(\lim_{k \to \infty} \|x_i^k - x_j^k\| = 0\), \(\forall i, j \in \mathcal{V}\). More specifically, we show that the limit of agent estimates converge to some accumulation state, \(\bar{z}^k = \frac{1}{n} \sum_{i=1}^{2n} z_i^k\), i.e., \(\lim_{k \to \infty} \|x_i^k - \bar{z}^k\| = 0\), \(\forall i\), and the agents additional variables go to zero, i.e., \(\lim_{k \to \infty} \|y_i^k\| = 0\), \(\forall i\). Based on the consensus property, we next show the optimality property that the difference between the objective function evaluated at the accumulation state and the optimal solution goes to zero, i.e., \(\lim_{k \to \infty} f(\bar{z}^k) = f^*\).

We formally define the accumulation state \(\bar{z}^k\) as follows,
\[
\bar{z}^k = \frac{1}{n} \sum_{i=1}^{2n} z_i^k = \frac{1}{n} \sum_{i=1}^{n} x_i^k + \frac{1}{n} \sum_{i=1}^{n} y_i^k.
\]
The following lemma regarding \(x_i^k, y_i^k,\) and \(\bar{z}^k\) is straightforward. We assume that all of the initial states of agents are zero, i.e., \(z_i^0 = 0, \forall i\), for the sake of simplicity in the representation of proof.

**Lemma 3.** Let Assumptions (A1), (A2) hold. Then, there exist some bounded constants, \(\Gamma > 0\) and \(0 < \gamma < 1\), such that

(a) for all \(i \in \mathcal{V}\) and \(k \geq 0\), the agent estimate satisfies
\[
\| x_i^k - \bar{z}^k \| \leq \Gamma \sum_{r=1}^{k-1} \gamma^{k-r} \sum_{j=1}^{n} \| g_j^{r-1} \| + \sum_{j=1}^{n} \| g_j^{k-1} \|;
\]

(b) for all \(i \in \mathcal{V}\) and \(k \geq 0\), the additional variable satisfies
\[
\| y_i^k \| \leq \Gamma \sum_{r=1}^{k-1} \gamma^{k-r} \sum_{j=1}^{n} \| g_j^{r-1} \|.
\]

**Proof.** For any \(k \geq 0\), we write Eq. (5) recursively
\[
z_i^k = \sum_{r=1}^{k-1} \sum_{j=1}^{n} [M^{k-r}]_{ij} g_j^{r-1} + g_i^{k-1}.
\]
We have \(\sum_{i=1}^{2n} [M^k]_{ij} = 1\) for any \(k \geq 0\) since each column of \(M\) sums up to one. Considering the recursive relation of \(z_i^k\) in Eq. (7), we obtain that \(\bar{z}^k\) can be written as
\[
\bar{z}^k = \sum_{r=1}^{k-1} \sum_{j=1}^{n} \frac{1}{n} g_j^{r-1} + \frac{1}{n} \sum_{i=1}^{n} g_i^{k-1}.
\]
Subtracting Eq. (8) from (7) and taking the norm, we obtain
\[
\| z_i^k - \bar{z}^k \| \leq \sum_{r=1}^{k-1} \sum_{j=1}^{n} \| [M^{k-r}]_{ij} \| \frac{1}{n} \| g_j^{r-1} \| + \frac{1}{n} \sum_{j=1}^{n} \| g_j^{k-1} \| + \frac{1}{n} \sum_{j=1}^{n} \| g_j^{k-1} \|.
\]
The proof of part (a) follows by applying Lemma 1 to Eq. (9) for \(1 \leq i \leq n\), whereas the proof of part (b) follows by applying Lemma 1 to Eq. (7) for \(n + 1 \leq i \leq 2n\).

### A. Perturbation bounds

We now analyze the perturbation term, \(g_i^k\), in the next lemmas.

**Lemma 4.** Let Assumptions (A1), (A2) hold. Let \(\epsilon\) be the small constant used in the algorithm, Eq. (2), such that \(\epsilon \leq \frac{1 - \gamma}{2n}\).

Define the variable \(y_i = \sum_{j=1}^{n} \| g_i^k \|\). Then there exists some bounded constant \(D > 0\) such that for all \(K \geq 2\), \(y_k\) satisfies:
\[
\sum_{k=0}^{K} \alpha_k y_k \leq D \sum_{k=0}^{K} \alpha_k^2,
\]
where \(\alpha_k\) is the diminishing step-size used in the algorithm.

**Proof.** Based on the result of Lemma 2(b), we have
\[
\left\| P_X \left[ \sum_{j=1}^{n} a_{ij} x_j^k + cy_i^k - \alpha_k \nabla f_i^k \right] - \sum_{j=1}^{n} a_{ij} x_j^k \right\| \leq \| cy_i^k - \alpha_k \nabla f_i^k \|.
\]

\(^2\)In this paper, we allow the notation that the superscript of sum being smaller than its subscript. In particular, for any sequence \(\{s_k\}\), we have \(\sum_{k=k_1}^{k_2} s_k = 0\), if \(k_2 < k_1\). Besides, we denote in this paper for convenience that \(g_i^{-1} = 0, \forall i\).
Therefore, we obtain
\[
\|g^k_i\| \leq \left|\sum_{j=1}^{n} a_{ij} x^k_j \right| + \epsilon \|y^k_i\|, \\
\leq \|y^k_i\| - \alpha_k \|\nabla f^k_i\| + \epsilon \|y^k_i\|, \\
\leq B \alpha_k + 2 \epsilon \|y^k_i\|, 
\] (12)
where in the last inequality, we use the relation \( \|\nabla f^k_i\| \leq B \).

Applying the result of Lemma 3b regarding \( \|y^k_i\| \) to the preceding relation, we have for all \( i \),
\[
\|g^k_i\| \leq B \alpha_k + 2 \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|.
\]
By defining \( g_k = \sum_{i=1}^{n} \|g^k_i\| \), and summing the above relation over \( i \), it follows that
\[
g_k \leq nB \alpha_k + 2n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|. 
\] Multiplying both sides of the inequality above by \( \alpha_k \), we have:
\[
\alpha_k g_k \leq nB \alpha_k^2 + 2n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|.
\]
Summing the inequality above over time from \( k = 0 \) to \( K \), we obtain
\[
\sum_{k=0}^{K} \alpha_k g_k \leq nB \sum_{k=0}^{K} \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|.
\]
Since the step-size is decreasing, it follows that
\[
\sum_{k=0}^{K} \alpha_k \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\| \leq \sum_{k=0}^{K} \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|.
\]
Therefore, it satisfies, for any \( K \geq 2 \), that
\[
\left(1 - \frac{2n \epsilon \gamma}{1 - \gamma}\right) \sum_{k=0}^{K} \alpha_k g_k \leq nB \sum_{k=0}^{K} \alpha_k^2.
\]
Since \( \epsilon \) can be arbitrary small, (see Lemma 1), it is achievable that \( \epsilon \leq \frac{1}{2n \Gamma^2} \), which obtains the desired result. \( \square \)

Based on the result of Lemma 3, we show that the perturbation, \( g^k_i \), goes to zero by presenting that there exists some constant \( C \) such that \( \sum_{k=0}^{K} \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\| \leq C \sum_{k=0}^{K} \alpha_k^2 \).

Lemma 5. Let Assumptions 4 and 2 hold. Let \( \epsilon \) be the small constant used in the algorithm, Eq. (2), such that \( \epsilon \leq \frac{1}{2n \Gamma^2} \).
Define the variable \( g_k = \sum_{i=1}^{n} \|g^k_i\| \). Then there exists some constants \( C > 0 \) such that for all \( K \geq 0 \),
\[
\sum_{k=0}^{K} g_k^2 \leq C \sum_{k=0}^{K} \alpha_k^2.
\] (14)

Proof. According to Eq. (13):
\[
g_k^2 \leq g_k \left(nB \alpha_k + 2n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\| \right),
\]
Summing the inequality above over \( k \) from 0 to \( K \), we have the following:
\[
\sum_{k=0}^{K} g_k^2 \leq nB \sum_{k=0}^{K} \alpha_k g_k + 2n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|,
\]
\[
\leq nB \sum_{k=0}^{K} \alpha_k^2 + n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|,
\]
\[
= nB \sum_{k=0}^{K} \alpha_k^2 + n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|,
\]
\[
\leq nB \sum_{k=0}^{K} \alpha_k^2 + 2n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|,
\]
\[
+ n \epsilon \sum_{r=1}^{\gamma} \sum_{j=1}^{n} \|g^{r-1}_j\|.
\]
We now have the following equation that completes the proof:
\[
\left(1 - \frac{2n \epsilon \gamma}{1 - \gamma}\right) \sum_{k=0}^{K} \alpha_k^2 \leq nB \sum_{k=0}^{K} \alpha_k^2,
\]
i.e.,
\[
\sum_{k=0}^{K} \alpha_k^2 \leq C \sum_{k=0}^{K} \alpha_k^2,
\]
where \( C = \frac{nB(\Gamma(1 - \gamma))}{1 - (1 + 2n \epsilon \gamma)^2} \).

B. Consensus in Estimates
In Lemma 3, we bound the disagreement between estimates of agent and the accumulation state, \( \|x^k_i - z^k_i\| \), in terms of the perturbation norm, \( \sum_{j=1}^{n} \|g^k_j\| \). In Lemmas 4 and 5, we bound the perturbation. By combining these results, we show the consensus property of the algorithm.

Lemma 6. Let Assumptions 4 and 2 hold. Let \( \{z^k_i\} \) be the sequence over \( k \) generated by Eq. (5). Then, \( \forall i \in \mathcal{V} \):
(a) the agents reach consensus, i.e., \( \lim_{k \to \infty} \|x^k_i - z^k_i\| = 0 \);
(b) at each agent, \( \lim_{k \to \infty} \|y^k_i\| = 0 \).

Proof. From Lemma 3, we have the following:
\[
\|x^k_i - z^k_i\| \leq \Gamma \sum_{r=1}^{k-1} \sum_{j=1}^{n} \|g^r_j\| + \sum_{j=1}^{n} \|g^r_j\|,
\]
\[
= \Gamma \sum_{r=1}^{k-1} \sum_{j=1}^{n} \|g^r_j\| + g_k + g_{k-1}.
\]
We further have
\[
\|y^k_i\| \leq \Gamma \sum_{r=1}^{k-1} \sum_{j=1}^{n} \|g^r_j\|,
\]

Proof. Considering Lemma 3(a), we have for any $k \geq 0$:
\[
\lim_{k \to \infty} \sum_{r=1}^{k-1} \gamma^{k-r} g_{r-1} = 0.
\]
Therefore, we have\[\lim_{k \to \infty} ||x^k - z^k|| = 0\] and \[\lim_{k \to \infty} ||y^k|| = 0\], which shows that consensus over the network is achieved.

C. Optimality

The result of Lemma 6 reveals the fact that all agents reach consensus. We next show that the accumulation state converges to the optimal solution of the problem.

Lemma 7. Let Assumptions A1 \& A2 hold. Let \{\(z^k\)\} be the sequence over \(k\) generated by Eq. (5). For all \(K \geq 0\), we have the following:
\[
\sum_{k=0}^{K} \alpha_k ||x^k - z^k|| \leq D \left(1 + \frac{\Gamma}{1 - \gamma}\right) \sum_{k=0}^{K} \alpha^2_k. \tag{16}
\]

Proof. Considering Lemma 3(a), we have for any \(K \geq 0\):
\[
\sum_{k=0}^{K} \alpha_k ||x^k - z^k|| \leq \Gamma \sum_{k=0}^{K} \sum_{r=1}^{k-1} \gamma^{k-r} \alpha_k \sum_{j=1}^{n} ||g^k_j||
\]
\[
+ \sum_{k=0}^{K} \alpha_k \sum_{j=1}^{n} ||g^{k-1}_j||,
\]
\[
\leq \Gamma \sum_{k=0}^{K} \sum_{r=1}^{k-1} \gamma^{k-r} \alpha_{r-1} g_{r-1}
\]
\[
+ \sum_{k=0}^{K} g_{k-1} \alpha_k,
\]
\[
\leq \left(1 + \frac{\Gamma}{1 - \gamma}\right) \sum_{k=0}^{K} \alpha_k g_k,
\]
\[
\leq D \left(1 + \frac{\Gamma}{1 - \gamma}\right) \sum_{k=0}^{K} \alpha^2_k,
\]
which completes the proof.

Lemma 8. Let Assumptions A1 \& A2 hold. Define the variable \(g_k = \sum_{i=1}^{n} ||g^k_i||\). Then there exists some constants \(F > 0\) such that for all \(K \geq 0\),
\[
\sum_{k=0}^{K} g_k ||z^{k+1} - x^{k+1}_i|| \leq F \sum_{k=0}^{K} \alpha^2_k. \tag{17}
\]

Proof. From Lemma 3, we have the following:
\[
||x^{k+1}_i - z^{k+1}|| \leq \sum_{r=1}^{k} \gamma^{k+1-r} g_{r-1} + g_k.
\]
It can be derived from the above inequality that:
\[
\sum_{k=0}^{K} g_k ||x^{k+1}_i - z^{k+1}|| \leq \Gamma \sum_{k=0}^{K} g_k \sum_{r=1}^{k} \gamma^{k+1-r} g_{r-1} + \sum_{k=0}^{K} g^2_k,
\]
\[
\leq \Gamma \sum_{k=0}^{K} g^2_k \sum_{r=1}^{k} \gamma^{k+1-r} + \Gamma \sum_{k=0}^{K} g^2_k \sum_{r=1}^{k} \gamma^{k+1-r} + \sum_{k=0}^{K} g^2_k,
\]
\[
\leq \frac{\Gamma}{1 - \gamma} \sum_{k=0}^{K} g^2_k + \frac{\Gamma}{1 - \gamma} \sum_{k=0}^{K} g^2_k + \sum_{k=0}^{K} g^2_k,
\]
\[
\leq \left(1 + \frac{2\Gamma}{1 - \gamma}\right) \sum_{k=0}^{K} g^2_k.
\]
Therefore, we have
\[
\sum_{k=0}^{K} g_k ||z^{k+1} - x^{k+1}_i|| \leq F \sum_{k=0}^{K} \alpha^2_k,
\]
where \(F = C \left(1 + \frac{2\Gamma}{1 - \gamma}\right)\). The last inequality is obtained from Lemma 9.

Lemma 9. Let Assumptions A1 \& A2 hold. Let \{\(z^k\)\} be the sequence over \(k\) generated by Eq. (5). For \(x^* \in X^*\), we have the following:
(a) The sequence \(\{||z^k - x^*||\}\) is convergent.
(b) \(\sum_{k=1}^{\infty} \alpha_k (f(z^k) - f^*) < \infty\).

Proof. Consider Eq. (5) and the fact that each column of \(M\) sums to one, we have the accumulation state
\[
z^{k+1} = z^k + \frac{1}{n} \sum_{i=1}^{n} g^k_i.
\]
Therefore, we obtain that
\[
||z^{k+1} - x^*||^2 = ||z^k - x^*||^2 + \frac{1}{n^2} \sum_{i=1}^{n} ||g^k_i||^2
\]
\[
+ \frac{2}{n} \sum_{i=1}^{n} \langle z^k - x^*, g^k_i \rangle,
\]
\[
= ||z^k - x^*||^2 + \frac{1}{n^2} \sum_{i=1}^{n} ||g^k_i||^2 - \frac{2\alpha_k}{n} \sum_{i=1}^{n} \langle z^k - x^*, \nabla f^k_i \rangle
\]
\[
+ \frac{2}{n} \sum_{i=1}^{n} \langle z^k - x^*, g^k_i + \alpha_k \nabla f^k_i \rangle. \tag{18}
\]
Since \(||\nabla f^k_i|| \leq B\), we have
\[
\langle z^k - x^*, \nabla f^k_i \rangle \geq \langle z^k - x^*, \nabla f^k_i \rangle + \langle x^k - x^*, \nabla f^k_i \rangle,
\]
\[
\geq \langle z^k - x^*, \nabla f^k_i \rangle + f_i(x^k) - f_i(x^*),
\]
\[
\geq -B ||z^k - x^k|| + f_i(x^k) - f_i(z^k) + f_i(z^k) - f_i(x^*),
\]
\[
\geq -2B ||z^k - x^k|| + f_i(z^k) - f_i(x^*). \tag{19}
\]
By substituting Eq. (19) in Eq. (18), we obtain that
\[
\frac{2\alpha_k}{n} (f(z^k) - f^*) \leq ||z^k - x^*||^2 - ||z^{k+1} - x^*||^2
\]
\[
+ \frac{1}{n^2} \sum_{i=1}^{n} ||g^k_i||^2 + \frac{2B}{n} \sum_{i=1}^{n} ||z^k - x^k||
\]
\[
+ \frac{4\alpha_k}{n} \sum_{i=1}^{n} ||z^k - x^k||.
\]
\[
\sum_{i=1}^{\infty} \langle z^k - x^*, g_i^k + \alpha_k \nabla f_i^k \rangle := s_1 + s_2 + s_3
\]

where \(s_1, s_2,\) and \(s_3\) denote each of RHS terms in Eq. (21). We discuss each term in sequence. Since \(\|\nabla f_i^k\| \leq B,\) we have:

\[
s_1 = -\sum_{i=1}^{n} \langle g_i^k, g_i^k + \alpha_k \nabla f_i^k \rangle \leq B\alpha_k \sum_{i=1}^{n} \|g_i^k\| = B\alpha_k g_k;
\]

\[
s_2 \leq \sum_{i=1}^{n} \|z_i^{k+1} - x_i^{k+1}\| \langle g_i^k, \alpha_k \nabla f_i^k \rangle,
\]

\[
\leq \sum_{i=1}^{n} \|z_i^{k+1} - x_i^{k+1}\| (\|g_i^k\| + \alpha_k \|\nabla f_i^k\|),
\]

\[
\leq \sum_{i=1}^{n} \|z_i^{k+1} - x_i^{k+1}\| (g_k + B\alpha_k).
\]

Using the result of Lemma 3, we have for any \(i\)

\[
\langle x_i^{k+1} - x^*, g_i^k + \alpha_k \nabla f_i^k \rangle \leq 0,
\]

which reveals that \(s_3 \leq 0.\)

Using the bounds on \(s_1, s_2, s_3\) and Lemma 3 and Lemma 4, we can derive the following:

\[
\frac{2\alpha_k}{n} (f(z^k) - f^*) \leq \|z^k - x^*\|^2 - \|z_i^{k+1} - x_i^{k+1}\|^2
\]

\[
+ C^2 \frac{\alpha_k^2}{n^2} + 4B\alpha_k \sum_{i=1}^{n} \|z_i^k - x_i^k\|
\]

\[
+ \frac{2BC}{n} \alpha_k^2
\]

\[
+ \frac{2(B + C)}{n} \alpha_k \sum_{i=1}^{n} \|z_i^{k+1} - x_i^{k+1}\|.
\]

Let

\[
h_k = C^2 \frac{\alpha_k^2}{n^2} + 4B\alpha_k \sum_{i=1}^{n} \|z_i^k - x_i^k\| + \frac{2BC}{n} \alpha_k^2
\]

\[
+ \frac{2(B + C)}{n} \alpha_k \sum_{i=1}^{n} \|z_i^{k+1} - x_i^{k+1}\|.
\]

Since the step-size \(\alpha_k\) satisfies \(\sum_{k=0}^{\infty} \alpha_k^2 < \infty,\) together with Lemma 7, we have \(\sum_{k=0}^{\infty} h_k < \infty.\) Therefore,

\[
\sum_{k=0}^{\infty} \alpha_k (f(z^k) - f^*) \leq n \|z^0 - x^*\|^2 + n \sum_{k=0}^{\infty} h_k < \infty,
\]

which completes the second part of the proof. By rearranging equation Eq. (22), we have:

\[
\|z^k - x^*\|^2 \leq (\|z^k - x^*\|^2 - 2\frac{\alpha_k}{n} (f(z^k) - f^*) + h_k.
\]

Since \(\sum_{k=0}^{\infty} \alpha_k (f(z^k) - f^*) \geq 0,\)

\[
\|z^k - x^*\|^2 \leq \|z^k - x^*\|^2 + h_k.
\]

Let \(r_k = \|z^k - x^*\|^2 + \sum_{s=k}^{\infty} h_s.\) It follows that

\[
r_{k+1} = \|z^{k+1} - x^*\|^2 + \sum_{s=k+1}^{\infty} h_s,
\]

\[
= r_k,
\]

which leads to the fact that \(\{r_k\}\) is a non-increasing, nonnegative sequence. Therefore, \(\{r_k\}\) converges to some nonnegative point. Since \(\lim_{k \to \infty} \sum_{s=k}^{\infty} h_s = 0,\)

\[
\lim_{k \to \infty} \|z^k - x^*\|^2 = \lim_{k \to \infty} (r_k - \sum_{s=k}^{\infty} h_s) = \lim_{k \to \infty} r_k.
\]

Therefore, The sequence \(\{\|z^k - x^*\|\}\) is convergent. \(\square\)

**Theorem 1.** Let Assumptions A1, A2, A3 hold. Let \(\{x_i^k\}\) be the sequence over \(k\) generated by Eq. (23). For \(\forall i \in \mathcal{V},\)

\[
\lim_{k \to \infty} x_i^k = x^*,
\]

where \(x^* \in \mathcal{X}^*.\)

**Proof.** According to Lemma 9, the sequence \(\{\|z^k - x^*\|\}\) is convergent and \(\sum_{k=1}^{\infty} \alpha_k (f(z^k) - f^*) < \infty.\) Since \(f(z^k) \geq f^*,\) \(\liminf_{k \to \infty} f (z^k) = f^* \geq f^* \geq \epsilon\) and therefore \(\liminf_{k \to \infty} (f(z^k) - f^*) \leq 0.\) Otherwise, there exists some integer \(K_1\) such that \(f(z^k) - f^* < \epsilon\) for all \(k > K_1.\) Then we have the following:

\[
\sum_{k=1}^{\infty} \alpha_k (f(z^k) - f^*)
\]

\[
= \sum_{k=1}^{K_1} \alpha_k (f(z^k) - f^*) + \sum_{k=K_1+1}^{\infty} \alpha_k (f(z^k) - f^*)
\]

\[
\geq \sum_{k=1}^{K_1} \alpha_k (f(z^k) - f^*) + \epsilon \sum_{k=K_1+1}^{\infty} \alpha_k > \infty,
\]

which is a contradiction. Hence,

\[
\liminf_{k \to \infty} (f(z^k) - f^*) = 0.
\]

Then there exists a subsequence of \(\{f(z^k)\}\) such that \(\liminf_{k \to \infty} f (z^k) = f^*.\) Since \(\{z^k\}\) is a bounded sequence, we assume without loss of generality that \(\lim_{k \to \infty} z^k = y,\) where \(y \in \mathcal{X}\) (Otherwise we can select a convergent subsequence of \(\{z^k\}\). Due to the continuity of \(f\) over its domain, \(\liminf_{k \to \infty} f (z^k) = f (y).\) Therefore, we have \(f (y) = f^*\)
and \( y \in X^* \) due to the uniqueness of the limit point of a sequence. Let \( x^* = y \). Since \( \lim_{l \to \infty} \| z_l - x^* \| = 0 \) and \( \{ \| z^k - x^* \| \} \) is convergent, we have \( \lim_{k \to \infty} \| z^k - x^* \| = 0 \). Then it follows that: \( \forall i \in \mathcal{V}, \)
\[
\| x_i^k - x^* \| = \| x_i^k - z^k + z^k - x^* \| \\
\leq \| x_i^k - z^k \| + \| z^k - x^* \| .
\]
Therefore, according to previous discussion and Lemma 6 we have:
\[
\lim_{k \to \infty} \| x_i^k - x^* \| = 0,
\]
which completes the proof.

D. Convergence Rate
Let \( f_k^* := \min_{0 < k \leq K} f(z^k) \), we have
\[
(f_k^* - f^*) \sum_{k=1}^{K} \alpha_k \leq \sum_{k=1}^{K} \alpha_k (f(z^k) - f^*). \tag{23}
\]
By combining Eqs. (16) and (22), Eq. (23) leads to
\[
(f_k^* - f^*) \sum_{k=1}^{K} \alpha_k \leq C_1 + C_2 \sum_{k=1}^{K} \alpha_k^2 ,
\]
or equivalently,
\[
(f_k^* - f^*) \leq \frac{C_1}{\sum_{k=1}^{K} \alpha_k} + \frac{C_2}{\sum_{k=1}^{K} \alpha_k} \sum_{k=1}^{K} \alpha_k^2 , \tag{24}
\]
where the constants, \( C_1 \) and \( C_2 \), are given by
\[
C_1 = \frac{n}{2} \| z^0 - x^* \|^2 ,
\]
\[
C_2 = \frac{C}{2n} + BD + Fn + 3nBD \left( 1 + \frac{\Gamma}{1 - \gamma} \right) .
\]
We choose the step-size of \( \alpha_k = k^{-1/2} \) and use the inequalities as follows:
\[
\sum_{k=1}^{K} 1/k < \ln K + 1 ,
\]
\[
\sum_{k=1}^{K} 1/\sqrt{k} > 2(\sqrt{K} + 1 - 1). \]
The first term in Eq. (24) leads to
\[
\frac{C_1}{\sum_{k=1}^{K} \alpha_k} < C_1 \frac{1/2}{\sqrt{K} + 1 - 1} = O \left( \frac{1}{\sqrt{K}} \right) ,
\]
while the second term in Eq. (24) leads to
\[
\frac{C_2}{\sum_{k=1}^{K} \alpha_k^2} < C_2 \frac{1 + \ln K}{2(\sqrt{K} + 1 - 1)} = O \left( \frac{\ln K}{\sqrt{K}} \right) .
\]
It can be observed that \( O \left( \frac{\ln K}{\sqrt{K}} \right) \) dominates.

In conclusion, we achieve the convergence rate of \( O(\ln K / \sqrt{K}) \) by choosing the step-size of \( 1/\sqrt{K} \). This convergence rate is the same as the distributed projected subgradient method, \[7\], solving constrained optimization over undirected graphs. Therefore, the restriction of directed graphs does not affect the convergence speed.

IV. Numerical Results
Consider the application of D-DPS for solving a distributed logistic regression problem over a directed graph:
\[
x^* = \arg \min_{x \in X} \sum_{i=1}^{n} \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left( - (c_{ij}^T x) y_{ij} \right) \right] ,
\]
where \( X \) is a small convex set restricting the value of \( x \) to avoid overfitting. Each agent \( i \) has access to \( m_i \) training samples, \( (c_{ij}, y_{ij}) \in \mathbb{R}^p \times \{ -1, +1 \} \), where \( c_{ij} \) includes the \( p \) features of the \( j \)th training sample of agent \( i \), and \( y_{ij} \) is the corresponding label. This problem can be formulated in the form of PI with the private objective function \( f_i \) being
\[
f_i(x) = \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left( - (c_{ij}^T x) y_{ij} \right) \right] , \quad \text{s.t. } x \in X.
\]
In our setting, we have \( n = 10 \), \( m_i = 10 \), for all \( i \), and \( p = 100 \). The constrained set is described by a ball in \( \mathbb{R}^p \). We consider the network topology as the digraph shown in Fig. 1. We plot the residuals \( \| x_i^k - x^* \|^2 \) for each agent \( i \) as a function of \( k \) in Fig. 2 (Left). In Fig. 2 (Right), we show the disagreement between the state estimate of each agent and the accumulation state, and the additional variables of all agents. The experiment follows the results of Lemma 6 that both the disagreements and the additional variables converge to zero.

We compare the convergence of D-DPS with other related algorithms, Subgradient-Push (SP), \[24\], and Weight-Balancing Subgradient Descent (WBSD), \[26\], in Fig. 3. Since both SP and WBSD are algorithms for unconstrained problems, we reformulate the problem in an approximate form,
\[
f_i(x) = \lambda \| x \|^2 + \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left( - (c_{ij}^T x) y_{ij} \right) \right] ,
\]
where the regularization term \( \lambda \| x \|^2 \) is an approximation to replace the original constrained set to avoid overfitting. It can be observed from Fig. 3 that all three algorithms have the same order of convergence rate. However, D-DPS is further suited for the constrained problems.

V. Conclusions
In this paper, we present a distributed solution, D-DPS, to the constrained optimization problem over directed multi-agent networks, where the agents’ goal is to collectively minimize the sum of locally known convex functions. Compared to the algorithm solving over undirected networks, the D-DPS simultaneously constructs a row-stochastic matrix and a column-stochastic matrix instead of only a doubly-stochastic
matrix. This enables all agents to overcome the asymmetry caused by the directed communication network. We show that D-DPS converges to the optimal solution and the convergence rate is $O(\frac{\log k}{k})$, where $k$ is the number of iterations. In future, we will consider solving the distributed constrained optimization problems over directed and time-varying graph under, possibly, asynchronous information exchange.
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