Instanton theory of tunnelling in molecules with asymmetric isotopic substitutions
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We consider quantum tunnelling in asymmetric double-well systems for which the local minima in the two wells have the same energy, but the frequencies differ slightly. We derive a generalization of instanton theory for these asymmetric systems, leading to a semiclassical expression for the tunnelling matrix element and hence the energy level splitting. We benchmark the method using a set of one- and two-dimensional models, for which the results compare favourably with numerically exact quantum calculations. Using the ring-polymer instanton approach, we apply the method to compute the level splittings in various isotopic-substituted versions of malonaldehyde in full dimensionality and analyse the relative contributions from the zero-point energy difference and tunnelling effects.

I. INTRODUCTION

The phenomenon of quantum tunnelling in a symmetric double well is a well-known concept\textsuperscript{12} The earliest molecular example studied was the splitting of the ground-state energy levels of the ammonia molecule due to inversion tunnelling\textsuperscript{3} However, the prototypical system of intramolecular hydrogen-atom tunnelling is malonaldehyde\textsuperscript{45} whose ground-state tunnelling splitting has been measured to high accuracy\textsuperscript{5} and studied with a wide variety of theoretical methods\textsuperscript{7–24}

Instanton theory,\textsuperscript{25–28} which is based on a semiclassical approximation to the path-integral formulation of quantum mechanics,\textsuperscript{29–36} provides a particularly powerful approach for computing tunnelling splittings, especially when reformulated into the ring-polymer instanton method\textsuperscript{20,31,32} or related approaches\textsuperscript{22,29,33,34} These methods have been applied to calculate the ground-state tunnelling splitting in numerous molecular systems in full dimensionality\textsuperscript{22,21,33,42}

In contrast, there has been much less theoretical work on tunnelling between asymmetric wells\textsuperscript{18} Some exceptions include studies of tunnelling between similar (but not equivalent) minima in the water hexamer cage,\textsuperscript{41,44} However, in this paper, we shall study a subtly different problem, one in which both well minima have exactly the same potential energy, but different frequencies. This can occur (within the Born–Oppenheimer approximation) in molecules or clusters with certain asymmetric isotopic substitutions. Previous studies of tunnelling switching in meta-D-phenol\textsuperscript{46} and the energy-level structure in the dimer HF–DF\textsuperscript{47} provide examples which exhibit this behaviour. In both these cases, however, the effect of tunnelling between the ground vibrational states of each well was predicted to be much smaller than the zero-point energy (ZPE) difference between the two wells.

In this work, we study cases where the asymmetry is weak enough such that tunnelling may still have a significant effect on the ground-state energy levels of the molecule. We develop a theory which can be applied using ring-polymer instanton methodology\textsuperscript{20,31,32} to compute the effect of tunnelling on the level splitting in such molecular systems. This theory is based on minimum-action tunnelling pathways, called instantons, which connect the bottom of the wells. This is in contrast to alternative approaches which go by various names such as WKB theory\textsuperscript{11,15} or semiclassical path integral\textsuperscript{21} Bohr–Sommerfeld quantization\textsuperscript{52,53} or periodic-orbit theory,\textsuperscript{54} for which the tunnelling pathways travel between two turning points defined by the energy of a localized vibrational state. These approaches may give good results for model systems, but unlike instanton theory, they cannot be easily extended to multidimensional systems (without \emph{a priori} choices of path such as that of Ref.\textsuperscript{55}).

We will apply our new instanton approach to benchmark one- and two-dimensional model systems in various parameter regimes and thereby test its accuracy. Then, we apply it in full dimensionality to compute the level splitting in a set of isotopomers of malonaldehyde, including both symmetric and asymmetric substitutions and compare with experimental results where available\textsuperscript{41}.

II. THEORY

We study tunnelling in a system defined by the Hamiltonian $H = p^2/2m + V(\hat{x})$. This expression is valid for both one-dimensional and multidimensional systems, as in the case of the latter we treat position, $x$, and momentum, $p$, as vectors which have been mass-weighted such that all degrees of freedom have the same effective mass, $m$. We will consider potentials, $V(x)$, which exhibit a special type of asymmetric double-well structure, as illustrated in Fig.\textsuperscript{1}. In particular, there are two minima, at $x_L$ and $x_R$, which have exactly the same potential energy and which we choose to set to zero, i.e. $V(x_L) = V(x_R) = 0$. However, the frequencies, $\omega_{\ell/r} = \sqrt{2V(x_{\ell/r})/m}$, in the two wells may differ leading to different ZPE values, $E_{\ell} \simeq \frac{1}{2}h\omega_{\ell}$ and $E_{r} \simeq \frac{1}{2}h\omega_{r}$ (within the harmonic approximation)\textsuperscript{56}.

For such a system, we can define an effective two-level Hamiltonian using a basis of states localized in the left
and right wells,

$$H_{\text{eff}} = \begin{pmatrix} E_0 - d & -h\Omega \\ -h\Omega & E_0 + d \end{pmatrix},$$

where $d = \frac{1}{2}(E_r - E_l)$ and $E_0 = \frac{1}{2}(E_l + E_r)$. Here, $-h\Omega$ is the coupling due to tunnelling between the left and right wells, which will be evaluated by the instanton theory developed in this paper. By introducing this effective Hamiltonian, we have implicitly assumed that the asymmetry is weak enough such that the ground vibrational state of the left well couples to the ground vibrational state of right well and we have neglected couplings to other levels. This ensures that the tunnelling will remain coherent, which is the regime of interest for incoherent tunnelling (i.e. rate constants) is of course already well known.

Simple quantum-mechanical principles based on the effective Hamiltonian of Eq. \ref{eq:1} allow for a reduced description of the dynamics and spectrum of the full system. The solutions are well known as this is an equivalent problem for all two-level quantum systems.\footnote{See, for example, Ref. \cite{20} for a detailed discussion of the solutions to such Hamiltonians.} The effective Hamiltonian has eigenvalues $E_{\pm} = E_0 \pm \sqrt{d^2 + (\hbar\Omega)^2}$, and thus for an energy-resolved spectrum the observable of interest is the level splitting, $\Delta = 2\sqrt{d^2 + (\hbar\Omega)^2}$, which has contributions both from the tunnelling effect as well as the ZPE difference. The ground- and excited-state eigenvectors of the Hamiltonian matrix can be written as $\psi_- = (\cos \phi, \sin \phi)$ and $\psi_+ = (-\sin \phi, \cos \phi)$, where $\phi = \tan^{-1}(\hbar\Omega/d)$ is the mixing angle ($0 \leq \phi \leq 180^\circ$). This angle is a measure of localization of the stationary states and is a function only of the ratio $d/\hbar\Omega$. That is, for mixing angle $\phi = 90^\circ$, the eigenstates are maximally delocalized (with a population of $\frac{1}{2}$ in each well), but if the angle approaches 0 or 180°, the ground- and excited-state wavefunctions are each localized to one well. One can also obtain the time-dependence of the populations from the effective Hamiltonian. For example if the system starts in the left well, the time-dependent population in the right well is $\sin^2 \phi \sin^2(\Delta t/2\hbar)$ and thus the mixing angle, $\phi$, also determines the amplitude of population transfer. This analysis shows that one requires only the values of $d$ and $\Omega$ to make predictions for all these observables of interest. It is easy to obtain a good estimate of $d$ via the ZPEs in each well evaluated using the harmonic approximation as described above. However, the tunnelling contribution, $\Omega$, cannot be obtained from a harmonic approximation and requires a more involved treatment, to which we dedicate the rest of this section.

As has been done for the symmetric case,\footnote{See, for example, Ref. \cite{20} for a detailed discussion of the solutions to such Hamiltonians.} we can start our derivation by considering the partition function of the effective Hamiltonian [Eq. \ref{eq:1}], which is $Z = 2e^{-\beta E_0} \cosh(\sqrt{d^2 + (\hbar\Omega)^2})$, where $\beta$ is the reciprocal temperature. However, we must generalize the standard approach in order to have an appropriate reference partition function for the non-tunnelling case. Here, we define $Z_g = 2\sqrt{Z_L Z_R}$ in terms of the geometric average of $Z_L = e^{-\beta(E_0-d)}$ and $Z_R = e^{-\beta(E_0+d)}$, the partition functions for the left/right well respectively (i.e. in the absence of tunnelling, where $\Omega = 0$), such that $Z_g = 2e^{-\beta E_0}$. The ratio of the total partition function to this reference is

$$\frac{Z}{Z_g} = \cosh(\beta \sqrt{d^2 + (\hbar\Omega)^2}),$$

which for later convenience can be equivalently written as a Taylor series in $\Omega$:

$$\frac{Z}{Z_g} = \cosh(\beta d) + \frac{\beta \hbar^2 \Omega^2 \sinh(\beta d)}{2d} + \frac{\beta \hbar^4 \Omega^4 [\beta d \cosh(\beta d) - \sinh(\beta d)]}{8d^3} + \cdots.$$  \tag{3}$$

The effective Hamiltonian only defines the two lowest states of the system. Thus, writing the partition function in terms of this two-level Hamiltonian employs an approximation which is only valid if the temperature is chosen such that the thermal energy ($\beta^{-1}$) is much smaller than the spacing between the vibrational states of a single well ($\hbar\omega_{1/2}$). In Sec. IIIA we will therefore take the low-temperature, $\beta \to \infty$, limit of the full partition function in order that it corresponds with the expressions based on $H_{\text{eff}}$.\footnote{See, for example, Ref. \cite{20} for a detailed discussion of the solutions to such Hamiltonians.}
A. Instanton Theory

To derive an method for calculating $\Omega$ and hence $\Delta$ within instanton theory, we require expressions for $Z$ and $Z_g$ based on the full Hamiltonian, $H$, which we can compare with the previous analysis based on $H_{\text{eff}}$. The partition function $Z = \text{Tr}[e^{-\beta H}]$ can be defined within the path-integral formalism as a sum over all closed paths in the space of $x$. Some of these paths are located completely in one of the wells, whereas others pass back and forth between the wells $n$ times. Each pass is called a “kink” and in order for the path to be closed in this simple double-well case, $n$ must be an even number. We define $Z_n$ as the contribution to the partition function from paths with $n$ kinks such that",

$$ Z = \frac{Z_0}{Z_g} + \frac{Z_2}{Z_g} + \frac{Z_4}{Z_g} + \cdots + \frac{Z_n}{Z_g} + \cdots. \quad (4) $$

We will evaluate semiclassical approximations to $Z_n$ for each value of $n$, which are rigorously defined by taking the leading term of the asymptotic expansion in $\hbar$ and for which we use the notation $A \simeq B$ to mean $A/B \rightarrow 1$ in the limit $\hbar \rightarrow 0$ and, where appropriate, also low temperature or long imaginary time.

Consider first the $Z_0$ term, which includes contributions from all non-tunnelling paths completely located either in the left or right wells. We define $K_0(x_\ell, x_r, \tau)$ as the zero-kink contribution to the semiclassical approximation of $(x_a|e^{-\tau H/\hbar}|x_b)$\cite{32}. Then we define $Z_\ell$ by taking the integral only over the domain of the left well, $\Gamma_\ell$\cite{20,28,30},

$$ Z_\ell = \int_{\Gamma_\ell} \! dx_a \, K_0(x_a, x_\ell, \beta \hbar) \simeq \Xi_\ell K_1(\beta \hbar), \quad (5) $$

and equivalently for $Z_r$, where $K_1(\tau) = K_0(x_\ell, x_r, \tau)$ and $K_r(\tau) = K_0(x_r, x_\ell, \tau)$ are the kernels for a path starting and ending at the bottom of one of the wells without crossing the barrier, whereas $\Xi_\ell$ and $\Xi_r$ are terms resulting from the steepest-descent integration over the end points. Explicit formulas are given in Appendix \[ which can be used to show that according to the semiclassical approximation, these partition functions are

$$ Z_\ell \simeq e^{-\frac{1}{2} \beta \omega_\ell}, \quad Z_r \simeq e^{-\frac{1}{2} \beta \omega_r}, \quad (6) $$

as could have been anticipated from a simple harmonic analysis in the low-temperature limit. Using $Z_0 = Z_\ell + Z_r$ and $Z_g = 2\sqrt{Z_\ell Z_r}$, the first term in Eq. (4) gives

$$ Z_0 \simeq e^{-\frac{1}{2} \beta \omega_\ell} + e^{-\frac{1}{2} \beta \omega_r}, \quad \frac{Z_0}{2^{-\frac{1}{2} \beta \hbar(\omega_\ell + \omega_r)}} = \cos \left( \frac{1}{4} \beta \hbar(\omega_\ell - \omega_r) \right). \quad (7) $$

Comparing this with the first term in Eq. (3), we can identify $d = \frac{1}{2} \hbar(\omega_r - \omega_\ell)$ as expected.

In this way our path-integral analysis of the non-tunnelling pathways has presented us with a formula for calculating $d$. There are of course simpler methods which give the same result, but the advantage of using the path-integral formulation will come when considering the remaining ($n > 0$) terms in the series.

Generalizing the approach of Ref. \[ we can split the paths which contribute to $Z_n$ into $n$ kinks. To define the contribution from a single kink, we first consider the semiclassical limit of the propagator $(x_a|e^{-\tau H/\hbar}|x_b)$. The paths which dominate this matrix element are single kinks of length $\tau_k$ which start in the left well and end in the right. We will focus on a particular dominant path which is centred such that it passes through a point of maximum potential at imaginary time $\tau_k/2$. We call this dominant path an “instanton”; it is a minimum-action pathway and is thus equivalent to a classical trajectory in imaginary time\cite{20,28,30}. Including also the non-zero fluctuations around this path leads to an instanton contribution which we call $K_1'(x_\ell, x_r, \tau_k)$, where the prime indicates the restriction that the path be centred as described above. This quantity is defined explicitly in Eq. (90) of Ref. \[ and can be evaluated within the ring-polymer instanton formalism using Eq. (15).

We are now in a position to evaluate contributions to the two-kink term. Here, it is again necessary to extend the standard theory so as to keep track of the amount of imaginary time spent by the path trapped in each of the wells, which are no longer equivalent. The path is broken up into four pieces with two kinks of length $\tau_k$ centred around imaginary times $\tau_1$ and $\tau_2$ as depicted in Fig. 2. Therefore,

$$ Z_2'(\tau_1, \tau_2) = \int_{\Gamma_\ell} \! dx_a \int_{\Gamma_r} \! dx_b \int_{\Gamma_\ell} \! dx_c \int_{\Gamma_r} \! dx_d \times \left[ K_1'(x_\ell, x_r, \tau_k) \right. \begin{aligned} K_0(x_\ell, x_c, \tau_2 - \tau_1 - \tau_k) & \times K_1'(x_c, x_d, \tau_2 - \tau_1 - \tau_k) K_0(x_d, x_\ell, \beta \hbar - \tau_2 + \tau_1 - \tau_k) \vspace{0.5cm} \\ & + \left. \text{[the same with } \ell \leftrightarrow r \text{]} \right] \\ & \simeq \Xi_\ell K_1'(\tau_k) \Xi_r K_1' \left( \tau_2 - \tau_1 - \tau_k \right) \Xi_r K_1' \left( \tau_k \right) \Xi_\ell K_1'(\beta \hbar - \tau_2 + \tau_1 - \tau_k) \\ & + \Xi_\ell K_1'(\tau_k) \Xi_r K_1' \left( \tau_2 - \tau_1 - \tau_k \right) \Xi_\ell K_1'(\tau_k) \Xi_r K_1' \left( \beta \hbar - \tau_2 + \tau_1 - \tau_k \right), \end{aligned} \quad (8a) $$

where we have defined $K_1'(\tau_k) = K_1'(x_\ell, x_r, \tau_k) = K_1'(x_r, x_\ell, \tau_k)$, which are equal due to time-reversal symmetry. Finally, using the formulas in Appendix \[ we obtain

$$ Z_2'(\tau_1, \tau_2) \simeq \theta(\tau_k)^2 \left[ e^{-\frac{1}{2} \omega_\ell(\tau_2 - \tau_1)} e^{-\frac{1}{2} \omega_r(\beta \hbar - \tau_2 + \tau_1)} + e^{-\frac{1}{2} \omega_r(\tau_2 - \tau_1)} e^{-\frac{1}{2} \omega_\ell(\beta \hbar - \tau_2 + \tau_1)} \right], \quad (9) $$
The instanton tunnelling pathways are uniquely defined as minimum-action paths connecting the two wells and are equivalent to Newtonian trajectories travelling on the upside-down potential-energy surface. However, in general multidimensional systems, these pathways are not known analytically. We thus employ the ring-polymer instanton approach in order to obtain a practical method which can be used to locate the pathways and evaluate the level splitting in full-dimensional molecular systems.

In order to compute θ(τk), we only need to consider the contribution from a single kink or paths with no kinks and thus do not require a cyclic ring polymer but only a segment of it of length τk. The path-integral representation of the propagator is discretized into N imaginary-time intervals using N − 1 beads, xi, which each correspond to a replica of the f-dimensional system. The imaginary-time action (also known as the Euclidean action) associated with this path is then

\[ S(x) = \sum_{i=1}^{N} \frac{m}{2\tau_N} |x_i - x_{i-1}|^2 + \sum_{i=1}^{N} \frac{\tau_N}{2} [V(x_{i-1}) + V(x_i)], \]

where \( \tau_N = \tau_k/N \), \( x = \{x_1, \cdots, x_{N-1}\} \), and \( x_0 \) and \( x_N \) are the fixed end points, equal to \( x_\ell \) or \( x_a \) as appropriate.
Performing the path integral within the steepest-descent approximation gives the single-kink contribution:

$$K_1^i(\tau_k) = \frac{1}{\tau_N} \left(\frac{m}{2\pi \tau_N \hbar}\right)^{f/2} \sqrt{\det(J)} \left[\sqrt{\det(\mathbf{J})} \right]^{1/2} e^{-S(\bar{x})/\hbar},$$

(15)

where $J = \frac{m}{\pi} \nabla^2 S(\bar{x})$, $\nabla$ is a derivative with respect to $x$, and the primed determinant signifies that the zero-frequency mode associated with the permutation invariance of the instanton is not included in the product of eigenvalues.\textsuperscript{20,32} The instanton path, $\bar{x}$, is optimized so as to minimize the action, $S(\bar{x})$. Thus, the implementation of this method is similar to that of ring-polymer instanton rate theory,\textsuperscript{20,21,23,24} except for the main difference that the tunnelling pathway is not a saddle point but the minimum of the action.

Similarly, the contribution from the non-tunnelling paths starting and ending in the left well is

$$K_\ell(\tau_k) = \left(\frac{m}{2\pi \tau_N \hbar}\right)^{f/2} \det(J_\ell)^{-1/2},$$

(16)

where the fluctuation matrix is $J_\ell = \frac{m}{\pi} \nabla^2 S(x_\ell)$, and $x_\ell$ is a collapsed path which has all its beads located at the bottom of the left well. The expressions for $K_r(\tau_k)$ and $J_\ell$ are equivalently defined in terms of a path collapsed in the right well.\textsuperscript{24}

Taking the ratio of kernels as defined in Eq. (10) thus gives

$$\theta(\tau_k) = \lim_{N \to \infty} \frac{1}{\Phi} \sqrt{\frac{S(\bar{x})}{2\pi \hbar}} e^{-S(\bar{x})/\hbar},$$

(17)

where

$$\Phi = \tau_N \left[\frac{\det(J)}{\sqrt{\det(J_\ell) \det(J_r)}}\right]^{1/2}$$

(18)

and we have indicated explicitly that these expressions must be converged with respect to the number of beads.

For a calculation converged with respect to $\tau_k$ and $N$, the action will be independent of the location of the centre of the kink. Therefore, for a symmetric system, $J$ still has a zero mode, which is integrated out in the standard way.\textsuperscript{25,26,28,32} However, unlike for a symmetric system, $\Phi$ will depend weakly on the location of the kink as the fluctuations in the two wells are different. To be consistent with the derivation presented above, we will thus require that the kink is centred such that it reaches its maximum potential energy at imaginary time $\tau_k/2$ (at least to the nearest bead). In our experience, this is not difficult to achieve. For instance, after an optimization, one can easily correct a path by removing beads from one end and adding them to the other.\textsuperscript{24}

In order to apply this formulation to molecular systems in full-dimensionality, translational and rotational degrees of freedom are treated in the usual way\textsuperscript{22} by removing their corresponding modes from the product of the eigenvalues when computing the determinants. Finally, one does not typically know the relative orientation of $x_\ell$ and $x_r$.\textsuperscript{20} In this case, the whole path including its end points, $\{x_0, \ldots, x_N\}$, must be optimized, for instance using the l-BFGS algorithm or recently developed specialized methods based on extensions of the nudged-elastic band approach.\textsuperscript{23–24,61–62} One could also avoid the calculation of eigenvalues of $J$ by solving a related asymmetric Riccati equation.\textsuperscript{24}

III. RESULTS

We will apply the new theory to one- and two-dimensional double-well models to benchmark the approach against exact quantum-mechanical results. Finally, we apply the method to a set of isotopically substituted malonaldehyde molecules in full dimensionality and compare with experimental measurements.

A. 1D Asymmetric Double Well

In order to benchmark our new theory in the simplest asymmetric case, we modify the well-known quartic double-well potential\textsuperscript{27,28,70} which has previously been used to test the standard ring-polymer instanton theory.\textsuperscript{23} To create an asymmetric double-well potential, the symmetric version can be multiplied by a polynomial $P(x) = ax^2/x_0^2 + bx/x_0 + c$. The overall potential will remain a double well if the the parameters are chosen such that $P(x)$ has only imaginary roots. We also choose $c = 1$ such that it does not significantly change the barrier height. We therefore define the one-dimensional potential as

$$V(x) = V^\dagger \left(\frac{x^2}{x_0^2} - 1\right)^2 \left(\frac{a}{x_0^2} + b \frac{x}{x_0} + 1\right).$$

(19)

This model describes a system with two minima of equal potential but with one well slightly broader than the other and is depicted in Fig. 1. In particular, the minima are located at $x = \pm x_0$ with $V(\pm x_0) = 0$ and the harmonic frequencies are $\omega_\ell = \omega_0 \sqrt{1 + a - b}$ and $\omega_r = \omega_0 \sqrt{T + a + b}$, where $\omega_0 = \sqrt{\omega_0^2 + ax_0^2}$. Hence, $E_0$ and $d$ are easily found.

Note that in the case that both $a < 1$ and $b < 1$, then $d \approx \frac{1}{2} \hbar \omega_0$, such that we can identify $b$ as a parameter which controls the asymmetry. In order to ensure that the model has only two minima, we additionally require that $a > b^2/4$, although the parameter $a$ does not otherwise have a significant qualitative effect on the shape of the potential. In our tests, we therefore use $a = b$, although this choice has little bearing on our conclusions, and vary the value of $b$ to achieve various degrees of asymmetry. The remaining parameters are chosen to match...
TABLE I: Results are presented for the one-dimensional double-well model [Eq. (19)] with three different barrier heights, $V_k$, in three parameter regimes: the top section with $a = b$ chosen to demonstrate a weak asymmetry ($d \ll h\Omega$); the middle section with medium asymmetry ($d \sim h\Omega$); and the bottom section with large asymmetry ($d \gg h\Omega$). In each case, $x_0 = 5\sqrt{V_k}$ is fixed to keep $\omega_0$ constant. $\Omega$ is approximated by $\theta(\tau_k)$ [Eq. (17)] and $\Delta_{\text{inst}} = 2\sqrt{d^2 + (h\Omega)^2}$, whereas the quantum-mechanical benchmark, $\Delta_{\text{QM}}$, is calculated directly from DVR. Powers of $10$ are given in parentheses.

| $V_k$ | $b$ | $d$ | $h\Omega$ | $\Delta_{\text{inst}}$ | $\Delta_{\text{QM}}$ | Error |
|-------|-----|-----|--------|----------------|----------------|-------|
| 0.5   | 1.(-3) | 1.41(-4) | 1.52(-2) | 3.05(-2) | 2.25(-2) | 35% |
| 1     | 1.(-5) | 1.41(-6) | 1.93(-4) | 3.86(-4) | 3.42(-4) | 13% |
| 2     | 1.(-9) | 1.41(-10) | 2.20(-8) | 4.39(-8) | 4.15(-8) | 6% |
| 0.5   | 1.(-1) | 1.35(-2) | 1.76(-2) | 4.39(-2) | 3.13(-2) | 40% |
| 1     | 1.(-3) | 1.41(-4) | 1.93(-4) | 4.79(-4) | 4.27(-4) | 12% |
| 2     | 1.(-7) | 1.41(-8) | 2.20(-8) | 5.22(-8) | 4.95(-8) | 6% |
| 1     | 1.(-1) | 1.35(-2) | 2.11(-4) | 2.70(-2) | 2.39(-2) | 13% |
| 2     | 1.(-5) | 1.41(-6) | 2.19(-8) | 2.83(-6) | 2.70(-6) | 5% |

the symmetric ($b = d = 0$) case tested in Ref. 20. In particular, reduced units are used in which $m = 1$ and $\hbar = 1$. The barrier height is varied via $V_k^\dagger$ but we choose $x_0 = 5\sqrt{V_k}$ such that $\omega_0$ is fixed and hence $E_0 \approx 0.283$ in each case.

Table I presents the numerical results of the new asymmetric instanton theory and compares them with benchmark quantum-mechanical results obtained by a numerical solution of the Schrödinger equation using the discrete variable representation (DVR).\textsuperscript{25,26} The ring-polymer instanton calculations were found to be converged in each case with $\tau_k = 30$ and $N = 128$. We compare three regimes, one where $b$ is chosen to describe a weak asymmetry ($d \ll h\Omega$), one with medium asymmetry ($d \sim h\Omega$) and one with high asymmetry ($d \gg h\Omega$).

Ring-polymer instanton theory for the fully symmetric case (with $a = b = 0$ and hence $d = 0$) has already been tested in Ref. 20 and can even be evaluated analytically.\textsuperscript{27} It was shown that the instanton approximation is more accurate for higher barriers, where $\Omega$ is small, and less accurate for lower barriers, where $\Omega$ approaches the size of $\omega_0$. This is expected of a semiclassical method which gives only the leading exponential behaviour and is due to the accuracy of the steepest-descent approximation, which improves as the ratio between $\hbar$ and fluctuations of the action decreases.

In the case of very weak asymmetry, the predictions for the level splitting are almost identical to those of the symmetric case\textsuperscript{25} a pattern which is reproduced in the quantum results. This is because $\Delta$ is dominated by the tunnelling contribution $h\Omega$, which is barely affected by the slight asymmetry added to the system. On the other hand, for high asymmetry, the level splitting is dominated by $d$ and again gives good agreement with the quantum mechanics.\textsuperscript{20} However, for a medium asymmetry such that $d$ and $h\Omega$ are of comparable size, the tunnelling matrix element, $\Omega$, decreases with increasing barrier height as before, but now there is also a significant contribution from $d$ to $\Delta$. Importantly, in each case our asymmetric instanton calculations still give accurate predictions for the level splitting with errors which are similar to those found in the symmetric system. Like them, the error decreases with increasing barrier height and due to the properties of the semiclassical approximation would become exact in the $\hbar \to 0$ limit.

B. 2D Asymmetric Mode-Coupling Potential

A commonly used simple model of two-dimensional tunnelling is provided by the symmetric mode-coupling potential.\textsuperscript{23} In this work, we generate an asymmetric mode-coupling potential by following the approach used in Sec. IIIA\textsuperscript{51}

$$V_{\text{AMC}}(x, y) = \frac{1}{8} (x - 1)^2 (y + 1)^2 + \omega_y^2 \left[ y + \alpha \left( x^2 - 1 \right) \right]^2,$$  \hspace{1cm} (20)

where $\omega_y$ is the frequency in the $y$ direction and $\alpha$ is a measure of coupling strength. As before we choose $c = 1$ and $a = b$ but vary the value of $b$ to generate systems in different regimes. The remaining parameters were chosen following Ref. 52 as $m = \alpha = 1$, $\omega_y = 0.8$ and $h = 0.04$. The AMC potential and its symmetrized version are shown in Fig. 3. It should be noted that in order to better illustrate the asymmetry of the potential-energy surface to the reader, we have chosen such a large value for $a = b$ that the level splitting would be completely dominated by the zero-point energy difference. Numerical calculations were however performed with smaller values of $b$ to demonstrate the most interesting regimes.

We present the level splittings calculated for varying degrees of asymmetry in Table II. The instanton results were converged using $N = 1024$ and $\tau_k = 100$. The trends for the 2D case mirror those of the 1D case. In particular, the prediction for the case of weak asymmetry is almost identical to the fully symmetric case. For medium asymmetry, both $d$ and $\Omega$ make significant contributions to $\Delta$. Finally for the most asymmetric case where $d \gg h\Omega$, the level splitting is completely dominated by the zero-point energy and $\Delta \approx 2d$ as expected. It can be seen that the agreement between the instanton approach and the quantum-mechanical benchmark is excellent, with errors under 10% in all cases.

C. Isotopic Substitutions in Malonaldehyde

The proton transfer in malonaldehyde has been used in many studies as a benchmark system for
atoms as indicated in Fig. 4 and denote the various iso-
dimensionality. Following Ref. 4, we shall label the
symmetric and asymmetric species of malonaldehyde in
isotopic substitution in more detail, and in this work we
do not examine the effects of isotopic substitu-
tions, or at best, only deuterate one hydrogen atom (called
however, do not examine the effects of isotopic substitu-
tions.

1. Instanton calculations

The molecular system is described by the ground-state
Born–Oppenheimer potential-energy surface (PES). We
have employed two PESs for these calculations; one
constructed by Mizukami et al.13 (referred to as PES1) and
one by Wang et al.13 (referred to as PES2). Both are fit-
ted to high-level electronic-structure calculations based
on coupled-cluster theory. The more recent PES1 also
employs explicit correlation using F12* theory57 and re-
ports a lower fitting error and is thus expected to be the
more accurate of the two, although the differences in this
case are not particularly dramatic.

Instanton optimizations were carried out by minimiz-
ing the action in Cartesian coordinates as outlined in
Refs. 20 and 32. In addition, we must analyse the
minimum-energy configurations on both sides of the bar-
er to obtain their harmonic frequencies. With this infor-

mation, we can compute the necessary quantities required
to evaluate \( \theta(\tau_k) \) and hence predict \( \Omega \). Calculations
were performed with increasing values of \( N \) and \( \tau \)
until \( \theta(\tau_k) \) was converged. This was achieved at
\( N = 1024 \) and an effective “temperature” of
\( h(\tau_k) = 30 K \) (i.e.
\( \tau_k \approx 10,000 \text{ a.u.} \)). Finally, \( d \) and \( \Omega \)
were combined to predict \( \Delta \).

The symmetric parent molecule has been used widely
as a benchmark to test the accuracy of quantum dyna-

mics methods and potential-energy surfaces and thus results
obtained with various methods are available. Two
different MCTDH calculations59 using PES2 obtain val-
ues for \( \Delta \) of 23.4 and 23.8 cm\(^{-1}\) for the parent
configuration. In relatively good agreement with this, a calculation
based on combining fixed-node DMC and MULTIMODE
results19 on PES2 obtained a tunnelling splitting in the
range 21–22 cm\(^{-1}\) for the parent molecule and 2–3 cm\(^{-1}\)
for the symmetric (\( D_6 \)) isotopomer (both with statistical
uncertainties of between 2 and 3 cm\(^{-1}\)). Using the same
PES, our ring-polymer instanton results give values of
24.9 and 3.29 cm\(^{-1}\) for these cases. Note that, a similar
calculation based on a different implementation of instan-
ton theory22 reports tunnelling splittings within 0.6 cm\(^{-1}\)
of those calculated in this work. Results generated using
the newer PES1 will not necessarily be the same due to
slight differences in the level of electronic-structure em-
ployed as well as the fitting method when constructing the
PESs. Using PES1, the DMC results of Mizukami
et al.13 are 21.0 ± 0.4 cm\(^{-1}\) for the parent molecule and
3.2 ± 0.4 cm\(^{-1}\) for the (\( D_6 \)) isotopomer. With our ring-
polymer instanton method, we obtain values of 19.3 and
2.69 cm\(^{-1}\). Therefore in both cases, our instanton predic-
tions are in good agreement with the (far more compu-
tationally intensive) MCTDH and DMC methods, with
an error just under 10% for the parent molecule, which
is remarkably no less accurate than for the simple low-

\[
\begin{array}{cccccc}
 b & d & \hbar\Omega & \Delta_{\text{inst}} & \Delta_{\text{QM}} & \text{Error} \\
 0 & 0 & 2.48(-9) & 4.96(-9) & 4.55(-9) & 9% \\
 0.3(−8) & 2.49(−11) & 2.48(-9) & 4.96(-9) & 4.55(-9) & 9% \\
 0.3(−6) & 2.49(−9) & 2.48(-9) & 7.03(-9) & 6.59(-9) & 6% \\
 0.3(−3) & 2.49(−7) & 2.47(-9) & 4.98(-7) & 4.76(-7) & 5% \\
\end{array}
\]

calculating tunnelling splittings using various theo-

retical approaches, such as reduced-dimensionality
quantum mechanics14 the multiconfigurational time-
dependent Hartree (MCTDH) method14 and dis-
fusion Monte Carlo (DMC)14 as well as various
flavours of instanton theory12,14 and other reaction-path
approximations11,12,13. The majority of these studies,
however, do not examine the effects of isotopic substitu-
tion, or at best, only deuterate one hydrogen atom (called
\( D_6 \) in the notation employed below).

Experimental studies by Baughcum et al.13 examine
isotopic substitution in more detail, and in this work we
shall compare our results to their measurements. We thus
evaluate the level splitting for a number of isotopically
symmetric and asymmetric species of malonaldehyde in
full dimensionality. Following Ref. 14, we shall label the
atoms as indicated in Fig. 4 and denote the various iso-
topomers by stating only the substituted atoms labelled
with a subscript.
significantly when a D path length (and hence the action) does of course increase, whether it is deuterated or not, although the overall finding that atom 6 contributes about 70% of the total action, as we have done in our previous work. We can quantify this in the same manner as we have done in our previous work and is not significantly affected by whether the isotopic substitution is introduced. The instanton approximation is not any larger than the errors introduced by the potential-energy surfaces. It will thus be impossible to quantitatively calculate the tunnelling splittings to high accuracy with these state-of-the-art PESs, no matter what quantum-dynamics method is used. However, with instanton theory, one may still be able to explain and predict the trends obtained upon isotopic substitutions, as we will now show.

The calculated level splittings for various isotopic substitutions of malonaldehyde are presented in Table III along with experimental measurements where available. The instanton pathway shows a similar behaviour in each case and is not significantly affected by whether the isotopomer is symmetric or asymmetric. A representative instanton pathway is presented in Fig. 4 which provides an intuitive picture of the tunnelling mechanism in malonaldehyde. For instance, it can be observed that the H$_6$ atom is the only one directly involved in the proton transfer process and makes the largest contribution to the tunnelling path. We can quantify this in the same manner as we have done in our previous work by evaluating the squared mass-weighted path length, which is in this case proportional to the action, $S^{SS}$. From this, we find that atom 6 contributes about 70% of the total action, whether it is deuterated or not, although the overall path length (and hence the action) does of course increase significantly when a D$_6$ substitution is introduced. Tunnelling is thus strongly dependent on the isotope of this particular atom, as our results shall demonstrate.

This atom continues to dominate the action for the instants associated with every other isotopic substitution under study. While this might seem to imply that a reduced-dimensionality approach based on the dynamics of this single atom would yield decent results, previous work has shown that in general it is necessary to include all degrees of freedom (even those not involved in the tunnelling pathway) to obtain an accurate value for $\Omega$ and thus the level splitting $\Delta$.

2. Discussion of the Results

We first discuss the results for the symmetric isotopomers, which are presented in the top half of Table III. In these cases $d = 0$ and the level splitting, $\Delta = 2\hbar\Omega$, can be called a tunnelling splitting. From the results, one can note that for as long as H$_6$ is not substituted with deuterium, $\Delta$ remains similar to its value in the parent molecule. However, upon making the isotopic substitution D$_6$, $\Delta$ decreases dramatically, as expected. The experimental results also reveal that introducing $^{13}$C or $^{18}$O isotopes causes a reduction in the tunnelling splitting. This trend is correctly captured by the instanton method due to the fact that the action increases slightly with the substitution of heavier isotopes into the molecular skeleton, which thus results in a slight decrease in the predicted tunnelling splitting. The presence of $^{18}$O atoms appears to have a greater effect than $^{13}$C, mostly because they are more strongly coupled to the transferred H$_6$/D$_6$ atom and contribute about 20% of the path action, whereas the C atoms contribute about 10%. However, isotopic substitution of the other three H atoms (i.e. D$_7$, D$_8$ and D$_9$) appears to be more complex because they are only very weakly coupled to the tunnelling pathway and contribute less than 1% to the path action. Substituting atoms for heavier isotopes is guaranteed to increase the action. However, although they cause a tiny increase in the action, there is also a larger effect in the contribution to $\Phi$ from the fluctuations around the tunnelling path. Making the substitution D$_8$ appears to consistently decrease the splitting slightly. On the other hand, according to some of the calculations, adding D$_7$D$_9$ may increase the splitting. This behaviour is also observed in the reported experimental splittings for isotopomers containing D$_6$D$_7$D$_9$. Nonetheless, this sort of competing effect is hard to predict reliably with any quantum-dynamics approach, and we see that the two different PESs give opposite trends for D$_7$D$_9$ compared with the parent molecule.

Next, we discuss the level splittings for various asymmetric isotopic substitutions of malonaldehyde, which are presented in the bottom half of Table III. These calculations were carried out using the generalized version of ring-polymer instanton theory developed in this paper. Here, three different regimes are demonstrated:

FIG. 4: Configuration of the ring-polymer instanton beads for the asymmetric (D$_7$) isotopomer of malonaldehyde, C$_3$H$_4$O$_2$, in which the substituted deuterium is coloured pink. Other isotopomers show qualitatively similar behaviour and in each case the H$_6$/D$_6$ atom dominates the tunnelling dynamics and the molecule remains planar along the whole pathway. This figure also defines our labelling scheme, which follows that used by Baughcum et al.
TABLE III: Level splittings, $\Delta$, and its contributions from ZPE ($d$) and tunnelling ($\hbar \Omega$) for various symmetric and asymmetric isotopic substitutions of malonaldehyde calculated from instanton theory using two different PESs. The level splittings of the symmetric and asymmetric isotopomers are separated by the double-lines, with the upper half being the symmetric isotopomers and the bottom half being the asymmetric isotopomers. All quantities are reported in cm$^{-1}$.

| Isotomer | $|d| / \hbar \Omega$ | $\Delta$ | $|d| / \hbar \Omega$ | $\Delta$ | $\Delta$ |
|----------|---------------------|---------|---------------------|---------|---------|
| Parent   | 0                   | 9.65    | 0                   | 12.5    | 24.9    | 21.6    |
| (D$_7$D) | 0                   | 9.90    | 19.8               | 0       | 12.4    | 24.8    |
| (D$_6$D$_9$) |               | 9.75    | 19.5               | 0       | 11.9    | 23.7    |
| (D$_8$)  | 0                   | 9.50    | 19.0               | 0       | 11.8    | 23.6    |
| (D$_6$)  | 0                   | 1.35    | 2.69               | 0       | 1.65    | 3.29    |
| (D$_7$D$_9$) |               | 1.41    | 2.82               | 0       | 1.65    | 3.29    |
| (D$_6$D$_9$) |               | 1.36    | 2.71               | 0       | 1.55    | 3.10    |
| (D$_8$)  | 0                   | 1.32    | 2.64               | 0       | 1.55    | 3.09    |
| (D$_6$D$_8^{13}$C$_2$) |     | 1.30    | 2.60               | 0       | 1.52    | 3.05    |
| (D$_6$D$_8^{13}$C$_2$) |     | 1.30    | 2.59               | 0       | 1.52    | 3.03    |
| (D$_8$D$_8^{18}$O$_{2}$) |     | 1.24    | 2.47               | 0       | 1.46    | 2.91    |

($^{13}$C$_2$/4) | 0.18 | 5.98 | 19.2 | 0.01 | 12.3 | 24.6 |
(D$_7$D$_9$) | 16.2 | 9.64 | 37.8 | 12.7 | 12.4 | 35.5 |
(D$_7$D$_9$) | 16.3 | 9.47 | 37.9 | 12.8 | 11.8 | 34.9 |
(D$_6$D$_7$) | 16.4 | 1.36 | 32.9 | 13.0 | 1.64 | 26.2 |
(D$_6$D$_7$) | 16.5 | 1.33 | 33.2 | 13.1 | 1.55 | 26.3 |
(D$_6$D$_8^{13}$C$_2$/4) | 0.25 | 1.31 | 2.67 | 0.06 | 1.54 | 3.08 |
(D$_6$D$_8^{13}$C$_2$) | 0.28 | 1.30 | 2.67 | 0.11 | 1.53 | 3.07 |
(D$_6$D$_8^{18}$O$_{1}$/5) | 2.29 | 1.28 | 5.25 | 2.19 | 1.50 | 5.31 |

$|d| \ll \hbar \Omega$ for isotopomers ($^{13}$C$_2$/4), (D$_6$D$_8^{13}$C$_2$/4) and (D$_6$D$_8^{13}$C$_2$/4$^{13}$C$_3$); $|d| \sim \hbar \Omega$ for isotopomers (D$_7$/D$_9$), (D$_7$/D$_9$D$_8$) and (D$_6$D$_8^{18}$O$_{1}$/5); and $|d| \gg \hbar \Omega$ for isotopomers (D$_6$D$_7$/D$_9$) and (D$_6$D$_7$/D$_9$D$_8$).

For the weakly asymmetric regime ($|d| \ll \hbar \Omega$), it can be observed that the level splitting is not significantly affected by the introduction of asymmetry, as was expected. This results in a level splitting for ($^{13}$C$_2$/4) which is only slightly smaller than in the parent molecule. This behaviour is confirmed by the available experimental observations and can be attributed to the small skeletal rearrangement of the carbon atoms, which increase the action slightly on isotopic substitution, just as in the symmetric case. For the case of (D$_6$D$_8^{13}$C$_2$/4) and (D$_6$D$_8^{13}$C$_2$/4$^{13}$C$_3$), the situation is not quite so simple as there are competing effects from an increased $|d|$ but a decreased $\Omega$, making it difficult to reliably predict the size of the level splittings relative to (D$_6$D$_8$). It is however clear that (D$_6$D$_8^{13}$C$_2$/4) and (D$_6$D$_8^{13}$C$_2$/4$^{13}$C$_3$) have slightly larger splittings than (D$_6$D$_8^{13}$C$_2$) and (D$_6$D$_8^{13}$C$_2$) respectively due to their lower mass.

In the opposite extreme, $|d| \gg \hbar \Omega$, the level splitting is dominated by the asymmetry. The experiment found no evidence of mixing between the two wells for (D$_6$D$_7$/D$_9$) or (D$_6$D$_7$/D$_9$D$_8$). Our calculations confirm this scenario as the predicted mixing angles are about 5° (PES1) or 7° (PES2) in each case, which corresponds to a population ratio of more than 99:1.

For the intermediate cases ($|d| \sim \hbar \Omega$), both asymmetry and tunnelling play a significant role in determining the level splitting. Just like with the symmetric isotopomers, here it can be noted that when atom 6 is deuterated (i.e. isotopomers including D$_6$), a significant decrease in tunnelling (quantified by $\hbar \Omega$) can be observed. Unfortunately no direct experimental values for the level splitting are reported for this set of isotopomers, although these are probably the most interesting cases. However, Bauchcum et al. do measure dipole moments and thereby roughly estimate the amplitude of the ground-state wavefunction in the two wells for (D$_7$/D$_9$). Their estimate is equivalent to a mixing angle of $\phi \approx 41^\circ$. Our instanton calculations predict a value of 31° on PES1 or 44° on PES2. This result is obviously quite sensitive to the PES, and the experimental estimate itself is only a rough approximation. However, it is nonetheless in agreement with the interpretation that the state is partially mixed, and demonstrates that our method is valid for this most difficult intermediate regime.

Bosch et al. attempted to explain the experimental results using quantum-mechanical calculations based on a two-dimensional model system. Although the agreement with experiment is by no means quantitative [e.g. the predicted tunnelling splittings are 8.2 cm$^{-1}$ for the parent molecule and 0.3 cm$^{-1}$ for (D$_6$)] they were able to roughly predict some of the trends, most notably the strong decrease in tunnelling splitting upon substituting with the D$_6$ atom. Recent two-dimensional calculations using an improved surface based on PES2 obtain more accurate results, but are still based on the reduced-dimensionality approximation, which is known not to be reliable in general.

Bosch et al. also study the asymmetric (D$_6$D$_7$/D$_9$D$_8$) isotopomer and find that the stationary states remain practically unmixed ($\phi \approx 1^\circ$) due to strong asymmetry, which is in agreement with both our work and the experiment. However, for the (D$_7$/D$_9$D$_8$) isotopomer, they predict a mixing angle of only 16°, whereas our calculation gives a value at least twice as large (30° for PES1 and 43° for PES2). This is quite a significant difference as it suggests that the ground-state population of the higher-energy well could be up to 6 times larger according to our theory. The main cause of the discrepancy is probably due to the fact that our PESs are based on much more accurate electronic structure than was available to Bosch et al. However, another important factor is the error introduced by their reduced-dimensionality approximation, which we are able to avoid by using a full-dimensional approach. Consequently, we conclude that the stationary states are much more mixed than was previously expected and that, even in these asymmetric systems, tunnelling still has a significant effect on the level splitting (such that it is about 5–9 cm$^{-1}$.
larger than in the (D₆D₇/D₈) isotopomer even though the zero-point energy differences are almost the same). In a similar way, the (D₆D₈¹⁸O₁/₅) isotopomer will be partially mixed due to its particularly large d value caused by the isotopic substitution of the strongly coupled oxygen atom. Here the calculated mixing angle is 29° on PES1 and 34° on PES2 and it is therefore expected to demonstrate a particularly large level splitting relative to symmetric isotopomers with a D₆ substitution. These predictions could potentially be confirmed by future experiments.

Finally, we discuss the physical interpretation of our findings. As is clear from the theory presented in Sec. [II], the level splitting is determined by two quantities d and Ω, which quantify the effects of asymmetry and of tunnelling respectively. Our theoretical approach is able to calculate these two quantities independently of each other, which allows us to identify the relative magnitude of the two components. In contrast, experimental measurements of spectroscopic transitions can only provide direct information on the value of Δ and not the individual contributions. Based on their observations, Baughcum et al. [16] argue that tunnelling is “quenched” in asymmetrically substituted isotopomers. Whether or not this statement is consistent with our findings is perhaps somewhat a matter of semantics. In particular, if one quantifies tunnelling using the magnitude of Ω, then our calculations demonstrate that Ω is approximately unaffected by asymmetric isotopic substitutions and has a significant dependence only on the D₆ substitution. We do however find that the mixing angle may vary strongly on the type of asymmetry in such a way that one can say that it is not tunnelling but mixing which is quenched. This subtly different interpretation remains consistent with all the experimental observations.

We find that the asymmetric isotopomers of malonaldehyde exist in three regimes which exhibit different quantum-dynamical behaviour. To some extent, one can design the isotopic substitutions to demonstrate a “sweet spot” for which |d| ≈ ℏΩ, and it would be interesting to test our predictions for the level splittings in this regime with new experiments. We hope that our interpretation of the dynamics will be useful in explaining experimental observations and propose that the new method we have presented is used to help analyse and predict the level splittings in new molecules.

IV. CONCLUSIONS

In this work we have generalized instanton theory to describe tunnelling in a certain type of asymmetric system. Although the final result for the level splitting is expressed by a trivial formula defined in terms of the zero-point energy difference, d, and the tunnelling matrix element, Ω, an instanton approach to compute the latter did not previously exist. Note that even if the system is almost symmetric such that Ω dominates the splitting, one could not have simply used the standard formula from Ref. [20] as this requires perfect symmetry in order to converge.

Nonetheless, the final result shows that the new approach can be implemented in a very similar way to the standard ring-polymer instanton method and can thus be applied to complex molecular systems in full dimensionality in an efficient manner. The standard approach is currently available in i-PI [22] and MOLPRO [23] and can thus be used to study tunnelling in asymmetric systems too with very minor modifications to the code. One could also employ machine-learning techniques as has been done with other instanton approaches [24, 25] to allow efficient application with ab initio electronic-structure calculations.

We have applied the new methodology to benchmark one- and two-dimensional systems and shown that the method can predict level splittings in asymmetric systems just as accurately as standard instanton theory applied to symmetric systems. Finally, we have calculated the level splittings in various asymmetric isotopomers of malonaldehyde. For this molecule, we find that the value of Ω is only weakly dependent on the isotopes of all atoms except the transferred proton (H₆/D₆) and to a first approximation can be approximated by the value of the most similar symmetric isotopomer. The zero-point energy difference, d, is the only other factor which determines the level splitting and is controlled by the presence of isotopic substitutions in asymmetric positions. According to our definitions, the tunnelling effect and mixing angle can be studied independently. We find that although tunnelling (defined by Ω) is not strongly affected by asymmetric substitutions, the mixing angle can be. The most interesting regime (0 ≪ φ ≪ 90°) occurs when |d| ∼ ℏΩ, which is exhibited by asymmetric isotopomers with a transferring H₆ atom and a D₇/₉ substitution or by those with a D₆ atom and a ¹⁸O₁/₅ substitution. These simple rules would help assign and interpret any new experiments performed on similar molecules, and new calculations could easily be performed for other systems of interest.

One could envisage further extensions of this methodology, for instance to describe multi-well problems such as those occurring in water clusters [23, 24, 25]. To go beyond the semiclassical approximation, it may be possible to apply path-integral sampling approaches [26, 27] to these asymmetric tunnelling problems as well as anharmonic calculations of the zero-point energy.

Finally, we note that alongside its early development for the study of tunnelling in molecular systems [26, 27], instanton theory was more widely employed in quantum field theory [28, 29]. There may thus also be uses in statistical and particle physics for this asymmetric instanton theory.
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Appendix A: Useful results for the harmonic oscillator

Here we present formulas relating to path-integral and semiclassical results for the harmonic oscillator. In particular, we consider the limit of long imaginary times, $\omega_{\ell/r} \tau \gg 1$, such that the classical action for the harmonic oscillator can be approximated by

$$ S_0(x_a, x_b, \tau) \approx \frac{1}{2} m \omega_{\ell/r} \left[ (x_b - x_{\ell/r})^2 + (x_a - x_{\ell/r})^2 \right] $$

(A1)

and the semiclassical kernel by

$$ K_0(x_a, x_b, \tau) \approx \frac{m \omega_{\ell/r}}{\pi \hbar \exp(\omega_{\ell/r} \tau)} \exp \left( -S_0(x_a, x_b, \tau) / \hbar \right) $$

(A2)

The special case of a kernel with both end-points at the bottom of the well is given by $S_0(x_{\ell/r}, x_{\ell/r}, \tau) = 0$.

When joining two kernels together, one finds

$$ K_0(x_a, x_c, \tau_1 + \tau_2) = \int K_0(x_a, x_b, \tau_1) K_0(x_b, x_c, \tau_2) \, dx_b $$

$$ = K_0(x_a, x_{\ell/r}, \tau_1) \Xi_{\ell/r} K_0(x_{\ell/r}, x_c, \tau_2), $$

(A3)

where the term arising from the Gaussian integral is

$$ \Xi_{\ell/r} = \sqrt{2 \pi \hbar} \left( \frac{\partial^2}{\partial x_b^2} S_0(x_a, x_b, \tau_1) + S_0(x_b, x_c, \tau_2) \right)^{-1/2} $$

$$ = \sqrt{\frac{\pi \hbar}{m \omega_{\ell/r}}}. $$

(A4)

The same formulas can also be applied to join single-kink kernels together within the semiclassical approximation, and the multidimensional generalization can be found by simply taking products of these expressions over normal modes.
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In fact, even perturbation theory around the well minimum is not sufficient to describe these tunnelling effects. The instanton approach instead captures the exponentially small tunnelling effect using an asymptotic series in $\beta$.

C. M. Bender and S. A. Orszag, *Advanced Mathematical Methods for Scientists and Engineers* (McGraw-Hill, New York, 1978).
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