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1. Introduction

Assortment optimization, which aims to maximize revenue or profit by selecting a combination of products from a product universe, is of fundamental importance in revenue management both theoretically and practically. Traditional assortment optimization problems typically assume that customers can only purchase one item at a time. In other words, the model leads to single-choice outcome. Although this assumption is valid in some scenarios, there are many scenarios in which the customer may want to purchase multiple items as a bundle, i.e., a multi-choice outcome. For example, when purchasing different pasta shapes and pasta sauce types, the customers may consider that different pasta shapes are suitable for different pasta sauces (e.g., angel hair pasta is best for tomato-based sauces). Thus, there exists complementarity between different product pairs from these two categories in addition to substitutability between products of the same category. In addition, the customers can choose to purchase a bundle of pasta and sauce or just one of them. Another example is when customers purchase a bundle of PC components, including CPU, memory, motherboards, etc. When making the purchase decision, customers may need to consider the compatibility between these parts. If the two parts do not work together, customers will not likely choose that bundle. In addition, customers may want to choose the parts of a similar level of performance such that no lower-end component limits the overall performance of the PC system.

The above two examples reveal two features of customers’ purchasing behaviors in the presence of multiple categories. One is that customers often consider the assortment of one category when making decisions for another category. The other is that complicated interactions exist between products in a bundle that determines the utility of the bundle to customers. The interaction might include complementarity between products and compatibility between products. To account for these features, some multi-choice models are proposed in marketing and economics literature. One of the most popular models in this stream of literature is the Multivariate MNL (MVMNL) model, where “Multivariate” stands for multi-choice, in contrast with the classical single-choice (univariate) MNL model. In the MVMNL model, customers are presented with multiple product categories.
and can choose at most one product from each category, to form a bundle. Each product bundle is assigned a utility parameter, which may differ from the sum of the utilities of the individual products inside the bundle. The customer chooses the utility-maximizing product bundles in a way similar to choosing the utility-maximizing product in the univariate MNL model. We redirect the readers to Section 2 for a more detailed review of the literature on multi-choice models.

Although the multi-choice models have received much attention in the marketing and economics literature, the effort has been focused on modeling the utility of bundles. Little has been done on developing a fundamental understanding of the resulting assortment optimization problems. We review few attempts on assortment optimization under multi-choice models in Section 2. This paper is one of the first attempts to fill this gap. Specifically, in this paper, we focus on a MVMNL model with two product categories in which the customers are allowed to purchase a bundle of at most one product from each category. The price of a bundle is the summation of the prices of products in it, and the utility of a bundle can have arbitrary values. We refer to the two-category MVMNL model with these assumptions as the base model. We provide a strong NP-hardness result for the unconstrained assortment optimization problem and a simple 0.5-approximation algorithm by considering adjusted-revenue-ordered assortments (an analogue of revenue-ordered assortments). Moreover, we propose an approximation framework based on an LP relaxation of the problem and improve the approximation ratio to 0.74. We show that this approximation ratio is within 0.01 of the integrality gap of the LP relaxation. Extensive numerical experiments are conducted and demonstrate that the approximation ratios of our algorithms are much better than the theoretical approximation guarantees. We also prove that there does not exist a constant-factor approximation algorithm for various extensions including the capacitated problem, the two-category MVMNL model with more general bundle price structures, and MVMNL models with more than two categories.

1.1. Technical challenges and contributions

We summarize our major results below.
**Strong NP-hardness result for the base model.** We show that even the unconstrained assortment optimization problem under the base model is strongly NP-hard, which rules out the existence of FPTAS for the problem. This is proved by a reduction from a strongly NP-hard problem, Max-DiCut on a directed acyclic graph. This result implies that our problem is harder to approximate than some closely related problems in the literature, e.g., the assortment optimization problems studied in Lyu et al. (2021) for an MVMNL model with special bundle utilities that admits FPTAS.

**0.5-approximation of adjusted-revenue-ordered assortments.** We propose an analogue of revenue-ordered assortments, termed *adjusted-revenue-ordered assortment*, and show that the one with the highest revenue is a 0.5-approximation. The *adjusted-revenue-ordered assortments* are constructed by fixing a revenue-ordered assortment of one category and selecting a level set of the products from the other category based on the order of certain weighted revenue. However, the worst-case approximation ratio of *adjusted-revenue-ordered* assortments is 0.5.

**Partition-and-optimize approximation framework.** To better approximate the assortment optimization problem under the base model, we propose an approximation framework based on an LP relaxation of the problem, which we termed *partition-and-optimize* approximation framework. The LP relaxation is obtained by the McCormick inequalities and its optimal solution is shown to be \(\{0, \frac{1}{2}, 1\}\)-valued (after scaling). The framework has three steps after solving the LP relaxation and getting an non-integral optimal solution. First, we *partition* products with half-integral solutions in both categories into \(K\) level sets, defined by some cutoff points, and construct \(K\) different integral solutions using combinations of different level sets for the two categories. Second, we use a quadratic program to compute the approximation ratio of the \(K\) integral solutions given the cutoff points of the level sets. Third, the cutoff points of the level sets are *optimized* to get the highest approximation ratio.

We prove that the approximation framework with \(K = 6\) has an approximation guarantee of at least 0.74. This approximation ratio almost closes the integrality gap of the LP relaxation, which
is shown to be at most 0.75. Moreover, our numerical experiments demonstrate that the actual approximation ratio of our algorithm is much better than the theoretical guarantee.

**{(Integrality gap – ε)}-approximation scheme.** We propose an approximation scheme for the base model that outputs an assortment with an approximation factor within ε of the integrality gap of the LP relaxation for any positive ε but with a time complexity depending exponentially on ε. Similar to the partition-and-optimize approximation framework, we first partition the products in each category into $K = 1/\varepsilon$ blocks, but with a set of thresholds equally spread between 0 and 1. We then find the best assortment among all possible combinations of the blocks. We show that this assortment achieves an approximation ratio no less than the integrality gap minus ε. Moreover, this algorithm can be easily extended to other interesting cases of bundle price structures. For example, the price of the bundle can be certain functions of the summation of the prices of products in it. This allows us to model certain discount schemes for bundles, e.g., when the bundle price is the sum of the individual prices subtracted by a fixed discount or multiplied by a fixed discount factor.

**Extensions to more general settings.** In addition to the base model, we investigate the assortment optimization problem under more general settings including the base model with cardinality constraints, the two-category MVMNL model with arbitrary bundle price structures, and the three-category MVMNL model. We prove that there does not exist a constant-factor approximation for these extensions assuming the widely-used *Exponential Time Hypothesis (ETH)* in theoretical computer science community. These results further illustrate the hardness of our problem under the base model in view of the existence of constant-factor approximation for extensions of some closely related problems in the literature (e.g., the constant-factor approximation for the cardinality-constrained assortment optimization problems under the PCL model studied in Ghuge et al. (2022)).

### 1.2. Notations and Terminologies

We list the notations and terminologies used throughout this paper. The real space and integer space are denoted by $\mathbb{R}$ and $\mathbb{Z}$, respectively. Define $\mathbb{R}_+ = \{x \in \mathbb{R} \mid x \geq 0\}$ and $\mathbb{R}_{++} = \{x \in \mathbb{R} \mid x > 0\}$. 


and similarly define $\mathbb{Z}_+, \mathbb{Z}_{++}$ for the integer space. For a positive integer $n$, we denote $[n]$ the set $\{1, 2, \ldots, n\}$. For $x \in \mathbb{R}^n$, denote $x^+ = \max\{x, 0\}$. For two real-valued functions $f, g$, we denote $f = O(g)$ if there exists $M > 0$ such that $|f(x)| \leq M g(x)$ for any $x$ of interest. Denote $f = \Omega(g)$ if $g = O(f)$.

The rest of the paper is organized as follows. In Section 2, we review the related literature on assortment optimization and bundle utility modeling, highlighting our contributions. In Section 3, we describe the unconstrained assortment optimization problem under the two-category MVMNL model and show that this problem is strongly NP-hard. In Section 4, we propose a simple 0.5-approximation algorithm to this problem, and illustrate its limitations. In Section 5, we describe our partition-and-optimize approximation framework based on an LP relaxation and illustrate how to use it to derive constant approximation ratios. In addition, we modify this framework to achieve an approximation ratio arbitrarily close to the integrality gap of the LP relaxation. In Section 6, we discuss the hardness results of several extensions to the two-category MVMNL model. In Section 7, we perform numerical experiments to show the effectiveness of our proposed approximation framework.

2. Literature review

In this section, we review the literature related to this work. Specifically, we first review the literature on modeling the utility of product bundles, mainly in the marketing literature. Then, we briefly review the literature on assortment optimization for single-choice models. Lastly, we review a few attempts to solve assortment optimization under customers’ multi-purchase behavior.

The marketing and economics literature documented different types of interactions between products in a bundle to determine the bundle’s utility in a MVMNL model. In these papers, customers choose the utility-maximizing bundle under a MVMNL model, an analogy to how customers choose the utility-maximizing product under an MNL model. Chung and Rao (2003) use the comparability-based balance model to model the utility of bundles, where the attributes of products are divided into comparable attributes and non-comparable attributes. The comparable
attribute of products in a bundle contributes to bundle utility in various ways apart from simple summation. Ma et al. (2012) study the multi-category choice behavior for households, where different types of product interactions are considered, including product complementarity, and their model is validated using scanner data from a large grocery store. The main takeaway from these studies is that there are various types of product interactions that determine the perceived utility of a bundle, whose structures are complicated and hard to be exploited for optimization purposes. For a more comprehensive literature review on how the bundle utility is modeled in the MVMNL model, refer to Rao et al. (2018), and Agarwal et al. (2015). The applications of the MVMNL model in the marketing literature include empirical analysis of market baskets (Russell and Petersen (2000)), and pricing decisions for competing retailers (Richards et al. (2018)), etc. See Bel (2015) for a more detailed review of the literature on the applications of the MVMNL model. However, there are very few papers that study assortment optimization under these models, as we will review next.

Some variants of the MVMNL model are also justified by real-world datasets. We point the readers to two papers that did numerical validation on models very similar to our model. Benson et al. (2018) constructed a model where a customer chooses subsets of products of at most size $k$, based on a MVMNL model. In their paper, a set $H$ of bundles are allowed to have arbitrary utility, while all the other bundles have utility equal to the sum of utilities of individual products. The size of set $H$ is given exogenously, and they propose a method to optimize the composition of set $H$ in order to best fit data. They show with 6 real-world datasets that as the given size of $H$ increases, the representing power of the multi-purchase model increases, while their optimal set $H$ do not lead to any structure of bundle utilities. Tulabandhula et al. (2020) conduct an extensive numerical study on the performance of their proposed Bundle-MVL models, especially with a bundle size of two. As we discussed earlier, the difference between their model and ours is that in their model, there is no clear specification of multiple disjoint product categories. They show with 10 datasets from a variety of choice scenarios that even at a bundle size of two, the BundleMVL choice model outperforms the sparse model of Benson et al. (2018) and the MNL model in both the model fit
and expected revenue. Also, they show that if the bundle size is increased from two to three, the optimized expected revenue does not change significantly. This provides strong justifications for our choice of focusing on two categories in this paper. In Section 6 of the paper, we discuss an extension to three categories, and show that a constant-factor polynomial-time approximation is theoretically impossible.

There has been a vast stream of literature considering assortment optimization in the past decade. Since the pioneering work of Talluri and Van Ryzin (2004)’s in assortment optimization under the MNL model by McFadden (1974), researchers have considered assortment optimization under different variants of the MNL model. We refer the readers to Qi et al. (2020) and Kök et al. (2015) for a comprehensive literature review.

The assortment optimization of the Paired Combinatorial Logit (PCL) models bears some similarity to ours in problem formulations, although its modeling assumptions are quite different from our model, as customers still purchase one item at a time (Ghuge et al. (2022), Zhang et al. (2020)). We shall see in Remark 2 in Section 5 that the structure of the problem is different, and the methods used in these papers cannot be extended easily to our problem. In Section 6 of this paper, we also show the inapproximability of our problem with cardinality constraint, while the assortment optimization under the PCL model with cardinality constraint has a constant-factor polynomial-time approximation.

Prior to our paper, there are very few works that consider assortment optimization under the MVMNL model or similar models. Tulabandhula et al. (2020) study a Bundle-MVL model, with one product category, and the customer can choose a limited number of products into a bundle. As we mentioned earlier, the authors conduct a thorough numerical study on the empirical performance of the model on various datasets and show that with bundle size at most 2, the performance of the model significantly surpasses the existing benchmark, in terms of both the model fit and the expected revenue from the resulting assortment optimization problem. They show that increasing allowed bundle size from 2 does not have significant improvement over the model performance.
The authors provide algorithms to solve the problem exactly, in exponential time. Lyu et al. (2021) study assortment optimization based on the MVMNL model where customers purchase at most one product from each product category and develop an FPTAS under stronger assumptions of product interaction. For the customer who purchases bundles, they assume interactions of products between products only depend on the category and is a constant number for a two-category setting. In our model, we admit arbitrary product interaction in the bundle by allowing general structure on the bundle’s utility. Ghoniem et al. (2016) study assortment and price optimization under asymmetric cross-selling effects. The authors formulate a mixed-integer-non-linear programming problem to solve the assortment and pricing optimization problem.

We note that there are some other assortment optimization problems considered in the optimization literature where customers can purchase multiple products at a time. For example, Ke and Wang (2022) consider a choice model where customers make sequential purchase decisions among a primary product category and a second product category. Feldman et al. (2021) consider a multi-choice model where customers choose all products that have utility above a certain threshold. Zhang et al. (2021) study assortment optimization where the customer can decide to purchase multiple units of different products and derives an 0.5-approximation algorithm for the problem. In their model, a bundle’s utility is the summation of utilities provided by different products, where the utility provided by adding a unit of product decreases as the number of units of the same product in the bundle increases. However, it does not consider product interaction within a bundle.

3. Choice Model and Assortment optimization Problem

This section presents the MVMNL model with two categories and its assortment optimization problem. Our model can be readily extended to an arbitrary number of categories.

Consider a retailer selling products from two categories: category 1 and category 2. Category 1 has \( n \) products labeled 1, \( \ldots, n \), and category 2 has \( m \) products labeled 1, \( \ldots, m \). Denote \( N = \{1, \ldots, n\} \) and \( M = \{1, \ldots, m\} \) the sets of products of category 1 and category 2, respectively. Denote \( N_+ = N \cup \{0\} \) and \( M_+ = M \cup \{0\} \), where the index 0 is used to indicate the no-purchase option.
Let \( p_i \in \mathbb{R}_+ \) be the unit price of product \( i \in \mathbb{N} \), and \( q_j \in \mathbb{R}_+ \) be the unit price of product \( j \in \mathbb{M} \). Without loss of generality, we assume that \( p_1 \geq p_2 \geq \cdots \geq p_n \) and \( q_1 \geq q_2 \geq \cdots \geq q_m \). Let \( u_{ij} \in \mathbb{R}_+ \) be the preference weight of products bundle \((i, j) \in \mathbb{N} \times \mathbb{M}\) and \( u_{i0}, u_{0j} \in \mathbb{R}_+ \) be the preference weights of products \( i \in \mathbb{N}, j \in \mathbb{M} \) respectively. We view bundle \((i, 0)\) (similarly for \((0, j)\)) as the choice of a single item \( i \) in the first category. For notation convenience, let \( p_0 = q_0 = 0 \) and \( u_{00} = 1 \).

An assortment of products is a subset \( A \times B \subseteq \mathbb{N} \times \mathbb{M} \) with \( A \subseteq \mathbb{N} \) and \( B \subseteq \mathbb{M} \). We represent an assortment \( A \times B \) by binary variables \( x \in \{0, 1\}^n \), \( y \in \{0, 1\}^m \) such that \( x_i = 1 \) if \( i \in A \) and \( x_i = 0 \) if \( i \in \mathbb{N} \setminus A \) (\( y \) is defined similarly). Given an assortment \((x, y)\), we assume that the probability of purchasing bundle \((i, j) \in \mathbb{N}_+ \times \mathbb{M}_+\) is given by

\[
P(i, j | x, y) = \frac{u_{ij} x_i y_j}{\sum_{i \in \mathbb{N}_+, j \in \mathbb{M}_+} u_{ij} x_i y_j},
\]

where \( x_0 = y_0 = 1 \). Note that we allow customers to purchase a single product only. Moreover, the model can capture various product interactions in a bundle. For example, incompatibility of bundle \((i, j)\) can be captured by setting \( u_{ij} = 0 \).

The choice probability of our model follows the widely-used MVMNL model in the literature (see the reference in Section 2). It can be derived from the assumption that the conditional probability of purchasing a product in one category follows the MNL model, given the purchasing decisions for another category. This assumption also appears in Tulabandhula et al. (2020) and Russell and Petersen (2000). Without loss of generality, we consider offered assortment \( \mathbb{N}_+ \times \mathbb{M}_+ \).

Assume that given a choice of product \( i \) from category 1, the utility of purchasing bundle \((i, j)\) is

\[
U_{j|i} = a_{ij} + \epsilon_{j|i}, \quad j \in \mathbb{M}_+,
\]

where we assume that \( \epsilon_{j|i}, j \in \mathbb{M}_+ \) follow \( i.i.d. \) Gumbel distributions with mean zero and scale parameter one. Similarly, we define \( U_{i|j} = a_{ij} + \epsilon_{i|j}, i \in \mathbb{N}_+ \). Here, \( a_{ij} \) can be regarded as the intrinsic value of bundle \((i, j)\). Assume \( a_{00} = 0 \). It follows that the conditional probability of purchasing bundle \((i, j)\) given purchasing product \( i \) from category 1 is

\[
P_{j|i} = \frac{e^{a_{ij}}}{\sum_{k \in \mathbb{M}_+} e^{a_{ik}}}.
\]
Similar for the conditional probability of purchasing bundle \((i, j)\) given purchasing product \(j\) from category 2. We denote \(P_{ij}\) the purchasing probability of bundle \((i, j)\) and \(P_{i}^{1} = \sum_{j \in M_{+}} P_{ij}\) the marginal probability that product \(i\) in category 1 is purchased (similar for \(P_{j}^{2}\)). We then have
\[
P_{ij} = P_{i}^{1} P_{j}^{2}, \quad P_{0j} = P_{0}^{1} P_{j}^{2}, \quad P_{ij} = P_{j}^{1} P_{i}^{0}, \quad P_{00} = P_{0}^{1} P_{0}^{0}.
\]
The probability of purchasing bundle \((i, j)\) is
\[
P_{ij} = P_{i}^{1} P_{j}^{2} = P_{ij} \frac{P_{0j}}{P_{0j}} = \frac{P_{i}^{1} P_{j}^{0} P_{00}}{P_{0j}^{2}} = \frac{e^{a_{ij}}}{e^{a_{0j}}} \cdot P_{00} = e^{a_{ij}} P_{00}.
\]
Since the sum of the probabilities \(P_{ij}, i \in N_{+}, j \in M_{+}\) equals one, we have \(P_{00} = \frac{1}{\sum_{i \in N_{+}, j \in M_{+}} e^{a_{ij}}}\). Therefore, \(P_{ij}\) is given by equation (1).

The objective of the retailer is to choose an assortment to maximize the expected revenue, i.e.,
\[
\max \pi(x, y) \tag{2}
\]
\[
\text{s.t. } x \in \{0, 1\}^{n}, \quad y \in \{0, 1\}^{m},
\]
where
\[
\pi(x, y) = \sum_{i \in N_{+}, j \in M_{+}} \mathbb{P}(i, j|x, y)(p_{i} + q_{j}) = \frac{\sum_{i \in N_{+}, j \in M_{+}} u_{ij} x_{i} y_{j}(p_{i} + q_{j})}{\sum_{i \in N_{+}, j \in M_{+}} u_{ij} x_{i} y_{j}}.
\]

In problem (2), we set the price of bundles to be the summation of the prices of products in it. We focus on this pricing scheme in the majority of the paper, and discuss general bundle prices in Section 5.3 and Section 6.2. The following result shows that problem (2) is strongly NP-hard. This indicates that this problem is harder than some closely related assortment optimization problems studied in the literature (e.g., [Lyu et al. 2021]), where FPTAS exists.

**Theorem 1.** Problem (2) is strongly NP-hard.

The proof is provided in Appendix A. It constructs a reduction from the \textsc{Max-DiCut} problem on directed acyclic graphs, which is known to be strongly NP-hard ([Lampis et al. 2011]). Moreover, this result rules out the existence of FPTAS for problem (2). Motivated by Theorem 1, we focus on the design of approximation algorithms in this paper.
4. An 0.5-Approximation Algorithm

In this section, we first show that a special case of the assortment optimization problem has a closed-form optimal solution which, we term *adjusted-revenue-ordered* assortments. We then show that *adjusted-revenue-ordered* assortments provides a 0.5-approximation of the original problem.

**Lemma 1.** If \( q_j = 0 \) for any \( j \in \mathbf{M} \), then \((x, y)\) with
\[
\begin{align*}
x_i &= 1 \text{ if and only if } p_i \geq \pi^p, \\
y_j &= 1 \text{ if and only if } \frac{\sum_{i \in \mathbf{N}_+} u_{ij} p_i x_i}{\sum_{i \in \mathbf{N}_+} u_{ij} x_i} \geq \pi^p,
\end{align*}
\]
is an optimal solution of problem \((2)\), where \( \pi^p \) is the optimal objective value of problem \((2)\) with \( q_j = 0, j \in \mathbf{M} \).

**Proof of Lemma 1.** It is easy to see that a solution \((x, y)\) is optimal in problem \((2)\) if and only if it is an optimal solution of the following problem
\[
\max_{x \in \{0,1\}^n, y \in \{0,1\}^m} \sum_{i \in \mathbf{N}_+} (p_i - \pi^p) x_i \sum_{j \in \mathbf{M}_+} u_{ij} y_j. \tag{3}
\]
For any given \( y \in \{0,1\}^m \), it is optimal to have \( x_i = 1 \) if \( p_i \geq \pi^p \) and \( x_i = 0 \) if \( p_i < \pi^p \) in problem \((3)\). Fixing such value of \( x \), the objective in \((3)\) can be written as \( \sum_{j \in \mathbf{M}_+} y_j \sum_{i \in \mathbf{N}_+} u_{ij} (p_i - \pi^p) x_i \), which is maximized for \( y_j = 1 \) with \( j \) satisfying \( \sum_{i \in \mathbf{N}_+} u_{ij} (p_i - \pi^p) x_i \geq 0 \) or equivalently \( \frac{\sum_{i \in \mathbf{N}_+} u_{ij} p_i x_i}{\sum_{i \in \mathbf{N}_+} u_{ij} x_i} \geq \pi^p \).

\(\square\)

Lemma 1 shows that for the special case of \( q_j = 0, j \in \mathbf{M} \), one of the solutions \((x^{kl}, y^{kl})\), \( k = 1, \ldots, n, \ l = 1, \ldots, m \) is optimal, where
\[
\begin{align*}
x_i^{kl} &= 1 \text{ if and only if } i \leq k, \\
y_j^{kl} &= 1 \text{ if and only if } \frac{\sum_{i \in \mathbf{N}_+} u_{ij} p_i x_i^{kl}}{\sum_{i \in \mathbf{N}_+} u_{ij} x_i^{kl}} \text{ is among the largest } l \text{ of } \left\{ \frac{\sum_{i \in \mathbf{N}_+} u_{is} p_i x_i^{kl}}{\sum_{i \in \mathbf{N}_+} u_{is} x_i^{kl}} \right\} \text{ for all } s \in \mathbf{M}. \tag{4}
\end{align*}
\]
Similar result holds for the case of \( p_i = 0, i \in \mathbf{N} \). The assortments in \((4)\) (and those for the case of \( p_i = 0, i \in \mathbf{N} \)) are referred to as *adjusted-revenue-ordered* assortments. Similar to the well-known *revenue-ordered* assortments (e.g., Talluri and Van Ryzin 2004), an adjusted-revenue-ordered assortment selects a revenue-ordered assortment from one category but selects a level set of products from the other category based on the order of certain weighted revenues.
We now present the 0.5-approximation algorithm by utilizing the adjusted-revenue-ordered assortments in Algorithm 1. The idea of the algorithm is to solve two special cases of the problem (2) by setting either all $p_i$’s or all $q_j$’s to be 0. According to Lemma 1, these two special cases can be solved efficiently by comparing the revenue of all the adjusted-revenue-ordered assortments. The algorithm outputs one of the adjusted-revenue-ordered assortments obtained from the two special cases that has the largest revenue.

**Algorithm 1:**

**Input:** $u_{ij}, p_i, q_j$ for $i \in \mathbb{N}_+, j \in \mathbb{M}_+$

1. Solve problem (2) for the case of $q_j = 0, j \in \mathbb{M}$ and obtain the optimal objective value $\pi^p$
2. Solve problem (2) for the case of $p_i = 0, i \in \mathbb{N}$ and obtain the optimal objective value $\pi^q$
3. if $\pi^p \geq \pi^q$ then
   4. output the optimal solution of the case $q_j = 0, j \in \mathbb{M}$
5. else
   6. output the optimal solution of the case $p_i = 0, i \in \mathbb{N}$

The following result shows that Algorithm 1 is a 0.5-approximation algorithm.

**Theorem 2.** Let $(x^{ARO}, y^{ARO})$ be the solution obtained from Algorithm 1 then $\pi(x^{ARO}, y^{ARO}) \geq 0.5\pi^*$, where $\pi^*$ is the optimal objective value of problem (2).

**Proof of Theorem 2.** It is clear that

$$\pi^* = \max_{x,y} \frac{\sum_{i \in \mathbb{N}_+, j \in \mathbb{M}_+} u_{ij} x_i y_j (p_i + q_j)}{\sum_{i \in \mathbb{N}_+, j \in \mathbb{M}_+} u_{ij} x_i y_j} \leq \max_{x,y} \frac{\sum_{i \in \mathbb{N}_+, j \in \mathbb{M}_+} u_{ij} p_i x_i y_j}{\sum_{i \in \mathbb{N}_+, j \in \mathbb{M}_+} u_{ij} x_i y_j} + \max_{x,y} \frac{\sum_{i \in \mathbb{N}_+, j \in \mathbb{M}_+} u_{ij} q_j x_i y_j}{\sum_{i \in \mathbb{N}_+, j \in \mathbb{M}_+} u_{ij} x_i y_j} = \pi^p + \pi^q \leq 2 \max\{\pi^p, \pi^q\}.$$
Without loss of generality, assume \( \max\{\pi^p, \pi^q\} = \pi^p \). We then have

\[
\pi(x^{\text{ARO}}, y^{\text{ARO}}) = \frac{\sum_{i \in N_+, j \in M_+} u_{ij} x_i^{\text{ARO}} y_j^{\text{ARO}} (p_i + q_j)}{\sum_{i \in N_+, j \in M_+} u_{ij} x_i^{\text{ARO}} y_j^{\text{ARO}}} \geq \frac{\sum_{i \in N_+, j \in M_+} u_{ij} p_i x_i^{\text{ARO}} y_j^{\text{ARO}}}{\sum_{i \in N_+, j \in M_+} u_{ij} x_i^{\text{ARO}} y_j^{\text{ARO}}} = \pi^p.
\]

Hence, \( \pi(x^{\text{ARO}}, y^{\text{ARO}}) \geq 0.5\pi^* \). \( \square \)

**Remark 1.** From the proof of Theorem 2, the instance-dependent approximation ratio of Algorithm 1 is at least \( \frac{\max\{\pi^p, \pi^q\}}{\pi^p + \pi^q} \). This ratio is large when the prices of one category is much larger than the prices of the other category.

**Limitations of Algorithm 1**

Algorithm 1, though simple, can only guarantee half of the optimal revenue in the worst case.

**Example 1.** Let \( \varepsilon, M \) be positive numbers with \( M\varepsilon = 2 \). Consider a problem instance with \( n = 3, m = 3, p_1 = q_1 = 1 + \varepsilon, p_2 = q_2 = 1, p_3 = q_3 = 0, u_{00} = 1, u_{22} = u_{13} = u_{31} = M, u_{ij} = 0 \) otherwise.

For this problem instance, one can verify that when \( M \to \infty \), the optimal assortment for \( \pi^p \) is \( x_1 = \{1, 0, 0\}, y_1 = \{0, 0, 1\} \) with \( \pi^p = \frac{M(1+\varepsilon)}{M+1} \). The optimal assortment obtained by solving for \( \pi^q \) is \( x_2 = \{0, 0, 1\}, y_2 = \{1, 0, 0\} \) with \( \pi^q = \frac{M(1+\varepsilon)}{M+1} \). The optimal assortment to the original problem is \( x^* = \{0, 1, 0\}, y^* = \{0, 1, 0\} \) with an objective value of \( \pi^* = \frac{2M}{M+1} \). We can see that \( \pi(x_1, y_1) = \pi(x_2, y_2) = \frac{M(1+\varepsilon)}{M+1} \) and \( \max\{\pi(x_1, y_1), \pi(x_2, y_2)\}/\pi^* \to 1/2 \) when \( M \to \infty \).

### 5. An Approximation Framework Based on LP Relaxations

In this section, we propose an approximation framework based on an LP relaxation of problem (2), termed *partition-and-optimize*. This framework allows us to obtain approximation algorithms with approximation ratios close to the integrality gap of the LP relaxation. We first present the LP relaxation for the assortment optimization problem and show that the integrality gap of the LP relaxation is at most 0.75. Then, in Section 5.1, we formally present the partition-and-optimize approximation framework that constructs \( K \) different assortments based on the LP optimal solution. In Section 5.2, we apply our approximation framework to \( K = 4, 6 \) and show that we can get an approximation guarantee that almost matches the integrality gap. Finally, in Section 5.3, we propose an approximation scheme by modifying the partition-and-optimize framework to approximate the problem with a factor arbitrarily closed to the integrality gap.
An LP relaxation of problem (2) can be obtained as follows. Let \( z_{ij} = x_i y_j \in \{0, 1\} \) for \((i, j) \in N \times M\) and \( w = (1 + \sum_{i \in N, j \in M} u_{ij} z_{ij} + \sum_{i \in N} u_{i0} x_i + \sum_{j \in M} u_{0j} y_j)^{-1} \). Note that \( \{(x_i, y_j, z_{ij}) | z_{ij} = x_i y_j; x_i, y_j \in \{0, 1\}\} \) can be relaxed to \( \{(x_i, y_j, z_{ij}) | 0 \leq z_{ij} \leq x_i, 0 \leq z_{ij} \leq y_j, z_{ij} \geq x_i + y_j - 1\} \) (e.g., Padberg 1989). By scaling \( x_i, y_j, z_{ij} \) with \( w \), problem (2) has the following LP relaxation:

\[
\begin{align*}
\max_{x, y, z, w} & \quad \sum_{i \in N, j \in M} u_{ij} (p_i + q_j) z_{ij} + \sum_{i \in N} u_{i0} p_i x_i + \sum_{j \in M} u_{0j} q_j y_j \\
\text{s.t.} & \quad w + \sum_{i \in N, j \in M} u_{ij} z_{ij} + \sum_{i \in N} u_{i0} x_i + \sum_{j \in M} u_{0j} y_j = 1 \quad (5a) \\
& \quad z_{ij} \leq x_i, \ i \in N, \ j \in M \quad (5b) \\
& \quad z_{ij} \leq y_j, \ i \in N, \ j \in M \quad (5c) \\
& \quad z_{ij} \geq x_i + y_j - w, \ i \in N, \ j \in M. \quad (5d)
\end{align*}
\]

For an instance \( I \) of problem (2), denote the optimal objective values of problems (2) and (5) by \( \pi^*_I \) and \( r^*_I \), respectively, and define the optimal solution of LP relaxation (5) as \((w^{LP}, x^{LP}, y^{LP}, z^{LP})\). We may suppress the subscript \( I \) when the instance is clear from the context. The integrality gap of problem (5) for an instance \( I \) is defined by the ratio \( \text{Gap}_I = \frac{\pi^*_I}{r^*_I} \in [0, 1] \). The integrality gap of problem (5) is defined as the infimum of \( \text{Gap}_I \) over all instances of the problem and is denoted by \( \text{Gap} \). The following lemma characterizes the structures of the optimal solution of problem (5), which are useful in our approximation framework.

**Lemma 2.** Let \((x, y, z, w)\) be an optimal basic feasible solution of problem (5).

(a) It holds that \( x_i, y_j, z_{ij} \in \{0, \frac{w}{2}, w\} \) for all \( i \in N, j \in M \).

(b) If \( x_i = y_j = \frac{1}{2} w \) for some \( i \in N, j \in M \), then

\[
z_{ij} = \begin{cases} 
\frac{1}{2} w & \text{if } p_i + q_j > r^*, \\
0 & \text{if } p_i + q_j < r^*, \\
0 \text{ or } \frac{1}{2} w & \text{if } p_i + q_j = r^*.
\end{cases}
\]
Proof of Lemma 2. (a) It is clear that \((\frac{2}{w}, \frac{w}{w}, \frac{2}{w})\) is a basic feasible solution of \(\{0 \leq z_{ij} \leq x_i, 0 \leq z_{ij} \leq y_j, z_{ij} \geq x_i + y_j - 1, i \in N, j \in M\}\) whose vertex can be proven to be \(\{0, \frac{1}{2}, 1\}\)-valued (follows exactly the same proof of Theorem 7 in Padberg (1989)).

(b) We only prove for the case \(p_i + q_j < r^*\) as the other cases follow similar arguments. Suppose \(z_{ij} = \frac{2}{w}\). Changing the value of \(z_{ij}\) to zero and increasing the value of \(w\) and all the other \(x_i, y_j, z_{ij}\)’s at the same scale until the equality constraint (5b) is satisfied increase the objective value of the LP, a contradiction. □

A basic feasible solution of problem (5) with some variable equals \(\frac{w}{w}\) is referred to as a half-integral solution or non-integral solution; otherwise it is referred to as an integral solution.

Remark 2. We would like to mention that an LP relaxation similar to (5) is employed in Zhang et al. (2020) to design approximation algorithms for the assortment optimization problem under the PCL model. It is tempting to follow the random rounding method of Zhang et al. (2020) to round the optimal solution of our LP relaxation, i.e., round \(x_i, y_j = \frac{1}{2}w\) to 0 and \(w\) with equal probabilities. However, this will allow a \(1\) probability to choose the “bad” bundle \((i, j)\) with \(p_i + q_j < r^*\) by Lemma 2(b), which can heavily decrease the total revenue. Instead, this issue does not exist in Zhang et al. (2020) due to the special structure of the optimal LP solution.

Theorem 3. The integrality gap of problem (5) is at most 0.75.

Proof of Theorem 3. It suffices to provide an instance with an integrality gap at most 0.75. Let \(M > 0\) be a large number. Consider an instance with \(n = m = 4\), \(p_1 = q_1 = \frac{3M}{4}\), \(p_2 = q_2 = \frac{3}{4}\), \(p_3 = q_3 = \frac{3}{8}\), \(p_4 = q_4 = 0\), \(u_{14} = u_{41} = M^{-1}\), \(u_{23} = u_{32} = 2\), and \(u_{24} = u_{33} = u_{34} = u_{42} = u_{43} = u_{44} = M\). All the other \(u_{ij}\)’s are set to be zero. Figure 1 shows the values of the parameters. In this figure, the \(i\)-th row (column) represents the product \(i\) in category 1 (category 2) for \(i = 0, 1, ..., 4\), where product 0 represents the no-purchasing option.

Consider a feasible solution of the LP (5) as follows. \(x_1 = x_2 = x_3 = x_4 = y_1 = y_2 = y_3 = y_4 = z_{14} = z_{23} = z_{32} = z_{41} = \frac{w}{w}\), all the other \(z_{ij}\) = 0, and \(w\) is chosen so that the equality constraint (5b) holds.

The LP objective value for this solution is
\[
\frac{0.5 \times (0.75M \times M^{-1} + (3/4 + 3/8) \times 2 + (3/4 + 3/8) \times 2 + 0.75M \times M^{-1})}{1 + 0.5 \times (2 + 2 + M^{-1} + M^{-1})} = \frac{3}{3 + M^{-1}},
\]
which implies $r^* \geq \frac{3}{3 + M}$. Next, we prove that when $M$ goes to infinity, $\pi^*$ goes to $\frac{3}{4}$, i.e. the LP objective of the best integral solutions goes to $\frac{3}{4}$. We note that for all integral solutions, $\frac{z_{ij}}{w} = \frac{z_{ij}}{w}$. If $x_i, y_j$’s are selected such that at least two of $z_{14}, z_{23}, z_{32}, z_{41}$ equal $w$, then there exists $z_{ij} = w$ for some $u_{ij} = M$. Since $p_i + q_j$ for these bundles $(i, j)$ with $u_{ij} = M$ are less than or equal to $\frac{3}{4}$, as $M$ goes to infinity, the object value goes to at most $\frac{3}{4}$, and one such integral solution is $x = \{0, w, w, 0\}, y = \{0, 0, w, 0\}$. If $x_i, y_j$’s are selected such that at most one of $z_{14}, z_{23}, z_{32}, z_{41}$ equals $w$, then one can verify that the LP objective is at most $\frac{3}{4}$. Therefore, as $M$ goes to infinity, $\frac{\pi^*}{r^*} \leq \frac{3}{4}$.

Theorem 3 shows that in the worst case, no rounding algorithm based on the LP relaxation (5) can achieve an approximation ratio larger than 0.75. Interestingly, the approximation framework presented in the next subsection can be used to obtain a rounding algorithm with an approximation ratio of 0.74, which almost matches the integrality gap.

5.1. Partition-and-Optimize Approximation Framework

This subsection presents the partition-and-optimize approximation framework which provides a systematic way to round half-integral optimal solutions of problem (5).
The framework can be divided into three steps. First, solve the LP relaxation (5) and obtain an optimal solution and the optimal objective \( r^* \). If the optimal solution is non-integral, we partition products with half-integral variables into \( K \) level sets for both categories, defined by some cutoff points \( b_1, \ldots, b_K \), and construct \( K \) different integral solutions using combinations of different level sets for the two categories. Second, we use a quadratic program to compute the approximation ratio of the \( K \) integral solutions given the cutoff points of the level sets. Third, the cutoff points of the level sets are optimized to get the highest approximation ratio.

Let \( K \) be a positive integer and \((\tilde{x}^{\text{LP}}, \tilde{y}^{\text{LP}}, \tilde{z}^{\text{LP}})\) be a non-integral optimal solution \((x^{\text{LP}}, y^{\text{LP}}, z^{\text{LP}})\) of problem (5) divided by \( w^{\text{LP}} \). Note that \((\tilde{x}^{\text{LP}}, \tilde{y}^{\text{LP}}, \tilde{z}^{\text{LP}})\) is \(\{0, \frac{1}{2}, 1\}\)-valued by Lemma 2. We now formally present the framework.

**Step I: rounding.** We first construct a partition of bundles. Denote

\[
\begin{align*}
N_1 &= \{i \in N \mid \tilde{x}_i^{\text{LP}} = 1\} \cup \{0\}, \quad N_2 = \{i \in N \mid \tilde{x}_i^{\text{LP}} = 0.5\}, \\
M_1 &= \{j \in M \mid \tilde{y}_j^{\text{LP}} = 1\} \cup \{0\}, \quad M_2 = \{j \in M \mid \tilde{y}_j^{\text{LP}} = 0.5\}.
\end{align*}
\]

Let \( b_1 \geq b_2 \geq \cdots \geq b_{K-1} \geq b_K = 0 \) be a sequence of thresholds and \( i_k = \max\{i \in N \mid p_i \geq b_k r^*\} \), \( j_k = \max\{j \in M \mid q_j \geq b_k r^*\} \), \( k = 1, \ldots, K \) be cutoff indexes, where \( r^* \) is the optimal objective value of problem (5). We partition bundles \((N_1 \cup N_2) \times (M_1 \cup M_2)\) with blocks defined as follows.

\[
\begin{align*}
S_{00} &= N_1 \times M_1, \\
S_{11} &= \{(i, j) \in N_1 \times M_2 \mid j \leq j_1\} \cup \{(i, j) \in N_2 \times M_1 \mid i \leq i_1\} \cup \{(i, j) \in N_2 \times M_2 \mid i \leq i_1, \ j \leq j_1\}, \\
S_{1J} &= \{(i, j) \in N_1 \times M_2 \mid j_{J-1} < j \leq j_J\} \cup \{(i, j) \in N_2 \times M_2 \mid i \leq i_1, \ j_{J-1} < j \leq j_J\}, \ \forall J = 2, \ldots, K, \\
S_{I1} &= \{(i, j) \in N_2 \times M_1 \mid i_{I-1} < i \leq i_I\} \cup \{(i, j) \in N_2 \times M_2 \mid i_{I-1} < i \leq i_I, \ j \leq j_I\}, \ \forall I = 2, \ldots, K, \\
S_{IJ} &= \{(i, j) \in N_2 \times M_2 \mid i_{I-1} < i \leq i_I, \ j_{J-1} < j \leq j_J\}, \ \forall I, J = 2, \ldots, K.
\end{align*}
\]

Figure 2 provides an illustration of the above blocks. In this figure, rows (columns) represent products in category 1 (category 2) including the no-purchasing option. For illustration purpose,
we remove all rows and columns with $\tilde{x}_i^{\text{LP}}, \tilde{y}_j^{\text{LP}} = 0$, and put the bundles in $S_{00}$ at the top left corner.

We consider $K$ candidate integral solutions (or assortments)

$$S_k = S_{00} \cup \left( \bigcup_{l=1}^{k} \bigcup_{j=1}^{K+1-k} S_{IJ} \right), \quad k = 1, \ldots, K.$$ 

As an illustration, in Figure 2 the bundles in the red and blue rectangles represents $S_2$ and $S_K$, respectively. The following result shows that bundles with nonzero variables in the LP optimal solution are covered by the $K$ assortments under some conditions of the thresholds.

**Lemma 3.** If $b_k + b_{K-k} \leq 1$ for all $k = 1, \ldots, K - 1$, then

$$\{(i,j) \mid \tilde{z}_{ij}^{\text{LP}} \neq 0\} \cup \{(i,0) \mid \tilde{x}_i^{\text{LP}} \neq 0\} \cup \{(0,j) \mid \tilde{y}_j^{\text{LP}} \neq 0\} \subseteq \bigcup_{k=1}^{K} S_k.$$
Proof of Lemma 3. This lemma follows directly from Lemma 2. First, we observe all the decision variables \( \tilde{x}^{\text{LP}}, \tilde{y}^{\text{LP}}, \tilde{z}^{\text{LP}} = 1 \) are covered by \( S_{00} \). Then, by Lemma 2, all the half-integral decision variables are covered by some \( S_k \). \( \square \)

Step II: lower bound of approximation ratio. In this step, we derive a lower bound of the approximation ratio of the \( K \) candidate assortments defined in the last step. For each block \( S_{IJ} \), define
\[
U_{IJ} = \sum_{(i,j) \in S_{IJ}} u_{ij}, \quad R_{IJ} = \sum_{(i,j) \in S_{IJ}} (p_i + q_j) u_{ij} / U_{IJ},
\]
as the total preference weight and weighted average revenue, respectively. The revenue of each assortment \( S_k, k = 1, \ldots, K \) can then be written as
\[
R_k = \frac{U_{00} R_{00} + \sum_{I=1}^{k} \sum_{J=1}^{K+1-I} U_{IJ} R_{IJ}}{U_{00} + \sum_{I=1}^{k} \sum_{J=1}^{K+1-I} U_{IJ}}.
\]

For \( I, J = 1, \ldots, K \), define
\[
S'_{IJ} = S_{IJ} \setminus \{(i,j) \mid z_{ij}^{\text{LP}} = 0\}
\]
as bundles in \( S_{IJ} \) with nonzero variables in the LP optimal solution and \( U'_{IJ} \) and \( R'_{IJ} \) as its total preference weight and weighted average revenue, respectively.

Lemma 4. For any \( I, J = 2, \ldots, K \), it holds that
\[
R'_{11} \geq b_1 r^*, \quad R'_{IJ} \geq b_J r^*, \quad R'_{1I} \geq b_I r^*, \quad (b_{I-1} + b_{J-1}) r^* \geq R'_{IJ} \geq (b_I + b_J) r^*.
\]

Proof of Lemma 4. The proof follows directly from the construction of \( S'_{IJ} \). \( \square \)

Lemma 4 can be extended to the weighted average revenue of any subset of \( S'_{IJ} \). The following result provides a lower bound of the approximation ratio of each candidate assortment.
Lemma 5. For each $k = 1, \ldots, K$, we have

$$R_k \geq \min \left\{ \frac{U_{00}R_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}^l R_{ij}^l}{U_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}^l}, (b_k + b_{K+1-k})r^* \right\}.$$ 

Proof of Lemma 5. Denote $S''_{ij} = S_{ij} \setminus S_{ij}$, and define $R_{ij}''$ and $U_{ij}''$ accordingly. It follows that

$$R_k = \frac{U_{00}R_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij} R_{ij}^l}{U_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}}$$

$$= \frac{U_{00}R_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij} R_{ij}^l + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}'' R_{ij}''}{U_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}''}$$

$$\geq \min \left\{ \frac{U_{00}R_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}'' R_{ij}''}{U_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}''}, \frac{\sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}'' R_{ij}''}{\sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}''} \right\}$$

$$\geq \min \left\{ \frac{U_{00}R_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}'' R_{ij}''}{U_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}''}, (b_k + b_{K+1-k})r^* \right\}.$$ 

\[ \square \]

Step III: approximation ratio optimization. Lemma 5 implies that the $K$ candidate assortments guarantee an approximation ratio of $\min\{\beta, \max_{k=1,\ldots,K}\{(b_k + b_{K+1-k})\}\}$, where $\beta$ satisfies

$$\max_{k=1,\ldots,K} \left\{ \frac{U_{00}R_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}'' R_{ij}''}{U_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}''} \right\} \geq \beta r^*.$$ 

If the assumption in Lemma 3 holds, then we can write the optimal objective value of the LP as

$$r^* = \frac{U_{00}R_{00} + 0.5 \sum_{l=1}^K \sum_{j=1}^{K+1-l} U_{ij}'' R_{ij}''}{U_{00} + 0.5 \sum_{l=1}^K \sum_{j=1}^{K+1-l} U_{ij}''},$$

which allows for the following quadratic program to compute the largest $\beta$ in the worst case of $U_{00}, R_{00}, U_{ij}'', R_{ij}''$.

$$\beta(b) = \min_{U_{00}, R_{00}, U_{ij}'', R_{ij}''} \beta$$

s.t. $U_{00}R_{00} + 0.5 \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}' R_{ij}' = U_{00} + 0.5 \sum_{l=1}^k \sum_{j=1}^{K+1-l} U_{ij}'$ \hspace{1cm} (7a)

$$U_{00}R_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-k} U_{ij}' R_{ij}' \leq \beta \left( U_{00} + \sum_{l=1}^k \sum_{j=1}^{K+1-k} U_{ij}' \right), \quad k = 1, \ldots, K$$ \hspace{1cm} (7b)

$$R_{00} \geq 0, \quad R_{ij}' \geq b_i, \quad R_{ij}'' \geq b_j, \quad R_{ij}' \geq b_I, \quad (b_{I-1} + b_{j-1}) \geq R_{ij}' \geq (b_I + b_J), \forall I, J = 2, \ldots, K$$ \hspace{1cm} (7c)

$$U_{00} \geq 1, \quad U_{ij}' \geq 0, \forall I, J = 1, \ldots, K.$$ \hspace{1cm} (7d)
Note that in problem (7), we normalize $R_{00}$ and all the $R_{ij}'$ by $r^*$, and $U_{00} \geq 1$ is from $u_{00} = 1$.

Finally, we optimize the thresholds $b_1, ..., b_{K-1}$ to obtain the tightest approximation ratio, which is referred to as $\alpha^*$, i.e.,

$$\alpha^* = \max_b \min \{ \beta(b), \max_{k=1, ..., K} \{ (b_k + b_{K+1-k}) \} \}$$

s.t. $b_k + b_{K-k} \leq 1$, $\forall k = 1, ..., K - 1$

$$b_k \geq b_{k+1} \geq 0, \forall k = 1, ..., K - 1. \quad (8)$$

Summarizing the above three steps, we have the following result.

**Theorem 4.** For a given positive integer $K$, we have

$$\max_{k=1, ..., K} R_k \geq \alpha^* r^*$$

when $R_k$, $k = 1, ..., K$ is constructed with the optimal $b_1, ..., b_{K-1}$ in problem (8).

Theorem 4 shows that the approximation framework yields an $\alpha^*$-approximation solution and this approximation ratio is clearly increasing in $K$. However, the optimization problems (7) and (8) are intractable when $K$ is large. Interestingly, we show in the next subsection that we can achieve an approximation ratio close to the integrality gap even with a small value of $K = 4, 6$.

**5.2. Cases of $K = 4, 6$**

In this subsection, we provide a method to derive a lower bound of $\alpha^*$. Note that $\beta(b)$ is the supremum of $\beta$ such that constraints (7a-7d) are infeasible. Let $v = (v_1, ..., v_K) \in \mathbb{R}^K_+$ be a nonzero nonnegative vector. For any $\beta \in (0, 1)$ and $U_{00}, R_{00}, U_{ij}', R_{ij}'$ satisfying bounds (7c-7b), define a function

$$f(\beta, U_{00}, R_{00}, U_{ij}', R_{ij}')$$

$$= 2U_{00} + \sum_{l=1}^{K} \sum_{J=1}^{K+1-l} U_{ij}' - \left( 2U_{00}R_{00} + \sum_{l=1}^{K} \sum_{J=1}^{K+1-l} U_{ij}'R_{ij}' \right)$$

$$- \sum_{k=1}^{K} v_k \left[ \beta \left( U_{00} + \sum_{l=1}^{k} \sum_{J=1}^{K+1-k} U_{ij}' \right) - U_{00}R_{00} - \sum_{l=1}^{k} \sum_{J=1}^{K+1-k} U_{ij}'R_{ij}' \right]$$

$$= U_{00} \left( 2(1 - R_{00}) + (R_{00} - \beta) \sum_{k=1}^{K} v_k \right) + \sum_{l=1}^{K} \sum_{J=1}^{K+1-l} U_{ij}' \left( (1 - R_{ij}') + (R_{ij}' - \beta) \sum_{k=1}^{K+1-J} v_k \right).$$
It is clear that \( f(\beta, U_{00}, R_{00}, U_{1J}, R_{1J}^*) \) is strictly decreasing in \( \beta \) as \( U_{00} \geq 1 \) and \( v \) is nonzero. If \( f(\beta, U_{00}, R_{00}, U_{1J}, R_{1J}^*) > 0 \) for any \( U_{00}, R_{00}, U_{1J}, R_{1J}^* \) satisfying bounds (7c), their coefficients should be nonnegative, i.e., constraint in (7a-7b) is violated, which implies that constraints (7a-7d) are infeasible for this \( \beta \) and thus \( \beta < \beta(b) \). Therefore, a lower bound \( \beta' \) of \( \beta(b) \) can be obtained by constructing a dual vector \( v \) such that \( f(\beta', U_{00}, R_{00}, U_{1J}, R_{1J}^*) \geq 0 \) for any \( U_{00}, R_{00}, U_{1J}, R_{1J}^* \) satisfying bounds (7c),(7b). This condition is satisfied if and only if all the coefficients of \( U_{00}, U_{1J}^* \) in \( f(\beta', U_{00}, R_{00}, U_{1J}, R_{1J}^*) \) are nonnegative for all \( R_{00}, R_{1J}^* \) satisfying (7c). Since there is no upper bound for \( R_{00}, R_{1J}^*, R_{1J}^* \), their coefficients should be nonnegative, i.e.,

\[
\sum_{k=1}^{K} v_{k} - 2 \geq 0, \quad \sum_{k=1}^{K+J} v_{k} - 1 \geq 0, \quad \sum_{k=1}^{K} v_{k} - 1 \geq 0. \tag{9}
\]

Moreover, given \( (9) \), the nonnegativity of the coefficients of \( U_{00}, U_{1J}^* \) is equivalent to

\[
\min_{R_{00} \geq 0} 2(1 - R_{00}) + (R_{00} - \beta) \sum_{k=1}^{K} v_{k} = 2 - \beta' \sum_{k=1}^{K} v_{k} \geq 0, \tag{10a}
\]

\[
\min_{R_{1J}^* \geq b_{1}} (1 - R_{1J}^*) + (R_{1J}^* - \beta) \sum_{k=1}^{K+J} v_{k} = 1 - b_{j} + (b_{j} - \beta') \sum_{k=1}^{K+J} v_{k} \geq 0, \forall J = 1, ..., K, \tag{10b}
\]

\[
\min_{R_{1J}^* \geq b_{i}} (1 - R_{1J}^*) + (R_{1J}^* - \beta) \sum_{k=1}^{K} v_{k} = 1 - b_{i} + (b_{i} - \beta') \sum_{k=1}^{K} v_{k} \geq 0, \forall I = 1, ..., K, \tag{10c}
\]

\[
\min_{R_{1J}^*} (1 - R_{1J}^*) + (R_{1J}^* - \beta) \sum_{k=1}^{K+J} v_{k}, \quad \text{s.t.} (b_{I-1} + b_{J-1}) \geq R_{1J}^* \geq (b_{I} + b_{J})
\]

\[
= 1 - \beta' \sum_{k=1}^{K+J} v_{k} + (b_{I-1} + b_{J-1}) \left( \sum_{k=1}^{K+J} v_{k} - 1 \right) - (b_{I-1} + b_{J-1} - b_{I} - b_{J}) \left( \sum_{k=1}^{K+J} v_{k} - 1 \right) \geq 0,
\]

\[\forall I, J = 2, ..., K. \tag{10d}\]

Therefore, if we can construct \( \beta', b_{1}, ..., b_{K-1}, v_{1}, ..., v_{K} \) such that (9) (10) and constraints of (8) are satisfied, then we get a lower bound of \( \alpha^* \), i.e., \( \min\{\beta', \max_{k=1,...,K}\{(b_{k} + b_{K+1-k})\}\}\).

**Theorem 5.** (a) If \( K = 4 \), then \( \alpha^* \geq \frac{5+\sqrt{5}}{10} \approx 0.7236 \).

(b) If \( K = 6 \), then \( \alpha^* \geq 0.74 \).

**Proof of Theorem 5** (a) Let \( \beta' = b_{1} = \frac{5+\sqrt{5}}{10} \), \( b_{2} = \frac{\sqrt{5}}{5} \), \( b_{3} = \frac{5-\sqrt{5}}{10} \), \( v_{1} = v_{4} = 1 \), \( v_{2} = v_{3} = \frac{b_{1}+b_{2}-1}{b_{1}+b_{2}-\beta'} = \frac{3-\sqrt{5}}{2} \approx 0.38 \). Since \( v_{1} = v_{4} = 1 \), (9) clearly holds. By calculation, one can check the constraints of (8) and (10) are satisfied. Hence, \( \alpha^* \geq \min\{\beta', b_{1}, b_{2} + b_{3}\} = \frac{5+\sqrt{5}}{10} \).
(b) Let \( \beta' = 0.74, \ b_1 = 0.74, b_2 = 0.484, b_3 = 0.399, b_4 = 0.341, b_5 = 0.256, \ v_1 = v_6 = 1, v_2 = v_5 \approx 0.23772, v_3 = v_4 \approx 0.11264. \) It can be checked that (9)(10) and constraints of (8) are satisfied. Hence, \( \alpha^* \geq \min \{ \beta', b_1, b_2 + b_5, b_3 + b_4 \} = 0.74. \) □

**Corollary 1.** It holds that \( 0.74 \leq \text{Gap} \leq 0.75. \)

It is worthy mentioning how the values of \( \beta', b_1, ..., b_{K-1}, v_1, ..., v_K \) are constructed in the proof of Theorem 5. To satisfy (9), we set \( v_1 = v_K = 1. \) Moreover, we set \( v_k = v_{K+1-k}, \ k = 1, ..., K. \) To ensure \( \beta' \) is large, we set \( 2 - \beta' \sum_{k=1}^{K} v_k = 0, \) otherwise \( f(\beta', \cdots) > 0 \) as \( U_{00} \geq 1 \) and we can increase \( \beta'. \)

When \( K = 4, \) only the values of \( v_2 = v_3 \) and \( \beta' \) are to be determined. We further set the inequality of (10d) for \( I = 2, J = 3 \) to be equality, i.e.,

\[
1 - \beta' v_2 + (b_1 + b_2)(v_2 - 1) - (b_1 - b_3)(v_2 - 1)^+ = 0.
\]

We have \( v_2 < 1 \) as otherwise \( 1 - \beta' v_2 = -(b_2 + b_3)(v_2 - 1) < 0, \) contradicting \( 2 - \beta'(2 + v_2 + v_3) = 0. \) Thus, we have the following equations:

\[
v_1 = v_4 = 1, \ v_2 = v_3, \ 2 - \beta' \sum_{k=1}^{4} v_k = 0, \ (1 - b_1 - b_2) + (b_1 + b_2 - \beta') v_2 = 0.
\]

Solving the above equations yields

\[
v_1 = v_4 = 1, v_2 = v_3 = \frac{b_1 + b_2 - 1}{b_1 + b_2 - \beta'}, \ \beta' = b_1 + b_2 - \sqrt{(b_1 + b_2)^2 - b_1 - b_2}, \ \text{if} \ b_1 + b_2 \geq 1.
\]

One can check that all the inequalities of (11) are satisfied with this solution if \( b_1 + b_2 \geq 1. \) The values of \( b_1, b_2, b_3 \) in the proof of Theorem 5 can be calculated by plugging the above solution into problem (8) and solving the maximization problem. The optimal solution for (8) is \( \beta' = b_1 = \frac{5 + \sqrt{5}}{10}, \ b_2 = \frac{\sqrt{5}}{6}, \) and \( b_3 = \beta' - b_2 = \frac{5 - \sqrt{5}}{10}. \) For the case of \( K = 6, \) a similar method would imply that \( \beta' \) is the solution of a cubic equation while we cannot obtain a closed-form solution to the value of \( b_1, ..., b_6 \) for the maximization problem (8). Instead, we conduct a grid search over the feasible region of \( b_1, ..., b_6 \) implied by the constraints in (8) to obtain a set of threshold values that gives the approximation factor of 0.74.
Theorem 5 shows that one of the six candidate assortments \( S_k, k = 1, \ldots, 6 \) with the thresholds given in the proof has an approximation ratio within 0.01 of the integrality gap of the LP relaxation. When we increase \( K \), the approximation ratio would be closer to the integrality gap. However, problems (7) and (8) are not easy to deal with when \( K \) is large. In the next subsection, we modify the approximation framework to obtain a \((\text{Gap} - \varepsilon)\)-approximation algorithm but with a time complexity depending exponentially on \( \varepsilon \).

5.3. A \((\text{Gap} - \varepsilon)\)-approximation scheme

In this subsection, we modify the approximation framework to achieve an approximation ratio within \( \varepsilon \) of the integrality gap of the LP relaxation for any \( \varepsilon > 0 \).

The modified algorithm consists of two steps. First, solve problem (5) and obtain an optimal solution and the optimal objective \( r^* \). If the optimal solution is non-integral, we use specific thresholds \( b_k = 1 - k\varepsilon, k = 0, 1, \ldots, \frac{1}{\varepsilon} \) to construct blocks of bundles for products \( i, j \) with \( x^{\text{LP}}_i, y^{\text{LP}}_j \neq 0 \). A block is a set of products or bundles, whose prices \( p_i, q_j \) are upper and lower bounded by some thresholds in \( b_k \)’s. Second, we compare the revenue of all assortments of the blocks (i.e. all \( x_i, y_j, z_{ij} \) are set to be the same within one block) and output the largest one. We prove that the output assortment guarantees an approximation ratio within \( \varepsilon \) of the integrality gap. The second step can be regarded as an assortment optimization for an instance with \( \frac{1}{\varepsilon} \) products in both categories. Different from considering only \( K = \frac{1}{\varepsilon} \) special assortment of blocks in the partition-and-optimize approximation framework, we consider solutions corresponding to all possible combinations of constructed blocks.

Without loss of generality, assume \( K = \frac{1}{\varepsilon} \) is a positive integer. Let \((\tilde{x}^{\text{LP}}, \tilde{y}^{\text{LP}}, \tilde{z}^{\text{LP}})\) be a non-integral optimal solution of problem (5) divided by \( w^{\text{LP}} \). Let \( b_k = 1 - k\varepsilon, k = 0, 1, \ldots, K \) be a sequence of thresholds. The products are partitioned by

\[
N_{1, I} = \{i \in N_1 \setminus \{0\} \mid p_i \in [b_I r^*, b_{I-1} r^*)\}, \quad I = 1, \ldots, K,
\]

\[
N_{2, I} = \{i \in N_2 \mid p_i \in [b_I r^*, b_{I-1} r^*)\}, \quad I = 1, \ldots, K,
\]

\[
M_{1, J} = \{j \in M_1 \setminus \{0\} \mid q_j \in [b_J r^*, b_{J-1} r^*)\}, \quad J = 1, \ldots, K,
\]
\[ M_{2,J} = \{ j \in M_2 \mid q_j \in [b_J r^*, b_{J-1} r^*) \}, \quad J = 1, ..., K, \]

\[ N_{\geq} = \{ i \in N \mid p_i \geq r^* \}, \quad M_{\geq} = \{ j \in M \mid q_i \geq r^* \}. \]

The \((\text{Gap} - \varepsilon)\)-approximation scheme is presented in Algorithm 2.

**Algorithm 2:**

**Input**: \( u_{ij}, p_i, q_j \) for \( i \in N_+, j \in M_+ \), \( K = \frac{1}{\varepsilon} \)

1. Solve problem (5) to obtain \( r^* \)
2. Compute \( \pi(x, y) \) of all integral solutions \((x, y)\) satisfying:
   - (a) \( x_i = 1, \forall i \in N_{\geq}, y_j = 1, \forall j \in M_{\geq}, \)
   - (b) \( x_i = x_k \) if \( i, k \in N_{1,1}, i, k \in N_{2,1} \) for some \( I \),
   - (c) \( y_j = y_l \) if \( j, l \in M_{1,1}, j, l \in M_{2,1} \) for some \( J \),
   - (d) \( x_i = 0 \) if \( x_i^{LP} = 0 \) and \( y_j = 0 \) if \( y_j^{LP} = 0 \).

**Output**: the integral solution with the largest revenue

We next prove that Algorithm 2 is a \((\text{Gap} - 4\varepsilon)\)-approximation algorithm. The idea of the proof is to construct a problem instance \( \mathcal{I}^* \), from the original instance \( \mathcal{I} \), such that

- the optimal objective values of the LP for both instances are close, i.e., \( r^*_i \approx r^*_I \varepsilon \), and
- the optimal objective values of the assortment optimization problem (2) for both instances are close, i.e., \( \pi^*_i \approx \pi^*_I \varepsilon \).

**Theorem 6.** For any \( \varepsilon > 0 \), Algorithm 2 is a \((\text{Gap} - 4\varepsilon)\)-approximation algorithm.

**Proof of Theorem 6.** We only prove the case \( N_{\geq} = M_{\geq} = \emptyset \) for simplicity, as the general case follows the same argument. The problem instance is denoted by \( \mathcal{I} \). Define blocks as

\[ S_{I,J}^{st} = N_{s,1} \times M_{t,J}, \quad s, t \in \{1, 2\}, \quad I, J \in \{1, ..., K\}, \]

\[ S_{J}^{ot} = \{0\} \times M_{t,J}, \quad J \in \{1, ..., K\} \]

\[ S_{I}^{s0} = N_{s,1} \times \{0\}, \quad I \in \{1, ..., K\}. \]
Define $U_{ij}^{st}, U_{ij}^{ot}, U_{i}^{st}$ as the total preference weight and $R_{ij}^{st}, R_{ij}^{ot}, R_{i}^{st}$ as the weighted average revenue for block $S_{ij}^{st}, S_{ij}^{ot}, S_{i}^{st}$, respectively. We create a new problem instance $\mathcal{I}^\varepsilon$ as follows. Category 1 has $2K$ products labeled by $i_{s,t}$, $s = 1, 2$, $I = 1, ..., K$, and the no-purchasing option is labeled by $i_0$. Category 2 has $2K$ products labeled by $j_{t,J}$, $t = 1, 2$, $J = 1, ..., K$, and the no-purchasing option is labeled by $j_0$. The price of product $i_{s,t}$ ($j_{t,J}$) is any price of product in $N_{s,t}$ ($M_{t,J}$) and is denoted by $p_{s,t}$ ($q_{t,J}$). The prices of $i_0, j_0$ are zero. The preference weight of bundle $(i_{s,t}, j_{t,J})$, $(i_{s,t}, j_0)$, $(i_0, j_{t,J})$ is $U_{ij}^{st}, U_{ij}^{ot}, U_{i}^{st}$, respectively. Clearly, we have

$$|p_{s,t} + q_{t,J} - R_{ij}^{st}| \leq 2\varepsilon r^*,$$

$$|p_{s,t} - R_{i}^{st}| \leq \varepsilon r^*,$$  \hspace{1cm} (11)

$$|q_{t,J} - R_{j}^{ot}| \leq \varepsilon r^*, \forall s, t \in \{1, 2\}, I, J \in \{1, ..., K\}.$$

Let $(x^\varepsilon, y^\varepsilon)$ be an optimal solution of the instance $\mathcal{I}^\varepsilon$. We can construct a feasible solution $(x', y')$ of instance $\mathcal{I}$ by setting $x'_i = x^\varepsilon_{i_{s,t}}$ if $i \in N_{s,t}$ and $y'_j = y^\varepsilon_{j_{t,J}}$ if $j \in M_{t,J}$, otherwise $x'_i = y'_j = 0$. Note that $(x', y')$ is one of the integral solutions evaluated in Algorithm 2. It follows that the optimal revenue of instance $\mathcal{I}^\varepsilon$ satisfies

$$\pi_{\mathcal{I}^\varepsilon}(x^\varepsilon, y^\varepsilon) = \frac{\sum U_{ij}^{st}(p_{i_{s,t}} + q_{j_{t,J}})x^\varepsilon_{i_{s,t}}y^\varepsilon_{j_{t,J}} + \sum U_{i}^{ot}p_{i_{s,t}}x^\varepsilon_{i_{s,t}} + \sum U_{j}^{st}q_{j_{t,J}}y^\varepsilon_{j_{t,J}}}{1 + \sum U_{ij}^{st}x^\varepsilon_{i_{s,t}}y^\varepsilon_{j_{t,J}} + \sum U_{i}^{ot}x^\varepsilon_{i_{s,t}} + \sum U_{j}^{st}y^\varepsilon_{j_{t,J}}} \leq \frac{\sum U_{ij}^{st}R_{ij}^{st}x^\varepsilon_{i_{s,t}}y^\varepsilon_{j_{t,J}} + \sum U_{i}^{ot}R_{i}^{ot}x^\varepsilon_{i_{s,t}} + \sum U_{j}^{st}R_{j}^{st}y^\varepsilon_{j_{t,J}}}{1 + \sum U_{ij}^{st}x^\varepsilon_{i_{s,t}}y^\varepsilon_{j_{t,J}} + \sum U_{i}^{ot}x^\varepsilon_{i_{s,t}} + \sum U_{j}^{st}y^\varepsilon_{j_{t,J}}} + 2\varepsilon r^*$$

$$= \pi_{\mathcal{I}}(x', y') + 2\varepsilon r^*.$$

In the following, we show that the optimal objective value of the LP relaxation (5) of instance $\mathcal{I}^\varepsilon$ is no less than $(1 - 2\varepsilon)r^*$. From the optimal solution $(\bar{x}^{\text{LP}}, \bar{y}^{\text{LP}}, \bar{z}^{\text{LP}})$ of the LP relaxation of instance $\mathcal{I}$, we construct a feasible solution $(x^\varepsilon, y^\varepsilon, z^\varepsilon)$ of the LP relaxation of problem instance $\mathcal{I}^\varepsilon$ as follows. We set $x_{i_{1,1}} = y_{j_{1,1}} = 1$ and $x_{i_{2,1}} = y_{j_{2,1}} = 0.5$. For $z_{i_{2,1}j_{2,1}}$ not uniquely determined by the constraints of the LP, we set it to be 0 if all $z_{i_{2,j}}^{\text{LP}}$ in block $S_{ij}^{st}$ are equal to zero, otherwise, we set it to be 0.5. If all the $z_{ij}^{\text{LP}} \in S_{ij}^{st}$ are not equal, then we have $b_{i-1} + b_{j-1} \geq 1$ and $b_i + b_j \leq 1$ from Lemma 2. By definition of the thresholds, we have $p_{i_{2,2}} + q_{j_{2,2}} \geq (b_i + b_j)r^* > (b_{i-1} + b_{j-1} - 2\varepsilon)r^* \geq p_i + q_j - 2\varepsilon r^*$. 


for any \((i,j) \in S_{ij}^{22}\). We denote the set of such blocks \(S_{ij}^{22}\) where \(z_{ij}^{LP}\) for all \((i,j) \in S_{ij}^{22}\) are not equal by \(S_{\Delta}\). It follows that the LP objective of the constructed solution \((x,y,z)\), denoted by \(r^*\), is no less than

\[
\frac{\sum_{S_{ij} \notin S_{\Delta}} U_{ij} R_{ij} z_{ij} + \sum U_{ij} R_{ij} x_{ij} + \sum U_{ij} R_{ij} y_{ij} + 0.5 \sum U_{ij} (b_{ij} + b_{ij}) r^*}{1 + \sum_{S_{ij} \notin S_{\Delta}} U_{ij} z_{ij} + \sum U_{ij} x_{ij} + \sum U_{ij} y_{ij} + 0.5 \sum U_{ij}} - 2 \varepsilon r^*
\]

\[
= r^* - 2 \varepsilon r^*.
\]

Summarizing the above results, we have

\[
\frac{\pi_L(x',y')}{r^*} \geq \frac{\pi_L(x^*,y^*) - 2 \varepsilon r^*}{r^*} \geq \frac{\pi_L(x^*,y')}{r^*} \geq (1 - 2 \varepsilon) - 2 \varepsilon \geq (1 - 2 \varepsilon) \text{Gap} - 2 \varepsilon \geq \text{Gap} - 4 \varepsilon.
\]

\(\square\)

Algorithm 2 needs to find the largest revenue of \(2^{4/\varepsilon}\) number of integral solutions, its time complexity is \(O(\exp(\frac{1}{\varepsilon}))\). To outperform the 0.74-approximation algorithm in the previous subsection, it requires \(\varepsilon = \frac{1}{40}\), which is time-consuming.

**Remark 3.** Algorithm 2 can be extended to models with more general bundle price structures.

Consider the pricing scheme with the price of the bundle \((i,j)\) to be \(f(c_1p_i + c_2q_j)\) for some Lipschitz continuous function with Lipschitz constant \(C\), positive constants \(c_1, c_2\) and satisfies

\[f(c_1p_i + c_2q_j) \geq \max\{p_i, q_j\}.\]

Such pricing scheme captures many interesting cases in practice such as a percentage discount with \(f(x) = Cx, c_1 = c_2 = 1, C \in [\max_{i,j}\{\frac{p_i}{p_i + q_j}, \frac{q_j}{p_i + q_j}\}, 1]\) and a constant discount with \(f(x) = x - a, c_1 = c_2 = 1, 0 < a \leq \min_{i,j}\{p_i, q_j\}\). The proof of the approximation ratio of Algorithm 2 under this pricing scheme is similar to that of Theorem 6 with the first inequality in (11) modified to

\[|f(c_1p_i + c_2q_j) - R_{ij}^{LP}| \leq 2C \max\{c_1, c_2\} \varepsilon r^*,\]

and the rest of the proof accordingly. The approximation ratio of Algorithm 2 would be \(\text{Gap}_f - 4C \max\{c_1, c_2\} \varepsilon\), where \(\text{Gap}_f\) is the integrality gap of the LP relaxation under this pricing scheme.
6. Extensions

In this section, we investigate various extensions of the assortment optimization problem (2) by considering assortment capacities, more general bundle revenues, and more categories. Unfortunately, it turns out that all the corresponding assortment optimization problems do not admit approximation algorithms with constant approximation ratio assuming the Exponential Time Hypothesis (ETH). We first introduce the definition of the Bipartite Densest $\kappa$-Subgraph problem ($\text{BD}\kappa S$), an analog of the classical Densest $\kappa$-subgraph problem, and the definition of ETH, a widely-used hypothesis in theoretical computer science literature. Assuming ETH, we show that the $\text{BD}\kappa S$ cannot be approximated with a constant ratio. Then, we construct \textit{gap-preserving reductions} from the assortment optimization problem of the two-category MVMNL model with a capacity constraint, and the assortment optimization problem of the two-category MVMNL model with general bundle prices, to $\text{BD}\kappa S$. Gap-preserving reduction is a commonly used concept when proving hardness of approximation. For a complete definition and more examples of it, one can refer to Williamson and Shmoys (2011). Finally, we construct a gap-preserving reduction from the assortment optimization problem of the three-category MVMNL model to the assortment optimization problem of the two-category MVMNL model with general bundle prices. Thus, all three extensions we consider in this section do not have a constant-factor approximation.

Before presenting the hardness results, we formally present the $\text{BD}\kappa S$ and ETH.

\textbf{Definition 1 (Bipartite Densest $\kappa$-Subgraph).} Given an undirected bipartite graph $G = (N, M, E)$ with a vertex set $N \cup M$ and an edge set $E \subseteq N \times M$, the bipartite densest $\kappa$-subgraph ($\text{BD}\kappa S$) problem is defined by

$$
\text{max } |E(N_1 \times M_1)|
$$

s.t. $|N_1| = |M_1| = \kappa$, $N_1 \subseteq N$, $M_1 \subseteq M$,

where $E(N_1 \times M_1)$ is the set of all edges among the vertices in $N_1 \times M_1$.

\textbf{Hypothesis 1 (Exponential Time Hypothesis).} No $2^{o(m)}$-time algorithm can decide whether any 3SAT formula with $m$ clauses is satisfiable.
ETH, proposed in Impagliazzo and Paturi (2001), is a commonly used hypothesis in theoretical computer science literature. Although unproven, it is a popular conjecture that is used as the base for analyzing the hardness of various problems. For example, Manurangsi (2017) analyzed the hardness of the densest-$\kappa$-subgraph problem based on ETH.

The following lemma shows that there is no constant-factor approximation algorithm for $\text{BD}_\kappa S$ under ETH, which will be used to prove inapproximability results of the assortment optimization problems mentioned above.

**Lemma 6.** There is a constant $c > 0$ such that, assuming ETH, there is no $\Omega\left(\frac{g}{\log \log g}^c\right)$-approximation algorithm for $\text{BD}_\kappa S$ defined on a bipartite graph with $g$ vertices.

**Proof of Lemma 6.** Given an undirected bipartite graph $G = (N, M, E)$ with $g = |N \cup M|$, we consider a variant of the $\text{BD}_\kappa S$ as

$$\max |E(N_1 \times M_1)| \tag{13}$$

s.t. $|N_1| + |M_1| = 2\kappa$, $N_1 \subseteq N$, $M_1 \subseteq M$.

By Lemma A.3 of Bhaskara et al. (2010) and Theorem 1 of Manurangsi (2017), there does not exist a $\Omega\left(\frac{f(g)}{\log \log g}^c\right)$-approximation algorithm for problem (13), where $f(g) = g^{-1/(\log \log g)^c}$ for some constant $c > 0$. Suppose there exists a $\Omega(f(g))$-approximation algorithm for $\text{BD}_\kappa S$ defined on $G$.

Let $(N'_1, M'_1)$ be the solution given by this algorithm and $E^*$ be the optimal objective value of $\text{BD}_\kappa S$ on $G$. Clearly, this solution is also feasible in (13). Let $(N_2, M_2)$ be an optimal solution of (13). If $|N_2| \neq \kappa$, without loss of generality, assume $|N_2| > \kappa$. Arbitrarily decompose $N_2$ into $N'_2, N''_2$ with $|N'_2| = \kappa$. It is clear that $|E(N_2 \times M_2)| = |E(N'_2 \times M_2)| + |E(N''_2 \times M_2)| \leq 2E^*$. Since $|E(N'_1 \times M'_1)| \geq \Omega(f(g))E^* \geq \Omega(f(g/2))E^*$, it follows that $(N'_1, M'_1)$ is a $\Omega(f(g/2))$-approximation of problem (13), which is a contradiction. □

### 6.1. Two-category Capacitated Assortment Optimization

The two-category capacitated assortment optimization problem is defined by

$$\max \pi(N_1, M_1) \tag{14}$$

s.t. $N_1 \subseteq N$, $M_1 \subseteq M$, $|N_1| \leq K_1$, $|M_1| \leq K_2$, $|N_1| + |M_1| = 2\kappa$. 

6.1. Two-category Capacitated Assortment Optimization

The two-category capacitated assortment optimization problem is defined by
where $\pi(N_1, M_1)$ is the expected revenue of assortment $(N_1, M_1)$ and $K_1, K_2$ are the capacities for category 1 and category 2, respectively. We show that even for equal capacity $K_1 = K_2$, there is no constant-factor approximation algorithm for problem (14).

**Theorem 7.** Assuming ETH, there does not exist a constant-factor approximation algorithm for problem (14) with $K_1 = K_2 = \kappa$.

**Proof of Theorem 7.** We construct an approximation-preserving reduction from $BD\kappa S$. Consider an instance of $BD\kappa S$ with a bipartite graph $G = (N, M, E)$ and capacity $\kappa$. An instance of problem (14) is constructed as follows. Let $N$ and $M$ be the set of products in categories 1 and 2, respectively. Denote $g = |N| + |M|$ the number of vertices in $G$. Let $p_i = q_j = \frac{1}{2}$, $u_{ij} = 0$ for $i \in N$, $j \in M$, and $u_{ij} = g^{-3}$ for $(i, j) \in E(N \times M)$ and $u_{ij} = 0$ otherwise. For any $N_1 \subseteq N, M_1 \subseteq M$, it holds that $1 \leq 1 + \frac{|E(N_1 \times M_1)|}{g^3} \leq 1 + \frac{|N_1||M_1|}{g^3} \leq 2$. It follows that the optimal objective of problem (14) satisfies

$$\max_{|N_1| \leq \kappa, |M_1| \leq \kappa} \frac{|E(N_1 \times M_1)|/g^3}{1 + |E(N_1 \times M_1)|/g^3} \geq \frac{1}{2g^3} \max_{|N_1| = \kappa, |M_1| = \kappa} |E(N_1 \times M_1)|$$  \hspace{1cm} (15)

For any feasible solution $(N_1, M_1)$ of problem (14), we can arbitrarily construct a $(N_2, M_2)$ such that $N_1 \subseteq N_2, M_1 \subseteq M_2, |N_2| = |M_2| = \kappa$. It holds that

$$\pi(N_1, M_1) = \frac{|E(N_1 \times M_1)|/g^3}{1 + |E(N_1 \times M_1)|/g^3} \leq |E(N_1 \times M_1)|/g^3 \leq |E(N_2 \times M_2)|/g^3.$$  \hspace{1cm} (16)

By Lemma 6 and inequalities (15)(16), there is no $\Omega(g^{-1/(\log \log g)})$-approximation algorithm for problem (14). \Box

**Remark 4.** Theorem 7 shows that our problem (2) is harder than the problem studied in Ghuge et al. (2022) in some sense. Their cardinality-constrained assortment optimization problem under PCL still has a constant-factor approximation algorithm, while the cardinality-constrained assortment optimization problem under the two-category MVMNL model does not.
6.2. Two-category assortment optimization with general bundle prices

The model in Section 3 assumes that the price of a bundle is the sum of prices of products in this bundle. In this subsection, we consider a similar two-category choice model but with general bundle prices. Specifically, we assume that the price of bundle \((i, j)\) is \(r_{ij} \in \mathbb{R}^+\) for \(i \in \mathbb{N}^+, j \in \mathbb{M}^+\), where \(r_{i0}, r_{0j}\) represent the prices of product \(i \in \mathbb{N}, j \in \mathbb{M}\), respectively, and \(r_{00} = 0\). The assortment optimization problem is

\[
\max_{N_1 \subseteq N, M_1 \subseteq M} \pi(N_1, M_1) = \frac{\sum_{i \in N_1^+, j \in M_1^+} u_{ij} r_{ij}}{\sum_{i \in N_1^+, j \in M_1^+} u_{ij}}. \tag{17}
\]

It turns out that there does not exist a constant-factor approximation algorithm for problem (17).

**Theorem 8.** Assuming ETH, there does not exist a constant-factor approximation algorithm for problem (17).

**Proof of Theorem 8.** We construct an approximation-preserving reduction from \(\text{BD}_\kappa \text{S}\). Consider an instance of \(\text{BD}_\kappa \text{S}\) with a bipartite graph \(G = (N, M, E)\) and capacity \(\kappa\). An instance of problem (17) is constructed as follows. Let \(N\) and \(M\) be the set of products in categories 1 and 2, respectively. Let \(r_{i0} = r_{0j} = 0, u_{i0} = u_{0j} = \frac{1}{\kappa}\), and \(u_{ij} = \frac{1}{\kappa^2}\) for \(i \in \mathbb{N}, j \in \mathbb{M}\). Let \(r_{ij} = 1\) for \((i, j) \in E(N \times M)\) and \(r_{ij} = 0\) otherwise. Let \(\pi^*\) be the optimal objective value of problem (17) under this instance. It is clear that the optimal objective of the \(\text{BD}_\kappa \text{S}\) is

\[
4 \max_{|N_1| = |M_1| = \kappa} \frac{|E(N_1 \times M_1)|}{1 + \frac{|N_1| + |M_1|}{\kappa} + \frac{|N_1||M_1|}{\kappa^2}} \leq \kappa^2 \pi^*.
\]

In the following, for any feasible solution \((N_1, M_1)\) of problem (17), we construct a feasible solution \((N_2, M_2)\) of problem \(\text{BD}_\kappa \text{S}\) in polynomial time such that \(\kappa^2 \pi(N_1, M_1) \leq c|E(N_2 \times M_2)|\) for some constant \(c > 0\). Then, Lemma 6 and the above inequalities yield the desired result. We consider three cases below.

(a) Suppose \(|N_1| \leq \kappa\) and \(|M_1| \leq \kappa\). Let \((N_2, M_2)\) be any feasible solution of \(\text{BD}_\kappa \text{S}\) such that \(N_1 \subseteq N_2, M_1 \subseteq M_2\). We have

\[
\pi(N_1, M_1) = \frac{|E(N_1 \times M_1)|/\kappa^2}{1 + \frac{|N_1| + |M_1|}{\kappa} + \frac{|N_1||M_1|}{\kappa^2}} \leq |E(N_2 \times M_2)|/\kappa^2 \tag{18}
\]
(b) Suppose exactly one of \( N_1, M_1 \) has more than \( \kappa \) products. Without loss of generality, assume \(|N_1| > \kappa \geq |M_1|\). We randomly choose a subset \( N'_1 \) of \( N_1 \) that has exactly \( \kappa \) products with equal probabilities. It follows that

\[
\mathbb{E} \left( \frac{|E(N'_1 \times M_1)|}{\kappa^2} \right) = \frac{|E(N_1 \times M_1)|}{\kappa^2} \cdot \frac{\kappa}{|N_1|}. \tag{19}
\]

Thus, there exists \( N''_1 \subset N_1 \) with \(|N''_1| = \kappa\) such that

\[
\pi(N''_1, M_1) = \frac{|E(N''_1 \times M_1)|/\kappa^2}{1 + \frac{|N''_1| + |M_1|}{\kappa}} = \frac{1}{2} \cdot \frac{|E(N''_1 \times M_1)|/\kappa^2}{1 + \frac{|M_1|}{\kappa}} \geq \frac{1}{4} \pi(N_1, M_1). \tag{20}
\]

One such \( N''_1 \) can be found in polynomial time by greedily pruning vertices with smallest number of neighbors. It then reduces to case (a).

(c) Suppose \(|N_1| > \kappa\) and \(|M_1| > \kappa\). Following a similar approach in (b), we randomly choose a subset \( N'_1 \) of \( N_1 \) that has exactly \( \kappa \) products and a subset \( M'_1 \) of \( M_1 \) that has exactly \( \kappa \) products, both with equal probabilities. It follows that

\[
\mathbb{E} \left( \frac{|E(N'_1 \times M'_1)|}{\kappa^2} \right) = \frac{|E(N_1 \times M_1)|}{\kappa^2} \cdot \frac{\kappa^2}{|N_1||M_1|}. \tag{20}
\]

Thus, there exists \( N''_1 \subset N_1, M''_1 \subset M_1 \) with \(|N''_1| = |M''_1| = \kappa\) such that

\[
\pi(N''_1, M''_1) = \frac{|E(N''_1 \times M''_1)|}{4\kappa^2} \geq \frac{1}{4} \frac{|E(N_1 \times M_1)|/\kappa^2}{|N_1||M_1|} \geq \frac{1}{4} \pi(N_1, M_1). \tag{20}
\]

Again, such \((N''_1, M''_1)\) can be found in polynomial time by greedily pruning vertices with smallest number of neighbors. It then reduces to case (a).

\[\square\]

**Remark 5.** From the proof of Theorem 8, the instance of problem (17) reduced from BD\(\kappa\)S satisfies \( r_{ij} \geq r_{i0} + r_{0j} \). Some special practical cases of \( r_{ij} \leq r_{i0} + r_{0j} \) admit constant-factor approximation algorithms as mentioned in Remark [3] in Section [5.3].
6.3. Three-category choice model and assortment optimization

In this subsection, we consider a choice model with three categories and investigate its assortment optimization problem.

Let $N, M, L$ be the sets of products in categories 1, 2, 3, respectively. Let $u_{ijl}, r_{ijl} \in \mathbb{R}_+$ be the preference weight and price of bundle $(i, j, l) \in N_+ \times M_+ \times L_+$, respectively, where $u_{000} = 1$ and $r_{i,j} = r_{i00} + r_{0j0} + r_{00l}$ for all $(i, j, l) \in N_+ \times M_+ \times L_+$. The assortment optimization problem is

$$\max_{N_1 \subseteq N, M_1 \subseteq M, L_1 \subseteq L} \pi(N_1, M_1, L_1) = \frac{\sum_{i \in N_1, j \in M_1, l \in L_1} r_{ijl} u_{ijl}}{\sum_{i \in N_1, j \in M_1, l \in L_1} u_{ijl}}. \quad (21)$$

It turns out that there does not exist a constant-factor approximation algorithm for problem \[ (21) \].

**Theorem 9.** Assuming ETH, there does not exist a constant-factor approximation algorithm for problem \[ (21) \].

**Proof of Theorem 9.** We construct an approximation-preserving reduction from problem \[ (17) \].

Given an instance of the two-category problem \[ (17) \] with price $r_{ij}$ and preference weight $u_{ij}$, we construct a three-category instance as follows. The sets of products of the first two categories remain $N, M$, respectively. In the third category, for each pair $(i, j) \in N_+ \times M_+ \setminus \{(0, 0)\}$, we construct a product $l = (i, j)$ such that $u_{i,j,(i,j)} = \varepsilon u_{ij}$ and $u_{s,t,(i,j)} = 0$ for $(s, t) \neq (i, j)$, and $r_{0,0,(i,j)} = r_{ij}/\varepsilon$, where $\varepsilon$ is a positive number. Let $u_{ij0} = u_{ij}$ and $r_{i00} = r_{0j0} = 0$ for all $i \in N_+, j \in M_+$. All the other parameters are zero. Let $(N_1, M_1)$ be an optimal solution of the two-category problem \[ (17) \] and consider a three-category assortment $(N_1, M_1, L_1)$ with $L_1 = N_1+ \times M_1+ \setminus \{(0, 0)\}$. It is clear that

$$\pi(N_1, M_1, L_1) = \frac{\sum_{i \in N_1, j \in M_1} r_{ij} u_{ij}}{\sum_{i \in N_1, j \in M_1} u_{ij} + \varepsilon \sum_{(i, j) \in N_1 \times M_+ \setminus \{(0, 0)\}} u_{ij}} \geq \frac{1}{1 + \varepsilon} \frac{\sum_{i \in N_1, j \in M_1} r_{ij} u_{ij}}{\sum_{i \in N_1, j \in M_1} u_{ij}} = \frac{1}{1 + \varepsilon} \pi(N_1, M_1).$$

Next, for any three-category assortment $(N_2, M_2, L_2)$, we show that $\pi(N_2, M_2, L_2) \leq \pi(N_2, M_2)$. Theorem 8 and the above inequalities then yield the desired result.

Note that the expected revenue does not change if we remove all product $(s, t) \in L_2$ such that $(s, t) \notin N_2+ \times M_2+$ by the definition of bundle prices. If there exists $(i, j) \in N_2+ \times M_2+ \setminus \{(0, 0)\}$ such
that $r_{ij} > 0$, then we add product $(i, j)$ into $L_2$ if it is not included. Denote the new assortment of the third category by $L'_2$. For sufficiently small $\epsilon$ (e.g., $\epsilon = \min \{r_{ij} \mid r_{ij} > 0, (i, j) \in N_+ \times M_+\} / \max \{r_{ij} + 1 \mid (i, j) \in N_+ \times M_+\}$), we have $\pi(N_2, M_2, L_2) \leq \pi(N_2, M_2, L'_2)$. Moreover, it holds that

$$\pi(N_2, M_2, L'_2) = \frac{\sum_{i \in N_2+, j \in M_2+} r_{ij} u_{ij}}{\sum_{i \in N_2+, j \in M_2+} u_{ij} + \sum_{(i,j,l) \in N_2+ \times M_2+ \times L'_2} u_{ijl}} \leq \frac{\sum_{i \in N_2+, j \in M_2+} r_{ij} u_{ij}}{\sum_{i \in N_2+, j \in M_2+} u_{ij}} = \pi(N_2, M_2).$$

Thus, we prove that $\pi(N_2, M_2, L_2) \leq \pi(N_2, M_2)$. \(\square\)

**Remark 6.** Theorem 9 implies that there is no constant-factor approximation algorithm for MVMNL models with more than two categories. This is in contrast with the result in Lyu et al. (2021) where an FPTAS exists for any fixed number of categories under the MVMNL model with group-dependent interactions. Thus, by considering arbitrary product interactions in a bundle, the problem becomes much harder.

### 7. Numerical Experiment

In this section, we conduct a numerical experiment to demonstrate the performance of our proposed approximation framework for the assortment optimization problem (2). As we will see from the numerical results, the actual performance of the approximation algorithms is much better than the theoretical approximation guarantee derived in previous sections.

In our numerical experiments, we generate *i.i.d.* random prices for all individual products from a uniform distribution, and the bundle price is just the sum of individual prices. The preference weights of bundles and products $u_{ij}$ are generated from *i.i.d.* uniform distributions (we also tried different distribution such as exponential distribution and log-uniform distribution and obtained similar results). We conduct test on different scales of $n = m \in \{25, 50, 75, 100, 150\}$. For each scale, we run 10,000 replicates with different randomly generated instances. All the numerical experiments are run on the same computer with a Intel Core-i7 cpu and 32 GB of memory, the linear programs are solved by Gurobi version 9.1.1 with Python version 3.7.6.

We compare the performance of the assortments given by three different approximation algorithms proposed in this paper: the assortment $(x^{ARO}, y^{ARO})$ from Algorithm 1, the assortment
(x^{K=4}, y^{K=4}) generated by our partition-and-optimize approximation framework with K = 4, where our theoretical approximation guarantee is \(\frac{\sqrt{5} + 3}{10} \approx 0.7236\), and the assortment \((x^a, y^a)\) from Algorithm 2 with \(\epsilon = 0.1\). As a benchmark, we consider the independent random rounding of the LP optimal solution, namely, round \(\tilde{x}_{LP} = 0.5\) to 0 or 1 with equal probability (similar for \(\tilde{y}_{LP} = 0.5\)), and denote the rounded solution as \((x^{rr}, y^{rr})\).

Due to limited computational power, we are not able to obtain the true optimal revenue \(\pi^*\) for the original problem (2) for the scale of problems in the numerical experiments. Thus, we use the optimal objective value \(r^*\) of the LP relaxation (5) as an upper bound of \(\pi^*\). As we shall observe in the numerical study, the probability that \(r^* = \pi^*\) is high in the randomly-generated instances. Note that when \(r^* = \pi^*\), there exists an optimal solution of the LP relaxation (5) where all \((\tilde{x}_{LP}, \tilde{y}_{LP}, \tilde{z}_{LP})\) are integral and is a feasible solution to the assortment optimization problem (2).

We measure the approximation ratio of an assortment \((x, y)\) by the following formula:

\[
\alpha(x, y) = \frac{\pi(x, y)}{r^*} \in [0, 1].
\]

To measure the average approximation performance of the LP-based algorithms, we compute the average of \(\alpha(x^{K=4}, y^{K=4})\), \(\alpha(x^a, y^a)\) and \(\alpha(x^{rr}, y^{rr})\) over all instances with \(r^* \neq \pi^*\), i.e. the LP relaxation’s optimal solution is non-integral. The average of \(\alpha(x^{ARO}, y^{ARO})\) is computed over all 10,000 instances. For each algorithm, denote \(\bar{\alpha}(x, y)\) the average approximation performance. We also report the worst-case performance of the algorithms found in all 10,000 random instances, denoted by \(\min\{\alpha(x, y)\}\), as well as the average run-time per instance in seconds. We report the results of the numerical experiment in Table 1.

From Table 1 we have the following observations. First, the performance of our partition-and-optimize approximation framework with \(K = 4\) on the randomly-generated problem instances is much better than the theoretical approximation guarantee. The performances of \((x^{K=4}, y^{K=4})\) and \((x^a, y^a)\) are similar in terms of the approximation ratio and run time. Both are significantly better compared to the benchmark random-rounding method in terms of average and worst-case performance. We can also observe from the experiment, as the scale of the problem instance increases,
| $m \times n$ | 25 $\times$ 25 | 50 $\times$ 50 | 75 $\times$ 75 | 100 $\times$ 100 | 150 $\times$ 150 |
|----------------|----------------|----------------|----------------|----------------|----------------|
| $\mathbb{P}\{r^* \neq \pi^*\}$ | 1.19% | 2.78% | 5.11% | 6.82% | 9.97% |
| $\bar{\alpha}(x^{K=4}, y^{K=4})$ | 0.9960 | 0.9974 | 0.9981 | 0.9984 | 0.9988 |
| min$\{\alpha(x^{K=4}, y^{K=4})\}$ | 0.9729 | 0.9885 | 0.9890 | 0.9907 | 0.9939 |
| average run-time (seconds) | 0.0325 | 0.1440 | 0.3812 | 0.8017 | 2.2431 |
| $\bar{\alpha}(x^\varepsilon, y^\varepsilon)$ | 0.9976 | 0.9979 | 0.9990 | 0.9991 | 0.9993 |
| min$\{\alpha(x^\varepsilon, y^\varepsilon)\}$ | 0.9923 | 0.9975 | 0.9930 | 0.9823 | 0.9956 |
| average run time (seconds) | 0.0332 | 0.1489 | 0.3845 | 0.8156 | 2.2875 |
| $\bar{\alpha}(x^{ARO}, y^{ARO})$ | 0.8983 | 0.8832 | 0.8716 | 0.8729 | 0.8675 |
| min$\{\alpha(x^{ARO}, y^{ARO})\}$ | 0.5162 | 0.5392 | 0.5295 | 0.5310 | 0.5354 |
| average run time (seconds) | 0.0226 | 0.0892 | 0.2036 | 0.3562 | 0.5587 |
| $\bar{\alpha}(x^{rr}, y^{rr})$ | 0.9334 | 0.9508 | 0.9579 | 0.9598 | 0.9566 |
| min$\{\alpha(x^{rr}, y^{rr})\}$ | 0.5785 | 0.5344 | 0.7983 | 0.7358 | 0.8627 |
| average run time (seconds) | 0.0325 | 0.1439 | 0.3810 | 0.7998 | 2.2425 |

Table 1 Results of numerical experiment

the average performance and the worst performance of our proposed algorithms in all random instances both increase. This indicates that our approximation framework scales well into large problem sizes. Second, the proportion of random instances where the LP relaxation does not give an integral ($\tilde{x}^{LP}, \tilde{y}^{LP}, \tilde{z}^{LP}$) is small, indicating that in most of the random instances, the LP relaxation (5) is effective in solving the assortment optimization problem. Third, Algorithm 1 with a 0.5-approximation ratio also performs far better than the theoretical approximation guarantee in terms of average performance, though it performs significantly worse compared to the other two methods, in terms of both average and worst-case performance.

8. Concluding remarks

In this paper, we studied the assortment optimization problem considering customers’ multipurchase behavior based on the two-category MVMNL model. Based on an LP relaxation, we
develop an approximation framework tailored to this problem that achieves a 0.74 approximation guarantee and show how to close the integrality gap of the LP relaxation. We prove the hardness of extending our framework into more general settings. Our work is among the first few papers that consider the assortment optimization problem under the *multi-choice* models, and the first paper to derive approximation algorithms with constant approximation ratios, while allowing arbitrary interaction structure between products in a bundle.

Customers’ *multi-choice* behavior is ubiquitous in the business world, where the purchase decision of multiple products are made jointly. Thus, understanding the assortment optimization problem related to *multi-choice* models are practically important. However, as we show in the paper, the assortment optimization problem for the two-category MVMNL model allowing arbitrary interactions between products is strongly NP-hard. Its extensions into more general settings are even harder. So, an interesting future direction would be identifying and exploiting the structure of the product interactions to tackle the related assortment optimization problem, or analyze the assortment optimization problem with bundle utilities drawn from a random distribution.

**Appendix A: Proof of Theorem 1**

We construct a polynomial-time reduction from the MAX-DiCut problem on a directed acyclic graph (DAG). The decision problem of MAX-DiCut on DAG consists of a DAG $G = (V, E)$ with a vertice set $V = \{v_1, \ldots, v_n\}$ and an edge set $E$, a weight $w_{ij} \in \mathbb{Z}_{++}$ of each edge $(i, j) \in E$, and a positive number $t$. The problem asks whether there exists a vertex subset with indicator variable $x \in \{0, 1\}^n$ such that the total weight of outgoing edges is no less than $t$, i.e.,

\[
\text{whether } c^* \overset{\text{def}}{=} \max_{x \in \{0, 1\}^n} \sum_{(i, j) \in E} w_{ij}x_i(1 - x_j) \geq t?
\]

We construct an instance of problem (2) as follows. Without loss of generality, assume $v_1, \ldots, v_n$ is the topological ordering of $G$, i.e., any directed edge $(i, j)$ of $E$ satisfies $i < j$. Scale all $w_{ij}$ and $t$ simultaneously such that $t \geq 2n$. Let the set of products in categories 1 and 2 be $N$ and $M$ respectively, and denote the products in $N$ (as well as the ones in $M$) by the numbers $\{1, 2, \ldots, n\}$. Let $p_i = t - 0.5 - i$ and $q_j = j$ for $i \in N, j \in M$. Let $u_{ii} = 2(s + 1)$ for each $i \in N$, where $s = \sum_{(i, j) \in E} w_{ij}$. Let $u_{ij} = \frac{w_{ij}}{j - i - 0.5}$, if $1 \leq i < j \leq n$ and $(i, j) \in E$, and $u_{ij} = 0$ otherwise. Denote the optimal objective value under this instance by $\pi^*$. 

We prove that
\[ \pi^* \geq t \text{ if and only if } c^* \geq t. \] (22)

It is easy to see that \( \pi^* \geq t \) is equivalent to \( g(t) \geq t \), where \( g(t) \) is defined by

\[ g(t) = \max \{ g(x, y, t) \mid x, y \in \{0, 1\}^n \}, \] (23)

\[ g(x, y, t) = \sum_{i \in \mathbb{N}, j \in \mathbb{M}} u_{ij}(p_i + q_j - t)x_iy_j + \sum_{i \in \mathbb{N}} u_{i0}(p_i - t)x_i + \sum_{j \in \mathbb{M}} u_{0j}(q_j - t)y_j. \]

It is clear that \( g(t) \geq 0 \) as \( g(0, 0, t) = 0 \) for any \( t \). Plug all the parameter values into \( g(x, y, t) \), we have

\[ g(x, y, t) = \sum_{(i, j) \in E} w_{ij}x_iy_j - (s + 1) \sum_{i = 1}^n x_iy_i \]

Let \((x^*, y^*)\) be an optimal solution of problem (23). If \( x^*_i = y^*_i = 1 \) for some \( i \in \mathbb{N} \), then \( f(x^*, y^*) \leq \sum_{(i, j) \in E} w_{ij} -(s + 1) = -1 < 0 \). Thus, \( x^*_i + y^*_i \leq 1 \) for all \( i \in \mathbb{N} \). If \( x^*_k = y^*_k = 0 \) for some \( k \in \mathbb{N} \), then

\[ f(x^* + e_k, y^*) \]

\[ = \sum_{(i, j) \in E} w_{ij}x_iy_j + \sum_{i(k, i) \in E} w_{ki}y_i - (s + 1) \sum_{i \neq k} x_iy_i \]

\[ \geq \sum_{(i, j) \in E} w_{ij}x_iy_j - (s + 1) \sum_{i = 1}^n x_iy_i \]

\[ = f(x^*, y^*). \]

It implies that there exists an optimal solution such that \( x^*_k + y^*_k = 1 \) for all \( k \in \mathbb{N} \). Therefore,

\[ g(t) = \max_{x \in \{0, 1\}^n} \sum_{(i, j) \in E} w_{ij}x_i(1 - x_j) = c^*, \]

and thus \( c^* \geq t \) if and only if \( \pi^* \geq t \). \( \square \)
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