Influence of sampling design on landslide susceptibility modeling in lithologically heterogeneous areas
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This work aims at evaluating the sensitivity of landslide susceptibility mapping (LSM) to sampling design in lithologically-heterogeneous areas. We hypothesize that random sampling of the landslide absence data in such areas can be biased by statistical aggregation of the explanatory variables, which impact the model outputs. To test this hypothesis, we train a Random Forest (RF) model in two different domains, as follows: (1) in lithologically heterogeneous areas, and (2) in lithologically homogeneous domains of the respective areas. Two heterogeneous areas are selected in Japan (125 km²) and Romania (497 km²), based on existing landslide inventories that include 371 and 577 scarps, respectively. These areas are divided into two, respectively three domains, defined by lithological units that reflect relatively homogeneous topographies. Fourteen terrain attributes are derived from a 30 m SRTM digital elevation model and employed as explanatory variables. Results show that LSM is sensitive to a random sampling of the absence data in lithologically heterogeneous areas. Accuracy measures improve significantly when sampling and LSM are conducted in lithologically homogeneous domains, as compared to heterogeneous areas, reaching an increase of 9% in AUC and 17% in the Kappa index.

Landslides produce each year thousands of human victims¹, important economic losses, as well as severe environmental damages. To reduce exposure to landslide hazards, it is necessary to identify the areas which are susceptible to such processes. Landslide susceptibility modeling (LSM) encompasses several branches of methods and approaches designed to evaluate the degree to which an area might be subject to landslide initiation². Among these, statistically based methods have been increasingly used in the last four decades to perform quantitative LSM². These methods describe the bivariate or multivariate statistical relationships between slope instability factors and the distribution of the inventoried landslides³, which are connected through spatial entities (raster grid cells or various types of vectors). Such entities are usually sampled randomly⁴ to train and validate the model and depending on the approach they can fall into two categories: landslide presence and landslide absence. Since sampling strategies hold a major influence on the results of the susceptibility models⁵, several studies have focused on this area⁶.

A category of sampling strategies has focused on presence data to address rather conceptual issues such as: how should landslides be modeled (single point vs. all points)?; which parts of landslides should be considered (scarp vs. body)?; which sampling strategy best approximates the pre-failure conditions? Other studies have considered both presence and absence data in sensitivity analyses of model performance related to sampling intensity (total or a relative number of samples) and the presence/absence ratio⁹⁻¹¹. In such studies, presence data are usually sampled within landslides, and the absence samples are randomly selected from the areas outside the landslides¹². Details on the above approaches, as well as references to them have been provided by Budimir et al.¹³, Lombardo et al.¹⁴, and Lombardo and Mai¹⁵.

Comparatively less attention has been paid to sampling of absence (non-landslide) data, although their quality is critical to the success of the models¹⁶⁻¹⁸. By analogy to ecological research, these data are rather pseudo-absence¹⁹ because their absence from landslide inventories does not necessarily mean that an area is stable²⁰; it
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rather means that no evidence of landsliding has been found, either because of a biased survey (e.g. in forested areas), or because landslides have not occurred yet, so to be incorporated within an inventory. The quality of the absence data depends more on the sampling strategy and less on the quality of the landslide inventory, as compared to the quality of the presence data. Dhakal et al. proposed stratified random sampling (equal number of cells taken from rectangular blocks) to select the absence data and found that this method led to more accurate hazard (as called) maps as compared to a systematic sampling method. The success of this sampling strategy is likely due to the reduction of spatial autocorrelation as well as to the increase of the distance from the source area, which reduces confusions between presence and absence. Conoscenti et al. introduced a method to restrict sampling the absences to circles with diameters that approximate the width of the source area, which are distributed randomly over the apparently stable area. This approach also reduces the bias of the spatial autocorrelation, thus increasing the representativity and quality of the absence data. Later on, Conoscenti et al. found that both sampling intensity and the presence/absence ratio impact the predicted area, and found that the accuracy of LSM significantly depends on the interplay between the two factors. Shao et al. found that both sampling intensity and the presence/absence ratio impact the predicted occurrence probability of co-seismic landslides. Unlike the previous approaches, Zhu et al. proposed a sampling strategy that maximized the difference between presence and absence solely in the feature space. Their similarity-based sampling (SBS) approach led to better performances of the model as compared to other sampling strategies.

While the lithological and morphological homogeneity of the study area has been acknowledged as an important factor in the performance of LSMs, most studies have not explicitly considered sampling issue. For instance, Blahut et al. performed LSM at a regional scale on both geomorphologically homogeneous zones and random partitions, and concluded that the former was more preferable. Blahut et al. established that the occurrence of the Italian territory by partitioning it into five more homogeneous domains for training LSMS. To facilitate an easier interpretation of the model by stakeholders, Petschko et al. fitted one generalized additive model (GAM) for each lithological unit in the study area. The authors reported a good ability of this approach to discriminate between slide and no slide points. Petschko et al. confirmed the merits of the partition on lithological units and mentioned that sampling bias can occur when some model domains have high contrast between so-considered stable (e.g. large flat areas) and unstable (e.g. steep areas) sectors. Similar results were reported by Steger and Glade, who showed that in morphologically-heterogeneous regions, the presence of “trivial areas” (e.g. flood-plains and flat areas) influenced modeled relationships, the appearance of landslide susceptibility maps, and associated prediction performance. Indeed, in heterogeneous areas some statistic trends in the explanatory variables may be different at the level of the individual domains as compared to their aggregate (the whole study area), thus leading to a fallacy in the models, which is known as the Simpson's paradox. Such issues have been reported in geosciences, e.g. by Ma who noted that 3D geostatistical modeling can be plagued by sampling bias in heterogeneous areas. It should be noted that modeling on lithologically/morphologically homogeneous areas is not widely supported, because of the inherent subjectivity involved in the partition of the study area.

Our analysis of the literature to date shows that the effects of sampling in heterogeneous areas are still poorly understood in LSM. Modeling in lithologically/morphologically homogeneous areas has been performed rather intuitively and/or for other purposes than understanding and improving the quality of sampling strategies. Moreover, it is not clear whether modeling in lithologically/morphologically homogeneous areas helps or just adds uncertainties through subjective delineation.

The main goal of this article is to evaluate the sensitivity of LSM to sampling in lithologically-heterogeneous areas. We hypothesize that random sampling of the landslide absence data in such areas can be biased by statistical aggregation of the explanatory variables, which impact the model outputs. To test this hypothesis, we train a Random Forest (RF) model in two different domains, as follows: (1) in lithologically heterogeneous areas, and (2) in lithologically homogeneous domains of the respective areas. The domains are defined by geological/lithological units that reflect more homogeneous topographies. The experiments are carried out in two different areas, considered representative of landslide-prone environments in Romania and Japan. Previous landslide susceptibility studies tended to deal with only one area or relatively close multiple areas. Therefore, the obtained results may strongly reflect specific local conditions. Here we selected two distant areas with clearly different environments, to obtain more widely applicable implications.

**Methods**

**Study areas.** The first study area is located within Buzău County, Romania, and covers about 497 km², named hereafter B (Fig. 1a–c). It is a geologically and lithologically complex region due to complex morphogenesis and paleogeographic evolution in a tectonically active sector of an intra-collisional plates sector (Vrancea seismic region), developed at the contact between the Romanian Curvature Carpathian Mountains and the Subcarpathian Hills. In this area (generally well-covered by dense forests in the mountainous sector and by a mixed association of forests, orchards, and pastures/hayfields in the hilly sector) three distinct lithological domains could be individualized (Fig. 1d). The north-western section, named B1, belonging to the Carpathian Mountains (parts of Penteleu and Podul Calului sub-units), is built by low cohesive Paleogene flysch formations consisting of sandstones alternating with shaly intercalations, and the maximum altitude of this area (1355 m) is the highest of the three domains. The central part covers a southwest-northeast-oriented structure, named B2, and is represented by a hilly massif reaching 1100 m (Înăuțu Ridge), which represents the external termination of the intensely folded Paleogene flysch formations consisting of schistose sandy flysch with bituminous and clayey-marly intercalations. The third domain, named B3, is located in the south-east part of the study area and represents a part of the 600–800 m high Subcarpathian Hills (Buzău sub-unit), dominated...
Figure 1. Location of Buzău (a,b) and Shizuoka (e,f) study areas. Lithologically-heterogeneous study areas are shown in (c) and (g) Lithologically-homogeneous domains are shown in (d) and (h).
by typical molasse deposits consisting of clays, marls, sand, and gravel deposits, with thin intercalations of schistose sandstone and gypsum (Fig. 1d).

The second study area is located in the southeast of Honshu Island, Japan, more precisely in the Shizuoka Prefecture, covering about 125 km², named hereafter S (Fig. 1e–g). The study area is mainly covered by forests, reaching a maximum altitude of 1529 m. This area is subdivided into two domains, one located in the west (S1) and the other in the eastern part (S2). S1 has higher altitudes and consists mostly of the Eocene to early Oligocene marine sandstone and accretionary complex, with local patches of the sandstone-dominant alternation of sandstones and mudstones of the same age. S2 with lower altitudes is dominated by the late Oligocene to middle Miocene mudstone-dominant alternation of sandstones and mudstones, with local patches of marine limestone of the same age (Fig. 1h).

As in Petschko et al.39, the main criteria in the delineation of the domains was lithological homogeneity, as defined by similar geomechanical properties. However, delineation of each lithological unit would lead to excessively small areas, and some of them are without any landslide sample, which would make statistical modeling impossible. Thus, a tradeoff between "pure" homogeneity and the statistically relevant size of the domains had to apply. Therefore, smaller lithological units were merged into larger, relatively homogeneous associations, with similar geomechanical properties and visible expressions in topography (Fig. 1).

Data. Landslide inventory database. In the Buzău study area, there is an available database containing 577 landslide scarps, acquired in the last 40 years and compiled from different sources, such as archive data, detailed geomorphological field mapping, local authority databases, digital stereographic photo interpretation using color aerial ortho-photographs33,34. For the Shizuoka study area, we used an inventory of 371 landslide scarps, provided by the National Research Institute for Earth Science and Disaster Resilience, Japan (NIED)35–37. The inventory was derived by visual interpretation of topographic discontinuities using stereo-paired aerial photographs at a 1:40,000 scale, acquired in the 1970s35. Both inventories lack attributes regarding landslide types.

The study areas and morphology of landslides as well as a more in-depth analysis of the existing databases are described in detail by Sirbu et al.33.

Terrain variables. For both regions, we used the Shuttle Radar Topography Mission (SRTM) digital elevation model (DEM) with a spatial resolution of 30 m and an absolute vertical accuracy of the elevation data of 16 m. This product was created with radar interferometry technique38.

The System for Automated Geoscientific Analyses (SAGA) software was used with the DEM to derive 14 terrain variables, related to terrain slope and curvature, landscape position, and terrain roughness. Elevation is regularly used as a predictor in landslide susceptibility assessment39, while slope gradient is the most widely used predictor in landslide modeling2. Slope aspect may influence the soil moisture and vegetation growth3. In this study, the slope aspect has been expressed as cosine and sine of the aspect, which represents the northerness and easterness, respectively. Slope length and slope height are related to potential disruption energy40. Plan curvature is generally used to highlight the divergence or convergence of flow, while profile curvature and convexity describe the relative deceleration/acceleration of material flows40. Valley depth and midslope position illustrates the relative landscape position, acknowledged as a predictor of landslides41. In addition, landscape position, related to dominance or enclosure of a location, is illustrated by topographic openness and negative openness respectively42. Terrain surface texture, emphasizing differences in elevation of different locations, is related to terrain roughness43.

Sampling strategy. In each lithologically heterogeneous area (B and S) and lithologically homogeneous domain (B1, B2, B3, S1, and S2) we conducted a random sampling. From all the available points (all pixels) in each area, we have selected a representative number of points, using the r.sample command44 within the Geospatial Modelling Environment45, ensuring 50% within landslide scarps (at least one point per scarp) and 50% outside landslide scarps. Representative numbers of samples were calculated for a margin of error of 1% and a confidence level of 95%. For the Buzău area, the representative number is 10,000, while in Shizuoka it is 6000.

The seven point-type databases were subsequently intersected with the stack of terrain variables, recording the following information: presence/absence of landslide scarp and associated values of the terrain variables.

Random Forest models. The random forest (RF) method was used for conducting LSM. RF46 is a machine-learning algorithm for non-parametric multivariate classification or regression, being increasingly used in environmental modelling47.

The randomForest package in R software44 was applied on the seven point-type databases. The predictors consisted of all 14 terrain variables, and LSM was conducted separately within each lithologically heterogeneous area (B and S), as well as in each lithologically homogeneous domain (B1, B2, B3, S1, and S2), resulting in seven models and susceptibility maps.

In addition, to evaluate confidence limits and uncertainties, a bootstrapping technique was used by repeating the random sampling and LSM 20 times. To create the LSM map for each area, the RF model with the maximum accuracy was retained among all models. To assess independently the accuracy of models, at each iteration the database was split randomly into two parts: 70% of samples were used for LSM prediction, while the rest 30% were used for model evaluation.

Model evaluation. To test the hypothesis, results are compared both quantitatively as model prediction performance and relative to their geomorphic plausibility. The prediction performance of the LSM models was assessed by four metrics. The first metric is the area under the curve (AUC), a widely used metric for model
performance evaluation⁷ and is also the most appropriate method for assessing binary classification. AUC is also easy to interpret, since it has a value of 0.5 for a test with accuracy no better than chance, while a value of 1 for a test with perfect accuracy⁰. The second metric is “out-of-bag error” (OOB), an estimator of the ensemble error, computed by comparing the out-of-bag predicted responses against the true responses⁸. The other metrics are overall accuracy (OA) and the kappa index of agreement (Kappa), widely known and used in environmental mapping. OA and Kappa have been used to assess the predicted classes (scarp vs no scarp), with Kappa compensating for the success of a random classification. They were used since OOB may overestimate the true prediction error because of binary classification problems. AUC was used to evaluate the landslide susceptibility models (probability maps) and measures how well the classifier ranks the probability of scarp class higher than no scarp class. The values of accuracy metrics were retained for all repetitions to assess the variability and confidence limits of the LSM.

**Results**

The distribution of elevation values in the entire population of the Buzău area shows a notable decrease of variation within homogeneous lithological domains as compared to the entire heterogeneous area, except for B1 (Fig. 2). The elevation of absence data within the study area B has an interquartile range of 303 m (1st quartile 501 m; 3rd quartile 804 m) and a median of 640 m, while B2 has a range of 252 m (1st quartile 565 m; 3rd quartile 817 m) with the median of 697 m, and B3 has an interquartile range of 110 m (1st quartile 432 m; 3rd quartile 542 m) with a median value of 532 m. Similarly, the interquartile range of elevation among presence data is significantly lower in B2 (188 m) and B3 (131 m) as compared to the heterogeneous area B (231 m). B1 is the only homogeneous domain that recorded a higher interquartile range compared to B, with values of 351 m for absence and 257 m for presence (Fig. 2).

In the Shizuoka study area, only absence data recorded an interquartile range significantly lower within homogeneous domains; S1 with 272 m (1st quartile 722 m; 3rd quartile 994 m) and S2 with 337 m (1st quartile 401 m; 3rd quartile 738 m), compared to S with an interquartile range of 370 m (1st quartile 464 m; 3rd quartile 834 m). The presence data recorded a similar interquartile range in S1 (336 m) as compared to S (332 m), but a higher value in S2 (386 m) (Fig. 2).

In both study areas, aggregation leads to an increase in the differences between presences and absences, which is more visible in the Japanese case (Fig. 2). In Buzău, the difference in the median values between presences and absences decreases from 75 m in B to 28 m in B1, 25 m in B2, and 46 m in B3. In Japan, the difference is 241 m for S, 136 m for S1, and 143 m for S2.

Landslide susceptibility maps in the Buzău and Shizuoka study areas, both within the heterogeneous lithological area (B and S) and homogeneous domains (B1, B2, B3, S1, S2) are shown in Fig. 3. Different spatial distributions of the values can be observed between mapping within a heterogeneous lithological area and homogeneous domains, although the susceptibility values are similar and range from 0.017 to 0.655 in B, from 0.001 to 0.637 in B1, from 0.018 to 0.775 in B2, and from 0.06 to 0.698 in B3, respectively, while in Shizuoka they range from 0 to 0.99–1.

By using a representative number of samples, a stratified random sampling led to an increase of AUC by 7% in B1, 1% in B2, and 9% in B3 as compared to the heterogeneous area, in all three lithological homogeneous areas in Buzău. The other three metrics show a similar trend of performance increase when sampling is conducted within lithological homogeneous domains, except the kappa index in B2 (Table 1). The S1 area is the only case study out of five in which the stratified random sampling resulted in poorer prediction as compared to the heterogeneous area, with AUC recording a lower value by 4%. In S2, all four metrics show significant improvement of stratified sampling over random sampling in the heterogeneous area, by 3% for AUC, 6% for OOB, 5% for OA, and 9% for Kappa, respectively (Table 1).

The differences between single sampling and an average resulting from 20 times repetitions are insignificant, by only 1–2% (Table 1), which suggests high confidence of LSM even when only one draw is performed. Also, the variation of the four-accuracy metrics among 20 repetitions is small, up to 1–2%, within all study areas (Fig. 4).

**Discussion**

To evaluate the sensitivity of LSM to sampling in heterogeneous areas, we performed LSM in two study areas, on the whole regions (B and S) as well as at the level of their lithologically homogeneous domains (B1, B2, B3, S1, S2) and found that the accuracy of modeling increased when the sampling was restricted to the homogeneous domains, except for one case (S1). These results are explained by differences in the statistical properties of the explanatory variables associated with the landslide absence data. As lithology is often reflected in topography, terrain variables tend to vary accordingly, so that their statistical properties might differ when computed at the level of lithological strata versus larger, more heterogeneous areas. For instance, altitude values exhibit more variation of the four-accuracy metrics among 20 repetitions is small, up to 1–2%, within all study areas (Fig. 4).
(B and S) and their homogeneous domains (B1, B2, B3, S1, S2). The accuracy metrics are generally higher for the models run on the lithologically-homogeneous domains (Table 2). However, the values of accuracy measures are lower as compared to the analysis based on the representative number of samples. On the other hand, the use of the strategy of one point per scarp leads to unstable results. By repeating the sampling 20 times, we obtained accuracy metrics that exhibit large interquartile ranges, with total and partial overlapping within the Buzău study areas (Fig. 5).

The results reported here confirm the findings by Blahut et al.27 and Petschko et al.29 that LSM is more accurate when conducted on lithologically/morphologically homogeneous areas. Spatial modeling in heterogeneous areas has been acknowledged as an important issue in Geoinformatics because spatial heterogeneity leads to uncontrolled variance in geographic variables50. We showed that random sampling of the absence data significantly influences the accuracy of LSM because of the differences in the statistical properties of the explanatory variables at homogeneous vs. heterogeneous levels. This sampling bias did not display reversals of statistical relationships at the heterogeneous levels as in a typical Simpson's paradox. Nevertheless, a sampling bias that does not lead to a reversal can be more dangerous as it is less noticeable, thus holds a higher potential for biased results31.

Figure 2. Distribution of terrain variables in the landslide presence and absence areas as represented by the box plot. Note that those variables with non-normal distributions have been subjected to normalization procedure.
On the other hand, our results disagree with the sampling strategy of one point per scarp and a balanced number of absences. By following such a strategy, the accuracy metrics were highly variable, especially in the Buzău study area, where the results were likely obtained by chance. Recently, Shao et al. found that varying the sampling intensity led to significant differences in the total predicted landslide area and concluded that stability of the prediction results increases with the intensity of the sampling. In contrast, we obtained acceptable results with relatively low interquartile ranges of accuracy metrics, by selecting a representative number of samples, calculated for a margin of error of 1% and a confidence level of 95%. A recent study also found that the predictive power of the models generally increases with sampling intensity, yet the differences in accuracy are canceled out by using a deep learning neural network as compared to other models.

Seen from a slightly different perspective, our results can be explained by the interpretation of lithology as a lurking variable. According to this view, lithology was ignored in the heterogeneous areas (B and S), while implicitly considered in modeling their homogeneous domains (B1, B2, B3, S1, S2). In other words, lithology is important in LSM, thus it should be added as an explanatory variable in modeling. However, a meaningful coding of lithology as a variable is not easy, because the information included within the geological maps may not have a direct relationship with the mechanical properties of the rocks. Perhaps this difficulty is the reason for its scarce use in statistically-based LSM—less than 10%, according to a recent review. Stratification of a landscape

![Landslide susceptibility maps in Buzău (left) and Shizuoka (right).](image)

**Figure 3.** Landslide susceptibility maps in Buzău (left) and Shizuoka (right).

| Study area | Number of samples | One random sampling | 20 repetitions |
|------------|-------------------|---------------------|----------------|
|            |                   | OOB | AUC | OA | Kappa | OOB | AUC | OA | Kappa |
| B          | 10,000            | 0.26 | 0.82 | 0.75 | 0.51 | 0.26 | 0.82 | 0.75 | 0.49 |
| B1         | 10,000            | 0.19 | 0.89 | 0.80 | 0.61 | 0.20 | 0.90 | 0.81 | 0.62 |
| B2         | 10,000            | 0.25 | 0.83 | 0.75 | 0.49 | 0.26 | 0.83 | 0.75 | 0.50 |
| B3         | 10,000            | 0.18 | 0.91 | 0.83 | 0.65 | 0.18 | 0.91 | 0.83 | 0.66 |
| S          | 6000              | 0.20 | 0.91 | 0.82 | 0.65 | 0.19 | 0.89 | 0.81 | 0.63 |
| S1         | 6000              | 0.23 | 0.87 | 0.78 | 0.56 | 0.23 | 0.87 | 0.79 | 0.57 |
| S2         | 6000              | 0.14 | 0.94 | 0.87 | 0.74 | 0.14 | 0.94 | 0.87 | 0.73 |

**Table 1.** Accuracy metrics with a representative number of samples. *OOB* out-of-bag error, *AUC* area under the curve, *OA* overall accuracy, *Kappa* kappa index of agreement.
according to lithology is, in turn, more straightforward when considering only the lithological boundaries that mark topographic discontinuities as well.

In this study, we did not consider the landslide types because this information was not available in the inventories. Since it is known that the accuracy of predictions improves when the classification of landslide type is made first\(^4\), we expect better results from such an approach at least for some types of landslides, as shown by Shu et al.\(^5\).

**Conclusions**

This study has shown that landslide susceptibility mapping is sensitive to a random sampling of the absence data in lithologically/morphologically heterogeneous areas. Accuracy measures improved significantly when sampling and LSM were conducted in lithologically homogeneous domains, as compared to heterogeneous areas, reaching a maximum increase of 9% for AUC and 17% for the Kappa index. These results are explained

---

**Table 2.** Accuracy metrics with one point per scarp. OOB out-of-bag error, AUC area under the curve, OA overall accuracy, Kappa kappa index of agreement.

| Study area | Number of samples | One random sampling | 20 repetitions |
|------------|-------------------|---------------------|---------------|
|            |                   | OOB | AUC | OA | Kappa | OOB | AUC | OA | Kappa |
| B          | 1154              | 0.30 | 0.77 | 0.73 | 0.45 | 0.33 | 0.74 | 0.67 | 0.34 |
| B1         | 204               | 0.26 | 0.81 | 0.77 | 0.54 | 0.35 | 0.73 | 0.66 | 0.32 |
| B2         | 220               | 0.36 | 0.74 | 0.70 | 0.39 | 0.32 | 0.74 | 0.67 | 0.35 |
| B3         | 220               | 0.30 | 0.78 | 0.75 | 0.50 | 0.35 | 0.73 | 0.67 | 0.34 |
| S          | 714               | 0.29 | 0.78 | 0.72 | 0.44 | 0.29 | 0.78 | 0.71 | 0.43 |
| S1         | 220               | 0.32 | 0.84 | 0.75 | 0.50 | 0.39 | 0.67 | 0.62 | 0.23 |
| S2         | 220               | 0.29 | 0.82 | 0.77 | 0.54 | 0.34 | 0.79 | 0.72 | 0.43 |

---

**Figure 4.** Distribution and variation of accuracy metrics after 20 repetitions. The Buzău study areas are shown in green; the Shizuoka study areas are shown in red. OOB out-of-bag error, AUC area under the curve, OA overall accuracy, Kappa kappa index of agreement.
by differences in the statistical properties of the explanatory variables associated with the landslide absence data, which impact the model outputs.

We also found that the results of LSM are more stable when selecting a representative number of samples, calculated for a margin of error of 1% and a confidence level of 95%. Repetition of the random sampling with this design 20 times resulted in low differences in accuracy measures. By contrast, the sampling strategy of one point per scarp and a balanced number of absences led to large interquartile ranges of accuracy metrics, with the results probably obtained by chance, which is obvious in one study area.

Received: 9 August 2021; Accepted: 23 December 2021
Published online: 08 February 2022

References
1. Froude, M. J. & Petley, D. N. Global fatal landslide occurrence from 2004 to 2016. Nat. Hazard. 18, 2161–2181 (2018).
2. Reichenbach, P., Rossi, M., Malamud, B. D., Mihir, M. & Guzzetti, F. A review of statistically-based landslide susceptibility models. Earth Sci. Rev. 180, 60–91 (2018).
3. Guzzetti, F., Carrara, A., Cardinali, M. & Reichenbach, P. Landslide hazard evaluation: A review of current techniques and their application in a multi-scale study. Central Italy. Geomorphology 31, 181–216 (1999).
4. Huang, Y. & Zhao, L. Review on landslide susceptibility mapping using support vector machines. CATENA 165, 520–529 (2018).
5. Nefeslioglu, H. A., Gokceoglu, C. & Somer, H. An assessment on the use of logistic regression and artificial neural networks with different sampling strategies for the preparation of landslide susceptibility maps. Eng. Geol. 97, 171–191 (2008).
6. Hussin, H. Y. et al. Different landslide sampling strategies in a grid-based bi-variate statistical susceptibility model. Geomorphology 253, 508–523 (2016).
7. Poli, S. & Sterlacchini, S. Landslide representation strategies in susceptibility studies using weights-of-evidence modeling technique. Nat. Resour. Res. 16, 121–134. https://doi.org/10.1007/s11053-008-9043-8 (2007).
8. Dou, J. et al. Different sampling strategies for predicting landslide susceptibilities are deemed less consequential with deep learning. Sci. Total Environ. 720, 137320 (2020).
9. Heckmann, T., Gegg, K., Gegg, A. & Becht, M. Sample size matters: Investigating the effect of sample size on a logistic regression susceptibility model for debris flows. Nat. Hazards Earth Syst. Sci. 14, 259–278. https://doi.org/10.5194/nhess-14-259-2014 (2014).
10. Shirzadi, A. et al. Uncertainties of prediction accuracy in shallow landslide modeling: Sample size and raster resolution. CATENA 178, 172–188. https://doi.org/10.1016/j.catena.2019.03.017 (2019).
11. Xing, Y. et al. Large-scale landslide susceptibility mapping using an integrated machine learning model: A case study in the Lvliang Mountains of China. Front. Earth Sci. 9, 722491 (2021).
12. Conoscenti, C. et al. Exploring the effect of absence selection on landslide susceptibility models: A case study in Sicily, Italy. Geomorphology 261, 222–235 (2016).
13. Budimir, M., Atkinson, P. & Lewis, H. A systematic review of landslide probability mapping using logistic regression. *Landslides* **12**, 419–436 (2015).
14. Lombardo, L., Fubelli, G., Amato, G. & Bonasera, M. Presence-only approach to assess landslide triggering-thickness susceptibility: A test for the Mili catchment (north-eastern Sicily, Italy). *Nat. Hazards* **84**, 565–588 (2016).
15. Lombardo, L. & Mai, P. M. Presenting logistic regression-based landslide susceptibility results. *Eng. Geol.* **244**, 14–24 (2018).
16. Zhu, A.-X. et al. A similarity-based approach to sampling absence data for landslide susceptibility mapping using data-driven methods. *CATENA* **183**, 104188 (2019).
17. Bornaextea, T., Rossi, M., Marchesini, I. & Alvioli, M. Effective surveyed area and its role in statistical landslide susceptibility assessments. *Nat. Hazard.* **18**, 2455–2469 (2018).
18. Steger, S. & Glade, T. In Advancing Culture of Living with Landslides (eds Mikos, M. et al.) 803–808 (Springer International Publishing, 2017).
19. Phillips, S. J. et al. Sample selection bias and presence-only distribution models: Implications for background and pseudo-absence data. *Ecol. Appl.* **19**, 181–197 (2009).
20. Van Den Eeckhaut, M. et al. Statistical modelling of Europe-wide landslide susceptibility using limited landslide inventory data. *Landslides* **9**, 357–369. https://doi.org/10.1007/s10346-011-0299-z (2012).
21. Hervás, J. In *Encyclopedia of Natural Hazards* (ed Bobrowsky, P. T.) 610–611 (Springer Netherlands, 2013).
22. Dhakal, A. S., Amada, T. & Aniya, M. Landslide hazard mapping and its evaluation using GIS: An investigation of sampling schemes for a grid-cell based quantitative method. *Photogramm. Eng. Remote. Sens.* **66**, 981–989 (2000).
23. Conoscenti, C. et al. Assessment of susceptibility to earth-flow landslide using logistic regression and multivariate adaptive regression splines: A case of the Belice River basin (western Sicily, Italy). *Geomorphology* **242**, 49–64 (2015).
24. Hong, H., Miao, Y., Liu, J. & Zhu, A.-X. Exploring the effects of the design and quantity of absence data on the performance of random forest-based landslide susceptibility mapping. *CATENA* **176**, 45–64 (2019).
25. Shao, X., Ma, S., Xu, C. & Zhou, Q. Effects of sampling intensity and non-slide/slide sample ratio on the occurrence probability of coseismic landslides. *Geomorphology* **363**, 107222 (2020).
26. Regmi, A. D., Yoshida, K., Pourghasemi, H. R., DhitaL, M. R. & Pradhan, B. Landslide susceptibility mapping along Bhalubang—Shiwapur area of mid-western Nepal using frequency ratio and conditional probability models. *J. Mt. Sci.* **11**, 1266–1285. https://doi.org/10.1007/s11629-013-2847-6 (2014).
27. Blahut, J., Van Westen, C. J. & Sterlacchini, S. Analysis of landslide inventories for accurate prediction of debris-flow source areas. *Geomorphology* **119**, 36–51 (2010).
28. Trigila, A. et al. *Landslide science and practice* 287–295 (Springer, 2013).
29. Petchko, H., Bell, R., Brenning, A. & Glade, T. Landslide susceptibility modeling with generalized additive models—facing the heterogeneity of large regions. *Landslides* *Eng. Slopes Protect. Soc. Improv. Underst.* **1**, 769–777 (2012).
30. Petchko, H., Brenning, A., Bell, R., Goetz, J. & Glade, T. Assessing the quality of landslide susceptibility maps—case study Lower Austria. *Nat. Hazard.* **14**, 95–118 (2014).
31. Ma, Y. Z. Simpson's paradox in natural resource evaluation. *Math. Geosci.* **41**, 193–213 (2009).
32. Cama, M., Lombardo, L., Conoscenti, C. & Rotigliano, E. Improving transferability strategies for debris flow susceptibility assessment: Application to the Saponara and Italcatchments (Messina, Italy). *Geomorphology* **288**, 52–65 (2017).
33. Sirbu, F., Drăguț, L., Oguchi, T., Hayakawa, Y. & Micu, M. Scaling land-surface variables for landslide detection. *Prog. Earth Planet. Sci.* **6**, 44 (2019).
34. Zuppano, V. et al. A landslide susceptibility analysis for Buzau County, Romania. *Revue Roumaine de Geographie/Rom. J. Geogr.* **58**, 9–16 (2014).
35. Shimizu, E., Yagi, K., Inokuchi, T. & Ogay, N. Landslide maps series 14 "Shizukuoka". *Technical Note of the National Research Institute for Earth Science and Disaster Resilience*, 221 (2002).
36. Uchiyama, S., Doshida, S., Oyagi, N. & Shimizu, F. The NIED landslide mapping team. (2012).
37. Oyagi, N., Uchiyama, S. & Ogura, M. Explanations of landslide distribution maps. *Technical note of the National Research Institute for Earth Science and Disaster Resilience*, Vol 394, 391–314 (2015).
38. NASA JPL (2013).
39. Catani, F., Lagomarsino, D., Segoni, S. & Tofani, V. Landslide susceptibility estimation by random forests technique: Sensitivity and scaling issues. *Nat. Hazard.* **13**, 2815–2831 (2013).
40. Olaya, V. In *Geomorphometry: Concepts, Software, Applications* Vol. 33 (eds Hengl, T. & Reuter, H. I.) 227–254, 141–169 (Elsevier, 2009).
41. Wang, J. et al. Earthquake-triggered landslides affecting a UNESCO natural site: The 2017 Jiuzhaigou earthquake in the World National Park, China. *J. Mt. Sci.* **15**, 1412–1428 (2018).
42. Yokoyama, R., Shirasawa, M. & Piike, R. J. Visualizing topography by openness: A new application of image processing to digital elevation models. *Photogramm. Eng. Remote. Sens.* **68**, 257–266 (2002).
43. McKeen, J. & Roering, J. Objective landslide detection and surface morphology mapping using high-resolution airborne laser altimetry. *Geomorphology* **57**, 331–351 (2004).
44. R Core Team. *R: A Language and Environment for Statistical Computing* http://www.R-project.org/ (R Foundation for Statistical Computing, 2017).
45. Beyer, H. L. Geospatial Modelling Environment (version 0.7.3.0) (software) http://www.spatialEcology.com/gme (2012).
46. Breiman, L. Random forests. *Mach. Learn.* **45**, 5–32 (2001).
47. Merghadi, A. et al. Machine learning methods for landslide susceptibility studies: A comparative overview of algorithm performance. *Earth-Sci. Rev.* **207**, 103225 (2020).
48. Hosmer, D. W. & Lemeshow, S. *Applied Logistic Regression* (Wiley, 2000).
49. Goetz, J., Brenning, A., Petchko, H. & Leopold, P. Evaluating machine learning and statistical prediction techniques for landslide susceptibility modeling. *Comput. Geosci.* **81**, 1–11 (2015).
50. Goodchild, M. F. The validity and usefulness of laws in geographic information science and geography. *Ann. Assoc. Am. Geogr.* **94**, 300–303 (2004).
51. Shu, H. et al. Integrating landslide typology with weighted frequency ratio model for landslide susceptibility mapping: A case study from Lanzhou city of northwestern China. *Remote Sens.* **13**, 3623 (2021).

**Acknowledgements**
This work was supported by a grant of Ministry of Research and Innovation, CNCS-UEFISCDI, project number PN-III-P4-ID-PCE-2016-0222, within PNCDI III.

**Author contributions**
L.D., T.O., and Y.H. conceived the presented idea. A.D. and L.D. designed the experiments. A.D., Y.H., and M.M. contributed to data acquisition and preparation. A.D. carried out the experiments. All authors contributed to
the interpretation of the results. L.D. took the lead in writing the manuscript. All authors discussed the results, commented on the manuscript, and approved the submitted version.

**Competing interests**
The authors declare no competing interests.

**Additional information**

**Correspondence** and requests for materials should be addressed to L.D.

**Reprints and permissions information** is available at [www.nature.com/reprints](http://www.nature.com/reprints).

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

[Open Access] This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit [http://creativecommons.org/licenses/by/4.0/](http://creativecommons.org/licenses/by/4.0/).

© The Author(s) 2022