Fundamental frequency sequence amplitude estimator for power and energy applications

Hafiz Ahmed1*, Zoheir Tir2, Samet Biricik3, Mohamed Benbouzid4,5

1 Nuclear Futures Institute, Bangor University, Bangor, Gwynedd, United Kingdom, 2 LEVRES Laboratory, University of El Oued, El Oued, Algeria, 3 Department of Electrical and Electronic Engineering, European University of Lefke, Lefke, Turkey, 4 University of Brest, UMR CNRS 6027 IRDL, Brest, France, 5 Logistics Engineering College, Shanghai Maritime University, Shanghai, China

* hafiz.ahmed@bangor.ac.uk, hafiz.h.ahmed@ieee.org

Abstract

A grid-synchronization-based fundamental frequency positive-sequence (FFPS) and negative-sequence (FFNS) amplitudes estimation technique is proposed for unbalanced and distorted grid. In this technique, the sequence amplitudes are extracted by extracting the phase-angle of the FFPS and FFNS components. The extracted phase-angles have DC and double frequency AC components. The AC component is filtered out by using a Moving Average Filter (MAF) of appropriate window length. From the extracted phase-angle, the unknown frequency can be estimated by using a suitable controller. A frequency-fixed equi-distant samples-based pre-loop filter is also applied to eliminate the effect of measurement offset. The proposed technique has a very simple structure and is easy to tune. Small-signal modeling-based stability analysis and gain tuning procedure are also provided. The proposed technique strikes a good balance between fast convergence and disturbance rejection capability. Comparative numerical simulation and experimental results with similar other techniques demonstrate the suitability and performance enhancement by the proposed technique.

Introduction

Grid-synchronization plays a vital role in the control of grid-connected power electronic systems. Synchronized or in-phase operation of the power electronic systems with the grid plays an important role in enhancing the overall operational efficiency of the system. Grid-synchronization technique extracts the parameters of the grid voltage signals which are then used inside the controller of grid-connected converters [1–7].

Owing to the importance of grid-synchronization in control and monitoring of grid-connected converters, several techniques are already proposed in the literature. Zero-crossing detection [8] is one of the pioneering technique in this area. By detecting the transition of the signal from negative to positive, this technique can estimate the frequency in real-time. Various power quality disturbances can adversely affect the performance. To overcome these limitations, this technique has been enhanced with Kalman filter in [9]. In this approach, a Kalman filter is used to generate quadrature signals and then zero-crossing detection is applied.
to the signals for frequency estimation. However, this technique can be sensitive to DC offset which is often caused by the current transformer saturation.

In steady-state operation, the power grid is quasi-periodic with known nominal period. This makes discrete Fourier transform type techniques [10] a very suitable tool for grid-synchronization application. As large number of samples need to be stored, this type of techniques typically have large memory and consequently high processing power requirement. This can be problematic for low-cost real-time hardware. In the off-nominal case, the performance can be improved by using variable sampling operation. Output filters of converters are typically designed by assuming a fixed sampling frequency condition. As a result, variable sampling frequency operation can be problematic for the overall converter control system.

Using simple trigonometric manipulation, the grid voltage signals can be easily modeled into parametric form with time-varying regressors. This enabled the application of least-square type algorithms [11, 12] for grid-synchronization applications. In the nominal condition, the regressor matrix size is low. However, in the off-nominal case, the regressor matrix can be very large. This necessitates storing a large number of samples. Moreover, real-time computation of large number of samples can be highly computationally demanding. Least-square techniques can handle time-varying nature of the grid voltage parameters by using variable forgetting factor or covariance resetting mechanism. Kalman filter [11] can directly tackle this problem without using any forgetting factor or resetting mechanism. Kalman filter has excellent noise robustness property, however, its tuning requires accurate information of the process and measurement noise covariance properties. This may not be always easily available. Recently, it has been shown experimentally in [13] that least-square technique with integral of the estimation error cost-function achieves better noise robustness than Kalman filter. Linear observer [14] can provide fast detection, however, has a sensitivity to unmodeled dynamics such as harmonics.

Phase-Locked Loop (PLL) [15–18] is another technique that is extremely popular in the literature. Out of various PLL techniques available in the literature, Synchronous Reference Frame (SRF)-PLL [15] is undoubtedly the most used one. SRF-PLL uses the Park transformation the phase detector and the output is passed through a low-pass filter to extract the unknown grid frequency. In the balanced grid case, SRF-PLL has excellent dynamic and steady-state performances. However, the performance deteriorates in the presence of disturbances such as unbalance, harmonics, etc. To overcome the limitations of SRF-PLL, one potential solution is to use additional band-pass filters such as self-tuning filter [19], second-order generalized integrator [20], adaptive notch filter (ANF) [21], etc. These filters are typically applied in the stationary reference frame to extract the Fundamental Frequency Positive Sequence (FFPS) component. SRF-PLL then extracts the unknown frequency from the FFPS component. In the presence of band-pass filters, the tuning of PLL can be complicated. Unlike the band-pass filters, Moving Average Filter (MAF) is typically employed in the synchronous reference frame [22] to mitigate the negative effect of unbalance. Depending on the window length of the MAF, MAF-PLL can completely eliminate the harmonics and DC offset. However, MAF-PLL has a relatively slow dynamic response.

PLL’s phase detector works in a closed-loop fashion. Unlike PLL, demodulation technique’s phase detector works in an open-loop manner [23]. In demodulation, undesired high frequency component of the phase detector output is filtered through a low-pass filter. For effective cancellation of undesired components, the cut-off frequency of the filter needs to be high. This reduces the overall bandwidth of demodulation resulting in a slow dynamic response. To overcome this limitation, frequency-adaptive demodulation is proposed in [24]. This increases the bandwidth, however, it is only applicable for single-phase systems. Authors in [24] used three single-phase demodulation blocks to tackle three-phase system, however, this is not a
constructive way to deal with a three-phase system as the computational burden is high. Recently, high bandwidth demodulation technique was proposed in [25], however, it is not capable of handling unbalance. Similar to classical demodulation, many other open-loop grid-synchronization techniques are available in the literature [26, 27]. Open-loop techniques have fast convergence and unconditional stability. However, to achieve exact-synchronization, the frequency is often fed back to the filtering part of the open-loop technique. This results in a quasi open-loop structure for the overall system. As a result, unconditional stability property is no longer valid.

From the discussions so far, it is evident that there is a demand of grid-synchronization technique that can work under an unbalanced and distorted grid with potential DC offset rejection capability. This work, therefore, focuses on developing such a technique. For this purpose, this work proposes an enhanced phase detector inspired by the quasi type-1 PLL (QT1-PLL) [28, 29] that can extract both the FFPS and FFNS phase-angle using extended Park-type transformation. The extracted phase-angles have a double frequency component. This can be removed either by using a low-pass filter or a moving-average filter. The advantage of using a moving-average filter is that it can completely eliminate even-order harmonics for a suitably selected window length. The filtered FFPS/FFNS phase-angle can be used to extract the unknown grid frequency by passing it through an appropriate proportional controller. This choice of controller differentiates the proposed solution from that of PLL and FLL where proportional-integral and integral controllers are used, respectively. Finally, equidistant samples-based DC offset rejection Small-signal modeling-based tuning is proposed for the developed PLL. The proposed technique has a simple structure and is easy to implement. It can extract both FFPS and FFNS components without using any complicated filtering techniques such as orthogonal signal generator [30, 31] and/or cross-coupling observer/filter [17]. Moreover, it also doesn’t require any parallel structure of filter/observer-bank for harmonic robustness [32]. This makes the proposed technique very simple to implement in low-cost embedded devices. The proposed method has a very simple gain tuning procedure as it has only one tunable gain. To facilitate the tuning, a small-signal model is developed that can be used for phase margin-based tuning. Moreover, by using same phase margin-based fair gain tuning, we have showed that the proposed PLL strikes a good balance between fast convergence and disturbance rejection capability compared to similar other techniques.

The proposed technique uses MAF to filter out the high frequency component. Many other PLLs use a similar approach such as MAF-PLL [33], QT1-PLL [28], Total QT1-PLL (TQT1-PLL) [22], MAF-based sequence estimator [34], DDSRF-PLL [17, Figure 19] with in-loop MAF, etc. Standard MAF and QT1-PLL can extract only FFPS component whereas the proposed technique can estimate both FFPS and FFNS amplitudes. TQT1-PLL has a similar sequence extraction capability like the proposed technique, however, it is very sensitive to sub- and inter-harmonics due to the use of reduced window length DSC block for sequence separation. A priori knowledge of harmonics is required for designing the MAFs in [34], however, no such knowledge is required for the proposed technique. DDSRF-PLL and the proposed technique has similar rotational speed but the proposed technique has a simple decoupling structure. Unlike DDSRF-PLL, no cross-coupling of the filtered variables are used which makes the proposed technique suitable for low sampling frequency operation [35]. Moreover, the proposed technique has a fast dynamic response thanks to proportional controller-based loop filter as opposed to proportional-integral-type loop-filter in DDSRF-PLL. These features differentiate the proposed method with respect to the relevant existing literature.
Development of the proposed PLL

In the stationary reference frame \((\alpha, \beta)\), the unbalanced three-phase grid voltages can be written as:

\[
V_\alpha = v_{\alpha 0} + v^+ \cos(\theta^+) + v^- \cos(\theta^-),
\]

\[
V_\beta = v_{\beta 0} + v^+ \sin(\theta^+) - v^- \sin(\theta^-),
\]

where the superscript +/- denotes positive/negative sequence, measurement offsets are denoted by \(v_{\alpha 0}\) and \(v_{\beta 0}\), and \(\theta = \omega t + \phi\), \(v\), \(\omega\) and \(\phi\) represent the amplitude, angular frequency and phase angle, respectively. Nominal value of the angular frequency is denoted by \(\omega_n\).

In this work, grid-synchronization-based FFPS and FFNS amplitudes estimation are considered. For this purpose, amplitudes of the FFPS and FFNS components, i.e., \(v^+\) and \(v^-\), need to be extracted from the measured voltages \(V_\alpha\) and \(V_\beta\).

FFPS and FFNS phase angle detector

In this Section, first, we assume that unbiased measurements are available, i.e., no DC offset in Eq (1). Elimination of the offset will be considered later on. Let us consider the following auxiliary signals:

\[
SC = \sin(\hat{\omega} t) + \cos(\hat{\omega} t),
\]

\[
CS = \cos(\hat{\omega} t) - \sin(\hat{\omega} t),
\]

where \(\hat{\omega}\) is the estimated frequency. With respect to the auxiliary signals (2a) and (2b), let us consider the following transformation:

\[
\begin{bmatrix}
    v^+ \\
    v^-
\end{bmatrix}
= \frac{1}{2}
\begin{bmatrix}
    1 & 1 & 1 & 1 \\
    1 & -1 & 1 & -1 \\
    -1 & 1 & -1 & 1 \\
    1 & 1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
    -SC & 0 \\
    CS & 0 \\
    0 & SC
\end{bmatrix}
\begin{bmatrix}
    V_\alpha \\
    V_\beta
\end{bmatrix}.
\]

Similar to the conventional Park transformation-based phase detector, Eq (3) serves as the phase detector for the proposed approach. For further development in this section, let us assume that the PLL is in quasi-locked condition i.e. \(\omega \approx \hat{\omega}\). To explain the operation of the proposed phase detector, let us consider the following signals obtained by multiplying the second and third matrices in the r.h.s. of Eq (3):

\[
V^+_s = -V_s V^+_\alpha,
\]

\[
= \frac{V^+}{2} \left[ \sin \left( (\omega - \hat{\omega}) t + \phi^+ \right) - \sin \left( (\omega + \hat{\omega}) t + \phi^+ \right) - \cos \left( (\omega + \hat{\omega}) t + \phi^+ \right) \right] +
\frac{V^-}{2} \left[ \sin \left( (\omega - \hat{\omega}) t + \phi^- \right) - \sin \left( (\omega + \hat{\omega}) t + \phi^- \right) - \cos \left( (\omega + \hat{\omega}) t + \phi^- \right) \right] -
\left( \frac{V^+}{2} + \frac{V^-}{2} \right) \cos \left( (\omega - \hat{\omega}) t + \phi^+ \right).
\]
\[ V^2_a = V_a^2, \]
\[ = \frac{V^+}{2} \{ \sin((\omega - \dot{\omega})t + \phi^+) - \sin((\omega + \dot{\omega})t + \phi^+) + \cos((\omega - \dot{\omega})t + \phi^+) \} + \frac{V^-}{2} \{ \sin((\omega - \dot{\omega})t + \phi^-) - \sin((\omega + \dot{\omega})t + \phi^-) + \cos((\omega - \dot{\omega})t + \phi^-) \} + \left( \frac{V^+}{2} + \frac{V^-}{2} \right) \cos((\omega + \dot{\omega})t + \phi^+). \]  

\[ V^2_\beta = V_\beta^2, \]
\[ = \frac{V^+}{2} \{ \sin((\omega + \dot{\omega})t + \phi^+) + \sin((\omega - \dot{\omega})t + \phi^+) + \cos((\omega + \dot{\omega})t + \phi^+) \} - \frac{V^-}{2} \{ \sin((\omega + \dot{\omega})t + \phi^-) + \sin((\omega - \dot{\omega})t + \phi^-) + \cos((\omega + \dot{\omega})t + \phi^-) \} - \left( \frac{V^+}{2} - \frac{V^-}{2} \right) \cos((\omega + \dot{\omega})t + \phi^+). \]  

\[ V^2_\delta = V_\delta^2, \]
\[ = \frac{V^+}{2} \{ \sin((\omega - \dot{\omega})t + \phi^+) + \sin((\omega + \dot{\omega})t + \phi^+) + \cos((\omega + \dot{\omega})t + \phi^+) \} - \frac{V^-}{2} \{ \sin((\omega - \dot{\omega})t + \phi^-) + \sin((\omega + \dot{\omega})t + \phi^-) + \cos((\omega + \dot{\omega})t + \phi^-) \} - \left( \frac{V^+}{2} - \frac{V^-}{2} \right) \cos((\omega - \dot{\omega})t + \phi^+). \]  

From the signals (4a)–(4d) and by considering \( \omega - \dot{\omega} \approx 0 \) and \( \omega + \dot{\omega} \approx 2\dot{\omega} \), the following signals can be obtained by simple algebraic manipulation which is given in the first matrix in the right hand side of Eq (3):

\[ v^+_s = \frac{1}{2} \left\{ \left( V^2_s + V^2_\beta \right) + \left( V^2_\beta + V^2_s \right) \right\}, \]
\[ \approx V^+ \sin(\phi^+) - V^- \sin(2\dot{\omega}t + \phi^-). \]  

\[ v^+_c = \frac{1}{2} \left\{ \left( V^2_c + V^2_s \right) - \left( V^2_s + V^2_c \right) \right\}, \]
\[ \approx V^+ \cos(\phi^+) + V^- \cos(2\dot{\omega}t + \phi^-). \]  

\[ v^-_s = \frac{1}{2} \left\{ \left( V^2_s - V^2_\beta \right) + \left( V^2_\beta - V^2_s \right) \right\}, \]
\[ \approx V^+ \sin(\phi^-) - V^- \sin(2\dot{\omega}t + \phi^+). \]  

\[ v^-_c = \frac{1}{2} \left\{ \left( V^2_c - V^2_s \right) + \left( V^2_s - V^2_c \right) \right\}, \]
\[ \approx V^+ \cos(\phi^-) + V^- \cos(2\dot{\omega}t + \phi^+). \]  

From signals (5a)–(5d), it is clear that each signal is composed of a DC component together with a double frequency component. The double frequency components can be removed by a
moving average filter (MAF) with appropriate window length. In obtaining Eqs (5a)–(5d), odd-harmonics are not considered. If considered, then, odd-harmonics will appear as double the fundamental frequency AC harmonic components in Eqs (5a)–(5d). An advantage of MAF is that it can remove double the fundamental frequency harmonic AC components from Eqs (5a)–(5d) if the window length is selected as \( T_w = 0.5T \), where \( T \) is the signal period. Hence, MAF is selected in this work to enhance the harmonic performance improvement. The transfer functions of the continuous-time and discrete-time MAF are given by:

\[
G_f(s) = \frac{1 - e^{-T_w s}}{T_w s}, \quad (6a)
\]

\[
G_f(z) = \frac{1 - z^{-N}}{N(1 - z^{-1})}, \quad (6b)
\]

where \( N \) is the number of samples inside the window \( T_w \). By passing the signals (5a)–(5d) through the MAF (6b), the DC signals (7)–(10) are obtained:

\[
v_f^+ \approx V^+ \sin(\phi^+), \quad (7)
\]

\[
v_f^+ \approx V^+ \cos(\phi^+), \quad (8)
\]

\[
v_f^- \approx V^- \sin(\phi^-), \quad (9)
\]

\[
v_f^- \approx V^- \cos(\phi^-). \quad (10)
\]

These DC signals can be used for the PLL implementation.

**Pre-loop frequency-fixed DC offset rejection**

In developing the proposed phase detector, no DC offset has been assumed. However, this may not be the case in practice due to various reasons. So, eliminating the DC offset is considered in this Section. In the PLL literature, several solutions are proposed to eliminate the DC offset. Out of them, some popular choices are based on additional integrator [36], low-pass filter [37], delayed signal cancellation [22, 30] etc. Out of these choices, DSC is a particularly suitable solution as it can be implemented as a pre-loop filter and has no tuning gain, thereby reducing the tuning simplicity unlike LPF or additional integrator-based solutions. As such, this approach has been adopted here. In the conventional DSC-based DC offset rejection approach, half-cycle delayed signals are used. Recently, in [31, 38, 39], an alternative approach has been presented where DC offset rejection can be done using an arbitrary length of delay. As such, the modified DSC approach is adopted in this work. For this purpose, let us consider two successively delayed samples of the Clarke-transformed grid voltages (1) with delay \( \tau > 0 \):

\[
V_x^+ = V_x(t - \tau), \quad (11)
\]

\[
= v_{x0} + v^+ \cos(\theta^+ - \omega \tau) + v^- \cos(\theta^- - \omega \tau),
\]

\[
V_x^+ = V_x(t - 2\tau), \quad (12)
\]

\[
= v_{x0} + v^+ \cos(\theta^+ - 2\omega \tau) + v^- \cos(\theta^- - 2\omega \tau),
\]

\[
V_x^- = v_{x0} + v^+ \sin(\theta^+ - \omega \tau) - v^- \sin(\theta^- - \omega \tau), \quad (13)
\]

\[
V_x^- = v_{x0} + v^+ \sin(\theta^+ - 2\omega \tau) - v^- \sin(\theta^- - 2\omega \tau). \quad (14)
\]
From the Clark-transformed voltages and the consecutively delayed samples, one can find that:

\[ V_a - 2\cos(\omega t)V_a^\pi + V_a^\pi = -2v_{a0}(\cos(\omega t) - 1), \]  
\[ V_\beta - 2\cos(\omega t)V_\beta^\pi + V_\beta^\pi = -2v_{\beta0}(\cos(\omega t) - 1). \]  

Then, the DC offsets can be estimated as:

\[ \hat{v}_{a0} = \frac{V_a - 2\cos(\omega t)V_a^\pi + V_a^\pi}{-2(\cos(\omega t) - 1)}, \]  
\[ \hat{v}_{\beta0} = \frac{V_\beta - 2\cos(\omega t)V_\beta^\pi + V_\beta^\pi}{-2(\cos(\omega t) - 1)}. \]

By subtracting the estimated DC offsets from the measured voltages, offset-free voltages can be obtained. Offset estimation Eqs (17) and (18) are frequency dependent. To avoid any coupling between the pre-loop DC estimation and the in-loop frequency estimation, frequency-fixed implementation of (17) and (18) are preferable. This will necessitate in-loop compensation when the grid frequency varies from the nominal value. For this purpose, quantification of the frequency variation-induced error is required. This can be done by considering the transfer function of estimator in the phasor-form. Let us consider that \( \tau = T_n/4 \) with \( T_n \) being the nominal period. Then, transfer function of DC offset-free voltage estimator in the phasor-form can be obtained as:

\[ G_{DC}(s) = \frac{\hat{V}_{a0}(s)}{\hat{V}_{a0}(s)} = 0.5(1 - e^{-\tau s}), \]

where \( \hat{\cdot} \) and the superscript \( \theta \) indicate DC offset-free estimation. Let us denote that \( \omega = \omega_n + \tilde{\omega} \) with \( \tilde{\omega} \) being the deviation from the nominal value. Then, the magnitude and phase of the transfer function (19) w.r.t. the frequency deviation can be obtained as:

\[ |G_{DC}(j\omega)| = \cos(\tau\tilde{\omega}) \approx 1 - \frac{\tilde{\omega}^2}{2}, \]  
\[ \phi_{DC}(j\omega) = -\tau\tilde{\omega}. \]

In obtaining (20), small-angle approximation is used, i.e., \( \cos(x) = 1 - \frac{x^2}{2} \). Eqs (20) and (21) quantify the frequency deviation-induced errors when nominal frequency is used in estimating the DC offsets in (17) and (18). These errors need to be compensated in-loop to obtain error-free estimation of the signal parameters.

**Implementation in a PLL**

As shown previously, the proposed phase detector gives four DC signals that are related to the FPPS and FFNS components. From these DC signals, the uncompensated FFPS and FFNS amplitudes and FPPS phase angle can be estimated as:

\[ \hat{v}^+ = \sqrt{(v^+_a)^2 + (v^+_\beta)^2}, \]  
\[ \hat{v}^- = \sqrt{(v^-_a)^2 + (v^-_\beta)^2}. \]  
\[ \hat{\phi}^+ = \text{atan}2(v^+_a, v^+_\beta). \]
The estimated FFPS phase angle can be considered as a mismatch between the input \( \hat{\theta} \) and the output \( \hat{\omega}t \). By passing this mismatch through a proportional controller with gain \( \Omega > 0 \), the frequency deviation and consequently the actual frequency can be estimated as:

\[
\hat{\omega} = \Omega \hat{\varphi} + \omega_n, \tag{25}
\]

where \( \Omega > 0 \) is the tuning gain. Then, using \( \hat{\varphi} \) and \( \hat{\omega} \), the uncompensated instantaneous phase angle of the FFPS component can be estimated:

\[
\hat{\vartheta}^+ = \hat{\omega}t + \hat{\varphi}^+. \tag{26}
\]

By taking into account the phase and amplitude error (cf. (20) and (21)) induced by the frequency-fixed operation of the pre-loop filter, the compensated amplitude and phase can angle can be found as:

\[
\hat{\nu}_c^+ = \sqrt{(\nu_f^+)^2 + (\nu_f^c)^2} \left(1 - \frac{\nu_c^2}{2} \hat{\vartheta}^2 \right)^{1/2}, \tag{27}
\]

\[
\hat{\nu}_c^- = \sqrt{(\nu_f^-)^2 + (\nu_f^-)^2} \left(1 - \frac{\nu_c^2}{2} \hat{\vartheta}^2 \right)^{1/2}, \tag{28}
\]

\[
\hat{\vartheta}^+ = \hat{\omega}t + \hat{\varphi}^+ + \tau \hat{\vartheta}, \tag{29}
\]

where the subscript \( c \) stands or compensated value.

A block diagram of the proposed technique is given in Fig 1. In obtaining the DC signals (7)–(10), it has been assumed that the window length of MAF is equal to the nominal grid frequency period. However, in the presence of off-nominal harmonics and/or unbalance, small-amplitude oscillation in the estimated parameters are inevitable. In this case, frequency-adaptive MAF can be used and is considered in this work.

**Small-signal modeling**

To develop the small-signal model of the proposed PLL, let us consider the block diagram of the proposed technique given in Fig 1.

The FFPS phase angle can be written as \( \varphi^+ = \theta^+ - \hat{\omega}t \). As a result, the proposed phase angle detector takes \( \theta^+ \) as the input and \( \hat{\omega}t \) as the feedback signal. However, in the presence of
unbalanced voltages, negative sequence AC components will appear which can be filtered out by MAF to extract the DC components. DC components $V_{f^+}^+$ and $V_{f^+}^-$ are passed by the arctangent block which linearizes the phase detector output. As a result, Fig 2 can be considered as the small-signal model of the proposed technique where a synchronous reference frame version of the transfer function (19) [30, 40] is used. According to Fig 2, by using block diagram reduction algebra, the open-loop transfer function is given by:

$$G(s) = \frac{G_f(s)}{1 - G_f(s)(1 + \Omega \tau) \left( \frac{\Omega}{s} + 1 \right)}.$$

To validate the small-signal model, let us consider a $+15^\circ$ phase change. Results of the simulation are given in Fig 3. Based on the results in Fig 3, it can be claimed that the small-signal model is very accurate.
Parameter tuning

The proposed technique has one parameter to tune which is \( \Omega \). To tune this parameter, a settling time-based criterion is used. In this approach, a 1 Hz step change is considered and the corresponding 2\% settling time is obtained. Settling time variation w.r.t. varying \( \Omega \) and the corresponding open-loop phase margin are given in Fig 4. From Fig 4 it can be found that for \( \Omega = 91 \), the settling time has been found to be \( \approx 30 \text{msec.} \), which is the fastest convergence time. This value of \( \Omega \) results in a phase margin of \( \approx 35.5^\circ \) which is within the recommended 30\(^\circ\)–60\(^\circ\) range. As such, this value has been selected.

Results and discussion

In this Section, Matlab/Simulink-based numerical simulation and hardware-based experimental studies are considered. As comparative techniques, Cascaded delayed signal cancellation (CDSC)-PLL [40] and quasi type-1 (QT1)-PLL [28] are selected. Control parameters are given in Table 1. For the sake of fair gain tuning, all the techniques are tuned using the same phase margin. The comparative techniques are implemented using a fixed-step solver with a sampling frequency of 10 kHz.

Table 1. Parameter values of the selected PLL techniques.

|                  | QT1 | CDSC | Proposed |
|------------------|-----|------|----------|
| Frequency Gain   | 71  | 99   | 91       |
| MAF Window Length| \( T \) | \( \frac{T}{2} \) | \( \frac{T}{2} \) |
| DSC Window Length| –  | \( \frac{T}{2} \) | \( \frac{T}{2} \) |
| Phase Margin     | \( \approx 35.5^\circ \) | | |

https://doi.org/10.1371/journal.pone.0270851.t001
Fig 5. Comparative numerical simulation results for balanced to unbalanced and distorted test. A: Grid voltages. B: Estimated frequency. C: FFPS phase estimation error. D: Estimated FFPS and FFNS amplitudes.

https://doi.org/10.1371/journal.pone.0270851.g005
Simulation results

Balanced to unbalanced and distorted test. In this test, initially the grid is balanced. Suddenly, the grid become unbalanced and distorted with $\tilde{V}^{+1} = 0.733/5^\circ$ [p.u.], $\tilde{V}^{-1} = 0.211/50.4^\circ$ [p.u.], $\tilde{V}^{+5} = 0.054/45^\circ$ [p.u.], $\tilde{V}^{+7} = 0.023/60^\circ$ [p.u.], and $\tilde{V}^{+11} = 0.019/90^\circ$ [p.u.], 0.012 [p.u.] 20Hz sub-harmonics, and 0.009 [p.u.] 270Hz inter-harmonics. At the same time, grid frequency also experienced a jump of +1 Hz in frequency. Comparative numerical simulation results are given in Fig 5. Despite the grid being heavily distorted, no steady-state oscillation in the estimated frequency can be observed for the proposed technique and the QT1. However, the same can not be said for CDSC. In calculating the settling time band, we have used the steady-state oscillation value of CDSC. As given in Table 2, the proposed method has roughly 50% faster convergence compared to the selected techniques despite tuned using the same open-loop gain. In this paper, estimation of the FFPS and FFNS component amplitudes are considered. The proposed technique estimated both sequence amplitudes in $\approx 1$ cycle. This shows the suitability of the proposed method in monitoring grid unbalance.

Unbalanced and distorted to balanced test. In this test, initially the grid is unbalanced and distorted as per the condition specified in the previous test. Suddenly, the grid becomes balanced and the grid frequency returns to the nominal value. Comparative numerical simulation results are given in Fig 6. The proposed technique can quickly detect the change in the grid and showed the fastest convergence speed in terms of frequency and phase estimation. Same as the previous test, the proposed technique estimated the FFPS and FFNS amplitudes in $\approx 1$ cycle.

A qualitative performance comparison of the selected techniques are given in Table 3. Since the comparative techniques can not extract FFNS component, comparing the computational complexity of these techniques with the proposed method would be unfair. If only FFPS component estimation is considered, QT1-PLL [28] and the proposed technique have similar computational complexity. However, CDSC-PLL[40] has a higher computational effort as multiple DSC blocks are involved. Moreover, only certain sampling frequencies can be used to avoid fractional delay in implementing the DSC blocks. This also contributes to additional design complexity in selecting the filter components of the power converter as they are related to the sampling and switching frequencies. This is not the case for the proposed method and the QT1-PLL. In addition, two Park transformation blocks are needed for the CDSC-PLL whereas QT1-PLL and the proposed method use one Park transformation. Despite having similar computational complexity, the proposed method has faster dynamic response compared to QT1-PLL. In addition, FFNS component estimation is another distinct feature of the proposed method compared to QT1-PLL and CDSC-PLL.

### Table 2. Comparative time-domain simulation summary of the selected techniques.

| Attributes |
|------------|
| QT1 | CDSC | Proposed |

| Test-I: Balanced to Unbalanced Grid |
|-----------------------------------|
| Frequency Settling Time (msec.) | 40.2 | 40.2 | 24.7 |
| Phase Settling Time (msec.)     | 43.5 | 41.5 | 21.4 |
| Total Harmonic Distortion       | 0.29% | 0.42% | 0.29% |

| Test-II: Balanced to Unbalanced and Biased Grid |
|-----------------------------------------------|
| Frequency Settling Time (msec.) | 57.8 | 24.2 | 19.4 |
| Phase Settling Time (msec.)     | 44.6 | 23.4 | 20.4 |

https://doi.org/10.1371/journal.pone.0270851.t002
Fig 6. Comparative numerical simulation results for unbalanced and distorted to balanced test. A: Grid voltages. B: Estimated frequency. C: FFPS phase estimation error. D: Estimated FFPS and FFNS amplitudes.

https://doi.org/10.1371/journal.pone.0270851.g006
Experimental results

The considered experimental test bench is shown in Fig 7. Here, a PWM-controlled three-phase inverter is used to emulate the adverse grid voltage signal. The voltage sensors are used to measure the voltages at the load side. The control systems as well as the comparative techniques are implemented on a dSPACE 1104 real-time platform using 10 kHz sampling frequency. Technical details of the setup are given in Table 4. Results are exported to Matlab for plotting.

To validate the theoretical development, three experimental tests are considered. In the first test, a -2Hz frequency step is considered. From the comparative experimental results as shown in Fig 8, one can find that both CDSC and the proposed method have roughly 1.5 cycles convergence time while it is two times higher for QT1. However, unlike CDSC, the proposed technique does not have any visible steady-state oscillation.

In the second test, a large voltage sag is considered. Fig 9 shows the results for -0.5p.u. voltage sag. The proposed technique converged significantly faster than CDSC and QT1. Similar to simulation results, very fast convergence can be observed for the sequence amplitudes estimation.

Table 3. Qualitative performance comparison of selected PLLs.

| Attributes            | QT1   | CDSC  | Proposed |
|-----------------------|-------|-------|----------|
| Dynamic Response      | Good  | Better| Best     |
| Harmonic Robustness   | Very Good | Good  | Very Good |
| FFNS Amplitude Estimation | No    | No    | Yes      |

https://doi.org/10.1371/journal.pone.0270851.t003

Fig 7. Test setup.

https://doi.org/10.1371/journal.pone.0270851.g007
In the final test, diode-rectifier nonlinear load is added to generate harmonics in the measured voltages. Moreover, the fundamental component amplitude also changed. Experimental results are shown in Fig 10. They show that the proposed technique has a very high disturbance rejection capability. The estimated frequency contains almost no ripple despite the grid being highly distorted. It has faster convergence than QT1 and CDSC. This validates the excellent harmonics disturbance rejection capability of the proposed technique.

**Conclusion**

A grid-synchronization-based FFPS and FFNS sequence amplitudes estimator was proposed in this work. The sequence extractor relies on an enhanced phase detector that is inspired by the phase detector of the QT1-PLL. Moreover, it has a similar rotational speed as that of the

| Table 4. System parameters. |
|-----------------------------|
| **Parameter**               | **Value**                          |
| DC-Link voltage            | $V_{dc} = 310$ V                   |
| Inverter voltage           | 110 V (rms)                        |
| LCL filter                 | Inverter and load side $L = 3$ mH, $C = 84 \mu F$ |
| Inverter rating            | 20 kVA                             |
| Frequency                  | Sampling and Switching: 10 kHz     |
| Load parameter             | $R = 167$ Ohm                      |

https://doi.org/10.1371/journal.pone.0270851.t004

![Table 4. System parameters.](https://doi.org/10.1371/journal.pone.0270851.t004)

In the final test, diode-rectifier nonlinear load is added to generate harmonics in the measured voltages. Moreover, the fundamental component amplitude also changed. Experimental results are shown in Fig 10. They show that the proposed technique has a very high disturbance rejection capability. The estimated frequency contains almost no ripple despite the grid being highly distorted. It has faster convergence than QT1 and CDSC. This validates the excellent harmonics disturbance rejection capability of the proposed technique.

**Conclusion**

A grid-synchronization-based FFPS and FFNS sequence amplitudes estimator was proposed in this work. The sequence extractor relies on an enhanced phase detector that is inspired by the phase detector of the QT1-PLL. Moreover, it has a similar rotational speed as that of
SRF-PLL. It can accurately extract the FFPS/FFNS phase-angles and based on that estimates the unknown grid frequency. It has a very good harmonic robustness property and can eliminate the effect of DC offset. Using various challenging test scenarios such as voltage unbalance, harmonics, DC offset, and frequency variation, the performance of the proposed technique was evaluated and compared with similar other MAF-based PLLs. Comparative results show that the proposed technique strikes a good balance between fast convergence and disturbance rejection capability. The proposed PLL is a type-2 control system. Further work is needed to make it type-3. This issue will be considered as future work.

Fig 9. Comparative experimental results for voltage sag test. A: Grid voltages. B: Estimated frequencies. C: Estimated FFPS and FFNS amplitudes.

https://doi.org/10.1371/journal.pone.0270851.g009
Fig 10. Comparative experimental results for nonlinear diode-rectifier load. A: Grid voltages. B: Estimated frequencies. C: Estimated FFPS and FFNS amplitudes.

https://doi.org/10.1371/journal.pone.0270851.g010
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