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Abstract
Digital technology organizations often use A/B tests to guide their product and business decisions. In e-commerce, it is a common pitfall to ignore dependent transaction/item value and size that arises when one measure changes to key performance indices such as Average Basket Value (ABV), Average Basket Size (ABS), and Average Selling Price (ASP). We present empirical evidence on dependent transaction value/size, its impact on measurement uncertainty, and practical implications on A/B test outcomes if left unmitigated. By making the evidence available, we hope to drive awareness of the pitfall among experimenters in e-commerce and hence the adoption of many established mitigation approaches.

1 Introduction
A/B tests have become popular among digital technology organizations in measuring the impact of their products/services and guiding business decisions [1]. In an A/B test, we randomly split incoming users into a treatment and a control group. We calculate some decision metric(s) based on responses from both groups and compare the metrics using a statistical test to draw causal statements about the treatment.

Here we focus on A/B tests in e-commerce. Similar to many digital technology organizations, e-commerce organizations aim to provide a consistent user experience, and hence randomization in A/B tests is generally done on a per-user basis. On the other hand, e-commerce organizations are unique as they feature physical inventories and thus track a set of Key Performance Indices (KPIs) that are transaction- or item-based. These KPIs include Average Basket Value (ABV), Average Basket Size (ABS), and Average Selling Price (ASP).

Experiments that measure changes to ABV, ABS, and ASP often feature dependent responses. In these experiments, the responses (or analysis units) are at a more granular transaction- or item-level than the randomization units, which are at a user level. Given a user can make many transactions and purchase many items during an experiment, the value of these transactions and items are likely to be correlated based on the user’s preference. This creates a local dependence structure between users and transactions/items, which violates the usual independent and identically distributed (i.i.d. hereafter) assumptions in common statistical tests that A/B tests employ (e.g., a Student’s t-test). If left unmitigated, it risks experimenters having wrong estimates of sampling uncertainty and hence making wrong conclusions from a statistical test.

Having dependent responses in experiments due to differences in granularity between randomization and analysis units is not a recent revelation [2]. In some sense, one may regard such a setup as a cluster-randomized controlled experiment, where an experimenter randomly assigns clusters of transactions or items belonging to the same user to the A/B test groups. In terms of obtaining an unbiased estimate for
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1 Average amount spent by a user per transaction/basket. Also known as Average Order Value (AOV).
2 Average number of items purchased by a user per transaction/basket. Also known as Average Order Size (AOS).
3 Average price per item sold.
4 In such a setup, the size of a cluster can be zero and would only be determined after the experiment ends. This is due to experimenters not able to control how much a user buys on the website.
the sampling uncertainty, many viable approaches already exist: experimenters in medicine, economics, and social sciences often employ a crossed random effects model [3] or cluster robust standard errors [4]. Meanwhile, those in digital technology prefer using bootstrap [5] or the delta method [6] to estimate the sample variance and the standard error due to their ability to scale to large datasets and relatively lack of model assumptions.

Despite the number of work dedicated to dependent responses in digital experiments, there is little published evidence specifically in the context of A/B tests in e-commerce. Most of the work available is based on the context of A/B tests in digital advertising and content, where experimenters randomize by users and analyze by sessions or page views [5, 6]; or social networks, where experimenters randomize and analyze both by users whose responses may correlate via their social connection(s) [7]. We believe the lack of evidence contributes to insufficient awareness of the issue from experimenters in this area.

This work aims to address this gap in the literature by presenting some empirical evidence from e-commerce A/B tests. We show, via a real dataset from ASOS.com, a global fashion e-tail company, that the value of transactions and items made by the same user are often positively correlated (Section 2). Such a local dependence structure can lead to the standard error being up to 3.70 times the vanilla standard error calculated under i.i.d. assumptions. Moreover, we observe the increase in response variance may outpace the increase in the number of samples as an experiment progresses, which suggests designing long A/B tests solely to collect more responses may be unwise (Section 3). We finally clarify how the increased standard error impact decisions from null hypothesis statistical tests in terms of test power and confidence interval coverage (Section 4).

2 Dependent data inflates standard error estimates

We first motivate why we may obtain inaccurate estimates of the sampling uncertainty when measuring changes to e-commerce KPIs based on transactions or items in A/B tests. Let \( X_1, X_2, \ldots, X_n \) be our responses with \( \mathbb{E}(X_i) = \mu \) and \( \text{Var}(X_i) = \sigma^2 \). The test statistic for a (one-sample) Student’s \( t \)-test, the most commonly used statistical test, is \( (\bar{x} - \mu) / \sqrt{s^2/n} \), where \( \bar{x} \) is the sample mean and \( s^2 \) is the sample variance. The denominator of the test statistic is an unbiased estimate of the standard error of the mean (standard error, or SE hereafter):

\[
\sqrt{\text{Var}(\bar{X})} = \sqrt{\text{Var}(\frac{1}{n} \sum_{i=1}^{n} X_i)} = \sqrt{\frac{1}{n^2} \left( \sum_{i=1}^{n} \text{Var}(X_i) + 2 \sum_{i<j} \text{Cov}(X_i, X_j) \right)} .
\]
If we assume \( X_i \) are i.i.d., which is the prevailing assumption when experimenters randomize by users and analyze by user \([8]\), then \( \text{Cov}(X_i, X_j) = 0 \forall i \neq j \) and thus \( \text{Var}(\bar{X}) = \sum_i \text{Var}(X_i)/n^2 = \sigma^2/n \).

The i.i.d. assumption is unlikely to hold when experimenters randomize by users and analyze by transactions or items. Many users tend to make a transaction that is similarly sized and valued to their previous transaction(s). They also tend to purchase items that are at a similar price point. Such behavior can be seen in Figures 1 and 2 where we plot the value and size of a user’s transaction against that of their next transaction (if it exists) using a real dataset at ASOS.com. The dataset records transactions occurred within a specific two-month period in 2022 on a particular mobile platform. It involves around 4M users purchasing roughly 33M items in approximately 10M transactions. As responses from the same user becomes correlated, often positively as indicated in the plot, we have \( \text{Cov}(X_i, X_j) > 0 \) for some \( i \) and \( j \) and thus a higher SE than the vanilla sample SE (\( \sqrt{\sigma^2/n} \) or its unbiased estimate \( \sqrt{s^2/n} \)).

### 3 Actual standard error can be estimated using bootstrap

We then explore how much the SE can inflate. We apply the bootstrap procedure described in Section 2.2 of \([5]\) to the dataset described above. Bootstrapping generates a resample by sampling the original set of responses with replacement (or applying a random weight in this case). This yields a different sample mean. By repeating the process many times and taking many bootstrap means, we can obtain an estimate for the SE by calculating the standard deviation of the bootstrap means.

We use a one-way bootstrap (a.k.a. block bootstrap) to account for the dependency between transactions/items and users. Instead of generating the resample by sampling each transaction/item individually, we sample clusters of transactions/items belonging to the same user, mirroring our randomization process. We use random weights generated from \( \text{Poisson}(1) \) to reweight our samples before calculating a bootstrap mean and estimate the SE from 500 bootstrap means.

Figures 3–5 show how the bootstrap SE differs from the vanilla sample SE in successive expanding windows, which corresponds to different potential A/B test duration. We observe the bootstrap SE is significantly higher than the vanilla sample SE, with the difference being roughly 1.40x for ABV, 1.95x for ABS, and 3.70x for ASP during a 30-day window. The exact ratio is heavily dependent on the KPI and duration. Given the magnitude of the SE affects many other quantities in a statistical test (see Section 4), experimenters should strive to obtain an accurate estimate.
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5 The data described are not representative of ASOS.com’s overall business operations and no conclusion of such should be drawn.

6 For ASP, in addition to the dependency between items and users, there may be additional dependence between items and stock keeping units (SKUs). A natural extension is to account for both via a two-way bootstrap, which is also described in \([5]\).
Figure 3: The standard error (SE) estimate for Average Basket Value (ABV) obtained via a one-way bootstrap as described in [5] (solid orange line with error bars) versus the vanilla sample SE estimate ($\sqrt{s^2/n}$ - dashed blue line). They are plotted against different expanding time windows (i.e., Day 1 only, Days 1–2, Days 1–3, ..., and Days 1–61). The error bars represent the 95% confidence interval of the SE estimate, with the sampling uncertainty arising from the bootstrap procedure itself. All values on the left plot are normalized by the vanilla sample SE during Day 1. Each value on the right plot is normalized by the vanilla sample SE of the same expanding window, expressing the bootstrap SE estimate as a multiple of the vanilla sample SE estimate.

Figure 4: The standard error (SE) estimate for Average Basket Size (ABS) obtained via a one-way bootstrap (solid orange line with error bars) versus the vanilla sample SE estimate (dashed blue line). They are plot against different expanding time windows (i.e., Day 1 only, Days 1–2, Days 1–3, ..., and Days 1–61). See the caption in Figure 3 for further details on expanding time windows, error bars, and normalization.

Figure 5: The standard error (SE) estimate for Average Selling Price (ASP) obtained via a one-way bootstrap (solid orange line with error bars) versus the vanilla sample SE estimate (dashed blue line). They are plot against different expanding time windows (i.e., Day 1 only, Days 1–2, Days 1–3, ..., and Days 1–61). See the caption in Figure 3 for further details on expanding time windows, error bars, and normalization.
We also note the bootstrap SE may no longer drop as as more transactions over time are involved, and in some cases, may go up again. This is likely due to returning users making further transactions and thus creating more and larger clusters of transaction/item values and sizes. It leads to the response variance increasing, sometimes more quickly than the increase in the number of samples. Such observation suggests that lengthening an experiment with the sole purpose of collecting more responses (and thus lowering the SE) may backfire. In addition to established practices on sample size estimation [9], experimenters should also consider how the variance of their decision metric evolves when designing A/B tests with dependent data.

4 Unmitigated standard error inflation risks bad test decisions

We finally discuss how an inflated SE due to dependent data can affect decisions made from a null hypothesis significance test. Firstly, it reduces the power of the test, making any potential treatment effect harder to detect. Consider a two-tailed Student’s $t$-test with significance level $\alpha$ and $\nu$ d.f. Its power is

$$1 - T_\nu(t_{\nu,1-\alpha/2} - \theta/SE) + T_\nu(-t_{\nu,1-\alpha/2} - \theta/SE),$$

where $\theta$ is the effect size, $T_\nu(\cdot)$ is the CDF, and $t_{\nu,1-\alpha/2}$ is the $(1 - \alpha/2)$ quantile of a $t$-distributed r.v. If the SE increases, then both the standardized effect size $\theta/SE$ and the test power in Expression (2) decrease.

Secondly, having an inflated SE without knowing so will lead to tests producing confidence intervals that are too narrow, risking more false positives. In the test above, the $(1 - \alpha)$ confidence interval (CI) is

$$[\bar{x} \pm t_{\nu,1-\alpha/2} \cdot SE].$$

Fixing the CI bounds, we observe that $t_{\nu,1-\alpha/2}$ must decrease (and cease to be a $(1 - \alpha/2)$ quantile) when the SE increases. This means the said CI will no longer have a $(1 - \alpha)$ but a lower coverage, i.e., there is now a lower chance the interval will contain the actual effect size.

To show the full extent of the issues above, we plot the test power and CI coverage of a two-tailed $z$-test, essentially a Student’s $t$-test with a large degrees of freedom, against different SEs in Figure 6. We observe that the power of a $z$-test with a 5% significance level (dashed line) tumbles from 80% to around 29% when we merely double the vanilla sample SE. Moreover, the centered 95% CI calculated using the vanilla sample SE would only have roughly 67% coverage.
5 Conclusion

A/B tests with dependent data are common in e-commerce, especially when experimenters are randomizing by users and analyzing by transactions/items as they measure changes to KPIs such as Average Basket Value (ABV), Average Basket Size (ABS), and Average Selling Price (ASP). However, the risk they pose, namely experimenters obtaining an incorrect (usually a lower) standard error estimate from the vanilla sample standard error formula, is often not adequately mitigated. We attribute the phenomenon to the lack of related evidence, which leads to insufficient awareness from practitioners in e-commerce.

In this paper, we discussed why the vanilla standard error estimate could be incorrect, demonstrated the magnitude of the problem using a real dataset from an e-commerce company, and outlined its impact on A/B test outcomes. We did not offer any new solution to the problem as many viable mitigating approaches already exist (see discussion in Section 1). Instead, we intend for this paper to be a short but crucial piece of evidence that practitioners can utilize to justify introducing said mitigating approaches into the A/B test design and analysis processes within their organization.
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