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Abstract

This study undertakes the mathematical modelling and numerical analysis of dislocations within the framework of differential geometry. The fundamental configurations, i.e., reference, intermediate and current configurations, are expressed as the Riemann–Cartan manifold, which equips the Riemannian metric and Weitzenböck connection. The torsion 2-form on the intermediate configuration is obtained through the Hodge duality of the dislocation density and the corresponding bundle isomorphism is subjected to the Helmholtz decomposition. This analysis introduces the boundary condition for plastic deformation. Cartan first structure equation and stress equilibrium equation are solved numerically using weak form variational expressions and isogeometric analysis. The numerical analysis carried out for this study reveals the distribution of plastic deformation fields around screw and edge dislocations for the first time. It also demonstrates stress fields around dislocations of which the distant fields show full agreement with the classical Volterra theory, while at the same time eliminating the singularity otherwise introduced at the dislocation by classical methods. The stress fields include several characteristic features due to the geometrical nonlinearity included therein. We also demonstrate that free surfaces affect both plastic and elastic deformation, but in different ways. The mathematical framework of this study is applicable to an arbitrary configuration of dislocations.

1 Introduction

Plastic deformation of crystalline materials proceeds mainly by slip deformation between crystal planes. Since the slip is non-uniform along the sliding direction, a linear lattice defect called a dislocation is formed on the slip plane. Dislocation is one of the most important crystal lattice defects as it governs mechanical properties such as strength, ductility, creep resistance and fracture toughness [1]. Early work on dislocations was conducted by Volterra, Orowan, Taylor and Polanyi [2, 3, 4, 5, 6, 7]. Perhaps, one of the most important early discoveries was the existence of the stress field formed around a dislocation [7, 8]. Although useful analytical formulae have been obtained, there remain several issues yet to be addressed. One significant issue is that of the singularity contained in the current analytical expressions, in which the components of stress diverge to infinity at the core of the dislocation. An equally important issue is the use of linear approximations. We expect finite deformation in the vicinity of the dislocation core. However, linear elasticity is strictly restricted to infinitesimal deformation in order to satisfy the principle of material frame indifference [9]. Modelling of dislocation based on nonlinear elasticity is essential to further progress. Free surface is also an important issue; most of the previous studies are confined to the stress field in infinite media. To date, many attempts to improve the modelling of dislocation stress fields have been reported. Importantly, Lazar et al. conducted extensive studies and succeeded removing the singularity by modifying the constitutive equation of elasticity [10, 11, 12, 13]. Unfortunately, however, these are still far from supplying a general solution to all the current modelling problems.
Geometrical modelling of dislocations is now being pursued from a completely different perspective to that of earlier approaches. The origin of the newer approach study dates back to the analysis of compatibility conditions by Kondo in the early 1950s. Kondo pointed out that the degree of incompatibility corresponds to the Riemann curvature \[14\]. Kondo subsequently proposed a theory of dislocations based on differential geometry \[15\]. Independently, Bilby et al. \[16\], and Kröner and Seeger \[17\] proposed an equivalent geometrical theory of dislocations. The most important aspect of all these theories is that the incompatible state of a continuum does not exist in the ordinary Euclidean space but is treated as a mathematically generalised Riemann–Cartan manifold. These studies also clarified the relation between the lattice defects, i.e. dislocation and disclination, and the torsion and curvature in the affine connection \[15, 16, 17, 18\]. This theory was developed further by Noll \[19\], Wang \[20\], de Wit \[21\], Le and Stumpf \[22, 23\], Wenzelburger \[24\] and Binz et al. \[25\]. Yavari and Goriely reformulated the theories using modern differential geometry and derived analytical solutions to the nonlinear boundary value problems \[26, 27, 28\]. Similar works have been reported by Edelen \[29\], Acharya \[30\] and Clayton \[31\]. However, these analyses fail to obtain the stress fields for arbitrary dislocation configurations. The issue arises from the mathematical method used to obtain the Riemann–Cartan manifolds. As will be explained in later sections, it is necessary to integrate the Cartan first structure equation for a given distribution of dislocations. Since most of the previous studies have sought analytical solutions, they have required significant restrictions upon the arrangement of dislocations in exchange. More precisely, Willis applied the perturbation method \[32\], Yavari and Goriely used the semi-inverse method \[26, 28\], while Edelen \[29\], Acharya \[30\] and our previous studies \[33, 34\] employed the homotopy operator. Ortiz-Bernardin and Sfyris conducted a finite element analysis for a nonlinear elastic bar with dislocations of linear distribution \[35\]. However, those researchers also employed an analytic model of the plastic deformation due to dislocations, instead of solving the Cartan first structure equation. A highly symmetric or uniform arrangement of dislocations is still required to obtain a solution using the methods which were proposed so far. A possible approach to a more fundamental solution is to integrate the Cartan first structure equation numerically, rather than analytically. That method permits nonlinear analysis for an arbitrary configuration of dislocations in a finite medium and thereby expands the range of applications of the geometrical theory.

The aim of the study reported in this paper is to construct a mathematical framework for the numerical integration of the Cartan first structure equations and to implement the theory in practical terms. The construction of this paper is as follows. First, this introduction has furnished a brief overview of the theory of dislocations. We have described the state-of-the-art and some issues remain to be addressed. In the next section (Section 2), we will explain the kinematics of dislocation based on differential geometry. The three fundamental configurations, i.e. the reference, intermediate and current configurations, are expressed as the Riemann–Cartan manifolds. As the primary mathematical assumption, we consider that the manifold is parallelisable. This assumption ensures that a bundle isomorphism exists between the tangent bundle and the product bundle. This structure enables us to properly describe the intermediate configuration as a Riemann–Cartan manifold. We also derive the Cartan first structure equation, which governs the plastic deformation, from the Hodge duality of dislocation density and torsion of the connection. Section 3 summarises the variational formulations, i.e. the structure equations for plasticity and the stress equilibrium equation for elasticity. In Section 4, we implement the weak form equations to the isogeometric analysis by numerical means, namely, a Galerkin method which uses smooth basis functions. The results of the numerical analysis are presented in Section 5. The analysis includes the simulation of an edge dislocation and a screw dislocation. We compare these numerical results with the results of previous studies to verify the framework developed in this paper. We conclude with summary remarks in Section 6.
2 Differential geometry of dislocation kinematics

2.1 Reference and current configurations

Following the previous studies by Kondo [15] and Yavari and Goriely [26], we express the kinematics of dislocation in terms of differential geometry. Let us first introduce the three different configurations: reference, intermediate and current. These represent the three different states of a crystal: a stress-free perfect crystal state, a plastically deformed state due to dislocations and an elastically relaxed state following the plastic deformation. Here the reference and current configurations are in the three-dimensional Euclidean space $\mathbb{R}^3$. In contrast, the intermediate configuration cannot exist in $\mathbb{R}^3$. This is because the intermediate configuration is deformed from the reference configuration in which it has a stress-free state. On the other hand, the current configuration is obtained from the embedding of the intermediate configuration into $\mathbb{R}^3$ in such a way that the strain energy is minimised. The embedding map corresponds to elastic deformation and its magnitude, i.e., elastic strain, expresses the difference in the Riemannian metric between the two configurations. It is for this reason that differential geometry is necessary for dislocation mechanics.

Let $\mathcal{M}$ be a three-dimensional compact $C^\infty$ manifold with boundary. We assume that the manifold equips a smooth Riemannian metric $g$ and $g$-compatible affine connection $\nabla$ everywhere on $\mathcal{M}$. Then, the triplet $(\mathcal{M}, g, \nabla)$ is called a Riemann–Cartan manifold [26]. Obviously, a Riemann–Cartan manifold includes conventional Euclidean subspace as a special case possessing the Euclidean metric and flat symmetric connection. Previous studies revealed that the Riemann–Cartan manifold is the proper mathematical framework for the dislocation mechanics [26, 27, 28].

We begin with the mathematical construction of the reference configuration. We assume that this configuration is smoothly embedded in $\mathbb{R}^3$ with the invertible $C^\infty$ map $x: \mathcal{M} \to \mathbb{R}^3$. The map defines the submanifold $\mathcal{M}_R = x(\mathcal{M}) \subset \mathbb{R}^3$ in Euclidean space. Let $(\cdot, \cdot)_{\mathbb{R}^3}: \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}$ be the standard inner product of $\mathbb{R}^3$ and let $E_1, E_2, E_3 \in \mathbb{R}^3$ be an orthonormal basis of $\mathbb{R}^3$ such that $(E_i, E_j)_{\mathbb{R}^3} = \delta_{ij}$. Since we define the map $x$ is invertible, we have the orthonormal vector field $dx^{-1}(E_i) = \partial/\partial x^i$. Here $dx^{-1}: \Gamma(T\mathcal{M}_R) \to \Gamma(T\mathcal{M})$ is the tangent map of $x^{-1}$ between the set of all smooth sections $\Gamma(T\mathcal{M}_R)$ and $\Gamma(T\mathcal{M})$. Then, the map $x$ induces a Riemannian metric on $\mathcal{M}$ such that $g[x](X, Y) = (dx(X), dx(Y))_{\mathbb{R}^3}$. For instance, the inner product of the basis $\partial/\partial x^i$ and $\partial/\partial x^j$ is $g[x](\partial/\partial x^i, \partial/\partial x^j) = \delta_{ij}$. Thus, we can express the Riemannian metric $g[x]$ as

$$g[x] = \delta_{ij} dx^i \otimes dx^j,$$

where $dx^i$ is the coframe of the orthonormal basis $\partial/\partial x^i$ such that $dx^i(\partial/\partial x^j) = \delta^i_j$. A straightforward calculation yields that the Levi-Civita connection $\nabla[x]$ associated with the metric $g[x]$ is symmetric and flat, i.e. the connection is free from torsion and curvature [30].

The triplet $(\mathcal{M}, g[x], \nabla[x])$ defines the Riemann–Cartan manifold of the reference configuration. Hereafter, we use the frame $\partial/\partial x^i$ and coframe $dx^i$ for a local representation of tensor and differential form on the manifold $\mathcal{M}$.

We assume that the current configuration is also embedded in $\mathbb{R}^3$. Let $y: \mathcal{M} \to \mathbb{R}^3$ be the $C^\infty$ embedding with $\mathcal{M}_c = y(\mathcal{M})$. Then, we can also define the induced metric on $\mathcal{M}$ as $g[y](X, Y) := (dy(X), dy(Y))_{\mathbb{R}^3}$. A local expression of $g[y]$ is

$$g[y] = \delta_{ij} \frac{\partial y^k}{\partial x^i} \frac{\partial y^l}{\partial x^j} dx^k \otimes dx^l.$$

Since the metric $g[y]$ is induced from the Euclidean embedding $y$, the Levi-Civita connection $\nabla[y]$ is free from torsion and curvature. The triplet $(\mathcal{M}, g[y], \nabla[y])$ defines a Riemann–Cartan manifold of the current configuration. Note that the reference and current configuration are determined as the Riemann–Cartan manifold only by the embeddings $x$ and $y$.

2.2 Intermediate configuration

In contrast to the previous two cases, the mathematical construction of the intermediate configuration requires careful geometrical analysis. Hereafter, we impose the fundamental assumption
on the manifold $\mathcal{M}$: that it is parallelisable. This assumption indicates that there exist smooth vector fields which can be a basis for the tangent space everywhere on $\mathcal{M}$ [37]. Such a vector field, $X$, is defined as a section of the tangent bundle $X \in \Gamma(T\mathcal{M})$. According to the standard theory of differential geometry, the tangent bundle $T\mathcal{M}$ and the product bundle $\mathcal{M} \times \mathbb{R}^3$ are isomorphic over $\mathcal{M}$ if a base manifold $\mathcal{M}$ is parallelisable [36]. Hence, without the loss of generality, we can introduce the trivial bundle isomorphism $\vartheta$ such that $\vartheta: T\mathcal{M} \rightarrow \mathcal{M} \times \mathbb{R}^3$. Mathematically, this isomorphism is understood as $\mathbb{R}^3$-valued 1-form on $\mathcal{M}$ and, it is therefore, expressed by $\vartheta = \vartheta_i E_i$ [24]. Here, $\vartheta^i$ is a differential 1-form on $\mathcal{M}$ and $E_i$ is the basis vector of $\mathbb{R}^3$. We denote the set of all $\mathbb{R}^3$-valued $k$-form on $\mathcal{M}$ as $\Omega^k(\mathcal{M}; \mathbb{R}^3)$, e.g. $\vartheta \in \Omega^1(\mathcal{M}; \mathbb{R}^3)$.

The isomorphism $\vartheta$ induces the Riemannian metric $g[\vartheta]$ and flat affine connection $\nabla[\vartheta]$ on the manifold $\mathcal{M}$ [24]. Let $X, Y \in \Gamma(T\mathcal{M})$ be smooth vector fields on $\mathcal{M}$. Then, the bundle isomorphism $\vartheta$ induces a Riemannian metric on $\mathcal{M}$ in such a way that $g[\vartheta](X, Y) := \langle \vartheta \circ X, \vartheta \circ Y \rangle_{\mathbb{R}^3}$. Here $\vartheta_\#: \Gamma(T\mathcal{M}) \rightarrow \Gamma(\mathcal{M} \times \mathbb{R}^3)$ is the smooth map associated with the bundle isomorphism, $\vartheta$, and $\vartheta_\# X$ is the smooth section of $\mathcal{M} \times \mathbb{R}^3$ induced by $\vartheta$. For instance, the transformation of a vector field $X = \partial / \partial x^k$ into $\vartheta_\# X = \vartheta_k E_i$. This yields a local representation of the Riemannian metric:

$$g[\vartheta] = \delta_{ij} \vartheta_k^i \vartheta_l^j dx^k \otimes dx^l.$$  \hfill (3)

Similarly, we can also induce the affine connection using the bundle isomorphism. It is known that a product bundle equips a trivial connection $D : \Gamma(T\mathcal{M}) \times \Gamma(\mathcal{M} \times \mathbb{R}^3) \rightarrow \Gamma(\mathcal{M} \times \mathbb{R}^3)$ [24]. Let $X \in \Gamma(T\mathcal{M})$ be a smooth vector field on $\mathcal{M}$ and let $s = s^i E_i \in \Gamma(\mathcal{M} \times \mathbb{R}^3)$ be a smooth section on the product bundle $\mathcal{M} \times \mathbb{R}^3$. A local form of the trivial connection is then expressed by $D_X s := ds^i(X) E_i = X^l \partial s^i / \partial x^l E_i$. The bundle isomorphism $\vartheta$ induces the affine connection $\nabla[\vartheta] : \Gamma(T\mathcal{M}) \times \Gamma(T\mathcal{M}) \rightarrow \Gamma(T\mathcal{M})$ from $D$ such that $\nabla[\vartheta]X Y = \vartheta_\#(D_X (\vartheta_\# Y))$. The local expression is

$$\nabla[\vartheta]X Y = X^k \left( Y^j (\vartheta^{-1})^i_j \partial^i \partial x^k + \partial^i Y \partial x^k \right) \partial x^j.$$  \hfill (4)

where $(\vartheta^{-1})^i_j$ is the coefficient of the inverse map $\vartheta^{-1}$ such that $(\vartheta^{-1})^i_j \vartheta_k^i = \delta_j^k \vartheta_l^i = \delta_k^i$. This is an affine connection $\nabla[\vartheta]$ of the intermediate configuration. A straightforward calculation confirms that the connection has a non-vanishing torsion and vanishing curvature [24]. The flat, non-symmetric and $g[\vartheta]$-compatible affine connection $\nabla[\vartheta]$ is termed the Weitzenböck connection [20] [38]. The triplet $(\mathcal{M}, g[\vartheta], \nabla[\vartheta])$ defines the Riemann–Cartan manifold of the intermediate configuration. It is noted that the intermediate configuration can be determined only through the bundle map.

The primary importance of the intermediate configuration is non-zero torsion in the Weitzenböck connection $\nabla[\vartheta]$. Generally, torsion of a connection $\nabla$ is defined by $T(X, Y) := \nabla_X Y - \nabla_Y X - [X, Y]$, where $[\cdot, \cdot]$ denotes the Lie bracket. According to the definition and equation (4), we have a local form of the torsion of Weitzenböck connection:

$$T = \left( - \partial^i \partial x^j + \partial^i x^j \right) (\vartheta^{-1})^i_j \partial x^k \otimes dx^j \otimes dx^k.$$  \hfill (5)

This (1, 2)-tensor field holds the anti-symmetric property; $T(X, Y) = -T(Y, X)$. From the torsion tensor $T$, we can define a $\mathbb{R}^3$-valued 2-form on $\mathcal{M}$, i.e. a map $\tau : \Gamma(T\mathcal{M}) \times \Gamma(T\mathcal{M}) \rightarrow \mathbb{R}^3$ such that the local representation is

$$\tau = \sum_{j<k} T_{jk} dx^j \wedge dx^k \otimes E_i,$$  \hfill (6)

where $T_{jk} = -\partial \vartheta_j^i / \partial x^j + \partial \vartheta_k^i / \partial x^k$ is the coefficient of this differential form. Note that $E_i$ in equation (6) is the basis of $\mathbb{R}^3$. As we see in the later sections, this representation of torsion is useful as it has the value in $\mathbb{R}^3$. 

4
3 Cartan first structure equation

3.1 Dislocation density

As mentioned in the previous section, geometrical theory of dislocations was developed by Kondo, Bilby et al. and Kröner and Seeger [15] [16] [17]. The mathematical quantity which characterises the continuous distribution of dislocations is the dislocation density tensor $\alpha$ [39]. For the sake of simplicity, we consider a smooth dislocation density $\alpha$ on the reference configuration.

Let $b = b^{i}E_{i}$ be the Burgers vector field and let $n^{i}\delta_{jk}dx^{k}$ be the 1-form along the dislocation line. Here, $n^{i}$ is the $i$-th component of the tangent vector of the dislocation line. Then, the dislocation density field $\alpha \in \Omega^{1}(M; \mathbb{R}^{3})$ is given by the following form [39]:

$$\alpha = fb^{i}n^{j}\delta_{jk}dx^{k} \otimes E_{i}. \quad (7)$$

Here, $f$ denotes a scaling coefficient. To the best of the author’s knowledge, the most important observation was made by Kondo [15]. In this seminal work, Kondo pointed out that the dislocation density $\alpha$ in solid mechanics is equivalent to the torsion 2-form $\tau$ in differential geometry in such a way that $\tau = \ast \alpha$ where $\ast$ stands for the Hodge star operator with respect to $g[x]$. More precisely, we have

$$\tau = \ast \alpha = (fb^{i}n^{j}\epsilon_{ijk}) dx^{j} \wedge dx^{k} \otimes E_{i}, \quad (8)$$

where $\epsilon_{ijk}$ is a permutation symbol. Comparing the result with equation (6), we have $T_{jk}^{i} = fb^{i}n^{j}\epsilon_{ijk}$. This relation indicates that the torsion 2-form $\tau$ is uniquely determined for an arbitrary distribution of dislocation densities. The equivalence principle enables the analysis of dislocation using the framework of differential geometry.

Now we are ready to explain how to construct the intermediate configuration for a given distribution of dislocations. As mentioned in the previous section, bundle isomorphism $\vartheta$ plays an important role in the construction of the intermediate configuration. The external derivative for a $\mathbb{R}^{3}$-valued $k$-form $\omega \in \Omega^{k}(M; \mathbb{R}^{3})$ is generally defined as a map $d: \Omega^{k}(M; \mathbb{R}^{3}) \rightarrow \Omega^{k+1}(M; \mathbb{R}^{3})$ such that $d(\omega \otimes E_{i}) = (d\omega) \otimes E_{i}$. Thus, the external derivative of the isomorphism $\vartheta$ yields

$$d\vartheta = d(\vartheta^{i}_{j} dx^{j}) \otimes E_{i} = \sum_{j<k} \left( \frac{\partial \vartheta^{k}_{j}}{\partial x^{j}} + \frac{\partial \vartheta^{j}_{k}}{\partial x^{k}} \right) dx^{j} \wedge dx^{k} \otimes E_{i}. \quad (9)$$

Comparing with equations (6) and (9), we end up with the Cartan first structure equation:

$$\tau = d\vartheta. \quad (10)$$

According to equation (6), the left side of equation (10) is obtained from the dislocation density $\alpha$. Hence, integration of the exterior derivative equation for a given torsion 2-form $\tau$ yields the bundle isomorphism $\vartheta$. The bundle isomorphism determines the intermediate configuration, which is in turn responsible for the plastic deformation. This explains how the intermediate configuration $(M, g[\vartheta], \nabla[\vartheta])$ is constructed from a given distribution of dislocations. It should be noted here that integration of $\vartheta$ along a closed curve $\partial S$ gives the total Burgers vector [24]

$$b[S] = \int_{S} d\vartheta \otimes E_{i} = \int_{\partial S} \vartheta^{i} \otimes E_{i}, \quad (11)$$

where $S$ is a surface of $M$ with the boundary $\partial S$. Since $\vartheta$ has its value in $\mathbb{R}^{3}$, the integral in equation (11) is justified. We also have the Bianchi identity $d\tau = 0$ since $d\tau = dd\vartheta = 0$. This implies that the dislocation is not terminated inside the material.

3.2 Helmholtz decomposition and variational formulation

The Cartan first structure equation (10) relates the $\mathbb{R}^{3}$-valued 2-form $\tau$ and the external derivative of the $\mathbb{R}^{3}$-valued 1-form $\vartheta$. As the next step, we need to integrate the differential equation to obtain
\( \vartheta \), and therefore the intermediate configuration for a given distribution of dislocations. In this mathematical analysis, the Helmholtz decomposition of \( \vartheta \) plays an essential role. Let \( \omega, \eta \in \Omega^1(\mathcal{M}; \mathbb{R}^3) \) be \( \mathbb{R}^3 \)-valued 1-forms on \( \mathcal{M} \). As we summarise in Appendix A.1, the set \( \Omega^1(\mathcal{M}; \mathbb{R}^3) \) equips the fibre metric \( \langle \cdot, \cdot \rangle : \Omega^k(\mathcal{M}; \mathbb{R}^3) \times \Omega^k(\mathcal{M}; \mathbb{R}^3) \to \Omega^3(\mathcal{M}; \mathbb{R}^3) \). Thus, this metric introduce the \( L^2 \) product for \( \Omega^1(\mathcal{M}; \mathbb{R}^3) \) such that

\[
(\omega, \eta) := \int_{\mathcal{M}} \langle \omega, \eta \rangle.
\]  

(12)

The set \( \Omega^1(\mathcal{M}; \mathbb{R}^3) \) can then be decomposed into a direct sum with respect to equation (12) such that \[24\]

\[
\Omega^1(\mathcal{M}; \mathbb{R}^3) = dC^\infty(\mathcal{M}; \mathbb{R}^3) \oplus D(\mathcal{M}; \mathbb{R}^3),
\]

(13)

where \( dC^\infty(\mathcal{M}; \mathbb{R}^3) \) is the set of all \( \mathbb{R}^3 \)-valued exact forms and \( D(\mathcal{M}; \mathbb{R}^3) \) is the set of \( \mathbb{R}^3 \)-valued dual exact forms. These two subspaces are characterised by \[24\]

\[
dC^\infty(\mathcal{M}; \mathbb{R}^3) := \{ \ d\psi \in \Omega^1(\mathcal{M}; \mathbb{R}^3) \mid \psi \in C^\infty(\mathcal{M}; \mathbb{R}^3) \},
\]

(14)

\[
D(\mathcal{M}; \mathbb{R}^3) := \{ \omega \in \Omega^1(\mathcal{M}; \mathbb{R}^3) \mid \delta \omega = 0, \omega(\mathcal{N}) = 0 \}.
\]

Here \( \delta = (-1)^{\dim \mathcal{M}(k+1)+1} \ast d \ast \) is a co-differential operator defined by \( \Omega^1(\mathcal{M}; \mathbb{R}^3) \to \Omega^0(\mathcal{M}; \mathbb{R}^3) \) and \( \mathcal{N} \) is the outward-pointing unit normal vector on the boundary \( \partial \mathcal{M} \). This is known as the Helmholtz decomposition \[21\ 25\ 40\]. Let \( \psi \in C^\infty(\mathcal{M}; \mathbb{R}^3) \) be a component of the exact part and let \( \Theta \in D(\mathcal{M}; \mathbb{R}^3) \) be the other component in the non-exact part. Then, equation (13) uniquely determines the decomposition such that

\[
\vartheta = d\psi + \Theta.
\]

(15)

Note that \( d\psi \) and \( \Theta \) is \( L^2 \)-orthogonal with respect to the norm (12) in the sense that \( (d\psi, \Theta) = 0 \).

The Helmholtz decomposition yields two major consequences in terms of the Cartan first structure equation: irrelevance of the exact part and the boundary condition. From the fundamental property of the subspaces (14), the Cartan first structure equation becomes \( \tau = d(d\psi + \Theta) = d\Theta \), since \( d(d\psi) = 0 \) by definition. It indicates that only the non-exact part \( \Theta \) is responsible for the plastic deformation of dislocations. Hence, without the loss of generality, we can set \( \psi = x \) and \( \vartheta = dx^i + \Theta^i \). The mathematical requirement of the dual exact space (14) also defines a proper boundary condition \( \Theta|_{\partial \mathcal{M}}(\mathcal{N}) = 0 \). Considering these conditions, we introduce the following functional

\[
\mathcal{I}[\Theta, \lambda] = \int_{\mathcal{M}} \frac{1}{2} \langle \tau - d\Theta, \tau - d\Theta \rangle + \int_{\mathcal{M}} \langle \lambda, \delta \Theta \rangle,
\]

(16)

with the boundary condition \( \Theta|_{\partial \mathcal{M}}(\mathcal{N}) = 0 \). Here, \( \lambda \in \Omega^0(\mathcal{M}; \mathbb{R}^3) \) is the Lagrange multiplier. In equation (16), the integrand indicates the quadratic form of the residual of the Cartan first structure equation and the second is a constraint condition in order to satisfy \( \delta \Theta = 0 \) on \( \mathcal{M} \). Hence, the solution \( \Theta \) of the structure equation is characterised such that it minimises the functional \( \mathcal{I}[\Theta, \lambda] \).

### 3.3 Local coordinate representation

In the following analysis, a local coordinate representation is provided for the structure equation expressed in the variational form (16). Let us first introduce the local coordinate representations of torsion 2-form \( \tau \) and the non-exact part of bundle isomorphism \( \Theta \) such that

\[
\tau = \sum_{j<k} T^i_{jk} dx^j \wedge dx^k \otimes E_i, \quad \Theta = \Theta^i dx^i \otimes E_i.
\]

(17)
To simplify the analysis, we express the residual 2-form of the structure equation by \( c = \tau - d\Theta \). A local form of the residual \( c \) is expressed by

\[
c = \sum_{j<k} \left( T_{jk}^i - \frac{\partial \Theta_k^l}{\partial x_j^i} \frac{\partial \Theta_j^i}{\partial x^k} \right) dx^j \wedge dx^k \otimes E_i, \tag{18}
\]

The inner product \( \langle c, c \rangle \) can be expressed using \( c \) such that \( \langle c, c \rangle = c^i \wedge * c^j \langle E_i, E_j \rangle_{\mathbb{R}^3} \), where * is the Hodge star operator with respect to \( g[x] \). For instance, \(* (c^1_2 dx^1 \wedge dx^2) = c^1_2 dx^3 \) and \(* (c^1_3 dx^1 \wedge dx^3) = -c^1_3 dx^2 \), etc. Hence, we have

\[
c \wedge * c = \sum_{j<k} c^i_{jk} c^j_{ik} v[x] \otimes E_i \otimes E_i, \quad \langle c, c \rangle = \sum_{j<k} \delta_{il} c^i_{jk} c^j_{ik} v[x]. \tag{19}
\]

Similarly, the local expression of the co-differential of the non-exact part \( \delta \Theta \) is

\[
\delta \Theta = (-1)^{3(1+1)+1} d * (\Theta_j^i dx^j) \otimes E_i = - \delta^i_{jk} \frac{\partial \Theta_j^i}{\partial x^k} E_i. \tag{20}
\]

From the definition above, the condition \( \delta \Theta = 0 \) requires that \( \Theta \) be divergence-free. Thus, the inner product of \( \delta \Theta \in \Omega^3(\mathcal{M}; \mathbb{R}^3) \) and \( \lambda \in \Omega^0(\mathcal{M}; \mathbb{R}^3) \) reads \( \langle \lambda, \delta \Theta \rangle = - \delta_{il} \delta^k \frac{\partial \Theta_j^i}{\partial x^k} \). Therefore, \( \mathcal{I} \) is expressed in local coordinates as

\[
\mathcal{I}[\Theta_j^i, \lambda^i] = \int_{\mathcal{M}} \frac{1}{2} \sum_{j<k} \delta_{il} c^i_{jk} c^j_{ik} v[x] - \int_{\mathcal{M}} \delta_{il} \lambda^i \delta^k \frac{\partial \Theta_j^i}{\partial x^k} v[x], \tag{21}
\]

where \( v[x] = dx^1 \wedge dx^2 \wedge dx^3 \) is the volume form of \( \mathcal{M} \).

Finally, we demonstrate the local coordinate expression of the boundary condition \( \Theta|_{\partial \mathcal{M}}(\mathcal{N}) \). The unit normal vector field \( \mathcal{N} \) at the boundary of \( \mathcal{M} \) can be expressed in local coordinates as \( \mathcal{N} = N^k \partial / \partial x^k \) and the above equation can be organised as follows:

\[
\Theta|_{\partial \mathcal{M}}(\mathcal{N}) = \Theta_j^i dx^j \left( N^k \frac{\partial}{\partial x^k} \right) \otimes E_i = \Theta_j^i N^j E_i. \tag{22}
\]

Thus, for each \( i \) we obtain \( \Theta_j^i N^j = 0 \) at each point in \( \partial \mathcal{M} \).

4 Numerical implementation

4.1 Isogeometric analysis

The two equations derived in the previous sections were analysed numerically using isogeometric analysis (IGA) [41]. Isogeometric analysis uses smooth non-uniform rational B-spline (NURBS) basis functions: this is a point of difference from the conventional finite element method. Here, we briefly summarise the numerical implementation of isogeometric analysis.

NURBS is constructed from piecewise polynomial functions called B-spline basis functions. Let \( p \) be a polynomial degree of B-spline basis and let \( \xi = (\xi_1, \xi_2, \ldots, \xi_m) \) be a non-decreasing sequence of \( m \) real values, which is called a knot vector. The B-spline basis function is a set of \( n = m - p - 1 \) piecewise polynomials \( B_{i,p}(\xi) \) defined on the interval \( I_\xi = [\xi_1, \xi_m] \) [42]. The subscript \((i, p, \xi)\) denotes the element number \( i \), polynomial degree \( p \), and knot vector \( \xi \), respectively. For a given triplet \((i, p, \xi)\), the B-spline function is expressed by the Cox–de Boor recursion formula [42]:

\[
B_{(i,p,\xi)}(t) = \frac{t - \xi_i}{\xi_{i+p} - \xi_i} B_{(i,p-1,\xi)}(t) + \frac{\xi_{i+p+1} - t}{\xi_{i+p+1} - \xi_{i+1}} B_{(i+1,p-1,\xi)}(t), \quad \forall t \in [\xi_1, \xi_m]. \tag{23}
\]

Note that the 0-th order B-spline function is \( B_{(i,0,\xi)}(t) = 1 \) if \( \xi_i \leq t < \xi_{i+1} \), whereas otherwise \( B_{(i,0,\xi)}(t) = 0 \).
NURBS basis functions are constructed from the rationalisation to \( B_{i(1,p,ξ)}(t) \) \[\overset{[12]}{\overset{\cdot}{I}} \]. Let \( \overset{\cdot}{I} = I_{ξ^1} × I_{ξ^2} × I_{ξ^3} \) be the unit cube and let \( \{ B^α(t) = B_{i(1,p,ξ^1)}(t^1)B_{i(2,p,ξ^2)}(t^2)B_{i(3,p,ξ^3)}(t^3) \mid t = (t^1, t^2, t^3) \in \overset{\cdot}{I} \} \) the three-dimensional B-spline basis functions. If we denote the real-valued coefficients called weight as \( \{ w^α \} \), then the NURBS basis functions \( N^α(t) \) and NURBS map \( x : \overset{\cdot}{I} \to \mathbb{R}^3 \) are defined by

\[
N^α(t) = \frac{w^αB^α(t)}{\sum_{β=1}^{m} w^βB^β(t)}, \quad x^i(t) = \sum_{α=1}^{n} N^α(t)a^i_α, \tag{24}
\]

where each \( (a^1_α, a^2_α, a^3_α) \in \mathbb{R}^3 \) is a control point that determines the NURBS map \( x \) and then the geometry of the embedded submanifold \( \mathcal{M}_\overset{\cdot}{R} = x(\overset{\cdot}{I}) \subset \mathbb{R}^3 \). Hereafter, we use the Greek letter \( α, β, \ldots \) for the index related to the NURBS basis function.

**Figure 1 about here.**

### 4.2 Discretisation of the Cartan first structure equation

It is clear from equation \((21)\) that the functional \( I[Θ^i_j, λ^i] \) depends on the functions \( Θ^i_j \), and \( λ^i \) defined on \( \mathcal{M} \). In this section, we apply a variational principle to \( I[Θ^i_j, λ^i] \) and derive the discretisation of the weak form.

Now let \( H \) be a matrix-valued function on \( \mathcal{M} \) satisfying \( H^3_jN^j = 0 \) and \( ε \) be a positive real number. Let \( c^j_{ik}(ε) \) denote the function with \( Θ^i_j \) replaced by \( Θ^i_j + εH^3_j \) on the right side of equation \((21)\). Then, the first variation of equation \((21)\) is obtained as follows (see Appendix A.2).

\[
\delta I[Θ^i_j, λ^i] = \delta t \int_\mathcal{M} \left( \sum_{j<k} \frac{dc^j_{ik}}{de}(0)c^j_{ik}(0) - η^j δ^j_ι \frac{∂Θ^i_ι}{∂x^k} - λ^i δ^i_ι \frac{∂H^3_ι}{∂x^k} \right) v[x]. \tag{25}
\]

Here, the coefficient \( \delta t \) in the right hand side of equation \((25)\) suggests that we can independently derive \((Θ^i_1, Θ^i_2, Θ^i_3, λ^i)\) for each \( i = 1, 2, 3 \). It should be noted that Acharya derives a similar weak form of the plasticity equation that corresponds to equation \((10)\). In order to move on to the discretisation, let us consider the \( \mathbb{R}^{3×3} \)-valued function spaces, \( \mathcal{V}_m \) and \( \mathcal{W}_v \), defined such that \( \mathcal{V}_m = \{ Θ^i_j ∈ H^3(\mathcal{M}) \mid Θ^i_jN^j \big|_{∂\mathcal{M}} = 0 \} \) and \( \mathcal{W}_v = \{ H^3_j ∈ H^3(\mathcal{M}) \mid H^3_jN^j \big|_{∂\mathcal{M}} = 0 \} \).

The entries \( H^3_j \) and \( N^j \) are the matrix components and \( N^j \) stands for the surface normal. \( H^3(\mathcal{M}) \) refers to the Sobolev space. Similarly, we introduce the \( \mathbb{R}^{3×3} \)-valued function spaces, \( \mathcal{V}_v \) and \( \mathcal{W}_v \), defined on the reference configuration such that \( \mathcal{V}_v = \{ λ^i ∈ L^2(\mathcal{M}) \} \), and \( \mathcal{W}_v = \{ η^j ∈ L^2(\mathcal{M}) \} \).

The entries \( λ^i \) and \( η^j \) are vector components and \( L^2(\mathcal{M}) \) is Lebesgue space. Isogeometric analysis restricts the infinite-dimensional function spaces to finite-dimensional ones such that \( \mathcal{V}_m^v, \mathcal{W}_m^v, \mathcal{V}_v^h, \mathcal{W}_v^h \) and \( \mathcal{W}_v^h \), respectively. Suppose the function spaces are spanned by the NURBS basis functions. Then, the matrix and vector components are expressed by a linear combination of \( N^α \) such that

\[
Θ^i_j = \sum_{α=1}^{n} N^α(Θ^i_α)j_ι, \quad H^3_j = \sum_{α=1}^{n} N^α(H^3_α)j_ι, \quad λ^ι = \sum_{α=1}^{n} N^αλ^ι_α, \quad η^j = \sum_{α=1}^{n} N^αη^j_α. \tag{26}
\]

Substituting the equations into the weak form of the Cartan first structure equation, we end up with the following equation:

\[
\delta I[Θ^i_j, λ^ι] = \sum_{α=1}^{n} h^ι_α \left( ∑_{β=1}^{n} A^αβ^ι_j x^j_β + b^ι_α \right) = 0. \tag{27}
\]

Details of \( A^αβ^ι_j, x^ι_j, a^ι_α \) are summarised in Appendix A.2. This equation must hold for all test functions \( h^ι_α \). Hence, the stationary condition \( δI[Θ^i_j, λ^ι] = 0 \) yields the equations \( ∑_{α=1}^{n} A^αβ^ι_j x^j_β + b^ι_α = 0 \). This is a \( 4n \)-th order system of linear equations for the unknown coefficients \( x^ι_j \).
solution determines the plastic deformation fields $\Theta$ due to dislocation. Note that we use the minimum residual method (MINRES) \cite{43} for solving equation (27) since $A_{\alpha\beta}$ is both a symmetric and indefinite matrix. For the convergence test of MINRES, we use the residual norm of equation (27) and we stop the MINRES iteration when the residual norm gets lower than $1.0 \times 10^{-5}$.

### 4.3 Stress equilibrium equation

Finally, we present the formulation of elasticity via the geometrical theory of dislocations. As mentioned, elastic deformation $y$ is understood as an embedding of the intermediate configuration into Euclidean space and the magnitude can be measured by the Green strain tensor $E$. The (2,0) type tensor field can be defined as the difference of Riemann metrics between the current and intermediate configurations such that $E[y, \vartheta] = (g[y] - g[\vartheta])/2$ \cite{9, 44}. According to equations (2) and (3), a local form of the Green strain is

$$E[y, \vartheta] = \frac{1}{2} \delta_{ij} \left( \frac{\partial g_{i}^{j}}{\partial x^{k}} \frac{\partial g_{j}^{l}}{\partial x^{l}} - \vartheta_{i}^{j} \vartheta_{l}^{k} \right) dx^{k} \otimes dx^{l}. \quad (28)$$

Similarly, the second Piola–Kirchhoff stress field $S$ is defined by \cite{9, 45}

$$S[y, \vartheta] = C[\vartheta]^{ijkl} E[y, \vartheta]_{ij} \frac{\partial}{\partial x^{i}} \otimes \frac{\partial}{\partial x^{j}}, \quad (29)$$

where $C[\vartheta]^{ijkl}$ denotes the elastic coefficients. In this study, we employ the St.Venant–Kirchhoff type constitutive equation. The hyperelastic material is isotropic and satisfies the material frame indiffERENCE, or objectivity, for geometrically nonlinear deformation. The elastic coefficients are given by

$$C[\vartheta]^{ijkl} = \left( \frac{2\mu}{1-2\nu} \right) g[\vartheta]^{ij} g[\vartheta]^{kl} + \mu (g[\vartheta]^{ik} g[\vartheta]^{jl} + g[\vartheta]^{il} g[\vartheta]^{jk}), \quad (30)$$

where $\mu$ and $\nu$ are the shear modulus and Poisson ratio. The metric $g[\vartheta]^{ij}$ is the inverse matrix of the coefficient $g[\vartheta]_{ij}$ in equation (3). The strain energy density is defined by $W[y, \vartheta] = C[\vartheta](E[y, \vartheta], E[y, \vartheta])/2$. Integration of the strain energy density over $\mathcal{M}$ defines the strain energy functional such that

$$W[y, \vartheta] = \int_{\mathcal{M}} \frac{1}{2} C[\vartheta]^{ijkl} E[y, \vartheta]_{ij} E[y, \vartheta]_{kl} v[\vartheta], \quad (31)$$

where $v[\vartheta] = (\det \vartheta) dx^{1} \wedge dx^{2} \wedge dx^{3}$ is called the volume form. Since the map $x: \mathcal{M} \rightarrow \mathbb{R}^{3}$ is smoothly invertible, $W[y, \vartheta]$, the integration can be conducted in the reference configuration $\mathcal{M} \subset \mathbb{R}^{3}$. More precisely, the functional $\delta W[y]$ depends on the bundle isomorphism $\vartheta$, in addition to the elastic embedding $y$. However, as explained above, the function $\vartheta$ is obtained by solving the Cartan first structure equation of equation (27) numerically. Hence, for a given intermediate configuration $\vartheta$, we determine the current configuration $\mathcal{M}_{c} = y(\mathcal{M})$ such that the embedding map $y$ minimises the strain energy functional (31). This indicates that we can derive the governing equation, i.e. the stress equilibrium equation, from the variational principle of elasticity. We observe that the inhomogeneous distribution of plastic deformation $\vartheta$ is responsible for the elastic deformation $y$. Therefore, elastic deformation occurs even if no external force is applied.

The boundary of the reference configuration $\partial \mathcal{M}$ can be divided into two disjoint sub-regions: the Dirichlet boundary $\Gamma_{D}$ and Neumann boundary $\Gamma_{N}$. Let $\mathcal{V} = \{ g^{i} \in H^{1}(\mathcal{M}) \mid y^{i} \big|_{\Gamma_{D}} = D^{i} \}$ be the function space of all admissible functions on $\mathcal{M}$ and let $\mathcal{W} = \{ h^{i} \in H^{1}(\mathcal{M}) \mid h^{i} \big|_{\Gamma_{D}} = 0 \}$ be that of the test function. Here, $H^{1}(\mathcal{M})$ is the Sobolev space, $D^{i}$ is the prescribed boundary value on the current configuration $\mathcal{M}$, and $h$ is the test function satisfying the boundary condition $h^{i}|_{\Gamma_{D}} = 0$. Then, the first variation of the strain energy functional $W[y]$ becomes

$$\delta W[y] = \int_{\mathcal{M}} C[\vartheta]^{ijkl} \delta_{mn} \frac{\partial h^{m}}{\partial x^{i}} \frac{\partial g^{n}}{\partial x^{j}} E[y, \vartheta]_{kl} v[\vartheta]. \quad (32)$$
This is called the stress equilibrium equation in a weak form. This equation governs the elastic deformation in the geometrical theory of dislocations. We solve the weak form equation numerically using isogeometric analysis. Let us first approximate the unknown elastic deformation \( y^i \) and test function \( h^i \) by a linear combination of the NURBS basis functions such that

\[
y^i = \sum_{\alpha=1}^{n} N^\alpha y^i_\alpha, \quad h^i = \sum_{\alpha=1}^{n} N^\alpha h^i_\alpha.
\]  

(33)

Inserting the approximate solutions into equation (32), we end up with the following form:

\[
\delta_{mn} \int C[\partial^{ijkl} \partial N^\alpha \partial N^\beta \partial x_i \partial x_j] y^\alpha_{\beta} \frac{\delta_{pq}}{2} \left( \frac{\partial N^\gamma}{\partial x^k} \frac{\partial N^\delta}{\partial x^l} y^\beta_{\gamma} y^\alpha_{\delta} - \delta^p_q \delta^\beta^\alpha \right) \det \partial N \det \bar{v} = 0,
\]  

(34)

where \( \det J \) is the Jacobian determinant for the NURBS map \( \hat{I} \to \mathcal{M}_b \) and \( \bar{v} = dt^1 \wedge dt^2 \wedge dt^3 \) is the volume form of the parameter space \( \hat{I} \). This is the system of nonlinear algebraic equations for 3n coefficients \( \{ y^i_\alpha \}_{\alpha=1,..,n,i=1,..,3} \). To solve the nonlinear equations, we apply the Newton–Raphson method. As explained in Appendix A.3, we can obtain the numerical solution of equation (34) by iteratively solving the linearised equations (47). When solving the linear equations, we employ the preconditioned conjugate gradient (PCG) method with the two-level overlapped additive Schwarz preconditioner for IGA [46]. Thereby, we can reduce the number of iterations until the numerical solution converges within an acceptable tolerance. In this paper, we stop the iterations of the Newton–Raphson and PCG methods when the relative residual norm of each equation gets smaller than \( 1.0 \times 10^{-6} \) and \( 1.0 \times 10^{-5} \), respectively.

5 Results and discussion

5.1 Plastic deformation fields around dislocations

The main feature of the present study is the combined use of Helmholtz decomposition and numerical calculations for the analysis of the Cartan first structure equation. This allows mechanical analysis for arbitrary dislocation configurations and introduces the boundary effect in the plastic deformation field. In this section, numerical analyses are conducted for the screw and edge dislocation analyses for arbitrary dislocation configurations and introduces the boundary effect in the plastic deformation field. In this report, we introduce the boundary effect in the plastic deformation field.

Figure 2(a) illustrates the model and configuration of a screw dislocation. The model has a cubic shape in the reference configuration with the dimensions of 100 × 100 × 100. The dislocation line is placed at the centre of the \( x^1-x^2 \) plane and parallel to the \( x^3 \)-axis. We use \( n = 200 \times 200 \times 100 \) NURBS basis functions with uniform weight \( w^\alpha = 1 \) to represent the cubic model. We employ the second-order B-spline bases with non-uniform knots: i.e. since the stress fields of dislocations tend to localise around the dislocation line, we concentrate the density of the basis functions around the dislocation line.

As explained in equation (7), a local form of the dislocation density is given by \( \alpha = \int b^i n^i \delta_{jk} dx^k \otimes E_1 \). According to figure 2(a), we have \( (b^1, b^2, b^3) = (0, 0, b) \) and \( (n^1, n^2, n^3) = (0, 0, 1) \) for the screw dislocation. Similarly, we have \( (b^1, b^2, b^3) = (b, 0, 0) \) and \( (n^1, n^2, n^3) = (0, 0, 1) \) for the edge dislocation (see figure 2(d)). Consequently, the dislocation density can be written by the \( \mathbb{R}^3 \)-valued 1-forms such that

\[
\alpha^{\text{screw}} = f b dx^3 \otimes E_3, \quad \alpha^{\text{edge}} = f b dx^3 \otimes E_1.
\]  

(35)

Here, \( f \) defines the radial distribution of dislocation density in a \( x^1-x^2 \) plane. Let \( r \) be a distance from the dislocation centre, i.e. the centre of \( x^1-x^2 \) plane, and let \( R \) be a radius of the dislocation core. In this study, we employed the following radial distribution function

\[
f(r) = \begin{cases} 
\frac{3}{\pi R^2} \left( 1 - \frac{r}{R} \right) & (r \leq R) \\
0 & (r > R)
\end{cases}
\]  

(36)

10
The coefficient $\frac{3}{\pi R^2}$ is determined so that the integration of $f$ on a disk with the radius $r \geq R$ is normalised to be unity. For an edge dislocation, therefore, the integration on the disk result in $b[S] = b^1$ while $b[S] < b^1$ on a disk with radius $r < R$. The similar discussion holds for a screw dislocation. The function $f(r)$ indicates that dislocation density distributes continuously within $r \leq R$ while becoming zero at $r = R$ and vanishing at $r > R$. Hereafter, we call the domain $r \leq R$ the dislocation core. The distribution of dislocation density is uniform for the dislocation line direction $x^3$. $R$ is a characteristic length scale that determines the size of the dislocation core of the present dislocation model and the limit $R \to 0$ approaches the classical Volterra dislocation.

To simplify the analysis, we set $R = b = 1$ to investigate the core of dislocation. The relatively small size of the dislocation core is crucial when comparing and validating the results with the classical Volterra dislocations.

We obtained a numerical solution of the Cartan first structure equation for the given distribution of dislocations. Figures 2(b) and (c) summarise the results obtained for the screw dislocation. The non-zero plastic deformation fields predicted from the dislocation density used in the analysis are $\Theta_{31}$, $\Theta_{32}$, and $\Theta_{33}$. However, only $\Theta_{31}$ and $\Theta_{32}$ are plotted, as $\Theta_{33}$ was smaller than the other two components by two orders in magnitude. The results of this analysis clearly show that the plastic deformation fields are concentrated in the vicinity of the dislocation line. However, although the dislocation density is non-zero inside the dislocation core, they do not exist only within the core radius $R$; they smoothly distribute outside the dislocation core and some of them are observed to reach the boundary. In addition, in the vicinity of the surface, the isosurfaces of the plastic deformation fields can be seen to be distributed so that they are perpendicular to the surface. Essentially identical results have been obtained for the edge dislocation (see figures 2(e) and (f)).

To check our numerical results, we make a comparison with the results obtained, analytically, by the homotopy operator. As has been explained, however, the homotopy operators cannot consider the free boundary condition. Hence, the comparison requires some ingenuity. We considered the cross-section of the centre of the cube, i.e. the $x^1-x^2$ plane at $x^3 = 0$. Given the symmetry of the dislocation lines and dislocation density used in this study, this plane can be considered a two-dimensional plastic strain state. In addition, as seen in figure 2(e), the plastic deformation $\Theta_1^1$ is symmetrical on the $x^1 = 0$ line in this plane. It is therefore considered that the distribution of $\Theta_1^1$ on the line is not affected by the boundary condition. In other words, on this straight line, the analytical solution using the homotopy operator and the numerical solution using the Helmholtz decomposition are considered equivalent. The results of this quantitative comparison for the edge dislocation are summarised in figure 3. It is clear from this result that the distributions of (a) $\Theta_1^1$ and (b) $\Theta_3^1$ obtained from the two analyses are in perfect agreement. As shown in figure 3, identical results are obtained for the other component $\Theta_1^3$ of the edge dislocation and the two components, $\Theta_3^1$ and $\Theta_3^3$, of the screw dislocation.

It is known that the elastic deformation of continua is greatly influenced by the free surface, but little analysis has been carried out on the influence of a free surface on plastic deformation. Some previous studies have analysed the plastic deformation field by using analytical methods [30, 26]. However, the influence of boundaries on the plastic deformation fields has not yet been considered. In response to this problem, the present study successfully analyses the plastic deformation field in the interior of a continuum with free boundaries for the first time, by combining Helmholtz decomposition and numerical calculations. To the best of the authors’ knowledge, this is the first visualisation of the plastic deformation field formed around a dislocation with a free boundary.

5.2 Stress fields around screw dislocations

It is straightforward to obtain the elastic stress fields around a dislocation from the weak form stress equilibrium equation given in equation (32). The first example of such elasticity analysis
undertaken here was for the screw dislocation. We imposed traction-free Neumann boundary conditions on the six cubic planes. To suppress the translation and rigid body rotation, displacement of some of the cubic corners is constrained, but this has a negligibly small effect on the calculation results.

Figure 4 summarises the distribution of the second Piola-Kirchhoff stress fields. Conventional analyses, i.e. the classical dislocation theory in an infinite medium, predicts that only $S_{23}$ and $S_{31}$ are formed around the screw dislocation. As seen in the figure, however, the results show three distinct differences. The first thing to state here is that the stress fields are free from singularities even at the centre of the dislocation core. This is due to the continuous distribution of the dislocation density. The stress fields are continuous in this analysis, because we employed the second-order NURBS basis function. Smoothness can be improved by increasing the polynomial order of the basis function. The second feature is the surface effect. As predicted from the classical dislocation theory, the shear stresses $S_{23}$ and $S_{31}$ are dominant inside the material, but their magnitudes decrease as they approach the $x^3$ surfaces. On the other hand, stress concentrations are clearly identified in $S_{11}$, $S_{22}$ and $S_{12}$ near the $x^3$ surfaces. One possible reason for the stress concentrations is the inhomogeneity of the plastic deformation field. As explained in the previous section, the Cartan first structure equation predicts that plastic deformation fields are disturbed by the free surface. Another reason is compensation to satisfy the traction-free boundary condition. These calculations imply that dislocation mechanics exhibits a size effect with the characteristic length scale of the dislocation core radius $R(\sim |b|)$.

Figure 5 shows the distribution of the dominant stress fields, $S_{23}$ and $S_{31}$, obtained at the cross-section on $x^3 = 0$. As mentioned, this is a central plane of the cubic model with respect to the $x^3$ direction. Together with the dislocation configuration given in figure 2(a), elastic deformation in the plane is understood as the two-dimensional strain condition. Hence, we can conduct a direct comparison to the classical Volterra theory for quantitative verification of the numerical results. In these figures, the thin curves show the present numerical analysis while the bold ones are those obtained from the Volterra theory. They show quantitative agreement outside the dislocation core $x^i/R > 1$. But the Volterra model diverges to infinity inside the core whereas our numerically analysed stress fields are smoothly distributed. This result also confirmed that we were successful in removing the stress singularity of the dislocation. Our stress fields reach their maximum around $x^i \sim R$, that is, around the edge of the dislocation core. The stress fields are considered to approach the Volterra model in the limit $R \to 0$. In this regard, the dislocation core radius $R$ will be a characteristic length scale of the model.

5.3 Stress fields around edge dislocation

We also conducted stress field analysis for the edge dislocation. For the configuration given in figure 2(d), numerical analysis is conducted under the traction-free boundary condition. Results of the numerical analysis are summarised in figure 6. As with the screw dislocation, two important properties can be identified. At first, the stress fields shown in figure 6 are non-singular, i.e. they do not diverge in the dislocation core. Evidently, a continuous distribution of dislocation density $\alpha$ and plastic deformation field $\Theta^i_j$ are responsible for the non-singular stress fields. In fact, as shown in equations (28) and (29), the elastic stress field $S^{ij}$ is determined by the difference of Riemannian metric between the current and intermediate configurations. Therefore, the non-singularity of the Riemannian metric on the intermediate configuration carries over directly to the non-singularity of the stresses.
The second characteristic feature found in figure 6 is the surface effect. The classical dislocation theory predicts that non-vanishing stress components in the plane strain condition are $S^{11}$, $S^{22}$, $S^{33}$ and $S^{12}$ [8]. In view of the plane strain cross-section at $x^3 = 0$, the non-zero stress distributions agree with the theoretical prediction. On the other hand, the stress distributions change significantly near the $x^3$ surfaces. Namely, the shear stresses $S^{23}$ and $S^{31}$ appear around the dislocation core while the normal stress $S^{33}$ vanishes at the $x^3$ surfaces. Here we take our analysis a step further by exploiting the use of differential geometry. As mentioned above, one of the most important features of this study is the Helmholtz decomposition to the Cartan first structure equation. This decomposition introduces the surface effects, or boundary conditions, for plastic deformation around the dislocation. As seen in figure 2, the surface effect on plasticity is highly anisotropic: the $x^1$ and $x^2$ surfaces affect the distribution of $\Theta_i^j$ whereas it has negligible influence on the $x^3$ plane. In other words, in the present configuration, plastic deformation fields along the dislocation line are not affected by the boundary condition. That approach implies that the surface stress concentration of $S^{23}$ and $S^{31}$ (or vanishing of $S^{33}$) is purely elastic, i.e. that plastic deformation is not responsible for this phenomenon. In this study, we employed a large-scale model because the stress field far from the dislocation core was required to validate the calculation results. Consequently, the influence of boundary conditions on plastic deformation becomes relatively small. However, the surface effect on plasticity would play a dominant role on the small scale such as $\sim 10R$.

Finally, we analysed the stress fields on the plane strain cross-section $x^3 = 0$ for validation of our numerical results concerning edge dislocations. Figure 7 summarises the stress fields around the core of the edge dislocation. The stress fields far from the dislocation core, $x^2/R > 5$, show agreement with the classical Volterra theory. On the other hand, non-negligible deviations are confirmed near the dislocation core, especially in the normal stress fields. For instance, the normal stress $S^{11}$ is asymmetric with respect to the radial distance from the dislocation core. As seen in the analysis of screw dislocation, the geometrical nonlinearity induces normal stress fields around the dislocation core; this theory of the causation of the stress fields is supported by systematic numerical analysis. In fact, the deviation becomes negligible when the magnitude of the Burgers vector goes to zero. Our model thus converges to the Volterra dislocation model in the limit $b \rightarrow 0$ and $R \rightarrow 0$.

[Figure 7 about here.]
6 Conclusion

Differential geometry appears to be the most appropriate mathematical framework for the theory of dislocations. It introduces the three independent configurations, i.e. the reference, intermediate and current configurations, as the Riemann–Cartan manifolds. The central idea here is the equivalence of dislocation density $\alpha$ and torsion 2-form $\tau$, which leads to the celebrated Cartan first structure equation. The main theoretical foundation of the present study was the Helmholtz decomposition of the differential equation, after the previous work by Wenzelburger. We also conducted the numerical implementation using nonlinear elasticity and the calculus of variation. Our numerical analysis reveals many new aspects of the mechanics of screw and edge dislocations, with superior analysis of screw and edge dislocation cores including the elimination of the singularities predicted by classical analytic methods and equivalent, validating results to the classical methods outside the dislocation cores. The conclusions of this study are summarised as follows.

1. We introduced the three different configurations as Riemann–Cartan manifolds. The manifolds share the simply connected Euclidean subset $\mathcal{M}$ with a Riemannian metric $g[\cdot]$ and a Weitzenböck connection $\nabla[\cdot]$. The intermediate configuration $(\mathcal{M}, g[\vartheta], \nabla[\vartheta])$ is characterized by the bundle isomorphism $\vartheta$, which is divided into two parts using the Helmholtz decomposition. That is, the decomposition of $\mathbb{R}^3$-valued 1-form $\Omega^1(\mathcal{M}; \mathbb{R}^3)$ into the exact form $dC^\infty(\mathcal{M}; \mathbb{R}^3)$ and dual exact form $\mathcal{D}(\mathcal{M}; \mathbb{R}^3)$. This is a $L^2$-orthogonal decomposition in the sense of the standard norm for $\Omega^1(\mathcal{M}; \mathbb{R}^3)$. The mathematical structure naturally introduces the boundary conditions for the dual exact form $\mathcal{D}(\mathcal{M}; \mathbb{R}^3)$, which turns out to be the boundary conditions for the plastic deformation due to dislocations.

2. We express the Cartan first structure equation in a variational form, i.e. minimisation of the residual norm functional with a subsidiary condition, and we also derived the weak form equation for NURBS-based isogeometric analysis. The numerical implementation is advantageous as it is applicable for an arbitrary distribution of dislocations. Validation is conducted by cross-sectional analysis on a plane strain condition and full consistency was confirmed with results obtained using the homotopy operator. We were surprised to discover that plastic deformation $\Theta^i_j$ extends gradually to the free boundary even though its source, i.e. the dislocation density $\alpha$, is strictly confined within the small dislocation core. This would be the first result that reveals the distribution of plastic deformation with the appropriate boundary condition.

3. Elasticity analysis was also conducted. Our analysis of stress fields around a screw dislocation reveals that there is no singularity even at the dislocation core. This is because the dislocation density is continuous in contrast to the Dirac delta function used in classical theory. The singularity-free stress fields show agreement with Volterra dislocation theory outside the dislocation core. We also reveal the emergence of normal stress fields around the dislocation core due to geometrical nonlinearity. On the other hand, significant localisation of normal stresses is confirmed in the vicinity of free surfaces. This result clearly illustrates the fact that free surfaces affect both plastic and elastic deformation, but in different ways.

4. As with the screw dislocation, our analysis of stress fields around an edge dislocation creates no singularity at the dislocation core. Although the distant stress fields show agreement with the Volterra dislocation theory, differences are observed in the vicinity of the dislocation core. In addition, the normal stress fields are non-symmetric with respect to the sign, i.e. tension and compression are non-symmetric. A systematic numerical analysis revealed that geometrical nonlinearity was responsible for those non-symmetries.

Acknowledgements. This work was supported by JST, PRESTO Grant Number JPMJPR1997 Japan and JSPS KAKENHI Grant Number JP18H05481. The authors gratefully acknowledge Dr A. Suzuki for discussions on numerical analysis. The authors would like to thank Enago (www.enago.jp) for the English language review.
References

[1] Anderson PM, Hirth JP, Lothe J. 2017 Theory of dislocations. 2017 edn. Cambridge: Cambridge University Press.

[2] Orowan E. 1934 Zur Kristallplastizität. I. Zeitschrift für Physik 89, 605–613. (doi:10.1007/BF01341478)

[3] Orowan E. 1934 Zur Kristallplastizität. II. Zeitschrift für Physik 89, 614–633. (doi:10.1007/BF01341479)

[4] Orowan E. 1934 Zur Kristallplastizität. III. Zeitschrift für Physik 89, 634–659. (doi:10.1007/BF01341480)

[5] Polanyi M. 1934 Über eine Art Gitterstörung, die einen Kristall plastisch machen könnte. Zeitschrift für Physik 89, 660–664. (doi:10.1007/BF01341481)

[6] Taylor GI. 1934 The mechanism of plastic deformation of crystals. Part I.—Theoretical. Proc. R. Soc. Lond. A 145, 362–387. (doi:10.1098/rspa.1934.0106)

[7] Volterra V. 1907 Sur l’équilibre des corps élastiques multiplement connexes. Ann. Sci. École Norm. Sup. 24, 401–517. (doi:10.24033/asens.583)

[8] Mura T., Micromechanics of defects in solids, Kluwer.

[9] Marsden JE, Hughes TJR, Carlson DE. 1984 Mathematical Foundations of Elasticity. New York: Dover publications, inc. (doi:10.1115/1.3167757)

[10] Lazar M. 2003 A nonsingular solution of the edge dislocation in the gauge theory of dislocations. Journal of Physics A: Mathematical and General 36, 1415–1437. (doi:10.1088/0305-4470/36/5/316)

[11] Lazar M, Maugin GA. 2005 Nonsingular stress and strain fields of dislocations and disclinations in first strain gradient elasticity. International Journal of Engineering Science 43, 1157–1184. (doi:10.1016/j.ijengsci.2005.01.006)

[12] Lazar M, Maugin GA, Aifantis EC. 2006 Dislocations in second strain gradient elasticity. International Journal of Solids and Structures 43, 1787–1817. (doi:10.1016/j.ijsolstr.2005.07.005)

[13] Lazar M. 2017 Non-singular dislocation continuum theories: strain gradient elasticity vs. Peierls–Nabarro model. Philosophical Magazine 97, 3246–3275. (doi:10.1080/14786435.2017.1375608)

[14] Kondo K. 1955 Geometry of elastic deformation and incompatibility. Gakujutsu Bunken Fukyukai.

[15] Kondo K. 1955 Non-Riemannian geometry of imperfect crystals from a macroscopic viewpoint. Gakujutsu Bunken Fukyukai.

[16] Bilby BA, Bullough R, Smith E. 1955 Continuous distributions of dislocations: a new application of the methods of non-Riemannian geometry. Proceedings of the Royal Society of London. Series A. Mathematical and Physical Sciences 231, 263–273. (doi:10.1098/rspa.1955.0171)

[17] Kröner E, Seeger A. 1959 Nicht-lineare Elastizitätstheorie der Versetzungen und Eigenspannungen., 23.

[18] Anthony K-H. 1970 Die theorie der diskinationen. Arch. Rational Mech. Anal. 39, 43–88. (doi:10.1007/BF00281418)

[19] Noll W. 1967 Materially uniform simple bodies with inhomogeneities. Archive for Rational Mechanics and Analysis 27, 32.

[20] Wang CC. 1967 On the geometric structures of simple bodies, a mathematical foundation for the theory of continuous distributions of dislocations. Archive for Rational Mechanics and Analysis 27, 62.

[21] de Wit R. 1981 A view of the relation between the continuum theory of lattice defects and non-euclidean geometry in the linear approximation. International Journal of Engineering Science 19, 1475–1506. (doi:10.1016/0020-7225(81)90073-2)

[22] Le KCh, Stumpf H. 1993 Constitutive equations for elastoplastic bodies at finite strain: thermodynamic implementation. Acta Mechanica 100, 155–170. (doi:10.1007/BF01174787)

[23] Le KC, Stumpf H. 1996 A model of elastoplastic bodies with continuously distributed dislocations. International Journal of Plasticity 12, 611–627. (doi:10.1016/S0742-0463(96)00022-8)

[24] Wenzelburger J. 1998 A kinematic model for continuous distributions of dislocations. Journal of Geometry and Physics 24, 334–352. (doi:10.1016/S0393-0440(97)00016-8)
A Mathematical foundations of the dislocation theory

A.1 Inner product for $\mathbb{R}^3$-valued $k$-forms

Let $\mathcal{M}$ be a three-dimensional smooth manifold with boundary and $g[x]$ be the induced metric defined as equation (1). We denote the Hodge star operator with respect to $g[x]$ as $\ast : \Omega^k(\mathcal{M}) \to \Omega^{3-k}(\mathcal{M})$. 
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For an orthonormal dual frame $dx^1, dx^2, dx^3 \in \Omega^1(M)$, the Hodge star operator $*$ then acts as $*dx^1 = dx^2 \wedge dx^3$, $*dx^2 = dx^3 \wedge dx^1$, and $*dx^3 = dx^1 \wedge dx^2$. Similarly, the star operator $*$ acts on the $\mathbb{R}^3$-valued 1-form $\omega = \omega^j E_j \in \Omega^1(M, \mathbb{R}^3)$ as
\[
*\omega = *(\omega^j dx^j) E_i = (\omega^1 dx^3 \wedge dx^2 + \omega^2 dx^3 \wedge dx^1 + \omega^3 dx^1 \wedge dx^2) E_i.
\] (37)

It is evident from equation (37) that $*\omega$ is the $\mathbb{R}^3$-valued 2-form on $M$. Now, we introduce the inner product on $\Omega^k(M; \mathbb{R}^3)$ by using the star operator $*$. Let $(\cdot, \cdot)\rangle$ be the standard inner product on the three-dimensional real vector space $\mathbb{R}^3$ and let $E_1, E_2$ and $E_3$ be a basis of $\mathbb{R}^3$. For any $\mathbb{R}^3$-valued $k$-form $\omega = \omega^j E_j$, and $\eta = \eta^i E_i$, we can define the inner product such that $[24]
\langle \omega, \eta \rangle \coloneqq \omega^j \wedge *\eta^j (E_i, E_j)_{\mathbb{R}^3}.
\] (38)

When $k = 1$, for instance, we have
\[
\langle \omega, \eta \rangle = \delta_{ij} (\omega^1 \eta^j_1 + \omega^2 \eta^j_2 + \omega^3 \eta^j_3) dx^1 \wedge dx^2 \wedge dx^3.
\] (39)

By definition, the inner product $\langle \cdot, \cdot \rangle$ depends on the Riemannian metric $g[x]$ since the star operator $*$ does also. From the definition above, this inner product can be thought of as a map $\langle \cdot, \cdot \rangle : \Omega^k(M; \mathbb{R}^3) \times \Omega^k(M; \mathbb{R}^3) \rightarrow \Omega^k(M; \mathbb{R}^3)$.

A.2 First variation of the plasticity functional

We apply the variational principle to the functional $I[\Theta, \lambda]$. For simplicity, we denote $G[\Theta] = \int_M \langle c, c \rangle / 2$ and $L[\Theta, \lambda] = \int_M (\lambda, \theta \Theta)$. Thus, we can write $I[\Theta, \lambda] = G[\Theta] + L[\Theta, \lambda]$.

First, we consider the first variation of $G[\Theta]$. Let $H$ be a matrix-valued function on $M$ satisfying $H^T \mathcal{N} = 0$ and $\epsilon$ be a positive real number. Let $c^T(\epsilon)$ be the function with $\Theta_j$ replaced by $\Theta_j + \epsilon H^j_\alpha$ in the right side of equation (38). The first variation of the functional $G[\Theta]$ reads
\[
\delta G[\Theta] = \frac{d}{d\epsilon} \bigg|_{\epsilon = 0} \frac{1}{2} \int_M \sum_{j<k} \delta \delta_j c^T_j(\epsilon) c^T_k(\epsilon) v[x] = \int_M \sum_{j<k} \delta \delta_j \frac{dc^T_k(0)}{d\epsilon}(0) c^T_j(0) v[x],
\] (40)

where $dc^T_k(0) / d\epsilon(0)$ is
\[
\frac{dc^T_k(0)}{d\epsilon}(0) = \frac{d}{d\epsilon} \left( T^j_k(\epsilon) \right) \bigg|_{\epsilon = 0} = - \left( \frac{\partial H^j_k}{\partial x^\alpha} - \frac{\partial H^l_k}{\partial x^\beta} \right) v[x].
\] (41)

Therefore, equation (40) becomes
\[
\delta G[\Theta] = \int_M \sum_{j<k} \delta \delta_j \left( \frac{\partial H^j_k}{\partial x^\alpha} - \frac{\partial H^l_k}{\partial x^\beta} \right) \left( T^j_k(\epsilon) - \left( \frac{\partial \Theta^j_k}{\partial x^\beta} - \frac{\partial \Theta^j_l}{\partial x^\alpha} \right) \right) v[x].
\] (42)

Similarly, we show the first variation $\delta L[\Theta, \lambda]$. Let $\eta$ be any $\mathbb{R}^3$-valued function on $M$, then $\delta L[\Theta, \lambda]$ can be expressed as follows:
\[
\delta L[\Theta, \lambda] = \frac{d}{d\epsilon} \bigg|_{\epsilon = 0} \int_M \left( - \delta \delta \left( \lambda^j + \epsilon \eta^j \right) \frac{\partial}{\partial x^\alpha} (\Theta^j_l + \epsilon H^j_\alpha) \right) v[x] = \int_M \left( - \delta \delta \left( \lambda^j + \epsilon \eta^j \right) \frac{\partial}{\partial x^\alpha} (\Theta^j_l + \epsilon H^j_\alpha) \right) v[x].
\] (43)

Therefore, we can derive the first variation of $\delta I[\Theta, \lambda]$ as $\delta G[\Theta] + \delta L[\Theta, \lambda] = 0$.

If we take equation (24) and substitute into equations (42) and (43), then we obtain the following discretisation:
\[
\delta G[\Theta] = - \delta \delta \sum_{T^j_k(\epsilon) - \left( \frac{\partial \Theta^j_k}{\partial x^\beta} - \frac{\partial \Theta^j_l}{\partial x^\alpha} \right) \right) v[x].
\] (44)

\[
\delta L[\Theta, \lambda] = - \delta \delta \sum_{T^j_k(\epsilon) - \left( \frac{\partial \Theta^j_k}{\partial x^\beta} - \frac{\partial \Theta^j_l}{\partial x^\alpha} \right) \right) v[x].
\] (45)
Here, \( \det J \) is the Jacobian determinant for the NURBS map \( \hat{I} \rightarrow \mathcal{M}_R \) and \( \hat{v} = dt^1 \wedge dt^2 \wedge dt^3 \) is the volume form of \( \hat{I} \). Thus, we can denote \( \delta \mathcal{L}[\Theta, \lambda] = 0 \) as \( \sum_{\alpha=1}^{h_i} h_i \alpha \left( \sum_{\beta=1}^{h_i} A_{\alpha \beta}^i \right) x^\beta + b_i^\alpha = 0 \), \( (i, j = 1, 2, 3, 4) \). Here, \( A_{\alpha \beta}^i, b_i^\alpha, h_i, x^\beta \) are as follows:

\[
\begin{pmatrix} A_{\alpha \beta}^i \end{pmatrix}_{i,j=1,2,3,4} = \int_I \begin{pmatrix} N^\alpha_2 N^\beta_3 + N^\alpha_3 N^\beta_2 & -N^\alpha_2 N^\beta_1 & -N^\alpha_3 N^\beta_1 & N^\alpha_2 N^\beta_3 & N^\alpha_3 N^\beta_2 \\ -N^\alpha_2 N^\beta_1 & N^\alpha_1 N^\beta_1 + N^\alpha_3 N^\beta_2 & -N^\alpha_3 N^\beta_2 & N^\alpha_2 N^\beta_1 & N^\alpha_3 N^\beta_2 \\ -N^\alpha_3 N^\beta_1 & -N^\alpha_3 N^\beta_2 & N^\alpha_1 N^\beta_2 & N^\alpha_2 N^\beta_3 & N^\alpha_3 N^\beta_1 \\ N^\alpha_2 N^\beta_3 & N^\alpha_3 N^\beta_2 & N^\alpha_2 N^\beta_1 & N^\alpha_1 N^\beta_2 & N^\alpha_2 N^\beta_3 \end{pmatrix} \det J \hat{v},
\]

\[
(b_i^\alpha)_{i=1,2,3,4} = \delta_{i1} \int_I \begin{pmatrix} T_{12} N^\alpha_1 - T_{14} N^\alpha_3 \\ T_{13} N^\alpha_2 - T_{14} N^\alpha_3 \\ T_{14} N^\alpha_1 - T_{12} N^\alpha_3 \\ 0 \end{pmatrix} \det J \hat{v},
\]

\[
(h_i^\nu)_{i=1,2,3,4} = ((H_\nu)_1 (H_\nu)_2 (H_\nu)_3 \eta_4),
\]

\[
(x^\beta)_{j=1,2,3,4} = \begin{pmatrix} (\Theta_\beta)_1 \\ (\Theta_\beta)_2 \\ (\Theta_\beta)_3 \\ \gamma_4 \end{pmatrix}.
\]

Here, \( N^\alpha_\mu = \frac{\partial N^\alpha}{\partial x^\mu} \) denotes the partial derivative of the basis function \( N^\alpha \) with respect to \( i \)-th coordinate. Thus, the order of the matrix \( A_{\alpha \beta}^i \) is \( 4n \).

### A.3 Stress equilibrium equation

In this section, we summarise the Newton–Raphson method for the system of nonlinear equations equation (34). For simplicity, we denote the left side of equation (34) as \( f[\mu]_{m,n} \). This notation allows us to write \( \delta W[y] = f[\mu]_{m,n} h_m^\nu \). Let \( \tilde{y} = x \) be an initial guess at the solution. In general, due to the plastic deformation, this initial guess will not satisfy the equation. To obtain a better approximation for the solution of equation (34), we take an increment \( \Delta \tilde{y} \) and determine it in the following way. At first, we substitute \( \tilde{y} + \Delta \tilde{y} \) into equation (34). The Taylor series expansion of the equation \( f[\mu]_{m,n} \tilde{y}_{m,n} = 0 \) around \( \tilde{y} \) then yields the linear approximation \( f[\mu]_{m,n} \approx f[\mu]_{m,n} + A[\mu]_{m,n} \Delta \tilde{y}_{m,n} = 0 \). Thus, the coefficients of the increment \( \Delta \tilde{y} \) can be determined by solving the following equation:

\[
A[\mu]_{m,n} \Delta \tilde{y} = 0.
\]

Here, \( A[\mu]_{m,n} \) is defined by

\[
A[\mu]_{m,n} = \frac{\partial f_m^\nu}{\partial \tilde{y}_n} = \delta_{m,n} \int_I C[\mu]_{ijkl} \left( \frac{\partial \mu}{\partial x^p} \frac{\partial N^\alpha}{\partial x^q} \frac{\partial N^\beta}{\partial x^r} \frac{\partial N^\gamma}{\partial x^s} \tilde{y}^p \right) \left( \frac{\partial N^\alpha}{\partial x^q} \frac{\partial N^\beta}{\partial x^r} \frac{\partial N^\gamma}{\partial x^s} \tilde{y}^p \right) \ det \tilde{J} \hat{v}.
\]

Equation (47) is the system of linear equation with \( 3n \) unknown coefficients \( \{ \tilde{y}_i \}_{i=1,...,n} \). If we obtain the solution of equation (47), the updated guess \( \tilde{y} + \Delta \tilde{y} \) removes the linear terms of \( f[\mu]_{m,n} \). This means that \( \tilde{y} + \Delta \tilde{y} \) is the better guess for the solution of equation (34). Therefore if we iterate solving equation (47) and updating the current guess \( \tilde{y} \), then we obtain the approximated solution for equation (34) within an acceptable tolerance.
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1. (a) 1-dimensional B-spline basis functions $B_{(i,2,ξ)}(t)$ of the second-order. The knot vector $ξ$ is defined by the non-decreasing sequence $ξ = (0, 0, 0, 1/6, 1/3, 1/2, 2/3, 5/6, 1, 1, 1)$. (b) 2-dimensional B-spline basis functions obtained by the product of $B_{(i,2,ξ)}(t)$ defined in (a). These basis functions satisfy the partitions of unity.  

2. (a) Schematic illustration of the screw dislocation model. A straight dislocation line is placed at the centre of the cubic model. Plastic deformation fields, obtained by numerically solving the Cartan first structure equation, are plotted in (b) $Θ_1^2$ and (c) $Θ_2^3$. Similarly, (d) the edge dislocation model and resulting plastic deformation fields of (e) $Θ_1^4$ and (f) $Θ_2^5$. The colour legend is normalised to $Θ/b = 2.9$. Each contour plot includes 12 contour planes with the equal division to $Θ/b$. The results show that the $x^1$ and $x^2$ surfaces affect the distribution of plastic deformation $Θ$ significantly, whereas little change is observed near the $x^3$ surfaces.  

3. Distribution of plastic deformation obtained from the edge dislocation model. (a) $Θ_1^1$ and (b) $Θ_2^1$ show the distribution of a cross-section at the $x^3 = 0$ plane, i.e. the centre of the cubic model. Because of the plane strain condition and the bilateral symmetry of the dislocation density, the free surfaces at $x^2/R = ±50$ have no effects on the plastic deformation; it enables the validation using the homotopy operator method. The present numerical analysis demonstrates complete agreement with analytical solutions obtained by the homotopy operator method.  

4. The second Piola–Kirchhoff stress fields $S^{ij}$ of the straight screw dislocation: (a) $S^{11}$ with $S/µ = 2.5 \times 10^{-2}$, (b) $S^{22}$ with $S/µ = 2.5 \times 10^{-2}$, (c) $S^{33}$ with $S/µ = 1.0 \times 10^{-2}$, (d) $S^{23}$ with $S/µ = 5.5 \times 10^{-2}$, (e) $S^{31}$ with $S/µ = 5.5 \times 10^{-2}$ and (f) $S^{12}$ with $S/µ = 2.5 \times 10^{-2}$. Each contour plot includes 12 contour planes with the equal division to $S/µ$. Surface effect is responsible for the large stress concentration found in (a), (b) and (f). It also confirms the distribution of weak normal stress $S^{33}$ in (c) along the dislocation line.  

5. Distribution of shear stress (a) $S^{23}$ and (b) $S^{31}$ around the screw dislocation on the $x^3 = 0$ plane. Present numerical results show the complete agreement with the classical Volterra theory outside the dislocation core $x^1/R > 1$. In addition, the present model includes no singularity even at the centre of the dislocation core. In this figure, the stress fields are normalised by $D_S = µb/2πR$.  

6. The second Piola–Kirchhoff stress fields $S$ of edge dislocation: (a) $S^{11}$ with $S/µ = 6.7 \times 10^{-2}$, (b) $S^{22}$ with $S/µ = 3.8 \times 10^{-2}$, (c) $S^{33}$ with $S/µ = 3.1 \times 10^{-2}$, (d) $S^{23}$ with $S/µ = 1.4 \times 10^{-2}$, (e) $S^{31}$ with $S/µ = 4.2 \times 10^{-3}$ and (f) $S^{12}$ with $S/µ = 5.2 \times 10^{-2}$. Each contour plot includes 12 contour planes with the equal division to $S/µ$. The free surface effect is responsible for the stress concentration of $S^{23}$ and $S^{31}$ as well as the vanishing of $S^{33}$ near the $x^3$ surfaces of the cubic model.  

7. Distribution of stress (a) $S^{11}$, (b) $S^{22}$, (c) $S^{33}$ and (d) $S^{12}$ around the edge dislocation on the $x^3 = 0$ plane. The distant stress fields $x^2/R > 5$ show agreement with the classical Volterra theory, whereas notable deviations are confirmed in the normal stress fields especially near the dislocation core. From a systematic numerical analysis with different magnitude of Burgers vector $b$, we conclude that the geometrical nonlinearity is responsible for this phenomenon. Note that the stress fields are normalised by $D_S = µb/2π(1−ν)R$.  
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Figure 1: (a) 1-dimensional B-spline basis functions $B_{i,2}(t)$ of the second-order. The knot vector $\xi$ is defined by the non-decreasing sequence $\xi = (0, 0, 0, 1/6, 1/3, 1/2, 2/3, 5/6, 1, 1, 1)$. (b) 2-dimensional B-spline basis functions obtained by the product of $B_{i,2}(t)$ defined in (a). These basis functions satisfy the partitions of unity.
Figure 2: (a) Schematic illustration of the screw dislocation model. A straight dislocation line is placed at the centre of the cubic model. Plastic deformation fields, obtained by numerically solving the Cartan first structure equation, are plotted in (b) $\Theta^{11}$ and (c) $\Theta^{22}$. Similarly, (d) the edge dislocation model and resulting plastic deformation fields of (e) $\Theta^{11}$ and (f) $\Theta^{22}$. The colour legend is normalised to $\Theta/b = 2.9$. Each contour plot includes 12 contour planes with the equal division to $\Theta/b$. The results show that the $x^1$ and $x^2$ surfaces affect the distribution of plastic deformation $\Theta_{ij}$ significantly, whereas little change is observed near the $x^3$ surfaces.
Figure 3: Distribution of plastic deformation obtained from the edge dislocation model. (a) $\Theta_1$ and (b) $\Theta_2$ show the distribution of a cross-section at the $x^3 = 0$ plane, i.e. the centre of the cubic model. Because of the plane strain condition and the bilateral symmetry of the dislocation density, the free surfaces at $x^2/R = \pm 50$ have no effects on the plastic deformation; it enables the validation using the homotopy operator method. The present numerical analysis demonstrates complete agreement with analytical solutions obtained by the homotopy operator method.
Figure 4: The second Piola–Kirchhoff stress fields $S^{ij}$ of the straight screw dislocation: (a) $S^{11}$ with $S/\mu = 2.5 \times 10^{-2}$, (b) $S^{22}$ with $S/\mu = 2.5 \times 10^{-2}$, (c) $S^{33}$ with $S/\mu = 1.0 \times 10^{-2}$, (d) $S^{23}$ with $S/\mu = 5.5 \times 10^{-2}$, (e) $S^{31}$ with $S/\mu = 5.5 \times 10^{-2}$ and (f) $S^{12}$ with $S/\mu = 2.5 \times 10^{-2}$. Each contour plot includes 12 contour planes with the equal division to $S/\mu$. Surface effect is responsible for the large stress concentration found in (a), (b) and (f). It also confirms the distribution of weak normal stress $S^{33}$ in (c) along the dislocation line.
Figure 5: Distribution of shear stress (a) $S^{23}$ and (b) $S^{31}$ around the screw dislocation on the $x^3 = 0$ plane. Present numerical results show the complete agreement with the classical Volterra theory outside the dislocation core $x^i/R > 1$. In addition, the present model includes no singularity even at the centre of the dislocation core. In this figure, the stress fields are normalised by $D_S = \mu b/2\pi R$. 
Figure 6: The second Piola–Kirchhoff stress fields $S$ of edge dislocation: (a) $S_{11}$ with $S/\mu = 6.7 \times 10^{-2}$, (b) $S_{22}$ with $S/\mu = 3.8 \times 10^{-2}$, (c) $S_{33}$ with $S/\mu = 3.1 \times 10^{-2}$, (d) $S_{23}$ with $S/\mu = 1.4 \times 10^{-2}$, (e) $S_{31}$ with $S/\mu = 4.2 \times 10^{-3}$ and (f) $S_{12}$ with $S/\mu = 5.2 \times 10^{-2}$. Each contour plot includes 12 contour planes with the equal division to $S/\mu$. The free surface effect is responsible for the stress concentration of $S_{23}$ and $S_{31}$ as well as the vanishing of $S_{33}$ near the $x^3$ surfaces of the cubic model.
Figure 7: Distribution of stress (a) $S_{11}$, (b) $S_{22}$, (c) $S_{33}$ and (d) $S_{12}$ around the edge dislocation on the $x^3 = 0$ plane. The distant stress fields $x^2/R > 5$ show agreement with the classical Volterra theory, whereas notable deviations are confirmed in the normal stress fields especially near the dislocation core. From a systematic numerical analysis with different magnitude of Burgers vector $b$, we conclude that the geometrical nonlinearity is responsible for this phenomenon. Note that the stress fields are normalised by $D_S = \mu b / 2\pi(1 - \nu)R$. 
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