Trapping flocking particles with asymmetric obstacles
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Asymmetric obstacles can be exploited to direct the motion and induce sorting of run-and-tumbling particles. In this work, we show that flocking particles which follow the Vicsek model aligning rules experience a collective trapping in the presence of a wall of funnels made of chevrons, concentrating at the opposite side of a wall of funnels than run-and-tumbling particles. Flocking particles can be completely trapped or exhibit a dynamical trapping behaviour; these two regimes open the door to the design of a system with two perpendicular flows of active particles. This systematic study broaden our understanding about the emergence of collective motion of microorganisms in confined environments and direct the design of new microfluidics devices able to control these collective behaviours.

PACS numbers: Valid PACS appear here

I. INTRODUCTION

Self-generated motion is ubiquitous in nature; microorganisms and cells are required to move to execute vital biological processes. The dynamical behaviours emerging at the microscopic scale from this non-equilibrium nature are fascinating [1]. Recently, our attention has shifted towards not only the effect of solid interfaces on the dynamical behaviour of these active systems [2], but also the effect of their dynamics on their surroundings [3, 4].

One of the most paradigmatic active matter systems are bacteria, whose locomotion mechanism [5] and collective behaviour [6] are highly influenced by the properties and structure of the supporting media. Some bacteria such as E. Coli move following a run-and-tumble protocol, which alternates periods of swimming in a straight line at constant speed with tumblings in which the movement orientation is randomly chosen, resulting into a diffusive dynamics, in the absence of external fields. However, the presence of asymmetric walls, such as V-shaped obstacles, referred to as chevrons, produce rectification of bacterial motion, resulting into directed motion [7, 8].

It has been recently shown that this ratchet effect can be utilised to extract work from a bacterial suspension by means of the motion of anisotropic mobile obstacles such as gears [9, 11] or chevrons [12–15]. Similarly, anisotropic fixed obstacles such as a wall of chevrons, with funnels between neighbouring obstacles, induce an increase of bacteria concentration on the concave side of the funnelled wall [16–18]. This is a consequence of the persistence length of the bacteria movement, which increases the probability of crossing the funnel from the convex to the concave side of the funnelled wall, effectively concentrating bacteria on the latter [19, 20].

Anisotropic obstacles are not only capable to induce ratchet effects on suspensions of run-and-tumbling particles, but also affect the collective behaviour of active aligning particles, such as Vicsek particles [21]. This model, despite the simplicity of the inter-particle interaction rule, provides a successful platform to study self-organisation of active particles [22, 23], describing flock formation and collective behaviour [25, 26]. In the presence of anisotropic obstacles such as a funnelled walls, Vicsek particles concentrate on one side of the wall [27]. In this system, the rectification’s direction can be reversed by changing inter-particle steric-repulsion radius. In addition, it has been suggested that the alignment interactions between active particles interacting via alignment rules and obstacles play a key role in rectifying active particles’ motion in the presence of a wall of funnels in an infinite periodic channel in which particles dynamics obeys an over-damped Langevin rule with finite angular time correlation [28, 29].

In the present work, we investigate the behaviour of active aligning particles interacting with arrays of chevron-like obstacles that form parallel walls of funnels with alternating orientations, as shown in Fig. [1]. Vicsek particles spontaneously accumulate on the convex side of the funnelled walls. We study the dynamics of this collective self-trapping behaviour and identify two regimes, one static and other dynamical in which particles are effectively trapped by constantly escaping and getting into the channels. Exploiting these two regimes, we engineer a system showing two perpendicular flows of Vicsek particles.
II. METHODS

To model active aligning particles we use the two-dimensional Vicsek model [22, 23], in which point-like particles align with their first neighbours' average orientation. Vicsek particles move at a constant speed of \( v \), while their direction of motion, \( \theta_i \), determines their velocity \( \vec{v}_i = v(\cos(\theta_i)\hat{x} + \sin(\theta_i)\hat{y}) \). The position of each Vicsek particle, \( \vec{x}_i(t) \), is updated at regular time intervals \( \Delta t \) according to:

\[
\theta_i(t + \Delta t) = \text{arg} \left( \sum_{j \in \mathcal{N}_i(t)} e^{i\theta_j(t)} \right) + 2\pi \eta \zeta \tag{1}
\]

\[
\vec{x}_i(t + \Delta t) = \vec{x}_i(t) + \vec{v}_i(t + \Delta t) \Delta t \tag{2}
\]

where \( \eta \in [0, 1] \) is the noise amplitude, \( \zeta \in [-0.5, 0.5] \) is a delta-correlated white noise and \( \mathcal{N}_i \) is the list of first neighbours of particle \( i \), which are defined as the particles inside a cut-off radius, \( R \), from particle \( i \). We refer to this scheme as metric Vicsek model [22, 23]. Alternatively, we consider Vicsek particles that only interact with their first Voronoi neighbours independently of the distance between them, referred to as topological Vicsek model [30]. In our simulations, we set \( R = 1 \) and \( \Delta t = 1 \) and normalise all quantities by \( R \) and \( \Delta t \).

We consider \( N = 2000 \) Vicsek particles within a two-dimensional simulation box of length \( L = 32 \) at constant density \( \rho = N/L^2 = 1.953 \). We apply periodic boundary conditions in both directions. For this system, the order-disorder transition occurs at noises below \( \eta = 0.5 \) [22, 31]; thus, we only consider noises ranging between 0 and 0.5, where flocking is observed. Besides Vicsek, we also study a system of run-and-tumble particles without aligning interactions. When considering run-and-tumble particles, we neglect the first term in Eq. 1 and set \( \eta = 1 \). The speed is set to 1 and so the persistence length. For a direct comparison with the Vicsek particles simulations, we consider a system with the same density (\( L = 32, N = 2000 \)).

In our system, active particles interact with fixed anisotropic obstacles with a chevron shape (V-shape). Details about their implementation can be found in the SM. Briefly, when an active particle encounters a chevron it bounces, thereby reorienting its direction of motion. We consider three different bouncing rules: i) repulsive, ii) elastic and iii) aligning, schematically shown in Fig. 1B. The repulsive bouncing rule is similar to that of Ref. [24], under which an active particle bouncing with a chevron changes its orientation to be perpendicular to the wall. According to the elastic bouncing rule, active particles are scattered from the chevrons according to the Snell’s law; the approaching angle towards the wall and the outgoing angle from the wall are the same. The aligning bouncing rules accounts for the tendency of the active particles to align with solid interfaces [10]. Active particles colliding with a solid wall change their orientations to align with it independently of the approaching angle, plus a small angular random noise in the interval \([0, \eta\pi]\), being \( \eta \) the noise for Vicsek particles or \( \eta = 1/32 \) for run-and-tumble particles [10]. To compute the time evolution of the particles that bounce with solid walls we use an event-driven dynamics, whereas Vicsek update rules are implemented at regular intervals. Details about the implementation of the models, interactions with obstacles and dynamics can be found in the supplementary material (SM).
III. RESULTS AND DISCUSSION

To start with, we study the behaviour of run-and-tumble and metric Vicsek particles in the presence of two parallel funnelled walls made of chevrons, where the walls are oppositely oriented, as shown in Fig. 1A. This geometry results in two regions, one on the concave and the other on the convex side of the funnels. Once reached the steady-state, both types of particles experience a trapping behaviour induced by the anisotropy of the obstacles’ arrays. However, while run-and-tumble particles concentrate on the concave side of the funnels (Fig. 1C), Vicsek particles are trapped on the convex side (Fig. 1D). These different trapping behaviours result from their differences in the interactions with the obstacle arrays. Run-and-tumble particles tend to go from the convex to the concave side of the funnelled wall due to their alignment with the chevrons’ edges, as schematically shown in Fig. 1E. Thus, to induce trapping, the opening between chevrons must be small compared to the run’s persistence length \( l \). On the contrary, Vicsek particles are confined in the region between the convex sides of the funnelled walls. Differently from the trapping experience by run-and-tumbling particles, the trapping of Vicsek particles is of collective nature. Initially, Vicsek particles align with each other forming flocks. Next, flocks align their direction of motion with the funnelled walls, independently of the chosen bouncing rules (see SM). When flocks are on the concave side of the walls of funnels, the particle’s collisions with the chevrons push them towards the convex side. Alternatively, the particles of flocks on the convex side of a funnelled wall are bounced back, as represented in Fig. 1F. Therefore, for a flock of particles aligned with a funnelled wall, the probability of passing from the concave to the convex side is much higher than the other way around (see SM). Since this trapping of Vicsek particles on the convex side of the funnelled walls is due to the interaction with the chevrons of previously formed and wall-aligned flocks, the aligning interactions between Vicsek particles on the concave side and those on the convex side of the wall are not driving this trapping behaviour. We observe the same steady-state in systems where Vicsek particles are not allowed to interact through funnelled walls (data not shown).

This collective trapping behaviour on the convex side of the funnelled walls clearly differs from the one described in Ref. [27], where point-like Vicsek particles are preferentially located on the concave side of the wall. Both systems differ in the chevrons’ geometry, particles’ swimming speed and that we consider periodic boundary conditions instead of a finite simulation box bounded by repulsive walls. A detailed comparison can be found in the SM. However, the different trapping behaviours observed are consequence of the fact that both rectification mechanisms are of different nature. In our system the rectification is of collective nature; it is the flock aligning with the funnelled walls what enables the rectification, which results into chevrons directing the particles towards the convex side of the wall, as depicted in Fig. 1F. Whereas in the system of Ref. [27], in which the flocks do not align with the funnelled walls due to the chevron’s angle and the presence of repulsive boundaries of the simulation box, the rectification of Vicsek particles is similar to the one experienced by run-and-tumbling particles on the concave side of the wall of funnels. Therefore, one can switch between rectification mechanism, and thus trapping localisation, by promoting or neglecting flock’s alignment with the funnelled walls. For example, one can increase the angle of the chevrons to hinder flock’s alignment with the walls of funnels, or increase the size of the chevrons to promote the alignment.

Next, we study the effect of both chevrons and funnels’ geometry on the collective self-trapping of Vicsek particles. To characterise this trapping behaviour, we reduce the area of the region in between the convex sides of the funnelled walls to one tenth of the total area, by decreasing the distance between the two funnelled walls, thus forming a narrower channel where particles tend to get trapped, as seen in Fig. 2A. Then, we establish the dependence of trapping on the opening length of the funnels \( \delta \), the chevron angle \( \alpha \), and the distance between neighbouring chevrons \( d_c \) (Fig. 1A).

A flock of Vicsek particles swimming along the concave side of the funnels is eventually pushed towards the convex side as particles pass through the funnel openings \( \delta \). Therefore, it is expected that \( \delta \) plays a major role in the collective self-trapping behaviour of Vicsek particles. For small funnels’ openings, trapping within the region in between the convex sides of the funnelled walls is effective up to high values of Vicsek noise \( \eta \) (Fig. 2B). As \( \delta \) increases, the probability of particles traveling from the convex towards the concave side increases, reason why self-trapping is effective up to lower values of \( \eta \). We also explore the effect of the chevrons angle \( \alpha \), while keeping \( \delta \) and \( d_c \) constant (Fig. 2C). For small angles there is a small difference between the probability of particles passing towards the convex side from the concave one and viceversa, resulting into collective self-trapping only at small noises where particles form compact flocks aligned with the funnelled walls. Similarly, chevrons with large angles only produce trapping at small noises since these funnel are not very effective in keeping the flock aligned parallel to the wall. On the contrary, angles larger than 60 degrees promote the aligning of the flocks perpendicular to the funnelled walls. Thus, the collective self-trapping of Vicsek particles occurs at an optimal trapping of about 40 degrees. Finally, we study the effect of the distance between chevrons \( d_c \), while keeping \( \delta \) and \( \alpha \) constant. As shown in Fig. 2D, trapping is not affected by \( d_c \), and in all cases is not effective for noises greater than 0.25.

We also consider the effect of the alignment rules between Vicsek particles and swimming velocity on this collective trapping behaviour. We observe that elastic bouncing rules slightly enhance trapping with respect to the aligning rule, but the overall behaviour remains
 FIG. 2. **Funnels geometry.** A (metric) E (topological): Characteristic snapshot of the trapped steady state is shown for $\eta = 0.1$, $d_c = 2$, $\alpha = 30$ degrees, $\delta = 0.5$ and $A_{\text{trapping}} / A_{\text{total}} = 1/10$. The colormaps represent the averaged number of trapped Vicsek particles over ten independent simulations as a function of $\eta$ and: $\delta$ with $d_c = 2$ and $\alpha = 30$ degrees for metric (B) and topological (F) Vicsek particles, $\alpha$ with $\delta = 1$ and $d_c = 2$ for metric (C) and topological (G) Vicsek particles, and $d_c$ with $\delta = 0.5$ and $\alpha = 30$ degrees for metric (D) and topological (H) Vicsek particles. The red solid lines represent the threshold above which dynamical trapping occurs and the grey dashed region corresponds to particles trapped inside the concave part of chevrons.

unchanged (see Fig. S3 in SM). However, the repulsive bouncing rule makes trapping a lot more erratic, and we no longer find a clear dependence with the opening length of the chevrons, $\delta$. Reducing the swimming speed, $v$, diminishes the importance of the bouncing rule in the trapping behaviour (see Fig. S4 in SM). At a swimming speed of $v = 0.004$, the trapping of Vicsek particles is slightly more effective, but the dependence with the opening length of the chevrons disappears.

Topological Vicsek particles exhibit the same type of collective self-trapping behaviour described for metric Vicsek particles. However, due to their lower tendency to form flocks, this collective trapping mechanism is less effective, resulting into a smaller number of particles trapped within the channel. Therefore, independently on the chosen parameter of the funnelled wall geometry, low noise levels are needed to enhance the number of trapped particles as shown in Figs. 2F, G and H. The differences of the collective self-trapping behaviour between metric and topological Vicsek particles is more evident when considering more localised traps such as circular traps instead of infinite channels. These traps are formed by circular arrays of funnels of radius $R_t$, whose convex side point towards the center of the trap, as shown in Fig. 3. Since we apply periodic boundary conditions, this system is a square lattice of circular traps. Independently on the Vicsek model, either metric (Fig. 3A) or topological (Fig. 3B), Vicsek particles at low noise are preferentially located inside the trap, while performing circular motion along the boundary. Metric and topological Vicsek differ in the organisation of particles inside the trap, while metric Vicsek particles form flocks, topological ones are placed uniformly along the circular perimeter. Since most of the particles are located at the circle’s boundary, either inside or outside of the funnelled wall, to quantify the trapping in this geometry instead of counting the number of particles inside the circle, we calculate the number of particles performing a circular motion around the center of the trap by means of an order parameter $\lambda \in [0, 1]$ averaged over iterations in the steady state,

$$\lambda = \frac{1}{N} \sum_{i=1}^{N} \frac{(r_{xi} - r_{x0})(v_{yi} - (r_{yi} - r_{y0})v_{xi})}{|\vec{r} - \vec{r}_0| |\vec{v}|} \tag{3}$$

where $\vec{r}_0 = (r_{x0}, r_{y0})$ is the center of the circular trap, $\vec{r}_i = (r_{xi}, r_{yi})$ and $\vec{v}_i = (v_{xi}, v_{yi})$ are the $i$th-particle’s position and velocity, respectively. When particles are trapped, thus performing a circular trajectory around its center, $\lambda$ is close to 1, while $\lambda$ will be lower if particles are not trapped.

In Figs. 3C and D, the values of $\lambda$ as a function of the noise level and distance between chevrons, $d_c$, are shown for both metric and topological Vicsek particles, respectively. In this case, the distance between chevrons, $d_c$, is measured along the circumference arc. As it can be seen, the closer the chevrons, the collective trapping within the circular trap becomes more effective. Although this trend is the same for both types of Vicsek particles, metric Vicsek particles can be partially trapped, while topological
Vicsek particles are either trapped as seen in the snapshot of Fig. 3B or particles are not trapped at all. Thus, Vicsek particles exhibit a wider range of trapping inside the circles, but at the boundaries of this colormap we observe flocks that temporarily leave a trap and eventually are confined by a neighbouring trap.

We now study the dynamics of the collective trapping of Vicsek particles in channels made of funnels (Fig. 4). For a given chevron geometry we compute the time evolution of particles transiting through the funnelled walls in (dark symbols) and out of the channel (light symbols). As shown in Fig. 4A, at low Vicsek noises (up triangles), flocks form and more particles enter into the channel than particles leave it, although the system does not reach steady state during the simulated time. As the noise increases, $\eta = 0.1$ (squares), the rate of particles entering the channel is higher, reaching a trapping steady state at shorter times. For $\eta$ around 0.2 (down triangles) the system reaches a different steady state in which particles are constantly passing through the funnelled walls in both directions, while keeping most of the particles inside the channel. We refer to this behaviour as dynamical trapping. At higher noises, above $\eta = 0.4$ (circles), Vicsek particles do not experience funnels’ anisotropies, resulting in a homogeneous distribution of particles.

The number of particles crossing from the convex side to the concave side of the channel through the top funnelled wall, $N^+_{\alpha}$, and bottom wall, $N^\bot_{\alpha}$, results into a perpendicular flux of particles escaping the channel through the top wall at each time step, $J^+_{\alpha} = \frac{N^+_{\alpha}}{t_{\Delta t}}$, or the bottom wall, $J^\bot_{\alpha} = \frac{N^\bot_{\alpha}}{t_{\Delta t}}$, respectively. The normalised flows through the top wall, $\bar{J}^+_{\alpha} = \frac{J^+_{\alpha}}{\rho v t_{\Delta t}}$, as a function of the opening between chevrons, $\delta$, for several values of Vicsek noises, 0.08 (black pentagons), 0.10 (brown diamonds), 0.12 (blue down triangles), 0.14 (green up triangles), 0.16 (orange circles), 0.18 (light blues squares) and 0.20 (grey crosses). The horizontal red line corresponds to the threshold value above which we consider a dynamical trapping of Vicsek particles.

FIG. 3. Circular traps. A) metric Vicsek particles get trapped in a circular trap made of funnels ($d_c = 2.356$). B) Steady-state reached by topological Vicsek particles in the presence of a circular trap ($d_c = 1.508$). In both cases the conditions where the same: $v = 0.2$, $\delta = 0.8$, $\alpha = 30$ deg, radius of trap $R_t = 12$ and C and D) Colormaps representing $\lambda$ as a function of $\eta$ and $d_c$.

FIG. 4. Trapping dynamics. A) Time evolution of the cumulative sum of particles transiting into the channel, represented by black symbols, and out of the channel, represented by light symbols at different Vicsek noises $\eta$: 0.02 (up triangles), 0.1 (squares), 0.2 (down triangles) and 0.4 (circles). The chevron geometry is kept constant at $\delta = 0.3$, $d_c = 2.0$ and $\alpha = 30$ degrees. B) Normalized flux of particles through the top walls of the channel, $\bar{J}^+_{\alpha}$, as a function of the opening between chevrons, $\delta$, for several values of Vicsek noises, 0.08 (black pentagons), 0.10 (brown diamonds), 0.12 (blue down triangles), 0.14 (green up triangles), 0.16 (orange circles), 0.18 (light blues squares) and 0.20 (grey crosses). The horizontal red line corresponds to the threshold value above which we consider a dynamical trapping of Vicsek particles.
in the symmetric case, $\delta_{\text{top}} = \delta_{\text{bottom}}$, where the system is in the trapping regime and Vicsek particles are trapped within the channels: $J_{+}^\perp = J_{-}^\perp \approx 0$ (Fig 5B). As soon as we consider the top wall working in the dynamical trapping regime, $\delta_{\text{top}}/\delta_{\text{bottom}} = 3$, the Vicsek particles have a higher probability to pass through the funnels with wider openings, a fraction of which travels out of the channel towards the neighbouring channel. This results into a net flux of Vicsek particles along the perpendicular direction of the channels towards the top region, $\bar{J}_{+}^\perp$. This flux perpendicular to the channel increases as the opening of the funnels of the top wall increases, $\delta_{\text{top}}$, as shown in Fig. 5. Even though each channel is also characterised by a net flux of particles along the channel ($J_{||}$), there is not net flux for the entire system due to the absence of a preferential swimming direction parallel to the channels. However, a net flux of particles parallel to the channels could be obtained by breaking the symmetry along the channels either by tilting the chevrons or adding a chevron inside of the channel.

The same behaviour is observed for topological Vicsek particles within channels formed by a funnelled wall working on the trapping regime combined with a wall working on the dynamical trapping regime. However, while for metric Vicsek particles the direction of the flocks swimming along the channel does not have any effect on the magnitude of the perpendicular flows of Vicsek particles, in the case of topological Vicsek particles the relative direction of the swimming direction of the flocks between two adjacent channels strongly affects the magnitude of the perpendicular flows of Vicsek particles, $\bar{J}_{+}^\perp$. In Fig. 6A we show a snapshot of the simulation box when all four channels have their Vicsek flows aligned. The corresponding cross flows measured as a function of the wider $\delta$ value are shown in Fig. 6B, which are similar to those obtained for metric Vicsek particles.

In Fig 6C and D, we show a system where there are Vicsek flows along the channels in different directions and the dependence of the cross flows with $\delta$ using only cases with opposite flows, respectively. As it can be seen, when the Vicsek flows between two neighbouring channels have opposite directions, the cross flows are considerably enhanced. Since topological Vicsek particles interact with their first Voronoi neighbours, particles that scape from one bottom channel gradually change their velocities to align it with that of the flock in the top channel. This effectively push particles towards the top channel, reducing the density of particles in the region in between two channels with flocks swimming in opposite directions, as shown in Fig. 6C. Given that the definition of each particle neighbours does not depend on the distance, this interaction is independent of the distance between channels and thus, the cross flow in this asymmetric case only depends on the phase between the channels, which is constant at 180 degrees.

IV. CONCLUSIONS

To summarise, we have studied the trapping behaviour of active particles by means of anisotropic obstacles. V-shaped obstacles induce the rectification of active particles, resulting into the concentration of run-and-tumbling particles within the region at the concave side of channels...
formed by oppositely oriented walls of funnels. On the contrary, particles interacting via aligning interactions, as described by the Vicsek model, concentrate at the convex side of the funneled walls. Differently from run-and-tumbling particles, the trapping behaviour of Vicsek particles is driven by collective effects. We have shown that this collective trapping is independent of the aligning rules with the obstacles, either repulsive, elastic or aligning. In addition, this effect is not dependent on the definition of particle’s neighbours, either metric or topological Vicsek particles. The key element to observe this collective self-trapping behaviour is the alignment of the flocks of particles with the funneled walls; systems in which flocks are not allowed to align with the walls of funnels tend to concentrate on the concave side of the walls, similar to run-and-tumbling particles. We carefully considered how the geometry of the wall of funnels condition the collective trapping behaviour exhibited by Vicsek particles. We observe that trapping is more effective for narrow openings of the funnels and short distances between chevrons when considering an optimal angle of the chevrons of about 40 degrees. Moreover, we observed three well-defined dynamical regimes for this collective trapping effect as a function of the geometry of the funnels and Vicsek noise: i) particles pass through a wall of funnels from the convex side towards the concave side of the wall, resulting into their trapping within this region of the channel between the funnel’s walls, ii) particles pass from both sides of a wall of funnels at equal rates and do not get trapped and iii) particles exhibit different rates passing through a wall funnels from one side or the other, reaching a steady state in which particles are effectively trapped within the channel, but are constantly transiting through the walls of funnels. Exploiting the latter dynamical trapping regime we engineered a system that exhibits two perpendicular flows of Vicsek particles, whose magnitude and direction can be tuned by modifying the geometry of the walls of funnels.
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