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ABSTRACT

The number of distributed applications that can utilize multiple distributed resources in a simple and scalable manner is still limited. This is a representation of the state-of-the-practice of large-scale distributed computing as well as a product of the lack of abstractions for distributed applications and infrastructure. This paper presents three new abstractions and integrates them within a pilot-based middleware framework. This integrated middleware supports the execution of large-scale distributed applications on multiple, production-grade, and heterogeneous resources and enables extensive experimentation on the execution process itself. Thousands of experiments have been performed on XSEDE and NERSC production resources. These experiments offer valuable and actionable insights on how distributed applications should be coupled with multiple heterogeneous resources. This paper provides conceptual understanding and practical guidance into the improvement of the current generation of distributed application, as well as the design of the next-generation of distributed infrastructures by: (1) providing a virtual laboratory for a structured, semi-empirical study of executing dynamic applications on production-grade dynamic resources, and (2) understanding the impact of heterogeneity, scale and degree of distribution on the execution of distributed applications.
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1. INTRODUCTION

The need for the collective utilization of multiple, distributed and heterogeneous resources is common to large-scale science projects [1, 2] as well as to the long-tail of science [3]. While impressive strides have been made in the use of individual HPC resources, the ability to utilize them for collective high-performance and distributed computing (HPDC) [4] is at best limited. [5]

Currently, the most relevant challenges are developing distributed applications as well as designing large-scale distributed computing infrastructure (DCI) to support them. A few simple classes of distributed applications are supported (e.g. embarrassingly parallel,) yet even these applications are not always easy to develop or execute across a DCI. This is due, at least in part, to a lack of abstractions that generalize and uniformly represent DCI well enough that application developers can build more sophisticated and portable applications. As a consequence of being dependent upon local and point solutions, distributed application are...
often brittle. It is thus no surprise that the ability to reason about the execution of distributed applications on DCI is limited. For example: If an application has a certain characteristic, what type of infrastructure should it use? What time-to-completion should be expected if an application had the collective power of XSEDE available to it? How do specific execution decisions influence the performance? Given a specific infrastructure available, how should an application adapt to best use it?

While the ability to reason about alternative execution approaches and performance trade-offs among different execution possibilities is a desired goal, there is first a need to improve basic execution capabilities across multiple distributed resources. Enhancements in execution capabilities need to be quantitative (e.g., number of heterogeneous resources that can be utilized and of applications that can be executed) as well as qualitative (e.g., resource abstractions and unifying models of resource management). Progress has been made in addressing the heterogeneity of the resource access layer, but the lack of well established abstractions and approaches to resource management bind applications to specific platforms, acting as a barrier to interoperability.

In this paper, we systematically examine the technical issues of the above limitations. We address them by means of a powerful and minimally complete set of abstractions. These abstractions span multiple levels: application (skeletons), resources and resource level information (bundles), and dynamic resource management (pilots). With these abstractions in place, and motivated by improving the scale and state-of-the-practice of distributed applications execution, we formalize the set of decisions needed for such an execution in the form of a fourth abstraction: Execution Strategy.

We implement these abstractions to build a general purpose and extensible middleware, so as to investigate experimentally the characteristics of the interoperable execution of distributed applications. Insight into the consequences of different execution strategies, the range of application and resource characteristics investigated, and the scale of the experiments permit us to claim the abstractions as valid instruments of intuition, experimentation, and effective execution of distributed applications.

Experiments using large-scale, production grade, distributed, and heterogeneous resources (up to five different concurrent machines) were performed over the course of almost a year. Our experiments have been repeated more than 20,000 times for different distributed applications; the total number of tasks executed is more than 10 million. The range and scale of these experiments enable us to measure advantages in specific execution strategies and quantify their impact as a function of scale, for both applications and resources. This is an important and non-trivial advance towards the ability to reason about and to discern the consequence of distributed application execution decisions. The ability to analyze and determine optimal execution strategies will ultimately yield quantitative models of distributed execution[7].

This work also establishes that simple execution strategies and scalability are not necessarily mutually exclusive. Engineered implementations of well-defined conceptual models (abstractions) can support both semi-empirical and hypothesis-driven investigation at the scale and at levels of sophistication needed to capture the requirements of existing large-scale, distributed applications [8]. This work takes an important step in moving beyond the traditional limitations of reasoning about distributed execution. It also provides empirical evidence of the ability to design and architect distributed infrastructures for specific performance and resource properties. Put together, this work advances the state-of-the-practice of distributed application execution, extending its impact from the formal realm into the very practice of large-scale distributed computing for science and engineering [9].

In Section 2, we provide a brief summary of precursory and related work. Section 3 discusses the abstractions we have defined and integrated. The architecture and resultant capabilities of integrating the abstractions is presented in Section 4, along with a detailed discussion of experimental design. Section 4 also discusses the results of the core experiments of this paper and an analysis of the results. Section 5 discusses the implications on the state-of-the-practice, implications for the future of distributed application execution and its possible challenges.

2. RELATED WORK

This work was conceived following the comprehensive survey of distributed applications [9]. The survey established, arguably for the first time, the relationship between infrastructure and scientific distributed applications. It examined the issue of inconsistent internal and external interfaces and how they lead to application brittleness.

The challenge of distributed application execution on heterogeneous resources is a well-known and extensively researched problem. The I-Way [10], Legion [11], and Globus [12][13][14] clearly show the complex process of porting a distributed application to a framework in order to use distributed resources.

The abstractions and tools described in this paper avoid traditional limitations by: (1) addressing heterogeneity with interoperability rather than requiring homogeneous middleware on each target resource; (2) avoiding the assumption that the resource and application layer are static across the execution process; and (3) by minimizing the porting and execution overheads of end user applications. We believe the execution strategy, skeleton, and bundle abstractions are novel, though related work has been performed.

Bokhari [15] and Fernandez-Baca [16] theoretically proved the NP completeness of matching/scheduling components on distributed systems. Braun et al. [17], Chen and Deelman [18], and Malawski et al. [19] present execution strategies modeled as heuristics based on empirical experimentation. Workflow systems like Kepler [20], Swift [21], and Taverna [22] all implement execution management but in the form of a single point solution, specifically tailored to their execution models. Our execution strategy abstraction instead isolates, generalizes, and makes explicit the representation and mechanics of controlling the coupling of a given set of tasks over diverse resources.

Work from Foster and Stevens [23], Meyer et al. [24], Lo-
gan et al. [25] resemble some of the features of skeletons but are limited only to parallel applications or directed acyclic graphs (DAGs). Bundles leverages some of the work done in information collection [23], resource discovery [27,28], and resource characterization as it relates to queue time prediction [29,30,31,32,33,34] and its difficulties [34].

3. DISTRIBUTED SYSTEM ABSTRACTIONS

A fundamental attribute of DCI is the spatiotemporal fluctuation of the available capacity of resources. Application execution therefore takes place on a dynamically varying resource landscape. The coupling between the application and the resources will have at least one time varying component, and where the application workload is changing, possibly both. As decisions influencing execution are dependent upon changing state information, the coupling between the application layer and the infrastructure layer must move beyond static interoperability. In fact, execution decisions are intimately related to the type of information used, and for distributed applications this information has to be drawn both from the application level as well as from the infrastructure level.

The primary objective of integrated middleware is to bring together application-level and infrastructure-level information. This is non-trivial; not only is the type and reliability of resource information difficult to normalize, but the application requirements are also diverse. Given the broad range of application characteristics and resource types, we want to abstract a core set of distributed application properties and capture how they are related to resource layer properties, and vice versa. Abstractions that are usable for a wide range of application characteristics and resource types also need to be extensible and able to be integrated together. We are faced with the classic design tension of cohesion (narrowly defined abstractions) versus coupling (integration).

Although the full complexity of working in large-scale production environments cannot be reduced to the sum of the complexities of the constituent components, simplifying those components is an important first step. We use four abstractions to support the dynamic execution of distributed applications on diverse resources. Our work provides a minimally complete set of abstractions and more: it provides a laboratory for testing ideas “in the wild”, i.e., in the full complexity of production distributed environments.

3.1 Application Abstractions

Most distributed applications that we have observed are of two types. The first is Many-Task Computing (MTC) [35], where applications are composed of tasks, which themselves are executables. The tasks can be thought of as having a simple structure from the outside: they read files, compute, and write files, though they can be quite complex internally. They can also be either sequential or parallel. These MTC applications fall into a small number of types, specifically bag-of-task, (iterative) map-reduce, and (iterative) multistage workflow. Interaction between tasks is usually of the form of files produced by one task and consumed by another. The tasks can be distributed across resources, and there is a framework that is responsible for launching the tasks and moving the files as needed to allow the work to be done.

The second type is applications composed of distributed elements that interact in a more complex manner, such as by exchanging messages while running, possibly as services. The elements of these applications can have persistent state, while the MTC tasks do not; their outputs are based solely on their inputs, and they are basically idempotent.

The majority of distributed science and engineering applications are MTC, while in business, there is much more of a mix of the types. Because we are concerned with science and engineering application, we currently focus on MTC applications. We generalize bag-of-task, (iterative) map-reduce, and (iterative) multistage workflow applications into (iterative) multistage workflow applications, since bag-of-task applications are basically single-stage applications and map-reduce applications are basically two-stage applications.

We use a top-down approach to abstract the application: an application is composed by a number of stages (which can be iterated in groups), and each stage has a number of tasks. An application is described by specifying the number of stages and the number of tasks, input and output file and task mapping, task length, and file size inside each stage. Task lengths and file sizes can be statistical distributions or a polynomial functions of other parameters. For example, input file size can be a normal distribution, task length can be a linear function of input file size, and output size can be a binomial function of task runtime.

We call this type of abstract application a ‘Skeleton Application’ [36], and have built an open source tool (Application Skeleton [37]) that can create skeletons. The tool is implemented as a parser. It reads in a configuration file that specifies a skeleton application, and produces three groups of outputs: (1) Preparation Scripts: the preparation scripts are run to produce the input/output directories and input files for the skeleton application. (2) Executables: executables are the actual tasks of each application stage. We assume different stages use different executables. (3) Application: the overall skeleton application can be implemented in one of four formats: shell commands that can be executed in sequential order on a single machine, a Pegasus DAG [38] or a Swift script [21] that can be executed on a local machine or in a distributed environment, or a JSON structure that must be used by middleware that is designed to read it, in our case, the integrated middleware described in Section 4.

The application skeleton tool itself can be called by a user from the command line, or through an API. The work in this paper uses the skeleton API to call the skeleton code. To execute a skeleton application, the preparation scripts are run to create the initial input data files, then the skeleton application itself is run (the DAG with Pegasus, the Swift script with Swift, the Shell script with Bash, or the JSON structure with other software that can use it). The executables produced by the skeleton tool as the tasks for each stage copy the input files from the file system to RAM, sleep for some amount of time (specified as the runtime), and copy the output files from RAM to the file system.

We have previously [36] tested the performance accuracy of the skeleton applications. We profiled three representative distributed applications—Montage[39], BLAST[40], CyberShake-postprocessing[41]—to understand their computation and I/O behavior and then derived parameters required to specify the skeletons. We showed that the application skeleton tool produced skeleton applications that correctly captured important distributed properties of real applications but were much simpler to define and use. Performance of the real application vs the skeleton applications showed overall errors of -1.3%, 1.5%, and 2.4% for Montage,
BLAST, and CyberShake PostProcessing, respectively. At the stage level, fourteen out of fifteen stages had errors of less than 3%, ten had errors less than 2%, and four had errors of less than 1%

3.2 Resource Abstractions

Very few scientific applications run on dedicated resources owned by the end user. As a consequence, most users of scientific applications have to deal with the challenges of sharing heterogeneous resources that have dynamic availability and performance. This introduces complexity for both the application writer and end user. We mitigate this complexity with a new resource abstraction.

Resource allocation for scientific applications can be either static or dynamic. Allocation is static when users select resources based on knowledge of capacity, performance, policy, and cost. Often, this decision is made on an ad hoc basis. Allocation is dynamic when users monitor resource status during application execution and adjust resources as needed. Typically, this is beyond user ability and resource capability.

Both static and dynamic resource allocation require accurate resource characterization but we have observed that despite its importance, systematic approaches to address the need for such a characterization are lacking.

We have developed an application-centered resource abstraction layer exposed by a uniform interface. This layer functions as the bridge between applications and compute infrastructures providing accurate resource characterizations. In this way, efficient resource selection and usage by scientific applications is facilitated. We call this layer the ‘Bundle Abstraction’, or simply the ‘Bundle’.

The bundle abstraction has been implemented as a resource bundle. A resource bundle may be thought of as an instance of a bundle representing some portion of system resources. A resource bundle may contain an arbitrary number of resource categories (e.g., compute, storage) but it does not ‘own’ the resources. In this way, a resource may be shared across multiple bundles and users can be provided with a convenient handle for performing aggregated operations such as querying and monitoring.

A resource bundle has two components: resource representation and resource interface. The resource representation characterizes heterogeneous resources with a large degree of uniformity, thus hiding complexity. Currently, the resource bundle models resources across three basic categories: compute (including memory), network, and storage. Resource measures that are meaningful across multiple platforms are identified in each category. For example, the property ‘setup time’ of a compute resource means queue wait time on a HPC cluster or virtual machine startup latency in a cloud. Similarly, processors can refer to either actual cores or virtual machines.

The resource interface exposes deeper characterizations of the resource by measuring how it has been used in the past and provides universal interfaces that hide the unnecessary complexities within each resource. Three types of resource interfaces are exposed: querying, monitoring, and discovery. The query interface uses end-to-end measurements to represent and organize resource information. For example, the query interface can be used to inquire how long it would take to transfer a file from one location to a resource and vice versa.

The resource interface supports queries both in an on-demand mode (i.e., right now) and in a predictive mode using a data-driven approach. Our predictive capability is based on a characterization of the resource in terms of predicted workload and utilization and as opposed to accurate queue waiting time prediction, which is extremely hard to do accurately.

The resource bundle monitoring interface allows callers to inquire about resource state and to choose system events for which to receive notification via an asynchronous callback mechanism. For example, performance variation within a loosely-coupled cluster can be monitored so that when the average performance has dropped below a certain threshold for a certain period, subscribers of such an event will be notified. The callback mechanism may trigger subsequent scheduling decisions such as adding more resources to the application.

The resource discovery interface, which is future work, will allow the user to request resources based on abstract requirements so that a tailored resource bundle can be dynamically created. A simple language for specifying resource requirements that will allow compute, storage, and network requirements to be specified is being developed. This concept has been shown to be successful for cloud storage through Tiera, where resource capacities and resource policies are specified in a compact notation. In this way, there will be two ways to create a resource bundle: by explicitly adding resources to it, and by defining resource requirements and allowing the system to discover and assemble an appropriate set of resources to be contained within it.

3.3 Dynamic Resource Abstractions

The pilot abstraction generalizes the common concept of a resource placeholder, as a pilot holds a portion of the resources of a system so that the user can utilize it to execute compute tasks. A pilot is submitted to the scheduler of the target system and, once active, it allows for the direct submission of compute tasks by the user. In this way, the user executes compute tasks within the time and space boundaries set by the system scheduler for the pilot while avoiding the scheduler overhead for each compute task. Usually, the benefits of an implementation of a pilot system are measured in terms of (single core) task throughput but, within our work, the pilot abstraction has been leveraged more broadly to achieve heterogeneous resource aggregation and to investigate and measure optimal distributed application execution.

Implementations of the pilot abstraction have proven very successful at supporting computationally intense scientific research, especially when requiring the execution of large scale, single/core tasks. For example, the ATLAS project leverages a pilot system integrated within the Production and Distributed Analysis system (PanDA) to execute the single-task portion of the 5 million jobs processed by the project every week. Analogously, the middleware deployed by the Open Science Grid (OSG) project uses a pilot system named ‘Glidein’ to provide more than 700 million CPU hours a year, mostly to applications requiring high-throughput of single-core tasks. Furthermore, many leading user-facing tools and frameworks implement the pilot abstraction to support the execution of user-specified workflows. The Swift runtime system implements pilots in a subsystem named ‘Coasters’ while the FireWorks and Pegasus workflow systems use, respectively,
Generally, the available pilot implementations suffer from two main limitations: (1) they are either coupled to a resource-specific middleware or part of a vertical application framework; and (2) they do not fully implement the richness of the pilot abstraction as defined, for example, in Ref. [44]. In order to avoid these limitations a stand-alone pilot system called ‘RADICAL pilot’ was implemented. RADICAL pilot does not need to be deployed and managed by the target resources, exposes a well-defined programming interface to user-facing tools, and thanks to RADICAL SAGA [51] (the reference implementation of the SAGA OGF standard [52]) allows for enacting pilots and executing compute and data tasks on diverse resources.

RADICAL pilot is designed to be both a production grade tool to execute scientific applications and a full-fledged experimental toolkit. An explicit state model and a set of introspection tools can be used to record the performance of each state transition and the state properties of each RADICAL pilot component. To the best of the authors’ knowledge, these capabilities are missing in the pilot systems currently available but they are fundamental for enabling users to tailor effectively and efficiently the executions of distributed applications to their use cases.

The Pilot abstraction and its pilot system implementations help to highlight the general issue of coupling the application requirements to suitable target resources. This issue needs to be addressed whenever a pool of physical or logical resources have to be acquired to execute a distributed application, independently from the use of a pilot system. For example, jobs are used to acquire resources on a HPC or grid system, while virtual machines are used in a cloud infrastructure context. The Execution Strategy abstraction was defined and then implemented to address this application requirements/resource capabilities coupling challenge.

### 3.4 Distributed Execution Abstractions

The coupling process of distributed applications and resources involves several decisions to be made in order to target the correct amount and type of resources for the required period of time. For example, when targeting multi-user HPC resources, the user has to choose which queue to use, how many cores to request, for how long such cores will be needed, and where the data should be read from and written to. In the presence of multiple resources, the user may want to choose whether to target one or more resources, whether to use the resource with the lightest load or the largest amount of cores, memory, disk space, or bandwidth available. Broadly speaking, these choices depend upon the characteristics of the resources, on the requirements of the application, and on how the former can satisfy the latter. We refer to the set of all the possible choices associated with the execution of a given distributed application on a set of target resources as the ‘Execution Strategy’. This is traditionally determined based on user knowledge and experience, often through unstated heuristics.

An execution strategy can be thought of as a tree where each type of choice is a vertex and each edge is a dependence relation among types of choice. In the simplest case, there is only one value for each type of choice that allows for the application to be executed. For example, given a single resource, with a single queue, an application with a predefined number of tasks of known duration, and single-level scheduling (i.e., no pilots) there will be only one execution strategy available to the user. The number of values available for each type of choice increases when two or more resources can be used, when the duration for the tasks of the application is less precisely known, or when multi-level scheduling is available allowing for different binding times. In this case, the user will have the opportunity to target a different resource or to select different values for the walltime of each task. Our goal is to offer an alternative view: an explicit, scientific method of determining the execution strategy to enhance the user control over the optimization process and tailoring of her application execution.

Note that every execution strategy available for a given application is guaranteed to allow for its execution. The selection among alternative strategies is relevant only when considering multiple types of metrics. For example, execution strategies may differ in terms of time-to-completion (TTC), maximum throughput, energy consumption, affinity to specific resources, or allocation consumption. The relevance of each metric depends on qualitative requirements of the user and their quantification on the type of target resource(s) and given application. TTC is arguably one of the most relevant metrics; part of our work was improving distributed application execution by experimenting whether, how, and why alternative execution strategies lead to different TTC for the same application.

The execution strategy abstraction has been implemented into a software module called ‘Execution Manager’. This module interfaces with the implementation of all the described abstractions. It is therefore specialized to execute skeleton applications by means of pilots instantiated on resources chosen leveraging bundles. Nonetheless, the execution strategy abstraction is not intrinsically dependent on the pilot, skeleton, or bundles abstraction as the type and values of its decision points are not predetermined.

The strategy derivation process has five steps: (1) information is gathered about an application via the Skeleton API and about available resources via the Bundle API; (2) the application requirements and the spatiotemporal properties of the resources needed to execute it are derived from the skeleton description; (3) a suitable set of target resources is chosen by evaluating information provided by the bundle module; (4) a set of pilots is described and then instantiated on the chosen resources; and (5) the strategy is enacted by executing the application on the instantiated pilots.

The choices made in steps 2 and 3 depend on whether an optimization metric is given to the execution manager. For example, given a distributed application composed of independent tasks and the TTC metric, the execution manager will select a set of resources that allow for maximal execution concurrency, to minimize the execution time. Similar decisions will be made depending on the amount of data that needs to be staged, the bandwidth available between resources, the set of data dependences, etc. Note that this type of optimization leverages heuristics based on semi-empirical data. For example, knowing whether a bag of 2,048 single-core, loosely-coupled tasks, with a heterogeneous number of cores, duration, and input/output data should be executed on a single large pilot or on three smaller pilots instantiated on different resources, depends on algorithmic considerations as much as on empirical data about the behavior of pilots and resources under these conditions. This is why improving the practice of distributed computing execution requires
4. INTEGRATING DISTRIBUTED COMPUTING ABSTRACTIONS IN MIDDLEWARE

The four abstractions and their implementations presented in Section 3 help to address at least three of the problems that beset the practice of executing distributed applications: interoperability, scalability, and adaptivity. Interoperability here refers to abstracting localized differences in the resource and application layer to consistent and unified representations. Interoperability supports scalability, the possibility to execute an increasingly large number of loosely coupled tasks of a distributed application across multiple, heterogeneous resources. Adaptability consists of tailoring the execution process of specific distributed applications to the acquisition and utilization of diverse resources. As such, it is one of the core contributions of this paper to the practice of executing distributed applications.

Skeleton and bundle, which implement skeleton applications and resource bundles respectively, support interoperability by describing application properties and providing current and consistent status and behavior information about the resources. Pilot, implemented as RADICAL pilot, promotes scalability by aggregating heterogeneous resources across different administrative domains. Finally, execution strategy, implemented in an execution manager, enables adaptability by tailoring the execution of the distributed application to the capabilities of each target resource.

Skeleton applications, resource bundles, RADICAL pilot, and the execution manager have been implemented as Python modules. Each module exposes a well-defined API to promote and facilitate integration and, together, these four modules constitute a prototype that we call the AIMES (Abstractions and Integrated Middleware for Extreme-Scales) middleware (see Figure 1). The AIMES middleware is extensible; different modules can be integrated when new functionality is needed. For example, as seen in Section 4, RADICAL SAGA has been integrated to provide low-level resource interoperability, and new application modules are being developed to support the execution of diverse applications and workflows. The AIMES middleware is also self-contained: its capabilities depend exclusively upon its modules and not on further components that need to be deployed into the application or resource layers.

As discussed in Section 3, improving the practice of executing distributed applications requires technological solutions fostered by a qualitative and quantitative understanding of the distributed execution process. For this reason, the AIMES middleware has been developed both to support the execution of large scale scientific workloads by enabling interoperability, scalability, and adaptivity, but also as an experimental platform to explore and measure the underlying issue of the dynamic coupling of application requirements to resource capabilities. A set of experiments has been conducted to isolate the parameters whose values change depending on (1) scale; (2) concurrency; and (3) distribution of resources, pilots, and application tasks.

Scale is both temporal and spatial, e.g., the amount of time and resources needed to execute applications. The same applies to pilots and resources when considering their quantity, size, and duration. Concurrency indicates temporal overlapping and is a function of the type of tasks that need to be executed, the quantity of resources that are available at a given point of time, and the size, number and duration of the available pilots. Distribution identifies the type of variation of the values of a parameter, for example, the uniform or Gaussian distribution of the durations of a set of tasks or the distribution of the size of a set of pilots.

The evolution of the values of scale, concurrency, and distribution over time is a measurable representation of the dynamical behavior of applications, resources and, more importantly, of their coupling. The experiments presented in this section measure specific characteristics of this behavior in order to advance our understanding of distributed applications and their execution process. As shown by the analysis of experimental results, this understanding is directly transferable to the user in terms of practical indications on how to optimize the time to completion of distributed applications.

4.1 Current Capabilities

The AIMES middleware currently exposes capabilities at the application, resource, and execution management level. A user of the middleware can use the skeleton module to concisely describe a distributed application composed of many executable tasks by specifying their number, their duration, their intercommunication requirements, their data dependencies, and their grouping into stages. Using the bundle module, the user can also specify a set of resources that should be considered. This information consists of not only the capacity of a resource and some of its configuration properties, but also the availability of such resources in terms of utilization, state, and composition of their queues, and type of jobs already scheduled for execution. Finally, the user can set the parameters that need to be evaluated by the execution manager to derive an execution strategy.

Internally, the AIMES middleware manages the execution of the given application skeleton by acquiring its characteristics through the skeleton API (Figure 1, step 1). The same is

Figure 1: High-level architecture of the AIMES middleware. (1) provides distributed application description; (2) provides resource properties and state; (3) derives execution strategy; (4–6) enacts execution strategy.
done with the information about the available resources via the bundle API (Figure 1, step 2). An execution strategy is then incrementally derived by the execution manager (Figure 1, step 3). In the context of the experiments presented in this section (see Table 1), the derivation typically begins by setting the degree of execution concurrency and the percentage of the available resources that should be considered for execution, and then progresses until all the following parameters are set: (1) what resource to target for the execution; (2) what type of pilot container to use (typically a ‘job’ for HPC-like resources); (3) number, size, and duration of the pilots to instantiate; (4) what scheduler to use to place the skeleton tasks on the instantiated pilots; and (5) what type of binding to use for the tasks, early or late.

The values assigned to each decision point of an execution strategy are defined by evaluating the characteristics of the application, of the resources, and of the choices that have been already made for that strategy. For example, a resource is selected depending on the number of available cores, the length of its queue, its load, and the network bandwidth available between the resource and the machine from where the AIMES middleware is being instantiated. Analogously, the number, size, and duration of the pilots are derived by the space and time requirements of the given application. Finally, the pilot container and the type of scheduler are chosen depending on the set of target resources, and on the selected task/pilot binding. Under these conditions, multiple effective execution strategies are derived and an optimization metric is used to select the most appropriate one. The decision process required to set each parameter of the execution strategy can be extended to include arbitrarily complex heuristics and algorithms.

Once the execution strategy has been derived, the given application is executed (Figure 1, steps 4, 5, and 6). Figure 2 demonstrates the execution of a skeleton application with fifty tasks on five resources. The bottom third illustrates the pilot activity, i.e., how many tasks have been executed on each pilot, distinguished via color. The middle third of the diagram shows the progression of each task (units) through all of its valid states, with each state transition represented by a vertical line and the time spent by that task in that state represented by the horizontal line. Finally, the top third shows the state progression of each pilot used to execute the given tasks.

The figure offers a concise yet complete explanation of all the stages of the execution of a skeleton application. Pilots advance through some preparatory states and are sent to remote resource’s queue (PENDING ACTIVE, top third of the diagram.) Once they become active, tasks transition from the UNSCHEDULED state to transferring their input files to the remote resource (PEND, INPUT and TRANSF, INPUT.) then to being scheduled and executed (middle third of the diagram). When the tasks start to execute, they acquire a core from those made available by the active pilots (bottom third of the diagram.) Each task executes between 1,600 and 8,900 seconds, then transfers its output (middle third of the diagram,) and finally enters the DONE state. Once all the units have been executed, all scheduled pilots are canceled so not to waste resources.

4.2 Experimental Setup and Design

We used the AIMES middleware to perform experiments exploring several properties of distributed applica-

Figure 2: Fifty tasks late bound to five pilots submitted to XSEDE and NERSC resources. Tasks are backfilled and executed on the first three pilots that became active on Hopper, Trestles, and Gordon.

tions. Here we describe the design and results of four experiments measuring the impact of two execution strategies on the overall time to completion (TTC) of two types of skeleton (see Table 1). Both types of skeletons have nine applications, each with between 8 and 2,048 single-core tasks.

In one type of skeleton, each task of each application takes 15 minutes to execute, while in the other, the task length follows a truncated Gaussian distribution (mean: 15 min.; stdev: 5 min.; lower bound: 1 min.; upper bound: 30 min.)

The execution strategy decisions, measured for their impact on the TTC of each skeleton application, were: (1) early or late binding of tasks to pilots; (2) the type of scheduler used to place tasks on pilots; (3) the number of pilots; (4) their size; and (5) their walltime.

The four experiments consist of 36 unique combinations of skeleton application and execution strategy properties. Execution of each combination (i.e., a run) is repeated as many times as required by the relative error of the measurements, with execution order varied to avoid correlation among combinations. The experimental runs are repeated at irregular intervals so to avoid dependences based on short-term resource load patterns. The order in which pilots are submitted to the resources is also varied to account for differences in submission time across resources.

Table 1 shows some subtle differences among experiments. Experiment 1 and 2 bind all the tasks to a single pilot while 3 and 4 use up to three pilots. This is due to how early binding works with multiple pilots. In an experiment with early binding, tasks are bound to the pilots before they become active, without therefore taking into account pilot availability, load, or location. As such, the TTC of the experiment is determined by the last pilot becoming active and all its tasks being executed. In this scenario, the TTC of an experiment using early binding on multiple pilots would be equivalent to an experiment executing all of the tasks on a single pilot.
assuming that for all the experimental runs, the single pilot is instantiated on the same target resource.

Another difference is that experiments 3 and 4 use three pilots with 1/3 of the walltime and 1/3 of the cores of the single pilot used in experiments 1 and 2. This is justified by considering two issues: overuse of resources, and the difference between direct and backfill scheduling. Using three pilots, each with enough cores to execute all the given tasks, would mean asking for three times the resources needed to run the given distributed application. Furthermore, even accepting the inefficiency of such an overuse, all the tasks of the application would be scheduled on the first pilot that becomes available. This is a corner case of experiments 1 and 2, namely, all tasks are executed in a single pilot because the other two pilots do not become available in time. The only difference is that for experiments 3 and 4, the total TTC in such a corner case would be roughly three times longer than one in which a pilot three times larger had been used. Such a difference can be accounted for analytically, without need for an empirical validation.

### 4.3 Results and Analysis

The experiments were performed over the course of almost a year, repeated more than 20,000 times for a total of 10 million tasks executed. The collected experimental data were analyzed to identify the dominant factors that contribute to the TTC of the distributed application. Figure 3 shows the three main components of TTC for the strategies listed in Table 1 (1) the time spent to setup the execution of the experiment and by the pilot(s) while waiting to become active on the target resource(s) ($T_w$); (2) the time taken to execute all the tasks of the application on the available pilot(s) ($T_s$); and (3) the time spent to stage in and out the input and output data of the application ($T_p$).

$T_s$ depends on the distributed application considered and is restricted to a small percentage of the overall TTC. Larger amounts of data could easily make $T_s$ dominant and a set of dedicated experiments would be required to investigate the differences among strategies using decision points about, for example, compute/data affinity, amount of network bandwidth available between the origin of the data and the target resource(s), or the number and location of data replicas. This is the subject of future work.

$T_w$ also depends on the application considered. For these experiments, the duration of the tasks are either 15 minutes or a truncated Gaussian distribution between 1 and 30 minutes. These values were selected because they are consistent with the duration of several scientific applications that could benefit from distributed execution. This also minimized the relatively high but well-characterized overheads of the RADICAL pilot prototype, especially for applications with 1024 and 2048 tasks.

Finally, $T_w$ depends mostly on the queuing time of the resource, which is determined by the state of the resource when the pilot job is submitted and on the specific configuration of the resource scheduler. As such, $T_w$ is outside the control of the user and of the AIMES middleware.

It should be noted that the measurements of $T_s$, $T_p$, and $T_w$ are not only aggregates of multiple elements (e.g. the overheads of RADICAL pilot, the performance of the resource scheduler and data subsystem, or the network latency) but also a function of the overlap among the states of each task and pilot. For example, $T_s$ depends on the duration of each task plus the RADICAL pilot and resource overheads but, as tasks are executed with a certain degree of concurrency, the overall $T_s$ of the application will also be a function of the overlap among task durations.

Figure 3 shows at least two relevant differences across experiments. First, $T_s$ varies over uniform and Gaussian distributions and over early and late binding. Not surprisingly, the variation over distributions is mainly due to the different duration of the tasks (15 minutes for the uniform distribution, between 1 and 30 minutes for the truncated Gaussian) along with differing concurrency due to these different lengths. The variation of $T_w$ over types of binding is explained by the number and size of their pilots. The strategies adopting early binding can count on a single pilot as large as the sum of the three of the strategies using late binding. As a consequence, the tasks are executed with higher concurrency for early binding strategies than for the late binding strategies. Second, $T_w$ varies over early and late binding. This is interesting because it shows how distributing the execution across multiple target resources allows for consistently reducing the average time spent waiting for at least one pilot to become active.

Figure 4(a) and (b) show that the advantage of late over early binding depends almost exclusively on the differences in $T_w$, i.e. pilot queuing time (note how the shapes of the four lines in (b) closely resemble those of the overall TTC for each experiment in (a)). The large error bars of Figure 4(c) shows the variability of $T_w$ for the same job submitted multiple times to the same resource with early binding. An analogous degree of variability can be observed for Gaussian distributions in Figure 4(a) and the differences at 16 and 1024 tasks is a strong indication of how widely TTC for early binding varies. Surprisingly, this large variability is already overcome by targeting three resources (pilots) as shown in Figure 4(d). The interplay of the differences in queuing time among the resources and backfill scheduling of the tasks on the free cores available on each active pilot eliminates the dominance of queue time in the TTC. Accordingly, Figure 4(d) shows reduced error bars and a consistently better TTC.

table 1: Table 1: Skeleton applications and execution strategies used for the experiments. Each application task runs on a single core. $T_w$ = estimated workflow execution time; $T_s$ = estimated total data staging time; $T_p$ = AIMES middleware overhead.

| Experiment ID | Skeleton Application | Execution Strategy |
|---------------|----------------------|--------------------|
| 1             | $2^n$, $n = [3, 11]$ | Early Direct 1     |
| 2             | $2^n$, $n = [3, 11]$ | $T_s + T_p + T_{wp}$ |
| 3             | $2^n$, $n = [3, 11]$ | Late Backfill 1 + 3 |
| 4             | $2^n$, $n = [3, 11]$ | $T_s + T_p + T_{wp}$ |

$T_w$ = $T_s + T_p + T_{wp}$
Figure 3: TTC and its time constituents presented for each experiment in Table 1 as a function of the distributed application size. $T_w$ = pilot setup and queuing time; $T_x$ = execution time; $T_s$ = input/output files staging time. During execution ($T_w$), ($T_x$), and ($T_s$) overlap so TTC $< T_w + T_x + T_s$.

across all the distributed application sizes.

It should be noted that early binding would still be desirable for distributed applications with a duration of $T_x$ long enough to make the worse case scenario of $T_w$ irrelevant. In this case, early binding would offer better TTC because of the larger size of its single pilot and therefore the greater level of concurrent execution it would support for the application tasks. Both space and time efficiency would be maintained as all the pilot cores would be utilized and no walltime would be used on the target resource beyond the duration of $T_x$.

The analysis of the experimental data leads to four main contributions to the practice of executing distributed applications. First, the relevance of the abstraction of distributed execution strategy is confirmed by showing the correlation between its decision points and the optimization of distributed applications TTC, independently of the number of tasks and the distribution of their durations (compare Figure 3 (a) and (c), (b) and (d)). A targeted set of experiments will be used to explore the correlation between TTC, late binding, and varying data requirements of the distributed application.

Second, the explicit control of the coupling between application requirements and resource capabilities by means of an execution manager showed the potential for better performance when executing distributed application, both in terms of scale and TTC (compare Figure 3 (c) and (d)). The coupling process is usually enacted implicitly, on the basis of informal heuristics developed by the users via trial and error. Unavoidably, such an approach limits the scalability of distributed applications and the optimal utilization of available resources. An execution manager gives the user the opportunity to control and explicitly optimize the coordination of the execution process of distributed applications.

Third, distributing the execution of multiple tasks with heterogeneous or uniform duration and size by means of multiple pilots instantiated across diverse resources is an effective way to improve TTC (compare Figure 3 (c) and (d)). While this benefit has been advocated and measured before, these experiments show how such a concrete benefit can be obtained by means of a lightweight middleware, executed on the users’ systems, with minimal or no requirements on the software stack installed on each target resource.

Fourth, abstracting and unifying the representation of resource capabilities alongside enabling interoperability and adaptivity of the execution process is an effective way to manage overheads outside the direct control of the user. Specifically, notoriously unpredictable queuing time on HPC-like resources (Figure 4 (a) and (b)) was effectively normalized for different size and types of distributed applications (Figure 4 (c) and (d)) without circumventing the resource scheduler or ‘playing’ its fairness policies. Users can leverage immediately this result obtaining a sizable improvement of the TTC of their distributed applications.

5. DISCUSSION AND CONCLUSIONS

Existing production DCI such as OSG and XSEDE are designed for specific classes of applications. It is neither easy to move applications from one DCI to another nor to expand the type of applications supported by each DCI. This suggests a possible lack of abstractions and design principles for DCI, and results in distributed applications that are fragile. Not surprisingly, the practice of large-scale science and engineering on DCI is often characterized by ‘heroic’ activity, which is not scalable or sustainable. The contribution of this paper is to show that what had been ‘heroic’ can be converted to routine practice. Specifically, via persistent experimentation on production DCI sustained over almost a year at unprecedented scale, we illustrate that the abstractions proposed in this paper, once implemented and integrated, have the following impacts: (1) they enable improved distributed execution; (2) they serve as a starting point to support better, even if somewhat limited, reasoning about execution on DCI; and (3) they enable the (elementary) design of DCI.

To benchmark the progress that has been made, we note that in 2005-9, a ‘heroic’ but ultimately unachievable attempt was made to use multiple distributed TeraGrid resources to execute $O(1000)$ parallel and concurrent tasks. The complexity and challenges of scale prevented a well designed ‘distributed’ algorithm from being successful. This previous attempt can now be achieved, at least in scale and number of tasks. This is due in part to more scalable infrastructure, but also due to effectiveness of the abstractions presented here. It is not just the case that we can now do in 2015 what we could not do a decade earlier, but we now know how to do it in an extensible and general-purpose manner.

Improving the practice of distributed execution has a tangible impact on scalable applications, novel algorithms, and current and future production DCI. For example, enhanced distributed execution based on a mix of job sizes has been used to improve resource utilization on DOE supercomputers. For future benefits, imagine an architect of a production DCI trying to solve: Given a fixed number of cores and workloads up to size N, over how many independent
distributed (physically or logically) resources should these cores be spread so as to engineer a DCI with a well defined response time? Figure 4 (d) provides preliminary insight to the imaginary architect: by supporting late-binding on up to three distinct resources, the processing time of a distributed application comprised of up to 256 tasks can be kept constant, and can be well bounded for applications with up to 2048 tasks (as evidenced by the plateau followed by linear increase but with small error bars).

The experimental results presented in Section 4 hold for distributed applications with spatial and temporal heterogeneity, which provides empirical confidence that large-scale DCI can be architected and designed to specification and purpose, as opposed to simply putting heterogeneous resources together to construct DCI, as it is currently done.

We believe these are the first reported experiments that present ‘collective’ properties of multiple distributed resources. This was possible because the AIME middleware is composed by integrating abstractions that represent well-defined functionality and clean interfaces. In this way, the middleware that supports investigation of the research challenges underpinning distributed execution also supports production-grade experiments. In general, the AIME middleware provides a laboratory for testing many existing and future ideas; this serves as further justification of the significant effort that has been spent in building the laboratory infrastructure, that is, implementing and integrating the abstractions to work on heterogeneous resources.

We are incrementally but consistently improving the AIME virtual laboratory: We are in the process of integrating Swift [21] into our system at the same level as the current application skeletons to allow testing of greater range of applications. The execution manager currently uses heuristic techniques, and we will explore other options for its decision making, including using a formal rule engine and artificial intelligence techniques.

In order to validate claims of generality, enhance ability to work with different types of heterogeneity at greater scale, and improve both our understanding and capabilities on production infrastructure, we are extending our work in three distinct directions. First, we are incorporating networks into our work. Specifically, we will add network monitoring information to the resource bundle, and then use this information in the execution strategies. To study this, we will also work with applications where the data sizes are more varied and have more impact than in our current experiments. Second, we are also starting to use Open Science Grid, which presents a very different usage model (HTC vs. HPC), capabilities and interface. This involves changes to the resource bundle and execution manager to enable unified decisions across different types of systems. Third, we are designing experiments with distributed applications that have size and duration probability distributions similar to the actual load on XSEDE. The ability to mimic XSEDE’s load will help us to understand some of the challenges in designing execution management services. In fact, we are already running experiments for distributed applications comprised of non-uniform task sizes in addition to temporal variations.

A set of challenges remain to be addressed to guide the future-of-the-practice. Execution strategies will have to evolve to manage significantly greater levels of spatiotemporal heterogeneity that will characterize the resources of the near future. This will require not only qualitative abstractions to evolve but also quantitative models of execution for distributed application and of DCI resources federation to be developed. Together, these advances will enable predictive modeling of distributed execution and must be implemented in middleware available to applications, tools, systems, and services so as to prevent each one having to ‘roll its own’.
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