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Abstract The impact of model-based design on the software engineering community is impressive, and recent research in model transformations, and elegant behavioral specifications of systems has the potential to revolutionize the way in which systems are designed. Such techniques aim to raise the level of abstraction at which systems are specified, to remove the burden of producing application-specific programs with general-purpose programming. For complex real-time systems, however, the impact of model-driven approaches is not nearly so widespread. In this paper, we present a perspective of model-based design researchers who joined with software experts in robotics to enter the DARPA Urban Challenge, and to what extent model-based design techniques were used. Further, we speculate on why, according to our experience and the testimonies of many teams, the full promises of model-based design were not widely realized for the competition. Finally, we present some thoughts for the future of model-based design in complex systems such as these, and what advancements in modeling are needed to motivate small-scale projects to use model-based design in these domains.

1 Introduction

One of the defining challenges in robotics in the last decade is the series of DARPA Grand Challenges, focusing on the continued development of theory, techniques, and personnel in the domain of autonomous unmanned ground vehicles (UGVs). Of equal importance to the efforts in control theory, computer vision, and other fields is the importance of software techniques to deliver a dependable executable system. The literature of experimental robotics shows that there are many examples of software-controlled robotics systems, even autonomous systems. However, many advanced
techniques in software modeling and systems modeling have continued to mature since the first DARPA Grand Challenge, and we discuss in this work how our team utilized some of these techniques in our effort with the Sydney-Berkeley Driving Team.

1.1 Scope

Given the complexity of the DARPA Urban Challenge competition, we must be careful to describe the scope of this paper in order that its relevance to the software and systems modeling community is clear. In particular, this paper leaves to other disciplines and publications many topics:

- This paper does not present the design of an autonomous vehicle.
- This paper does not present a description of best-practice algorithms for autonomous vehicles.
- The purpose of this paper is not to describe sensors or actuators that streamline system development.
- This paper does not advocate the use of a particular software methodology, middleware, or architecture.
- This paper does not give technical insight into why any particular team completed, or failed to complete, the DARPA Urban Challenge.

With these notable exceptions to the scientific contributions of this paper, the complexities of the competition, as well as the complexities and features of the system, do provide an intriguing intersection of requirements and technology upon which many members in the software and systems modeling community would enjoy testing various techniques, including theory, software tools, best practices, etc. The purpose of this paper is to describe the techniques, tools, issues, and risks of such techniques, as well as providing some commentary in the analysis section regarding the competition’s focus and definition, and its role in the application of these techniques.

- This paper describes how techniques such as model equivalence were used in our entry for the DARPA Urban Challenge.
- This paper describes (in brief) the real-time issues that arise when system components with ill-defined models of computation (i.e., third-party software) are not well-understood, but must be integrated.
- This paper discusses how short-term projects, with deadlines based on ad hoc systems integration, may reduce the potential impact of modeling technology.
- This paper describes how disruptive modeling technologies, with high-risk high-reward use, may be difficult to apply to an already high-risk high-reward project with loosely-coupled group cooperation.

Although we describe portions of our system in great detail, we leave the design justifications to the other papers [2,7,19], and in this paper we instead provide some reflection on lessons learnt from the overall integration, and whether variances in the competition’s rules and regulations would have provided the opportunity for impact of more disruptive technologies.

1.2 The DARPA Urban Challenge

The DARPA Urban Challenge was the third race in the series of Grand Challenge events sponsored by the Defense Advanced Research Projects Agency (DARPA) to encourage a groundswell of robotics researchers to build autonomous ground vehicles. In brief, the Urban Challenge aimed to bring autonomous ground vehicles to the city streets, while following traffic laws as defined in the California Driver’s Handbook. A full description of the race is provided at DARPA’s website, http://www.grandchallenge.mil/grandchallenge, though for archival purposes the reader may refer to [14].

2 Background and previous work

2.1 Providing the system

Solutions to the system require (roughly) three tiers of effort: the problems, the technical issues, and the measures of confidence. We will spend much of this paper describing how modeling aided with the latter two.

The problems to be addressed include localization, sensing, control, obstacle avoidance, path optimization, and others. Each of these problems is its own discipline of study and research, and as such the details of our design is outside the scope of this paper. Nonetheless, each of these problems will be solved by a particular functional description, which is characterized by input/output relationships and an execution cycle. Thus, an overall design lends itself to componentization, where various functional components exchange data and produce updated information for other components.

In Fig. 1, a functional view of a component is provided. In our context, the function of a component is such that a component fires based on an input data set, and produces some output data set. Generically, we state that a component’s functional behavior can be expressed as $y = f(x)$, where $y \in \mathbb{R}^m$ and $x \in \mathbb{R}^n$. Thus, the rank of $y$ and $x$ are

![Fig. 1 A functional view of a component](image)
not necessarily equal. Further, the firing of a component (to compute a new $y$) is generally data driven in our application. Details of component firing parameters, concretized as a model of computation, is a well-studied problem in embedded systems design, and readers are referred to the work in [3, 10] for relevant discussions.

Critical-path technical issues to provide answers to the problems of localization, sensing, etc., include stability analysis and robustness of controllers and sensors, functional correctness of algorithms, fault-tolerance, and more. Again, many of these issues have a dedicated community of researchers, but in order to successfully solve these technical issues, we must accompany the technical implementation of our solution with measures of confidence.

Measures of confidence are both best-practices, and new advancements in systems theory, which provide objective information regarding the system’s behavior. Examples of these measures are functional equivalence between prototypes and final implementations, regression tests, system integration models, and hardware- and software-in-the-loop tests. Critical to our application is the similarity of simulation engines to the vehicle, as we discuss later.

2.2 Model-based systems integration

Previous work in the integration of complex systems shows that a model-based approach can be successful even at large scales. For example, Long and Misra in [11] address the specific productivity increase using the Saturn Site Production Flow (SSPF) modeling language. Since the late 1990s, Boeing developed several iterations of the Bold Stroke control system middleware [15], which was a component-based approach to large-scale systems composition. Using various modeling languages (see for example, ECSL in [13]), systems using Bold Stroke as the control system could be configured, and their runtime files generated in a matter of hours.

Large-scale production systems also benefit greatly from a model-based approach. The Future Combat Systems (FCS) program, with its complexity and rapidly changing requirements, benefits greatly from the use of an integrative strategy [16]. Some of these benefits include the ability to reconfigure the system easily, and regenerating the “glue” that holds much of the system together, while others may include the ability to perform verification or validation of some kind of the system [4]. Each of these examples details a fielded system that utilizes model-based technologies.

3 Understanding the domain

The domain of this application lies jointly in the physical devices and algorithms necessary to control and sense, and the software necessary for the computational and communication aspects of the system.

3.1 Object-oriented modeling

There were various object-oriented modeling tasks to be performed throughout the project. These data structures are typically static, and were defined by domain objects such as the number of data points available from a sensor, its operational frequency, etc. In order to facilitate a distributed computational framework, we utilized a middleware solution. Unfortunately, traditional modeling tools did not provide a structural modeling and code generation solution, where here we mean that the generated code would either be interface definitions, or full software specifications, including getter/setter functions and data marshalling.

While it would have been possible to build a domain-specific solution for the purpose of the project, the amount of code required to define these data structures was on the order of 200 lines, and (as we mentioned before), many structures were statically linked to the hardware in use. We utilized the generative programming features of the middleware (after building interface definitions by hand) to generate getter/setter functions and data marshaling behaviors from those human-created interfaces.

3.2 Systems/integrative modeling

Several aspects of the system model, traditionally seen as “low-hanging fruit” for modeling technology, are not significant enough to justify the effort in a project with this short timeline, as the expected changes are not frequent. For example, only a few models of behavior could be easily specified as a state machine. The most common of these was the behavior of the emergency-stop (E-stop), which was required for each team’s entry to immediately bring the vehicle to a stop. However, the behavior of the E-stop was prescribed by the rules, and thus, once correctly specified would not be updated. Again, the motivation to formalize this behavior using a state machine modeling tool and then generate code for our specific middleware is low, as that would require significantly more effort than specification of the state machine in traditional software.

Large unknowns in system components, such as laser data, inertial measurement unit (IMU) data, global positioning system (GPS) data, all require custom code to integrate into the system-wide data structures and some component-based delivery system. A model-based approach is appropriate for the integration strategy, but the implementation of the various drivers is best-suited for low-level programming, as memory management was a key factor in both getting the data, and maintaining acceptable performance for the real-time behavior.
Many of these same components that require advanced low-level programming also utilize 3rd party software (or hardware) subject to proprietary restrictions, or are perhaps even restricted by International Trafficking in Arms Regulations (ITAR). Each of these factors means that black-box components will be a norm in the system.

3.3 Model-based prototyping

Finally, although algorithms for high-level behavior are often difficult to express in models, this is not always the case. For example, Simulink is an excellent design and analysis tool, but requires specific hardware to use code generation techniques. Given that the domain of autonomous navigation and control is itself a research domain, the tools, techniques, and analysis necessary are not always known in advance, and thus the development of domain-specific models and tools requires the knowledge of the structure of the generated code, or model, a priori. As such, a great portion of the high-level algorithms were prototyped in software, and while they may now be ready for model-based approaches based on an abstraction of the problem and domain, during the time of the competition they were not. We discuss this tradeoff later in Sect. 6.

4 Model-based techniques: what was used

Our system utilized several different kinds of modeling techniques, primarily during the design phase. These included the ability to test model equivalence, give measures of software equivalence, to recover models of behavior from data, and to decouple system interaction from software specification. Further, using object oriented models of our vehicle we were able to rapidly simulate the vehicle’s behavior, though the accuracy of those simulations in comparison to the physical model was nontrivial to determine. In this section, we discuss each of these issues.

4.1 Model equivalence

In initial phases of the project, many algorithms were prototyped, and models simulated, using well known modeling tools. For example, the initial models of the vehicle kinematics were prototyped in Simulink, and using those models the initial steering and acceleration controllers were developed in Simulink as well. Additional behaviors, such as obstacle avoidance, and waypoint following, were layered upon these models.

Since our final implementation was not going to use these Simulink models at runtime, we created software-based ports of the behaviors of these models, and used the ability of Simulink to substitute software modules for Simulink blocks. These software modules were substituted one at a time, and a set of regression tests run to compare results. This brings to the forefront a structure for testing these modules and comparing their results. To discuss this structure, we talk about a specific component that utilizes several mathematical models for its behavior: the local navigation function. This component used model-predictive control to generate control inputs for velocity and steering angle. The relevance of this component to our approach is that its development lasted the entire length of the competition, thus requiring it to go through the stages of prototype (for proof of concept), analysis and refinement (to approximate the vehicle’s behavior), and implementation and rewriting (to move behavior from the prototype simulator to the actual vehicle). This meant that the same mathematical models and software might run in two to three different semantic domains, and definitely run at more than one level of fidelity. We next discuss how we tested the gradual migration of this important component using the technique of model equivalence.

Figure 2 shows a component model of a model predictive controller \( f_{\text{mpc}} \) and an associated vehicle model \( f_v \). Nonlinear model-predictive control (NMPC) problems, in general, consist of the following steps:

1. solve for the optimal control law starting from the state \( x_k \) at time \( k \);
2. implement the optimal input \( u_k, \ldots, u_{k+\tau-1} \) for \( 1 \leq \tau \leq N \); and
3. repeat these two steps at time \( k + \tau \).

The solution for the optimal control law can be found by formulating a cost function and considering it when

![Fig. 2 Component model of a model predictive controller and an associated vehicle model. Note that the model for the vehicle’s new position, \( f_v(x, u) \), is not necessarily the same model used by the predictive controller for the vehicle’s position.](image-url)
performing the optimization. As described in [1] it is possible to compose this cost function by using the specific details of the application, and the designers best knowledge of optimal performance of the object or trajectory being tracked. We discuss a software equivalence model for various optimizers in Sect. 4.2.

4.2 Software equivalence testing

When testing the functional behavior of control algorithms, Mathworks’s Simulink provides a domain-specific, synchronous execution model in which new algorithms and system models can be developed and analyzed. Included in the MATLAB Toolbox suite is a library of optimization routines, which allow for batch-processes optimization (suitable for synchronous execution of a model).

Such routines\(^1\) generally optimize the cost function

\[
J = \varphi(\tilde{y}_N) + \sum_{k=0}^{N-1} L(x_k, \tilde{y}_k, u_k),
\]

where \(\varphi\) accounts for constraints associated with the goal at the end of the time horizon, while \(L\) accounts for the cost at each time step in the horizon interval. Usually these functions take quadratic forms as, \(\varphi(\tilde{y}_N) = \frac{1}{2} \tilde{y}_N^T P_0 \tilde{y}_N\), and,

\[
L(x, \tilde{y}, u) = \frac{1}{2} \tilde{y}^T Q \tilde{y} + \frac{1}{2} x^T S x + \frac{1}{2} u^T R u
\]
even though \(L\) can also include non-quadratic terms as representations of more complex objectives.

The \(Q, S, R\) square matrices (along with additional terms describing constraints) each serve as weighting factors in the cost function (see [18] for details). Regardless of the implementation, there is an outer loop that performs this optimization:

\[
\min_{u \in U}(\varphi(\tilde{y}_N) + \sum_{k=0}^{N-1} L(x_k, \tilde{y}_k, u_k)).
\]

\(1\) The most widely used is fmincon, which is a local minimizer of a general nonlinear function subject to equality and inequality constraints.

There is, then, an interest to determine whether two optimization schemes produce the same \(u\) for the same initial conditions \(u_0, x_0, \tilde{y}\). Such a software equivalence test can enable confidence for heuristic searches, or can yield concerns that such heuristics may need additional effort in development. It is worth noting that the functional equivalence is tested here, as the behavior in time is sought to be optimized (i.e., to run the vehicle in real-time). Nonetheless, most nonlinear optimization schemes are not suitable for real-time execution, as an upper bound on execution time is difficult to guarantee.

An abstraction of our implementation of the \(f_{\text{mpc}}\) function is shown in Fig. 3. In our particular example, we had two algorithms from which to choose at runtime to cover the waypoints requested of the vehicle (represented by the desired trajectory, \(\tilde{y}\)), each of which used variations of gradient descent to optimize the control inputs. One algorithm was more aggressive, as it enabled a wider exploration of the search space, while the other was more conservative with its consideration of the geometric properties of the controller and vehicle behaviors. It is important to note that each of these predictive algorithms \textit{does} require a model of \(x_{k+1} = f_v(x_k, u_k)\) with which to forward-predict the \(x_N\) that represents the future state of the system (in our case, a vehicle, \(v\)) to optimize; each predictive algorithm may use a slightly different model, depending on the fidelity required for rapid and accurate optimization.

At design time, though, we needed to know whether the controllers were solving certain problems correctly. In order to come to this conclusion, we developed a model to check the equivalence of software-based optimizers on certain regression problems. Figure 4 shows this methodology, where rather than selecting \textit{one} optimizer at runtime, we run \textit{all} optimizers and compare their functional output on a static set of initial conditions. Again, note that each of these optimizers requires a model of \(f\) such that \(x_{k+1} = f(x_k, u_k)\), but that each optimizer in this figure uses the same predictive model as the baseline optimization. This tests the behavior of the \textit{optimizer only} by keeping constant the predictive vehicle model. However, many different vehicle models were used in various portions of the design, and we discuss this in Sect. 4.5.
Design-time methodology allowed equivalence testing between the optimizers. This was important to gain confidence in heuristic approaches, or in improvements to the runtime of the optimizer.

Our equivalence tests required full equivalence on our regression tests. That is, $f_{\text{diff}} = \text{true}$ (see Fig. 4) meant that the largest scalar element difference between two control vectors, $\max(u_i - u_j) = \epsilon$, where $\epsilon \approx 0$. With such stringent tests performed offline, we could select an optimizer based on its runtime performance.

4.3 Recovering models from data

Modeling of the various physical subsystems of the vehicle was necessary for both simulation and control. In general, the equations governing these models were assumed and parameters were determined to fit the models to the available data. In some cases, black-box models were also used, but we will illustrate the process of data collection from the vehicle as used to fit one particular subsystem model: the steering angle.

The Ackermann vehicle model [12] provides an approximation of vehicle motion for vehicles with four tires, and steering control for the front two tires. Although the model allows different angles for the tires, it does not account for mechanical vehicle stability and wear items, such as the transmission slip, and limited slip differential, when accounting for motion.

The model is therefore a good first-order approximation to vehicle motion: however, for control inputs, and predictive control, it is sufficient to consider an even simpler model—a bicycle model—where the left and right tires are combined into a “virtual” bicycle, with one front and one rear tire at the center of the vehicle’s longitudinal axis. Figure 5 shows the Ackermann Model, and bicycle model. The motion equations of a bicycle model are presented in (4) where $(x, y)$ are the cartesian coordinates of the front wheel, $v$ is the speed of the body of the bicycle, $\psi$ is the angle of the body of the bicycle with respect to a fixed frame, $\delta$ is the angle of the front wheel with respect to the body of the bicycle and $b$ is the length between front and rear wheels.

\[
\begin{align*}
\dot{x}(t) &= v(t) \cos(\psi(t) + \delta(t)) \\
\dot{y}(t) &= v(t) \sin(\psi(t) + \delta(t)) \\
\dot{\psi}(t) &= \frac{1}{b} v(t) \sin(\delta(t))
\end{align*}
\]

The data used to fit the models were obtained from 3 sources: the vehicle’s Controller Area Network (CAN) bus, a NovAtel SPAN system and the custom actuation system developed by the Sydney-Berkeley Driving Team. The vehicle’s CAN bus provided measurements of the internal state of the car such as both pedal positions (accelerator and brake), the independent speed of each wheel, the revolutions per minute of the engine and the gear used at each time step. The NovAtel SPAN system provided accurate measurements for position, velocities (linear and angular) and accelerations (linear and angular). The actuation system was used in a tele-operation mode, eliminating human errors during the data acquisition process and allowing a fast and continuous sampling of the steering wheel angle and the signal applied to both pedals. The time synchronization of all the sources was performed by a computer running the QNX real-time operating system.

We use $\delta_t$ as the angle of the tire (relative to the vehicle’s heading angle, $\psi$), and $\delta_{sw} \in [\delta_{sw\min}, \delta_{sw\max}]$ as the angle of the steering wheel. For most four-wheel vehicles, $\delta_{sw\max} - \delta_{sw\min} \approx 5\pi$.

In order to gather useful and sufficiently rich data, we put the vehicle through several motion plans, including several regular-use scenarios (i.e., road driving by a human). To illustrate the process, we note that the actual steering angle
was not available on the vehicle, but a simple model of the steering was used in which we determine the tire angle from calculating the difference in tire speed between the front tires, left and right. This information is captured from the CAN, as described above.

The estimate is based on the following model:

\[
\begin{align*}
    v_l &= r_l \omega \\
    v_r &= r_r \omega \\
    r_r &= r_l + C_{lr} \\
    \omega &= \frac{v_r - v_l}{C_{lr}} \\
    \delta_t &= \frac{\omega}{v}
\end{align*}
\]

where \( v_l \) and \( v_r \) the respective velocities of the left and right tires, \( r_l \) and \( r_r \) are the radii of the left and right tires of the angle of the vehicle’s turn, \( C_{lr} \) is the centerline distance between the two front tires, \( \omega \) is the rotational velocity of the logical middle tire, and \( \delta_t \) is the steering angle of the logical middle tire.

In using these models, we can derive parameters for the following approximate model for the tire angle:

\[
\delta_{\text{estimate}} = \Delta_{\text{offset}} + \Delta_{\text{scale}} \delta_{\text{sw}}
\]

where \( \delta_{\text{estimate}} \) is an estimate of the logical center tire’s angle, \( \Delta_{\text{offset}} \) and \( \Delta_{\text{scale}} \) are constants representing the linear offset and scaling factor (respectively), and \( \delta_{\text{sw}} \) is the measured steering wheel angle. This methodology is described in greater detail in [5] and is based on foundational work found in [9]. Figure 6 shows the accuracy of our models graphically.

To derive the parameters, we use offline optimization routines to compare the actual value of the vehicle’s position, with our estimate of the vehicle’s position using this simplified steering model for steering wheel input control. Measurement errors are minimized by selecting as optimization inputs the \( \Delta_{\text{offset}} \) and \( \Delta_{\text{scale}} \) parameters, to minimize the difference of the actual measured tire angle and \( \delta_{\text{estimate}} \) over the entire dataset.

In similar ways, other and more complex subsystem models were determined and used for simulation and control of the vehicle. These areas are described in Sects. 4.4 and 4.5.

4.4 Vehicle model and environment simulation

This work relied on open-source software for much of the physical world simulation, including realistic rigid-body dynamics of various vehicles in concert with sensors for those vehicles, and simulated terrain information. We utilized the Gazebo simulation platform, which is part of the Player/Stage software suite [6]. Gazebo allows three-dimensional physical interaction and control of compositionally created (i.e., object-oriented) objects in space. Through the

Open Dynamics Engine (ODE), Gazebo simulates rigid-body dynamics of the compositionally created models.

What makes Gazebo a particularly interesting—and applicable—software platform for physical model simulation is its ability to provide alternate perspectives of the simple models using a suite of included sensors, as well as provisions for customized sensors. These sensors use ray tracing from the sensor models to retrieve distance information of other objects, thus providing realistic data that reflected changes to the position, orientation, and velocity of the simulated vehicle in its simulated environment.

Gazebo provides a mechanism to create vehicles, sensors, environmental features, and visualizations through the object-oriented composition of various system provided
Fig. 7 A rendering of the vehicle with both lasers showing their ray trajectories.

Objects. Because the software emerged from members of the robotics community, the software implementations of various sensors (such as the Sick LMS) were directly compatible with the hardware purchased for the vehicle. An example of how a vehicle is created, and rendered, in Gazebo is presented in Fig. 7.

The trajectories shown in Fig. 7 represent the configured laser distance returns for the hardware, so the presence of obstacles and even other vehicles in the simulation environment are detected through the rendering of the model. With specification of exact position/orientation of sensors on the simulated vehicle, we could test issues of obstacle detection, vehicle avoidance, etc., without using the physical vehicle. However, an important question to answer is: is simulation using Gazebo sufficiently equivalent to driving the physical hardware? This is appropriate even for kinematic or approximate models we use elsewhere in the design, and such questions can only be answered with hardware-in-the-loop. We discuss how to approach such an equivalence question next.

4.5 Physical model: sufficient equivalence

Several models for the motion of the vehicle for given control inputs \( x_{k+1} = f_v(x_k, u_k) \) were used at varying fidelities throughout the project. As already discussed, a kinematic model was used for the model predictive controller, rigid-body dynamics were used in the Gazebo simulation, and of course the actual vehicle’s model, which is highly nonlinear, dependent on many environmental parameters and nonlinear components (e.g., the torque response of the engine and transmission at different speeds), and thus unsuitable for characterization through analysis of its physical construction.

However, many of the functional components rely on the tuning of parameters, or automatic use-based optimization in order to operate correctly on the measure of confidence platform—the actual vehicle. Since it is infeasible to perform all of this tuning on the vehicle due to the number of components and vehicle availability, it is important to have some measure of confidence that the various models for simulation are sufficiently equivalent to the physical platform. This is described in Fig. 8.

One technique to achieve a measure of confidence is to use the same techniques used on the optimizer in Sect. 4.2 by providing a known set of inputs to several vehicle simulation models, as well as the actual vehicle, to assess equivalence. The system’s implicit nonlinearity precludes a transfer function based on impulse-response, though linear approximations of the model (as discussed in Sect. 4.3) are certainly an option.

Specifically, the measure of confidence is the array of vectors, \( \Delta x_1, \ldots, \) where each element in the vector is the difference to the ground truth \( (f_v). \) The measure of confidence is inversely proportional to the magnitude of each vector element. Significant errors for particular models will point to a particular physical model abstraction that is not valid. This technique is shown in Fig. 9. The ground truth model, which is the vehicle, is represented by \( f_v. \) Various models used throughout the design included kinematic models in Matlab \( (f_{vmat}) \), rigid body simulation in Gazebo \( (f_{vaz}) \), predictive models used in the controller \( (f_{vmpc}) \), as well as other models not shown here. In order to make sense of the comparison of these functions, it is not enough to do an equivalence check. Interesting difference functions, which are out of the scope of this paper, could provide indications that certain models performed well under velocity inputs, but not steering inputs, while others performed well vice versa. Thus, the expected output should be a vector of differences to the ground truth,
subject to further analysis. The smaller these delta functions, the more confidence in the various vehicle models. We leave this complex analysis and representation of the actual data captured in our runs to other publications.

4.6 Software models

We employed a component-based design methodology to produce our integrated system. This component-based philosophy required all executing software to be housed (or wrapped) in a software component that required and/or provided certain interfaces. These interfaces were language-independent datatypes, and encoded into the Internet Communication Engine (ICE) format.

So, regardless of the language of implementation, or the philosophy of implementation, the input/output relationships of any component could be quickly modeled as providing/requiring relationships. The semantics of the execution of each component was left up to the component design, and could not generally be controlled using runtime configuration.

This gave great flexibility to each component designer. Some components operated using a dataflow model of computation, where any input was readily transformed into an output, whenever input tokens came in on the required interface. In this case, the criterion for firing is any new token on the input. Some components had no interface inputs at all, as they were passing along data from hardware, or from a simulation. These components were also dataflow based, in that they produced new data as soon as they got it.

For components with more than one input, however, the criteria for firing becomes more interesting. Should the required interfaces be held to an ordered, blocking read (block on \( i_1 \), then block on \( i_2 \), then fire), or should a new token on either input allow firing (perhaps with the previous value from the other input)? Should there be a timeout for this blocking read, and/or should the timeout be the same for all required interfaces?

It was these components with more than one input (and sometimes more than one output) whose specification introduced complexity to understanding the composite model of computation. After connecting the various data paths, it is unclear, at best, how the system operates. Is each component executing when any data value arrives, only at certain data values, through a complex semaphore, always at a certain time?

Clearly the composite model of computation emerges from the model of computation for individual components. This heterogeneous approach led to significant confusion when developing new components, as a common model was not utilized. In defense, however, developing this common model would detract from efforts in passing competition milestones.

Ongoing research by team members involves the explicit timing of these components and more orderly operation based on strict operation of components according to a well-defined model of computation. For example, periodic timing of components, rather than a pure data-driven execution of components. Such work promises to reduce the variability of the entire system when executed on heterogenous distributed hardware.

Regardless of the implementation of each component, the interdependency of components on each other plays a key role in their assembly at runtime, and at design time. In order to see this interdependency, a metamodel can be used to describe the various types and associations permitted when creating a simulation, or a run-time experiment. Notably, our middleware was robust in that a change in configuration was all that was required to run with actual data from a sensor, or data from regression tests, or data from another component.

Figure 10a shows a metamodel for a graphical language allowing composition of various components. This metamodel is ultimately simple, but provides the ability to create interconnection diagrams such as those in Fig. 10b to abstract the overall system integration. It is important to have a high-level perspective of these models for multiple reasons:

- to explain to new team members the overall structure;
- to see points of “cutting” where new components can be inserted;
- to verify that all “required” interfaces are provided by some other component; and
- to understand the startup order of the system, based on its dependencies.

In fact, the final two points are not as important, because (as we discuss in Sect. 3) the components are fairly static,
and holistic simulations can be scripted to run without much user intervention. Despite these mitigating factors, there is significant potential impact for modeling (especially generative techniques) in this particular area, as we discuss in Sect. 7.

Although these models were developed early in the project lifecycle, they were not used until after the competition (in related research). The reason for this, in addition to the reasons previously mentioned regarding the relatively static nature of components for the composition, is that effort required to integrate the models into the methodology of the team was substantial, and detracted from the necessary technical work. The tradeoff, then, was that the software was developed more rapidly (by individuals), but less accessible to new team members because both its development and integration were done at a low level. The alternative, to spend extra time on high-level techniques that would improve new team members’ ability to contribute in later stages of the competition, would jeopardize meeting the demanding competition deadlines. To make this point clear, we now move the discussion to how these deadlines impacted our use of models in the system.

5 The impact of deadlines

The deadlines in the DGC3 were actually the deadlines for components of the DGC competition, not for the standalone medium-scale systems each team could produce. Thus, DARPA’s primary motivation was not necessarily to produce the best individual components (i.e., vehicles), but rather to produce the best collection of components that could operate within the final competition site. This subtle difference actually impacts the technical deliverable and confidence measures of the participants in the competition.

5.1 Team and system requirements

Table 1 details the schedule for a team competing in the Urban Challenge, and Fig. 11a shows elements of this schedule graphically. The major deadlines for consideration by the team are the video submission, site visit, and final event. In each of these deadlines, the measure of confidence is the performance of the autonomous vehicle. In essence, the full development of an autonomous platform must be completed less than 11 months after the project kickoff, and rudimentary software performing a small set of tasks must exist by this time.

DARPA referred to this set of requirements as basic navigation, and the small set of tasks included:

- navigation by waypoints;
- avoidance and passing of a stalled car; and
- demonstration of emergency stop capability.

While these tasks are certainly not trivial, they can be developed independently from more advanced behavior which must be shown during the site visit, which was generally held around 2–3 months after the video was submitted. Some examples of this advanced behavior, which was called basic traffic includes:

- items from the video;
- vehicle stays in lane;
- vehicle departs from and returns to lane; and
- vehicle can perform u-turn.

For teams who hoped to obtain funding from DARPA for purchasing a vehicle, this time actually fell to around 8 months to await notification of funding or not.
Table 1  Team schedule (from http://www.darpa.mil/grandchallenge/)

| Date           | Activity/event                      | Location               |
|----------------|-------------------------------------|------------------------|
| May 1, 2006    | Urban Challenge Program Announcement |                        |
| May 20, 2006   | Participants Conference             | Reston, VA             |
| April 13, 2006 | Submission of Video                 | Online                 |
| May 10, 2007   | Site Visit Selection Announcement   | Performer Site         |
| June 11–July 20, 2007 | Site Visits                       |                        |
| August 9, 2007 | Semifinalist Announcement           | Location Announcement  |
| October 24–25, 2007 | Teams Arrive                | Victorville, CA       |
| October 26–31, 2007 | National Qualification Event      | Victorville, CA       |
| November 3, 2007 | Urban Challenge Final Event         | Victorville, CA       |

Fig. 11  Various schedules to complete the DARPA Urban Challenge. 
(a) The timelines for completing the DGC, as required by DARPA (these are provided in more detail in Table 1). 
(b) A schedule in line with system-integrator contracts. 
(c) A schedule favoring model-based design, but violating milestones.

5.2 Solved and unsolved problems: erosion of motivation

The tasks for the video (basic navigation) are essentially solved problems, where little if any research is necessary. The problems for the site event, though, represent an opportunity to develop new and innovative approaches to these problems, which (by their definition) subsume the video requirements.

What motivation exists, then, to develop innovative techniques either in the algorithms for system behavior, or modeling and analysis tools to build such systems? The risk is great, in that the deadline for basic navigation is based on known deadlines and capabilities, so there is a tendency to continue to approach the problem by looking at the new requirements at each phase, and introducing new software. This iterative approach is generally scalable, except that the measure of confidence is a single vehicle, and thus testing is limited by physical constraints.

5.3 Deadline inversion

Again, this is quite a subtle issue, but it can mean that the immediacy of the next deadline to show measures of confidence will trump a systematic approach to providing measures of confidence for the most important issue at hand: correct functional behavior of the scientific advancements of the problems. In other words, immediate deadlines focus work on the functional behavior at all times and with the vehicle as the primary testbed since the vehicle’s behavior is the measure of confidence. This comes at the cost of a principled system integration strategy, since the development of such strategies—although they have many advantages in rapidly reconfiguring the system, allowing untrained users to experiment with the system, and formalizing the interactions of system components—will replace efforts that could have been spent on the functional behavior.

5.4 Responsibility by the organizers

We acknowledge that in order to put together a competition, DARPA must put together a running system (of many vehicles) where individual components behave properly.
Although many of our above points are critical to the organization of the competition, the alternative is to either

a. allow vehicles with no (realistic) hope of winning to continue in the competition out of courtesy, but eliminating them just before they appear in the final event, thus wasting the time and efforts of those teams, or
b. allow any vehicle (including perhaps vehicles that are unsafe) to participate in the final event, perhaps endangering the efforts of others.

It is clear, then, that the organizers have amortized the selection process out of a genuine desire to have a safe competition, where objective measures are used to determine competition. However, we believe that in order to provide that safe and fair venue, one cost was a decreased motivation for the development of innovative techniques for system integration. These techniques tend to mature later in the design cycle, though with a proven record for rapid configuration (see [8,18,20] and [17] for examples where high-level autonomous software operated correctly on a testbed with which the developers had no physical contact, but only a reliable simulator).

6 Reflections

Upon completion of this project, and discussions with other researchers in model-based technologies, it is clear that some of the foundational research currently underway in the community deserves some mention.

6.1 Philosophies of modeling and our effort

There are several design philosophies that are radical new approaches to developing systems. We address each of these with respect to this application.

Everything is a model. This is a natural outgrowth of the philosophy “everything is an object” from object-oriented techniques, and to some degree this materialized for our effort, in the same way that it materialized in OO. To the greatest extent, we developed several component models for the behavior of our system, and those models interacted with one another through message and data passing. However, we did not continue a model-based refinement past the specification of the component interface, and instead depended on general-purpose languages to provide the functional behavior of those components. We address this next.

Model everything. This philosophy does not quite restate that of “everything is a model,” as in this case we (the developers) are called to create a model of everything, not treat everything as if it has some model. As we pointed out previously, our implementation was not carried out through widespread modeling, and there are a few reasons for this:

- the diverse team of experts in robotics, computer vision, software, and control were not all familiar with even software modeling techniques;
- the operating environment of real-time behaviors required many components to run on a real-time operating system with limited tool support;
- the behavior of many components is best-specified using general-purpose techniques, especially the advanced control algorithms used.

In addition to these reasons, there was the issue of third party hardware and software, which ran as a black-box for many devices. This means that we had many behaviors which we understood functionally, but had no control over its behavior.

If I did not model it, it is not in the system. For small-scale systems, such as a simulation of a system, or even medium-scale systems where specialized hardware is available to interface with modeling tools, this approach is quite appropriate. In our case, our budget did not permit an integrated modeling and hardware solution for various sensor devices and computational devices. This implied that various hardware used to acquire data (such as serial cards for the laser rangefinders) would need to be interfaced via low-level drivers. The complexity of using a software modeling technique to make vendor-specific calls to a device on the bus of a computer running a real-time operating system is tremendous.

While it is not impossible to produce this as a model-based solution, we argue that in our case such investment in labor would not be well spent. Thus, we had to accept that major portions of our system would require low-level software interaction. We were able to abstract this interaction on the highest level as functional components, but there was no escaping the effort to write the drivers.

All code used is generated code. Many integrated systems follow this philosophy, and it is common for middleware implementations to follow it as well. To some degree, we used this philosophy to produce our data structures and relevant getter/setter methods. However, as we mentioned previously, we eventually had to provide some functionality not easily produced using state charts or sequence diagrams.

Again, this is not to say that with a solution in hand, we could not provide a model-based tool that synthesized code to perform these duties: the issue was that we did not know what the code needed to look like in the first place. Having written it once, spending time to make a generic interpreter to synthesize code for similar scenarios would have been an interesting solution, but would have endangered continued
participation in the competition. However, it does provide a useful perspective for future work, as we discuss later.

6.2 The promise of model-based methodologies

Since the inception of model-based methodologies and domain-specific languages, several advantages have been put forth, including:

- rapid redeployment after a design change;
- verification and analysis using models;
- domain users building models, not programming experts; and
- raising the abstraction of specification.

Even with solid effort by modeling experts, however, most of these promises failed to materialize. The question then, is: does this failure to materialize speak to limitations of the model-based methodologies, limitations of the domain, or perhaps some other factor?

Our perspective is that each of these promises faced almost certain failure in this competition, though not necessarily in this domain. For example, most teams in the competition had a fairly static design due to the rigorous platform-based proofs required by the organizers. This meant that the likelihood of major design changes was fairly low compared to, say, a website design. For the design changes that did occur in our project, we absorbed each of these by using a component model for system functionality, allowing rapid reconfiguration by connecting various component interfaces at runtime.

We next address a major promise of domain-specific modeling: that domain users, rather than software experts, create system implementations through modeling. For some portions of our implementation, this did materialize (e.g., using Simulink, as discussed in Sect. 4.1). In the end, our implementation platform did not support such executable models (and we did not use compatible hardware with MATLAB’s Real-Time Workshop), and to create a model-integrated program synthesis solution might have jeopardized further participation in the competition.

Finally, we ask whether we were able to raise the abstraction of our specification. In fact, this was our most obvious success, in that the high-level behavior of the system could be succinctly expressed as functional components operating with data dependencies. As such, the system design resembled a large block diagram (as seen in Fig. 10b). However, we spent very little of our time specifying the system on this high level, and almost all of it in the low-level functional behaviors of each component. Nonetheless, without the high-level specification of the system, we would have lost time in design, testing, and runtime, if we did not have the flexibility to reorganize the system rapidly.

7 Outlook to the future

As we look to the future of model-based design for heterogeneous systems, we believe that this domain is ripe for impact by the modeling community. Many system specifications are never made, and their behavior emerges from ad hoc integration strategies. Many functional behaviors are re-expressed time and again by new users who are unable to take advantage of code reuse techniques. Many control and robotics experts are comfortable with low-level software, but cannot perform any rigorous analysis or verification of their integrated system as there is no high level specification or model. Many experts in this domain lose tremendous time struggling with the integration of heterogeneous tools, where the semantics are unclear or data transformations are required.

Each of these areas of impact, as well as others not mentioned, present a clear benefit that can be addressed by those in the modeling community by better understanding the domain of these kinds of problems. However, there is the substantial barrier of demonstrating that model-based approaches will in the end provide some benefit. Some domain power users will be reticent to abandon their techniques for new ones that have not yet proved themselves. Such is a reasonable goal for model-based design researchers: to demonstrate that the benefit of using model-based design is not always enhanced productivity, but may include allowing rapid reuse by others, or reducing investment by a new user of learning to use their software or system, or providing analysis and simulation capabilities that did not yet exist.
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