PGMRA: a web server for (phenotype × genotype) many-to-many relation analysis in GWAS
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ABSTRACT

It has been proposed that single nucleotide polymorphisms (SNPs) discovered by genome-wide association studies (GWAS) account for only a small fraction of the genetic variation of complex traits in human population. The remaining unexplained variance or missing heritability is thought to be due to marginal effects of many loci with small effects and has eluded attempts to identify its sources. Combination of different studies appears to resolve in part this problem. However, neither individual GWAS nor meta-analytic combinations thereof are helpful for disclosing which genetic variants contribute to explain a particular phenotype. Here, we propose that most of the missing heritability is latent in the GWAS data, which conceals intermediate phenotypes. To uncover such latent information, we propose the PGMRA server that introduces phenomics—the full set of phenotype features of an individual—to identify SNP-set structures in a broader sense, i.e. causally cohesive genotype–phenotype relations. These relations are agnostically identified (without considering disease status of the subjects) and organized in an interpretable fashion. Then, by incorporating a posteriori the subject status within each relation, we can establish the risk surface of a disease in an unbiased mode. This approach complements—instead of replaces—current analysis methods. The server is publically available at http://phop.ugr.es/fenogeno.

INTRODUCTION

Phenomics, defined as the acquisition of high-dimensional phenotype data on an organism-wide scale, has arisen as a possibility to address the ‘many-to-many’ relationships that are inherent in the phenotype and genotype domains of a disease (1). However, the interaction of phenomics with genomics in human diseases is usually precluded by a reduction of dimensionality of the phenotype features, which implies the elimination of their explanatory power. Although there is an increasing interest on identifying the key phenotype features associated with the genetic variants of a disease (2), there is a lack of methods devoted to extract the maximum information from these descriptors (1,3).

Phenotype–genotype relations have been often established using a modest numbers of single nucleotide polymorphisms (SNPs) associated with limited binary or discrete case-control phenotypes in genome-wide association studies (GWAS). These studies suffer from limited reproducibility, difficulties in finding causal SNPs because tagged SNPs are not necessarily causal, as well as in detecting multiple genetic sources (missing heritability), and inability to detect epistatic consequences (4–6). Therefore, recent approaches in genomics have focused on identifying functional sets of SNPs—instead of single SNPs—based on their proximity to particular genes or haplotype blocks to model the joint effect of multiple causal signals corresponding to multifaceted diseases (4). However, the sole identification of SNPs sets is not sufficient to explain the pleiotropic effects of the genetic variations in humans (1). Therefore, new methods are needed to identify, in an unbiased fashion, interpretable SNP-set structures in a broad sense, based on relations between sets of phenotype features coherently linked to SNP sets. To address this problem, we developed the PGMRA web server, which encodes methods that independently identify SNP sets and phenotype sets from GWAS data, and uncover optimal—instead of exhaustive—many-to-many phenotype–genotype relations among them. These methods also organize the uncovered coherent relations as networks in an interpretable topological fashion that, in turn, describe the risk surface of a disease.
PGMRA is, to our current knowledge, the only generic server that concurrently performs an exploratory and explanatory analysis of the phenomic and genomic domains of genome-wide data, pursuing the objective of uncovering the intermediate phenotypes (latent) concealed in the sample. The results obtained with PGMRA can be used as input for further analysis in other servers (4,7–11).

SUMMARY OF FEATURES

PGMRA uses a generalized factorization method [see also relational clustering (12)], which combines factorization analysis, optimization research and conceptual clustering approaches to addresses the problem of discovering interesting clusters—substructures or concepts—defined in distinct domains (e.g. phenotype and genotype) and the associated problem of determining interesting relations between those clusters (13–15) (see Supplementary Methods).

Several characteristics distinguish PGMRA from other association approaches and avoid possible biases in the procedure: (i) the grouping strategy does not use previous knowledge about other studies (meta-analysis) or genomic features (pathway analysis) and does not consider the status of the subjects in the data set to identify either SNP or phenotype sets (i.e. unsupervised learning); (ii) subjects, SNPs and/or phenotype features can belong to more than one relation; (iii) SNPs within an SNP set can be located anywhere in the genome; (iv) the dimensionality of the phenotype features is not reduced (as would be the case with Principal Component Analysis or similar approaches) because, in phenomics, important features are a priori not known (1); (v) there is no predefined number of SNP sets and/or phenotype sets and/or relations among them (16); (vi) many-to-many relations among SNP and phenotype sets are identified in an unbiased fashion by using the probability of subject intersection (17), without considering subject’s disease status (e.g. cases, controls); and, most importantly, (vii) the risk of a disease is estimated in an unbiased fashion by incorporating a posteriori the subject status within each relation, weighing the frequency of each type of status (e.g. cases, relatives, controls) and mapping it into a predictive risk surface (18,19).

Moreover, after the latter process, the statistical significance of interactions of SNPs associated with the disease can be estimated (4,7). In sum, PGMRA provides a quick snapshot of a single GWAS in an interpretable fashion.

METHODOLOGY

Given a phenotype database (phenotype features \times subjects) and a genotype database (SNPs \times subjects), the approach followed by PMRGA is briefly described in the following seven steps (Figure 1, see Supplementary Methods):

(1) Identification of phenotype and genotype good clusters.

Factorization of the phenotype and genotype data is performed independently with the bioNMF method (20) or a novel version of a Nonnegative Matrix Factorization method (NMF) here proposed and termed Fuzzy NMF (FNMF). FNMF allows overlapping among sub-matrices and detection of outliers and is implemented as the default option (see Supplementary Figures S1–S4 for comparisons with bioNMF). Given a basic method, the generalized factorization method is applied recurrently to generate multiple clustering results using various initializations with different maximum numbers of clusters (e.g. from 2 to \sqrt{n}, where \( n \) is the number of subjects) and thus avoids any pre-assumption about the ideal number of clusters. For each run within each genotype and phenotype domains, all clusters are selected composing a family of phenotype biclusters \( P = \{P_1, \ldots ,P_m\} \), as well as a separate family of genotype biclusters \( G = \{G_1, \ldots ,G_n\} \). Each family may include overlapped, partially redundant and different sizes of biclusters. Additionally, other basic biclustering methods have been implemented including Cheng and Church (21), Flexible Overlapped biClustering (FLOC) (22) and Factor Analysis for Bicluster Acquisition (FABIA) (23) (Supplementary Table S1), which are also extended by the generalized factorization method.

(2) Discovering relations among phenotype and genotype clusters. The set of phenotype–genotype relations are identified by cross-correlating the phenotype and genotype biclusters, calculating the pairwise probability of intersection among them using the Hypergeometric statistics (PI hyp) (13,17) on the subject space [Supplementary Methods, Equation (4)]. Permutations (24) are used to build an empirical random distribution of PI hyp to estimate the upper non-random \( P \)-value of an identified relation.

(3) Organizing relations into local partitions or niches. To identify relations describing similar subjects, the method calculates the distance matrix \( D_s \) among all phenotype–genotype relations \( R_{i,j} \) using the PI hyp metric on the subjects space [Supplementary Methods, Equation (4)]. Then, the relations were clustered using \( D_s \) as an intra-clustering distance metric, where each resulting cluster constitutes a niche of relations describing similar subjects.

(4) Encoding relations into topologically organized networks. To identify optimal and non-redundant relations, which may occur due to the repetitive application of the factorization method, the method calculates the distance matrix \( D_p \) among all phenotype–genotype relations \( R_{i,j} \) within a niche by using the PI hyp metric on the phenotype space [Supplementary Methods, Equation (4)]. Then, all relations with \( \text{PI hyp} (R_{i,j}, R_{k,l}) < 10^{-6} \) (i.e. sharing targeted subjects, phenotype and genotype features) are eliminated. The remained relations are hierarchically organized by inclusion of subjects using the Jaccard’s similarity metric (13,15) [Supplementary Methods, Equation (5)] and linked with arrows (>50% of inclusion). (Nested relations encode both sensitive and specific relations, both of which harbor distinct predictive power.)
Figure 1. The workflow of the PGMRA web server. Processes involving phenotype and genotype clusters (biclusters) are indicated in red and blue, respectively, whereas procedures concerning phenotype-genotype relations are shown in violet.
(5) Ranking features within each optimal relation by using its entropy. To identify the relevance of the features and their corresponding ranges of values that characterize each relation $R_{ij}$, the method labels each subject within and outside a relation with two different categorical (latent) classes. Then, for a given relation $R_{ij}$, the method calculates one decision tree (25) per domain, which ranks the utility of the features from top to bottom.

(6) Mapping a disease risk function. To estimate the risk function of the network, the method incorporates a posteriori the status of the subjects composing each relation. Each relation is encoded into a 3-tuple $(X,Y,Z)$, where $X$ and $Y$ correspond to the phenotype and genotype dimensions of the relation, respectively, and $Z$ is the risk variable calculated by a weighted average of epidemiological risks of all subjects in the relation [Supplementary Methods, Equation (6)]. Relations are placed along the phenotype (x-axis) and genotype (y-axis) dimensions by clustering them using a phenotype and genotype distance matrices based on the $P_{1bp}$ metric. The 3-tuples are then interpolated and plotted.

(7) Analyzing the statistical significance of the genotype associated with the disease. To calculate the significance of multiple SNPs within a SNP set belonging to a relation, we first run a labeling process that transforms an unsupervised relation into a supervised one. Then, we used the identity-by-state (IBS) kernel-machine method from the R-project package SKAT (4,7), which is a widely used approach to evaluate SNP sets, accounting for the multiple correction, as well as for the degrees of freedom of the test.

IMPLEMENTATION

The PGMRA web server has been implemented using PHP, making use of a bash script that communicates with the different biclustering implementations, as well as with several post-processing Perl and R scripts. The biclustering methods are implemented in C, but they are used through their respective Perl or R wrappers. Several R-project packages are used in the PGMRA implementation: heatmap for the heatmap graphs; latticeExtra, akima, tgp, animation and plotrix for the 3D risk graph; rpart and rpart.plot for the classification trees; SKAT for the statistical analysis of SNP sets; and biclust, fabia and BicARE for the Cheng&church, FABIA and FLOC biclustering methods, respectively (Supplementary Tables S1 and S2). The program graphviz was used for the network graph generation.

PERFORMANCE

The time of execution can vary from few minutes to several hours depending on the size of input files and the selected parameters. The biclustering process is the most time-consuming step, but this time can be constrained by using one core for each $K$ (e.g. maximum number of clusters $K$, $\sqrt{n}$). To test the performance of the method, we evaluated two GWAS of schizophrenia, which harbor different size and status of their subjects, as well as distinct phenotype features (see Supplementary Data Sets). These studies were termed ‘small’ (70 subjects $\times$ 8000 SNPs, which corresponds to the genotype and phenotype test files provided in PGMRA) and ‘big’ data sets (2500 subjects $\times$ 2700 SNPs), where the consuming time for a maximum of $K = \sqrt{n}$ biclusters using the FNMF method was measured for different number of SNPs in each study (Supplementary Table S3).

We calculate the processing times in the PGMRA server, which is a 64-bit computer with 4core-2Ghz processors, as well as in the High Performance Computing hardware at Washington University (chpc.wustl.edu) by using a single core per $K$ (HPC) and Message Passing Interface with 8 cores per $K$ (HPC-MPI). The result reveals an improvement of $\sim$15 and $\sim$30% by using the HPC versus the PGMRA hardware in the big and small data sets, respectively. However, $\geq$90% of improvement is achieved by using the HPC-MPI option in both samples (Supplementary Table S3). Therefore, we provide on request an off-line MPI PGMRA additional service for big and time-consuming samples if the users do not want to wait the processing time in the open server.

The difference in performance of the distinct biclustering algorithms was also tested on the server by comparing the running time for the small data set for a fixed maximum number of biclusters $K$ (Supplementary Table S4). Both bioNMF and FNMF methods allow different initializations per $K$ (i.e. 40 by default) to avoid local minimum partitions, which eventually increases the time of processing. In contrast, the other methods do not explicitly allow such approach. Moreover, the former two classes of methods are qualitatively different, as they have different optimization fitness functions that eventually produce distinct results. For example, the Cheng&church method (21) tends to find homogeneous and crisp biclusters, whereas the bioNMF method (20) pursues the objective of identifying more general structures that facilitates the uncovering of inter-domain relations with other biclusters.

Additionally, the user can select to use the IBS kernel-machine test on each SNP sets found. The SKAT package is per se time consuming, and the user should take it into account when selecting this option. This processing time is partially increased because each SNP set/relation has to be independently submitted to SKAT, as they are not disjoint and cannot fill up a single input file.

WEB INTERFACE

To start a job in the PGMRA server, the user has to click the tab ‘Send a job’ in the home page. This tab leads to the submission page where the user will be able to specify the input files and the desired parameters. Once all parameters are specified, the user can start the job by clicking the ‘send’ button. An email address specification is optional; nevertheless, it is encouraged owing to the long execution time required for large input files. If an email address is
specified in the submission window, a job confirmation, as well as a notification is sent when the results are available. Moreover, we provide a list constantly updated actions (e.g. pre-processing, biclustering discovery, etc.) that reflect the progress of the submitted job. PGMRA has detailed tutorial available along with real GWAS example test files. The tutorial explains which parameters can be tuned and between which ranges they can be modified. Default settings should be adopted for beginners (Supplementary Table S2).

**Input**

Three files compose the PGMRA input: the phenotype (genotype and status file) and genotype (SNPs x subjects) files, which are matrices in a tab-separated format, and the subject status file (i.e. case or control). The genotype file contains information about the genotype variables of each subject in the study but in a numeric form. The SNP alleles are represented by a combination of numeric values (i.e. 1 = AA, 2 = AB, 3 = BB and 0 = missing value). The status file contains the conversion of the status classification into numeric values (i.e. 1 = case, 2 = relative and 3 = control).

The genotype and subject status files can be also generated from the standard files used by the Plink software by running the script plink2pgmra.pl provided in the PGMRA website. To do that, the Plink program has to be run using the binary files obtained from the GWAS analysis (*.bed, *.bim, *.fam) as inputs and the parameters --recode12 and --transpose. This process generates two output text files (*.tped, *.tfam) that constitute the inputs of the plink2pgmra.pl script to obtain the genotype and status files. The phenotype file, which is a matrix where the features are the rows and the subjects the columns, has to be provided by the user. The values should be normalized between minimum and maximum values of each feature. The current example encoding a GWAS of schizophrenia (see Supplementary Data Sets) has 8007 SNPs; however, we encourage the use of a pre-selection of SNPs with relaxed P-values by using the Plink software for larger samples (26). Finally, if the user selects the statistical analysis of the SNP sets, PGMRA automatically converts the input genotype and status files into Plink binary files, which are required input by the SKAT method.

**Parameters**

The PGMRA server requires setting up two types of parameters related to the basic biclustering methods and to the generalized factorization method. The default basic biclustering method is FNMF, and the alternative biclustering methods are only recommended for users experienced in clustering aware of their own characteristics (Supplementary Tables S1 and S2, see Supplementary Methods). The corresponding list of running parameters for each method is also reported (Supplementary Table S2). The new basic biclustering FNMF method—based on the bioNMF method (20)—introduces the levels of fuzziness as a new parameter (0.5 default value), which allows generating more flexible biclusters (higher values) or more cohesive ones (lower values, see Supplementary Methods).

Second, because all basic methods are run as subprocesses of the generalized factorization method, the minimum and maximum number of clusters (biclusters) where the basic methods are repetitively run have to be specified (e.g. between 2 and and $\sqrt{n}$ by default). This method also requires the specification of the minimum level of coincidence between a phenotype and a genotype biclusters, which determines the quality of the relation between them. Because this matching is calculated by the probability of intersection between two clusters using the PI$_{hyp}$, low values used as a threshold generate less but more cohesive relations. In contrast, the use of high threshold will admit more relaxed relations—eventually all relations (i.e. $P$-value = 1)—to the hierarchically organized network and, thus, to integrate the risk surface of the disease. We established $P$-value < 0.05 as the default threshold.

**Output**

The output page shows a snapshot of the analysed GWAS in seven graphical output sections. First, a summary with the name of the input data, method and parameter selected is displayed in the result page, making possible the tracking of results. Then, a statistical summary of the run exhibits information about the total number of identified relations, as well as the average number of subject, phenotype features and SNPs per relation. Second, the network composed of significant relations are hierarchically organized when describing approximately the same target subjects from different phenotype and/or genotype features. Remarkably, the network is organized without information about the subject status (i.e. unsupervised learning), which is incorporated a posteriori into each relation to calculate its risk. Each node contains the relation name, its associated risk and the degree of matching between the phenotype and genotype biclusters that originated the relation (PI$_{hyp}$). Relations are color coded by their corresponding risk values. Third, the risk barchart output section shows the distribution of the risk among all relations. Fourth, the relation-mapping output section provides two heatmaps, one phenotype and another genotype, where the features (columns) characterizing each relation (rows) are highlighted. Fifth, two classification trees—one phenotype and another genotype—represent each relation, where the features are ordered (top to bottom) by their importance as calculated by the entropy. Sixth, the risk surface of the disease is plotted and shown in a 3D dynamic graph. And, seventh, a list of relations and their corresponding $P$-values resulting from the application of the IBS kernel-machine method from the R-project package SKAT is shown. All results are provided in HTML format for direct visual inspection in browser. All images shown in each window can be downloaded, and the subjacent data can be accessed as text files through the provided links. Finally, each output also summarizes the input file names, as well as the method and parameters selected.
DISCUSSION

GWAS have emerged as popular tools for identifying genetic variants associated with the risk of a disease. However, the effect of this approach was limited in complex diseases like schizophrenia, where >1000 genes are implicated. Therefore, we developed the PGMRA web server, which encodes a conceptual framework to dissect a GWAS into coherent many-to-many phenotype–genotype relations that encode multifaceted data interactions. These relations, organized as a network, provide a snapshot of what effectively is in a single GWAS experiment—as opposed to what could be when adding external information (meta- or pathway analysis)—in an interpretable graphical fashion.

Three novel algorithms have been incorporated and combined in the PGMRA server: the basic biclustering FNMF method, which extends the bioNMF method allowing overlapping and outlier detection of biclusters; a generalized factorization method, which fuse interdomain biclusters into relations in an efficient unsupervised fashion; and a data-labeling strategy, which transforms unsupervised latent relations into supervised structures by incorporating their risk in an unbiased manner (see Supplementary Methods, G. A. de Erausquin et al., unpublished data). The latter strategy allows calculating the ranking of the features within a relation as measured by their entropy, as well as to plot a predictive risk surface of the subjacent disease.

The PGMRA server has been successfully applied separately to both large- and small-scale schizophrenia data sets (see Supplementary Data Sets). These GWAS were partly carried out in Washington University School of Medicine (19,27,28), harboring typical case-control phenotypes or extended phenotypes, where relatives at risk were also considered. The obtained results empirically demonstrated that genetic risk of schizophrenia occurs along a continuum and that the phenotype–genotype relations are capable of identifying the corresponding intermediate phenotypes shared by patients and their first-degree relatives (see Supplementary Data Sets, G. A. de Erausquin et al., unpublished data). Moreover, these relations were independently curated and cataloged by experts (psychiatrist-based nosological framework represented by the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV)), who determined that they distinguish positive from negative symptoms of schizophrenia, which, in turn, dissect the disease into paranoid and non-paranoid classes. This suggests that the differential genetic basis of the relations may dictate differential and personalized treatments of the disease (see Supplementary Data Sets, J. Arnedo et al., unpublished data).

It is essential to note that two types of statistical evaluations (P-values) are reported, namely, one for the probability of an intersection (PIhyp) between a SNP set and a phenotype feature set (i.e. the statistical significance of ‘relations’) evaluated by the Hypergeometric statistics and compared with an empirical random distribution of PIhyp used to estimate the upper non-random P-value of an identified relation. Another evaluation was performed for the probability of an SNP set being associated with schizophrenia (i.e. the genome-wide association significance) calculated by the logistic kernel-machine statistics.

The uncovered phenotype–genotype relations at risk using the NMF method in the big data set provided significant values as evaluated by the PIhyp: \(1E-05 < P < 7E-13\). Moreover, the set of SNPs included in most of the significant relations were more statistically significant (e.g. \(P < E-05\) or even \(P < E-11\)) than the best individual SNPs included in the corresponding sets when were evaluated by the SKAT method (4) (i.e. many orders of magnitude lower, Supplementary Table S5). Similarly, the phenotype–genotype relations from the small data set obtained the following PIhyp values by using the bioNMF method: \(1E-05 < P < 3E-10\). Likewise, the big data set, the SNP sets evaluated by the SKAT method displayed better values than the individual SNPs either with the bioNMF (\(1E-05 < P < 2E-08\)) or with the FNMF (\(P < 1E-05\, up \, to \, P < 2E-08\)) methods (Supplementary Table S5). This approach narrows down the problem of multiple comparisons exhibited by typical GWAS analysis (4,29), as expected.

Notably, many of these relations have SNPs located all across the genome—instead of within a gene or haplotype (4)—that are associated with many genes previously related to schizophrenia, as well as with novel ones (e.g. non-coding RNA genes) or to other regulatory features. The found genes have been primarily associated to mental, brain and nervous system disorders as cataloged by the NextBio (www.nextbio.com, scores > 80) and Ingenuity Pathways Analysis (IPA) (www.ingenuity.com, \(P < 5.2E-05\)) servers (J. Arnedo et al., unpublished data). Moreover, many of the identified genes linked to hypodopaminergic phenotypes form a highly interconnected network that can be parceled out to just a few major functional pathways, encoding almost all essential component in the neuronal cell adhesion (IPA, \(P < 3E-05\)) or in the small GTPase or signaling pathway (IPA, \(P < 2E-04\)) (E. G. et al., unpublished data). Other mapped genomic regions overlap newly characterized long intergenic non-coding RNAs—coincident with an annotated CNV—including the lincRNAs AC068490.2 and AC096570.2, which expression may cause alterations of the normal brain development (J. Arnedo et al., unpublished data). Overall, these cohesive relations show that the phenotype–genotype relations are not just a computational artifact but encode a profound biomedical meaning.

The results obtained with PGMRA can easily interact with other servers, programs and databases. For example, once identified the SNP-subsets in each optimal relation, they can be easily used for downstream analysis such as (i) functional annotation: Haploreg webservice (8), ENCODE (genome.ucsc.edu/ENCODE) and ENSEMBL database (www.ensembl.org) (11); (ii) network and pathway analysis: DAVID (34), Genecards (35), Prolinks Database 2.0 (36), IPA (www.ingenuity.com), ICSNPPathway (10); (iii) analysis of diseases and drugs related to the affected genes: Nextbio webservice (9) ‘Disease Atlas’ and ‘Pharmaco Atlas’.

We think that the server here presented can help to understand complex diseases landscapes in relation to genotypic variation, bringing some light into multiple
SNPs’ cross-effects. The development of the server presented here has been user driven from the beginning. Its functionality is continually being updated and extended in response to requests and suggestions emerging from our core users.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online: Supplementary Tables 1–5, Supplementary Figures 1–5, Supplementary Methods, Supplementary Data Sets and Supplementary References [30–33,37–40].

ACKNOWLEDGEMENTS

The authors thank Edgardo Mejia Roa for generously supplying the bioNMF source code. dbGaP datasets were obtained under project #2358: Genetic and non-genetic factors in the genesis of schizophrenia.

FUNDING

Funding for open access charge: Spanish Ministry of Science and Technology under projects [TIN2009-13950] and [TIN2012-38805]; Consejería de Innovación, Investigación y Ciencia, Junta de Andalucía, under project [TIC-02788]; UGR, under project [GREIB 2011]; R. L. Kirschstein National Research Award at Washington University School of Medicine.

Conflict of interest statement. None declared.

REFERENCES

1. Houle,D., Govindaraju,D.R. and Omholt,S. (2011) Phenomics: the next challenge. Nat. Rev. Genet., 11, 855–866.
2. Holliday,E.G., McLean,D.E., Nyholt,D.R. and Mowry,B.J. (2009) Susceptibility locus on chromosome 1q23-25 for a schizophrenia subtype resembling deficit schizophrenia identified by latent class analysis. Arch. Gen. Psychiatry, 66, 1058–1067.
3. Wang,Y., Gjuvsland,A.B., Vik,J.O., Smith,N.P., Hunter,P.J. and Omholt,S.W. (2012) Parameters in dynamic models of complex traits are containers of missing heritability. PLoS Comput. Biol., 8, e1002459.
4. Wu,M.C., Kraft,P., Epstein,M.P., Taylor,D.M., Chanock,S.J., Hunter,D.J. and Lin,X. (2010) Powerful SNP-set analysis for case-control genome-wide association studies. Am. J. Hum. Genet., 86, 929–942.
5. Yang,J., Benyamin,B., McEvoy,B.P., Gordon,S., Henders,A.K., Nyholt,D.R., Madden,P.A., Heath,A.C., Martin,N.G., Montgomery,G.W. et al. (2010) Common SNPs explain a large proportion of the heritability for human height. Nat. Genet., 42, 565–569.
6. De,S. and Babu,M.M. (2010) A time-invariant principle of genome evolution. Proc. Natl Acad. Sci. USA, 107, 13004–13009.
7. Wu,M.C., Lee,S., Cai,T., Li,Y., Boehnke,M. and Lin,X. (2011) Rare-variant association testing for sequencing data with the sequence kernel association test. Am. J. Hum. Genet., 89, 82–93.
8. Ward,L.D. and Kellis,M. (2012) HaploReg: a resource for exploring chromatin states, conservation, and regulatory motif alterations within sets of genetically linked variants. Nucleic Acids Res., 40, D930–D934.
9. Kupershmidt,I., Su,Q.J., Grewal,A., Sunaresh,S., Halperin,I., Flynn,J., Shkair,M., Wang,H., Park,J., Cui,W. et al. (2010) Ontology-based meta-analysis of global collections of high-throughput public data. PLoS One, 5, e13066.
10. Zhang,K., Chang,S., Cui,S., Guo,L., Zhang,L. and Wang,J. (2011) ICSSNPathway: identify candidate causal SNPs and pathways from genome-wide association study by one analytical framework. Nucleic Acids Res., 39, W437–W443.
11. Flicek,P., Amode,M.R., Barrell,D., Beal,K., Brent,S., Chen,Y., Clapham,P., Coates,G., Fairley,S., Fitzgerald,S. et al. (2011) Ensembl 2011. Nucleic Acids Res., 39, D800–D806.
12. Bezdicek,J.C. (1998) Applications of fuzzy computation - Pattern analysis. In: Pedrycz,W., Bonissone,P.P. and Ruspin,N.E.H. (eds), Handbook of Fuzzy Computation. Institute of Physics, Bristol, pp. F6.1.1–F6.6.20.
13. Zivir,I., Huang,H. and Groisman,E.A. (2005) Analysis of differentially-regulated genes within a regulatory network by GPS genome navigation. Bioinformatics, 21, 4073–4083.
14. Zivir,I., Shin,D., Kato,A., Nishino,K., Latifi,T., Solomon,F., Har,J.M., Huang,H. and Groisman,E.A. (2005) Dissecting the Pho regulatory network of Escherichia coli and Salmonella enterica. Proc. Natl Acad. Sci. USA, 102, 2862–2867.
15. Romero-Zaliz,R., Del Val,C., Cobb,J.P. and Zivir,I. (2008) Onto-CC: a web server for identifying gene ontology conceptual clusters. Nucleic Acids Res., 36, W352–W357.
16. Ruspin,E.H. and Zivir,I. (2002) Automated generation of qualitative representations of complex objects by hybrid soft-computing methods. In: Pal.S.K. and Pal,A. (eds), Pattern Recognition: from Classical to Modern Approaches. World Scientific, New Jersey, pp. 454–474.
17. Tavaozi,S., Hughes,J.D., Camphile,M.J., Cho,R.J. and Church,G.M. (1999) Systematic determination of genetic network architecture. Nat. Genet., 22, 281–285.
18. Manolio,T.A. (2010) Genomewide association studies and assessment of the risk of disease. N. Engl. J. Med., 363, 166–176.
19. de Erasquin,G.C., Zivir,I., Hararo,I., Guererro,G., Florezano,N., Gonzalez Aleman,G., Calvo,M., Padilla,E., Bourdieu,M., Duarte,S. et al. (2012) A map function predictive of risk of psychosis obtained by concurrent genome wide association to dopaminergic deficits. Neuropsychopharmacology, 36(Suppl. 1), S1–S504.
20. Pascual-Montano,A., Carmona-Saez,P., Chagoyen,M., Tirado,F., Carazo,J.M. and Pascual-Marqui,R.D. (2006) BioNMF: a versatile tool for non-negative matrix factorization in biology. BMC Bioinformatics, 7, 36.
21. Cheng,Y. and Church,G.M. (2000) Biclustering of expression data. Proc. Int. Conf. Intell. Syst. Mol. Biol., 8, 93–103.
22. Yang,J., Wang,K., Wang,W. and Yu,P. (2003) Enhanced biclustering on expression data. IEEE Symposium on BioInformatics and BioEngineering (BIBE’03). IEEE Computer Society, Washington, DC, USA, pp. 1–7.
23. Hochreiter,S., Bodenhofer,U., Heusel,M., Mayr,A., Florenzano,N., Gonza´lez Alema´n,G., Calvo,M., Padilla,E., Bourdieu,M., Duarte,S. et al. (2012) A map function predictive of risk of psychosis obtained by concurrent genome wide association to dopaminergic deficits. Neuropsychopharmacology, 36, 1520–1527.
24. Beer,M.A. and Tavaozi,S. (2004) Predicting gene expression from sequence. Cell, 117, 185–198.
25. Mitchell,T.M. (1997) Machine learning. McGraw-Hill, New York.
26. Purcell,S., Neale,B., Todd-Brown,K., Thomas,L., Ferreira,M.A., Bender,D., Maller,J., Sklar,P., de Bakker,P.I., Daly,M.J. et al. (2007) PLINK: a tool set for whole-genome association and population-based linkage analyses. Am. J. Hum. Genet., 81, 559–575.
27. Shu,J., Levinson,D.F., Duan,J., Sanders,A.R., Zheng,Y., Pe’er,I., Dudbridge,F., Holmans,P.A., Whitemore,A.S., Mowry,B.J. et al. (2009) Common variants on chromosome 6p22.1 are associated with schizophrenia. Nature, 460, 753–757.
28. Calvo de Padilla,M., Padilla,E., Gonzalez Aleman,G., Bourdieu,M., Guererro,G., Strejilevich,S., Escobar,J.I., Svrakic,N., Cloninger,C.R. and de Erasquin,G.C. (2010) Temperament traits associated with risk of schizophrenia in an indigenous population of Argentina. Schizophr. Res., 83, 299–302.
29. Johnson,R.C., Nelson,G.W., Troyer,J.L., Lautenberger,J.A., Kesing,B.D., Winkler,C.A. and O’Brien,S.J. (2010) Accounting for multiple comparisons in a genome-wide association study (GWAS). BMC Genomics, 11, 724.
30. Mejja-Roa,E., Carmona-Saez,P., Nogales,R., Vicente,C., Vazquez,M., Yang,X.Y., Garcia,C., Tirado,F. and
Pascual-Montano, A. (2008) bioNMF: a web-based tool for nonnegative matrix factorization in biology. Nucleic Acids Res., 36, W523–W528.

31. Harari, O., Park, S.Y., Huang, H., Groisman, E.A. and Zwir, I. (2010) Defining the plasticity of transcription factor binding sites by deconstructing DNA consensus sequences: the PhoP-binding sites among gamma/enterobacteria. PLoS Comput. Biol., 6, e1000862.

32. Bezdek, J.C. and Pal, S.K. (1992). IEEE Neural Networks Council. (1992) Fuzzy models for pattern recognition: methods that search for structures in data. IEEE Press, New York.

33. Romero-Zálijz, R.C., Rubio, R., Cordón, O., Cobb, P., Herrera, F. and Zwir, I. (2008) A multi-objective evolutionary conceptual clustering methodology for gene annotation within structural databases: a case of study on the gene ontology database. IEEE Trans. Evol. Comput., 12, 679–701.

34. Huang da, W., Sherman, B.T. and Lempicki, R.A. (2009) Systematic and integrative analysis of large gene lists using DAVID bioinformatics resources. Nat. Protoc., 4, 44–57.

35. Safran, M., Solomon, I., Shmueli, O., Lapidot, M., Shen-Orr, S., Adato, A., Ben-Dor, U., Esterman, N., Rosen, N., Peter, I. et al. (2002) GeneCards 2002: towards a complete, object-oriented, human gene compendium. Bioinformatics, 18, 1542–1543.

36. Bowers, P.M., Pellegrini, M., Thompson, M.J., Fierro, J., Yeates, T.O. and Eisenberg, D. (2004) Prolinks: a database of protein functional linkages derived from coevolution. Genome Biol., 5, R35.

37. Ruprecht-Dorfler, P., Berg, D., Tucha, O., Benz, P., Meier-Meitinger, M., Alders, G.L., Lange, K.W. and Becker, G. (2003) Echogenicity of the substantia nigra in relatives of patients with sporadic Parkinson’s disease. Neuroimage, 18, 416–422.

38. Sedo, M.A. and DeCristoforo, L. (2001) All-language verbal tests free from linguistic barriers. Revista Española De Neuropsicología, 3, 68–82.

39. Kessels, R.P., van Zandvoort, M.J., Postma, A., Kappelle, L.J. and de Haan, E.H. (2000) The corsi block-tapping task: standardization and normative data. Appl. Neuropsych., 7, 252–258.

40. Christensen, A.L. (1990) Luria’s Neuropsychological Investigation. Manual and Test Material, 4th edn. Spectrum Publications Inc, New York.