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Abstract. We conjecture that the inherent difference in generalisation between adaptive and non-adaptive gradient methods in deep learning stems from the increased estimation noise in the flattest directions of the true loss surface. We demonstrate that typical schedules used for adaptive methods (with low numerical stability or damping constants) serve to bias relative movement towards flat directions relative to sharp directions, effectively amplifying the noise-to-signal ratio and harming generalisation. We further demonstrate that the numerical damping constant used in these methods can be decomposed into a learning rate reduction and linear shrinkage of the estimated curvature matrix. We then demonstrate significant generalisation improvements by increasing the shrinkage coefficient, closing the generalisation gap entirely in both logistic regression and several deep neural network experiments. Extending this line further, we develop a novel random matrix theory based damping learner for second order optimisers inspired by linear shrinkage estimation. We experimentally demonstrate our learner to be very insensitive to the initialised value and to allow for extremely fast convergence in conjunction with continued stable training and competitive generalisation. We also find that our derived method works well with adaptive gradient methods such as Adam.

1. Introduction

The success of deep neural networks across a wide variety of tasks, from speech recognition to image classification, has drawn wide-ranging interest in their optimisation and their ability to generalise to unseen data. Optimisation is the process of reducing the value of the neural network loss on its training set. Generalisation refers to the loss on an unseen held out test set. The loss of a neural network is a scalar function of the network free parameters (the weights of the neural network) that measures how well the network is performing on the data at hand. It can be defined on a single or multiple examples (known as a batch). Loss functions are by definition greater than or equal to zero. For example, a neural network’s output may be the probability of a particular image class label being correct. In this case, where we have the true label of the data item, we can use the discrete cross entropy loss, which has roots in information theory [Cover and Thomas, 2012]. The discrete cross entropy loss is zero if and only if
we predict the true label with probability 1 and non zero otherwise. Hence we drive
the neural network to learn not only the true class, but to predict the true class with
probability 1, i.e. to be confident about the correct predictions. Alternative losses in
the regression context could be the well known square loss, along with many others,
such as the Hinge loss [Bishop, 2006].

Due to enormous dimensionality of the weight space, where billions of parameters
are the norm, more effective measures than random search must be employed to reduce
the loss from a random initialisation of the weights. A very simple but highly effective
method, which underlies the basis of modern machine learning optimisation is stochastic
gradient descent (SGD). In its simplest form, we simply take the gradient of the neural
network batch loss and follow the method of steepest descent into a local minima. For
a full discussion on stochastic gradient optimisation and associated convergence proofs
we recommend [Nesterov, 2013] Kushner and Yin, 2003

There have been many amendments to stochastic gradient descent, including the
use of momentum [Nesterov, 2013]. A particularly fruitful area of optimisation research
which has found its way into Deep Learning are adaptive gradient optimisers. Adaptive
gradient methods alter the per-parameter learning rate depending on historical gradient
information, which leads to significantly faster convergence of the training loss than
non adaptive methods, such as stochastic gradient descent (SGD) with momentum
[Nesterov, 2013]. Popular examples include Adam [Kingma and Ba, 2014], AdaDelta
Zeiler, 2012 and RMSprop [Tieleman and Hinton, 2012].

However, for practical applications the final results on a held-out test set are
more important than the training performance. For many image and language
problems of interest, the test set performance of adaptive gradient methods is
significantly worse than SGD [Wilson et al., 2017]—a phenomenon that we refer to as
the adaptive generalisation gap. As a consequence of this effect, many state-of-the-art
models, especially for image classification datasets such as CIFAR [Yun et al., 2019]
and ImageNet [Xie et al., 2019, Cubuk et al., 2019], are still trained using SGD with
momentum. Although less widely used, another class of adaptive methods which
suffer from the same phenomenon [Tornstad, 2020] are stochastic second order methods,
which seek to alter the learning rate along the eigenvectors of the Hessian of
the loss function. KFAC [Martens and Grosse, 2015] uses a Kroenecker factored
approximation of the Fisher information matrix (which can be seen as a positive definite
approximation to the Hessian [Martens, 2014]). Other methods use Hessian–vector
products [Dauphin et al., 2014] Martens, 2010 in conjunction with Lanczos methods
and conjugate gradients [Meurant and Strakoš, 2006]. All second order and adaptive
gradient methods, are endowed with an extra hyper-parameter called the damping or
numerical stability co-efficient respectively. This parameter limits the maximal learning
rate along the eigenvectors or unit vectors in the parameter space respectively and is
typically set to a very small value by practitioners.

In this paper we argue that adaptive methods in their typical implementations with
small damping/numerical stability co-efficients, are over-confident in their updates in the flattest directions of the loss. We show that this is sub-optimal in terms of optimising the true loss and hence harms generalisation performance. We demonstrate this empirically in an online convex example, where we actively perturb the sharp directions, reducing generalisation without impacting training. We also demonstrate this implicitly for large neural networks by altering the damping/stability constant, which we show alters the effective learning rate ratio between the sharp and flat directions.

Given their widespread adoption, understanding the adaptive generalisation gap has significant implications. In this work we show that altering the numerical stability constant in Adam [Choi et al., 2019] can be interpreted as applying linear shrinkage estimation to the noisy Hessian estimate enabling the reduction of the mean squared error [Bun et al., 2016a] in the estimation of the true loss Hessian. We develop this idea further to produce a novel optimal and highly effective adaptive damping scheme to automatically tune the damping and numerical stability constant for KFAC and Adam respectively.

2. Background on loss surfaces and generalisation

We view a neural network (or any supervised machine learning model) as a prediction function $h(\cdot; \cdot) : \mathbb{R}^{d_x} \times \mathbb{R}^P \to \mathbb{R}^{d_y}$, where $\mathbb{R}^P$ is the space of parameters of the networks (i.e. its weights and biases). A single data point is an element of $\mathbb{R}^{d_x}$ and its label, which could be continuous or discrete, is an element of $\mathbb{R}^{d_y}$. Viewing $w \in \mathbb{R}^P$ as parameters of $h$, we have a parametrised family of functions $\mathbb{R}^{d_x} \to \mathbb{R}^{d_y}$, namely $\mathcal{H} := \{h(\cdot; w) : w \in \mathbb{R}^P\}$. To train the network, i.e. optimise the parameters for a given task, we define a loss function $\ell(y, \hat{y}) : \mathbb{R}^{d_y} \times \mathbb{R}^{d_y} \to \mathbb{R}$. The objective is to minimise $\ell$ over a given data distribution. More precisely, let $\mathbb{P}_{\text{data}}$ be some probability distribution on $\mathbb{R}^{d_x} \times \mathbb{R}^{d_y}$, the data distribution. The expectation of the loss over data distribution is known as the true loss:

$$L_{\text{true}}(w) = \int \ell(h(x; w), y) d\mathbb{P}_{\text{data}}(x, y).$$ (1)

In practice, given a finite dataset of size $N$, we only have access to the empirical loss or batch loss:

$$L_{\text{emp}}(w) = \frac{1}{N} \sum_{i=1}^{N} \ell(h(x_i; w), y_i), \quad L_{\text{batch}}(w) = \frac{1}{B} \sum_{i\in I_B} \ell(h(x_i; w), y_i)$$ (2)

where $(x_i, y_i)$ are i.i.d. samples from $\mathbb{P}_{\text{data}}$, $I_B \subset \{1, \ldots, N\}$ has cardinality $B$ and $B$ is typically much less that $N$. When optimising deep neural networks in practice, the batch loss is almost always the quantity used as, amongst other reasons, the empirical

\[\text{Bayes risk.}\]

\[\text{empirical risk.}\]
loss is far too costly to evaluate given the number of training iterations that are required. At the conclusion of some given training procedure, \( \mathbf{w} \) has been modified to minimise as far as possible \( \ell \) on \( \mathcal{D}_{\text{train}} = \{(\mathbf{x}_i, y_i) \mid i = 1, \ldots, N\} \) and so is, in general, statistically dependent on the samples in \( \mathcal{D}_{\text{train}} \); thus \( L_{\text{emp}} \) is no longer an unbiased estimator of \( L_{\text{true}} \). This leads to the possibility of a generalisation gap, i.e. \( L_{\text{emp}} < L_{\text{true}} \). The true loss is the quantity that is really practically relevant and it can estimated without bias using a held out test set which is just another finite sample from \( \mathbb{P}_{\text{data}} \) independent of \( \mathcal{D}_{\text{train}} \). Note that the test loss is not free from variance and so a sufficiently large amount of the original un-partitioned dataset must be held out so that statistically significant differences can be observed. The losses, viewed as scalar functions on \( \mathbb{R}^P \) can be thought of as surfaces in \( \mathbb{R}^P \) and our so known as loss surfaces. The objective of learning is to find the lowest possible point on \( L_{\text{true}} \) given only \( L_{\text{batch}} \) (or \( L_{\text{emp}} \)). In practice this is achieved stochastic gradient optimisation methods such as stochastic gradient descent (SGD) and variants thereof. The gradients required for SGD and optimisation methods are \( \nabla L_{\text{batch}} \) where derivatives are with respect the the parameters \( \mathbf{w} \in \mathbb{R}^P \). Similarly, second order methods also make use of the Hessian \( H_{\text{batch}} = \nabla^2 L_{\text{batch}} \). Note that, just as \( L_{\text{batch}} \) is a random estimate of \( L_{\text{true}} \) corrupted by some sampling noise, so is \( \nabla L_{\text{batch}} \) a noisy estimate of \( \nabla L_{\text{true}} \) and similarly for the Hessian.

2.1. Background on adaptive optimisers

Stochastic gradient descent updates weights according to the rule

\[
\mathbf{w}_{k+1} = \mathbf{w}_k - \alpha_k \nabla L_{\text{batch}}
\]  

(3)

where \( \mathbf{w}_k \) are the network parameters after \( k \) iterations of SGD and at each iteration a different batch is used. \( \alpha_k > 0 \) is the learning rate which, in the simplest setting for SGD, does not depend on \( k \), but in general can be varied throughout training to achieve superior optimisation and generalisation. The general for of adaptive optimiser updates is

\[
\mathbf{w}_{k+1} = \mathbf{w}_k - \alpha_k B^{-1} \nabla L_{\text{batch}}
\]  

(4)

where \( B \) is a pre-conditioning matrix. The essential idea of adaptive methods is to use the pre-conditioning matrix to make the geometry of \( L_{\text{batch}} \) more favourable to SGD. One approach is to take \( B \) to be diagonal, which can be thought of as having per-parameter learning rates adapted to the local loss surface geometry. More generally, one might seek an approximation \( B \) to the local loss surface Hessian, effectively changing the basis of the update rule to a natural one, with per-direction learning rates. For Adam [Kingma and Ba, 2014], the most commonplace adaptive optimiser in the deep learning community, \( B \) is given by the diagonal matrix with entries \( \sqrt{\langle g_k^2 \rangle + \epsilon} \). Here \( g \) is the loss gradient and \( \langle \cdot \rangle \) denotes an empirical exponential moving average or iterations. In principle there is no reason why a certain parameter gradient should not be zero (or very small) and hence the inversion of \( B \) could cause numerical issues. This is the original
reason given by [Kingma and Ba, 2014] for the numerical stability coefficient $\epsilon$. Similarly so for KFAC for which $B = \sum \lambda_i \phi_i \phi_i^T$ where $\{\lambda_i, \phi_i\}_{i=1}^P$ are the eigenvalue, eigenvector pairs of the kronecker factored approximation to the Hessian. Hence to each eigenvalue a small damping coefficient $\delta$ is added. Whilst for both adaptive and second order gradient methods, the numerical stability and damping coefficients are typically treated in the literature as extra nuisance parameters which are required to be non-zero but not of great theoretical or practical importance, we strongly challenge this view. In this paper we relate these coefficients to the well known linear shrinkage method in statistics. It is clear from a random matrix theory perspective, that the sub-sampling of the Hessian will lead to the creation of a noise bulk in its spectrum around the origin, precisely the region where the damping coefficient is most relevant. We show, both experimentally and theoretically, that these coefficients should be considered as extremely important hyper-parameters whose tuning has a strong impact on generalisation. Furthermore, we provide a novel algorithm for their online estimation, which we find effective in preliminary experiments on real networks and datasets.

3. Previous Work

![Figure 1: Adaptive Generalisation Gap and its extent are clearly visible without regularisation. Train/Val Error on CIFAR-100 using VGG-16 without batch normalisation and weight decay.](image)

3.1. Learning Rates

Previous work has investigated the relationship between generalisation and the ratio of learning rates and batch size during SGD optimisation [Jastrzebski et al., 2020], in addition to stability analysis [Wu et al., 2017] showing that larger learning rates lead to lower spectral norms (which Bayesian and minimum description length principles suggest lead to better generalisation [Hochreiter and Schmidhuber, 1997]). [Li et al., 2019] argue that larger learning rates learn hard to generalise, easy to fit patterns better than their lower learning rate counterparts and that this forms part of the generalisation gap. Whilst we expect increased per iteration weight decay $(1 - \alpha \gamma)$ from a larger learning rate $\alpha$ with $L_2$ regularisation coefficient $\gamma$ to lead to improved generalisation, this effect remains pertinent even with no regularisation as shown in Fig 11. What further remains unclear for adaptive methods is the importance of the global learning
rate, given that each parameter has its own individual learning rate. Additionally, for a damping/numerical stability coefficient $\delta$, the largest possible individual learning rate is given by $\alpha/\delta$, which for typical setups can be orders of magnitude larger than that of SGD. Hence, it is clear that not only the global learning rate is of importance, but also the relative learning rate in different directions, meriting further study.

3.2. Regularisation

One factor hypothesised to contribute to the Adaptive Generalisation Gap is the non-equivalence between traditional weight decay and $L_2$ regularisation for adaptive [Loshchilov and Hutter, 2018] and second order [Zhang et al., 2018b] methods. However, as shown in Fig 1a, even when no regularisation is employed, using their respective best settings, the generalisation of SGD strongly outperforms that of Adam. This strongly suggests that SGD inherently generalises better than adaptive methods and requires further study. Furthermore a strong understanding as to why weight decay strongly outperforms $L_2$ regularisation for Adaptive methods remains elusive and in need of further investigation.

3.3. Flatness

The notion of flatness (or correspondingly, sharpness) has received considerable attention as a property of training loss minima that is predictive of their generalisation. Although there is no universally accepted definition, flatness is typically defined through properties of the Hessian (the second derivative of the loss), such as its spectral norm or trace. Mathematically when integrating out the product of the maximum likelihood (MLE) solution (given by the final weights) with the prior, the posterior is shifted relative to the MLE solution. For sharp minima, the difference in loss for a small shift is potentially large, motivating the study of sharpness in the context of generalisation. Indeed, the idea of a shift between the training and testing loss surface is prolific in the literature and regularly related to generalisation [He et al., 2019, Izmailov et al., 2018, Maddox et al., 2019, Yao et al., 2018, Zhang et al., 2018a, Keskar et al., 2016].

However, the lack of reparameterisation invariance of the Hessian [Dinh et al., 2017], has subjected its use for predicting generalisation to criticism [Neyshabur et al., 2017, Tsuzuku et al., 2019, Rangamani et al., 2019]. Normalized definitions of flatness, have been introduced [Tsuzuku et al., 2019, Rangamani et al., 2019] in a PAC-Bayesian framework, although are not widely available to practitioners and require specialist implementations.

Whilst [Rangamani et al., 2019] note that empirically Hessian based sharpness measures correlate with generalisation, we find that "flatness" as defined by the spectral/Frobenius norm of the Hessian of the loss can give strongly misleading results when comparing solutions between adaptive and non-adaptive optimisers. As shown in Figures 2b and 2c, it is possible to find better generalising solutions with adaptive optimisers that are nonetheless significantly “sharper” than those found by
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SGD. Furthermore sharpness at a point in weight-space may not be indicative of the flatness of the overall basin of attraction. In order to alleviate this, some authors have considered taking random directions in weight-space [Izmailov et al., 2018] for large distances, however it is unclear to what extent 2D heatmaps are representative in what are typically million dimensional spaces.

3.4. Related Work:

To the best of our knowledge, there has been no theoretical work analysing the adaptive generalisation gap, with the notable exception of [Wilson et al., 2017], who consider the poor generalisation performance of adaptive methods to be inherent (and show this on a simple example). Practical amendments to improve generalisation of adaptive methods have included dynamically switching between Adam and SGD [Keskar and Socher, 2017], taking the preconditioning matrix in Adam to the power of $p \in [0, 1/2]$ [Chen and Gu, 2018], employing weight decay instead of $L_2$ regularisation [Chen and Gu, 2018], [Loshchilov and Hutter, 2018] and altering the damping or numerical stability constant, typically taken as $10^{-8}$ in Adam [Keskar and Socher, 2017]. While empirically effective, these alterations lack a clear theoretical motivation. None of the aforementioned works explain why Adam (or adaptive methods in general) inherently generalise worse than SGD. Instead, they show that switching from Adam to SGD, or making Adam more similar to SGD brings improvements. A clear analysis of how SGD differs from adaptive methods and why this impacts generalisation is not provided in the literature and this forms the basis of our paper.

3.5. Contributions

We conjecture that a key driver of the adaptive generalisation gap is the fact that adaptive methods fail to account for the greater levels of noise associated with their estimates of flat directions in the loss landscape. The fundamental principle underpinning this conjecture—that sharp directions contain information from the underlying process and that flat directions are largely dominated by noise—is theoretically motivated from the spiked covariance model [Baik and Silverstein, 2004]. This model has been successfully applied in Principal Component Analysis (PCA), covariance matrix estimation and finance [Bloemendal et al., 2016, Everson and Roberts, 2000, Bun et al., 2017] [Bun et al., 2016b]. We revisit this idea in the context of deep neural network optimisation.

In particular, we consider a spiked additive signal-plus-noise random matrix model for the batch Hessian of deep neural network loss surfaces. In this model, results from random matrix theory suggest several practical implications for adaptive optimisation. We use linear shrinkage theory [Bun et al., 2016b, Bun et al., 2016a, Bun et al., 2017] to illuminate the role of damping in adaptive optimisers and use our insights to construct an adaptive damping scheme that greatly accelerates optimisation. We further demonstrate that typical hyper-parameter settings for adaptive methods produce a systematic bias
in favour flat directions in the loss landscape and that the adaptive generalisation gap can be closed by redressing the balance in favour of sharp directions. To track to bias towards flat vs sharp directions we define the estimated curvature learning rate ratio:

\[ R_{\text{est-curv}} := \frac{\alpha_{\text{flat}}}{\alpha_{\text{sharp}}} \] (5)

where \( \alpha_{\text{flat}} \) and \( \alpha_{\text{sharp}} \) are the learning rates along the flat and sharp directions, respectively and this ratio encapsulates the noise-to-signal ratio as motivated by our conjecture (the terms flat and sharp are defined more precisely in Section 4).

4. The Spiked Model for the Hessian of the Loss

4.1. Key Result: Sharp directions from the True Loss surface survive, others wash out

We can rewrite the (random) batch hessian \( H_{\text{batch}} \) as the combination of the (deterministic) true hessian \( H_{\text{true}} \) plus some fluctuations matrix:

\[ H_{\text{batch}}(w) = H_{\text{true}}(w) + X(w). \] (6)

In [Granziol et al., 2020b] the authors consider the difference between the batch and empirical Hessian, although this is not of interest for generalisation, the framework can be extended to consider the true Hessian. The authors further show, under the assumptions of Lipschitz loss continuity, almost everywhere double differentiable loss and that the data are drawn i.i.d from the data generating distribution that the elements of \( X(w) \) converge to normal random variables \( \| \). Under the assumptions of limited dependence between and limited variation in the variance of the elements of the fluctuations matrix, the spectrum of the fluctuations matrix converges to the Wigner semi-circle law [Granziol et al., 2020b, Wigner, 1993], i.e. weakly almost surely

\[ \frac{1}{P} \sum_{i=1}^{P} \delta_{\lambda_i(X)} \to \mu_{\text{SC}}, \] (7)

where the \( \lambda_i(X) \) are the eigenvalues of \( X \) and \( d\mu_{\text{SC}}(x) \propto \sqrt{2P^2 - x^2}dx. \) The key intuition in this paper is that sharp directions of the true loss surfaces, that is directions in which the true Hessian has its largest eigenvalues, are more reliably estimated by the batch loss than are the flat directions (those with small Hessian eigenvalues). This intuition is natural in random matrix theory and is supported by results such as the following.

**Theorem 1.** Let \( \{\theta_i\}_{i=1}^{P}, \{\phi_i\}_{i=1}^{P} \) be the orthonormal eigenbasis of the true Hessian \( \nabla^2 L_{\text{true}} \) and batch Hessian \( \nabla^2 L_{\text{batch}} \) respectively. Let also \( \nu \geq \ldots \geq \nu_P \) be the eigenvalues

\[ \| \] Note that although a given batch Hessian is a fixed deterministic property, we are interested in generic properties of batches drawn at random from the data generating distribution for which we make statements and can hence model the fluctuations matrix as a random matrix.
of $\nabla^2 L_{\text{true}}$. Assume that $\nu_i = 0$ for all $i > r$, for some fixed $r$. Assume that $X$ is a generalised Wigner matrix. Then as $P \to \infty$ the following limit holds almost surely

$$|\theta^T_i \phi_i|^2 \rightarrow \begin{cases} 1 - \frac{P\sigma^2}{B
u_i^2} & \text{if } |\nu_i| > \sqrt{\frac{P}{B}\sigma}, \\ 0 & \text{otherwise}, \end{cases}$$

(8)

where $\sigma$ is the sampling noise per Hessian element.

Proof. This is a direct application of a result of [Capitaine and Donati-Martin, 2016] which is given more explicitly in the case of GOE Wigner matrices by [Benaych-Georges and Nadakuditi, 2011]. In particular, we use a scaling of $X$ such that the right edge of the support of its spectral semi-circle is roughly at $P^{1/2}B^{-1/2}\sigma$. The expression in Section 3.1 of [Benaych-Georges and Nadakuditi, 2011] can then be applied to $P^{-1/2}H_{\text{batch}}$ and re-scaled in $\sqrt{P}$ to give the result. Note that the substantiation of the expression from [Benaych-Georges and Nadakuditi, 2011] in the case of quite general Wigner matrices is given by Theorem 16 of [Capitaine and Donati-Martin, 2016].

Results like Theorem 1 are available for matrix models other than Wigner, such as rotationally invariant model [Belinschi et al., 2017], and are conjectured to hold for quite general models [Benaych-Georges and Nadakuditi, 2011]. We prove in the appendix section Appendix A under some conditions, convergence of the spectral measure of $P^{-1/2}X$ to the semi-circle. This is necessary to obtain (8), but not sufficient. The technicalities to rigorously prove Theorem 1 without assuming a Wigner matrix for $X$ are out of scope for the present work, requiring as they would something like an optimal local semi-circle law for $X$ [Erdős and Yau, 2017]. We require only the general heuristic principle from random matrix theory encoded in (8), namely that only sharp directions retain information from the true loss surface. It is expected that this principle will hold for a much wider class of random matrices than those for which it has been rigorously proven. This is acutely important for adaptive methods which rely on curvature estimation, either explicitly for stochastic second order methods or implicitly for adaptive gradient methods.

The spectrum of the noise matrix occupies a continuous region that is sharp in the asymptotic limit [Bun et al., 2017] known as bulk supported between $[\lambda_-, \lambda_+]$ [Bun et al., 2017, Bun et al., 2016b, Bun et al., 2016a] and observed in DNNs [Granziol et al., 2019, Papyan, 2018, Sagun et al., 2017]. Within this bulk eigenvectors are uniformly distributed on the unit sphere [Benaych-Georges and Nadakuditi, 2011] and all information about the original eigenvalue/eigenvector pairs is lost [Baik et al., 2005]. Hence from a theoretical perspective it makes no sense to estimate these directions and move along them accordingly. An eigenvalue, $\lambda_i$, corresponds to a flat direction if $\lambda_i \leq \lambda_+$. For finite-size samples and network size, there exists a region beyond the predicted asymptotic support of the noise matrix, called the Tracy–Widom

\[\text{Roughly speaking, models for which a local law can be established [Erdős and Yau, 2017].}\]
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Figure 2: (a) Hypothetical spectral density plot with a sharply supported continuous bulk region, a finite size fluctuation shown in blue corresponding to the Tracy-Widom region and three well-separated outliers shown in red. (b,c) VGG-16 Hessian on the CIFAR-10 dataset at epoch 300 for SGD and Adam respectively. Note the "sharper" solution has better validation accuracy.

The width of the Tracy–Widom region is very much less than that of the bulk. Anything beyond the Tracy–Widom region $\lambda_i \gg \lambda_+, \lambda_i \ll \lambda_-$ is considered an outlier and corresponds to a sharp direction. Such directions represent underlying structure from the data. The eigenvectors corresponding to these eigenvalues can be shown to lie in a cone around their true values [Benaych-Georges and Nadakuditi, 2011] (see Theorem 1). In Fig. 2b we show the Hessian of a VGG-16 network at the 300th epoch on CIFAR-100. Here, similar to our hypothetical example, we see a continuous region, followed by a number of eigenvalues which are close to (but not within) the bulk, and finally, several clear outliers.

5. Detailed experimental investigation of Hessian directions

In this section we seek to validate our conjecture that movements in the sharp direction of the loss landscape are inherently vital to generalisation by studying a convex non-stochastic example. For such a landscape there is only a single global minimum and hence discussions of bad minima are not pertinent. We implement a second-order optimiser based on the Lanczos iterative algorithm [Meurant and Strakoš, 2006] (LanczosOPT) against a gradient descent (GD) baseline. We employ a training set of 1K MNIST [LeCun, 1998] examples using logistic regression and validate on a held out test set of 10K examples. Each optimiser is run for 500 epochs. The Lanczos algorithm is an iterative algorithm for learning a subset of the eigenvalues/eigenvectors of any Hermitian matrix, requiring only matrix-vector products. When the number of Lanczos steps, $m$, is significantly larger than the number of outliers, the outliers in the spectrum are estimated effectively [Granziol et al., 2019]. Since the number of well-separated outliers from the spectral bulk is at most the number of classes [Papyan, 2018] (which is $n_c = 10$ for this dataset), we expect the Lanczos algorithm to pick out these well-separated outliers when the number of iterations $k \gg n_c$ [Granziol et al., 2019, Meurant and Strakoš, 2006] and therefore use $k = 50$. To
A Random Matrix Theory Approach to Damping in Deep Learning

Figure 4: Error change with damping/sharp direction perturbation $\delta, \eta$ in LanczosOPT, relative to the single best run. Darker regions indicate higher error.

Investigate the impact of scaling steps in the Krylov subspace given by the sharpest directions, we consider the update $w_{k+1}$ of the form:

$$w_{k+1} = \alpha \left( \frac{1}{\eta} \sum_{i=1}^{k} \frac{1}{\lambda_i + \delta} \phi_i \phi_i^T \nabla L(w_k) + \sum_{i=k+1}^{P} \frac{1}{\delta} \phi_i \phi_i^T \nabla L(w_k) \right)$$

(9)

where $P = 7850$ (the number of model parameters) and hence the vast majority of flat directions remain unperturbed. To explore the effect of sharp directions more explicitly, we have introduced perturbations to the optimiser (denoted $\text{LOPT}[\eta]$), in which we reduce the first term in the parenthesis of Equation 9 by a factor of $\eta$ (we explore scaling factors of 3 and 10). This reduces movement in sharp directions, consequently increases reliance on flat directions (which are left largely unperturbed). For a fixed $\alpha$, $\delta$ controls the estimated curvature learning rate ratio.

**Experimental Results:** In Fig. 4, where we show in heat map form the difference from the best training and testing error as a function of $\delta$ and $\eta$, we observe evidence consistent with our central hypothesis. As we increase $R_{\text{est-curv}}$ (by decreasing the value of $\delta$ for a fixed $\alpha$ value of 0.01), the generalisation of the model suffers correspondingly.

For each fixed value of $\delta$, we see clearly that perturbations of greater magnitude cause greater harm to generalisation than training. We also note that for larger values of $\delta$ the perturbed optimisers suffer more gravely in terms of the effect on both training and validation. We show the full training curves in Figure 5. We observe that the generalisation of all algorithms is worsened by explicit limitation of movement in the sharp directions (and an increase of estimated curvature learning rate ratio), however for extremely low damping measures (which are typical in adaptive optimiser settings)
there is no or very minimal impact in training performance (upper region of Fig. 4(a)).

**Fashion MNIST:** We repeat the experimental procedure for the FashionMNIST dataset [Xiao et al., 2017], which paints an identical picture (at slightly higher testing error) The full training curves are given in Figure 6.

Figure 6: Training/test error of LanczosOPT/Gradient Descent (LOPT/GD) optimisers for logistic regression on the FashionMNIST dataset with fixed learning rate \( \alpha = 0.01 \) across different damping values, \( \delta \). LOPT[\( \eta \)] denotes a modification to the LOPT algorithm that perturbs a subset of update directions by a factor of \( \eta \). Best viewed in colour.

### 6. The role of damping

Consider a general iterative optimiser that seeks to minimise the scalar loss \( L(\mathbf{w}) \) for a set of model parameters \( \mathbf{w} \in \mathbb{R}^P \). Recall the \( k + 1 \)-th iteration of such an optimiser can be written as follows:

\[
\mathbf{w}_{k+1} \leftarrow \mathbf{w}_k - \alpha_k \mathbf{B}^{-1} \nabla L_{\text{batch}}(\mathbf{w}_k)
\]  

(10)

+ Ignoring additional features such as momentum and explicit regularisations.
where $\alpha_k$ is the global learning rate. For SGD, $B = I$ whereas for adaptive methods, $B$ typically comprises some form of approximation to the Hessian i.e. $B \approx \nabla^2 L_{\text{batch}}(w_k)$. Writing this update in the eigenbasis of the Hessian $\nabla^2 L_{\text{batch}}(w_k) = \sum_i^P \lambda_i \phi_i \phi_i^T \in \mathbb{R}^{P \times P}$, where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_P \geq 0$ represent the ordered scalar eigenvalues, the parameter step takes the form:

$$w_{k+1} = w_k - \sum_{i=1}^P \frac{\alpha}{\lambda_i + \delta} \phi_i \phi_i^T \nabla L_{\text{batch}}(w_k).$$ (11)

Here, $\delta$ is a damping (or numerical stability) term. This damping term (which is typically grid searched [Dauphin et al., 2014] or adapted during training [Martens and Grosse, 2015]) can be interpreted as a trust region [Dauphin et al., 2014] that is required to stop the optimiser moving too far in directions deemed flat ($\lambda_i \approx 0$), known to dominate the spectrum in practice [Granziol et al., 2020b, Papyan, 2018, Ghorbani et al., 2019], and hence diverging. In the common adaptive optimiser Adam [Kingma and Ba, 2014], it is set to $10^{-8}$. For small values of $\delta$, $\alpha$ must also be small to avoid optimisation instability, hence global learning rates and damping are coupled in adaptive optimisers.

6.1. Adaptive updates, damping and the estimated curvature learning rate ratio

The learning rate in the flattest ($\lambda \approx 0$) directions is approximately $\frac{\alpha}{\delta}$, which is larger than the learning rate in the sharpest ($\lambda_i \gg \delta$) directions $\frac{\alpha}{\delta + \lambda_i}$. This difference in per direction effective learning rate makes the best possible (damped) training loss reduction under the assumption that the loss function can be effectively modelled by a quadratic [Martens, 2016]. Crucially, however, it is agnostic to how accurately each eigenvector component of the update estimates the true underlying loss surface, which is described in Theorem [1]. Assuming that the smallest eigenvalue $\lambda_P \ll \delta$, we see that $R_{\text{est-curv}} = 1 + \frac{\lambda_P}{\delta + \lambda_P}$. This is in contrast to SGD where $w_{k+1} = w_k - \sum_{i=1}^P \alpha \phi_i \phi_i^T \nabla L_{\text{batch}}(w_k)$ and hence $R_{\text{est-curv}} = 1$. Note that we can ignore the effect of the overlap between the gradient and the eigenvectors of the batch Hessian because we can rewrite the SGD update in the basis of the batch Hessian eigenvectors and hence reduce the problem to one of the relative learning rates.

The crucial point to note here is that the difference in $R_{\text{est-curv}}$ is primarily controlled by the damping parameter: smaller values yield a larger $R_{\text{est-curv}}$, skewing the parameter updates towards flatter directions.

To further explore our central conjecture for modern deep learning architectures (where a large number of matrix–vector products is infeasible) we employ the KFAC [Martens and Grosse, 2015] and Adam [Kingma and Ba, 2014] optimisers on the VGG-16 [Simonyan and Zisserman, 2014] network on the CIFAR-100 [Krizhevsky et al., 2009] dataset. The VGG-16 allows us to isolate the effect of $R_{\text{est-curv}}$, as opposed to the effect

* We assume this to be positive definite or that we are working with a positive definite approximation thereof.
of different regularisation implementations for adaptive and non-adaptive methods as discussed by [Loshchilov and Hutter, 2018][Zhang et al., 2018b].

6.2. VGG16: a laboratory for adaptive optimisation

The deep learning literature contains very many architectural variants of deep neural networks and a large number of engineering “tricks” which are employed to obtain state of the art results on a great variety of different tasks. The theory supporting the efficacy of such tricks and architectural designs is often wanting and sometimes entirely absent. Our primary objective in this work is to illuminate some theoretical aspects of adaptive optimisers such as appropriate damping and Hessian estimation, so we require a simple and clean experimental environment free from, where possible, interference from as many different competing effects. To this end, the VGG architecture [Simonyan and Zisserman, 2014] for computer vision is particularly appropriate. With 16 layers, the VGG has over 16 million parameters and is capable of achieving competitive test error on a variety of standard computer vision datasets while being trained without batch normalisation [Ioffe and Szegedy, 2015] or weight decay. Indeed, features such as weight decay and batch normalisation obscure the effect of learning rate and damping, meaning that even quite poor choices can ultimately give reasonable results given sufficient training iterations [Granziol et al., 2020b]. In contrast the VGG clearly exposes the effects of learning rate and damping, with training being liable to fail completely or diverge if inappropriate values are used. Furthermore as shown in [Granziol et al., 2020b] the VGG is highly unstable if too large a learning rate is used. This allows us to very explicitly test whether amendments provided by theory are helpful in certain contexts, such as training stability, as unstable training very quickly leads to divergence.

Learning Rate Schedule. For all experiments unless specified, we use the following learning rate schedule for the learning rate at the $t$-th epoch:

$$\alpha_t = \begin{cases} 
\alpha_0, & \text{if } \frac{t}{T} \leq 0.5 \\
\alpha_0\left[1 - \frac{(1-r)(\frac{5}{6} - 0.5)}{0.4}\right], & \text{if } 0.5 < \frac{t}{T} \leq 0.9 \\
\alpha_0r, & \text{otherwise}
\end{cases}$$

(12)

where $\alpha_0$ is the initial learning rate. $T$ is the total number of epochs budgeted for all CIFAR experiments. We set $r = 0.01$ for all experiments.

6.3. KFAC with VGG-16 on CIFAR-100:

By decreasing the global learning rate $\alpha$ whilst keeping the damping-to-learning-rate ratio $\kappa = \frac{\delta}{\alpha}$ constant, we increase the estimated curvature learning rate ratio, $R_{\text{est-curv}}$, which is determined by $\frac{\lambda_i}{\kappa \alpha} + 1$. As shown in Tab. [1] and in Figure [7] we observe that as we increase $R_{\text{est-curv}}$ the training performance is effectively unchanged, but generalisation
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| $\alpha$ | $\delta$ |
|----------|----------|
| 0.0004   | 0.001    |
| 1e-7     | 53.1(62.9)|
| 4e-4     | 21.1(64.5)|
| 1e-3     | 9.9(63.5)| 20.8(64.4)|
| 5e-3     | 9.1(66.2)|
| 8e-3     | 2.4(65.8)|

Table 1: Spectral norms and generalisation. We report the spectral norm $\lambda_1$ at the end of training in bold, with corresponding validation accuracy (in parentheses) for learning rate/damping $\alpha, \delta$ using Adam (left) and KFAC (right) to train a VGG-16 network on CIFAR-100.

Table suffers ($35\% \rightarrow 37.8\%$). Whilst decreasing the damping results in poor training for large learning rates, for very low learning rates the network efficiently trains with a lower damping coefficient. Such regimes further increase $R_{\text{est-curv}}$ and we observe that they generalise more poorly. For $\alpha = 0.0001$ dropping the damping coefficient $\delta$ from 0.0003 to 0.0001 drops the generalisation further to 60.2% and then 56% respectively. Similar to logistic regression, for both cases the drop in generalisation is significantly larger than the drop in training accuracy.

Figure 7: Training/validation error of the KFAC optimiser for VGG-16 on the CIFAR-100 dataset with various learning rates $\alpha$ and damping values, $\delta$.

Adam with VGG-16 on CIFAR-100: We employ Adam with a variety of learning rate and damping coefficients with results as shown in Tab. 1 and in Figure 8 and compare against a baseline SGD with $\alpha = 0.01$ (corresponding to optimal performance). For the largest learning rate with which Adam trains ($\alpha = 0.0004$) with the standard damping coefficient $\delta = 10^{-8}$, we see that Adam under-performs SGD, but that this gap is reduced by simply increasing the damping coefficient without harming performance. Over-damping decreases the performance. For larger global learning rates enabled by a significantly larger than default damping parameter, when the damping is set too
low, the training is unstable (corresponding to the dotted lines). Nevertheless, many of these curves with poor training out-perform the traditional setting on testing. We find that for larger damping coefficients $\delta = 0.005, 0.0075$ Adam is able to match or even beat the SGD baseline, whilst converging faster. We show that this effect is statistically significant in Tab. 2. This provides further evidence that for real problems of interest, adaptive methods are not worse than their non-adaptive counterparts as argued by [Wilson et al., 2017]. We note as shown in Tab. 1, that whilst increasing $\delta$ always leads to smaller spectral norm, this does not always coincide with better generalisation performance. We extend this experimental setup to include both batch normalisation [Ioffe and Szegedy, 2015] and decoupled weight decay [Loshchilov and Hutter, 2018]. We use a learning rate of $0.001$ and a decoupled weight decay of $[0, 0.25]$. For this experiment using a larger damping constant slightly assists training and improves generalisation, both with and without weight decay.

Figure 9: Training/validation error of the Adam optimiser for VGG-16BN using Batch Normalisation and Decoupled Weight Decay on the CIFAR-100 dataset with various learning rates $\alpha$ and damping values, $\delta$.

ResNet-50 ImageNet. As shown in Fig. 10a, 10b, these procedures have practical impact on large scale problems. Here we show that under a typical 90 epoch ImageNet setup [He et al., 2016], with decoupled weight decay 0.01 for AdamW and 0.0001 for SGD, that by increasing the numerical stability constant $\delta$ the generalisation performance can match and even surpass that of SGD, which is considered state-of-the-art and beats AdamW without $\delta$ tuning by a significant margin.
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Figure 10: (a-b) The influence of $\delta$ on the generalisation gap. Train/Val curves for ResNet-50 on ImageNet. The generalisation gap is completely closed with an appropriate choice of $\delta$.

| Dataset   | Classes | Model Architecture | SGD        | Adam-D    | Adam  |
|-----------|---------|--------------------|------------|-----------|-------|
| CIFAR-100 | 100     | VGG16              | 65.3 ± 0.6 | 65.5 ± 0.7 | 61.9 ± 0.4 |
| ImageNet  | 1000    | ResNet50           | 75.7 ± 0.1 | 76.6 ± 0.1 | 74.04* |

Table 2: Statistical Significance. Comparison of test accuracy across CIFAR 100 (5 seeds) and ImageNet (3 seeds). **Adam-D** denotes Adam with increased damping ($\delta = 5e^{-3}$ for CIFAR-100, $\delta = 1e^{-4}$ for ImageNet). *Since it is well established that Vanilla Adam does not generalise well for ImageNet, we do not run this experiment for multiple seeds, we simply report a single seed result for completeness. A more complete discussion for Adam and its generalisation in vanilla form can be found in [Granziol et al., 2020a].

7. Optimal adaptive damping from random matrix theory

Recall the scaling applied in the direction of the $i$th eigenvector in (11). We make the following observation

$$\frac{1}{\lambda_i + \delta} = \frac{1}{\beta \lambda_i + (1 - \beta)} \cdot \frac{1}{\kappa}$$

(13)

where $\kappa = \beta^{-1}, \beta = (1 + \delta)^{-1}$. Hence, using a damping $\delta$ is formally equivalent to applying linear shrinkage with factor $\beta = (1 + \delta)^{-1}$ to the estimated Hessian and using a learning rate of $\alpha \beta$. Shrinkage estimators are widely used in finance and data science, with linear shrinkage being a common simple method applied to improve covariance matrix estimation [Ledoit and Wolf, 2004]. The practice of shrinking the eigenvalues while leaving the eigenvectors unchanged is well-established in the fields of sparse component analysis and finance [Bun et al., 2017]. [Bun et al., 2016a] even show that under the free multiplicative noise model, the linear shrinkage estimator, $\tilde{H} = \beta H + (1 - \beta)I = \arg \min_{H^*} ||H^* - H_{true}||_2$, gives the minimum error between
the estimator and the true Hessian, and an explicit expression for the optimal $\beta$ is found depending only on the dimensionality of the model and the noise variance. In our optimisation context, the linear shrinkage estimator is unlikely to be optimal, however it has the great advantage of being simple to integrate into existing adaptive optimisers and it acts intuitively to reduce the movement of the optimiser in pure-noise directions. Our interpretation reveals that the damping parameter should not be viewed as a mere numerical convenience to mollify the effect of very small estimate eigenvalues, but rather that an optimal $\delta$ should be expected, representing the best linear approximation to the true Hessian and an optimal balancing of variance (the empirical Hessian) and bias (the identity matrix). This optimal choice of $\delta$ will produce an optimiser that more accurately descends the directions of the true loss.

The linear shrinkage interpretation given by (13) is an elementary algebraic relation but does not by itself establish any meaningful link between damping of adaptive optimisers and linear shrinkage estimators. To that end, we return to the random matrix model (6) for the estimated Hessian: Let us write the Hessian as

$$H_{\text{batch}} = H_{\text{true}} + X$$

where $X$ is a random matrix with $\mathbb{E}X = 0$. Note that this model is entirely general, we have simply defined $X = H_{\text{batch}} - \mathbb{E}H_{\text{batch}}$ and $\mathbb{E}H_{\text{batch}} = H_{\text{true}}$. We then seek a linear shrinkage estimator $\tilde{H}(\beta) = \beta H_{\text{batch}} + (1 - \beta)I$ such that $E(\beta) = P^{-1} \text{Tr}((\tilde{H} - H_{\text{true}})^2$ is minimised. Note that this is the same objective optimised by [Bun et al., 2016a] to obtain optimal estimators for various models. In this context, we are not finding the optimal estimator for $H_{\text{true}}$ but rather the optimal linear shrinkage estimator. We have

$$E(\beta) = \frac{1}{P} \text{Tr}[(\beta - 1)H_{\text{true}} + \beta X + (1 - \beta)I]^2 \equiv \frac{1}{P} \text{Tr}[(\beta - 1)H_{\text{true}} + Y_\beta]^2$$

where $Y_\beta = \beta X + (1 - \beta)I$.

A natural assumption in the case of deep learning is that $H_{\text{true}}$ is low-rank, i.e. for $P \to \infty$ either $\text{rank}(H_{\text{true}}) = r$ is fixed or $\text{rank}(H_{\text{true}}) = o(P)$. Empirical evidence for this assumption is found in [Granziol et al., 2020b, Sagun et al., 2016, Sagun et al., 2017, Papyan, 2018, Ghorbani et al., 2019]. In this case the bulk of the spectrum of $Y_\beta$ is the same as that of $(\beta - 1)H_{\text{true}} + Y_\beta$ [Benaych-Georges and Nadakuditi, 2011, Capitaine and Donati-Martin, 2016, Belinschi et al., 2017]. We will also assume that $X$ admits a deterministic limiting spectral measure $\mu_X$ such that

$$\frac{1}{P} \sum_{j=1}^{P} \delta_{\lambda(X)_i} \to \mu \quad (14)$$

weakly almost surely. Say $\omega_X(x)dx = d\mu(x)$. Then $Y_\beta$ has limiting spectral density

$$\omega_Y(y) = \beta^{-1}\omega_X(\beta^{-1}(y - 1 + \beta)).$$
Then for large $P$

$$E(\beta) \approx \beta^{-1} \int y^2 \omega_X(\beta^{-1}(y - 1 + \beta)) \, dy = \int (\beta x + 1 - \beta)^2 \omega_X(x) \, dx$$

$$= \beta^2 \mu_X(x^2) + (1 - \beta)^2$$

as the centred assumption on $X$ means that $\int x \omega_X(x) \, dx = 0$. $\mu_X(x^2)$ is shorthand for $\int x^2 \omega_X(x) \, dx$. $E(\beta)$ is thus minimised to leading order at $\beta = (1 + \mu_X(x^2))^{-1}$.

Recalling that $\beta^{-1} = (1 + \delta)^{-1}$, this yields $\delta = \mu_X(x^2)$ i.e. the optimal level of damping at large finite $P$ is approximately

$$\delta = P^{-1} \text{Tr} X^2.$$  \hfill (15)

Note that the value \hfill (15) is a very natural measure of the Hessian noise variance. Therefore if the random matrix model described above is appropriate and the linear shrinkage interpretation \hfill (13) is meaningful we should expect it to result in close to optimal performance of a given adaptive optimiser. The purpose of adaptive optimisers is to accelerate training, in part by allowing for larger stable learning rates. As discussed throughout this paper, such optimisation speed often comes at the cost of degraded generalisation. In this context, ‘optimal performance’ of adaptive optimisers should be taken to mean fast training and good generalisation. As we have discussed above, very large values of $\delta$ recover simple non-adaptive SGD, so using \hfill (15) we should be able to obtain generalisation performance at least as good as SGD and faster optimisation than any choice of $\delta$ including the default very small values often used and the larger values considered in Section 6.

The value \hfill (15) can be easily learned by estimating the variance of the Hessian. The Hessian itself cannot be computed exactly, as it is far too large for $P \geq O(10^7)$, however one can compute $Hv$ (and hence $H^2v$) for any vector $v$, using $\nabla^2 L v = \nabla(v^T \nabla L)$. The full approach is given in Algorithm 1.

**Algorithm 1** Algorithm to estimate the Hessian variance

1: **Input:** Sample Hessians $H_i \in \mathbb{R}^{P \times P}$, $1 \leq i < N$
2: **Output:** Hessian Variance $\sigma^2$
3: $v \in \mathbb{R}^{1 \times P} \sim \mathcal{N}(0, I)$
4: Initialise $\sigma^2 = 0$, $i = 0$, $v \leftarrow v/\|v\|$
5: **for** $i < N$ **do**
6: $\sigma^2 \leftarrow \sigma^2 + v^T H_i^2 v$
7: $i \leftarrow i + 1$
8: **end for**
9: $\sigma^2 \leftarrow \sigma^2 - [v^T (1/N \sum_{j=1}^{N} H_j) v]^2$

7.1. Experimental Design and Implementation Details

In order to test our hypothesis for the derived optimal $\delta$ \hfill (15), we run the classical VGG network \hfill [Simonyan and Zisserman, 2014] with 16 layers on the CIFAR-100 dataset,
without weight decay or batch normalisation. This gives us maximal sensitivity to the choice of learning rate and appropriate damping.

Now in practice the damping coefficient is typically grid searched over several runs [Dauphin et al., 2014] or there are heuristics such as the Levenberg–Marquardt to adapt the damping coefficient [Martens and Grosse, 2015], which however we find does not give stable training for the VGG. We hence compare against a fixed set damping value $\delta$ and a learned damping value as given by our equation (15). We find that the variance of the Hessian (15) at a random point in weight space (such as at initialisation) or once network divergence has occurred is zero, hence the initial starting value cannot be learned as, with a damping of near zero, the network entirely fails to train (no change in training loss from random). This is to be expected, as in this case the local quadratic approximation to the loss inherent in adaptive methods breaks down. Hence we initialise the learning algorithm with some starting value $\delta^*$, which is then updated every 100 training iterations using equation (15). Strictly speaking we should update every iteration, but the value of 100 is chosen arbitrarily as a computational efficiency. Since we are using the variance of the Hessian, which is expensive to compute compared to a simple gradient calculation, we do not want to compute this quantity too often if it can be helped. We run our experiments on a logarithmic grid search in near factors of $3$. So learning rates and damping rates, either flat or learned are on the grid of $0.0001, 0.0003, 0.001, \ldots$

We find under this setup that the time taken per epoch against the flat damping schedule is only doubled. We get identical results for using a damping gap of 10 and so do not consider this to be a very relevant hyper-parameter. We further calculate the variance of the Hessian over a sub-sample of 10000 examples and do not calculate the variance sample by sample, but over batches of 128 to speed up the implementation. Under the assumption that the data is drawn i.i.d from the dataset the variance is simply reduced by a factor $(1 - \frac{1}{N}) \approx \frac{1}{B}$ for a small batch size. We do not consider the impact of using only a sub-sample of the data for estimation, but we expect similar results to hold compared to the entire dataset as long as the sub-sample size $S \gg B$. This should allow such a method to be used even for very large datasets, such as ImageNet (with 1-million images), for which a pass of the entire dataset is extremely costly. In theory the sub-sample size and mini-batch size for Hessian variance estimation could be two hyper-parameters which are tuned by considering the effect of reduction on training set or validation set loss metrics with the trade off for computational cost. We do not conduct such analysis here.

We also incorporate an exponential moving average into the learned damping with a co-efficient of $0.7\ddagger$ to increase the stability of the learned damping.

\ddagger This value is not tuned and in fact from our plots it may be advisable to consider higher values for greater stability
7.2. Experiment on CIFAR-100 using KFAC to validate the optimal linear shrinkage

For large damping values $\delta$ we simply revert to SGD with learning rate $\alpha/\delta$, so we follow the typical practice of second order methods and use a small learning rate and correspondingly small damping coefficient. However as shown in Figure 1 the generalisation and optimisation are heavily dependent on the global learning rate, with larger learning rates often optimising less well but generalising better and vice versa for smaller learning rates. We hence investigate the impact of our damping learner on learning rates one order of magnitude apart. Where in the very low learning rate regime, we show that our method achieves significantly improved training stability with low starting damping and fast convergence and for the large learning rate regime that we even exceed the SGD validation set result.

*Training KFAC with Auto-Damping:* We show the results for a global learning rate of 0.0001 in Figure 11a. We see that for the flat damping methods with low values of damping, that training becomes unstable and diverges, despite an initially fast start. Higher damped methods converge, but slowly. In stark contrast, our adaptive damping method is relatively insensitive to their chosen initial values. We show here $\delta^* = \alpha, 3\alpha, 10\alpha$ and all converge and moreover significantly faster than all flat damping methods. The smaller initial damping coefficients $\delta = \alpha, 3\alpha$ converge faster than the larger and, interestingly, follow very similar damping trajectories throughout until the very end of training, as shown in Figure 11b.

![Figure 11: VGG-16 on CIFAR-100 dataset using the KFAC optimiser with $\gamma = 0$ (no weight decay) for a learning rate of $\alpha = 0.0001$, batch size $B = 128$ and damping set by $\delta$. For adaptive damping methods the damping is given an initial floor value of $\delta^*$ and is then updated using the variance of the Hessian every 100 steps.](image)

*Getting Great Generalisation with KFAC and Auto-Damping:* We similarly train KFAC on the VGG-16 with a larger learning rate of 0.001, in order to achieve better...
generalisation. Here we see in Figure 12a that relatively low values of flat damping such as 0.01 and 0.03 very quickly diverge, whereas a large value of 0.1 converges slowly to a reasonable test error. The corresponding learned damping curves of 0.01 and 0.03 however converge quickly and the 0.03 initialised damping curve even beats the generalisation performance of the large flat damped version and the test result of SGD on 3x as many training epochs.
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Figure 12: VGG-16 on CIFAR-100 dataset using the KFAC optimiser with $\gamma = 0$ (no weight decay) for a learning rate of $\alpha = 0.001$, batch size $B = 128$ and damping set by $\delta$. For adaptive damping methods the damping is given an initial floor value of $\delta^*$ and is then updated using the variance of the Hessian every 100 steps.
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Figure 13: VGG-16 on CIFAR-100 dataset using the KFAC optimiser with $\gamma = 0$ (no weight decay) for a learning rate of $\alpha = 0.0001$, batch size $B = 128$ and damping set by $\delta$. For adaptive damping methods the damping is given an initial floor value of $\delta^*$ and is then updated using the variance of the Hessian every 100 steps.

A further look at the value of adaptive damping To elucidate the impact and workings of the adaptive damping further, we consider a select set of curves the learning rate of $\alpha = 0.0001$, shown in Figure 13 here we see that starting with an initial damping of $\delta = \alpha$, the adaptive method reaches a comparable generalisation score to the flat damping of $\delta = 0.03$ but at a much faster convergence rate. The initial damping of $\delta = 0.03$ converges not quite as quickly but trains and generalises better than its lower
starting damping counterpart. Note from Figure 13c that even though the damping of this curve reaches $\approx 0.1$ that starting with a flat damping of 0.1 never achieves a comparable generalisation (or even trains well). This implies as expected that it is important to adjust damping during training.

### 7.3. Adam with Auto-Damping

Given that Adam does not employ an obvious curvature matrix, it is curious to consider whether our learned damping estimator can be of practical value for this optimiser. As discussed in the previous section, Adam’s implied curvature can be considered a diagonal approximation to the square root of the gradient covariance. The covariance of the gradients has been investigated to have similarities to the Hessian [Jastrzebski et al., 2020] and we further show in Section 8 experimentally that adaptive methods do learn information about the sharpest eigenvalue/eigenvector pairs. However the nature of the square root, derived from the regret bound in [Duchi et al., 2011] presents an interesting dilemma. In the case of very very small eigenvalues of $B$, the square root actually reduces their impact on the optimisation trajectory, hence it is very plausible that the learned damping could be too harsh (as it is expected to work optimally for the eigenvalues of $H$ and not $\sqrt{H}$). This is actually exactly what we see in Figure 14. Whilst an increase in learning rate and damping, along with auto-damping
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Figure 14: VGG-16 on CIFAR-100 dataset using the Adam optimiser with $\gamma = 0$ (no weight decay) for a learning rate of $\alpha$, batch size $B = 128$ and damping set by $\delta$. For adaptive damping methods the damping is given an initial floor value of $\delta^*$ and is then updated using the variance of the Hessian every 100 steps. $\alpha^*$ refers to the use of an alternative ramp up schedule where the base learning rate is increased by a factor of 5 at the start of training before being decreased.

improves both the convergence and validation result over the standard baseline (where the damping is kept at the default value and maximal learning rate is found which stably trains) the improvements are small and do not make up the gap with SGD. More specifically they are not better than just using a larger learning rate in combination with a larger flat damping, defeating the purpose of learning the damping factor online.

To alleviate the effect of overly harsh damping, we consider an alternate learning
rate schedule where the base learning rate is increased by a factor of 5 early in training and then subsequently decreased. The constant 5 is not tuned but simply a placeholder to consider a more aggressive learning rate schedule to counter-act the effect of the damping learner. These curves are marked with $\alpha^*$ in Figure 14.

**Warm up Learning Rate Schedule** For all experiments unless specified, we use the following learning rate schedule for the learning rate at the $t$-th epoch:

$$
\alpha_t = \begin{cases} 
\alpha_0, & \text{if } \frac{t}{T} \leq 0.1 \\
\alpha_0 \left[ 1 + \frac{(\kappa - 1)(\frac{t}{T} - 0.1)}{0.2} \right], & \text{if } 0.1 < \frac{t}{T} \leq 0.3 \\
\alpha_0 \left[ \kappa - \frac{(\kappa - r)(\frac{t}{T} - 0.3)}{0.6} \right] & \text{if } 0.3 < \frac{t}{T} \leq 0.9 \\
\alpha_0 r, & \text{otherwise} 
\end{cases}
$$

(16)

where $\alpha_0$ is the initial learning rate. $T$ is the total number of epochs budgeted for all CIFAR experiments. We set $r = 0.01$ and $\kappa = 5$.

While this introduces some slight training instability early in training, which could potentially be managed by altering the schedule, we find that such a schedule boosts the validation performance, particularly so for auto-damped methods, as shown by the blue curve in Figure 14b, which surpasses the generalisation of SGD (shown in Figure 1).

To more clearly expose the combined impact of adaptive damping and this alternative learning schedule we consider the variations in Figure 15 for a learning rate and damping both equal to 0.0001. Here we see that the aggressive learning rate schedule with flat damping diverges, whereas the autodamping stabilises training, allowing for convergence to a solution with excellent generalisation. We see here in Figure 15c that the damping coefficient reacts to this large learning rate increase by increasing its rate of damping early, stabilising training. We also show for reference that the typical linear decay schedule, with a larger learning rate and initial damping does not supersede the validation result of smaller learning rate and flat damping counter-part (it does however train better). This demonstrates the necessity of an alternative learning rate schedule to bring out the value of the adaptive damping. We remark however that optimal results in deep learning almost always require some degree of hand-crafted tuning of the learning rate. Our adaptive damping method is not proposed as a panacea, but just an optimal method of setting the damping coefficient. Since changing the damping coefficient effectively changes to geometry of the loss surface, it is entirely reasonable that the learning rate may have to be tweaked to give best results.

8. Quality of adaptive Hessian approximations

We have seen so far the importance of sharp directions in the loss landscape, how adaptive methods bias away from movement in sharp directions and towards flat directions and we have seen how this issue can be addressed practically and in a
principled manner using linear shrinkage theory. Behind all of this is the idea that using some approximation to the batch Hessian as a preconditioning matrix for gradients is helpful for optimisation. We have so far focused on mitigating the influence of noise in the batch Hessain compared to the true Hessian. Another natural question to ask is: how closely do adaptive preconditioning matrices approximate the batch Hessian?

Adam uses the square root of the moving uncentered second moment of the per-parameter gradient [Kingma and Ba, 2014] that can be interpreted as a running diagonal approximation to the covariance of gradients, argued to be close to the Hessian for DNNs [Zhang et al., 2019, Jastrzebski et al., 2020] [Fort et al., 2019] [Liu et al., 2019] [He and Su, 2019]. Other methods employ Hessian–vector products, using either Lanczos or conjugate gradient techniques [Meurant and Strakoš, 2006] to approximate $H_{\text{batch}}^{-1}(w_k)\nabla L_{\text{batch}}(w)$ [Martens, 2010] [Dauphin et al., 2014], which for a number of products $m \ll P$ can be seen as a low rank inverse approximation to $H_{\text{batch}}$, or direct inversion of Kronecker factored approximations [Martens and Grosse, 2015].

Are Adam and KFAC similar? We validate the assertion that both Adam and KFAC approximate the batch Hessian to differing degrees of accuracy and hence fall under the same class of adaptive methods. The batch loss to second order for any adaptive method is given by

$$L(w - \alpha B^{-1}\nabla L) = L - \alpha(\nabla L)^T B^{-1/2} \left(1 - \frac{\alpha}{2} B^{-1/2}HB^{-1/2}\right) B^{-1/2}\nabla L,$$  

where we drop $w$ dependence and use the positive definiteness of $B$. This can derived using a Taylor expansion:

$$L(w + \delta w) = L(w) + \delta w^T \nabla L(w) + \frac{1}{2} \delta w^T \nabla \nabla L(w) \delta w$$
Now substituting $\delta \mathbf{w} = \alpha \mathbf{B}^{-1} \nabla L(\mathbf{w})$ and re-arranging we have

$$\delta L = L(\mathbf{w} + \delta \mathbf{w}) - L(\mathbf{w}) = \alpha (\nabla L(\mathbf{w}))^T \mathbf{B}^{-1} \nabla L(\mathbf{w}) + \frac{\alpha^2}{2} (\nabla L(\mathbf{w}))^T \mathbf{B}^{-1} \nabla \nabla L(\mathbf{w}) \mathbf{B}^{-1} \nabla L(\mathbf{w})$$

from which the result (17) follows immediately. From this expression we can derive conditions on the largest possible learning rate $\alpha$ for which the matrix on the right hand side of (17) remains positive definite, namely $\alpha < 2(\|\mathbf{B}^{-1/2} \mathbf{H} \mathbf{B}^{-1/2}\|_{\text{op}})^{-1}$. Now let $\{\eta_i, \phi_i\}_{i=1}^P$ be the eigenvalues and normalised eigenvectors of $\mathbf{B}$. We have

$$\|\mathbf{B}^{-1/2} \mathbf{H} \mathbf{B}^{-1/2}\|_{\text{op}} = \max_i \{\eta_i^{-1} |\phi_i^T \mathbf{H} \phi_i|\}.$$ 

For SGD $\mathbf{B} = \mathbf{I}$ and so the largest stable $\alpha = 2(\|\mathbf{H}\|_{\text{op}})^{-1}$, which we expect to very small in practice. Now consider replacing $\eta_i$ by $\eta_i + \delta$. The largest stable learning rate is bounded above by

$$2 \left( \max_i \frac{|\phi_i^T \mathbf{H} \phi_i|}{\eta_i + \delta} \right)^{-1}$$

so we again see that the very smallest $\eta_i$ can very much decrease the largest stable learning rate if $\delta$ is too small, but that increasing $\delta$ mollifies the effect of the very small $\eta_i$.

Now set the damping $\delta = 1$ and note that

$$\sum_i \phi_i^T \mathbf{H} \phi_i = \text{Tr} \mathbf{U}^T \mathbf{H} \mathbf{U} \sum_i \mathbf{e}_i \mathbf{e}_i^T = \text{Tr} \mathbf{H} \implies P^{-1} \|\mathbf{H}\|_{\text{op}} \max_i |\phi_i^T \mathbf{H} \phi_i| \leq \|\mathbf{H}\|_{\text{op}}$$

for some orthogonal matrix $\mathbf{U}$, where $(\mathbf{e}_i)_j = \delta_{ij}$. So let us write $\max_i |\phi_i^T \mathbf{H} \phi_i| = \xi \|\mathbf{H}\|_{\text{op}}$ where $\xi \in [P^{-1}, 1]$. However let us view $\mathbf{H}$ as a random matrix with eigenvalues of typical size $\mathcal{O}(\sqrt{P})$, so its entries are typically of size $\mathcal{O}(1)$ with high probability. If the eigenvectors of $\mathbf{H}$ are in general position relative to $\{\phi_i\}$, then $\phi_i \mathbf{H} \phi_i$ are the just the diagonal entries of $\mathbf{H}$ in a general basis and so with high probability $\phi_i \mathbf{H} \phi_i = \|\mathbf{H}\|_{\text{op}} \xi + o(1)$ for non-zero $\xi$ with $|\xi| < 1$. At the other extreme, if $\{\phi_i\}$ is the eigenbasis of $\mathbf{H}$, then $\phi_i^T \mathbf{H} \phi_i$ are just the eigenvalues of $\mathbf{H}$ and so the same result holds. We therefore generically expect $\max_i |\phi_i^T \mathbf{H} \phi_i|$ to roughly track the largest eigenvalue of $\mathbf{H}$ and so the largest stable learning rate is determined by how well the sharpest eigenvalue/eigenvector pairs of the batch Hessian. We run SGD, Adam and KFAC on the VGG-16 architecture on the CIFAR-100 dataset with no weight decay for 300 epochs using a linear annealed schedule.

We search for the highest stable learning rate $\alpha$ along a logarithmic grid, with end points $\in (0.01, 1)$. All methods incorporate a momentum of $\rho = 0.9$. We find

††We expect this e.g. in the case that $\mathbf{B}$ is diagonal (such as in Adam) and $\mathbf{X}$ has delocalised eigenvectors.
that the largest stable rates for SGD, Adam and KFAC are 0.01, 0.12, 0.32 respectively, indicating that both KFAC and Adam are significantly better able to estimate sharp directions than curvature-blind SGD. Moreover, the larger stable value of KFAC reflects that KFAC is better able to approximate the sharpest directions than Adam, which is restricted to diagonal forms of $B$.

9. Conclusion

We show using a spiked random matrix model for the batch loss of deep neural networks that we expect sharp directions of loss surface to retain more information about the true loss surface compared to flatter directions. For adaptive methods, which attempt to minimise an implicit local quadratic of the sampled loss surface, this leads to sub-optimal steps with worse generalisation performance. We further investigate the effect of damping on the solution sharpness and find that increasing damping always decreases the solution sharpness, linking to prior work in this area. We find that for large neural networks an increase in damping both assists training and is even able to best the SGD test baseline. An interesting consequence of this finding is that it suggests that damping should be considered an essential hyper-parameter in adaptive gradient methods as it already is in stochastic second order methods. Moreover, our random matrix theory model motivates a novel interpretation of damping as linear shrinkage estimation of the Hessian. We establish the validity of this interpretation by using shrinkage estimation theory to derive an optimal adaptive damping scheme which we show experimentally to dramatically improve optimisation speed with adaptive methods and closes the adaptive generalisation gap.

Our work leaves open several directions for further investigation and extension. Mathematically, there is the considerable challenge of determining optimal assumptions on the network, loss function and data distribution such that the key outlier overlap result in Theorem 1 or sufficiently similar analogues thereof, can be obtained. On the experimental side, we have restricted ourselves to computer vision datasets and a small number of appropriate standard network architectures. These choices helped to maintain clarity on the key points of investigation, however they are clearly limiting. In particular, it would be natural to reconsider our investigations in situations for which adaptive optimisers typically obtain state of the art results, such as modern natural language processing [Devlin et al., 2018]. Practically speaking, we have proposed a novel, theoretically motivated and effective adaptive damping method, but it is reliant on relatively expensive Hessian variance estimates throughout training. Future work could focus on cheaper methods of obtaining the required variance estimates.
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Appendix A. Convergence of the noise spectrum to the semi-circle

As discussed in the main text, the precise form of the overlap given in Theorem 1 requires the Hessian noise matrix to have the semi-circle as its limiting spectral density. This can be established under sensible assumptions and we present the argument in this appendix. The key tenet is that there is sufficient (but not full) independence between the elements of the noise matrix. Hence for the additive model the noise matrix converges to the semi-circle law. We reproduce the technical conditions and key elements in the proof of [Granziol et al., 2020b] below for clarity.

To derive analytic results, we employ the Kolmogorov limit [Bun et al., 2017], where $P, B, N \to \infty$ but $P/B = q > 0$ and to account for dependence beyond the symmetry of the noise matrix elements, we introduce the $\sigma$-algebras $\mathcal{G}(i,j)$, and Lindeberg’s ratio $L_P(\tau)$, which are defined for any $\tau > 0$ as follows:

$$\mathcal{G}(i,j) := \sigma\{\epsilon(w)_{kl} : 1 \leq k \leq l \leq P, (k,l) \neq (i,j)\},$$

$$1 \leq i \leq j \leq P$$

$$L_P(\tau) := \frac{1}{P^2} \sum_{i,j=1}^{P} \mathbb{E}|\epsilon(w)_{i,j}|^2 1(|\epsilon(w)_{i,j}| \geq \tau \sqrt{P}).$$

(A.1)

Where $\epsilon(w)$ defines the matrix of fluctuations, which denotes the difference matrix between the true and empirical Hessians i.e.

$$\epsilon(w) = H_{\text{true}}(w) - H_{\text{emp}}(w)$$

(A.2)

Rewriting the fluctuation matrix as $\epsilon(w) \equiv H_{\text{batch}}(w) - H_{\text{emp}}(w)$ and assuming the mini-batch to be drawn independently from the dataset, we can infer

$$\epsilon(w) = \left(\frac{1}{B} - \frac{1}{N}\right) \sum_{j=1}^{B} \nabla^2 \ell(x_j, w; y_j)$$

$$- \frac{1}{N} \sum_{i=B+1}^{N} \nabla^2 \ell(x_i, w; y_i)$$

(A.3)
thus \( \mathbb{E}(\epsilon(w)_{j,k}) = 0 \) and
\[
\mathbb{E}(\epsilon(w)^2_{j,k}) = \left( \frac{1}{B} - \frac{1}{N} \right) \text{Var}[\nabla^2 \ell(x, w; y)_{j,k}].
\]

Where \( B \) is the batch size and \( N \) the total dataset size. The expectation is taken with respect to the data generating distribution \( \psi(x, y) \). In order for the variance in Equation [A.3] to exist, the elements of \( \nabla^2 \ell(w, w; y) \) must obey sufficient moment conditions. This can either be assumed as a technical condition, or alternatively derived under the more familiar condition of \( L \)-Lipschitz continuity, as shown with the following Lemma

**Lemma 2.** For a Lipschitz-continuous empirical risk gradient and almost everywhere twice differentiable loss function \( \ell(h(x; w), y) \), the elements of the fluctuation matrix \( \epsilon(w)_{j,k} \) are strictly bounded in the range \(-\sqrt{PL} \leq \epsilon(w)_{j,k} \leq \sqrt{PL} \). Where \( P \) is the number of model parameters and \( L \) is a constant.

**Proof.** As the gradient of the empirical risk is \( L \) Lipschitz continous, as the empirical risk a sum over the samples, the gradient of the batch risk is also Lipschitz continous. As the difference of two Lipschitz functions is also Lipschitz, by the fundamental theorem of calculus and the definition of Lipschitz continuity the largest eigenvalue \( \lambda_{\text{max}} \) of the fluctuation matrix \( \epsilon(w) \) must be smaller than \( L \). Hence using the Frobenius norm we can upper bound the matrix elements of \( \epsilon(w) \)

\[
\text{Tr}(\epsilon(w)^2) = \sum_{j,k=1}^{P} \epsilon(w)^2_{j,k} = \epsilon(w)^2_{j=j',k=k'} + \sum_{j \neq j', k \neq k'} \epsilon(w)^2_{j,k} = \sum_{i=1}^{P} \lambda_i^2
\]

thus \( \epsilon(w)^2_{j=j',k=k'} \leq \sum_{i=1}^{P} \lambda_i^2 \leq PL^2 \) and \(-\sqrt{PL} \leq \epsilon(w)_{j=j',k=k'} \leq \sqrt{PL} \).

As the domain of the Hessian elements under the data generating distribution is bounded, the moments of Equation [A.3] are bounded and hence the variance exists. We can even go a step further with the following extra lemma.

**Lemma 3.** For independent samples drawn from the data generating distribution and an \( L \)-Lipschitz loss \( \ell \) the difference between the empirical Hessian and Batch Hessian converges element-wise to a zero mean, normal random variable with variance \( \propto \frac{1}{B} - \frac{1}{N} \) for large \( B, N \).

**Proof.** By Lemma 2 the Hessian elements are bounded, hence the moments are bounded and using independence of samples and the central limit theorem, \( (\frac{1}{B} - \frac{1}{N})^{-1/2}[\nabla^2 R_{\text{true}}(w) - \nabla^2 R_{\text{emp}}(w)]_{jk} \rightarrow_{a.s} \mathcal{N}(0, \sigma_{jk}^2) \).

**Theorem 4.** The following technical conditions that in the limit \( P \to \infty \), the limiting spectra density of \( \epsilon(w)(w) \) is given by Wigner’s semi-circle law [Akemann et al., 2011] i)

\[
\frac{1}{P^2} \sum_{i,j=1}^{P} \mathbb{E}[\mathbb{E}(\epsilon(w)^2_{i,j} | \mathcal{F}^{i,j}) - \sigma_{i,j}^2] \to 0,
\]
ii) $L_P(\tau) \to 0$ for any $\tau > 0$,

iii) $\frac{1}{P} \sum_i^P |\frac{1}{P} \sum_{j=1}^P \sigma^2_{i,j} - \sigma^2_\epsilon| \to 0$

iv) $\max_{1 \leq i \leq P} \frac{1}{P} \sum_{j=1}^P \sigma^2_{i,j} \leq C$

Proof. Lindenberg’s ratio is defined as $L_P(\tau) := \frac{1}{P^2} \sum_{i,j=1}^P \mathbb{E}[|\epsilon(w)_{i,j}|^2 1(|\epsilon(w)_{i,j}| \geq \tau \sqrt{P})]$. By Lemma 3, the tails of the normal distribution decay sufficiently rapidly such that $L_P(\tau) \to 0$ for any $\tau > 0$ in the $P \to \infty$ limit. Alternatively, using the Frobenius identity and Lipschitz continuity $\sum_{i,j=1}^P \mathbb{E}[|\epsilon(w)_{i,j}|^2 1(|\epsilon(w)_{i,j}| \geq \tau \sqrt{P})] \leq \sum_{i,j}^P \epsilon(w)_{i,j}^2 = \sum_i^P \lambda_i^2 \leq PL^2$, $L_P(\tau) \to 0$ for any $\tau > 0$.

By Lemma 3 we also have $\mathbb{E}(\epsilon(w)_{i,j}|\mathcal{F}^{i,j}) = 0$. Hence along with conditions (i), (ii), (iii) the matrix $\epsilon(w)$ satisfies the conditions in Götze et al., 2012 and the and the limiting spectral density $p(\lambda)$ of $\epsilon(w) \in \mathbb{R}^{P \times P}$ converges to the semi circle law $p(\lambda) = \frac{\sqrt{4\sigma^2 - \lambda^2}}{2\pi\sigma^2}$.

Götze et al., 2012 use the condition $\frac{1}{P} \sum_{i=1}^P |\frac{1}{P} \sum_{j=1}^P \sigma^2_{i,j} - 1| \to 0$, however this simply introduces a simple scaling factor, which is accounted for in condition ii) and the corresponding variance per element of the limiting semi-circle.

We note that under the assumption of independence between all the elements of $\epsilon(w)$ we would have obtained the same result, as long as conditions ii) and iii) were obeyed. So in simple words, condition 9i) merely states that the dependence between the elements cannot be too large. For example completely dependent elements have a second moment expectation that scales as $P^2$ and hence condition (i) cannot be satisfied. Condition (ii) merely states that there cannot be too much variation in the variances per element and condition (iii) that the variances are bounded.