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We introduce three developments within the stochastic many-body perturbation theory: efficient evaluation of off-diagonal self-energy terms, construction of Dyson orbitals, and stochastic constrained random phase approximation. The stochastic approaches readily handle systems with thousands of atoms. We use them to explore the electronic states of twisted bilayer graphene (tBLG) characterized by giant unit cells and correlated electronic states. We document the formation of electron localization under compression; weakly correlated states are merely shifted in energy. We demonstrate how to efficiently downfold the correlated subspace on a model Hamiltonian with a screened frequency-dependent two-body interaction. For the 6° tBLG system, the onsite interactions are between 200 and 300 meV under compression. The Dyson orbitals exhibit spatial distribution similar to the mean-field single-particle states. Under pressure, the electron-electron interactions increase in the localized states; however, the dynamical screening does not fully balance the dominant bare Coulomb interaction.

We exemplify the methodology by studying twisted bilayer graphene (tBLG), which is a prototypical moiré superstructure in which the coupling of individual monolayers is controlled primarily by the twist angle, $\theta$. As $\theta$ approaches 1.1° “magic angle”, tBLG transitions from a simple semimetal to a system hosting correlated electronic states. Under charge carrier doping tBLG at (or near) the magic angle exhibits superconducting, insulating, and magnetic properties. These emergent states are associated with a shallow moiré potential, which localizes electrons in so-called AA stacking regions of the superstructure and is responsible for the formation of flat (i.e., dispersionless) bands near the Fermi level.

At high pressures, graphene becomes thermodynamically unstable; a suitably chosen combination of pressure transmission media and encapsulation allows reaching pressures up to 37 GPa for tBLG. Even higher compression may be possible for up to 50 GPa before graphene inevitably transforms to diamond. Nevertheless, even with the improved experimental setup, the tBLG electronic states cannot be probed in the same detail as at ambient conditions. Further, it is unknown whether the decreasing interlayer spacing affects the entire valence and conduction states or leads to selective hybridization of Dirac point states. Finally, weakly correlated states dynamically screen the many-body interactions within the flat bands and critically affect the emergent many-body phenomena; however, the effect of compression on screening is also unknown.

Previous studies of the tBLG electronic structure were limited to tight-binding and continuum models that demonstrated the magic angle-induced flat band formation at the Fermi level. The model parameters were usually determined from mean-field (DFT) calculations, which markedly deviate from quasiparticle energies. The ground state of tBLG at the magic angle was further investigated by atomistic Hartree and Hartree-Fock calculations based on the continuum model. These calculations revealed that unscreened Coulomb interactions are responsible for stabilizing the insulating states in tBLG. Recently, exact diagonalization of downfolded many-body Hamiltonians (within a subspace of flat bands) was used to address the superconducting regime of tBLG. Investigations of the high-pressure behavior remain scarce and limited to the MF or model Hamiltonian treatment, which focused on describing the dispersion of states near the Fermi level. Further, the strength of the electron-electron interaction at high pressure was investigated neither. Thus, it remains unclear whether the flat bands’ formation under compression is equivalent to that at (or near) the magic angle. While these questions can be answered by the first principles many-body approaches, they were not applied until now due to their enormous computational cost.
In this work, we overcome practical limitations of ab initio many-body method: we propose a series of developments in the stochastic many-body perturbation theory (MBPT) techniques which can readily elucidate how the electronic structure behaves in giant moiré systems. We investigate tBLG with a large twist angle of $\theta = 6^\circ$ (with the supercell of size $4 \times 7$ nm containing 2184 atoms, i.e., 8736 valence electrons), which is weakly correlated at ambient conditions but develops flat bands at high compressions. The pressure-induced coupling of the two monolayers is substantially different and affects only states near the Fermi level. Further, we develop a stochastic constrained random-phase approximation (s-cRPA), which efficiently (i.e., with minimal computational cost) maps the correlated subspace on a Hubbard model with dynamical on-site interactions, $U(\omega)$. We find that the electron-electron interactions in the flat bands are more screened under compression. However, the screening does not fully cancel out the bare Coulomb interaction. Thus, the effective interaction increases with pressure. As a result, the strong correlation is not only driven by vanishing band dispersion but also by increased on-site terms. These results are the same for Dyson quasiparticle orbitals and mean field canonical single-particle orbitals. We present our results first, then their significance and implications; the theory is discussed in the Methods at the end of this work.

RESULTS

The simulations employ rectangular supercells of the graphene bilayer with twist angles $\theta = 0^\circ$ (24 $\times$ 12 conventional unitcells with 9216 valence electrons in total) and $\theta = 6^\circ$ (1 $\times$ 3 moiré conventional cells or $\sim$16.5 $\times$ 16.5 in terms of conventional unitcells with 8736 valence electrons in total). See Supplementary Note 1 and Supplementary Fig. 2 for more details about the construction of the commensurate tBLG supercells. Within our real-space methodology, the Brillouin zone of the supercell is sampled by the $\Gamma$-point. The 1 $\times$ 3 moiré supercell makes our real-space grid commensurate with high-symmetry $K$-point (coinciding with the Dirac point location), where the electronic localization principally occurs. We extract bandstructures with the projector-based energy-momentum analysis. We study undoped tBLG, and thus, the Dirac point in our calculations is aligned with the Fermi level. Further, spin and valley symmetry breaking are not considered here. The ideal bilayer interlayer distance was first optimized with the first-principles DFT calculations with van der Waals corrections. For simplicity and to separate out the effects of electron-electron interactions treated by our methodology, we employed flat geometry, as lattice reconstructions are significant for small twist angles. The equation of state is extracted from the total energy calculations for bilayers with variable interlayer distances (the details of the ground state calculations and the pressure estimation are provided in the “Methods” and Supplementary Fig. 1). Our results are in excellent agreement with previous theoretical calculations employing weak interlayer interactions using the random phase approximation.

Pressure-induced localization

This section provides computational results obtained with the stochastic GW approximation (see “Methods”) for both diagonal and off-diagonal parts and discusses the role of the orbital basis. We will first report results for the ideal Bernal-stacked graphene bilayer and then for the tBLG.

As a first step, we investigate the role of non-local and dynamical correlations in an ideal graphene bilayer. We compare the mean-field DFT and QP energies computed using the diagonal approximation to the self-energy (i.e., $\Delta = 0$ in Eq. (2) of “Methods”). The corresponding bandstructures and the QP densities of states (DOS) are in Fig. 1a–c. As expected, MBPT significantly increases the bandwidth (compared to DFT), leading to an excellent agreement with the available experimental data.

Specifically, the experiments show a local minimum of a non-degenerate Dirac band at the $M$ high-symmetry point, which is visible as a peak in the QP DOS at $-2.93$ eV (red arrow in Fig. 1c). In the bandstructure for the rectangular cell in Fig. 1c (obtained from momentum space projection), the $\Gamma$ and $M$ points coincide (due to the Brillouin zone reflection as depicted in the inset figure). The DFT calculation places the peak in DOS incorrectly at $-1.94$ eV (i.e., 1.0 eV too close to the Fermi level, as shown by the black dashed line and an arrow). This agrees with previous DFT calculations that also underestimated the band dispersion by 10–20% with respect to the experiments.

In contrast, our GW results predict a corresponding feature to appear at $-3.11$ eV (blue dashed line and an arrow), which is in excellent agreement with the experiment (the peak is placed only 0.18 eV lower than the measured value).

Next, we explore tBLG systems under various pressures ranging from 0 up to 100 GPa (corresponding to maximal compression of 28% of the interlayer distance). The structure is characterized by a hexagonal symmetry with a periodicity of 23.4 Å between the AA stacking regions. Since the twisting angle...
is high, the coupling between the individual graphene layers is small at ambient conditions, and the system does not differ substantially from the ideal bilayer. First, the electronic states at the Dirac point are fairly delocalized (Fig. 1e), and the distinction between the increase of the orbital density in the AA region is hardly noticeable. Second, (due to the lack of localization) band dispersion is large, and there is no increase in the density of states at the Fermi level (Fig. 2).

The situation changes with the compression (for the pressure of 20 GPa and higher). The electronic states become more localized in the AA stacking areas. Already at 20 GPa we clearly observe the spatial redistribution of the orbital density (see illustration in Fig. 1e). In our calculations, we further explore even higher pressures which may be difficult to realize experimentally (though the highest reported pressures achieved for tBLG was $P = 37$ GPa\textsuperscript{21,22}). With increasing $P$, localization becomes even more pronounced, and at 100 GPa, roughly 75% of the Dirac point states' orbital density is localized within 8 Å radius around the AA stacking point. This localization of the Dirac point states translates into the flat-band formation, corresponding to a peak around the Fermi level DOS (Fig. 2). Note that the structure at the pressure of 100 GPa is thermodynamically unstable. Still, the observations are useful as an indicator of the electronic correlation in tBLG: based on experiments\textsuperscript{5}, the same type of localization is expected for lower $\theta$ angles at much lower pressures for which graphene is a stable polymorph.

Note that the localization illustrated here lacks contributions beyond those included in the mean-field (DFT) Hamiltonian. In practice, the confinement of orbitals under pressure is driven by the external (ionic) potential and the degree of the localization is impacted by the delocalization error of semilocal DFT functionals. We address this question below and show that the mean field DFT orbitals, however, are remarkably close to the Dyson orbitals computed with MBPT.

**Mean-field vs MBPT energy spectrum**

At this stage, we compare the first-principles results obtained with the mean-field (DFT) and MBPT ($GW$) approaches (Fig. 2). While the single particle energies are converged with respect to the supercell (see Supplementary Fig. 4), the DOS curves, however, do not have sufficient resolution to capture certain details, such as the van Hove singularities near the Fermi level\textsuperscript{85}. We can extract their position, since it coincides with the energy of the $M$ critical points of the Brillouin zone, which are refolded on the $\Gamma$-point. DFT places the singularity at 0.37 eV away from the Fermi level. In contrast, $GW$ positions them at 0.55 eV away from the Fermi level, in excellent agreement with the value of 0.56 eV obtained experimentally\textsuperscript{86} (see Supplementary Fig. 4). Overall, Fig. 2 shows that MBPT significantly increases the bandwidth and widens the DOS features at 0 GPa compared to the mean-field solution. However, the most apparent changes are for the high pressures at which the DFT DOS significantly contracts and predicts a strong reduction in the width of all bands. While the flat-band formation leads to a peak at the Fermi level, its signature is suppressed by the proximity of the entire set of top valence and bottom conduction bands, which become closer in energy. The DFT results show that occupied and unoccupied states’ behavior is mostly symmetric around the chemical potential (moving up and down in energy, respectively).

The many-body calculations show a different picture. Up to 50 GPa, the entireQP DOS shifts up in energy, i.e., the valence states are moving closer to the Fermi level while the conduction states away from it. The bandwidth of the states away from the Fermi level is mostly unaffected by the increased pressure. Simultaneously, we observe the flat band formation around the chemical potential (indicated by a red arrow in Fig. 2), which does not overlap with the rest of the occupied and unoccupied states. The QP DOS peak comprises eight quasi-degenerate states (corresponding to the Dirac points at $K$ and $K'$ in the moiré hexagonal Brillouin zone). Increasing the pressure further (i.e., $P > 50$ GPa) leads to more pronounced structures in the QP DOS, but the peaks’ position remains roughly the same. This difference in the behavior can be understood from the compression curve shown in Fig. 1d: the change of the pressure between 50 and 100 GPa requires only a small decrease in the interlayer distance, i.e., small change of the coupling of the monolayers. For 100 GPa, the flat band is clearly visible in between the conduction and valence bands. The key observation is that the compression-driven flat bands’ formation leaves the rest of the states largely unaffected. Hence, despite the reduced interlayer spacing leading to the electron localization in the vicinity of the Dirac point, the increased coupling between the graphene monolayers is confined to a narrow energy range of the states near the chemical potential.

**Role of the off-diagonal self-energy elements**

To explore the mutual coupling in the localized moiré states, we investigate the role of off-diagonal self-energy terms $\Sigma_{j,\theta}$ in Eq. (2), using our development to the stochastic $GW$ described in the “Methods” section. In practice, we compute the contributions of $\Delta_{\theta}$ for the states up to $\pm0.5$ eV away from the highest occupied state. We note that the $\Sigma_{\theta}$ is computed for a wide frequency range for all off-diagonal terms at once. The cost of the $GW$ calculation is practically identical to the previously developed diagonal implementation (see “Methods” section). Next, we resort to a common procedure in the self-consistent GW\textsuperscript{85,86} and construct a symmetrized and self-adjoint quasiparticle
We map the strongly correlated states identified in the previous section and denoted \( \{ \phi \} \) onto the Hubbard Hamiltonian (see section “Stochastic Hamiltonian downfolding”), with the effective hopping, \( t \), and on-site interaction, \( U \), terms. The latter contains the information of all other electrons via the non-local and dynamical screening \( \tilde{W} \) in Eq. (10). The electron correlation is commonly characterized by the interplay of the on-site interaction and the kinetic energy\(^{38,87,88}\). In practice, the \( U/t \) ratio becomes very high\(^{17,87,89}\), although the screening was predicted to play an important role in reducing the value of the onsite Coulomb term \( U \). Previous calculations suggested that the physics is dominated by the competition between low \( t \) and dynamical screening: the dielectric constant was predicted to be 20 times larger at the magic angle than in the ideal bilayer\(^{17}\).

We estimate only the upper bound for the \( t \) parameter from the localized states’ bandwidth, extracted\(^{17,87,90}\) from the dispersion of the corresponding QP energies. The hopping term is 1/6 of the bandwidth associated with the flat bands. For the system with the most pronounced localization, i.e., at 100 GPa, we find \( t \approx 40 \) meV, which is in good agreement with the results for the correlated phase at much lower twisting angles. We note that, in contrast, the band dispersion at 0 GPa is very large and \( t \approx 600 \) meV. Clearly, the pressure-induced localization is responsible for qualitative changes in the hopping (and the associated \( t \) parameter decreases by order of magnitude).

Although the band flattening appears as the primary driver of electron-electron correlation, the on-site Coulomb interaction changes are equally important. Following the approach of refs.\(^{88,91}\), we provide the mean \( U \) values in order to describe the correlation strength of the chosen subspace by a single number rather than comparing \( U/t \) ratios for each state. However, we also discuss the variation of \( U \) among distinct orbitals. In the text below, we first consider the total screened effective interaction \( U(\omega) \). Next, we decompose \( U(\omega) \) into the static bare contribution \( U^b \) and dynamically screened counterpart \( U^s(\omega) \). Note, while the \( U \) is computed in the basis of correlated states, the idea of the scRPA is to include the dynamical renormalization due to screening from all electronic states in the orthogonal complement of the correlated subspace. The set of localized KS orbitals is a straightforward and convenient choice of basis for scRPA calculations since no additional localization or orthonormalization procedure is required\(^{91}\). The approach to compute \( U \) in the KS basis has been previously used in refs.\(^{88,92}\), but other options (e.g., Wannier basis\(^{15}\)) have been proposed. For simplicity, we resort to the first option and compute \( U \) in the basis of KS orbitals \( \{ \phi \} \), next we compare the results to analogous calculations for QP orbital basis \( \{ \psi \} \).

Computed for the Dirac point states, see Eq. (10), the effective interaction \( U(\omega) \), is screened by all the weakly interacting electrons confined to both monolayers. To account for the dynamical screening, we employ a set of random states which sample the dynamics of all weakly correlated states. The resulting \( U(\omega) \) converges extremely fast (only 8 random vectors are necessary to yield a negligible stochastic error of 1 meV for a wide range of frequencies)—see Fig. 4—with minimal computational requirements (<120 CPU-hours; see section “Stochastic Hamiltonian downfolding”). The frequency dependence of \( U(\omega) \) is illustrated in Fig. 4. In practice, similar to refs.\(^{91,92}\), we will discuss the static limit \( (\omega \rightarrow 0) \) since there is no elegant mathematical framework to solve the effective Hamiltonian with the frequency-dependent \( U \). For the tBLG at 0 GPa the total screened interaction \( U(\omega \rightarrow 0) = 202 \) meV. This is identical to the result for the uncompressed ideal bilayer at 0 GPa where \( U(\omega \rightarrow 0) = 201 \) meV. Clearly, our initial
Fig. 4 Dynamically screened on-site interaction. a Screened and bare $U(\omega = 0)$ as a function of pressure for twisted bilayer graphene and screened for the ideal bilayer graphene. Curve labeled with orange triangles is computed in the basis of DFT subspace orbitals, and the curves labeled with violet circles are in the QP basis. The lines connecting the mean values of bare and screened $U(\omega = 0)$ are guide for the eyes. Stochastic error in determining the lines connecting the mean values of bare and screened $U(\omega = 0)$ for individual states within a correlated subspace. 

The spread of the individual $U$ self-energy elements guide for the eyes. Stochastic error in determining the lines connecting the mean values of bare and screened $U(\omega = 0)$ for individual states within a correlated subspace. The orange triangles is computed in the basis of DFT subspace orbitals, and screened for the ideal bilayer graphene. Curve labeled with violet circles are in the QP basis. The orange triangles is computed in the basis of DFT subspace orbitals, and screened for the ideal bilayer graphene. Curve labeled with violet circles are in the QP basis. The orange triangles is computed in the basis of DFT subspace orbitals, and screened for the ideal bilayer graphene. Curve labeled with violet circles are in the QP basis.

The dynamical component of the on-site interaction, $U^p(\omega)$ contains the effect of the dynamical charge density fluctuations of all the weakly correlated states (outside of the correlated subspace); it is computed via s-cRPA (see the Methods sections). $U^0(\omega)$ increases under pressure and renormalizes the bare term: the low frequency limit $U^0(\omega \rightarrow 0)$ at 0 GPa is $-30 \text{ meV}$ and at 100 GPa it is $-200 \text{ meV}$. Apparently, this screening is not enough to entirely cancel out the $U^0$ contribution. Therefore, the total screened interaction $U(\omega \rightarrow 0)$ is driven by the prevalent bare term and grows with compression. We also see that the magnitude of features in $U^0(\omega)$ curve increases as the (occupied) states shift closer to the Fermi level. Note that this result is independent of the $(\psi)$ or $(\phi)$ basis. When computing the screening for the approximate Dyson orbitals, $\psi$, the weakly correlated subspace remains identical, since $\psi$ is composed of the combination of the quasi-degenerate states.

From the computational prospective we conclude that the stochastic approach is extremely efficient and yields $U(\omega)$ for even extremely large systems while requiring only minimal computational resources. This method enabled efficient downfolding and first principles calculations of the renormalized on-site interactions in undoped tBLG supercells.

**DISCUSSION**

We presented and applied several numerical developments within the stochastic many-body theory which efficiently treat even large systems. We illustrated the method on large scale many-body calculations for twisted bilayer graphene with nearly 9000 valence electrons. We have expanded the stochastic computational toolkit to address the role of off-diagonal self-energy and the basis representation. Further, we have developed stochastic s-cRPA, enabling the downfolding of even giant systems onto model Hamiltonian problems. Our stochastic approaches are applicable to general systems and will find wide application in a wide variety of condensed matter problems.

Our GW results show an excellent agreement with the experimental positions of the van Hove singularities. We also show the formation of electronic localization under compression of the tBLG, which is in agreement with available experimental data and indicate that the compression provides a unique path towards controlled coupling of monolayers and practical realization of moiré states. For systems that are weakly correlated at ambient conditions, the decreased interlayer spacing leads to the formation of flat bands associated with strong correlations. These localized states are found in the vicinity of the Fermi level. In contrast, the majority of the states (delocalized over the individual monolayers) are weakly correlated and remain practically unaffected by the compression.
We compare then effects of pressure to those by varying twist angle on the interplay between screening and electron-electron interaction. The previous theoretical investigations showed that the screening has a crucial role in reducing the on-site interactions, U, as the system approaches the magic twist angle. Thus, the correlations (characterized by large U/r ratios) are primarily driven by the vanishing dispersion (i.e., t → 0) of the states near the Fermi level. In contrast, our stochastic calculations reveal a different scenario: the dynamical screening of the on-site term, U, increases relatively slowly with pressure and the effect of the screening does not fully compensate the bare term. Due to the interlayer coupling, the localized states are strongly affected by compression, and the electronic correlation stems from both small t and large U.

Our calculations indicate that dynamical electronic correlations lead to only small changes in the single-particle orbitals. Consequently, the corresponding U/r ratios in KS and QP basis are practically the same. By neglecting the graphene layer reconstruction (i.e., in the absence of corrugation) we overestimate the screening effect: the rest of the spectrum (~20 meV for small angles) and bandstructure was shown to be prominent only for twist angles. At the same time, the effect of structural relaxations on increased gap would translate to a reduced static limit of the electronic correlation. The expectation values of Σ are sampled via decomposition of the Green’s function into random vectors spanning the occupied and unoccupied subspace and propagated backward and forward in time, hence representing particle and hole components of the time-ordered Green’s function. The resulting expression is, e.g., for t < 0, GI(r, t') ≡ Σ(r, t') ξ(r, t), where [···] denotes stochastic averaging and ξ(r, t) is the system Hamiltonian. For non-interacting Green’s function, G0, (i.e., in the one shot correction scheme), the time evolution is governed by the underlying DFT Hamiltonian H0. The real-time sampling of the induced densities is performed by another set of random vectors ρ representing the charge density fluctuations, i.e., δn(r, t) = |ρ(r, t)|. For nanosystems with thousands of atoms, ~ 100 samples suffice to capture the GF, with only ~ 10 needed to represent δn(r, t). The stochastic methodology capitalizes on the fact that the key quantities (G and W) are determined by collective properties, which are inherently low-rank and captured by the dynamics of a few (random) states within the Hilbert space of single-particle states. This approach leads to a linear scaling algorithm that can treat thousands of atoms. The implementation expands this methodology and efficiently yields also Δ1 terms (the details are provided in section “Off-diagonal self-energy”). Further, using the QP hamiltonian matrix (represented in the (ϕ)-state basis in the Eq. (1)), we compute the QP orbitals ϕ, corresponding to the first step of the self-consistent renormalization loop.

**Methods**

**Stochastic many-body theory**

To compute the QP energies and analyze the MB interactions, we employ a combination of MBPT and mapping of the selected (strongly correlated) subspace on the Hubbard model. Within MBPT, the central quantity is the self-energy, Σ(ω), which is a dynamical and non-local potential acting on a single QP state and incorporates all many-body effects. The QP energies correspond to the poles of the Green’s function, G, representing a QP propagator that is expressed in terms of the Dyson series: G−1(ω) = G0−1(ω) − Σ(ω), where G0 is the reference (non-interacting) Green’s function (GF). Here, the reference GF is taken from DFT calculations with PBE exchange-correlation functional; Σ is found using a perturbation expansion on top of G0 and is responsible for capturing the dynamical correlation effects.

Here, we employ the basis of single particle states, \( |\phi_i\rangle \), obtained from the ground state DFT calculations and the self-energy thus becomes a matrix composed of elements \( Σ_{ij}(ω) \) \( ≡ |\langle j | Σ(ω) | i \rangle \). The QP energies, ε, are:

\[
ε_j = \epsilon_j^0 - \gamma_j^0 + \text{Re} \left[ Σ_j(ω = ε_j^0) \right] + \text{Re} \left[ Δ_j(ω = ε_j^0) \right]
\]

(2)

Where \( ε_j^0 \) is the Kohn-Sham (KS) eigenvalue, \( γ_j^0 \) is the exchange-correlation potential, and \( Δ_j(ω) \) comprises the coupling due to the off-diagonal elements of \( Σ_j(ω) \). The frequency dependent self-energy, \( Σ(ω) \), is evaluated at \( ε \). We resort to the GW approximation to the self-energy, which contains exchange and correlation parts; the latter is approximated by the dynamical effects of the charge density fluctuations due to the addition (removal) of an electron to (from) \( |\phi_j\rangle \). In general, the off-diagonal contributions to the self-energy Δj capture the deviation of the \( |\phi_i\rangle \)-states from the QP (Dyson) orbitals |ψj⟩. The Dyson orbital is defined by an overlap of a many-body wavefunction for the ground state of N particles, \( |Φ_0\rangle \), and N ± 1 particles state, \( |Φ_j\rangle \) for the jth excited state. For a hole in the jth state, the Dyson orbital is |ψj⟩ = \( ν_N^{(j)} |Φ_0\rangle \). For an electron, \( \Delta_j(ω) \) is expressed in terms of the one-particle propagator that is expressed in terms of the Dyson series:

\[
\Delta_j(ω) = \frac{1}{C_0} \left( \frac{ω}{C_0} - Σ_j(ω) \right)\frac{1}{C_0} \left( \frac{ω}{C_0} + Σ_j(ω) \right)
\]

(3)

where \( C_j = \langle j^\dagger | j \rangle \). For a hole in the jth state, \( \Delta_j(ω) \) is expressed in terms of the one-particle propagator that is expressed in terms of the Dyson series:

\[
\Delta_j(ω) = \frac{1}{C_0} \left( \frac{ω}{C_0} + Σ_j(ω) \right)\frac{1}{C_0} \left( \frac{ω}{C_0} - Σ_j(ω) \right)
\]

(4)

where \( \Sigma(ω) \) is the system Hamiltonian. For non-interacting Green’s function, \( G_0 \), the time evolution is governed by the underlying DFT Hamiltonian \( H_0 \). The real-time sampling of the induced densities is performed by another set of random vectors \( ρ \) representing the charge density fluctuations, i.e., \( δn(r, t) = |ρ(r, t)| \). For nanosystems with thousands of atoms, ~100 samples suffice to capture the GF, with only ~10 needed to represent \( δn(r, t) \). The stochastic methodology capitalizes on the fact that the key quantities (G and W) are determined by collective properties, which are inherently low-rank and captured by the dynamics of a few (random) states within the Hilbert space of single-particle states. This approach leads to a linear scaling algorithm that can treat thousands of atoms. The implementation expands this methodology and efficiently yields also \( Δ_1 \) terms (the details are provided in section “Off-diagonal self-energy”). Further, using the QP hamiltonian matrix (represented in the \( |\phi\rangle \)-state basis in the Eq. (1)), we compute the QP orbitals \( ϕ \), corresponding to the first step of the self-consistent renormalization loop.

**Off-diagonal self-energy**

The off-diagonal terms in the polarization self-energy have been implemented in our development version of the stochastic GW code. In the stochastic GW formalism, the non-interacting Green’s function \( G_0 \) and the screened Coulomb potential \( W \) are sampled with two independent sets of random functions \( |ξ\rangle \) and \( |φ\rangle \) respectively. Additional set of random vectors is used for the sparse stochastic compression in the time-ordering procedure. As a result, the expectation value for the polarization self-energy is a statistical estimator with a statistic error decreasing with number of random vectors as \( 1/\sqrt{N} \). A specific off-diagonal term of the self-energy has the following expression:

\[
\langle ϕ_j | Σ | ϕ_i \rangle = \frac{1}{N} \sum_{r} \int \frac{d^3r}{ω} \langle ϕ_j | ϕ_i \rangle \langle r | Σ | r \rangle \langle r | ϕ_i \rangle \langle r | ϕ_j \rangle
\]

(5)

where \( \approx \) denotes that the expression is exact in the limit of \( N_t → ∞ \). The function \( ξ \) at time \( t \) is defined with a help of the time evolution operator \( U(t) \) and the projector \( P_r(t) \) that selects the states above or below the chemical potential, \( μ \), depending on the sign of \( t \):

\[
\langle ϕ_j | U(t) | ϕ_i \rangle ≡ U_0(t) P_r(t) | ϕ_j \rangle \langle ϕ_i | U_0(t)^\dagger P_r(t)^\dagger | ϕ_j \rangle
\]

(6)

The \( ξ \) vectors in the occupied and unoccupied subspace are propagated backward in time and forward in time and contribute selectively to the hole and particle non-interacting Green’s functions.

In Eq. (3) the overlap with \( ϕ_i \) is hidden within \( u_{ξc}(r,t) \)—an induced charge density potential:

\[
u_{ξc}(r,t) = \int W(r,r')ξ(t',r')|ϕ_j(r')|d^3r'.
\]

(7)

\( u_{ξc}(r,t) \) represents the time-ordered potential of the response to the charge addition or removal. \( u_{ξc}(r,t) \) is calculated from the retarded response potential, which is \( u_{ξr}(r,t) = \int W(r,r')ξ(t',r')|ϕ_j(r')|d^3r' \) with a subsequent time-ordering procedure. Further, the retarded response is related to the time-evolved charge density \( δn(r,t) = \frac{1}{2} [n(r,t) - n(0)] \) induced by a scaled perturbing potential \( δν = λ|ρ(r)| \langle ϕ_j | ϕ_j \rangle \). Here \( λ \) is selected to be small, i.e., inducing a linear response; in our case we chose \( λ = 10^{-4} \). The retarded
response becomes:

\[ \tilde{\epsilon}_{\mathbf{k} \mathbf{r}}(r, t) = \int \int \int \int \phi(r, r') \phi(r', t) \delta \phi(r', r) d^3r d^3r' \]

\[ = \int \int \phi(r, r') \delta \phi(r', t) d^3r \]

(6)

Instead of computing \( \delta \rho_n(r, t) \) by a sum over single-particle states, we employ the set of random vectors \( \{ \eta \} \) confined to the occupied subspace. This reduces tremendously the cost of the computation \( \tilde{\epsilon}_{\mathbf{k} \mathbf{r}} \). Time-dependent density \( n(r, t) \) is thus:

\[ n(r, t) = \lim_{N_\eta \to \infty} \frac{1}{N_\eta} \sum_{\eta} |\eta_n(r, t)|^2, \]

(7)

where \( n_\eta \) is propagated in time using \( U_{\text{eff}} \)

\[ |\eta(t)| = U_{\text{eff}} |n(t)||\eta| \]

(8)

Note, the perturbing potential \( \delta \rho \) depends explicitly on the state \( \phi_\eta \) and the \( \Xi \) vector, which samples the whole Hilbert space.

We employ RPA, i.e., performing evolution within the time-dependent Hartree approximation \(^{109-111}\) to calculate \( \tilde{\epsilon}_{\mathbf{k} \mathbf{r}} \).

**Stochastic Hamiltonian downfolding**

The second development presented in this work enables efficient Hamiltonian downfolding and extracting effective parameters for model approaches using first principles. We identify correlated states using theQP orbitals analysis (discussed in the main text) and map the corresponding subspace on a dynamically screened Hubbard model \(^{12-116}\):

\[ \hat{H} = \sum_{i,j} \epsilon_{ij} c_{i}^{\dagger} c_{j} + \sum_{\omega} U_{\text{occ}} \eta_{\omega}, \]

(9)

where \( c_{i}^{\dagger}, c_{i} \) are creation and annihilation operators, \( \eta_{\omega} = c_{i}^{\dagger} c_{i} \) is a particle number operator.

In practice, we extract the hopping and on-site Coulomb terms, \( t \) and \( U \) from the first-principles calculations. The latter is \(^{115}\):

\[ U(\omega) = \frac{1}{N} \sum_{\omega} \int d^3r \int d^3r' \phi(r, \omega) \tilde{W}(r, r', \omega) \phi(r')^2. \]

(10)

Here, \( \phi \) is a set of KS or QP states spanning the correlated subspace (represented by \( \eta \) and \( \phi \) sets, respectively). They are subject to Coulomb interaction \( W \) that contains both bare (instantaneous) and screened (i.e., dynamical) terms. Symbolically, the interaction is \( W = W_{\text{bare}} + W_{\text{screen}} \), where \( W_{\text{bare}} \) is the bare Coulomb kernel and \( \eta \) is the polarizability due to electronic states orthogonal to the \( \phi \)-subspace that contains the DP states.

The cost of the conventional calculation is huge, as it needs to be evaluated by considering all possible transitions between occupied and unoccupied states (see below). Calculations for large systems (such as those studied here) were thus out of reach. In contrast, we propose an efficient approach in which Eq. (10) is evaluated stochastically within the constrained random-phase approximation (cRPA): the real-time formalism samples the dynamics of all occupied states using a new set of random vectors confined to the occupied subspace and orthogonal to \( \phi \). The separation of the Hilbert space employs our recently developed decomposition technique \(^{15}\). This technique is computationally inexpensive: \( U(\omega) \) screened by 4364 valence bands require merely \( \lesssim 120 \text{ CPU - hrs} \) on a 2.5 GHz processor (the testing configuration was AMD EPYC 7502 with 2.5 GHz frequency using 10 out of 32 physical cores. The total computational time was 9.6 hrs). This methodology thus enables Hamiltonian downfolding even for extremely large systems. The details of the implementation are provided in the next sections on the bare Coulomb interaction (IV D) and its dynamical screening evaluated by s-cRPA (IV E).

**The effective bare Coulomb interaction**

We calculate the bare effective interaction parameter, the Hubbard \( U_{\text{eff}} \), both in a basis of KS or QP wavefunctions (see discussion on the orbital construction in section “Pressure-induced localization”) of a chosen subspace of \( N = 8 \) states:

\[ U_{\text{eff}} = \frac{1}{N} \sum_{\omega} \int d^3r \int d^3r' \phi(r, \omega) \tilde{W}(r, r', \omega) \phi(r')^2. \]

(11)

where \( \forall(r, \mathbf{r}) \) is a bare Coulomb kernel. The full Hubbard is \( U(\omega) \) given by Eq. (10) and contains, besides \( U_{\text{eff}} \), also the dynamical screened polarization term. The latter part is computed stochastically as detailed below, in section “Stochastic constrained RPA (s-cRPA).”

**Stochastic constrained RPA (s-cRPA)**

Here we discuss the implementation of the dynamical Hubbard term, \( U(\omega) = U_{\text{bare}} + U_{\text{screen}}(\omega) \), where the latter is:

\[ U_{\text{screen}}(\omega) = \frac{1}{N} \sum_{\omega} \int d^3r \int d^3r' \phi(r, \omega) \tilde{W}(r, r', \omega) \phi(r')^2. \]

(12)

The polarization operator \( \tilde{W} = \tilde{W}_{\text{bare}} + \tilde{W}_{\text{screen}} \) is computed by the stochastic constrained random-phase approximation (s-cRPA). The key idea is to capture the effect of the entire system on the correlated electrons in states \( \phi \) described by the (downfolded) Hubbard Hamiltonian Eq. (9). In practice, one accounts for the screening through a projection on the subspace, which excludes all correlated states \( \phi \). In cRPA, \( \tilde{W} \) thus contains contributions of the induced density fluctuations in the weakly correlated portion of the system.

Conventional techniques evaluate \( \tilde{W} = \tilde{W}_{\text{bare}} + \tilde{W}_{\text{screen}} \) in frequency domain by the sum over all single-particle transitions outside the correlated subspace \( i, j \notin \{ \phi \} \), requiring operation on both the entire occupied and unoccupied subspace:

\[ \chi(r, r', \omega) = \sum_{i,j} \phi_i(r) \phi_j(r') \phi_i(r')^2 \times \left( \frac{1}{\omega - \epsilon_i - \epsilon_j - \lambda} - \frac{1}{\omega - \epsilon_i - \epsilon_j - \lambda} \right). \]

(13)

Hence, these calculations become expensive for large systems. In contrast, we compute \( \tilde{W} \) term stochastically in real-time domain:

\[ \langle \phi \phi \rangle \tilde{W} \phi \phi \rangle = \int \phi(r) \tilde{W} \phi(r') \phi(r')^2 \]

(14)

This expression is computed by time-ordering from the retarded charge density potential:

\[ \tilde{u}(r, t) = \int \bar{v}(r, r') \delta \tilde{\rho}(r', t) d^3r'. \]

(15)

Where \( \delta \tilde{\rho} \) is the induced charge density in the weakly correlated subspace perturbed by a potential due to \( \{ \phi \} \). This is formally equivalent to Eq. (5) (representing the action of the self-energy in the GW approximation). In practice, the density is constructed from random vectors \( \{ \eta \} \):

\[ \langle \phi \phi \rangle = \left( 1 - P_{\text{occ}} \right) |\eta| \]

(16)

where the \( \{ \eta \} \)-states are described in the section “Mean-field vs MBPT energy spectrum” and \( P_{\text{occ}} \) is the projection operator on the \( \{ \phi \} \)-subspace:

\[ P_{\text{occ}} = \sum_{k | \phi} f_k |k\rangle \langle k|. \]

(17)

Where \( f_k \) is the occupation of state \( |k\rangle \). Note that the time evolution of \( \{ \eta \} \) vectors follows Eq. (8), which depends on the total density. For details of the time-evolution of subspaces, see ref. \(^{115}\).

The method is implemented alongside the stochastic GW formalism and both can be evaluated at once. However, in practice, the statistical error in \( U(\omega) \) is orders of magnitude smaller since: (i) it stems from one random sampling of \( \tilde{W} \); in contrast, the GW self-energy suffers from larger statistical errors due to the additional random vectors sampling the Green’s function. (ii) it contains only contributions of states orthogonal to those which it is acting on; as a result, the dynamics is “well-behaved” and characterized by only a few dominant (resonant) frequencies which can be efficiently sampled by a small number of random vectors.

**Equilibrium geometry and equation of state**

The BLG cells at a specific out-of-plane pressure have been approximated using the interlayer distance of the ideal bilayer graphene in the Bernal stacking at a corresponding pressure. All the calculations for the ideal bilayer graphene have been performed using hexagonal unit cell in QuantumESPRESSO code \(^{116}\) and Tkatchenko-Scheffler’s total energy Van der Waals corrections \(^{117}\) and Effective Screening Medium Method \(^{118}\) Troullier-Martins pseudopotentials \(^{119}\), and the PBE \(^{120}\) functional have been employed. To calculate the pressure–distance curves in the ideal bilayer, we have fitted the total energy \( E \) as a function of the volume \( V \) with the
Murnaghan equation of state \[21\]:

\[
E(V) = E(V_0) + \frac{B_0V}{B_0' - 1} \left( V_0V - V \right) + \frac{V_0B_0}{B_0' - 1}
\]

where \( V = S \cdot z \) is the volume confined by two graphene layers, \( S = a_0^2 \) is a surface of the layer, and \( z \) is the interlayer distance. \( S \) was kept constant using the equilibrium lattice parameter \( a_0 = 2.464 \) Å, while \( z \) was varied. The neglect of the pressure-induced in plane expansion is, in part, justified by the large anisotropy of the bulk modulus in the in- and out-of-plane directions. \( B_0 \) and \( B_0' \) are the bulk modulus and its pressure derivative at the equilibrium volume \( V_0 \). The resulting fit and fitted parameters are provided in the Supplementary information file, Supplementary Fig. 1.

Starting point DFT calculations

The starting-point calculations are performed with the density functional theory (DFT) in a real-space implementation, employing regular grids, Troullier-Martins pseudopotentials \[119\], and the PBE functional \[120\] for exchange and correlation. We investigate 8BLG infinite systems using modified periodic boundary conditions with Coulomb interaction cutoffs \[122\]. To converge the occupied \( H_0 \) eigenvalues to <5 meV, we use a kinetic energy cutoff of 26 Eh and 192 × 132 × 66 real-space grid points.

\( G_0W_0 \) calculations

The GW calculations were performed using a development version of the StochasticGW code \[29\]–\[33\]. The calculations employ an additional set of 20,000 random vectors for the sparse stochastic compression used for time-ordering of \( G_0 \). The sampling of the Green’s function \( G \) was performed using \( N_G = 500 \) random vectors. \( N_Q = 8 \) was used to sample the induced charge density \[33\]. The final stochastic error on quasiparticle energies is \( \pm 20 \) meV. The time propagation of the induced charge density was performed for a maximum propagation time of 50 a.u., with a time-step of 0.05 a.u.

DATA AVAILABILITY
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