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ABSTRACT. We provide several equivalent conditions for a plane divisorial valuation of a smooth projective surface to be minimal with respect to an ample divisor. These conditions involve a valuative Seshadri constant and other global tools of the surface defined by the divisorial valuation. As a consequence, we derive several equivalent statements for the valuative Nagata conjecture and some related results.

1. INTRODUCTION

Nagata in [45] gave a negative answer to the 14th problem of Hilbert and, as a consequence, emerged the Nagata conjecture. Despite many efforts, this conjecture remains open after more than 60 years. The conjecture is related to several important tools recently used in global geometry of surfaces as Seshadri and Waldschmidt constants or the Mori cone. In fact, there are equivalent statements to the Nagata conjecture involving all those tools.

A valuative Nagata conjecture has been recently stated [15, 25]. This conjecture involves sequences of blowups at infinitely near points on the projective plane defining a (real) plane valuation $\nu$ and it implies the Nagata conjecture. Moreover, the valuative Nagata conjecture is implied by the Greuel-Lossen-Shustin conjecture [28, Conjecture 4.7.11] and there are asymptotic evidences of its trueness in some particular cases [25]. The main tool used for stating the valuative conjecture is an analogue of the Seshadri constant named Seshadri-type constant, denoted by $\hat{\mu}(\nu)$ and introduced in [6]. No tool mentioned in the first paragraph has been considered in this context.

The concept of minimal valuation (of the projective plane) is essential when stating the valuative Nagata conjecture. In this paper we extend this concept to divisorial valuations $\nu$ of smooth projective surfaces $S$ and big divisors $D$ on $S$ (see Section 2.3). We provide several statements equivalent to the concept of minimality with respect to ample divisors $D$, and deduce consequences of non-minimality. Our results involve surfaces defined by blowing up a finite chain of infinitely near points on $S$ and, in this setting, a natural valuative Seshadri constant $\varepsilon(D,\nu)$ is introduced and related to the value $\hat{\mu}_D(\nu)$ used to define minimality. This allows us to reproduce for these less known surfaces many
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results one would expect from a valuative Nagata-type conjecture on them. In particular, and when \( S \) is the projective plane and \( D \) a general line \( L \), as our main result, we prove several equivalent statements to the valuative Nagata conjecture which go in parallel to those known in the classical case. It brings to the question of what conditions should we impose on \( \nu \) and \( D \) so that one gets minimality and their equivalent properties.

The (classical) Nagata conjecture is one of the most stimulating problems for linear systems on the complex projective plane \( \mathbb{P}^2 \). It predicts the inequality \( d > \frac{1}{\sqrt{r}} \sum_{i=1}^{r} m_i \), where \( d \) is the degree of any curve \( C \) on \( \mathbb{P}^2 \) such that \( \text{mult}_x(C) \geq m_i \), \( m_i \) being non-negative integers and \( \{x_i\}_{i=1}^{r}, r \geq 10 \), very general points in \( \mathbb{P}^2 \). Nagata proved this result when \( r \) is a square and it is an open problem in the remaining cases. The Nagata conjecture has equivalent statements involving several interesting objects used in algebraic geometry \([9, 49]\) and it has also extended versions to smooth projective surfaces and nef divisors \([52, 12, 53, 9, 10]\).

One of these objects are Seshadri (multipoint) constants on surfaces \( S \) with respect to nef divisors \( D \), usually denoted \( \varepsilon(S, D, x_1, x_2, \ldots, x_r) \). Motivated by the Fujita conjecture, Demailly introduced these constants (for a variety and a point) in \([14, \text{Section 6}]\) and, although they are not useful in that direction, are an important tool. The literature contains many references to these constants on smooth projective surfaces \([18, 2, 33, 27, 34, 16, 19, 29, 31, 32, 30, 48, 3, 37]\). It holds that \( \varepsilon(S, D, x_1, x_2, \ldots, x_r) \) \( \leq \sqrt{D^2/r} \) and, when the bound is attained, one says that \( \varepsilon(S, D, x_1, x_2, \ldots, x_r) \) is maximal. Otherwise, there exists a submaximal curve, that is a curve \( C \) on \( S \) going through at least a point \( x_i \) such that \( \varepsilon(S, D, x_1, x_2, \ldots, x_r) = \frac{D.C}{\sum_{i=1}^{r} \text{mult}_x C} \) \([5, \text{Proposition 1.1}]\). Setting \( S = \mathbb{P}^2 \) and \( D = L \), the Nagata conjecture is equivalent to the non-existence of submaximal curves (for very general points \( \{x_i\}_{i=1}^{r}, r \geq 10 \)) and it can be generalized to the Nagata-Biran-Szemberg conjecture, which can be stated as follows: \( \varepsilon(S, D, x_1, x_2, \ldots, x_r) \) is maximal for \( D \) ample, \( r \) large enough and \( \{x_i\}_{i=1}^{r} \) very general points in an arbitrary smooth projective surface \( S \) \([52, \text{Section 2}] \) and \([42, \text{Section 5.1}]\).

The Nagata conjecture is also related to the Mori cone of the surface \( \mathbb{P}^2 \) defined by the blowup \( \pi: \mathbb{P}^2 \to \mathbb{P}^2 \) of \( \mathbb{P}^2 \) at \( r \) points \( x_i \) in \( \mathbb{P}^2 \), \( 1 \leq i \leq r \). This cone is an essential tool for the minimal model program and it is far from being known for surfaces \([12, 9, 10]\). The Nagata conjecture can be equivalently stated by claiming that, when \( \{x_i\}_{i=1}^{r} \) are very general points and \( r \geq 10 \), the ray generated by the class of the \( \mathbb{R} \)-divisor \( \sqrt{r} \pi^* L - \sum_{i=1}^{r} E_i \) is wonderful, where \( \pi^* \) means pull-back and the \( E_i \)'s denote the exceptional divisors created by \( \pi \). Recall that a wonderful ray is an irrational nef ray with vanishing self-intersection.

Newton-Okounkov bodies were introduced by Okounkov \([46]\) and developed by Lazarsfeld and Mustaţă \([43]\), and Kaveh and Khovanskii \([38]\). They give, among other properties, a systematic procedure for constructing toric degenerations of projective varieties. The recent literature has a good number of papers considering these bodies on surfaces for different purposes \([8, 40, 50, 23, 26, 44]\) and, as we will see, they play a role in this paper.

As we said previously, the Nagata conjecture has a valuative version, where one considers a very general (real) plane valuation \( \nu \) of \( \mathbb{P}^2 \) (see \([25, \text{Definition 4.2}]\)) and uses the inverse of its normalized volume \( [\text{vol}^N(\nu)]^{-1} \) instead of the cardinality of a set of very
The conjecture involves a normalized Seshadri-type constant $\hat{\mu}^N(v)$ that satisfies $\hat{\mu}^N(v) \geq \sqrt{\frac{1}{\nu(v)}}$. When the above bound is attained one says that $v$ is minimal, and the valuative Nagata conjecture states that $v$ is minimal when it is a very general valuation and $[\nu(v)]^{-1} \geq 9$ (see [25]).

This valuative conjecture was only stated in the above terms and, as far as we know, no extension to other surfaces has been studied. In light of the multiple and interesting statements of the Nagata conjecture we give, in the forthcoming Conjecture C several parallel statements for the valuative Nagata conjecture. In order to increase the generality of our results, this paper considers a smooth (complex) projective surface $S$, a divisorial valuation $\nu$ of $S$ (where $r$ is the number of infinitely near points of the configuration of centers of $\nu_r$) and an ample divisor $D$ on $S$. In this setting we consider the Seshadri-type constant $\hat{\mu}_D(v_r)$ (see (7)) and, in Definition 3.1, we introduce a natural valuative Seshadri constant $\epsilon(D, v_r)$. Lemma 3.6 proves that our definition extends that of one point Seshadri constant and gives rise to an ampleness criterion for divisors on smooth projective surfaces involving divisorial valuations of those surfaces (Theorem 3.8).

The first main result in this paper is the following one (Theorem 3.12 of the paper), which gives several characterizations of minimal divisorial plane valuations of smooth projective surfaces with respect to ample divisors (Definition 2.4).

**Theorem A.** Let $D$ be an ample divisor on a smooth projective surface $S$ and $v_r$ a divisorial valuation of $S$. Set $\mathcal{C}_{v_r} = \{ p_i \}_{i=1}^r$ the configuration of centers of $v_r$, $\tilde{S}$ the surface defined by the divisorial valuation $v_r$ and $\nu$ the valuation defined by the flag $\{ \tilde{S} \supset E_r \supset \{ q \} \}$, where $E_r$ is the exceptional divisor which defines $v_r$ and $q$ is a closed point of $E_r$. Denote by $\mathcal{G}_D(v)$ the triangle $\mathcal{C}_v \cap \mathcal{H}_D(v_r)$, $\mathcal{C}_v$ being the cone generated by the value semigroup of $\nu$ and $\mathcal{H}_D(v_r)$ the half-plane $\mathcal{H}_D(v_r) := \{(x, y) \mid 0 \leq x \leq \hat{\mu}_D(v_r)\}$, see Proposition 2.17. Then, the following statements are equivalent:

(a) The divisorial valuation $v_r$ is minimal with respect to $D$.
(b) The Newton-Okounkov body of $D$ with respect to $\nu$ coincides with the triangle $\mathcal{G}_D(v)$.
(c) The $\mathbb{R}$-divisor

$$P_\mu := D^* - \frac{\hat{\mu}_D(v_r)}{[\nu(v_r)]^{-1}} \sum_{i=1}^r v_r(m_i) \cdot E_i^*$$

is nef and satisfies that $P_\mu^2 = 0$, where $m_i$ is the maximal ideal corresponding to the closed point $p_i$, $v_r(m_i) = \min \{ v_r(f) \mid f \in m_i \setminus \{0\} \}$ and $E_i^*$ denotes the pull-back on $\tilde{S}$ of the exceptional divisor $E_i$ created by blowing up at $p_i$.
(d) It holds that $\hat{\mu}_D(v_r) = \nu(D, v_r)[\nu(v_r)]^{-1}$.
(e) The segment $\{ [D^* - tE_i] \mid 0 \leq t \leq \hat{\mu}_D(v_r) \}$ crosses only one Zariski chamber of the big cone of $\tilde{S}$.
(f) It holds that

$$\epsilon(D, v_r) = \sqrt{\frac{D^2}{[\nu(v_r)]^{-1}}}.$$
Theorem A is complemented with the following result (Theorem 3.15) on submaximal curves in this context (see Definition 3.17).

**Theorem B.** Let $D$ be an ample divisor on a smooth projective surface $S$ and $\nu_r$ a divisorial valuation of $S$. If $\nu_r$ is not minimal with respect to $D$, then there exists an integral curve $C$ on $S$ with $\nu_r(\varphi_C) > 0$, $\varphi_C$ being the germ of $C$ at the first point $p_1$ of the configuration of $\nu_r$, such that

$$\frac{D \cdot C}{\nu_r(\varphi_C)} = \varepsilon(D, \nu_r) < \sqrt{\frac{D^2}{[\text{vol}(\nu_r)]^{-1}}}.$$  

Moreover, if there exists an integral curve $C$ such that $\nu_r(\varphi_C) > 0$ and

$$\frac{D \cdot C}{\nu_r(\varphi_C)} < \sqrt{\frac{D^2}{[\text{vol}(\nu_r)]^{-1}}} ,$$

then the valuation $\nu_r$ is not minimal with respect to $D$.

Theorems A and B could be regarded as analogue statements, in the valuative setting, to those related to the Nagata conjecture and involving Seshadri constants, submaximal curves and wonderful rays. Moreover, in Proposition 3.21, we prove that, when $\nu_r$ is not minimal with respect to $D$, the Picard number of $S$, $\rho(S)$, is a bound on the number $n$ of submaximal curves which compute $\varepsilon(D, \nu_r)$ (Definition 3.7). Furthermore, $2 + \rho(S) - n$ is a bound on the number of Zariski chambers that the segment \{\([D^* - tE_r] \mid 0 \leq t \leq \hat{\mu}_D(\nu_r)\}\} crosses (see Corollary 3.22).

When $S = \mathbb{P}^2$ and $D = L$, we give in Corollary 3.14 several equivalent statements to the valuative Nagata conjecture (for divisorial valuations):

**Conjecture C.** Let $\nu_r$ be a very general divisorial valuation of $\mathbb{P}^2$ with normalized volume $\text{vol}^N(\nu_r)$. Denote by $L$ a general projective line on $\mathbb{P}^2$ and by $\mathbb{P}^2$ the surface defined by the valuation $\nu_r$. If $[\text{vol}^N(\nu_r)]^{-1} \geq 9$, then the following equivalent properties are satisfied:

(a) The divisorial valuation $\nu_r$ is minimal (with respect to $L$).
(b) If $v$ is any exceptional curve valuation defined by a flag $\{\mathbb{P}^2 \supset E_r \supset \{q\}\}$, where $E_r$ is the exceptional divisor defining $\nu_r$ and $q$ is any closed point of $E_r$, then the Newton-Okounkov body of $L$ with respect to $v$ coincides with the triangle $\Sigma_L(v)$, see Proposition 2.11.
(c) The $\mathbb{R}$-divisor

$$P_\mu := L^* - \frac{\hat{\mu}(\nu_r)}{[\text{vol}(\nu_r)]^{-1}} \sum_{i=1}^k \nu_r(m_i) \cdot E_i^*$$

is nef and satisfies that $P_\mu^2 = 0$.
(d) It holds that $\hat{\mu}(\nu_r) = \varepsilon(L, \nu_r)[\text{vol}(\nu_r)]^{-1}$.
(e) The segment \{\([L^* - tE_r] \mid 0 \leq t \leq \hat{\mu}_L(\nu_r)\}\} crosses only one Zariski chamber of the big cone of $\mathbb{P}^2$. 


(f) It holds that 

\[ \varepsilon(L, \nu_r) = \sqrt{\frac{1}{\text{vol}(\nu_r)^{-1}}} \].

(g) There is no submaximal curve computing the constant \( \varepsilon(L, \nu_r) \).

In addition, in Corollary 3.20 we prove that in this last case \( (S = \mathbb{P}^2, D = L) \) it holds that \( \varepsilon(L, \nu) = \frac{1}{\mu(\nu)} \), and we determine a bound for the valuative Seshadri constant that depends only on the dual graph of \( \nu_r \) and the value \( \nu_r(\phi_H) \) of a tangent line \( H \) to \( \nu_r \).

Apart from the introduction, the paper is structured in two sections. Section 2 introduces the information to develop Section 3 which contains our results. It is divided into two subsections, Subsection 3.1 on Seshadri constants and Subsection 3.2 which studies minimality of valuations.

As mentioned, we conclude by posing the following valuative Nagata-type problem: To determine (only combinatorial if possible) conditions for a very general divisorial plane valuation of a smooth surface \( S \) and an ample divisor \( D \) on \( S \) implying the minimality of the valuation with respect to \( D \) (and, therefore, those equivalent statements given in Theorem A).

2. Preliminaries

We devote this section to introduce some of the ingredients we will use in our results. We also recall some properties concerning them.

2.1. Convex cones associated to surfaces. Let \( S \) be a smooth (complex) projective surface. Denote by \( \text{Pic}(S) \) the Picard group of \( S \) and by \( \text{Num}(S) \) the quotient group given by the classes of \( \text{Pic}(S) \) modulo numerical equivalence. Let \( \text{Num}_\mathbb{R}(S) \) be the \( \mathbb{R} \)-vector space \( \text{Num}(S) \otimes \mathbb{R} \) and \( \cdot \) the pairing induced by the intersection product in \( \text{Pic}(S) \). Set \( \text{NE}(S) \subset \text{Num}_\mathbb{R}(S) \) the effective cone (or cone of curves) of \( S \), that is, the convex cone generated by the numerical equivalence classes of effective divisors on \( S \), and denote its closure by \( \overline{\text{NE}}(S) \), usually named the Mori cone of \( S \). The divisors whose classes belong to \( \overline{\text{NE}}(S) \) are called pseudoeffective. Moreover, denote by \( \text{Nef}(S) \) (respectively, \( \text{Big}(S) \)) the convex cone in \( \text{Num}_\mathbb{R}(S) \) generated by the classes of nef (respectively, big) divisors on \( S \).

Zariski chambers are the subcones \( \Sigma_P \) of the decomposition of the cone \( \text{Big}(S) \):

\[ \text{Big}(S) = \bigcup_{P \ \text{big and nef}} \Sigma_P, \]

defined as

\[ \Sigma_P = \{ [D] \in \text{Big}(S) \mid \text{Neg}(D) = \text{Null}(P) \}, \]

where

\( \text{Neg}(D) = \text{Null}(P) \) are the negative and null cones, respectively.
Neg($D$) := \{ $C$ | $C$ is an irreducible component of $N_D$\} and Null($D$) := \{ $C$ | $C$ is an irreducible curve with $C \cdot D = 0$\}.

Notice that Neg($D$) ∪ Null($D$) ⊂ Null($P_D$), where the union may be disjoint or not.

Fix an ample divisor $H$ on $S$ and define

$$Q(S) := \left\{ [D] \in \text{Num}_{\mathbb{R}}(S) \mid [D]^2 \geq 0 \text{ and } [D] \cdot [H] \geq 0 \right\}.$$ 

Then, one has the chain of inclusions Nef($S$) ⊂ $Q(S)$ ⊂ $\overline{\text{NE}}(S)$ and also the following result:

**Proposition 2.1.** Let $S$ be a smooth projective surface and $D$ a divisor on $S$. Then, the self-intersection of $D$ is positive if and only if $D \cdot x > 0$ for any $x \in Q(S) \setminus \{0\}$.

**Proof.** By Hodge index theorem ([36, Chapter V, Theorem 1.9]), there exists a basis $B = \{ h_0, h_1, \ldots, h_n \}$ of $\text{Num}_{\mathbb{R}}(S)$ such that $h_0$ is a (real) multiple of $[H]$, $h_0^2 = 1$, $h_0 \cdot h_i = 0$ and $h_i \cdot h_j = -\delta_{ij}$, for $1 \leq i, j \leq n$, where $\delta_{ij}$ is the Kronecker delta. Consider $x \in Q(S) \setminus \{0\}$ and let $(x_0, x_1, \ldots, x_n)$ be its vector of coordinates in the basis $B$. Since $x \in Q(S) \setminus \{0\}$, it holds that $x_0 > 0$. Set $\mathbf{y} = (y_1, y_2, \ldots, y_n) \in \mathbb{R}^n$ such that $y_i = x_i / x_0$, for $1 \leq i \leq n$.

Notice that the condition $D \cdot x > 0$ for any $x \in Q(S) \setminus \{0\}$ is equivalent to the fact that $\sum_{i=1}^n y_i d_i < d_0$ for any $\mathbf{y} \in \mathbb{R}^n$ satisfying the inequality $\sum_{i=1}^n y_i^2 \leq 1$, where $(d_0, d_1, \ldots, d_n)$ are the coordinates of $[D]$ in the basis $B$. Let $f: \mathbb{R}^n \to \mathbb{R}$ be the map $f(y_1, y_2, \ldots, y_n) = \sum_{i=1}^n d_i y_i$. Lagrange multipliers method proves that $\sqrt{\sum_{i=1}^n d_i^2}$ is the maximum of $f$ under the restriction $\sum_{i=1}^n y_i^2 \leq 1$. Consequently, $D^2 > 0$ (that is, $\sum_{i=1}^n d_i^2 < d_0^2$) if, and only if, $\sum_{i=1}^n y_i d_i < d_0$ for any $\mathbf{y} \in \mathbb{R}^n$ such that $\sum_{i=1}^n y_i^2 \leq 1$, which proves the result. \[ \square \]

Let $W$ be a convex cone of $\text{Num}_{\mathbb{R}}(S)$ and denote by $W^\vee$ its dual cone. For any element $z \in W$, set $\{z\}^\perp = \{ x \in \text{Num}_{\mathbb{R}}(S) \mid z \cdot x = 0 \}$. Subcones of the form $W \cap \{z\}^\perp$, for some $z \in W^\vee$, are named faces of $W$. A face $\mathcal{F}$ of $W$ is said to be extremal if, for any pair of elements $z_1, z_2 \in W \setminus \{0\}$ such that $z_1 + z_2 \in \mathcal{F}$, it holds that $z_1, z_2 \in \mathcal{F}$. A one-dimensional extremal face is an extremal ray.

By [39, Lemma 1.22], if $C$ is an irreducible curve on a surface $S$ such that $C^2 \leq 0$, then its numerical equivalence class belongs to the boundary of $\overline{\text{NE}}(S)$. In addition, if $C^2 < 0$, its class generates an extremal ray of $\overline{\text{NE}}(S)$.

The following result about extremal rays of $\overline{\text{NE}}(S)$ will be useful, see [11, Lemma 1.2] or [22, Proposition 3] for a proof.

**Proposition 2.2.** Every Cauchy sequence of extremal rays of the Mori cone $\overline{\text{NE}}(S)$ converges to a ray in the boundary of $Q(S)$.

2.2. **Plane valuations.** Let $R$ be a two-dimensional local regular ring and $m$ its maximal ideal. Denote by $K$ the quotient field of $R$ and set $K^* = K \setminus \{0\}$. A valuation $\nu$ of $K$ is a surjective map $\nu: K^* \to G$, where $G$ is a totally ordered commutative group (the group of values of $\nu$), such that, for $f, g \in K^*$, it satisfies

$$\nu(f + g) \geq \min\{\nu(f), \nu(g)\} \text{ and } \nu(fg) = \nu(f) + \nu(g).$$
\( R_v := \{ f \in K^* \mid v(f) \geq 0 \} \cup \{0\} \) is a local ring named the valuation ring of \( v \), whose maximal ideal is \( m_v := \{ f \in K^* \mid v(f) > 0 \} \cup \{0\} \). When the equality \( R \cap m_v = m \) holds, \( v \) is centered at \( R \) and it is called a plane valuation.

Zariski introduced an interesting geometric perspective of plane valuations.

**Theorem 2.3.** Plane valuations (up to equivalence) of \( K \) centered at \( R \) correspond one-to-one to simple sequences of point blowups of the scheme \( \text{Spec} R \).

Let \( v \) be a plane valuation. By Theorem 2.3, \( v \) determines a simple sequence of blowups:

\[
\pi : \cdots \to T_n \xrightarrow{\pi_n} T_{n-1} \to \cdots \to T_1 \xrightarrow{\pi_1} T = \text{Spec} R,
\]

(1)

where \( \pi_1 \) is the blowup at the closed point \( p = p_1 \in T \) defined by the maximal ideal \( m_1 = m \) and \( \pi_{i+1}, i \geq 1 \), is the blowup at the unique closed point \( p_{i+1} \in T_i \) that belongs to the exceptional divisor \( E_i \) created by \( \pi_i \) and such that the plane valuation \( v \) is centered at \( \mathcal{O}_{T_i,p_{i+1}} \). This type of sequences, where each blowup is performed at a point of the last created exceptional divisor, are named simple.

The set \( \mathcal{C}_v := \{ p_i \}_{i \geq 1} \) is called the configuration of centers of \( v \). We say that \( p_i \) is proximate to \( p_j, i > j \), (denoted \( p_i \to p_j \)) when \( p_i \in E_j \), where \( E_j \) is either the exceptional divisor obtained by blowing up \( p_j \) or any of its strict transforms. Moreover, a center \( p_i \) is called satellite if there exists \( j < i - 1 \) satisfying \( p_i \to p_j \); otherwise, it is called free.

The dual graph \( \Gamma_v \) of a plane valuation \( v \) is a (possibly infinite) labelled tree whose vertices represent the set of exceptional divisors created by the sequence of blowups (1) and two vertices are joined by an edge if and only if the associated divisors intersect. A label \( i \) is attached to each vertex corresponding to the exceptional divisor \( E_i \). Denote by \( \{ E_l \}_{0 \leq j \leq g} \), with \( l_0 < l_1 < \cdots < l_g \), the set of exceptional divisors (different from the last one when \( \mathcal{C}_v \) is finite) whose associated vertices in \( \Gamma_v \) have degree 1 and, when \( \mathcal{C}_v \) is finite, set \( E_{l_{g+1}} \) the last exceptional divisor.

Spivakovsky in [51] classifies plane valuations into five types according to the shape of their dual graphs. We are interested in two of them: divisorial and exceptional curve valuations (using the terminology of [20]).

Specifically, a divisorial valuation is a plane valuation whose configuration of centers is finite. Usually we denote these valuations by \( v_n \), where \( n \) is the cardinality of its configuration of centers. The group of values of any divisorial valuation is isomorphic to \( \mathbb{Z} \).

In addition, \( v_n \) can be computed as \( v_n(f) = c \cdot \text{ord}_{E_n}(f), f \in K^* \), where \( c \in \mathbb{R} \setminus \{0\} \) and \( E_n \) is the last exceptional divisor created by the sequence of blowups (1) associated to \( v_n \). Different values of \( c \) give rise to equivalent valuations. Throughout this work, we assume \( c = 1 \) when we refer to \( v_n \). Set \( v_n(m) := \min \{ v_n(f) \mid f \in m \setminus \{0\} \} \); the equivalent valuation to \( v_n \) given by \( c = 1/v_n(m) \) is called the normalized valuation of \( v_n \) and denoted by \( v_{n}^{\text{N}} \).

An exceptional curve valuation is a plane valuation whose configuration of centers is infinite and there exists a center \( p_{r} \) such that all the centers \( p_{i}, i > r \), are proximate to \( p_{r} \). Its group of values is isomorphic to \( \mathbb{Z}^2_{\text{lex}} \) (lexicographically ordered).

2.2.1. Some invariants of plane divisorial valuations. In this subsection we recall two of the invariants which have been considered for studying plane divisorial valuations [51,13].
Let \( v_n \) be a divisorial valuation and \( G_{v_n} = \{ p_i \}_{i=1}^n \) its configuration of centers. Denote by \( m_i \) the maximal ideal corresponding to the closed point \( p_i \), \( i \geq 1 \). Define \( v_n(m_i) := \min \{ v_n(f) \mid f \in m_i \setminus \{ 0 \} \} \). The sequence of values of \( v_n \) is the ordered set \((v_n(m_i))_{i=1}^n\). It satisfies the proximity equalities \([7, \text{Theorem } 8.1.7]\):

\[
v_n(m_i) = \sum_{p_j \to p_i} v_n(m_j), \quad i \geq 1,
\]

when the set \( \{ p_j \in G_{v_n} \mid p_j \to p_i \} \) is not empty. In addition, using the Noether formula for valuations \([7, \text{Theorem } 8.1.6]\), the value \( v_n(f), f \in R \), can be computed from the sequence of values of \( v_n \), the multiplicity of \( f \) at \( p_1 \), \( \text{mult}_{p_1}(f) \), and the multiplicities \( \text{mult}_{p_i}(f) \) of the strict transforms of \( f \) on \( T_{i-1} \) at \( p_i \), \( i \geq 2 \):

\[
v_n(f) = \sum_{i=1}^n v_n(m_i) \text{mult}_{p_i}(f).
\]

Now, let \( v \) be an exceptional curve valuation. Then \( G_v = \{ p_i \}_{i \geq 1} \) and there is a positive integer \( r \) such that \( p_i \to p_r \) for all \( i > r \). It holds that \( v(m_r) = (a, b) \) and \( v(m_i) = (0, c) \) for all \( i > r \), for some \( a, b, c \in \mathbb{Z}, a, c > 0 \); the remaining elements of its sequence of values (defined as in the divisorial case but with infinitely many elements) are uniquely determined by the above pairs by using the proximity equalities, which also work for exceptional curve valuations (see \([13]\)).

Consider again a divisorial valuation \( v_n \). Denote by \( \phi_i, 1 \leq i \leq n \), an analytically irreducible germ of curve at \( p \) whose strict transform on \( T_i \) is transversal to \( E_i \) at a general point of the exceptional locus. Define \( \overline{\beta}_i(v_n) := v_n(\phi_i), 0 \leq i \leq g + 1 \). Then, the ordered set \( (\overline{\beta}_i(v_n))_{i=0}^{g+1} \) is named the sequence of maximal contact values of \( v_n \). By \([51, \text{Remark } 6.1]\), the set \( (\overline{\beta}_i(v_n))_{i=0}^{g+1} \) minimally generates the semigroup of values of \( v_n \), \( S(v_n) = v_n(R \setminus \{ 0 \}) \). By \([26, \text{Remark } 2.3]\), the value \( \overline{\beta}_{g+1}(v_n) \) coincides with the inverse of the volume of \( v_n \), \( [\text{vol}(v_n)]^{-1} \), which is defined as

\[
\text{vol}(v_n) := \lim_{\alpha \to \infty} \frac{\text{length}(R/\mathcal{P}_\alpha)}{\alpha^2/2},
\]

\( \mathcal{P}_\alpha \) being the ideal \( \mathcal{P}_\alpha = \{ f \in R \setminus \{ 0 \} \mid v_n(f) \geq \alpha \} \cup \{ 0 \} \). In addition, since \( \text{mult}_{p_i}(\phi_n) = v_n(m_i) \) for all \( i = 1, 2, \ldots, n \), it holds that

\[
\overline{\beta}_{g+1}(v_n) = \sum_{i=1}^n v_n(m_i)^2,
\]

as a consequence of the Noether formula \([3]\). Finally, we define the normalized volume of \( v_n, \text{vol}^N(v_n) \), as the volume of the normalized valuation \( v_n^N \), that is,

\[
\text{vol}^N(v_n) := \text{vol}(v_n^N) = \frac{\overline{\beta}_0^2(v_n)}{\overline{\beta}_{g+1}(v_n)}.
\]

2.3. Seshadri-type constants for divisorial valuations. Let \( S \) be a smooth projective surface and \( p \) a closed point of \( S \). Let \( R = \mathcal{O}_{S,p} \) and consider \( v_n \) a divisorial valuation of
the quotient field of $R$ centered at $R$. As showed in (1), $v_n$ defines a finite simple sequence of $n$ blowups, $n \geq 1$,

$$\pi : \tilde{S} := S_n \xrightarrow{\pi_n} S_{n-1} \to \cdots \to S_1 \xrightarrow{\pi_1} S,$$  \(6\)

where $p_1 = p$ is the center of the first blowup and $S_i$, $1 \leq i \leq n$, is a smooth projective surface. The valuation $v_n$ is also defined by the sequence (6). For simplicity, we say that $v_n$ is a divisorial valuation of $S$.

From now on we will keep the notation of the preceding section, denoting by $E_i$ the exceptional divisor created by the blowup $\pi_i$, $1 \leq i \leq n$. In addition, abusing the notation, we will also denote by $E_i$ its strict transform on any of the surfaces $S_j$ with $j > i$ (in particular, on $\tilde{S}$).

For a big divisor $D$ on $S$, the Seshadri-type constant $\hat{\mu}_D(v_n)$ of $v_n$ relative to $D$ is defined as follows:

$$\hat{\mu}_D(v_n) := \lim_{m \to \infty} \max \left\{ \frac{v_n(f)}{m} \mid f \in H^0(S, O_S(mD)) \right\}.$$  \(7\)

This constant was introduced in [6] in greater generality. Notice that

$$\hat{\mu}_D(v_n) = \sup_{m \geq m_0} \frac{\max \left\{ v_n(f) \mid f \in H^0(S, O_S(mD)) \right\}}{m}$$

for any choice of $m_0 \geq 1$ such that $H^0(S, O_S(mD)) \neq 0$ for all $m \geq m_0$ (see [6] Lemma 2.6). Set $\hat{\mu}_D^N(v_n) := \hat{\mu}_D(v_n^N)$, where $v_n^N$ is the normalization of $v_n$. The Seshadri-type constant (or its normalized version) admits the following bound (see [6]):

$$\hat{\mu}_D(v_n) \geq \sqrt{\frac{\text{vol}_S(D)}{\text{vol}(v_n)}} \quad \text{or, equivalently,} \quad \hat{\mu}_D^N(v_n) \geq \sqrt{\frac{\text{vol}_S(D)}{\text{vol}^N(v_n)}}.$$  \(8\)

where

$$\text{vol}_S(D) := \limsup_{m \to \infty} \frac{h^0(S, mD)}{m^2/2}$$  \(9\)

is named the volume of $D$.

**Definition 2.4.** A divisorial valuation $v_n$ of $S$ is called minimal with respect to a big divisor $D$ on $S$ if

$$\hat{\mu}_D(v_n) = \sqrt{\frac{\text{vol}_S(D)}{\text{vol}(v_n)}} \quad \text{or, equivalently,} \quad \hat{\mu}_D^N(v_n) = \sqrt{\frac{\text{vol}_S(D)}{\text{vol}^N(v_n)}}.$$ 

**Remark 2.5.** Equality (7) shows that the Seshadri-type constant $\hat{\mu}_D(v_n)$ satisfies the homogeneous property. That is,

$$\hat{\mu}_{dD}(v_n) = d\hat{\mu}_D(v_n),$$

for any positive integer $d$. As a consequence, a divisorial valuation $v_n$ of $\mathbb{P}^2$ is minimal with respect to any big divisor $D$ on $\mathbb{P}^2$ if and only if it is minimal in the sense of [15] and [25].
2.4. Newton-Okounkov bodies of exceptional curve valuations. Let $Y$ be a smooth (complex) projective surface. A flag of $Y$ is a sequence

$$C_{\bullet} := \{Y \supset C \supset \{q\}\},$$

where $C$ is a smooth irreducible curve on $Y$ and $q$ a closed point of $C$. The point $q$ is called center of $C_{\bullet}$.

In what follows we will consider flags of the following type:

$$E_{\bullet} := \{\tilde{S} = S_r \supset E_r \supset \{p_{r+1}\}\},$$

(10)

where $\tilde{S} = S_r$ is the surface defined by a finite simple sequence of blowups as in (6), $E_r$ is the last created exceptional divisor and $p_{r+1}$ is the center of $E_{\bullet}$. A flag as above defines and is defined by an exceptional curve valuation $\nu$ (see [26]). Its configuration of centers $C_{\nu} = \{p_i\}_{i \geq 1}$ satisfies that the set $\{p_i\}_{i \geq 1}$ is the configuration of centers of the divisorial valuation $\nu$, defined by the exceptional divisor $E_r$, and the remaining centers $p_i$, $i > r$, are proximate to $p_r$. Notice that, if $p_{r+1}$ is a satellite point, there exists a positive integer $\eta \neq r$ such that $p_{r+1} \in E_\eta \cap E_r$.

Following [26] Section 3.2], the exceptional curve valuation associated to $E_{\bullet}$, $\nu := \nu_{E_{\bullet}}$, is a valuation of rank 2 such that, for $f \in \mathcal{O}_{S,p_1}, \nu_{E_{\bullet}}(f) = (v_1(f), v_2(f))$ with $v_1(f) := \nu_r(f)$ and $v_2(f) := \nu_\eta(f) + \sum p_i \rightarrow p_r \text{ mult}_{p_i}(f)$, where $\nu_\eta$ is the divisorial valuation defined by the exceptional divisor $E_\eta$ when $p_{r+1}$ is satellite and $\nu_\eta(f) = 0$, otherwise. The value group of $\nu$ is $\mathbb{Z}^2$, and $\nu(m_r) = (1,0)$ and $\nu(m_{r+1}) = (0,1)$.

For $j = r, \eta$, consider the sequence $(\{\tilde{\beta}_i(v_j)\})_{i=0}^{g^*}$ of maximal contact values of $v_j$. Denote by $S_\nu$ the semigroup of values of the exceptional curve valuation $\nu$. Write $g^* + 1$ the minimal number of generators of $S_\nu$. If $p_r$ and $p_{r+1}$ are satellite points, then it holds that $g^* = g$. Otherwise, $g^* = g + 1$. The semigroup $S_\nu$ is minimally generated by the set $\{\tilde{\beta}_i(v_j)\}_{i=0}^{g^*},$ where $\tilde{\beta}_i(v_j) = (\tilde{\beta}_i(v_\eta), \tilde{\beta}_i(v_r)), 0 \leq i \leq g^*$, (respectively, $\tilde{\beta}_i(v) = (\tilde{\beta}_i(v_r), 0), 0 \leq i \leq g^* - 1$, and $\tilde{\beta}_g^*(v) = (\tilde{\beta}_g + 1(v_r), 1)$, when $p_{r+1}$ is a satellite (respectively, free) point (see [13, 26]).

The following result uses the following ordering on the vertices of the dual graph of $v_r: \alpha \preceq \beta$ if there exists a path on the graph $\Gamma_\nu$ from 1 to $\beta$ passing through $\alpha$.

Lemma 2.6. [26] Proposition 2.5 and Lemma 3.9] Keep the notation introduced before. Assume that $p_{r+1}$ is the satellite point $E_\eta \cap E_r, \eta \neq r$. Then,

(a) It holds that

$$\tilde{\beta}_{g+1}(v_r) = \frac{\tilde{\beta}_{g^*}(v_\eta)}{\tilde{\beta}_g^*(v_r)} - \frac{\tilde{\beta}_0(v_\eta)}{\tilde{\beta}_0(v_r)}^{-1}.$$

(b) Denote by $\phi_\eta$ an analytically irreducible element in $\mathcal{O}_{S,p}$, whose strict transform on $\tilde{S}$ transversally meets $E_\eta$ at non-singular point.

(1) If $\eta \preceq r$, it holds

$$v_r(\phi_\eta) = \frac{\tilde{\beta}_{g+1}(v_r)}{\tilde{\beta}_g^*(v_r)} \text{ and } v_r(\phi_\eta) + 1 = \frac{\tilde{\beta}_0(v_\eta)}{\tilde{\beta}_0(v_r)}.$$
If \( \eta \not\approx r \), it holds
\[
v_r(\varphi_\eta) = \overline{\beta}_{g+1}(v_r) \cdot \frac{\beta_0(v_r)}{\beta_0(v_r)} \text{ and } v_r(\varphi_\eta) + 1 = \overline{\beta}_{g+1}(v_r) \cdot \frac{\beta_g^*(v_r)}{\beta_g^*(v_r)}.
\]

**Definition 2.7.** Let \( D \) be a big divisor on a smooth projective surface \( S \) and \( v \) an exceptional curve valuation of \( S \). We say that \( v \) is **minimal with respect to** \( D \) when its first component \( v_r \) is minimal with respect to \( D \).

Now we introduce the notion of Newton-Okounkov body in our context and some properties that will be of interest in this paper.

**Definition 2.8.** Let \( v \) be an exceptional curve valuation of \( S \) and \( D \) a big divisor on \( S \). The **Newton-Okounkov body** of \( D \) with respect to \( v \) is defined as
\[
\Delta_v(D) := \bigcup_{m \geq 1} \left\{ \frac{v(f)}{m} \mid f \in H^0(S, mD) \setminus \{0\} \right\},
\]
where the upper line means closed convex hull in \( \mathbb{R}^2 \).

Sometimes \( \Delta_v(D) \) is denoted as \( \Delta_{v_E^*}(D^*) \), where \( D^* \) is the pull-back of \( D \) on the surface \( \tilde{S} \). In addition, \( \Delta_v(D) \) is a polygon (see [41]) and
\[
\text{vol}(D) = \text{vol}_\mathbb{R}(D^*) = 2 \text{vol}_{\mathbb{R}^2}(\Delta_v(D)),
\]
where \( \text{vol}_{\mathbb{R}^2} \) means Euclidean area (see [43]).

The following proposition is a reformulation of Theorem 6.4 in [43] within the framework of this paper.

**Proposition 2.9.** Let \( D \) be a big and nef divisor on a smooth projective surface \( S \). Consider an exceptional curve valuation \( v \) of \( S \) and set \( E_r := \{ \tilde{S} = S_r \supset E_r \supset \{p_{r+1}\} \} \) the flag that \( v \) defines. Let \( D_r = P_t + N_r \) be the Zariski decomposition of the \( \mathbb{R} \)-divisor \( D_r := D^* - tE_r \), \( t \in \mathbb{R} \), and let \( \mu = \mu(D^*, E_r) := \sup\{t > 0 \mid D^* - tE_r \text{ is big} \} \). Then, the Newton–Okounkov body of \( D \) with respect to \( v \) is given by
\[
\Delta_v(D) = \left\{(t, y) \in \mathbb{R}^2 \mid 0 \leq t \leq \mu, \alpha(t) \leq y \leq \beta(t) \right\},
\]
where
\[
\alpha(t) = \text{ord}_{p_{r+1}}(N_r|_{E_r}), \quad \beta(t) = \alpha(t) + (E_r \cdot P_t).
\]

As a consequence we have a geometrical interpretation of the Seshadri-type constant \( \hat{\mu}_D(v_r) \). Although this interpretation is well-known, we include it for the reader’s convenience.

**Proposition 2.10.** Let \( D \) be a big divisor on a smooth projective surface \( S \) and \( v_r \) a divisorial valuation of \( S \) defining a surface \( \tilde{S} \). Denote by \( E_r \) the exceptional divisor which defines \( v_r \) and by \( D^* \) the total transform of the divisor \( D \) on \( \tilde{S} \). Then,
\[
\hat{\mu}_D(v_r) = \mu(D^*, E_r) := \sup\{t > 0 \mid D^* - tE_r \text{ is big} \}.
\]
Proposition 2.12. Equality (10), Definition 2.8 and Proposition 2.9 show the inequality \( \hat{\mu}_D(v_r) \leq \mu(D^*, E_r) \). For the opposite inequality, reasoning by contradiction, we assume that \( \hat{\mu}_D(v_r) < \mu(D^*, E_r) \). Then, there exist positive integers \( a, b \) and \( m \) such that

\[
\hat{\mu}_D(v_r) < \frac{a}{b} \leq \mu(D^*, E_r) \quad \text{and} \quad H^0(S, \mathcal{O}_S(mbD^* - maE_r)) \neq 0.
\]

This implies the existence of a curve \( C \in |mbD| \) such that \( v_r(\varphi_C) \geq ma \) and thus,

\[
\hat{\mu}_D(v_r) < \frac{a}{b} \leq \frac{v_r(\varphi_C)}{b},
\]

which is a contradiction. \( \square \)

The following result, taken from [26, Lemma 3.7], shows that the Newton–Okounkov body of a big divisor \( D \) with respect to an exceptional curve valuation \( v \) is always included in a distinguished triangle.

**Proposition 2.11.** Keep the above notation and let \( v \) be an exceptional curve valuation defined by a flag \( E_\bullet \) as in (10). The Newton–Okounkov body \( \Delta_v(D) \) of a big divisor \( D \) on \( S \) with respect to \( v \) is contained in the triangle \( \Sigma(D)(v) \) whose vertices are

\[
(0, 0), \quad \left( \hat{\mu}_D(v_r), \frac{\hat{\mu}_D(v_r)\overline{\beta}_0(v_\eta)}{\overline{\beta}_0(v_r)} \right) \quad \text{and} \quad \left( \hat{\mu}_D(v_r), \frac{\hat{\mu}_D(v_r)\overline{\beta}_{g^*}(v_\eta)}{\overline{\beta}_{g^*}(v_r)} \right)
\]

if \( p_{r+1} \) is the satellite point \( E_\eta \cap E_r \), \( \eta \neq r \), and

\[
(0, 0), \quad (\hat{\mu}_D(v_r), 0) \quad \text{and} \quad \left( \hat{\mu}_D(v_r), \frac{\hat{\mu}_D(v_r)}{\overline{\beta}_{g+1}(v_r)} \right),
\]

otherwise \( (p_{r+1} \text{ is free}) \).

The following result describes an interesting property concerning the shape of Newton–Okounkov bodies with respect to exceptional curve valuations. It can be deduced from results by Küronya, Lozovanu and Maclean [41], and Roé and Szemberg [50]. See [44, Theorem 2.6] for this formulation.

**Proposition 2.12.** Let \( D \) be a big divisor on a smooth projective surface \( S \) and consider the flag \( E_\bullet = \{ \tilde{S} \supset E_r \supset \{ p_{r+1} \} \} \). Consider the \( \mathbb{R} \)-divisors \( D_t = D - tE_r, 0 \leq t \leq \hat{\mu}_D(v_r), \) with Zariski decompositions \( D_t = P_t + N_t \), and let \( \alpha(t), \beta(t) \) be the maps given in Proposition 2.9. Then, either the map \( \alpha(t) \) or the map \( \beta(t) \) has a point of non-differentiability at \( t = t_0 \) if and only if the negative part of \( D_t \) acquires one or more irreducible components at \( t_0 \), i.e., for every \( \varepsilon > 0 \) the supports of \( N_{t_0} \) and \( N_{t_0+\varepsilon} \) differ.

**Remark 2.13.** As explained in [44, page 7] (see also [40, Remark 1.5]), we emphasize the following fact: the negative part of \( D_t \) acquires one or more irreducible components at \( t_0 \) if and only if \( [D_t] \), where \( t_0 - \varepsilon < t < t_0 + \varepsilon \) and \( \varepsilon > 0 \), crosses from one Zariski chamber to another.
3. THE VALUATIVE NAGATA CONJECTURE FOR PLANE DIVISORIAL VALUATIONS

The valuative Nagata conjecture [15, 25] states that, if $v_r$ is a very general real plane valuation of $\mathbb{P}^2$ such that $[\text{vol}^N(v_r)]^{-1} \geq 9$, then $v_r$ is minimal. In [25] it was proved that this conjecture implies the classical Nagata conjecture and it is implied by the Greuel-Lossen-Shustin conjecture [28, Conjecture 4.7.11]. This section considers a smooth (complex) projective surface $S$, an ample divisor $D$ on $S$ and a divisorial valuation $v_r$ of $S$. As a main result, we prove the existence of several equivalent statements to the minimality of $v_r$ with respect to $D$, which provides several equivalent statements to the valuative Nagata conjecture in terms of interesting algebraic and geometric tools.

The Seshadri constant is an important invariant very related to the classical Nagata conjecture. In the next subsection we introduce a notion of Seshadri constant for a divisorial valuation of a smooth projective surface. We will see that this constant naturally extends the concept of one point Seshadri constant.

3.1. Seshadri constant for a divisorial valuation of a smooth projective surface. Let $S$ be a smooth projective surface over the field of complex numbers and keep the notation introduced in the previous section.

**Definition 3.1.** Let $D$ be a nef divisor on $S$ and consider a divisorial valuation $v_r$ defined by a sequence of $r$ blowups, $\pi$, as in (6). Then, the Seshadri constant of $D$ with respect to the valuation $v_r$ is defined as the value

$$
\varepsilon(D, v_r) = \varepsilon(S, D, v_r) := \sup \left\{ t \geq 0 \mid D^* - t \sum_{i=1}^r v_r(m_i)E_i^* \text{ is nef on } \tilde{S} \right\},
$$

where $\tilde{S}$ is the surface defined by $v_r$ and $D^*$ (respectively, $E_i^*$) the total transform on $\tilde{S}$ of $D$ (respectively, the exceptional divisor $E_i$ defined by $\pi$).

**Remark 3.2.** Notice that, if $r > 1$, the $\mathbb{R}$-divisor $D^* - t \sum_{i=1}^r v_r(m_i)E_i^*$ is nef but not ample for the values $t < \varepsilon(D, v_r)$ since its intersection product with the strict transform of any exceptional divisor $E_i$, $1 \leq i < r$, vanishes. As a result, under these conditions, the class in $\text{Num}_{\mathbb{R}}(\tilde{S})$ of $D^* - t \sum_{i=1}^r v_r(m_i)E_i^*$ belongs to the boundary of $\text{Nef}(\tilde{S})$.

**Remark 3.3.** The Seshadri constant $\varepsilon(D, v_r)$ satisfies the homogeneous property:

$$
\varepsilon(mD, v_r) = m \varepsilon(D, v_r), \text{ for } m \in \mathbb{Z} \text{ and } m \geq 0.
$$

**Remark 3.4.** By (5), the following upper bound holds:

$$
\varepsilon(D, v_r) \leq \sqrt{\frac{D^2}{\beta_{g+1}(v_r)}}. \quad (12)
$$

In addition, when $r = 1$, $\varepsilon(D, v_r) = \varepsilon(D, p)$, $\varepsilon(D, p)$ being the Seshadri constant of $D$ at the point $p \in S$ where the divisorial valuation $v_r$ is centered, cf. [42, Definition 5.1.1].

**Definition 3.5.** The Seshadri constant $\varepsilon(D, v_r)$ is said to be maximal whenever Inequality (12) is an equality. Otherwise, $\varepsilon(D, v_r)$ is named submaximal.

The following result provides an equivalent definition for $\varepsilon(D, v_r)$. The idea of the proof comes from [35, Exercise I.4.9].
Lemma 3.6. Let $D$ be a nef divisor on $S$ and $v_r$ a divisorial valuation of $S$. Then

$$
\varepsilon(D, v_r) = s_1 := \inf \left\{ \frac{D \cdot C}{v_r(\varphi_C)} \mid C \text{ is a curve on } S \text{ such that } v_r(\varphi_C) > 0 \right\}
$$

$$
= s_2 := \inf \left\{ \frac{D \cdot C}{v_r(\varphi_C)} \mid C \text{ is an integral curve on } S \text{ such that } v_r(\varphi_C) > 0 \right\}.
$$

Proof. We first prove the equality $\varepsilon(D, v_r) = s_1$. Consider the $\mathbb{R}$-divisor

$$
D_{s_1} = D^* - s_1 \sum_{i=1}^{r} v_r(m_i) E_i^*
$$

on $\tilde{S}$. It holds that $D_{s_1}$ is nef. Indeed, one has that

$$
s_1 \leq \frac{D^* \cdot C^*}{v_r(\varphi_C)}
$$

for any curve $C$ on $S$ such that $v_r(\varphi_C) > 0$, where $C^*$ denotes the total transform of $C$ on $\tilde{S}$. Then, by (3), $D_{s_1} \cdot \tilde{C} \geq 0$ for every curve $C$ on $S$, since $D$ is nef on $S$. Moreover, by (2), $D_{s_1} \cdot E_i \geq 0$ for $1 \leq i \leq r$. Therefore, we deduce that $D_{s_1}$ is nef and $s_1 \leq \varepsilon(D, v_r)$. To finish the proof of our first equality, it remains to show that $s_1 \geq \varepsilon(D, v_r)$. Reasoning by contradiction, consider a positive real number $t$ such that $s_1 < t < \varepsilon(D, v_r)$. Then,

$$
\left( D^* - t \sum_{i=1}^{r} v_r(m_i) E_i^* \right) \cdot \tilde{C} \geq 0 \text{ and equivalently } D^* \cdot C^* \geq t v_r(\varphi_C),
$$

for all those curves $C$ on $S$ such that $v_r(\varphi_C)$ is positive. Consequently, $s_1 \geq t$ and we obtain the desired contradiction.

To conclude the proof, we are going to show that $s_1 = s_2$. Clearly it suffices to prove that $s_1 \geq s_2$. Set $C$ a curve on $S$ such that $v_r(\varphi_C)$ is positive. This curve can be written as $C = \sum \alpha_i C_i$, for finitely many integral curves $C_i$ and positive integers $\alpha_i$. As a consequence, we have

$$
\frac{D \cdot C}{v_r(\varphi_C)} = \sum_\alpha \frac{D \cdot C_i}{v_r(\varphi_C_i)} \geq \min \left\{ \frac{D \cdot C_i}{v_r(\varphi_C_i)} \right\} \geq s_2,
$$

where the first inequality follows from the fact that

$$
\frac{a_1 + a_2}{b_1 + b_2} \geq \min \left\{ \frac{a_1}{b_1}, \frac{a_2}{b_2} \right\}, \text{ for any positive real numbers } a_1, a_2, b_1 \text{ and } b_2.
$$

Definition 3.7. Keep the notation of the above lemma. We say that an integral curve $C$ on $S$ computes the Seshadri constant $\varepsilon(D, v_r)$ if $v_r(\varphi_C) > 0$ and $\varepsilon(D, v_r) = \frac{D \cdot C}{v_r(\varphi_C)}$.

The following result is an extension of the Seshadri criterion for ampleness on surfaces (see [42, Theorem 1.4.13]) by considering divisorial valuations.
Theorem 3.8. Let $S$ be a smooth projective surface. A divisor $D$ on $S$ is ample if and only if the valuative Seshadri constant $\varepsilon(D, v_r)$ is positive for any point $p \in S$ and any divisorial valuation $v_r$ of $S$ centered at $\mathcal{O}_{S,p}$.

Proof. Fix a divisorial valuation $v_r$ of $S$ as in the statement. Denote by $\tilde{S}$ the surface defined by $v_r$. Fix also an ample divisor $H$ on $\tilde{S}$ and consider the convex cone

$$Q(\tilde{S}) := \{ x \in \text{Num}_{\mathbb{R}}(\tilde{S}) \mid x^2 \geq 0 \text{ and } x \cdot [H] \geq 0 \}$$

defined in Subsection 2.1. Let $D$ be an ample divisor on $S$, we are going to prove that $\varepsilon(D, v_r) > 0$. Consider the set of divisors on $\tilde{S}$, $\{ F_m := mD^* - \sum_{i=1}^r v_r(m_i)E_i^* \}$, where $m$ runs over the positive integers and $D^*$ is the total transform of $D$ on $\tilde{S}$. Then, for a sufficiently large positive integer $m$, the divisor $F_m$ on $\tilde{S}$ is nef. Indeed, the intersection product of the divisor $F_m$ and the strict transform of any exceptional divisor is non-negative by (2). In addition, since $D$ is ample, we can assume that the divisor $F_m$ has positive self-intersection considering a suitable positive integer $m$. Therefore, by Propositions 2.2 and 2.1, the set of integral curves on $\tilde{S}$ whose intersection product with $F_m$ is negative is finite. Consequently, increasing the value $m$ if it is necessary, $F_m$ will be nef (because $D$ is ample and these curves are the strict transforms of curves on $S$).

Now, consider any integral curve $C$ on $S$ such that $v_r(\varphi_C) > 0$. Its strict transform $\tilde{C}$ on $\tilde{S}$ is linearly equivalent to $C^* - \sum_{i=1}^r \text{mult}_{p_i}(\varphi_C)E_i^*$. Since $F_m$ is nef, applying the Noether formula (3) we have that

$$0 \leq F_m \cdot \tilde{C} = mD \cdot C - \sum_{i=1}^r \text{mult}_{p_i}(\varphi_C)v_r(m_i) = mD \cdot C - v_r(\varphi_C).$$

Then,

$$\frac{D \cdot C}{v_r(\varphi_C)} \geq \frac{1}{m} \quad \text{and, by Lemma 3.6} \quad \varepsilon(D, v_r) > 0.$$

The converse follows by considering divisorial valuations defined by a one point blowup and applying the classical Seshadri criterion for ampleness. \qed

To conclude this subsection, we study some properties of $\varepsilon(D, v_r)$ and its connection with the value $\hat{\mu}_D(v_r)$ defined in Subsection 2.3.

Proposition 3.9. Let $D$ be a big and nef divisor on $S$ and $v_r$ a divisorial valuation of $S$. Then, the following inequalities hold.

(a) $\varepsilon(D, v_r)\overline{\beta}_{g+1}(v_r) \leq \hat{\mu}_D(v_r)$.
(b) $\varepsilon(D, v_r)\hat{\mu}_D(v_r) \leq D^2$.

Proof. By Remark 3.4 and (8), one has that

$$\varepsilon(D, v_r)\overline{\beta}_{g+1}(v_r) \leq \frac{D^2}{\overline{\beta}_{g+1}(v_r)} = \sqrt{D^2\overline{\beta}_{g+1}(v_r)} \leq \hat{\mu}_D(v_r),$$

which proves the inequality in (a).

Let us see (b). Since $P_e := D^* - \varepsilon(D, v_r)\sum_{i=1}^r v_r(m_i)E_i^*$ is a nef divisor, in particular it holds that $P_e \cdot \tilde{C} \geq 0$ for any curve $C$ on $S$ such that $C \in |mD|$, $m \gg 0$ and $v_r(\varphi_C) > 0$, etc.
where $\tilde{C}$ is the strict transform of $C$ on the surface $\tilde{S}$ defined by $v_r$. Then, the Noether formula shows

$$0 \leq P_{t'} \cdot \tilde{C} = mD^2 - \varepsilon(D, v_r)v_r(\phi_C),$$

which implies

$$D^2 \geq \varepsilon(D, v_r)\mu_D(v_r),$$

and the proof is completed. \hfill $\square$

### 3.2. Minimal plane divisorial valuations with respect to an ample divisor

This subsection studies minimality of divisorial valuations of smooth (complex) projective surfaces with respect to ample divisors. Particularizing to the projective plane and a general projective line, we obtain several formulations of the valuative Nagata conjecture. We start by providing the Zariski decomposition of a specific family of divisors.

**Proposition 3.10.** Keep the above notation. Let $D$ be an ample divisor on $S$ and set $D_i := D^* - tE_i$, $0 \leq t \leq \mu_D(v_r)$. Then, $D_i = P_i + N_i$, where

$$P_i := D^* - \frac{t}{\beta_{g+1}(v_r)} \sum_{i=1}^{r} v_r(m_i)E_i^* \quad \text{and} \quad N_i := \frac{t}{\beta_{g+1}(v_r)} \sum_{i=1}^{r-1} v_r(\phi_i)E_i;$$

is the Zariski decomposition of $D_i$ for $0 \leq t \leq \varepsilon(D, v_r)\beta_{g+1}(v_r)$. In addition, there is no value $t' > \varepsilon(D, v_r)\beta_{g+1}(v_r)$ such that $P_{t'}$ is a nef $\mathbb{R}$-divisor.

**Proof.** Assume $0 \leq t \leq \varepsilon(D, v_r)\beta_{g+1}(v_r)$ and let us show that $P_i + N_i$ is the Zariski decomposition of $D_i$. The equality $\sum_{i=1}^{r} v_r(m_i)E_i^* = \sum_{i=1}^{r} v_r(\phi_i)E_i$ holds by [1] Lemma 1.1.32 and (3) and thus, $D_i = P_i + N_i$. By (2), $P_i \cdot E_i = 0$, for $1 \leq i \leq r$, and $P_i \cdot E_0 > 0$. To conclude the proof of our first statement, by definition of the $\mathbb{R}$-divisor $P_i$, it suffices to prove that $P_i \cdot \tilde{C} \geq 0$, $0 < t \leq \varepsilon(D, v_r)\beta_{g+1}(v_r)$, for all the curves $C$ on $S$ such that $v_r(\phi_C) > 0$. Indeed,

$$P_i \cdot \tilde{C} = D^* \cdot C^* - \frac{t}{\beta_{g+1}(v_r)}v_r(\phi_C) \geq D^* \cdot C^* - \varepsilon(D, v_r)v_r(\phi_C) \geq 0.$$

Let us prove our second statement. Reasoning by contradiction, assume that there exists a value $t' > \varepsilon(D, v_r)\beta_{g+1}(v_r)$ such that $P_{t'}$ is a nef $\mathbb{R}$-divisor. By Lemma 3.6 there exists a curve $C$ on $S$ such that

$$\varepsilon(D, v_r) \leq \frac{D \cdot C}{v_r(\phi_C)} < \frac{t'}{\beta_{g+1}(v_r)}. \quad (13)$$

Let $\tilde{C}$ be the strict transform of $C$ on the surface $\tilde{S}$ defined by $v_r$. Since the $\mathbb{R}$-divisor $P_{t'}$ is nef, one has that $P_{t'} \cdot \tilde{C} \geq 0$ and then

$$0 \leq P_{t'} \cdot \tilde{C} = D^* \cdot C^* - \frac{t'}{\beta_{g+1}(v_r)}v_r(\phi_C) < D^* \cdot C^* - \frac{D \cdot C}{v_r(\phi_C)}v_r(\phi_C) = 0,$$

which gives the desired contradiction. Notice that the second inequality holds by (13). \hfill $\square$
Corollary 3.11. Keep the above notation and assume that \( \hat{\mu}_D(v_r) > \varepsilon(D, v_r)\beta_{g+1}(v_r) \). Then, the \( \mathbb{R} \)-divisor \( P_\varepsilon := D^* - \varepsilon(D, v_r) \sum_{i=1}^r v_r(m_i) E_i^* \) on the surface \( \tilde{S} \) defined by \( v_r \) is big and nef, and the numerical equivalence class of the \( \mathbb{R} \)-divisor

\[
D_\varepsilon := D^* - \varepsilon(D, v_r)\beta_{g+1}(v_r)E_r
\]

lies on the boundary of a Zariski chamber of the big cone of \( \tilde{S} \).

**Proof.** Let us first prove that the \( \mathbb{R} \)-divisor \( P_\varepsilon \) is big. \( P_\varepsilon \) is a nef \( \mathbb{R} \)-divisor by Proposition 3.10. By [42, Theorem 2.2.6], \( P_\varepsilon \) is big if and only if the self-intersection of \( P_\varepsilon \) is positive. Indeed, by Proposition 3.9 and the inequality \( \hat{\mu}_D(v_r) > \varepsilon(D, v_r)\beta_{g+1}(v_r) \), one obtains that

\[
P_\varepsilon^2 = (D^*)^2 - \varepsilon(D, v_r)^2\beta_{g+1}(v_r) > (D^*)^2 - \hat{\mu}_D(v_r)\varepsilon(D, v_r) \geq 0,
\]

which proves our claim. Finally, our last statement follows from Proposition 3.10.

Next we state our first main result in this paper (Theorem A in the introduction). Here, we consider a divisorial valuation of a smooth projective surface \( S \) and provide several equivalent conditions to the fact that it is minimal with respect to an ample divisor on \( S \). Several equivalent statements for the valuative Nagata conjecture can be immediately deduced from this result.

**Theorem 3.12.** Let \( D \) be an ample divisor on a smooth projective surface \( S \), \( v \) an exceptional curve valuation of \( S \) and \( v_r \) its first component. Keep the above notation and set \( \tilde{S} \) the surface defined by the divisorial valuation \( v_r \). Then, the following statements are equivalent:

(a) The divisorial valuation \( v_r \) is minimal with respect to \( D \).

(b) The Newton-Okounkov body of \( D \) with respect to \( v \) coincides with the triangle \( T_D(v) \) defined in Proposition 2.11.

(c) The \( \mathbb{R} \)-divisor

\[
P_\mu := D^* - \frac{\hat{\mu}_D(v_r)}{\operatorname{vol}(v_r)} \sum_{i=1}^r v_r(m_i) E_i^*
\]

is nef and satisfies that \( P_\mu^2 = 0 \).

(d) It holds that \( \hat{\mu}_D(v_r) = \varepsilon(D, v_r)[\operatorname{vol}(v_r)]^{-1} \).

(e) The segment \( \{[D^* - tE_r] \mid 0 \leq t \leq \hat{\mu}_D(v_r)\} \) crosses only one Zariski chamber of the big cone of \( \tilde{S} \), \( \text{Big}(\tilde{S}) \).

(f) It holds that

\[
\varepsilon(D, v_r) = \sqrt{\frac{D^2}{[\operatorname{vol}(v_r)]^{-1}}}
\]

**Proof.** Recall from Subsection 2.2.1 that \( [\operatorname{vol}(v_r)]^{-1} \) equals the last maximal contact value of \( v_r, \beta_{g+1}(v_r) \). We use preferably this last notation. We begin by proving the equivalence between (a) and (b). The inclusion \( \Delta_v(D) \subseteq T_D(v) \) holds by Proposition 2.11. Then,

\[
\frac{D^2}{2} = \operatorname{Area}(\Delta_v(D)) \leq \operatorname{Area}(T_D(v)) = \frac{\hat{\mu}_D(v_r)^2}{2\beta_{g+1}(v_r)},
\]

(14)
which proves that \( v_r \) is minimal with respect to \( D \) if and only if the inequality in (14) is an equality if and only if \( \Delta_v(D) = \Sigma_D(v) \).

Let us show that (b) implies (c). By the change of basis provided by the proximity matrix \([11, \text{Lemma } 1.1.32]\) and (3), we deduce that \( D_\mu := D^* - \hat{\mu}_D(v_r)E^*_r = P_\mu + N_\mu \), where

\[
P_\mu := D^* - \frac{\hat{\mu}_D(v_r)}{\beta_{g+1}(v_r)} v_r(m_i)E^*_i,
\]

\[
N_\mu := \frac{\hat{\mu}_D(v_r)}{\beta_{g+1}(v_r)} v_r(\phi_i)E_i.
\]

Let us show that \( P_\mu + N_\mu \) is, in fact, the Zariski decomposition of \( D_\mu \). It follows from the next three items: (ZD1), (ZD2) and (ZD3).

(ZD1) \( N_\mu \) is effective by construction and the intersection matrix of its irreducible components, \( E_1, E_2, \ldots, E_{r-1} \), is negative definite.

(ZD2) The proximity equalities (2) yield the equality \( P_\mu \cdot E_i = 0 \) for every \( i = 1, 2, \ldots, r-1 \). Moreover, \( P_\mu \cdot E_r > 0 \).

(ZD3) \( P_\mu \) is nef. Indeed, reasoning by contradiction, assume the existence of a curve \( C \) on \( S \) whose strict transform \( \tilde{C} \) on \( \tilde{S} \) satisfies that \( P_\mu \cdot \tilde{C} < 0 \) (notice that, necessarily, \( v_r(\phi_C) > 0 \)); this is the unique possibility because of (ZD2) and the fact that \( D \) is ample. Then

\[
0 > P_\mu \cdot \tilde{C} = D^* \cdot C^* - \frac{\hat{\mu}_D(v_r)}{\beta_{g+1}(v_r)} v_r(\phi_C).
\]

Therefore, Lemma 5.6 shows that

\[
\hat{\mu}_D(v_r) > D^* \cdot C^* - \frac{\hat{\mu}_D(v_r)}{\beta_{g+1}(v_r)} v_r(\phi_C) \geq \varepsilon(D, v_r)\beta_{g+1}(v_r).
\]

By Proposition 3.10, the Zariski decomposition of the divisor

\[
D_\varepsilon := D^* - \varepsilon(D, v_r)\beta_{g+1}(v_r)E_r,
\]

is \( D_\varepsilon = P_\varepsilon + N_\varepsilon \), where

\[
P_\varepsilon := D^* - \varepsilon(D, v_r) \sum_{i=1}^r v_r(m_i)E_i^*,
\]

\[
N_\varepsilon := \varepsilon(D, v_r) \sum_{i=1}^{r-1} v_r(\phi_i)E_i.
\]

Then, Inequality (15) and Corollary 3.11 show that the \( \mathbb{R} \)-divisor \( D_\varepsilon \) lies on the boundary of a Zariski chamber and thus, by Theorem 2.12 and Remark 2.13, \( \Delta_v(D) \) would have a vertex different from those in \( \Sigma_D(v) \), which is a contradiction. This proves (ZD3) and our first statement in (c).

By Proposition 2.11 and Lemma 2.6(a), the area of \( \Sigma_D(v) \) is \( \mu_D(v_r)^2 / 2\beta_{g+1}(v_r) \). Equalling the areas of \( \Delta_v(D) \) and \( \Sigma_D(v) \), one gets that \( \hat{\mu}_D(v_r)^2 = D^2 \beta_{g+1}(v_r) \) and then \( P_\mu^2 = 0 \), which completes the proof of (c).
Now we prove that (c) implies (d). Since $P_\mu$ is a nef $\mathbb{R}$-divisor, it holds that

$$0 \leq P_\mu \cdot \tilde{C} = D^* \cdot C^* - \frac{\mu_D(v_r)}{\beta_{g+1}(v_r)} v_r(\varphi_C),$$

for every integral curve $C$ on $S$ such that $v_r(\varphi_C) > 0$. Then,

$$\mu_D(v_r) \leq \frac{D^* \cdot C^*}{v_r(\varphi_C)} \beta_{g+1}(v_r),$$

and therefore $\mu_D(v_r) = \epsilon(D, v_r) \beta_{g+1}(v_r)$, by Lemma \[3.6\] and Proposition \[3.9\].

The fact that (d) implies (e) follows from Proposition \[3.10\].

Let us prove that (e) implies (f). We can assume that $\mu_D(v_r) = \epsilon(D, v_r) \beta_{g+1}(v_r)$ because, otherwise, by Proposition \[3.9(a)\] and Corollary \[3.11\], the segment $\{[D^* - tE_r] \mid 0 \leq t \leq \mu_D(v_r)\}$ would cross at least two Zariski chambers of Big($S$). Therefore, by Propositions \[2.9\] and \[3.10\] with the notation as in Subsection \[2.4\], the vertices of the Newton-Okounkov body $\Delta_r(D)$ of $D$ are $(0, 0), (\epsilon(D, v_r) \beta_{g+1}(v_r), \epsilon(D, v_r) v_r(\varphi_\eta))$ and $(\epsilon(D, v_r) \beta_{g+1}(v_r), \epsilon(D, v_r)(v_r(\varphi_\eta) + 1))$ if $p_{r+1}$ is the satellite point $E_\eta \cap E_r$, $\eta \neq r$. Otherwise, the vertices are $(0, 0), (\epsilon(D, v_r) \beta_{g+1}(v_r), 0)$ and $(\epsilon(D, v_r) \beta_{g+1}(v_r), \epsilon(D, v_r))$.

As a consequence, the area of $\Delta_r(D)$ is $\epsilon(D, v_r)^2 \beta_{g+1}(v_r) / 2$. This proves that

$$\epsilon(D, v_r) = \sqrt{D^2 / \beta_{g+1}(v_r)}$$

because the area of $\Delta_r(D)$ is always $D^2 / 2$.

Only remains to show that (f) implies (a). Reasoning by contradiction, assume that the divisorial valuation $v_r$ is not minimal with respect to the divisor $D$. Then, from Proposition \[3.9(a)\] it follows that $\epsilon(D, v_r) \beta_{g+1}(v_r) < \mu_D(v_r)$. In addition, by Proposition \[3.9(b)\] one gets

$$D^2 \geq \epsilon(D, v_r) \mu_D(v_r) > \beta_{g+1}(v_r) \epsilon(D, v_r)^2$$

and thus $\epsilon(D, v_r) < \sqrt{\frac{D^2}{\beta_{g+1}(v_r)}}$, which is a contradiction with (f). This concludes the proof of the theorem. \[\square\]

**Remark 3.13.** Theorem \[3.12\] proves that a divisorial valuation $v_r$ of a smooth projective surface is minimal with respect to an ample divisor $D$ on $S$ if and only if the Seshadri constant $\epsilon(D, v_r)$ is maximal (see Definition \[3.5\]). In addition, when $v_r$ is minimal with respect to $D$, the nef $\mathbb{R}$-divisor $P_\mu = P_\mu$ lies on the boundaries of the nef and pseudoeffective cones of $S$. Finally, the inequality in Proposition \[3.9(b)\] is an equality since it holds that $\mu_D(v_r) = \sqrt{D^2 \beta_{g+1}(v_r)}$ and $\epsilon(D, v_r) = \sqrt{D^2 / \beta_{g+1}(v_r)}$.

The valuative Nagata conjecture \[25, Conjecture 4.5\] involves divisorial and irrational plane valuations and implies the original Nagata conjecture. For divisorial valuations, it states that, if $v_r$ is a very general divisorial valuation of $\mathbb{P}^2$ such that $[\text{vol}^N(\nu)]^{-1} \geq 9$, then $v_r$ is minimal (with respect to a general line of $\mathbb{P}^2$). Taking, in Theorem \[3.12\] $S$ as the projective plane $\mathbb{P}^2$ and $D$ as a general line of $\mathbb{P}^2$, we obtain several different formulations of this conjecture. Some of them are natural valuative analogs of known reformulations.
of the Nagata conjecture. This fact is stated in the following corollary (Conjecture C in the introduction).

**Corollary 3.14.** The valuative Nagata conjecture for divisorial valuations admits the following equivalent statement: if \( \nu_r \) is a very general divisorial valuation of \( S = \mathbb{P}^2 \) such that \( \left[ \text{vol}^N(\nu_r) \right]^{-1} \geq 9 \), then all the equivalent statements in Theorem 3.12 hold for any exceptional curve valuation \( \nu \) whose first component is \( \nu_r \) and a general projective line \( D \) of \( \mathbb{P}^2 \).

As a consequence of Corollary 3.14 to prove the valuative Nagata conjecture for divisorial valuations, it would suffice to assume that \( \nu_r \) is a very general divisorial valuation of \( \mathbb{P}^2 \) such that \( \left[ \text{vol}^N(\nu_r) \right]^{-1} \geq 9 \) and prove any of the statements given in Theorem 3.12.

Let \( S \) be a smooth projective surface and \( p \) a point in \( S \). Denote by \( \varepsilon(D, p) \) the Seshadri constant of \( D \) at \( p \), cf. [42, Definition 5.1.1]. Considering \( r = 1 \) in Theorem 3.12, Item (d) states that
\[
\hat{\mu}_D(\nu_r) = \varepsilon(D; p),
\]
and thus the remaining items are equivalent to the previous equality. The fact that Equality (16) holds when \( \varepsilon(D, \nu_r) \) is irrational was noticed in [17, Remark 2.1] and, as we will prove in our next result, \( \varepsilon(D, \nu_r) \) could be irrational only when \( \nu_r \) is minimal with respect to \( D \). Thus, Item (d) in Theorem 3.12 is the natural extension of Remark 2.1 in [17].

Our next result (Theorem B in the introduction) studies submaximal curves in the valuative context (see the forthcoming Definition 3.17).

**Theorem 3.15.** Let \( D \) be an ample divisor on a smooth projective surface \( S \) and \( \nu_r \) a divisorial valuation of \( S \). If \( \nu_r \) is not minimal with respect to \( D \), then there exists an integral curve \( C \) on \( S \) with \( \nu_r(\phi_C) > 0 \) such that
\[
\frac{D \cdot C}{\nu_r(\phi_C)} = \varepsilon(D, \nu_r) < \sqrt{\frac{D^2}{\left[ \text{vol}(\nu_r) \right]^{-1}}},
\]
Moreover, if there exists an integral curve \( C \) on \( S \) such that \( \nu_r(\phi_C) > 0 \) and
\[
\frac{D \cdot C}{\nu_r(\phi_C)} < \sqrt{\frac{D^2}{\left[ \text{vol}(\nu_r) \right]^{-1}}},
\]
then the valuation \( \nu_r \) is not minimal with respect to \( D \).

**Proof.** Recall that \( \left[ \text{vol}(\nu_r) \right]^{-1} = \beta_{g+1}^{\nu_r} \). We start by showing the first equality. By Proposition 3.9 if the divisorial valuation \( \nu_r \) is not minimal with respect to \( D \) then \( \varepsilon(D, \nu_r) \beta_{g+1}^{\nu_r}(\nu_r) < \hat{\mu}_D(\nu_r) \). Consequently, by Corollary 3.11 the segment \( \{[D^* - tE_r] \mid 0 \leq t \leq \hat{\mu}_D(\nu_r)\} \subseteq \text{Num}_\mathbb{R}(\tilde{S}) \), \( \tilde{S} \) being the surface defined by \( \nu_r \), crosses at least two Zariski chambers of \( \text{Big}(\tilde{S}) \). Moreover, by [4, Proposition 1.7], there exists a curve \( C \) on \( S \) such that its strict transform \( \tilde{C} \) on \( \tilde{S} \) satisfies
\[
0 = P_{\text{e}} \cdot \tilde{C} = \left( D^* - \varepsilon(D, \nu_r) \sum_{i=1}^r \nu_r(m_i)E_i^* \right) \cdot \tilde{C},
\]
where $P_\varepsilon$ is the divisor defined in Corollary 3.11. As $D$ is an ample divisor on $S$, the above equalities imply that $\nu_r(\varphi_C) > 0$ and then

$$\varepsilon(D, \nu_r) = \frac{D \cdot C}{\nu_r(\varphi_C)},$$

which proves the first statement, since the inequality holds by Remark 3.4 and Item (f) in Theorem 3.12.

To finish our proof, let us prove our second statement. Reasoning by contradiction, assume that $\nu_r$ is a minimal valuation with respect to $D$. By Theorem 3.12, it holds that

$$0 > D \cdot C - \nu_r(\varphi_C) \sqrt{\frac{D^2}{\beta_{g+1}(\nu_r)}} = D \cdot C - \varepsilon(D, \nu_r)\nu_r(\varphi_C) = P_\varepsilon \cdot C,$$

which is a contradiction since, by Proposition 3.10, $P_\varepsilon$ is a nef $\mathbb{R}$-divisor. □

**Remark 3.16.** Assume that $\nu_r$ is not minimal with respect to $D$. By the proof of the above result, the strict transform $\tilde{C}$ of any integral curve $C$ satisfying

$$\varepsilon(D, \nu_r) = \frac{D \cdot C}{\nu_r(\varphi_C)}$$

has negative self-intersection (because $P_\varepsilon \cdot \tilde{C} = 0$ and $P_\varepsilon$ is a big and nef $\mathbb{R}$-divisor). So, its class modulo numerical equivalence generates an extremal ray of the cone $\text{NE}(\tilde{S})$.

**Definition 3.17.** Let $D$ be an ample divisor on a smooth projective surface $S$ and $\nu_r$ a divisorial valuation of $S$. An integral curve $C$ on $S$ is said to be submaximal (with respect to $D$ and $\nu_r$) whenever $\nu_r(\varphi_C) > 0$ and

$$\frac{D \cdot C}{\nu_r(\varphi_C)} < \sqrt{\frac{D^2}{\beta_{g+1}(\nu_r)}}.$$

**Remark 3.18.** Lemma 3.6 and Theorems 3.12 and 3.15 prove that only non-minimal divisorial valuations admit submaximal curves, since

$$\varepsilon(D, \nu_r) = \sqrt{\frac{D^2}{\beta_{g+1}(\nu_r)}}$$

if and only if $\nu_r$ is minimal with respect to $D$.

When $S = \mathbb{P}^2, D = L$ is a general projective line and $\nu_r$ a non-minimal valuation, an integral curve $C$ on $\mathbb{P}^2$ such that $\nu_r(\varphi_C) = \deg(C) \hat{\mu}(\nu_r)$ is named supraminimal (see [15, Section 5] and [26, Definition 3.11]).

Our next results consider the above context. Firstly, we prove that, in this case, supraminimal and submaximal curve are the same thing. Notice that, when we consider another setting, for instance when $S$ is a Hirzebruch surface and $D$ an ample divisor on $S$, the above statement is not true; in fact, the curve which reaches $\hat{\mu}_D(\nu_r)$ can be non-integral (see [23]).

**Proposition 3.19.** Let $S = \mathbb{P}^2$ be the projective plane, $L$ a general projective line on $\mathbb{P}^2$ and $\nu_r$ a divisorial valuation of $\mathbb{P}^2$. Assume that $\nu_r$ is not minimal. An integral curve $C$ is named supraminimal.
on $\mathbb{P}^2$ is supraminimal if and only if it is submaximal. In particular, there exists a unique submaximal curve (with respect to $\nu_r$ and $L$).

**Proof.** If $C$ is supraminimal, then

$$\sqrt{\frac{L^2}{\beta_{g+1}(\nu_r)}} = \frac{1}{\sqrt[\nu_r]{\beta_{g+1}(\nu_r)}} > \deg(C) \frac{L \cdot C}{\nu_r(\varphi_C)},$$

and therefore $C$ is submaximal.

Conversely, if $C$ is a submaximal curve, then $\nu_r(\varphi_C) > \sqrt{\beta_{g+1}(\nu_r)} \deg(C)$ and, by [26, Lemma 3.10], $C$ is supraminimal.

The last statement in the proposition follows from Theorem 3.15 and the uniqueness of the supraminimal curve [15, 26].

**Corollary 3.20.** Let $\nu_r$ be a divisorial valuation of $\mathbb{P}^2$ and $L$ a general projective line on $\mathbb{P}^2$. Denote by $\nu_r^N$ the normalization of $\nu_r$. Then the following conditions hold:

1. The valuative Nagata conjecture for divisorial valuations of $\mathbb{P}^2$ can be equivalently stated as: if $\nu_r$ is a very general divisorial valuation of $\mathbb{P}^2$ such that $[\text{vol}^N(\nu_r)]^{-1} \geq 9$, then there is no submaximal curve on $\mathbb{P}^2$ with respect to $L$ and $\nu_r$.
2. It holds that $\hat{\mu}_L(\nu_r) \varepsilon(L, \nu_r) = 1$.
3. Let $\Gamma$ be the dual graph of a divisorial valuation. Then, the largest value in the set

$$\{ \varepsilon(L, \nu_r^N) \mid \Gamma \text{ is the dual graph of } \nu_r \}$$

is reached for very general valuations $\nu_r$.
4. Set $t(\nu_r) = 1$ and $\delta_0(\nu_r) = -1$ if $r = 1$. Otherwise, $t(\nu_r) := \nu_r(\varphi_H)$, $H$ being the projective line such that $\nu_r(\varphi_H) > \beta_0$, and define

$$\delta_0(\nu_r) := \left[ \frac{\beta_{g+1}(\nu_r) - 2\beta_0(\nu_r)t(\nu_r)}{t(\nu_r)^2} \right]^+,$$

where $[x]^+$ is defined as the ceiling of a rational number $x$ if $x \geq 0$, and 0 otherwise. Then,

$$\varepsilon(L, \nu_r) \geq \frac{1}{\beta_0(\nu_r) + t(\nu_r)(1 + \delta_0(\nu_r))}.$$  

**Proof.** Item (a) follows from Remark 3.18. Let us prove Item (b). Firstly assume that $\nu_r$ is a minimal valuation with respect to $L$. By Theorem 3.12, one has that

$$\hat{\mu}_L(\nu_r) = \sqrt{\beta_{g+1}(\nu_r)} \text{ and } \varepsilon(L, \nu_r) = \sqrt{1/\beta_{g+1}(\nu_r)}$$

and then $\hat{\mu}_L(\nu_r) \varepsilon(L, \nu_r) = 1$. Otherwise, by Proposition 3.19, it holds that

$$\hat{\mu}_L(\nu_r) = \frac{1}{\varepsilon(L, \nu_r)},$$

which proves Item (b). Finally, Item (c) (respectively, Item (d)) follows from Item (b) and [25, Corollary 4.3] (respectively, Item (b) and [24, Corollary 3.5]).
We conclude this article by adding some information about submaximal curves on smooth projective surfaces $S$ and also about infinitesimal Newton-Okounkov bodies of ample divisors on $S$ with respect to exceptional curve valuations.

The following result can be regarded as an infinitesimal version of [52] Proposition 2.7 and its proof.

**Proposition 3.21.** Let $D$ be an ample divisor on $S$ and $v_r$ a divisorial valuation of $S$. Set $\rho(S)$ the Picard number of $S$ and $\tilde{S}$ the surface defined by $v_r$. If $v_r$ is not minimal with respect to $D$, then there exist at most $\rho(nef)$ Consider the set $\{C_i\}_{i=1}^n$ of submaximal curves on $S$ computing $\epsilon(D,v_r)$. Set $\tilde{C_i}$ the strict transform of $C_i$ on $\tilde{S}$. Pick $\alpha_i \geq 0$, and then,

$$P_v \cdot \sum_{i=1}^n \alpha_i \tilde{C_i} = \sum_{i=1}^n \alpha_i (P_v \cdot \tilde{C_i}) = 0,$$

where the last equality holds by Remark 3.18 Therefore, by [4] Lemma 4.3] the intersection matrix given by $\tilde{C}_1, \tilde{C}_2, \ldots, \tilde{C}_n$ is negative definite and, by Hodge index Theorem [36, Chapter V, Theorem 1.9], $n \leq \rho(S) + r - 1$. Moreover, by Proposition 3.9, the negative part of the Zariski decomposition of $D^* - \epsilon(D,v_r)\tilde{\beta}_{g+1}(v_r)E_r$,

$$N_v = \epsilon(D,v_r) \sum_{i=1}^{r-1} v_r(\phi_i)E_i,$$

has $r - 1$ components and, by Hodge index Theorem again, the number of irreducible components of the negative part of $D^* - tE_r, t > \epsilon(D,v_r)\tilde{\beta}_{g+1}(v_r)$, is at most $\rho(S) + r - 1$. Consequently, $n \leq \rho(S)$. \hfill $\Box$

The next corollary follows from the proof of Proposition 3.21 and the fact that the submaximal curves computing $\epsilon(D,v_r)$ appear in the negative part of the Zariski decomposition of the $\mathbb{R}$-divisors $D^* - tE_r, t > \epsilon(D,v_r)\tilde{\beta}_{g+1}(v_r)$.

**Corollary 3.22.** Let $D$ be an ample divisor on $S$ and $v_r$ a divisorial valuation of $S$. Assume that $v_r$ is not minimal with respect to $D$. Set $n$ the number of submaximal curves on $S$ computing $\epsilon(D,v_r)$ and $\rho(S)$ the Picard number of $S$. Then the segment $\{[D^* - tE_r] \mid 0 \leq t \leq \hat{\mu}_D(v_r)\}$ crosses, at most, $2 + \rho(S) - n$ Zariski chambers of the big cone of the surface $\tilde{S}$ given by $v_r$.

Let $v$ be an exceptional curve valuation of a smooth projective surface $S$ and $D$ an ample divisor on $S$. To determine the number of vertices of the Newton-Okounkov body $\Delta_v(D)$ is an open problem and several conjectures have been proposed in [44]. We have just proved that, when $v$ is not minimal with respect to $D$, $\Delta_v(D)$ could have three or more vertices and the number of vertices of $\Delta_v(D)$ depends on the submaximal curves on $S$ which compute $\epsilon(D,v_r)$. In addition, the fact of having only a submaximal curve computing $\epsilon(D,v_r)$ is a necessary condition for $\Delta_v(D)$ to have $2\rho(S) + 2$ vertices.

Our last result determines a triangle which is always included in $\Delta_v(D)$. 
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We conclude this article by adding some information about submaximal curves on smooth projective surfaces $S$ and also about infinitesimal Newton-Okounkov bodies of ample divisors on $S$ with respect to exceptional curve valuations.

The following result can be regarded as an infinitesimal version of [52] Proposition 2.7 and its proof.

**Proposition 3.21.** Let $D$ be an ample divisor on $S$ and $v_r$ a divisorial valuation of $S$. Set $\rho(S)$ the Picard number of $S$ and $\tilde{S}$ the surface defined by $v_r$. If $v_r$ is not minimal with respect to $D$, then there exist at most $\rho(nef)$ Consider the set $\{C_i\}_{i=1}^n$ of submaximal curves on $S$ computing $\epsilon(D,v_r)$. Set $\tilde{C_i}$ the strict transform of $C_i$ on $\tilde{S}$. Pick $\alpha_i \geq 0$, and then,

$$P_v \cdot \sum_{i=1}^n \alpha_i \tilde{C_i} = \sum_{i=1}^n \alpha_i (P_v \cdot \tilde{C_i}) = 0,$$

where the last equality holds by Remark 3.18 Therefore, by [4] Lemma 4.3] the intersection matrix given by $\tilde{C}_1, \tilde{C}_2, \ldots, \tilde{C}_n$ is negative definite and, by Hodge index Theorem [36, Chapter V, Theorem 1.9], $n \leq \rho(S) + r - 1$. Moreover, by Proposition 3.9, the negative part of the Zariski decomposition of $D^* - \epsilon(D,v_r)\tilde{\beta}_{g+1}(v_r)E_r$,

$$N_v = \epsilon(D,v_r) \sum_{i=1}^{r-1} v_r(\phi_i)E_i,$$

has $r - 1$ components and, by Hodge index Theorem again, the number of irreducible components of the negative part of $D^* - tE_r, t > \epsilon(D,v_r)\tilde{\beta}_{g+1}(v_r)$, is at most $\rho(S) + r - 1$. Consequently, $n \leq \rho(S)$. \hfill $\Box$

The next corollary follows from the proof of Proposition 3.21 and the fact that the submaximal curves computing $\epsilon(D,v_r)$ appear in the negative part of the Zariski decomposition of the $\mathbb{R}$-divisors $D^* - tE_r, t > \epsilon(D,v_r)\tilde{\beta}_{g+1}(v_r)$.

**Corollary 3.22.** Let $D$ be an ample divisor on $S$ and $v_r$ a divisorial valuation of $S$. Assume that $v_r$ is not minimal with respect to $D$. Set $n$ the number of submaximal curves on $S$ computing $\epsilon(D,v_r)$ and $\rho(S)$ the Picard number of $S$. Then the segment $\{[D^* - tE_r] \mid 0 \leq t \leq \hat{\mu}_D(v_r)\}$ crosses, at most, $2 + \rho(S) - n$ Zariski chambers of the big cone of the surface $\tilde{S}$ given by $v_r$.

Let $v$ be an exceptional curve valuation of a smooth projective surface $S$ and $D$ an ample divisor on $S$. To determine the number of vertices of the Newton-Okounkov body $\Delta_v(D)$ is an open problem and several conjectures have been proposed in [44]. We have just proved that, when $v$ is not minimal with respect to $D$, $\Delta_v(D)$ could have three or more vertices and the number of vertices of $\Delta_v(D)$ depends on the submaximal curves on $S$ which compute $\epsilon(D,v_r)$. In addition, the fact of having only a submaximal curve computing $\epsilon(D,v_r)$ is a necessary condition for $\Delta_v(D)$ to have $2\rho(S) + 2$ vertices.

Our last result determines a triangle which is always included in $\Delta_v(D)$.
Proposition 3.23. Let \( D \) be an ample divisor on a smooth projective surface \( S \). Let \( \nu \) be an exceptional curve valuation of \( S \) defining a flag \( E_\bullet \) as in (10). Denote by \( \nu_r \) the first component of \( \nu \). Set \( \pi \) the finite simple sequence of blowups defined by \( \nu_r \) (see (6)) and keep the notation as in Section 2. Then, the Newton-Okounkov body of \( D \) with respect to \( \nu \), \( \Delta_\nu(D) \), contains the triangle \( \triangle \) whose vertices are \( 0 = (0,0) \) and the following two points \( P_1 \) and \( P_2 \):

(a) When \( q = p_{r+1} \) is the satellite point \( E_r \cap E_\eta, \eta \neq r \), then

\[
P_1 = \varepsilon(D, \nu_r) \left( \overline{B}_{g+1}(\nu_r), \nu_r(\phi_\eta) \right) \quad \text{and} \quad P_2 = \varepsilon(D, \nu_r) \left( \overline{B}_{g+1}(\nu_r), \nu_r(\phi_\eta + 1) \right),
\]

where \( \phi_\eta \) is as defined in Lemma 2.6.

(b) Otherwise (i.e., when \( p_{r+1} \) is free),

\[
P_1 = \varepsilon(D, \nu_r) \left( \overline{B}_{g+1}(\nu_r), 0 \right) \quad \text{and} \quad P_2 = \varepsilon(D, \nu_r) \left( \overline{B}_{g+1}(\nu_r), 1 \right).
\]

Proof. The result follows from Theorem 3.12, Lemma 2.6 and Proposition 2.11 when the exceptional curve valuation is minimal with respect to \( D \). Otherwise, it can be deduced from Theorem 2.9 and Proposition 3.10. See Figure 3.1.

Remark 3.24. The triangle \( \triangle \) described in Proposition 3.23 is the largest simplex having the origin as a vertex and contained in \( \Delta_\nu(D) \). In addition, if we assume that the divisorial valuation \( \nu_r \) is defined by a point blowup, \( \triangle \) is just the inverted standard simplex described in [40] or [47] for the case of surfaces.
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