Dark energy constraints from ESPRESSO tests of the stability of fundamental couplings
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ESPRRESSO is a high-resolution-ultra-stable spectrograph for the VLT, whose commissioning will start in 2017. One of its key science goals is to test the stability of nature’s fundamental couplings with unprecedented accuracy and control of possible systematics. A total of 27 nights of the ESPRESSO Consortium’s guaranteed time observations (GTO) will be spent in testing the stability of the fine-structure constant and other fundamental couplings. A set of 14 priority optimal targets have been selected for the GTO period. Here we briefly discuss the criteria underlying this selection and describe the selected targets, and then present detailed forecasts of the impact of these measurements on fundamental physics and cosmology, focusing on dark energy constraints and using future supernova type Ia surveys as a comparison point. We show how canonical reconstructions of the dark energy equation of state are improved by the extended redshift range enabled by these spectroscopic measurements, and also quantify additional improvements foreseen for a future ELT-HIRES instrument.

I. INTRODUCTION

Nature’s fundamental couplings are the most mysterious part of physical theories. A fundamental constant can be defined as a parameter whose value cannot be explained within a given theory, but can only be found by measurement [1]. Testing their constancy, both locally in the laboratory and in the early universe (through astrophysical observations), is therefore a powerful test of the theories where they are used: they allow us to test the domain of their validity, and if their constancy is found not to hold true to expand our knowledge by identifying clues for new physics.

ESPRRESSO is the next generation high-resolution-ultra-stable spectrograph, combining the efficiency of a modern Echelle spectrograph with extreme radial velocity and spectroscopic precision, and including novel features such as improved stability thanks to a vacuum vessel and wavelength calibration done with a Laser Frequency Comb [2]. ESPRESSO will be installed in the Combined Coudé Laboratory of the VLT in early 2017, and linked to the four Unit Telescopes (UT) through optical Coudé trains, allowing operations either with a single UT or with up to four UTs for about a 1.5 magnitude gain. The 1 UT mode will be used to achieve the highest accuracy measurements by using the brightest suitable sources while leaving the 4UT mode to perform somewhat less accurate measurements of fainter sources—which in a cosmological context typically enables access to high redshifts.

One of the key science and design drivers of ESPRESSO is to carry out improved tests of the stability of nature’s fundamental couplings, and in particular to confirm or rule out the recent indications of dipole-like variations of the fine-structure constant α from the work of [3]. Such tests are of fundamental importance: a varying α unavoidably implies a violation of the Einstein Equivalence Principle, which in turn implies the breakdown of gravity as a purely geometric phenomenon and the presence of a fifth force in nature [1].

A minimum of ten percent of the consortium’s Guaranteed Time of Observation (GTO) with the instrument will be dedicated to this purpose, which corresponds to a minimum of 27 nights if used in 1 UT mode. In order to lead to improved constraints on the stability of α, an ideal target should present simple and strong but not saturated absorption features for the transitions with high sensitivities to such variations. In what follows we describe in more detail these criteria and apply them, together with practical constraints such as visibility from Paranal, to the full list of targets known to yield α measurements. We therefore arrive at a list of 14 priority targets for α measurements.

In addition to their intrinsic importance for fundamental physics, these tests also have a significant impact on cosmology, shedding light on the enigma of dark energy [4]. They optimally complement traditional observables (such as Type Ia supernovas) used to map the dark energy equation of state, in particular because they signi-
significantly extend the redshift range that can be probed by
the traditional methods [5, 6]. Here we extend previous
work of [7], and present detailed forecasts of the impact
of ESPRESSO measurements of $\alpha$ on these 14 targets.
We note that these forecasts can be reliably made, once
one has an accurate list of the redshift distribution of the
targets, because they mostly depend on the sensitivity of
the measurement rather than its central value—in other
words, on the error bar, rather than on whether one has
a detection or a null result. Obviously for other purposes
the central value is crucial [8].

In order to quantify the impact we use statistical tools
previously developed for dark energy equation of state
reconstructions from type Ia supernovas by [9], and pre-
viously adapted for this purpose by some of the present
authors in [5] as well as figures-of-merit recommended
by the Joint Dark Energy Mission Figure of Merit Sci-
ence Working Group [10]. In particular, we use a "can-
onical" SNAP-like future supernova type Ia survey as
a comparison point. Finally we also discuss further im-
provements on the assumption that the same targets are
observed with the European Extremely Large Telescope’s
high-resolution spectrograph, ELT-HIRES [11], which is
currently in its Phase A.

II. MEASUREMENTS OF THE FINE-STRUCTURE CONSTANT

Quasar (QSO) absorption spectra are powerful labor-
atories to test the variation of dimensionless fundamental
parameters such as fine structure constant, $\alpha$ and
the proton-to-electron mass ratio $\mu$, as well as to test the
redshift dependence of the temperature of the cosmic
microwave background, $T_CMB$. Absorption lines pro-
duced by the intervening clouds along the line of sight
of the QSO give access to physical information on the
atoms/molecules present in the cloud, and this means
that they give access to physics at different cosmological
times and places.

The quasar spectra display metal absorption lines,
which can be due to clouds either associated with the
material of the galaxy that hosts the QSO, or related
with some other different objects at other cosmological
distances along the same line of sight. These lines are
sensitive to variation of the fine structure constant, $\alpha$,
and each element presents a different sensitivity to it.
From the observational point of view the variation in $\alpha$
is defined as:

$$\frac{\Delta \alpha}{\alpha} = \frac{\alpha(z) - \alpha_0}{\alpha_0} \quad (1)$$

where $\alpha(z)$ is the measurement of $\alpha$ at some redshift $z$,
and $\alpha_0$ is the laboratory value.

The Many Multiplet method [12, 13] makes use of all
transitions available in one system, each one of them with
different sensitivities, $q_i$ and therefore different effects in
the line position on the spectra. For a given transition
we can write

$$\Delta v \approx -\frac{2cq_i}{\omega_0} \left( \frac{\Delta \alpha}{\alpha} \right) \quad (2)$$

where $\Delta v$ is the velocity shift, $c$ is the speed of light, $\omega_0$
is the laboratory wavelength and $q_i$ is the $q$ coefficient for
a given transition.

We note that it is not the actual value of the sensi-
tivity coefficient of a single transition $q$ that constrains
$\Delta \alpha/\alpha$, since one needs to simultaneously determine the
redshift of the absorber. Thus one needs to identify vari-
ous transitions, with different sensitivities, all formed at
the same distance from the observer. Ideally, one re-
quires at least one transition whose wavelength decreases
if $\alpha$ varies (henceforth referred to as a blue shifter), one
whose wavelength increases (a red shifter) and one whose
wavelength is comparatively little affected by any such
variation (an ‘anchor’, typically from a comparatively
light atom). From this it follows that the important
parameter is the difference, $\Delta q$, between the largest and
smallest values of the sensitivity coefficients of all the
transitions available to be used in a given absorber.

III. TARGETS FOR ESPRESSO’S FUNDAMENTAL PHYSICS GTO

A key limitation of ESPRESSO is its wavelength cov-
erage range, which is narrower than the ones of its pre-
decessors (HARPS, UVES and Keck-HIRES). The effect of
the shorter wavelength coverage of ESPRESSO versus
the larger one from UVES is illustrated in Fig 1. The fig-
ure depicts the redshift range in which the most common
transitions used to do $\alpha$ measurements are accessible to
both spectrographs. Each transition is colored by the
the corresponding sensitivity, $q$, to the $\alpha$ variation.

To select the list of best possible targets for the GTO of
ESPRESSO we start by considering all existing mea-
surements from the VLT-UVES and Keck-HIRES spectro-
graphs [14–22], taking into account the effects the shorter
wavelength coverage of the spectrograph. We chose the
targets that:

- can be observed from the VLT site (Cerro Paranal
  in Chile, implying declination $< 30$);
- present transitions that allow a high sensitivity ( $\Delta q > 2000$);
- have a reported uncertainty of $\sigma_{\Delta \alpha/\alpha} < 5$ppm.

The last criterion comes from the fact that simple spec-
tra should have already produced measurements with
statistically lower uncertainties. Strictly speaking there
is also the possibility that new bright quasars are dis-
covered, but since the GTO targets should be fixed soon
the probability of such an occurrence is low. Additional
criteria that are relevant for prioritizing the targets are:

- QSO brightness;
Figure 1. Redshift coverage of ESPRESSO and UVES of common transitions used for measuring $\alpha$. Thinner lines represent the coverage of UVES, while the thicker part is representative of ESPRESSO’s. The color code is indicative of the $q$ sensitivity parameter, each transition has the color according to the blueshift or redshift on spectra and by how much. The dashed transitions at the bottom of the diagram correspond to anchors, i.e. transitions that do not shift much.

- high number of transitions available in the system, which leads to smaller overall uncertainties and also allows for several independent measurements using different sets of transitions (an important test of possible systematics);
- presence of at least one red shifter, one blue shifter, and one anchor (as discussed in the previous section); this is partially ensured by the requirement of a large $\Delta q$;
- simpler velocity structure systems (strong but not saturated absorption features; narrow lines and large number of components, provided these are resolved or at least partially resolved);
- systems for which the dipole model of Webb et al. [3] predicts a higher variation of $\alpha$;
- possibility to perform in the same system additional measurements, such as $\mu$ or $T_{CMB}$, enabling key tests of many theoretical paradigms [4].

This analysis leads to the selection of the 14 targets which are presented in Table I. We note that the order in which they are presented should not be seen as any ranking among them: they are simply ordered according to their Right Ascension. A more detailed prioritization will require the generation of simulated ESPRESSO-like spectra of these targets, and is currently ongoing.

Strictly speaking, the first listed measurement does not fulfill all the criteria, but it is the only system accessible to ESPRESSO where the proton-to-electron mass ratio and the temperature-redshift relation can also be measured. This fact makes it a theoretically interesting target for testing theories where a relation between these three parameters is predicted [23, 24]. Indeed, this target has also yielded a measurement of the Deuterium abundance [25], but unfortunately the required transitions (having rest wavelengths around 915 Å) are not accessible to ESPRESSO at this redshift.

Figure 2 presents, in a visually simpler way, the information listed in Table I, considering the sky position and the redshift of the targets. In particular, these plots facilitate a rapid visualization of the target position to test the dipole model of Webb et al., represented by the color map in the background, and the target distribution in redshift, which ranges from 1.35 to 3.02 (or 2.59 if not
considering the first target in the table). In either case, we note that all these absorbers probe physics deep in the matter era, an epoch which is quite difficult to probe with more common probes such as Type Ia supernovas. This is important because, as previously mentioned, even improved null measurements of $\alpha$ can be used to constrain dark energy, a point to which we now turn.

IV. FORECASTS ON DARK ENERGY

Our Principal Component Analysis (PCA) based formalism to obtain the forecasts is described in [5]. For completeness, a short review of the method is presented in Appendix A. We consider models for which the variation of $\alpha$ is linearly proportional to the displacement of a scalar field, and further assume that this field is a quintessence type field, i.e. responsible for the current acceleration of the Universe.

We take the coupling between the scalar field and electromagnetism to be:

$$\mathcal{L}_{\phi F} = -\frac{1}{4} B_F(\phi) F_{\mu \nu} F^{\mu \nu},$$

(3)

where the gauge kinetic function is $B_F(\phi) = 1 - \zeta \kappa (\phi - \phi_0)$, $\kappa^2 = 8\pi G$ and $\zeta$ is a dimensionless parameter to be marginalized over. This can be seen as the first term of a Taylor expansion, and should be a good approximation if the field is slowly varying at low redshift—a good approximation given that it is assumed to be a quintessence-type field and that observationally only small relative variations of $\alpha$ are allowed [26–28]. Then, the evolution of $\alpha$ is given by

$$\frac{\Delta \alpha}{\alpha} \equiv \frac{\alpha - \alpha_0}{\alpha_0} = \zeta \kappa (\phi - \phi_0).$$

(4)

For a flat Friedmann-Lemaître-Robertson-Walker Universe with a canonical scalar field we can write its speed as $\dot{\phi}^2 = (1 + w(z))\rho_\phi$, from which it follows that for a given dependence of the equation of state parameter $w(z)$ with redshift the scalar field evolves as

$$\phi(z) - \phi_0 = \frac{\sqrt{3}}{\kappa} \int_0^z \frac{dz}{\sqrt{1 + w(z)}} \left(1 + \frac{\rho_m}{\rho_\phi}\right)^{-1/2},$$

(5)

where we have chosen the positive root of the solution since we expect the scalar field to be rolling down the potential.

From this one can calculate the Fisher matrix to infer the precision on the measurement of $w$ using standard techniques [5] obtaining, from a set of observables and its uncertainties, the eigenvalues $\lambda_i$ of the diagonalized Fisher matrix (ordered from best determined modes to worst ones) and the variance of the new parameters, $\sigma_i^2 = 1/\lambda_i$. To reconstruct the fiducial equation only the best determined modes are used, chosen according to statistical and physical criteria detailed in [5].

In this work we will consider three fiducial models for the equation of state. First we will assume a constant equation of state, with a value close to a cosmological

| Name | $z_{obs}$ | $\frac{\Delta \alpha}{\alpha}$ ($10^{-6}$) | $\sigma_{\Delta \alpha}$ ($10^{-6}$) | $\text{Max}(\Delta q)$ | # trans. | Trans. | Ref. |
|------|----------|----------------|-----------------|----------------|---------|-------|-----|
| J0350-3811 | 3.02 | -27.9 | 34.2 | 1350 | 2 | SiII,FeII | 15 |
| J0407-4410 | 2.59 | 5.7 | 3.4* | 2984 | 13 | AlIII,AlIII,FeII,FeII,AlII,FeII,NiIII,FeIII | 14 |
| J0431-4855 | 1.35 | -4.0 | 2.3* | 2990 | 17 | MgI,AlII,FeII,FeII,AlII,FeII,NiIII | 14 |
| J0530-2503 | 2.14 | 6.7 | 3.5* | 2990 | 7 | AlII,FeII,FeII,FeII,NiIII | 14 |
| J1103-2645 | 1.84 | 5.6 | 2.6 | 2890 | 4 | SiII,FeII,FeII | 20 |
| J1159+0112 | 1.94 | 5.1 | 4.4* | 2990 | 12 | SiII,AlII,FeII,FeII,NiIII | 14 |
| J1334+1649 | 1.77 | 8.4 | 4.4 | 2990 | 15 | MgII,AlII,FeII,FeII,FeII,FeII,NiIII,FeII | 14 |
| HE1347-2457 | 1.43 | -21.3 | 3.6 | 2790 | 3 | FeII,FeII | 20 |
| J209-1944 | 1.92 | 8.5 | 3.8 | 3879 | 16 | AlII,SiII,FeII,FeII,NiIII,FeII,NiIII | 14 |
| HE2217-2818 | 1.69 | 1.3 | 2.4 | 2890 | 6 | AlII,FeII,FeII | 21 |
| Q2230+0232 | 1.86 | -9.9 | 4.9 | 3879 | 14 | SiII,AlII,FeII,FeII,NiIII,FeII | 15 |
| J2335-0908 | 2.15 | 5.2 | 4.3* | 3879 | 16 | AlII,FeII,FeII,FeII,NiIII,FeII | 14 |
| J2335-0908 | 2.28 | 7.5 | 3.7* | 2610 | 7 | SiIV,FeII,FeII,FeII,NiIII | 14 |
| Q2343+1232 | 2.43 | -12.2 | 3.8* | 3879 | 11 | AlII,AlII,FeII,FeII,NiIII,FeII | 15 |
Figure 2. The top panel shows the sky distribution of the ESPRESSO targets in in Table I. The circles represent the $\alpha$ measurements, their size being proportional to the uncertainty of the current measurement and the color gives the value for $\Delta \alpha$ according to the color bar in the lower panel. The dark blue crosses represent known $\mu$ measurements, and the cyan possible targets of $\mu$ constant, $w_\mu(z) = -0.9$. This has already been used in previous works, and therefore using it facilitates comparisons of our results with those of previous works.

Second, we consider a Chevallier-Polarski-Linder [29, 30] parametrization of the dark energy equation of state,

$$w_{\text{CPL}}(z) = w_0 + w_a \frac{z}{1 + z},$$

(6)

where $w_0$ is its present value and $w_a$ is the coefficient of the time-dependent term. We have chosen the fiducial parameters $w_0 = -0.9$ and $w_a = 0.3$.

Third, we consider an Early Dark Energy (EDE) class of models [31] for which the dark energy density fraction is

$$\Omega_{\text{EDE}}(z) = \frac{1 - \Omega_m - \Omega_\alpha [1 - (1 + z)^{3w_0}]}{1 - \Omega_m + \Omega_\alpha(1 + z)^{-3w_0}} + \Omega_e [1 - (1 + z)^{3w_0}]$$

(7)

and the dark energy equation of state is defined as

$$w_{\text{EDE}}(z) = -\frac{\frac{1}{3} \frac{\ln \Omega_{\text{EDE}}}{\ln a} \frac{\frac{d}{da} \ln \Omega_{\text{EDE}}}{\frac{d}{da} \ln a} + \frac{a_{eq}}{3(a + a_{eq})}}$$

(8)

here $a_{eq}$ is the scale factor. The energy density $\Omega_{\text{EDE}}(z)$ has a scaling behavior evolving with time and approaching a finite constant $\Omega_e$ in the past, rather than approaching zero. Here used $w_0 = -0.9$, $\Omega_e = 0.02$ and $z_{eq} = 3371$. Therefore the second and third parametrizations are extensions of the first one, each of them having one additional parameter.

For each fiducial model we choose a prior for the coupling parameter $\zeta = 5 \times 10^{-6}$ such that it leads to a few parts-per-million variation of $\alpha$ at redshift $z \sim 4$, consistent with [3] and with other current data.

We applied this PCA formalism to the dataset of 14 ESPRESSO $\alpha$ targets discussed above, on its own and also in combination with representative future Sna Ia Surveys. For the $\alpha$ measurements we assumed two different scenarios for the ESPRESSO GTO target list:

- **Baseline**: we assumed that each of the targets on the list can be measured by ESPRESSO with an uncertainty of $\sigma_{\Delta \alpha / \alpha} = 0.6$ppm; this represents what we can currently expect to achieve (though this expectation needs to be confirmed at the time of commissioning);

- **Ideal**: in this case we assumed a factor of 3 improvement in the uncertainty, $\sigma_{\Delta \alpha / \alpha} = 0.2$ppm; this represents somewhat optimistic uncertainties, but is also useful as a comparison point.

We will also provide forecasts for a longer-term dataset, on the assumption that the same targets are observed with the ELT-HIRES spectrograph; in this case we assume an improvement in sensitivity by a factor of 6 in both the baseline and ideal scenarios, coming from the larger collecting area of the telescope and additional improvements at the level of the spectograph.

As for the Type Ia supernovas, we consider the following datasets:

- A low-redshift sample, henceforth denoted LOW, of 3000 supernovas uniformly distributed in the redshift range $0 < z < 1.7$, with an uncertainty on the magnitude of $\sigma_m = 0.11$. These numbers are typical of a ‘SNAP-like’ future supernova survey and were also used in [9] and many other subsequent works, thus providing a useful point of comparison;
• An intermediate redshift sample, henceforth de- 
noted MID, of 1700 supernovas uniformly distrib-
uted in the redshift range 0.75 < z < 1.5 and the 
same σ_m as before. This is representative of recent 
proposals such as DESIRE [32].

To reconstruct the dark energy equation of state, we 
assumed 20 redshift bins between 0 < z < 3.02, though 
note that the ESPRESSO GTO α measurements only oc-
cupy the range 1.35 < z < 3.02, and similarly the type 
Ia supernova data only cover comparatively low redshifts.
Increasing the redshift coverage is indeed one of the key 
advantages of these α measurements, as discussed in [5].
In order to compare the reconstructions with the differ-
ent datasets, and thus to quantify the gains in sensitivity 
from the combination of several of them, we compared 
the uncertainty of the five best-determined PCA modes 
of the various reconstructions. We take the reconstruc-
tion with the LOW Supernova data as the baseline, and 
compare the others with this one by taking the ratios

\[ R_{i,j} = \frac{\sigma_{i}^2}{\sigma_{LOW,j}^2} \]  

(9)
in which i is the dataset (or combination thereof) under 
consideration and j, which ranges from 1 to 5, denotes 
the PCA mode being considered. The mode uncertainties 
used should be normalized in each reconstruction. One 
events that the more accurate reconstructions will result 
in larger values of this ratio. This procedure is detailed 
in [10], which also suggests the graphs of the principal 
components as a function of redshift as means to provide 
information on the redshift coverage and sensitivity of 
the reconstruction.

To facilitate comparisons with previous works, we will 
also consider two other indicators to characterize the re-
constructions: the number of modes with uncertainty 
lower that 0.3 and the optimal number of modes to use 
in the PCA reconstruction of the equation of state, as 
chosen using the so-called risk minimization method (as 
explained in in appendix A). The latter number is larger 
than the former but the two are correlated, as can be 
seen in Fig. 3.

Tables II, III and IV present the values of these ratios 
given by Eq. 9 for the five best determined modes and 
the various combinations of datasets, as well as the two 
other diagnostics described in the previous paragraph, for 
each of the fiducial models. One finds that on its own, 
the reconstruction with the ESPRESSO Target List for 
the GTO is not competitive with the one from a large 
Supernova dataset. This is expected given the earlier 
analysis in [7].

Nevertheless, the addition of α measurements to the 
supernova data does improve the reconstruction, since 
the extended redshift lever arm enabled by the α meas-

measurements improves the determination of the higher 
modes. This is manifest in the tables from the fact that 
the ratios R are larger for the higher-order modes. Ob-
viously, a post-GTO program extending the dataset can 

further improve this. Typically the first two PCA modes 
are not dramatically affected (since these are reasonably 
well characterized by the low-redshift supernova data), 
but the higher ones are.

We emphasize that the tables list the gains relative 
to a supernova-only reconstruction. Since the truncation 
of the higher modes inherent to the PCA technique will 
typically produce a biased reconstruction at the highest 
redshifts probed (e.g., at the highest redshifts the recon-
structed equation will approach 0, as was already pointed 
out in the original work of [9]), and since this bias will 
be larger the closer the fiducial equation of state is to 
a cosmological constant, our w = −0.9 case is the one 
for which the gains are higher. In the CPL and EDE 
cases, where w(z) increases with redshift, the gains are 
therefore smaller.

The difference between the baseline and ideal scenarios 
(which corresponds to a factor of 3 in sensitivity) is 
noticeable, and this is even more so for the case of ELT-
HIRES for which we assumed a gain in sensitivity of a 
factor of 6. This factor is possibly conservative, though it 
is difficult to accurately estimate it at this time, given un-
certainties such as the E-ELT’s transmission in the blue 
and the wavelength coverage of ELT-HIRES. Still our 
analysis confirms earlier expectations [6, 7] that ELT-
HIRES measurements of α can constrain dark energy 
more strongly than standard supernova surveys.

As a further comparison, Fig. 4 depicts the four best 
determined eigenmodes for the constant equation of state 
parametrization, for six of our scenarios, detailed in the 
figure’s caption. All eigenvectors are similarly normal-
ized; how much they differ from zero, in absolute value, 
indicates their sensitivity to different redshifts (so the 
change in the overall sign of some modes has no physical 
significance).

The information gains at high redshift, afforded by 
the α measurements for the higher modes, are visually 
clear, corroborating the information in the previously dis-
cussed tables. This analysis confirms the well-known re-
sult that supernova surveys provide good determinations 
of two PCA modes (which physically correspond to the 
present-day dark energy equation of state and its rate of 
change) but they are ineffective for constraining higher 
orders. The comparison between the baseline and ideal 
ESPRESSO datasets (compare the left and right panels in 
the middle and bottom sets) is also instructive, and 
confirms that a post-GTO program extending its dataset 
and improving its sensitivity can have a stronger impact 
in the field.

Finally, Fig. 5 presents examples of the reconstruc-
ted dark energy equation of state w(z) (shown by data 
points with the corresponding error bars) for the EDE 
equation of state parametrization (always represented by 
the continuous line), for six of our combinations of simu-
lated datasets detailed in the figure’s caption. Note that 
as discussed in [9], the truncation inherent to this re-
construction process is such that the higher redshift bins 
for which one has data will always lead to an equation
of state $w = 0$ - so the reconstruction may be biased if the high-redshift behavior of the dark energy equation of state is different. However, as this figure itself makes clear, any such bias can be alleviated by having better data and in particular by extending the redshift coverage.

By comparing the middle and bottom sets of panels in this figure one may naively get the impression that in going from the baseline to the ideal dataset one gets a worst reconstruction. However, this is not the case. The improved sensitivity of the dataset will imply that the optimal number of modes to be used in the dark energy equation of state reconstruction will increase, and while the uncertainties of these PCA higher modes are larger than those of the lower ones (which will correspond to somewhat larger error bars on the reconstructed equation of state), this will also imply that the reconstructed equation of state is much less biased (i.e., much closer to the fiducial one). Therefore in a statistically quantitative sense the reconstruction is indeed s better one.

Figure 3. The number of PCA modes with uncertainties smaller than 0.3 (solid lines) and the optimal number of PCA modes for the equation of state reconstruction (c.f. Appendix A, dashed lines), for all the combinations of fiducial models and datasets we study. The red, green and blue lines correspond to the constant equation of state, CPL and EDE parametrizations respectively.

Table II. The values of the ratios defined in Eq. 9 for the first five modes, plus the two additional diagnostics, considering reconstructions for the constant fiducial equation of state parametrization. We present different combinations of datasets for baseline and ideal scenarios for measurements of $\alpha$ expected for ESPRESSO GTO and the LOW and MID type Ia supernova samples, using the LOW supernova sample as the benchmark. The bottom half of the table shows analogous forecasts on the assumption that the same $\alpha$ targets are observed with the ELT-HIRES.
Figure 4. Comparing the four best determined eigenmodes for the constant equation of state parametrization, for the following cases: supernovas only (LOW sample, top left), $\alpha$ measurements only (ESPRESSO GTO Ideal sample, top right), LOW plus ESPRESSO GTO Baseline (middle left), LOW plus ESPRESSO GTO Ideal (middle right), LOW plus MID plus ESPRESSO GTO Baseline (bottom left), and LOW plus MID plus ESPRESSO GTO Ideal (bottom right). Note that the redshift coverage in the top panels differs from that in the remaining ones. All eigenvectors are similarly normalized; how much they differ from zero (in absolute value) indicates their sensitivity to different redshifts.
Figure 5. Comparing the reconstructed dark energy equation of state \( w(z) \) (blue data points) for the EDE equation of state parametrization (red line), for the following cases: LOW supernovas only (top left), LOW plus MID supernovas (top right), ESPRESSO GTO Baseline measurements only (middle left), ESPRESSO GTO ideal data (middle right), LOW supernovas plus ESPRESSO GTO Ideal (bottom left), and LOW plus MID supernovas plus ESPRESSO GTO Ideal (bottom right).
Table III. Same as Table II for the CPL fiducial equation of state parametrization. \( w_0 = -0.9, w_a = 0.3 \).

|                | 1     | 2     | 3     | 4     | 5     | \(< 0.3\) |
|----------------|-------|-------|-------|-------|-------|---------|
| GTO baseline   | 0.0021| 0.0048| 0.0329| 0.0885| 0.2662| 0       |
| GTO ideal      | 0.0091| 0.0137| 0.0548| 0.1166| 0.3182| 0       |
| GTO baseline + LOW | 1.0000| 1.0000| 1.0000| 1.0004| 1.0042| 4       |
| GTO ideal + LOW | 1.0000| 1.0000| 1.0003| 1.0055| 1.9969| 4       |
| LOW + MID      | 2.1320| 2.1292| 2.0991| 2.0370| 1.8390| 4       |
| GTO baseline + LOW + MID | 2.1320| 2.1292| 2.0991| 2.0335| 1.8248| 4       |
| GTO ideal + LOW + MID | 2.1320| 2.1292| 2.0994| 2.0411| 2.0749| 4       |
| HIRES GTO baseline | 0.0327| 0.0439| 0.1286| 0.2113| 0.4935| 2       |
| HIRES GTO ideal  | 0.3517| 0.4508| 1.1239| 1.4889| 2.8578| 4       |
| HIRES GTO baseline + LOW | 1.0000| 1.0000| 1.0029| 2.3508| 3.3846| 5       |
| HIRES GTO ideal + LOW | 1.0000| 0.9994| 8.9818| 10.5674| 9.7010| 8       |
| HIRES GTO baseline + LOW + MID | 2.1320| 2.1292| 2.1006| 2.3783| 6.2142| 4       |
| HIRES GTO ideal + LOW + MID | 2.1320| 2.1292| 2.0994| 2.0411| 2.0749| 4       |

Table IV. Same as Table II for the EDE fiducial equation of state parametrization. \( w_0 = -0.9, \Omega_{EDE} = 0.02 \).

|                | 1     | 2     | 3     | 4     | 5     | \(< 0.3\) |
|----------------|-------|-------|-------|-------|-------|---------|
| GTO baseline   | 0.0028| 0.0056| 0.0381| 0.0976| 0.2929| 0       |
| GTO ideal      | 0.0149| 0.0216| 0.0731| 0.1515| 0.3846| 1       |
| GTO baseline + LOW | 1.0000| 1.0000| 1.0000| 1.0007| 1.0083| 3       |
| GTO ideal + LOW | 1.0000| 1.0000| 1.0006| 1.0553| 3.0416| 4       |
| LOW + MID      | 2.1318| 2.1292| 2.0952| 2.0303| 1.8144| 4       |
| GTO baseline + LOW + MID | 2.1318| 2.1292| 2.0952| 2.0310| 1.8213| 4       |
| GTO ideal + LOW + MID | 2.1318| 2.1292| 2.0956| 2.0381| 3.2039| 5       |
| HIRES GTO baseline | 0.0557| 0.0757| 0.1915| 0.3333| 0.6940| 2       |
| HIRES GTO ideal  | 0.6051| 0.8039| 1.7870| 2.7848| 4.8660| 6       |
| HIRES GTO baseline + LOW | 1.0000| 1.0000| 1.4234| 2.7059| 5.9279| 5       |
| HIRES GTO ideal + LOW | 1.0000| 1.6629| 9.3019| 20.1404| 14.9466| 9       |
| HIRES GTO baseline + LOW + MID | 2.1318| 2.1293| 2.0982| 3.8437| 6.6324| 6       |
| HIRES GTO ideal + LOW + MID | 2.1319| 2.1302| 15.4443| 20.1964| 17.5422| 10      |

V. CONCLUSION

A first list of targets for the ESPRESSO fundamental physics GTO has been put together on the basis of the current knowledge of these targets, including the current measurements of \( \alpha \) which they lead to. An important complementary task is to assess which among ESPRESSO’s modes of operation is optimal for each target. Such a study necessarily requires detailed simulations of ESPRESSO-like spectra, and is currently under way.

The classical way to characterize the redshift dependence of the dark energy equation of state is to use the Hubble diagram from type Ia Supernovas, which at present are limited in redshift: the current maximum is \( z \sim 1.7 \), and measurements at \( z > 1 \) (that is, in the matter era) are currently very scarce. Spectroscopic measurements of \( \alpha \) allow us to map dark energy deep in the matter era where, if dark energy is due to a dynamical scalar field, its dynamics is expected to be fastest (and therefore may be easier to detect). Despite ESPRESSO’s somewhat limited wavelength coverage as compared to other ESO spectrographs like UVES, it will enable us to characterize dark energy up to a redshift \( z \sim 3 \).

Previous work using PCA-based forecast techniques [5–7] had generically shown that the reconstruction of the dark energy equation of state is significantly improved when combining the Type Ia Supernovas with measurements on the stability of the fine-structure constant. Here we have shown that 14 measurements expected from the ESPRESSO fundamental physics GTO will not be able to reconstruct the equation of state and distinguish models in a convincing manner by themselves. However, they will provide important improvements when combined with Type Ia Supernova data. On the other hand, further improvements in sensitivity expected in the Extremely Large Telescopes era will make these measure-
ments a competitive dark energy probe, even on their own. Thus precision astrophysical spectroscopy will soon be a key component of fundamental physics research.
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Appendix A: Principal Component Analysis

PCA is a nonparametric method that is used in this work in order to constrain the dark energy equation of state \( w(z) \). Its performance should not be compared with parametric methods, since the two are addressing different questions. Instead one should compare it with another nonparametric reconstruction, and this is the approach we follow here. This is useful, for example, in order to compare the impact of the different datasets for a certain parametrization.

An advantage of PCA techniques is that they allow one to infer which and how many parameters can be most accurately determined with a given experiment. Instead of assuming a parametrization for the relevant observable (variable) with a set of parameters born of our theoretical prejudices, the PCA method leaves the issue of finding the best parametrization to be decided by the data itself.

In [9] and [33] the PCA approach was applied to the use of supernova data to constrain the dark energy equation of state, \( w(z) \). Further work, in [5], used this same technique in combination with fine structure constant constant measurements. With the goal of making the present article self-contained, here we summarize PCA formalism applied to the use of observables, at different redshifts (\( z \)), to constrain the dark energy equation of state, \( w(z) \).

One can divide the relevant redshift range into \( N \) bins such that in bin \( i \) the equation of state parameter takes the value \( w_z \),

\[
w(z) = \sum_{i=1}^{N} w_i \delta(z) .
\]  \tag{A1}

Another way of saying this is that \( w(z) \) is expanded in the basis \( \delta(z) \), with \( \delta(z) = (1, 0, 0, \ldots) \), \( \delta(z) = (0, 1, 0, \ldots) \), etc.

In order to find the uncertainty of the parameters \( w_i \), we have to build a Fisher information matrix. For that the first step is to construct the Likelihood function for a generic observable \( m(z, w_i, c) = \mu(z, w_i) + c \). For the purposes of this work this can be the apparent magnitude of a supernova, in which case

\[
\mu = 5 \log(H_0 d_L), \quad c = M + 25 - 5 \log H_0
\]  \tag{A2}

or it can be the relative variation of \( \alpha \) obtained with quasar absorption spectra, for which

\[
\mu = \ln[\kappa(\phi - \phi_0)], \quad c = \ln \zeta .
\]  \tag{A3}

Then we find

\[
L(w', M) \propto \exp \left[ -\frac{1}{2} \sum_{i,j=1}^{N} (m - m_F) C_{ij}^{-1} (m - m_F) \right].
\]  \tag{A4}

where \( m_F \) means \( m \) evaluated at the fiducial values of the parameters, \( m_F = m_F(z_i, w_i', c') \) and \( C^{-1} \) is the inverse of the correlation matrix of the data.

Defining \( \beta = c - c' \), and integrating the likelihood in \( \beta \), we obtain the marginalized likelihood

\[
L(\omega_i) \equiv \int_{-\infty}^\infty L(\omega_i, \beta) d\beta
\]

\[
= \sqrt{\frac{2\pi}{A}} \exp \left[ -\frac{1}{2} \sum_{i,j=1}^{N} (\mu - \mu_F) D_{ij}^{-1} (\mu - \mu_F) \right].
\]  \tag{A5}

where \( A = \sum_{i,j} C_{ij}^{-1} \) and

\[
D_{ij}^{-1} = C_{ij}^{-1} - \frac{1}{A} \sum_{k,l=1}^{N} C_{kl}^{-1} C_{lh}^{-1}.
\]  \tag{A6}

The Fisher matrix can be obtained by approximating \( L(\omega_i) \) as a Gaussian in the theoretical parameters \( \omega_i \) (the equation of state in each bin) centered around the fiducial parameters, and taking the inverse of the resulting correlation function. The Fisher matrix turns out to be

\[
F_{kl} \equiv -\frac{\partial^2 \ln L}{\partial \omega_k \partial \omega_l} \bigg|_{\omega_F} = \sum_{i,j=1}^{N} \frac{\partial \mu(z_i)}{\partial \omega_k} \bigg|_{\omega_F} D_{ij}^{-1} \frac{\partial \mu(z_j)}{\partial \omega_l} \bigg|_{\omega_F},
\]

where the derivatives are evaluated at the fiducial values of the parameters.

The uncertainties on the measurement of \( w_i \) can be inferred from the Fisher matrix of the parameters \( w_i \), specifically from \( \sqrt{(F^{-1})_{ii}} \), and they typically increase
and variation of $\alpha$ done by diagonalizing the Fisher matrix such that all the parameters are uncorrelated. This can be for larger redshift. One can, however, find a basis in which all the parameters are uncorrelated. This can be done by diagonalizing the Fisher matrix such that $F = W^T \Lambda W$ where $\Lambda$ is diagonal and the rows of $W$ are the eigenvectors $e_i(z)$ or the principal components. These define the new basis in which the new coefficients $\alpha_i$ are uncorrelated and now we can write

$$w(z) = \sum_{i=1}^{N} \alpha_i e_i(z). \quad (A7)$$

The diagonal elements of $\Lambda$ are the eigenvalues $\lambda_i$ (ordered from largest to smallest) and they define the variance of the new parameters, $\sigma^2(\alpha_i) = 1/\lambda_i$.

In Fig. 6, we show the three best determined and two of the worst determined eigenvectors for $w(z)$ for a reconstruction of the fiducial model $w(z) = -1$, with supernova type Ia and variation of $\alpha$ measurements. The best-determined modes peak at relatively low redshifts, while the higher modes (worst determined) have high frequencies and more information at higher redshifts. A way to interpret this parametrization is to realize that the $M$th best-determined eigenvector has precisely $M - 1$ nodes, leading to the interpretation that the first eigenvector corresponds to the "average of $w(z)$", the second one to the "first derivative of $w$", the third one to the second derivative of $w$, etc.

Following [9] and [33] one can now attempt a reconstruction $w(z)$ by keeping only the most accurately determined modes (the ones with largest eigenvalues), and discarding the rest. To do this, we need to decide how many components to keep. We must point out that the weak point of this procedure consists in neglecting the high frequency modes, and typically this will translate into a poorer reconstruction at the highest redshifts. This is one of the reasons why extending the range of the available measurements into the deep matter era is important.

One may argue that the optimal value of modes $M$ to be kept corresponds to the value that minimizes the risk, defined as [9]

$$\text{risk} = \text{bias}^2 + \text{variance}, \quad (A8)$$

with

$$\text{bias}^2(M) = \sum_{i=1}^{N} (\tilde{w}(z_i) - w^F(z_i))^2, \quad (A9)$$

where the notation $\tilde{w}$ means that the sum in (A7) runs from 1 to $M$, and

$$\text{variance} = \sum_{i=1}^{N} \sum_{j=1}^{M} \sigma^2(\alpha_j) e_j(z_i). \quad (A10)$$

The bias measures how much the reconstructed equation of state, $w_{rec}(z)$, differs from the true one by neglecting the high and noisy modes, and therefore typically decreases as we increase $M$. The variance of $w(z)$, however, will increase as we increase $M$, since we will be including modes that are less accurately determined.

An alternative way to decide on the number of optimal modes is to choose the largest value for which the error is below unity, or equivalently, the RMS fluctuations of the equation of state parameter in such mode are

$$\langle (1 + w(z))^2 \rangle = \sigma^2 \lesssim 1. \quad (A11)$$

Having thus determined the optimal number of modes, we proceed with the normalization of the error following [33] such that $\sigma^2 = 1$ for the worst determined mode and normalize the error on the remaining modes by taking

$$\sigma^2(\alpha_i) \rightarrow \sigma^2_n(\alpha_i) = \frac{\sigma^2(\alpha_i)}{1 + \sigma^2(\alpha_i)}. \quad (A12)$$

A comparison of the impact of the two truncation methods (risk method vs. normalization of the error) is presented in [5]. The main difference is the effect on the size of the error bars of the reconstruction: the normalization of the error method appears to give more accurate (closer to the fiducial value) but less precise (more conservative errors) reconstructions when compared with the risk minimization procedure.