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ABSTRACT. We consider an infinite horizon zero-sum linear-quadratic differential game in the case where the cost functional does not contain a control cost of the minimizing player (the minimizer). This feature means that the game under consideration is singular. For this game, novel definitions of the saddle-point equilibrium and game value are proposed. To obtain these saddle-point equilibrium and game value, we associate the singular game with a new differential game for the same equation of dynamics. The cost functional in the new game is the sum of the original cost functional and an infinite horizon integral of the square of the minimizer’s control with a small positive weight coefficient. This new game is regular, and it is a cheap control game. Using the solvability conditions, the solution of the cheap control game is reduced to solution of a Riccati matrix algebraic equation with an indefinite quadratic term. This equation is perturbed by a small parameter. Subject to a proper assumption, an asymptotic expansion of a stabilizing solution to this equation is constructed and justified. Using this asymptotic expansion, the existence of the saddle-point equilibrium and the value of the original game is established, and their expressions are derived. Illustrative example is presented.

1. Introduction. A singular differential game is the game, which cannot be solved by application of the first-order solvability conditions. For instance, a singular zero-sum differential game cannot be solved using the Isaacs MinMax principle, as well as the Bellman–Isaacs equation method, (3 5 17 23). A Nash equilibrium set
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of controls in a singular non-zero-sum differential game can be obtained neither by application of the first-order variational method, nor by application of the generalized Hamilton-Jacobi-Bellman equation method ([3, 35]). All this occurs, because the problem of minimization (maximization) of the game’s Variational Hamiltonian with respect to a singular control either has no solution or has infinitely many solutions.

Singular differential games appear in many applications. For example, in pursuit-evasion problems ([15, 31, 32, 34, 35]), robust controllability problems ([37]), robust interception of a maneuvering target ([33, 38]), robust tracking ([39]), biology processes ([19]), robust investment ([20]).

In the open literature, a finite horizon version of singular differential games was mostly studied. Thus, in [6, 26, 32, 34], higher order optimality conditions were used for solution of various such zero-sum games. Numerical method of solution of a singular zero-sum game was proposed in [7]. In [16, 31], solutions of singular zero-sum games were derived by geometric analysis of the set of all candidate optimal trajectories. In [1], an open-loop solution of a singular zero-sum differential game was derived in a class of generalized functions. In [12, 33], singular zero-sum differential games were analyzed by regularization, yielding for each game its value, an optimal state-feedback control of the maximizing player and a minimizing sequence of state-feedback controls for the opponent. In [12], an optimal trajectory sequence and a generalized optimal trajectory in the considered singular game also were obtained. In [11], using a regularization approach, a Nash equilibrium sequence was obtained in a two-person singular non-zero-sum differential game.

Infinite horizon singular differential games were considered much less. To the best of our knowledge, such games were studied only in few works. In [36], the existence of an almost equilibria of a singular zero-sum game was established using a Riccati matrix inequality. In [13], using a regularization approach, a minimizing sequence of state-feedback controls was designed and an upper value was obtained in a singular zero-sum game. In [41], an asymptotic (with respect to time) Nash equilibrium was designed in a two-person singular non-zero-sum game.

In the present paper, an infinite horizon zero-sum linear-quadratic differential game is considered. The feature of this game is that a weight matrix of the minimizer’s control cost in the cost functional is zero. Due to this feature, the game cannot be solved either by application of the Isaacs MinMax principle, or using the Bellman-Isaacs equation approach, i.e. this game is singular. Because of such a singularity, the well known definitions of the saddle-point equilibrium and the game value are not applicable to this game. Therefore, novel definitions for these notions are proposed. The considered game is treated using the regularization method, which yields a new game (cheap control game). Using perturbation techniques, an asymptotic behavior of this cheap control game is analyzed. Based on this analysis, the existence of the saddle-point equilibrium and the game value in the original (singular) game is established, and their expressions are obtained.

It is important to note the following. Although the regularization approach to study of the singular zero-sum game in the present paper is similar to the approach in the works [12, 13, 33], the main results of the present paper, as well as their derivation, differ considerably from the ones of these works. Namely, in the works [12, 33], the finite horizon games were considered in wide classes of the players’ admissible feedback controls. Each control of this class guarantees the existence and uniqueness of the absolutely continuous solution to the equation of the game’s
dynamics (subject to a given initial condition) against any square integrable open-loop control of the opponent. Moreover, the time realization of the feedback control along this solution is square integrable. In these classes of the players’ admissible feedback controls, subject to proper conditions, the complete solutions of the games (optimal control of the maximizing player, optimal control sequence of the minimizing player and the game value) were obtained. It is well known that a regular finite horizon zero-sum linear-quadratic differential game also is solvable in these classes of the players’ admissible controls subject to the absence of conjugate points in the solution of the corresponding Riccati matrix differential equation (see e.g. [3]). However, it is not so in the case of a regular infinite horizon zero-sum linear-quadratic differential game. For this game, its value and the optimal feedback control of the minimizing player exist subject to the existence of the minimal positive definite solution of the corresponding Riccati matrix algebraic equation. However, the only suboptimal feedback control of the maximizing player (the maximizer) exists in this game (see e.g. [3, 25]). Such a feature yields the existence of a saddle-point equilibrium, but not the exact equilibrium in this infinite horizon game. The exact saddle-point equilibrium in the regular infinite horizon zero-sum linear-quadratic differential game exists in a restricted class of the players’ admissible feedback controls [18]. In the short conference paper [13], the singular infinite horizon game was considered in the wide class of the minimizer’s admissible feedback controls. Due to the above mentioned feature of the regular infinite horizon game, only the minimizing control sequence was designed but neither an optimal maximizer’s feedback control nor a saddle point. In the present paper, we consider the singular infinite horizon game in the restricted class of the players’ admissible feedback controls. This consideration allows to obtain essentially novel results, namely: (i) to define a saddle-point equilibrium sequence of the players’ controls in the game; (ii) to define a value of the game; (iii) to derive explicit expressions for the saddle-point equilibrium sequence and the game value.

The paper is organized as follows. In Section 2, the rigorous formulation of the problem is presented. Main definitions are formulated. Objectives of the paper are stated. Auxiliary results are placed in Section 3. These results include the regularization of the original (singular) game and an asymptotic analysis of the regularized (cheap control) game. Main results of the paper (the saddle-point equilibrium and the game value) are derived in Section 4. In Section 5, an illustrative example is solved. Conclusions appear in Section 6.

The following main notations are applied in the paper: (1) $E^n$ is the $n$-dimensional real Euclidean space; (2) $\| \cdot \|$ denotes the Euclidean norm either of a vector or of a matrix; (3) the superscript "T" denotes the transposition of matrices and vectors; (4) $L^2[0, +\infty; E^n]$ is the space of $n$-dimensional vector-valued functions $f(t)$, square-integrable in the interval $[0, +\infty)$; (5) $I_n$ is the $n$-dimensional identity matrix; (6) $\text{col}(x, y)$, where $x \in E^n$, $y \in E^m$, denotes the column block-vector of the dimension $n + m$ with the upper block $x$ and the lower block $y$; (7) for a symmetric matrix $A$, the notation $A > 0$ ($A \geq 0$) means that the matrix $A$ is positive definite (positive semi-definite).

2. Problem Statement and Main Definitions.

2.1. Game Formulation. The dynamics of the game is described by the system

$$dx(t)/dt = A_1x(t) + A_2y(t) + C_1v(t), \quad x(0) = x_0, \quad t \geq 0,$$

(1)
\[
dy(t)/dt = A_3x(t) + A_4y(t) + u(t) + C_2v(t), \quad y(0) = y_0, \quad t \geq 0,
\]
where \(x(t) \in E^n\) and \(y(t) \in E^m\) are the state vectors, \(u(t) \in E^n\), \(v(t) \in E^s\) are the players' controls; \(A_i, (i = 1, \ldots, 4)\) and \(C_j, (j = 1, 2)\) are given constant matrices of corresponding dimensions; \(x_0 \in E^n\) and \(y_0 \in E^m\) are given vectors.

The cost functional, to be minimized by \(u\) (the minimizer) and maximized by \(v\) (the maximizer), is
\[
J(u, v) = \int_0^{+\infty} [x^T(t)D_1x(t) + y^T(t)D_2y(t) - u^T(t)Gv(t)] \, dt,
\]
where \(D_j, (j = 1, 2)\) and \(G\) are given symmetric positive definite matrices of corresponding dimensions.

Since the cost functional \(J(u, v)\) does not contain a quadratic control cost of the minimizer, the game [1]–[3] can be solved neither by the Isaacs's MinMax principle nor by the Bellman–Isaacs equation method, i.e. it is singular. We call the game [1]–[3] the Singular Differential Game (SDG).

2.2. Main Definitions . Let us introduce the block vectors
\[
z \triangleq \text{col}(x, y), \quad z_0 \triangleq \text{col}(x_0, y_0),
\]
where \(x \in E^n, y \in E^m\); \(x_0\) and \(y_0\) are given in [1]–[2].

Consider the set \(\mathcal{U}\) of all functions \(u = u(z, t) : E^{n+m} \times [0, +\infty) \to E^n\), which are measurable w.r.t. \(t \geq 0\) for any fixed \(z \in E^{n+m}\) and satisfy the local Lipschitz condition w.r.t. \(z \in E^{n+m}\) uniformly in \(t \geq 0\). Similarly, let \(\mathcal{V}\) be the set of all functions \(v = v(z, t) : E^{n+m} \times [0, +\infty) \to E^s\), which are measurable w.r.t. \(t \geq 0\) for any fixed \(z \in E^{n+m}\) and satisfy the local Lipschitz condition w.r.t. \(z \in E^{n+m}\) uniformly in \(t \geq 0\).

Definition 2.1. By \(UV\), we denote the set of all pairs \((u(z, t), v(z, t))\) such that the following conditions are valid: (i) \(u(z, t) \in \mathcal{U}, v(z, t) \in \mathcal{V}\); (ii) the initial-value problem [1]–[2] for \(u(t) = u(z, t), v(t) = v(z, t)\) and any \(x_0 \in E^n, y_0 \in E^m\) has the unique locally absolutely continuous solution \(z_{uv}(t; z_0) = \text{col}(x_{uv}(t; z_0), y_{uv}(t; z_0))\), \((x_{uv}(t; z_0) \in E^n, y_{uv}(t; z_0) \in E^m)\) in the entire interval \([0, +\infty)\); (iii) \(z_{uv}(t; z_0) \in L^2[0, +\infty; E^{n+m}]\); (iv) \(u(z_{uv}(t; z_0), t) \in L^2[0, +\infty; E^n]\); (v) \(v(z_{uv}(t; z_0), t) \in L^2[0, +\infty; E^s]\).

In what follows, \(UV\) is called the set of all admissible pairs of the players' state-feedback controls (strategies) in the SDG.

For a given \(u(z, t) \in \mathcal{U}\), consider the set
\[
\mathcal{F}_u(u(z, t)) \triangleq \{v(z, t) \in \mathcal{V} : (u(z, t), v(z, t)) \in UV\},
\]
and
\[
\mathcal{H}_u \triangleq \{u(z, t) \in \mathcal{U} : \mathcal{F}_u(u(z, t)) \neq \emptyset\}.
\]

Definition 2.2. For a given \(u(z, t) \in \mathcal{H}_u\), the value
\[
J_u(u(z, t); z_0) = \sup_{v(z, t) \in \mathcal{F}_u(u(z, t))} J(u(z, t), v(z, t))
\]
is called the guaranteed result of \(u(z, t)\) in the SDG.

Similarly, for a given \(v(z, t) \in \mathcal{V}\), consider the set \(\mathcal{F}_v(v(z, t)) \triangleq \{u(z, t) \in \mathcal{U} : (u(z, t), v(z, t)) \in UV\}, \) and \(\mathcal{H}_v \triangleq \{v(z, t) \in \mathcal{V} : \mathcal{F}_v(v(z, t)) \neq \emptyset\}.


Definition 2.3. For a given $v(z, t) \in H_v$, the value
\[ J_v(v(z, t); z_0) = \inf_{u(z, t) \in F_v(v(z, t))} J(u(z, t), v(z, t)) \]  
(6)
is called the guaranteed result of $v(z, t)$ in the SDG.

Let $(u^*_q(z, t), v^*_q(z, t)) \in UV, \ (q = 1, 2, ...)$.

Definition 2.4. The sequence $\{(u^*_q(z, t), v^*_q(z, t))\}$ is called a saddle-point equilibrium sequence of the SDG if: (i) the limit value $J^*(z_0) \triangleq \lim_{q \to +\infty} J(u^*_q(z, t), v^*_q(z, t))$ exists and is finite; (ii) for any $u_q(z, t) \in F_u(v^*_q(z, t))$ and $v_q(z, t) \in F_v(u^*_q(z, t)), \ (q = 1, 2, ...)$, the following inequality is satisfied:
\[ \limsup_{q \to +\infty} J(u^*_q(z, t), v^*_q(z, t)) \leq J^*(z_0) \leq \liminf_{q \to +\infty} J(u^*_q(z, t), v^*_q(z, t)). \]
The value $J^*(z_0)$ is called a value of the SDG.

2.3. Objectives of the Paper. The objectives of this paper are: (i) to establish the existence of a saddle-point equilibrium sequence and a value of the SDG; (ii) to derive the expressions for these sequence and value.

3. Auxiliary Results.

3.1. Auxiliary Lemma. Consider the block matrices
\[ A = \begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ I_m \end{pmatrix}, \quad C = \begin{pmatrix} C_1 \\ C_2 \end{pmatrix}, \quad D = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix}. \]  
(7)
The matrices $A$ and $D$ are of the dimension $(n + m) \times (n + m)$, while the matrices $B$ and $C$ are of the dimensions $(n + m) \times m$ and $(n + m) \times s$, respectively.

Let the pair $\{A, B\}$ be stabilizable, and $M$ be a $m \times (n + m)$-matrix, such that the trivial solution of the system
\[ dz(t)/dt = (A + BM)z(t), \quad t \geq 0, \quad z(t) \in E^{n+m} \]  
(8)
is asymptotically stable. Consider the following strategy of the minimizer:
\[ u = u_M(z) = Mz, \quad z \in E^{n+m}. \]  
(9)
Along with this strategy, let us consider the Riccati matrix algebraic equation
\[ K(A + BM) + (A + BM)^T K + KC^{-1}C^T K + D = 0. \]  
(10)

Lemma 3.1. Let the equation (10) have a symmetric solution $K = K_M$, such that the trivial solution of the system
\[ dz(t)/dt = (A + BM + CG^{-1}C^T K_M)z(t), \quad t \geq 0 \]  
(11)
is asymptotically stable. Then:
(i) $u_M(z) \in H_u$;
(ii) $K_M \succeq 0$;
(iii) the guaranteed result of $u_M(z)$ in the SDG is
\[ J_u(u_M(z); z_0) = \sup_{v(z, t) \in F_v(u_M(z))} J(u_M(z), v(z, t)) = z_0^T K_M z_0; \]
(iv) this supremum value is attained for
\[ v(z, t) = v_M(z) \overset{\triangle}{=} G^{-1}C^T K_M z, \quad (z, t) \in E^{n+m} \times [0, +\infty). \]  
(12)
Proof. Let us start with the item (i). To prove this item, it is sufficient to show the existence of \(v(z,t) \in \mathcal{V}\) such that \((u_M(z), v(z,t)) \in \mathcal{VU}\). We choose \(v(z,t) = v_M(z)\), given in (12). Since \(v_M(z)\) is linear with respect to \(z\) and the gain in this function is independent of \(t\), then \(v_M(z) \in \mathcal{V}\). Also, it should be noted that the system (11) is obtained from the system in (1-2) by replacing \(u(t)\) and \(v(t)\) with \(u_M(z)\) and \(v_M(z)\), respectively.

Let, for any given \(z_0 \in \mathbb{R}^{n+m}, z_M(t; z_0)\) be the solution of (11) subject to the initial condition \(z(0) = z_0\). Since the trivial solution of the system (11) is asymptotically stable, then \(z_M(t; z_0)\) satisfies the inequality \(\|z_M(t; z_0)\| \leq a\|z_0\| \exp(-\beta t), t \geq 0\), where \(a > 0\) and \(\beta > 0\) are some constants. This inequality implies the inclusion \(z_M(t; z_0) \in L^2(0, +\infty; \mathbb{R}^{n+m})\). Therefore, due to (9) and (12), \(u_M(z_M(t; z_0)) \in L^2(0, +\infty; \mathbb{R}^m)\) and \(v_M(z_M(t; z_0)) \in L^2(0, +\infty; \mathbb{R}^n)\) meaning that \((u_M(z), v_M(z)) \in \mathcal{VU}\). Thus, the item (i) is proven.

Proceed to the item (ii). Consider the Lyapunov-like function
\[
V(z) = z^T K_M z.
\]
Let, for any given \(v(z,t) \in \mathcal{F}_v(u_M(z))\) and any given \(z_0 \in \mathbb{R}^{n+m}, z_M(t; z_0) = \text{col}(x_{Mv}(t; z_0), y_{Mv}(t; z_0))\) be the solution of the problem (1-2) with \(u(t) = u_M(z)\) and \(v(t) = v(z,t)\). Then, differentiating \(V(z_M(t; z_0))\) with respect to \(t\) and taking into account (7), we obtain after a simple algebra:
\[
dV(z_M(t; z_0))/dt = -2(dz_{Mv}(t; z_0)/dt)^T K_M z_{Mv}(t; z_0) = 2[(A + BM)z_{Mv}(t; z_0) + C v(z_M(t; z_0), t)]^T K_M z_{Mv}(t; z_0) = z_{Mv}(t; z_0) [K_M(A + BM) + (A + BM)^T K_M] z_{Mv}(t; z_0) + 2v^T(z_{Mv}(t; z_0), t) C^T K_M z_{Mv}(t; z_0), \quad t \geq 0.
\]

Due to (10), we can rewrite the equation (14) as
\[
dV(z_{Mv}(t; z_0))/dt = -z_{Mv}(t; z_0) K_M C G^{-1} C^T K_M z_{Mv}(t; z_0)
\]
\[-z_{Mv}(t; z_0) D z_{Mv}(t; z_0) + 2v^T(z_{Mv}(t; z_0), t) C^T K_M z_{Mv}(t; z_0), \quad t \geq 0.
\]

Using (12), the equation (15) can be represented in the form
\[
dV(z_{Mv}(t; z_0))/dt = -z_{Mv}(t; z_0) D z_{Mv}(t; z_0)
\]
\[-v^T(z_{Mv}(t; z_0), t) G v(z_{Mv}(t; z_0), t) \geq 0.
\]

Since the trivial solution of the equation (8) is asymptotically stable, the pair \((u_M(z), 0) \in \mathcal{V}\). Let \(z_M(t; z_0) = z_{Mv}(t; z_0)|_{v(z,t) \equiv 0}\). Then the equation (16) yields the inequality \(dV(z_M(t; z_0))/dt \leq 0, t \geq 0\). Integrating this inequality with respect to \(t\) from 0 to \(+\infty\) and taking into account that \(\lim_{t \to +\infty} z_M(t; z_0) = 0\), we obtain that \(V(z_0) \geq 0\), i.e., \(z_0^T K_M z_0 \geq 0 \forall z_0 \in \mathbb{R}^{n+m}\). Hence, \(K_M \geq 0\) which completes the proof of the item (ii).

Now, let us proceed to the proof of the items (iii) and (iv). Equation (16) directly yields the inequality
\[
dV(z_{Mv}(t; z_0))/dt + z_{Mv}(t; z_0) D z_{Mv}(t; z_0) - v^T(z_{Mv}(t; z_0), t) G v(z_{Mv}(t; z_0), t) \leq 0, \quad t \geq 0.
\]
Integrating this inequality with respect to \(t\) from 0 to \(+\infty\) and using the equations (3), (7) and (13), and the inclusions \(z_{Mv}(t; z_0) \in L^2(0, +\infty; \mathbb{R}^{n+m})\) and
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Now, setting \( v(z,t) = v_M(z) \) in the equation (16) and treating the obtained equation similarly to the inequality (17), we have

\[
J(u_M(z), v_M(z)) = z^T_0 K_M z_0.
\]

Comparison of this equality and the inequality (18) immediately implies the validity of the items (iii) and (iv) which completes the proof of the lemma.

3.2. Regularization of the SDG. In the analysis of the SDG, we use a regularization of this game. Namely, we replace the original singular game with a regular differential game, which is close in some sense to the SDG. This new game consists of the same dynamics (1)–(2) as the SDG and the new "regular" cost functional

\[
J_\varepsilon(u,v) = \int_0^\infty \left[ x^T(t)D_1 x(t) + y^T(t)D_2 y(t) + \varepsilon^2 u^T(t)u(t) - v^T(t)Gv(t) \right] dt,
\]

where \( \varepsilon > 0 \) is a small parameter.

**Remark 1.** The regularization approach was applied widely in the literature to analysis and solution of singular optimal control problems (see e.g. [4, 9, 10, 24] and references therein). However, to the best of our knowledge, such an approach to rigorous analysis of a singular zero-sum linear-quadratic differential game was applied only in these three papers [12, 13, 33].

**Remark 2.** Since the parameter \( \varepsilon > 0 \) is small, the game (1)–(2),(19) is a cheap control differential game, i.e., the differential game in which a control cost of at least one of the players in the cost functional is much smaller than a state cost. In what follows, we call the game (1)–(2),(19) the Cheap Control Differential Game (CCDG). Finite horizon cheap control differential games (zero- and non zero- sum) were studied in the literature in a number of works (see e.g. [8, 11, 33, 35, 38, 39] and references therein), while infinite horizon cheap control differential games were studied only in the works [13, 29]. Since for any \( \varepsilon > 0 \) the weight matrix for the minimizer’s control cost in the cost functional (19) is positive definite, the CCDG is a regular differential game. The set of all admissible pairs of players’ state-feedback (strategies) in the CCDG coincides with such a set in the SDG, i.e., it is \( UV \).

**Remark 3.** Cheap control differential games are closely related to differential games with singularly perturbed dynamics. The latter were considered in a number of works (see e.g. [27, 28, 40] and references therein).

3.3. Saddle-Point Equilibrium in the CCDG. Consider the following Riccati matrix algebraic equation:

\[
PA + A^T P - P [S_u(\varepsilon) - S_v] P + D = 0,
\]

where

\[
S_u(\varepsilon) = \frac{1}{\varepsilon^2} BB^T = \begin{pmatrix} 0 & 0 \\ 0 & (1/\varepsilon^2) I_m \end{pmatrix}, \quad S_v = CG^{-1} C^T = \begin{pmatrix} S_{v1} & S_{v2} \\ S_{v2}^T & S_{v3} \end{pmatrix},
\]

\[
S_{v1} = C_1 G^{-1} C_1^T, \quad S_{v2} = C_1 G^{-1} C_2^T, \quad S_{v3} = C_2 G^{-1} C_2^T.
\]
Let $\varepsilon > 0$ be any given. In the sequel of this subsection, we assume: (A1) the equation has a symmetric solution $P = P^* (\varepsilon)$ such that the trivial solution of each of the following systems:

$$dz(t)/dt = \left( A - S_u(\varepsilon)P^*(\varepsilon) + S_vP^*(\varepsilon) \right)z(t), \quad t \geq 0, \quad z(t) \in E^{n+m},$$

$$dz(t)/dt = \left( A - S_u(\varepsilon)P^*(\varepsilon) \right)z(t), \quad t \geq 0, \quad z(t) \in E^{n+m}$$

is asymptotically stable.

Consider the functions

$$u = u^*_\varepsilon (z) \triangleq -\frac{1}{\varepsilon^2} B^TP^*(\varepsilon)z \in U, \quad v = v^*_\varepsilon (z) \triangleq G^{-1}C^TP^*(\varepsilon)z \in V. \quad (24)$$

Lemma 3.2. Let, for a given $\varepsilon > 0$, the assumption (A1) be valid. Then:

(a) the pair $(u^*_\varepsilon (z), v^*_\varepsilon (z)) \in UV$, i.e., it is admissible in the CCDG;

(b) $P^*(\varepsilon) \geq 0$;

(c) for any $u(z,t) \in F_u(u^*_\varepsilon (z))$ and any $v(z,t) \in F_v(v^*_\varepsilon (z))$, the admissible pair $(u^*_\varepsilon (z), v^*_\varepsilon (z))$ satisfies the following inequality:

$$J_z(u^*_\varepsilon (z), v(z,t)) \leq J_z(u^*_\varepsilon (z), v^*_\varepsilon (z)) \leq J_z(u(z,t), v^*_\varepsilon (z)),$$

i.e., this pair is a saddle-point equilibrium in the regular zero-sum CCDG;

(d) the value of the CCDG is $J^*_\varepsilon (z_0) \triangleq J_z(u^*_\varepsilon (z), v^*_\varepsilon (z)) = z_0^TP^*(\varepsilon)z_0$.

Proof. The item (a) of the lemma directly follows from the equations (21), (24) and the asymptotic stability of the trivial solution to the system (22). The item (b) is proven similarly to the item (ii) of Lemma 3.1 with replacing $M$ by $-1/\varepsilon^2 B^TP^*(\varepsilon)$ and $K_M$ by $P^*(\varepsilon)$. Finally, the items (c) and (d) are immediate consequences of the results of [18].

Remark 4. In the next subsection, an asymptotic analysis (for $\varepsilon \to +0$) of the CCDG is carried out. Using this analysis, the existence of the solution $P^*(\varepsilon)$ to the equation (20), mentioned in the assumption (A1), is established. Some additional results on the CCDG are obtained. To the best of our knowledge, an asymptotic analysis of infinite horizon zero-sum linear quadratic control differential games was carried out only in two papers [13, 29]. In both papers, the case of the wide classes of the players’ admissible feedback controls (see [9, 24]) was considered. In [29], under the assumption on the transfer function matrix to be right invertible and strictly minimum phase, a limit behaviour of the game value was studied. It was shown that this value tends to zero for the control cost of the minimizer tending to zero. In [13], the zero-order asymptotic expansion of the minimal positive definite solution to the corresponding Riccati matrix algebraic equation was constructed and justified. In the present paper, the CCDG is considered in the restricted class of the admissible pairs of the players’ feedback controls (the class $UV$). Therefore, here we analyze an asymptotic behaviour of the solution to the equation (20) which satisfies another requirement, namely, the conditions of the assumption (A1).

3.4. Asymptotic Analysis of the CCDG. Similarly to [13], let us make the following block transformation in the equation (20):

$$P(\varepsilon) = \begin{pmatrix} P_1(\varepsilon) & \varepsilon P_2(\varepsilon) \\ \varepsilon P_3(\varepsilon) & \varepsilon P_4(\varepsilon) \end{pmatrix},$$

where the blocks $P_1(\varepsilon)$, $P_2(\varepsilon)$ and $P_3(\varepsilon)$ have the dimensions $n \times n$, $n \times m$ and $m \times m$, respectively.
Lemma 3.3. Let the assumption (A2) be valid. Then, there exists a positive number \( \varepsilon_0 \), such that for all \( \varepsilon \in (0, \varepsilon_0) \) the system (26)-(28) has the solution \( \{ P_1(\varepsilon), P_2(\varepsilon), P_3(\varepsilon) \} \) satisfying the inequalities

\[
\| P_i(\varepsilon) - P_{10}^* \| \leq a\varepsilon, \quad i = 1, 2, 3,
\]

where \( P_{10}^* \) is the zero-order asymptotic solution of the Riccati matrix algebraic equation (30).
where $\varepsilon > 0$ is some constant independent of $\varepsilon$.

Moreover, there exists a positive number $\varepsilon_1 \leq \varepsilon_0$, such that for any $\varepsilon \in (0, \varepsilon_1]$ and for

\[ P^* (\varepsilon) = \begin{pmatrix} P_1^* (\varepsilon) & \varepsilon P_2^* (\varepsilon) \\ \varepsilon (P_2^* (\varepsilon))^T & \varepsilon P_3^* (\varepsilon) \end{pmatrix}, \]  

the trivial solution of each of the systems $[22]$ and $[23]$ is asymptotically stable.

Proof. Based on the Implicit Function Theorem [30] (Chapter III, paragraph 8), the existence of the solution $\{P_1^* (\varepsilon), P_2^* (\varepsilon), P_3^* (\varepsilon)\}$ to $[26]$-$[28]$ satisfying the inequalities $[35]$ is proven similarly to $[22]$ (Theorem 4.2).

Proceed to the proof of the second part of the lemma. Here, we start with the system $[22]$. Substituting the block representation of the vector $z$ (see [4]) and the block representations of the matrices $A$, $S_\varepsilon (\varepsilon)$, $S_\varepsilon$, $P^* (\varepsilon)$ (see [7], [21], [36]) into [22], we obtain after a routine algebra the equivalent system

\[
\frac{dx(t)}{dt} = \begin{pmatrix} A_1 + S_{c1}P_1^* (\varepsilon) + \varepsilon S_{c2}(P_2^* (\varepsilon))^T \end{pmatrix} x(t) \\
+ \begin{pmatrix} A_2 + \varepsilon S_{c1}P_2^* (\varepsilon) + \varepsilon S_{c2}P_3^* (\varepsilon) \end{pmatrix} y(t), \quad t \geq 0,
\]

\[
\varepsilon \frac{dy(t)}{dt} = \begin{pmatrix} \varepsilon A_3 - (P_2^* (\varepsilon))^T + \varepsilon S_{c2}P_1^* (\varepsilon) + \varepsilon^2 S_{c3}(P_2^* (\varepsilon))^T \end{pmatrix} x(t) \\
+ \begin{pmatrix} \varepsilon A_4 - P_3^* (\varepsilon) + \varepsilon^2 S_{c2}P_2^* (\varepsilon) + \varepsilon^2 S_{c3}P_3^* (\varepsilon) \end{pmatrix} y(t), \quad t \geq 0.
\]  

(37)

Due to the smallness of the parameter $\varepsilon > 0$, the system [37] is singularly perturbed [22]. We prove the asymptotic stability of the trivial solution to this system using the result of [22] (Corollary 3.1). Due to this result, if the trivial solutions of the slow and fast subsystems associated with [37] are asymptotically stable, then for all sufficiently small $\varepsilon > 0$ the trivial solution of [37] is asymptotically stable.

Setting formally $\varepsilon = 0$ in [37], using the inequalities [35], and eliminating the state variable $y(t)$ from the resulting system yield after a routine algebra the slow subsystem associated with [37]

\[
\frac{dx_s(t)}{dt} = (A_1 - S_1 P_1^*) x_s(t), \quad t \geq 0,
\]  

(38)

where $S_1$ is given in [31].

The differential equation [38] coincides with the equation [32]. Therefore, due to the assumption (A2), trivial solution of [38] is asymptotically stable.

The fast subsystem, associated with [37], is obtained from the second equation of this system in the following formal way. First, we remove from this equation the term depending on $x(t)$. Second, we make in the obtained equation the transformation of variables $t = \varepsilon \xi$, $y_f (\xi) = y(\varepsilon \xi)$, where $\xi$ and $y_f (\xi)$ are new independent variable and state variable. Finally, setting formally $\varepsilon = 0$ in the transformed equation yields the fast subsystem $dy_f (\xi)/d\xi = -P_{30}^* y_f (\xi)$, $\xi \geq 0$. Since the matrix $P_{30}^* = (D_2)^{1/2}$ is positive definite, the trivial solution of this differential equation is asymptotically stable. Therefore, by virtue of the above mentioned result of [22], there exists a positive number $\varepsilon_1$ such that, for all $\varepsilon \in (0, \varepsilon_1]$, the trivial solution of the system [37] with $P^* (\varepsilon)$, given by [36], is asymptotically stable. Since the system [22] is equivalent to [37], the trivial solution of the former also is asymptotically stable for all $\varepsilon \in (0, \varepsilon_1]$. The asymptotic stability of the trivial solution to the system [23] with $P^* (\varepsilon)$, given by [36], is shown similarly. Thus, the lemma is proven. \(\Box\)
Corollary 1. Let the assumption \((A2)\) be satisfied. Then, for all \(\varepsilon \in (0, \varepsilon_1]\), all the statements of Lemma 3.2 are valid.

Proof. Due to Lemma 3.3, all the conditions of the assumption \((A1)\) are satisfied for all \(\varepsilon \in (0, \varepsilon_1]\). The latter means the validity of Lemma 3.2 for all these \(\varepsilon\). \(\square\)

Consider the value

\[
\hat{J}^*(x_0) \triangleq x_0^T P_{10}^* x_0.
\]

\[\text{Corollary 2. Let the assumption \((A2)\) be satisfied. Then, for all } \varepsilon \in (0, \varepsilon_1], \text{ the value of the CCDG satisfies the inequality } |J^*_\varepsilon(z_0) - \hat{J}^*(x_0)| \leq c(z_0) \varepsilon, \text{ where } c(z_0) > 0 \text{ is some constant independent of } \varepsilon, \text{ while depending on } z_0.\]

Proof. The corollary follows immediately from Lemma 3.2 (item (d)), Lemma 3.3 and the equation (39). \(\square\)

3.5 Reduced Differential Game. Consider the zero-sum linear-quadratic differential game, the dynamics of which is

\[
dx(t)/dt = A_1 \bar{x}(t) + A_2 \bar{u}(t) + C_1 \bar{v}(t), \quad \bar{x}(0) = x_0, \quad t \geq 0,
\]

where \(\bar{x}(t) \in E^n\) is the state vector; \(\bar{u}(t) \in E^m, \bar{v}(t) \in E^s\) are the players’ controls.

The cost functional, to be minimized by \(\bar{u}(t)\) and maximized by \(\bar{v}(t)\), has the form

\[
\hat{J}(\bar{u}, \bar{v}) = \int_0^{\infty} [(\bar{x}(t))^T D_1 \bar{x}(t) + (\bar{u}(t))^T D_2 \bar{u}(t) - (\bar{v}(t))^T G \bar{v}(t)] dt. \tag{41}
\]

We call the game (40)-(41) the Reduced Differential Game (RDG).

Consider the set \(U\) of all functions \(\bar{u} = \bar{u}(\bar{x}, t) : E^n \times [0, +\infty) \rightarrow E^m\), which are measurable w.r.t. \(t \geq 0\) for any fixed \(\bar{x} \in E^n\) and satisfy the local Lipschitz condition w.r.t. \(\bar{x} \in E^n\) uniformly in \(t \geq 0\). Similarly, let \(V\) be the set of all functions \(\bar{v} = \bar{v}(\bar{x}, t) : E^n \times [0, +\infty) \rightarrow E^s\), which are measurable w.r.t. \(t \geq 0\) for any fixed \(\bar{x} \in E^n\) and satisfy the local Lipschitz condition w.r.t. \(\bar{x} \in E^n\) uniformly in \(t \geq 0\).

By \(\bar{U}, \bar{V}\), let us denote the set of all pairs \((\bar{u}(\bar{x}, t), \bar{v}(\bar{x}, t))\) such that the following conditions are valid: (1) \(\bar{u}(\bar{x}, t) \in \bar{U}\), \(\bar{v}(\bar{x}, t) \in \bar{V}\); (2) the initial-value problem (40) for \(\bar{u}(t) = \bar{u}(\bar{x}, t), \bar{v}(t) = \bar{v}(\bar{x}, t)\) and any \(x_0 \in E^n\) has the unique locally absolutely continuous solution \(\bar{x}_{uv}(t; x_0)\) on the entire interval \([0, +\infty)\); (3) \(\bar{x}_{uv}(t; x_0) \in L^2[0, +\infty; E^n]\); (4) \(\bar{u}(\bar{x}_{uv}(t; x_0), t) \in L^2[0, +\infty; E^m]\); (5) \(\bar{v}(\bar{x}_{uv}(t; x_0)), t) \in L^2[0, +\infty; E^s]\).

For any given \(\bar{u}_0(\bar{x}, t) \in \bar{U}\) and \(\bar{v}_0(\bar{x}, t) \in \bar{V}\), consider the sets \(\bar{F}_u(\bar{u}_0(\bar{x}, t), t) \triangleq \{\bar{v}(\bar{x}, t) \in \bar{V} : (\bar{u}_0(\bar{x}, t)), \bar{v}(\bar{x}, t)\} \in \bar{U}\) and \(\bar{F}_u(\bar{v}_0(\bar{x}, t), t) \triangleq \{\bar{u}(\bar{x}, t), \bar{v}_0(\bar{x}, t)\} \in \bar{V}\), respectively.

Consider the functions

\[
\bar{u} = \bar{u}^*(\bar{x}) \triangleq -D_2^{-1} A_1^T P_{10}^* \bar{x}, \quad \bar{v} = \bar{v}^*(\bar{x}) \triangleq G^{-1} C^T P_{10}^* \bar{x}, \quad \bar{x}.
\]

Similarly to Lemma 3.2 we have immediately the following lemma.

Lemma 3.4. Let the assumption \((A2)\) be satisfied. Then:

(I) the pair \((\bar{u}^*(\bar{x}), \bar{v}^*(\bar{x}))\) is admissible in the RDG; (II) \(P_{10}^* \geq 0\); (III) for any \(\bar{u}(\bar{x}, t) \in \bar{F}_u(\bar{u}^*(\bar{x}), t)\) and any \(\bar{v}(\bar{x}, t) \in \bar{F}_u(\bar{v}^*(\bar{x}), t)\) the following inequality is valid: \(\hat{J}(\bar{u}^*(\bar{x}), \bar{v}(\bar{x}, t)) \leq \hat{J}(\bar{v}^*(\bar{x}), \bar{v}(\bar{x}, t)) \leq \hat{J}(\bar{u}(\bar{x}, t), \bar{v}^*(\bar{x}))\), i.e.,
the admissible pair \((\bar{u}^*(\bar{x}), \bar{v}^*(\bar{x}))\) is a saddle-point equilibrium in the regular zero-sum RDG; (IV) the value of the RDG has the form \((39)\).

**Remark 5.** Due to Lemma \(3.3\) the equation \((31)\) is connected with the RDG by the solvability conditions of the latter. This connection presents a game-theoretic interpretation of the equation \((31)\), arising in the asymptotic solution of the equation \((20)\).

4. **Main results.** For any given \(\varepsilon \in (0, \varepsilon_1]\), consider the functions

\[
u = u^{*,0}_\varepsilon(z) = -\frac{1}{\varepsilon} \left[ (P^*_2 y) + P^*_3 y \right] \in \mathcal{U}, \quad v = v^*_0(z) = G^{-1}C^T P^*_1 x \in \mathcal{V}. \tag{42}
\]

Remember that \(z = \text{col}(x, y)\), \(x \in E^n, y \in E^m\).

**Lemma 4.1.** Let the assumption \((A2)\) be valid. Then, there exists a positive number \(\varepsilon_2 \leq \varepsilon_1\) such that, for all \(\varepsilon \in (0, \varepsilon_2]\), the pair \((u^{*,0}_\varepsilon(z), v^*_0(z))\) is an admissible pair of the players’ state-feedback controls in the SDG, i.e.,

\[
(u^{*,0}_\varepsilon(z), v^*_0(z)) \in UV \quad \forall \varepsilon \in (0, \varepsilon_2]. \tag{43}
\]

Proof. The players’ strategies \((42)\) are linear with respect to \(x\) and \(y\) with the gain matrices independent of \(t\). Therefore, due to Definition \(2.1\) to prove the inclusion \((43)\), it is sufficient to show the asymptotic stability of the trivial solution to the closed-loop system obtained from \((1)-(2)\) by replacing \(u(t)\) and \(v(t)\) with the above mentioned strategies. This closed-loop system is

\[
\begin{align*}
\frac{dx(t)}{dt} &= (A_1 + S_{z_1} P^*_1) x(t) + A_2 y(t), \quad t \geq 0, \\
\frac{dy(t)}{dt} &= (\varepsilon A_3 + \varepsilon S_{z_2}^T P^*_1 - (P^*_2)^T) x(t) + (\varepsilon A_4 - P^*_3) y(t), \quad t \geq 0.
\end{align*}
\]

The asymptotic stability of the trivial solution to this system is shown quite similarly to such a stability of the system \((37)\) in the proof of Lemma \(3.3\). This completes the proof of the lemma.

**Lemma 4.2.** Let the assumption \((A2)\) be valid. Then, there exists a positive number \(\varepsilon_3 \leq \varepsilon_2\) such that, for all \(\varepsilon \in (0, \varepsilon_3]\), the guaranteed result \(J_u(u^{*,0}_\varepsilon(z); z_0)\) of \(u^{*,0}_\varepsilon(z)\) in the SDG satisfies the inequality

\[
|J_u(u^{*,0}_\varepsilon(z); z_0) - J^*(x_0)| = c(z_0)\varepsilon, \tag{44}
\]

where \(c(z_0)\) is some positive constant independent of \(\varepsilon\), while depending on \(z_0\); \(J^*(x_0)\) is the RDG value given by \((39)\).

Proof. Using the matrix \(M\), given as

\[
M = -(1/\varepsilon) \left( (P^*_2)^T, P^*_3 \right), \quad \varepsilon > 0, \tag{45}
\]

we can rewrite the minimizer’s feedback strategy in \((42)\) as \(u^{*,0}_\varepsilon(z) = Mz\).

By virtue of Lemma \(3.3\) we can conclude the following. If for some \(\varepsilon > 0\) the trivial solution of the system \((8)\), \((45)\) is asymptotically stable and the equation \((10)\), \((45)\) has a symmetric solution \(K = K_M\) such that the trivial solution of the system \((11)\) is asymptotically stable, then \(u^{*,0}_\varepsilon(z) \in \mathcal{H}_u\) and its guaranteed result in the SDG is

\[
J_u(u^{*,0}_\varepsilon(z); z_0) = z_0^T K_M z_0. \tag{46}
\]

The asymptotic stability of the trivial solution to the system \((8)\), \((45)\) for all \(\varepsilon \in (0, \varepsilon_3]\), where \(\varepsilon_3 > 0\) is sufficiently small, is shown similarly to such a stability of
the system (37) in the proof of Lemma 3.3. Now, we are going to show the existence of the above mentioned solution to the equation (10), (45) for all sufficiently small $\varepsilon > 0$. For this purpose, we seek this solution in the block form

$$K_M = K_M(\varepsilon) = \begin{pmatrix} K_{M1}(\varepsilon) & \varepsilon K_{M2}(\varepsilon) \\ \varepsilon K_{M2}^T(\varepsilon) & \varepsilon K_{M3}(\varepsilon) \end{pmatrix},$$

(47)

where the matrices $K_{M1}(\varepsilon)$, $K_{M2}(\varepsilon)$ and $K_{M3}(\varepsilon)$ have the dimensions $n \times n$, $n \times m$ and $m \times m$, respectively.

Substitution of the block representations for the matrices $A$, $B$, $D$, $S_\psi = CG^{-1}CT$, $M$ and $K_M(\varepsilon)$ (see (7), (21), (45) and (47)) into (10) transforms this equation to the following equivalent set:

$$K_{M1}(\varepsilon)A_1 + \varepsilon K_{M2}(\varepsilon)A_3 + A_1^TK_{M1}(\varepsilon) + \varepsilon A_3^TK_{M2}(\varepsilon) = K_{M1}(\varepsilon)A_4 + A_1^TK_{M2}(\varepsilon),$$

$$-K_{M2}(\varepsilon)(P_{20}^*)^T - P_{20}^*K_{M2}^T(\varepsilon) + K_{M1}(\varepsilon)S_{v1}K_{M1}(\varepsilon) + \varepsilon K_{M2}(\varepsilon)S_{v2}K_{M1}(\varepsilon) + \varepsilon^2 K_{M2}(\varepsilon)S_{v3}K_{M1}(\varepsilon) + D_1 = 0,$$

$$K_{M1}(\varepsilon)A_2 + \varepsilon K_{M2}(\varepsilon)A_4 + \varepsilon A_1^TK_{M2}(\varepsilon) + \varepsilon A_3^TK_{M3}(\varepsilon) - K_{M2}(\varepsilon)P_{30}^* - P_{30}^*K_{M3}(\varepsilon) + \varepsilon K_{M1}(\varepsilon)S_{v1}K_{M2}(\varepsilon) + \varepsilon^2 K_{M2}(\varepsilon)S_{v2}K_{M2}(\varepsilon) + \varepsilon^2 K_{M2}(\varepsilon)S_{v3}K_{M3}(\varepsilon) + D_2 = 0.$$

(48)

(49)

Looking for the zero-order asymptotic solution $\{K_{M1,0}, K_{M2,0}, K_{M3,0}\}$ of the equations (48)-(50), we obtain similarly to Subsection 3.4 the following set of equations for these terms:

$$K_{M1,0}A_1 + A_1^TK_{M1,0} - K_{M2,0}(P_{20}^*)^T - P_{20}^*K_{M2,0} + K_{M1,0}S_{v1}K_{M1,0} + D_1 = 0,$$

$$K_{M1,0}A_2 - K_{M2,0}P_{30}^* - P_{30}^*K_{M3,0} = 0,$$

$$K_{M3,0}P_{30}^* + P_{30}^*K_{M3,0} - D_2 = 0.$$

(51)

(52)

(53)

It should be noted that the equation (53) differs considerably from the third equation of the system (29). Namely, the latter is a Riccati algebraic equation, while (53) is a Lyapunov algebraic equation.

Solving the Lyapunov equation (53) and using (30) yield the unique solution

$$K_{M3,0} = (1/2)(D_2)^{1/2}.$$  

(54)

Resolving the equation (52) with respect to $K_{M2,0}$ and using (30), (34) and (54), one obtains

$$K_{M2,0} = K_{M1,0}A_2(D_2)^{-1/2} - (1/2)P_{10}^*A_2(D_2)^{-1/2}.$$  

(55)

Then, substitution of (54) and (55) into (51) leads to the equation

$$K_{M1,0}A_1 + A_1^TK_{M1,0} - K_{M1,0}A_2D_2^{-1}A_2^TP_{10}^*P_{30}^* + P_{30}^*A_2D_2^{-1}A_2^TP_{10}^* + D_1 = 0.$$  

(56)
Using (31) and the assumption (A2), one can verify directly that
\[ K_{M1,0} = P^*_{10} \]  
(57)
is a solution of (56).

Now, one can show (similarly to Lemma 3.3) the existence of a positive number \( \tilde{\varepsilon}_3 \), such that for all \( \varepsilon \in (0, \tilde{\varepsilon}_3] \) the set \( \{K_M(\varepsilon), K_{M2}(\varepsilon), K_{M3}(\varepsilon)\} \) has the solution \( \{K_{M1}(\varepsilon), K_{M2}(\varepsilon), K_{M3}(\varepsilon)\} \), satisfying the inequalities
\[ \|K_{M1}(\varepsilon) - K_{M1,0}\| \leq a\varepsilon, \quad i = 1, 2, 3, \]  
(58)
where \( K_{M1,0}, (i = 1, 2, 3) \) are given by (57), (55), (54); \( a > 0 \) is some constant independent of \( \varepsilon \).

Moreover, there exists a positive number \( \varepsilon_3 \leq \min\{\tilde{\varepsilon}_3, \tilde{\varepsilon}_3\} \) such that, for any \( \varepsilon \in (0, \varepsilon_3] \) and for the solution (47) of the equation (10), the trivial solution of the system (11) is asymptotically stable.

Remember that \( x_0 = \text{col}(\hat{x}_0, \dot{y}_0) \) (see (1)). Substitution of this block representation and (47) into (46) yields for \( \varepsilon \in (0, \varepsilon_3] \)
\[ J_u(u^*_0(z); z_0) = x^T_0 K_{M1}(\varepsilon)x_0 + \varepsilon(2x^T_0 K_{M2}(\varepsilon)y_0 + y^T_0 K_{M3}(\varepsilon)y_0). \]  
(59)
Subtracting (39) from (59), using (57) and estimating the resulting expression, one obtains the following inequality for all \( \varepsilon \in (0, \varepsilon_3] \):
\[ |J_u(u^*_0(z); z_0) - \bar{J}^*(x_0)| \leq \|K_{M1}(\varepsilon) - K_{M1,0}\|\|x_0\|^2 + \varepsilon(2\|K_{M2}(\varepsilon)\|\|x_0\|\|y_0\| + \|K_{M3}(\varepsilon)\|\|y_0\|^2). \]  
(60)
Due to the inequalities (58) for \( i = 2, 3 \), the matrices \( K_{M2}(\varepsilon) \) and \( K_{M3}(\varepsilon) \) are bounded with respect to \( \varepsilon \in (0, \varepsilon_3] \). Now, the inequality (58) for \( i = 1 \) and the inequality (60), along with the above mentioned boundedness of the matrices \( K_{M2}(\varepsilon) \) and \( K_{M3}(\varepsilon) \), directly yield the statement of the lemma.

\[ \square \]

**Lemma 4.3.** Let the assumption (A2) be valid. Then, the guaranteed result \( J_v(v^*_0(z); z_0) \) of \( v^*_0(z) \) in the SDG is
\[ J_v(v^*_0(z); z_0) = \bar{J}^*(x_0). \]  
(61)

**Proof.** In order to calculate \( J_v(v^*_0(z); z_0) \), let us note that this value is an optimal value of the cost functional in the optimal control problem, obtained from the SDG by substitution of \( v(t) = v^*_0(z) \) into the equations of dynamics (11)-(2) and the cost functional (3). This problem has the form
\[ dz(t)/dt = \tilde{A}z(t) + Bu(t), \quad z(0) = z_0, \quad t \geq 0, \]  
(62)
\[ \bar{J}(u) \triangleq \int_0^{+\infty} z^T(t)\tilde{D}z(t)dt \rightarrow \inf_{u(z,t) \in F_u(v^*_0(z))} \]  
(63)
where
\[ \tilde{A} = \begin{pmatrix} \tilde{A}_1 & \tilde{A}_3 \\ \tilde{A}_3 & \tilde{A}_4 \end{pmatrix} \triangleq \begin{pmatrix} A_1 + S_{v1}P_{10}^* & A_2 \\ A_3 + S_{v2}^TP_{10}^* & A_4 \end{pmatrix}, \]  
(64)
\[ \tilde{D} = \begin{pmatrix} \tilde{D}_1 & 0 \\ 0 & \tilde{D}_2 \end{pmatrix} \triangleq \begin{pmatrix} D_1 - P_{10}^*S_{v1}P_{10}^* & 0 \\ 0 & D_2 \end{pmatrix}. \]  
(65)
The optimal control problem (62)-(63) is singular, and, due to the mentioned above,
\[ J_v(v^*_0(z); z_0) = \inf_{u(z,t) \in F_u(v^*_0(z))} \bar{J}(u). \]  
(66)
The value in the right-hand side of (66) can be calculated in the way, similar to that of [14] for solution of an infinite horizon singular linear-quadratic optimal control problem with a known disturbance. To keep the paper to be self-contained as much as possible, we present here this calculation adapted to the problem (62)-(63). However, to save the space, we present it in a brief form. Note, that the assumption (A2) in this lemma differs from the assumptions of [14].

The further proof consists of three stages.

Stage 1: Regularization of (62)-(63).

Let us replace the singular optimal control problem (62)-(63) with a regular one, consisting of the equation of dynamics (62) and the cost functional (63). However, to save the space, we present it in a brief form. Note, that the assumption (A2) in this lemma differs from the assumptions of [14].

Stage 2: Asymptotic analysis of (62), (67).

Let us start with an asymptotic solution of the equation (62) subject to the block representation (71) has the solution

\[ \tilde{J}_\varepsilon^*(z_0) = z_0^T \tilde{K}(\varepsilon)z_0. \]  

(70)

Stage 3: Asymptotic analysis of (62), (67).

Let us replace the singular optimal control problem (62)-(63) with a regular one, consisting of the equation of dynamics (62) and the cost functional (63). However, to save the space, we present it in a brief form. Note, that the assumption (A2) in this lemma differs from the assumptions of [14].
Moreover, similarly to the proof of Lemma 3.3, we show the existence of a positive number \( \hat{\varepsilon}_2 \leq \hat{\varepsilon}_1 \) such that, for any \( \varepsilon \in (0, \hat{\varepsilon}_2) \) and for the solution \( \tilde{J}(x) \) of the equation \( (68) \), the trivial solution of the system \( (69) \) is asymptotically stable. Further, using the equations \( (70), (71), (72) \) and the inequality \( (73) \), one can prove (similarly to \( (68) \), the trivial solution of the system \( (69) \) is asymptotically stable. Further, using the equation \( (75) \), one has for any \( \varepsilon \in (0, \hat{\varepsilon}_2) \):

\[
\tilde{J}(u) \leq \tilde{J}(\bar{u}(z, t)) = \tilde{J}(x_0) + a\varepsilon,
\]

yielding

\[
\inf_{u(z, t) \in F_u(v_0^\varepsilon(z))} \tilde{J}(u) \leq J^*(x_0). \tag{76}
\]

We are going to show that

\[
\inf_{u(z, t) \in F_u(v_0^\varepsilon(z))} \tilde{J}(u) = J^*(x_0). \tag{77}
\]

This inequality means the existence of \( \tilde{u}(z, t) \in F_u(v_0^\varepsilon(z)) \), such that

\[
\inf_{u(z, t) \in F_u(v_0^\varepsilon(z))} \tilde{J}(u) < \tilde{J}(\tilde{u}(z, t)) < J^*(x_0). \tag{78}
\]

Since \( \tilde{u}(z, t) \) is an optimal control in the problem \( (62), (67), \) and \( (75) \) holds, we obtain for any \( \varepsilon \in (0, \hat{\varepsilon}_3) \):

\[
J^*(x_0) - a\varepsilon \leq \tilde{J}(\bar{u}(z)) = \tilde{J}(\tilde{u}(z, t)) \leq \tilde{J}(\hat{u}(z, t)) = \tilde{J}(\hat{u}(z, t)) + b\varepsilon^2, \tag{79}
\]

where \( b = \int_0^{+\infty} \mathbf{u}^T(\mathbf{z}(t), t) \mathbf{u}(\mathbf{z}(t), t) dt \), and \( \mathbf{z}(t), t \in [0, +\infty) \), is the solution of \( (62) \) generated by the control \( u = \hat{u}(z, t) \).

The chain of the inequalities and equalities \( (79) \) implies \( J^*(x_0) \leq \tilde{J}((\hat{u}(z, t)) \), which contradicts the right-hand inequality in \( (78) \). Thus, the inequality \( (77) \) is wrong, meaning the validity of \( (76) \). The latter, along with \( (70), (71) \), directly yields the statement of the lemma.

**Remark 6.** In the proof of Lemma 4.2, it is shown the existence of the matrix \( M \), such that all the conditions of Lemma 3.1 are satisfied.
Corollary 3. Let the assumption (A2) be valid. Then in the SDG, the following limit equality is satisfied:

$$\lim_{\varepsilon \to +0} J(u_{\varepsilon,0}(z), v_{\varepsilon,0}(z)) = \bar{J}^*(x_0).$$

(80)

Proof. The limit equality [80] is a direct consequence of Lemma 4.3. This equality is proven similarly to Theorem 5.2 of the work [14].

Let \( \{\varepsilon_q\}, (q = 1, 2, \ldots) \), be a sequence of numbers, satisfying the following conditions: (1) \( \varepsilon_q \in (0, \varepsilon_3] \), (q = 1, 2, ...) where \( \varepsilon_3 > 0 \) is defined in Lemma 4.2 (2e) \( \varepsilon_q \to +0 \) for \( q \to +\infty \).

Theorem 4.4. Let the assumption (A2) be valid. Then, the sequence \( \{ (u_{\varepsilon_q,0}(z), v_{\varepsilon_q,0}(z)) \} \) is the saddle-point equilibrium sequence of the SDG, i.e., for any sequences \( u_q(z,t) \in \mathcal{F}_u(v_{\varepsilon_q,0}(z)) \) and \( v_q(z,t) \in \mathcal{F}_v(u_{\varepsilon_q,0}(z)) \), \( (q = 1, 2, \ldots) \), the following inequality is satisfied in the SDG:

$$\limsup_{q \to +\infty} J(u_{\varepsilon_q,0}(z), v_q(z,t)) \leq \lim_{q \to +\infty} J(u_{\varepsilon_q,0}(z), v_{\varepsilon_q,0}(z)) \leq \liminf_{q \to +\infty} J(u_q(z,t), v_{\varepsilon_q,0}(z)).$$

(81)

Moreover, the value of the SDG equals to \( \bar{J}^*(x_0) \).

Proof. Due to the definitions (5) and (6), we have for all \( q = 1, 2, \ldots \)

$$J_u(u_{\varepsilon_q,0}(z); z_0) \geq J(u_{\varepsilon_q,0}(z), v_q(z,t)), \quad J_v(v_{\varepsilon_q,0}(z); z_0) \leq J(u_q(z,t), v_{\varepsilon_q,0}(z)).$$

(82)

The inequality (44), the first inequality in (82) and the equality (80) yield

$$\lim_{q \to +\infty} J(u_{\varepsilon_q,0}(z), v_{\varepsilon_q,0}(z)) \geq \limsup_{q \to +\infty} J(u_{\varepsilon_q,0}(z), v_q(z,t)).$$

(83)

From the equalities (61), (80) and the second inequality in (82), we have

$$\lim_{q \to +\infty} J(u_{\varepsilon_q,0}(z), v_{\varepsilon_q,0}(z)) \leq \liminf_{q \to +\infty} J(u_q(z,t), v_{\varepsilon_q,0}(z)).$$

(84)

Now, the inequality (81) is an immediate consequence of the inequalities (83) and (84), which completes the proof of the first statement of the theorem. The second statement of the theorem directly follows from the limit equality (80). Thus, the theorem is proven.

Remark 7. Due to Theorem 4.4 and Lemma 3.4 in order to construct the saddle-point equilibrium sequence of the SDG and obtain the value of this game, one has to solve the lower dimension regular RDG, and calculate two gain matrices \( P_{20}^* \) and \( P_{30}^* \) using the equations (34) and (30). Various methods and algorithms, applicable for computing the stabilizing solution \( P_{10}^* \) to the Riccati matrix algebraic equation (31), can be found in [2] and references therein.

5. Example. In this section, we consider a particular case of the game (1)-(3) where \( n = 1, m = 1, s = 2, A = \begin{pmatrix} -3 & 3 \\ -6 & 6 \end{pmatrix}, B = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, C = \begin{pmatrix} 0 & 1 \\ 2 & -1 \end{pmatrix}, D = \begin{pmatrix} 9 & 0 \\ 0 & 1 \end{pmatrix}, G = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}, z_0 = \begin{pmatrix} x_0 \\ y_0 \end{pmatrix}.

The Riccati matrix equation (31) becomes the scalar one \( 7P_{10}^* + 6P_{10}^* - 9 = 0 \). This equation has two solutions, positive and negative: \( P_{10,1} = (6\sqrt{2} - 3)/7, P_{10,2} = -(6\sqrt{2} + 3)/7 \). It is verified immediately that \( P_{10,1} \)
satisfies the assumption (A2), while $P_{10,2}$ does not. This observation, and the equations (34) and (30) yield

$$P^*_{10} = \frac{(6\sqrt{2} - 3)}{7}, \quad P^*_{20} = \frac{9(2\sqrt{2} - 1)}{7}, \quad P^*_{30} = 1. \quad (85)$$

Now, using (39), (42), (85), as well as Theorem 4.4, we obtain the SDG value $J^*(z_0) = \left(\frac{(6\sqrt{2} - 3)}{7}\right)x_0^2$ and the saddle-point sequence of the SDG

$$\left\{ \left( -\frac{1}{\varepsilon_q} \left( \frac{9(2\sqrt{2} - 1)}{7} x + y \right), \left( -1 \frac{6\sqrt{2} - 3}{7} x \right) \right) \right\}, \quad q = 1, 2, \ldots.$$

6. **Conclusions.** In this paper, an infinite horizon zero-sum linear-quadratic differential game is considered. The case where the cost functional does not contain a control cost of the minimizing player (the minimizer) is treated. In this case, the game is singular. For this game, novel definitions of the saddle-point equilibrium (the saddle-point sequence) and the game value are proposed. The singular game is solved by a regularisation approach, consisting in approximation of this game with an auxiliary regular game. The approximating game has the same equation of dynamics, while its cost functional is augmented by an infinite horizon integral of the square of the minimizer’s control with a small positive weight (small positive parameter). Hence, the auxiliary game is an infinite horizon zero-sum linear quadratic differential game with cheap control of the minimizer. An asymptotic analysis of the auxiliary cheap control differential game is carried out. Using this analysis, the saddle-point sequence in the original singular game is constructed. The expression for the value of this game is derived. It is shown that the obtaining the saddle-point sequence and the value of the singular game is based on the solution of a lower dimension regular zero-sum differential game. Solution of the latter is reduced to solution of Riccati matrix algebraic equation.

The future issue of the topic of the present paper, requiring a further investigation, is an algorithm for numerical solution of the singular differential game. In this investigation, the works [42, 43] can be helpful.
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