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Abstract—A primitive \(k\)-batch code encodes a string \(x\) of length \(n\) into string \(y\) of length \(N\), such that each multiset of \(k\) symbols from \(x\) has \(k\) mutually disjoint recovering sets from \(y\). We develop new explicit and random coding constructions of linear primitive batch codes based on finite geometry. In some parameter regimes, our proposed codes have lower redundancy than previously known batch codes.

Index Terms—Private information retrieval, finite geometry, primitive batch codes

I. INTRODUCTION

Batch codes were originally proposed by Ishai et al. [1] for load balancing in distributed systems, and amortizing the computational cost of private information retrieval and related cryptographic protocols. Ishai et al. gave a definition of \(k\) batch codes in a general form, namely \(n\) information symbols \(x_1, \ldots, x_n\) are encoded to an \(m\)-tuple of strings \(y_1, \ldots, y_m\) (referred to as \(k\) buckets) of total length \(N\), such that for each \(k\)-tuple (batch) of distinct indices \(i_1, \ldots, i_k \in [n]\), the entries \(x_{i_1}, \ldots, x_{i_k}\) can be decoded by reading at most \(t\) symbols from each bucket. The parameter \(k\) is usually called availability and it plays an important role in supporting high throughput of the distributed storage system. If a batch could contain an \(m\) multiset of indices (not only distinct indices), then we use the term a \(m\) multiset batch code. In a special case when \(t = 1\) and each bucket contains one symbol, a multiset batch code is called primitive. This class of batch codes is the most studied one in the literature since there are several statements [1] which allow to trade between different choices of \(n, N, m, t\) and \(k\). In other words, better constructions of primitive batch codes would imply better constructions of multiset batch codes.

A. Notation

We denote the field of size 2 by \(\mathbb{F}_2\). The symbol \([n]\) stands for the set of integers \(\{1, 2, \ldots, n\}\). Let us give a formal definition of codes studied in this paper.

Definition 1. Let \(C\) be a linear code of length \(N\) and dimension \(n\) over the field \(\mathbb{F}_2\), which encodes a string \(x_1, \ldots, x_n\) to \(y_1, \ldots, y_N\). The code \(C\) will be called a primitive linear \(k\)-batch code (simply, \(k\)-batch code), and will be denoted by \([N, n, k]^B\), if for every multiset of symbols \(\{x_{i_1}, \ldots, x_{i_k}\}\), \(i_j \in [n]\), there exist \(k\) mutually disjoint sets \(R_{i_1}, \ldots, R_{i_k} \subset [N]\) (referred to as \(k\) recovering sets) such that for all \(j \in [k]\), \(x_{i_j}\) is a sum of the symbols \(y_p\) with indices \(p\) from \(R_{i_j}\).

Given \(n\) and \(k\), we denote the minimal integer \(N\) such that an \([N, n, k]B\) code exists by \(N_B(n, k)\). In this paper we focus on the minimal redundancy of batch codes, which we abbreviate by \(r_B(n, k) := N_B(n, k) - n\).

Recall that a \(k\) systematic linear code is a linear code in which the input data is embedded in the encoded output, i.e., \(y_i = x_i\) for \(i \in [n]\). In what follows we are going to construct systematic linear batch codes. The following special case of recovering sets will be particularly useful.

Definition 2. For a systematic linear code, we say that the recovering set \(R\) for information symbol \(x_i\) is \(simple\) if \(R\) contains exactly one index greater than \(n\). In other words, if \(j\) is such an index, then

\[ y_j = x_i + \sum_{\ell \in R \setminus \{j\}} x_{\ell}. \]

Note that many constructions, suggested earlier and in this paper, possess a more stronger property than one described in Definition 1— the existence of mutually disjoint simple recovering sets.

We use the notation \(n^{c-}\) in a statement to demonstrate that the statement remains true for all \(n^{c-}\), where \(c\) is any fixed positive number. In the rest of the paper we will mainly concentrate on the case when \(k = n^{c-}\), \(n \to \infty\).

B. Related Work

The authors of [1] provided constructions of various families of batch codes. Those constructions were based on unbalanced expanders, on recursive application of trivial batch codes, on smooth and Reed-Muller codes, and others. Many other constructions proposed later in [2][4] improve the redundancy of batch codes. In particular, a systematic linear code, defined by the generator matrix \(G = [I_n | E]\), is shown [3] to be a \(k\)-batch code, where \(k\) is the minimal number of ones in rows of \(E\) and the bipartite graph, whose biadjacency matrix is \(E\), has no cycle of length at most 6. Constructions based on array codes and multiplicity codes were investigated in [2].

There is another class of related codes which is called combinatorial batch codes. For these codes the same property...
as for the batch codes is required, but symbols cannot be encoded. Such codes were investigated in [5]–[9]. A special case of batch codes, called switch codes, was studied in [10]–[13]. It was suggested in [10] to use such codes to increase the parallelism of data routing in the network switches. Private information retrieval (PIR) codes can be seen as an instance of batch codes, namely we require a weaker property that every information symbol has $k$ mutually independent recovering sets. PIR codes were suggested in [14] to decrease storage overhead in PIR schemes preserving both privacy and communication complexity. Some constructions and bounds for PIR codes can be found in [2], [14]–[17]. One-step majority-logic decodable codes [18] require a stronger property than PIR codes, namely every encoded symbol should have $k$ mutually independent recovering sets. Also we refer the reader to locally repairable codes with availability [19]–[21], which have an additional (with respect to PIR codes) constraint on the size of recovering sets.

Recall some known results on the minimal redundancy of batch codes:

1. $r_B(n,k) \geq k - 1$;  
2. $r_B(n,k) = \Omega(\sqrt{n})$ for $k \geq 3$, [16], [22];  
3. $r_B(n,k) = O(k^2 \sqrt{n} \log n)$ for $k \leq \sqrt{n} / \log n$, [2];  
4. $r_B(n,n^{\varepsilon}) \leq n^{7/18}$ for $7/32 < \varepsilon \leq 1/4$, [3];  
5. $r_B(n,n^{\varepsilon}) \leq n^{4\varepsilon}$ for $1/5 < \varepsilon \leq 7/32$, [3];  
6. $r_B(n,n^{\varepsilon}) \leq n^{5/6+\varepsilon/3}$ for $0 < \varepsilon \leq 1/2$, [3];  
7. $r_B(n,n^{1-\varepsilon}) \leq n^{1-\delta}$ for $0 \leq \varepsilon \leq 1$, where $\delta = \delta(\varepsilon) > 0$, [2].

In particular, it follows that the best known lower bound on the redundancy of batch codes is as follows

$$r_B(n,k) \geq \Omega(\max(\sqrt{n},k)).$$  

(1)

C. Our contribution

In this paper we develop new explicit and random coding constructions of linear primitive batch codes based on finite geometry. In Table I our contribution (upper bounds on $r_B(N,k)$) is summarized.

| Construction       | Availability $k$ | Redundancy $r_B(n,k)$ |
|--------------------|------------------|-----------------------|
| Theorem 1 (random) | $k = o(n^{1/3} \log n)$ | $O(k^{3/2} \sqrt{n} \log n)$ |
| Theorem 3 (explicit) for any $\ell \in \mathbb{N}$ | $k < \frac{1}{2\ell} n^{1/(2\ell+1)}$ | $O(kn^{\frac{1}{2\ell+1}})$ |

Let us denote $r_B(n,k = n^{\varepsilon}) =: O(n^{\delta})$. The lower bound given by (1) along with old and new upper bounds on $\delta = \delta(\varepsilon)$ are plotted in Figure 1. The existence result of our work shows that the known upper bound on $\delta(\varepsilon)$ can be improved for $\varepsilon \in (0,2/7) \setminus \{1/5,1/4\}$. Furthermore, we emphasize that the endpoints of novel explicit constructions by Theorem 3 lie on the segment given by the random construction in Theorem 1.

D. Outline

The remainder of the paper is organized as follows. In Section II we prove the existence of batch codes using the probabilistic method. The achieved upper bound on the redundancy improves previously known results when $k = n^\varepsilon$ and $\varepsilon \in (0,2/7) \setminus \{1/5,1/4\}$. We note that for $k = n^{1/4}$ and $k = n^{1/5}$, the redundancy of our construction is worse by the multiplicative factor $\log n$ than one in [3]. In Section III we describe our main results and give new explicit constructions of batch codes. In a more detail, we associate information bits with elements of vector space $\mathbb{F}_q^{2\ell+1}$, $\ell \in \mathbb{N}$, and define parity-check bits as sums of information bits lying in some affine $\ell$-dimensional subspaces. Finally, Section IV concludes the paper.

II. RANDOM CONSTRUCTION OF BATCH CODES

To prove the following statement, we consider a systematic linear code defined by the generator matrix $G = [I_n | E]$, where $E$ is taken as an incidence matrix of randomly chosen family of subsets of lines in the affine plane.

Theorem 1. For $k = o(n^{1/3} / \log n)$, the redundancy of $k$-batch codes is

$$r_B(n,k) = O(k^{3/2} \sqrt{n} \log n).$$

Proof. For simplicity of notation and without loss of generality, we assume that $n = q^2$, $q$ is a prime power integer and $k < q/12$. Consider a finite affine plane $(P,L)$ of order $q$, where $P$, $|P| = n$, is a set of points, and $L$, $|L| = n + q$, is a set of lines. Each line is known to contain $q$ points, and each point is in $q + 1$ lines, any two lines in the affine plane cross each other in at most 1 point.

Let us randomly choose a family $F := \{S_1,\ldots,S_M\}$ of subsets of lines in the affine space. First, we take each line in the affine space independently with probability $p_1$, which will be specified later. Second, we define a subset of any included
line by leaving each point on the line independently with probability $p_2$, which will be specified later. It can be seen that for a proper choice $p_1$, the cardinality of $F$, $|F| = M$ (total number of subsets), is “close” to its average $p_1(n + q)$ with high probability, and for a proper choice of $p_2$, the cardinality of any subset $S_i$ is “close” to its average $p_2q$. We define event $W_1$ when the total number of lines $M > 3p_1n$, and $W_2$ if there exists some $S_i$ of size $> 2p_2q$. Moreover, we define $W_{2,j}$, $j \in [n]$, if there exists $S_i$ of size $> 2p_2q$ such that the line corresponding to subset $S_i$ does not contain the $j$th point.

Now we consider some bijection between $n$ information symbols and $n$ points. Therefore, the information symbols are associated with the points in the plane. Given a subset $S_i$, we can define a parity-check symbol $y_i$ as a sum of information symbols corresponding to points in $S_i$. Let us consider a systematic linear code $C$ of length $n + M$ and dimension $n$ defined as a map $\phi : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^{n+M}$:

$$\phi(x_1, \ldots, x_n) := (x_1, \ldots, x_n, y_1, \ldots, y_M).$$

Given a multiset of information symbols of size $k$, we can uniquely represent it in the form

$$((x_{i_1}, k_1), \ldots, (x_{i_{k}}, k_{k})),$$

where

$$1 \leq i_1 < \ldots < i_k \leq n \text{ and } \sum_{i=1}^{k} k_i = k.$$  

We define a greedy algorithm for constructing a collection of recovering sets for any given multiset of information bits of size at most $k$. Assume that the algorithm can construct simple recovering sets for the multiset

$$((x_{i_1}, k_1), \ldots, (x_{i_{j-1}}, k_{j-1})), \quad j - 1 < \ell,$$

representing the first $j - 1$ groups of the multiset

$$((x_{i_1}, k_1), \ldots, (x_{i_{k}}, k_{k})).$$

Then find first $k_j$ parity-check symbols depending on symbol $x_{i_j}$, such that the corresponding $k_j$ simple recovering sets are disjoint with already chosen recovering sets, and $k_j$ lines corresponding to the parity-check symbols do not go through any point in the set

$$\{x_{i_1}, \ldots, x_{i_{j-1}}, x_{i_{j+1}}, \ldots, x_{i_{\ell}}\}.$$

Let us add these $k_j$ recovering sets to the collection of recovering sets. We note that added $k_j$ simple recovering sets are mutually disjoint by our construction.

To show that the code $C$ is likely to be a $k$-batch code, we are going to estimate the probability of event $B$ that the greedy algorithm fails for some multiset of information symbols. To get an estimate of this event, we introduce auxiliary terminology. We say that the information symbol $x_i$ is $s$-bad, $0 \leq s < k$, if there exists some multiset

$$((x_{i_1}, k_1), \ldots, (x_{i_{\ell}}, k_{\ell})) \text{ with } i = i_j, i_1 < \ldots < i_{\ell},$$

so that the algorithm finds recovering sets for the first $(j - 1)$ groups of the multiset and fails to find $k_j$ recovering sets for $x_i = x_i$. Let $B_{i,s}$ be an event that information symbol $x_i$ is $s$-bad. If no event among $B_{i,s}$ occurs, then the event $B$ doesn’t happen.

We note that $k$-batch code with redundancy at most $3p_1n$ exists if $Pr(B \cup B_1) < 1$. Now we estimate this event as follows

$$Pr(B \cup B_1) \leq Pr(B_1) + Pr\left(\bigcup_{i \in [n]} B_{i,s}\right) \leq Pr(B_1) + Pr(W_2) + \max_{i \in [n]} Pr\left(B_{i,s} \cap W_2\right).$$

(2)

It is easy to estimate $Pr(W_1)$ and $Pr(W_2)$ applying the Chernoff bound in the form

$$Pr(X \geq (1 + \delta)\mu) \leq e^{-\frac{\mu^2 \delta^2}{2n}},$$

where $0 < \delta < 1$, and $X$ is a sum of independent random variables taking values in $\{0, 1\}$ with $EX = \mu$. We have

$$Pr(W_1) = Pr(M > 3p_1n) \leq Pr(M > 2p_1(n + q)) \leq e^{-\frac{\mu n}{2n}}$$

(3)

and

$$Pr(W_2) = Pr(\text{there exists } S_i \text{ of size } > 2p_2q) \leq 2ne^{-\frac{\mu n}{2n}}.$$  

(4)

Now we estimate the third probability in (2) as follows

$$Pr\left(B_{i,s} \cap W_2\right) \leq Pr\left(B_{i,s} \cap W_{2,i}\right) \leq n^{k-1} Pr\left(A \cap C \cap W_{2,i}\right) \leq n^{k-1} Pr\left(A \cap W_{2,i} \cap C\right),$$

(5)

where $C$ stands for the event that the algorithm finds recovering sets

$$R_{i_1,1}, \ldots, R_{i_1,k_{i_1}}, R_{i_2,1}, \ldots, R_{i_{j-1},k_{i_{j-1}}}$$

for the first $j - 1$ groups of

$$((x_{i_1}, k_1), \ldots, (x_{i_{k}}, k_{k})),$$

and $A$ denotes the event that the algorithm fails to find $k - s$ recovering sets for $x_i$, which are disjoint with all recovering sets the algorithm found. Let $I_1 := \{i_1, \ldots, i_{\ell}\}$, and $I_2$ be a set of information symbols included to recovering sets

$$R_{i_1,1}, \ldots, R_{i_1,k_{i_1}}, R_{i_2,1}, \ldots, R_{i_{j-1},k_{i_{j-1}}}.$$  

The cardinality of $I_2$ given the event $W_{2,i} \cap C$ is upper bounded as follows

$$|I_2| = \sum_{u=1}^{j-1} \sum_{v=1}^{k_u} (|R_{iu,v}| - 1) \leq 2q_2k,$$

(6)
since $\overline{W}_{2,i}$ stands for the event that all the subsets corresponding to the lines disjoint with $x_i$ are of size at most $2p_2q$. The total number of lines containing $x_i$ is equal to $q + 1$. One can easily see that there are at most $k$ of them which have a nonzero intersection with $I_t$. Since all the lines containing fixed point $x_i$ share only $x_i$, we claim that there are at most $q/2$ lines which intersect $I_2$ by at least $4p_2k$ points. Indeed, otherwise we can lower bound the cardinality of $I_2$ by $4p_2k(q/2 + 1)$ which contradicts with (5). We shall try to recover symbol $x_i$ with the help of other $t$, $t \geq q/2 - k \geq q/3$, lines. Enumerate them from 1 to $t$. Let $\xi_1, \ldots, \xi_t$ be indicator random variables, which equals 1 iff

1) the corresponding line was randomly taken (with probability $p_1$),
2) the symbol $x_i$ was left (with probability $p_2$) and included to the parity-check sum,
3) none of the symbols from $I_2$ were added in the corresponding parity-check.

Define the random variable

$$\eta := \sum_{i=1}^{q/3} \xi_i.$$ 

Since $\xi_i$ is an independent Bernoulli random variable with probability $p_1^2 \geq p_1p_2(1 - p_2)^{4p_2q}$, we claim that Binomial random variable $\chi$ with parameters $q/3$ and $p_1p_2(1 - p_2)^{4p_2q}$ is stochastically dominated by $\eta$. Now we proceed with upper bounding (5) as follows

$$\Pr(A | \overline{W}_{2,i} \cap C) \leq \Pr(\chi < k - s) \leq \left(\frac{q/3}{k}\right) \left(1 - p_1p_2(1 - p_2)^{4p_2q}\right)^{(q/3-k)} \leq q^{-k} \left(1 - p_1p_2(1 - p_2)^{4p_2q}\right)^{q/4}. $$

Combining the last inequality together with (2) - (5) yields

$$\Pr(B \cup W_1) \leq 2e^{-\frac{p_2^2}{2}} + e^{-\frac{\eta}{2}} + kn^k q^{-k} \left(1 - p_1p_2(1 - p_2)^{4p_2q}\right)^{q/4}. $$

(7)

Given $\varepsilon > 0$, there exists sufficiently large $q_0$ such that for $q > q_0$ the first two terms are at most $\varepsilon$. Now we proceed with the last term

$$kn^k q^{-k} \left(1 - p_1p_2(1 - p_2)^{4p_2q}\right)^{q/4} \leq kn^{1.5k} e^{-p_1p_2(1 - p_2)^{4p_2q}/4}. $$

Taking $p_2 := 1/\sqrt{8} \varepsilon$, we have $4p_2k \geq 1$ and

$$(1 - p_2)^{4p_2k} \geq 1 - 4p_2^2 = 1/2.$$

From this it follows that for

$$p_1 := 36 \frac{k^{3/2} \log n}{\sqrt{n}}$$

and sufficiently large $n$, $n = q^2$, the last term in (7) is at most $\varepsilon$. Therefore, we obtain that there exists a $k$-batch code with redundancy $M < 108k^{3/2} \sqrt{n} \log n$ with probability at least $1 - 3\varepsilon$. This completes the proof.

### III. Explicit Construction of Batch Codes

In this section to construct batch codes we associate information bits with elements of vector space $\mathbb{F}_q^{2\ell+1}, \ell \in \mathbb{N}$, and define parity-check bits as sums of information bits lying in some affine $\ell$-dimensional subspaces. In particular, the following finite geometry framework turns out to be useful.

**Definition 3.** Suppose $\{V_i, \ldots, V_m\}$ is a collection of $\ell$-dimensional subspaces in $\mathbb{F}_q^{2\ell+1}$. This collection is said to be $L$-nice if the two properties hold:

1) any two distinct subspaces from this collection have the trivial intersection in the origin only, i.e. $|V_i \cap V_j| = 1$ for $i \neq j$;
2) for all $i \in [m]$ and for all $v \in \mathbb{F}_q^{2\ell+1}, v \not\in V_i$, the affine subspace $v + V_i$ intersects at most $L$ subspaces from this collection.

Such a framework appears to be new in the literature up to our best knowledge. In the following statement we show how to use a nice collection of subspaces to construct batch codes.

**Lemma 2.** Suppose $\{V_1, \ldots, V_m\}$ is an $L$-nice collection of $\ell$-dimensional subspaces in $\mathbb{F}_q^{2\ell+1}$. Then there exists a $[q^{2\ell+1} + mL^{\ell+1}, q^{2\ell+1}, [m/L]]^B$ code.

We postpone the proof of Lemma 2 to Appendix. Now we give a construction of nice subspaces, which represents a collection of Reed-Solomon codes of length $2\ell + 1$ and dimension $\ell$.

**Construction 1.** Let $V$ stand for a $(2\ell + 1)$-dimensional $\mathbb{F}_q$-vector space, and $B$ is an $\mathbb{F}_q$-basis for $V$. Now let us define a collection $C$ of subspaces of size $m := [q/\ell]$. Let the $i$th, $0 \leq i < m$, subspace $V_i \in C$ be the linear span of $\ell$ vectors $\{v_i^1, \ldots, v_i^{\ell}\}$, where vector $v_i^j, j \in \{0, \ldots, \ell - 1\}$, is written in basis $B$ as follows

$$v_i^j := (1, \alpha^{\ell^i+j}, \alpha^{2(\ell^i+j)}, \ldots, \alpha^{2(\ell^i+j)}).$$

We prove that $C$ is $\ell$-nice in Proposition 1. Let $m(L, \ell, q)$ be the maximal number $m$ such that there exists an $L$-nice collection of $\ell$-dimensional subspace in $\mathbb{F}_q^{2\ell+1}$ of cardinality $m$. The next two propositions establish a quite tight estimate on the maximal cardinality of a nice collection of subspaces.

**Proposition 1.** Construction 1 is $\ell$-nice. This implies, in particular, for any $\ell, L \in \mathbb{N}, L \geq \ell$, and prime power integer $q$, the lower bounds on $m(L, \ell, q)$ holds

$$m(L, \ell, q) \geq [q/\ell].$$

We postpone the proof of Proposition 1 to Appendix. The proof of Proposition 2, suggested by Mary Wootters, is included to Appendix for completeness of the paper.

**Proposition 2.** For any $\ell, L \in \mathbb{N}$ and prime power integer $q$, the upper bounds on $m(L, \ell, q)$ holds

$$m(L, \ell, q) \leq (L + 1)q.$$
Theorem 3. For any \( \ell \in \mathbb{N} \), prime power integer \( q \) and integer \( k, 0 < k \leq \lfloor q/\ell \rfloor \), the redundancy of \( \ell \)-batch codes is upper bounded by

\[
r_B(n, k) \leq \ell k q^{\ell + 1},
\]

where \( n = q^{2\ell + 1} \).

Remark 1. Proposition 4 verifies that the proposed framework based on finite geometry could not be significantly improved in terms of the range of parameter \( k \) in Theorem 3 that is \( k \) could not be larger than \( \lfloor (L + 1)q/L \rfloor \).

Proof of Theorem 3. From Proposition 1 it follows that there exists an \( \ell \)-nice collection of \( \ell \)-dimensional subspaces in \( \mathbb{F}_q^{2\ell + 1} \), which has cardinality \( \lfloor q/\ell \rfloor \). Take any subset of this collection of size \( m = \ell k \), where \( k \leq \lfloor q/\ell \rfloor \). Lemma 2 states that there exists a \( (q^{2\ell + 1} + \ell k q^{\ell + 1}, q^{2\ell + 1}, k)_{1^B} \) code. This completes the proof.

Let us demonstrate how Theorem 3 actually works.

Example 1. Let \( q = 3 \), \( \ell = 1 \) and \( k = 3 \). Then \( n = 3^3 = 27 \). Denote by \( \mathbb{F}_3 = \{0, 1, 2\} \). Let us index \( n \) information symbols by vectors of \( \mathbb{F}_3^n \), i.e., \( x_{000}, x_{001}, \ldots, x_{222} \). First we define three direction vectors \( (1, 0, 0), (1, 1, 1) \) and \( (1, 2, 1) \), which are linearly independent. We shall construct a systematic linear code. One can determine \( kn^{2/3} = 27 \) parity-check bits as sums of information bits which indexes lie on lines with given direction vectors. These lines represent distinct 1-dimensional affine subspaces of \( \mathbb{F}_3^n \). For instance, there are 9 lines with direction vector \( (1, 2, 1) \). Let us take one which goes through point \( (0, 1, 2) \). Then the corresponding parity-check bit is \( y^i = x_{012} + x_{100} + x_{221} \) and the recovering set for \( x_{012} \) based on this parity-check bit is \( \{ i', 100, 221 \} \). It is easy to show that there are 2 other simple recovering sets for \( x_{012} \), which are of the form \( \{ i'' \}, 112, 212 \) and \( \{ i''' \}, 120, 201 \). Moreover, each information bit has exactly 3 simple recovering sets. For every bit, each of its recovering sets has a nonempty intersection with at most one recovering set of any other bit. This property immediately implies [3] that our code is a 3-batch code. For \( \ell > 1 \), in the proof of Lemma 2 we will show a generalization of this property.

IV. CONCLUSION

In this paper new random coding bound and new explicit constructions of primitive linear batch codes based on finite geometry were developed. In some parameter regimes, our codes improves the redundancy than previously known batch codes. We note that the random coding bound coincides with the constructive bound in a countable number of points and gives better result in others. The natural open question arose in this work is to construct codes which would achieve random coding bound in all others points too. Another interesting question is how to improve the lower bound given by inequality [1].
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APPENDIX

Proof of Lemma 2 Let $C := \{V_1, \ldots, V_m\}$ be an $L$-nice collection of $\ell$-dimensional subspaces of $\mathbb{F}_q^{2\ell+1}$. Now we construct a systematic code of length $N := q^{2\ell+1} + mq^{\ell+1}$ and dimension $n := q^{\ell+1}$. First, we associate $n$ information symbols with $n$ vectors in $\mathbb{F}_q^{2\ell+1}$. For every affine subspace of form $v + V_i$, $v \in \mathbb{F}_q^{2\ell+1}$, $V_i \in C$, we define a parity-check symbol as a sum of information symbols lying in this affine subspace. One can easily see that each information symbol is involved in $m$ different parity-checks. From this and the fact that for any $v \in \mathbb{F}_q^{2\ell+1}$, any two distinct affine subspaces $v + V_i$ and $v + V_j$ have only trivial intersection in $v$, it follows that each information symbol has $m$ mutually disjoint simple recovering sets. The total number of parity-check bits is

$$|\mathbb{F}_q^{2\ell+1}||C|/|V_i| = mq^{\ell+1}.$$ 

Since collection $C$ is $L$-nice, we conclude that for every bit, each of its simple recovering sets has a nonempty intersection with at most $L$ simple recovering set of any other bit. Therefore, for any multiset request of information symbols of size at most $[m/L]$, we are able to construct simple recovering sets. This completes the proof.

Remark 2. We emphasize that the property we used in the proof of Lemma 2 allows to construct recovering sets in an arbitrary order, that is a multiset request of information symbols could be given bit-by-bit and the corresponding recovering sets could be output bit-by-bit also.

Proof of Proposition 3 Let us prove that collection $C$ is $\ell$-nice.

First, we need to show property 1) in Definition 4. Indeed if two distinct subspaces $V_i$ and $V_j$, $i \neq j$, have a nontrivial intersection, then the matrix

$$\begin{bmatrix}
\alpha^{\ell i} & \alpha^{2(\ell i)} & \cdots & \alpha^{2^{\ell}(\ell i)} \\
1 & \alpha^{\ell i+1} & \cdots & \alpha^{2^{\ell}(\ell i+1)} \\
1 & \alpha^{\ell i+\ell-1} & \cdots & \alpha^{2^{\ell}(\ell i+\ell-1)} \\
1 & \alpha^{\ell j} & \cdots & \alpha^{2^{\ell}(\ell j)} \\
1 & \alpha^{\ell j+1} & \cdots & \alpha^{2^{\ell}(\ell j+1)} \\
1 & \alpha^{\ell j+\ell-1} & \cdots & \alpha^{2^{\ell}(\ell j+\ell-1)}
\end{bmatrix}$$

is of rank $< 2\ell$. However, this is a Vandermonde matrix with distinct elements in the second column, and thus it has maximum rank $2\ell$. Additionally, we see that all vector subspaces in $C$ are $\ell$-dimensional.

Second, let us check property 2) in Definition 4. Seeking a contradiction, suppose $v + V_{i_0}$ overlaps with $\ell + 1$ distinct vector subspaces $V_{i_1}, V_{i_2}, \ldots, V_{i_{\ell+1}}$. It follows that vector $v$ belongs to $\ell + 1$ subspaces $V_{i_1} \oplus V_{i_2} \oplus \cdots \oplus V_{i_{\ell+1}}$, $\oplus$ is the direct sum of subspaces. We know that vector $v$ does not belong to $V_{i_0}$. Thus, $2\ell$-dimensional subspaces $V_{i_0} \oplus V_{i_1}$, $u \in [\ell + 1]$, are intersected by an $(\ell + 1)$-dimensional subspace $V'$. Let $g_u \in \mathbb{F}_q^{2\ell+1}$, $u \in [\ell + 1]$, be the vector whose coordinates are coefficients (from the constant coefficient to the leading coefficient) of the polynomial

$$f_u(x) = (x - \alpha^{\ell i_0})(x - \alpha^{\ell i_0+1})\cdots(x - \alpha^{\ell i_0+\ell-1}) \times (x - \alpha^{\ell i_{u_0}})(x - \alpha^{\ell i_{u_0}+1})\cdots(x - \alpha^{\ell i_{u_0}+\ell-1}).$$

Since the inner products $\langle g_u, v_j \rangle = f_u(\alpha^{\ell i_{u_0}+j}) = 0$ and $\langle g_u, v_j \rangle = f_u(\alpha^{\ell i_{u_0}+j}) = 0$, we get that $g_u$ is orthogonal to $V_{i_0} \oplus V_{i_{u_0}}$. The condition $\dim V' = \ell + 1$ is equivalent to a linear dependency of the system of vectors $\{g_u, u \in [\ell + 1]\}$. Therefore, there exist non-trivial coefficients $c_u \in \mathbb{F}_q$, $u \in [\ell + 1]$, so that the linear combination

$$\sum_{u=1}^{\ell+1} c_u f_u(x) = 0$$

vanishes. Since all $f_u(x)$, $u \in [\ell + 1]$, share the same polynomial $(x - \alpha^{\ell i_0})\cdots(x - \alpha^{\ell i_{u_0}+\ell-1})$ and the size of the field is sufficiently large, we conclude

$$\sum_{u=1}^{\ell+1} c_u(x - \alpha^{\ell i_{u_0}})(x - \alpha^{\ell i_{u_0}+1})\cdots(x - \alpha^{\ell i_{u_0}+\ell-1}) = 0.$$ 

This equality yields that either the matrix

$$\begin{bmatrix}
1 & \alpha^{\ell i_1} & \alpha^{2(\ell i_1)} & \cdots & \alpha^{\ell i_1} \\
1 & \alpha^{\ell i_2} & \alpha^{2(\ell i_2)} & \cdots & \alpha^{\ell i_2} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
1 & \alpha^{\ell i_{u_0}+1} & \alpha^{2(\ell i_{u_0}+1)} & \cdots & \alpha^{\ell i_{u_0}+1}
\end{bmatrix}$$

is singular or there is at least one zero coefficient of polynomial $g_0(x) = (x - 1)(x - \alpha)\cdots(x - \alpha^{\ell-1})$. However, the matrix is a Vandermonde matrix with distinct elements in the second column, whereas $g_0(x)$ is a generator polynomial of Reed-Solomon code and all its coefficients are nonzero. This contradiction completes the proof.

Proof of Proposition 2 Let $C := \{V_1, \ldots, V_m\}$ be an $L$-nice collection of $\ell$-dimensional subspaces of $\mathbb{F}_q^{2\ell+1}$. For each $i$, let $G_i \in \mathbb{F}_q^{(2\ell+1) \times \ell}$ be a matrix whose columns span $V_i$, and let $H_i \in \mathbb{F}_q^{\ell \times (\ell+1)}$ be a matrix whose rows span $V_i$. Since $C$ is $L$-nice, we have the following property: for all $i \in [m]$, for all $v \in \mathbb{F}_q^{2\ell+1}$, $v \notin V_i$, the number of $j$ so that $V_j$ intersects $v + V_i$ is at most $L$.

Fix some (arbitrary) $i$. For $j \in [m] \setminus \{i\}$, notice that $H_i G_j \in \mathbb{F}_q^{(\ell+1) \times \ell}$ has full column rank because $V_i$ and $V_j$ do not intersect non-trivially, so let $g_j$ be a nonzero vector in the one-dimensional subspace perpendicular to the column span of $H_i G_j$, that is $g_j^T H_i G_j = 0$. Let $G \in \mathbb{F}_q^{(m-1) \times (\ell+1)}$ be the matrix with the $g_j$’s as its rows.

Next, we shall prove that for any vector $w \in \mathbb{F}_q^{2\ell+1}$, $Gw$ has at most $L$ zeros. To see this, suppose that $(g_j, w) = 0$, that is, the $j$th element of $Gw$ is zero. By definition, this means that $w$ is in the column span of $H_i G_j$, say that $w = H_i G_j y$ for some $y \in \mathbb{F}_q$. Let $v \in F_q^{2\ell+1}$ be such that $H_i v = w$, so we have

$$H_i G_j y = H_i v.$$
which means that
\[ G_j y = v + G_i x \]
for some \( x \) (that is, \( G_j y \) and \( v \) differ by something in the kernel of \( H_i \) which is the image of \( G_i \)). But this means precisely that \( V_i + v \) and \( V_j \) intersect. Since there are at most \( L \) values of \( j \) so that \( V_i + v \) and \( V_j \) intersect, we conclude that there are at most \( L \) values of \( j \) so that the \( j \)th element of \( Gw \) is zero, which proves the claim.

Thus, whenever we have a collection of \( m \) subspaces with the desired property, we have a matrix \( G \in \mathbb{F}_q^{(m-1) \times (\ell+1)} \) so that every \( L + 1 \) rows of \( G \) have rank \( \ell + 1 \); otherwise there would be some \( w \) in the kernel of those rows that result in a vector \( Gw \) with too many zeros. We claim that we must have \( m \leq (L + 1)q \) for such a matrix \( G \) to exist. Indeed, let \( W \) be a random subspace of dimension \( \ell \) in \( F_q^{\ell+1} \), and observe that

\[
E|W \setminus \{g_1, \ldots, g_{m-1}\}| = \sum_{j=1}^{m-1} \Pr\{g_j \in W\} = \frac{m - 1}{q}
\]

so if \( m \geq (L + 1)q + 1 \), there exists some subspace \( W \) so that \( |W \setminus \{g_1, \ldots, g_{m-1}\}| \geq L + 1 \). This contradiction completes the proof.