Abstract—Transparency is a fundamental requirement for decision making systems when these should be deployed in the real world. It is usually achieved by providing explanations of the system’s behavior. A prominent and intuitive type of explanations are counterfactual explanations. Counterfactual explanations explain a behavior to the user by proposing actions—i.e., even a small change in the input can lead to huge or arbitrary changes in the output and of the explanation. This could be problematic for counterfactual explanations, as two similar individuals might get very different explanations. Even worse, if the recommended actions differ considerably in their complexity, one would consider such unstable (counterfactual) explanations as individually unfair.

In this work, we formally and empirically study the robustness of counterfactual explanations in general, as well as under different models and different kinds of perturbations. Furthermore, we propose that plausible counterfactual explanations can be used instead of closest counterfactual explanations to improve the robustness and consequently the individual fairness of counterfactual explanations.
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I. INTRODUCTION

Transparency is a fundamental building block for ethical artificial intelligence (AI) and machine learning (ML) based decision making systems. In particular, the increasing use of automated decision making systems in the real world [1], [2] has strengthened the demand for trustworthy systems. The criticality of transparency was also recognized recently by policy makers which resulted in legal regulations like the EU’s GDPR [3] that grants the user a right to an explanation. Therefore, explainability and transparency of AI and ML methods has become an important research focus in the last years [4]–[7]. Nowadays, there are several technologies available for explaining ML models [5], [8]. One specific family of methods are model-agnostic methods [9], [10] which are not tailored to a particular model or representation and thus applicable to a wide range of ML models.

Examples of model-agnostic methods are feature interaction methods [10], feature importance methods [11], partial dependency plots [12], and methods that approximate the model locally by an explainable model [13], [14]. These methods explain the models by using input features as the vocabulary.

In contrast, in example-based explanations [15] a prediction or behavior is explained by a (set of) data points. Instances of example-based explanations are prototypes & criticisms [16], influential instances [17], and counterfactual explanations [18]. A counterfactual explanation states a change to the original input that results in a different (specific) prediction or behavior of the decision making system—what needs to be different in order for the system’s prediction to change? Such an explanation is considered to be intuitive and useful because it proposes changes to achieve a desired outcome, i.e. it provides actionable feedback [8], [18]. Furthermore, there exist strong evidence that explanations by humans are often counterfactual in nature [19] and preferred. Our focus will be on counterfactual explanations.

However, it has also been shown that many explanation methods are vulnerable to adversarial attacks [20]–[22]—i.e. an explanation (such as a saliency map or feature importance) can be (arbitrarily) changed by applying only small perturbations to the original sample that should be explained. This instability of explanations applies to counterfactual explanations as well [23]. As the necessity of local stability of explanations is widely
with the dependency between a sensitive attribute/feature and recourse/explanations that are obtained from a given structural group fairness and individual fairness of causal recourse - i.e. across different groups. The authors of [35] propose and study hold for feasible recourse (as suggested by an explanation) Recourse” which aims for ensuring that the same opportunities are known as group-based fairness criteria. Prominent examples are demographic parity, equalized odds, predictive rate parity, or causal independence. However, there are fundamental limitations for an efficient implementation of fair models, since some intuitively relevant fairness criteria can be contradictory in specific examples. Another formalization of fairness focuses on individual (rather than group) fairness [29]. The idea behind individual fairness is to treat similar individuals similarly — one applicant only needs a minor increase in monthly income, while the other applicant is told that a major increase in monthly income as well as some other aspects are required for getting the loan application accepted. Thus, robustness of counterfactual explanations is closely related to individual fairness of counterfactual explanations.

Note that fairness of ML based decision making systems itself has been already studied for some time. Especially because of prominent failures of ML system in critical situations like predictive policing [1] and loan approval [2]. Many of those failures, where the systems exhibit unethical behavior, deal with predictions that are correlated to sensitive attributes such as race, gender, etc. As a consequence, several (formal) fairness criteria, concerning the predictions and behaviors of ML systems, have been proposed [27], [28]. A large number of these criteria deal with the dependency between a sensitive attribute/feature and the response variable (prediction/behavior of the system)—these are known as group-based fairness criteria. Prominent examples are demographic parity, equalized odds, predictive rate parity, or causal independence. However, there are fundamental limitations for an efficient implementation of fair models, since some intuitively relevant fairness criteria can be contradictory in specific examples. Another formalization of fairness focuses on individual (rather than group) fairness [29]. The idea behind individual fairness is to treat similar individuals similarly — this notion resembles the concept of individual fairness from other scientific disciplines [29], [30]. Despite its appealing intuition, a major challenge of individual fairness constitutes in its formalization — i.e. given two individuals, how can we score their mutual similarity?

Despite its relevance, robustness of explanations has only recently started being investigated in first approaches [22], [31], although it is well known that robustness and fairness concerning the predictions and behavior of ML models are closely related to each other [32], [33]. Consequently, only a few papers study the fairness of explanations itself. For instance the authors of [34] propose a group fairness criteria “Equalizing Recourse” which aims for ensuring that the same opportunities hold for feasible recourse (as suggested by an explanation) across different groups. The authors of [35] propose and study group fairness and individual fairness of causal recourse - i.e. recourse/explanations that are obtained from a given structural cause model (SCM).

Our Contributions: In this work, we propose a formalization of robustness of counterfactual explanations and investigate its formal mathematical properties and its experimental behavior for a few popular models. We propose to use plausible counterfactuals instead of closest counterfactual explanations because we find evidence that the plausible counterfactual are more robust. Furthermore, we also relate our robustness definition to individual fairness and argue that our robustness definition can be interpreted as a definition of individual fairness and thus all our findings on robustness transfer to individual fairness of counterfactual explanations as well.

To address these goals, first, we briefly review counterfactual explanations in Section [I] Next, we formally define our notion of robustness of counterfactual explanations in Section [II-A]. In Section [II-C], we study formal properties of robustness of counterfactual explanations (Section [II-E]), we propose the concept to use plausible instead of closest counterfactual explanations for improving the robustness of the explanations and also show how our robustness definition relates to individual fairness of counterfactual explanations (Section [II-F]). We empirically evaluate the robustness of closest and plausible counterfactual explanations in Section [IV]. Finally, we give a summary and outlook in Section [V].

II. FOUNDATIONS

A. Counterfactual Explanations

Counterfactual explanations (often just called counterfactuals) contrast samples by counterparts with minimum change of the appearance but different class label [8], [18] and can be formalized as follows:

\[ \text{Definition 1 (Closest Counterfactual explanation [18]). Assume a prediction function } h : \mathbb{R}^d \rightarrow Y \text{ is given. Computing a counterfactual } x_{cf} \in \mathbb{R}^d \text{ for a given input } x_{orig} \in \mathbb{R}^d \text{ is phrased as an optimization problem:} \]

\[ \arg \min_{x_{cf} \in \mathbb{R}^d} \ell(h(x_{cf}), y') + C \cdot \theta(x_{cf}, x_{orig}) \]

where \( \ell(\cdot) \) denotes a suitable loss function, \( y' \) the requested prediction, and \( \theta(\cdot) \) a penalty term for deviations of \( x_{cf} \) from the original input \( x_{orig} \). \( C > 0 \) denotes the regularization strength. We refer to a counterfactual given \( x_{orig} \) and desired class \( y' \) as any solution of the optimization problem.

In this work we assume that data comes from a real-vector space and continuous optimization is possible. In this context [36], two common regularizations are the weighted Manhattan distance and the generalized \( l_2 \) distance. Depending on the model and the choice of \( \ell(\cdot) \) and \( \theta(\cdot) \), the final optimization problem might be differentiable or not. If it is differentiable, we can use a gradient-based optimization algorithm like BFGS. Otherwise, we can rely on black-box optimization algorithms for continuous optimization like Nelder-Mead. Note that counterfactuals need not be unique due to the possible existence of local optima of the optimization problem. We will deal with popular but simple models in the
following where this is not the case. In general, we assume that an ordering of counterfactuals is induced by the respective optimization algorithm. Given input \( x_{\text{orig}} \) and desired label \( y' \), the counterfactual provided by the algorithm at hand is referred to as \( x_{\text{cf}} = \text{CF}(x_{\text{orig}}, y') \).

While the formalization of the optimization problem Eq. (1) is model agnostic (i.e. it does not make any assumptions on the model \( h(\cdot) \)), it can be beneficial to rewrite the optimization problem Eq. (1) in constrained form [36]:

\[
\begin{align*}
\arg\min_{x_{\text{cf}} \in \mathbb{R}^d} & \quad \theta(x_{\text{cf}}, x_{\text{orig}}) \\ \text{s.t.} & \quad h(x_{\text{cf}}) = y' \\
\end{align*}
\]

The authors of [36] have shown that the constrained optimization problem Eq. (2) can be turned (or efficiently approximated) into convex programs for many standard machine learning models including generalized linear models, quadratic discriminant analysis, nearest neighbor classifiers, etc. Since convex programs can be solved efficiently [37], the constrained form [36] becomes superior over the original black-box modelling [18] if we have access to the underlying model \( h(\cdot) \). Furthermore, we can also integrate affine pre-processings like PCA into the convex programs and therefore still compute counterfactuals in the original data space [36].

Counterfactuals stated in its simplest form, like in Definition 1 (also called closest counterfactuals), are similar to adversarial examples, since there are no guarantees that the resulting counterfactual is plausible and feasible in the data domain. As a consequence, the absence of such constraints often leads to counterfactual explanations that are not plausible [38]–[40]. To overcome this problem, several approaches [38], [39] propose to allow only those samples that lie on the data manifold - e.g. by enforcing a lower threshold \( \delta > 0 \) for their probability or density. In particular, the authors of [38] build upon the constrained form Eq. (2) and propose the following extension of Eq. (2) for computing plausible counterfactuals:

\[
\begin{align*}
\arg\min_{x_{\text{cf}} \in \mathbb{R}^d} & \quad \theta(x_{\text{cf}}, x_{\text{orig}}) \\ \text{s.t.} & \quad h(x_{\text{cf}}) = y' \\
\quad & \quad \hat{p}_{y'}(x_{\text{cf}}) \geq \delta \\
\end{align*}
\]

where \( \hat{p}_{y'}(\cdot) \) denotes a class dependent density estimator. Because the true density is usually not known, the density constraint Eq. (3c) can be replaced with an approximation via a Gaussian mixture model (GMM) which then can be phrased as a set of convex quadratic constraints [36].

Unstable counterfactuals can be considered as unfair to an individual in some settings, since it might happen, that counterfactual explanations are conceptually very different for two similar persons: in particular if \( \theta(\cdot) \) is the \( l_1 \) norm, explanations might choose entirely different features based on which to explain the decision for neighbored samples. Next, we propose a formalization of robustness of counterfactual explanations.

III. ROBUSTNESS OF COUNTERFACTUAL EXPLANATIONS

We are not interested in robustness of the model itself, but the properties of the counterfactual explanations which are provided to explain the model. In the sub sequel we formally study and define robustness of counterfactual explanations in general, and investigate its specific properties for important specific prediction functions \( h : \mathcal{X} \rightarrow \mathcal{Y} \).

A. Formalization of Robustness

We aim for a formalization of robustness of counterfactual explanations. Inspired by the intuition (and formalization) of robustness of explanation methods [22], we propose the following definition for locally measuring the influence of small perturbations of the input to the counterfactual explanation:

**Definition 2** (Local instability of counterfactual explanations)

Let \( h : \mathcal{X} \rightarrow \mathcal{Y} \) be a prediction function and \( (x_{\text{orig}}, y_{\text{orig}}) \in \mathcal{X} \times \mathcal{Y} \) with \( h(x_{\text{orig}}) = y_{\text{orig}} \) be a sample prediction that has to be explained. Let \( x_{\text{cf}} = \text{CF}(x_{\text{orig}}, y') \in \mathcal{X} \) be a counterfactual explanation of \( x_{\text{orig}} \).

Let \( x \) be a perturbed sample of \( x_{\text{orig}} \) that is \( x \sim p_{c}(x_{\text{orig}}) \) where \( p_{c}(\cdot) \) denotes the density of the perturbed samples. Denote \( y = y' \) if \( h(x) = y_{\text{orig}} \) and \( y = y_{\text{orig}} \) otherwise. Let \( x_{\text{cf}} = \text{CF}(x, y) \in \mathcal{X} \) be a counterfactual explanation of this perturbed sample \((x, y_{\text{orig}})\).

Given a function \( d(\cdot) \) for computing the similarity/distance between two given counterfactual explanations, we measure the amount of stability of the explanation \( x_{\text{cf}} \) as the expected similarity/distance between the counterfactual explanations of the original sample \( x_{\text{orig}} \) and such a perturbed sample \( x \):

\[
\mathbb{E}_{x \sim p_{c}(x_{\text{orig}})} \left[ d(x_{\text{cf}}, x_{\text{cf}}') \right]
\]

assuming that Eq. (4) exists and is well defined.

Note that the instability Eq. (4) is to be minimized - i.e. smaller values correspond to a better robustness.

B. Natural Perturbations

While there are different possible ways of perturbing a given input \( x_{\text{orig}} \) - i.e. choosing \( p_{c}(\cdot) \) in Definition 2 - we focus on three specific perturbations in this work: Perturbation by Gaussian noise, bounded uniform noise and a perturbation by masking features.

1) Gaussian Noise: Perturbing a given input \( x_{\text{orig}} \) with Gaussian noise means to add a small amount of normally distributed noise \( \delta \) to \( x_{\text{orig}} \):

\[
x = x_{\text{orig}} + \delta \quad \text{where} \; \delta \sim \mathcal{N}(0, \Sigma)
\]

we therefore define:

\[
p_{c}(x_{\text{orig}}) = \mathcal{N}(x_{\text{orig}}, \Sigma)
\]

where the size and shape of the perturbation can be controlled by the covariance matrix \( \Sigma \) - in this work we use a diagonal matrix and often choose \( \Sigma = I \). However, note that in this perturbation we cannot guarantee that the perturbed sample stays close to the original sample \( x_{\text{orig}} \) because \( \mathcal{N}(0, \Sigma) \) can
yield arbitrarily large values. The probability of such values is limited, however.

2) **Bounded Uniform Noise:** Similar to a perturbation with Gaussian noise (see Eq. (5)), we add a small amount of uniformly distributed noise \( \delta \) to \( \tilde{x}_{\text{orig}} \):

\[
\tilde{x} = \tilde{x}_{\text{orig}} + \delta \quad \text{where } \delta \sim \mathcal{U}(-\epsilon I, \epsilon I)
\]

we therefore define:

\[
p_{\epsilon}(\tilde{x}_{\text{orig}}) = \mathcal{U}(-\epsilon \tilde{x}_{\text{orig}}, \epsilon \tilde{x}_{\text{orig}})
\]

where \( \epsilon > 0 \) controls and upper bounds the amount of noise - note that in Eq. (7) we use the same \( \epsilon \) for every dimension, however using different \( \epsilon \) for each dimension is also possible.

Note that, unlike a perturbation with Gaussian noise, we can guarantee that the perturbed sample stays close to the original sample.

3) **Feature Masking:** While a perturbation by Gaussian noise Eq. (5) or bounded uniform noise Eq. (7) potentially changes every feature, feature masking allows a more precise way of perturbing a given input:

\[
\tilde{x} = \tilde{x}_{\text{orig}} \odot \tilde{m} \quad \text{where } \tilde{m} \in \{0,1\}^d
\]

where \( \odot \) denotes the element wise multiplication, and the size of the perturbation can be controlled by the number of masked features. Also note that the number of \( 0 \) (number of masked features) as well as their position (feature id) can vary - in this work, due to the absence of expert knowledge, given a fixed number of masked features, we select the masked features randomly. Note that in comparison to Gaussian and uniform noise, this is not a proper density and how close the perturbed sample stays to the original sample completely depends on the chosen mask.

### C. Analyzing Robustness

In this section we formally study robustness of closest counterfactuas under different prediction functions \( h(\cdot) \). First, we give a (rather trivial) general bound on the robustness of closest counterfactual explanations in Theorem 1 and then study each type of perturbation separately.

**Theorem 1** (General bound on closest counterfactuals of perturbed samples). Let \( h : \mathcal{X} \rightarrow \mathcal{Y} \) be a prediction function and let \((\tilde{x}_{\text{orig}}, y_{\text{orig}}) \in \mathcal{X} \times \mathcal{Y}\) be a sample for which we are given a closest counterfactual (see Eq. (2)) \( \tilde{x}_{CF} = CF(\tilde{x}_{\text{orig}}, y) \in \mathcal{X} \). Let \( \tilde{x} \in \mathcal{X} \) be a perturbed version of \( \tilde{x}_{\text{orig}} \) such that \( \|\tilde{x}_{\text{orig}} - \tilde{x}\|_p \leq \epsilon \) - we denote the corresponding closest counterfactual of \( \tilde{x} \) as \( \tilde{x}_{CF} \). We can then bound the difference between the two counterfactuals \( \tilde{x}_{CF} \) and \( \tilde{x}_{CF} \) as follows:

\[
\|\tilde{x}_{CF} - \tilde{x}_{CF}^p\|_p \leq 2\epsilon + 2\|\tilde{x}_{\text{orig}} - \tilde{x}_{CF}\|_p
\]

In case of a binary linear classifier, we can refine the bound from Theorem 1 as stated in Corollary 2.

---

1Although one could use different (possible empty) intervals for different dimensions.

**Corollary 2** (Bound on closest counterfactuals of perturbed samples for binary linear classifiers). In case of a binary linear classifier, i.e. \( h(\tilde{x}) = \text{sign}(\tilde{w}^T \tilde{x}) \) with \( \|\tilde{w}\|_p = 1 \), we can refine the bound from Theorem 1 as follows:

\[
\|\tilde{x}_{CF} - \tilde{x}_{CF}^p\|_p \leq 2\epsilon + 2||\tilde{w}^T \tilde{x}_{\text{orig}}||_p
\]

**Remark 1.** Note that while the general bound Eq. (10) in Theorem 1 depends on the closest counterfactual of the unperturbed sample \( \tilde{x}_{\text{orig}} \), the bound Eq. (11) in Corollary 2 only depends on the original sample \( \tilde{x}_{\text{orig}} \), the model parameter \( \tilde{w} \) and the perturbation bound \( \epsilon \). Both bounds (Theorem 1 and Corollary 2) are rather loose because they do not make any assumption on the perturbation \( p_{\epsilon}(\cdot) \) except that it must be bounded by \( \epsilon \) - in addition the bound in Theorem 1 does not even make any assumption on \( h(\cdot) \) at all.

1) **Gaussian Noise:** Additional assumptions allow more precise (and potentially more useful) statements as shown in the next Theorem 3. There (and the consequential Corollary 4 and Corollary 5) we study the robustness of closest counterfactual explanations of a binary linear classifier under Gaussian noise. It turns out, that the robustness as defined in Definition 2 of closest counterfactual explanations of a binary linear classifier under Gaussian noise depends on the dimension \( d \) only – i.e. the larger the dimension of the input space, the larger the instability.

**Theorem 3** (Instability of closest counterfactuals of a linear binary classifier under Gaussian noise). Let \( h : \mathbb{R}^d \rightarrow \{-1,1\} \) be a binary linear classifier – i.e. \( h(\tilde{x}) = \text{sign}(\tilde{w}^T \tilde{x}) \) with \( \|\tilde{w}\|_2 = 1 \). The instability of closest counterfactuals (see Definition 2 under Gaussian noise Eq. (5)) with an arbitrary diagonal covariance \( \Sigma = \text{diag}(\sigma_j^2) \) at a sample \((\tilde{x}_{\text{orig}}, y_{\text{orig}}) \in \mathbb{R}^d \times \{-1,1\}\) can be stated as follows:

\[
\mathbb{E}_{\tilde{x} \sim \mathcal{N}(\tilde{x}_{\text{orig}}, \Sigma)} \left[ d(\tilde{x}_{CF}, \tilde{x}_{CF}^p) \right] = \text{trace}(\Sigma) - \tilde{w}^T \Sigma \tilde{w}
\]

(12)

where we assume the squared Euclidean distance as a distance \( d(\cdot) \) for measuring the distance between two counterfactuals.

**Corollary 4.** If we assume the identity matrix \( I \) as a covariance matrix \( \Sigma \) of the Gaussian noise in Theorem 3 Eq. (12) simplifies as follows:

\[
\mathbb{E}_{\tilde{x} \sim \mathcal{N}(\tilde{x}_{\text{orig}}, I^d)} \left[ d(\tilde{x}_{CF}, \tilde{x}_{CF}^p) \right] = d - 1
\]

(13)

**Corollary 5.** In the setting of Theorem 3 and Corollary 4 the probability that the difference is larger than a given \( \delta > 0 \) is bounded as follows:

\[
\mathbb{P}(d(\tilde{x}_{CF}, \tilde{x}_{CF}^p) \geq \delta) \leq \frac{d - 1}{\delta}
\]

(14)

**Remark 2.** We can interpret Theorem 3 (and in particular the consequential Corollary 4 and Corollary 5) as a “curse of dimensionality” for robustness of closest counterfactual explanations: the larger the dimension \( d \) of the data space, the larger the potential instability if the data manifold is intrinsically locally high dimensional.
2) Bounded Uniform Noise: We can still make some statements on the robustness Definition 2 of closest counterfactual explanations, when using bounded uniform noise instead of Gaussian noise, as stated in Theorem 6 and Corollary 7.

**Theorem 6** (Instability of closest counterfactuals of a linear binary classifier under bounded uniform noise). Let $h : \mathbb{R}^d \rightarrow \{-1, 1\}$ be a binary linear classifier - i.e. $h(\vec{x}) = \text{sign}(\vec{w}^T \vec{x})$ with $\|\vec{w}\|_2 = 1$. The instability of closest counterfactuals (see Definition 2) under a bounded uniform noise Eq. (7) at an arbitrary sample $(\vec{x}_{\text{orig}}, y_{\text{orig}}) \in \mathbb{R}^d \times \{-1, 1\}$ can be stated as follows:

$$\mathbb{E}_{\vec{x} \sim \mathcal{U}(\vec{x}_{\text{orig}}, \delta \vec{1})} \left[ d(\vec{x}_{c\text{f}}, \vec{x}_{c\text{f}}') \right] = \frac{c^2(d-1)}{3}$$

where we assume the squared Euclidean distance as a distance $d(\cdot)$ for measuring the distance between two counterfactuals.

**Corollary 7.** In the setting of Theorem 6 the probability that the instability is larger than some $\delta > 0$ can be upper bounded as:

$$\mathbb{P}(d(\vec{x}_{c\text{f}}, \vec{x}_{c\text{f}}') \geq \delta) \leq \frac{\delta c^2(d-1)}{3}$$

**D. Discussion**

We will empirically confirm these mathematical findings of a potential presence of instability even for simple models in the experiments (see Section IV). As a mediation, we propose to add a regularization for improving the robustness Definition 2 of counterfactual explanations. One solution can exist in the reference to plausible counterfactuals instead of closest ones. One reason of instability of closest counterfactuals comes from the fact that counterfactuals can populate all dimensions such that differences can accumulate in high dimensions. This can be avoided if data are regularized according to given observations. In addition, if a nonlinear rather than linear decision boundary is present, peculiarities of the decision boundary have less effect on the location of the counterfactuals this way.

**E. Relation to Individual Fairness**

Recall that, while many fairness criterions are concerned with protected groups, individual fairness focuses on individuals and requires to “treat similar individuals similarly” [29]. Given a prediction function $h : \mathcal{X} \rightarrow \mathcal{Y}$, we can formalize individual fairness as follows:

$$d(\vec{x}_1, \vec{x}_2) \leq \epsilon_1 \implies \Delta(h(\vec{x}_1), h(\vec{x}_2)) \leq \epsilon_2 \quad \forall \vec{x}_1, \vec{x}_2 \in \mathcal{X}$$

(17)

where $d : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_+$ denotes a similarity measure on the individuals in $\mathcal{X}$, $\epsilon_1, \epsilon_2 > 0$ denotes a threshold up to which we consider two individuals / the predictions as similar and $\Delta : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}_+$ denotes a similarity measure on the predictions of the ML system $h(\cdot)$. A critical choice, which highly depends on the specific use-case, are the similarity measures $d(\cdot)$ and $\Delta(\cdot)$. A common default choice is a p-norm assuming real-vector spaces like we do in this work.

As already mentioned in the introduction of this work, robustness and (individual) fairness are highly related to each other. In particular, we can interpret our definition of local instability of counterfactual explanation (Definition 2) as a measure for individual fairness of counterfactual explanations - i.e. the larger the instability, the larger the individual unfairness of the counterfactual explanation. Therefore, our robustness studies can also be interpreted as a study of individual fairness. Note that in contrast to the definition of individually fair causal recourse as proposed in [35], our definition (Definition 2) does not rely on the existence of a structural causal model, but it is formulated as a statistical criterion on the explanations (represented as samples).

**IV. Experiments**

We empirically evaluate the robustness (Definition 2) of closest and plausible counterfactual explanations. Furthermore, we also empirically confirm the occurrence of the “curse of dimensionality” (see Remark 2 in case of non-linear classifiers. For this purpose, we compute closest and plausible counterfactuals of perturbed data points for a diverse set of classifiers and data sets.

- **a) Data sets:** We use an artificial toy data set and three standard data sets:
  - Toy data set: A binary classification problem where each class is characterized by an isotropic Gaussian blob. The two blobs are slightly overlapping and the number of dimensions is varied - we use this data set for testing for the “curse of dimensionality” (see Remark 2).
  - The “Breast Cancer Wisconsin (Diagnostic) Data Set” [41] whereby we add a PCA dimensionality reduction to 5 dimensions to the model.
  - The “Wine data set” [42].
  - The “Optical Recognition of Handwritten Digits Data Set” [43] whereby we add a PCA dimensionality reduction to 40 dimensions to the model.

- **b) Models:** We use the following diverse set of models: softmax regression, generalized learning vector quantization (GLVQ) and decision tree classifier. We use the same hyper-parameters across all data sets - for all vector quantization models we use 3 prototypes per class and for all decision trees we set the maximum depth of each tree to 7.

- **c) Curse of Dimensionality:** In order to empirically study the occurrence of the “curse of dimensionality” (see Remark 2), we use the Gaussian blobs toy data set for fitting and evaluating counterfactuals (original vs. perturbed sample) under a decision tree classifier and a GLVQ model. The results (over a 4-fold cross validation) are shown in Fig. 1. Similar to the case of a linear classifier (see Theorem 6), we observe that even for non-linear classifiers, increasing the number of dimensions leads to an increase of instability.

- **d) Setup - Closest vs. Plausible Counterfactuals:** We report the results of the following experiments over a 4-fold cross validation: We fit all models on the training data (depending on the data set this might involve a PCA as a preprocessing) and compute a closest and plausible counterfactual explanations of all samples from the test set that are classified correctly by the model - whereby we compute counterfactuals of the
TABLE I: Comparing the median $l_1$ distance between counterfactual of original sample and perturbed sample (using Gaussian noise Eq. (5)) - closest and plausible counterfactual explanations. Smaller values are better - best values are highlighted.

| Data set          | Wine          | Breast cancer | Handwritten digits |
|-------------------|---------------|---------------|--------------------|
| **Method**        | Closest       | Plausible     | Closest            | Plausible          | Closest            | Plausible          |
| Softmax           | 10.16         | 1.87          | 24.04              | 22.48              | 53.71              | 48.78              |
| Decision tree     | 9.25          | 2.42          | 24.05              | 23.11              | 56.56              | 49.40              |
| GLVQ              | 9.95          | 1.74          | 23.34              | 21.42              | 57.66              | 49.46              |

Fig. 1: Gaussian blobs: Median $l_1$ distance between counterfactual of original sample and perturbed sample (using Gaussian noise Eq. (5) with $\Sigma = I$). Smaller values are better.

original as well as the perturbed sample. We use two different types of perturbations: Gaussian noise Eq. (5) with $\Sigma = I$ and feature masking Eq. (9) for one up to half of the total number of features. In case of a multi-class problem, we chose a random target label that is different from the original label. We compute and report the distance between the counterfactuals of the original sample and the perturbed sample Eq. (4) - we do this separately for closest and plausible counterfactuals. Furthermore, we use MOSEK\(^2\) as a solver for all mathematical programs. The complete implementation of the experiments is available on GitHub\(^3\).

e) Results: The results of using Gaussian noise Eq. (5) for perturbing the samples are shown in Table I. The results on the digit data set for increasingly masking more and more features Eq. (9) are shown in Fig. 2 - plots for the other data sets are given in appendix A.

We observe that in all cases the plausible counterfactual explanations are less affected by perturbations than the closest counterfactuals - thus we consider them to be more robust (Definition 2). The size of the differences depends a lot on the combination of model and data set. However, in all cases there is a clear difference. In case of increasingly masking features, we observe that although the distance between counterfactuals of original and perturbed sample is subject to some variance, the plausible counterfactuals are more robust than the closest counterfactuals - even when masking up to 50% of all features.

V. DISCUSSION AND CONCLUSION

In this work, we studied the robustness of counterfactual explanations. We found that closest counterfactuals can be unstable in the sense that they are sensitive to different kinds of small perturbations. We proposed to use plausible instead of closest counterfactuals for increasing the robustness of counterfactual explanations which we empirically evaluated providing a comparison of the robustness of closest vs. plausible counterfactual explanations. We found evidence that plausible counterfactuals provide better robustness than closest counterfactual explanations. We also argued that robustness and individual fairness of counterfactual explanations are basically the same and thus, our findings on robustness also apply to individual fairness of counterfactual explanations — i.e. the individual fairness of closest counterfactual explanation is rather poor and using plausible counterfactuals yield a better individual fairness.

In future work, we plan to further study formal fairness and robustness guarantees and bounds of more models (e.g. deep neural networks) and different perturbations. We also would like to investigate other approaches and methodologies for computing plausible counterfactual explanations — the work \([38]\) we used in this article is only one possible approach for computing plausible counterfactuals, for other approaches see \([39]\), \([40]\).

Finally, we are highly interested in studying the problem of individual fairness of (contrasting) explanations from a psychological perspective, i.e. investigating how people actually experience individual fairness of contrasting explanations and whether this experience is successfully captured/modeled by our proposed formalization and methods.

\(^2\)We gratefully acknowledge an academic license provided by MOSEK ApS. \nhttps://github.com/andreArtelt/FairnessRobustnessContrastingExplanations
Fig. 2: Handwritten digits data set: Median $l_1$ distance between counterfactual of original sample and perturbed sample (using feature masking Eq. (9)) for closest and plausible counterfactual explanations - for different number of masked features. Smaller values are better.
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Furthermore, if the closest counterfactual $\bar{x}_{cf}$ of $\bar{x}_{orig}$ is different from the closest counterfactual $\bar{x}_{orig}$ of $\bar{x}$ (perturbed $\bar{x}_{orig}$), it must hold that:

$$\|\bar{x} - \bar{x}_{cf}\|_p \leq \|\bar{x} - \bar{x}_{cf}\|_p$$  (19)

Because of the triangle inequality we know that the following holds:

$$\|\bar{x}_{cf} - \bar{x}_{orig}\|_p \leq \|\bar{x} - \bar{x}_{orig}\|_p + \|\bar{x} - \bar{x}_{cf}\|_p$$  (20)

Plugging Eq. (19) into Eq. (20) yields:

$$\|\bar{x}_{cf} - \bar{x}_{orig}\|_p \leq \|\bar{x} - \bar{x}_{orig}\|_p + \|\bar{x} - \bar{x}_{cf}\|_p \leq \|\bar{x} - \bar{x}_{cf}\|_p$$  (21)

By making use of the triangle inequality and Eq. (18), we find that:

$$\|\bar{x} - \bar{x}_{cf}\|_p \leq \|\bar{x}_{orig} - \bar{x}\|_p + \|\bar{x} - \bar{x}_{orig}\|_p \leq \epsilon + \|\bar{x}_{orig} - \bar{x}_{cf}\|_2$$  (22)

Plugging Eq. (22) into Eq. (21) yields the desired bound Eq. (10).

$$\|\bar{x}_{cf} - \bar{x}_{orig}\|_p \leq 2\|\bar{x} - \bar{x}_{orig}\|_p = 2\epsilon + 2\|\bar{x}_{orig} - \bar{x}_{cf}\|_p$$  (23)

2) Corollary 2. First, we prove that the closest counterfactual explanations $\bar{x}_{cf}$ of a sample $\bar{x}_{orig}$ under a binary linear classifier $h(\bar{x}) = \text{sign}(\bar{w}^T \bar{x})$ (we assume w.l.o.g. $\|\bar{w}\|_2 = 1$) can be explicitly stated as follows:

$$\bar{x}_{cf} = \bar{x}_{orig} - (\bar{w}^T \bar{x}_{orig}) \bar{w}$$  (24)

Computing the closest counterfactual of some $\bar{x}_{orig}$ under a binary linear classifier can be formalized as the following optimization problem:

$$\min_{\bar{x}_{orig} \in \mathbb{R}^d} \|\bar{x}_{orig} - \bar{x}_{cf}\|_2$$  (25a)

s.t. $\bar{w}^T \bar{x}_{cf} = 0$  (25b)

Note that the constraint Eq. (25b) “replaces/approximates” the constraint $h(\bar{x}_{cf}) = y'$ Eq. (25). The constraint Eq. (25b) requires that the solution $\bar{x}_{cf}$ lies directly on the decision boundary. We assume that points on the decision boundary are classified as $y'$ - while this approach is debatable, it offers an easy solution to the original problem because otherwise we would have to project onto an open set which is “difficult” (once we are on the decision boundary we could add an infinitesimally small constant to the solution for crossing the decision boundary if this is really necessary).

We solve Eq. (25) by using the method of Lagrangian multipliers. Since Eq. (25) is a convex optimization problem, we only have globally optimal solutions - in particular we have a quadratic objective and an linear constraint, thus strong duality holds. The Lagrangian

APPENDIX

1) Theorem [7]

Since the perturbation is bounded by $\epsilon > 0$, it holds that:

$$\|\bar{x}_{orig} - \bar{x}\|_p \leq \epsilon$$  (18)
of Eq. (25) is given as follows:

$$L(\bar{x}_{cf}, \lambda) = \bar{x}_{orig}^T \bar{x}_{orig} - 2 \bar{x}_{orig}^T \bar{x}_{cf} + \lambda \bar{w}^T \bar{x}_{orig}$$  \hspace{1cm} (26)

The gradient of the Lagrangian Eq. (26) with respect to \( \bar{x}_{cf} \) can be written as follows:

$$\nabla_{\bar{x}_{cf}} L(\bar{x}_{cf}, \lambda) = \nabla_{\bar{x}_{cf}} \bar{x}_{orig}^T \bar{x}_{orig} - \nabla_{\bar{x}_{cf}} 2 \bar{x}_{orig}^T \bar{x}_{cf} + \nabla_{\bar{x}_{cf}} \lambda \bar{w}^T \bar{x}_{orig} - \nabla_{\bar{x}_{cf}} \lambda \bar{w}^T \bar{x}_{orig} \bar{x}_{cf} = -2 \bar{x}_{orig} + 2 \bar{x}_{cf} - \lambda \bar{w}$$  \hspace{1cm} (27)

The optimality condition requires the gradient Eq. (27) being equal to zero:

$$\nabla_{\bar{x}_{cf}} L(\bar{x}_{cf}, \lambda) = 0$$
$$\iff -2 \bar{x}_{orig} + 2 \bar{x}_{cf} - \lambda \bar{w} = 0$$  \hspace{1cm} (28)
$$\iff \bar{x}_{cf} = \bar{x}_{orig} + \frac{\lambda}{2} \bar{w}$$

Plugging Eq. (28) back into the Lagrangian Eq. (26) yields the Lagrangian dual:

$$L_D(\lambda) = \min_{\bar{x}_{cf} \in \mathbb{R}^d} L(\bar{x}_{cf}, \lambda)$$

$$L \left( \bar{x}_{cf} = \bar{x}_{orig} + \frac{\lambda}{2} \bar{w} \right) = \bar{x}_{orig}^T \bar{x}_{orig} - 2 \bar{x}_{orig}^T \left( \bar{x}_{orig} + \frac{\lambda}{2} \bar{w} \right) + \left( \bar{x}_{orig} + \frac{\lambda}{2} \bar{w} \right)^T \left( \bar{x}_{orig} + \frac{\lambda}{2} \bar{w} \right) - \lambda \bar{w}^T \left( \bar{x}_{orig} + \frac{\lambda}{2} \bar{w} \right)$$
$$= \bar{x}_{orig}^T \bar{x}_{orig} - 2 \bar{x}_{orig}^T \bar{x}_{orig} + \lambda \bar{x}_{orig}^T \bar{w} + \lambda \bar{w}^T \bar{x}_{orig} + \lambda \bar{w}^T \bar{w} - \frac{\lambda^2}{2} \bar{w}^T \bar{w}$$
$$= \frac{\lambda^2}{4} \bar{w}^T \bar{w} - \lambda \bar{x}_{orig}^T \bar{w} - \frac{\lambda^2}{2} \bar{w}^T \bar{w}$$
$$= \frac{\lambda^2}{4} \bar{w}^T \bar{w} - \lambda \bar{x}_{orig}^T \bar{w}$$  \hspace{1cm} (29)

The gradient of the Lagrangian dual Eq. (29) can be written as follows:

$$\frac{\partial}{\partial \lambda} L_D(\lambda) = \frac{\partial}{\partial \lambda} \frac{\lambda^2}{4} \bar{w}^T \bar{w} - \frac{\partial}{\partial \lambda} \lambda \bar{x}_{orig}^T \bar{w}$$
$$= -\frac{\lambda}{2} \bar{w}^T \bar{w} - \lambda \bar{x}_{orig}^T \bar{w}$$  \hspace{1cm} (30)

Next, the optimality condition requires that the gradient Eq. (30) is equal to zero:

$$\frac{\partial}{\partial \lambda} L_D(\lambda) = 0$$
$$\iff -\frac{\lambda}{2} \bar{w}^T \bar{w} - \lambda \bar{x}_{orig}^T \bar{w} = 0$$
$$\iff \lambda = -2 \bar{x}_{orig}^T \bar{w} = -2 \bar{w}^T \bar{x}_{orig}$$

where we made use of \( \|\bar{w}\|_2 = 1 \).

Finally, we obtain the solution of the original problem Eq. (25) by plugging the solution of the dual problem Eq. (31) into Eq. (28):

$$\bar{x}_{cf} = \bar{x}_{orig} + \frac{\lambda}{2} \bar{w}$$
$$= \bar{x}_{orig} + \frac{2 \bar{w}^T \bar{x}_{orig} \bar{w}}{2}$$
$$= \bar{x}_{orig} - (\bar{w}^T \bar{x}_{orig}) \bar{w}$$  \hspace{1cm} (32)

which concludes this sub-proof.

Plugging Eq. (24) into the bound Eq. (10) from Theorem 1 and again assuming w.l.o.g. that \( \|\bar{w}\|_2 = 1 \), yields the desired bound Eq. (11):

$$\|\bar{x}_{cf} - \bar{x}_{cf}'\|_2 \leq 2 \epsilon + 2 \|\bar{x}_{orig} - \bar{x}_{cf}\|_2$$
$$= 2 \epsilon + 2 \|\bar{x}_{orig} - (\bar{x}_{orig} - \bar{w}^T \bar{x}_{orig} \bar{w})\|_2$$
$$= 2 \epsilon + 2 \|\bar{w}^T \bar{x}_{orig} \bar{w}\|_2$$
$$= 2 \epsilon + 2 \|\bar{w}\|_2 \|\bar{x}_{orig}\|_2$$  \hspace{1cm} (33)

3) **Theorem 3** From the proof of Corollary 2 we now that the closest counterfactual explanation \( \bar{x}_{cf} \) of a sample \( \bar{x} \) under a linear binary classifier \( h(\bar{x}) = \bar{w}^T \bar{x} \) can be explicitly stated Eq. (24):

$$\bar{x}_{cf} = \bar{x} - (\bar{w}^T \bar{x}) \bar{w}$$  \hspace{1cm} (34)

Applying the analytic solution Eq. (34) to the squared Euclidean distance between the closest counterfactual \( \bar{x}_{cf} \) of the original sample \( \bar{x}_{orig} \) and the closest counterfactual \( \bar{x}_{cf}' \) of the corresponding perturbed sample \( \bar{x}' \) yields:

$$d(\bar{x}_{cf}, \bar{x}_{cf}') = (\bar{x}_{cf} - \bar{x}_{cf})^T (\bar{x}_{cf} - \bar{x}_{cf}')$$
$$= \bar{x}_{cf}^T \bar{x}_{cf} - 2 \bar{x}_{cf}^T \bar{x}_{cf}' + \bar{x}_{cf}'^T \bar{x}_{cf}'$$
$$= (\bar{x}_{orig} - (\bar{w}^T \bar{x}_{orig} \bar{w}) \bar{x})^T (\bar{x}_{orig} - (\bar{w}^T \bar{x}_{orig} \bar{w}) \bar{x})$$
$$+ (\bar{x} - (\bar{w}^T \bar{x}) \bar{w})^T (\bar{x} - (\bar{w}^T \bar{x}) \bar{w})$$
$$+ 2 (\bar{x}_{orig}^T \bar{w}) (\bar{w}^T \bar{x}_{orig} \bar{w}) - 2 (\bar{w}^T \bar{x}_{orig} \bar{w})^2$$
$$+ 2 (\bar{w}^T \bar{x}_{orig} \bar{w})^2$$
$$= \bar{x}_{orig}^T \bar{x}_{orig} - 2 \bar{x}_{orig}^T \bar{x} + 2 (\bar{x}_{orig} \bar{w})^2 + 2 \bar{w}^T \bar{x}_{orig} \bar{w} + \bar{x}^T \bar{x} + 2 (\bar{x}_{orig}^T \bar{w}) (\bar{w}^T \bar{x}_{orig} \bar{w}) - 2 (\bar{w}^T \bar{x}_{orig} \bar{w})^2 + (\bar{w}^T \bar{x}_{orig} \bar{w})^2$$
$$= 2 (\bar{x}_{orig}^T \bar{w}) (\bar{w}^T \bar{x}_{orig} \bar{w}) + (\bar{x} - (\bar{w}^T \bar{x}) \bar{w})^2$$
$$= \bar{x}_{orig}^T \bar{x}_{orig} - 2 \bar{x}_{orig}^T \bar{x} + \bar{x}^T \bar{x}$$
$$= 2 (\bar{w}^T \bar{x}) \bar{x} + (\bar{x} - (\bar{w}^T \bar{x}) \bar{w})^2$$  \hspace{1cm} (35)

Taking the expectation of Eq. (35) over an arbitrary density \( p(\cdot) \) yields:

$$\mathbb{E} \sim_p [d(\bar{x}_{cf}, \bar{x}_{cf}')] = \mathbb{E} \sim_p [\bar{x}_{orig}^T \bar{x}_{orig} - 2 \bar{x}_{orig}^T \bar{x} + (\bar{w}^T \bar{x}_{orig} \bar{w})^2]$$
$$+ 2 (\bar{w}^T \bar{x}) \bar{x}_{orig} \bar{w} + (\bar{x} - (\bar{w}^T \bar{x}) \bar{w})^2$$
$$= \bar{x}_{orig}^T \bar{x}_{orig} - \mathbb{E} [2 \bar{x}_{orig}^T \bar{x} ] + (\bar{w}^T \bar{x}_{orig} \bar{w})^2$$
$$+ 2 \bar{w}^T \bar{x}_{orig} \bar{w} \mathbb{E} [\bar{x} - (\bar{w}^T \bar{x}) \bar{w}] - (\bar{w}^T \bar{x}_{orig} \bar{w})^2$$
$$= \bar{x}_{orig}^T \bar{x}_{orig} - \mathbb{E} [2 \bar{x}_{orig}^T \bar{x} ] - (\bar{w}^T \bar{x}_{orig} \bar{w})^2$$  \hspace{1cm} (36)
Working out the specific expectations from Eq. (36) and under a Gaussian distribution \( \tilde{x} \sim \mathcal{N}(\tilde{x}_{\text{orig}}, \Sigma) \) with \( \Sigma = \text{diag}(\sigma_i^2) \) - i.e. \((\tilde{x})_i\)'s are uncorrelated - yields:

\[
\mathbb{E}\left[2\tilde{x}_{\text{orig}}^T \tilde{x}\right] = \mathbb{E}\left[2 \sum_i (\tilde{x}_{\text{orig}})_i (\tilde{x})_i\right]
= 2 \sum_i (\tilde{x}_{\text{orig}})_i \mathbb{E}[(\tilde{x})_i]
= 2 \sum_i (\tilde{x}_{\text{orig}})_i (\tilde{x}_{\text{orig}})_i
= 2 \tilde{x}_{\text{orig}}^T \tilde{x}_{\text{orig}}
\]

(37)

\[
\mathbb{E}\left[\tilde{u}^T \tilde{x}\right] = \mathbb{E}\left[\sum_i (\tilde{u})_i (\tilde{x})_i\right]
= \sum_i (\tilde{u})_i \mathbb{E}[(\tilde{x})_i]
= \sum_i (\tilde{u})_i (\tilde{x}_{\text{orig}})_i
= \tilde{u}^T \tilde{x}_{\text{orig}}
\]

(38)

\[
\mathbb{E}\left[(\tilde{x}^T \tilde{u})^2\right] = \mathbb{E}\left[(\tilde{x}^T \tilde{x}_{\text{orig}})^2 + \text{Var}[(\tilde{x}^T \tilde{u})\right]
= (\tilde{x}^T \tilde{x}_{\text{orig}})^2 + \text{Var}[(\tilde{x})_i]
= (\tilde{x}^T \tilde{x}_{\text{orig}})^2 + \sum_i (\tilde{u})_i^2 \sigma_i^2
= (\tilde{x}^T \tilde{x}_{\text{orig}})^2 + \tilde{u}^T \Sigma \tilde{u}
\]

(39)

\[
\mathbb{E}\left[\tilde{x}_{\text{orig}}^T \tilde{x}\right] = \mathbb{E}\left[\sum_i (\tilde{x}_{\text{orig}})_i (\tilde{x})_i\right]
= 2 \sum_i (\tilde{x}_{\text{orig}})_i \mathbb{E}[(\tilde{x})_i]
= 2 \sum_i (\tilde{x}_{\text{orig}})_i (\tilde{x}_{\text{orig}})_i
= 2 \tilde{x}_{\text{orig}}^T \tilde{x}_{\text{orig}}
\]

(40)

where we made use of the assumption that \(\|\tilde{u}\|_2 = 1\).

Substituting Eq. (37), Eq. (38), Eq. (39), Eq. (40) in Eq. (36) yields:

\[
\mathbb{E}\left[d(\tilde{x}_{\text{cf}}, \tilde{x}_{\text{cf}}')\right] = \tilde{x}_{\text{orig}}^T \tilde{x}_{\text{orig}} - \mathbb{E}\left[2\tilde{x}_{\text{orig}}^T \tilde{x}\right] - (\tilde{u}^T \tilde{x}_{\text{orig}})^2 + 2 (\tilde{x}_{\text{orig}}^T \tilde{u}) \mathbb{E}[\tilde{u}^T \tilde{x}] + \mathbb{E}[\tilde{u}^T \tilde{x}] - \mathbb{E}[\tilde{x}_{\text{orig}}^T \tilde{u}]^2
= \tilde{x}_{\text{orig}}^T \tilde{x}_{\text{orig}} - 2 \tilde{x}_{\text{orig}}^T \tilde{x}_{\text{orig}} - (\tilde{u}^T \tilde{x}_{\text{orig}})^2 + 2 \tilde{x}_{\text{orig}}^T \tilde{u}^2 + \tilde{x}_{\text{orig}}^T \tilde{u}^2 + \tilde{x}_{\text{orig}}^T \tilde{u} + \text{trace}(\Sigma) - (\tilde{u}^T \tilde{x}_{\text{orig}})^2 - \tilde{u}^T \Sigma \tilde{u}
= \text{trace}(\Sigma) - \tilde{u}^T \Sigma \tilde{u}
\]

(41)

which concludes the proof.

4) Corollary 4: Substituting I for \(\Sigma\) in Eq. (12) from Theorem 3 yields the claimed expectation:

\[
\mathbb{E}\left[d(\tilde{x}_{\text{cf}}, \tilde{x}_{\text{cf}}')\right] = \text{trace}(\Sigma) - \tilde{u}^T \Sigma \tilde{u}
\]

(42)

\[
= d - 1
\]

(43)

5) Corollary 5: Plugging the expectation from Corollary 4 into Markov’s inequality yields the claimed bound:

\[
\mathbb{E}\left[d(\tilde{x}_{\text{cf}}, \tilde{x}_{\text{cf}}')\right] \geq \delta \leq \mathbb{E}[d(\tilde{x}_{\text{cf}}, \tilde{x}_{\text{cf}}')] = \frac{d - 1}{\delta}
\]

(44)

6) Theorem 2: From the proof of Theorem 3, we know that the expectation over an arbitrary density \(p(\cdot)\) of the distance between the closest counterfactual of the original sample and the perturbed sample can be written as follows:

\[
\mathbb{E}\left[d(\tilde{x}_{\text{cf}}, \tilde{x}_{\text{cf}}')\right] = \tilde{x}_{\text{orig}}^T \tilde{x}_{\text{orig}} - \mathbb{E}\left[2\tilde{x}_{\text{orig}}^T \tilde{x}\right] - (\tilde{u}^T \tilde{x}_{\text{orig}})^2 + 2 \tilde{x}_{\text{orig}}^T \tilde{u}^2 + \tilde{x}_{\text{orig}}^T \tilde{u}^2 + \text{trace}(\Sigma) - (\tilde{u}^T \tilde{x}_{\text{orig}})^2 - \tilde{u}^T \Sigma \tilde{u}
\]

(45)

Next, working out the specific expectations from Eq. (44) under a bounded uniform noise \(\tilde{x} \sim \mathcal{U}(\tilde{x}_{\text{orig}} \pm \epsilon I)\) - i.e. \((\tilde{x})_i\)'s are uncorrelated - yields:

\[
\mathbb{E}\left[2\tilde{x}_{\text{orig}}^T \tilde{u}\right] = \mathbb{E}\left[2 \sum_i (\tilde{x}_{\text{orig}})_i (\tilde{x})_i\right]
= 2 \sum_i (\tilde{x}_{\text{orig}})_i \mathbb{E}[(\tilde{x})_i]
= 2 \sum_i (\tilde{x}_{\text{orig}})_i (\tilde{x}_{\text{orig}})_i
= 2 \tilde{x}_{\text{orig}}^T \tilde{x}_{\text{orig}}
\]

(46)
\[
\mathbb{E}[\vec{x}^\top \vec{x}] = \mathbb{E} \left[ \sum_i (\vec{x_i})^2 \right] \\
= \sum_i \mathbb{E}[(\vec{x_i})^2] \\
= \sum_i \left( \mathbb{E}[ (\vec{x_i})^2 ] + \text{Var}[(\vec{x_i})] \right) \\
= \sum_i \left( (\vec{x_{\text{orig}}})^2 + \frac{1}{12} \left( (\vec{x_{\text{orig}}})_i + \epsilon - (\vec{x_{\text{orig}}})_i + \epsilon \right)^2 \right) \\
= \sum_i \left( (\vec{x_{\text{orig}}})^2 + \frac{4\epsilon^2}{12} \right) \\
= \vec{x_{\text{orig}}}^\top \vec{x_{\text{orig}}} + \frac{d\epsilon^2}{3} 
\]  
(47)

\[
\mathbb{E} \left[ (\vec{x}^\top \vec{w})^2 \right] = \mathbb{E}[\vec{x}^\top \vec{w}]^2 + \text{Var}[\vec{x}^\top \vec{w}] \\
= (\vec{w}^\top \vec{x_{\text{orig}}})^2 + \text{Var} \left[ \sum_i (\vec{w})_i (\vec{x})_i \right] \\
= (\vec{w}^\top \vec{x_{\text{orig}}})^2 + \sum_i \text{Var}[(\vec{w})_i (\vec{x})_i] \\
= (\vec{w}^\top \vec{x_{\text{orig}}})^2 + \sum_i (\vec{w})_i^2 \frac{\epsilon^2}{3} \\
= (\vec{w}^\top \vec{x_{\text{orig}}})^2 + \vec{w}^\top \vec{w} \frac{\epsilon^2}{3} \\
= (\vec{w}^\top \vec{x_{\text{orig}}})^2 + \frac{\epsilon^2}{3} 
\]  
(48)

Substituting Eq. (45), Eq. (46), Eq. (47), Eq. (48) in Eq. (44) yields:
\[
\mathbb{E}_{\vec{x} \sim \mathcal{U}(\vec{x}_{\text{orig}} \pm \epsilon \vec{1})} \left[ d(\vec{x}_{\text{cf}}, \vec{x}'_{\text{cf}}) \right] = \vec{x}_{\text{orig}}^\top \vec{x}_{\text{orig}} - \mathbb{E} \left[ 2\vec{x}_{\text{orig}}^\top \vec{x} \right] - (\vec{w}^\top \vec{x_{\text{orig}}})^2 + 2 (\vec{x}_{\text{orig}}^\top \vec{w}) \mathbb{E} \left[ \vec{w} \vec{x} \right] + \mathbb{E} \left[ (\vec{x}^\top \vec{x})^2 \right] - \mathbb{E} \left[ (\vec{x}^\top \vec{w})^2 \right] \\
= \vec{x}_{\text{orig}}^\top \vec{x}_{\text{orig}} - 2\vec{x}_{\text{orig}}^\top \vec{x}_{\text{orig}} - (\vec{w}^\top \vec{x_{\text{orig}}})^2 + 2 (\vec{x}_{\text{orig}}^\top \vec{w})^2 + (\vec{x}_{\text{orig}}^\top \vec{x_{\text{orig}}})^2 + \frac{d\epsilon^2}{3} - (\vec{w}^\top \vec{x_{\text{orig}}})^2 - \frac{\epsilon^2}{3} \\
= \frac{\epsilon^2 (d - 1)}{3} 
\]  
(49)

which concludes the proof.

7) Corollary 7 Plugging the expectation from Theorem 6 into Markov’s inequality yields the claimed bound:
\[
\mathbb{P} \left( d(\vec{x}_{\text{cf}}, \vec{x}'_{\text{cf}}) \geq \delta \right) \leq \frac{\mathbb{E} \left[ d(\vec{x}_{\text{cf}}, \vec{x}'_{\text{cf}}) \right]}{\delta} = \frac{\delta \epsilon^2 (d - 1)}{3} 
\]  
(50)
Fig. 3: Wine data set: Median $l_1$ distance between counterfactual of original sample and perturbed sample (using feature masking Eq. (9)) for closest and plausible counterfactual explanations - for different number of masked features. Smaller values are better.

Fig. 4: Breast cancer data set: Median $l_1$ distance between counterfactual of original sample and perturbed sample (using feature masking Eq. (9)) for closest and plausible counterfactual explanations - for different number of masked features. Smaller values are better.