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[1] Increasing attention is dedicated to the implementation of suitable marine forecast systems for the estimate of the state of the ocean. Within the framework of the European MyOcean infrastructure, the pre-existing short-term Mediterranean Sea biogeochemistry operational forecast system has been upgraded by assimilating remotely sensed ocean color data in the coupled transport-biogeochemical model OPATM-BFM using a 3-D variational data assimilation (3D-VAR) procedure. In the present work, the 3D-VAR scheme is used to correct the four phytoplankton functional groups included in the OPATM-BFM in the period July 2007 to September 2008. The 3D-VAR scheme decomposes the error covariance matrix using a sequence of different operators that account separately for vertical covariance, horizontal covariance, and covariance among biogeochemical variables. The assimilation solution is found in a reduced dimensional space, and the innovation for the biogeochemical variables is obtained by the sequential application of the covariance operators. Results show a general improvement in the forecast skill, providing a correction of the basin-scale bias of surface chlorophyll concentration and of the local-scale spatial and temporal dynamics of typical bloom events. Further, analysis of the assimilation skill provides insights into the functioning of the model. The computational costs of the assimilation scheme adopted are low compared to other assimilation techniques, and its modular structure facilitates further developments. The 3D-VAR scheme results especially suitable for implementation within a biogeochemistry operational forecast system.
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1. Introduction

[2] The use of data assimilation (DA) in biogeochemical ocean modeling has a more recent history than other geophysical disciplines (e.g., meteorological and physical oceanography) mainly because of the complexity of biogeochemical models and the poor availability of large data sets. In most biogeochemical sequential methods developed from estimation theory based on the Kalman-filter approach are used [Gregg et al., 2009]. Examples found in the literature include: optimal interpolation (OI) [Anderson et al., 2000; Popova et al., 2002], ensemble Kalman filter (EnKF) [Natvik and Evensen, 2003; Simon and Bertino, 2009; Ciavatta et al., 2011], and various implementations of the extended Kalman filter, such as the singular evolutive extended Kalman filter (SEEK) [Carmillet et al., 2001; Triantafyllou et al., 2007; Korres et al., 2012] and the singular evolutive interpolated Kalman filter (SEIK) [Nerger and Gregg, 2008]. A recently developed ensemble-based sequential approach is provided by particle filters [Mattern et al., 2013].

[3] Variational schemes, the other main class of assimilation methods, are quite common in meteorology and physical oceanography [e.g., Rabier, 2005; Bennett et al., 2008] but have been less popular in biogeochemical applications, and can be found only for parameter estimations [Lawson et al., 1996; Spitz et al., 1998; Friedichs, 2001; Garcia-Gorriz et al., 2003; Tjiputra et al., 2007; Ward et al., 2010; Kane et al., 2011].

[4] The solution of the assimilation in the variational approaches is based on the minimization of a cost function [Lorenc, 1986]. Crucial issues in the implementation of
Variational schemes are the definition of the background error covariance matrix, which describes the uncertainty of the model variables and the covariance among them, and the inversion of the background error covariance matrix, which has very large dimensions in geophysical problems (proportional to the spatial size of the model multiplied by the number of state variables).

[5] Using the approach proposed by Dobricic and Pinardi [2008], the background covariance matrix can be decomposed into a series of operators. This decomposition makes it possible to define the background error covariance matrix in a modular framework, where each operator describes a different aspect of the correlation between the model variables. The operators can be separately developed and they may be matrices, diagnostic models, or even dynamical models. Decomposition allows to reformulate the cost function in such a way that the inversion of the background covariance matrix is not required. On the other hand, since the operators can be nonlinear, the errors described by the background covariance matrix may be not Gaussian, and the solution of the minimization of the cost function can be not optimal [e.g., Pires et al., 1996].

[6] A few recent examples demonstrate that DA techniques are becoming mature for operational forecasting in ocean biogeochemistry [Fontana et al., 2010; Ford et al., 2012]. Both of the cited works explore the possibility of assimilating ocean color data into a biogeochemical model. Fontana et al. [2010] apply the SEEK filter for DA in a coastal area, showing that assimilation improves the skill of a chlorophyll forecast. In the work by Ford et al. [2012], a multivariate assimilation is carried out, and the results show that assimilation not only improves the chlorophyll concentration estimates but also that the other model variables are not degraded by assimilation.

[7] Operational systems can benefit from assimilation approaches which, although not optimal, are computationally efficient and can be easily developed. In the present application, a 3-D variational (3D-VAR) approach developed from the one applied by Dobricic and Pinardi [2008] is used to constrain the three-dimensional fields of the four phytoplankton functional types in the OPATM-BFM medium complexity biogeochemical model [Lazzari et al., 2010]. The observations used in the present assimilation experiment are satellite surface chlorophyll maps [Volpe et al., 2007], which are presently the only source of data with sufficient temporal and spatial coverage to constrain a basin-scale three-dimensional ocean biogeochemical model.

[8] The paper is organized as follows. Section 2 describes the study site of the assimilation experiment. In section 3, the biogeochemical model is presented. Section 4 describes the data used for the assimilation. The formulation of the operators of the variational scheme, which constitute the core of the present assimilation experiment, is discussed in section 5. The implementation of the assimilation in the forecast system is then presented in section 6. Section 7 shows the results and their validation, and section 8 contains a discussion and final remarks.

2. Study Site

[9] The present assimilation experiment is applied to the Mediterranean Sea (MS) from the Gibraltar strait to the Dardanelles strait (Figure 1). The domain is subdivided into nine subregions which are used in the definition of the assimilation scheme and in the analysis of the results. This subdivision, similar to that used by Lazzari et al. [2012], follows the results obtained for the Western Mediterranean by D’Ortenzio and Ribera d’Alcalà [2009], based on a cluster analysis of satellite data, and the provinces proposed by Morel and André [1991]. In the Eastern Mediterranean, the adopted subdivision is very close (except for the north-south Levantine division) to that proposed by Antoine et al. [1995], which is based on considerations of circulation characteristics and color scanner observations.
3. OPATM-BFM Model

[10] The OPATM-BFM (Océan Parallelisé Tracer Model-Biogeochemical Flux Model) is the product of long-term research on the biogeochemical characteristics of the MS [Crise et al., 1998; Crispi et al., 2001, 2002; Solidoro et al., 2003; Lazzari et al., 2012]. The OPATM-BFM model is the coupling of a properly modified version of the OPA transport model [Lazzari et al., 2010] and of the BFM biogeochemical model [Vichi et al., 2007; Lazzari et al., 2012, www.bfm-community.eu]. The model describes the MS with a horizontal resolution of 1/8° and 72 nonuniform vertical levels.

[11] The OPATM transport model, which solves the terms for advection and diffusion, vertical mixing, and sinking, is coupled offline with the Mediterranean ocean forecasting system (MFS) model [Oddo et al., 2009], which includes a variational assimilation scheme. As part of the MyOcean infrastructure, MFS model provides the daily fields of current velocity components, temperature, salinity, eddy diffusivity, wind stress, and solar radiation to the OPATM-BFM model. The MFS products are linearly interpolated to obtain the required physical forcings at the temporal resolution of the OPATM-BFM model (30 min). Further, the MFS forcings are spatially interpolated from 1/16° to 1/8°, which is the horizontal resolution of the OPATM-BFM model [Lazzari et al., 2010].

[12] The BFM resolves the biological relationships and chemical reactions between four phytoplankton and four zooplankton functional types, a bacterial pool, four macro-nutrients and particulate and dissolved matter pools. Carbon, nitrogen, phosphorous, and silicon are considered in the formulation. In the BFM model, the phytoplankton chlorophyll content is parameterized using a dynamic quota. The equation which regulates the rate of chlorophyll content in the phytoplankton groups is composed of two terms: net chlorophyll synthesis and losses due to zooplankton grazing. Net chlorophyll synthesis is regulated by environmental conditions (light, temperature, and availability of nutrients) and the phytoplankton internal content of nitrogen, phosphorous, and silicon (the latter is relevant only for the diatoms group). Details concerning the model formulation of chlorophyll are provided in Appendix A.

[13] The boundary conditions for biogeochemical variables at the Gibraltar strait are reproduced by a nudging scheme using seasonally varying climatological values. The rivers and coastal input formulation follows the method proposed by Ludwig et al. [2009], with inputs which vary seasonally for the major rivers (Po, Rhone, and Ebro) and are considered constant for the other sources. The atmospheric deposition rates of nutrients are constant during the year, and their values are based on the Ribera d’Alcalá et al. [2003] synthesis. The light extinction coefficient (necessary for the evaluation of light attenuation in the water column) varies in space and time and is derived from satellite observations [Lazzari et al., 2012].

[14] The OPATM-BFM model has been successfully used for both multiannual and scenario simulations [Lazzari et al., 2012, 2013] and for short-term simulations in an operational framework [Teruzzi et al., 2011], and the results of the model are consistent with the main known biogeochemical features at seasonal and basin scales [Lazzari et al., 2012].

4. Satellite Data and Observation Error

[15] The observations used in the assimilation consist of surface chlorophyll maps obtained from data collected by the MODIS-aqua satellite. Chlorophyll values are computed by means of an algorithm developed for the MS that accounts for its specific bio-optical characteristics [Volpe et al., 2007]. The surface chlorophyll maps are provided at a daily frequency and a spatial resolution of 1 km. Since 2009 the observations have been available as an operational product of the MyOcean project [Volpe et al., 2012]. The satellite chlorophyll data are spatially interpolated to the Mediterranean model resolution (1/8°) by means of a bilinear interpolation, and a 5 day average centered on the assimilation dates is performed, using the data provided as log-transformed chlorophyll concentrations [Volpe et al., 2012]. The 5 day averages are transformed back to chlorophyll concentrations and finally used in the assimilation. The 5 day aggregation increases the coverage of the satellite maps significantly. Indeed, the mean coverage is nearly equal to 90% of the model grid points, and none of the maps has less than 40% of coverage. Thus, the aggregation ensures sufficient data coverage for the assimilation, which would not be provided by satellite maps at a higher frequency. The observations in regions with water depths of less than 200 m (the white areas in Figure 1) are not used for the assimilation because of the high uncertainty of ocean color data in coastal water [Saba et al., 2011; Odermatt et al., 2012].

[16] The observation error covariance matrix (see section 5) provides an estimate of observation accuracy, which is one of the elements that constrain the 3D-VAR solution. In the present application, the observation error covariance matrix is a diagonal matrix, where each value of the diagonal provides the variance of a grid point. The observation error covariance varies in time: a diagonal matrix has been evaluated for each of the 12 months using all the available maps of the SeaWiFS time series for the period 1997–2010.

5. 3D-VAR Assimilation and Background Error Covariance

[17] The variational approach provides the assimilated field (the analysis) through the minimization of a cost function, which is defined on the basis of Bayes’ theorem [Lorenc, 1986]. In the 3D-VAR assimilation, the analysis obtained by minimization provides the new initial condition for the model forecast. The cost function relies on the misfit between the model results and the observations, weighted according to their accuracy estimation (the respective error covariance matrices). Defining \( x \) as the state vector of the OPATM-BFM and \( y \) as the observations available, at each assimilation step \( k \) the cost function \( J \) is:

\[
J(x_k^a) = \frac{1}{2} (x_k^a - x_k^f)^T B_k^{-1} (x_k^a - x_k^f) + \frac{1}{2} (y_k - H_k(x_k^a))^T R_k^{-1} (y_k - H_k(x_k^a)),
\]

(1)

where \( x_k^f \) is the model forecast before the assimilation, \( x_k^a \) is the analysis, which is the initial condition for the forecast.
in the following step, and $x^e_k - x^f_k$ is the correction made by the assimilation to the model estimation. The matrices $B_k$ and $R_k$ are the model and observation error covariance matrices, respectively, and the term $H_k$ is the observational operator, which transforms the state vector $x$ into the observation space.

[18] In the present application, the dimensions of the covariance matrix $B_k$ are N-by-N, where N is the size of the state vector equal to the number of the model variables (51) times the number of grid points (nearly equal to $10^9$). The size of observation vectors $y_k$ (surface chlorophyll maps) is approximately equal to $10^7$, and the dimensions of $R_k$ are $10^5$-by-$10^7$. However, assuming that the observation errors are uncorrelated, the observation error matrix $R_k$ can be reduced to a diagonal matrix (section 4), and thus its inversion is easily achievable.

[19] Assuming that the observational operator is linearized, the cost function can be written as:

$$J(\delta x_k) = \frac{1}{2} [\delta x_k^T B_k^{-1} \delta x_k + \frac{1}{2} (d_k - H\delta x_k)^T R_k^{-1} (d_k - H\delta x_k)].$$  \hfill (2)

where $H_k$ is the linearized observational operator, the misfit vector is defined as $d_k = y_k - H_k(x^f_k)$, and the innovation vector $\delta x_k$ is equal to $x_k^e - x^f_k$.

[20] According to the scheme implemented by Dobricic and Pinardi [2008], background error covariance $B$ can be approximated in terms of a matrix product $B = VV^T$ (the subscript k is omitted for simplicity), where the matrix $V$ has dimensions of N-by-n where n is much less than N. A new control variable $v$ (a vector of size n) can then be related to the innovation $\delta x$ by the matrix $V$:

$$\delta x = Vv.$$  \hfill (3)

and by means of opportune substitutions, the cost function can be rewritten as a function of $v$:

$$J(v) = \frac{1}{2} v^T Vv + \frac{1}{2} (d - HVv)^T R^{-1} (d - HVv).$$  \hfill (4)

where the inversion of matrix $B$ is no longer required and the solution of the minimization is a vector $v$ of size n. It is worth noting that the dimension, n, of the control variable depends on the definition of $V$, as discussed below.

[21] The solution $v$ is iteratively computed using the quasi-Newton L-BFGS minimizer [Byrd et al., 1995], which requires the computation of the cost function gradient:

$$J'(v) = v - V^T H^T R^{-1} (d - HVv).$$  \hfill (5)

[22] Once the solution $v$ is found, the innovation $\delta x$ is evaluated by means of equation (3). The definition of the matrix $V$, which is a core issue of the approach, should be able to properly describe the model covariance $B$, and to this end it can be based on a priori knowledge of $B$. In particular, $V$ can be decomposed into a sequential linear product of a number of operators $V_i$ [Weaver et al., 2003; Dobricic and Pinardi, 2008] which account for different components of $B$. For the surface chlorophyll assimilation, the decomposition of $V$ has been defined as:

$$V = V_b V_{b1} V_V,$$  \hfill (6)

which is designed to describe the vertical error covariance of the chlorophyll fields ($V_V$), the horizontal error covariance ($V_{b1}$), and the state variable error covariance ($V_b$).

Due to the decomposition of $V$ defined in equation (6), the solution $v$ provides information on the surface chlorophyll innovation. Then the three-dimensional innovation for the biogeochemical variables (equation (3)) is obtained through the sequential application to $v$ of: $V_V$, which propagates the information along the vertical profile; $V_{b1}$, which acts as a horizontal filter propagating the innovation to grid points where observations are not available; and $V_b$, which provides innovations for the four types of phytoplankton in terms of their chlorophyll, nitrogen, phosphorous, and carbon content. Details on the formulation of the $V_i$ operators are provided hereafter.

[23] The development of the operator $V_b$ is an entirely original result of the present work, while the formulations of the operators $V_{b1}$ and $V_V$ have been developed from those already used for assimilation of temperature and salinity [Dobricic and Pinardi, 2008]. The evaluation of the cost function and its gradient in the 3D-VAR algorithm requires that the adjoint of $V$ is defined (equations (4) and (5)), and since $V$ is decomposed in a sequence of operators, the adjoint of each operator is needed. The $V_b$ adjoint operator was hand-coded similarly to the adjoint operators of $V_{b1}$, $V_V$, and $H$ following the rules of Giering and Kaminski [1998]. In particular, because each of the $V_i$ operators is computed by an independent program subroutine, the adjoint of $V$ is composed of the sequence of the adjoint program subroutines of each operator.

### 5.1. The Vertical Covariance Operator $V_V$

[24] The vertical component of $B$ is given by a set of chlorophyll profiles that are evaluated for each grid point by means of an empirical orthogonal function (EOF) decomposition [Davis, 1976]. Given a set of EOFs of chlorophyll profiles for each grid point, v has the dimension of the number of the EOFs ($N_{EOF}$) times the number of surface grid points for which an observation is available. The application of $V_V$ to $v$ provides a 3-D field of chlorophyll innovation.

[25] Assuming that the vertical error covariance varies in time and in space, the EOF decomposition is applied separately to each of the nine Mediterranean subregions (Figure 1) and to each month of the year. The EOF decomposition considers the anomalies of the profiles with respect to the average profile $\overline{p}_m$ for a given month m and subregion r:

$$\overline{p}_m = \frac{1}{N_m N_r} \sum_{i=1}^{N_m} \sum_{j=1}^{N_r} p_{ir},$$  \hfill (7)

where $N_m$ is the number of model outputs (10 day average) for month m, $N_r$ is the number of profiles for a given subregion r, and $p_{ir}$ is the profile for the i/rth date of the month m and the jth model grid point of the subregion r.
Given the $N_m$ spatial average profiles for the subregion $r$,

$$p_r^i = \frac{1}{N_r} \sum_{j=1}^{N_r} p_r^j,$$  

(8)

the EOF decomposition is applied to the anomalies $\tilde{p}_r^i = p_r^i - \overline{p}_r$ obtaining a set of $N_{\text{EOF}}$ profiles $\tilde{e}_{m,k}^i$ and eigenvalues $\tilde{\lambda}_{m,k}^i$ for each month and for each subregion. Each pair of an EOF profile and its eigenvalue forms an EOF mode of the innovation in the control space of the variational scheme. The solution of the minimization $v$ is, therefore, a set of $N_{\text{EOF}}$ coefficients, i.e., one for each EOF mode, for each grid point for which an observation is available.

Since below 200 m no significant chlorophyll trace can be detected, in equations (7) and (8) the profiles are defined for depths of 0–200 m. Horizontally, we considered only the profile $p_r^i$ in grid points where the bottom is deeper than 200 m, because of the high uncertainty of remote sensing observations in coastal areas. The EOF profiles are, therefore, computed on a data set of homogeneous dimensions.

The sets of profiles obtained from the EOF decomposition have been precomputed, and they account for the structure of the chlorophyll error vertical covariance in the model. The EOF decomposition has been applied to a validated multiannual OPATM-BFM run [Lazzari et al., 2012]. The number of EOF modes ($N_{\text{EOF}}$) used in the $V_v$ operator has been chosen so that the first $N_{\text{EOF}}$ modes accounts at least for the 95% of the variance.

The results of the EOF decomposition show that, in most regions, the first mode alone accounts for more than 80% of the variance in winter months and for more than 60% in summer months (Figure 2). In the winter months, the chlorophyll profiles for all the subregions are characterized by a prevalent and common shape but with high variability (mean total variance nearly equal to 0.030 (mg chl/m$^3$)$^2$). In summer, at least one additional mode is necessary to account for 80% of the variance. The chlorophyll profiles are typically characterized by a deep chlorophyll maximum (DCM) in summer, and variations with respect to the mean profile are not particularly significant (mean total variance nearly equal to 0.002 (mg chl/m$^3$)$^2$ with slight variations in DCM positions and intensities). These variations are not characterized by a prevalent shape, and several EOF modes are necessary to describe the variance. Figure 2 highlights that there are few exceptions to this general picture. The Ionian subregion shows the highest number of EOF modes needed to explain at least 80% of the variance for the winter months. Indeed, the ION winter profiles are characterized by significant variability in the presence, depth and
intensity of DCM, because they are affected in a complex way by interaction with the Levantine, Adriatic, and West Mediterranean dynamics.

[31] Figure 3 shows the first mode profiles $e_{m1}$ for every month $m$ and for selected subregions. From January to March, when most of the information about the profile variance is described by the first mode profile, the shape of which is very similar for the subregions (S-shape). The first mode profile is nearly constant from the surface to a certain depth (roughly 70 m), because of the vertical mixing which makes the water column characteristics uniform down to the MLD (mixed layer depth), while it tends asymptotically to zero below 100–150 m, where the biogeochemical signal does not vary because of low winter irradiance.

[32] For all of the first mode profiles for April, November, and December and for most of the profiles for October (Figure 3), the shape can be defined as unimodal, i.e., characterized by a unique subsurface minimum or maximum (1M-shape). During these months, the stratification condition changes, becoming established in April and breaking down in October to December. Therefore, the first EOF mode accounts for the transition from homogeneous conditions to those characterized by the presence of a DCM (or vice versa).

[33] For all the other months (late spring and summer), the shape is mainly bimodal, i.e., with a maximum and a minimum peak (2M-shape). During these months, the water column is stratified and characterized by the presence of a stable DCM, and the information contained in the first mode profiles accounts for the variations in position and intensity of the DCM.

[34] For each grid point, the EOF modes obtained in each subregion are multiplied by the ratio of the grid point surface chlorophyll variance and the subregion variance as obtained from the EOF decomposition. Through this procedure a different set of EOF modes has been obtained for each grid point. A different strategy would have been to compute the EOF modes for each model grid point. However, the statistical significance of the modes at each grid point would have been affected by the inaccuracy of the model results at the local scale and by local variability.

5.2. The Horizontal Covariance Operator $V_H$

[35] The $V_H$ operator smooths the preliminary innovation and also propagates the innovation to grid points for which the satellite observations are not available or where the water column depth is less than 200 m.

[36] The horizontal operator is built using a Gaussian parameterization whose correlation radius modulates the smoothing intensity and the horizontal spatial areas influenced by the operator. Details of the numerical definition
The threshold for relevant innovation is 0.005 mg chl/m³. The gradient is calculated on the surface chlorophyll field.

Table 1 shows the percentages of the significant innovation (i.e., those with absolute values greater than 0.005 mg chl/m³, which is half of the minimum chlorophyll concentration detectable by the satellite [Volpe et al., 2007]), introduced by V_H at grid points that would have had no innovation in the case of no V_H application. Using the smallest radius (10 km), the presence of significant innovation extends to 21% and 29% of the grid points that would have had no innovation in the summer and winter conditions, respectively. These percentages increase to up to 56% and 75% for the largest radius (25 km). In order to evaluate the smoothing effect of V_H, the spatial mean of the magnitude of the gradient of the surface chlorophyll concentration has been calculated. The lower the mean magnitude is, the smoother the surface chlorophyll field is.

Table 1 reports the ratio between the relevant innovation introduced by V_H and the satellite of the mean gradient intensity. When the ratio is equal to 1 it is expected that the application of V_H preserves the gradient magnitude in the analysis field with respect to the satellite field. In all of the cases, the mean gradient magnitude is always greater than 1 (the satellite field has smoother gradients than the analysis field). In the summer case, the ratio is highest for 10 km and nearly constant for all of the radii greater than 15 km (approximately equal to 1.1). In the winter case, the ratio is closest to 1 for 15 km. Based on these considerations the 15 km radius was preferred, because it is a good compromise between the two criteria.

5.3. The Biological Operator V_b

The V_b operator calculates the innovation for a subset of the biogeochemical model variables. First V_v calculates the chlorophyll innovation for the four phytoplankton functional types of OPATM-BFM model. Then, through the dynamical relationship of chlorophyll to carbon and nutrients content of the four phytoplankton functional types, V_b spreads the innovation to all of the components that constitute the phytoplankton (carbon, nitrogen, phosphorus, and silicon).

Synthesis and degradation of chlorophyll depend on light availability, on nutrient uptake and on the nutrient content within the cell (details in Appendix A). In particular, the chlorophyll synthesis and the primary production depend on the internal chlorophyll-to-carbon and carbon-to-nutrient ratios (equations (A2) and (A3)), which indicate how far the phytoplankton is from the optimal growth condition (equation (A5)).

Based on the assumption that the physiological status of phytoplankton is determined by the model dynamics through acclimation mechanisms during the forecast, the V_b operator is designed so that it keeps constant the values of the specific rate of growth, synthesis, and degradation of phytoplankton. Therefore, the V_b operator applies proportionally the innovation to all of the components of the phytoplankton functional types. Given that the innovation for chlorophyll obtained by the operators V_v and V_H is equal to \( \delta P_C = V_H \cdot V_v \cdot v \), the innovation for carbon \( \delta P_C \) is determined by V_b as equal to:

\[
\delta P_C = \frac{1}{0_{chl}} \delta P_I, \quad (9)
\]

where \( 0_{chl} \) is the internal chlorophyll-to-carbon ratio of the phytoplankton as provided by the forecast before the assimilation. The V_b operator for the other phytoplankton components (nitrogen, phosphorus, and silicon) is formulated similarly using the corresponding internal ratios provided by the forecast.

Furthermore, when the internal nutrient concentrations are greater than four times the optimal nutrient-to-chlorophyll ratio, a condition in which BFM considers a phytoplankton organism as very stressed and in a severe declining growth phase (negative net chlorophyll synthesis SYNF, see Appendix A), the positive innovation prescribed by the assimilation is set equal to zero. In this way, it is avoided to apply a positive innovation which would be in strong opposition to the present phytoplankton dynamics and which would result in relevant nutrients release from phytoplankton. The analysis of results from the OPATM-BFM model shows that this condition occurs at a depth just below the photic layer, where the phytoplankton is transported by sinking, the light does not support new photosynthesis and the phytoplankton loses chlorophyll and carbon and then nutrients through lysis. In addition, limiting growth conditions rarely occur at the surface, where ultralotrophic conditions may severely limit the nutrient uptake process of phytoplankton which is acclimated to high irradiance conditions (very low \( 0_{chl} \) values).
6. Data Assimilation Implementation

The assimilation scheme has been implemented as part of the biogeochemical short-term forecast system at OGS (part of the European MyOcean infrastructure) providing updated initial conditions every five days (Figure 4). The assimilation run (AR) consists of a sequence of five steps occurring every 5 days:

(1) five daily satellite maps of chlorophyll concentration are downloaded, temporally averaged and spatially interpolated, and the observation error is provided by the variance map for the corresponding month of the assimilation date;
(2) the misfit is evaluated as the difference between the satellite chlorophyll and the daily mean value of the sum of the four phytoplankton chlorophylls produced by the previous model forecast for the forecast day 5;
(3) compute the 3D-VAR innovation;
(4) the analysis is produced for 12 pm on the date of assimilation, and the forecast simulation for the next 5 days is prepared;
(5) five days of forecast are simulated using the new initial conditions provided by the assimilation and the physical and boundary conditions described in section 2.

The AR covers the period from June 2007 to October 2008, and for the same period, a control run (CR) without assimilation was carried out using the same forcings and boundary conditions. The monthly mean values of the CR outputs are available in the MyOcean catalogue (http://www.myocean.eu/web/24-catalogue.php).

The forecast system is run on a parallel PLX machine at the Italian high-performance computing centre, CINECA. The OPATM-BFM model is run on 36 parallel
7. Results

7.1. Effects of Assimilation on Forecast Performances

The performance of the 3D-VAR scheme has been assessed by comparing the skill of the forecast of the AR and CR against the chlorophyll satellite data and in situ measurements. Figure 5 shows the time series of the mean surface chlorophyll concentration of the CR, AR results and of the satellite observations for four selected subregions. For all the subregions, the assimilation improvements are more significant from December to March, when phytoplankton blooms occur. Figure 5 shows that the effect of the assimilation is stronger in the eastern subregions, mainly because of the higher error of CR in LEV during winter. During summer, although the concentration values and errors are very low, the AR reports a general improvement with respect to the CR in the four subregions. The time series illustrated in Figure 5 show that in some cases the model trajectory rapidly departs from the conditions introduced by the assimilation. This issue occurs in a significant way in NWM in April, but it can be relevant also during winter both in the eastern and in the Western subregions. The reasons for this behavior will be discussed in section 7.2.

The mean absolute bias and the RMSs of the residual values (root mean squares of the differences between the model and satellite maps) have been computed for forecast day 5 (Table 2) for the areas with a water column depth greater than 200 m. The average over one year of simulation (August 2007 to July 2008) of the skill metrics and their percentages of variation are reported in Table 2. In all of the subregions, the forecast improved in the AR compared with the CR both in terms of absolute bias and the RMS of the residual values. The largest improvement was observed for LEV (with a 36% and 31% reduction in absolute bias and RMS, respectively). However, it is worth noting that the assimilation may produce less accurate results locally and for short periods of time, due to the interaction between the assimilation scheme and the model dynamics. As an example, the large bias of the bloom event in the NWM in April is only poorly corrected by the AR (Figure 5), due to the lack of nutrients necessary to sustain the bloom (as will be discussed in section 7.2). Further, Figure 5 shows that in October the forecast at day 5 of the AR performs worse than the CR forecast. Indeed, during a phase of continuous (August to September) and spatially wide positive innovation of the surface chlorophyll, the increase in the concentration of all of the phytoplankton groups in the surface layers creates a pool of nutrients within the phytoplankton cells that is then eventually released to inorganic nutrients (through the mechanisms of phytoplankton excretion and subsequent mineralization), and surplus nutrient availability stimulates local blooms during October more than is observed in the satellite maps and simulated in the CR.

Since the DA acts as a reinitialization every 5 days, the AR is expected to produce forecasts that better reproduce satellite-based local chlorophyll patterns (e.g., local blooms and effects of fronts and gyres) than the CR. As an example, Figure 6 shows a sequence of maps of the Eastern Mediterranean for the period of 3–13 March 2008. For the first two dates, the AR accurately reproduces the high chlorophyll patch east of Crete due to the fertilization effect of the Rhodes gyre and a general low concentration over the rest of the areas. In contrast, the CR overestimates the concentration and simulates a patch of high concentration north of Crete and along the Turkish coast. On the last date (13 March 2008), despite a general overestimation in the Levantine region, the high concentration of chlorophyll along the Turkish coast is reduced in the AR.

The overall comparison of the patterns between satellite and simulation maps is summarized in the Taylor diagrams of Figure 7. The Taylor diagram [Jolliff et al., 2009] is a polar coordinate diagram, which provides a visual representation of the linear correlation coefficient R between the model and observation maps (angular coordinate) and normalized standard deviation of the model over the one of data (radial coordinate). The unbiased root mean square difference (RMSD) of the errors between model and observation maps is proportional to the distance between the model points and the reference point. The diagram shows that the AR performs better than the CR in all subregions. The average correlation increases to values higher than

### Table 2. Annual Mean of Skill Metric Statistics and Their Percentage Differences*

| Sub-region | CR | AR | CR | AR | \( \text{BIAS}_{\text{AR}} - \text{BIAS}_{\text{CR}} \) % | \( \text{RMS}_{\text{AR}} - \text{RMS}_{\text{CR}} \) % |
|-------------|----|----|----|----|-----------------|-----------------|
| ALB         | 0.115 | 0.114 | 0.234 | 0.234 | -1.0 | -0.4 |
| SWM         | 0.055 | 0.048 | 0.0753 | 0.0754 | -15.3 | -5.9 |
| NWM         | 0.124 | 0.122 | 0.224 | 0.222 | -1.0 | -0.1 |
| TYR         | 0.044 | 0.041 | 0.063 | 0.059 | -12.2 | -7.2 |
| ADN         | 0.063 | 0.055 | 0.070 | 0.061 | -11.8 | -11.3 |
| ADS         | 0.055 | 0.059 | 0.10 | 0.078 | -28.3 | -23.8 |
| AEG         | 0.042 | 0.042 | 0.090 | 0.075 | -23.6 | -14.5 |
| INN         | 0.028 | 0.028 | 0.054 | 0.043 | -30.0 | -21.9 |
| LEV         | 0.028 | 0.029 | 0.053 | 0.037 | -35.6 | -31.5 |

*The skill metric statistics are calculated at the forecast day 5 and then the annual mean is evaluated. The bars indicate the mean values evaluated over the subregion and over the considered time period.
0.60 for most of the subregions. The most significant improvements are those observed for the eastern subregions (in particular ION and LEV), mainly because of a reduction in the normalized standard deviation, a feature which indicates that the AR better represents the range of variability of the surface chlorophyll concentration.

The skill of the model in reproducing the vertical structure of chlorophyll has been evaluated using available in situ data (BOUM 2008 cruise [Moutin et al., 2012]) and climatological data [Manca et al., 2004]. The comparison with the BOUM data set, which refers to a section from the NWM to the LEV subregions of July 2008, is shown in Figure 8a. The model correctly represents the west-east gradient of the DCM during late spring-summer 2008. The eastward deepening of the DCM is a permanent structure of the MS during spring-summer, which is well reproduced by the OPATM-BFM model [Lazzari et al., 2012], and the use of assimilation very slightly improves the performance of the model (Table 3). However, it is worth noting that the vertical structure of the chlorophyll field, which is strongly driven by physical processes (depth of pycnocline and mixed layer depth), is only partly affected by the assimilation.

The comparison with climatological profiles for the western and the eastern subregions (Figure 8b) shows that the model accurately reproduces seasonal changes in the profiles. The assimilation has larger effects in correcting

Figure 6. Sequence of maps of surface chlorophyll (mg chl/m³) for satellite, CR, and AR (forecast day 5) for the period 3–13 March 2008.

Figure 7. Taylor diagram for the 5 day mean results. The CR and the AR results are in gray and black, respectively. The dashed gray circles indicate the distance form the reference point.
vertical profiles during the winter season, while the effects of the assimilation are weaker in summer.

7.2. Effect of Assimilation Along the Water Column

As described in section 5, through the combination of the $v$ solution and the $V_V$ operator the assimilation scheme provides the innovation profile of chlorophyll along the water column in each grid point where observations are available. In this section, we focus on how the assimilation propagates the information along the vertical dimension and how the biogeochemical model reacts to the new conditions. The analysis profile produced by the assimilation is

![Figure 8](image-url)
the result of a complex combination of several factors involved in the minimization of the cost function: the shape of the most significant vertical EOF modes (S-, 1M-, or 2M-shape, see section 5.1), the intensity and sign of the misfit at the surface, and the status of the chlorophyll profile before the assimilation (i.e., vertically mixed profile or profile with the presence of a DCM).

A cluster analysis of analysis profiles shows that not all of the possible combinations of these factors occur and that the innovation profiles can be grouped into four typical and most-probable behaviors, which are shown in Figure 9. The frequencies of the different cases are shown in Figure 10 for the western and eastern Mediterranean. Most of the subregions present nearly homogeneous frequencies, and only in marginal seas (ADN, ADS, ALB, and AEG) there is a patchier pattern due to the presence of smaller-scale spatial dynamics.

Case A innovation describes little changes to the shape and values of the profile, which leaves the level of the DCM essentially unchanged. This case occurs mainly during the summer months, when a DCM is well established and the surface misfit is slightly positive or negative. In the eastern subregions, this condition is already present at the beginning of spring and persists during the first part of autumn. Case A innovations are characterized by EOF profiles of 1M-shape and 2M-shape with peaks at or around the DCM depth which can cause small changes in the position of the DCM although with very low variation in its intensity. This highlights that when surface values and surface misfit are low, the assimilation hardly produces significant changes in the original profile.

The most intense innovations of the chlorophyll profile are produced when the surface misfit is moderately or largely negative, i.e., Cases B and C. In Case B (Figure 9), the chlorophyll profile before assimilation is characterized by the absence of the DCM. The innovation is mainly S-shaped, and thus is significant in the upper part of water column and vanishes in the deeper layers. Case B occurs mainly in the winter months and in the western subregions in autumn. Case B differs from C because the large S-shaped or 1M-shaped negative innovation occurs in a profile characterized by the presence of a DCM. The intensity of the innovation is large in the upper region and decreases along the column (and may eventually change sign near the DCM). Therefore, the innovation generally causes an intensification of the DCM as shown in Figure 9. This situation is less frequent than Case B, and occurs mainly in the western subregions during the transitional phase when the summer stratification is broken down by the mixed autumnal conditions. In this period, the innovation provided by the assimilation smooths the start of the autumn surface bloom caused by the mixing.

Case D describes a large positive innovation in the surface chlorophyll, which typically occurs in winter-early spring. The frequency of Case D is quite low; it occurs patchily and more frequently in the western subregions, where satellite observation of patchy blooms are more frequent. Due to an S-shaped EOF and vertical mixed profile, the innovation is propagated beyond the upper part of the profile. A variant of Case D (not shown) occurs when the chlorophyll profile is characterized by the presence of a DCM. In this case, the innovation causes a significant increase in chlorophyll concentration at both the upper part of the profile and at the DCM depth. However, the frequency of this variant of Case D is quite low, and it occurs patchily only in late spring or at the beginning of summer.

In the previous paragraphs, we showed how the $V_V$ and $V_b$ operators affect the vertical structure of chlorophyll and of other phytoplankton variables (carbon and nutrient contents). The new profiles provide the new concentrations which are used as the initial conditions for the next forecast run. In order to evaluate the response of the model dynamics to the new conditions, we evaluated the terms of the

![Figure 9. Chlorophyll profiles for forecast day 5, analysis, and innovation.](image-url)
chlorophyll equation considering the different cases, comparing the analysis and forecast. The equations which describe the chlorophyll dynamics in the model are provided in Appendix A.

In Case A, the small variations in the phytoplankton variables do not alter the terms of the equation of chlorophyll, and in the next 5 days the model trajectory is not significantly affected by the new initial conditions. In Case C, the innovation reduces the phytoplankton chlorophyll in the surface layer but slightly modifies the deepest part of the profile. In Cases B and D, the phytoplankton variables are significantly modified by the assimilation, causing changes in the model dynamics.

The chlorophyll equation (equation (A1)) consists of two terms. The first term is the net synthesis term, which is regulated by the environmental conditions (light and temperature) and by the internal and external availability of nutrients. Net synthesis is the positive part of the chlorophyll equation, unless net primary production ($\text{npp}$) is negative (equation (A2)) or exudation ($\text{exu}$) is high (equation (A4)). The second part of the chlorophyll equation represents grazing by zooplankton, which is a negative contribution and is described in equations (A7) and (A8).

For Case B, chlorophyll dynamics were evaluated in NWM in January, when Case B has the highest occurrence and when nutrient concentration is high while temperature and irradiance are low and light is available only in the surface layer. In this case, the innovation causes a reduction in chlorophyll (Figure 11a) and in the other phytoplankton variables up to a depth of 80 m. In both profiles (forecast and analysis), down to this depth the negative part of the chlorophyll equation is due to the grazing term, and positive net synthesis takes place near the surface to a depth of 20 m where nutrients are made available by mixing. Before the assimilation the net synthesis integrated over the water column slightly exceeds the zooplankton grazing term. Depending on the grazing formulation (equation (A8)), the grazing, which is proportional to prey abundance, decreases in the analysis profile (Figure 11a). The net synthesis term decreases as a consequence of the decrease in phytoplankton variables. However, because sugar exudation ($\text{exu}_{\text{upt}}$) is equal to zero (equation (A4)), the reduction is lower than the grazing reduction and integrated net synthesis over the profile exceeds grazing by more than it did before the assimilation. Thus, chlorophyll is driven to growth more rapidly than before the assimilation. The model dynamics tend to restore the conditions present before the assimilation, as a result of the vertical mixing processes which supply the surface layer with new nutrients and redistribute the new chlorophyll. The departure of the chlorophyll dynamics produced by the model from those produced by the analysis observed in Figure 5 during winter is thus attributable to mechanisms related to vertical mixing conditions.

For Case D chlorophyll dynamics are evaluated in the NWM in April (when the occurrence of Case D is highest). In this case, the assimilation introduces higher values of phytoplankton biomass down to a depth of 70 m. Before the assimilation, the negative part of the synthesis equation (zooplankton grazing) is significantly higher than net synthesis (Figure 11b). Because of the increased phytoplankton biomass after the assimilation the predation term increases (equation (A8)). In order to maintain the phytoplankton biomass increment, net synthesis should have increased as much as the grazing term with an increase of net primary production (equation (A2)). However, because of the low concentration of external nutrients, the net primary production is low and phytoplankton biomass and chlorophyll are rapidly reduced due also to the effect of sugar exudation (equations (A3) and (A4)). Thus the positive correction introduced by the assimilation to reproduce the bloom observed by satellite in the NWM in April is not maintained (Figure 5). On the other hand, when external nutrients are available or supplied by recycling or transport to the surface layer, net synthesis can offset the higher grazing term and the higher values of biomass propagate forward in time (as, for instance, in May 2007 in NWM and in August 2007 and June 2008 in several subregions: see Figure 5).

8. Discussion and Conclusion

In this work, the implementation of a 3-D variational scheme for the assimilation of satellite surface chlorophyll into a 3-D operational biogeochemical forecast
distribution was not significantly eliminated by the log transformation. Therefore, although not optimal, the solution in the nonlog-transformed space was more representative of the vertical dynamics, preserving the typical structure of chlorophyll profiles observed in the Mediterranean Sea.

Another key issue in the present assimilation scheme is the definition of observation errors. Different approaches have been applied in assimilation applications [Tipputra et al., 2007; Cossarini et al., 2009; Ciavatta et al., 2011; Ford et al., 2012], showing that the definition of observation error is related to the specific application. In addition to the approach defined in section 4, we tested two other different definitions of observation error: a constant time and space variance equal to 0.73 (mg chl/m$^3$)$^2$, which is the square of the RMS error provided by Volpe et al. [2007], or proportional errors equal to 40% of the satellite estimates (mean absolute percentage difference in Volpe et al. [2007]). Results (not shown) indicated that the two approaches are not appropriate to describe the observation error in the whole Mediterranean basin and during the whole year, because of the very large spatial gradients and high temporal seasonal variations in the chlorophyll data. The constant error approach produced ineffective assimilation for large parts of the subregions and periods of the year, whereas the proportional approach produced very high errors in bloom periods, which made it impossible to obtain effective innovations.

The 3D-VAR scheme has been developed within the framework of the pan-European MyOcean project to be implemented in the biogeochemical operational forecast system of the Mediterranean Sea. The implementation of the 3D-VAR assimilation in the forecast system of the Mediterranean Sea framework is in keeping with the requirements of a more accurate estimation of the biogeochemical state of the sea, which represents one of the main objectives indicated by the Marine Strategy Framework Directive (EU, 2008) and the European Earth Monitoring Program (GEMS).

The skill of the 3D-VAR application has been evaluated using both satellite observations and historical in situ data. It is worth noting that satellite data, which can be delivered routinely [Volpe et al., 2012], hitherto have constituted the only data set large enough for validating and constraining through assimilation the operational implementation of biogeochemical forecast systems. The forthcoming availability of profiling floats and other autonomous vehicles equipped with bio-optical and other biogeochemical sensors (Euro-Argo program) will provide additional in situ information to be used in a Mediterranean-wide operational forecast system. The increase of available in situ data in nearly real time might also lead to further development of the 3D-VAR scheme, with a positive impact on the effectiveness of the assimilation in correcting vertical profile characteristics (e.g., DCM and its gradient), as already observed for temperature and salinity profiles [Dobricic and Pinardi, 2008]. This may be especially useful in summer, when our results showed that assimilation is less effective in modifying vertical profiles. The forthcoming coastal algorithms for satellite chlorophyll estimates [Mélin et al., 2011] will also extend the scope of assimilation applications.

Figure 11. Chlorophyll vertical profiles (mg chl/m$^3$) before and after the assimilation (dashed and continuous lines, respectively). The shaded areas around each profile represent the positive (green) and negative (red) terms of the chlorophyll equation before and after the assimilation (light and dark shade, respectively).
The modular structure of the $V_i$ operators in the present 3D-VAR application enables continuous improvements to the assimilation scheme, making it particularly suitable for applications in an operational biogeochemical framework. As described in section 5, each operator, which can be separately investigated and developed, reflects a functional knowledge of the biogeochemical state and dynamics. In the present application, a sequence of three $V$ operators has been developed: $V_V$ accounts for the vertical covariance of the chlorophyll fields, $V_H$ accounts for the horizontal covariance, and $V_b$ for covariance between the biogeochemical variables. The analysis of section 7.2 shows how 3D-VAR transfers the innovation along the vertical direction through the $V_V$ operator. Innovation profiles were clustered in a few cases that are defined by the combination of several factors: the vertical covariance, the status of the chlorophyll profiles before the assimilation and the misfit sign and intensity. The vertical covariance was estimated by an EOF decomposition analysis which was performed using a previously validated model simulation. The 3D-VAR assimilation can significantly modify the chlorophyll profiles when the surface misfit is significant and at the same time the vertical covariance is high (i.e., in autumn and winter).

Among the $V$ operators, $V_b$ can be considered the main candidate for further improvements, because of the relevant complexity and nonlinearity in the relationships between the model biogeochemical variables. The results showed that the hypothesis of the preservation of internal phytoplankton nutrient-chlorophyll and carbon-chlorophyll quotas can generate conditions of inadequacy between the physiological state of the cell and the environmental conditions, which may even lead the model to react in an opposite way with respect to the innovation introduced by assimilation. A possible improvement may be the relaxation of the constraint of the internal nutrient-chlorophyll quota preservation in the case of positive innovation, thus permitting an appropriate decrease in nutrient quotas which should be sufficient to preserve growth conditions for the phytoplankton cells and to reduce the amount of artificially generated nutrients. Additionally, the increase in nutrients in phytoplankton generated by the assimilation could be offset by the consumption of inorganic nutrients, as is done for instance in the nitrogen-balancing assimilation scheme through the conservation of the nutrient mass [Hemnings et al., 2008; Ford et al., 2012]. In this kind of approach, the assimilation scheme is based on the assumption of mass conservation, which is the principle under which biogeochemical flux models are generally built. However, since the total mass of the system (e.g., total amount of nutrient) is not a known property, the correction of the total mass through the assimilation is an assumption of equal validity, providing that the forecast of other model variables is not degraded. Similarly, in the physical oceanographic or in the atmospheric assimilation, the conservation of mass and energy [Beuver et al., 2010] are not imposed. An alternative to the mass conservation assumption is a multivariate approach which also involves other functional groups of the model (e.g., nutrients and zooplankton), and may be adopted through the opportune definition of the error covariance matrix. In the 3D-VAR scheme, the adequacy between the environmental conditions and the phytoplankton status could be obtained through the development of a $V_b$ operator which provides a correction with regard to environmental conditions in such a way that the innovation is maintained by the model dynamics. Because of the specific dynamics of BFM, most of the control over the evolution of the innovation depends on the nutrient profiles. Adequate nutrient profiles could prevent the disruption of the conditions introduced by the assimilation on phytoplankton profiles and improve the performance in forecasting bloom events (e.g., the bloom at the end of April only partially corrected in the AR). A further step in this direction may be the use of the biogeochemical assimilation to correct the physical parameters responsible for the nutrient mixing conditions.

**Appendix A: Formulation of Chlorophyll Equation**

In BFM model, the parameterization of phytoplankton is composed of several constituents (carbon, nitrogen, phosphorus, silica—only for diatoms—and chlorophyll). The concentrations of the constituents evolve accordingly to dynamical equations, such as they do not have a fixed quota but vary, within permitted ranges, driven by environmental external conditions (light, temperature, and dissolved nutrient availability) and internal relationship among the constituents [Vichi et al., 2007; Lazzari et al., 2010].

The evolution of chlorophyll contents of phytoplankton ($P_l$) is described by the equation:

$$\frac{dP_l}{dt} = SYN_N - GRZ_l,$$  \hspace{1cm} (A1)

where $SYN_N$ is the net chlorophyll synthesis and $GRZ_l$ represents the losses due to the zooplankton grazing.

The net chlorophyll synthesis can be either positive or negative depending on the sign of the phytoplankton net primary production ($npp$):

$$SYN_N = \begin{cases} npp > 0 & \rightarrow f_{p,n}^{\rho_{ch} npp} \\ npp \leq 0 & \begin{cases} P_l > \theta_{ch} P_c & \rightarrow npp \cdot (P_l - \theta_{ch} P_c), \\ P_l < \theta_{ch} P_c & \rightarrow 0 \end{cases} \end{cases}$$ \hspace{1cm} (A2)

where $f_{p,n}^{\rho_{ch}}$ and $\rho_{ch}$ account for the internal nutrients status and the light acclimatation, respectively, and they will be defined later, while $\theta_{ch}$ is the maximum chlorophyll-to-carbon ratio.

The $npp$ is defined as the difference among the gross primary production ($gpp$) and all the carbon loss terms, which are respiration ($rsp$) and exudation ($exu$):

$$npp = \left( f_{f,sp}^{f_{n} P_c} \right)_{gpp} - \left( h_{f,sp} P_c + \gamma_{f,sp} f_{n} P_c \right)_{rsp} - exu_{act} - exu_{act}.$$ \hspace{1cm} (A3)

where $gpp$ and $rsp$ are proportional to the carbon phytoplankton biomass ($P_c$), and are regulated by $f_{f,sp}$ function of the internal conditions of phytoplankton (nutrient quotas)
and by external factors through \( f_E \) and \( f_T \) for light (with Geider formulation) and temperature (with Q_{10} formulation), respectively. In the \( rsp \) term \( h_P \) and \( \gamma_P \) are the parameters for the rest and activity respiration, respectively. 

The \( excu \) terms account for the processes of carbohydrates excretion. The part \( excu_{act} \) accounts for the activity exudation and is proportional to the \( gpp \), while the \( excu_{opt} \) occurs in case of low concentration of external nutrients, when the phytoplankton cell performs photosynthesis but it is not able to build up new biomass and exudes the excess of carbon as sugar:

\[
\begin{align*}
\text{excu}_{\text{opt}} &= (gpp - rsp - excu_{\text{act}}) - \frac{1}{\mu_{\text{min}}}, \quad \text{uptake}_{\text{mat}} \\
\text{excu}_{\text{act}} &= (gpp - rsp - excu_{\text{act}}) - \frac{1}{\mu_{\text{mat}}}, \quad \text{uptake}_{\text{mat}}
\end{align*}
\]

where \( \frac{1}{\mu_{\text{mat}}}, \text{uptake}_{\text{mat}} \) is the uptake of nitrogen or phosphorous divided by the minimum internal nitrogen or phosphorous quota, respectively. The minimum uptake between the uptake of nitrogen and phosphorous is chosen, thus considering the most limiting nutrients.

[81] In equation (A2), when \( npp \) is positive, the synthesis of new chlorophyll, \( SYN_c \), is proportional to \( npp \) through \( f_p^{p, n} \) and \( P_{chl} \). In particular, \( f_p^{p, n} \) is a function of the minimum between \( f_p^p \) and \( f_p^n \), which are the regulating factors related to the internal quotas of phosphorous and nitrogen, respectively. The factors \( f_p^p \) and \( f_p^n \) have the same formulation, which depends on the optimal and minimum quotas of phosphorous and nitrogen, respectively. For instance, the regulating factor for phosphorous is written as

\[
f_p^p = \begin{cases} 
\frac{P_n}{P_c} < n_p^{\text{min}} & 0 \\
\frac{P_n}{P_c} < n_p^{\text{opt}} & P_n/P_c - n_p^{\text{min}}/n_p^{\text{opt}} \\
\frac{P_n}{P_c} > n_p^{\text{opt}} & 1
\end{cases}
\]

where \( P_n \) is the phytoplankton nitrogen concentration and \( n_p^{\text{min}} \) and \( n_p^{\text{opt}} \) are the minimum and optimal quotas of phosphorous, respectively.

[82] The acclimatation to the light conditions is accounted for by the function \( P_{chl} \), which is the ratio between the realized photosynthetic rate \( \phi_{RO} \) and the maximum potential photosynthesis \( \phi_{OM} \) multiplied by the maximum chlorophyll-to-carbon ratio \( \phi_{\text{chl}} \):

\[
\rho_{\text{chl}} = \frac{\phi_{RO}}{\phi_{OM}}.
\]

[83] The grazing term \( GRZ_\ell \) in equation (A1) is proportional to the grazing on carbon phytoplankton \( GRZ_c \) through the chlorophyll-to-carbon ratio:

\[
GRZ_c = f_T \cdot \frac{\delta_{\text{Zoo},P_c}}{\text{totalfood}} \cdot P_c \cdot \text{totalfood} + h_c Z_c.
\]
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