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Abstract

We determine the universal location of the Yang-Lee edge singularity in the entire relevant domain of spatial dimensions $1 \leq d \leq 4$ for the Ising universality class. To that end, we present analytical results for $d = 1, 2, 4$ and near four dimensions. For $d = 3$ and a set of fractional dimensions, we perform numerical calculations using a systematic Functional Renormalization Group approach.
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1. Introduction

Lee and Yang demonstrated an intimate connection between the analytical structure of the equation of state in the complex plane of the thermodynamic parameters and the phase structure of the system [1, 2], see also Refs. [3, 4]. To introduce the key concepts of interest it is best to continue in a well-known Ising model. Above the Curie temperature, the model demonstrates a smooth transition (commonly referred to as “crossover” in the finite temperature QCD community) as a function of the external magnetic field, $h$. The Lee-Yang theorem infers that going to the full complex plane of $h$ reveals the presence of two branch points (and associated branch cuts) at purely imaginary values $h = \pm i h_c$ (for a comprehensive review see Refs. [5]). When the Curie temperature is approached from above, the branch points pinch the real $h$-axis, leading to the emergence of the physical critical point [6]. These
branch points are known as the Yang-Lee Edge (YLE) singularities. The described phase structure exposes the fact that the conventional critical point has a smaller codimension then the YLE singularities. In other words, to tune in to the critical point, typically two parameters have to be adjusted: \( T \) and \( h \); in contrast, for the YLE, it is sufficient to adjust only one parameter \( h \) (albeit imaginary). For this reason, Michael Fisher [4, 7] referred to the YLE singularity as to a proto-critical point (cf. critical and multi-critical points). Since the YLE singularity has only one relevant variable, it also has only one truly independent critical exponent – the edge critical exponent \( \sigma \) (see Ref. [3] for a first study of \( \sigma \)). It characterizes the behaviour of the magnetization \( (M) \) in the vicinity of the YLE: \( M \sim M_c + (h - h_c)^\sigma \). In three dimensions, the value of the edge critical exponent is not known analytically; its numerical value has been refined in many studies, see e.g. Ref. [8–12].

It is well known, that the critical properties of the system (e.g. Ising model near the critical point) can be quantified by a universal function of one variable (see e.g. Refs [13, 14]), e.g. the magnetic equation of state \( M = h^{1/\delta} f_G(z) \), where \( z \) is the scaling variable \( z = th^{-1/\Delta} \) with \( \Delta = \beta \delta \). \( \beta \) and \( \delta \) are universal critical exponents and \( f_G(z) \) is the universal scaling function.

The presence of the branch points above the Curie temperature implies that the scaling function has the YLE edge singularities in the complex plane of the scaling variable \( z \). The corresponding value \( z_c \) (and its complex conjugate) is a universal number. Our goal is to determine it for the Ising universality class.

Why is the universal location of the YLE singularity important? There are multiple reasons. First, in general, any universal number is of importance to characterize the universality class. Second, the YLE is a singularity of the scaling equation of state and it is located at finite values of the scaling variable \( z \). Thus the singularity determines many properties of the scaling function for real values of the parameters. It limits the radius of convergence and through the Darboux theorem (see e.g. Ref. [15]), the asymptotically high order coefficients of the Taylor expansion of \( f_G(z) \) about any finite argument are largely determined by \( z_c \) and \( \sigma \). Finally, there is a practical reason. It stems from application to specific systems in the same universality class. For example, a universal input complemented by the non-universal mapping of parameters can facilitate reconstruction of the QCD phase diagram at finite baryon chemical potential. Due to the sign problem, direct lattice QCD calculations can not be effectively performed at non-zero baryon chemical potential/density \( \mu \neq 0 \). We thus are limited to working with indirect
methods, for example Taylor series expansion of the pressure about \( \mu = 0 \). This series expansion has a finite radius of convergence which, in many feasible scenarios, is defined by the YLE edge singularity \( z_c \) (as was first recognized in Ref. [16]) and a non-universal map of \( T, \mu, \) and \( m \) to the scaling variable \( z \). We refer an interested reader to a recent studies of Refs. [17–19].

Why was not the location determined long ago? The answer is two-fold. On one hand, as we also will show in this paper, the commonly used framework of the \( \varepsilon \)-expansion near four dimensions leads to non-perturbative contributions beyond the leading order, which significantly limits its predictive power for \( d = 3 \). This is related to the fact that the Wilson-Fisher fixed point at vanishing \( h \) has an upper critical dimension of four, while the YLE fixed point at imaginary \( h \) has upper critical dimension six [4]. On the other hand, the lattice methods based on importance sampling prohibit direct computations at imaginary values of the magnetic field due to the sign problem \(^1\); thus rendering the problem of extracting the location of the YLE singularity practically impossible.

The FRG approach allows to circumvent both issues, as it does not rely on perturbative expansion as well as it does not suffer from a sign problem. As far as the Ising universality class is concerned, in this manuscript, we significantly expand the result reported before, see Ref. [27]. First, we provide (semi) analytical results for \( d = 1, 2 \) and in the vicinity of four dimensions \( d = 4 - \varepsilon \). Second, we perform numerical calculations using the FRG at next-to-leading order in the derivative expansion [28–30]. Finally, we put forward a novel approach which allows us to follow the FRG flow directly to the YLE singularity in the infrared (IR) without using extrapolation procedure applied in Ref. [27]. We believe this significantly improves the precision of the results by suppressing the systematic uncertainty.

As we already noted, the FRG is a non-perturbative approach that circumvents the sign problem and that enables us to perform calculations at complex values of thermodynamic parameters. However, locating the YLE singularity in the FRG approach is numerically a much more challenging undertaking than computing the critical exponents at a Wilson-Fisher or at YLE points. We briefly explain why. The practical implementation of the

\(^1\)In a finite volume, the Yang-Lee edge singularity and the associated branch cuts are replaced by the Lee-Yang zeroes. Extracting the zeroes is also a challenging problem using lattice simulations, see e.g. Refs. [20–24]. A quantum computer might be a way to tackle this problem, see e.g. Refs. [25, 26] and references therein.
FRG boils down to a set of integro-differential equations. To determine the critical exponents it is sufficient to find a fixed point of the set; thus the problem reduces to a set of algebraic equation involving integrals. It can be tackled with the Newton-Raphson method and a fast integrator, e.g. a fixed order Gauss-Kronrod quadrature. In contrast to this, locating YLE requires solving the actual set of the integro-differential equations. In order to make this problem manageable on the current hardware, we use a specific form of the cut-off function, see Sec. 4, that allows for analytical evaluation of the integrals and simplifying the problem to the set of differential equations. The disadvantage of this choice of the regulator is that it limits the order of the derivative expansion we can work at. This in combination with the computational constraint does not let us to match the precision of our calculation to that of the critical exponents in Refs. [30, 31].

This manuscript is organized as follows. In Sec. 2, we review the main concepts of interest, such as the scaling equations, critical amplitudes and exponents. In Sec. 3, we then turn to extracting the location of the YLE singularity in \(d = 1, 2\) and at/near four dimensions using (semi)analytic methods. At three dimensions, we have to resort to numerical methods. The method of our choice is the FRG approach. We introduce it and present the results in Sec. 4. We finally end with Conclusions.

2. Scaling equation, critical amplitudes and exponents

In this section, we will provide a brief review of the critical statics. We limit the scope of our discussion only to the concepts of relevance for what follows. For a comprehensive review, we refer the reader to Refs. [14, 32, 33].

In the vicinity of a critical point, the thermodynamic quantities exhibit power-law behaviour. It is characterized by a set of universal critical exponents and, in general, non-universal amplitudes (for a review of universal amplitude ratios, see e.g. Ref. [32]). In this paper, we study single component field theory with \(Z(2)\) symmetry. Thus we have to consider only two relevant perturbations from the critical point: the temperature-like variable which preserves the symmetries of the system, \(t = (T - T_c)/T_c\), and the explicit symmetry breaking external field, \(H\). At zero external magnetic field, the order parameter (e.g. the magnetization in the Ising model) in the spontaneously broken phase \((t < 0)\) is proportional to the reduced temperature to power \(\beta\):

\[
M = B(-t)^\beta.
\]
Here $B$ is a non-universal amplitude.

In the symmetric phase, $t > 0$, the order parameter susceptibility is divergent with the exponent $-\gamma$

$$\chi(t, H = 0) = \frac{\partial M}{\partial H} = C_+ t^{-\gamma}. \quad (2)$$

A similar relation, albeit with a different amplitude $C_-$, is true in the spontaneously broken phase.

On the critical isotherm $t = 0$, the order parameter is a power-law in the magnetic field

$$M = B_c H^{1/\delta}. \quad (3)$$

These three relations are of the most significance for the discussion in this section. For completeness we also consider the behaviour of the order parameter two-point correlation function $G(|x|)$ near and at the critical point. Near $T_c$ and at zero $H$,

$$G(|x|) = |x|^{-(d-2)} g(|x|/\xi), \quad (4)$$

where $\xi$ is the only relevant scale, called the correlation length. It diverges at the critical point as

$$\xi \propto |t|^{-\nu}. \quad (5)$$

Finally, exactly at the critical temperature and at zero magnetic field, the correlation function has a power law dependence on the distance:

$$G(|x|) \sim |x|^{-(d-2+\eta)}. \quad (6)$$

The critical exponent $\eta$ (also known as the anomalous dimension) will appear later when we discuss the Functional Renormalization Group approach. The introduced exponents are not all independent (only two critical exponents, $y_t$ and $y_h$ introduced below are) as there are multiple scaling relations tying them together. We will make use of the following:

$$\nu d = \beta(\delta + 1) = 2\beta + \gamma, \quad (7)$$

$$2 - \eta = \frac{d}{\delta + 1}. \quad (8)$$
We now come back to the order parameter dependence on $t$ and $H$. Usually one performs rescaling of the relevant parameters $\bar{t} = \mu_t t$ and $h = \mu_h H$ by introducing the so-called metric factors $\mu_t$ and $\mu_h$

$$\mu_t^\beta = B, \quad (9)$$
$$\mu_h^{1/\delta} = B_c. \quad (10)$$

in such a way as to absorb the amplitudes in the relations of the order parameter to the relevant perturbations:

$$M(\bar{t}, h = 0) = (-\bar{t})^\beta, \quad (11)$$
$$M(\bar{t} = 0, h) = h^{1/\delta}. \quad (12)$$

After this redefinition of the variables the susceptibility at zero magnetic field and $t > 0$ is given by

$$\frac{\partial M}{\partial h} = R_x(\bar{t})^{-\gamma}, \quad (13)$$

where $R_x$ is a universal amplitude ratio

$$R_x = \frac{C^+B^{\delta-1}}{B^\delta_c}. \quad (14)$$

The renormalization group equations allow us to generalize the above scaling laws to account for deviations in both relevant direction at the same time. Consider the free energy

$$f_s(t, h) = b^{-d} f(\bar{t}b^{y_t}, hb^{y_h}), \quad (15)$$

where $b$ is a positive, arbitrary RG scale. The exponents $y_t$ and $y_h$ are the RG eigenvalues. They are trivially related to the critical exponents defined above, $y_t = 1/\nu$ and $y_h = \beta\delta/\nu$, as one can easily establish. Taking a derivative with respect to $h$, we get magnetic equation of state

$$M(t, h) = b^{-d+y_h} f^{(0,1)}(\bar{t}b^{y_t}, hb^{y_h}), \quad (16)$$

Choosing $b$ appropriately one can eliminate one of the variables. Usually the convenient choice is to set $hb^{y_h} = 1$:

$$M(t, h) = h^{(d-y_h)/y_h} f^{(0,1)}(\bar{t}/h^{y_t/y_h}, 1) \equiv h^{(d-y_h)/y_h} f_G(\bar{t}/h^{y_t/y_h}). \quad (17)$$
Substituting \( y_h \) and \( y_t \) we obtain

\[ M(t, h) = h^{1/\delta} f_G(z = \bar{t}/h^{1/\Delta}) \]  \hspace{1cm} (18)

where we took into account the relation between critical exponents (7). We also introduced the so-called gap critical exponent, \( \Delta = \beta \delta \). The function \( f_G \) is a function of one variable; it encodes most of the critical statics. It has to satisfy the normalization conditions

\[ f_G(0) = 1, \] \hspace{1cm} (19)
\[ \lim_{z \to -\infty} f_G(z) \to (-z)^\beta. \] \hspace{1cm} (20)

The former is rather straightforward to prove as on the critical isotherm, one has to recover Eq. (12). The latter is the consequence of Eq. (11). Indeed, at vanishing \( h \) and \( t < 0 \) we have

\[ M(t < 0, h \to 0) = \lim_{h \to 0} h^{1/\delta}(-z)\beta = (-\bar{t})^\beta. \] \hspace{1cm} (21)

Another useful property of the scaling function \( f_G \)

\[ \lim_{z \to \infty} f_G(z) \to R \chi \cdot (z)^{-\gamma} \] \hspace{1cm} (22)

follows from Eq. (13). We illustrate the magnetic equation of state by its mean-field approximation in right panel of Fig. 1. The unassuming behaviour of this function for real values of the the argument does not give away the presence of the YLE singularities in the complex plane, see left panel of Fig. 1.

For the specific FRG calculation which follows in Sec. 4, studies in the spontaneously broken phase are rather challenging. This prevents us from computing the amplitude \( B \) and the critical exponent \( \beta \). While the latter can be easily obtained from the scaling relations, the former can be expressed in terms of the universal ratio \( R \chi \) and amplitudes \( C_+ \) and \( B_c \). It is thus convenient to introduce the ratio

\[ \zeta = \frac{z}{R \chi^{1/\gamma}}. \] \hspace{1cm} (23)

Straightforward algebra shows that this ratio

\[ \zeta = \left( \frac{B_c}{C_+} \right)^{1/\gamma} \frac{t}{H^{1/\Delta}} \] \hspace{1cm} (24)

does not require the knowledge of the amplitude \( B \). From the perspective of the scaling equation of state, this is merely a redefinition of the argument of \( f_G \).
Figure 1: Left panel: An illustration for the magnetic equation of state $f_G(z)$ in mean-field approximation for real values of the argument $z$ (for the Ising universality class in two and three dimensions, see Ref. [34, 35] and Ref. [36] respectively). Right panel: the analytical structure of the function $f_G(z)$ in the complex $z$ plane. The YLE singularity (its complex conjugate) are located at $z_c (z_c^*)$. The lines extending from the singularities depict the branch cuts.

3. (Semi-)analytical results for location of Yang Lee Edge singularity

The location of the YLE singularity can be determined by finding zeros of the inverse magnetic field susceptibility, that is

$$\frac{1}{f_G'(z_c)} = \frac{dz (z_c)}{df_G} = 0$$

where in the last equality we treated $z$ as a function of $f_G$ and defined $f_G' = f_G(z_c)$. Note that the function $f_G(z)$ is universal and therefore the location of the YLE singularity, $z_c$, determined by Eq. (25), is universal. Moreover the corresponding $\zeta_c$ is a universal number as it is defined by the universal quantities only ($z_c$, $R_\chi$ and $\gamma$), see Eq. (23).

From the Lee Yang theorem, implying that the YLE singularity is located at purely imaginary $H$, we can immediately conclude that the arguments of both complex numbers $z_c$ and $\zeta_c$ is

$$\text{Arg } z_c = \text{Arg } \zeta_c = -\frac{1}{\Delta} \text{Arg } H_c = \pm \frac{\pi}{2\Delta}.$$  

That is, the argument of the universal location is fully determined by the Ising critical exponents $\Delta = \beta\delta$ and does not require any extraneous knowledge (see Fig. 1 for an illustration). It is quite different for the absolute value $\zeta_c$ (or $|z_c|$),

\[ \text{Arg } z_c = \text{Arg } \zeta_c = -\frac{1}{\Delta} \text{Arg } H_c = \pm \frac{\pi}{2\Delta}. \]
as it represents a completely independent universal number non-derivable from a set of known critical exponents and amplitude ratios. Determining the $\zeta_c$ is the goal of this work.

In general, since the analytic expression for $f_G$ is unknown, one rarely can find the YLE singularity in this direct way. Nevertheless there are a few exact results available for $f_G$ in certain limits. In the remaining part of this section, we will consider (semi-)analytic results for the Ising universality class, for $d = 1$, $d = 2$, $d = 4 - \epsilon$ and finally $d = 4$. We start with the latter.

3.1. Mean-field

Above the upper critical dimension (4 for the Ising universality class) the critical fluctuations can be neglected. In this case the mean-field approximation provides an accurate description of the critical behaviour. For one component order parameter, the free energy is

$$f = \frac{1}{2} t\phi^2 + \frac{\lambda}{4} \phi^4 - H\phi. \quad (27)$$

The minimum of the free energy defines the expectation value of the order parameter, or the magnetization, $M = \langle \phi \rangle$:

$$tM + \lambda M^3 - H = 0. \quad (28)$$

Therefore at zero magnetic field and $t < 0$

$$M = \left( -\frac{t}{\lambda} \right)^{1/2} \quad (29)$$

while at zero $t$,

$$M = \left( \frac{H}{\lambda} \right)^{1/3}. \quad (30)$$

These relation define the mean-field critical exponents $\beta = 1/2$ and $\delta = 3$ as well as the metric factors. The equation governing the corresponding scaling function $f_G$, defined in Eq. (18), follows from Eq. (28):

$$f_G(z + f_G^2) = 1. \quad (31)$$

In principle one can solve this equation analytically and determine $f_G(z)$. However for our purposes of locating the YLE singularity we can avoid this.
Differentiating with respect to $f_G$, remembering that $\frac{dx(f_G)}{df_G} = 0$ at the YLE, we obtain

$$z_c + 3f_G^2(z_c) = 0.$$  \hspace{1cm} (32)

The simplest way to proceed is by multiplying everything by $f_G$ and using the magnetic equation of state,

$$f_G(z_c) (z_c + 3f_G^2(z_c)) = 1 + 2f_G^3(z_c) = 0,$$  \hspace{1cm} (33)

with the result

$$f_G(z_c) = \frac{e^{i(\pi + 2\pi n)}}{2^{1/3}}, \quad z_c = -3\frac{e^{i(\pi + 2\pi n)}}{2^{2/3}}.$$  \hspace{1cm} (34)

We thus found three candidates; only the complex conjugate pair corresponds to the YLE singularities, they are

$$z_c = e^{\pm i\frac{\pi}{3}} \frac{3}{2^{2/3}}.$$  \hspace{1cm} (35)

Therefore the absolute value is

$$|z_c| = \frac{3}{2^{2/3}} \approx 1.88988.$$  \hspace{1cm} (36)

From the asymptotic behaviour of $f_G$ in Eq. (31) at large positive $z$ (22), one can read off $R_\chi = 1$. Therefore, we simply have $\zeta_c = z_c$. Note that the argument of $z_c$, see Eq. (35), is equal to $\pi/3$, as expected, c.f. Eq. (26) with $\Delta = 3/2$.

We note that this prediction of the mean-field approximation is accurate for $d \geq 4$.

3.2. $\varepsilon$-expansion

The result obtained in the previous section can be generalized to $4 - \varepsilon$ dimensions. Although for many universal critical quantities, the $\varepsilon$-expansion in combination with asymptotic series analysis techniques provides a well-defined systematic way to extract numerical values, the location of the YLE singularity is somewhat exceptional as was pointed out in Ref. [37]. As we demonstrate below, $z_c$ can only be extracted to linear order in $\varepsilon$ with higher orders receiving non-perturbative contributions. The underlying physical
reason for this is due to the difference between the upper critical dimensions at YLE edge singularity \( d_c = 6 \) and at the Ising critical point \( d_c = 4 \).

To proceed further we will require a few well known ingredients: universal critical exponent, universal ratio \( R_\chi \) and finally the scaling equation of state. As it will become clear below, we need to keep corrections only to the linear order in \( \varepsilon \). The critical exponents (see e.g. Ref. [38]) are

\[
\gamma = 1 + \frac{1}{6} \varepsilon + O(\varepsilon^2)
\]

\[
\beta = \frac{1}{2} \left(1 - \frac{1}{3} \varepsilon\right) + O(\varepsilon^2),
\]

\[
\delta = 3 \left(1 + \frac{1}{3} \varepsilon\right) + O(\varepsilon^2),
\]

while the universal amplitude ratio [39]

\[
R_\chi = 1 + \frac{\varepsilon}{6} \ln \frac{27}{4} + O(\varepsilon^2).
\]

A convenient form of the scaling equation of state for our purposes is given by Widom scaling (note that the mean-field magnetic equation of state (28) can be trivially rewritten in this form)

\[
h = M^\delta f(x = tM^{-1/\beta})
\]

which with a proper definition of the metric factors, as explained in the previous section, satisfies the following normalization conditions:

\[
f(0) = 1,
\]

\[
f(-1) = 0.
\]

To the linear order in \( \varepsilon \) [40],

\[
f(x) = 1 + x + \frac{\varepsilon}{6} \left[(x + 3) \ln(x + 3) - 3 \ln 3 + x \ln \frac{4}{27}\right] + O(\varepsilon^2).
\]

The presence of the non-analytic term in the scaling equation of state is not surprising – it encodes YLE singularity for \( t > 0 \) and the spinodal singularities for \( t < 0 \). In order to establish this it is convenient to consider the inverse
magnetic field susceptibility $\chi^{-1} = \frac{\partial h}{\partial M} |_t$. Its zeroes define the positions of the singularities, $x_c$. In terms of the function $f(x)$, we have

$$\beta \delta f(x_c) - x_c f'(x_c) = 0. \quad (45)$$

At the leading order of $\varepsilon$-expansion, we simply obtain $x_c^{(0)} = -3$. The first correction to this approximation is already non-perturbative; it approaches zero faster then any positive fractional power of $\varepsilon$ but slower than the first power. We denote this correction by $\hat{x}(\varepsilon)$, we thus have $x_c = -3 + \hat{x}(\varepsilon)$. The exact expression for $\hat{x}(\varepsilon)$ is of no importance for the purpose of our discussion as we demonstrate below.

To the first order in $\varepsilon$,

$$f_c = f(x_c) = -2 + \varepsilon \ln \frac{3}{2} + \hat{x}(\varepsilon). \quad (46)$$

Here $\hat{x}(\varepsilon)$ is the leading correction to $\varepsilon = 0$ value of $f_c$.

No we can proceed with finding $z_c$. For this we express $z$ in terms of $x$ and $f$:

$$z_c = \frac{t_c}{h_c^{1/\beta \delta}} = \frac{x_c}{f_c^{1/\beta \delta}}. \quad (47)$$

The gap critical exponent $\beta \delta$ receives corrections at $\varepsilon^2$ order and thus can be simply be replaced by $3/2$:

$$z_c \approx \frac{-3 + \hat{x}(\varepsilon)}{(-2 + \varepsilon \ln \frac{3}{2} + \hat{x}(\varepsilon))^{2/3}} \approx z_c^{\text{MF}} \left(1 + \frac{\varepsilon}{3} \ln \frac{3}{2}\right). \quad (48)$$

Note that $\hat{x}(\varepsilon)$ cancels exactly at this order. We conclude that the term of order $\varepsilon$ is the leading correction to the mean-field result:

$$z_c = z_c^{\text{MF}} \left(1 + \frac{\varepsilon}{3} \ln \frac{3}{2}\right) + \ldots \quad (49)$$

Here the ellipses encode non-perturbative corrections of higher than linear in $\varepsilon$ order. Now for the ratio $z_c/R^{1/\gamma}_\chi$, using the value of $R_\chi$ computed in $\varepsilon$ expansion we get

$$\frac{z_c}{R^{1/\gamma}_\chi} = z_c^{\text{MF}} \left(1 - \frac{\varepsilon}{6} \ln 3\right) + \ldots \quad (50)$$

Due to the presence of the non-perturbative corrections, the conventional $\varepsilon$-expansion can only inform us about the next-to-leading order result.
3.3. Two-dimensional Ising model

Onsager’s solution [41] for the zero magnetic field lattice Ising model complemented by the scaling theory fully determines the critical exponents of the Ising universality class in two dimensions. In the scaling limit, the correlation functions for the case of zero magnetic field was also analytically obtained [42].

Further progress was achieved in the seminal work by A. Zamolodchikov [43], see also [44], who found the solution of the Ising model with non-zero magnetic field at the critical temperature and directly in the scaling regime. This helped to established unknown universal quantities, including the one of interest for us – $R_N$.

Moreover, in a recent work, P. Fonseca and A. Zamolodchikov [35], using the method motivated by the truncated conformal space approach [45] determined the location of the YLE singularity. Although the scaling variable of Ref. [35] is different from the one used in our work, the rescaling can be readily performed using known critical amplitudes. Here we describe this change of the variables and thus determine the location of the singularity of $f_G$ as defined in Section 2.

Up to this point we only required the magnetic equation of state and the corresponding function $f_G$. It fully determines the scaling behaviour including the free energy scaling equation, $f_s(t,h) = h^{1+\frac{\delta}{2}} f_f(z)$. Indeed, by taking the derivative with respect to $h$, one can establish the relation between $f_f$ and $f_G$:

$$f_G(z) = -\left(1 + \frac{1}{\delta}\right)f_f(z) + \frac{z}{\beta \delta} f'_f(z).$$

Using the normalization property (19), we find that

$$f_f(0) = -\frac{\delta}{1+\delta}. \quad (52)$$

For large negative values of $z$, from $f_G(z \to -\infty) = (-z)^\beta$ we find

$$f_f(z \to -\infty) = -(-z)^\beta. \quad (53)$$

These two relations are instrumental to determine the mapping from Fonseca-Zamolodchikov’s $^2 \eta = 2\pi \tau/h^{1/\beta\delta} = 2\pi \tau/h^{8/15}$ to $z$. The free energy in

\footnote{We preserve the notation of Ref. [35] and use $\eta$ to denote the scaling variable only in this section; $\eta$ here should not be confused with the anomalous dimensions.}
Ref. [35] has the form
\[ f^T_s(\tau, h) = \pi \tau^2 \ln 2\pi \tau + h^{16/15} \Phi(\eta) \tag{54} \]
where the first term represents Onsager’s singularity. In the limit, \( \eta = 0 \), the scaling part of free energy
\[ \Phi(\eta = 0) = \Phi_0 \tag{55} \]
where the constant \( \Phi_0 \) is known exactly (it is an amplitude in the free energy), see Ref. [46],
\[ \Phi_0 = -\frac{\Gamma(1/3) \Gamma(1/5) \Gamma(7/15)}{2\pi \Gamma(2/3) \Gamma(4/5) \Gamma(8/15)} \left( \frac{4\pi^2 \Gamma^2(13/16) \Gamma(3/4)}{\Gamma^2(3/16) \Gamma(1/4)} \right)^{8/15} \approx -1.19773. \tag{56} \]
This demonstrates that \( \Phi \) is not exactly equal to our conventionally defined \( f_f \), as one requires an introduction of a non-trivial proportionality factor to satisfy the normalization condition (52). Consider a constant \( C \), defined by
\[ f_f(z) = C \Phi(\eta). \]
Setting \( z \) and \( \eta \) to zero, we get
\[ C = -\frac{\delta}{\Phi_0(\delta + 1)}. \tag{57} \]
Next we need to determine the relation between \( z \) and \( \eta \). For this we introduce a constant \( \kappa \), \( \eta = \kappa z \). At large negative values of the arguments from \( f_f(z \to -\infty) = C \Phi(\eta \to -\infty) \) and \( \Phi(\eta \to -\infty) = -\tilde{G}_1(-\eta)^\beta \), where \( \tilde{G}_1 = -2^{1/12} e^{-1/8} A^{3/2} \approx -1.357838 \) and \( A \) is the Glaisher’s constant, we establish that
\[ \kappa = \left( \frac{(\delta + 1)\Phi_0}{\delta \tilde{G}_1} \right)^{1/\beta}. \tag{58} \]
This is all we need to map Fonseca-Zamolodchikov result to \( z_c \). Here we use numerical values obtained in Ref. [47], which contain a more accurate estimate for \( |\eta_c| = 1/\zeta_c^{1/3} = 2.42931\). It gives us \( |z_c| = 3.95509(12) \). Note that Fonseca-Zamolodchikov numbers would yield the value different in the fourth digit \( (|z_c| \approx 3.9555) \).
Using well-known exact result for the universal amplitude ratio \( R_\chi = 6.778285 \ldots \) (see an exhaustive list of the critical amplitude ratios for the two dimensional Ising model in Ref. [48]), we obtain
\[ |z_c|/R_\chi^{1/\gamma} = 1.32504(4) \tag{59} \]
This result is plotted in Fig. 4 at \( d = 2 \).
3.4. One-dimensional Ising model

The one dimensional Ising model is trivially solvable. Subject to some plausible assumptions one can determine the location of the YLE singularity.

By analysing the divergence of the susceptibility at zero magnetic field, one can establish the existence of the critical point at $T = 0$. This peculiarity of the one-dimensional Ising is not compatible with the usual definition of the scaling variable $t$. Following Fisher [7], we consider the temperature-like variable $x$, defined as $x = e^{-4J/T}$ where $J$ is the exchange integral, and the magnetic-like variable $h = H/T$ where $H$ is the external magnetic field. The free energy reads

$$f(x, h) = \ln \left[ \cosh h + \sqrt{\sinh^2 h + x} \right].$$  \hfill (60)

The free energy in the scaling form can be obtained by performing the expansion

$$f_s(x, h) \approx x^{-1/2} \left( 1 + \frac{h^2}{2x} \right).$$  \hfill (61)

Comparing this to the scaling equation of state for the free energy we conclude that, $\beta \delta = \frac{1}{2}$. Additionally, taking two derivatives with respect we obtain that $\gamma = \frac{1}{2}$. Finally, it is straightforward to show that all critical amplitudes are equal to 1. Therefore, the scaling variable $z = x/h^2$ without any prefactors.

The free energy (60) has an obvious square root singularity at purely imaginary values of the magnetic field

$$h_c = \pm i \arcsin x^{1/2}.$$  \hfill (62)

In the scaling regime,

$$h_c = \pm ix^{1/2}$$  \hfill (63)

and therefore

$$|z_c| = \left| \frac{x}{h_c^2} \right| = 1.$$  \hfill (64)

Due to triviality of the critical amplitudes, the universal amplitude ratio $R_\chi = 1$, which brings us to the final result

$$|z_c|/R_\chi^{1/\gamma} = 1.$$  \hfill (65)
Note that there is a certain degree of freedom in the definition of $t$, see e.g. Ref. [49]. We therefore can define the critical exponents $\gamma$ and $\beta\delta$ only up to a factor. This however does not change Eqs. (64) and (65). Despite the apparent simplicity, the location of the YLE singularity in $d = 1 + \varepsilon$ dimensions is not known.

4. Functional Renormalization Group

In order to describe the non-perturbative effects in the vicinity of the critical points, we use the FRG [50], for related reviews see [51–54]. It is defined through the renormalization group flow equation for the scale-dependent effective action $\Gamma_k$,

$$\partial_t \Gamma_k = \frac{1}{2} \tilde{\partial}_t \int d^d x \left[ \ln \left( \Gamma_k + R_k \right) \right]_{xx}$$

(66)

where we introduced the following convenient notation $t = \ln \frac{k}{\Lambda}$ and $\tilde{\partial}_t = \partial_t R_k \frac{\partial}{\partial R_k}$. Here $R_k$ is the cut-off function. Throughout this paper we will utilize the (linear) Litim regulator [55]

$$R_k(q) = Z_k(k^2 - q^2)\Theta(k^2 - q^2),$$

(67)

where $Z_k = Z_k(\phi_0)$ with the a priori arbitrary expansion point $\phi_0$; we will come back to its definition in Sec. 4.2. Critical properties of $O(N)$ theories for real external fields have been studied with the FRG in great detail, see, e.g., [29, 31, 51, 56–71]. Critical properties of the YLE have been studied in [11, 12] and we did the first computation of $|z_c|$ in various critical $O(N)$ theories in [27].

In this paper, we significantly improve upon our previous results in [27] by performing a full next-to-leading order computation in the derivative expansion of the FRG flow of $\Gamma_k$ with a new expansion scheme. The latter is introduced in the next section. The derivative expansion is an expansion about long-wavelength modes [28, 29] which has been demonstrated to facilitate systematic, first-principles studies of critical systems with the FRG [30]. The next-to-leading order FRG flows in the derivative expansion are generated by evaluating Eq. (66) with the Ansatz

$$\Gamma_k[\phi] = \int d^d x \left( U_k(\phi) + \frac{1}{2}Z_k(\phi)(\partial_i \phi)^2 \right).$$

(68)
This truncation can be improved systematically by including terms of higher power in the derivatives. We note that the next-to-leading order derivative expansion is the lowest order capable of capturing a nonzero anomalous dimension. Furthermore, the regulator (67) is optimized for this truncation in the sense that it minimizes the effect of higher order corrections during the flow [55, 72]. Hence, while a systematic error analysis requires the computation of higher orders in the derivative expansion as well as a study of the regulator dependence [30, 31], the present results are obtained in a systematic way.

4.1. Local potential approximation

In order to set-up notations and methods, we first detail the simplest truncation for FRG calculations. The actual calculations presented in the following sections is performed using a more elaborate truncation.

The local potential approximation (LPA) additionally assumes that \( Z_k(\phi) \to 1 \), and is therefore the leading order in the derivative expansion. Although this approximation is not bad in describing the critical properties near the Wilson-Fisher fixed point due to smallness of the anomalous dimension at \( d \geq 3 \), for smaller \( d \) and for accessing the critical properties of the YLE singularity we expect LPA to do a poor job. For example, the leading order epsilon expansion predicts that the anomalous dimension at YLE is given by \( \eta_{\text{YLE}} = -(6-d)/9 \) [4]. That is at \( d = 4 \), \( \eta_{\text{YLE}} \approx -0.22 \). The magnitude of this value is at least five times larger than \( \eta_{\text{WF}} \) in three dimensions. This indicates that, as far as the critical statics near the YLE singularity is concerned, the LPA is not a reliable approximation even in four dimensions. This discussion is not quantitatively rigorous, it only serves the purpose of stressing the importance of the systematic improvement of the truncation.

That said, the location of the YLE singularity does not necessarily require the same precision in the truncation of the effective potential. Consider \( d \geq 4 \). The YLE location is given by the mean-field result and known analytically, while the critical exponents at the YLE is non-trivial, e.g. as we mentioned above in four dimensions \( \eta_{\text{YLE}} \approx -0.22 \). Our main goal is to extract the (universal) location of the YLE and for this specific purpose the LPA might be sufficient. Nonetheless, to properly account for the potential systematic effects we also consider the field-dependent wave function renormalization.

Returning back to the truncation, we limit our consideration to homogeneous background fields. Due to translational invariance, it is convenient to switch to momentum space. At LPA we set \( Z_k(\phi) \) to one and substitute the truncation into the FRG equation (66). This yields the flow of the effective
potential of a homogeneous background field,

$$
\partial_t U_k = \frac{1}{2} \int \frac{d^d q}{(2\pi)^d} \tilde{\partial}_t \ln \left( q^2 + \frac{\partial^2 U}{\partial^2 \phi} + R_k(q) \right)
$$

$$
= \frac{1}{2} \int \frac{d^d q}{(2\pi)^d} \frac{\partial_t R_k(q)}{q^2 + \frac{\partial^2 U}{\partial^2 \phi} + R_k(q)} .
$$

(69)

The regulator is especially simple in this case

$$
R_k(q) = (k^2 - q^2) \Theta(k^2 - q^2)
$$

(70)

with the derivative given by

$$
\partial_t R_k(q) = 2k^2 \Theta(k^2 - q^2),
$$

(71)

where we note that the term related to the derivative of the $\theta$-function drops out exactly in this case. Therefore the integral in FRG equation can be computed analytically

$$
\int \frac{d^d q}{(2\pi)^d} \Theta(k^2 - q^2) = v_d \int_0^k dq q^{d-1} = v_d \frac{k^d}{d}
$$

(72)

to yield

$$
\partial_t U_k = c_d \frac{k^{d+2}}{k^2 + \frac{\partial^2 U_k}{\partial^2 \phi}} .
$$

(73)

The numerical prefactor $c_d = v_d/d = \left[ (4\pi)^{d/2} \Gamma(d/2 + 1) \right]^{-1}$ can be absorbed by rescaling of $U$ and $\phi$: $\tilde{U} = U/c_d$ and $\tilde{\phi} = \phi/c_d^{1/2}$. To ease the notation we drop tildes, so

$$
\partial_t U_k = \frac{k^{d+2}}{k^2 + \frac{\partial^2 U_k}{\partial^2 \phi}} .
$$

(74)

Finally, introducing $\rho = \phi^2/2$, the flow equation reads

$$
\partial_t U_k = \frac{k^{d+2}}{k^2 + U_k'(\rho) + 2\rho U_k''(\rho)} ,
$$

(75)

where primes are derivatives with respect to $\rho$. 19
Given the initial conditions in the ultraviolet $t = 0$, there are a few different ways to solve this partial differential equation. Here we will use a truncated Taylor expansion of the effective potential:

$$U(\rho) = \sum_{i=0}^{i=N} \frac{1}{i!} a_i(k)(\rho - \rho_k)^i.$$  \hspace{1cm} (76)

where $\rho_k$ is the expansion point. Usually the expansion point is a solution of the $k$-dependent equation of motion for a given external field, that is $\sqrt{2}\rho_k a_1(k) = h = \text{const}$. For the purpose of locating the YLE singularity this is not an optimal choice, as one would have to adjust the external magnetic field to tune it to the singularity. There is an additional subtle, but important drawback: in order to perform the calculations near Wilson-Fisher fixed point, one has to initialize the flow in the broken phase in the ultraviolet (UV). Then an imaginary magnetic field, introduces an ambiguity in selecting the correct Riemann sheet for performing the calculations. Instead we fix $\rho_k$ demanding that the running mass of the critical mode is given by a fixed number ($m^2$), that is

$$a_1(k) + 2\rho_k a_2(k) = m^2 = \text{const}.$$ \hspace{1cm} (77)

To locate the singularity in the symmetric phase all we need to do is to set the parameter $m^2$ to $0^+$. Note that in this case the corresponding external field $h$ is not constant as a function of $k$ and assumes its genuine physical value only in the IR $k \to 0$. Thus, at this expansion point with $m^2 = 0$ one has

$$\left. \frac{\partial U}{\partial \phi} \right|_{\rho_k} - h = \left. \frac{\partial^2 U}{\partial \phi^2} \right|_{\rho_k} = 0,$$ \hspace{1cm} (78)

so that we can directly follow the flow of a critical point.

From the FRG equations, one can obtain the equations for the expansion coefficients. Using

$$\partial_t U(\rho) = \sum_{i=0}^{i=N} \left( \frac{1}{i!} \partial_t a_i(k)(\rho - \rho_k)^i - \frac{1}{(i-1)!} a_i(k)(\rho - \rho_k)^{i-1}\partial_t \rho_k \right)$$

$$= \sum_{i=0}^{i=N} \frac{1}{i!} \left( \partial_t a_i(k) - a_{i+1}(k) \partial_t \rho_k \right)(\rho - \rho_k)^i.$$ \hspace{1cm} (79)
where we assumed that $a_{N+1} = 0$. Taking the variation with respect to $\rho$ and setting it to $\rho_k$ we get the system of equations:

$$\partial_t a_i(k) - a_{i+1}(k)\partial_t \rho_k = \left[ \frac{\delta \partial_t U}{\delta \rho} \right]_{\rho=\rho_k}^i, \quad i = 1, \ldots, N. \quad (80)$$

Explicitly, for the first and the second coefficient we obtain

$$\partial_t a_1(k) - a_2(k)\partial_t \rho_k = \left[ \frac{\delta \partial_t U}{\delta \rho} \right]_{\rho=\rho_k}^1, \quad (81)$$

$$\partial_t a_2(k) - a_3(k)\partial_t \rho_k = \left[ \frac{\delta^2 \partial_t U}{\delta \rho^2} \right]_{\rho=\rho_k}^2. \quad (82)$$

We have to complement these equations by $\partial_t \rho_k$. It can be obtained by differentiating Eq. (77) with respect to $t$

$$\partial_t a_1(k) + 2a_2(k)\partial_t \rho_k + 2\rho_k\partial_t a_2(k) = 0 \quad (83)$$

which can be further simplified by using Eqs. (81) and (82):

$$\partial_t \rho_k = -\left[ \frac{\delta \partial U}{\delta \rho} \right]_{\rho=\rho_k}^1 + 2\rho_k\left[ \frac{\delta^2 \partial U}{\delta \rho^2} \right]_{\rho=\rho_k}^2 = \frac{3a_2(k) + 2\rho_k a_3(k)}{3a_2(k) + 2\rho_k a_3(k)}. \quad (84)$$

Note that the denominator is proportional to the third derivative of the potential with respect to the field $\partial^3 U/\partial \phi^3 = \sqrt{2} \rho_k(3a_2 + 2\rho_k a_3)$.

Equations (80) for $i = 2, \ldots, N^3$, Eq. (84) and algebraic equation (77) form a closed set of differential equations for the coefficients $a_i$ and $\rho_k$.

The initial conditions in UV can be chosen in multiple different ways. The most straightforward approach is to set all coefficients $a_i(k = \Lambda)$ to zero for $i > 2$ and $a_2(k = \Lambda) = \text{const} > 0$. By taking $m^2$ to zero (in practice, very small number) and varying the initial value of $\rho_\Lambda$ one can tune the system to the critical point $\rho_{k\rightarrow0} = 0$. Since bosonic fluctuations drive the system towards the phase with restored symmetry, the critical point corresponds to the initial condition with a negative $\rho_\Lambda = \rho_\Lambda^c < 0$. The actual value of $\rho_\Lambda^c$ depends on $a_2(k = \Lambda)$.

\textsuperscript{3}Note that the field independent part of the average potential $a_0$ is of no significance for the purpose of this paper, since we are not interested in thermodynamic properties.
Finally in order to determine the location of the YLE singularity, we simply solve the flow equations for small positive values of $t$ and asymptotically small $m^2$. The resulting value of the magnetic field (105) can then be used to extract the universal position of the singularity $\zeta_c$, see Eq. (24). One can vary $t > 0$ to ensure that $\zeta_c$ is not sensitive to the value of $t$.

4.2. Field-dependent wave-function renormalization

In this section we go beyond LPA and consider the field-dependent wave-function renormalization $Z_k(\phi)$. The flow for the potential can be trivially modified [52]:

$$
\partial_t U_k = \frac{1}{2} \int \frac{d^d q}{(2\pi)^d} \frac{\partial_t R_k(q)}{Z_k(\phi)q^2 + \frac{\partial^2 U}{\partial^2 \phi} + R_k(q)},
$$

where we introduce the regulator

$$
R_k(q) = Z_k(k^2 - q^2)\theta(k^2 - q^2)
$$

with $Z_k = Z_k(\phi_0)$; it is also convenient to operate with the renormalized field and the renormalized mass defined by

$$
\phi_R = \sqrt{Z_k}\phi,
$$

$$
m_R^2 = \frac{\partial^2 U}{\partial^2 \phi_R} = Z_k \frac{\partial^2 U}{\partial^2 \phi}.
$$

The flow equation for the potential simplifies to

$$
\partial_t U_k = \frac{v_d}{4} \int_0^{k^2} dq^2 q^{d-2} \frac{k^2(2 - \eta) + \eta q^2}{k^2 + m_R^2(\phi_R) + q^2(\bar{z}_k(\phi_R) - 1)}
$$

where $\bar{z}_k(\phi_R) = Z_k(\phi_R)/Z_k$ and $\eta = -\partial_t \ln Z_k$. This integral can be readily evaluated to result in

$$
\partial_t U_k = c_d \frac{k^{d+2}}{k^2 + m_R^2(\phi_R)} \left[ \frac{2 - \eta}{2} \ _2F_1\left(1, \frac{d + 2}{2}, \frac{k^2}{k^2 + m_R^2(\phi_R)}, 1 - \bar{z}_k(\phi_R)\right) \right]
$$

$$
+ \frac{1}{2} \frac{d}{d + 2} \eta \ _2F_1\left(1, \frac{d}{2}, \frac{d + 4}{2}, \frac{k^2}{k^2 + m_R^2(\phi_R)}, 1 - \bar{z}_k(\phi_R)\right).
$$
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Here \( _2F_1 \) is the hypergeometric function. In the limit \( \eta = 0 \) and \( z_k(\phi_R) = 1 \), we get the LPA flow equation due to \( _2F_1 \left( 1, \frac{d+2}{2}, 0 \right) = 1 \). In the limit, \( z_k(\phi_R) = 1 \) this expression also reproduces LPA', i.e. (see e.g. Ref. [52]):

\[
\partial_t U_k = c_d \frac{k^{d+2}}{k^2 + m_R^2(\phi_R)} \left( 1 - \frac{\eta}{d+2} \right). \tag{92}
\]

As evident from the truncation, for all orders of the derivative expansion

\[
Z_k(\rho) = \lim_{p^2 \to 0} \frac{\partial \Gamma^{(2)}(p)}{\partial p^2} \bigg|_\rho. \tag{93}
\]

The flow for \( \Gamma^{(2)}(p) \) is readily obtained by variation of Eq. (66):

\[
\partial_t \Gamma^{(2)}_k (p) = \frac{1}{2} \int \frac{d^d q}{(2\pi)^d} \partial_t R_k(q) G_k^2(q) \times \left[ \left( \Gamma^{(3)}_k(p,q,-p-q) \right)^2 G_k(p+q) - \frac{1}{2} \Gamma^{(4)}_k(p,-p,q-q) G_k(q) \right] \tag{94}
\]

where

\[
G_k(p) = \frac{1}{p^2 Z_k(\phi) + U'_{k}(\phi) + R_k(p)} \tag{95}
\]

and the vertex functions evaluated for the truncation Eq. (68) and the uniform field configuration

\[
\Gamma^{(3)}_k(p,q,-p-q) = (p^2 + q^2 + p \cdot q) Z_k'(\phi) + U^{(3)}_k(\phi) \tag{96}
\]

and

\[
\Gamma^{(4)}_k(p,-p,q,-q) = (p^2 + q^2) Z_k''(\phi) + U^{(4)}_k(\phi). \tag{97}
\]

By taking the derivative with respect to \( p^2 \) and setting \( p \) to zero we obtain

\[
\partial_t Z_k(\phi) = \int \frac{d^d q}{(2\pi)^d} \partial_t R_k(q) G_k^2(q) \times \left\{ 2[q^2 Z_k'(\phi) + U^{(3)}(\phi)] Z_k'(\phi) \left[ G_k(q) + \frac{q^2}{d} \frac{\partial G_k(q)}{\partial q^2} \right] + [q^2 Z_k'(\phi) + U^{(3)}(\phi)]^2 \left[ \frac{\partial G_k(q)}{\partial q^2} + 2 \frac{q^2}{d} \frac{\partial^2 G_k(q)}{\partial (q^2)^2} \right] + 2 \frac{q^2}{d} \frac{\partial G_k(q)}{\partial q^2} Z_k'(\phi) U^{(3)}(\phi) - \frac{1}{2} Z_k''(\phi) \right\}. \tag{98}
\]
In order to obtain this expression we used the following identity:

\[
\int d^d q (p \cdot q)^2 g(q^2) = \frac{d^2}{d} \int d^d q q^2 g(q^2) .
\]  

(99)

We now can proceed as in LPA, that is perform the expansion of \( U_k(\phi) \) and \( Z_k(\phi) \) into a power series and find flow equations on the expansion coefficients and the expansion point.

There are a couple subtleties we did not have to address in LPA. First, in LPA, we fixed \( m^2 \) as a condition to determine the expansion point, see Eq. (77). With the field-dependent wave function renormalization, it is convenient to fix \( m^2_R \). The corresponding flow equations are trivial to derive. Moreover, fixing \( m \) may not lead to the divergence of the correlation length in IR. Indeed, while near the YLE fixed point, the anomalous dimension is negative; therefore \( Z_k \) tends to zero. Thus for any given \( m \), at some \( k \), the correlation length reaches its maximum and starts decreasing towards the IR, as the (flow-parameter dependent) correlation length \( \xi_k = \sqrt{Z_k} \). Second, we fix the following normalization of \( z_k \): \( z_k(\phi_R, 0) = 1 \). Separating \( Z_k \) and \( z_k(\phi_R) \) created an ambiguity, this conditions is one possible way to remove it.

4.3. Wilson-Fischer fixed point solution

The dimensionless flow equations are obtained by the redefinition of the field and the effective potential as follows:

\[
\tilde{\rho} = k^{2-d} \rho_R ,
\]

(100)

\[
\tilde{U}(\tilde{\rho}) = k^{-d} U .
\]

(101)

The fixed point can then be found by setting the derivatives with respect to \( t \) of the expansion coefficients and \( \tilde{\rho}_0 \) to 0. This leads to a set of non-linear algebraic equations which can easily be solved numerically. For a detailed description, we refer the reader to Ref. [31, 73]. The fixed point solution (for real values of \( \tilde{\rho}_0 \) describes the Wilson-Fisher fixed point. We used the set of the corresponding expansion coefficients as the initial conditions for the subsequent FRG flow towards the IR. The fixed point solution allows to find the anomalous dimension critical exponent directly.

4.4. Yang-Lee edge singularity fixed point solution

For the YLE singularity fixed point it is convenient to use the expansion of the potential and the wave function renormalization in powers of \( \phi \), as was
previously done in Refs. [11, 12]. The main remaining procedure is identical to the Wilson-Fisher fixed point, with one crucial difference: for the YLE fixed point we look for a solution for which the odd expansion coefficients are purely imaginary. As for the Wilson-Fisher fixed point, the YLE fixed point allows direct determination of the anomalous dimension. As we discussed in the introduction, at YLE there is only one truly independent critical exponent. Thus the value of YLE’s $\sigma$ follows from the scaling relation (see Eq. (8)):

$$\frac{1}{\sigma} = \delta_{\text{YLE}} = \frac{d + 2 - \eta_{\text{YLE}}}{d - 2 + \eta_{\text{YLE}}}.$$ (102)

We presented the dependence of the YLE’s $\sigma$ in Fig. 2 for the truncation $(N_{U(\phi)}, N_{Z(\phi)}) = (8, 4)$. We compare with the high temperature and $6 - d$-expansions. We also included the values obtained with the FRG approach using an exponential regulator in Ref. [11]. Despite the difference in truncation orders and the regularization scheme, our numbers are fairly close to the result of Ref. [11].

4.5. Critical exponents and metric factors for $d = 3$

The critical exponents can be determined by analyzing the fixed point solution. However, in order to determine the metric factors, we have to evolve the FRG to the IR. Since we cannot avoid computing the entire FRG evolution, we also extract the critical exponents in the IR (as was done in Refs. [51, 76]) instead of the more conventional method of diagonalizing the stability matrix at the fixed point.

We thus now turn to solving the dynamical FRG equations. For this we need to discuss the initial conditions. The FRG initial conditions in the UV, $k = \Lambda$, can be chosen in multiple different ways. The most straightforward approach is to set all coefficients $a_i(k = \Lambda)$ to zero for $i > 2$ and $a_2(k = \Lambda) = \text{const} > 0$. By taking $m_R^2$ to zero (in practice, a very small number) and varying the initial value of $\rho_\Lambda$, one can tune the system to the critical point $\rho_{k \to 0} = 0$. Since bosonic fluctuations drive the system towards the phase with restored symmetry, the critical point corresponds to the initial condition with a negative $\rho_\Lambda = \rho_\Lambda^c < 0$. The actual value of $\rho_\Lambda^c$ depends on $a_2(k = \Lambda)$.

---

4 Although currently the $\varepsilon$-expansion is known to higher number of loops, see Ref. [9, 10], one would require an analysis/acceleration of its convergence, using e.g. a Padé approximation, in order to obtain a reliable result near three dimensions.
Figure 2: Dependence of the YLE critical exponent $\sigma$ on the number of dimensions. The FRG calculations are performed using the truncation $(N_{U(\phi)}, N_{Z(\phi)}) = (8, 4)$. The analytic results for the $(6 - d)$-expansion are from Refs. [4, 74]. The high temperature expansion result is taken from Ref. [75]. The FRG result obtained using the exponential regulator and the truncation $(N_{U(\phi)}, N_{Z(\phi)}) = (7, 5)$ (note that the error bars were estimated by comparing different truncations) is from Ref. [11]. The data point was offset horizontally for better visibility. For $d > 6$, $\sigma = 1/2$. 

\[ \frac{\partial^2}{\partial x^2} \left( x^2 \frac{\partial}{\partial x} + \frac{\partial}{\partial x} \right) = 0 \]
To determine critical exponents and amplitudes, we introduce the curvature of the potential at zero field in the UV,

\[ r = \frac{1}{2} \frac{\partial^2 U(0)}{\partial \phi^2} = \frac{m^2_R - 3a_2(\Lambda)\rho_0}{2}, \]  

(103)

and its critical value

\[ r_c = -\frac{3}{2} a_2(\Lambda)\rho_c^\Lambda. \]  

(104)

The deviation from the critical temperature is proportional to the difference \( t = r - r_c \).

In order to find the critical exponent \( \delta \), we adjust the parameter \( m^2_R \) such that the system stays on the critical isotherm \( t = 0 \), i.e. \( r = r_c \), while varying \( \rho_0 \). Then from the relation

\[ H = \lim_{k \to 0} \frac{\partial U}{\partial \phi} = \lim_{k \to 0} \sqrt{Z(k)} \frac{\partial U}{\partial \phi_R} = \lim_{k \to 0} \sqrt{2\rho_k Z(k)}a_1(k) \]  

(105)

we obtain the value of the magnetic field, while the magnetization is given by \( M = \sqrt{2\rho_0/Z(0)} \). The power law dependence of \( M \) on \( h \) defines the critical exponent \( \gamma \) and the amplitude \( B_c \), see Eq. (3).

In order to find the critical exponent \( \gamma \), we consider positive values of \( t > 0 \) (symmetric phase). While the parameters \( m^2_R \) and \( \rho_\Lambda \) are fixed in a such a way as to yield zero magnetization in the IR \( \rho_0 = 0 \). In practice it is convenient to first fix \( m^2_R \) and then by adjusting \( \rho_\Lambda \) ensure that \( \rho_0 = 0 \). This procedure is to be repeated for a set of \( m^2_R \). The magnetic field susceptibility is then given by \( m^2_R \), while \( t \) is defined by the initial conditions. This complemented by Eq. (2) leads to determination of the critical exponent \( \gamma \) and and the amplitude \( C_+ \).

In performing the actual fits, we take into account the leading corrections to scaling (see e.g. Ref. [14]), which can be encoded by the critical exponents \( \theta_t = \omega \nu \) and \( \theta_h \):

\[ \chi = C_+ t^{-\gamma} \left( 1 + a_t t^{\theta_t} \right), \]  

(106)

\[ M = B_c H^{1/\delta} \left( 1 + a_h H^{\theta_h} \right). \]  

(107)

We treat \( C^+, \gamma, \theta_{t,h} \) and \( a_{t,h} \) as independent fitting parameters. The exponents are however not independent, indeed, the scaling relations predict that

\[ \theta_t = \Delta \cdot \theta_h \]  

(108)
Table 1: Critical exponents and amplitudes for three different truncation schemes at $d = 3$.

In numerical values, we present three significant digits in order to demonstrate the variation of the critical exponents and amplitudes for different truncation orders. See Refs. [30, 31] for state of the art high precision calculations of the critical exponents with the FRG.

where the gap critical exponent

$$\Delta = \beta \delta = \frac{\gamma \delta}{\delta - 1}. \quad (109)$$

We use the relation (108) to cross-check the sensibility of our fits.

For the truncation $(N_{U(\phi)}, N_{Z(\phi)}) = (8, 4)$ we obtain $\theta_t/\theta_h = 1.550358$ exclusively from the corrections to scaling, while from the leading order scaling we get $\gamma \delta/(\delta - 1) = 1.550347$. That shows that the precision of our numerical calculations is sufficient to capture the corrections to leading order scaling adequately. In order to cross-check the hyper-scaling relations, we also compare the anomalous dimension evaluated at the fixed point with the one obtained from the scaling relation (8). In three dimensions with the same truncation as above, the difference between the anomalous dimensions obtained in these two ways is of order $10^{-12}$. Although this does not represent the systematical error of our calculations, it demonstrates the internal consistency of our numerical method.

We list the leading order critical exponents and the metric factors in Table 1 for $d = 3$ and a few representative truncations. The numerical values for the critical exponents are in agreement with the corresponding results at next-to-leading order derivative expansion in Refs. [30, 31]. As shown in these works, the precision can be systematically improved through the inclusion of higher orders in the derivative expansion leading to an excellent agreement with the results of conformal bootstrap [77].

4.6. Location of Yang-Lee edge singularity for $2.7 \leq d \leq 4$

As we alluded to before, in order to extract the YLE location, we compute in the symmetric phase $t > 0$ and at $m_R = 0^+$. We are interested in defining the universal location, thus, in order to minimize non-universal contributions we consider rather small $t$. 

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Order $(N_{U(\phi)}, N_{Z(\phi)})$ & $\delta$ & $\gamma$ & $B_c$ & $C_+$ \\
\hline
(10, 4) & 4.710 & 1.221 & 3.069 & 1.104 \\
\hline
(8, 4) & 4.714 & 1.221 & 3.041 & 1.104 \\
\hline
(8, 6) & 4.714 & 1.220 & 3.039 & 1.106 \\
\hline
\end{tabular}
\caption{Critical exponents and amplitudes for three different truncation schemes at $d = 3$.}
\end{table}
One complication arises. On the one hand, the most suitable truncation for working near the YLE singularity is in terms of \( \phi \). On the other hand, the calculations near the Wilson-Fisher fixed point and the crossing of \( \rho_0 \) from positive (real \( \phi_0 \)) to negative (purely imaginary \( \phi_0 \)) values are more straightforward to formulate in terms of \( \rho \). We solve this dilemma by performing calculations within an expansion in \( \rho \) until the scale-dependent anomalous dimension reaches small negative values. At this point we perform the matching to the expansion

\[
U(\phi) = \sum_{i=0}^{i=2N} \frac{1}{i!} b_i(k)(\phi - \phi_k)^i, \tag{110}
\]

and similarly for \( Z \). In order to perform the transition from \( \rho \) to \( \phi \), one has to double the number of expansion coefficients. To illustrate the procedure, let’s consider some \( k^* \) at which \( \rho(k^*) < 0 \), then we choose a positive root \( \phi_{k^*} = i\sqrt{-\rho_{k^*}} \) for definiteness. The expansion coefficients are then easily found, for example

\[
b_1(k^*) = \phi_{k^*} a_1(k^*), \tag{111}
\]

\[
b_2(k^*) = a_1(k^*) + 2\rho(k^*) a_2(k^*), \tag{112}
\]

\[
b_3(k^*) = \phi_{k^*} [a_2(k^*) + 2\rho(k^*) a_3(k^*)], \tag{113}
\]

etc. Although the flow equations decouple from \( b_1(k) \), we still need to solve for it in order to determine the value of the magnetic field in the IR.

We checked that, as long as we keep it small, the exact value of the anomalous dimension at which we perform switching \( \eta(k^*) < 0 \) does not affect the values of the coupling and the location of the singularity in the IR.

We demonstrate the dependence of the scale-dependent anomalous dimension on \( k \) for \( d = 3 \) and \( 4 \) in Fig. 3. The initial conditions are chosen in the symmetric phase and very close to the fixed point. As the figure demonstrates, the system lingers near the Wilson-Fisher for a significant range of \( k \), then it smoothly transitions to the YLE fixed point. Since we chose a very small value of \( m_R^2 = 10^{-40} \) in this calculation, the deviation from the YLE fixed point will only be visible at \( \ln k/\Lambda \lesssim -90 \). We remind the reader that in four dimensions, the Wilson-Fisher point can be described using the mean-field approximation with the characteristic zero anomalous dimensions. Our calculations demonstrate the transition from this trivial case to the YLE fixed point with non-zero \( \eta \). This reflects the fact that the upper critical
Figure 3: Evolution of the anomalous dimension as a function of the flow “time”. The UV \((k = \Lambda)\) initial condition is chosen to be very close to the Wilson Fisher point. Thus \(\eta_{\Lambda} \approx \eta_{WF}\). In the IR the system approaches the YLE fixed point, \(\eta_{k \to 0} \approx \eta_{YLE}\). The dashed curve at \(d = 4\) demonstrates the transition from a trivial Gaussian fixed point to the YLE fixed point. The figure demonstrates the crossover between the two fixed points.
dimension for the YLE fixed point is six, and below this dimension critical fluctuations (as reflected by the anomalous dimensions) play an important role. The transition from Wilson-Fisher to the YLE fixed point is explicitly computed for the first time in this paper.

The fact that the FRG evolution brings us to the fixed point with a negative $\eta$ gives us confidence that we indeed extract the location of the YLE singularity. Note that the same values of $\eta$ can be obtained by solving algebraic equations at the YLE fixed point, see Sec. 4.4.

Figure 4: The universal location of the YLE singularity as a function of the number of dimensions $d$. See Sec. 3 for (semi-)exact results obtained at $d = 1, 2,$ and $d \geq 4$. See Sec. 3.2 for the leading order $(4 - d)$-expansion. The FRG points are obtained with the truncation $(N_U(\phi), N_Z(\phi)) = (8, 4)$. Variations in $N_U(\phi)$ by $\pm 2$ produces deviations consistent with the symbol size at any computed $d$. The variation in $N_Z(\phi)$ by $\pm 2$ at $d = 3$ is also consistent with the symbol size. The solid curve displays a plausible interpolation of the location of the YLE singularity for any $d > 1$. It was obtained using Padé approximation with $d = 1, 2, 4$, the leading order $(4 - d)$-expansion, and the FRG results at $d = 3$ as an input. The inset figure magnifies the region near $d = 4$ to demonstrate that the FRG results coincides with the $(4 - d)$-expansion close to $d = 4$.

By evaluating the required combination, see Eq. (24), we found the YLE singularity at various $d > 2.7$ and compared them to the analytical results in Fig. 4. For smaller $d$, solving FRG equations becomes computationally more expensive. At the same time, the higher order derivative expansion coefficients might also start to play a dominant role. In Fig. 4, we also show
Order \((N_U(\phi), N_Z(\phi))\) & YLE Location \(|z_c|/R_1^{1/\gamma}\
\hline
(10,4) & 1.6228 \\
(8,4) & 1.6219 \\
(8,6) & 1.6246 \\

Table 2: YLE singularity locations computed from three different truncation schemes at \(d = 3\).

the inset demonstrating that, our results well reproduce the \(\varepsilon\)-expansion near 4 dimensions. To provide a viable dependence of the YLE singularity location on the number of dimensions, we also plotted the Padé approximation using \(d = 1, 2, 4\), the leading order \((4 - d)\)-expansion, and the FRG results at \(d = 3\) as an input. We also require for the Padé approximation to have neither zeroes nor poles for \(1 \leq d \leq 4\). This fixes the minimal order \([1/3]\) for the Padé approximant.\(^5\)

Table 2 summarizes the YLE singularity location for different truncation orders in three dimensions. The dependence on the truncation allows us to establish the uncertainty of its determination. We get \(|z_c|/R_1^{1/\gamma} = 1.621(3)\). This uncertainty is smaller then the size of the corresponding marker in Fig. 4. We note that it represents the uncertainty in our computation of the full next-to-leading order derivative expansion, which entails a fully field-dependent wave function renormalization, \(Z_k(\phi)\), and effective potential \(U_k(\phi)\), see Eq. (68). As discussed in Sec. 4, a systematic error analysis would require computation of higher orders in the derivative expansion and an estimate of the regulator dependence \([30, 31]\).

5. Conclusions

In this paper we presented analytical results and numerical data obtained within the systematic framework of the FRG with a next-to-leading order derivative expansion, establishing the location of the Yang-Lee edge singularity for the Ising universality class.

Our results span the entire domain of the non-trivial critical behaviour \(1 \leq d \leq 4\). At \(d = 4\), the location of the Yang-Lee edge singularity was known; it can be easily extracted using the mean-field approximation. Near four dimensions, \(d = 4 - \varepsilon\), we performed analysis of the equation of state

\[ P[1/3] \approx \frac{0.724911 - 0.0957697 d}{1 - 0.129712 + 0.0872125 d - 0.00837074 d^2} \]

\(32\)
in $\varepsilon$-expansions and were able to determine the first non-trivial perturbative contribution. At $d = 2$, we relied on the results of Fonseca, Xu and Zamolodchikov [35, 47]. We mapped their result onto the more commonly used scaling variable also used here. At $d = 1$, we performed a trivial analysis to extract the location of the singularity. There are no known analytical methods to address the problem in three dimensions. We thus used a numerical first-principles approach – the FRG. We analyzed the precision of our truncation scheme and found that the location of the Yang Lee edge singularity is $|z_c|/R^{1/\gamma} = 1.621(3)$ in three dimensions. We also performed calculations in fractional dimensions in order to demonstrate that they reproduce the $\varepsilon$ expansion near four dimensions.

Additionally, by performing direct numerical calculations, we explicitly showed the transition between Wilson-Fisher fixed point (positive anomalous dimension) and the YLE fixed point (negative anomalous dimension). Our result demonstrates that one can also study a corresponding crossover behaviour between these two fixed points.

As a by product of our calculations, we extracted the anomalous dimensions at the YLE. Using the Litim regulator we obtained the numbers consistent with the one extracted in Ref. [11] using the exponential regulator. We note that we did not have any issues locating the Yang-Lee edge fixed point using the Litim regulator at any $d > 2.7$ in contrast to Ref. [12].

The application of our results to QCD is two fold. Both are related to the underlying $Z(2)$ universality class. First, the universal location of the YLE singularity might facilitate the discovery of the QCD critical point at finite real baryon chemical potential, which lies in the same universality class. Second, one can study the property of the Roberge-Weiss critical point [78] at purely imaginary baryon chemical potential. We refer the reader to the recent model and lattice QCD studies in Ref. [17–19, 21, 23, 79].
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