Model Selection for Machine Learning Algorithm on Decision Making in Oil and Gas Upstream Project Malaysia
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Abstract. Model selection is a crucial element in data analysis to get reliable and reproducible statistical inferences or predictions. It is a long history of model selection method arising from research in statistics, information theory, and signal processing. The purpose of this study is to address the problems related to big data in contributing the strategies to make decisions on new investments for upstream Oil and Gas projects in Malaysia. It also discusses the use of machine learning methods for big data processing and highlights current scenarios in a model selection perspective. Machine learning algorithms have proven to work well for statistics used to make decisions. The selection of the machine learning algorithm model does not make drastic assumptions about data, and it can help optimise the exploration process and allow the computer to analyse large amounts of data quickly and accurately. The results show that k-fold cross-validation of the developed model options intended to make subsequent decisions because it is an integral portion of big data processing to gather unexpected new insights, discover new knowledge and improve efficiency.

1. Introduction

Strategic decision making on valuable resources should measure to avoid risk. Many areas of the practical application of risk as regards the decision-making center. However, machine learning is not; this is because research should provide insights and algorithms that provide machine learning with the ability to consider theory-decision risks [1]. Significant advances in data mining techniques are robust and scalable, fast method to detect large databases, machine learning, and innovative applications for business applications has come from IBM research labs worldwide [2].

The challenge of machine learning occurs when choosing between models’ selection that can be used operationally for months or years. In this study, we will find model selection challenges for machine learning problems when modelling beyond model performance, such as complexity, maintenance, and available resources. The model selection in machine learning applied to understand user behaviour, goal advertising better, expand functioning efficiency, reduce expenses, and decrease risk. International Data Corporation (IDC), is a provider of global information technology and market intelligence services, predicts that the big global data and analytics market will grow in the future [3].

1.1 Machine Learning Meaning

Machine Learning is an Artificial Intelligence field related to the use of computers to simulate human learning, which enables computers to identify and acquire knowledge from the real world and enhance
their performance in some new knowledge-based tasks. Today, Machine Learning algorithms benefitted in several areas not limited to computer science, such as business [4], advertising [5], and medicine [6].

![Figure 1. Workflow for Machine Learning Project by David Chappel](image)

The objective machine learning is to analyze algorithms in which the system will categorize problems and solve problems without human assistance or supervision. This system will demonstrate the ability to identify, learn, transform, develop and run independently when new data presented. Machine Learning focuses on the possibility of developing a system to obtain information and use it alone [7]. In the growing demand for smart applications driven by business data, such as IBM companies, are developing a large number of applications that use machine learning technology to optimize business process decisions [8]. The machine learning concept extensively in business applications developed by IBM for internal and customer use. As a machine learning application used in operating IT environment, scalability requirements, durability, and automatically attract attention.

It is because, the in-situ learning needs of extensive data have run to the need for the design and implementation of scaling machine learning algorithms, and a framework for parallel machine learning technologically advanced to enable approaches based on standard development algorithms. Therefore, it can leverage specialized hardware accelerators and new multi-core architecture in the business world. Besides, applications with a high-volume low latency flow environment drive real-time and online machine learning methods. The relationship between machine learning and optimization takes on a whole new dimension and also, the role of optimization methods in machine learning of modern algorithms needs to be well understood [9]. However, when develop a decision support system for end-to-end services that combine predictions and prescriptions. The system is a growing need for a combination of predictive modelling and optimization solution to produce a plan.

1.2 Machine Learning Methods
Interest in complex diagnostic instrumentation systems has also driven new directions in machine learning research. The earliest application of machine learning started through the marketing area and relationship management. The application developed and fully utilize for management observation, targeted marketing and cross-selling advice—example of methods such as decision making, rule induction, and collaborative filtering. Machine Learning algorithms alienated into supervision, supervisory and non-supervisory partial. In supervised learning, input, and the desired output set out, and the algorithm used to study the function of mapping from input to output [10]. In supervised learning, two main tasks are identified, such as classification and regression. Classification can mean as the output that predicts the target class while in the regression output is to predict the continuous value. K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Decision Tree (DT), Naive-Bayes (NB) are algorithms for classification [11]. Algorithms such as neural networks, Naive-Bayes and Support Vector Machine can be used for this purpose. Partially controlled culture preferred only when the removed labelled data requires a skilled and relevant source to learn from it.
Table 1. Summary of Several Machine Learning Algorithms

| ALGORITHMS                  | TYPES            | CHARACTERISTICS                        | LEARNING POLICY                        | LEARNING ALGORITHMS          | CLASSIFICATION STRATEGY          |
|-----------------------------|------------------|----------------------------------------|----------------------------------------|-------------------------------|----------------------------------|
| Decision Tree               | Discriminant     | Classification tree                    | Regularized maximum likelihood estimation | Feature selection, generation, prune | IF-THEN rule according to tree spitting |
| Non-Linear SVM (based on libsvm) | Discriminant     | Super-plane separation, kernel trick | Minimizing regular hinge loss, soft margin maximization | Sequential minimal optimization algorithm (SMO) | Maximum class of test samples |
| Linear SVM (based on liblinear) | Discriminant     | Super-plane separation                 | Minimizing the loss of regular hinge. Soft margin | Sequential dual method       | The maximum weighted test sample |

1.3 Machine Learning Category

Three primary categories identified in machine learning as per below explanation:

- **Supervised learning**: This is the procedure of drawing information from a set of observable outcomes. Classification of data mining is a technique that gives the object to one of several pre-defined categories [12].
- **Unsupervised Learning**: It expended to extract data from a set of information whose results are unknown. Also known as platform that classifies customers into several different profiles and lifestyles.
- **Reinforcement Learning**: This method is not accessible or used in general because its application is limited to small groups only. This type of learning is also called trial and error learning.

In the extremely modest world of today, the value and timeliness of business information for the organization is not just a choice between the benefits and burdens; it may be a inquiry of resilience or disaster. The rapidly changing business environment will increase machine learning needs as a business intelligence tool [13].

2. Model Selection

Model selection is the art of choosing from a variety of mathematical models that give a good idea of a particular real-world phenomenon. There are many reasons why a model selection may essential in a decision-making application. Some of the main reasons are that, for the first time, the inclusion of unimportant models adds unnecessary noise to the task of optimising its fundamentals and the inclusion of incorrect interactions can cause bad things to happen [14].

Oil and gas production company use thousands of sensors installed in underground and surface facilities to provide continuous data collection, monitoring real-time asset and environmental conditions. This data comes in a structured, semi-structured and non-structured form. According to Gupta [15],
analysis reveals the patterns and relationships of vessels in this data to improve decision making. The analysis technique used to identify patterns in historical data and even species that can then be associated with current or future data to identify risks and opportunities [16].

2.1 Method of Model Selection
For example, if the purpose of decision-makers is using the model to obtain qualitative insights or make predictions, this criterion is likely to perform well. However, these criteria encountered to choose a model that produces excellent results. Claesken, et al. [17], then proposed a method, Focused Information Criterion (FIC), which aims to select a model that provides an excellent accuracy to estimate the parameters of interest. The FIC’s idea is to estimate the average error of interest parameters for each model, and then select a model that has a minimum budget.

2.1.1. Statistical Learning Theory. Statistical learning theory Hastie et al. [18], addresses questions that are strictly related to model selection. The objective in this area is to build a functional prediction function \( f: x \to y \) which provides a good description of the relationship between the random input variable \( x \) with support \( x \) and the output of the random variable \( y \) with support \( y \). Joint distribution \( (x, y) \) is unknown, but data consisting of realisation using \( (x_i, y_i) \) \( 1 \leq i \leq n \) of \( (x, y) \) is available. As described in Bousquet et al. [19] and Guyon et al. [20], the primary method to determine good predictors namely empirical risk reduction, structural risk reduction, regularisation method based on the idea of minimising the empirical risk \( \sum_{i=1}^{n} L(y_i, f(x_i)) \) on some class \( G \subset y^x \) predictors may couple with the complexity of the model terms that penalise \( f \). Selecting \( G \) can be viewed as a model selection problem.

2.1.2. Bayesian Model Average. Bayesian Model Averaging (BMA) is a Bayesian application conclusion on model selection problems, combined assessments and predictions that result in simple model selection criteria and risk predictions. However, the implementation of BMA is not always easy, leading to a variety of assumptions and options related to different aspects [21]. The average Bayesian model [22], however, is an approach that can link optimisation problems with different models. The main idea is not to select a Bayesian model of an alternative model but to spread the distribution of the probability that any given model is correct, and this applies to all of the probability distribution of the next generation. In briefly, BMA marginalises the model to obtain posterior density on model parameters that contribute to model uncertainty, as follows:

\[
p(\theta | y) = \sum_{m_i} p(m_i | y) p(\theta | y, m_i)
\]

where \( m_i \) is the candidate model group, \( p(m_i | y) \) is the posterior probability of this model, and \( p(\theta | y, m_i) \) is the posterior density model parameters depending on the model \( m_i \). Last posterior density is a good proxy for information about the parameter \( \theta \) someone only if \( p(m_i | y) \approx 1 \). Otherwise, the uncertainty about the correct model will automatically lead to uncertainty about model parameters.

2.1.3. Facilitate Model Selection and Data-based Optimisation. The idea that the model selection methods must be consistent with the objectives they produce excellent results implied in some recent studies. Bastani et al. [23] considered the problem of lineaments armed robbers with high dimensional covariates and adapted the LASSO estimator parameters [24] to achieve optimal symmetric rewards. Because this parameter is a measure of the complexity of the regulatory model, their method can become an example of adjusting the model selection method in order to produce good results. A similar idea appeared in [25], which increases the portfolio optimisation problem with a data-driven differentiation parameter that limits the sample variance of the objective function is estimated. Parameter adjustment is optimised variant of K-fold cross-validation, where validation ignored by performance metrics that are relevant to the issue of investment.

2.2 The Algorithm Model Selection
Non-inclusive algorithms, to explain in detail the issues and challenges in advanced learning methods. Several methods have executed to develop machine learning algorithms in order to entree large-scale
data such as MapReduce and spread templates such as Hadoop. Advanced learning and the extraction of various stages of data acquisition within learning within provide an extraordinary level of explanation for Big Data Analysis [29]. Quality of decision-making enables businesses to adapt faster than their competitors to the opportunities and threats posed by the development of the digital age and the market [30]. Machine-learning enables the computer to find the hidden views without programming clearly where to look with the advent of big data capable of automatically applying sophisticated mathematical calculations such as recent developments, coupled with increasing volume, processing and type of data, as well as affordable data storage, resulting in faster and smarter data usage for more accurate decision making [31]. Decision making always presented as a rational process, in which individuals make decisions by collecting, integrating and analysing data mechanically and rationally. Nevertheless, research has long shown that this is not how people make decisions. Furthermore, this is where deep learning become dominant, as a subset of machine learning related to algorithms inspired by brain structures and functions called artificial neural networks [32].

2.3 Predictive Analysis Machine Learning
Oil and gas leader must perform machine learning in addition to the engineering model right relating to the Industrial Internet of Things (IIOT). Some forms of machine learning predictive analytics can be given in oil and gas sector, including [33]: i. Predictive Maintenance - With a integration of machine learning and application maintenance to deliver IIOT data utilising equipment failures budget more accurately, achieving positive outcomes and reduce the cost, time stops, and the risk of the investment. ii. Reservoir Modelling - Machine learning makes the process and procedure more proven and faster decision making by providing data that is in the reservoir history matching recognise patterns. iii. Video Interpretation - As many sensors that are part of the process of continuous monitoring of platform or refinery, video technology used in down-hole drilling environments can utilise machine learning. iv. Reasoning based on case - Current problem with historical cases to find sameness that can come up with indication to give assistance to identify actions or behaviours that can help prevail over current situations. Including analysing data such as equipment used, depth, weather conditions, costs and more [34].

3. Result
The model selected using classical criteria relating to obtaining statistical estimates with a small (such as a mean squared error). However, as illustrated in Figure 2, a small statistic does not show that the model selected has good results. Practical examples are clear about this phenomenon [26], which compares advanced machine learning models with simple multinomial login (MNL) models, in the problem of optimising product display in large online markets.

![Figure 3](https://example.com/Figure3.png)

**Figure 3.** Example of Illustrations of Significant Results by Cooper, William L. Besides, Besbes et al. [27] and Cooper et al. [28]
It has been shown that incorrect models can sometimes lead to good or better results than ‘correct’ models. However, in the case of data-based optimisation, the value of the model should be evaluated based on the quality of the results it produces. Figure 1 shows that even the objective functions estimated by Model 1 are closer to the truth than Model 2 (measured, for example, with their L² distances), the optimal \( x (2) \) yields corresponding to Model 2 provide higher \( f (x (2)) \) of the results. The optimum \( x (1) \) corresponds to Model 1. In making decisions, the choice of model is usually either complex, ‘realistic’ and ‘simple’ or simple.

4. Discussion
K-Fold Cross Verification is where a set of data that is divided into several sections \( K \) / folding in which each fold sourced as a test set at a time. The main idea is to maintain an independent test data set, during training and model selection, to prevent leakage of test data at the training stage:

![Figure 4. K-fold Cross-Validation: Evaluate the Performance of the Estimator](image)

The process is straightforward and matching to the three-way workflow detection by dividing the data set into two parts, one training and a set of independent testing to measure end model evaluation. In the second step, the various settings hyperparameter with the use of Bayesian optimisation, Grid Search standard or Randomized Search. The researchers used k-times cross-validation on the training set in order to produce several models and performance estimates for each hyperparameter configuration. Using a full set of exercises for the assembly model and taking hyperparameter settings to match the best performing model [35]. Finally, after the evaluation is complete, the model can load all the data, which can be a deployment model. When it comes to in-depth learning literature, when facing to model evaluation, researchers often to choose the 3-way detention method because of practicality and efficiency besides also common in writing extended learning (not rooted). From the cost perspective and saving, retaining three directions is preferred over k-fold cross-validation. Apart from the problem of computing efficiency, using deep learning algorithm when the sample size is relatively large, a scenario in which we do not have to worry about the high variance because of the sensitivity of our estimates of how we divide the data set for training, proof, and challenging.

For the future, the researcher decided to choose the type of k-fold cross-validation one of model selection which can develop for machine learning algorithms on decision making in oil and gas upstream project Malaysia. Model selection of machine learning based on algorithms are an inseparable part of big data processing to gather unexpected new insights, discover new knowledge and improve efficiency. Nowadays, the method used for model selection in sequential decision making steered by expert opinion. However, some areas lack sufficient domain knowledge and expertise to determine which variables are best. There are also some cases where the predictive model selection method used, such as Lasso and decision tree [24]. The topic of model selection designed to make subsequent decisions has received
little attention. Researchers believe that the three types (Naive-Bayes, Decision Tree and Support Vector Machine) of methods discussed in this study show good potential to make a business decision to ensure the system running smoothly.

![Figure 5. Application of Machine Learning for Decision Making](image)

Besides that, the idea to develop Machine Learning applications in the Oil and Gas Industry is to optimise and accelerate various business processes to meet their digital transformation goals in the short and long term. Furthermore, in figure 5 shown, machine learning supports the owner to facilitates the process and accelerate the decision using that technology.

5. Conclusion
The integration of machine learning and big data will positively impact the future of the data-driven in the Oil and Gas industry. In overall, the outcome of this study to provide the current practice and future directions of research in decision making for processing big data using a model selection of machine learning methods. Research scientists, data scientists, analysts and big data practitioners must work together to create decision making. It can get more accurate and efficient data using machine learning standards and exploring more innovative in the future.
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