Two-dimensional Dirac matter in the semiclassical regime
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The semiclassical regime of 2D static Dirac matter is obtained from the Dirac equation in curved space-time. To simplify the formulation, the Cartesian space-time geometry parametrization is transformed to isothermal coordinates using quasi-conformal transformations. Using this framework, it is demonstrated that to first order, the semiclassical approximation yields the relativistic Lorentz force equation with additional fictitious forces related to the space curvature and to the mass gradient. An effective graded index of refraction is defined and is directly linked to the metric component in isothermal coordinates. Semiclassical trajectories are evaluated in a simple example by solving the equation of motion and the Beltrami equation numerically.

I. INTRODUCTION

The Dirac equation is at the core of our understanding of matter, being the generalization of the Schrödinger equation for relativistic spin-1/2 particles. Originally, this equation was applied to the theoretical description of elementary particles like the electron or quarks, for high energy physics applications where relativistic effects are important. However, with the advent of some new materials and their effective low-energy description, it has been realized that the Dirac equation has an even more widespread field of application that also includes condensed matter physics. Dirac matter [1, 2] encompasses all quantum systems theoretically described by the Dirac equation such as relativistic fermions, but now includes many quantum materials such as graphene [3, 5], topological insulators [6, 8], Dirac semimetals [9], some high-temperature superconductors [10] and liquid Helium-3 [11]. It also includes exotic structures such as artificial graphene [12], photonic graphene analogs [13, 16], photonic topological insulators [17] and phononic metamaterials [18]. Many of these materials are in the class of two-dimensional materials, where the underlying symmetry of the crystal lattice makes for a relativistic-like description of quasi-particles in the low-energy limit.

Understanding the properties of such systems is a theoretical problem requiring explicit solutions to the Dirac equation. Numerical and analytical methods have been developed to achieve such a feat [19–28] but it remains a challenging task. Assuming the external potentials are smooth enough, an interesting alternative is to use the semiclassical approximation, in which the problem reduces to the solution of a classical-like system of equations [29]. This approach has been implemented on the Dirac equation to understand and describe the relativistic quantum dynamics of fermions under various external fields [29–34]. Motivated by applications such as the Dirac fermion microscope [35], the semiclassical technique has also been applied to charge carriers in graphene [36–38] for analyzing Veselago lenses [39]. This gave rise to the field of “electron optics” in graphene, where ray-optics can be used to understand the behavior of electrons in Dirac materials.

In comparison, less work has been performed on the semiclassical limit of the curved-space Dirac equation [40–43], possibly because the coupling to a gravitational field increases technical complications. Nevertheless, the curved-space Dirac equation is also relevant for the description of systems in condensed matter, such as strained graphene [44–50] or more generally, for strained topics in Dirac materials. In this approach, electron control can be achieved by mechanical deformations, permitting the focusing [27, 51] or confinement [28] of charge carriers.

In this article, the semiclassical limit of static 2D Dirac matter is investigated in the general case where the quantum system is described by the curved-space Dirac equation with a space-dependent mass gap. Thus, it provides a general framework to investigate the behavior of 2D fermions in numerous physical systems. To perform this task, isothermal coordinates are introduced to simplify the description significantly while making the physical interpretation more transparent. The physical significance of these particular coordinates will be emphasized by connecting them to a graded refractive index and electron optics.

This article is separated as follows. In Sec. II, the Dirac equation in curved-space that models Dirac matter is written in isothermal coordinates. The semiclassical limit this equation is obtained in Sec. III. In Sec. IV, we consider an explicit example for a Gaussian wave packet scattering on an out-of-plane deformation. Finally, we conclude in Sec. V.

∗ francois.illion@inrs.ca
† elorin@math.carleton.ca
‡ steve.maclean@inrs.ca
II. THEORETICAL MODEL OF DIRAC MATTER

Dirac matter shall be defined here as any 2D quantum systems whose fermionic degrees of freedom are characterized by the Dirac equation in curved-space. Therefore, this equation is reviewed in this section. In particular, we demonstrate that a simple expression for the curved-space Dirac equation can be obtained by using isothermal coordinates.

A. Curved-space Dirac equation

In covariant form, the curved-space Dirac equation is given by \[ [i\gamma^\mu D_\mu - m_D(q)\gamma_5^D] \psi(q) = 0, \] \[ (1) \]
where \( \psi(q) \) is the two-component spinor wave function, \( m_D \) is the mass of the fermion state, \( iD \) is the Dirac velocity, \( q = (t, \mathbf{q}) \) is a set of curvilinear coordinates (bold symbols are 2D vectors), \( D_\mu = \partial_\mu + \Omega_\mu - \mathbf{A}_\mu \) is the curved-space covariant derivative (that includes the spin connection \( \Omega_\mu \) and the coupling to a vector field \( \mathbf{A}_\mu \)) and \( \gamma(q) = (\gamma^0(q), \gamma^i(q)) \) are the generalized gamma matrices. A curved-space manifold is associated to such systems via the generalized gamma matrices isomorphic to the local Clifford algebra
\[ \{ \gamma^\mu(q), \gamma^\nu(q) \} = 2g^{\mu\nu}(q), \] \[ (2) \]
and thus, can be written in terms of the vielbein as \( \gamma^\mu = e^\mu_\nu(q)\gamma^\nu \), where \( \gamma^\nu \) are the standard flat-space Dirac matrices. As usual, \( g^{\mu\nu}(q) \) is the metric of the space-time manifold.

Specializing this formulation to static manifolds in Cartesian spatial coordinates \( q = (t, \mathbf{x}) \), the most general metric yields a line element of the form
\[ ds^2 = v^2 dt^2 - E(x)dx^2 - G(x)dy^2 - 2F(x)dx dy, \] \[ (3) \]
where \( E, F, G \) are the components of the surface first fundamental form. This corresponds to the metric of a 2D surface embedded in a 3D Euclidean space written parametrically as \( \tilde{R}(x) = (X(x), Y(x), Z(x))^T \). In terms of the surface parametrization, the metric components are given by
\[ E(x) = (\partial_x X)^2 + (\partial_y Y)^2 + (\partial_z Z)^2, \] \[ (4) \]
\[ G(x) = (\partial_x X)^2 + (\partial_y Y)^2 + (\partial_z Z)^2, \] \[ (5) \]
\[ F(x) = (\partial_x X)(\partial_y Y) + (\partial_x Y)(\partial_y X) + (\partial_x Z)(\partial_y Z). \] \[ (6) \]

It is possible to write the Dirac equation \[ (1) \] explicitly in Cartesian coordinates for a general surface characterized by the metric \[ (3) \]. However, the resulting expression is intricate because both the metric and the vielbein are not diagonal \[ (2) \]. To simplify the analysis, we introduce a change of variables to isothermal coordinates.

B. Isothermal coordinates

It is convenient to introduce isothermal coordinates \( r = (r_1, r_2) \) to obtain an explicit expression for the Dirac equation. In these coordinates, the metric is given by \[ (54) \]:
\[ ds^2 = v^2 dt^2 - \rho(r) dr^2. \] \[ (7) \]
In 2D, there always exists a change of coordinates \( x \rightarrow r \) that diagonalizes the metric in Eq. \[ (3) \] and transforms it to Eq. \[ (7) \] \[ (55) \]. This mapping is given by a quasi-conformal transformation obtained by solving the Beltrami equation \[ (30) \]:
\[ P(x) \nabla_x r_1(x) = JP(x) \nabla_x r_2(x), \] \[ (8) \]
where \( J = -i\sigma_y \) and \( P \) is defined as
\[ P(x) = \frac{1}{\sqrt{1 - |\mu(x)|^2}} \left[ \begin{array}{cc} 1 - \mu_1(x) & -\mu_2(x) \\ -\mu_1(x) & 1 + \mu_1(x) \end{array} \right]. \] \[ (9) \]
The function \( P \) depends on the real (\( \mu_1 \)) and imaginary (\( \mu_2 \)) parts of the Beltrami coefficient:
\[ \mu(x) = \frac{E(x) - G(x) + 2iF(x)}{E(x) + G(x) + 2\sqrt{E(x)G(x) - F^2(x)}} < 1. \] \[ (10) \]

Isothermal coordinates can then be obtained by solving Eq. \[ (8) \] analytically or numerically while the metric diagonal component is given by
\[ \rho(x) = \frac{E(x) + G(x) + 2\sqrt{E(x)G(x) - F^2(x)}}{|\partial_x r_1(x) + \partial_y r_2(x)|^2 + |\partial_x r_2(x) - \partial_y r_1(x)|^2}. \] \[ (11) \]

Equation \[ (11) \] actually connects the diagonal components of the metric in isothermal coordinates to the parametric surface via a solution of Eq. \[ (8) \].

Armed with these coordinates, we now write Eq. \[ (1) \] in a Schrödinger-like form. Isothermal coordinates are critical to realize this step because they also make the vielbein diagonal. For the metric in isothermal coordinates given in Eq. \[ (7) \], the Dirac equation reads (see Appendix \[ A \] and \[ 27 \] for details of the calculation):
\[ i\hbar \partial_t \psi(t, r) = \hat{H} \psi(t, r), \] \[ (12) \]
\[ \hat{H} = -\frac{\hbar v^2}{\sqrt{\rho(r)}} \alpha^i \partial_i + m_D(r)v_\mu^2 \beta + V(r), \] \[ (13) \]
where \( V = A_0 \) is the scalar potential and where a standard representation of Dirac matrices is chosen: \( \alpha^i = \sigma^i \) (for \( i = 1, 2 \)) and \( \beta = \sigma^3 \) (\( \sigma^i \) are Pauli matrices). Furthermore, we have that \( \partial_i = \partial_i + \hat{\Omega}_i - iA_i \) where the affine spin connection is given by
\[ \hat{\Omega}_i(r) = -\frac{1}{4} \partial_i \ln (\rho(r)). \] \[ (14) \]
which makes the Hamiltonian operator self-adjoint (see Appendix A), while the vector potential is split in two contributions $A_i = \frac{1}{\hbar} A_i^{(0)} + A_i^{(1)}$ with a different origin. $A_i^{(0)}$ is a usual vector potential that is provided by an external electromagnetic field, for example, and thus contributes to zeroth order in $\hbar$. On the other hand, $A_i^{(1)}$ contributes to first order in $\hbar$ and can emerge from the low energy limit of a more complete model (for example, in graphene, this is obtained from the low-energy limit of the tight-binding model and are responsible for pseudomagnetic fields [49]).

### III. SEMICLASSICAL LIMIT

To derive the “ray approximation” of electron optics to Eq. (12), we proceed as usual by evaluating the asymptotic limit when $\hbar \to 0$. For this purpose, the semiclassical ansatz

$$\psi(t, r) = e^{i \frac{S(t, r)}{\hbar}} \sum_{n=0}^{\infty} \hbar^n u_n(t, r), \quad (15)$$

is inserted into Eq. (12), where the amplitude $u$ is a bi-spinor and $S$ is the (real) phase [29]. This approximation is valid when the electron wavelength is much smaller than typical length scales of the system. To leading order in $\hbar$ and transforming back to Cartesian coordinates, this yields the eikonal (or Hamilton-Jacobi) equation (see Appendix B for details):

$$\partial_t S^{\pm}(t, x) + \mathcal{H}^{\pm}(t, x, \nabla_x S) = 0, \quad (16)$$

where we defined the classical Hamiltonian

$$\mathcal{H}^{\pm}(t, x, p) = \pm v_D \sqrt{\frac{\pi^2(x)}{\rho(x)} + m_D^2(x) v_D^2 + V(x)}, \quad (17)$$

and the kinematic momentum as $\pi(t, x) = p - A_i^{(0)}(x)$. The superscript $\pm$ is the band index that stands for positive or negative energy bands (in the following, we consider positive energy solutions only). The Hamiltonian resembles that of a relativistic particle immersed in an electromagnetic field, except for the presence of $\rho$ that scales the momentum.

Particle-like trajectories can be obtained from Eq. (16) via the method of characteristics. These equations are important physically because trajectories are orthogonal to wavefronts of the wave function [57] and thus, are directly related to wave propagation. Letting $p = \nabla_x S$, the equations of motion are written as

$$\dot{x} := \frac{dx}{dt} = \nabla_p \mathcal{H}, \quad \dot{p} := \frac{dp}{dt} = -\nabla_x \mathcal{H}. \quad (18)$$

After some manipulations given in Appendix B they are given explicitly by

$$\frac{dx}{dt} = \frac{v_D}{\rho(x)} \frac{\pi(t, x)}{\sqrt{\frac{\pi^2(x)}{\rho(x)} + m_D^2(x) v_D^2}} \quad (19)$$

$$\frac{d\pi}{dt} = E(x) + \dot{x} \times B(x) + F_{\text{geom}} + F_{\text{mass}}, \quad (20)$$

where $E, B$ are the electric and magnetic fields, respectively. Eq. (20) corresponds to the relativistic Lorentz force equation for a particle immersed in an electromagnetic field with added fictitious forces due to geometry and to the space variation of the mass:

$$F_{\text{geom}} = v_D \frac{\pi^2(x)}{2} \frac{\nabla_x \rho(x)}{\rho^2(x)}, \quad (21)$$

$$F_{\text{mass}} = -\frac{v_D^3}{2} \frac{\pi^2(x)}{\rho(x)} \frac{m_D^2(x) v_D^2}{\rho^2(x)} \nabla_x m_D^2(x). \quad (22)$$

Equation (21) is an important result of this article. It implies that the leading order semiclassical approximation yields a theoretical description in terms of classical trajectories characterized by the Lorentz force equation (20), with additional force terms and a space-dependent particle velocity. These features of the classical-like trajectories are not present for relativistic particles in flat space and thus, are direct consequences of the space curvature. They appear in equations via the presence of the isothermal coordinates metric component $\rho$.

Using Eq. (19), it is possible to evaluate the speed $v$ of the particle and define a graded index of refraction $n(x)$ as $v(x) = \frac{\dot{x}}{\nabla_x n}$. From this procedure, one finds a graded index of refraction given by

$$n(x) = \sqrt{\rho(x)} \sqrt{1 + \frac{m_D^2(x) v_D^2 \rho(x)}{\pi^2(x)}}. \quad (23)$$

In other words, the semiclassical propagation of fermions in Dirac matter is influenced by the geometry ($\rho$), the presence of the mass variation ($m_D$) and the momentum of the particle ($\pi$).

It is instructive to look at certain limits of the formalism developed thus far.

- **Massless limit:** When there is no mass gap ($m_D = 0$), only the geometric force remains and becomes

$$F_{\text{geom}} = v_D \frac{|\pi(x)|}{2} \frac{\nabla_x \rho(x)}{\rho^2(x)}. \quad (24)$$

Even more interesting is the fact that the index of refraction is directly related to the metric component as $n(x) = \sqrt{\rho(x)}$. In other words, isothermal coordinates can be directly interpreted as the space dependence of the Dirac velocity. This also implies that in this limit, the particle velocity is solely dictated by the surface curvature. Other parameters of the model may influence its direction, but not how fast it propagates.
• Flat space limit: When the space is flat, the metric in isothermal coordinate is trivially given by $\rho = 1$. In this limit, $F_{\text{geom}} = 0$ and one recovers equations of motion given in Refs. 36, 37.

IV. NUMERICAL EXAMPLE: GAUSSIAN OUT-OF-PLANE DEFORMATION

To illustrate the behavior of trajectories, we consider a simple example where fermions are massless ($m_F = 0$) and there are no external vector fields ($A(0) = 0$). In this case, the equations of motion can be simplified further by expressing them in a Newton-like form. By taking the time-derivative of the velocity $[19]$ and by changing the time variable from $t$ to $a$ to replicate the convention of Ref. [28], that $|dx/da| = n(x)$, the equation of motion becomes

$$\frac{d^2x}{da^2} = \nabla_x \left( \frac{\rho(x)}{2} \right). \tag{25}$$

This equation is the same as the equation of motion for a light-ray in a graded refractive index medium, formulated in a Newton-like fashion with an effective potential given by $V_{\text{eff}}(x) = -\frac{n^2(x)}{2}$. Therefore, Eq. (25) connects electron optics in graphene to light optics in graded refractive index. As a consequence, the behavior of “electronic-rays” is analogous to that of light-rays because they obey the same equation to leading order in the semiclassical approximation. In Dirac matter, the index of refraction can be obtained by solving Eq. (8) and by using Eq. (11). In general, this task can be performed numerically. Least-square finite-element [27] and finite-volume [59] methods have been considered for that purpose.

Next, we choose a particular configuration in which an incoming wave packet scatters off a Gaussian out-of-plane deformation with $X(x) = Y(x) = 0$ and

$$Z(x) = C \exp \left( -\frac{|x - x_p|^2}{\alpha^2} \right), \tag{26}$$

where the amplitude of the deformation is set to $C = 10$ nm and the size is $\alpha = 10$ nm. The deformation is centered on the point $x_p = (40 \text{ nm}, 0)$. The Beltrami equation is solved using the least-square finite-element method described in [27] on a domain with a size of $L_x = L_y = 100$ nm using standard Lagrange order 2 elements ($P_2$-elements). To reach convergence, a grid of $1024 \times 1024$ points is considered. Initial conditions on the trajectories are chosen to represent an incoming wave packet with momentum in the $+x$-direction. They are given by $dx/a|_{a=0} = n(x_0)x$ and $x(0) = x_0 = (0, y_0)$, where $y_0 = n \rho$ and $n \in \mathbb{Z}$. The numerical results for the corresponding index of refraction $n(x)$ are displayed in Fig. 1. In this figure, we also include semiclassical trajectories obtained by solving Eq. (25) numerically (using the LSODE package [60]).

The numerical results clearly display the focusing of the wave packet as it scatters on the deformation and show the effect of the geometric force $F_{\text{geom}}$. This kind of behavior was expected from previous numerical studies, where the Dirac equation in curved space was solved numerically using an accurate pseudospectral method [26, 27]. Therefore, the chosen deformation controls electronic rays like a lens. Physically, this can be understood by the fact that rays closer to the optical axis have to travel a longer effective distance owing to the geometry induced by the deformation, which in turn, lengthen their optical path. This modifies the wave-front and focuses the wave packet. This phenomenon is quite analogous to gravitational lensing around massive objects, where the gravitational field is responsible for modifying the space geometry. As a matter of fact, there exists theoretical approaches that describe gravitational lensing by introducing an effective graded index of refraction [61], like we have done here in this work.

In Fig. 1, one can also notice that semiclassical trajectories do not cross at the same point. Rather, the ones farther from the center are focused further on the optical axis. This is a signature of negative spherical aberrations induced by the spherical shape and the profile of the deformation. These aberrations may be a problem for some applications like the fermion microscope mentioned earlier, where an aberration-free system is desirable. Using our semiclassical approach, it is possible to inverse-engineer a specific deformation ($X, Y$ and $Z$) to eliminate these issues, using a metaheuristic algorithm (this will be presented in future work [59]). More gener-
ally, we conjecture that the semiclassical approximation and the link with a refractive index could be used to design refractive optical-like elements such as lenses and waveguides to control electrons in 2D Dirac materials. Either the geometry (via \( \rho \)) or the external electromagnetic field can be used as control parameters to reach a desired graded refractive index. For even more flexibility and control, more complex (periodic) configurations similar to photonic crystals could also be considered.

Finally, when the trajectories are crossing, the semiclassical approximation breaks down. These are the well-known caustic points, where the asymptotic expansion in \( \hbar \) does not converge \[29\]. This can be circumvented by adapting the technique described in Ref. \[37\], by using the Gaussian beam method \[63\] or the frozen Gaussian approximation \[64\]. The generalization of these methods to curved space is now under consideration.

\section{V. CONCLUSION}

To summarize, in this article, the semiclassical approximation was applied to 2D Dirac materials described by the Dirac equation in curved space-time. It was demonstrated that introducing isothermal coordinates simplifies the analysis significantly. In addition, the metric components in this coordinate system can be directly linked to an effective graded refractive index, leading to generalized electron optics. The transformation from Cartesian to isothermal coordinates can always be performed in 2D via quasi-conformal transformations. The latter can be evaluated numerically by solving the Beltrami equation. Compared to the case in flat space, a fictitious geometric force appears in the classical equations of motion. This force can have a significant effect on electron trajectories, as was demonstrated in a specific example.

In the future, the technique developed in this article will be used to design structures aiming at the control of electrons in Dirac matter. Indeed, evaluating the refractive index given in Eq. \[23\] is more efficient and sometimes, lead to more insights into the electron’s behavior than a full numerical solution of the Dirac equation in curved space, as long as the conditions for the semiclassical approximation are fulfilled. Therefore, our work may have implications for important applications in nanoelectronics.
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\appendix
\section*{Appendix A: Derivation of the Schrödinger-like form of the Dirac equation}

In this section, we start from the covariant Dirac equation and derive its Schrödinger-like form in isothermal coordinates. The 2D Dirac equation is given by

\begin{equation}
\left[ i\hbar \partial_t + \vec{v}_D \cdot \vec{\sigma} \right] \psi(t, \vec{r}) = 0,
\end{equation}

where \( D_\mu = \partial_\mu + \Omega_\mu - iA_\mu \) is the curved-space covariant derivative. The covariant derivative is a function of \( \Omega_\mu(q) = -\frac{1}{4} \sigma_{AB} \partial_\mu(q)\sigma_{AB}(q) \),

\begin{equation}
\sigma_{AB} = i[\gamma_A, \gamma_B]/2
\end{equation}

where \( \sigma_{AB} = [\gamma_A, \gamma_B]/2 \) is the commutator of flat-space gamma-matrices. The spin connection is defined as

\begin{equation}
\omega_{\mu}^{AB}(q) = e^A(q) \left[ \partial_\mu e^B(q) + \Gamma_{\mu \nu \rho}(q)e^{\nu B}(q) \right],
\end{equation}

where we introduced the Christoffel symbols

\begin{equation}
\Gamma_{\mu \nu \rho}(q) = \frac{g^{\mu \nu}(q)}{2} \left[ \partial_{\rho} g_{\mu \nu}(q) + \partial_\mu g_{\rho \nu}(q) - \partial_\nu g_{\rho \mu}(q) \right].
\end{equation}

In isothermal coordinates \( r = (t, \vec{r}) = (t, r_1, r_2) \), the metric is diagonal and can be written as a matrix:

\begin{equation}
g(r) = \begin{bmatrix}
1 & 0 & 0 \\
0 & -\rho(r) & 0 \\
0 & 0 & -\rho(r)
\end{bmatrix}.
\end{equation}

Using the vielbein relation to the metric \( e^A(q)e^B(q)\eta_{AB} = g_{\mu \nu}(q) \), the natural vielbein can be easily found:

\begin{equation}
e(r) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \sqrt{\rho(r)} & 0 \\
0 & 0 & \sqrt{\rho(r)}
\end{bmatrix}.
\end{equation}

Using the fact that both the metric and vielbein are diagonal, and expanding the covariant indices, the Dirac equation becomes

\begin{equation}
\partial_t \psi(t, \vec{r}) = \left\{ -i\hbar \frac{v_D}{\sqrt{\rho(r)}} \alpha^i \left[ \partial_i + \Omega_i(r) - iA_i(r) \right] \\
+ m_D(r)\vec{v}_D^2 \beta + V(r)\|_2 \right\} \psi(t, \vec{r}),
\end{equation}

where the affine spin connection components are

\begin{equation}
\Omega_1(r) = \frac{1}{4} \sqrt{\rho(r)} \alpha^i \left[ \partial_i + \Omega_i(r) - iA_i(r) \right]
\end{equation}

\begin{equation}
\Omega_2(r) = -\frac{1}{4} \sqrt{\rho(r)} \alpha^i \left[ \partial_i + \Omega_i(r) - iA_i(r) \right]
\end{equation}

Thus, the Hamiltonian operator reads

\begin{equation}
\hat{H}_q = -i\hbar \frac{v_D}{\sqrt{\rho(r)}} \alpha^i \left[ \partial_i + \Omega_i(r) - iA_i(r) \right] \\
+ m_D(r)\vec{v}_D^2 \beta + V(r)\|_2.
\end{equation}
However, this Hamiltonian is not Hermitian ($H_g^\dagger \neq H_g$). Rather, it is self-adjoint ($\langle \phi | H_g^\dagger \psi \rangle_g = \langle \phi | H_g \psi \rangle_g$) with respect to the $g$-scalar product \[ \langle \phi | \psi \rangle_g = \int dx \sqrt{\det(g)} \phi^\dagger(x) \psi(x). \] (A10)

Among other things, this implies that the $g$-norm $\| \psi \|_g = \langle \psi | \psi \rangle_g$ is conserved by the time-evolution given by the Dirac equation in curved space \[ \hat{H} = \eta \hat{H}_g \eta^{-1} \] (A11)

\begin{align*}
\psi_t(t, r) &= \eta \psi(t, r),
\end{align*}
(A12)
such that the $g$- and $L_2$- scalar products are identical:
\[ \langle \phi | \psi \rangle_g = \langle \phi \eta | \psi \eta \rangle_{L_2}. \] (A13)

In this new representation, the Hamiltonian $\hat{H}$ is self-adjoint with respect to the $L_2$-product, as in usual quantum mechanics. The transformation that allows for this property is $\eta = (\det g)^{-1/2}$ \[ \hat{H} = \eta \hat{H}_g \eta^{-1}. \] (A11)

\begin{align*}
\psi_t(t, r) &= \eta \psi(t, r),
\end{align*}
(A12)
such that the $g$- and $L_2$- scalar products are identical:
\[ \langle \phi | \psi \rangle_g = \langle \phi \eta | \psi \eta \rangle_{L_2}. \] (A13)

Inserting the ansatz
\[ \psi(t, r) = e^{i \frac{S^\pm(t, r)}{\hbar}} \sum_{n=0}^{\infty} \hbar^n u_n(t, r), \] (B2)
into Eq. (B1), we get to $O(\hbar^0)$ the following system of equations:
\[ \mathcal{G}(r) u_0(t, r) = 0, \] (B3)
where
\[ \mathcal{G}(r) := \frac{v_D \alpha^i}{\sqrt{\rho(r)}} \left( \partial_i S(t, r) - A_{i(0)}^0(r) \right) + m_D(r) v_D^2 \beta + V(r). \] (B4)

For completion, we also display the contribution at $O(\hbar^1)$:
\[ \begin{align*}
&i \left[ \partial_t + \frac{v_D \alpha^i}{\sqrt{\rho(r)}} \left( \partial_i + \tilde{\Omega}(r) - i A_{i(1)}^1(r) \right) \right] u_0 \\
&- \mathcal{G}(r) u_1 = 0.
\end{align*} \] (B5)

A dynamical equation for $S$ can be obtained by noticing that Eq. (B3) is a homogeneous system of linear equations ($\mathcal{G}$ is a two-by-two matrix in spinor space), having a non-trivial solution only if the determinant in spinor space is zero \[ \det \mathcal{G} = 0. \] (B3)

Evaluating the determinant $\det \mathcal{G} = 0$ gives
\[ \partial_t S^\pm(t, r) = \mathcal{H}^\pm(t, r, \nabla_r S^\pm), \] (B6)
where we defined the classical Hamiltonian
\[ \mathcal{H}^\pm(t, q, p) = \pm v_D \sqrt{\frac{\pi^2(q)}{\rho(q)} + m_D^2(q) v_D^2 + V(q)}, \] (B7)
and the kinematic momentum as $\pi(t, q) = p - A(q)$. Then, using the fact that all the terms in this equation are scalars, it can be expressed in Cartesian coordinates in a straightforward way by performing a change of variable $r \rightarrow x$. We get the eikonal equation in Cartesian coordinates:
\[ \partial_t S^\pm(t, x) + \mathcal{H}^\pm(t, x, \nabla_x S^\pm) = 0. \] (B8)

This corresponds to the Hamilton-Jacobi equation for a relativistic particle in an electromagnetic field, with an added function $\rho$ that scales the momentum.

Particle-like trajectories can be obtained from this equation via the method of characteristics. Letting $p = \nabla_x S$, the equations of motion are written as
\[ \dot{x} := \frac{dx}{dt} = \nabla_p \mathcal{H}, \dot{p} := \frac{dp}{dt} = -\nabla_x \mathcal{H}. \] (B9)
Defining the kinematic momentum as \( \pi(t, x) = p - A(x) \), they are given explicitly by

\[
\frac{d\pi}{dt} = v_D \frac{\pi(t, x)}{\rho(x)} + m_D^2(x)v_D^2,
\]

(B10)

\[
\frac{dp}{dt} = -\nabla_x V + \nabla_x \cdot A(\dot{x} \cdot A) + \frac{\dot{x} \cdot \pi(x)}{2} \nabla_x \rho(x) - \frac{v_D^3}{2\sqrt{\frac{\pi^2(x)}{\rho(x)}} + m_D^2(x)v_D^2} \nabla_x m_D^2(x),
\]

(B11)

where \( \nabla_x \cdot A \) is Feynman's notation, meaning that the gradient is applied on the vector field \( A \). The force equation can be obtained by evaluating the time derivative of the kinematic momentum:

\[
\frac{d\pi}{dt} = \dot{p} - \frac{dA(x)}{dt},
\]

(B12)

\[
\dot{p} = \dot{x} \cdot \nabla A(x) + E(x) + \dot{x} \times B(x) + F_{\text{geom}} + F_{\text{mass}},
\]

(B13)

where the vectorial identity \( \nabla \times (V \times W) = V \times (\nabla \times W) + (V \cdot \nabla)W \) has been used to get the last equation. Eq. (B14) corresponds to the relativistic Lorentz force equation for a particle immersed in an electromagnetic field with added fictitious forces due to geometry and to the space variation of the mass:

\[
F_{\text{geom}} = v_D \frac{\pi^2(x)}{2\sqrt{\frac{\pi^2(x)}{\rho(x)}} + m_D^2(x)v_D^2} \nabla_x \rho(x),
\]

(B15)

\[
F_{\text{mass}} = -\frac{v_D^3}{2\sqrt{\frac{\pi^2(x)}{\rho(x)}} + m_D^2(x)v_D^2} \nabla_x m_D^2(x).
\]

(B16)
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