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Abstract—Oblivious RAM (ORAM) is a provable secure primitive to prevent access pattern leakage on the memory bus. It serves as the intermediate layer between the trusted on-chip components and the untrusted external memory systems to modulate the original memory access patterns into indistinguishable memory sequences. By randomly remapping the data blocks and accessing redundant blocks, ORAM prevents access pattern leakage through obfuscation. While there is much prior work focusing on improving ORAM's performance on the conventional DRAM-based memory system, when the memory technology shifts to use non-volatile memory (NVM), new challenges come up as how to efficiently support crash consistency for ORAM.

In this work, we propose EHAP-ORAM, which studies how to persist ORAM construction with an NVM based memory system. We first analyze the design requirements for a persistent ORAM system and discuss the need to preserve crash consistency and atomicity for both data and ORAM metadata. Next, we discuss some of the challenges in the design of a persistent ORAM system and propose some solutions to those challenges. Then, we propose the modified on-chip ORAM controller architecture. Based on the improved hardware architecture of the ORAM controller on-chip, we propose different persistency protocols to ensure the crash consistency of the ORAM system and satisfy that the metadata in PosMap is safe when it is persisted to NVM in trusted/untrusted off-chip. The proposed architecture and persistency protocol steps minimize the overhead and leakage during the write-back process. Finally, we compared our persistent ORAM with the system without crash consistency support, show that in non-recursive and recursive cases, EHAP-ORAM only incurs 3.36\% and 3.65\% performance overhead. The results show that the EHAP-ORAM can support efficient crash consistency with minimal performance and hardware overhead.

I. INTRODUCTION

Protecting the security and privacy of the data and program running on a shared system is never easy. There is an increasing need for system designers to consider security and privacy protection in addition to performance. There are a lot of efforts from the industry and academia designing secure hardware to give the system a root-of-trust. For example, TPM [8], SGX [25], XOM [30], Trustzone [34] and SME [26], process sensitive data through data encryption and integrity check, or reserve a protected region that cannot be tampered, which effectively prevent adversaries from revealing the plaintext or compromising the data easily. However, the protections are still mainly using encryption and integrity check, which is far from enough. Because of the sharing, malicious applications are able to probe sensitive information from victim applications through various side channels. For instance, the timing information, the power usage and the memory access pattern can be exploited by malicious adversaries to infer sensitive information. Among them, memory access pattern leakage refers to that the adversaries can utilize the temporal and spatial information on the memory address bus to correlate the program’s control flow graph [57], the searchable encryption database [22], or even the neural network structure [21].

The cryptographic community proposed Oblivious RAM (ORAM) [17, 18] to address the memory access pattern leakage. The ultimate goal of ORAM is to hide the program access pattern by adding redundant blocks and periodically reshuffling the data in memory. In this way, the attacker will be not able to guess whether the program is accessing the same or a different data, whether the access is a read or a write, whether we are repeatedly accessing a hot region, etc. The efficiency of ORAM family has improved significantly in recent years. Tree-based ORAM, such as Path ORAM [46], has become one of the mainstream ORAM protocols that people adopt to use on main memory systems [16, 42], with an access overhead of $\log(N)$ ($N$ is the number of total blocks in the memory).

The computer architecture community has started to optimize ORAM with extensive hardware and software co-design, mainly focus on performance [40, 50, 56]. Also, most of these works assume that main memory uses the mature DRAM technology. As DRAM faces the inevitable scaling challenges, more and more vendors are investing in emerging non-volatile memory (NVM) technology. For example, 3dXpoint based Optane memory [19] has already been released to the public; future computing systems such as memory-centric computing architecture [9, 27], these methods prefer to use NVM as the unified memory backend. Compared to DRAM, NVM provides natural benefits such as non-volatility, persistency, and high-density, which makes it to be the future memory system’s candidate. On the other hand, NVM based memory system still faces the same security issue: the memory address bus can leak information through the access pattern. While some prior work start to address at this issue [6] through trusted components on the NVM DIMM, such a threat model is very strong, as the security boundary now include components that are off-chip. The only provable secure way to defend the memory system from access pattern leakage is to utilize ORAM, and implementing ORAM on NVM brings us more challenging...
questions to be answered.

When implementing the ORAM protocol with NVM systems, it still suffers from crash consistency issues, just like other secure memory systems with encryption or integrity check [31, 52]. The specific requirement to address crash consistency is that application data (e.g., documentation, data, and configuration) must be recoverable even if the system power fails or the system crashes [24, 33]. Traditional software-based solutions, such as logging [13, 49] or copy-on-write mechanism (CoW) [14, 48], can handle data recovery well. However, such approaches cannot work well with NVM-ORAM systems for two reasons. First, software-based (e.g., logging or copy-on-write) support for crash consistency mechanisms is inefficient [31, 37]. Second, it may lead to information leakage and break ORAM system protection. The analysis of these two reasons is in Section II-E.

In this paper, we would like to study the crash consistency problem when we implement ORAM protocols with the NVM system. By improving the ORAM hardware architecture and software protocol, we propose an end-to-end EHAP-ORAM architecture. EHAP-ORAM system can persistently store ORAM-related data in NVM while solving the crash consistency problem without leaking more information. Specifically, we first analyze the different components on the ORAM controller to determine the content that needs synchronous persistency and data consistency (details in Section II). Second, we analyze persistent atomic access and present different case studies that show what happens if data or other metadata is not persisted during a crash, and analyze the challenges of the problem and the system design goal. Some feasible designs, in theory, are also presented. (details in Section III). Third, we minimize the performance overhead due to the persistent write-back and propose an efficient and secure write-back scheme (details in Section IV). Finally, we test our scheme with the system without persistency and show in Section V.

II. BACKGROUND

In this section, we first describe the threat model. Second, we introduce the basics of ORAM and NVM. Then, we discuss the problems of traditional software-based persistence methods. Lastly, we describe how ORAM could be implemented on NVM based system.

A. Threat Model

We follow the conventional TCB boundary and assume that the system equips with a secure and tamper-resistance processor capable of computing without information leakage [38, 40, 46, 56]. Everything on-chip is considered within the TCB boundary. The off-chip main memory system is vulnerable to access pattern attacks, such as physically monitoring the visible signals on the printed circuit boards (including the motherboard and memory modules). The address bus, the command bus, and the data bus are separate from commodity DDR DIMMs in the system. As a result, the memory controller sends out the address and command in cleartext. Therefore, the attacker can still infer critical information even when the data bus is encrypted. By observing the access patterns such as access frequency, access type (read or write), and also the repeatability of accessing the same location, the attacker can obtain some leaked sensitive information in the program [22].

In some system settings, part of the main memory system can be considered as protected and free from most of security attacks. For example, with SGX [25], a small region in the memory called EPC can store pages safely. With cmov-based operation, the access to EPC region can be considered as oblivious too [2, 42]. In this work, we discuss implementations under the two assumptions: 1) memory is fully untrusted; 2) memory has a partially trusted region. The different assumptions will change how ORAM metadata can be persisted without leaking information. We discuss this issue in detail in Section IV-D.

B. ORAM Basics

ORAM [17] is a security primitive that can hide the program’s access pattern and accordingly eliminate information leakage. ORAM’s basic idea is to access more blocks than the actual data we need, and shuffle the address space so that the access address becomes random. With the ORAM controller in the secure processor, one memory access from the program is translated into an ORAM-protected sequence. ORAM protocol guarantees that any two ORAM access sequences are computationally indistinguishable. In other words, ORAM physical access pattern and the original logical access pattern are independent, which hides the actual data address with the ORAM obfuscation. Since all ORAM access sequences are indistinguishable, an attacker cannot extract sensitive information through the access pattern. Tree-based ORAM schemes, such as Path ORAM [46] and Ring ORAM [38], have improved the overall access and reshuffle efficiency greatly through cryptographic innovations. In this work, we focus on one of the most representative tree-based ORAMs, Path ORAM [46], which is the building block of many data oblivious frameworks, such as Obliviate [3], Taostore [41] and Zerotrace [42].

1) Path ORAM Construction: Logically, Path ORAM reorganizes the external memory into a binary tree (we refer to as the ORAM tree). Upon a memory request from the LLC, a full path of data blocks is fetched, as shown in Figure 1. The node in the ORAM tree is called a bucket and can hold Z data blocks. The height of the ORAM tree is noted as L. In Figure 1, we show an ORAM tree with 4 levels (L = 3), and the bucket size equals to 2 (Z = 2). Each block inside the bucket contains the encrypted data content and a header that tracks the program address, path id, and initialization vectors (IV) used with AES counter mode encryption. Dummy blocks are marked with a special program address ⊥. Following [16], IV1 is used to encrypt the block’s header, while IV2 is used to encrypt the data content.

On the trusted side, the ORAM controller converts the regular memory access pattern into ORAM sequences. ORAM controller mainly includes a position map (PosMap), a stash, address translation logic, and encryption/decryption circuit.
The PosMap is a lookup table that stores the path id (leaf label) for a given logical address. The stash is a small buffer that can hold a small number of data blocks [40] during the path accesses. The obliviousness of the access pattern is achieved by randomly remapping the path id of a data block after each access.

2) Path ORAM Access Protocol: Next, we discuss the Path ORAM access protocol. Given a memory request \( a = (addr, read/write, data) \) for data block \( a \), the access steps of \( ORAM(a) \) are as below:

1) **Check Stash**: Check if the block \( a \) is in the stash. If hit, fetch the data block to the processor if it is a read, or update the value if it is a write. If it is a miss, proceed to the next step.

2) **Access PosMap**: The actual physical memory location of block \( a \) is determined by checking the PosMap with \( addr \), and a path id \( l \) is returned. Then, randomly generate and update a new path id \( l' \) for the accessed block \( a \).

3) **Load Path**: Load all blocks on path \( l \) from the ORAM tree in the memory to the stash, decrypt them and find the block \( a \). Then, return the block \( a \) to the processor if it’s a read operation, or update the value in the stash if it’s a write operation.

4) **Update Stash**: The path id of the block \( a \) in the stash also needs to be updated to \( l' \). In this case, data blocks in the stash have the most up-to-date value and path id.

5) **Evict Path**: Evict data in the stash back to memory on path \( l \). The basic rule of eviction is to fill as many blocks as possible that can be written to path \( l \). If the real blocks are not enough, then pad with dummy blocks.

**C. Persistent System with NVM**

Emerging NVM technologies, such as Phase-Change Memory (PCM), Spin-Transfer Torque (STT-RAM), and Memristor, are considered candidates for replacing conventional technologies such as DRAM and NAND Flash. The Micron and Intel 3dXpoint-based Optane [1] has shown competitive performance, density and scalability with conventional technology. When used as main memory, NVMs may provide persistent memory, where regular store instructions can be used to make persistent changes to data structures to keep them safe from crashes or failures. A great number of research efforts have sought to optimize recoverable or crash-consistent software (e.g., databases [4, 5], file systems [11, 43], key-value stores [51, 53]) for NVMs.

On the other hand, NVM systems still suffer from various security vulnerabilities. To provide data confidentiality, NVM can utilize lightweight encryption schemes [47, 54]; to detect and fix integrity issues, adopting Merkle tree and support its persistent updates have been recently studied [7, 52, 58]. Access pattern leakage is another degree of vulnerability, and we can add obfuscation with the help of ORAM[36].

**D. ORAM Systems with NVM**

While the main memory could be replaced with NVM, the on-chip cache and buffers are still using volatile memory for better performance and lower cost. During a power failure, to ensure the on-chip contents can be flushed back to the NVM, Intel Asynchronous DRAM Refresh (ADR) scheme [23] provides the write queues are in the persistency domain. However, when we have the ORAM controller sit between the write queue and the LLC, we need to consider how to persist the stash and PosMap, as they are not part of the persistency domain yet.

When the stash is volatile, after multiple ORAM accesses, a small number of data blocks in the stash become non-persistent. Such data blocks could contain the most up-to-date values for a given logical address. Consider that a failure happens during the execution, such content in the stash may be lost before they are written back to the NVM-based ORAM tree. The loss of data in stash not only causes a crash consistency problem but also causes the system to fail to correctly recover lost data blocks. Similarly, the PosMap contains mapping information that determines where to locate a block in the main memory. Each data block is given a path id, and it is not only associated with the block (in the header), but also stores in the PosMap. As discussed in section II-B2, the updates on path id happen on multiple steps. If the PosMap is volatile, we will not be able to locate the block of interest in the main memory.

Furthermore, we identify that if the ORAM access needs to be recoverable, the data buffered in the stash and the PosMap needs to be persisted synchronously. Otherwise, if the writebacks to NVM are asynchronous, it will cause data inconsistencies when we try to recover from a crash. We discuss the details of the writeback inconsistencies and design requirements in the next section.
E. Problems with Software-based Crash-consistency Support

Although traditional software-based mechanisms can be used to support crash consistency, we can know from [37] that their efficiency is very low.

The logging-based system [13, 49] maintains a backup copy of the original data in the log, and the log system redoes log (store new data) or undoes log (store old data). Logging consumes much more NVM capacity than the original data, because each log entry is an original tuple of data and corresponding metadata (e.g., counter value, data address, etc.), and typically each memory record must be logged [13, 37, 49]. In addition, access to log recovery failure systems increases recovery time, reducing the advantage of a fast recovery system using NVM instead of slow block devices [37]. Therefore, directly adopting logging-based technology to support the crash consistency of the ORAM system will not only bring more serious performance loss but also bring more memory overhead.

Similarly, a copy-on-write-based (CoW) system [14, 48] always creates a new copy of the data to be updated. The disadvantage of CoW is that the copy operation cost is expensive, and the stall time is longer [44]. Since ORAM reads and writes multiple blocks along the path, if every accessed data block is to be copied, it will not only cause memory capacity overhead but also lead to more serious performance loss. Also, additional NVM bandwidth is required due to the copy of redundant unmodified data blocks. [37, 45]. There are dummy blocks in the ORAM tree, and it is a very serious performance loss if the accessed dummy blocks are backed up.

In addition, software-based approaches may cause information leakage. If the log is stored without protection, then the attacker will obtain the related access pattern or data information by peeking at the log, which will cause information leakage.

F. Design Challenges and Scope of This Work

To summarize, it is challenging to implement ORAM on NVM for three reasons: 1) ORAM is expensive in terms of memory access overhead; 2) simply replacing the memory device to NVM cannot provide the ORAM accesses with crash consistency. 3) A simple software-based approach to support ORAM crash consistency has serious performance losses and security problems.

In this work, we focus on enabling persistent ORAM system with low additional overhead. We believe that to achieve provable secure access pattern obfuscation, ORAM is required, and the cost of ORAM protocol can be further optimized with the cryptographic innovation. On the other hand, ensuring crash consistency for the ORAM system is a critical problem to be solved by the computer architecture community when the memory system shifts to NVM technology.

III. Design Requirements for Crash Recoverable ORAM

In this section, we discuss the design requirements for a recoverable persistent ORAM system. Simply replacing the main memory technology to NVM cannot guarantee consistent recovery. An ideal case would be that all on-chip buffers are built from NVM to write to the stash or position map is persistent immediately. However, as most of the on-chip components are still considered volatile, we identify a need to properly handle the volatile data in the ORAM controller to make the overall ORAM system persistent.

A. Consistent Metadata Update

The ORAM accesses not only require updating the data block, but also the metadata associated with it, including the header and the position map entry. Here, we define the consistent metadata update requirement as follows: when there is a crash happening at any ORAM access step, we can restart the ORAM access by identifying the target data block location in the NVM again. In other words, the path id information and other metadata should not be lost.

Figure 2 demonstrates why consistent metadata update is desired. In step 2 of an ORAM access, a new path id is randomly generated for the target block, and the corresponding entry in the PosMap is updated. If the metadata is not persisted consistently, any crash happens after step 2 would possibly cause data inconsistency since the path id is changed. We discuss the details by several case studies in Section III-C.

B. Atomic ORAM Accesses to NVM

Except for the consistent metadata updates, another design requirement for persistent ORAM is to preserve the access atomicity. Here, we define the ORAM access atomicity as follows: The data in the stash and the metadata in the PosMap should reach persistency in an atomic way. If one of them is persisted while the other is not, the continued ORAM access is then out-of-sync.

The reason to have atomic ORAM access is that the metadata and the data correspond to the same actual memory request. On a system failure, if only the content in the stash is persisted by writing back to the NVM-ORAM tree, the data content in the NVM-ORAM tree would be overwritten. In this case, if the PosMap entries are not persisted yet, it is impossible to locate the new path id where the data is located. A reverse example is if the metadata in PosMap is persisted, but the stash data is not, based on the new path id in PosMap, it is impossible to recover the lost data in the stash. We also discuss the details of why atomicity is needed in Section III-C.

C. Case Studies on Crash Recoverability

To summarize, to ensure a recoverable ORAM access after a crash, we need to ensure the following requirements are met:

- Ensure that the accessed data blocks in the NVM-ORAM tree are not lost during a crash. Data blocks in the stash that have not been evicted back into the NVM-ORAM tree can not be lost.
• The address and path id contained in each block evicted from stash to NVM-ORAM tree should be consistent with the metadata stored in the updated (persistent) PosMap, that is, consistent updates.
• The updated path ids of the accessed data in the PosMap, the data in the stash, should all reach the NVM atomically. Otherwise, there is a mismatch between the data persistency and metadata persistency.

Figure 2 shows an example that when the requirements are not met, during a crash, the NVM-based ORAM system could result in inconsistent status. We assume that \( n \) ORAM accesses have been performed, so some data blocks remain in the stash, e.g., block \( b \). At the time of the crash, we are performing the \((n + 1)\)-th ORAM access. At step 2, the PosMap update is completed, i.e., the block \( a \) is mapped to a new path id \( "l'" \) in PosMap. Then, on step 3-5, we could observe different types of inconsistencies due to the path id remapping process.

**Case 1:** If the crash occurs in step 3 during the ORAM access, since the path id of block \( a \) in PosMap has been updated \((l \rightarrow l')\), and block \( b \) has not been written back from the stash, no matter this metadata update is persisted or not, it violates the consistency and atomicity requirements.

a) If the PosMap data has not been persisted, then the metadata in PosMap is restored to the last persistent state. In the worst case, if the metadata in PosMap is not persisted after performing \( n \) ORAM accesses, it returns to the initial state when the NVM-based ORAM system starts. The data blocks distribution in the NVM-ORAM tree has already changed after \( n \) ORAM accesses. If the program continues to perform ORAM access based on the old metadata in the PosMap, it will cause access errors.

b) If the metadata in PosMap has been persisted after the update, then we can always retrieve the most up-to-date metadata when a crash happens. In this case, we retrieve path \( l' \) for block \( a \). However, \( a \) is never written back to path \( l' \). Therefore, even with the persisted new path id, we cannot fetch the data from NVM again.

c) Regardless of whether the metadata in PosMap has been persisted, the data blocks stored in the volatile stash are lost, including the dirty ones with new values.

**Case 2:** If the system crash occurs in step 4, the good news is that block \( a \) is already fetched and path \( l \) has been fetched into the stash so that this particular access may succeed. However, similar to the case 1, the content in the stash would be all lost.

**Case 3:** If the system crash occurs in step 5 of ORAM access, or before the next ORAM access, it may cause inconsistent data updates. Step 5 is to write data back to the NVM-ORAM tree, and the operation is a natural data persistency operation. We discuss the following scenarios that may happen:

a) The stash content is lost, similar to case 1 and 2.

b) During the path eviction process, it is possible that some data blocks have been written back to the NVM-ORAM tree while some are not. This will cause non-atomic data writebacks to the ORAM tree and overwrite some of the real data blocks.

Figure 3(a) shows the data fetched from the NVM-ORAM tree into the stash. In the original write back process, the target block \( a \) in the NVM-ORAM tree is overwritten by the write back process, and the position of other blocks also changes, as shown in Figure 3(b). Obviously, if the system crashes after the completion of the writeback and before the next ORAM access, block \( a \) will be lost and unrecoverable. If a system crash occurs during write back, more data blocks may be lost. If the system crashes when writing back data block \( g \), the data in the stash is lost, and the data blocks \( a, b, \) and \( c \) on the NVM-ORAM tree have been overwritten by blocks \( e, d, \) and \( f \), respectively. Data blocks \( a, b, \) and \( c \) are lost and cannot be recovered, as shown in Figure 3(a).

Through the in-depth case study, we understand the design requirements for a recoverable persistent ORAM system. We do not want the stash content to be lost; meanwhile, we would
like the updates on PosMap to be consistent with the contents in the stash; further, we would like to ensure the atomicity of data and metadata writebacks.

D. Design Challenges

To this end, we have identified the design requirements for ORAM with crash consistency built on NVM. Meeting the requirements above can ensure a consistent data recovery when the system experiences a crash. In addition, the data persistency process should come with a low performance overhead and do not introduce significantly more writebacks to the NVM system. This section describes the design challenges when we would like to fulfill the design requirements above. 

Challenge 1: How to ensure that the data blocks fetched from the NVM-ORAM tree to stash are not lost during the system crash when the on-chip buffers are volatile?

As we discussed ahead, before eviction, the NVM-ORAM tree still contains persistent data for the current ORAM access. However, we cannot re-read the block of interest back to the stash after the crash because the path id has been changed after each data block is being accessed. A simple solution is to back up the data block back through writing it to its original path. Clearly, in this way, the security of ORAM will be wrecked. If we can utilize the persistent non-volatile storage to store backup data in the original path and maintain the random ORAM path id remapping, we can ensure both crash consistency and security.

Challenge 2: How to control the data and metadata are persisted atomically?

For each ORAM access, the data in stash and metadata in PosMap needs to enter the persistence domain at the same time to ensure the access atomicity. However, merely using one ADR-based write queue without proper control will not guarantee that the persistent writebacks follow the ORAM sequences. As a result, we will need to revisit the control logic that can enforce the atomic writebacks.

Challenge 3: How to incorporate atomic ORAM access into the original ORAM protocol?

The atomic ORAM access with persistency requires additional writebacks to the main memory, in addition to the original one-step eviction. As a result, the access pattern to the memory system is slightly changed. Especially for persisting the PosMap, directly write the updated entry back to NVM may still expose which data has been accessed, if the PosMap in the NVM is not protected.

IV. EHAP-ORAM: THE DESIGN OF CRASH CONSISTENCY ORAM

In this section, we present EHAP-ORAM, a new crash-consistent architecture designed for persistent ORAM. The EHAP-ORAM includes a new ORAM controller architecture that requires the necessary hardware support to protect the accessed data blocks from loss and consistency with metadata updates in PosMap. Further, we incorporate the persistent atomic writebacks into the ORAM protocol and analyze how the crash consistency can be achieved. The hardware and protocol innovations ensure that the persistency is done correctly and do not destroy the ORAM obfuscation capability.

A. Architecture Overview

To protect the crash consistency of the NVM-based ORAM systems, we design the EHAP-ORAM controller from four aspects.

1) It does not destroy the access sequence of the original Path ORAM access.
2) The EHAP-ORAM controller does not significantly impact the performance of ORAM access.
3) It can maintain the consistency of the accessed data blocks and the metadata updates in PosMap.
4) If the system crashes, when restarting or restoring the system, the lost data blocks and related metadata can be recovered effectively and correctly.

We show the proposed EHAP-ORAM architecture in Figure 4, similar to [31] and [52]. Besides the basic components of the existing ORAM controller (i.e., a stash and a PosMap), four components are added: a Drainer, a Temporary PosMap and two write pending queues (WPQ). The basic functions of the newly added components are explained as follows:

The drainer is connected to the encryption/decrypting circuit and dispenses the data evicted from the stash and temporary PosMap to the two corresponding WPQs. And drainer is responsible for issue control “start” and “end” signals to control the queue receiving data and the signals persisted to the NVM.
The temporary PosMap stores the reassigned path ids of the accessed target data blocks. Specifically, according to the access protocol of Path ORAM, we know that each time the ORAM controller touches a target data block, a new path id is assigned to it (see step 2 of II-B2). At this time, the address of the accessed target blocks and the corresponding new path id will be stored in the temporary PosMap to wait for the data to be persisted. As long as the temporary PosMap is not merged with the main PosMap, we do not overwrite the original path id that has been persisted already.

The two WQPs are considered as persistence domain, similar to the ADR-based approach. They are both backed with battery, therefore, during a power failure, the contents can still be flushed back to the NVM atomically. The data blocks WPQ is used for storing evicted data blocks from stash. Each time when the data blocks are evicted from the stash, they then enter the data blocks WPQ to achieve atomic persistence. The PosMap WPQ is used to persist recently changed path ids corresponding to the data blocks evicted from the stash. The content in PosMap WPQ comes from the temporary PosMap. Note that the backup battery does not need to be embedded on-chip, it only needs to support the two WQPs on-chip through the wire connection.

The size of temporary PosMap and WQPs depends on the ORAM configurations. First, the temporary PosMap size needs to match the stash size to avoid overflow. Consider the stash with a size of $C$, it may store up to $C$ dirty data blocks that have been accessed recently. Therefore, the temporary PosMap should also be able to store $C$ entries. In our experiments, we follow [40] and set the $C = 200$. In this case, the additional storage overhead of the temporary PosMap is $C$ address to path id mapping entries. Second, the size of the data block WPQ depends on the height of the ORAM tree. The maximum number of write-back data blocks from the stash each time equals to the total number of data blocks on a path. Therefore, the minimum size of the data block WPQ is equal to $Z \times (L + 1)$ blocks. Finally, the size of PosMap WPQ depends on the number of blocks in data block WPQ that have a changed path id. Considering the worst case, that is, all blocks in the data block WPQ have a new path id, then the maximum capacity of the PosMap WPQ is $Z \times (L + 1)$ path ids. On an average case, only a small number of real data blocks in the stash are fetched by demand. Therefore, the PosMap WPQ could be a lot more smaller.

The EHAP-ORAM controller adds the needed hardware to support persistent ORAM accesses. Next, we discuss how controllers work with the ORAM protocol and how to achieve crash consistency.

B. EHAP-ORAM Workflow

We then describe the EHAP-ORAM workflow in this section. To provide the ORAM system with crash consistency, we revisit the basic Path ORAM workflow and carefully integrate the persistent operations during the ORAM access. The updated ORAM access protocol still follows the main workflow without leaking information. The circled numbers in Figure 4 represent the dataflow corresponding to each step of the EHAP-ORAM protocol.

1) EHAP-ORAM access protocol: Given a memory request $a = (addr, read/write, data)$ for data block $a$, the five access steps of EHAP-ORAM(a) are as below:

   1. Check Stash: This step remains unchanged as Step 1 in Section II-B. If the block $a$ is not in the stash, proceed to the next step.
   2. Access PosMap and Backup Label: Similarly, we check PosMap with $addr$, and $l$ is returned as the target path id. Then, the data block $a$ is remapped to the new path id label $l'$. Instead of overwriting the $(a, l')$ directly in the PosMap, EHAP-ORAM stores the new path id $l'$ in the temporary PosMap.
   3. Load Path: This step is unchanged from the original Step 3 in Section II-B.
   4. Update Stash and Backup Data: Since the new label $l'$ has been reassigned to the target data block $a$ in step 2, the path id in the header of the data block $a$ fetched from the NVM-ORAM tree to stash is now updated to $l'$. Meanwhile, the original data block $(a, l)$ is copied in the stash as a backup block (similar to the concept of shadow block in [55]). In this case, we can make sure the backup block will be written back to path $l$ during the eviction. Later on, when block $a$ is persisted on path $l'$, this backup data block can be marked as invalid.
   5. EHAP-ORAM Eviction: Lastly, the eviction needs to be done properly to ensure crash consistency. We describe the details of the persistent evict path operation in Section IV-B2.

Note that the main function of the backup data block generated in Step 4 of EHAP-ORAM access is to recover the data block lost after the crashed system. We analyze how to recover lost data in Section IV-C.

2) EHAP-ORAM eviction in detail: The EHAP-ORAM eviction is the main step of writing the data or metadata from volatile on-chip components back to the persistent NVM system. Due to the several design requirements we would like to achieve, the new eviction operation also contains several sub-steps that closely interact with the new components in the EHAP-ORAM controller.

   • Step 5-A The data blocks that need to be written back from the stash are identified first. Because EHAP-ORAM loads the path $l$ in Step 3, the eviction path is also $l$. In Figure 4, the yellow and brown blocks are identified and they will be encrypted. Note that the backup block $(a, l)$ is also included as an eviction candidate. Meanwhile, if the data block’s path id has been changed, the corresponding metadata entries in the temporary PosMap are identified. In this example, the entry $(c, l)$ is identified and will be encrypted. The block $c$ was previously fetched and path $l$ is its new path id.
   • Step 5-B Once the eviction data blocks and metadata are ready from encryption, the drainer sends the “start” signal, and the candidate data blocks and PosMap entries
are loaded into the two corresponding WPQs. Note that the “start” signal controls both WPQs, as such, the data and metadata can be load into the persistence domain atomically.

- **Step 5-C** When the data and metadata for this eviction round are all in the WPQ, an “end” signal is sent to both WPQs, meaning that the ORAM eviction is now atomic. Then the two WPQs are flushed back to the NVM-ORAM tree and the PosMap in the NVM. Note that the storage format of PosMap depend on the threat model: if the PosMap is kept in a trusted region in the NVM, then the write back can be done through direct updates to the table; if the PosMap is not kept in a trusted NVM region, recursive PosMap is needed to keep the writebacks secure. Figure 4 shows the two formats of storing PosMap in memory securely. We discuss the options to implement the two PosMap WPQ flushing cases in Section IV-D.

Tracking the dirty PosMap entries and only putting them into the WPQ can greatly reduce the performance overhead. Otherwise, for all $Z \times (L + 1)$ blocks on the path, we need to flush $Z \times (L + 1)$ PosMap entries as well (refers to full writeback in our experiments). With our on-demand writeback scheme, we achieve the same level of persistency while removing the majority of data writes (see section V-A).

C. Data Recovery Consistency Analysis

In this section, we show how EHAP-ORAM can guarantee a consistent crash recovery through case studies. We revisit the three cases in Section II-B and analyze why the prior issues are addressed.

**Case 1:** In the original Path ORAM, PosMap has been updated before step 3 of each ORAM access. As a result, when the system crashes during step 3, data blocks stored in the volatile stash are all lost. Therefore, it will cause a crash consistency problem because the data in the volatile stash is not persisted in time.

With EHAP-ORAM architecture, since step 2 is enhanced, the new path ids of the accessed data blocks are not committed directly into the PosMap but into the temporary PosMap (volatile). Therefore, if the EHAP-ORAM system crashes in step 3, the data in the temporary PosMap, and stash will all be lost at the same time. During the recovery process, the ORAM controller can re-read this path id before remapping again with consistent path id in the PosMap. Therefore, when performing this ORAM access again, the matching PosMap can still correctly access the data of interest in the original path from the NVM-ORAM tree.

**Case 2:** When the system crash occurs at step 4 of the ORAM access, the scenario is similar to case 1. The difference is that the ORAM controller has fetched data blocks from a path to stash, so the data blocks on that path are marked as invalid. Invalidate data blocks in the NVM-ORAM tree only happen with some updates on metadata, not the actual data content, therefore, there is no data loss or mismatch happening. During the recovery, the ORAM controller only needs to restore the data that has been marked as invalid to a valid during the read path. Then, the lost data can be recovered from the data content region.

**Case 3:** If the ORAM system crash occurs in step 5 of the ORAM access or before the next ORAM access, as discussed before, it may cause inconsistency with partial writebacks (either data or metadata). As a result, some valid data along the path are no longer recoverable. Also, lost data in stash and PosMap scenario is similar as Case 1 and 2.

We create the backup block for accessed block and write it back to the original path together with other data blocks to solve the overwritten problem. At the same time of writing back, PosMap does not update the path id of the target block that has not been evicted from stash, so the target block’s original path id is still stored in PosMap (Section IV-B1 Step 3). If the system crashes at this time, the target blocks that have not been evicted in the stash are lost, but their backup blocks can still be found and restored in the NVM-ORAM tree.

In addition, the added on-chip WPQs can ensure the volatile data in stash and PosMap enter the persistence domain at the same time. We do not need to worry about the content in the stash, and PosMap is gone with a crash.

If the system crashes before the “end” signal is received by the write pending queue, the original data blocks on the write-back path still exist and will not be overwritten, so the data can be recovered. Therefore, with EHAP-ORAM writeback operation, the data blocks in stash and PosMap can be consistent, and the data blocks lost after the system crash can be effectively recovered.

D. Ways to Store and Persist PosMap in Memory

PosMap is the key component in ORAM system, as it stores all mapping information for each memory request. Phantom [32] is the first hardware ORAM prototype built on FPGA. Since the FPGA memory is relatively small, the Phantom design stores the entire PosMap on the chip. As the capacity of the ORAM tree increases, Phantom needs to use multiple FPGAs to store the metadata in PosMap. In either cases, the PosMap is always on-chip, therefore, storing the contents in plaintext is acceptable.

However, if the ORAM tree size is large, it is hard to store the entire PosMap on-chip. For example, a 4GB ORAM tree with 128 bytes and $Z = 4$ requires a 93MB PosMap size [40]. In order to solve the problem of large PosMap size, recursive ORAM is proposed [15, 39]. In this way, the PosMap in untrusted main memory is also stored as a small ORAM tree, while the on-chip PosMap is a cache for most recently used PosMap entries. Update the PosMap in the memory requires a small ORAM tree write path operation.

A more ideal case would be, the PosMap can be stored in a trusted memory region and any read or write operations to the PosMap are free from most of security vulnerabilities [2, 3, 42]. In this case, a cmov-based oblivious update is desired to further obfuscate the access pattern to the PosMap.
The oblivious PosMap update generates fake addresses for all entries in the PosMap, but only the updated entries will be actually written.

In this work, we consider both cases of implementing and accessing PosMap on NVM main memory. We implement the recursive ORAM and PosMap accesses following [15]. Also, we consider the PosMap is kept at a on-chip secure region (similar to [32]) and cmov-based PosMap updates can ensure the writebacks are still oblivious.

E. Security Analysis

ORAM is designed to hide the original program's memory access pattern, and its security depends on the independence of the label sequence, randomness, and the same length of the access sequence [46]. In EHAP-ORAM, we modify the step 2, 4 and 5 of ORAM access for the add-on persistency. However, we do not modify the random remapping process and the redundant sequences of ORAM access. The added components and data block backup steps all happen on the trusted ORAM controller side. Therefore, the modifications do not leak any access pattern information, or cause stash/ORAM tree capacity overflow.

Claim 1: Step 2 does not leak additional information. The backup label operation happens inside of the ORAM controller, which is inside of the trusted boundary. Claim 2: Step 4 does not leak additional information or cause overflow. The backup data block is written back to the original path each time. Therefore, the stash occupancy does not change after each ORAM access. When the block is written back to its new path, the previous copied block is marked as invalid, so occupied memory space is freed again. As a result, we do not increase the stash and ORAM tree overflow probability. A similar use case has been discussed in [55].

Claim 3: Step 5 does not leak information during the writebacks. The data blocks written back from WPQ remain the same as the baseline Path ORAM. As for the security of PosMap, in this work, we consider two situations to protect PosMap. When the PosMap is stored in an SGX-like trusted memory region [25], the CMOV-based PosMap update approach [2, 42] is adopted to ensure the obliviousness. On the memory address bus, all entries in the PosMap are touched, but only the ones that require changes are written with new values. If no trusted memory region is available, we store the PosMap recursively [15], and the writing back one path id updates involves a small PosMap ORAM path write. Hence, EHAP-ORAM PosMap writeback does not introduce additional access pattern leakage.

Summarize, EHAP-ORAM architecture and its access protocol support crash consistency without leaking additional information on access patterns.

V. Evaluation

In this section, we first describe the relevant settings for experimental evaluation. Then, the designs of the experimental evaluation are described. Finally, the detailed evaluation results of each experimental design are given.

### A. Methodology

For the simulation of hardware design, we used a cycle-accurate Gem5 simulator [10] for modeling and simulation. The detailed memory access modeling of the NVM-ORAM tree uses NVMain 2.0 [35]. The simulation system consists of an 8x86-64 in-order processor running at 3.2GHz. Without losing generality, we use phase-change memory (PCM) with 4GB capacity [12, 35]. Table I summarizes the list of processor, ORAM controller, and main memory configurations. For other system-related parameters, we use the default values of gem5 and NVMain 2.0.

The memory capacity of the basic NVM-ORAM tree is 4GB [50]. We modify the controller interface of NVMain 2.0, simulate and test the EHAP-ORAM system proposed in this work, and compare it with basic ORAM technology [46].

To be able to accurately evaluate the performance of all aspects of the EHAP-ORAM system, in the experimental test of this work, the classic SPEC 2006 [20] benchmark suite was selected as the workloads. We selected 14 workloads from SPEC 2006 to test the EHAP-ORAM system. The applications are described as Table II. We use a method similar to that in [28] to consider 5,000,000 samples per trace in all selected SPEC simulation programs. Note that in the experiment of this work, we will not simulate the performance impact of data encryption.

Based on the hardware architecture of the persistent ORAM controller, four different persistent ORAM system protocols are tested and compared with the basic non-recursive/recursive ORAM system protocols.

- **No Persistency (Baseline):** We apply the basic ORAM protocol to an ORAM system with NVM, which has no application persistency design, i.e., Baseline.
- **On-chip with NVM (FullNVM):** Although it is theoretically feasible to replace NVM with on-chip storage, it is impractical to manufacture according to the existing process technology. But, to verify the correctness of our
TABLE II
WORKLOADS AND THEIR MPKI (MEMORY ACCESSES PER 1000 INSTRUCTIONS)

| Workload      | MPKI | Workload      | MPKI |
|---------------|------|---------------|------|
| 401.bzip2     | 61.16| 464.h264ref   | 19.74|
| 403.gcc       | 1.19 | 471.omnetpp   | 7.84 |
| 429.mcf       | 4.66 | 483.xalancbmk | 8.99 |
| 445.gobmk     | 29.60| 444.namd      | 8.08 |
| 456.hammer    | 4.53 | 453.povray    | 6.12 |
| 458.sjeng     | 110.99| 470.lbm       | 18.38|
| 462.libquantum| 18.27| 482.sphinx3   | 17.51|

conjecture, we still do the experiment and simulation on this design in gem5. In this design, we persist the updated PosMap metadata to the NVM-PosMap in the trusted region.

- **Full Persistence (FP):** In this design, the metadata in PosMap is stored on the off-chip untrusted NVM. To reduce the leakage of information and make the data persisted on the NVM-PosMap more secure, we build the NVM-PosMap into a tree structure. We persist the metadata in the updated PosMap to the NVM-ORAM tree in a method similar to [29]. Each time the ORAM eviction write-back is executed, a path on the corresponding NVM-PosMap tree will be written with metadata. Different from recursive ORAM design, except that the system initialization requires reading metadata from NVM-Posmap into the on-chip PosMap, the system only performs write operations when performing PosMap access.

- **On-demand Persistence (EHAP-ORAM):** In FP design, much redundant metadata will be written back to NVM PosMap to enhance security. Actually, when updated PosMap metadata is persisted to the NVM-PosMap in the trusted region, redundant data writes can be reduced. Specifically, the EHAP-ORAM system performance can be improved by persisting only with the changed data. So, in this design, the metadata in PosMap is stored in a trusted NVM region off-chip.

- **Recursive ORAM without Persistency (Rcr-Baseline):** In the same way as the NPr design, we apply the basic recursive ORAM protocol to an ORAM system with NVM. Recursive ORAM [15] without a persistency design serves as the baseline for persistent recursive ORAM systems.

- **Recursive ORAM with On-demand Persistency (Rcr-EHAP-ORAM):** Recursive ORAM can effectively solve the problem of the size of PosMap, we also add a persistency design to recursive ORAM and conduct simulation tests on it. Following [40, 56], a 4GB ORAM with a block size of 64 bytes and $Z = 4$ has a PosMap of 192 MB. Therefore, when we build the PosMap NVM-ORAM tree, we need a memory size of $192 \times 2 = 384$ MB. The block size of the PosMap ORAM tree is 64 bytes and each bucket has $Z = 4$ blocks, the number of tree levels is 21.

B. Evaluation Results

In this subsection, we evaluate the performance impact of different designs (see section V-A for details). In different channel systems, we use the basic ORAM protocol without non-persistent (NPr) design as the baseline. In this experiment, we set the data block and PosMap WPQ sizes to $24 \times 4 = 96$ blocks, i.e., $96 \times 64 = 6144$ bytes and $24 \times 4 = 96$ path ids, i.e., $(96\times (32+24)) = 5376$ bits = 672 bytes. To simplify the discussion, we focus on compare and analyze different workloads under different system configuration parameters.

C. System Performance

A. Single-Channel Performance. Figure 5 shows the standardized access latency under different workloads for basic ORAM and recursive ORAM with persistency designs in a single channel system.

Figure 5(a) illustrates the impact of different designs on the performance of basic ORAM systems when performing different workloads. We have the following observations: (1) FullNVM, compared with traditional ORAM systems and other designs, the performance cost of the FullNVM design is the largest, with an average performance drop of approximately 90.54% (i.e., a 1.9x execution time). The storage modules in the ORAM system are all replaced by NVM, every read and write is performed on NVM, which is currently relatively slow than traditional volatile storage, the performance loss is naturally high. (2) FP, the performance of the full persistency design is slightly better than that of FullNVM design. Compared with the baseline, the average performance is reduced by 73.18%, performance improved by 17.36% over FullNVM. This is mainly because the traditional non-volatile stash on the chip side is faster than NVM to read/write. However,
since the persistency needs to be performed every time an ORAM access is performed, its performance is worse than the EHAP-ORAM design. (3) EHAP-ORAM, compared with the baseline, the performance loss of EHAP-ORAM design is only slightly reduced, about 3.36%. Compared with FullNVM and FP, the performance of EHAP-ORAM is improved by 87.18\% and 69.82\%, respectively. This is because the EHAP-ORAM design only persists metadata related to the target block data that has been updated, reducing unnecessary redundant data persistency.

Figure 5(b) shows the performance loss of persistent recursive ORAM compared to basic ORAM and non-persistent recursive ORAM. Obviously, both the basic recursive ORAM (Rcr-Baseline) and Rcr-EHAP-ORAM have a high-performance overhead compared to the basic ORAM. The average performance loss is about 68.93\% and 75.10\%, respectively. However, compared with the performance of Rcr-Baseline, the loss of Rcr-EHAP-ORAM is relatively small, about 3.65\%. This is because recursive ORAM only needs to prevent the loss of data blocks in stash, so each time an ORAM access is performed, the corresponding backup data block of the accessed target block is persisted.

B. Single-Channel NVM read/write traffic. Figure 6 shows the comparison of memory read/write traffic between an ORAM system without a persistent design and an ORAM system with a persistent design. From Figure 6(a), we can see that when recursive ORAM executes ORAM read access, the number of read accesses increases significantly, the average increase was about 92.12\% and 93.25\%, respectively. The number of other designs ORAM read accesses remains basically unchanged. This is because recursive ORAM also performs ORAM access every time it accesses PosMap, resulting in a significant increase in reading traffic accesses. The increase in the number of ORAM read accesses is one of the factors that cause the performance of the ORAM system to decrease.

The FullNVM design has the largest persistent write traffic overhead in Figure 6(b), which increased by about 111.63\%. Since each ORAM access requires the data to be unloaded from the NVM-ORAM tree onto the chip side of the NVM-stash, this will directly result in the addition of a large number of persistent writes. The real blocks in the ORAM tree only account for 50\% of the total capacity of the ORAM tree. Therefore, each time a data block is unloaded from the NVM-ORAM tree to the on-chip stash, the number of persistent writes is about 48 times (average times, cache line size = 64B, L = 23, Z = 4). Must access NVM-stash when performing
ORAM access, and due to the current limitations of device engineering materials, the speed of read/write access to NVM will be slower, resulting in greater performance overhead. This results in high memory read/write traffic, which negatively impacts NVM lifetime.

Several other design designs have shown similar memory read/write traffic. The EHAP-ORAM design has the least increase in write traffic, with an average of about 4.84%. Compared with FullNVM and FP, the write traffic of EHAP-ORAM decreased by 106.79% and 96.07%, respectively. Because in EHAP-ORAM design, only metadata in PosMap corresponding to the target block in the path of the NVM-ORAM tree is persisted every time, and it is persisted in batches epoch. Compared with the FP design, the EHAP-ORAM design reduces many redundant persistency operations of PosMap metadata. Compared with the Rcr-Baseline and the Rcr-EHAP-ORAM design, the write traffic of the Rcr-EHAP-ORAM design increases, about 15.54%, which is caused by the fact that the Rcr-EHAP-ORAM design needs to back up the accessed target data blocks every time the execution is a stash eviction.

C. Multi-Channel Performance. This experiment evaluates different designs in a multi-channel system, where the workload is the same as a single-channel system. Figure 7 shows the comparison of performance improvements for different channels. From Figure 7(a), Baseline indicates the performance of basic ORAM without a persistency in a 2-channel system, a similar baseline is in a 4-channel system.

In Figure 7(a), most of the ORAM performance of the persistency design in the 2-channel system is better than the performance of the basic ORAM in the single-channel systems. The performance improvement of the EHAP-ORAM design is close to Baseline, which shows the availability of the design the best. Compared with Baseline, several persistency designs (FullNVM, FP and EHAP-ORAM) have an average performance reduction of 94.21%, 78.99%, and 4.66%, respectively.

Similarly, recursive ORAM systems with persistent design, as shown in Figure 7(b), in a 2-channel system, the performance improvement of the Rcr-EHAP-ORAM design approaches Rcr-Baseline. Rcr-Baseline and Rcr-EHAP-ORAM compared to Baseline, the average performance decrease by 74.28% and 82.14%. Rcr-EHAP-ORAM compared to Baseline, performance is reduced by about 4.51%.

When the number of channels is increased to 4, the performance of each persistency is not significantly improved compared to the performance of 2-channel, but there is still an improvement, as shown in Figure 7(c) and 7(d). In the 4-channel system, the performance of FullNVM, FP and EHAP-ORAM compared to Baseline is decreased by 94.74%, 80.91%, and 4.60%, respectively. The performance of the Rcr-EHAP-ORAM is only 1.33% lower than that of the Rcr-Baseline.

However, it is feasible to improve the performance of the EHAP-ORAM system only by adding channels, but the performance improvement is limited. Therefore, in future work, to better the performance of the EHAP-ORAM system, we will continue to explore other performance optimization methods.

VI. Conclusions

In this paper, we introduce a EHAP-ORAM system, a design designed to solve the previously proposed problem of ORAM system crash consistency. To the best of our knowledge, this is the first work to solve the crash consistency problem of the ORAM system. This requirement ensures that the memory persistency data and related metadata are recovered in a consistent state between system failures.

We first analyze the basic ORAM protocol without the persistency. We find that data loss is easy to be caused if the system crashes or power failure when performing ORAM access, and the lost data cannot be effectively recovered, which eventually leads to the error of ORAM access. To overcome the problem of crash consistency and effectively recover lost data, we have proposed several different persistency designs, and low overhead hardware design is proposed to implement atomicity in the NVM-ORAM system with a crash consistency when performing ORAM access. The experimental results show that the proposed persistency design is not only applicable to traditional ORAM systems, but also to recursive ORAM systems. We believe that our work provides holistic system support for data persistency and security.
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