Grid-based methods for chemistry modelling on a quantum computer
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We explore grid-based techniques for simulating multi-electron dynamics using a quantum computer, an approach sometimes called first quantized chemistry. Using a split-operator Fourier transform (SO-FT) method on exactly-emulated quantum computers with up to 36 qubits, we model the dynamics of 2D and 3D atoms with single and paired particles interacting via the Coulomb potential. The grid-based method enables direct visualisation of quantum dynamics, including the behaviour of bound states, electron ionization by an applied electric field, and electron-electron scattering. We exploit ancilla-qubit measurements for iterative phase estimation, state preparation and for implementing complex (absorbing) potentials. Ancilla-based methods for obtaining observables such as binding energies are found to be far more efficient and robust than direct sampling. We also introduce an augmented split-operator (ASO) method where the usual kinetic and potential operators are supplemented by a core-stabilisation operator that dramatically improves wavepacket propagation near a Coulomb singularity. Overall, the grid-based method scales well in terms of the quantum processor’s size and execution time; we extrapolate the resource requirements for accurate modelling of classically-intractable systems from our numerical results, and we describe suitable quantum architectures. We conclude by noting that the approach should be successful in far broader settings, from high energy physics to financial portfolio modelling.

I. INTRODUCTION AND BACKGROUND

A. Purpose and scope of this paper

Computer simulations provide invaluable insights into the properties of molecules and materials, informing and complementing laboratory investigations. But while the time and resource costs of simulation may be lower than experimental efforts, those costs are nevertheless often high. Moreover there are systems of great interest that are beyond the capabilities of conventional computers to comprehensively simulate [1].

Quantum computing promises to be very significant for molecular simulation. Ab initio simulation of quantum molecular dynamics, one of the most accurate and powerful approaches, is understood to scale only polynomially on quantum computers [2, 3], but is limited by exponential scaling on classical computers. In spite of their formidable classical computation cost, and cheaper methods (e.g. electronic structure theory [4, 5] and semi-classical quantum dynamics theory [6, 7]) being very practical approaches for gaining good chemical insight [3], small-molecule quantum dynamics simulations have proliferated in research [1, 8–13], a testament to their practical value. As the era of exponentially increasing classical computing power ends however, one notes that the task of simulating the quantum dynamics of larger molecular systems remains out of reach. Many hope that the accelerating development of quantum hardware [14, 15] will ultimately lead to a generation of novel materials or medically significant molecules that, while they are created in the laboratory, are first discovered using quantum computers.

Here we are concerned with extending and adapting the ideas from the era of conventional computing into the coming era of quantum-assisted modelling. There is of course a substantial literature addressing this exciting possibility; there are numerous analytic studies targeting both the noisy, intermediate scale quantum (NISQ) era and the longer term era of fully fault-tolerant machines. Moreover, demonstrations of the former have been realised on diverse prototype systems (e.g. [16]). The specific approach examined in this paper involves exploiting quantum computers’ ability to efficiently store digital grid representations of molecular (or other multi-particle) wavefunctions in the qubit equivalent of pixels, and efficient time-propagation of the stored state using an implementation of the split-operator method [17, 18] based on quantum logic gates. We refer to this approach as grid-based quantum simulation, while it has also been called ‘first quantized chemistry’ as it requires explicit encoding of particle symmetry [19]. It has been considered in a number of previous works [20–24] but is less commonly explored than ‘second quantized chemistry’ which involves tracking the occupancy of orbitals. The latter has the merit that small scale demonstrations can operate using only a few qubits. The former may scale better long-term, but require more qubits to represent (several) coordinate registers for a meaningful realisation. Earlier works have investigated the asymptotic scaling [2, 20, 25] as well as exact costs [22] of first-quantised chemistry simulation methods through detailed paper analyses. The complementary approach we take here is to actually numerically perform and assess grid-based simulations, highlighting that analytic error bounds of Trotter-based methods such as the split-operator are typ-
ically loose compared with methods investigated in the aforementioned works. We thus establish the exact resource costs for simulating systems of modest size to given levels of accuracy, employing established techniques as well as methods that are, to our knowledge, novel. We extrapolate our data to estimate the cost of larger-scale simulations. The results are encouraging, and support the view of several previous works [22, 25, 26] that grid-based methods may indeed be optimal for a majority of post-classical quantum chemistry simulations.

All the numerical results in this paper are simulations of simulations: we emulate a quantum computer which itself is modelling the dynamics of an atomic or atom-like system. Real quantum processors are currently subject to significant noise and too small to offer fault tolerance, therefore we instead exactly-emulate ideal quantum processors using conventional computers from laptops, through GPUs, to high performance computing clusters with up to 1 TB of total memory. The present paper is, to the authors’ knowledge, the first to report a full first quantized, real-space grid simulation of the quantum split-operator method propagating electron wavepackets under the Coulomb potential. We do note that simulations of this kind using parabolic harmonic potentials [21, 27], as well as second quantized split-operator propagation of states under the Coulomb potential [26, 28], have recently been performed. Ours is also the first work that presents the visualisations of such atom and atom-like systems which a quantum computer would enable: we can watch as superpositions of eigenstates evolve, and particles are driven by applied electric fields or collide with one another. Since our quantum computers are classically-emulated, obviously the targets of our simulations can only have limited complexity. But the user of a real quantum processor would have access to analogous images (derived by repeated sampling) for far more complex systems: The prospect of directly seeing the quantum dynamics in a molecule unfold is certainly exciting.

In the remainder of this section we provide a brief summary of the relevant techniques and literature from the long history of quantum molecular dynamics simulation with conventional computers. In Section II, we summarise the key ideas used in the grid-based method; these ideas are not novel with respect to prior works but are set out here to provide a self-contained description with consistent notation. Expert readers may care to skip directly to Section III where we set out the specific methods we will explore in the present paper, including approaches that to our knowledge are not reported in prior literature. Then in Section IV we present a range of results from applying those techniques to 2D and 3D systems with single and paired particles. Section V then reflects on those results to discuss the quantum resources required for simulations beyond the reach of emulation, and there we also present a suitable quantum hardware architecture. In Section VI we conclude and remark that the quantum split-operator may also be advantageous in applications well beyond molecular dynamics.

B. Background to the techniques employed

In seeking to use a controlled quantum machine as our simulator, one may adapt the rich set of numerical methods for solving the time dependent Schrödinger equation on ‘classical’ (pre-quantum) computing platforms. Though many state representation and time propagation schemes exist [8, 29-34], the one of particular interest here is the dynamic Fourier or split-operator Fourier transform (SO-FT) method, which dates back at least as far as the work of Feit and Fleck in 1976 [17, 35, 36]. It uses the Lie-Suzuki-Trotter product formula approach to split the chemical Hamiltonian and time propagator into the two non-commuting kinetic and potential operators, which can respectively be calculated efficiently in two complementary grid-representations of the molecular wavefunction (namely the position-space and momentum-space or plane wave basis). These two representations are related by the discrete Fourier transform. Time propagation of a quantum state is thereby approximated by discretising the total time evolution into small time steps, and rapidly alternating between application of a small time kinetic propagation exactly in the momentum-basis, and a small time potential propagation approximately in the position-basis (often referred to as the discrete variable representation [32]). The scheme is popular and often employed in small-molecule applications, predominantly in propagating nuclear wavepackets on pre-calculated static or time-dependent electronic potential energy surfaces. It has found uses in reactive scattering [37, 38] and excited-state chemistry [13, 39-42], as well as modelling quantum processes like tunnelling [43, 44] and superfluid turbulence [45], and indeed quantum control for designing quantum devices [46, 47]. Application to the relativistic Klein-Gordon equation [48] and non-linear Schrödinger equation [49-51] extends the method’s scope. Its success is partly attributed to the simplicity of its construction, as it only involves updating the vector describing the state, and partly to the low computational price paid for obtaining efficiently converging results [52].

Building on the works of Zalka [53] and Wiesner [54] from the mid 1990’s, it was observed just over a decade ago by Kassal et al. [18] that it will be advantageous to store high-dimensional spatial grid representations of molecular wavefunctions on digital quantum computers using qubits that scale only linearly with the degrees of freedom. They also showed that, by exploiting the remarkably efficient quantum Fourier transform (QFT), a quantum version of the SO method will be able to simulate the dynamics of a chemical Hamiltonian in polynomial time. Indeed, the authors challenged the status quo of limiting the split-operator method to propagating nuclei on electronic potential energy surfaces. They suggested that, in the fault-tolerant era where plenty
error corrected qubits are available, it would be more efficient to explicitly include both the nuclei and electrons on an equal footing, interacting simply via pairwise Coulomb potentials, thereby completely avoiding the Born-Oppenheimer approximation. This makes it a simple and elegant alternative for studying reactions where full quantum treatment of nuclear and electronic motion is necessary to describe the correct physics [13, 55], advancing the application of the SO method beyond low-dimensional problems.

Although the quantum SO method is oriented towards fault-tolerant quantum computing, it is nonetheless gaining increasing interest. The method has been investigated in the context of propagating one-dimensional Gaussian wavepackets [56], quantum harmonic oscillator [57], non-adiabatic dynamics across coupled, pre-computed potential energy surfaces [21], imaginary-time evolution for molecular geometry optimization [58] as well as ground state, Gibbs state and partition function determination [24]. We highlight works geared towards understanding the scaling of the quantum SO at mid-to-large scale, specifically that of Jones et al. which looked at the resource necessary for a fault-tolerant implementation [25], and the extensive investigation into first-quantized basis-set simulations for chemistry of Su et al., which also included block-encoding the SO Hamiltonian for simulation using qubitization and interaction picture techniques [22]. Other attempts at direct quantum simulations in real-space grids include using finite difference stencils to approximate the kinetic operator in second quantization [26], and in first quantization with propagation based on the truncated Taylor series algorithm [20], as well as a Cartesian component-separated approach [23].

In this work, we explore use of the SO time propagation for capturing the dynamics of single and paired electrons under the influence of the Coulomb potential in 2D and 3D, at a scale that can be numerically simulated exactly using classical high-performance computing resources.

II. THEORETICAL FRAMEWORK

The non-relativistic time evolution of a quantum state is governed by the time-dependent Schrödinger equation (TDSE)

\[
\frac{\partial}{\partial t} \Psi(\mathbf{r}, \mathbf{s}, t) = -i \hat{H} \Psi(\mathbf{r}, \mathbf{s}, t),
\]

where \( \Psi \) is the normalised, complex-valued, many-body wavefunction defined by the spatial \( \mathbf{r} \) and spin \( \mathbf{s} \) coordinates of the constituent particles (note that throughout this work we are using atomic units where \( \hbar = 1 \)). For the systems of interest here, the Hamiltonian \( \hat{H} \) is:

\[
\hat{H}_{\text{tot}} = \hat{H}_{\text{kin}} + \hat{H}_{\text{int}},
\]

where

\[
\hat{H}_{\text{kin}} = -\sum_{p=1}^{P} \frac{1}{2m_p} \nabla_{\mathbf{r}_p}^2
\]

represents the kinetic energy of each of the \( P \) particles present, and \( \hat{H}_{\text{int}} \) encompasses all interactions. In many cases it is convenient to further resolve according to

\[
\hat{H}_{\text{int}} = \hat{H}_{\text{U}} + \hat{H}_{\text{V}},
\]

where \( \hat{H}_{\text{U}} \) represents single-particle interactions with e.g. classical fields, while \( \hat{H}_{\text{V}} \) represents particle-particle interactions. For interacting charged particles, we would write

\[
\hat{H}_{\text{V}} = \sum_{p,q=1;p \neq q}^{P} \frac{q_p q_q}{|\mathbf{r}_p - \mathbf{r}_q|}
\]

for suitable constants \( q \). In the case of atomic and molecular systems, we could opt to model each nucleus as a full quantum particle in its own right, in which case we may set \( \hat{H}_{\text{U}} = 0 \) unless there are external e.g. electric or magnetic fields. In their 2008 paper, Kassal et al. argue that this is the natural choice given the relatively modest additional resources needed [18]. However, if the nuclei are not treated explicitly within the model, we then opt to model only the electrons and employ classical fields to represent the \( M \) nuclear potentials originating at fixed locations \( \mathbf{R}_m \), according to

\[
\hat{H}_{\text{U}} = \sum_{m=1}^{M} \sum_{p=1}^{P} \frac{Q_{p,m}}{|\mathbf{r}_p - \mathbf{R}_m|}
\]

\[
= \sum_{p=1}^{P} \frac{Q_p}{|\mathbf{r}_p|} \text{ for } M = 1 \text{ nucleus at } \mathbf{R}_0 = \mathbf{0}
\]

for suitable values of the electron-nuclear Coulomb energies \( Q_p \) or \( Q_{p,m} \). In the 2D and 3D atomic simulations we report presently, we consider \( M = 1 \) nucleus as in the equation above. However the techniques generalise naturally to \( M > 1 \). External and possibly time-dependent potentials can also be included in the Hamiltonian. Presently we will consider the case of uniform electric field \( \mathbf{E} \), by including within \( \hat{H}_{\text{U}} \) a term

\[
\hat{H}_{\text{E}} = \sum_{p=1}^{P} Q_p \mathbf{r}_p \cdot \mathbf{E}.
\]

Formally the solution to the TDSE is

\[
\Psi(\mathbf{r}, \mathbf{s}, t) = e^{-i\hat{H}t} \Psi(\mathbf{r}, \mathbf{s}, 0).
\]

For the multi-electron Hamiltonian with more than two particles, it is not possible to analytically evaluate the action of the time evolution operator \( e^{-i\hat{H}t} \), and one has to resort to numerical techniques to solve the initial value problem. A practical time propagation method therefore
involve selecting a representation of the state and then applying (some approximation of) the time evolution operator.

We begin by discussing the real-space and momentum-space (k-space) grid representations of a many-body wavefunction, suitable encoded on a quantum computer. We then discuss the SO method for propagating the state forward in time. As explained in Section 1B this method of exploiting quantum computers, explored by earlier authors in [18, 21, 22, 25, 27, 56–58], is an adaption of the classical computing methods developed in [17, 35, 36, 59].

A. Representations in k-space and in real-space

We wish to model the dynamics of a multi-particle problem with Hamiltonian $H_{tot}$. We divide the qubits of our quantum computer into registers, each associated with one of our particles. Further, we divide each register into sub-registers corresponding to the dimensions of the model; in the present work we consider 2D and 3D models. In general the registers corresponding to different particles need not be the same size, nor do the sub-registers need to match in size. Indeed, many scenarios would naturally suggest variations, e.g. a nuclear particle may be adequately modelled within a smaller ‘box’ than its bound electrons, or we might model e.g. a solid-state interface where the $z$-direction is restricted versus the $x$-$y$ plane. However in the present work we confine ourselves to considering cases where all sub-registers are of equal size, so that the computer has size of order $O(d P n_r)$ (neglecting ancillas used in temporary roles) where $d$ is the spatial dimensionality of the problem (2 or 3 for us), $P$ is the number of particles (1 or 2 in our simulations), and $n_r$ is the number of qubits in each sub-register. For this last parameter we will consider a range of choices $6 \leq n_r \leq 14$ to determine the required resolution for accurate modelling in various scenarios.

Suppose that we wish to model a 1D system which is well-localised within a region $-\frac{L}{2} < x < \frac{L}{2}$. We refer to this region as the ‘simulation box’ and thus $L$ is the box width. For now we will assume that the real system’s state has negligible amplitude outside this box, both initially and throughout the anticipated simulation. This condition is relaxed presently when we consider scattering and ionization. We choose a $k$-space (or ‘spectral’) representation in which a plane wave basis state of the modelled system is represented by a state of the computer’s sub-register as follows

$$\phi_k(x) = L^{-\frac{1}{2}} \exp \left( \frac{i 2 \pi k x}{L} \right) \leftrightarrow |k\rangle. \quad (8)$$

Here $k$ is an integer and $|k\rangle$ refers to the computational basis state which, regarded as a binary string, corresponds to $k$. A negative value of $k$ implies the two’s complement binary representation. The same meaning is intended whenever we write a Latin letter in a ket.

Defining $\rho = 2^{n_r-1}$ and noting that we have $2\rho$ basis states in our computer’s sub-register, a natural choice for the allowed $k$ is to run from $-\rho$ through zero to $\rho-1$. Therefore state $\Psi$ of a 1D modelled system would be represented by our sub-register $|\psi\rangle_x$ according to

$$\Psi = L^{-\frac{1}{2}} \sum_{k=-\rho}^{\rho-1} a_k e^{i 2 \pi k x / L} \leftrightarrow |\psi\rangle_x^{KS} = \sum_{k=-\rho}^{\rho-1} a_k |k\rangle. \quad (9)$$

Formally this is a bijective encoding of the Fourier components of the modelled state as computational basis states. Throughout this paper we will use the double-headed arrow $\leftrightarrow$ to indicate such a mapping: encoding of Fourier components (modelled system) on the left, to the quantum computer’s state on the right. Practically, the meaning of $\leftrightarrow$ is that when we apply operations to the qubit register, we will do so with our mapping to the modelled system in mind; this will be clear presently. We use the superscript $KS$ for $k$-space. For simplicity we do not put ‘$p = 1$’ in the subscript, but we understand this is for a given particle.

It would be possible to exclusively use the $k$-space representation in grid-based modelling, and indeed there may be advantages to doing so [2, 22]. However, in the present study we employ the approach in which the registers are periodically transformed into a ‘dual’ representation [26]. Specifically, we apply to each sub-register a quantum Fourier transform (QFT) denoted by $U_{QFT}$ and defined by the circuit shown in Appendix A. The sub-register as a whole will be transformed as

$$|\psi\rangle_x^{RS} = U_{QFT} |\psi\rangle_x^{KS} = \sum_{n=-\rho}^{\rho-1} b_n |n\rangle, \quad (10)$$

where

$$b_n = \frac{1}{\sqrt{2\rho}} \sum_{k=-\rho}^{\rho-1} \exp \left( \frac{i \pi n k}{\rho} \right) a_k. \quad (11)$$

The superscript RS indicates that we call this the real-space mode of representation; we will justify this label momentarily. When we wish to return to the original, $k$-space representation we employ the inverse QFT:

$$|\psi\rangle_x^{KS} = U_{QFT}^{-1} |\psi\rangle_x^{RS} = \sum_{k=-\rho}^{\rho-1} a_k |k\rangle. \quad (12)$$

---

1 With this choice subsequent expressions have a compact form; but the mapping from plane wave to computational basis state can employ a shift so that $k$ runs from (say) 0 to $2\rho - 1$. Indeed, in the simulations performed presently, underlying code using both conventions is tested. The eventual choice will be a matter of optimising circuit depths in the real quantum processor. As a further aside, note that an interesting alternative to Eqn. 8 is to use $2\pi(k + 1/2)$ rather than $2\pi k$. Then any state of the model must satisfy $\Psi(x = L/2) = -\Psi(x = -L/2)$. 

\[ a_k = \frac{1}{\sqrt{2^\rho}} \sum_{n=-\rho}^{\rho-1} \exp\left(-\frac{ik\pi}{\rho}n\right) b_n. \]  

Note that the number of gates required for the QFT scales only as the square of the number of qubits.

We can now ask, what wavefunction must be represented by each computational basis state \(|n\rangle\) appearing in Eqn. (10)? We can answer by setting all \(b\) coefficients to zero except for \(b_n\) (i.e. \(b_m = \delta_{n,n}\)), transforming to \(k\)-space using Eqns. (12) and (13), and finally referring back to our original declared mapping in Eqn. (8). We find that each \(|n\rangle\) maps to a wavefunction peaked at (but not strictly localised around) the spatial point \(x_n = \frac{L}{\rho} n\).

The upper left panel of Fig. 1 shows a plot for the case that \(n_r = 6, n = 0\). Specifically, the inferred mapping is

\[ \phi_n(x) = P_n(x) \leftrightarrow |n\rangle \]  

with

\[ P_n(x) = \exp\left(-\frac{i\pi x'}{L}\right) \sqrt{\frac{2}{\rho L}} \sum_{j=1}^{\rho} \cos\left(\frac{2j-1}{\rho}x'\right) \]  

where \(x' = x - x_n\) with \(x_n = \frac{nL}{2^\rho}\), and \(\rho = 2^{n_r-1}\).

Within our simulation box \(-\frac{L}{2} < x < \frac{L}{2}\), the function \(P_n(x)\) serves the role of an approximation or “smear” of the Dirac delta function \(\Delta(x-x_n)\), the sharpness increasing as \(2^{n_r}\) tends to infinity.\(^2\) Shortly we will motivate the informal term ‘pixel functions’ for our \(P_n(x)\). The separation between the peaks of adjacent pixel functions, e.g. \(x_2 - x_1\), is \(\delta r = L/2^{n_r}\), and we now define the model’s spatial resolution as the reciprocal of this quantity, i.e. as the number of pixel functions per unit distance: \(\delta r^{-1} = 2^{n_r}/L\).

The duality between the \(k\)-space and real-space representations under the Fourier transform has been explored in multiple studies including Refs. [8, 26, 60, 61]. Whereas our \(k\)-space representation maps qubit basis states to wavefunctions with sharp values of \(k\), in the dual representation the mapping is to wavefunctions that are perfectly sharp around points in real-space. Their Dirac-like character is their key property; indeed one can analyse techniques and protocols as if they were Dirac functions, secure in the knowledge that in the high-resolution limit this becomes exact. This insight is employed in several grid-based quantum simulation papers [18, 21, 24].

\(^2\) Strictly speaking it tends to a Dirac comb since the function is periodic beyond the simulation box. The function can also be recognised as a difference of two Dirichlet kernels; e.g. for \(L = \pi\)

\[ P^0_n(x) \propto D_{2\pi}(x) - D_{2\pi}(2x). \]  

For the present paper, we note that there are four key observations regarding the set of spatial wavefunctions \(P_n(x)\) which are true for any given qubit count \(n_r\). They are mutually orthogonal, each is peaked at \(x_n\), and importantly each is zero at all points \(x_m \neq x_n\). That is to say, where a given spatial wavefunction has its primary peak, all other wavefunctions are strictly zero. Finally, we note that at its peak each function has the value

\[ P_n(x = x_n) = \frac{1}{\sqrt{\delta r}}. \]

These properties mean that a suitable decomposition to represent any 1D wavefunction \(\Psi(x)\) in our quantum register is very intuitive:

\[ \Psi(x) \approx \frac{C}{\sqrt{\delta r}} \sum_{n=-\rho}^{\rho-1} \Psi(x_n) P_n(x) \leftrightarrow \frac{C}{\sqrt{\delta r}} \sum_{n=-\rho}^{\rho-1} \Psi(x_n) |n\rangle \]  

i.e. the required amplitude of \(|n\rangle\), the state representing the wavefunction peaked at point \(x_n\), is found simply by sampling the target wavefunction at that point. Here \(C\) is a normalisation constant that will be close to unity providing that (a) the target wavefunction has negligible amplitude outside of the simulation box and (b) the target wavefunction varies slowly with respect to \(\delta r\). If \(C\) differs significantly from unity then the model does not properly capture \(\Psi(x)\), however \(C\) can be above or below unity and \(C = 1\) does not imply optimality.

So far we have considered the role of one sub-register, which corresponds to one dimension of a given particle. The generalisation to 2D or 3D is the natural one: the sub-registers tensored together to form the complete representation of a given particle. The 3D analogue of Eqn. (17) is

\[ \Psi(r) \approx C\delta r^{-\frac{3}{2}} \sum_{n,m,l=-\rho}^{\rho-1} \Psi(x_n, y_m, z_l) P^n_{n_r}(x) P^m_{n_r}(y) P^l_{n_r}(z) \leftrightarrow C\delta r^{-\frac{3}{2}} \sum_{n,m,l=-\rho}^{\rho-1} \Psi(x_n, y_m, z_l) |n\rangle |m\rangle |l\rangle . \]  

(Of our numerics will include models of 2D systems where of course we omit the third sub-register.) When we generalise to represent a \(P\)-particle wavefunction \(\Psi(r_1, ..., r_P)\) we need only extend in the natural fashion,

\[ C\delta r^{-\frac{3P}{2}} \sum_{\{n_1, ..., l_P\}=-\rho}^{\rho-1} \Psi(x_{n_1}, y_{m_1}, ..., z_{l_P}) |n_1\rangle |m_1\rangle ... |l_P\rangle . \]  

Figure 1 shows the ground state of 2D hydrogen plotted from the analytic solution (lower left side, cyan) and constructed as a approximation using the 2D variant of Eqn. 18 for the case of \(n_r = 6\) qubits per sub-register (right side, orange). This wavefunction will be discussed in more detail presently, and is one of the initial states we will use in our numerical simulations. It is apparent by inspection that the approximation is good over
the majority of the simulation box. The analytic state of course extends beyond the box, where our modelled state is undefined; taking the modelled state to be zero there, the fidelity of the modelled state with respect to the analytic state (integrating over all space) is 0.99946. If instead we project the analytic state into the box and renormalize it, then the infidelity between the model and the analytic solution falls below $10^{-4}$. The discrepancy is primarily localised at the Coulomb singularity, where the analytic expression has a gradient discontinuity. Of course, the reconstruction must have a continuous gradient (since all constituent functions have this property). The sharpness of the approximation is characterised by $\delta r^{-1}$ and so increases exponentially with $n_r$. The upper panels in Fig. 1 show examples of $P_{n_r}^n(x)$ for the same case of $n_r = 6$ (but with the phase component removed so that the plots can be seen without an imaginary axis). Recall that in our two’s complement notation, integer indices can denote negative or positive coordinates; the register state $|000.0\rangle = |n = 0\rangle$ corresponds to the wavefunction peaked at the origin (the blue lines in the left and middle panels). The orthogonality property is clear from the middle panel, showing $|n = 0\rangle$ in blue and $|n = 1\rangle$ in orange.

Intuitively, one can think of these spatial wavefunctions analogously to pixels as used in conventional digital photographs: A pixel has a single colour corresponding to the (real, continuous) scene sampled at that point. Similarly each spatial basis state $|n, m, l\rangle$ in Eqn. 18 is associated with a single complex number corresponding to the continuous wavefunction sampled at that point. A photo should have sufficient pixels that all features of interest to the viewer are fully captured, and our simulation should have sufficiently many spatial basis states that all features of the wavefunction are adequately captured. Because of this close analogy, we sometimes refer to the $P_{n_r}^n$ wavefunctions as ‘pixel functions’. As we will see presently, a moderate resolution $\delta r^{-1}$ can prove to be sufficient and thus the number of qubits required can be remarkably low.

From Fig. 1 it is obvious that pixel wave functions resemble standard sinc functions; indeed if we increase the number of qubits $n_r$ while commensurately increasing $L$ so that the resolution $\delta r^{-1}$ is held constant, then the pixel function $P_{n_r}^n$ tends to a sinc function in the interval $[-\frac{L}{2}, \frac{L}{2}]$. This is reminiscent of Whittaker-Shannon interpolation and indeed there is a close association between the grid-based quantum model and the theory of signal processing.

The representation described above involves simple Cartesian grids in momentum-space and position-space, with the conversion effected by a QFT; in principle, other coordinate systems could be used (cylindrical, spherical etc) or alternative transformations [60]. In the present paper we will consider the hybrid coordinates needed to evaluate particle-particle interactions.
A spin degree of freedom is trivial to add into the simulation: for spin one-half particles we would simply require a single additional qubit per complete register, while a spin-$S$ particle would require $\ln(S)$ qubits. However in the numerics we describe presently, we do not consider any Hamiltonians with a spin-dependent term and therefore we do not model the particle’s spin. Importantly, particle symmetry is properly preserved by the split-operator method that we now discuss; symmetry can be confirmed at any stage using e.g. a SWAP test [62] on the registers representing the relevant pair of particles.

B. Split-Operator Propagation

We now consider the means to simulate the dynamics induced by our multi-particle Hamiltonian. The split-operator scheme first discretises the global time $[0,t]$ evolution into short time intervals $t = N\delta t$, i.e.

$$e^{-i\hat{H} t} = e^{-i\delta t \hat{H}} e^{-i\delta t \hat{H}} \ldots e^{-i\delta t \hat{H}}.$$ \hspace{1cm} (20)

The method then approximates the short time propagator by Trotterisation, thus splitting the Hamiltonian into kinetic and interacting parts

$$e^{-i\hat{H} t} = e^{-i(\hat{H}_{\text{kin}}+\hat{H}_{\text{int}})\delta t}$$

$$= e^{-i\hat{H}_{\text{kin}}\delta t} e^{-i\hat{H}_{\text{int}}\delta t} + O(\delta t^2)$$

$$= e^{-i\hat{H}_{\text{kin}}\delta t/2} e^{-i\hat{H}_{\text{int}}\delta t/2} e^{-i\hat{H}_{\text{kin}}\delta t/2} + O(\delta t^3)$$ \hspace{1cm} (21)

Both the first-order ($O(\delta t^2)$) and second-order ($O(\delta t^3)$) Trotterisation split-operator have well-documented numerical advantages [8, 29, 63, 64], and higher order Lie-Trotter-Suzuki sequences can also be relevant [65, 66]. For simplicity, and in order to compare different techniques on an equal basis, in this work we focus on the first-order split-operator – however the methods we will employ are equally compatible with any Trotter sequence. Our interaction Hamiltonian $\hat{H}_{\text{int}}$ involves Coulomb potential(s) and, in one study, an additional external electric field. In any SO simulation where $[\hat{H}_{\text{kin}}, \hat{H}_{\text{int}}] \neq 0$, the dynamics will be imperfectly modelled and gives rise to the Trotter error terms in Eqn. (21); we will discuss the accumulation of errors in Section III D.

The real and $k$-space Cartesian grid dual representations (detailed in Section II A) are natural options for state representation when computing the approximate time evolution operator of Eqn. (21). In the $k$-space representation, the kinetic part of the Hamiltonian $\hat{H}_{\text{kin}}$ is separable and exactly local (diagonal). In the real-space representation the interaction part of the Hamiltonian $\hat{H}_{\text{int}}$ is approximately diagonal.

On a quantum computer it is relatively efficient to switch between the two representations using the QFT; the number of gates required per sub-register is quadratic in its number of qubits $n_r$, and all sub-registers can be transformed independently. Thus we can implement the two parts of the SO cycle each in their preferred, diagonal basis. We perform the following to approximate a time step $\delta t$ using our quantum computer:

$$|\psi(t+\delta t)\rangle_{\text{RS}} = U_{\text{SO}}(\delta t) |\psi(t)\rangle_{\text{RS}}$$

where we recall that the superscript RS denotes the real space representation, and

$$U_{\text{SO}}(\delta t) = e^{-iD_{\text{int}}\delta t} \left( t^{\dagger}_{\text{QFT}} e^{-iD_{\text{kin}}\delta t} U_{\text{QFT}} \right).$$ \hspace{1cm} (22)

Here $D_{\text{kin}}$ and $D_{\text{int}}$ are diagonal real matrices as explained above, and $U_{\text{QFT}}$ is the quantum Fourier transform applied to all sub-registers.

We now discuss the evaluation of these operators on quantum computers in detail. From Eqn (3) we observe that (regardless of basis) any period of evolution under purely the kinetic part $\hat{H}_{\text{kin}}$, i.e. any operator

$$U_{\text{kin}}(\delta t) = e^{-i\hat{H}_{\text{kin}}\delta t}$$

will separate exactly into a product of operators acting independently on each particle and in each dimension:

$$U_{\text{kin}}(\delta t) = \prod_{p=1}^{P} \prod_{\mathbf{q}\in\{x,y,z\}} \exp \left( \frac{i\hbar^2 \delta t}{2m_p} \frac{\partial^2}{\partial q^2} \right)$$

because these components commute. Now suppose that a given quantum sub-register is currently in the $k$-space representation defined by Eqn (9), and recall Eqn. (8) for the meaning of each computational basis state, viz.

$$\phi_k(x) = L^{-\frac{1}{2}} \exp \left( \frac{i2\pi kx}{L} \right) \leftrightarrow |k \rangle.$$ \hspace{1cm} (8)

We see that the proper way to account for the action of $U_{\text{kin}}(\delta t)$ on the molecule is to introduce phases onto our computational basis states according to

$$|k\rangle \Rightarrow e^{iC\delta t k^2} |k\rangle$$ \hspace{1cm} (23)

with constant $C = 2\hbar^2 \pi^2/(L^2 m_p)$. Thus our task is simply to apply phase operations to our quantum computer, independently for each sub-register (and in parallel if our hardware has that capability). Each element of the matrix $D_{\text{kin}}$ appearing in Eqn. (22) is just the sum of $C(k^2_x+k^2_y+k^2_z)$ over all particles. It is trivial to implement the required phases as, for example, a sequence of single- and two-qubit phase gates (see for example [21, 25]). The number of gates required goes as the square of the number of qubits in the register.

We now consider the challenge of modelling evolution under the potential parts of $\hat{H}_{\text{tot}}$. Consider first $\hat{H}_{U}$, which represents the energy of each particle in classical fields. We are primarily interested in an attractive Coulomb potential representing a nucleus (although we discuss a variation including a static electric field presently). For the Coulombic case we write

$$\hat{H}_{U} = \sum_{p=1}^{P} \frac{Q_p}{|\mathbf{r}|_p} = Q \sum_{p=1}^{P} \frac{1}{\sqrt{x^2_p + y^2_p + z^2_p}}.$$ \hspace{1cm} (24)
Here we took $Q$ outside of the sum since all $Q_{ij}$ are the same in our atomic and molecular systems of interest; however there would be no difficulty in retaining distinct values. As before, we can write an time evolution operator

$$U_V(\delta t) = \prod_{p=1}^{P} \exp \left( -i \frac{Q \delta t}{\sqrt{x^2 + y^2 + z^2}} \right).$$

The operations are independent between the registers corresponding to different particles, but not independent between sub-registers assigned to a given particle.

We will be in the real space representation when we implement the corresponding dynamics. Recall that the computational basis states of each sub-register will thus correspond to locally-peaked 1D single-particle wavefunctions specified in Eqn. (14), viz.

$$\phi_n(x) = P_n(x) \leftrightarrow | n \rangle$$

with each such ‘pixel function’ having its primary peak at $x_n = nL/2^{n^2} = n\delta r$. Similar expressions describe the roles of the $y$ sub-register states $| m \rangle$, peaked at $y_m$, and the $z$ sub-register states $| l \rangle$ peaked at $z_l$. These pixel functions were depicted in Fig. 1.

We proceed to apply a period of time evolution under $\hat{H}_V$ using an approximation that would be exact in the limit of infinite spatial resolution. In that case we could apply a series of phase changes to our quantum registers to properly describe any time step $\delta t$.

$$| n \rangle | m \rangle | l \rangle \Rightarrow \exp \left( -i \frac{n \delta t}{\sqrt{x^2 + y^2 + z^2}} \right) | n \rangle | m \rangle | l \rangle$$

$$= \exp \left( -i \frac{n \delta t}{\sqrt{r^2 + m^2 + l^2}} \right) | n \rangle | m \rangle | l \rangle \quad (25)$$

Comparing Eqn. 23 and Eqn. 25, we see that the task of implementing the latter is only modestly more complex than the former: Now, we need to compute on an entire register of all three sub-registers and the phases required are inverse-square-root instead of merely square.

Efficient evaluation of functions such as the inverse-square-root using fixed-point arithmetic and Newton-Raphson iteration. Polynomial function interpolation using quantum read-only memory (QROM) type circuits is another promising approach [68]. Recent work from Poirier et al. [23, 69] combined with other formulations of the Coulomb potential may also ease the efforts of computing the inverse-square-root. We refer to [25, 67] for resource estimates, but here it suffices to note that the number of gates required can potentially scale merely quadratically with the number of qubits $n_r$. We discuss this further in Appendix B.

We motivated the expression above by noting that this would be the exactly correct process if our spatial states were Dirac delta functions. Those states in fact have finite spatial extent but we can expect that, for any sufficiently short time $\delta t$ and given a smoothly varying potential, an adequate spatial resolution $\delta r^{-1}$ will result in dynamics that converge to the exact behaviour. However the Coulomb potential is singular at $r = 0$ and consequently we will need to investigate the behaviour in this region carefully. As we presently explain, it is possible to augment the basic SO cycle of kinetic and potential evolution with a third phase, whose purpose is to stabilise behaviour at the core singularity.

Finally we must consider the part of the Hamiltonian corresponding to particle-particle interactions, $\hat{H}_V$ as defined in Eqn. 5. This is straightforward to handle using the same approximation above, i.e. by updating our registers as if the states they represent are Dirac delta functions. Then the operator,

$$U_V(\delta t) = \exp \left( i \delta t \sum_{p,q=1;p\neq q}^{P} \frac{q_{p,q}}{r_{p} - r_{q}} \right) \quad (26)$$

FIG. 2. Above: Illustrating the propagation of an atomic system in real-space on a quantum register. One electron is modelled as a Gaussian wavepacket, and the other as the bound ground state hydrogenic solution. The two interact via a repulsive Coulomb potential, and the atomic nucleus is modelled as a classical attractive Coulomb potential. Note that the two electrons will have to be antisymmetrised. Below: Schematic of the corresponding quantum circuit for a single split-operator step propagation.
will be approximated as having diagonal form (and will therefore commute with the $U_V(\delta t)$ operator). Consider the two registers, each composed of three sub-registers, which represent a given pair of particles $p = 1$ and $p = 2$. Then basis states will be updated as

$$|n_1 m_1 l_1\rangle |n_2 m_2 l_2\rangle \Rightarrow e^{-i\Theta} |n_1 m_1 l_1\rangle |n_2 m_2 l_2\rangle$$

where

$$\Theta = \frac{Q \delta t}{\sqrt{(x_{n1} - x_{n2})^2 + (y_{m1} - y_{m2})^2 + (z_{l1} - z_{l2})^2}}$$

$$= \frac{Q \delta t}{\delta r \sqrt{(n_1 - n_2)^2 + (m_1 - m_2)^2 + (l_1 - l_2)^2}}$$

(27)

One way of computing the required phases is discussed in Section V B. We would pair every particle with a partner and perform the following process (which can occur simultaneously over each pair of registers), before repeating with a different pairing, and so on until all pairings are considered. For each pair, we perform the computation

$$|n_1, m_1, l_1\rangle |n_2, m_2, l_2\rangle \Rightarrow |n_1 - n_2, m_1 - m_2, l_1 - l_2\rangle |n_2, m_2, l_2\rangle$$

(28)

which is a straightforward instance of quantum arithmetic on pairs of sub-registers. One suitable method uses the QFT which of course our machine will already have been optimised for [70]. This approach is frugal in terms of the qubit count: we need only a single additional qubit to fully represent each difference $n_1 - n_2$, etc (as the maximum magnitude is within a factor of two of the maximum magnitudes of $n_1$ and $n_2$). With the registers in this form, we can simply use the same procedure employed for the single-particle phases as specified in Eqn. (25). Once the desired phases are applied, we perform the reverse of the computation Eqn. (28) and then repeat the whole process with another set of particle pairings. For a system of $P$ particles, the total number of particle pairings is $2P(P - 1)$, however as we discuss in Section V B there is a natural parallelism so that the time cost should scale only linearly with $P$. Moreover, there are methods to trade greater hardware resources to reduce the time cost; Jones et al. introduced a parallelised scheme for speeding up the computation of the particle pairings using only $O(\log P)$, or even $O(1)$, circuit depths [25]. Regardless of the implementation method used, the elements of the diagonal matrix $D_{\text{int}}$ are thus simply sums of phases appearing in Eqns. (25) and (27).

In the approach just described, we are finding the relative coordinates of each particle pairing. There was no need to compute the complete transformation by mapping the second particle’s register to $|n_1 + n_2, m_1 + m_2, l_1 + l_2\rangle$. However, this would have been possible. A motivation for completing this full transformation is that general, non-diagonal operations could be performed if we wished; this observation relates to the augmented split-operator concept developed presently.

### III. Techniques for Quantum Split-Operator Modelling

We now explore techniques and important considerations for the split-operator time propagation scheme. We discuss some well-established classical methods recast into the quantum setting, some that are only convenient for classical simulation, and some which have no classical analogue.

#### A. Observables and Phase Estimation

Here we review the standard technique of measuring energy via phase estimation; the experienced reader may care to skip this and the following section.

The energy expectation is the most ubiquitous observable in quantum chemistry. The first method to extract it from a dynamics simulation is to split the Hamiltonian and calculate the kinetic energy expectation in $k$-space, followed by the potential energy expectation in real space

$$\langle E \rangle = \langle \Psi | U_{\text{QFT}}^\dagger \hat{H}_{\text{kin}} U_{\text{QFT}} | \Psi \rangle + \langle \Psi | \hat{H}_{\text{int}} | \Psi \rangle$$

(29)

where here $| \Psi \rangle$ is understood to be the spatial representation. In principle, it is efficient to compute this value ‘on-the-fly’ in a simulation on a traditional computer because the full state is readable from memory, but inefficient on a quantum computer because the state will have to be extracted through repeated sampling measurements of the state register. These efficiency concerns are in practice irrelevant because, as we will demonstrate in Section IV C, the aforementioned non-conservation of energy due to the Trotter error renders the method unsuitable for efficiently extracting the correct physics. An alternative is to extract the energy of a state from the autocorrelation function, which is a discrete-time series of the inner product of a propagated state with the initial state. The phase of the signal is in fact the global phase acquired by the initial state during time propagation, and thus also contains the eigenenergies of the state as follows: Suppose we time propagate an eigenstate $\Psi_n$ of $H_{\text{tot}}$ with energy $E_n$. The corresponding autocorrelation signal is

$$\langle \Psi_n(t) | \Psi_n(0) \rangle = e^{-iE_n t}.$$  

(30)

In the classical SO, we can compute the inner product of the current state with a copy of the initial state at regular time steps, then numerically fit a sinusoidal signal to the autocorrelation to find the phase. The absolute value of the autocorrelation of an eigenstate propagation

$$C(t) = | \langle \Psi(t) = 0 | \Psi(t) \rangle |$$  

(31)

should be close to unity and in this work we use it as one measure of a simulation’s veracity.

The same information can be efficiently extracted in the quantum setting using phase estimation. Phase estimation through the use of ancilla qubits [71] is one of the
fundamental techniques employed in diverse applications of quantum computing, and its utility in the context of split-operator and first quantized simulation is well recognised (see e.g. [18]). Even with a single ancilla [57, 72] it permits us to learn the otherwise-unobservable global phase that an eigenstate acquires as it propagates in time.

The estimation scheme that we will employ is summarised in Figure 3. We conditionally apply \( N \) split-operator steps \( U^N(\delta t) \) controlled by an ancillary qubit in the \(|+\rangle\) state. At the \( N \)th step, we measure the ancillary qubit in the \(|+\rangle\) basis, at which point the state is discarded (but cf. the state preparation variant discussed presently). We see that, if the initial state is a pure eigenstate, the global phase information is encoded in the relative phase between the \(|0\rangle\) and \(|1\rangle\) state of the ancillary qubit

\[
|+\rangle \Psi_n(t = 0) \Rightarrow \frac{1}{\sqrt{2}} \left( |0\rangle \Psi_n(0) + |1\rangle \Psi_n(t) \right) = \frac{1}{\sqrt{2}} \left( |0\rangle + e^{-iE_n t} |1\rangle \right) |\Psi_n(0)\rangle . \tag{32}
\]

By resetting the time propagation and repeating the ancilla measurement at different time steps, the probability of finding the ancillary qubit in state \(|+\rangle\) fluctuates as the phase. We use this to extract a periodic time signal \( a(t) \) where the frequency is proportional to the energy of the simulated wavefunction

\[
a(t) = \cos^2 \left( \frac{E_n}{2} t \right) . \tag{33}
\]

Because the ancilla projection probability is statistical in nature, in practice the time propagation and measurement will have to be repeated multiple times in this single-ancilla method. In the numerical results we discuss presently, we show the exact evolution of \( a(t) \) plotted for every time point – this is straightforward since we use classically-emulated quantum processors. In a physical implementation, the sampling nature of the procedure gives an energy error

\[
a(t) = \cos^2 \left( \frac{E_n + \epsilon}{2} t \right) , \tag{34}
\]

where \( \epsilon \) should shrink as \( 1/\sqrt{m} \) where \( m \) is the number of repetitions [72]. With the real device, one would design a protocol for extracting information in the most frugal manner, perhaps using a Bayesian approach to target the data points which will yield the most information in the curve. Moreover, for certain purposes such as optimising an initial state to most closely approximate a given eigenstate, it may suffice to characterise only the initial part of the \( a(t) \) curve.

The numerical studies we report presently only use this single-ancilla method, and only in cases where there are at most two eigenstates present. For completeness we describe the standard extension to full phase estimation in Appendix C where we also note the use of classical Fourier analysis to extract features if indeed the hardware is limited to a single ancilla.

\[\text{FIG. 3. The single-ancilla iterative phase estimation scheme, employed in this work for extracting the global phase acquired by an initial eigenstate during its (emulated) quantum split-operator time propagation. Above: the global phase is encoded in the probability of measuring an entangled ancilla qubit, which controls the application of \( N \) split-operator cycles, in the \(|+\rangle\) state. To obtain this probability one must repeat the propagation and measurement at each point in time where we wish to sample the signal. Below: Circuit for the single-ancilla iterative phase estimation.}\]

B. State Preparation

Here we review the challenge of state preparation, including the preparation (and editing) of a state via phase estimation; the experienced reader may care to skip to the following section.

Direct quantum simulation solves an initial value problem. We therefore require a method for preparing a desired initial state on the quantum computer with no more than polynomial complexity. The state we wish to prepare is that given by Eqns. 18 and 19. Those simple expressions mean that, if we can analytically describe the state we wish to prepare, the preparation is quite trivial for the emulated quantum processors used in the present work. However for real devices the problem of state preparation is challenging even given an analytic expression, especially when one considers the demands of overall particle exchange symmetry.

In Appendix D we present an overview of the ideas in the literature for preparing a known state on a quantum simulator, including grid-based representations, as well as generation of states that are antisymmetric under exchange of particle registers. In the present paper we will simply load known, analytic states into our emulated...
quantum computers.

A still-greater challenge is that of preparing a state which we cannot even describe classically, but whose properties we can list (e.g. it is the ground state or has a given excited energy). There are various relevant ideas in the literature, including adiabatic evolution from an initial, easy to prepare, state to the target [73], as well as probabilistic imaginary time evolution [24]. In the present paper we instead demonstrate a single-ancilla variant of state preparation by phase estimation [71, 74, 75]. Our means of tracking accumulated phase has been described in Section III A, and the generalisation here is simply to regard the ancilla measurement as a mid-point rather than an end-goal.

Suppose we can prepare an initial state which contains a superposition of eigenstates of differing energies including our desired state. Let us assume that we know the energy $E$ of the desired state; if not, the method of III A can reveal the spectrum of energies by classical Fourier analysis (Appendix C). We prepare our ancilla in the $|\rangle$ state and then perform condition evolution previously described, choosing a total time $T = N \delta t = 2n\pi/E$ for some integer $n$. We then measure the ancilla. If the initial state had been exactly the desired state then the ancilla would now certainly be found in the $|\rangle$ state. An ini-
tial state with a different energy $E_k \neq E$ would in general not yield the $|\rangle$ with certainty but rather with probability $\cos^2 (TE_k)$. We therefore demand a $|\rangle$ outcome, and restart if we do not see it. On success, the post-selected state on the main register has a boosted amplitude associated with the desired state because other states have been suppressed by the factor $\sin^2 (TE_k)$. We repeat the process to probabilistically purify the desired state (or if degeneracy is present, a state in the degenerate subspace with energy $E$). Our probability of success is precisely the total probability associated with the target state’s component of the initial state, therefore it is important to prepare an initial state having reasonable overlap with the target. The total time required will depend on the inverse of the energy gap $E_k - E$ between the desired state and the nearest unwanted component.

An interesting variant of the above, is the case that we wish to remove a known state from a superposition. This might be useful in analysing a state after some (possibly non-unitary) evolution has occurred. This is the variant that we demonstrated with emulated quantum computers in Section IV D. To remove state $\Psi_d$ with eigenvalue $E_d$, we again execute a controlled time propagation of the initial state as before but require measurement at $T_d$, such that $e^{-iE_d T_d} = -1$, thus

$$t_d = N_d \delta t = \frac{\pi}{E_d} \tag{35}$$

Now the undesired component has zero probability of yielding a $|\rangle$ from the ancilla measurement, so that post-selecting on that outcome will entirely eliminate it from the register. This is the variant of state preparation (or more generally, state editing) which we explore numerically in the following section. Figure 4 illustrates this case.

**C. Attenuation and scattering**

Here we introduce an analogue of complex absorbing potentials (CAPs) which we have developed. We presently test the technique in the context of ionisation and scattering in Section IV E.

As discussed in Section II A, the use of the $k$-space mapping imposes a periodic boundary condition in real space. For non-periodic systems, this introduces artificial interactions and state interference through the boundary and one of the requirements on the simulation box is that it is sufficiently large that these have negligible impact on the dynamics. Given that, for fixed spatial resolution, the width can be increased with only a logarithmic cost both in the number of additional qubits and the ‘wall clock’ execution time (see Section V), this does not usually pose a problem. However, there are simulation tasks where simply enlarging the box may not be an ideal solution: for example, a study of a scattering process where the quantum states of scattered particles have contributions that travel at speed towards the edges of the simulation box.

One alternative is to attenuate wavefunction amplitude near the boundary. Any such attenuation would be a non-unitary process involving measurement and implying some probabilistic element; however the cost associated with any need for repetition may be preferable to the increase in the number of qubits required in the former approach. Furthermore, as we demonstrate presently, from the rate of failure of the probabilistic process one can infer scattering probabilities.

The attenuation approach we now describe is an analogue of a well-established technique in classical simulation: complex absorbing potentials (CAPs) were introduced in the context of time-dependent quantum simulations by Kosloff and Kosloff in 1986 [59]. The interaction potential part of the Hamiltonian $\hat{H}_{pot}$ is modified to
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**FIG. 4. Circuit for using a single-ancilla phase measurement to selectively remove eigenstate contributions in a superposition.** If it is known a priori that the phase of an eigenstate $|\Psi_k\rangle$ goes to a minimum at time $N_k \delta t$, executing an ancilla measurement at that time should remove its contribution.
contain both a real and (negative) imaginary part
\[ \hat{H}_{\text{int}} = \hat{H}_U + \hat{H}_V - i\hat{V} \] (36)
The time evolution operator is thus
\[ \Psi(r, t) = e^{-i\hat{H}t}e^{-\hat{V}t}\Psi(r, 0) \] (37)
The absorbing potential \( \hat{V} = V(r) \) should be balanced between sharp, abrupt attenuation which reduces the size of the attenuation region while suppressing transmission, and smooth, gradual attenuation which suppresses reflection. For brevity, we will only assert that it is possible to construct complex absorbing potentials which are completely reflection and transmission free [76], and refer the reader to the rich body of classical quantum dynamics literature on complex potentials [34, 77–81].

Now considering simulation via a quantum computer, the objective is to achieve the following non-unitary transformation in (though not limited to) the real space representation at every split-operator step
\[ \sum a_n |n\rangle \Rightarrow \sum a_n e^{-V(x_n)\delta t} |n\rangle \] (38)
followed of course by the necessary renormalization. Here \( x_n \) is the location of the peak of the pixel function \( P_{n_x}(x) \) as per Eqn. 14. Of course \( \delta t \) is merely a constant, corresponding to the temporal granularity of the SO simulation. The analogous mapping should occur for \( y \) and \( z \), and for each particle in the system – ideally this should be done in a fashion that perfectly preserves any exchange symmetry relevant to the system.

To achieve this, we could proceed as follows for each \( x_n \) that lies within our attenuating region (i.e. where \( V(x_n) \neq 0 \)). At the end of each spatial part of our SO cycle we prepare an ancilla qubit in state \( |0\rangle \) and we perform a multi-controlled rotation \( \exp(i\sigma_\theta) \) on that ancilla. The rotation occurs if and only if the sub-register is exactly in state \( |n\rangle \) which corresponds to the pixel function peaked at \( x_n \). We then measure the ancilla. If we obtain outcome \( |1\rangle \) we say that the particle in question has been measured to be that point, and we may either halt the simulation or proceed with the remaining particles – both scenarios are examined in the numerical simulations presented later. However, if we obtain outcome \( |0\rangle \) then the simulation simply proceeds, except that the amplitude of state \( |n\rangle \) has been attenuated from \( a_n \) to \( a_n \cos(\theta) \) (and the state has been renormalised). By repeating this process for all \( x_n \) within the attenuating region, selecting the proper \( \theta = \arccos(\exp(-V(x_n)\delta t)) \) in each case, we implement Eqn. 38. In parallel the same process can be applied for other sub-registers and other particles.

If the attenuation region is narrow, corresponding to only a few values of \( x_n \), then the above protocol can be relatively efficient. Remarkably frugal constructions for multi-controlled Paulis do exist [82], and of course a controlled Pauli can implement the general \( \theta \) rotation described above with the use of additional single-qubit rotations. However if the attenuation region is a significant portion of the simulation box then the method would be exponentially inefficient as it requires action for each element of the spatial superposition. Fortunately however, one can simply set a uniform attenuation strength \( V \) over a range of \( x_n \) values and implement it in one step using an appropriate subset of register qubits in the control process. The simplest example occurs when the width of the attenuating region is \( 2^{-m}L \) for some integer \( m \) (\( L \) being the width of the simulation box). In this case, only the most significant \( m \) qubits from the sub-register
control the rotation. This is the approach taken in the numerical emulations presented later in this work.

By repeating the entire simulation multiple times and keeping track of the probability that the ancillary qubit yields $|1\rangle$, we are also recording the time-dependent probability that a given particle has ‘escaped’ the simulation box. This allows us to directly measure particle scattering and ionisation probabilities. We presently explore two scenarios: ionisation of a single bound electron by a strong applied electric field, and two-particle scattering.

D. Demands on spatial and temporal resolution

Here we discuss some general considerations regarding the granularity of the simulation’s spatial and temporal resolutions.

The standard SO method described so far involves three critical approximations: (a) a discretized representation of the state (Section II A), (b) propagation of the potential phase assuming the interaction operator $\hat{H}_{\text{int}}$ is exactly diagonal (Section II B), and (c) the Trotter error from discretization of $e^{-i\hat{H}_{\text{int}}\delta t}$ into the two non-commuting $e^{-i\hat{H}_{\text{kin}}\delta t}$ and $e^{-i\hat{H}_{\text{int}}\delta t}$ phases (Section II B). Both (a) and (b) become exact in the limit of infinite spatial resolution, while (c) becomes exact in the limit of infinitesimally small time steps.

It is worth stressing that the first of these, the finite resolution, has consequences for both the wavefunction representation and moreover for the operators forming the SO cycle: the representation of these continuous operators as a discrete matrix is an approximation, and moreover the nature of the off-diagonal terms in the potential phase assuming the interaction operator $\hat{H}_{\text{int}}$ is exactly diagonal (Section II B), and the Trotter error from discretization of $e^{-i\hat{H}_{\text{int}}\delta t}$ into the two non-commuting $e^{-i\hat{H}_{\text{kin}}\delta t}$ and $e^{-i\hat{H}_{\text{int}}\delta t}$ phases (Section II B). Both (a) and (b) become exact in the limit of infinite spatial resolution, while (c) becomes exact in the limit of infinitesimally small time steps.

We can therefore be confident that there is some value of the resolution $\delta r$ that will suffice to capture even the most challenging wavefunctions, and moreover adequately approximate the Coulomb operator, addressing the first two sources of error. But this comes with an important caveat that relates to the Trotter error. The problematic cost is not the qubit count but rather the time required for our simulation; as $\delta r$ decreases we must reduce the time step $\delta t$ proportionately and thus more SO cycles will be needed to simulate a given period of dynamics. The intuitive reason is clear: the effect of the kinetic operator is to change the shape of the wavepacket in real space, but if $\delta t$ is too large the change is significant on the scale of multiple pixel widths $\delta r$. Amplitude can then ‘magically’ pass through features such as the Coulomb singularity. Instead, $\delta t$ should be small enough that the kinetic part of the split-operator step only modestly alters the amplitudes associated with each pixel function.

Optimising our approach would involve selecting an appropriate Trotter sequence [8, 65, 66]. In this paper we use only the most simple 1st order sequence where the error $\epsilon = \frac{1}{2}[\hat{H}_{\text{kin}}, \hat{H}_{\text{int}}]|\delta t|^2$, however any order Trotter sequence will ultimately have an error involving on the same commutator (in nested form), which depends on the second order derivative of the interaction potentials.

In our finite discretization it is therefore the elements very close to the Coulomb singularity that are the most problematic, and the more so as the resolution increases. Thus we should anticipate that the time increment $\delta t$ must be commensurately decreased and this is what we presently report (albeit the severity of the decrease will vary with the order of the Trotter expansion). Ultimately this cost will not prevent successful simulation of interesting molecules on a quantum computer; as will be dis-
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$^3$ As an aside, we remark that the preliminary testing and debugging of our emulation code was performed on ‘easy’ scenarios of this kind.
cussed in Section V, the proper choice of $\delta r^{-1}$ does not scale with system size but only with the highest nuclear charge. Nevertheless it is an impactful cost.

We conclude this section by noting that various methods for handling the Coulomb interaction in the real-space context have been explored in the classical literature. One approach is to cap or truncate it \cite{83,84} in some fashion, either by defining it to be constant within some radius or smoothing the singularity. Another is to describe it with a Fourier expansion so that it cannot be more highly curved than the highest Fourier component (which might be chosen to match the highest $k$ planewaves in the state’s representation) \cite{26, 85}. We can also replace the nuclear potential with an effective potential representing both the nucleus and the inner shell electrons \cite{86}. Methods of this kind may ultimately prove to be the optimal approach for quantum computer enabled simulations too, but for the present paper we attempt to deal with the Coulomb potential in its ‘natural’ form.

E. Augmented split-operator

We now describe an alternative means to tackle simulation of states that may be peaked at the Coulomb singularity, instead of a ‘brute force’ increase in spatial and temporal resolution. We call the approach the Augmented split-operator (ASO) as it involves introducing an additional step in the SO cycle. It is compatible with, and complementary to, the choice of optimal Trotter sequence \cite{8,65,66} but we will describe it in the context of the simplest 1st order SO cycle. The results of applying the protocol below with an emulated quantum computer are presented in Section IV F.

Following the implementation of the kinetic and interaction parts, and while still in the real-space representation, we apply a core stabilization process. This is intended to ‘fix’ the most severe deviations of the applied SO unitary from the ideal unitary $e^{-iH_{\text{int}}\delta t}$. We emphasise that the fix is at the operator level, and is agnostic to the specific state that is being modelled – however the motivation is to make the dynamics of core-peaked states more accurate. We aim to reduce the overall time cost of a simulation with a given accuracy, without significantly increasing the physical qubit count.

We describe the process for a simulation of a single particle and comment on the generalisation to $N$ particle systems further below. The following is performed on a classical computer, as a one-off preparation for our simulation. We make a fixed choice of $\delta t$, and we must repeat the analysis for each value of $\delta t$ we wish to use.

1. We compute the ideal iterate $U_{\text{ideal}} = e^{-iH_{\text{int}}\delta t}$ and the actual iterate defined by Eqn. 22 viz.

$$U_{\text{SO}}(\delta t) = e^{-iD_{\text{int}}\delta t} \left( U_{\text{QFT}}^{\dagger} e^{-iD_{\text{kin}}\delta t} U_{\text{QFT}} \right).$$

These objects are computed in the full basis of pixel functions for the particle (and are therefore far from diagonal).

2. We examine $U_{\text{repair}}$ which is defined by

$$U_{\text{ideal}} = U_{\text{repair}}U_{\text{SO}}(\delta t)$$

and we will find that $U_{\text{repair}}$ is close to the identity except for elements corresponding to pixel functions that are near to the Coulomb singularity. Therefore we select a set of $Q$ such pixels, and derive a small $Q \times Q$ unitary $U_{\text{core}}$ that closely matches $U_{\text{repair}}$ in that subspace.

3. We define augmentation $U_{\text{aug}}$ as the identity operator except for the $Q$-state subspace, where it corresponds to $U_{\text{core}}$.

4. We find a circuit $C_{\text{aug}}$ that can implement $U_{\text{aug}}$ to a good approximation. This circuit is not merely a set of phase operations since $U_{\text{aug}}$ is not diagonal in the $Q$-state subspace; $C_{\text{aug}}$ will cause a flow between the amplitudes of those states.

This classical analysis is non-trivial but tractable since the unitaries involved are ‘only’ of size $2^{n_p}D$ for a $D$-dimensional problem where $n_p$ is the number of qubits per sub-register. Moreover there are helpful symmetries in the analysis, and notwithstanding the description in Step 1 we need not compute $U_{\text{ideal}}$ and $U_{\text{SO}}$ entirely but only in the subspace where we are likely to identify the $Q$ core pixels. With these steps completed, we are in a position to perform simulations with the augmented SO iterate:

$$U_{\text{ASO}}(\delta t) \equiv U_{\text{aug}}U_{\text{SO}}(\delta t) = U_{\text{aug}} e^{-iD_{\text{int}}\delta t} \left( U_{\text{QFT}}^{\dagger} e^{-iD_{\text{kin}}\delta t} U_{\text{QFT}} \right).$$

In the Results section we report on the performance of this method for two cases, $2 \times 2$ and $4 \times 4$ pixels. As demonstrated by those examples, even with such small corrections the method is quite effective, and the cost of the augmentation can be modest: The circuit $C_{\text{aug}}$ is compact and need only target a small subset of qubits, with the others acting as controls.

The generalisation of the ASO method to the $P$-particle case is straightforward except for a caveat. As discussed in more detail in the sections concerning resource costs and architectures, the main time cost of the SO method lies in the implementation of the $e^{-iH_{\text{int}}\delta t}$ part, because of the $P(P-1)/2$ pairings involved. The ASO method can be efficiently implemented by applying an $U_{\text{aug}}$ augmentation after each such pairing, subsequent to implementing the $e^{-iC_{\text{int}}\delta t/r}$ while the registers are still representing relative coordinates $x_i - x_j, y_i - y_j$ etc. Because $U_{\text{aug}}$ is not diagonal, ensuring the proper evolution requires implementing the full orthogonal transformation to relative and central coordinates:

$$\{x_i, x_j\} \Rightarrow \{x_i - x_j, x_i + x_j\}$$

and similarly for $y$ and $z$. Fortunately the additional arithmetic step that this implies, is trivial.
where \( q \) has been reported by Parfitt et. al. We use an equation from the former, where we model the atomic nucleus as a clamped classical system. The quantum numbers \( n, l, m \) polynomials. The quantum numbers \( n \) are treated to be unity \( \hbar \). The energy eigenvalues \( E_n \) are calculated as

\[
E_n = -\frac{1}{2 \left( n + \frac{1}{2} \right)^2}.
\]

We now present our numerical results. Data were obtained from exactly-emulated quantum processors, implemented by the open source tools QuEST [87], QuESTLink [88] and pyQuEST [89]. Results are reported in Hartree atomic units, where the reduced Planck constant, electron mass, elementary charge and Bohr radius are treated to be unity \( h = m_e = e = a_0 = 1 \). Details of hardware employed, as well as significant configuration choices including the alignment between the grid of pixel functions and the nuclear potential, are given in Appendix B.

### IV. RESULTS

We show two of the eigenstate used in this work in Figure 7.

**FIG. 7.** The ground \( \Psi_{0,0} \) state (left) and a first excited \( \Psi_{1,1} \) state (right) of two-dimensional hydrogen. Note that the plots here do not reflect the choice of simulation box size and are not to scale.

#### A. Commonly used Hamiltonian and initial states

We will frequently use the 2D hydrogenic system described by the Hamiltonian

\[
\hat{H}_{\text{tot}} = -\frac{\hbar^2}{2m_e} \nabla_r^2 - \frac{e^2}{4\pi\epsilon_0 |\mathbf{R} - \mathbf{r}|},
\]

where we model the atomic nucleus as a clamped classical Coulomb potential. Analytic solutions to Eqn. 40 have been reported by Parfitt et. al. [90] and Yang et. al. [91]. We use an equation from the former,

\[
\Psi_{n,m}(r,\theta) = \sqrt{\frac{q_0!}{\pi (n + |m|)!!}} \times (2q_0r)^{|m|} \times e^{-q_0r} \times L_{n-|m|}^{2|m|}(2q_0r) \times e^{im\theta},
\]

where \( q_0 = \frac{1}{n+1/2} \) and \( L \) are the generalised Laguerre polynomials. The quantum numbers \( n = 0, 1, 2, \ldots \), and there are \( 2n + 1 \) values of \( m \). The energy eigenvalues are

\[
E_n = -\frac{1}{2 \left( n + \frac{1}{2} \right)^2}.
\]

In a 36 qubit simulation we will use the well-known solution to the 3D hydrogen-like atom

\[
\Psi_{n,l,m}(r,\theta,\phi) = \sqrt{\left( \frac{2Z}{n} \right)^3 \frac{(n-l-1)!}{2n(n+l)!}} \times \left( \frac{2Zr}{n} \right)^l \\
\times e^{-Zr/n} \times L_{n-l-1}^{2l+1} \left( \frac{2Zr}{n} \right) \times Y_l^m(\theta,\phi),
\]

where \( Y_l^m(\theta,\phi) \) is a spherical harmonic and \( Z \) is the central nuclear charge.

#### B. Spatial and Temporal Resolution

We investigated the demands on spatial resolution \( \delta r^{-1} \) and temporal resolution \( \delta t^{-1} \) using emulated quantum computers with various values of \( n_r \), the number of qubits per sub-register. We performed a series of state propagation experiments having initialised to the ground state \( \Psi_{0,0} \) of 2D hydrogen, and second series using the excited state \( \Psi_{1,1} \). States were propagated for 1.5 atomic time units but at different time step resolutions. We employed the single-ancilla phase estimation procedure documented in Section III A to extract the autocorrelation signal from these simulations.

Figure 8 presents the final absolute values of the autocorrelation in each propagation sequence, specifically their deviation from unity, as fidelity metrics. The figure suggests that when a high spatial resolution is used, very fine time steps are needed to suppress Trotter error and conserve the fidelity (Section III D); indeed, for the largest \( n_r \) the fidelity only approaches unity at time steps below \( \delta t = 0.0005 \) a.u. (totaling 3000 split-operator steps). When we raise the spatial resolution, we must make a commensurate increase in the temporal resolution in order to produce a superior fidelity. The fidelity of the ground \( \Psi_{0,0} \) state is much more sensitive to adequate time resolution than the \( \Psi_{1,1} \) state; the former can drop to 90% when large time steps are used, whereas that of the latter never deviates more than 0.0005 from unity even at the crudest time resolution of \( \delta t = 0.1 \) a.u. Figure 8 correlates the drop in fidelity of propagated eigenstates with corresponding errors in energy predictions from the single-ancilla phase estimation. As anticipated, our results also indicate that the best achievable energy prediction is limited by the spatial resolution \( \delta r \) used to represent the state and the operator. For the ground \( \Psi_{0,0} \) state, the error in the most accurate energy prediction (attained with the smallest time step propagation) halves when we increment \( n_r \). At the highest spatial resolution and finest time step investigated, the energy inferred from phase estimation is not within chemical accuracy of the exact energy. We anticipate that an extra 4 qubits per sub-register would be necessary, but we also note that the choice of simulation box size was generous and could have been further reduced without "clipping"
two central grid points. Each sub-register has a budget of the origin of the Coulomb singularity lies half way between centred in a simulation box with sides of 10 a.u., such that

FIG. 8. We initialise the ground state $\Psi^0$ to spatial resolutions of 0.00001 for 1.5 atomic time units. We used time steps between solutions, are all time propagated using the first-order SO a.u.. These two states, represented at different spatial res-
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FIG. 8. We initialise the ground state $\Psi^0$ of 2D hydrogen centred in a simulation box with sides of 10 a.u., such that the origin of the Coulomb singularity lies half way between two central grid points. Each sub-register has a budget of $\leq n_r \leq 12$ qubits to store the wavefunction, corresponding to spatial resolutions of $0.039 \geq \delta r \geq 0.002$ a.u.. We also initialise the $\Psi_{1,1}$ excited state in a simulation box with sides of length 40 a.u., with budgets of $7 \leq n_r \leq 10$ qubits per sub-register and corresponding resolutions of $0.313 \geq \delta r \geq 0.039$ a.u.. These two states, represented at different spatial resolutions, are all time propagated using the first-order SO for 1.5 atomic time units. We used time steps between $0.00001 \leq \delta t \leq 0.01$ (150000 to 150 SO steps) for the $\Psi^0$ state, and between $0.001 \leq \delta t \leq 0.1$ (1500 to 15 SO steps) for the $\Psi_{1,1}$ state. Above: Difference between the energy from phase estimation and the analytic energy. The phase estimation error of the ground state $\Psi^0$ (left pane), while converging, does not reach chemical accuracy in the set of numerical experiments conducted in this work. Below: Deviation of the fidelity from unity at the end of the propagation.

the wavefunction. Commensurately we would require at least another order of magnitude finer time resolution for convergence.

The smallest time step investigated here, propagation for only 1.5 a.u. ($\approx 36.2$ attoseconds) already demands 150000 SO cycles and, as discussed in Section III D, the more qubits used the longer each SO cycle will take to execute. While these time requirements for accurate simulation of core-peaked states like $\Psi^0$ may seem daunting, it is worth reiterating that the approach taken here is not optimised for a compact simulation box size and we employed only the 1st Trotter sequence. This choice was made to set a baseline for comparison between the various techniques we explore, but higher order sequences will almost certainly significantly reduce the required cycle count. Moreover, as we show in Section IV F, it is possible to augment the SO cycle itself such that we can obtain accurate phase estimation with far fewer qubits and lower time resolution than the brute force method reported here. Leaving aside these remarks, it is also noteworthy that accurate modelling of non core-peaked state $\Psi_{1,1}$ is remarkably tolerant of low resolutions.

Finally, we remark that placement of the nuclear origin between grid points does not significantly affect the dynamics. Refer to Appendix E for details.

C. Cautionary tale: A ‘bad’ energy observable

FIG. 9. A ‘bad’ observable as discussed in the main text. Plots show the difference between the final and initial energy expectation value of the ground state (left) and the first excited state (right), propagated at different spatial and time resolutions. The left inset plot zooms in on the energy error at high temporal resolutions for the ground state, highlighting the error (on the order of $1E_h$) the highest spatial and temporal resolution tested.

FIG. 9. A ‘bad’ observable as discussed in the main text. Plots show the difference between the final and initial energy expectation value of the ground state (left) and the first excited state (right), propagated at different spatial and time resolutions. The left inset plot zooms in on the energy error at high temporal resolutions for the ground state, highlighting the error (on the order of $1E_h$) the highest spatial and temporal resolution tested.

Here we examine a sampling-based method of estimating the system’s energy which proves to be highly sensitive to inevitable imperfections in the model. Ultimately it will converge to give the correct expected energy once spatial and temporal resolution are sufficiently high. However it is profoundly inaccurate at resolutions where other methods can already provide reliable, well-converged results.

We are referring to the energy expectation as given by Eqn. 29, viz. $(E) = \langle \hat{H}_{\text{kin}} \rangle + \langle \hat{H}_{\text{pot}} \rangle$, and supposing that this would be obtained from our quantum computer as follows: Generate the desired state at time $t$, measure in the $k$-space representation, and repeat this many times in order to estimate the first term. Apply the same process but measuring in the real-space representation to estimate the second term. This method is inefficient in terms of the sampling cost, and is therefore already unattractive compared to phase estimation, but more problematically it is very sensitive to the Trotter error. As shown in Fig. 9 the error between the initial and final expected energy grows exponentially with the size of the elementary time step $\delta t$: for the ground state $\Psi^0$, the energy difference was more than $7000 E_h$ accumulated over less than 40 attoseconds of simulated
time in the worst offending case. In the $\Psi_{1,1}$ simulation, the non-conservation of expected energy is also apparent when the temporal resolution does not match the spatial resolution, but is more contained relative to the ground state (in the worst case, it goes up to $0.20E_h$). It is evident that the core-peaked nature of the $\Psi_{0,0}$ state is significant in the issue.

It is the kinetic energy term $\langle \hat{H}_{\text{kin}} \rangle$ that exhibits this diverging behaviour. The explanation is as follows: Imbalance between the extreme potential and extreme kinetic energy near the Coulomb origin, inevitable in our discrete grid representation, can allow a small amount of the amplitude to diffuse towards high frequency states in the plane wave representation. The extent of this diffusion may be small relative to the initial state so that the fidelity of the state remains high (see Figure 8) and thus phase estimation methods can perform well. However, simply sampling $|k\rangle$ and squaring it to estimate $\langle \hat{H}_{\text{kin}} \rangle$ gives direct weight to this error that actually worsens as we improve the fineness of our resolution. Reducing $\delta r$, the separation of our spatial pixels, can reduce the leakage of amplitude (increasing the state’s fidelity) but the maximum kinetic energy that the model can represent goes as $1/(\delta r)^2$. Amplitude leakage declines less rapidly than the rate at which the energy of the leaked-states increases: thus the problem worsens. One must use extremely high time resolution to control the effect.

Moving to a higher order Trotter process would presumably ameliorate the effect, in the sense that a more modest time resolution could control the leakage. Nevertheless we anticipate that this will always be an inferior approach to estimating energy compared to phase estimation.

D. Phase estimation for state preparation

In Section III A we described the single-qubit ancilla method that can suffice to learn an eigenstate’s energy or to prepare an eigenstate from an initial superposition. Earlier plots (Figure 8) have presented the results of this method of energy estimation for a variety of scenarios. Here we demonstrate the state preparation aspect; it is probabilistic (similar to e.g. [24]), but proper choice of parameters will maximise success rates.

Figure 10 shows the results of a simulation where the initial state (shown lower left and inset (i)) is a superposition of two eigenstates of 2D hydrogen:

$$\frac{1}{\sqrt{2}} (\Psi_{1,1} + \Psi_{2,2}).$$

The state’s amplitude is not symmetric about the nucleus, and when we apply our SO cycles we observe a rotation of the state due to the different rates at which the two superposed eigenstates acquire phase. At the time marked (ii), the total phase acquired by more tightly bound state $\Psi_{1,1}$ (having a more negative energy) has reached $\pi$ and thus if this state were the sole one present, a control ancilla initially in state $|+\rangle$ would now certainly be in state $|\rangle$. We indeed measure the ancilla at this point, but post-select on seeing the outcome $|\rangle$. The probability of the desired outcome depends on the probability associated with the target $\Psi_{2,2}$ within the initial superposition (which was 0.5) and the probability that this state, had it been prepared alone, would yield a $|\rangle$ outcome at this point. The latter is 0.713 in the present case. In a scenario where the states to be distinguished are closer in energy, it may be optimal to simulate for several complete cycles of the undesired state before measuring.

In our numerical emulation, we indeed assume that the desired $|\rangle$ state is obtained and we continue our ancilla-conditional SO cycles: The new evolution of the ancilla state (green curve in the figure) is exactly that of the pure $\Psi_{2,2}$ state. The contour plots of the simulated state (insets (iii) and (iv)) confirm that we have prepared that pure state. Fidelity with respect to $\Psi_{2,2}$ was essentially

---

FIG. 10. Demonstrating preparation by phase measurement using $1+2 \times 8$ qubits in an emulated quantum computer. The initial state is a superposition of non-degenerate eigenstates of 2D hydrogen, as described in the main text. The representation uses 8 qubits for each of the two dimensions, with a total simulation box width of $L = 56$ a.u. The state evolves, conditional on a controlling ancilla, for time $T_1$ chosen such that $T_1E_1 = \pi$; in this period the conditional evolution is a rotation of the state due to the accumulated phase difference between states (lower left plots). At $T_1$ the controlling ancilla is measured in the $|\rangle$ as shown in the upper right inset. This projects the state into the $\Psi_{2,2}$ state.
identical to an initial state prepared directly in that state. This is a demonstration of the practically-useful capability to take an initial state that is not fully understood, and remove from it the components corresponding to states with energies that are understood. More generally, one could use Fourier analysis (see Appendix C) to identify the components in the plot of Prob(|+>) for the full state, and then use the post-selection method to (probabilistically) isolate given components.

E. Electric Field Ionization and Two Particle Scattering

As introduced in Section III C, it is possible to monitor the escape of a particle from the simulation box as a result of, for example, a scattering or ionisation event. This can be achieved by repeated weak measurement of the spatial pixels, which closely approximates the ‘complex potential’ technique used in classical computing models as explained in that earlier section. Here we describe the results of two numerical simulations of the approach: the first concerns a single particle in a strong electric field, and the second is a two-particle scattering simulation. The corresponding data are shown in Figs. 11 and 12.

In Figure 11 we report the performance of a 19 qubit emulated quantum computer, modelling a single 2D particle (9 + 9 qubits represent the state, one qubit is used for the weak measurements). The modelled system at \( t = 0 \) is a state within the first excited manifold of 2D hydrogen, specifically

\[
\frac{1}{\sqrt{2}} (\Psi_{1,1} + \Psi_{1,-1}).
\]

A term \( E_x \) in the Hamiltonian corresponds to a strong, static electric field is applied in the horizontal direction; the total potential of the Coulomb field and the electric field is shown in an inset in the top right panel. Because of the electric component, the initial state is no longer an eigenstate and the simulation can determine whether the electron will indeed ionize away from the nucleus.

The initial state occupies only a small central region in the simulation box, as illustrated in the top left of the figure. The contour plots in the main part of the figure show the evolution, both in the centre part of the simulation box (the box bordered in green) and a larger region encompassing the centre and the region to the right (the box bordered in blue). The pink region, constituting the outermost 50% of the simulation box in both the \( x \) and \( y \) directions, is the region that is monitored by weak measurements.

The plot in the upper right of Fig. 11 shows the cumulative probability that the particle will indeed have ‘escaped’ i.e. that it will have been measured to be in the pink region. The curve ultimately approaches unity, indicating that the particle will eventually ionize with certainty. Interestingly, we observe oscillations in this curve, which we can account for by examining the contour plots of particle density shown below.

Note that the contour plots show the particle’s probability density post-selected on it not having yet escaped; therefore the normalisation is unity in each case. Focusing on the green boxes, those zoomed in close to the nucleus, we observe that the part of the state that remains close to the nuclear core actually oscillates in a dipole-like fashion. Note that the sequence of green panels on the right, labelled 352 to 672, exhibit this; panel 352 is similar to 576 while 480 is similar to 672. Moreover, examining the corresponding blue regions we observe waves...
of density propagating away from the nucleus, synchronised with the dipolar oscillation – in essence, whenever the oscillation favours the ‘down stream’ right side, there is an enhanced probability that the particle will escape; in due course this leads to a fluctuation in the probability of observing the particle in the pink, attenuating region. It is interesting to note that this fluctuation probability is reminiscent of the bond-breaking of sodium iodide observed with femto-second pulsed lasers [92], an experiment recognised by the Nobel Prize in Chemistry in 1999.

If we were working with a real quantum processor rather than an emulator, then the plot in the upper right of Fig. 11 could be obtained by repeatedly executing the simulation. The contour plots below could also be obtained by repeated sampling, simply by measuring the state of the particle’s register at a given time $t$. While obtaining these outputs through ‘brute force’ sampling would obviously represent a multiplicative cost depending on the accuracy with which we require the plots, it would not be a function of the complexity of the system (dimensionality, particle count, etc).

Figure 12 shows the results of a two-particle scattering simulation. There are two simulation phases. In the initial phase, we have the both interacting particles present: an electron initially in a bound state of 2D hydrogen corresponding to $(\Psi_{+1,1} + \Psi_{+1,-1})/\sqrt{2}$, and an incident electron in a Gaussian state (but with the total state properly antisymmetrized). This simulation runs until one of the particles is measured to have ‘escaped’ our simulation box. We then proceed to a second phase of simulation where we study the dynamics of the surviving particle. We find that it has a small ($\sim 3.5\%$) probability of ionizing due to the perturbation of the prior ‘impact’ with the incident particle.

In the first phase we use a $25 = 1 + 4 \times 6$ qubit emulated quantum processor, where the $x$ and $y$ coordinates of each particle are represented with $2^6 = 64$ states. As in the case of the electric field ionization described earlier, we monitor with weak measurement a set of spatial pixels near the boundary of the simulation box. In the initial phase of this two-particle simulation the width of that region is 25% rather than the 50% width used in the electric field case. The contour plot panels in the upper part of Fig. 12 show the central, non-attenuated region. The state is antisymmetrized so that the probability density plots do not distinguish one particle from the other, but informally we can say that the incident particle interacts with the bound particle before passing on, away from the nucleus. In the case shown in the figure, we deem that a particle has been detected in the attenuation region exactly at the point when the cumulative probability of detection reaches 50% (this is an arbitrary choice; in with a real quantum processor the operator would of course be unable to specify this). This event occurs shortly after the last of the panels in the upper part of the figure.

The simulation to that point would not teach us very much about the nature of the scattering event. We could in principle measure, e.g., any deflection in the trajectory of the incident particle, and we can confirm (from longer simulations) that there is near-100% probability of a particle exiting the simulation region: the incident particle does not become bound. However, it is more interesting
to study the subsequent behaviour of the remaining particle. Because this particle is represented by a register in the quantum processor that has not ‘collapsed’, we can simply continue to simulate its evolution; the component $U_P$ in our split-operator cycle, corresponding to particle-particle interaction, will no longer be applied. We can now choose to vary other parameters such as $\delta t$, anticipating that further dynamics are on a slower timescale since the high energy particle has exited the simulation. Moreover, we can reallocate some of the qubits that were previously used to model the now-exited particle, repurposing them to model a larger simulation box. Given that the outer regions of such a box have zero amplitude associated with them at the moment the first particle exits, there is no difficulty in simply introducing those qubits. (In the case that we employ two’s complement, so that the coordinate $(0,0)$ is in the centre of the simulation box, we simply append the new qubits to the high-order end of each sub-register and perform a CNOT gate on each new qubit controlled by the prior highest-order qubit.) In the simulation shown in Fig. 12 we do indeed do this, and the second phase of the simulation uses $1 + 2 \times 8$ qubits to provide a much larger attenuation region.

In this second phase we observe that the remaining particle has been significantly perturbed by the passage of the incident particle: its distribution at $t = 0$ (now measuring time relative to the exit of the other particle) is noticeably more irregular than the simple symmetric initial form. The probability distribution is lopsided, favouring the left side. Over the remaining period of simulation, the particle exhibits mild dipolar oscillation between a left-favoured and a right-favoured distribution. Defining $P_{\text{left}}(t)$ as the probability that the particle would be found left-of-centre, we observe the oscillation shown in the inset to the plot in Fig. 12. Moreover, as the particle oscillates it sheds probability — i.e. there is a finite probability that the particle will escape the simulation region. In contrast to the electric field simulation described earlier, this probability is shed symmetrically (both left and right) and moreover it asymptotes to a small cumulative probability of about 3.5% (see main plot), whereas the electric field scenario was certain to cause ionization.

![FIG. 13. The performance of the augmented split-operator (ASO) technique on a $13 = 1 + 6 \times 6$ qubit emulated quantum computer. Upper right: The eigenstate $\Psi_{0,0}$ of 2D hydrogen that is used in this experiment, within its simulation box. Upper left: The autocorrelation of the state at time $t$ with respect to the initial state, which ideally remains at unity (blue dashed line). The red, orange and green lines are respectively the cases of no augmentation, a $2 \times 2$ augmentation and a $4 \times 4$ augmentation. The lower left plot shows the result of phase estimation for the same three cases, with the ideal again shown with a blue dashed line. The contour plots on the lower right show the absolute difference in probability density, with respect to the initial state, for the case of no augmentation (left) and the $2 \times 2$ augmentation (right).](image)

most challenging states: Those that are peaked at the singularity.

In Figure 13 we present numerical results from our study of the ASO method. We consider the ground state of 2D hydrogen $\Psi_{0,0}$ which is peaked (with discontinuous gradient) at the origin of the classical Coulomb potential. We use a relatively modest resolution corresponding to $n_r = 6$ qubits per register (i.e. a $64 \times 64$ grid of spatial pixels) to represent the state, and set the simulation box to be optimal (see upper left graphic in the Figure).

Step 2 in Section III E states that, having decided that our core patch will involve a subspace of $Q$ pixels, we ‘derive a small $Q \times Q$ unitary $U_{\text{core}}$ that closely matches $U_{\text{repair}}$ in that subspace’. We recall that the operator $U_{\text{repair}}$ was simply the matrix that maps from the SO cycle as actually applied, to the ideal time increment operator. We therefore begin by calculating these matrices, each an $2^{2n_r} \times 2^{2n_r}$ object, explicitly using Mathematica. Having thus obtained $U_{\text{repair}}$ we can proceed.

In simulations reported in Fig. 13 we consider two cases: $Q = 2 \times 2$ and $Q = 4 \times 4$ pixels. For each case, we write down the $Q \times Q$ matrix $M_{\text{core}}$ which is composed of the elements of $U_{\text{repair}}$ that lie in the $Q$-pixel subspace. $M_{\text{core}}$ will not be unitary and therefore cannot be implemented deterministically on our emulated quantum computer; we need a unitary matrix $U_{\text{core}}$ that is close to $M_{\text{core}}$. This was obtained by performing a stan-
standard singular value decomposition of $M_{\text{core}}$ and using the components to construct $U_{\text{core}}$:

$$M_{\text{core}} = u \Sigma v^\dagger \quad \text{then} \quad U_{\text{core}} \equiv u v^\dagger.$$ 

Note that $\Sigma$ matrix would be the identity if $M_{\text{core}}$ were unitary; it is not, but by omitting $\Sigma$ it we generate our unitary approximation. The final step 4 of finding a circuit to implement the stabilization, was performed using a circuit synthesis tool (for the sizes used here, it is a simple task).

We perform a series of standard and augmented SO simulations, in all cases fixing the time resolution at $\delta t = 0.004$. We monitor the absolute value of the autocorrelation as per Eqn. 31, which should be unity in the case of an ideal simulation (since the initial state is an eigenstate). The graph in the upper left of Fig. 13 shows the result for three cases: The simple SO protocol (red), and protocols with a small (orange) and a medium (green) scale core stabilization augmentation. The small augmentation involves a circuit that modifies only the amplitudes associated with the $2 \times 2$ spatial pixels that are closest to the singularity (note that, as detailed in Appendix B, we align the spatial pixel lattice such that the singularity is mid-way between the four central pixels). The medium augmentation involves a larger set of $4 \times 4$ spatial pixels. We observe that there is a dramatic improvement in the autocorrelation, by an order of magnitude between the red and green plots.

The plots on the lower left of Fig. 13 show the result of the single-qubit phase-estimation method described in Section III A. Ideally, the plot would match the dashed blue curve, which corresponds to phase acquisition exactly according to the analytically derived energy. We observe that the red, orange and green lines are again progressively closer to the ideal. We should emphasise that the ASO method is agnostic to the state simulated; therefore, while it would be trivial to ‘cheat’ and apply an exactly compensating phase to obtain the blue dashed curve, in fact the circuits we have employed are derived without foreknowledge of the specific simulation task (i.e. $\Psi_{0,0}$ in no way enters the derivation of $U_{\text{core}}$).

Finally, a third lens on the simulation fidelity is provided by evaluating the difference between the $t = 0$ probability density (over the grid of $64^2$ spatial pixels) and the density at a later time. Ideally, of course, this difference would be zero. In the contour plots on the lower right of Fig. 13, we contrast the case with no augmentation with the small augmentation scenario. While there is still a discrepancy, it is far more localised and stable (the un-augmented simulation involves wider, more dramatic fluctuations in the probability distribution).

The circuits that implement both the small and the medium augmentations are shown in Figure 14. They were derived through the process explained in Section III E. Note the preparatory step of applying a unitary $A$ that simply adds an integer to all states in the spatial representation, i.e.

$$A |n\rangle = |n + G\rangle$$

where the addition is understood to be modulo $2^n r$. The main figure shows the implementation of this for a general ‘size’ of the augmentation patch $n_l$, where in our numerical studies $n_l = 1$ for the small case and $n_l = 2$ for the medium case. The figure caption defines the shift for the $2 \times 2$ augmentation, where we will use $G = 1$. The $A$ operators can be avoided entirely if we simply define the origin of our spatial coordinates to a bounding corner of our core stabilisation region. The implementation of the spatial part of the SO would need to be corrected for such shift, but that may prove to have lower total cost. Regardless, we include the $A$ operators in the figure in order to make the it directly consistent with the other circuits and expressions in the present paper.

Finally we note that the multi-controlled NOT operation appearing in the circuits of Fig. 14 can be compactly realised by recently discovered circuits [82] that involve $4n - 6$ T-gates (single-qubit phase gates) and a comparable number of control-NOTs, together with an ancilla that is measured during the process.

FIG. 14. Figures showing the circuits involved in core stabilisation. Part (a) shows the generic circuit, while (b) and (c) specify the particular circuits used for our $2 \times 2$ and $4 \times 4$ augmentations, respectively. The $A$ operators simply increments the indexing of the spatial ‘pixels’ so that the lower right pixel is $(0,0)$. In the case of the $2 \times 2$ augmentation, the increment used is $G = 1$ so that $A$ maps the indices of the pixels of interest, i.e. $(-1,-1), (-1,0), (0,-1), (0,0)$, to $(0,0), (0,1), (1,0), (1,1)$ respectively. These indices are now exactly those states for which the most-significant $n_l - 1$ qubits are zero, facilitating the application of the small augmentation circuit to only the four target states.
We anticipate that the time cost of moving from the simple SO approach to the ASO method should be far less than the cost of the ‘brute force’ increase to the temporal resolution needed to assure proper behaviour of core-peaked states (Section III D). For the present demonstration, the performance of the \( n_e = 6 \) qubit registers was able to approximately match that of the \( n_e = 11 \) qubit registers under a ‘brute force’ approach (Fig. 8, upper left panel) and moreover this was achieved with a time step \( \delta t \) an order of magnitude greater, so facilitating more rapid runtimes. The ASO method is therefore highly relevant when one operates with the strict Coulomb interaction, as in all the numerical studies in the present paper. It remains to be seen if it would also be useful in scenarios where the Coulomb singularity is approximated by some of the other means listed in Section III D. The ASO method is distinct from, and compatible with, the use of higher order Trotter sequences. Here as throughout the paper we restrict to the lowest order Trotter pattern, but extending this is an interesting direction for further work.

G. 3D Helium simulation

Finally, we extend the low-dimensional demonstrations to simulating the dynamics of a helium atom: two electrons interacting via a repulsive Coulomb interaction, both bound by a central attractive Coulomb potential, in three spatial dimensions. As the true electron eigenstates of the helium atom cannot be solved exactly, we approximate the 2-electron initial state by combining two single-electron solutions of the 3D hydrogen-like Schrödinger equation (Eqn. 43), with a central nuclear charge of \( Z = 2 \). Note that this would be an exact eigenstate if there were no electron-electron interaction. The two sets of quantum numbers \((n, l, m)\) we used were \((2, 1, 0)\) and \((2, 1, -1)\), of which the former is the \( 2p_z\)-orbital and the latter is the atomic orbital \( 2p_{-1} = (2p_x - i 2p_y)/\sqrt{2}. \) The complete initial (triplet) state is then the antisymmetric wave function

\[
\Psi_{\text{init}}(\vec{r}_1, \vec{r}_2) = \Psi_{2,1,0}(\vec{r}_1) \Psi_{2,1,-1}(\vec{r}_2) - \Psi_{2,1,-1}(\vec{r}_1) \Psi_{2,1,0}(\vec{r}_2).
\]

As our simulation box we use a cube with sides lengths of 25 a.u. and discretise the initial function \( \Psi_{\text{init}} \) as per Eqn 19 using \( n_e = 6 \) qubits per register providing 64 divisions per axis and per particle. We then propagate the full 36 qubit state forwards in time for 500 SO steps, where each step is of length 0.05 a.u., thus a total evolution of 25 a.u. It is worth noting that this relatively simple initial state has symmetries that could be exploited for a more compact representation; however we wished to test the full 3D, two-particle grid representation and therefore we did not exploit any such properties.

The single-ancilla phase estimation method was used in previous sections (see e.g. Fig. 10) to track the evolution of the simulated system’s state. However this requires our emulator to use double the memory that would be needed simply to represent and propagate the state. Since the resource costs for the present emulation are already considerable (see Appendix B 1), we opted instead to compute and record, at every SO time step, the probability density of one of the electrons. Specifically, we record the probability associated with each computational basis state of the three registers corresponding to one of the particles. Using these probability distributions we can compute the Bhattacharyya coefficient \([63]\) of the distribution at time \( t \) with respect to the distribution of the initial state \( \Psi_{\text{init}} \). This quantity is

\[
\sum_i \sqrt{p_i} \sqrt{q_i}
\]

for our two discrete probability distributions \( p \) and \( q \). It can be thought of as a classical analogue of the usual inner product fidelity. It is plotted in Fig. 15.

As the initial state is not an eigenstate, we expect the distribution to vary over time. As shown in Figure 15, the electron density is initially distributed with rotational symmetry around the vertical \( z \)-axis, with charge accumulations in the positive and negative \( z \)-directions. Because the electrons partly shield each other from the core, the chosen central charge of the initial state \( Z = 2 \) is too large, and thus the electron orbitals are too close to the core. The time evolution shows that the charge initially spreads out away from the core.

\[\text{FIG. 15. Bhattacharyya coefficients (with and without enabled } e-e\text{-interactions) and real-space electron density distributions during the time evolution of the He simulation. Coloured shells are electron probability density isosurfaces, within a simulation box with } L = 25 \text{ a.u. Distributions are shown for the initial state, at the time where it is maximally spread out, and at the end of the simulation. The 500 SO cycles correspond to propagation of 25 a.u. (} \approx 0.6 \text{ femtoseconds).}\]

\[\text{4. Because they are indistinguishable, the probability density is equal for both electrons.}\]
in every direction, then returns slightly, but not to its original distribution. To confirm that the interaction between the electrons is the cause for this behaviour, we also performed an identical calculation, but with the e-e-interaction disabled. Figure 15 shows that in this case the probability distribution simply stays constant. We thus confirm that our simulation directly shows the effect of electron shielding in this hypothetical electron configuration.

One could repeat the experiment to find the value for the effective nuclear charge that allows our analytic initial state to most closely approximate a true helium eigenstate; moreover, one could use the method of Section IV D or that proposed in Ref. [24] to actually prepare the eigenstate from such an initial approximation. These are interesting tasks for further study.

V. QUANTUM COMPUTER RESOURCES AND ARCHITECTURES

In the following two subsections we assess on the resource requirements for undertaking modelling beyond the reach of classical algorithms, and the related question of suitable quantum architectures.

A. Resources for post-classical modelling

In this section we reflect upon the implications of our numerical results for the resource demands of post-classical chemistry modelling. We will not undertake a formal resource scaling analysis, noting instead that analyses have been made in the literature since 2012 [25] and there is a highly relevant paper within the last year [22]. There the authors present an extensive and purely analytic study of optimal approaches for mid-to-large scale 1st quantized quantum simulation. Complementing those analyses, our present work implemented grid-based simulations using emulated quantum computers that have proven large enough to elucidate practical issues, such as the number of basis functions required for given levels of accuracy in specific observables. Data of this kind will be of use in estimating the constants that must appear in any resource scaling analysis.

The lowest possible qubit count (for a given simulation accuracy) results from selecting the smallest adequate ‘simulation box’ length $L$, and setting the spatial resolution $\delta r$ (Eqn. 16) to be just sufficient to capture the most curved elements of the wavefunction (discussed in Section III D). The number of qubits per particle, per spatial dimension, is then $n_v = \log_2(L/\delta r)$. The quantity $L$ simply specifies the region of space within our multi-particle wavefunction can be considered well-confined, in the sense that only negligible amplitude is ‘clipped’ by imposing the boundary. Moreover as we explain in the attenuation Section III C we can study processes that would, over the simulation time, go beyond the simulation box due to scattering or ionization. It is reasonable to assert, as in [24] for example, that the $L^3$ goes linearly with the number of particles $P$; a molecule with twice the number of particles requires (of order) twice the volume. Meanwhile, the severity of the wavefunction’s curvature should scale directly with $Z_{\text{max}}$, the maximum nuclear charge of any of the nuclei in the system (Section III D). Increasing the molecule’s size without increasing $Z_{\text{max}}$ should not require any adjustment in $\delta r$.

Note that as we increase the size of the simulation box to accommodate more particles (a more complex molecule, say) then for a given tightly bound state, the simulated box will now be far larger than needed. Importantly, the accuracy with which we model it is essentially unaffected by this change. We have confirmed this numerically for an eigenstate of 2D hydrogen (Figure 8), by scaling the linear size of the simulation box by a factor of 64: we moved from a 13 qubit $(1+6 \times 2)$ scenario to a more demanding 25 qubit $(1+12 \times 2)$ scenario while holding constant other parameters, notably the time increment $\delta t$. The observed phase evolution and the autocorrelation were practically unchanged. We emphasise that in this process of scaling via additional qubits, the total number of SO steps required to evolve the dynamics a given total time $T$ did not alter (albeit, the circuits required to apply each SO cycle would deepen with the qubit count).

In view of the above observations we can expect that, for suitable constants $C_1$,

$$n_v = \log_2 \left( \frac{L}{\delta r} \right) \approx \log_2 \left( \frac{C_1 P^{\frac{3}{2}}}{C_2 Z_{\text{max}}} \right) = C_3 + \log_2(Z_{\text{max}}) + \frac{1}{3} \log_2(P). \quad (45)$$

The total qubit count will be $3Pn_v$ for $P$ particles in 3D. Note that this simple expression for $n_v$ does not account for the potentially helpful fact that atomic radii have a highly non-linear (and sub-linear) dependence on the number of electrons [94]. In Appendix F we make an estimate of the root term $C_3$ from our numerics; we argue that $C_3 = 10$ is optimistic but not unreasonable. Using some further assumptions we make a rough estimate of the number of qubits necessary to model two interesting molecules. A complex molecule of great interest is adenosine triphosphate (ATP), which is core to energy cycles in all known forms of life. In the Appendix we suggest that grid-based modelling of ATP may require of order 16,000 computational qubits including a frugal use of ancillas. As a contrast, we consider H$_2$O as one of the smallest interesting molecules and we make relatively optimistic assumptions to reach an estimate of 300 qubits.

It is difficult to provide any meaningful estimate of total ‘wall clock’ time for a significant simulation, even to within an order of magnitude. For any but the smallest molecules, quantum computation will almost certainly require a fault tolerant machine. For such machines the most relevant metric may be the T-gate count. This is a measure of how many steps in the algorithm correspond to the costly non-Clifford operations that cannot be directly performed in stabilizer codes, and the effort to minimise the count for standard subroutines is ongoing [95]. For example a recent note has reduced the number of such gates need for multi-controlled rotations to a remarkably frugal level [82]; such rotations are key in both our attenuation and augmented SO techniques. More generally, the trade-off between time and qubit count is a research topic in its own right and recent papers have shown how dramatically this balance can be adjusted [96, 97].

Not withstanding the above, in Appendix F we use various observations and assumptions, and focus on the QFT as indicative of the more costly elements of the algorithm, to speculate that the gate depth for modelling ATM may be a few billion (and this is accounting for parallelism; hundreds of billions of gates in total). Estimates of logical gate execution times vary dramatically depending on the native error rate (typically assumed to be $10^{-3}$ or $10^{-4}$), the speed of a
stabilizer cycle (often estimated at 1μs) and because one can trade computation times for higher qubit overheads [97]. For surface code based implementations a credible range [98] is 0.1 – 10μs. This gives a clock time ranging from a hour to days for a meaningful ATP simulation run. However many of the plots in the present paper would require repeated execution, so that obtaining outputs of this kind could still require months with a single processor. Fortunately such repetitions are perfectly parallelisable over independent quantum processors, which need not have quantum interlinks or even be co-located.

### B. Quantum computer architectures

The preceding section obtained back-of-the-envelope estimates of qubit counts ranging from several hundred to several thousand. While this sounds encouraging, we noted the very likely need for fault tolerance and the resulting multiplicative increase in physical qubit count. Presently the most well-understood codes can require many hundreds of physical qubits per logical qubit, assuming relatively deep algorithms and physical error rates comparable to today’s best QC prototypes. Even if one makes the very optimistic assumption that some form of error mitigation can suffice in place of full fault tolerance, at least for small molecular simulations, the more powerful forms of mitigation can require a multiplicative increase in the number of physical qubits [99, 100]. Thus the number of physical qubits required for the modelling considered in the preceding section could easily reach the high thousands or millions. This raises the question of what kind of architecture would be needed.

In particular, we are motivated to explore whether some form of network architecture might be compatible with our SO (or ASO) approach. Such a network might involve quantum computers interlinked within a building, analogously to a conventional HPC facility, and relevant methods of linking processors have been experimentally realised. Alternatively, for suitably compact platforms the network might correspond to linked QC processors on a single chip, analogous to today’s multicore CPUs – indeed multicore quantum computing has recently been explored [101]. In either case, it is realistic to assume that in a network of processor nodes the inter-node operations are slower than the intra-node ones.

Fortunately, the SO method is quite compatible with a network paradigm; there is a natural partitioning of the problem into nodes that each contain the registers (or sub-registers) associated with a given simulated particle. While data exchange between nodes is obviously required, it need not be a dominant component of the overall resource costing even if the physical links are slow.

In Figure 16 we show one possible partitioning – it is not the most granular, since one could assign individual sub-registers to cores, but it does strike a good balance between the intra- and inter-core operations. Note that the required connectivity between cores is merely linear and nearest-neighbour. We suppose that there are two forms of core: the compute nodes are responsible for all the processing that is associated with the SO method, while the simpler memory nodes only store registers transiently.

Each node includes communication resources which facilitate transfer of quantum information between nodes, for example through the use of teleportation enabled by high-quality shared Bell pairs. The ‘comms resources’ would thus correspond to Bell pair distribution, purification, and buffering. Such processes can occur independently of the main computation and simultaneously with it, and need not involve a large number of qubits; see for example the analysis in Ref. [101, 102].

In the scheme illustrated in Fig. 16 the transfer of a register from one node to another involves writing into an ‘empty’ register where all qubits are in state $|0\rangle$. If the individual qubits are in fact encoded logical states formed of many physical qubits, then this would introduce a multiplicative factor in the Bell pair count, but it would remain linear in the register size. Ideally the ‘comms’ hardware would be capable of generating the required Bell pairs within the time that the compute node requires for a full implementation of the particle-particle interaction component of the SO for the current pair (and any augmentation, as per Section III E). Given that this computation will require a gate depth of at least $n^2$, there is scope for a factor of $10 – 100$ in the relative speeds of the intra-core computations and the inter-code Bell preparation before the
latter would become a bottle neck.

VI. SUMMARY AND OUTLOOK

In this work, we numerically demonstrate for the first time the real-space grid propagation of atomistic electrons using the split-operator method on emulated quantum computers. We first consolidate the correspondence between wavefunctions in position- and momentum-space, and their representation as pixels on a quantum register’s computational basis states, in order to anticipate the challenges of propagating wavepackets under a grid representation of the singular Coulomb potential. We then use exact simulations to determine the resources needed for accurate time propagation of a 2D hydrogen atom (a single electron bound by a classical attractive Coulomb potential). We assess the quality of the model by simulating a probabilistic, single-ancilla qubit version of the phase estimation algorithm which measures the global phase acquired by a state during propagation, as well as computing the kinetic and potential energy expectation value directly from the state. We confirm that, when propagating states with cusps at the Coulomb singularity, accurate representation of the Coulomb potential near the singularity is required, which demands a high spatial resolution, either with a large number of qubits or a compact simulation box. Propagation of high resolution grids must also be matched with small timesteps if one wishes to achieve chemically accurate time series data, resulting in deep circuits. It suffices to represent and propagate states that do not have significant amplitudes at the origin with coarse space and time grids. We also note that extracting observables using ancilla-based methods is generally more robust and resource efficient than direct sampling of the state register.

We then incorporate additional quantum simulation techniques which enrich the split-operator approach; instead of using the single-ancilla phase estimation method as a means of measuring the global phase, we use the phase measurement to purify the contribution of an eigenstate in superposition and achieve a probabilistic state preparation. We also model two different particle escape events, first with a linear ionizing electric field, and then scattering by a second incident particle modelled as a Gaussian wavepacket. We monitor the escape probabilities and attenuate the periodic image of outgoing amplitudes by introducing an additional non-unitary propagation in the form of a complex absorbing potential at the boundaries of the simulation box. We achieve the non-unitary transformation via weak measurement of a single ancilla qubit entangled to selected grid pixels that we wish to attenuate. Motivated to address the high qubit count and deep circuits necessary for the accurate time propagation of states with cusps at the ‘raw’ Coulomb singularity, we augment the split-operator scheme by introducing an additional phase that stabilises the imperfect propagation at the core of the Coulomb potential. We achieve far superior energy estimates (by phase estimation) through this augmentation. Finally, we numerically demonstrate the generalisation of the quantum split-operator to many-body problems with a 36 qubit dynamics simulation of a helium atom.

From our numerical results, we extrapolate to molecular systems. We observe that, while choice of the minimum necessary spatial resolution does not scale with system size but only with the largest nuclear charge, achieving these resolutions by a simple ‘brute-force’ increase in qubits may lead to prohibitive computational times even for small molecules. This motivates the use of techniques such as the augmented split-operator as well as alternative representations of the Coulomb potential which can reduce the qubit and time overhead. We conclude by arguing that the straightforward partitioning of particles into spatial sub-registers within the grid representation lends itself to the network paradigm of interconnected quantum processors.

The first-principles quantum molecular dynamics simulations enabled by the methods discussed in this work can be thought of as digital experiments that provide data for learning models, in keeping with the ideas presented in [3]. Moreover, recent work such as [103] speaks to a possible use case where large scale simulations can become part of a learning/prediction cycle which augments physical experiments. We believe the quantum split-operator may prove itself superior to classical quantum molecular dynamics simulations relatively early in the era of fault tolerant machines. We have already noted that the technique itself leads to robust methods for measuring observables such as phase estimation. We have also noted that we are free to check certain properties like particle symmetries quite cheaply at any time, analogous to stabilisers of a code, and their cost of evaluation can be low even if preparing the state was not. In the attenuation case, we have also used frequent, weak measurement to modify the evolution of the system. In light of this, it is interesting to ask whether the grid method can be inherently robust to errors. It may be possible to craft a version of the algorithm where the majority of harmful errors will cause the state to fail a validation check, while less damaging errors are mitigated by a non-unitary component in the dynamics.

A natural next step is to explore the use of multi-resolution grids as employed in e.g. MADNESS [104, 105], the highly successful classical computing program for real-space grid simulations. We are well-motivated to incorporate such ideas given that the present paper has revealed remarkable variation in resolution requirements – even across different states of a single system. Moreover, particles within many-body systems can often be considered as localized, presenting the opportunity for frugal representations based on that locality. However while multi-resolution grids might reduce the qubit count considerably, it would likely be at the cost of more sophisticated time propagators and basis transformations. Thus it is important to establish whether the methods in e.g. [104, 105] can indeed be translated successfully to the quantum context.

The split-operator method was first introduced as an explicit time stepping scheme for modelling lasers in the atmosphere, and the aforementioned MADNESS facility is used in a variety of settings. It is therefore obvious that the grid simulation techniques presented here can be generalised to modelling systems beyond quantum chemistry. The solution to any Cauchy type initial value problem

$$\frac{\partial}{\partial t} \Psi(x, t) = \hat{D}(t) \Psi(x, t)$$

with a time-dependent differential operator that may be separated into operators that are respectively diagonal in position- and momentum-space

$$\hat{D}(t) = \hat{D}_1(t) + \hat{D}_2(t)$$

can be approximated with the split-operator approach [106]. Many problems of interest can be modelled with Cauchy type
partial differential equations. For example, modelling of high energy particles requires reconciliation of quantum mechanics with special relativity. Models such as the Dirac and the Klein-Gordon equations are Cauchy type and may benefit from a quantum split-operator modelling. Another somewhat lucrative extension of the methods described in this work is application to financial engineering [107]. Quantum advantage is often promised for the modelling of how the prices of assets, such as options and derivatives, evolve over time [108, 109], which is key to executing purchases and sales that maximise the eventual payoff from trading such assets. These assets often have complex underlying dependence on random variables, and has in practice been numerically modelled using stochastic Monte Carlo methods with expensive computational resource. In the same manner as pixelating real-space wavefunctions and storing them in the computational basis states of a quantum computer, probability distributions corresponding to asset prices can be discretised and loaded into quantum registers. The distributions can then be evolved forward in time under the influence of the dependent variables. A very relevant model is the Black-Scholes-Merton equation [110, 111], a Cauchy type partial differential equation, used to model the price dynamics of European-style options [112]. Because of its form, the split-operator method can be directly applied for propagating distributions under the above model.

The use of repeated ancilla measurements during simulation, as employed in this work and others (e.g. [24]), extends the grid simulation techniques presented to non-unitary propagation processes. It remains to be seen whether the advantages in quantum molecular dynamics simulations using the split-operator translate to these other generalisations.
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Appendix A: QFT circuit

Figure 17 shows the circuit used.

![QFT Circuit](image)

FIG. 17. The QFT circuit used to transform from the k-space to the real-space representation. The circuit shown is for a 5-qubit sub-register; the generalisation is the natural one.

Appendix B: Numerical modelling

Here we describe further details of the hardware, software, and configuration details relating to the numerical simulations presented in the main paper.
1. Emulation software and hardware

All numerical results in this manuscript were ultimately obtained through the Quantum Exact Simulation Toolkit (QuEST) [87], though interfaced through the Python
to the QuEST simulator. The core QuEST simulator is written in 
C which can be split into step operators

\[ \psi(t) = U(t) \psi(0) \]

for time evolution. Particle interactions admit a unitary time evolution operator

\[ \hat{U}_\text{split} = \prod_q e^{-i \theta_q / 2} \]

for multi-electron systems meant that particle-field and particle-particle interactions were invoked, in detail. We now describe these optimisations, and where they

\[ \psi = \begin{pmatrix} \psi_1 \\ \vdots \\ \psi_N \end{pmatrix} \]

for the quantum algorithms presented in

\[ \frac{1}{\sqrt{2^{n}}} \sum_{i=0}^{2^{n}-1} \psi_i |i\rangle \]

for the largest scale systems we considered were generated with pyQuEST, which enables relatively low-level access to QuEST simulation primitives through a high-level Python interface. Importantly, pyQuEST inherits the capacity to run distributed tasks, where the numerical representation of a quantum state is partitioned between compute nodes cooperating over a network. This allows both the representation of states too large to fit into the memory of any single compute node, and their concurrent simulation – each multicore node is further able to parallelise its local simulation tasks through multithreading. In this manuscript, distributed pyQuEST was used to emulate 36-qubit quantum com-puters in our study of 3D helium, employing up to 32 compute nodes of the Oxford Advanced Research Computing (ARC) facility [113]. Each node contains 48 CPU cores, and took roughly 52 hours (≈ 50,000 core hours) to process its 64 GiB partition of the full 1 TiB quantum state-vector.

2. Emulation of the split-operator

The QuEST family of emulators perform numerical simulation at the level of individual gates. Supported gates include all commonly used operations, and general unitaries of any number of control and target qubits, and therefore all operations required of the quantum algorithms presented in this manuscript. However, completing this work required the repeated simulation of circuits within a series of contiguous gates could be more efficiently effected by a single invocation of a bespoke function. We implemented this optimisation to accelerate the simulations in this manuscript, which has since been integrated into the QuEST emulators. The interested reader may view these documented facilities

\[ \text{getRegVal}(j, q, n_r) = \begin{cases} 1 & \text{if } \text{getBit}(j, b) = 1 \text{ and } b \geq 0, \\ 0 & \text{otherwise} \end{cases} \]

for the signed value of the \( n_r \) contiguous qubits, starting at index \( q \), in the \( j \)-th basis state

\[ \text{getRegVal}(j, q, n_r) = \begin{cases} 1 & \text{if } \text{getBit}(j, q + n_r - 1) = 1 \\ 0 & \text{otherwise} \end{cases} \]

for \( k \) in \( \{0, \ldots, n_r - 2\} \)

\[ v = v + 2^k \]

for \( (k, q, n_r) \) of Equation B1, via a two’s complement signed binary encoding. Symbols \& \( \gg \) notate bit-wise AND and bit right-shift operators respectively. The outer for loop of our algorithm is trivially parallelised using multithreading or GPU acceleration.

Algorithm 1: Embarassingly parallel distributed simulation of the 3D \( U_U \) split-operator upon an \( N \)-qubit statevector \( |\psi\rangle \), which is uniformly distributed between \( 2^N \) nodes. \( \hat{U}_U \) is the \( 2^{N-k} \) vector of complex amplitudes stored in each node, with \( i \)-th element \( \hat{U}_U[i] \), indexed from 0. Each node has a unique rank \( 0 \leq r < 2^k \). Integers \( q_l, q_m, q_n \) are the starting qubit indices of the contiguous \( n_r \)-qubit registers which together form substate \( |n\rangle |m\rangle |l\rangle \) of

\[ \begin{pmatrix} 0 & 2^{-1-n_r}Q \delta t \\ \sqrt{(n_1 - n_2)^2 + (m_1 - m_2)^2 + (l_1 - l_2)^2} \end{pmatrix} \]

where sub-register \( |n \rangle |m \rangle |l \rangle \) encode \( (z, y, x) \) coordinates of a single particle, which may be negative (encoded with two’s complement binary). An experimentalist must effect these \( (d n_r) \)- and \( (2 d n_r) \)-qubit operators through \( O(n_r^2) \) single-qubit and double-qubit phase gates. However, we can leverage that \( U_U \) and \( U_V \) are diagonal in the real space representation to numerically simulate them cheaper than even a single general unitary gate, in an embarrassingly parallel manner. We formally present such a scheme to effect \( U_U \), the simplest of the split-operators, upon a distributed statevector in Algorithm 1. For clarity, we have excluded the pseudocode for additional functionality critical to our actual implementation, such as the ability to override the phases at particular \( l \), \( m \), \( n \) values to avoid phase divergences.

Use of Algorithm 1 and several similar strategies for the other split-operators was crucial in order to numerically study
the various simulation scenarios presented in the main paper without incurring impractical time costs.

We stress that the use of these high level functions, which do not involve specifying a circuit-level description, does not compromise the exact nature of our numerical emulation of a quantum processor. It is simply an expediency allowing us to arrive at that the exact behaviour with a more modest use of classical resources that would be required if we were to explicitly use gate-level operations throughout. In the real device, such circuit-level prescriptions must of course be used.

For the $U_{\text{kin}}$ operator, which simply applies a phase dependent on the square of the binary number $k$ in each of the system’s sub-registers, this is straightforward: we require only a series of single- and two-qubit phase gates applied directly to the sub-registers [21, 57]. Of $O(n^2)$ such gates would be required for each sub-register of $n$ qubits.

The implementation of $U_U$ and $U_V$ is more complex as it involves the Coulomb potential $1/|r|$. In the main paper, Section II B, we describe the arithmetic that occurs in the case that we are applying $U_V$ and therefore require sub-registers to represent $x_i - x_j$ etc. One could then apply a circuit $C$ to compute the desired phase $1/r$ into an ancilla register (i.e. a binary representation of the desired phase to any given accuracy), followed by actually implementing that phase by a series of single-qubit phase gates applied to the ancilla qubits. Finally one would apply circuit $C^\dagger$ to un-compute the ancilla’s state, disentangling it from the main registers.

Any classical algorithm that computes $1/\sqrt{x^2 + y^2 + z^2}$ from inputs $x, y, z$ will in principle suffice; such an algorithm might be expressed in terms of irreversible operations (AND, OR, XOR etc) but any such circuit be be re-expressed as classical reversible circuit and thus provide a suitable $C$. It is of course interesting to optimise this, especially since quantum gate sets are can potentially implement classically-reversible circuits more efficiently and we will wish to be as frugal as possible with the use of ancilla qubits. However even an inefficient implementation would suffice in the sense that it would not alter the overall scaling of the SO method: the computation of $1/r$ happens at the register level, and register size scales only very weakly with the complexity of the simulated system as argued in Section V.

Appendix C: Multi-qubit Phase Estimation and Fourier Analysis

In order that the present paper can be a useful resource for introducing the grid-based method, we now summarise the standard multi-qubit phase estimation method using the present paper’s notation. This method is of course more powerful than the frugal single-ancilla technique described in the main paper.

The logarithmically-scaling phase estimation of Kitaev [71], trades higher qubit overhead for measuring the phase with far less sampling; in suitable cases, even in a single shot. Consider an ancillary register with $S$ qubits and a working register containing the state of interest. We first conditionally apply $2^{S-1}N$ split-operator steps to the state, controlled by the most significant ancillary qubit. We then repeat by conditionally applying $2^{S-2}N$ split-operator cycles, now controlled by the next most significant ancillary qubit, and repeat again until every ancillary qubit has been used and the least significant qubit controls only $N$ split-operator steps. At this point the quantum computer is in the state

$$\frac{1}{\sqrt{2^S}} \sum_{m=0}^{2^S-1} |m\rangle U^{mN}(\delta t) |\Psi\rangle. \quad (C1)$$

If $|\Psi\rangle$ is an eigenstate $|\Psi_n\rangle$ with energy $E_n$, the state is thus

$$\frac{1}{\sqrt{2^S}} |\Psi_n\rangle \sum_{m=0}^{2^S-1} e^{-iE_n m N \delta t} |m\rangle = \frac{1}{\sqrt{2^S}} |\Psi_n\rangle \sum_{m=0}^{2^S-1} e^{-i\phi_m} |m\rangle \quad (C2)$$

where $\phi = E_n N \delta t$. The phase information $\phi$ is now encoded in the ancillary qubit register, and can be efficiently extracted using an inverse QFT on the ancillary register. Indeed, if $\phi = 2^k$ where $k \in \mathbb{N}$, then a QFT of the ancillary register should yield the binary representation of $k$ upon measurement.

We also mention that classical Fourier analysis of the autocorrelation signal can also reveal the power spectrum, with resonance peaks that correspond to the stationary states of the system. This is in many ways the classical analogue of the canonical phase estimation method. Specifically, the power spectrum is peaked at the eigenvalues of $H_{\text{tot}}$ with heights corresponding to $|c_n|^2$:

$$\frac{1}{\sqrt{2\pi}} \int \langle \Psi(t) | \Psi(0) \rangle e^{i\omega t} dt = \sqrt{2\pi} \sum_n |c_n|^2 \delta(\omega - E_n) \quad (C3)$$

In practice, the discrete and finite time integration limits the resolution of the power spectrum, given by

$$\delta\omega = \frac{2\pi}{M_{\text{tot}} N \delta t} \quad (C4)$$

where $M_{\text{tot}}$ is the total number of time samples.

Appendix D: State preparation techniques

As discussed in the main paper, our use of emulated quantum computers means that we can side-step the challenge of

FIG. 18. Generalisation of the single-ancilla iterative phase estimation to the ‘canonical’ phase estimation using an $n$-qubit ancilla register. The $i^{th}$ most significant ancilla qubit controls the propagation of $2^{n-1}N$ split-operator steps in the main register.
preparing a known, analytic initial state on our device – we simply load it into the emulator’s memory. For completeness, in this appendix we briefly review some of the literature that describes methods and costs for real quantum processors.

In 2009, Ward et al. [115] extended the work of Zalka [53] to develop such a method for generating physically relevant states in grid representations, which we summarise here. We begin with the task of loading suitable initial states into the particle quantum register. The objective is to distribute a single particle state \( \phi \) centred about \((x_0, y_0, z_0)\) within a simulation box of width \(L\) across the amplitudes of an \(N\)-qubit register

\[
|0\rangle|0\rangle|0\rangle \rightarrow |\phi\rangle|n\rangle|l\rangle|m\rangle \quad (D1)
\]

where \(r = (n\delta r - x_0, l\delta r - y_0, m\delta r - z_0)\) and \(\delta r = L/2^{n+l+m}\). \(L\) must be sufficiently large to capture the significant parts of the wavefunction and the sum of all the amplitudes squared should be unity. In 1998, Zalka proposed a constructive algorithm for loading single particle distributions onto a register [53], which was subsequently either rediscovered or generalised, most notably by Grover and Rudolph in 2002 [116], in a number of contexts [117–120]. The method splits the norm of the single particle function \(N\) times across the \(N\) qubits by performing qubit rotations, the angles for which are determined by computing exponentially many integrals. Complex-valued functions will require additional procedures for including the phase in each amplitude. There are conflicting opinions on the efficiency of the method; some argue that the method has an exponential \(O(2^N)\) overhead [119, 121], while others claim that it can be efficient [122], perhaps using quantum computers to solve the integrals [115]. In recent years, more novel approaches for initial state loading techniques have been proposed. Ollitrault et al. prepared Gaussian amplitudes using hybrid variational algorithms [21]. Holmes and Matsura used matrix product states to represent functions, which maps to state preparation circuits with linear-depth [121]. In particular, a noise-resistant technique for efficient preparation of normal distributions from Rattew et al. [123] shows promise for generalisation to the single particle functions required.

Loading multiple uncorrelated single particle states onto separate quantum registers is not sufficient to represent many-particle eigenstates of real molecular Hamiltonians. Ward et al. proposed loading occupied Hartree-Fock orbitals [5] into real-space particle registers using the aforementioned method by Zalka, followed by (anti)symmetrisation which we will discuss presently, to generate Slater-determinant type states. They further generalise this to preparing superpositions of Slater-determinant type states in the real-space particle registers, yielding exact molecular ground states through the creation of Full Configuration Interaction (FCI) states. Their method however demands the classical or quantum precomputation of the electronic structure in second-quantisation, loading the result in ancilla qubits, and achieving a transformation which loads the information from the second-quantised ancilla to the real-space particle registers. The authors did not detail how such a transformation can be achieved, and loading a factorial number of Slater determinants from the FCI state poses challenges.

As noted in the main text, an alternative method is to drive an initial state that can be efficiently loaded onto a quantum computer towards the correlated molecular ground state. An advantage of this approach is that we need not have the ability to analytically describe the target state. Two common techniques include adiabatic evolution [73] and phase estimation [71, 74, 75]. There are also protective methods, and the main paper presents numerics corresponding to one such technique.

Other techniques for ground state preparation which are compatible with the quantum split-operator method have been proposed. Similar to what we propose in the forthcoming Section III C for achieving propagation of a non-unitary complex attenuating potential using single-ancilla measurements, Kougi et al. combines a single-ancilla measurement with forward and backward split-operator time propagation to implement a first quantized probabilistic imaginary time evolution [27] for preparing ground states in real space, which they have numerically emulated for parabolic potentials [24]. Lin et al. also proposed a near-optimal ground state preparation which does not require knowing the ground state energy in advance [124].

Finally, in the first quantized simulation framework considered here, we also need to explicitly enforce the right particle symmetries. Ward et al. improved upon work by Abrams and Lloyd from 1997 [19] to give a deterministic algorithm for this purpose. The protocol prepares a (anti)symmetrised state in an ancillary register containing \(P(\log P)\) qubits (where \(P\) is the number of particles in the system) and transfers the symmetry to the register storing the particle state, by simultaneously sorting the ancillary register and performing the same SWAP operations in the main register. Berry et al. further presented an improved poly-logarithmic algorithm for anti-symmetrizing initial states [75]. Because we can generate any initial state in classical emulations, where necessary we simply initialise spatially antisymmetrised states and load them into our emulation.

**Appendix E: Placement of nuclear origin**

We briefly report that placement of the nuclear origin between grid points does not significantly affect the dynamics (summarised in Table I).

When we time propagate the \(W_{1,1}\) state with the Coulomb potential centred at different fractions between two neighbouring grid points, the state visibly oscillates where grid points lie asymmetrically around the Coulomb origin. However, the magnitude of the loss in fidelity is limited. Most importantly, the energy from the phase estimation is not influenced at all by the skew. We conclude that discrepancies in the placement of grid points relative to the system can, if needed, be alleviated with a brute force increase in the spatial resolution and correspondingly the time resolution, but its influence on observables related to state fidelity can be negligible.

| \(E_h\) | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 |
|---|---|---|---|---|---|
| Max loss | \(7 \times 10^{-7}\) | 0.00085 | 0.00021 | 0.0042 | 0.0022 |
| Phase Est. Err. | \((10^{-5} E_h)\) | -1.84 | -1.11 | 0.29 | -1.66 | 5.98 |

**TABLE I. Placement of the Coulomb nuclear origin between grid points and its influence on the autocorrelation as well as the energy predicted through phase estimation.**
Appendix F: Resource scaling

In Section V we considered the way in which the grid-based method’s resources can be expected to scale. We noted that there are detailed studies in the literature. The contribution to this topic made by the present paper is that its emulated algorithms may elucidate some of the constants that arise in any scaling analysis.

We argued that the qubit count should scale with particle count $P$ according to $3n_rP$ with

$$n_r \approx C_3 + \log_2(Z_{\text{max}}) + \frac{1}{3} \log_2(P)$$

(reiterating Eqn. 45)

where $Z_{\text{max}}$ accounts for the highest nuclear charge in the modelled system. We noted that this crude expression does not account for the fact that a given atom’s radius has a sub-linear dependence on the number of electrons; accounting for this would lower the outcome.

We can proceed to make an estimate of the root constant $C_3$. We begin by noting that in the numerical modelling reported here, remarkably accurate and stable simulations can be achieved with as few as 6 qubits per $x$, $y$ or $z$ sub-register (thus, 18 qubits per 3D particle). Methods such as ancilla-based global phase tracking (Section III A), requiring only one additional qubit, can obtain then eigenenergies with accuracy up to 6 decimal places. Our results using the augmented SO method in Section IV F suggest that even core-peaked electronic states can be modelled without significant increase in resolution. The results of that section did suggest that more than $n_r = 6$ qubits per register would be needed, but only modestly so. For present purposes we therefore take an optimistic stance and assume that $n_r = 8$ can suffice for scenarios where the simulation box size is optimised for just the eigenstate in question.

Consider the task of modelling a single atom of substantially higher nuclear charge, say potassium ($Z = 19$) which has a particularly large covalent bond radius [94]. While innermost $s$-electrons might indeed be modelled with $n_r = 8$ qubits per register, to represent all electrons (properly antisymmetrized) within the same model would require a simulation box large enough to encompass the outermost shell. Potassium’s outer shell radius is around 6 times that of hydrogen [94], while its innermost shell might be estimated to be a factor of $1/Z = 1/19$ times smaller than that of hydrogen. This implies an overall factor of 114, corresponding to 7 additional qubits for a total of 15. If we accept this as worse-than-typical (recognising that many atoms of a molecule will be lighter or more compact) we can use Eqn. 45 with $n_r = 15$, $P = 2^{Z_{\text{max}}} = 19$ to infer $C_3 = 10$ (rounding up).

Before using this expression to estimate the resources required for a relatively complex structure, it is interesting to consider the special case of $\text{H}_2\text{O}$. An optimistic resource audit can process as follows: Using standard sources for characteristic dimensions, we can assume that the simulation box needed for the entire molecule is about $4 = 2^2$ times that needed for the most high curved states (the oxygen $s$-orbitals). Taking $n_r = 7$ as adequate for each dimension of a simulation box adjusted for such a core state, we therefore require at least $n_r = 2 + 7 = 9$ qubits for each dimension, for each particle. The total (assuming we do not model the nuclear particles as quantum objects but rather use classical nuclear potentials) is $9 \times 3 \times 10 = 270$ qubits. We might round this to 300, recognising that multiple ancillas may be required even in a very frugal implementation.

A more challenging case is that of adenosine triphosphate (C$_{10}$H$_{16}$N$_5$O$_{13}$P$_3$) which is a profoundly important component of all living systems. The highest-charge nuclei are those of phosphorus, giving us $Z_{\text{max}} = 15$. The total electron count $P$ in neutral ATP is $10 \times 6 + 16 \times 1 + 5 \times 7 + 13 \times 8 + 3 \times 15 = 260$. Eqn. 45 then gives $n_r = 17$ rounding up. Recognising that ATP is a linear molecule, whereas Eqn. 45 was derived assuming a cubic simulation box, we might allow $n_r = 19$ for one of the directions. The total qubit count is then $260(19 + 2 \times 17) = 13,780$. We could call this 16,000 allowing for a frugal ancilla overhead.

Estimating the overall time cost for simulation is difficult but certainly interesting to speculate about. The overall ‘wall clock’ duration of a simulation is determined by the time required for each complete SO cycle, how much evolution each SO step represents (the time resolution $\delta t$), and the total duration of the dynamical process under investigation. The latter depends on the time and energy scales across which the events probed occur, which we postulate to be independent of system size. We assume that time resolution $\delta t$ depends only on the $\delta r$ sufficient to describe the tightly bound electrons of the element with highest nuclear charge, which also does not change with system size. Moreover the methods discussed in Sections III A and III B, and indeed the ingenious proposal in Ref. [24], indicate that energy estimation and state preparation could also be achieved using a number of time steps that does not scale significantly with the molecular size.

The time to complete each SO cycle does indeed scale with system size. There is a modest scaling due to the computation associated with introducing proper phases (equivalent to binary addition/subtraction, squaring, and inversion) which scales with the number of qubits in each register – although not, of course, with the number of qubits in total. Since the $n_r$ scales only logarithmically with simulation box size $L$, this time factor should be poly-logarithmic in e.g. the number of particles $O(\log^k P)$. A more significant factor comes from the need to compute the electron-electron interaction for all possible pairings of electrons. The task can be divided into a series stages within each of which all electrons are paired-off and we can assume that computations relevant to electron-electron dynamics occur in parallel (see [25]). The number of such stages is $P-1$ for $P$ electrons, so that the total time for a complete SO implementation is of the order $O(P \log^k P)$. Considerations such as the time required to move from one pairing to another should also be borne in mind, but one finds that this should not scale with $n$ even in devices with restricted connectivity (see Section V B).

Our QFT implementation used an explicit quantum circuit, while the conditional phases were applied directly using a bespoke algorithm (see Appendix B); if we focus on the QFT component and use the same implementation employed in our emulator (Fig 17) then $O(n_r^2)$ gates are required. A full SO cycle may involve operations equivalent to several QFTs, since they constitute an approach to the addition and squaring operations that we employ. Moreover other operations may require $n_r^2$ gates, such as the application of the $\propto k^2$ phases for the kinetic operator. If we therefore take $10n_r^2$ as a plausible speculation for the gate cost of each SO sub-step in a parallelised implementation (each row of the lower panel in Fig. 16), then for the ATP molecule for each SO cycle we have a total gate depth of $260 \times 10 \times 19^2$ which is of order one million (and $260/2 = 130$ such processes occurring in parallel throughout that cycle).

Many of the simulations presented in the main paper used
of order 1000 SO cycles in order to generate interesting dynamics with good precision. This count would diminish with the adoption of more sophisticated Trotter sequences than the lowest-order pattern employed in the paper; but conversely, the dynamics of many interesting systems would likely evolve on timescales far longer than those of the simple systems we have modelled. We must conclude that several billion steps would be required the total simulation (and hundreds of billions of individual gates). In the main paper we indicate how such numbers may translate to clock time, finding a answer that varies from an hour to days depending on the nature of the hardware platform and the logical encoding.