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Abstract: Supplying SARS-COVID-19 vaccines in quantities to meet global demand has a bottleneck in manufacturing capacity. Assessment of existing mRNA ( messenger ribonucleic acid ) vaccine processing shows the need for digital twins enabled by process analytical technology approaches to improve process transfers for manufacturing capacity multiplication, reduction of out-of-specification batch failures, qualified personnel training for faster validation and efficient operation, optimal utilization of scarce buffers and chemicals, and faster product release. A digital twin of the total pDNA (plasmid deoxyribonucleic acid) to mRNA process is proposed. In addition, a first feasibility of multisensory process analytical technology (PAT) is shown. Process performance characteristics are derived as results and evaluated regarding manufacturing technology bottlenecks. Potential improvements could be pointed out such as dilution reduction in lysis, and potential reduction of necessary chromatography steps. 1 g pDNA may lead to about 30 g mRNA. This shifts the bottleneck towards the mRNA processing step, which points out co-transcriptional capping as a preferred option to reduce the number of purification steps. Purity demands are fulfilled by a combination of mixed-mode and reversed-phase chromatography as established unit operations on a higher industrial readiness level than e.g., precipitation and ethanol-chloroform extraction. As a final step, lyophilization was chosen for stability, storage and transportation logistics. Alternative process units like UF/DF (ultra-/diafiltration) integration would allow the adjustment of final concentration and buffer composition before lipid-nano particle (LNP) formulation. The complete digital twin is proposed for further validation in manufacturing scale and utilization in process optimization and manufacturing operations. The first PAT results should be followed by detailed investigation of different batches and processing steps in order to implement this strategy for process control and reliable, efficient operation.
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1. Introduction

Vaccine supply for whole populations in a pandemic crisis has been known from the beginning as a dominating scientific, technical and organizational challenge for any society [1–4]. Arguments for technological challenges and potential solution approaches are discussed in the following.

It is obvious that speed in time-to-market and sufficient capacities save wellbeing, lives and economic status [5,6]. Nevertheless, regulatory demands must be fulfilled without compromise versus political interest. Decisions need to be—as usual—data-driven and
without compromise. To generate data and come to any broadly supported decision in society takes time, in any democracy. Nevertheless, comparing vaccine development to market pathways in different states, there are organizational government systems which function quite well and some which do not. The history of vaccine development [7–10] demonstrates quite long times from first product feasibility to patient usage, ranging between a few decades to at least 10–15 years if sped up. This overview focuses on the recent success in SARS-COVID19 vaccination within a timespan of less than one year, as well with a broad variety of new vaccine types such as mRNA, as especially successful.

Virus type and mechanism of action elucidation was extremely fast, as were first vaccine product ideas including initial clinical trials [11]. Almost worldwide and nearly totally open communication within the scientific, academic, and industrial communities, as well as obvious immediate availability of clinical trial candidates, sped up those steps. This speed was also based dedicated scientists with many years of professional experience within this specialised field of research. Overall credit is given, on the one side, to exceptional individual performance and, on the other side, to state or company innovation systems which allowed long-term basic science research in “niches”; a contradiction in modern management and political theory [12].

Nevertheless, this remarkable success story seems to end when manufacturing in world-scale amounts is needed. Supply of vaccines needed worldwide are at stake. In pharmaceutical industries, management manufacturing technology is treated as housekeeping; the focus is laid on new product development, their clinical trials, and regulatory approval. Manufacturing is considered as offhandedly possible and as having no issues of budget or technology. In contradiction to this, due to management behavior, on average any pharmaceutical company is known to need to discard 1–2 drug candidates per year due to manufacturing technology-based challenges—quite a pity for patients and health care systems as well as company budgets.

Finally, rapid state investments have secured fast progress opportunities for SMEs and start-ups in drug research, which have for quite some time and through many a death-valley been financed and supported long-term by altruistic investors like [13–15] of ‘big pharma’. This financial governmental backup has allowed small companies to establish fast cooperation with custom manufacturing organization (CMO) companies in order to speed up manufacturing capacity [16–19].

Actual virus vaccine manufacturing technology has the benefit of being very small-scaled due to the minimal dosage forms needed, in magnitude of few tenths of µgs. Nevertheless, stable formulation systems are based on large molecules’ bio-availability during transportation and storage. Special lyophilization and nano-lipid particle techniques are still a challenge for robust operation [20,21].

A manufacturing technology analysis survey reports that the biologics production sector dealt with nearly identical issues as past years, with a slight shift in priority, for the last year [22]. Manufacturing production has moved up to second position, after the general priority one regulatory complaint for quality stems, organization and documentation. Personnel qualification is a constant number three in priority, but equipment deficiencies have reached number 4 priority at least, whereas complaints about computerized systems have lost attention [23–25].

One of the otherwise-typical challenges of ordering manufacturing equipment based on vague assumptions during development was no issue in the SARS-COVID19 vaccine strategy, as any product on the market was known to be sold. Therefore, the normal delay due to unknown penetration of the market which leads to non-appropriately scaled, scheduled and dimensioned and therefore afterwards non-optimal operated equipment was ruled out by definition. Nevertheless, the next obstacle in priority, any out of specification (OOS) problems due to variability, is still valid and especially for new product technologies like mRNA-vaccine-types and lipid-nano-particle (LNP) formulations and is a dominant challenge [23–26].
Survey statistics sum up about a magnitude of 10% batch failures with even higher contamination rates in small-scale facilities, in combination with 5-times-higher losses owing to operator errors [23–25].

From any manufacturing operation point of view, this trend clearly indicates towards the need for the establishment of advanced process control systems based on digital twins and process analytical technologies in order to cope with sensor drift, process variance and allow for real time release testing in order to reduce significant efforts and improve batch variability. 40–80% of manufacturing efforts are dedicated to QA issues [27,28]. This makes it obvious to start technical improvements there. The summarized main challenges to be addressed, as discussed above, are summarized in Figure 1 by SWOT (strength, weakness, opportunity, and threat) analysis regarding bottlenecks, challenges, and threats.

![Figure 1. Typical SWOT analysis of bottlenecks, challenges & threats.](image)

There are several types of vaccines, both approved and still under development. Three major subtypes can be distinguished: drugs that already contain the immune response-inducing spike protein; viral vectors, mostly AAV, that deliver the spike protein-encoding DNA sequence into the cells; and the mRNA drugs discussed in this paper, which carry the gene information of the spike protein in the form of mRNA for direct formation in the patient’s cells and are delivered in LNP (Figure 2).

### 1.1. State-of-The-Art in mRNA Manufacturing

Synthesis of mRNA needs, as a starting point, template DNA that contains the genetic code for the respective spike protein. While complete cell-free manufactured DNA is feasible and on the horizon [30], e.g., by doggy-bone technology [31], state-of-the-art is still plasmid manufacturing by E. coli fermentation followed up by purification and linearization [32]. In the next phase the linearized DNA serves as template during in vitro transcription. While traditionally transcription and capping are separate process steps, modern technology enables co-transcriptional capping [33] (Figure 3).
Figure 2. Examples of vaccine candidates, manufacturers, technologies and trial phases. Three major subtypes can be distinguished: drugs that already contain the immune response-inducing spike protein; viral vectors, mostly AAV, that deliver the spike protein-encoding DNA sequence into the cells; and the mRNA drugs discussed in this paper, which carry the gene information of the spike protein in the form of the mRNA for direct spike-protein formation in the patient’s cells and are delivered in LNP [29].

Figure 3. Main process phases and intermediates in mRNA vaccine manufacturing. Synthesis of mRNA needs, as a starting, point template DNA that contains the genetic code for the respective spike protein. State-of-the art is still plasmid manufacturing by E. coli fermentation followed up by purification and linearization. In the next phase the linearized DNA serves as template during in-vitro transcription, capping and formulation including encapsulation of mRNA in LNP.

Purification processes of so-obtained mRNA are in literature often referred to rely on platform technology [34]. Like monoclonal antibody platform technology, where the same process steps can be used to manufacture different antibody derivatives, an existing mRNA plant, or at least the same process steps, can be utilized to manufacture different mRNA vaccines [35]. However, in contrast to antibody manufacturing, the purification strategy, in terms of which separation technologies are to be applied and in which order, is not standardized.

There are a wide variety of different separation technologies and overall purification strategies published in literature. While the key steps of transcription, purification and final encapsulation into lipid nanoparticles are mostly the same for the known mRNA vaccine candidates, the purification steps in-between are not alike.
For example, a patent filed by CureVac [36], which, in cooperation with Bayer, produces the soon-to-be-authorized CVnCoV vaccine, discloses a manufacturing process with the key purification sequence consisting of transcription and capping, LiCl precipitation, reversed phase, chromatography, alcohol precipitation, lyophilization and sterile filtration. In this process concept, the necessary concentration adjustment between steps 5 and 6 is done by resuspension of the lyophilized product into the appropriate amount of formulation solution. To our knowledge, it is not disclosed if this process strategy will also be used to produce CVnCoV. CureVac, however, will manufacture the vaccine in a cooperation network including Bayer, Rentschler, Wacker and Fareva [37].

A proposed process sequence by BIA Separations, which aims to streamline mRNA purification without precipitation steps, simplifies scale-up and increases yield, and is composed of transcription, multimodal chromatography, capping and affinity chromatography. This sequence is likely to be complemented by at least a UF/DF step for adjustment of concentration as well as the obligatory sterile filtration [38].

Another process concept used as a framework in an RNA manufacturing assessment study by Kis et al. [35] employs transcription and capping, tangential flow filtration, diafiltration, multimodal or ion-exchange chromatography, tangential flow filtration, diafiltration and sterile filtration. After these steps the concept process used by Kis et al. goes into further process stages including LNP formulation and fill-to-finish.

The manufacturing process of BNT162b2, authorized and marketed as Comirnaty in the EU, is for the most part not disclosed. While the template plasmid DNA for all markets is produced in Chesterfield (USA), the transcription process takes place at market-specific locations. Transcription for the US is primarily done at the Pfizer site in Andover (USA) [39], while in the EU transcription takes place at a BioNTech manufacturing site in Marburg (Germany) [40], which was acquired from Novartis in September 2020 to expand production capacities. Encapsulation into LNP is again performed in a separate location, namely Pfizer’s sites in Kalamazoo (USA) and Puurs (Belgium) and, as recently announced, also at Novartis’ site in Stein (Switzerland) for the EU.

While it is reported that the manufacturing of Moderna’s vaccine in the EU takes place at Lonza’s production site in Visp (Switzerland), LNP encapsulation as well as fill and finish is handled by Rovi Pharma Industrial Services (Spain), no details of the manufacturing process are disclosed.

pDNA has developed into a platform process. E. coli fermentation followed by alkaline lysis and clarification is industrial standard and only the number of chromatography steps varies, depending on purity demands and application of the produced pDNA. Therefore, in this paper, monolithic anion-exchange chromatography (AEX) is chosen as a sufficient purification step for further mRNA processing. The processing scale is chosen based on literature and discussed in Section 3. mRNA processing is based on co-transcriptional capping as industry standard, as it needs one purification step less than post-transcriptional capping. Therefore, processing is faster. The processes reported in literature and the process framework depicted in this work are both summarized in Figure 4. For this total pDNA to mRNA process, a digital twin is proposed based on literature data, pre-existing knowledge and experimental experience as well as existing basically validated process models [41–47].
Figure 4. Overview of published and new mRNA manufacturing processes. (RP: Reversed-Phase, MM: Mixed-Mode, IEX: Ion-Exchange). Numbers indicate the order of flow. Three processes are summarized (grey arrow) that represent published process frameworks for the manufacturing of mRNA. The green arrow marks the process sequence as discussed in this work.

2. Material and Methods

2.1. Model Overview

2.1.1. Fermentation

Simulation of *Escherichia coli* fermentation was based on a Monod-type process model. Growth rate was a function of glucose (Glc) and oxygen concentration (O₂)

\[ \mu = \mu_{\text{max}} \cdot \frac{\text{Glc}}{\text{Glc} + K_{\text{Glc}}} \cdot \frac{\text{O}_2}{\text{O}_2 + K_{\text{O}_2}} \]  

where \( \mu_{\text{max}} \) is the maximal growth rate and \( K_{\text{Glc}} \) and \( K_{\text{O}_2} \) are the Monod-coefficients for glucose and oxygen, respectively.

The change of biomass and substrate concentration over time is given by

\[ \frac{dc_X}{dt} = \left( \frac{\dot{V}_{\text{in}} \cdot c_{X,\text{in}} - \dot{V}_{\text{out}} \cdot c_X}{V} \right) + \mu \cdot c_X \]  

\[ \frac{dc_{\text{Glc}}}{dt} = \left( \frac{\dot{V}_{\text{in}} \cdot c_{\text{Glc},\text{in}} - \dot{V}_{\text{out}} \cdot c_{\text{Glc}}}{V} \right) \mp \left( \frac{\mu}{Y_{X/\text{Glc}} + m_{\text{Glc}}} \cdot c_X \right) \]  

respectively, where \( c_X \) is the biomass concentration, \( c_{\text{Glc}} \) is the glucose concentration, \( Y_{X/\text{Glc}} \) is the yield coefficient of biomass from glucose, \( m_{\text{Glc}} \) is the maintenance coefficient of biomass on glucose, \( V \) is the volumetric flow rate either in or out of the bioreactor as indicated by the subscripts, and \( V \) is the volume of the fermentation broth. For fed-batch fermentations \( \dot{V}_{\text{out}} \) was set to zero.
The volumetric change over time was considered using a volume balance:

\[
\frac{dV}{dt} = \dot{V}_{in} - \dot{V}_{out}
\]  

(4)

The change of the oxygen concentration was calculated based on the oxygen transfer and the oxygen consumption by the biomass.

\[
\frac{dC_{O_2}}{dt} = k_{La} \cdot (c^*_{O_2} - C_{O_2}) - q_{O_2} \cdot X
\]  

(5)

where \(k_{La}\) is the specific oxygen transfer coefficient, \(c^*_{O_2}\) is the oxygen saturation concentration in the fermentation broth, \(C_{O_2}\) is the current oxygen concentration in the fermentation broth and \(q_{O_2}\) is the specific oxygen uptake rate.

The required mass flow of glucose into the bioreactor for achieving a constant growth rate, \(\mu_{set}\), was calculated as suggested by Korz et al. [48].

\[
m(t) = \left( \frac{\mu_{set}}{Y_{X/Glc}} + m_{Glc} \right) \cdot V_{tF} \cdot X_{tF} \cdot e^{\mu_{set}(t-t_F)}
\]  

(6)

where \(V_{tF}\), is the volume of the fermentation broth at the beginning of the feed, \(X_{tF}\), the biomass concentration at the beginning of the feed, \(t_F\), the start time of feeding and \(t\) the current process time. All model parameter could be found in literature as specified in Section 3 in detail.

2.1.2. Alkaline Lysis

For simulation of alkaline lysis, a cGMP process for industrial scale plasmid DNA manufacturing published by Urthaler et al. [49–51] is used as template. After fermentation, wet cell paste (WCP) is resuspended in buffer P1 at ratio of 1:10 (g WCP/mL P1). Lysis is achieved by mixing with alkaline buffer P2 (0.2 M NaOH, 1% SDS). For this, resuspended biomass and P2 are continuously pumped into a tubular lysis line at ratio of 1:1 (mL WCP+P1/mL P2) at a residence time of 3 min. Subsequently this solution is neutralized by 3 M potassium acetate buffer P3 (pH5.5) at a ratio of 1:1:1 (WCP+P1:P2:P3) prior to concentration.

Main equations of the lysis model are the kinetics of cell lysis and release of plasmid DNA as well as impurities like genomic DNA and proteins. Homogeneity of plasmid DNA is also calculated by a first-order kinetics approach.

\[
r_x = \frac{d[X]}{dt} = -k_1 \cdot [X] \cdot [NaOH]
\]  

(7)

\[
r_{x_{disr}} = \frac{d[X_{disr}]}{dt} = k_1 \cdot [X] \cdot [NaOH]
\]  

(8)

\[
r_{scpDNA} = \frac{d[scpDNA]}{dt} = k_1 \cdot [X] \cdot [pDNA] \cdot [NaOH] - k_2 \cdot [scpDNA] \cdot [NaOH]
\]  

(9)

\[
r_{NaOH} = \frac{d[NaOH]}{dt} = -k_1 \cdot [X] \cdot [NaOH]
\]  

(10)

\[
r_{ocpDNA} = \frac{d[ocpDNA]}{dt} = k_2 \cdot [scpDNA] \cdot [NaOH] - k_3 \cdot [ocpDNA] \cdot [NaOH]
\]  

(11)

\[
r_{lipDNA} = \frac{d[lipDNA]}{dt} = k_3 \cdot [ocpDNA] \cdot [NaOH]
\]  

(12)

Variables in brackets represents concentrations. Main model parameters characterizing the kinetics of lysis and reactions are \(k_1\) to \(k_3\).
The necessary partial-differential equation to describe concentration change over time and positional change is calculated by distributed plug-flow model:

\[
\frac{\partial c_i}{\partial t} = -u \frac{\partial c_i}{\partial z} + D_{ax} \frac{\partial^2 c_i}{\partial z^2} + r_i
\]  

(13)

Main model parameters are axial backmixing characterized by \( D_{ax} \), flow velocity \( u \), concentration of species \( c_i \) and reaction rate \( r_i \).

### 2.1.3. Concentration by Ultrafiltration

For concentration by UF/DF, a model developed by Grote et al. [52] is used. Details can be found in the publication. Here, the main transport equation for the filtration is shown based on osmotic pressure.

\[
J_i = L_p \left( \Delta p - R \frac{T c_i M - c_i P}{M_i} \right)
\]  

(14)

while transport through the membrane is calculated by the product of membrane area, flux and driving force, the transport from inlet to outlet is handled by the distributed plug-flow model. Additional terms accommodate for transport resistances like concentration polarization and fouling.

### 2.1.4. Purification with Adsorption Monoliths

Modelling of the monolithic column is based on the general mass transfer model, consisting of convective and dispersive mass transport, including adsorption, as in Equation (15). This is commonly done since the average pore size of 1 \( \mu \)m significantly favors convective mass transport [53,54]. This is also common for the mass transport in membrane adsorption [55–58].

\[
\frac{\delta c}{\delta t} = -u_{int} \frac{\delta c}{\delta z} + D_{ax} \frac{\delta^2 c}{\delta z^2} - (1 - \varepsilon) \frac{\delta q}{\delta t}
\]  

(15)

Here, \( c \) is the concentration in the fluid phase of any molecule analytically measurable, \( u_{int} \) is the interstitial velocity, \( D_{ax} \) is the axial dispersion coefficient, \( \varepsilon \) the voidage of the monolith and \( q \) the corresponding solid phase concentration of any molecule. The modelled monoliths are made up of tubular cylinders, as depicted in Figure 5. To describe this shape in our model the coordinate \( z \) was adjusted to reflect a radial coordinate as shown in the figure. This is necessary since \( z \) also has to represent the direction of flow through the media for Equation (15) to be true.

![Figure 5. Schematic representation of the chromatographic monolith with diameter (d), height (h) and flow direction (z) of the sample.](image)

With the adjustment of \( z \), the velocity can be calculated over \( z \), dividing the flow \( \dot{V} \) by the cross-sectional area \( A(z) \). This is described in Equation (16). The cross-sectional area is
calculated as the surface of a cylinder, as depicted in Equation (17), where \(d\) is the outer diameter of the cylinder and \(h\) the height.

\[
u(z) = \frac{\dot{V}}{A(z)} \tag{16} \]

\[
A(z) = \pi \cdot (d - z) \cdot h \tag{17} 
\]

Combining Equation (15) and Equation (16) the mass balance is given in Equation (18).

\[
\frac{\delta c}{\delta t} = -\frac{\dot{V}}{A(z)} \frac{\delta c}{\delta z} + D \frac{\delta^2 c}{\delta z^2} - \frac{(1 - \epsilon)}{\epsilon} \frac{\delta q}{\delta t} \tag{18} 
\]

Different approaches for modelling of adsorption have been described by different working groups \([59–63]\). For the modelling of adsorption for this process a Langmuir model was used \([62,64]\), see Equation (19). This was done since for more sophisticated adsorption models such as competitive Langmuir or steric mass action (SMA), a bigger data set for parameter determination is required \([65,66]\). Langmuir, however, has shown for different target molecules an accurate description of adsorption for different working groups \([44,67,68]\).

\[
q_i = \frac{q_{\text{max},i} \cdot K_{\text{eq},i} \cdot c_i}{1 + K_{\text{eq},i} \cdot c_i} \tag{19} 
\]

Here, \(q_{\text{max},i}\) is the maximum loading capacity of the component and \(K_{\text{eq},i}\) is the Langmuir coefficient of the component. \(K_{\text{eq},i}\) and \(q_{\text{max},i}\) are related by the Henry coefficient \(H_i\), see Equation (20) \([59]\). Salt influence can be described by Equation (21) and Equation (22) defining \(a_1, a_2, b_1\) and \(b_2\) as correlation coefficients \([60,69]\).

\[
q_{\text{max},i} \cdot K_{\text{eq},i} = H_i \tag{20} 
\]

\[
q_{\text{max},i} = b_1 \cdot c_{p,1} + b_2 \tag{21} 
\]

\[
H_i = a_1 \cdot c_{p,1} \cdot a_2 \tag{22} 
\]

The data for parameter determination were taken from literature \([38,70]\). The axial dispersion coefficient \(D_{\text{ax}}\) was determined using the buffer gradient measured after the monolith, using either conductivity or pH. Isotherm parameters were determined using the identification given in these publications. The parameters \(b_1\) and \(b_2\) for the calculation of the maximum loading capacity are taken from a publication of Tarmann and Jungbauer \([71]\). The determined parameters were used to calculate a scale-up for each separation process. Monoliths simulated are CIM® monoliths (BIA Separations, Ljubljana, Slovenia). For the comparison with literature data, monoliths with a volume of 1 mL are simulated, as these are used in the laboratory experiments. For scale-up, 8 L monoliths are used as these are the biggest easily-available size.

### 2.1.5. Linearization

Linearization of circular plasmid DNA through the EcoRI restriction endonuclease was modelled as a Michaelis–Menten type reaction \([72]\):

\[
v = \frac{v_{\text{max}} \cdot c_{p\text{DNA}}}{K_{p\text{DNA}} + c_{p\text{DNA}}} \tag{23} 
\]

where \(v_{\text{max}}\) is the maximal reaction rate, \(K_{p\text{DNA}}\) is the Michaelis constant of EcoRI for pDNA, and \(c_{p\text{DNA}}\) is the pDNA concentration.
2.1.6. Transcription

In vitro transcription of mRNA from linearized pDNA was described by a Michaelis–Menten equation:

\[ v = \frac{v_{\text{max}} \cdot c_{\text{nuc}}}{K_{\text{nuc}} + c_{\text{nuc}}} \]  

(24)

where \( v_{\text{max}} \) is the maximal reaction rate, \( K_{\text{nuc}} \) is the Michaelis constant of T7 RNA polymerase for nucleotides and \( c_{\text{nuc}} \) is the concentration of the four nucleotides.

2.1.7. Lyophilization of mRNA

A one-dimensional sorption sublimation model introduced by Klepzig et al. models the lyophilization [47]. The publication shows the exact derivation of the proposed model. It allows the calculation of the time-dependent product temperature and the residual moisture during the lyophilization process. Here, the main equations of the coupled mass and heat transfer equation for the primary and secondary drying are shown.

During primary drying, heat is mainly transported by conduction through the frozen layer. At the sublimation interface, the ice sublimes and subsequently flows through the porous dried layer. The energy balance can be formulated to:

\[ \rho_{\text{Product}} \cdot c_{p,\text{apparent}} \cdot \frac{\partial T}{\partial t} = \lambda \cdot \frac{\partial^2 T}{\partial x^2} \]  

(25)

\( \rho_{\text{Product}} \) describes the density of the product, \( c_{p,\text{apparent}} \) is the apparent heat capacity, \( T \) the product temperature inside the vial and \( \lambda \) is the heat conductivity. The density and heat conductivity depend on the mass fractions of the frozen and ice-free product per discrete. The apparent heat capacity is used to ensure that phase change is only considered at the sublimation interface.

The overall mass balance of water considers the frozen and the dried product. The phase change of water is considered faster than the convection of the vapor. Therefore, convection controls the overall transport rate.

\[ \frac{\partial m_W}{\partial t} = \left( \rho_{\text{w,g}} \cdot \frac{\Delta p}{\eta_W \cdot K \cdot A_{\text{vial}}} \right) \]  

(26)

with \( m_W \) as overall water mass, \( \rho_{\text{w,g}} \) as density of water vapor, \( \Delta p \) as pressure difference between discreetes, \( \eta_W \) as dynamic vapor viscosity of water, \( K \) as hydraulic flow resistance, and \( A_{\text{vial}} \) as cross-sectional area of the vial. The mass and heat balance are coupled through the sublimating mass flow.

The next step in Lyophilization is the secondary drying. Here, desorption of the bound water in the dried matrix is the main transport mechanism. Desorption is modeled by an Arrhenius approach because the desorption rate highly depends on the temperature. The mass balance of the bound water during secondary drying is described by:

\[ \frac{\partial w_{\text{bw}}}{\partial t} = - \exp \left( - \frac{\Delta h_{\text{subl}}}{R \cdot T_{\text{product}}} \right) \cdot \alpha_w \cdot (w_{\text{bw}} - w_{\text{bw,eq}}) \]  

(27)

with \( w_{\text{bw}} \) as mass fraction of the bound water in the dried product, \( \Delta h_{\text{subl}} \) as sublimation enthalpy, \( R \) as gas constant, \( \alpha_w \) as water activity, and \( w_{\text{bw,eq}} \) as mass share of bound water at equilibrium.

3. Results

3.1. Process Synthethis

The manufacturing of mRNA as presented here is a three-step process. First pDNA, used as template during transcription, is produced by fermentation, subsequent purification, and linearization. The second major manufacturing step starts with the transcription of the spike protein encoding gene from the linearized DNA into mRNA, which is the key
ingredient substance of the vaccine, and subsequent purification. The third and last major phase is the encapsulation of the highly purified mRNA into LNP (Figure 6). The sequence of process steps were selected after assessing the current-state-of-the-art in mRNA manufacturing (see also Section 1.1). Plasmid manufacturing is based on published information by Urthaler et al. [49–51,73]. Since for linearization the usual separation of iso-forms is not necessary, the process is based around a single AEX chromatography unit. Process scale for mRNA manufacturing was set to be comparable with information given by Pfizer, who are able to manufacture up to 10 million doses of their drug product in a single 40 L batch [39]. The corresponding scale of pDNA is done in 200 L fermentation batches (2 g/L). Lower product titer, e.g., 1 g/L, would result in 400 L fermentation batches and 4× instead of 2× concentration during harvest.

Figure 6. Overview of the plasmid production, quality testing and mRNA manufacturing process. The process consists of three main steps, which are plasmid production, linearization, and in-vitro transcription. After linearization and mRNA purification extensive quality testing is required.

3.2. Process Simulation

3.2.1. Fermentation

Simulation results of fermentation runs with different k_L a-values are shown in Figure 7. The solid line shows the fermentation result with a k_L a-value of 0.87 s⁻¹, whereas the dotted lines indicate the fermentation result, resulting from a deviation of ±10% of the k_L a-value. Dots indicate experimental results taken from the literature [73].
3.2.2. Resuspension and Alkaline Lysis

The concentration profile after alkaline lysis is shown in Figure 8. After entering the lysis line, the cells are immediately disrupted and pDNA as well as intracellular impurities are released. This process is finished up to 67% after 10 s according to data by Urthaler et al. and can be described by the process model. While impurity concentration stays constant, once all cells are lysed, the concentration of sc-pDNA decreases due to the formation of unwanted isoforms.

3.2.3. Concentration by Ultrafiltration

After alkaline lysis, pDNA is concentrated by ultrafiltration. Several studies have been published regarding the ultrafiltration of pDNA. Besides the investigation of a fundamental sieving and folding mechanism, e.g., by electrolyte addition [74–76], only a few case studies provide data of process-representative parameters. Here, data published by Urthaler et al. and Repligen are utilized to obtain a reliable comparison [49–51,77]. During this step a 5-fold increase in concentration is achieved at flux of 41 LMH and transmembrane pressure of 0.4 bar (Figure 9).
3.2.4. Purification of pDNA by AEX

The simulation results of the small monolith in comparison with literature data are given in Figure 10. The dispersive mass transfer coefficient is determined to be $10^{-7} \, \text{m}^2/\text{s}$ by the salt gradient signal; however, the influence of this coefficient is small compared to the convective mass transfer. The dispersion observed in the gradient is predominantly influenced by the monolith’s geometry.

In Figure 11 the scale-up of the AEX capture is depicted, and for process optimization a high salt load can be employed. This optimized process is shown in Figure 11. Using the high salt wash, side components, which elute in the first gradient step, can be separated in the flowthrough, improving productivity of this process step from 15.294 to 17.805 g/(L·d) while maintaining a yield of 99%.

![Figure 9](image_url)  
*Figure 9. Overview of concentration profile, process volume and flux during the concentration step. Filtration is performed at a constant flux. This results in an exponential increase of the concentration. A 5-fold increase in concentration is achieved after 90 min.*

![Figure 10](image_url)  
*Figure 10. Comparison of literature data (symbols) and simulation results (lines).*
3.2.5. Concentration and Diafiltration by UF/DF

After purification by AEX and prior to linearization, concentration and buffer exchange is achieved by UF/DF. The same model as in Section 3.2.3 is used to calculate the reduction of 440 L process volume after AEX to 100 L after concentration and 9 diafiltration volumes (Figures 12 and 13).

Figure 11. Comparison of the scaled-up process (a) and the optimized process (b).

Figure 12. Initial 9× concentration prior to addition of diafiltration buffer and final concentration. Filtration is performed at a constant flux. This results in an exponential increase of the concentration. A 9-fold increase in concentration is achieved after 60 min.

Figure 13. Concentration to final volume of 100 L and 3.1 g/L titer after addition of 9 DV. Filtration is performed at a constant flux. This results in an exponential increase of the concentration. A 5-fold increase in concentration is achieved after 90 min.
3.2.6. Linearization

In mRNA production, the pDNA template is typically linearized using a restriction endonuclease, in order to prevent transcriptional read-through. For the simulation, kinetic parameters of EcoRI restriction endonuclease from the literature were used [72]. The concentrations of pDNA and EcoRI were taken from the literature [36]. The linearization of 3.1 g/L pDNA takes approximately 2.6 h, which is consistent with literature data [36,78]. Due to the low KM value of EcoRI for pDNA, the reaction proceeds almost the entire time at the maximum reaction speed (Figure 14).

Figure 14. Progression of the linearization reaction over time. The linearization of plasmid DNA is completed after approximately 2.6 h. Reaction time depends on the enzyme used and concentration, as well as desired product concentration and substrate turnover.

3.2.7. Purification of Linearized ds-DNA by HIC

In Figure 15 the simulation results for the HIC monolith are given. Compared to the anion exchange monolith productivity is greatly increased to 61.402 g/(L·d). This is mainly caused by the higher input concentration to the process, resulting in a significantly shorter loading time. It should be noted, however, that the regeneration of the monolith has to be added to the process time, increasing the process time and resulting in a productivity of 34.112 g/(L·d).

Figure 15. Comparison of the laboratory process (a) and the scaled-up process (b). In the laboratory process, the literature data is depicted with symbols, the simulated data with lines.
3.2.8. Transcription

RNA is synthesized enzymatically in a polymerization reaction by RNA polymerase. Different RNA polymerases exist as commercial products, e.g., T7-, T3 and Sp6-RNA polymerase. For the simulation (Figure 16), kinetic parameters of the T7-RNA polymerase were used. The transcribed sequence was assumed to have a length of 669 bp, which is equivalent to the length of the sequence encoding Arg319 to Phe 541 from the RBD of the SARS-CoV2 spike protein. Transcription terminates at the end of the sequence, which is the site of prior enzymatic cleavage. After the transcription reaction, the premature mRNA needs to be capped and a poly-A tail needs to be added. Both processes can be either performed as separate enzymatic steps or be performed alongside the transcription reaction by incorporating a poly(T) sequence of about 50 nucleotides into the DNA-sequence and adding the cap analog to the reaction mixture. The 5'-cap (e.g., m7GpppN) can be methylated enzymatically by mRNA (guanine-N7-)-methyltransferase.

Figure 16. mRNA concentration over process time. Transcription is completed after approx. 5 h. Similar to linearization depends on the enzyme used and concentration, as well as desired product concentration and substrate turnover.

3.2.9. Purification of mRNA by MMC

Simulation results for the mixed-mode monolith are given in Figure 17. In (a) the literature data and the simulated results for this process are given. The peaks at 350 and 650 s are caused by the high salt wash induced in the paper, and are therefore not simulated [70]. The product is eluted in a pH gradient. For the scaled-up process, the resolution of the chromatography worsens, resulting in a yield of 90% cited in literature and later in this paper. Productivity is 18.3 g/(L·d) for the simulated 8 L monolith.

Figure 17. Comparison of the laboratory process (a) and the scaled-up process (b). The literature data is given as symbols, the simulated data is depicted as lines.
3.2.10. Purification of mRNA by RPC

The simulation results for the RP monolith compared to the laboratory data are given in Figure 18. The data from the simulated laboratory process [38] is given as symbols while the simulation results are given as lines.

![Figure 18. Laboratory data of the RP monolith is given as symbols; simulated data is given as lines.](image)

For scale up, an optimization similar to HIC can be explored via simulation. The wash step, employing 6.5% acetonitrile in the laboratory process, can be integrated into the column load. This comparison between low and high acetonitrile load is shown in Figure 19. The process time can be shortened significantly if a high acetonitrile load is employed. This might also increase the binding capacity as it would hinder competitive adsorption to some extent, as described for the HIC process [71]. The productivity increased from 43.5 g/(L·d) to 87.1 g/(L·d) based on the shorter process time.

![Figure 19. Comparison between the scale-up of the laboratory process (a) and the optimized laboratory process (b).](image)

3.2.11. Lyophilization of mRNA

For the simulation of the Lyophilization process, two model parameters are necessary: the vial heat transfer and the hydraulic flow resistance. These parameters are adopted from literature [47]. For this study, similar heat transfer coefficients are assumed for the pilot and manufacturing scale. The hydraulic flow resistance is increased for the manufacturing
scale due to higher supercooling [79]. The edge vials receive a higher heat input during
lyophilization due to radiation [80]. Therefore two critical vials can be obtained. The first
vial obtains the highest heat input and therefore limits the shelf temperature whereas the
coldest vial determines the minimal process time. It is of immense importance to keep the
product temperature below the collapse temperature to avoid the loss of cake elegance and
maintain a long enough primary drying phase to remove the ice from the product. The
lyophilization process for different vials is shown in Figure 20.

![Figure 20. Shelf and product temperature profiles.](image)

The shelf temperature is raised from $-40^\circ$C to $-10^\circ$C in 6 h, followed by a hold
of 11 h. During primary drying, the chamber pressure is lowered to 0.16 mbar. The
secondary drying starts with a temperature ramp from $-10^\circ$C to 20 $^\circ$C for 3 h and the
chamber pressure is lowered to 0.068 mbar. This temperature is held for 7 h. Both product
temperatures start at $-40^\circ$C and gradually approach the shelf temperature. The product
temperature of the hottest vial increases faster to the shelf temperature compared to the
colder vial because it is subject to higher heat input through radiation. Therefore, the drying
process of vial is completed faster. The drying process of the coldest vial is slower. Product
temperature of the coldest vial reaches the shelf temperature right before the primary
drying is finished. As such, the primary drying process can be considered completed and
the secondary drying begins. Since bound water already can be desorbed during
the primary drying phase, the product temperature of the hottest vial lays near the shelf
temperature. In contrast, the coldest vial has a higher amount of desorbed water in the
dried matrix and therefore a high amount of energy is used for desorption. The final
residual moisture of the vials is about 1.5%.

3.3. Feasibility of PAT for APC

Digital twins in mRNA manufacturing rely on online process data that updates the
information fed into the process models in real-time [81–85]. Besides simple process
parameters like pressure, conductivity, pH, temperature, etc., concentration of the target
component and main impurities are necessary to ensure that the information gathered
from the digital twin are reliable. Spectroscopic technologies like Raman, FTIR, UV-vis,
fluorescence and circular dichroism have been demonstrated to be suitable detection
methods for a variety of biologics manufacturing processes.

To assess the potential of APC-enabling techniques, plasmid concentration after al-
aline lyses in different concentration and purity ranges are exploratory investigated
by Raman spectroscopy (Raman shift 1800–400 cm$^{-1}$), FTIR spectroscopy (absorption
frequencies from 1800–800 cm$^{-1}$) and DAD (wavelength 200-500 nm).
In Figures 21–23, raw and processed Raman, FTIR and DAD spectra are shown. Details on how to apply correct pre-processing and PLS-model building and benefits of multi-detector combinations have been published previously [83]. R2 of Raman prediction for pDNA titer is 0.99 (R2_{\text{val}} 0.85, RMSE 0.04 g/L, 2 factors). R2 of FTIR prediction for pDNA titer is 0.97 (R2_{\text{val}} 0.89, RMSE 0.076 g/L, 2 factors). R2 of DAD prediction for pDNA titer is 0.99 (R2_{\text{val}} 0.90, RMSE 0.02 g/L, 3 factors).

Figure 21. Raman raw (a) and processed spectra (b) as well as titer prediction vs. reference (c) after alkaline lysis and clarification.

Figure 22. FTIR raw (a) and processed spectra (b) as well as titer prediction vs. reference (c) after alkaline lysis and clarification.

Figure 23. DAD raw (a) and processed spectra (b) as well as titer prediction vs. reference (c) after alkaline lysis and clarification.

This first feasibility study with few data points shows clearly that different titer concentrations can be distinguished by state-of-the-art spectroscopic technologies. Therefore, any detailed investigation in process scale regarding different batches and process steps
is worthwhile. Laboratory scale approaches are existing like C Technologies’ variable pathlength UV-vis spectroscopy [86].

In combination with the proposed digital twin, any PAT strategy would allow advanced process control implementation towards autonomous operation in order to reduce OOS batch failures, qualified personnel bottlenecks and rare chemicals like buffer utilization to a minimum. This increases productivity—i.e., more vaccine amounts on the market for patients. In addition, any start-up training simulation would make it possible for new equipment and plants to reduce qualification and validation time.

4. Discussion

The digital twin results of the total pDNA to mRNA process are summarized in the following: purity, yield and titer concentration are key-characteristic numbers for process performance evaluation and are summarized in Figures 24 and 25.

![Figure 24. Overview of titer, volume (a) as well as purity and yield (b) during plasmid manufacturing and linearization.](image1)

![Figure 25. Overview of titer, volume (a) as well as purity and yield (b) during mRNA manufacturing.](image2)

pDNA processing shows obvious (about factor 10) large dilution during lysis as a first approach for debottlenecking. Second, a target is the reduction of chromatography steps necessary for further mRNA processing, especially efficient transcription. High purity pDNA processing does have the objective of separating isoforms. This is, for further mRNA processing, not necessary. Only proteins, gDNA and endotoxins must be separated. Third, 1 g pDNA may lead to about 30 g mRNA. This shifts the bottleneck towards the mRNA processing stage.

Co-transcriptional capping is successful in reducing the number of purification steps accompanied by any natural yield losses. Purity demands are fulfilled with a combination of mixed-mode and reversed-phase chromatography. As established unit operations
with standardized equipment skids and materials in manufacturing scale, those chromatography steps are on a higher industrial readiness level than, e.g., precipitation and ethanol-chloroform extraction. This, in addition, would cause ATEX explosion proof installation and approval. Even one chromatography step, AEX or mixed-mode, in combination with following UF/DF may be sufficient for purity reasons. But, orthogonal purification mechanisms are often regarded as save for regulatory approval in processing for product safety reasons. UF/DF would allow for adjusting final concentration and buffer composition before LNP formulation. At this final step, lyophilization was chosen because any desired concentration for patient application could be easily adjusted by resuspension. In addition, stability, storage and transportation logistics are discussed as easier Adjuvants can also be added during formulation, e.g., QS-21, which is a purified watery extract consistent of saponines from Quillaja saponaria Molina as auxiliaries for vaccine adjuvant formulation [87–90]. For the institute it is another beneficial combination of biologics and botanicals topics [91,92].

5. Conclusions

A complete digital twin is proposed for further validation in manufacturing scale and utilization in process optimization and manufacturing operations. Personnel training is an additional key issue on order to avoid downtime, OOS batch failures and the inefficient start-up of new build plants, as well as assisting the speed-up of technology transfer to multiple manufacturing sites.

The first PAT results should be followed by detailed investigation at different batches and processing steps in order to implement this strategy for process control and reliable efficient operation. Towards application of the existing digital twin for advanced process control (APC), the PAT study must be concluded in order to reduce off-line quality assurance (QA) testing and finally enable real time release testing (RTRT).

One bottleneck in manufacturing capacity and transfer is availability of qualified, skilled and experienced operators. The digital twin enables a training simulator in combination with the existing process control system, and is a well-established and beneficial procedure in petro-, basic- and fine-chemicals industry. In addition, the question of operator workload must be discussed, particularly for having many parallel steps around the product through the process unit operations of single-use devices which needed to be fetched from storage in time, de-packed and packing material de-positioned, then mounted, connected, tested, filling and operating with product and, finally, cleaning, disconnecting, dismounting, packing and waste-disposal, e.g., [93]. Besides availability, the normal multiplication of operators is naturally limited to working space and the described working procedures themselves. In addition, the configuration and operation has to be tested, started, supervised, ended and documented with aid of the process control system, which is a considerable multi-tasking operation. Here, the question has to be asked whether single-use technology is still the efficient modus operandi of choice for those manufacturing issues: continuous (or batch) small-scale stainless steel equipment in pilot-scale for manufacturing has the benefit in combining advanced process control based on digital twins and with PAT for process control at autonomous operation to automize any manual handling by switching valves within piping, which enables in addition safety issued back answer of set-point acceptance as well as cleaning including cleaning validation testing and even real-time-release-testing (RTRT) [94] with different PAT sensors than for process control issues. This would reduce the parallel workload of handling and process control panel operation to the most important supervision of the product, allowing easy manifold coping of a plant and its skilled operation as well as potential OOS reductions. Moreover, operator workload is reduced drastically, as they would be capable of operating different plants in parallel—a most wanted capacity increase option at enhanced product robustness. Generation of such a total-process digital twin does need about 4 scientists within 2–3 weeks, if experienced, trained and skilled in laboratory work, process modelling and PAT with PCS. Final validation with manufacturing data runs would take about 1–2 months,
as an educated guess. The authors offer companies of interest accessibility or further studies based on the digital twin.
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