Domain-specific loss design for unsupervised physical training: A new approach to modeling medical ML solutions
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Abstract. Today, cataract surgery is the most frequently performed ophthalmic surgery in the world. The cataract, a developing opacity of the human eye lens, constitutes the world’s most frequent cause for blindness. During surgery, the lens is removed and replaced by an artificial intraocular lens (IOL). To prevent patients from needing strong visual aids after surgery, a precise prediction of the optical properties of the inserted IOL is crucial. There has been lots of activity towards developing methods to predict these properties from biometric eye data obtained by OCT devices, recently also by employing machine learning. They consider either only biometric data or physical models, but rarely both, and often neglect the IOL geometry. In this work, we propose OpticNet, a novel optical refraction network, loss function, and training scheme which is unsupervised, domain-specific, and physically motivated. We derive a precise light propagation eye model using single-ray raytracing and formulate a differentiable loss function that back-propagates physical gradients into the network. Further, we propose a new transfer learning procedure, which allows unsupervised training on the physical model and fine-tuning of the network on a cohort of real IOL patient cases. We show that our network is not only superior to systems trained with standard procedures but also that our method outperforms the current state of the art in IOL calculation when compared on two biometric data sets.
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1 Introduction
In the field of ophthalmology, the term ‘cataract’ refers to an internal crystallization of the human eye lens. When untreated, this process develops an increasing
and severe opacity of the lens. Due to its ubiquitous appearance especially in older generations, but also for younger populations, it constitutes the most frequent cause for blindness. Fortunately, the treatment of cataracts nowadays is a standard medical procedure and has become the world’s most frequently performed ophthalmic surgery. During surgery, the capsular bag of the human eye containing the lens is opened, and the lens is destroyed with ultrasound pulses in a process called phacoemulsification. Then, an artificial intraocular lens (IOL) is inserted into the empty bag, replacing the human lens in the refractive system of the eye. To prevent the patient from the necessity of strong visual aids after the surgery (so called refractive surprises), the optical properties of the IOL have to be defined carefully already prior to surgery. The last years have seen a large body of work to predict these required properties. Today, the prediction is based on biometric data of the patient’s eye measured by optical coherence tomography (OCT). Geometric distances like eye length are used to predict an IOL refractive power that satisfies the needs of the eye-specific optical system. These IOL formulas can be clustered into 4 generations. The first and second generation are separated into physical and regression models. The physical models (e.g. Fyodorov, Binkhorst [5,9]) are based on the vergence concept, a simple wavefront-based model. The lens is approximated with no thickness and an effective lens position (ELP) [9]. The second group consists of multilinear regression formulas (SRK I, SRK II [23]) based on the measured biometric data. Only the axial eye length (AL) and the keratometry (K), the curvature of the cornea surface, are considered. Still based on the same concepts, in the third generation of IOL formulas (HofferQ, Holladay1, SRK/T [13,14,22]), these basic ideas were further developed by calculating an individual ELP. Additionally, lens constants for the used IOL types were defined. Introduced by formulas like Haigis and Barrett Universal II [3,4,27], in the fourth generation several new biometric measures including the lens thickness (LT) are considered. Still based on the vergence concept, these formulas introduced an increasing amount of parameters to fine-tune the insufficient model. Olsen and Hirnschall et al. tried to overcome these limitations by incorporating raytracing into their models [11,21]. Recently, an increasing number of formulas like the Hill-RBF or Kane also incorporate concepts of machine learning into their predictions [1,6,7,10,24,29]. Due to proprietary interests, most of the details regarding the used methods are not published, however, descriptions of e.g. the Hill-RBF formula on their website describe the model as a big data approach based on over 12,000 patients’ eyes [10]. All current methods are either mainly data-driven or physically motivated models or try to combine both approaches using adjustable parameters or fine-tuning the outcome. Additionally, precise IOL geometry is often neglected. We are overcoming these limitations by transferring precise physical model knowledge into our machine learning system. There has been recent work in the field of physically motivated learning for environment studies and mechanical simulations. In 2017, Karpatne et al. showed that a loss based on physical constraints of temperature and density as well as density and depths can maintain physical consistency and improve the accuracy of the prediction of lake temperature [17].
In 2019, the same group showed an improved RNN model for lake temperature prediction which they initialized by pre-training it on simulated data [15]. Also using pre-training, Tercan et al. stabilized their prediction of part weights manufactured by injection molding when performed on small datasets [26]. Ba et al. [2] gave an overview of current concepts of physics-based learning, including a work to predict object falls in an image from pure physical constraints [25].

**Contribution.** We propose a new method for physics-based learning in the medical field of ophthalmology for improved IOL power prediction in cataract surgery. To do so, we derive a detailed single-ray raytracing model of the eye that considers the complete IOL geometry to formulate a domain-specific differentiable loss function which back-propagates physical gradients into our prediction network. This allows an entirely unsupervised training on the physics itself. Further, we propose a transfer learning procedure, which consists of unsupervised training on the physical loss and fine-tuning on real patient cases. We show that the proposed network is not only superior to systems with a standard training procedure but also significantly outperforms the current state of the art in IOL calculation on two biometric data sets. On a wider scope, our work proposes a general methodology for applying medical domain expertise within neural network approaches by designing problem-specific losses. The incorporation of physical models can drastically benefit performance, in particular when only a little amount of supervised training data is available.

## 2 Methodology

### 2.1 Mathematical background and unsupervised physical loss

**General concept.** Our proposed optical network OpticNet predicts the target value $Y = P_{\text{IOL}}$, the refractive power of an IOL that leads to a target refraction $\text{Ref}_T$ for an eye with biometric values $X$. It therefore optimises the objective function $f(X, \text{Ref}_T) : X \rightarrow Y$. To significantly improve performance, OpticNet explicitly incorporates physical knowledge of the eye’s optical system. We design a single-ray raytracer for the calculation of an IOL curvature radius $R$ corresponding to a power $P_{\text{IOL}}$ minimizing the refractive error for a given $X$. The raytracer is used to design a physical loss $f_{\text{phy}}(R, X, \text{Ref}_T)$ that backpropagates its physical gradients into the network during an unsupervised training. Essentially, this implements the physical properties of ray propagation in the eye within a neural network. This network is fine-tuned on real-life surgery outcomes from a cohort of patient data to account for deviations from the physical model.

**Ray transfer matrix analysis.** In order to describe the physical optical system of the eye, we use the ray transfer matrix analysis. In this physical methodology, every light ray entering an optical system can be described by a vector with two quantities, the distance of its entry point from the optical axis $r$ and its angle $\alpha$ with the axis. Every optical element inside the system is modelled by a matrix either defining the ray propagation within a medium ($A$) or the refraction at a surface between two media ($B$). For an optical path length $x$ inside a medium
and a surface with curvature radius \( R \) between two media with refractive indices \( n_1 \) and \( n_2 \), the corresponding optical elements are modelled by the matrices [8]:

\[
A = \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} \quad B = \begin{bmatrix} 1 & 0 \\ (n_1 - n_2) / n_2 & 1 \end{bmatrix}
\]

By successively applying these transformations to the initial ray vector, the propagation of the ray through the system can be formulated (evolution of \( r \) and \( \alpha \)).

**Unsupervised physical loss.** As shown in Fig. 1, the eye’s complex optical system can be divided into the cornea and lens surfaces, as well as their distances inside specific optical media, resulting in the biometric parameters \( X = [\text{AL}, \text{ACD}_{\text{IOL}}, \text{CCT}, K_{\text{max}}, K_{\text{min}}] \) and \( \text{Ref}_T \) (\( K_{\text{max/min}} = \max/\min \) curvature radius of cornea for e.g. astigmatism). We want to achieve that a light ray entering the optical system parallel to the optical axis is focused onto the center of the retina (Fig. 1 right, intersection with retina has distance 0 mm to axis) under an angle \( \alpha \), which corresponds to a refractive error of 0 diopter (D). However, often patients have specific wishes for their target refraction \( \text{Ref}_T \). To adapt this model, an additional very thin refractive element in front of the eye with distance \( d \) is used to effectively model this refraction within the system.

Due to the thinness, we use the thin lens approximation [8] and formulate it with one matrix as a function of the compensating refraction \( -\text{Ref}_T \). Therefore, the single-ray raytracer is defined as (see Fig. 1 and its caption for abbreviations):

\[
\begin{bmatrix} 0 \\ \alpha \end{bmatrix} = \begin{bmatrix} 1 & \text{PCD}_{\text{IOL}} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ (n_1 - n_2) / n_2 & 1 \end{bmatrix} \begin{bmatrix} 1 & \text{LT}(R) \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ (n_1 - n_2) / n_2 & 1 \end{bmatrix} \begin{bmatrix} 1 & \text{ACD}_{\text{IOL}} \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 1 & \text{CCT} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ (n_1 - n_2) / n_2 & 1 \end{bmatrix} \begin{bmatrix} 1 & \text{d} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & -\text{Ref}_T \end{bmatrix} \cdot \begin{bmatrix} r \\ 0 \end{bmatrix} = \mathbf{M} \cdot \begin{bmatrix} r \\ 0 \end{bmatrix}
\]

where the IOL thickness \( \text{LT}(R) \) is a function of the curvature radius \( R \) derived from corresponding lens data, \( K = (K_{\text{max}} + K_{\text{min}}) / 2 \) is the average cornea curvature, \( \text{PCD}_{\text{IOL}} = \text{AL} - \text{CCT} - \text{ACD}_{\text{IOL}} - \text{LT} \), \( n_V = 1.336 \) is the refractive index.
(RI) of the anterior/posterior chamber [20], \( n_C = 1.376 \) is the RI of the cornea [20], \( n_L = 1.46 \) is the RI of the used lens, \( \frac{n_L}{n_C} \) is the Gullstrand ratio, the standard ratio of anterior and posterior cornea surface curvature [20] and matrix \( M \) is the result of the complete matrix multiplication. The refractive power of the IOL is directly described by the curvature radius \( R \) inside the equation. After performing the matrix multiplication to receive \( M \) and multiplying the ray vector, we obtain two equations. To generate our physical loss, we are only interested in the first one: 0 = \( M[0, 0](R, X, \text{Ref}_T) \cdot r = M[0, 0](R, X, \text{Ref}_T) \). This equation is linked directly to the IOL power using the optical thick lens formula, which depends on the curvature radius \( R \) and yields the corresponding \( P_{\text{IOL}} \) [8]:

\[
P_{\text{IOL}}(R) = (n_L - n_V) \cdot \left( \frac{2R}{R} - \frac{(n_L - n_V) \cdot \text{LT}(R)}{n_L \cdot R^2} \right)
\]  

Therefore, the calculation of \( R \) and \( P_{\text{IOL}} \) are equivalent. We can insert \( R \) into Eq. 3 to obtain the searched IOL power. Hence, the function \( M[0, 0] \) yields zero whenever a radius \( R \) and corresponding IOL power is given which results in zero refractive error for an eye with parameters \( X \) and \( \text{Ref}_T \). However, a straightforward optimization of a loss defined by the function \( M[0, 0](R, X, \text{Ref}_T) \) would not converge, because it does not have a minimum at its root, but continues into the negative number space. Instead, we use the squared function to keep the loss differentiable and at the same enable minimization using gradient descent to reach the root. Our physical loss is therefore defined by:

\[
f_{\text{phy}}(R, X, \text{Ref}_T) = M[0, 0](R, X, \text{Ref}_T)^2.
\]  

This physical loss can be fully implemented using differentiable tensors, which allow the propagation of optical refraction gradients into the network. Therefore, it allows an unsupervised training of a network which can predict the physical IOL power for inputs \( X \) and \( \text{Ref}_T \). We simply need to sample an arbitrary amount of randomly distributed biometric input data, without any knowledge of the corresponding IOL power ground truth. The network weights are forced to implement the optical refraction, given the loss as a constraint.

2.2 Training procedure using the unsupervised physical loss

**Optical network based on unsupervised physical training.** For every biometric parameter \( X_i \) and target refraction \( \text{Ref}_T \), we define a uniform distribution corresponding to a reasonable value range for this parameter. We use these distributions to sample \( N \) individual parameter vectors \( X_{\text{simu}} \) and \( \text{Ref}_{T, \text{simu}} \). We properly initialize our network (only positive outcomes to stay in the valid region of \( f_{\text{phy}} \)), train it using these \( N \) samples as input and back-propagate the physical loss \( f_{\text{phy}}(R, X, \text{Ref}_T) \) to update the learned weight parameters. A sufficiently large \( N \) assures that our network is not overfitting on the data. Nevertheless, we split our \( N \) samples into training and testing set to control our training process. The resulting optical network has fully incorporated the physical knowledge and is able to predict the correct physical IOL radius and power for random inputs.
Training on real data. Our optical network is fine-tuned on real biometric patient data. A commercial OCT device (ZEISS IOLMaster 700) was used to extract the geometric parameters $X$ for all patient eyes prior and posterior to surgery. Using these as input, the predicted radii $R$ for every patient are processed by Eq. 3 to obtain $P_{\text{IOL}}$, then the MSE loss against the IOL power ground truth is backpropagated through Eq. 3 to update the network weights. For every surgery site, the outcome of the surgery due to technique and equipment might slightly differ. Therefore, it is preferable to fine-tune the method on site-specific data. Here, the big advantage of our method comes into play. Instead of handcrafted parameters or training on data neglecting physical knowledge, our optical network has already incorporated this prior knowledge and is able to adapt to the necessary correction as a whole. For a standard untrained network, training on such small amounts of data would inevitably lead to strong overfitting. Due to the raytracing approach, additionally, our loss is capable of incorporating the geometric IOL position $\text{ACD}_{\text{IOL}}$ instead of a formula-depended ELP. Although unknown prior to surgery, it was shown that the biometric parameters of the eye are correlated to the IOL position [19,12]. The $\text{ACD}_{\text{IOL}}$ prediction is a research field on its own and not topic of this work. We, therefore, train a PLS model to predict an approximated IOL position for our training using the ground truth of $\text{ACD}_{\text{IOL}}$, whose usability is an advantage of the method on its own.

3 Experiments

3.1 Experimental setup

Datasets. For evaluation, we use two biometric datasets obtained during medical studies in two different surgery sites. The datasets have 76 and 130 individual patients correspondingly. The patients did not have any refractive treatment prior to surgery. For every patient, pre- and postoperative OCT images of the patient eye, as well as refractive measurements after surgery, have been collected. We, therefore, have the biometric input, the ground truth for both the position of the IOL and IOL power, as well as the refractive outcome of the surgery.

Evaluation of methods. For performance evaluation, we follow the validation method proposed by Wang et al. [28]. For every patient, the known inserted IOL power and the refractive error of the eye after surgery form a ground truth pair. We are using the measured refractive error as the new target refraction and predict a corresponding IOL power. The difference of the predicted power to the one that was actually inserted in the eye yields the IOL prediction error. We transfer this error to the resulting refractive error using the approximation proposed by Liu et al. [18]. For every dataset, we perform 10-fold cross-validation. In each run, the data is split into 60% training, 30% validation and 10% test set.

Network setup. To correspond to the small input space of six parameters, the neural network is designed as an MLP with 2 hidden layers and 6 hidden units each, mapping down to one output, the predicted IOL power. Settings: learn. rate: 0.001, w. decay: 0.005, activation: leakyReLU, $\alpha = 0.1$, optimizer: Adam.
3.2 Model evaluation

Physical loss against MSE loss. We are evaluating the training performance of our unsupervised physical loss against the supervised training with standard MSE loss, where full ground truth has to be present. To obtain this ground truth IOL power for the $N$ randomly generated input samples, we have to solve the physical function $0 = M[0,0](R,X,Ref_T)$ numerically using e.g. the Newton-Raphson method for every input sample and insert the resulting curvature radius into Eq. 3. We compare training sizes $N \in \{10^2, 10^3, 10^4, 10^5\}$ 10 times each and use separate validation and test sets of 10000 simulated eyes. Non-converged runs (occurring for $N = 10^2$) were discarded (RMSE $> 1.0$ D). Shown in Fig. 2, the physical loss performs equally good or slightly better due to the explicit physical knowledge guiding the training, although it is completely unsupervised and fast to train.

Performance of OpticNet. We are comparing the performance of OpticNet against other IOL formulas using our datasets individually and combined. As explained above, unfortunately for many new formulas there is no publication available regarding detailed implementation. Some methods provide online masks for IOL calculation, but due to regulations of the clinical partner usage was not allowed on our patient data. Still, we were able to perform the calculations on several reference IOL formulas, including Barrett Universal II, which is currently considered state-of-the-art, even compared to recent machine learning approaches [16]. As specified, we perform 10-fold cross-validation, where each test set is unseen prior to its evaluation. For all reference IOL formulas, the latest optimized constants in literature are used. Additionally, we fine-tune every method by calculating the offsets of their averaged predictions on the training set for every fold and subtract this offset from the corresponding test set predictions. Further, we provide the result of our purely physics-based single-ray raytracer (Raytracer) and the performance of a standard network without physical pre-training (Solo NN). As expected and shown in Tab. 1, the Barrett formula has a good performance compared to the other state-of-the-art formulas. However, our OpticNet is significantly outperforming all methods (Wilcoxon signed-rank test). Only for the HofferQ formula on the smaller dataset significance was slightly missed ($p = 0.08$). Especially the NN without pre-training clearly overfits the data, the reported results were only achievable by discarding non-converged runs for the different folds.
4 Discussion and Conclusion

In this work, we introduced a new concept for optimized IOL calculation based on the explicit transfer of physical knowledge into our network, called OpticNet. By introducing a new unsupervised physical loss that allows a direct training on the optical model of the eye, a designed single-ray raytracer, physical gradients are propagated into the network. We showed that this physical loss results in equal or improved training performance compared to a standard supervised training, since explicit physical knowledge is incorporated. Additionally, we show that the transfer step on real data significantly outperforms state-of-the-art IOL formulas on two biometric datasets, even stronger when combining the datasets and therefore incorporating the distribution shift. The importance of physical knowledge becomes clear especially in the overfitting of an untrained NN. The concept of unsupervised pre-training on a physical model is a general approach that can be transferred into various fields. It allows the transfer from a solely data-driven training to a model-based training that explicitly incorporates prior knowledge and connects the parameter-based network to the mathematics...
behind the domain-specific model. This direct connection is ideal for knowledge transfer, since the loss is customized for the task. Shown in this work for IOL calculation, the approach has particular benefits when little annotated training data is available, which is an ubiquitous challenge in the medical domain.
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