Spectral features of voltage pulses in interacting helical channels
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Abstract. We investigate the interplay of voltage-driven excitations and electron-electron interactions in a pair of counterpropagating helical channels capacitively coupled to a time-dependent gate. By focusing on the non-equilibrium spectral properties of the system, we show how the spectral function is modified by external drives with different time profile in presence of Coulomb interactions. In particular, we focus on a Lorentzian drive and a square single pulse. In presence of strong enough electron-electron interactions, we find that both drives can result in minimal excitations, i.e. characterized by an excess spectral function with a definite sign. This is in contrast with what happens in the non-interacting case, where only properly quantized Lorentzian pulses are able to produce minimal excitations.

1 Introduction

The ability to control electronic transport more and more precisely, together with the advances in nanofabrication techniques, has allowed the development of the research field known as electron quantum optics (EQO) [1, 2]. In this new framework, quantum-optic-like experiments are performed by using electrons instead of photons. The difference in particle statistics, together with the presence of the Fermi sea and possible electron-electron (e-e) interactions make EQO an interesting playground to explore new physical effects. The main ingredients of EQO are the following. Firstly, one-dimensional systems such as quantum Hall [3, 4] chiral edge states and two-dimensional topological insulators (2DTIs) [5–9] helical edge states can provide waveguides for electrons, thanks to their topological protection against backscattering. Secondly, single-to few-electron excitations can be generated by single-electron sources, representing one of the major experimental breakthrough which actually allowed the development of EQO. Finally, the generated excitations can be partitioned by using quantum point contacts, playing the analog role of beamsplitters.

Although there are by now different ways of implementing single-electron sources, as reviewed in Ref. [10], two main approaches have been investigated in the context of EQO. In 2007, Fève et al. [11] developed an on-demand single-electron source based on a periodically driven quantum dot injecting electrons and holes in quantum Hall edge channels [12, 13]. This source was subsequently employed to perform several experiments, among which it is worth mentioning the fermionic analogue of the Hanbury Brown-Twiss [14, 15] and Hong-Ou-Mandel [16–18] effects.

A different approach relies on the application of an external voltage drive to a one-dimensional quantum conductor. As argued by Levitov et al. [19–21], properly quantized Lorentzian pulses are able to inject into the system single electrons, devoid of spurious particle-hole pairs. This prediction has been experimentally confirmed quite recently, in 2013, and the excitations generated by quantized Lorentzian pulses have been called Levitons [22, 23]. The scientific community has shown great interest in the properties and potential applications of Levitons, as testified by the great amount of works dealing directly with this subject or related ones [24–48].

Even though the majority of EQO experiments have been performed on integer quantum Hall systems [2], proposals aiming at extending the domain of EQO to other settings have been put forward. They include the fractional quantum Hall regime [28, 29], where experimental efforts are in progress [49], superconducting systems [50, 51], and 2DTIs [52–60], a context in which the recent implementation of quantum point contacts [61] is very promising for achieving interferometric setups.

In addition, it has been shown that e-e interactions can play a relevant role and exhibit clear signatures in quantum Hall systems [18, 32, 41, 62–68]. It is well known that e-e interactions in one-dimensional systems have dramatic consequences and result in exotic phenomena, such as fractionalization [69–77] and spin-charge separation [78, 79]. It is therefore interesting to investigate whether interaction effects can have important consequences for EQO experiments also in other frameworks, such as the helical channels emerging at the edge of 2DTIs. This is
not interesting just from a theoretical point of view, as experimental evidence of e-e interactions in helical channels has been found in different works [80–82]. It is therefore a relevant issue to investigate how interactions affect the properties of single- to few-electron excitations generated in these systems, with particular attention to the concept of minimal excitations.

In this paper, we address this problem by considering the non-equilibrium spectral properties of a pair of interacting helical channels, coupled to an external drive, and show that they exhibit peculiar features compared to the non-interacting case. Indeed, while it is well known that properly quantized Lorentzian pulses [19–22] provide the only way to generate minimal excitations in a non-interacting one-dimensional channel, we show that this is no longer the case if interactions are present. In particular, minimal excitations featuring a spectral function with a definite sign can also be obtained with non-quantized Lorentzian pulses, as well as with other kind of drives, for instance a square pulse.

The paper is organized as follows. In Sec. 2 we present the model. In Sec. 3 we introduce the non-equilibrium spectral function and provide some general results, then specifying to the cases of Lorentzian and square pulses and discussing in which cases the excitations introduced into the system are minimal. Finally, Sec. 4 contains our conclusions. Throughout the paper we set \( \hbar = 1 \).

2 Model

We consider a pair of interacting helical channels in the presence of an extended gate, located at \( x < 0 \) and capacitively coupled to the system, as sketched in Fig. 1. The Hamiltonian

\[
H_0 = \sum_{\sigma=\uparrow,\downarrow} \int_{-\infty}^{+\infty} dx \Psi_\sigma(x) \left(-i v_F \partial_x + \frac{\gamma_1}{2} \right) \Psi_\sigma(x)
\]

(1)
describes right-moving, spin-up electrons and left-moving, spin-down ones. Thus, the direction of propagation is linked to the spin projection, a property known as spin-momentum locking [5, 7, 8]. In Eq. (1), \( \Psi_\sigma(x) \) is the operator creating an electron with spin \( \sigma \) at position \( x \), \( v_F \) is the Fermi velocity and \( \partial_x \) is the momentum.

Short-range density-density interactions are taken into account by the Hamiltonian

\[
H_{\text{int}} = \int_{-\infty}^{+\infty} dx \left[ \sum_{\sigma} \left( \frac{g_2}{2} |n_{\sigma}(x)|^2 + g_2 n_{\sigma}(x) n_{\bar{\sigma}}(x) \right) \right]
\]

(2)

where \( n_{\sigma}(x) = \Psi_\sigma(x) \Psi_\sigma(x) \) is the density operator for electrons with spin \( \sigma \) and coupling constants \( g_2 \) and \( g_4 \) refer to inter- and intra-channel interactions, respectively. Finally, the Hamiltonian describing the external drive \( V(t) \) applied in the region \( x < 0 \) is

\[
H_{\text{gate}} = -e \int_{-\infty}^{+\infty} dx \Theta(-x) V(t) [n_{\uparrow}(x) + n_{\downarrow}(x)],
\]

(3)

where \( \Theta(x) \) is the Heaviside step function and \( -e \) is the electron charge. The drive function \( V(t) \) is assumed to be a single pulse with a typical time extension \( \bar{\tau} \) and such that \( \lim_{|t| \to +\infty} V(t) = 0 \). We notice that the single pulse \( V(t) \) can be seen as a periodic drive in the limit of infinite period and it therefore features a similar phenomenology. Here, we focus on the single pulse limit which allows a more straightforward description of the low frequency behavior of the spectral function, as we discuss in Section 3.1. Notice also that the drive couples to the total electron density [56, 58] as the two channels associated with different spin projections are not spatially separated.

It is useful to tackle the problem by relying on the bosonization technique, which allows to express fermionic operators as [83, 84]

\[
\Psi_\sigma(x) = \frac{F_\sigma}{\sqrt{2\pi a}} e^{i k_F x} e^{-i \sqrt{2\pi a} \Phi_\sigma(x)},
\]

(4)

where \( a \) is a short-distance cutoff, \( F_\sigma \) is a Klein factor, \( k_F \) the Fermi momentum and \( \Phi_\sigma \) is a bosonic operator satisfying the commutation relations \( 2 \{ \Phi_\sigma(x), \Phi_{\sigma'}(x') \} = i \partial_x \delta_{\sigma,\sigma'} \text{sgn}(x - x') \). In bosonized form, the Hamiltonian of the helical channels is diagonalized as

\[
H_{\text{edge}} = H_0 + H_{\text{int}} = \frac{u}{2} \sum_{\sigma=\uparrow,\downarrow} \int_{-\infty}^{+\infty} dx \left[ \partial_x \Phi_\sigma(x) \right]^2,
\]

(5)

where \( u = (2\pi)^{-1} \sqrt{\left( 2\pi v_F + g_4 \right)^2 + g_2^2} \) is the renormalized velocity. For a Galilean invariant system, \( g_2 = g_4 \) and thus \( u = v_F / K \) [83, 85, 86] (see Eq. (7) below). Here, however, we do not make this assumption. The new fields \( \Phi_\sigma \) which diagonalize the Hamiltonian are related to \( \Phi_{\sigma'} \) by the transformation

\[
\Phi_{\sigma'}(x) = \sum_{\sigma=\uparrow,\downarrow} A_{\sigma' \sigma} \Phi_\sigma(x), \quad A_{\sigma} = \frac{1}{2} \left[ \frac{1}{\sqrt{K}} \pm \frac{1}{\sqrt{K}} \right],
\]

(6)

where

\[
K = \sqrt{\frac{2\pi v_F - g_2}{2\pi v_F + g_2} + g_4} = \frac{2\pi v_F + g_4}{\sqrt{2\pi v_F}}
\]

(7)

is known as the Luttinger parameter [83, 84] and quantifies the interaction strength. In the non-interacting case \( K = 1 \) and \( \Phi_{\uparrow} = \Phi_{\downarrow} \), while \( K < 1 \) describes repulsive interactions.

By solving the equations of motion associated to the Hamiltonian \( H_{\text{edge}} + H_{\text{gate}} \), one can show that the voltage
pulse \( V(t) \) simply modifies the time evolution of bosonic chiral fields as [56, 87]

\[
\Phi(y, x, t) = \phi(y - \eta t, 0) + \varphi(y, x, t)
\]

where \( \phi(y - \eta t, 0) \) denotes the chiral time evolution with respect to \( H_{\text{edge}} \) only [see Eq. (5)] and

\[
\varphi(y, x, t) = \sqrt{2\pi K} \int_{-\infty}^{\infty} dt' \frac{e}{2\pi} V(t') \Theta(\eta t - x - \eta t').
\]

As far as the particle density is concerned, the voltage pulse generates excitations propagating both to the right \((x > 0)\) and to the left \((x < 0)\) with respect to the injection point \( x = 0 \). These excitations retain the temporal profile \( V(t) \) of the drive, apart from interaction-dependent prefactors which renormalize the charge they carry with them [87]. Explicitly, the electron density variation (with respect to its equilibrium value) \( \Delta n(x, t) \) reads

\[
\Delta n(x, t) = \sum_{q=\pm} \partial_q \phi_q(x, t) = - e \sum_{q=\pm} \frac{\eta K}{2\pi u} V(t - \frac{\eta x}{u}) \Theta(\eta x).
\]

Here, we will only consider the excitations propagating to the right, namely those in the region to the right of the one where the voltage pulse is applied (see Fig. 1). Thus, from now on we set \( x > 0 \).

The total injected charge (in units of \(-e\)) which moves to the right is \( qK \), where

\[
q = \int_{-\infty}^{\infty} dt' \frac{e}{2\pi} V(t'),
\]

as it can be easily verified by integrating over space the excess electron density associated with right-moving excitations, i.e. considering only the term with \( \eta = + \) in Eq. (10). In the presence of interactions, \( \Phi_\pm \) is a linear combination of fields \( \Phi_1 \) and \( \Phi_\dagger \) [see Eq. (6)] and thus the charge \( qK \) is carried by both a spin-up packet and a spin-down one, with associated charges

\[
Q_{\uparrow, \downarrow} = \pm \sqrt{2} a K \Lambda_a q.
\]

When \( K = 1 \), we get \( Q_{\uparrow} = q \) and \( Q_{\downarrow} = 0 \) [see Eq. (6)]. This is because in this case a right-moving spin-down excitation does not exist, due to the fact that in a non-interacting helical system right-moving excitations can only have spin-up component.

### 3 Non-equilibrium spectral function

As we have mentioned, the spatial or temporal profile of the excitations generated by the drive retains the shape of \( V(t) \) and thus it does not provide any information about their energy content. In order to investigate this point, we consider the non-equilibrium spectral properties [83, 88, 89] of the system. Among all, these properties are of interest because of their connection with local probe measurements, such as tunneling conductance [90, 91]. Moreover, spectral properties are also useful to characterize minimal excitations, as we explain later in this Section.

Therefore, we consider the local spectral function, defined as

\[
\mathcal{A}_\sigma^\omega (\omega, \tau) = \frac{-i}{2\pi} \int_{-\infty}^{\infty} dt \ e^{i\omega t} \mathcal{G}_\sigma^\omega (t, \tau, x).
\]

Here, \( \mathcal{G}_\sigma^\omega \) is the lesser local Green function given by

\[
\mathcal{G}_\sigma^\omega (t_1, t_2; x) = i \langle \Psi^{\dagger}_\sigma (x, t_2) \Psi_\sigma (x, t_1) \rangle.
\]

The variables \( t \) and \( \tau \) appearing in the Eq. (13), denote the average time \( t = (t_1 + t_2)/2 \) and the time difference \( \tau = t_1 - t_2 \). Indeed, because of the voltage pulse which induces a non-equilibrium state, the Green functions \( \mathcal{G}_\sigma^\omega \) depend on both the difference \( t \) and \( \tau \) and not just on the latter.

To focus on the effects induced by the voltage drive only, we consider the variation of \( \mathcal{A}_\sigma^\omega (\omega) \) with respect to equilibrium, given by

\[
\Delta \mathcal{A}_\sigma^\omega (\omega, \tau) = \frac{-i}{2\pi} \int_{-\infty}^{\infty} dt \ e^{i\omega t} \Delta \mathcal{G}_\sigma^\omega (t, \tau, x),
\]

where

\[
\Delta \mathcal{G}_\sigma^\omega (t_1, t_2; x) = i \langle \Psi^{\dagger}_\sigma (x, t_2) \Psi_\sigma (x, t_1) \rangle - i \langle \psi^{\dagger}_\sigma (x, t_2) \psi_\sigma (x, t_1) \rangle.
\]

Here, \( \psi_\sigma (x, t) \) represents the time evolution of the fermionic fields at equilibrium, without the voltage pulse [92].

By exploiting Eqs. (4), (6), (8) and (9), the variation of the lesser Green function can be expressed as [87]

\[
\Delta \mathcal{G}_\sigma^\omega (t, \tau; x) = \mathcal{G}_0^\omega (\tau) \mathcal{P}_\sigma (\tau) \mathcal{Y}_\sigma (t, \tau, x),
\]

where

\[
\mathcal{G}_0^\omega (\tau) = i \langle \psi^{\dagger}_\sigma (x, t_2) \psi_\sigma (x, t_1) \rangle = \frac{i}{2\pi(a - i\omega \tau)} \left( \frac{a}{a - i\omega \tau} \right)^{2\Delta \tau^2}
\]

is the well-known zero-temperature equilibrium correlator [83, 84],

\[
\mathcal{P}_\sigma (\tau) = \frac{i\omega \tau - a \theta_\sigma}{a \omega \tau}
\]

(19)

stairs from the point splitting procedure and ensures that the diagonal limit \( \lim_{\tau \to 0} \Delta \mathcal{G}_\sigma^\omega (t, \tau, x) \) correctly reproduces the variation of the electron density [87, 93]. The function \( \mathcal{Y}_\sigma (t, \tau, x) \) encodes all the effect of the voltage pulse and reads

\[
\mathcal{Y}_\sigma (t, \tau, x) = \exp \left[ 2\pi i \sqrt{K} \Lambda_a \int_{-\infty}^{\infty} dt' \frac{e}{2\pi} V(t') \right] - 1.
\]

(20)

The (excess) lesser spectral function can be readily obtained from Eq. (17) by Fourier transform with respect to \( \tau \) and integrating over \( t \)

\[
\Delta \mathcal{A}_\sigma^\omega (\omega, \tau) = \frac{-i}{2\pi} \int_{-\infty}^{\infty} dt \ e^{i\omega t} \Delta \mathcal{G}_\sigma^\omega (t, \tau, x)
\]

\[
= \frac{-i}{2\pi} \int_{-\infty}^{\infty} dt \ e^{i\omega t} \mathcal{G}_0^\omega (\tau) \mathcal{P}_\sigma (\tau)
\]

\[
\times \int_{-\infty}^{\infty} dt' \mathcal{Y}_\sigma (t, \tau, x).
\]

(21)
Notice that the spectral function has no spatial dependence, because the function $\Upsilon_x$, contained in $\Delta G^<_x$, depends on $t$ and $x$ only via $t - x/u$ [see Eq. (20)] and thus any dependence on $x$ is lost when performing the integration over $t$.

3.1 General properties

Before discussing results for specific voltage pulses, it is worth to comment on some general properties of $\Delta \mathcal{A}^c_\sigma(\omega)$. First of all, it is easy to check the sum rule

$$\int_{-\infty}^{+\infty} d\omega \Delta \mathcal{A}^c_\sigma(\omega) = \lim_{t \to 0} \frac{i \theta_\sigma}{2 \pi \mathrm{tr}} \int_{-\infty}^{+\infty} dt \, \Upsilon_\sigma(t, \tau, x) = \frac{Q_\sigma}{u}.$$  \hfill (22)

This allows us to introduce the notion of minimality also in the interacting case. In particular, one can define an excitation to be minimal if $\Delta \mathcal{A}^c_\sigma(\omega)$ has a definite sign, which obviously has to be the same as the one of $Q_\sigma$ [87]. Indeed, the variation with respect to equilibrium described by $\Delta \mathcal{A}^c_\sigma(\omega)$ is globally larger if the excess spectral function has in some regions a different sign compared to $Q_\sigma$. This can be simply understood since those regions then have to be compensated in such a way that the sum rule (22) is fulfilled. Importantly, in the non-interacting case, where a single-particle description holds, this notion of minimality corresponds to the usual requirement of not having particle-hole excitations.

Moreover, it is interesting to analytically study the low-energy behavior of $\Delta \mathcal{A}^c_\sigma(\omega)$. To this end, we have to consider the large-$\tau$ limit of Eq. (20). In particular, we safely assume the voltage pulse $V(t')$ to be centered around $t' = 0$, with a typical time width $\bar{\tau}$ (i.e. such that $V(t') \approx 0$ for $|t'| > \bar{\tau}$). In the limit $|\tau| \gg \bar{\tau}$ we can thus approximate

$$\int_{-\tau/2}^{+\tau/2} \frac{e^{-i \omega t'}}{2 \pi} V(t') \, dt' \sim \begin{cases} 0 & |\tau| \gg |\tau|/2 \\ -q \, \text{sgn}(\tau) & |\tau| \ll |\tau|/2 \\ b(t, \tau) & |\tau| \ll \bar{\tau} \leq \bar{\tau} \end{cases}$$  \hfill (23)

where $|b(t, \tau)| < q$ is some finite function depending on the specific voltage pulse, which we will specify later. As a consequence

$$\int_{-\infty}^{+\infty} dt \, \Upsilon_\sigma(t, \tau, x) \sim |\tau| e^{-2 \pi \bar{\tau} K_{\|} \bar{\tau} \text{sgn}(\tau)} - 1.$$  \hfill (24)

With this approximation we can evaluate the remaining integral over $\tau$. Indeed, for $A^2_z < 1/2$, one finds

$$\int_{0}^{+\infty} d\tau \, \cos(\omega \tau) \left( \frac{a}{u|\tau|} \right)^{2A^2_z \omega} = \frac{a \omega}{u} \frac{2^{2A^2_z}}{|\omega|} \frac{\Gamma(1 - 2A^2_z)}{|\omega|} \frac{\sin(\pi A^2_z)}{\sin(\pi |\tau|)} \Gamma(1 - 2A^2_z)$$  \hfill (25)

$$\int_{0}^{+\infty} d\tau \, \sin(\omega \tau) \left( \frac{a}{u|\tau|} \right)^{2A^2_z \omega} = \frac{a \omega}{u} \frac{2^{2A^2_z}}{|\omega|} \frac{\Gamma(1 - 2A^2_z)}{\omega} \cos(\pi A^2_z) \Gamma(1 - 2A^2_z)$$  \hfill (26)

Notice that the constraint $A^2_z < 1/2$ means $K > 0.27$, so that also quite strong interactions can be considered within our results. The previous identities, together with Eq. (24), eventually give

$$\lim_{\omega \to 0} \Delta \mathcal{A}^c_\sigma(\omega) = \frac{1}{|\omega|^{1-2A^2_z}} \left[ \frac{1}{2 \pi^2 u} \left( \frac{\omega}{u} \right)^{2A^2_z} \Gamma(1 - 2A^2_z) \right] \times \begin{cases} D^c_\sigma(Q_\sigma) & \omega \to 0^+ \\ D^c_\sigma(Q_\sigma, K) & \omega \to 0^- \end{cases}$$  \hfill (27)

with

$$D^c_\sigma(Q_\sigma) = 1 - \cos(2 \pi \theta_\sigma Q_\sigma) \geq 0$$  \hfill (28)

$$D^c_\sigma(Q_\sigma, K) = 2 \sin(\pi \theta_\sigma Q_\sigma) \sin\left( \pi \frac{(1 - K)^2}{2K} - \pi \theta_\sigma Q_\sigma \right).$$  \hfill (29)

Eq. (27) describes a power-law divergence $|\omega|^{2A^2_z-1}$ of the spectral function for $\omega \to 0^+$. We stress that, if one of the coefficients $D^c_\sigma = 0$, the present analysis fails in describing the behavior of the spectral function, which could either feature a weaker divergence or not diverge at all for $\omega \to 0^+$. While $D^c_\sigma = 0 \iff Q_\sigma \in \mathbb{Z}$, the condition for $D^c_\sigma$ to vanish is represented by the blue lines in Fig. 2. The divergence described by Eq. (27) for non-integer charges can be understood as a manifestation of the orthogonality catastrophe [19, 94–96].

By comparing Eq. (22), (28) and (29), it is possible to derive a general and necessary condition for $\Delta \mathcal{A}^c_\sigma(\omega)$ to have definite sign. Indeed, at least one of the following condition has to be satisfied. Either (i) the charge on the channel is integer $Q_\sigma \in \mathbb{Z}$, which implies that both $D^c_\sigma = 0$, or (ii) the charge on the channel is positive $Q_\sigma > 0$ and the interaction strength $K$ is such that $D^c_\sigma \geq 0$. Fig. 2 highlights in green the regions in parameter space $(Q_\sigma, K)$ which fulfills condition (ii). Interestingly, these regions
exist only in the presence of interactions ($K < 1$). The blue lines delimiting green regions in Fig. 2 correspond to $D^\sigma = 0$.

In the following we will discuss some examples where the excess lesser spectral function has a definite sign, showing that interactions can make this happen for different shape of the time-dependent driving, in sharp contrast with non-interacting systems. Our examples show that, in some specific cases, the necessary condition for minimality derived before can also be sufficient. In order to keep the discussion simple and brief, we illustrate this effect by focusing on the spin-up excitation. Thus, from now on we consider $\sigma = \uparrow$.

### 3.2 Lorentzian pulses

We now illustrate our results for specific shapes of the drive $V(t)$. The first example we consider is provided by Lorentzian pulses. We recall that this is of special interest because of its property of being associated with minimal excitations and producing the minimal noise in non-interacting systems [20–23]. We now show how this simple picture is modified by the presence of interactions.

The shape of a single Lorentzian voltage pulse is described as

$$V(t) = \frac{q}{-e \omega^2 + t^2}.$$  \hspace{1cm} (30)

The full width at half maximum is given by $2w$ and the normalization is such that Eq. (11) holds:

$$q = \int_{-\infty}^{\infty} dt' \frac{e}{2\pi} V(t').$$  \hspace{1cm} (31)

We study the lesser excess spectral function $\Delta \mathcal{A}^{\uparrow}_< (\omega)$ for two different interaction strengths $K = \{1, 0.6\}$ and charges $Q_\uparrow = \{-1, 0.9, 1, 1.1\}$. Results are summarized in Fig. 3, where minimal distributions with definite sign are highlighted in red. The first four plots (A, B, C and D) correspond to integer Levitons, i.e. $Q_\uparrow \in \mathbb{Z}$. As it is known [19–22, 87], in these conditions the excess spectral function $\Delta \mathcal{A}^{\uparrow}_< (\omega)$ has a definite sign, both in the non-interacting (panels A and C) and in the interacting case (panels B and D). In addition, the spectral functions do not feature any divergence around $\omega \to 0$, in agreement with the condition $D^\uparrow = 0$ obtained from Eqs. (28) and (29).

In passing, we also note that the distributions for $Q_\uparrow = -1$ (plots C and D) are proportional to $\Theta(-\omega)$, both in the absence and in the presence of interactions. This feature, which has been extensively discussed in Ref. [87] in the case of a periodic drive, is peculiar of Lorentzian pulses and leads to a vanishing excess partitioning noise at a quantum point contact.

The other four plots (E, F, G and H) correspond to the injection of non-integer charges and represent one of the main new results of this work. Remarkably, we show that the excess spectral function can be minimal even in this case, provided that the necessary condition (ii) is fulfilled. This means that, in the presence of interactions, a Lorentzian pulse generating an excitation which carries a non-integer charge does not necessarily result in a non-minimal spectral function. This is nicely testified by plot F, whose corresponding parameters ($Q_\uparrow = 1.1, K = 0.6$) fall in one of the green regions of Fig. 2 (black star). By contrast, the remaining three plots (E, G and H) are not minimal as they do not meet neither the first condition ($Q_\uparrow$ is not integer), nor the second one (see the corresponding black markers in Fig. 2). We observe that all of these four plots feature divergences for $\omega \to 0$ which are in agreement with Eqs. (28) and (29) for $D^\uparrow$. 

### 3.3 Square pulses

As we have seen in the previous Section, due to interactions it is possible to have a spectral function with a definite sign also for excitations carrying non-integer charges. We now investigate if it is possible to achieve this situation with a different shape of the voltage drive. As an example, we show in this Section what happens in the case of square pulses. This is another standard signal and it has been considered in the non-interacting case in comparison with Lorentzian pulses [22, 23, 97]. In the absence of interactions, it produces non-minimal excitations; here, on the contrary, the presence of interactions results in a spectral function with a definite sign, as we now discuss.

We consider the following single-pulse drive:

$$V(t) = \frac{2q}{-e\omega}(\Theta(t + \frac{\pi}{2\sigma})\Theta(-t + \frac{\pi}{2\sigma}).$$  \hspace{1cm} (32)

The full width of the square pulse is $\pi w$ and it is normalized in such a way that Eq. (11) holds

$$q = \int_{-\infty}^{\infty} dt' \frac{e}{2\pi} V(t').$$  \hspace{1cm} (33)

In analogy with the previous Section, we study the lesser excess spectral function $\Delta \mathcal{A}^{\uparrow}_< (\omega)$ for different interaction strengths $K = \{1, 0.8, 0.6\}$ and charges $Q_\uparrow = \{1, 1.1\}$. Results are summarized in Fig. 4, where minimal distributions with definite sign are highlighted in red. The first three plots (A, B and C) correspond to the injection of an integer charge $Q_\uparrow = 1$ and they do not feature divergences for $\omega \to 0$, in agreement with Eq. (27). In the non-interacting case (plot A), it is known that only Levitons are minimal [20] and the excess spectral function for the square pulse features indeed a negative region. However, the latter becomes less pronounced as the interaction gets stronger (plot B) and it remarkably disappears for strong enough interactions (plot C), where the spectral function thus becomes minimal. Let us now also consider the case of non-integer charges. The last three plots (D, E and F) correspond to the case of $Q_\uparrow = 1.1$ and they therefore feature divergences for $\omega \to 0$, as predicted by Eq. (27). Here, the interaction strength plays two different roles. On the one hand, as for the Lorentzian pulse, it controls the signs of divergent terms through the coefficients $D^\uparrow$. On the other hand, as for the integer case, it tends to shrink regions which a negative excess spectral function. As a result, provided that the necessary condition (ii) is fulfilled, it is possible to find minimal excess
Figure 3. Excess spectral function $\Delta A_\uparrow$ (in units of $w/u$), as a function of the energy $\omega$ (in units of $w^{-1}$), associated with Lorentzian pulses [see Eq. (30)]. Several different couples of parameters $(Q, K)$ are considered. Plots featuring an excess spectral function with definite sign are highlighted with a red rectangle. The black markers (cross, star, square) are meant to ease the visualization of the corresponding parameters in the $(Q, K)$ plane of Fig. 2. We choose the cutoff $a = 0.01 u w$.

Figure 4. Excess spectral function $\Delta A_\uparrow$ (in units of $w/u$), as a function of the energy $\omega$ (in units of $w^{-1}$), associated with square pulses [see Eq. (32)]. Several different couples of parameters $(Q, K)$ are considered. Plots featuring an excess spectral function with definite sign are highlighted with a red rectangle. The black markers (cross, circle, star) are meant to ease the visualization of the corresponding parameters in the $(Q, K)$ plane of Fig. 2. We choose the cutoff $a = 0.01 u w$. 
spectral function even in the (interacting) non-integer case, as nicely testified by plot F. Therefore, in the presence of interactions, Lorentzian pulses with integer charge are no longer the only drive featuring a minimal spectral function. As an example, we showed that a square pulse, either with integer of non-integer charge, can be associated with a minimal spectral function.

It is important to stress that the peculiarity of quantized Lorentzian pulses surviving even in the presence of interactions emerge when considering another property, namely the noise generated when the excitations created by the voltage pulse are partitioned at a quantum point contact. Indeed, even in the presence of interactions, Lorentzian pulses with integer charge are the only signal producing the minimal noise. As discussed in [87], this property is due to the presence of Heaviside step functions in $\Delta A^\omega (\omega)$ (see, for instance, panel D in Fig. 3) and is not uniquely related to the concept of minimality meant as an excess spectral function $\Delta A^\omega (\omega)$ with definite sign.

4 Conclusions

In this paper, we considered the effects of single voltage pulses applied to a top gate, capacitively coupled with two helical channels. In particular, we studied the excess lesser spectral function of the excitations generated by the pulses. Such a quantity allows indeed to discriminate between minimal excitations, featuring a spectral function with definite sign, and non-minimal ones, featuring sign changes in their spectral functions.

In the non-interacting case, it is well-known that only integer Lorentzian pulses give rise to minimal excitations, which are called Levitons. In the presence of interactions, however, the picture changes dramatically. In the present work, we showed that it is possible to obtain minimal excitations even for non-quantized Lorentzian pulses, which carry non-integer charges, which is not allowed in the absence of interactions. Even more surprisingly, we demonstrated that it is possible to generate minimal excitations even with square pulses, either carrying integer or non-integer charges, provided that the interaction is strong enough. Therefore, the presence of interactions enriches the simple picture valid in non-interacting systems, where Levitons with integer charge are the only kind of excitation exhibiting a minimal spectral function. Quantized Lorentzian pulses maintain a special role when considering the excess noise in the presence of a quantum point contact, as they are the only kind of drive for which it vanishes.

Finally, as discussed in Ref. [87], the described features of the excess spectral functions can be related to local measurements via spin-resolved tunneling spectroscopy.
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