Reconstructing protein structure from solvent exposure using tabu search
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Abstract

Background: A new, promising solvent exposure measure, called half-sphere-exposure (HSE), has recently been proposed. Here, we study the reconstruction of a protein's Cα trace solely from structure-derived HSE information. This problem is of relevance for de novo structure prediction using predicted HSE measure. For comparison, we also consider the well-established contact number (CN) measure. We define energy functions based on the HSE- or CN-vectors and minimize them using two conformational search heuristics: Monte Carlo simulation (MCS) and tabu search (TS). While MCS has been the dominant conformational search heuristic in literature, TS has been applied only a few times. To discretize the conformational space, we use lattice models with various complexity.

Results: The proposed TS heuristic with a novel tabu definition generally performs better than MCS for this problem. Our experiments show that, at least for small proteins (up to 35 amino acids), it is possible to reconstruct the protein backbone solely from the HSE or CN information. In general, the HSE measure leads to better models than the CN measure, as judged by the RMSD and the angle correlation with the native structure. The angle correlation, a measure of structural similarity, evaluates whether equivalent residues in two structures have the same general orientation. Our results indicate that the HSE measure is potentially very useful to represent solvent exposure in protein structure prediction, design and simulation.

Background

The extent to which an amino acid in a protein is accessible to the surrounding solvent is highly dependent on the type of amino acid. In general, hydrophilic amino acids tend to be near the solvent accessible surface, while hydrophobic amino acids tend to be buried in the core of the protein. To measure this effect, several solvent exposure measures have been proposed [1-7], and one of these is the contact number measure (CN) [7]. The CN of a residue is the number of Cα atoms in a sphere centered at the Cα atom of the residue in question (Figure 1). The CN of all residues of a protein is called the CN vector. The CN vector is well conserved and can be predicted with high accuracy [8].

Recently, a new promising solvent exposure measure, called half-sphere-exposure (HSE), has been proposed [9]. While the CN measure uses a single sphere centered at the Cα atom, the HSE measure considers two hemispheres. Two values, an up and a down value, are associated with
each residue, corresponding to the upper and lower hemisphere. The geometry of the HSE construction is shown schematically in Figure 2. The up and down HSE values measure two fundamentally different environments of an amino acid, one of them corresponding to the neighborhood of the side chain [9]. The HSE measure compares favorably with other solvent exposure measures in terms of computational complexity, sensitivity, correlation with the stability of mutants and conservation. An important advantage of the HSE measure is that it can be calculated from \( \alpha \)-only or other simplified protein models. Therefore, it forms an attractive alternative to the use of the CN measure in protein structure prediction methods [10].

Here, we study if it is possible to reconstruct a protein’s \( \alpha \) trace solely from a CN vector or an HSE vector. These vectors are obtained from the protein’s known native state and our goal is therefore to evaluate the information contents of these measures. This problem could become important for \textit{de novo} structure prediction, for example if predicted HSE values are used as restraints. Preliminary results show that the HSE measure can be predicted with reasonably high accuracy[11]. Reconstruction of a protein structure from a predicted HSE vector might thus be an attractive way of approaching the sequence-to-structure problem. Predicted CN-/HSE vectors are expected to have errors compared to the exact vectors. The results presented in this paper are based on exact vectors and therefore provide an upper bound on the information contents of predicted CN-/HSE vectors. If protein structure prediction was carried out on a \textit{predicted} HSE vector only, it is expected that the results would not be better than the results presented in this paper. It would therefore be natural to add other predictable information such as secondary structure, radius of gyration etc. to a structure prediction system using predicted HSE vectors. The problem of reconstructing protein structure from vectors of one-dimensional structural information has been studied before. Kinjo et al.[12] used exact vectors of secondary structure (SS), CN and residue-wise contact order (RWCO) together with refinement using the AMBER force field to reconstruct native like structures. Their results show that SS and CN information without the use of RWCO is not enough to reconstruct native like structures. Unfortunately, prediction methods for the RWCO measure only have moderate performance as compared to SS and CN[12].

Porto et al.[13] described an algorithm for reconstructing the contact map (CM) from its principal (one-dimensional) eigenvector. However, methods for predicting a high quality eigenvector are not likely to exist. Here, we only consider measures that potentially can be predicted with high accuracy. Furthermore we only use one type of measure (either CN or HSE), which is important for evaluating the information content of a measure. To this end, we compare structure reconstruction using an energy function based on the HSE measure with an energy function that uses the well-established CN measure.

If an approximate CN-/HSE vector is obtained from a prediction method, there might be no structure that exactly realizes the vector. In that case, we are interested in finding a structure with a CN- or HSE-vector \textit{similar} to the predicted vector. Therefore we define energy functions based on the HSE- or CN-vectors and minimize them using two conformational search heuristics: \textit{Monte Carlo simulation} (MCS) and \textit{tabu search} (TS). MCS has been widely used for protein structure prediction, and TS has been applied with great success to many optimization problems, but has rarely been used for protein structure prediction [14-16].
In this article, the radius of the HSE sphere is chosen to be 12 Å for all experiments. The *optimal* radius has yet to be determined, both in terms of predictability and reconstructability. If the radius is too small, important residue pairs might be overlooked. On the other hand, if the radius is too large, many irrelevant residues are considered. In this respect, 12 Å seems to be a good compromise [9].

The rest of the article is organized as follows. In the next section we describe the energy function based on the HSE measure. Then the protein abstraction and lattice model are discussed. In section *Heuristics*, we present the two conformational search heuristics, MCS and TS. In section *Lattice experiments*, MCS and TS are evaluated in lattices of different complexity. Finally, we evaluate the information content (that is, to what extent they can be used to reconstruct a protein structure) of the HSE and CN measures using TS and a high complexity lattice.

**HSE energy function**

The similarity of two HSE vectors $A$ and $B$ of length $N$ can be measured using the following RMS deviation:

$$\text{RMSD}(A, B) = \sqrt{\frac{\sum_{i=1}^{N} ((A_{u_i} - B_{u_i})^2 + (A_{d_i} - B_{d_i})^2)}{2N}},$$

where $\{A,B\}_{u_i}$ and $\{A,B\}_{d_i}$ are the up and down values of the $i$th index. RMSD ($A, B$) can be used to describe the energy of structure $S_A$ where $A$ is the HSE vector of $S_A$ and $B$ is the HSE vector of the native structure. These definitions are easily extended to the CN measure. The energy functions are the only optimization criteria used by the MCS and TS algorithms.

**The protein model**

The HSE and CN energy functions only depend on the positions of the $C_{\alpha}$ atoms in the protein backbone. This allows us to simplify the problem by considering a protein as a chain of connected points representing the positions of the $C_{\alpha}$ atoms. Furthermore, to reduce and discretize the conformational space of the protein, we require the $C_{\alpha}$ atoms of the chain to be positioned on a 3D lattice. A lattice can be defined as a set of basis vectors corresponding to the directions to the neighbouring nodes. The basis vectors of the *simple cubic lattice* (SCC) are the cyclic permutations of $[\pm 1,0,0]$ ([1,0,0], [-1,0,0], [0,1,0], [0,-1,0], [0,0,1], [0,0,-1]) and the basis vectors of the *face centered cubic lattice* (FCC) are the cyclic permutations of $[\pm 1, \pm 1,0]$ ([1,1,0], [1,0,1], [1,-1,0], [1,0,-1], [-1,1,0], [-1,0,1], [-1,-1,0], [-1,0,-1], [0,1,1], [0,1,-1], [0,-1,1], [0,-1,-1]). This gives 6 basis vectors for SCC and 12 for FCC as illustrated in Figure 3. The length of an edge between two neighbouring nodes is taken to be 3.8 Å which is the average distance between two consecutive $C_{\alpha}$ atoms in proteins.

Lattice models are widely used for studying the fundamental properties of protein structure[17]. Such models have for example provided invaluable insights on topics such as the validity of pairwise energy functions[18], the evolution of protein superfamilies[19] and the importance of local structural bias in the determination of a protein’s fold[20]. Many lattice models have been proposed and evaluated in the literature. Not surprisingly, experi-
ments show a high correlation between the number of basis vectors of a lattice and its ability to represent a protein backbone[21,22]. When deciding on a lattice model, one must always consider the trade-off between the reduction of the conformational space and the quality of the structure representation. Therefore, in section Lattice experiments we evaluate four different lattices of various complexity: The SCC lattice, the FCC lattice and two high coordination (HC) lattices with 54 and 390 basis vectors, respectively.

A high coordination lattice has an underlying cubic lattice with unit length less than $3.8/N$ Å for some integer $N > 1$. Cubic lattice points are connected in the high coordination lattice if their Euclidean distance is between $3.8 + \varepsilon$ for some $\varepsilon > 0$. The high coordination lattices used here are named HC4 and HC8 corresponding to their N value (4 and 8). The $\varepsilon$ value is 0.2 for all HC lattices. Figure 3 shows an illustration of a 2D high coordination lattice with $N = 3$ and $\varepsilon = 0.4$. High coordination lattices have previously been used for protein structure prediction[23,24]. Note that the SCC and FCC lattices both have the excluded volume property, meaning that atoms at two different lattice points will never collide. This property does not necessarily hold for high coordination lattices, and collisions must therefore be detected explicitly.

Heuristics
We apply two iterative search heuristics for minimization of the HSE energy. One of them is the tabu search meta-heuristic proposed by F. Glover in 1989[25,26]. A meta-heuristic is a general framework that can be specialized to solve various optimization problems. For many problems in Operations Research (OR), tabu search is the meta-heuristic of choice. However, for protein structure prediction, tabu search has only been given a modest amount of attention[14-16].

In Algorithm 1 and 2 (Figures 5 and 6) the pseudo code for tabu search is shown. TS is basically a local improvement heuristic where the best structure in a neighbourhood is repeatedly selected. However, memory is used to prevent cycling in local minima. A previous TS implementation [16] inserts visited structures into a tabu list and only consider new structures if they are not in the tabu list. We have found that extending the tabu definition improves the performance considerably. Here, we still keep a list of previously visited structures in a so-called explicit tabu list. Each structure in the explicit tabu list defines a set of implicit tabu structures. Given a structure $E$ in the explicit tabu list, a structure $I$ is said to be implicit tabu if the distance-RMDS (dRMSD) between $E$ and $I$ is less than $\varepsilon$ and the energy of $I$ is greater than or equal to the energy of $E$. The adjustable parameter $\varepsilon$ is called the tabu difference. Figure 4 illustrates a sequence of visited structures (black points) in a solution space. Only the visited structures are inserted in the explicit tabu list. The additional green and red points correspond to structures within $\varepsilon$ dRMSD of the explicit tabu structures. Green points are structures with lower energy and red points are structures with higher energy than the explicit tabu structure. When choosing a new solution in the neighbourhood three things can happen, a) A solution is more than $\varepsilon$ dRMSD away from all explicit tabu structure, b) the solution is within $\varepsilon$ dRMSD, and the energy is lower than the explicit tabu structure, c) the solution is within $\varepsilon$ dRMSD, and the energy is higher than the explicit tabu structure. Structures that comply with case c are said to be implicit tabu and cannot be visited. Note that when $\varepsilon = 0$ the search heuristic works as a regular TS heuristic since only visited structures become tabu. The use of implicit tabu structures is new in the context of protein structure prediction. However, in TS implementations for OR problems it is a common technique to make features of a solution tabu, such that regions of the search space become tabu.

We have also applied standard Monte Carlo simulation (MCS) for minimizing the HSE energy. MCS heuristics are stochastic and therefore differ from TS by being nondeterministic. An MCS iteration consists of randomly choosing a protein conformation in the neighbourhood of a current conformation. For a fixed temperature $T$, the new protein conformation is accepted with the probability

$$p = e^{-\Delta E/T},$$

where $\Delta E$ is the difference between the energy of the current conformation and the new conformation. A protein conformation is modelled as a list of $N$ vectors, where $N$ is the number of $C_\alpha$ atoms of the protein. The neighbourhood of both MCS and TS consists of conformations resulting from changes of one, two or three consecutive indices. A single index change results in a new structure where one part of the structure is fixed and the other part is translated. Two or three indices are changed locally such that the parts of the structure before and after the changing indices are fixed. All local index changes between two lattice points can be stored in a table to speed up the computation time significantly.

Lattice experiments
Here, we evaluate TS and MCS on lattices of different complexity. The purpose of the experiments in this section is to tune the parameters (lattice type, tabu difference, temperature). In the next section we fix the parameters to their optimal values found here and compare the HSE and CN measures on different proteins. For each lattice, the heuristics are initialized with 20 random conformations using different parameter values. The variable parameter of MCS is the temperature and the variable parameter of TS is the
tabu difference. Each run is stopped after 15 minutes and the structure with the lowest observed HSE energy is reported. To get reasonable running times for these experiments, the HSE energy is based on the native structure of the small protein Protegrin 1 (1PG1, 18 residues). Tables 1 and 2 show the results of the lattice experiments for the TS and MCS heuristics. There is a row for each lattice type and data columns show the average HSE energy found over the 20 runs for the various parameters. In the SCC lattice, structures with the same HSE energy are found in all 20 runs (tabu difference 0.4 and 0.5), but the best observed HSE energy is rather high. The reason is that the SCC lattice is very coarse grained and low energy structures therefore do not exist in this lattice. For lattices of increasing complexity, the ability to find structures with lower energy increases. TS and MCS seem to perform equally well in low complexity lattices. However, in high coordination lattices, the TS heuristic performs slightly better than MCS on average. For the lattice with highest complexity (HC8), TS found zero energy structures for all 20 runs, this robustness was not observed for the MCS heuristic. These results indicate that conformational search heuristics using the HSE measure require high complexity lattices or off-lattice models with a high degree of freedom. Furthermore, TS is slightly more robust that MCS in high coordination lattices. The results of experiments with variable tabu list size

Algorithm 1 Tabu Search
1: bestStructure, s ← random_conformation() 
2: bestCost ← cost(bestStructure) 
3: while not stop() do 
4:  N ← compute_neighbours(s) 
5:  sort N with respect to cost 
6:  for all i ∈ N do 
7:    if cost(Ni) < bestCost then 
8:      bestCost ← cost(Ni) 
9:      s, bestStructure ← Ni 
10:     break loop 
11:   end if 
12:   if not Tabu(Ni, Q) then 
13:      s ← Ni 
14:     break loop 
15:   end if 
16: end for 
17: pushback( Q, s ) 
18: end while 
19: return bestStructure

Figure 4
Explicit- and implicit tabu structures. Black points represent explicit tabu structures and red points represent implicit tabu structures.

Figure 5
Algorithm 1.
and variable tabu difference in the HC8 lattice are shown in Figure 7. The figure shows that the tabu list size should generally be more than 50 elements, and there is no gain of having a very long list.

Comparison of HSE and CN measures

In the previous section, experiments on a small protein show that minimization of the HSE energy in high coordination lattices leads to structures with HSE vectors that are very similar (or equal) to the native structure. In this section, experiments on proteins of varying size are done using the TS heuristic with tabu difference 0.4 and the HC8 lattice. The energy functions are based on the HSE vectors of native structures as described in section HSE energy function. In addition to the HSE energy, the CN energy is considered for comparison. The main purpose of the experiments is to examine the reconstructability of a protein’s backbone solely from the information stored in the HSE-/CN vectors.

Each TS run is started from a random structure which is iteratively improved as described in section Heuristics. For these experiments we want to start TS on 100 random structures that are as different from each other as possible. Therefore, to effectively sample the search space, 10000 random conformations are initially generated. Ideally, from this set of 10000 conformations, we would like to choose the set of 100 conformations such that the minimum RMSD between any two conformations is maximized. This problem is generally known as the p-dispersion problem and is NP hard[27]. Solving this problem to optimality is therefore not feasible, so we use a greedy heuristic to find a good set of 100 different random conformations. The greedy heuristic works by first picking a random conformation. The following 99 conformations are then picked one at a time, such the minimum RMSD to any of the already picked conformations is maximized.

For each protein, the energy function based on its native structure is minimized for each of the 100 random start-

Table 1: Average HSE energy for Protegrin 1 using TS on various lattices and tabu differences.

| Lattice | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| SCC     | 1.76| 1.65| 1.64| 1.64| 1.64| 1.64| 1.64| 1.64| 1.64| 1.64| 1.64|
| FCC     | 1.52| 1.12| 1.12| 1.11| 1.07| 1.07| 1.04| 1.05| 1.03| 1.03| 1.03|
| HC4     | 1.13| 0.41| 0.36| 0.30| 0.28| 0.27| 0.29| 0.32| 0.32| 0.36| 0.38|
| HC8     | 1.21| 0.46| 0.08| 0.01| 0.00| 0.00| 0.01| 0.07| 0.15| 0.22| 0.30|

The best averages for each lattice type are boldfaced. The column with 0.0 tabu difference corresponds to the results of a regular TS implementation with no implicit tabu structures.
ing conformations and the structures with lowest energy are reported. The search is stopped after 12 hours or if the energy reaches zero. Zero energy means that a structure with exactly the same HSE- or CN vector as the native structure is found (but not necessarily identical structures).

To evaluate the quality of the structures with low energy, the RMSD with the native structure and angle correlation \([28,29]\) is used. Angle correlation is a measure with the following definition. For each \(C_\alpha\), let \(\vec{\alpha}\) be the vector pointing in the side chain direction (see Figure 2). Let \(\vec{V}_{mc}\) be the vector pointing in the direction of the mass center, and let \(\theta_\alpha\) be the angle between \(\vec{\alpha}\) and \(\vec{V}_{mc}\). The angle correlation measure is the average of the differences in \(\theta_\alpha\) between the optimized structure and the native structure. Zero angle correlation is perfect correlation, 90° is random correlation and 180° is perfect ‘anti’-correlation. Note that the CN- and HSE vectors of a structure are identical to the vectors of the mirror of the structure. Therefore, in the following results, if the RMSD between a structure and its native mirror image is smaller we report this value instead. All computations were performed on a 236 nodes Dell Optiplex GX260 cluster (2,4 GHz P4, 512 Mb RAM).

Table 2: Average HSE energy for Protegrin 1 using MCS on various lattices and temperatures.

| Lattice | 0.000  | 0.002  | 0.004  | 0.006  | 0.008  | 0.010  | 0.012  | 0.014  | 0.016  | 0.018  | 0.020  | 0.022  |
|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| SCC     | 1.88   | 1.80   | 1.74   | 1.68   | 1.65   | **1.64** | **1.64** | **1.64** | **1.64** | **1.64** | **1.64** |
| FCC     | 1.57   | 1.39   | 1.25   | 1.15   | 1.08   | 1.05   | **1.03** | **1.03** | **1.03** | **1.03** | **1.03** |
| HC4     | 1.48   | 1.09   | 0.85   | 0.63   | 0.54   | 0.48   | 0.37   | 0.32   | 0.31   | 0.29   | **0.27** | **0.34** |
| HC8     | 1.29   | 0.46   | 0.37   | 0.25   | 0.17   | 0.06   | 0.07   | 0.07   | **0.04** | 0.08   | 0.15   | 0.28   |

The best averages for each lattice type are boldfaced.

Figure 7

**Lattice experiments.** The two first plots show the values in table 1 and 2. The right figure shows the average HSE energy on HC8 with variable tabu list size and variable tabu difference.
Results and discussion

The results of the HSE and CN comparisons are shown in Table 3. The table shows how many of the 100 HSE/CN minimized conformations are below a certain RMSD threshold. The associated RMSDs and energy values of the 100 conformations are also shown. In Figures 8 to 12, histograms show the RMSD and energy distribution of the CN- or HSE-optimized structures. The histograms reveal that most of the lowest energy structures are similar to the native structure. This trend is much more prevalent for the HSE-optimized structures. Based on the histograms, we conclude that the CN-/HSE-energy functions have a large smooth minimum around the structure of the native state and few smaller local minima scattered around the conformational space.

Scatter plots show the angle correlation vs. RMSD. The Figures also show the best HSE- and CN-optimized structures superimposed on the native structure. The yellow backbone is the native structure, the red backbone is the best HSE optimized structure and the green backbone is the best CN optimized structure.

The CN and HSE comparisons show that low HSE-energy structures are generally closer to the native structure than low CN-energy structures, this both in terms of RMSD and angle correlation. A backbone structure with a good angle correlation implies that the general orientation of the residues is accurate. The plots show that this property is much more prevalent in HSE-optimized structures. Existing protein structure prediction methods that use the CN measure could therefore benefit from using the HSE measure instead of the CN measure.

Here we have developed a lattice model for protein structure prediction using the CN-/HSE energy functions. The search heuristic is based on TS with a novel tabu definition and the results indicate that TS performs better than MCS for this problem. TS with this new tabu definition might also be applied with success for other protein structure optimization problems.

Lattice experiments suggest that near zero energy structures only exists in high coordination lattices. Therefore, when using the HSE measure the model should have a high degree of freedom. All results are found using small proteins (the largest protein has 35 amino acids). When using larger proteins, it becomes very time consuming to find low energy structures and they are often not native like.

We have shown that it is possible to reconstruct the backbone of small proteins using the HSE vector of the native structure. Obviously, a predicted HSE vector would have some errors or noise as compared to the exact HSE vector. A future research project could therefore be to analyze the reconstructability of a protein backbone using HSE vectors with various degree of noise. Other directions could be to consider a more detailed energy function using other predictable information such as secondary structure. Another option could be to enforce protein-like geometry, using for example angular constraints.

| Residues | Measure | < 7 Å RMSD | < 6 Å RMSD | < 5 Å RMSD | < 4 Å RMSD | < 3 Å RMSD | < 2 Å RMSD | lowest RMSD | lowest energy |
|----------|---------|------------|------------|------------|------------|------------|------------|-------------|--------------|
| 21       | Human Endothelin (1EDN)  | CN 100 | 100 | 98 | 60 | 18 | 0 | 2.09 | 0.00 |
|          | HSE 100 | 100 | 100 | 93 | 65 | 37 | 0.88 | 0.00 |
| 13       | Tryptophan Zipper 1 (1LE0) | CN 100 | 100 | 100 | 100 | 100 | 22 | 1.38 | 0.00 |
|          | HSE 100 | 100 | 100 | 100 | 100 | 67 | 0.95 | 0.00 |
| 35       | Third Zinc Finger (1SRK) | CN 60 | 42 | 17 | (1SRK) | 1 | 0 | 0 | 3.52 | 0.00 |
|          | HSE 56 | 33 | 13 | 5 | 0 | 0 | 3.02 | 0.33 |
| 23       | Mu-Conotoxin GIIA (1TCH) | CN 100 | 100 | 97 | 63 | 23 | 5 | 1.58 | 0.00 |
|          | HSE 100 | 100 | 100 | 97 | 61 | 38 | 0.91 | 0.00 |
| 35       | Pandinus Toxin (2PTA) | CN 59 | 32 | 14 | 3 | 0 | 0 | 3.17 | 0.00 |
|          | HSE 58 | 44 | 17 | 11 | 2 | 0 | 2.66 | 0.33 |
Figure 8

**Human Endothelin (1EDN), 21 residues.** In the energy versus RMSD plot, the CN values have an offset of 0.01 for better illustration.
Figure 9
Third Zinc Finger (1SRK). 35 residues.
Figure 10
Mu-Conotoxin GIIA (1TCH). 23 residues. In the energy versus RMSD plot, the CN values have an offset of 0.01 for better illustration.
Figure 11
Pandinus Toxin (2PTA). 35 residues.
In this article, we only considered lattice models. However, off-lattice models and other conformational search heuristics such as replica exchange MCMC[30] could be considered as well.
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