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Abstract

In this paper, we study how we can improve a deep learning approach to textual entailment by incorporating lexical entailment relations from WordNet. Our idea is to embed the lexical entailment knowledge contained in WordNet in specially-learned word vectors, which we call “entailment vectors.” We present a standard neural network model and a novel set-theoretic model to learn these entailment vectors from word pairs with known lexical entailment relations derived from WordNet. We further incorporate these entailment vectors into a decomposable attention model for textual entailment and evaluate the model on the SICK and the SNLI dataset. We find that using these special entailment word vectors, we can significantly improve the performance of textual entailment compared with a baseline that uses only standard word2vec vectors. The final performance of our model is close to or above the state of the art, but our method does not rely on any manually-crafted rules or extensive syntactic features.

1 Introduction

Recognizing textual entailment (RTE) is the task of determining whether a hypothesis sentence can be inferred from a given premise sentence. The task has been well studied since it was first introduced by Dagan et al. (2006). Recently, there has been much interest in applying deep learning models to RTE (Bowman et al., 2015; Rocktaschel et al., 2016; Wang and Jiang, 2016; Parikh et al., 2016; Sha et al., 2016). These models usually do not perform any linguistic analysis or require any feature engineering but have been shown to perform very well on this task.

Intuitively, lexical-level entailment relations should help sentence-level RTE. For example, Table 1 shows a premise and a hypothesis taken from the test data of the SICK dataset (Marelli et al., 2014). We can see that in this example the premise entails the hypothesis, and in order to correctly identify this relation, one has to know that the word kettle entails the word pot. However, if we train a neural network model on a set of labeled sentence pairs, and if the training dataset does not contain the word pair kettle and pot anywhere, it would be hard for the learned model to know that kettle entails pot and subsequently predict the relation between the premise and the hypothesis to be entailment. On the other hand, from WordNet we can easily find out that pot is a direct hypernym of kettle and therefore kettle should entail pot. If this kind of prior knowledge can be injected into a trained RTE model, then for sentence pairs with words that do not occur in the training data but can be found in WordNet, the RTE predictions could potentially be made easier.

| Premise: Someone is stirring chili in a kettle. |
| Hypothesis: Someone is stirring chili in a pot. |

Table 1: An example of a pair of premise and hypothesis from SICK.

Indeed, WordNet (Miller, 1995) knowledge has been used to help RTE in a number of previous studies (Corley and Mihalcea, 2005; Beltagy et al., 2016; Martinez-Gomez et al., 2017). However, these
previous studies were not based on neural network models, and thus their base models without using WordNet may not represent the state of the art or may require much human effort. For example, our baseline model based on a neural network model without using any WordNet knowledge can achieve an accuracy of 84.1% on the SICK test data, but the baseline model by Martinez-Gomez et al. (2017), which uses logical semantic representations and a theorem prover, can only achieve an accuracy of 76.7%. Given the advantages of deep learning approaches to RTE, it is therefore desirable to incorporate WordNet knowledge into deep learning based solutions to RTE. However, it is not immediately clear how WordNet knowledge could be easily brought into neural network models. To the best of our knowledge, there has not been any previous work in this direction.

In this paper, we propose to first embed lexical entailment knowledge contained in WordNet into word vectors. We call these special word vectors “entailment vectors.” We then incorporate these entailment vectors into a recently proposed decomposable attention model for RTE. To learn these entailment vectors that encode lexical entailment relations, we can use a standard neural network. We also propose a set-theoretic model that has better theoretical justification. Our experiments show that using these entailment vectors learned from WordNet can indeed significantly improve the performance of RTE on the SICK dataset and the SNLI dataset. The performance of our method is also better compared with the state of the art on SICK.

2 Method

In this section, we present our method that learns the entailment vectors that encode prior knowledge of lexical entailment relations. We also present how we incorporate these entailment vectors into a neural network model for RTE. The overall framework of our method is illustrated in Figure 1.

2.1 Learning Entailment Vectors

We assume that our prior knowledge of lexical entailment relations is contained in word pairs and their entailment relations. Specifically, let $\mathcal{R}$ denote a set of lexical entailment relations. For example, $\mathcal{R}$ may contain entailment and reverse-entailment. Let $\mathcal{L} = \{(w_{i,1}, w_{i,2}, r_i)\}_{i=1}^N$ denote a set of $N$ word pairs together with their relation labels, where $w_{i,1}$ and $w_{i,2}$ are two words and $r_i \in \mathcal{R}$. For example, $\mathcal{L}$ may contain the triplet $\langle \text{pot}, \text{kettle}, \text{reverse-entailment} \rangle$. Let $\mathcal{V}$ denote the set of all unique words found in $\mathcal{L}$.

In order to encode the lexical entailment knowledge contained in $\mathcal{L}$, we propose to learn a dense vector for each word $w \in \mathcal{V}$ such that the entailment relation between two words in $\mathcal{V}$ can be easily detected from their word vectors. We refer to these dense word vectors as “entailment vectors.” Note that these entailment vectors are different from commonly-used word embeddings such as GloVe and word2vec, because the entailment vectors are not learned from a large corpus and thus do not encode the distributional properties of words. They are learned from labeled word pairs in $\mathcal{L}$. We will show later that they can be used in combination with common word embeddings such as word2vec to help RTE.

In what follows, we first describe what lexical entailment relations we include in $\mathcal{R}$. We then present...
two different neural network models used to learn the entailment vectors from $\mathcal{L}$. We defer the description of how we derive labeled word pairs $\mathcal{L}$ from WordNet until Section 2.3.

Lexical Entailment Relations

Recall that eventually the entailment vectors will be used for textual entailment. In standard textual entailment datasets such as SICK and SNLI, there are three sentence-level entailment relations: entailment, contradiction and neutral. However, at word-level the entailment relations are different.

In a previous study, MacCartney and Manning (2009) developed a framework for natural language inference. As the basis of their framework, they defined seven basic semantic relations between language units, which we show in Table 2a. These relations cover all the possible relations between two language units $x_1$ and $x_2$. We can see that each relation has an equivalent set-theoretic definition, which dates back to Montague Semantics (Janssen, 2011). Each language unit $x_1$ or $x_2$ is modeled as a set, and is supposedly a subset of the universe $\mathcal{D}$. Therefore their relations can be determined by the relation between the two sets. For example, if the language units we consider are nouns, we can regard $x_1 \triangleq x_2$, or in other words, “woman” entails “person.”

In this work, we only use a subset of these relations, namely, entailment ($\sqsubseteq$), reverse-entailment ($\sqsupseteq$), alternation ($\triangledown$) and equivalence ($\equiv$). In other words, $\mathcal{R} = \{\sqsubseteq, \sqsupseteq, \triangledown, \equiv\}$. We do not include negation, cover or independence because we find it hard to automatically derive word pairs with these relations from WordNet.

Standard Neural Network Model

To learn entailment vectors from $\mathcal{L}$, we first consider a standard neural network model. Let $w_1, w_2 \in \mathbb{R}^d$ denote the entailment vectors of two words, which we are trying to learn, where $d$ is the number of dimensions of the vectors. We can combine the two vectors into a single vector as follows:

$$h = \tanh(M \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} + b),$$

where $M \in \mathbb{R}^{l \times 2d}$ is a weight matrix, $b \in \mathbb{R}^l$ is a weight vector, $\tanh(\cdot)$ is applied element-wise to the vector, $h \in \mathbb{R}^l$ is a hidden vector and $l$ is the number of dimensions of the hidden vector.

The hidden vector $h$ can then go through a linear transform followed by a softmax layer to be used to predict the relation label $r$ between the two words:

$$p(r \mid h) = \text{softmax}(M'h + b'),$$

where $M' \in \mathbb{R}^{k \times l}$ and $b' \in \mathbb{R}^k$ denote a weight matrix and a bias vector, and $k = |\mathcal{R}|$.

Given all the labeled word pairs in $\mathcal{L}$, we can use the cross entropy loss as the objective function to learn the entailment vector for each $w \in \mathcal{Y}$ as well as the various parameters above.

| Name                  | Symbol   | Set-theoretic definition | Example                | $c_{0,0}$ | $c_{0,1}$ | $c_{1,0}$ | $c_{1,1}$ |
|-----------------------|----------|--------------------------|------------------------|-----------|-----------|-----------|-----------|
| (strict) entailment    | $x_1 \sqsubseteq x_2$ | woman, person            | $x_1 \sqsubseteq x_2$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ |
| (strict) reverse entailment | $x_1 \sqsupseteq x_2$ | person, woman            | $x_1 \sqsupseteq x_2$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ |
| equivalence           | $x_1 \equiv x_2$ | couch, sofa              | $x_1 \equiv x_2$      | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ |
| alternation           | $x_1 \triangledown x_2$ | woman, man               | $x_1 \triangledown x_2$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ |
| negation              | $x_1 \triangleleft x_2$ | able, unable             | $x_1 \triangleleft x_2$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ |
| cover                 | $x_1 \triangleleft x_2$ | person, non-woman        | $x_1 \triangleleft x_2$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ |
| independence          | $x_1 \# x_2$ (else) | woman, doctor            | $x_1 \# x_2$ (else)   | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ | $\neg \ 0 \ = \ 0$ |

Table 2: (a) Seven basic semantic relations defined by MacCartney and Manning (2009). Here $\mathcal{D}$ is the universe that contains all entities. Each $x_1$ (or $x_2$) is a language unit that represents a subset of $\mathcal{D}$. (b) Criteria for different basic semantic relations based on the counters $c_{0,0}$, $c_{0,1}$, $c_{1,0}$ and $c_{1,1}$.
Set-Theoretic Model

Although the standard neural network model above is straightforward, it is hard to explain how the learned word vectors can encode the lexical entailment relations. Inspired both by the set-theoretic definitions of the basic semantic relations shown in Table 2a and by some recent work on formal distributional semantics (Grefenstette, 2013; Rocktaschel et al., 2014), we hypothesize that a good entailment vector for a word essentially encodes which elements in \( \mathcal{D} \) are members of the set representing this word. We now present a novel set-theoretic model to learn the entailment vectors.

To illustrate our idea, we first show that in the extreme case when word vectors we try to learn are binary vectors precisely representing set memberships, the semantic relation between two words can be determined by comparing the two vectors element-wise. Specifically, let \( \mathcal{D} \) denote the size of the universe \( \mathcal{D} \). Since a word \( x \) can be regarded as a subset of \( \mathcal{D} \), we assume that the entailment vector of \( x \) is a \( D \)-dimensional binary vector \( \mathbf{x} \), where \( x_i = 1 \) if the \( i \)th element in \( \mathcal{D} \) is inside the set \( x \) and 0 otherwise. Given two vectors \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) representing two words, in order to determine the relationship between them, we need to check the relationship between the two sets. To do so, we define the following counters for \( p, q \in \{0, 1\} \):

\[
c_{p,q} = \sum_{i=1}^{D} \delta(x_{1,i}, p) \delta(x_{2,i}, q),
\]

where \( \delta(s, t) \) is 1 if \( s \) is equal to \( t \) and 0 otherwise. Essentially if we compare \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) element-wise, then \( c_{0,0}, c_{0,1}, c_{1,0} \) and \( c_{1,1} \) count the number of times we see \((0, 0)\), \((0, 1)\), \((1, 0)\) and \((1, 1)\), respectively. It is not hard to show that the seven basic semantic relations in Table 2a correspond to different values of these \( c_{p,q} \). For example, if \( c_{0,1} \) is 0 and \( c_{1,0} \) is 0, then the two sets (words) are equivalent. If \( c_{0,1} \) is positive and \( c_{1,0} \) is 0, then \( \mathbf{x}_1 \) is a subset of \( \mathbf{x}_2 \), and therefore the first word entails the second word. Table 2b shows the criteria for each basic semantic relation based on the values of these counters \( c_{0,0}, c_{0,1}, c_{1,0} \) and \( c_{1,1} \).

We can use a simple example to illustrate the idea above. Suppose the universe contains four elements: \( \mathcal{D} = \{ \text{dog, cat, tiger, computer} \} \). The word \( \text{animal} \) is a set that contains \( \text{dog, cat and tiger} \), and thus can be represented by the vector \([1, 1, 1, 0]\). The word \( \text{pet} \) should contain only \( \text{dog and cat} \), so it can be represented by the vector \([1, 1, 0, 0]\). In this case, the values of the four counters are the following: \( c_{0,0} = 1 \), \( c_{0,1} = 0 \), \( c_{1,0} = 1 \), and \( c_{1,1} = 2 \). According to Table 2b, we can determine that \( \text{animal} \) reversely entails \( \text{pet} \) based on the values of these counters.

Generally speaking, however, the number of elements in the universe is huge and therefore it is not feasible to learn word vectors that precisely represent the memberships of all these elements. In the following model we propose, we do not strictly force the entailment vectors to be binary. We also introduce a hidden layer that is deterministically derived from the entailment vectors. This hidden layer essentially represents \( c_{0,0}, c_{0,1}, c_{1,0} \) and \( c_{1,1} \), and it is used for the prediction of the relation between two words.

Specifically, let \( \mathbf{w}_1, \mathbf{w}_2 \in \mathbb{R}^d \) represent the entailment vectors corresponding to words \( w_1 \) and \( w_2 \). Next, we introduce two complementary vectors:

\[
\mathbf{w}_1 = \mathbf{1} - \mathbf{w}_1, \quad \mathbf{w}_2 = \mathbf{1} - \mathbf{w}_2,
\]

where \( \mathbf{1} \) is a \( d \)-dimensional vector of 1s.

We then define a hidden vector \( \mathbf{h} \) to be a 4-dimensional vector as follows:

\[
\mathbf{h} = \frac{1}{d} \left[ \mathbf{w}_1^\top \mathbf{w}_2 \quad \mathbf{w}_1^\top \mathbf{w}_2 \quad \mathbf{w}_1^\top \mathbf{w}_2 \quad \mathbf{w}_1^\top \mathbf{w}_2 \right]^\top.
\] (2)

We can see that this hidden vector \( \mathbf{h} \) roughly correspond to the four counters \( c_{0,0}, c_{0,1}, c_{1,0} \) and \( c_{1,1} \) defined above if the entailment vectors are binary vectors. But since we do not have the binary constraint, \( \mathbf{h} \) actually contains real values rather than integer values. We also perform normalization by dividing the counts by \( d \).
The same as shown in Eqn. (1), we can use $h$ to predict the relation label between two words through a linear transform and a softmax layer. We can then again use the cross entropy loss as the objective function to learn the entailment vectors and the model parameters.

### 2.2 Using Entailment Vectors for RTE

Given the entailment vectors learned from $\mathcal{L}$ using either the standard neural network model or our proposed set-theoretic model, we can use them in a neural network model for textual entailment. In this paper we use a slightly modified version of the decomposable attention model proposed by Parikh et al. (2016) because of its relative simplicity and good performance on the SNLI (Bowman et al., 2015) dataset.

The setup of the textual entailment task is as follows. We are given two input sentences: a premise $X = ((x_1, x'_1), (x_2, x'_2), \ldots, (x_m, x'_m))$ and a hypothesis $Z = ((z_1, z'_1), (z_2, z'_2), \ldots, (z_n, z'_n))$, where each $x_i$ (or $z_j$) is a standard word embedding such as the word2vec embedding of the $i^{th}$ (or $j^{th}$) word in the premise (or hypothesis), and $x'_i$ (or $z'_j$) is the newly-learned entailment vector of the $i^{th}$ (or $j^{th}$) word in the premise (or hypothesis), as described in Section 2.1. The goal is to predict a label $y \in \{\text{entailment}, \text{contradiction}, \text{neutral}\}$ from $X$ and $Z$.

**The Modified Decomposable Attention Model**

The decomposable attention model consists of the following three steps.

**Attend:** At this step, we derive attention weights from the word embeddings from $X$ and $Z$. We first define

$$e_{ij} = F(x_i)^	op F(z_j),$$

$$\alpha_{ij} = \exp(e_{ij}) \over \sum_{j'=1}^{n} \exp(e_{ij'}),$$

$$\beta_{ij} = \exp(e_{ij}) \over \sum_{i'=1}^{m} \exp(e_{i'j}),$$

where $F(\cdot)$ is a standard single-layer feed-forward neural network with ReLU activations (Glorot et al., 2011). We then define

$$\tilde{x}_i = \sum_{j=1}^{n} \alpha_{ij} \cdot z_j, \quad \tilde{x}'_i = \sum_{j=1}^{n} \alpha_{ij} \cdot z'_j,$$

$$\tilde{z}_j = \sum_{i=1}^{m} \beta_{ij} \cdot x_i, \quad \tilde{z}'_j = \sum_{i=1}^{m} \beta_{ij} \cdot x'_i,$$

$\tilde{x}_i$ is a weighted version of the word embeddings from $Z$ to match $x_i$, and similarly $\tilde{x}'_i$ is a weighted version of the entailment vectors from $Z$ to match $x'_i$. The same idea applies to $\tilde{z}_j$ and $\tilde{z}'_j$.

**Compare:** At this step, another single-layer feed-forward neural network $G$ with ReLU activations is used to compare the aligned words. Normally, without considering the entailment vectors, the comparison is done as follows:

$$v_{1,i} = G(x_i \oplus \tilde{x}_i), \quad v_{2,j} = G(z_j \oplus \tilde{z}_j),$$

where $\oplus$ is concatenation, and $v_{1,i}$ and $v_{2,j}$ represent the comparison results for the $i$-th word in $X$ and the $j$-th word in $Z$, respectively.

When we do consider the entailment vectors $x'_i$ and $z'_j$, as well as their counterparts $\tilde{x}'_i$ and $\tilde{z}'_j$ from the Attend step, we need to perform the comparison slightly differently. Here we use two different ways to perform the comparison, depending on whether the entailment vectors are learned using the standard neural network model or the set-theoretic model. If the standard neural network model is used to learn the entailment vectors, we simply concatenate all the vectors to perform comparison as follows:

$$v_{1,i} = G(x_i \oplus \tilde{x}_i \oplus x'_i \oplus \tilde{x}'_i), \quad v_{2,j} = G(z_j \oplus \tilde{z}_j \oplus z'_j \oplus \tilde{z}'_j).$$

For those words which do not appear in $\mathcal{L}$ (the set of unique words in the training data), we randomly generate their entailment vectors in the range $(-0.1, 0.1)$.
However, if the entailment vectors are learned using the set-theoretic model, because of the special properties of the entailment vectors as explained in Section 2.1, we perform comparison as follows:

\[ v_{1,i} = G(x_i \oplus \hat{x}_i) \oplus (x_i' \odot (1 - \hat{x}_i')) \oplus ((1 - x_i') \odot \hat{x}_i') \oplus ((1 - x_i') \odot (1 - \hat{x}_i')) \]
\[ v_{2,j} = G(z_j \oplus \hat{z}_j) \oplus (z_j' \odot (1 - \hat{z}_j')) \oplus ((1 - z_j') \odot \hat{z}_j') \oplus ((1 - z_j') \odot (1 - \hat{z}_j')) \]

where \( \odot \) is element-wise multiplication of two vectors.

\section*{Aggregate:}
Given \( v_{1,i} (1 \leq i \leq m) \) and \( v_{2,j} (1 \leq j \leq n) \) as defined above, we first use a standard LSTM model to process the two sequences separately, and then we use MaxPooling to aggregate the derived hidden vectors in order to obtain a single vector for each sequence:

\[ h_{1,i} = \text{LSTM}(v_{1,i}, h_{1,i-1}) \]
\[ h_{2,j} = \text{LSTM}(v_{2,j}, h_{2,j-1}) \]
\[ v_1 = \text{MaxPooling}(h_{1,1}, h_{1,2}, \ldots, h_{1,m}) \]
\[ v_2 = \text{MaxPooling}(h_{2,1}, h_{2,2}, \ldots, h_{2,n}) \]

We then use \( v_1 \) and \( v_2 \) to make the final prediction:

\[ p(y|v_1, v_2) = \text{softmax}(W(v_1 \oplus v_2) + c) \]

where \( W \) and \( c \) are parameters to be learned.

\section*{3.3 Implementation Details}
In this section, we describe how we derive labeled word pairs from WordNet to construct \( L \). Because eventually we will test the learned entailment vectors on the SICK and SNLI textual entailment datasets, we focus on extracting word pairs with at least one word appearing in SICK or SNLI.

Specifically, we follow the following steps to construct \( L \). In all the steps, \( w_1 \) and \( w_2 \) refer to nouns found in WordNet.

- If the synset of \( w_1 \) is a hypernym of the synset of \( w_2 \), we add \((w_1, w_2, \sqsupset)\) and \((w_2, w_1, \sqsubset)\) to \( L \).
- If \( w_1 \) and \( w_2 \) are in the same synset, or \( w_1 (w_2) \) is the plural form of \( w_2 (w_1) \), we add \((w_1, w_2, \equiv)\) and \((w_2, w_1, \equiv)\) to \( L \).
- If the synsets of \( w_1 \) and \( w_2 \) share the same parent synset, we add \((w_1, w_2, \mid)\) and \((w_2, w_1, \mid)\) to \( L \).
- We remove word pairs from \( L \) where neither word occurs in the SICK or the SNLI dataset.

\section*{3 Experiments}

\subsection*{3.1 Direct Evaluation of Entailment Vectors}
As a first step to evaluate our method, we first test whether our entailment vectors learned from labeled word pairs can indeed encode lexical entailment relations. To do this, we report the prediction accuracy on \( L \). Recall that \( L \) is derived from nouns in WordNet. In total we have 13,029 unique words and 67,935 labeled word pairs in \( L \). The four entailment relations are quite evenly distributed except for alternation, which has roughly twice as many word pairs as the other relations.

We compare the entailment vectors learned from the standard neural network model and from the set-theoretic model. We refer to these two as NN and ST. In addition, we also consider one baseline method, which train an SVM with RBF kernel on the word2vec embeddings of two words to predict their semantic relation.\footnote{We have also tried to use a standard neural network model instead of SVM on the word2vec embeddings, and the performance is 68.5\%, which is similar to using SVM.}

For all the methods, we take two thirds of \( L \) for training/validation and the remaining one third for testing. We repeat this three times and report the average accuracies. We tune the hyperparameters as follows: The dimensionality of the entailment vectors is chosen from \( \{25, 50, 100, 200\} \) and the learning rate from \( \{0.05, 0.1, 0.15\} \). We applied stochastic gradient descent with a mini-batch size of 5 for optimization.

We have also tried to use a standard neural network model instead of SVM on the word2vec embeddings, and the performance is 68.5\%, which is similar to using SVM.
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| Model       | SICK (ss) | SICK (ns) | SNLI (ss) | SNLI (ns) |
|-------------|-----------|-----------|-----------|-----------|
|             | Dev Test  | Dev Test  | Dev Test  | Dev Test  |
| w2v         | 84.2      | 84.1      | 85.4      | 81.8      |
| w2v+NN      | 84.4      | 85.1*     | 86.3      | 84.9**    |
| w2v+ST      | 84.6      | 85.4**    | 85.8      | 85.1**    |
| MLN-eclassif| -         | 85.1      | -         | -         |
| DAM         | -         | -         | -         | -         |
| CAFE        | -         | -         | -         | -         |

Table 3: (a) Results of direct evaluation on \(\mathcal{L}\). \(d\) is the optimal dimensionality of the entailment vectors (for NN and ST) or of the word embeddings (for word2vec) based on validation. SD stands for standard deviation. (b) Numbers of sentence pairs in the SICK and the SNLI datasets. (c) Textual entailment results on the two datasets by different methods. MLN-eclassif (Beltagy et al., 2016) and CAFE (Tay et al., 2018) represent the state of the art on the SICK and the SNLI datasets, respectively. DAM (Beltagy et al., 2016) is the original decomposable attention model. The numbers shown in the table are what was reported in these papers. ** and * indicate statistical significance \((p \leq 0.01)\) and \((p \leq 0.05)\) compared with \(w2v\) by McNemars test, respectively.

We show the results in terms of accuracy and F1 in Table 3a. We can observe the following from the table. (1) The entailment vectors give better accuracies for predicting the entailment relations compared with using word2vec embeddings. (2) Between the standard neural network model and our set-theoretic model, the set-theoretic model achieves better performance.

Levy et al. (2015) previously showed that for some models using word embedding vectors to identify hypernyms, the model is essentially memorizing “prototypical” hypernyms. In order to check whether this happens to our model, we create a special set of labeled word pairs in which we introduce some “confusing” word pairs. We use the following rule to generate these word pairs: If we know \((w_2, w_1)\), then we can infer that \((w_2, w_3)\), \(w_3\) is one in this set. We denote this dataset as confusion set (CS). The accuracy and F1 scores are shown in the last two columns of Table 3a, respectively. We can see that the entailment vectors learned using the standard neural network models perform very poorly on this special set, suggesting that the learned entailment vectors may be memorizing the prototypical hypernyms. Using word2vec embeddings performs poorly, too. However, entailment vectors learned from the set-theoretic model perform very well, suggesting that the set-theoretic model we proposed does not simply learn “prototypical” hypernyms.

### 3.2 Evaluation on Textual Entailment

In this section, we evaluate whether the learned entailment vectors can help RTE. Here the entailment vectors are trained using the entire set of labeled word pairs derived from WordNet as we have described in Section 2.3. We use the SICK dataset and SNLI dataset for this experiment.

Recall that we have earlier hypothesized that when there are many word pairs in the test data that are not found in the training data, external lexical entailment knowledge about these word pairs is especially important. In order to verify this hypothesis, we also construct a different split of the data. We use the following steps to build this split:

- For every sentence pair, find all possible matching word pairs that occur in the WordNet data. E.g., we extract \(\langle\text{someone, someone}\rangle\), \(\langle\text{stirring, stirring}\rangle\), \(\langle\text{chili, chili}\rangle\) and \(\langle\text{kettle, pot}\rangle\) from the sentence pair in Table 1.
- For every word pair, randomly assign all sentence pairs containing such word pair into either the
training set or the test set. This is to ensure that the test set contains word pairs that have not
appeared in the training data at all.

• Randomly split the training set into the final training set and a development set with a ratio of 9:1.

We denote the original split of the data as the “standard split” (ss) and the new split of the data as
the “non-overlap split” (ns). This results in two additional specific-split datasets. Table 3b shows the
numbers of sentence pairs of all the four datasets.

We compare the following settings of using entailment vectors in the decomposable attention model
for RTE:

• w2v: This is the original decomposable attention model for RTE without using the entailment
vectors. The word embeddings used are word2vec.
• w2v+NN: This setting uses the modified decomposable attention model with both word2vec word
embeddings and the entailment vectors learned from the standard neural network model.
• w2v+ST: This setting uses the modified decomposable attention model with both word2vec word
embeddings and the entailment vectors learned from the set-theoretic model.

The SICK dataset has a vocabulary of 2,331 words, 1,560 of which can be found in the WordNet
dataset. For the SNLI dataset, the vocabulary contains 32,497 words, of which only 3,599 appear in the
WordNet. During training, we experiment with 2-layer feed-forward neural networks with 200 neurons in
all sets. Learning rate is set to be 0.03 and batch size is 30. In order to better compare different models, we
use the McNemar test to test the statistical significance of the performance differences between different
models.

We show the experiment results in Table 3c. We have the following observations. (1) The result of our
baseline w2v on the standard split of the SNLI dataset is almost the same as the one reported by Parikh
et al. (2016). This shows that our baseline implement is as strong as the DAM model. (2) For the
standard split of the datasets, both w2v+NN and w2v+ST can outperform w2v, and w2v+ST’s accuracy
is significantly better than w2v. In particular, our model outperforms the state-of-the-art performance on
the SICK dataset. Even though the performance on SNLI is not better than the best result reported (Tay et
al., 2018), where extensive syntactic features were used, we still can outperform the basic model (Parikh
et al., 2016) by injecting WordNet knowledge into the model. (3) For the non-overlap split, especially on
the SICK dataset, using only word2vec, the RTE performance on the development set is quite high, but
when it comes to the test set, the performance drops drastically. This demonstrates that without observing
the necessary word pairs from the training set, it is hard to make the right predictions on the test set. In
contrast, using entailment vectors performs better in the non-overlap split setting. For the SNLI dataset,
the improvement is not so obvious. This may be because SNLI has a low percentage of words that can
be found in WordNet. (4) Comparing w2v+NN and w2v+ST, we can see that w2v+ST performs slightly
better than w2v+NN most of the time. This shows the advantage of our set-theoretic model for learning
the entailment vectors.

3.3 Further Analyses

We also conduct some further analyses on the results to better understand our method.

Analysis of the Set-Theoretic Model

Recall that for the set-theoretic model, the hidden vectors \( \mathbf{h} \) as defined in Eqn. (2) roughly correspond
to the four counters \( c_{p,q} \), and these counters are essential to how the set-theoretic model works. To see
whether the set-theoretic model indeed works as we have expected, we plot the values of \( \mathbf{h} \) for some
example word pairs. Figure 2a shows the \( \mathbf{h} \) vectors for four word pairs from WordNet with different
lexical entailment relations. Figure 2b shows the weights applied to \( \mathbf{h} \) as defined in Eqn. (1) to make
the final predictions of lexical entailment relations. We can see in Figure 2a that for the word pair
((child, juvenile), \( \sqsubseteq \)), it has a large value for the counter \( c_{0,1} \), and this counter has a positive weight
for relation \( \sqsubseteq \) in Figure 2b. On the other hand, for \( \sqsubset \), the counter \( c_{1,0} \) has a positive weight. Also, \( \sqsupseteq \)
needs positive weights for \( c_{1,0} \) and \( c_{0,1} \) while \( \equiv \) needs negative weights for them. All these match our
expectations from Table 2b.
Figure 2: (a) Visualization of the 4-dimensional $h$ for four types of relations with the corresponding word pairs labeled on the left and the meaning of the 4 dimensions labeled at the bottom. (b) Visualization of the weights applied to $h$ with the corresponding relations labeled on the left and the meanings of the 4 dimensions labeled at the bottom.

### Table 4: Evaluations of concrete concepts and abstract concepts on SICK(ns) data.

|          | w2v   | w2v+ST(concrete) | w2v+ST(abstract) | w2v+ST |
|----------|-------|------------------|-----------------|--------|
| SICK(ns) | 81.8% | 84.4%            | 84.0%           | 85.1%  |

**Analysis of Concrete and Abstract concepts**

In Section 2.1, we show that our entailment vectors are mainly inspired by the set-theoretic definitions of basic semantic relations. Intuitively they work mostly for nouns presenting concrete concepts such as “animal” and “dog.” It would be interesting to see how well they work for abstract nouns such as “idea” and “proposal.” In order to check this, we conduct the following analysis.

We make use of an existing dataset\(^3\) that contains concreteness ratings for 40,000 common English lemmas, collected using Amazon Mechanical Turk (Brysbaert et al., 2014). The ratings are from 0 to 5. We select words with scores 4.5 and higher to form our concrete concept list and words with scores 2.5 and lower to form another abstract concept list. This results in 596 concrete words and 250 abstract words. We then re-run the textual entailment experiments on the SICK data with the “non-overlap split” (ns). But instead of incorporating the entailment vectors of all words found in $L$, we try two new settings, where we incorporate only the entailment vectors of the words found in the concrete word list or the abstract word list. We use entailment vectors learned from the set-theoretic model. We refer to these two new settings as w2v+ST(concrete) and w2v+ST(abstract). We show the performance in terms of accuracy in Table 4. For comparison, we also show w2v, which is our baseline that does not use any entailment vectors, and w2v+ST, which uses entailment vectors of all words. As we can see from the table, incorporating entailment vectors of concrete words works slightly better than of abstract words, but both settings perform better than the baseline w2v. This shows that even for abstract concepts, our model is still able to capture lexical-level entailment knowledge and incorporate such knowledge into the textual entailment model. Overall, incorporating entailment vectors of all words still works the best.

**Case Studies**

In Table 5 we show some successful as well as erroneous RTE predictions made by our method using the entailment vectors trained by the set-theoretic model. In the first example, since the words *kettle* and *pot* never co-occur in the training set, using only word2vec embeddings makes a wrong prediction. But injecting the entailment vectors trained using the set-theoretic model from the WordNet labeled word pairs, the knowledge that *kettle* entails *pot* is brought into the model, and therefore the w2v+ST method can correctly make a prediction. We can see that the w2v+NN method could not inject such knowledge either. The same thing happens in the next example, where WordNet provides the knowledge $((\text{inside, outside}),)$, which is never learned from the training set.

We also provide two negative examples where w2v+ST makes wrong predictions. In the third example, the knowledge $((\text{lawn, field}), \sqsupset)$ provided by WordNet is not applicable, because here *lawn* and *field* are

---

\(^3\)Available at [http://crr.ugent.be/archives/1330](http://crr.ugent.be/archives/1330)
considered to be different. The last example shows that for paraphrases not at the lexical level, our entailment vectors cannot help.

4 Related Work

Lexical entailment: Our work is related to recognizing lexical entailment. Many existing methods for lexical entailment are based on the distributional inclusion hypothesis and leverage co-occurrence information of words from a large corpus (Weeds et al., 2004; Geffet and Dagan, 2005; Kotlerman et al., 2010; Bernardi et al., 2012). In contrast, our work uses labeled word pairs derived from WordNet to learn entailment vectors to encode the lexical entailment relations. The semantic relations we consider are also designed specifically for natural language inference.

Word embeddings: Recently, neural-network-based approaches have been developed to learn vector representations of words (Mikolov et al., 2013; Pennington et al., 2014). These word embeddings are trained from an unlabeled large corpus and for general usage. In contrast, our entailment word vectors are not meant to be used as general-purpose word embeddings. They are designed specifically for incorporating external knowledge from WordNet into neural network models for RTE. Although there has been some work attempting to inject external lexical knowledge into word embeddings (Faruqui et al., 2015; Chen et al., 2015), they have not investigated the usage of these enhanced word embeddings for RTE.

Textual entailment with lexical knowledge: Many studies have attempted to inject lexical knowledge into the RTE task. Balkir et al. (2015) proposed compositional distributional models to extend representations from words to sentences. By mapping from a premise to a hypothesis by dependency trees or proposition extraction and then comparing lexical entailment between nodes or words, Herrera et al. (2005) and Ofoghi and Yearwood (2009) tried to solve RTE via WordNet. Beltagy et al. (2013), Beltagy et al. (2016) and Martinez-Gomez et al. (2017) first changed sentences to logical forms and then leveraged logic inference engines combined with lexical entailment axioms to make entailment judgments. But we are not aware of any work on how to apply lexical knowledge to textual entailment based on neural networks.

5 Conclusions

In this paper, we propose to learn entailment vectors that encode lexical entailment knowledge from WordNet. We incorporate such entailment vectors into a decomposable attention model for RTE. Our empirical evaluation shows that the entailment vectors can indeed improve the performance of RTE when evaluated on the SICK and the SNLI datasets. In the future, we plan to study how to automatically obtain more training data for learning entailment vectors and how to encode phrase-level entailment relations in such entailment vectors. Our data and code have been made publicly available.4
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