A NB-IoT based intelligent combiner box for PV arrays integrated with short-term power prediction using extreme learning machine and similar days
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Abstract. The grid-connected photovoltaic (PV) power stations are instability and volatility due to meteorological factors. A way to improve this problem is PV power forecasting. This paper proposed an improved short-term PV power prediction model that combines an extreme learning machine (ELM) neural network and similar day method. Firstly, a narrow-band Internet of Things (NB-IoT) intelligent combiner box data monitoring system is designed to collect multivariate meteorological factors and original PV output power datasets in different seasons. Secondly, the corresponding training set is selected according to the season type of the forecast day, and the Euclidean distance (ED) between the training set and the forecasting day is calculated, and the M-day with a small Euclidean distance is selected. Then, the N-day similar day data is divided among the M days as the new training set input, and the P-day optimal similar day data and the multivariate meteorological of the prediction day are divided as test set inputs. Finally, the ELM neural network prediction model is used to predict the output power of the predicted day. The experimental results show that the proposed method has the highest prediction accuracy in contrast to other two prediction models.

1. Introduction

With the increasing pollution of environmental pollution and fossil energy, the installed capacity of PV power generation has developed rapidly in recent years. However, the instability of meteorological factors leads to the strong intermittence, fluctuation and variability in the power output of PV power generation, which may lead to an increase in the cost of photovoltaic operation and maintenance. In order to improve this problem, many PV output power prediction methods are proposed [1], including long-term prediction and short-term prediction [2-3]. The long-term prediction is based on the historical data recorded by photovoltaic power stations and numerical weather prediction (NWP), and the prediction results are obtained by regression statistics. Instead, the short-term prediction has become the focus on research in recent years by combining machine learning technology. Wang et al. [4] combined the convolutional neural networks (CNN) with weather classification model to realize short-term prediction of photovoltaic power generation. Similarly, the literature [5] used a multilayer perceptron combined with an artificial neural network (ANN) for short-term power prediction. Shi et al. [6] used the Support Vector Machine (SVM) and weather classification to predict PV output power. Similarly, the literature [7] used the K-Nearest Neighbour (KNN) algorithm and similar day method to achieve short-term prediction of photovoltaic power. The CNN and the ANN prediction models have good prediction effects. The CNN prediction model needs a large number of training samples and parameter adjustments. Instead, the ANN prediction models require a large number of artificial neural
network parameters. Although the proposed SVM prediction model has better prediction performance than the traditional ANN model, it is insensitive to the missing data. KNN is a lazy learning algorithm.

In this study, a novel NB-IoT intelligent combiner box data monitoring system is designed to collect multivariable meteorological factors and the original PV output power datasets, and then an improved ELM neural network prediction model combined with similar day method is proposed for predicting the PV output power. Firstly, Correlation analysis is performed on the collected data to determine the correlation coefficient ($R^2$) between multivariable meteorological factors and PV output power. Secondly, the collected data sets are divided into different seasonal types (spring, summer, autumn, winter). The Euclidean distance between the characteristic parameters of training sets and the predicted day is calculated according to the type of predicted day and season, and the M-day with smaller Euclidean distance is selected. Then, the data onto the N-day similar day and the P-day optimal similar day is divided. Finally, the predicted output power of each day of each season is predicted by the ELM neural network forecasting model. Through the comparison of different prediction model training results, it is verified that the ELM neural network prediction model has higher training performance.

The structure of this paper is organized as follows: Section 2 describes the NB-IoT intelligent combiner box data monitoring system; Section 3 describes the data set selection and analysis processing, and illustrates the correlation between collected meteorological data and PV output power; Sections 4 introduce improved similar days combined with ELM neural network prediction models; experimental results and analysis are drawn in Section 5.

2. Data monitoring system

![Diagram of data monitoring system]

The schematic diagram of the data monitoring system is shown in Figure 1. The data monitoring system is mainly composed of a meteorological data acquisition system, a NB-IoT combiner box system, a message queue telemetry transmission (MQTT) server and an Android App client. The meteorological data acquisition system is capable of monitoring PV output power, air temperature and relative humidity, global horizontal radiation and diffuse horizontal radiation. The system transmits
data onto the LoRa module through the wireless transparent transmission. Then, the LoRa module sends the acquired data onto the NB-IoT combiner box, and the combiner boxes summarize and encode the data and uploads it to the MQTT cloud server. The MQTT server can implement data transmission and reception in a million-level message queue service. Local customers have direct access to local data, while mobile client users can remotely receive the multivariate meteorological data and the original PV output powers data onto the PV power system by connecting to the Internet. The physical map is shown in Figure 2.

3. Data set selection and analysis processing
The data set collects multivariate meteorological data for different seasons of PV arrays in a university in Fuzhou in 2017 and 2018. The data monitoring system can continue to collect multivariate meteorological data in the absence of sunlight on rainy days and nights, but the output power of PV power generation is small. Therefore, meteorological data and PV output power data during the daytime from 8:00 am to 16:00 pm in different seasons were selected, and one sampling point was selected as the data set for PV power prediction within 5 minutes.

In order to study the relationship between multivariate meteorological data and PV output power, this paper uses $R^2$ to analyze the correlation between them. The definition of $R^2$ is shown in Eq. (1) [8]:

$$R^2 = \frac{N \sum_{i=1}^{N} (X_{i}Y_{i} - \sum_{i=1}^{N} X_{i} \sum_{i=1}^{N} Y_{i})^2}{\sqrt{N \sum_{i=1}^{N} X_{i}^2 - (\sum_{i=1}^{N} X_{i})^2} \sqrt{N \sum_{i=1}^{N} Y_{i}^2 - (\sum_{i=1}^{N} Y_{i})^2}}$$

Where X and Y are multivariate meteorological factors and PV output power respectively. N is the sampling point numbers.

The $R^2$ results from multivariate meteorological data and PV output power are shown in Table 1. The higher the $R^2$ value, the greater the influence of the meteorological factors on the PV output power. The result indicated that global horizontal radiation, diffuse horizontal radiation and air temperature are positively correlated with PV output power. Therefore, solar irradiance and temperature will serve as important predictive model input variables due to their high positive $R^2$. The relative humidity is negatively correlated with PV output power. For the spring and autumn rainy season, relative humidity is one of the important factors affecting PV output power.

| Meteorological factors | Global horizontal Radiation | Diffuse horizontal Radiation | Air Temperature | Relative Humidity |
|------------------------|-----------------------------|-----------------------------|-----------------|-------------------|
| $R^2$                  | 0.9979                      | 0.9356                      | 0.6370          | -0.4670           |

4. Improved prediction model
The proposed PV power generation prediction model is based on an improved similar day method combined with an ELM neural network to predict the PV output power of a certain day in different
seasons. Firstly, the characteristic parameters that have a large influence on the PV output power are extracted according to the $R^2$. Then, according to the season type of the forecast day, the feature parameter data set of the corresponding season is selected, and the training set and the test set of the prediction model are divided according to the size of the Euclidean distance. Finally, we train meteorological data onto the ELM neural network prediction models to obtain the PV output power of the predicted day. The implementation process of the ELM prediction model is shown in Figure 3.

### 4.1. Improved similarity day method

The similar day method is to search for historical days similar to the forecasting day type, mainly including various characteristic parameters similar to the forecasting day [9]. In this study, there are mainly four-parameter indicators, including global horizontal radiation, diffuse horizontal radiation, air temperature and relative humidity. For the selection of characteristic parameters in different seasons, the main influencing factor of the spring and autumn rainy season is relative humidity. For the summer and winter seasons, the main characteristic parameters are air temperature and solar irradiance. This is also the basis of the selection of similar methods of this study. The specific method is as follows:

1. Step 1: The Euclidean distance between the feature parameter of the prediction day and the feature parameter of the training data set is calculated according to the season category. The Euclidean distance formula is defined as follows:

   \[ d = \sqrt{\sum_{i=1}^{n} (X_{ij} - X_{ij})^2} \]  

   Where $d$ is the Euclidean distance. $X_i$ and $X_j$ are the two characteristic parameter sequences.

2. Step 2: The first M-days of the smallest Euclidean distance in the training datasets were selected.
Step 3: From the M-day data, the N-day similar day is selected as the new training datasets, and the P-day optimal similar day is selected as the input of the test datasets.

4.2. ELM neural network prediction model
The ELM algorithm is proposed to the shortcomings of the single-hidden layer feedforward neural network (SLFN) algorithm. It mainly consists of an input layer, a hidden layer and an output layer [10]. The ELM neural network structures are shown in Figure 4. The ELM neural network has the characteristics of fast learning efficiency and good generalization performance. Compared with the traditional backpropagation neural network (BPNN), it is not necessary to continuously adjust the weights and thresholds, which can be set randomly. In view of the advantages of ELM, ELM was chosen as the forecasting model in this paper. The specific solution flow is as follows:

Step 1: The number of hidden layer neurons is determined, and the connection weight \( \omega \) between the deviation of the input layer hidden layer and the hidden layer neuron \( b \) is randomly set.

Step 2: The activation function of the hidden layer neurons is selected to calculate the hidden layer output matrix \( H \). The output function of ELM is shown in Eq. (3).

\[
T_j(x) = \sum_{i=1}^{\ell} \beta_i g(\omega_i \cdot x + b) = \sum_{i=1}^{\ell} \beta_i h_i(x)
\]

(3)

Where \( \beta_i \) is the weight vector of the \( i^{th} \) output node. \( h_i(x) \) is the output of the \( i^{th} \) hidden node.

\[
H = \begin{pmatrix}
g(\omega_{a_1} \cdot x_1 + b_i) & \cdots & g(\omega_{a_n} \cdot x_1 + b_i) \\
\vdots & \ddots & \vdots \\
g(\omega_{a_1} \cdot x_0 + b_i) & \cdots & g(\omega_{a_n} \cdot x_0 + b_i)
\end{pmatrix}
\]

(4)

Step 3: The connection weight \( \beta \) is solved by the least-squares solution to obtain the minimum output power error, and calculate the output layer weight \( \hat{\beta} : \hat{\beta} = H^T \).

5. Experiments and result analysis
In this study, in order to accurately evaluate the performance of the proposed prediction model for PV power prediction, including the standard deviation (\( \sigma \)), the root means square error (RMSE) and \( R^2 \) was used as evaluation criteria. \( R^2 \) is shown in Eq. (1). The equations for \( \sigma \) and RMSE are as follows [11].

\[
\sigma = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu)^2}
\]

(6)

Where \( N \) is the number of samples. \( x_i \) represents the individual. \( \mu \) is the average.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (f_i - \hat{f}_i)^2}
\]

(7)

Where \( f_i \) and \( \hat{f}_i \) are the real and predicted PV output power at i hour. \( N \) is the sample point numbers.
The datasets for this study used multivariate meteorological data and original PV output power collected by the data monitoring system from June 2018 to May 2019. In order to better verify the superiority over the ELM prediction model, the sample data for 4 days per season is selected respectively, including July 25, 2018 (summer), September 14, 2018 (autumn), December 29, 2018 (winter), and April 10, 2019 (spring). The forecasting PV power values and real PV power values are provided from 8:00 am to 16:00 pm every day with 1-hour time interval. The forecast result is shown in Figure 5. It is clearly shown that all prediction models can achieve fairly good prediction accuracy, especially the power predicted by the improved ELM prediction model is better than the traditional BPNN and GRNN neural network prediction model. For the spring and autumn rainy seasons and low winter temperatures, the improved ELM prediction model can better predict the output power of each season.

![Figure 5. Comparison of forecasting and measured power per hour in different seasons.](image)

### Table 2. Comparison of $R^2$ and RMSE results.

| Models | Index | Spring | Summer | Autumn | Winter | Average | $\sigma$ |
|--------|-------|--------|--------|--------|--------|---------|---------|
| ELM    | RMSE  | 0.06950 | 0.05159 | 0.07443 | 0.06998 | 0.06638 | 0.01010 |
| BPNN   | RMSE  | 0.09487 | 0.06054 | 0.08979 | 0.09407 | 0.08482 | 0.01634 |
| GRNN   | RMSE  | 0.12487 | 0.08309 | 0.12958 | 0.08405 | 0.10540 | 0.02528 |
| ELM    | $R^2$ | 0.99264 | 0.99829 | 0.99647 | 0.99787 | 0.99632 | 0.00257 |
| BPNN   | $R^2$ | 0.99349 | 0.99545 | 0.99464 | 0.98771 | 0.99282 | 0.00350 |
| GRNN   | $R^2$ | 0.98652 | 0.99465 | 0.99291 | 0.99554 | 0.99241 | 0.00407 |

The $R^2$ and RMSE results for each prediction model are shown in Table 2. From table 2, it can clearly see that the average RMSE of the improved ELM prediction model is 0.06638, which is the smallest compared to the BPNN and GRNN prediction models. For the prediction of four different seasons, the improved ELM prediction model shows better prediction superiority than the other two prediction models. The RMSE mean values of the proposed prediction model is 21.74% and 39.02% higher than the other two prediction models, respectively.

Furthermore, the degree of correlation between the predicted power curve and the real power curve is also an important indicator to measure the prediction effects. It can be seen from Table 2 that the $R^2$ average of the improved ELM prediction model reaches 0.99632, which is the most relevant among all
prediction models, indicating the improved ELM prediction model works best. The standard deviations from RMSE and $R^2$ for the improved ELM prediction model are 0.01010 and 0.00257, respectively, which is the smallest of all prediction models. Therefore, the error of the ELM prediction model proposed to this paper is very small, which can meet the accuracy requirements for prediction.

6. Conclusions
In this paper, a new NB-IoT intelligent combiner boxes data monitoring system is designed to collect multivariate meteorological data and PV output power data in real-time, based on which a novel ELM based short-term power prediction model is proposed to perform accurate power prediction for grid stability. The experimental results demonstrate that in contrast to the two other common prediction models based on BPNN and GRNN, the proposed improved ELM power prediction model achieves the highest prediction accuracy.
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