MULTI-CRITERIONAL CHOICE OF AN ALTERNATIVE UNDER THE RULES OF FUZZY PRODUCTS WITH SOME RELIABILITY DEGREE
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Abstract

One of the main problems of decision-making tasks is the need to take into account subjective expert assessments, the complete consistency of which is rare, and the choice of the best alternative. The complexity of the connections between the many-sided aspects of the decision-making situation and the lack of an accurate forecast of the consequences leads to the fact that when assessing and choosing alternatives, it is possible, and often necessary, to use and process qualitatively fuzzy estimates. In decision-making situations, when at least one of the elements (outcomes, criteria, preferences, expert opinions, etc.) is described qualitatively, indistinctly, there are problems of multi-criteria decision-making with fuzzy initial information.

Let’s consider the solution to the problem of multi-criteria choice based on the rules of fuzzy conditional inference, which have the form of fuzzy statements, the conditions and conclusions of which, along with expert assessments of the criteria, are presented in the form of interval fuzzy numbers of the second type (IT2FN). The convolution of private implications in each statement is made according to Lukasiewicz’s rule. To reduce the type and defuzzify the resulting IT2FN, the Karrnik-Mendel algorithm was used to construct the minimum and maximum centroids of nested fuzzy sets of the first type, which give an estimate of the utility interval for each alternative. To refine the obtained utility estimates, under conditions of incomplete definiteness of statements, using the generalized Bayesian inference mechanism, adjusted estimates of the utility intervals of alternatives are constructed. By comparing these intervals, a larger interval is determined and the corresponding alternative is taken as a solution to the problem under consideration.

The application of the proposed approach to solving the problem of multicriteria selection of the most corroded section of a gas pipeline with ambiguous expert opinions is shown. To date, specific practical and theoretical results have been obtained for decision-making problems with fuzzy initial information.
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1. Introduction

The solution of problems of multicriteria choice in conditions of uncertainty of the correspondence of alternatives to the requirements of criteria can be made, in particular, using the rules of fuzzy conditional inference, in the form of the so-called fuzzy production rules (FPR) [1–3].

In this case, the basis of the decision support system is the knowledge base formed by a set of rules of the type «if <condition>, then <conclusion>». In this case, the conditional part and the conclusion are fuzzy statements that are formalized by fuzzy sets, while the construction of the FPR is carried out in an expert way.
In the general case, the search for the best solution from the set of feasible ones consists in processing a certain set of FPRs describing the situation. Following [4, 5], let’s assume that $U$ is the set of alternatives $u_j$, $j=1, \ldots, N$; $X$ is the set of criteria $X_t$, $t=1, \ldots, q$ and $E$ is the set of rules (statements) $d_{k}$, $k=1, \ldots, p$. Moreover, it is assumed that $X_t$ is a linguistic variable with terms $X_{t,1}, t=1, \ldots, v_t$ on the base set $U_t \subseteq U$ and, in addition, the criterion $X_t$ corresponds to the fuzzy set:

$$X_t = x_{t1}/u_1 + x_{t2}/u_2 + \ldots + x_{tN}/u_N,$$

where the numbers $x_{tj} \in [0, 1]$, $j=1, \ldots, N$ characterize the degree of satisfaction of the criterion $X_t$ of the alternative $u_j$ and are determined by an expert.

In general, the statement $d_{k}$ has the form $d_{k}: \text{if } X_{t1}=A_{1k} \text{ and } X_{t2}=A_{2k} \text{ and } X_{tq}=A_{qk}$, then $Y=B_{k}$, and the $t$-th part of the condition $X_{t1}=A_{1k}$ can consist of $m_{tk}$ subconditions $X_{t1}=A_{1k1}$ or $A_{1k2}$ or ... $A_{1km_{tk}}$. Then, writing $d_{k}$ in the form $d_{k}: \text{if } X_{t1}=A_{1k} \text{ then } Y=B_{k}$, and denoting the degree of truth of the subconditions with the $A_{tk,m_{tk}}(m_{tk}=1, \ldots, m_{tk})$ by $\mu_{tk,m_{tk}}$, let's obtain:

$$\mu_{tk}(v) = \min_{\ell} \{ \max_{m_{tk}} \mu_{tk,m_{tk}}(u_{\ell}) \}, \quad v \in V = U_1 \times U_2 \times \ldots \times U_q.$$

Here $X=X_{t1} \times X_{t2} \times \ldots \times X_{tq}$ ($\times$ is the sign of the Cartesian product), $A_{tk,m_{tk}} \in T_{tl}$ ($T_l$ is the set of terms of the linguistic variable (LV) $X_{tl}=A_{1l1} \cup \ldots \cup A_{1l2} \cup \ldots \cup A_{1lq}$); $A_{lk,m_{tk}}=A_{lk1} \cup A_{lk2} \cup \ldots \cup A_{lk,m_{tk}}$ is the union of some union $m_{tk}=m_{tk}$ of terms from $T_l$.

$Y$ is a linguistic variable characterizing the idea of the decision maker (DM) about the satisfactory (acceptability) of a set of several criteria with the corresponding values and having the terms $Y_{t1}, t=1, \ldots, v_t$; $B_{k}$ is one of the terms.

Assuming that $X_{tl}$, $X_{tl}(t=1, \ldots, v_t$, $l=1, \ldots, q$ and $Y_t (t=1, \ldots, v_t)$ are fuzzy sets of the first type (T1FS), the multicriteria alternative choice method was developed in [4, 5]. The numerical implementation of this method is shown in [3] using the example of the problem of selecting candidates for a vacant position at the faculty of the institute.

In multi-criteria tasks related to technical, environmental, medical and other types of risks, the main goal is to identify various emergencies. To solve this problem, systematic monitoring surveys of the state of controlled objects are carried out, as a result of which some rules and patterns of abnormal behavior leading to a particular emergency situation are developed. These rules are formulated in the form of statements, the conditions of which include a set of criteria values (symptom complex), and in the conclusions, the degree of confidence in the diagnosed situation. On the basis of the obtained knowledge base, the rules of fuzzy products with linguistic input and output variables are constructed. Further, using the fuzzy inference algorithm (FID), the degree of confidence in the diagnosis is calculated as a numerical coefficient as a result of defuzzification of the corresponding fuzzy inference. This approach with the use of the fuzzy inference algorithm [6] in [7] solved one of the main tasks to ensure the reliability of the gas pipeline operation. The numerical procedure for implementing the algorithm, detailed in [7], can serve as the basis for the mathematical support of the diagnostic decision support system using fuzzy logic.

A generalization of the method [4, 5] to the case of specifying the initial information in the form of interval fuzzy sets of the second type (IT2FS) was obtained in [8, 9] with a numerical implementation.

It should be noted that the general decision support system based on the interval fuzzy sets of the second type (IT2FS) introduced by Zadeh [10] using the fuzzy inference algorithm and containing inputs, m outputs and $N$ rules of fuzzy productions is considered in [11–16]. The lower and upper utility estimates $\gamma_j$ and $\bar{\gamma}_j$ obtained in these works for the $j$-th output linguistic variable (LV), only allow to judge the degree of acceptability of the entire system. At the same time, the acceptability of each constituent element of the system remains uncertain, since the problem of choosing the most acceptable alternative (system element) has not been solved.

The most general approach to the problem of multicriteria choice, using the technique of ordering solutions by similarity to the ideal solution, was proposed in [17–19]. This approach uses fuzzy networks and aggregation of production rules and is applied, in particular, in the case of
specifying the initial information in the form of IT2FN, but requires much more computational operations compared to the method described in [4, 5].

Both in [3–5, 8, 9] and in [11–19], the problem of multicriteria choice of an alternative was actually solved provided that all statements were fully confirmed. In this paper, we have developed a method for solving the problem of multicriteria choice when specifying the initial information in the form of IT2FN and interval estimates of the factors of certainty of statements. In this case, the estimates of the utility intervals of the alternatives obtained as a result of the application of the Karnik-Mendel algorithm [20] are corrected using the generalized interval Bayesian inference mechanism [21, 22]. By comparing the intervals obtained by the method [23], the largest interval is found.

2. Methods of research

2.1. Multi-criteria choice of an alternative based on reliable rules of fuzzy productions

Let’s consider the method of multicriteria choice of alternatives described in [4, 5] based on the compositional rule of aggregation of expert assessments of the degrees of satisfaction of criteria by alternatives with reliable information about the preferences of the decision maker (DM), given in the form of fuzzy judgments.

Let the set of solutions be characterized by a set of criteria \( X_1, X_2, \ldots, X_q \), which are linguistic variables on the base sets \( U_1, U_2, \ldots, U_q \), where \( U_l \subseteq U=(u_1, \ldots, u_0) \) \( l=1, \ldots, q \); \( U_j=1, \ldots, N \) – alternatives. Let \( T_l \) denote the set of terms \( X_{ref}^{l}(v=1, \ldots, V_l) \) of the linguistic variable \( X_l \), i.e. \( X_{ref}^{l}=x_{1,l}^{l}+x_{2,l}^{l}+x_{3,l}^{l}+\ldots+x_{V_l}^{l} \). The derivation of each statement \( d_k \) \((k=1, \ldots, p)\) with the output linguistic variable \( Y \), defined by the set \( T_0 \) of terms \( Y_j \) \((j=1, \ldots, V_0)\), characterizes the decision maker’s idea of the satisfaction (acceptability) of the set of several criteria included in the statement condition with some fixed values of their terms corresponding to this statement.

In the general case, the statement (fuzzy production rule (FPR)) \( d_k \) has the form:

\[
d_k: \text{if } X_1=A_{k,1} \text{ and } X_2=A_{k,2} \text{ and } \ldots \text{ and } X_q=A_{k,q}, \text{ then } Y=B_k,
\]

where \( A_{k,l} \) is one of the terms \( X_{ref}^{l} \), \( l=1, \ldots, q \).

Let’s denote the intersection \( X_1=A_{k,1}\cap X_2=A_{k,2}\cap \ldots \cap X_q=A_{k,q} \) by \( X=A_{k} \), then rule (1) can be written as a fuzzy implication:

\[
d_k: \text{if } X=A_{k}, \text{ then } Y=B_k.
\]

In this case \( A_k=A_{k,1}\cap A_{k,2}\cap \ldots \cap A_{k,q}, B_k \in [0, 1] \):

\[
\mu_{A_k}(v) = \min(\mu_{A_{k,1}}(u_1), \mu_{A_{k,2}}(u_2), \ldots, \mu_{A_{k,q}}(u_q)), v = V,
\]

where \( V=U_1\times U_2\times \ldots \times U_q \); \( v=(u_1, u_2, \ldots, u_q) \).

Let’s denote the base set \( U \) or \( V \) by \( W \). Then \( A_k \) is a fuzzy subset in \( W \), and \( B_k \) is a fuzzy subset in \( [0, 1] \). In the calculations, the set \( [0, 1] \) is discretized into the set \( I=\{0, 0.1, 0.2, \ldots, 1\} \).

The implication of fuzzy sets (2) in the sense of Lukasiewicz is expressed as follows:

\[
\mu_{H_k}(w, i) = \min(1, (1 - \mu_{A_k}(w) + \mu_{B_k}(i))).
\]

where \( H_k \) is a fuzzy subset on \( W \times I, w \in W, i \in I \).

The intersection of the sets \( H_k \) gives a functional solution \( D=H_1\cap H_2\cap \ldots \cap H_p \), so for each \((w, i) \in W \times I \):

\[
\mu_{D}(w, i) = \min_{\delta=1, \ldots, p}(\mu_{H_\delta}(w, i)),
\]

where \( p \) is the total number of statements and each row in matrix \( D \) is T1FS in \( W \times I \).
Let alternative $j$ be described by a fuzzy subset $U_j$ in $W$. Satisfaction of the alternative $u_j$ is based on the compositional rule of fuzzy inference:

$$E_j = U_j \circ D,$$

(6)

where $E_j$ is a fuzzy subset defined on $I$. Then:

$$\mu_{E_j}(i) = \max_{w \in W} \left( \min \left( \mu_{U_j}(w), \mu_D(w, i) \right) \right).$$

(7)

If each $U_j$ consists of only one element, i.e. $U_j = \{u_j\}$, then $U_j$ is a singleton, and (7) takes the form:

$$\mu_{E_j} = \mu_D(U_j, i).$$

(8)

In other words, $E_j$ is the $j$-th row in the $N \times 11$ matrix $D$, since the discrete set $I = \{0, 0.1, 0.2, \ldots, 1\}$ consists of 11 elements.

Obviously, for interval estimates $(a^{l,j}_b^{l,j})$ degrees of satisfaction of criteria $X_\ell$ by alternatives $u_j (j = 1, \ldots, N)$, each of $X_\ell$ is a linguistic variable with terms $X_\ell^{l,v}$, represented by IT2FN. This means that each term $X_\ell^{l,v}$ corresponds to two fuzzy sets of type 1 (T1FS): 

$$X_\ell^{l,v} = x_\ell^{l,v} + \ldots + x_{N,N}^{l,v},$$

and if:

$$A_k^{l,v} = X_\ell^{l,v}, \quad v_k \in (1, \ldots, v^l),$$

then $\mu_{A_k^{l,v}}(u_j) = X_{j,N}^{l,v}$ and $\bar{\mu}_{A_k^{l,v}}(u_j) = \bar{X}_{j,N}^{l,v}$.

In interval estimates of the degrees of satisfaction of the criteria $X_\ell$ alternatives $u_j (j = 1, \ldots, N)$, the $LV$ terms $X_\ell$ and, therefore, the sets $A_k$ in the FPR $d_k (k = 1, \ldots, p)$ become IT2FN. In this case, in formulas (4), (5) TIFS $A_k$ and $B_k$ are replaced by IT2FN $\tilde{A}_k$ and $\bar{B}_k$, and the functional solution $D$ for each fixed $u \in U$ is IT2FN, which composition with the singleton $U_j = \{u_j\}$ is IT2FN, which characterizes satisfactory alternative $j$. This set corresponds to the maximum ($\tilde{E_j}$) and minimum ($\bar{E_j}$) fuzzy sets of the first type obtained by the composition $U_j$ with the fuzzy sets of the first type $D$ and $\tilde{D}$, respectively:

$$\tilde{D} = \tilde{H}_1 \cap \tilde{H}_2 \cap \ldots \cap \tilde{H}_p,$$

and $D = H_1 \cap H_2 \cap \ldots \cap H_p$, where $H_k$ and $\tilde{H}_k$ are obtained by implication (4) with $A_k$, $B_k$ replaced by $\tilde{A}_k$, $\bar{B}_k$, respectively. TIFS $\tilde{E_j}$ and $D$ are replaced by $\tilde{E_j}$ and $\tilde{D}$, respectively. Moreover, $\tilde{E_j}$ is the $j$-th row in the $(N \times 11)$ matrix $\tilde{D}$.

Thus, we obtain a generalization of the method [4, 5] for solving the multicriteria problem of choosing alternatives to the case of specifying the input variables $X_\ell$ ($\ell = 1, \ldots, q$) and the output variable $Y$ by interval fuzzy numbers of the second type.
Defuzzification of each IT2FN $\tilde{E}_j$ is done using a centroid. In this case, the boundaries of the interval $[y_1, y_2]$ are calculated using the iterative Karrnik-Mendel algorithm or using the approximation formula for the center $\varepsilon$ and the length $J$ corresponding to IT2FS [11]. As a result of this [20], let’s find, $y_i = \varepsilon - J, y_i = \varepsilon + J$, where:

$$
\varepsilon = \frac{\sum_{i=1}^{N} h_i x_i}{\sum_{i=1}^{N} h_i}, \quad J = \frac{\sum_{i=1}^{N} |x_i - \varepsilon|}{N} = 0.1 - i, \quad i = 0, 1, \ldots, N, \quad N = 10.
$$

Comparison of intervals $(y^{(j)}_i, y^{(j)}_i)$ ($j = 1, \ldots, N$) is performed by one of the well-known methods for comparing clear intervals. As proved in [23], the largest of the intervals in the set of intervals $(y^{(j)}_1, y^{(j)}_i)$ ($j = 1, \ldots, N$) is the interval with the largest center $y^{(j)} = (y^{(j)}_1 + y^{(j)}_i)/2$. Let this be the interval corresponding to the number $j=j^\star$. Then the alternative $u_{j^\star}$ is a solution to the problem of multicriteria choice of an alternative formed at the beginning of Section 2 with the most acceptable estimate of the best acceptability interval $(y^{(j^\star)}_1, y^{(j^\star)}_i)$.

### 2.2. Application of generalized interval Bayesian inference mechanisms to the problem of multicriteria choice of an alternative

In the previous section, the problem of multicriteria choice of an alternative was considered in the case of specifying the initial information both by fuzzy sets of the first type (TIFS) and by interval fuzzy numbers of the second type (IT2FS). In both cases, the rules for fuzzy productions were assumed to be reliable. However, expert opinions, on the basis of which these rules are developed, are somehow extrapolated and must take into account the possible impact of changes in the external environment and market characteristics. Therefore, usually in expert judgments $d_k$, there is a certain factor of certainty of statements (evidence) $v(d_k)\leq 1$, which requires correcting the degrees of reliability of the hypotheses $u_i = u_{j^\star}$ obtained earlier under the assumption that $v(d_k) = 1$, i.e., under the condition that the statements $d_k$ are categorical.

For this purpose, the work proposes to use interval Bayesian inference mechanisms [21, 22].

The problem of multicriteria choice of an alternative based on fuzzy logical inference with given factors of certainty of statements $v(d_k)\leq 1$ is solved in 2 stages. At the first stage, assuming $v(d_k) = 1$ for all $k = 1, \ldots, p$, the problem of multicriteria choice of an alternative is solved by the above method. At the second stage, the obtained interval estimates $(y^{(j^\star)}_1, y^{(j^\star)}_i)$ of the adequacy (acceptability) of the hypothesis $u_i$ are corrected using interval Bayesian inference mechanisms.

The main idea of the Bayesian approach is the sequential use of Bayes’ theorem to calculate a posteriori estimates of the probabilities of hypotheses, taking into account a certain set of associated evidence (judgments). In this case, the a posteriori estimates of the probabilities obtained at the previous step act as a priori at the next one.

Let the connection between hypotheses $H = \{h_1\}^{N}$ and evidence $E = \{e_1\}^{M}$ be expressed using production rules of the form “if $e$, then $h$”. Each of them is associated with the value of the function $\delta: V \rightarrow R^k$ (the strength of the rule) defined on the set $V \subseteq E \times H$ of all pairs of interrelated evidence and hypotheses as follows: $\delta(e, h) = (P(e/h), \overline{P}(e/h))$. Here $\overline{h}$ is the negation of the hypothesis $h$, $\overline{P}(e/h)$ and $\overline{P}(e/\overline{h})$ are the standard notation of conditional probabilities accepted in probability theory. For expert estimates of the corresponding values (in the case of $h = u_i$, $e = d_k$), the conditional probabilities $\overline{P}(e/h)$ and $\overline{P}(e/\overline{h})$ can be obtained from the relations:

$$
\overline{P}(e/h) \cdot \overline{P}(h) = \overline{P}(h/e) \cdot \overline{P}(e),
$$

$$
\overline{P}(e/\overline{h}) \cdot \overline{P}(\overline{h}) = \overline{P}(\overline{h}/e) \cdot \overline{P}(e).
$$

When specifying the point estimates $B(h), v(e)$ ($0 \leq v(e) \leq 1$) and conditional probabilities $\overline{P}(e/h)$ and $\overline{P}(e/\overline{h})$, recalculating the reliability estimate $B(h)$ of hypothesis $h$ taking into account the influence of the certificate $e$ is produced according to the formula:
\[ B(h) := Q(\delta(e,h), B(h), \nu(e)), \quad (11) \]

where
\[ Q(\delta(e,h), B(h), u(e)) = B(h) + B(h)(1 - B(h))(\hat{P}(e/h) - \hat{P}(e/\hat{h})\nu(e))K(\delta(e,h), B(h)), \quad (12) \]

\[ K(\delta(e,h), B(h)) = \frac{1}{B(h)\hat{P}(e/h) + (1 - B(h))\hat{P}(e/\hat{h})}. \quad (13) \]

The estimates \( \hat{P}(e/h) \) and \( \hat{P}(e/\hat{h}) \) are calculated using the Bayes formula:
\[ \hat{P}(e/h) = \frac{\hat{P}(h/e)\cdot \hat{P}(e)}{B(h)}, \quad (14) \]

where
\[ B(\hat{h}/e) = 1 - B(h), \quad \hat{P}(e/\hat{h}) = 1 - \hat{P}(h/e). \quad (15) \]

In the case of interval specified estimates:
\[ \hat{P}(e/h) \leq \hat{P}(h/e) \leq \hat{P}(h/e), \quad 0 \leq \nu(e) \leq \nu(e) \leq 1, \]

let's define the lower and upper bounds for the conditional probabilities \( P(e/h), P(e/\hat{h}) \), and \( P(\hat{h}/e) \) as follows:
\[ \hat{P}^L(e/h) = \frac{\hat{P}(h/e)\cdot \hat{P}(e)}{\hat{B}^R(h)}, \quad \hat{P}^R(e/h) = \frac{\hat{P}(h/e)\cdot \hat{P}(e)}{\hat{B}^L(h)}, \quad (16) \]
\[ \hat{P}^L(e/\hat{h}) = \frac{\hat{P}(\hat{h}/e)\cdot \hat{P}(e)}{\hat{B}^R(\hat{h})}, \quad \hat{P}^R(e/\hat{h}) = \frac{\hat{P}(\hat{h}/e)\cdot \hat{P}(e)}{\hat{B}^L(\hat{h})}, \quad (17) \]
\[ \hat{P}^L(\hat{h}/e) = 1 - \hat{P}^R(h/e), \quad \hat{P}^R(\hat{h}/e) = 1 - \hat{P}^L(h/e). \quad (18) \]

The iterative procedure for recalculating the validity of each hypothesis \( h_j \) will be performed sequentially. Let's start with the evidence \( e = e_1 \) and \( B^L_0(h_j) = y^{(l)}_j \) and \( B^R_0(h_j) = y^{(r)}_j \), where \( y^{(l)}_j \) and \( y^{(r)}_j \), estimating the satisfactory interval of the alternative \( u_j \). The process ends with a testimony \( e = e_M \) (\( M \) is the total number of testimonials-statements). As estimates of the conditional probabilities \( P^L(h_j/e_k) \) and \( P^R(h_j/e_k) \) for \( h_j = u_j, e_k = d_k \), the values:
\[ P^L(u_j/d_k) = \min\left(\mu_X,_{x_{u_j}},(u_j), \mu_X,_{x_{d_k}}(u_j), ..., \mu_X,_{x_{u_1}}(u_j)\right), \]
\[ P^R(u_j/d_k) = \min\left(\mu_X,_{x_{u_j}},(u_j), \mu_X,_{x_{d_k}}(u_j), ..., \mu_X,_{x_{u_1}}(u_j)\right). \]

The results of the last (\( M \)-th) step \( B^L_M(h_j) \) and \( B^R_M(h_j) \) are taken as the left and right boundaries of the satisfactory interval for the hypothesis \( h_j \). The procedure is repeated for the remaining \( h_j \) from the set \( H = \{h_j\}_{j=1}^N \).

In the case of interval estimates using an iterative procedure, three cases are distinguished [22]:
1) \( \hat{P}^R(e_k/h_j) \leq \hat{P}^L(e_k/\hat{h}_j) \);
2) \( P^L(e_k/h_j) \geq P^R(e_k/\hat{h}_j) \);
3) \( \hat{P}^R(e_k/h_j) > \hat{P}^L(e_k/\hat{h}_j) \) and \( \hat{P}^R(e_k/\hat{h}_j) > \hat{P}^L(e_k/h_j) \).
Introducing the notation:

\[ a_1 = \hat{P}_L^R(h_j / e_k) / B_{k-1}^L(h_j), \quad b_1 = \left( 1 - \hat{P}_L^R(h_j / e_k) \right) / \left( 1 - B_{k-1}^L(h_j) \right), \]

\[ a_2 = \hat{P}_L^L(h_j / e_k) / B_{k-1}^L(h_j), \quad b_2 = \left( 1 - \hat{P}_L^L(h_j / e_k) \right) / \left( 1 - B_{k-1}^L(h_j) \right) \]

and determining at each iteration step \( k \) the lower and upper bounds for the conditional probabilities \( P(e_k / h_j) \) and \( P(e_k / \bar{h}_j) \) as follows:

\[ \hat{P}_L^L(e_k / h_j) = \hat{P}_L^L(h_j / e_k) \hat{P}(e_k) / B_{k-1}^L(h_j), \quad \hat{P}_L^R(e_k / h_j) = \hat{P}_L^R(h_j / e_k) \hat{P}(e_k) / B_{k-1}^L(h_j), \]

\[ \hat{P}_L^L(e_k / \bar{h}_j) = \hat{P}_L^L(\bar{h}_j / e_k) \hat{P}(e_k) / B_{k-1}^L(\bar{h}_j), \quad \hat{P}_L^R(e_k / \bar{h}_j) = \hat{P}_L^R(\bar{h}_j / e_k) \hat{P}(e_k) / B_{k-1}^L(\bar{h}_j), \]

where

\[ \hat{P}_L^L(\bar{h}_j / e_k) = 1 - \hat{P}_L^R(h_j / e_k), \quad \hat{P}_L^R(\bar{h}_j / e_k) = 1 - \hat{P}_L^L(h_j / e_k), \]

\[ \hat{B}_k(h_j) = 1 - B^R(h_j), \quad \hat{B}_k(\bar{h}_j) = 1 - \hat{B}^L(h_j), \]

recurrent formulas for calculating \( B_k^L(h_j) \) and \( B_k^R(h_j) \) in cases 1), 2), and 3) are written, respectively, as:

\[ B_k^L(h_j) = B_{k-1}^L(h_j) \left[ 1 + \frac{(a_2 - b_2)(1 - B_{k-1}^L(h_j))}{a_2 B_{k-1}^L(h_j) + b_2 (1 - B_{k-1}^L(h_j))} \right] v^L(e_k), \]

\[ B_k^R(h_j) = B_{k-1}^R(h_j) \left[ 1 + \frac{(a_1 - b_1)(1 - B_{k-1}^R(h_j))}{a_1 B_{k-1}^R(h_j) + b_1 (1 - B_{k-1}^R(h_j))} \right] v^L(e_k), \]

\[ B_k^L(h_j) = B_{k-1}^L(h_j) \left[ 1 + \frac{(a_2 - b_2)(1 - B_{k-1}^L(h_j))}{a_2 B_{k-1}^L(h_j) + b_2 (1 - B_{k-1}^L(h_j))} \right] v^R(e_k), \]

\[ B_k^R(h_j) = B_{k-1}^R(h_j) \left[ 1 + \frac{(a_1 - b_1)(1 - B_{k-1}^R(h_j))}{a_1 B_{k-1}^R(h_j) + b_1 (1 - B_{k-1}^R(h_j))} \right] v^R(e_k), \]

\[ B_k^L(h_j) = B_{k-1}^L(h_j) \left[ 1 + \frac{(a_2 - b_2)(1 - B_{k-1}^L(h_j))}{a_2 B_{k-1}^L(h_j) + b_2 (1 - B_{k-1}^L(h_j))} \right] v^R(e_k), \]

\[ B_k^R(h_j) = B_{k-1}^R(h_j) \left[ 1 + \frac{(a_1 - b_1)(1 - B_{k-1}^R(h_j))}{a_1 B_{k-1}^R(h_j) + b_1 (1 - B_{k-1}^R(h_j))} \right] v^R(e_k), \]

As can be seen, all formulas in (25)–(27) do not depend on \( \hat{P}(e_k) \), therefore, the inequalities and describing the above three cases, for \( \hat{P}(e_k) \neq 0 \), will, according to (16)–(18), be equivalent to the following inequalities:

\[ \frac{\hat{P}_L^L(h_j / e_k)}{B_{k-1}^L(h_j)} \leq \frac{1 - \hat{P}_L^R(h_j / e_k)}{1 - B_{k-1}^L(h_j)}, \]
\[
\frac{\tilde{P}^L(h_j / e_k)}{B^L_{k-1}(h_j)} \geq \frac{1 - \tilde{P}^L(h_j / e_k)}{1 - B^L_{k-1}(h_j)},
\]
\[
\frac{\tilde{P}^R(h_j / e_k)}{B^R_{k-1}(h_j)} > \frac{1 - \tilde{P}^R(h_j / e_k)}{1 - B^R_{k-1}(h_j)}
\]

and
\[
\frac{1 - \tilde{P}^L(h_j / e_k)}{1 - B^L_{k-1}(h_j)} > \frac{\tilde{P}^L(h_j / e_k)}{B^L_{k-1}(h_j)}.
\]

For the initial approximation of the lower \(B^L_k(h_j)\) and upper \(B^R_k(h_j)\) estimates of the degree of satisfaction of the hypothesis \(h_j\), it is possible to take, respectively, the numbers \(y^{(j)}_L\) and \(y^{(j)}_R\) obtained in Section 2.1 as a result of solving the multicriteria choice problem for categorical statements.

For a fixed \(j\), calculations by formulas (25), (26), and (27) should be carried out only for those evidence \(e_k\) for which the condition is satisfied, in this case:
\[
B^L_k(h_j) = B^L_{k-1}(h_j) \text{ and } B^R_k(h_j) = B^R_{k-1}(h_j).
\]

It follows from (16), (17) that the lower and upper bounds for the conditional probabilities \(P(e/h)\) and \(P(e/h)\) are expressed at each \(k\)-th step up to the factor \(\tilde{P}(e_k)\) in terms of known quantities. Therefore, they are easily compared without the availability of information about the estimates of \(\tilde{P}(e_k)\). In addition, the recurrent calculation formulas (25), (26), and (27) are also independent of the estimate \(\tilde{P}(e_k)\).

The result of this iterative procedure is the intervals \(\left(\left(\alpha^{(j)}_L, \alpha^{(j)}_L\right), \left(\beta^{(j)}_L, \beta^{(j)}_L\right)\right)\) of the refined estimates of the satisfiability of the hypotheses \(u_j (j = 1, \ldots, N)\). By comparing in the general case of overlapping intervals, let’s find the largest interval \(\left(\left(\alpha^{(j)}_L, \alpha^{(j)}_L\right), \left(\beta^{(j)}_L, \beta^{(j)}_L\right)\right)\) among all the intervals in the population \(\left(\left(\alpha^{(j)}_L, \alpha^{(j)}_L\right), \left(\beta^{(j)}_L, \beta^{(j)}_L\right)\right) (j = 1, \ldots, N)\). Therefore, the alternative \(u = u_{j^*}\) is the best. As proved in [15], the largest among a given set of intervals is the interval with the largest center \(\bar{y}^{(j)} = \frac{\left(\left(\alpha^{(j)}_L, \alpha^{(j)}_L\right), \left(\beta^{(j)}_L, \beta^{(j)}_L\right)\right)}{2}\).

3. Research results

The effectiveness of the proposed method for solving the problem of multicriteria choice of an alternative, given the factors of certainty of statements, is illustrated by the example of choosing the most corroded section of a gas pipeline.

Let’s consider 4 sections (\(j_0 = 4\)) of the Kazy-Magomed-Kazakh gas pipeline: 62–70 km (\(j = 1\)); 134–135 km (\(j = 2\)); 139–140.5 km (\(j = 3\)) and 154–155.5 km (\(j = 4\)), for which expert lower \(a^{(j)}_L\) and upper \(b^{(j)}_L\) estimates of the change in feature \(\ell\) for object \(j\) are given (Table 1), on the basis of which, by the membership functions of the terms \(X_{\ell,	ext{est}}\) of the features \(\ell (\ell = 1, 2, \ldots, 5)\), \(\upsilon_j = 1, \ldots, \upsilon_5\), it is easy to calculate taking into account the weight coefficients \(\omega_{\ell,j}\), the «lower» \(\alpha^{(j)}_{\ell,	ext{est}}\) and «upper» \(\beta^{(j)}_{\ell,	ext{est}}\) estimates of the membership function of the term \(X_{\ell,	ext{est}}\) for object \(j\):

\[
\alpha^{(j)}_{\ell,	ext{est}} = \omega_{\ell,j} \mu_{\ell,v_j} (a^{(j)}_L), \quad \beta^{(j)}_{\ell,	ext{est}} = \omega_{\ell,j} \mu_{\ell,v_j} (b^{(j)}_L),
\]

where \(\mu_{\ell,x}(x)\) is the membership function of the term \(X_{\ell,x}\), while \(\mu_{\ell,x}(x) = 0\) if \(x \notin \text{supp } X_{\ell,x}\) (supp\(X_{\ell,x}\) is the support of the term \(X_{\ell,x}\)) that is, the set of points \(x\) for which \(\mu_{\ell,x}(x) \neq 0\).

Based on (31), each term \(X_{\ell,x}\) of the variable \(X_j\) is IT2FN \(X_{\ell,x}\), to which there correspond two TIFS defined on the discrete base set \(U = \{u_1, u_2, u_3, u_4\}\) and presented, respectively, in the form:

\[
\tilde{X}_{\ell,x} = \left\{\frac{\alpha^{(j)}_{\ell,x}}{u_1}, \frac{\alpha^{(j)}_{\ell,x}}{u_2}, \frac{\beta^{(j)}_{\ell,x}}{u_3}, \frac{\beta^{(j)}_{\ell,x}}{u_4}\right\},
\]

\[
\tilde{\bar{X}}_{\ell,x} = \left\{\frac{\alpha^{(j)}_{\ell,x}}{u_1}, \frac{\alpha^{(j)}_{\ell,x}}{u_2}, \frac{\beta^{(j)}_{\ell,x}}{u_3}, \frac{\beta^{(j)}_{\ell,x}}{u_4}\right\}.
\]
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### Table 1
Expert assessments of changes in a characteristic

| Site location | Severity of anomalies | Residual pipe wall thickness from design, in % | Specific electrical resistance of soil, Ohm∙m ($X_1$) | Potential «pipe-ground», in volts, ($X_2$) | Stress level in the walls of the gas pipeline MPa ($X_3$) |
|---------------|-----------------------|---------------------------------------------|---------------------------------|---------------------------------|---------------------------------|
| 62–70 km      | I                     | 16.5 ± 0.5                                   | 0.63–1.56                       | (-0.617…–0.538)                  | 1.71–1.95                      |
|               | II                    | 19.2 ± 0.5                                   |                                 |                                 |                                 |
|               | III                   | 46.6 ± 0.5                                   |                                 |                                 |                                 |
| 134–135 km    | I                     | 14.8 ± 0.5                                   | 2.76–3.28                      | (-0.525…–0.6050)                 | 1.65–1.88                      |
|               | II                    | 16.7 ± 0.5                                   |                                 |                                 |                                 |
|               | III                   | 42.2 ± 0.5                                   |                                 |                                 |                                 |
| 139–140.5 km  | I                     | 14.2 ± 0.5                                   | 8.6–11.3                       | (-0.493…–0.511)                  | 1.75–1.98                      |
|               | II                    | 15.3 ± 0.5                                   |                                 |                                 |                                 |
|               | III                   | 40.6 ± 0.5                                   |                                 |                                 |                                 |
| 154–155.5 km  | I                     | 13.2 ± 0.5                                   | 12.7–16.4                      | (-0.351…–0.533)                  | 1.6–1.95                       |
|               | II                    | 14.0 ± 0.5                                   |                                 |                                 |                                 |
|               | III                   | 38.4 ± 0.5                                   |                                 |                                 |                                 |

Let’s take the following as input variables affecting the growth rate of corrosion defects:
- $X_1$ is specific electrical resistance of the soil (Ohm∙m);
- $X_2$ is redox potential of the soil – redox potential (V);
- $X_3$ is the stress level in the walls of the gas pipeline (MPa);
- $X_4$ is the state of the metal, determined by the residual (from the design) pipe wall thickness, %;
- $X_5$ is the degree of danger of anomalies (1–F).

In accordance with the degree of influence of the variables $X_1, X_2, X_3, X_4, X_5$ on the occurrence and development of corrosion, let’s take into account their weight coefficients in the calculations:

$$\omega_1 = 0.12; \quad \omega_2 = 0.08; \quad \omega_3 = 0.25; \quad \omega_4 = 0.35; \quad \omega_5 = 0.20, \sum_{i=1}^{5} \omega_i = 1. \quad (33)$$

To determine the operability of areas with defects, it is necessary to control the gas pipeline throughout. This also evaluates the limiting state due to perforating corrosion or cracking. In addition, it will be possible to propose plans for the alternate repair of sections of the main gas pipeline (MGP). Therefore, as an output variable, as in [7], let’s choose «Potentially predicted corrosion rate (PPCR)», taking into account the monotonic increase of this parameter from the variable «Potentially predicted corrosion rate (PPCR)».

For the input variables $X_1, \ldots, X_5$, let’s use the following sets of terms, respectively: $T_1=\{\text{low, medium, high}\}; T_2=\{\text{very low, low, medium, high}\}; T_3=\{\text{low, medium, high, high}\}; T_4=\{\text{bad, average, good}\}; T_5=\{\text{low, medium, high}\}$. A graphical representation of the terms of input variables is given in [7]. For the output variable $Y$, the following terms are used: $T_6=\{\text{low, moderate, medium, elevated, high}\}$, which are replaced, respectively, by terms: unsatisfactory (US), almost satisfactory (AS), satisfactory (S), more than satisfactory (MS), very satisfactory (VS). Each of the terms of $LV_Y$ is defined in the form of INMT2, which have a lower and upper membership function at $x=I=\{0; 0.1; 0.2; \ldots; 1\}$. Wherein:

$$\mu_{LS}(x) = x\sqrt{x}; \quad \mu_{MS}(x) = x; \quad \mu_{US}(x) = 1-x; \quad \mu_{VS}(x) = 1-x^2;$$

$$\mu_{AS}(x) = x^3; \quad \mu_{VS}(x) = x^2.$$
To assess the corrosion rate, let’s use the following fuzzy production rules (FPR):

\[ d_1: \text{if } X=X_{3,1}, \text{ then } Y=US; \]
\[ d_2: \text{if } X=X_{3,2}, \text{ then } Y=AS; \]
\[ d_3: \text{if } X=X_{3,3}, \text{ then } Y=S; \]
\[ d_4: \text{if } X=X_{3,4}, \text{ then } Y=MS; \]
\[ d_5: \text{if } X=X_{1,1}, \text{ then } Y=S; \]
\[ d_6: \text{if } X=X_{1,2}, \text{ then } Y=AS; \]
\[ d_7: \text{if } X=X_{1,3}, \text{ then } Y=US; \]
\[ d_8: \text{if } X=X_{1,4}, \text{ then } Y=US; \]
\[ d_9: \text{if } X=X_{2,3}, \text{ then } Y=S; \]
\[ d_{10}: \text{if } X=X_{2,2}, \text{ then } Y=MS; \]
\[ d_{11}: \text{if } X=X_{2,1}, \text{ then } Y=VS; \]
\[ d_{12}: \text{if } X=X_{3,3}, \text{ then } Y=VS; \]
\[ d_{13}: \text{if } X=X_{3,2}, \text{ then } Y=S; \]
\[ d_{14}: \text{if } X=X_{3,1}, \text{ then } Y=US; \]
\[ d_{15}: \text{if } X=X_{3,1} \text{ and } X_{3,2}, \text{ then } Y=US; \]
\[ d_{16}: \text{if } X=X_{4,2}, \text{ and } X_{3,2} \text{ then } Y=S; \]
\[ d_{17}: \text{if } X=X_{4,1} \text{ and } X_{3,3}, \text{ and } Y=VS. \]

At the first stage of solving the multicriteria problem of choosing an alternative, after performing calculations in accordance with the method described in Section 2.1, let’s obtain:

\[ D = u_2 \begin{bmatrix} 0 & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8 & 0.9 & 1 \\ 0.8 & 0.81 & 0.97 & 1 & 1 & 1 & 1 & 1 & 0.9 & 0.75 \\ 0.8 & 0.81 & 1 & 1 & 1 & 1 & 1 & 1 & 0.9 & 0.75 \\ 0.8 & 0.81 & 1 & 1 & 1 & 1 & 1 & 1 & 0.9 & 0.75 \end{bmatrix} \]

\[ \bar{D} = u_2 \begin{bmatrix} 0.65 & 0.68 & 0.74 & 0.81 & 0.9 & 1 & 1 & 1 & 0.975 & 0.875 & 0.725 \\ 0.65 & 0.68 & 0.74 & 0.81 & 0.9 & 1 & 1 & 1 & 0.95 & 0.85 & 0.75 \\ 0.65 & 0.68 & 0.74 & 0.81 & 0.9 & 1 & 1 & 1 & 0.975 & 0.875 & 0.75 \\ 0.65 & 0.68 & 0.74 & 0.81 & 0.9 & 1 & 1 & 1 & 0.95 & 0.85 & 0.75 \end{bmatrix} \]

Let \( \bar{d}_{ij} \) and \( d_{ij} \) (\( i=0,1,\ldots,10 \)) denote the \( j \)-th row in the \( (4 \times 11) \) matrices \( \bar{D} \) and \( D \), respectively. Then for each \( j \) (\( j=1,\ldots,4 \)) let’s obtain an interval fuzzy set of the second type (INMT2), for which the \( j \)-th row in the matrix \( \bar{D} \) and \( D \) is, respectively, the maximum and minimum fuzzy sets of the first type embedded in the INMT2. Let’s denote them by \( \bar{E}_j \) and \( E_j \), respectively.

Using the estimates of the parameters \( \varepsilon \) and \( J \) for IT1FS approximating IT2FS [20] to reduce the type and defuzzification of the INMT2 \( \bar{E}_j \) (\( j=1,\ldots,4 \)) let’s find the following estimates for the intervals of satisfactory hypotheses \( u_j \):

\[ [y^{(1)}_j, y^{(2)}_j] = [0.41, 0.71], \quad [y^{(3)}_j, y^{(4)}_j] = [0.47, 0.61], \]
\[ [y^{(3)}_j, y^{(4)}_j] = [0.497, 0.523], \quad [y^{(4)}_j, y^{(4)}_j] = [0.496, 0.524], \]

having, respectively, centers \( \bar{y}^{(1)} = 0.56, \bar{y}^{(2)} = 0.54, \bar{y}^{(3)} = 0.51, \bar{y}^{(4)} = 0.1. \)

Comparing the intervals \([y^{(j)}_i, y^{(j)}_i] \) (\( j=1,\ldots,4 \)) according to the method [23], let’s come to the conclusion that the alternative \( u = u_j \) is the best. This conclusion is obtained provided that all statements are categorical.

Mathematics
At the second stage, the multicriteria problem of choosing an alternative is solved for non-categorical statements with given certainty $0 \leq v^L(d_k) \leq v^R(d_k) \leq 1$, ($k = 1, \ldots, p$), where $v^L(d_k) = 0.8$ and $v^R(d_k) = 0.9$. By applying an iterative Bayesian inference procedure, let’s get the adjusted estimates.

$$[y^{(1)}_i, y^{(3)}_i] = [0.470, 0.610], \quad [y^{(2)}_i, y^{(2)}_i] = [0.497, 0.523],$$

$$[y^{(3)}_i, y^{(3)}_i] = [0.496, 0.524], \quad [y^{(4)}_i, y^{(4)}_i] = [0.183, 0.369],$$

having centers respectively:

$$-^{(1)} = 0.54, \quad -^{(2)} = 0.51, \quad -^{(3)} = 0.508, \quad -^{(4)} = 0.194.$$

Thus, the use of the Bayesian inference mechanism makes it possible to obtain an unambiguous ranking of alternatives according to their satisfaction.

4. Discussion of the research results on the multicriteria choice of an alternative in case of ambiguous expert opinions

The initial data for solving the problem with statements $d[k]$, given uncategorically with factors of certainty $0 < \gamma[k] < 1$, were given in the following Table 2.

| $\tilde{D}$ | $p^L[j,k]$ | $p^R[j,k]$ |
|------------|------------|------------|
| $j=1$    | 0.225 0.25 0.25 0.25 0.25 0.25 0.25 0.25 | 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 |
| $j=2$    | 0.225 0.05 0.25 0.025 0.237 0.212 0.25 0.27 |
| $j=3$    | 0 0 0 0 0 0 0 0 |
| $j=4$    | 0 0 0 0 0 0.12 0 0 |
| $j=5$    | 0.35 0.35 0.35 0.35 0.12 0 0 0 |
| $j=6$    | 0 0 0.12 0 0 0.12 0.12 0 |
| $j=7$    | 0 0 0 0.12 0 0 0 0 |
| $j=8$    | 0.08 0 0 0.12 0.08 0.08 0.08 0 |
| $j=9$    | 0.008 0.08 0.08 0.08 0.01 0.08 0.08 0.08 |
| $j=10$   | 0 0 0 0 0 0 0 0 |
| $j=11$   | 0 0 0 0 0 0 0 0 |
| $j=12$   | 0 0 0 0 0 0.2 0.2 0.2 |
| $j=13$   | 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 |
| $j=14$   | 0 0 0 0 0 0 0 0 |
| $j=15$   | 0 0 0 0 0 0 0 0 |
| $j=16$   | 0 0 0 0 0 0 0 0 |
| $j=17$   | 0 0 0 0 0 0 0 0 |

Further, it was supposed:

$$v^L[k] = 0.8, \quad v^R[k] = 0.9, \quad k = 1, \ldots, 27; \quad B^L[1,0] = 0.41; \quad B^R[1,0] = 0.71; \quad B^L[2,0] = 0.47; \quad B^R[2,0] = 0.61; \quad B^L[3,0] = 0.497; \quad B^R[3,0] = 0.523; \quad B^L[4,0] = 0.496; \quad B^R[4,0] = 0.524.$$

Evidence with numbers $k = 5,7,8$, having implausible data for some $j = j_0$, were excluded from the calculation for $j = j_0$.  
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Comparison of the calculation results under the conditions of categorical and non-categorical statements showed:

- in the first case, alternatives 1, 2, 3, 4 are ranked in the order 1 (I), 2 (II), 3 (III–IV), 4 (III–IV) (the ranks are indicated in brackets, a lower rank corresponds to a higher utility), in the second case – 1 (I), 2 (II), 3 (III), 4 (IV).

Thus, in the second case, the ranks are determined quite uniquely. The results obtained are explained by the fact that, provided that the statements are categorical, the calculation is made according to the boundary (left and right) values of the features from the specified intervals of their values. In this case, all values within these intervals are taken with a confidence level equal to 1 (in accordance with the definition of the values of the secondary membership function of interval type-2 fuzzy numbers). Under the conditions of non-categorical statements, this drawback is eliminated by introducing certainty factors $v_k^L, 0 \leq v_k^L \leq v_k^R \leq 1$ for each statement $d_k$.

For simplicity, the calculations assume $v_k^L = 0.8$ and $v_k^R = 0.9$.

In the proposed method, due to the introduction of certainty factors $v_k$ and the use of the Bayesian inference mechanism, the calculation results can also take into account the degree of competence of the experts giving the conclusions of the statements. To do this, it is enough to reflect in the estimates $v_k^L$ and $v_k^R$, respectively, the lower and upper estimates of the competence of experts who take part both in assessing the values of features (criteria) and in making conclusions in statements.

Some experts who assess the values of the attributes of alternatives (in our case, these are gas pipeline sections) do not take into account the attribute membership functions developed by specialists. Therefore, their estimates may not belong to the carrier of the membership function (i.e., the points at which it takes nonzero values), which leads to estimates of the conditional probabilities $D_R^{h_{i,j}} = 0$.

In this case, the statement $d_k$ is inactive and should be excluded from the recurrent formulas for calculating $B_{i,j}^L(h)$ and $B_{i,j}^R(h)$, which is a certain limitation of the method.

This drawback can be eliminated by using such interval estimates of experts for features that are included in the carrier of the feature membership function.

Further generalization of Bayesian mechanisms can be obtained by applying fuzzy inference. The prospects for using such methods are described in [21, 22].

5. Conclusions

The proposed method of multicriteria choice of an alternative is applicable in the general case of statements with given lower and upper estimates of the certainty factor.

As a result of recalculating the estimates of the usefulness of alternatives, calculated under the condition of the categoricity of each statement, using generalized interval Bayesian inference mechanisms, an unambiguous ranking of the usefulness of alternatives is obtained, which allows choosing the best one.

Due to the application of the iterative procedure for calculating the conditional probabilities of confirming the alternatives, in each individual statement of the experts, adjusted estimates of the satisfactoriness of hypotheses are obtained. When implementing this procedure, only active statements are taken into account, for which expert assessments of the features included in them belong to the corresponding membership functions, which somewhat limits the application of the method.

The multi-criteria choice of an alternative with reliable (categorical) rules of fuzzy products is based on the established (conservative) judgments of experts, formed as a result of long-term observations from the prehistory of the process. New trends in the development of the process under study lead to the need to calculate the estimates of the usefulness of the considered alternatives, taking into account the risk and uncertainty associated with the introduction of new technologies and possible changes in the estimates of utility and preferences.

Bayesian inference mechanisms are one of the main methods of adaptive selection of the best alternative when drawing up a business plan for commercial activities in any area of production and services. In this case, each alternative is compared with quantitative estimates of material and financial costs and the corresponding economic effect is calculated.
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