Thermal brachistochrone for harmonically confined Brownian particles

Antonio Patrón\textsuperscript{a}, Antonio Prados\textsuperscript{b}, Carlos A. Plata\textsuperscript{c}

Física Teórica, Universidad de Sevilla, Apartado de Correos 1065, E-41080 Sevilla, Spain

Received: 8 June 2022 / Accepted: 4 August 2022
© The Author(s) 2022

Abstract The overdamped Brownian dynamics of a harmonic oscillator is a paradigmatic system in non-equilibrium statistical mechanics, which reliably models relevant stochastic systems such as colloidal particles submitted to optical confinement. In this work, optimal thermal protocols are tailored to minimise the connection time between equilibrium states of overdamped \( d \)-dimensional oscillators. Application of control theory reveals that these optimal protocols are of bang-bang type, that is, the temperature of the bath has to take alternatively the minimum and maximum values allowed. Minimum connection times increase with the considered dimension \( d \). Remarkably, this is the case even for symmetric oscillators, for example, with spherical symmetry—in which the degeneracy of the elastic constant along the \( d \) possible directions seems to imply a minimum connection time equal to that for the one-dimensional case. This surprising unavoidable price to pay when increasing dimension is thoroughly investigated and understood on a physical basis. Moreover, information theory tools such as the thermodynamic length and its divergence are analysed over the brachistochrone.

1 Introduction

Optimal shortcuts are a hot topic in physics. They were originally devised for quantum systems [1–3], with the aim of driving the system of interest to the desired target state—beating its natural relaxation timescale, thus the name of shortcuts. Soon, these appealing ideas born in the quantum framework were extended and expanded to other contexts, such as classical mechanics and statistical mechanics [4–8]—see Ref. [9] for a recent review.

Shortcuts are based on the control of the time dependence of physical quantities that govern the dynamical evolution of the system at hand. Most often, one assumes that control parameters modulate the potential—for instance, the stiffness or center of an optical trap [10–13]. Also, one can consider the whole potential as the control, which leads to quite general problems like the minimisation of irreversible work [12, 14–17] or the building of smooth connections that involve the manipulation of time’s arrow [18].

Only very recently have control problems in which the bath temperature is the control parameter been considered [19–23]. The interest in engineering the thermal environment stems from the design of novel experimental techniques that circumvent the difficulties for directly controlling the bath temperature. These techniques have opened new possibilities for the manipulation of Brownian objects and motivate the present work. For example, an effective increment of the temperature—up to thousands of kelvins—can be generated by submitting a colloidal particle to an additional white noise forcing. In particular, this can be achieved by applying a random electric field to charged particles [24].

Optimal control problems that involve the engineering of the temperature have been scarcely addressed in the literature. A wide variety of physically relevant optimisation problems arise: minimisation of entropy production, irreversible work, thermodynamic length, connection time, etc.—just as in the usual case of controlling the potential. In this paper, we focus on working out the thermal brachistochrone, that is, the temperature protocol that minimises the connection time between equilibrium states of the system, corresponding to different values of the temperature, \( T_0 \) and \( T_f \). This problem can be in principle tackled with the tools of optimal control theory, such as Pontryagin’s maximum principle [25, 26]. Typically, the temperature enters linearly in the evolution equations of the relevant physical quantities, which entails that the Pontryagin’s Hamiltonian is linear in the control function—the temperature. When this is the case, the optimal thermal protocols that minimise the connection time between equilibrium states are of bang-bang type: they comprise several time intervals, where the control is constant and equals either its maximum or its minimum value. Protocols of this type have been previously reported in time-optimisation problems in different contexts, such as quantum systems [1, 27] or granular fluids [28, 29].
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The main goal of this work is to analyse in depth the thermal brachistochrone for a $d$-dimensional harmonic oscillator. Not only does the harmonic oscillator have theoretical interest within the field of non-equilibrium statistical mechanics, but is also relevant from an experimental point of view: it accurately describes realistic systems such as confined colloidal particles [30]. In fact, it is in the harmonic oscillator indeed that the first optimal control ideas were introduced within statistical physics [10, 12, 13], and it has also been employed to build irreversible heat engines [11, 20, 23, 31–33].

We consider that the temperature $T$ of the thermal bath can be externally controlled at will within a certain interval, $T_{\text{min}} \leq T \leq T_{\text{max}}$. This corresponds to a relevant experimental situation, as already stated above the temperature can only be increased from “room” temperature to thousands of kelvins [24]. Since our focus is on thermal control, the elastic constants of the potential—there are $d$ of them—are kept constant. In the context of heat engines, protocols like those considered in this paper, in which the elastic constants are kept constant, correspond to isochoric branches.

In this work, we show that it is possible to explicitly work out the thermal brachistochrone for this paradigmatic case. We look into the dependence of the optimal connection on the limit values of the temperature, and also on the elastic constants that characterise the harmonic confinement. A rich phenomenology emerges, including striking discontinuities of the minimum connection time when two or more of the elastic constants become equal—which we call the degenerate case. This means, for instance, that a perfect isotropic harmonic well and a slightly anisotropic one have very different minimum connection times: longer by a finite amount for the anisotropic well—however small the anisotropy is. It must be stressed that anisotropy in the harmonic confinement has been both experimentally observed and theoretically analysed for laser optical tweezers [34–38].

The application of metrics and tools stemming from information geometry to give insight into thermodynamic concepts is a fertile field of research, which dates back to the 80’s of the past century [39, 40] and has exploded in the last years [41–46]. Specifically, in relation to optimal control, information geometry allows for the derivation of classical speed limits [43, 45, 47, 48]. These investigations prove that measures such as thermodynamic length and its divergence—sometimes also called thermodynamic cost [43, 45]—are useful to improve our current understanding of non-equilibrium processes, including optimal shortcuts. Our work also discusses these novel concepts for the optimal thermal shortcuts derived.

The rest of the work is organised as follows. In Sect. 2, the dynamics of the model system, the $d$-dimensional harmonic oscillator, is introduced in detail within the framework of non-equilibrium statistical mechanics. Then, the problem of minimising the connection time between equilibrium states is posed and solved in Sects. 3 and 4 for two situations, finite and infinite heating power, respectively. In Sect. 5, we resort to information geometry concepts to shed some light on the unavoidable extra cost for connecting equilibrium states of oscillators when the dimension $d$ is increased. A brief recap of the main results in this work, along with the conclusions that are extracted from them, is provided in Sect. 6. Finally, some technical details are relegated to the appendices.

2 The model

We consider an overdamped Brownian particle in $d$ dimensions in contact with a thermal bath at temperature $T(t)$ submitted to harmonic confinement in each direction. The origin is chosen to coincide with the center of the trap. Let $x_i$ be the projection of the particle $x$ onto the $i$-th dimension, while $k_i$ stands for the stiffness of the confining potential, $U(x) = \sum_{i=1}^{d} k_i x_i^2/2$, in the corresponding direction. For the sake of concreteness, we order the dimensions in such a way that $k_1 \leq k_2 \leq \cdots \leq k_d$. The temperature of the bath is externally controlled at will in such a way that it is possible to devise any temperature program—for an experimental implementation of a time-dependent bath temperature, see e.g. Ref. [24]. The stochastic dynamics can be cast either in the Langevin equation

$$\gamma \frac{d}{dt} x(t) = -\nabla U(x(t)) + \sqrt{2\gamma k_B T(t)} \eta(t),$$

or the Fokker–Planck equation for the probability density function $P(x, t)$

$$\gamma \frac{\partial}{\partial t} P(x, t) = \nabla \cdot [\nabla U(x) P(x, t)] + k_B T(t) \nabla^2 P(x, t).$$

Above, $\gamma$ is the friction coefficient between the Brownian particle and the bath, $k_B$ stands for the Boltzmann constant, and $\eta$ is a vector of white Gaussian noises, fully determined by the first two moments of its components

$$\langle \eta_i(t) \rangle = 0, \quad \langle \eta_i(t) \eta_j(t') \rangle = \delta(t - t') \delta_{ij}, \quad \forall (i, j).$$

These Gaussian noises are responsible for the diffusion term in the description of $P(x, t)$. Note that our assumption of uncoupled confinements in each dimension implies no loss of generality since, for general harmonic potentials, it is always possible to change variables to normal modes where our description applies—see Appendix A for further details.

The linearity of the potential guarantees that Gaussian states remain Gaussian for the whole evolution of the system. Therefore, provided a Gaussian initial condition centered at the origin, which ensures $\langle x_i(t) \rangle = 0$, it suffices to study the variance of the

---

1 In Ref. [28], the limiting case of a thermal bath with infinite heating power was briefly analysed.

2 The case $d > 3$ corresponds to several, noninteracting, confined Brownian particles.
distribution in each dimension, \( z_i(t) \equiv \langle x_i^2(t) \rangle \), \( i = 1, \ldots, d \), to fully characterise the dynamics. Due to the uncoupling of the harmonic confinements, the evolution equations for the \( z_i \) are also uncoupled and we have that

\[
P(x, t) = \prod_{i=1}^{d} \frac{e^{-\frac{z_i^2}{2\sigma_i^2(t)}}}{\sqrt{2\pi \sigma_i(t)}} , \quad \gamma \frac{d}{dt} z_i(t) = -2k_i z_i(t) + 2k_B T(t), \quad \forall i, \forall t.
\]  

(4)

For simplifying the future discussion, it comes in handy to introduce dimensionless variables as

\[
t^* = \frac{k_1}{\gamma}, \quad z_i^* = \frac{k_1}{k_B T_0} z_i, \quad T^* = \frac{T}{T_0}, \quad k_i^* = \frac{k_i}{k_1},
\]

(5)

with \( T_0 \) the initial temperature. From now on, the asterisks are dropped to avoid cluttering notation. Hence, we have the evolution equations

\[
\gamma \frac{d}{dt} z_i(t) = -2k_i z_i(t) + 2T(t),
\]

(6)

with \( k_1 = 1 \leq k_2 \leq \cdots \leq k_d \). The system of equations (6) constitutes the fundamental law that governs the dynamics of the Brownian particle.

In this work, we are interested in devising a temperature program that allows the connection between two equilibrium states at different temperatures, \( T(0) = T_0 = 1 \) and \( T(t_f) = T_f \), in the shortest amount of time. To the best of our knowledge, this optimisation problem—finding the thermal brachistochrone—is first posed and addressed in this work. Since the control appears linearly in the dynamical equations, the optimal control will be a bang-bang protocol, analogously to the optimal protocols in the context of granular media \([28, 29]\) already mentioned in the introduction. Therefore, it is useful to solve these equations for constant \( T \).

The general solution of (6), starting from the initial condition \( z_i(0) = t_0 \), follows an exponential relaxation

\[
E_{k_i, T}^{(\Delta t)}(z_i, 0) \equiv z_i(t) = \frac{T}{k_i} + \left( z_i(0) - \frac{T}{k_i} \right) e^{-k_i \Delta t}.
\]

(7)

The evolution operator \( E_{k_i, T}^{(\Delta t)} \), with \( \Delta t \equiv t - t_0 \), generates the time evolution for a time interval \( \Delta t \) of the \( i \)-th variance \( z_i \) under constant temperature \( T \).

3 Optimal thermal protocols for finite heating power

Our goal is to obtain the protocol that connects two equilibrium states in the shortest time. Specifically, in our dimensionless variables, the initial temperature is \( T_0 = 1 \), and thus final values \( T_f \) higher (lower) than unity represent heating (cooling) processes. The solution to this optimisation problem depends on the constraints considered for the external control, that is, on the constraints on the temperature \( T(t) \). A physical bound arises from below since temperature cannot be lower than zero. However, technical limitations may produce the emergence of tighter bounds in such a way that the control cannot exceed certain minimum and maximum values, that is, \( 0 \leq T_{\text{min}} \leq T \leq T_{\text{max}} \). In this section, we focus on cases with \( T_{\text{min}} = 0 \) and finite \( T_{\text{max}} \), whereas in Sect. 4 the latter condition will be relaxed: therein, we assume an infinite heating power, that is, the limit as \( T_{\text{max}} \to \infty \). Of course, one could consider a nonzero value for \( T_{\text{min}} \), and we put forward indeed a general approach, although thereafter we take \( T_{\text{min}} = 0 \) for the sake of simplicity in the presentation of the results.

The linearity of the equations guarantees the existence of the solution for the optimisation problem \([25]\). The optimal protocol connects the initial and target states in the shortest (finite) time. From a theoretical perspective, this is a qualitatively different from the direct step process where at \( t = 0^+ \) the control is switched to the target value for the temperature, \( T_f \), which is followed by an exponential relaxation of the variances with natural timescales given by \( (2k_i)^{-1} \). From an applied perspective, the optimal protocol is especially appealing when the optimal time beats the aforementioned characteristic timescales.

Pontryagin’s maximum principle provides us with a perfect tool to address optimal problems submitted to constraints, such as the one we have posed \([25, 26]\). In our case, the object to minimise is the total time employed in the process, which can be thought of as the simplest functional \( t_f = \int_0^{t_f} dt \). This fact, together with the temperature appearing linearly in the evolution equations, makes Pontryagin’s Hamiltonian linear in the control. Hence, optimal control has to be of the bang-bang type, meaning that \( T(t) \) equals either \( T_{\text{min}} \) or \( T_{\text{max}} \)—possibly with jumps in between—for all times \( 0 \leq t \leq t_f \). Specifically, the number of jumps between bounds is \( d - 1 \), entailing \( d \) stages in the interval \( 0 < t < t_f \), and thus given by the dimensionality of the problem, as argued in Ref. \([28]\). In this work, we explore in depth the physical implications of this general result in the relevant context of harmonically trapped Brownian particles. In the following, we resort to our knowing the optimal control being of bang-bang type to obtain both the protocol itself and the optimal connection time. A detailed derivation of the optimal bang-bang protocol in our system for \( d = 2 \), using explicitly Pontryagin’s principle, can be found in Appendix B.
As discussed above, the shortest connection implies \( d \) time windows, with \( d - 1 \) consecutive jumps between the limiting values of the temperature. The value of the temperature along the first time window, either \( T_{\text{max}} \) or \( T_{\text{min}} \), determines the type of process performed: heating or cooling, respectively. For instance, let us consider a heating process, \( T_f > 1 \): the optimal protocol involves \( d \) time windows, alternating heating (at \( T_{\text{max}} \)) and cooling (at \( T_{\text{min}} \)) stages, starting with heating at \( T_{\text{max}} \). Note that, since the system is assumed to be at equilibrium both at initial and final times, the boundary conditions \( z_j(0) = 1/k_i \) and \( z_i(t_f) = T_f/k_i \) for the evolution hold. Let \( \tau_{c,i} (\tau_{h,i}) \) be the duration of the \( i \)-th cooling (heating) stage. Therefore, the optimal bang-bang process is obtained by solving the system of equations

\[
\left( \cdots \circ E^{\tau_{c,2}}_{k_i, T_{\text{max}}} \circ E^{\tau_{c,1}}_{k_i, T_{\text{min}}} \circ E^{\tau_{c,1}}_{k_i, T_{\text{max}}} \right) \left( \frac{1}{k_i} \right) = \frac{T_f}{k_i}, \quad i = 1, \ldots, d
\]

for heating processes, \( T_f > 1 \), or

\[
\left( \cdots \circ E^{\tau_{h,2}}_{k_i, T_{\text{min}}} \circ E^{\tau_{h,1}}_{k_i, T_{\text{max}}} \circ E^{\tau_{h,1}}_{k_i, T_{\text{min}}} \right) \left( \frac{1}{k_i} \right) = \frac{T_f}{k_i}, \quad i = 1, \ldots, d
\]

for cooling processes, \( T_f < 1 \). Multiplying (8) and (9) by \( k_i \), we get

\[
\psi(k_i, T_{\text{min}}, T_{\text{max}}, \tau) = T_f, \quad i = 1, \ldots, d.
\]

where the function \( \psi \) can be easily built using the definition of the evolution operator (7) and \( \tau \) is a vector of dimension \( d \) comprising all durations of the elemental stages in the bang-bang protocol. Note that, denoting by \( \overline{T}_i \) (alternatively \( T_{\text{max}} \) or \( T_{\text{min}} \)) and \( \tau_i \) the temperature and the duration of the \( i \)-th elementary stage, respectively, of the bang-bang process, the function \( \psi(k_i, T_{\text{min}}, T_{\text{max}}, \tau) \) can be generally expressed as

\[
\psi(k, T_{\text{min}}, T_{\text{max}}, \tau) = \sum_{n=0}^{d+1} (\overline{T}_{n+1} - \overline{T}_n) \exp \left( -2k \sum_{m=n}^{d} \tau_m \right),
\]

for arbitrary \( d \). We have defined \( \overline{T}_0 = 1 \) and \( \overline{T}_{d+1} = 0 \) to give a compact formulation. For an illustration of the optimal control protocol, and the notation employed for our general formulation in Eq. (11), see Fig. 1.

If all the elastic constants \( k_i \) are different, the mathematical problem is completely closed: Eq. (10) is a system of \( d \) equations for \( d \) unknowns, the components of the vector \( \tau \) of time spans. The optimal time for the connection is given by the sum of all components of the solution for \( \tau \). Despite the formulation of the mathematical problem being simple, the system of equations (10) is difficult to solve for arbitrary dimension. Therefore, we discuss in the following physically meaningful situations within relevant limits.

Now, let us consider the case when some \( k_i \), say \( r \) of them, are exactly equal—which we refer to as the degenerate case. This is relevant from a physical point of view, since it arises naturally when the harmonic confinement possesses some symmetry, for example cylindrical or spherical in the three-dimensional case. In such a situation, the variances corresponding to dimensions with the same elastic constant fulfill the same mathematical relationship. In such a situation, the problem can be solved by considering that the dimension has been reduced to \( d^* = d - r \), where \( d^* \) is the number of different values of the elastic constant \( k_i \). The optimal protocol would thus only involve a smaller number \( d^* \) of elemental stages or bangs.

Now, let us address the case in which the \( r \) \( k_i \)'s are arbitrarily close, but not exactly equal. Therein, we need the \( d \) bangs to achieve the optimal connection and the situation is quite subtle, as shown below. For the sake of concreteness, we study the almost fully degenerate case \( r = d \), defined as the limit where all confinements are almost identical: \( k_i = \overline{k}_1 = 1 \), \( \forall i > 1 \). This describes a harmonic trap with almost spherical symmetry in \( d \) dimensions. This is an experimentally relevant situation, since the elastic constants along orthogonal directions would not be perfectly equal in a real experiment [34–38]. Our use of the word “almost” stresses the fact that the \( k_i \)'s are not exactly equal.

For the almost fully degenerate case, the system of equations Eq. (10) no longer closed if we set all the \( k_i \)'s equal to unity: there are \( d \) unknowns but only one equation. Nevertheless, it is possible to resort to a perturbative approach that helps us find the missing \( d - 1 \) equations required to close the problem.\(^3\) By setting \( k_i = 1 + \epsilon_i \), with \( \epsilon_i \ll 1 \) for \( i > 1 \), one gets

\[
\psi(1, T_{\text{min}}, T_{\text{max}}, \tau) = T_f, \quad n = 1, \ldots, d - 1.
\]

The solution of (12a) and (12b) for the vector of time spans \( \tau \) provides us with the optimal bang-bang protocol in the almost fully degenerate case. Below, we show that this problem does not converge to the solution of the fully degenerate case, that is, to the one-dimensional solution. This is a remarkable property of the system under study: increasing the dimension comes at an additional cost.

\(^3\) If only some \( k_i \)'s were almost equal, there would be \( d \) unknowns and \( d^* < d \) equations. In that case, a similar perturbative approach would provide us with the missing equations.
Fig. 1 Sketch of the optimal bang-bang control able to connect two equilibrium states of a $d$-dimensional harmonic oscillator. The optimal control comprises several bangs, that is, time windows with alternating maximum and minimum values of the bath temperature. The character of the first bang—the value of its bath temperature $T_1$—is determined by the target temperature $T_f$ being either lower (cooling process, top panel) or higher (heating process, bottom panel) than the initial one $T_0$. The different parameters involved in the protocol, namely temperatures and time duration of the bangs, along with the notation used in Eq. (11) are displayed. The shortest connection time $t_f = \sum_{i=1}^{d} \tau_i$ stems from the solution of Eq. (10).

unavoidable price, in which the shortest connection time presents a jump when going from $d$ to $d + 1$. This happens even when the elastic constants are almost equal in all directions, and the confinement is arbitrarily close to be spherically symmetric.

Below, we look into the solution for optimal connections for $d = 1$ and the almost fully degenerate case for $d = 2$ and $d = 3$. Not only is this done to be concrete, but also because it is an experimentally relevant situation for one colloidal particle trapped in an almost isotropic harmonic trap. In each case, we mainly compute the function $\varphi(k, 0, T_{\text{max}}, \tau)$ for both cooling, $T_f < 1$, and heating, $T_f > 1$, and discuss the results that stem from the found solution. We keep a finite $T_{\text{max}}$ as a parameter but, as previously introduced, we choose $T_{\text{min}} = 0$ for the sake of simplicity.

3.1 One-dimensional case

Considering first a cooling process, $T_f < 1$, it is simple to get

$$\varphi(k, 0, T_{\text{max}}, \tau) = e^{-2k \tau_f}$$  \hspace{1cm} (13)

for $d = 1$, where $\tau$ is just the duration of the cooling process, $t_f = \tau_{c, 1}$. Directly applying Eq. (10) and solving for $t_f$, we obtain the shortest cooling time

$$t_f = -\frac{1}{2} \ln T_f$$  \hspace{1cm} (14)
Fig. 2 Shortest connection time as a function of the final temperature for different heating powers $T_{\text{max}}$ and dimensions $d$. Different colours stand for the different values of $T_{\text{max}}$ considered, namely $T_{\text{max}} = 10$ (blue), $T_{\text{max}} = 100$ (red), $T_{\text{max}} = 1000$ (purple), and $T_{\text{max}} \to \infty$ (black). Different dimensions are displayed with different patterns: $d = 1$ (solid), $d = 2$ (dashed) and $d = 3$ (dotted). At the scale of the plot, the results in the cooling region ($T_f < 1$) are hardly distinguishable from the limit behaviour $T_{\text{max}} \to \infty$ given by the black curve. For heating processes, the universal behaviour corresponding to $T_{\text{max}} \to \infty$ is approached in the regime $T_f / T_{\text{max}} \ll 1$ associated to the final temperature $T_f$—we recall that $k_1 = 1$. Since there is no heating stage for the fastest cooling protocol in the one-dimensional case, Eq. (14) is independent of $T_{\text{max}}$.

The protocol leading to the shortest time to cool down the particle is reasonable from a physical point of view: put the system in contact with a thermal bath at zero temperature and wait until the target state is reached. Consistently, the connection time diverges when $T_f \to 0$, and monotonically decreases up to zero for $T_f \to 1$; a qualitative behaviour that is expected for all $d$.

For heating processes, $T_f > 1$, we obtain

$$\psi(k_1, 0, T_{\text{max}}, \tau) = (1 - T_{\text{max}}) e^{-2k_1T_f} + T_{\text{max}},$$

for $d = 1$, where the only heating stage of duration $t_f$ represents the whole process, $t_f = \tau_{h,1}$. Solving Eq. (10) for $t_f$ in this case yields

$$t_f = \frac{1}{2} \ln \left( \frac{T_{\text{max}} - 1}{T_{\text{max}} - T_f} \right).$$

Once more, the qualitative behaviour can be intuitively justified. The shortest time is identically zero just for $T_f = 1$. It increases with $T_f$ until it diverges for $T_f \to T_{\text{max}}$. Furthermore, in the limit $T_{\text{max}} \to \infty$ the optimal time vanishes for all $T_f > 1$. This describes an instantaneous heating process, consequence of the infinite capacity to heat up. This limit will be further investigated in Sect. 4.

The results obtained for $d = 1$ are shown in Fig. 2 with solid lines. Therein, also plotted are (i) the results obtained for the two-dimensional (dashed lines) and three-dimensional (dotted lines) cases, which are obtained in Sects. 3.2 and 3.3, and (ii) the results for the limit as $T_{\text{max}} \to \infty$, which are derived in Sect. 4. A detailed comparison between these results is done later, in the corresponding sections of the paper.

3.2 Two-dimensional case

For $d = 2$, two bangs or elementary processes are needed. Therefore, the maximum (minimum) value of the temperature plays a role even for cooling (heating). As shown in the following, the fact of tuning two variances to their corresponding target states implies an increment of the cost of the optimal process, in terms of the minimum connection time to achieve the connection—even in the almost degenerate case. Hence, the optimal connection time in a system with effective $d = 2$, for arbitrary $k_2$, will be larger or equal than the corresponding one for $d = 1$. On the one hand, for finite $k_2$, equality only holds for the trivial value $T_f = 1$ which represents no change in the system and it is of course instantaneous. On the other hand, the convergence to the results corresponding to $d = 1$ can be also recovered when the limit $k_2 \to \infty$ is considered. Therein, the trap along the second spatial direction is completely rigid and thus always in equilibrium with vanishing variance. Such a limit will be further analysed in Sect. 4 for the case of infinite heating power, $T_{\text{max}} \to \infty$.

Now we show that the convergence to the one-dimensional case discussed above for $k_2 \to \infty$ is not present for other physically relevant limits, where one would naively expect it to hold: the almost degenerate case $k_2 \to k_1 = 1$. Analytic solutions of $\tau$ for

[4] Therefore, it coincides with the result for the limit $T_{\text{max}} \to \infty$ in Ref. [28].
and cannot be worked out much further analytically, we do not write it down explicitly. The dependence on \( k \) is not the case for \( k \). The limit for the two-dimensional case, but with an additional jump. Herein, we study the effect of adding a new dimension, which involves an extra cost in terms of the optimal connection time. The limit \( \lim_{k \to \infty} \) recovers the results for the two-dimensional case. However, this is not the case for \( k \). For the sake of concreteness, we study in detail the almost fully degenerate case, where the limits \( k_i \to k_1 = 1 \) for \( i = 2, 3 \) are introduced. Also analogously to the two-dimensional case, we numerically solve the system of Eqs. (12a)–(12b).

In the following, the functions \( \phi \) are provided. For cooling, \( T_f < 1 \), one gets

\[
\phi(k, 0, T_{\text{max}}, \tau) = e^{-2k(\tau_1+\tau_2)} - T_{\text{max}}e^{-2k\tau_2} + T_{\text{max}}. \tag{17}
\]

Weirs for heating, the function is

\[
\phi(k, 0, T_{\text{max}}, \tau) = (1 - T_{\text{max}})e^{-2k(\tau_1+\tau_2)} + T_{\text{max}}e^{-2k\tau_2}. \tag{18}
\]

The pair \((\tau_1, \tau_2)\) represents \((\tau_{c,1}, \tau_{h,1})\) for cooling and \((\tau_{h,1}, \tau_{c,1})\) for heating.

In Fig. 2, the final optimal time \( t_f = \tau_1 + \tau_2 \) is evaluated for the numerical solution of the system of Eqs. (12a)–(12b) and displayed with dashed lines. The vertical asymptotes at \( T_{\text{min}} = 0 \) (cooling branch of the \( t_f \) vs. \( T_f \) curve) and \( T_{\text{max}} \) (heating branch) are preserved. As briefly described in Sect. 3.1, going from \( d = 1 \) to \( d = 2 \) entails a finite increment in the minimum connection time—even in the almost degenerate situation. This unexpected asymmetry is one of the main results of our work and entails an unavoidable price when controlling higher-dimensional systems, even if they are almost isotropic.

In the heating branch, \( t_f \) monotonically increases with \( T_f \). Remarkably, in the intermediate regime \( 1 < T_f < T_{\text{max}} \), we find a convergence to a universal behaviour. The asymptote \( t_f = 0.5 \) arising in the limit as \( T_{\text{max}} \to \infty \) is studied in detail in Sect. 4. In the cooling branch, the shown results evidence that \( T_{\text{max}} \) does not significantly influence the minimum connection time. This is a reasonable property, given that—for the whole range of cooling—the ratio \( T_{\text{max}}/T_f \) is relatively big and the heating stage is thus expected to be short. In Fig. 3, we present results for the cooling branch with a quite low value of \( T_{\text{max}} = 1.1 \), in order to show that \( T_{\text{max}} \) indeed affects the shortest connection time.

In the above, we have focused on the limit \( k_2 \to k_1 = 1 \), but the non-degenerate case can also be considered. In such a situation, the minimum connection time monotonically decreases with \( k_2 \), tending to that of the one-dimensional case in the limit as \( k_2 \to \infty \). The dependence on \( k_2 \) is investigated in more detail within the limit \( T_{\text{max}} \to \infty \) in Sect. 4.

### 3.3 Three-dimensional case

For a three-dimensional system, three elementary stages or bangs are required. The discussion is similar to the one carried out for the two-dimensional case, but with an additional jump. Herein, we study the effect of adding a new dimension, which involves an extra cost in terms of the optimal connection time. The limit \( k_3 \to \infty \) recovers the results for the two-dimensional case. However, this is not the case for \( k_3 \to k_2 \). For the sake of concreteness, we study in detail the almost fully degenerate case, where the limits \( k_i \to k_1 = 1 \) for \( i = 2, 3 \) are introduced. Also analogously to the two-dimensional case, we numerically solve the system of Eqs. (12a)–(12b).

In the following, the functions \( \phi \) are provided. For cooling, \( T_f < 1 \), one gets

\[
\phi(k, 0, T_{\text{max}}, \tau) = e^{-2k(\tau_1+\tau_2+\tau_3)} - T_{\text{max}}e^{-2k(\tau_2+\tau_3)} + T_{\text{max}}e^{-2k\tau_3}. \tag{19}
\]

5 The derivatives involved in Eq. (12b) are easy to compute given the simple structure of \( \phi \). Nevertheless, since the final system is not especially illuminating and cannot be worked out much further analytically, we do not write it down explicitly.
while for heating, it is

\[
\psi(k, 0, T_{\text{max}}, \tau) = (1 - T_{\text{max}})e^{-2k(\tau_1 + \tau_2 + \tau_3)} + T_{\text{max}}e^{-2k(\tau_2 + \tau_3)}
\]

\[
= T_{\text{max}}e^{-2k\tau_3} + T_{\text{max}}.
\]

(20)

The triplet \((\tau_1, \tau_2, \tau_3)\) stands for \((\tau_{h,1}, \tau_{h,0}, \tau_{c,2})\) in the cooling case and for \((\tau_{h,1}, \tau_{c,1}, \tau_{h,2})\) in the heating one.

The results of \(t_f = \tau_1 + \tau_2 + \tau_3\) for the solution of the system of equations (12a)–(12b) are shown in Fig. 2 with dotted lines. A relevant part of the qualitative behaviour for \(d = 1\) and \(d = 2\) is preserved: presence of the same vertical asymptotes, same monotonicity for cooling and heating. Also, going from \(d = 2\) to \(d = 3\) entails a finite increment of the minimum connection time, as was the case when going from \(d = 1\) to \(d = 2\). The emergence of a universal minimum connection time in the limit as \(T_{\text{max}} \to \infty\) will be analysed in Sect. 4. As in the two-dimensional case, for observing the influence of the upper bound \(T_{\text{max}}\) on the minimum time for the cooling branch it is necessary to consider low values of \(T_{\text{max}}\), see Fig. 3.

4 Optimal thermal protocols for infinite heating power

In this section, we study the same time optimisation problem for the \(d\)-dimensional harmonically trapped Brownian particle, but assuming that there is no upper bound for the temperature of the heat bath, that is, \(T_{\text{max}} \to \infty\). A priori, one could expect this limit to be singular. Nonetheless, the infinite heating power entails a vanishing time for the heating bangs, \(t_{h,i} \to 0\). In turn, this entails that \(T_{\text{max}} t_{h,i}\) must tend to a certain finite constant, which becomes a new unknown that, in what follows, plays the role that \(t_{h,i}\) had earlier.

The limit \(T_{\text{max}} \to \infty\) could be directly applied to Eqs. (12a)–(12b) but, for the sake of clarity, we choose to introduce it in the evolution operator from the very beginning. To this end, the finite constants

\[
\alpha_{h,i} \equiv 2T_{\text{max}} t_{h,i}
\]

are defined. In this limit, the evolution operator in Eq. (7) is

\[
\bar{\mathcal{E}}_{\alpha_h}(\xi, \tau_{h,0}) = \lim_{T_{\text{max}} \to \infty} T_{\text{max}}^{-\alpha_{h}} \mathcal{E}_{\alpha_h, T_{\text{max}}}^{\tau_{h,0}} (\xi, 0) = \xi + \alpha_{h},
\]

which no longer depends on the elastic constants \(k_i\)—as explicitly stated in our notation for \(\bar{\mathcal{E}}\). The equivalent relations to those in Eqs. (8) and (9) are thus

\[
\left(\cdots \circ \bar{\mathcal{E}}_{\alpha_{h,2}} \circ \mathcal{E}_{\alpha_{h,1}}^{\tau_{c,1}} \circ \bar{\mathcal{E}}_{\alpha_{h,1}}^{\tau_{c,0}} \circ \mathcal{E}_{\alpha_{h,0}}^{\tau_{h,0}}\right) \left(\frac{1}{k_i}\right) = \frac{T_f}{k_i}, \quad i = 1, \ldots, d
\]

for heating processes, \(T_f > 1\), and

\[
\left(\cdots \circ \mathcal{E}_{\alpha_{h,2}} \circ \bar{\mathcal{E}}_{\alpha_{h,1}} \circ \mathcal{E}_{\alpha_{h,0}}^{\tau_{h,0}} \circ \bar{\mathcal{E}}_{\alpha_{h,0}}^{\tau_{c,0}} \circ \mathcal{E}_{\alpha_{h,0}}^{\tau_{c,1}}\right) \left(\frac{1}{k_i}\right) = \frac{T_f}{k_i}, \quad i = 1, \ldots, d
\]

for cooling processes, \(T_f < 1\). Similarly to Eq. (10), it is possible to give a compact form for Eqs. (23) and (24),

\[
\bar{\varphi}(k_i, \tau_{c}, \alpha_{h}) = T_f, \quad i = 1, \ldots, d,
\]

(25)

where the vectors \(\tau_{c}\) and \(\alpha_{h}\) contain the durations of the cooling stages and the intensity of the heating ones, respectively. The sum of the dimension of both vectors is equal to \(d\) while the absolute value of their difference is zero (unity) for even (odd) \(d\).

It is possible to give a general expression for \(\bar{\varphi}(k, \tau_{c}, \alpha_{h})\), specifically

\[
\bar{\varphi}(k, \tau_{c}, \alpha_{h}) = \sum_{n=1}^{d+1} (\bar{T}_{n} - \alpha_{n} - \bar{T}_{n}) \exp \left(-2k \sum_{m=n}^{d} \tau_{m}\right), \quad \forall d,
\]

(26)

where:

1. \(\bar{T}_{l}\) takes values either zero or \(\tau_{c}\) depending on whether the \(i\)-th stage is of heating or of cooling, respectively.
2. \(\bar{T}_{0} = 1\) and \(\bar{T}_{l+1} = \bar{\alpha}_{l+1} = 0\).
3. \(\bar{\alpha}_{i}\) takes values either sequentially from \(\alpha_{h}\) multiplied by \(k\) or zero depending on whether the \(i\)-th stage is of heating or of cooling, respectively.
4. \(\tau_{i}\) takes values either zero or sequentially from \(\tau_{c}\) depending on whether the \(i\)-th stage is of heating or of cooling, respectively.
Fig. 4 Sketch of the optimal bang-bang control connecting the initial and final states, for infinite heating power $T_{\text{max}} \to \infty$. The alternating elementary bangs are either cooling stages of finite duration or instantaneous heating stages. The top (bottom) panel corresponds to cooling (heating), that is, $T_f < 1$ ($T_f > 1$). The different parameters involved in the protocol, namely temperatures, heating jumps and time spans of the elementary bangs, along with the notation used in Eq. (26), are displayed. The shortest connection time $t_f = \tau_{c,1} + \tau_{c,2} + \cdots$, i.e. only the cooling bangs contribute to the minimum connection time.

Thus, for the non-degenerate case, the problem of searching the optimal protocol minimising the connection time is reduced to solving Eq. (25), with $\tilde{\psi}$ given by Eq. (26). A sketch for the optimal control protocol, and the notation employed in our general formulation in Eq. (26) is presented in Fig. 4.

For the almost fully degenerate case, one can proceed along similar lines to those for finite $T_{\text{max}}$—developed in Sect. 3. A perturbative approach, again considering that $k_i = 1 + \epsilon_i$, $\epsilon_i \ll 1$, makes it possible to close the mathematical problem for the $d$ unknowns in the $\alpha$ and $\tau$ vectors. Specifically, we obtain

$$\tilde{\psi}(1, T_{\text{min}}, \tau_c, \alpha_h) = T_f,$$

$$\frac{\partial^n \tilde{\psi}(k, T_{\text{min}}, \tau_c, \alpha_h)}{\partial k^n} \bigg|_{k=1} = 0, \quad n = 1, \ldots, d - 1.$$
In the following, the specific forms of the function $\bar{\varphi}$ are worked out for $1 \leq d \leq 3$.

4.1 One-dimensional case

For a cooling process, there is no difference with the case of finite $T_{\text{max}}$. Specifically, it is straightforward to obtain

$$\bar{\varphi}(k, 0, \tau_c, \alpha_h) = e^{-2k\tau_c},$$

(28)

where $\tau_1 = \tau_{c,1} = \tau_f$ is the minimum connection time—the duration of the single cooling bang in the protocol. Hence, the minimum time Eq. (14) is reobtained.

For a heating process, the limit $T_{\text{max}} \to \infty$ indeed induces a change, since

$$\bar{\varphi}(k, 0, \tau_c, \alpha_h) = 1 + k\alpha$$

(29)

In this occasion, Eq. (25) just gives the correct value of $\alpha_1 = \alpha_{h,1}$ to reach the target state. There is only one heating stage, which is instantaneous $t_f = \tau_{h,1} = \alpha/2T_{\text{max}} = 0$. Reasonably, the minimum time to perform a heating process vanishes since one has infinite resources to heat up the system. As we are about to demonstrate, this is no longer the case for $d > 1$.

The results for the minimum connection time in the limit as $T_{\text{max}} \to \infty$ are shown in Figs. 2 and 3 with solid black lines.

4.2 Two-dimensional case

Here, the optimal protocol comprises two bangs or elementary stages, as in the case of finite $T_{\text{max}}$. The main difference stems from the heating bangs being instantaneous. The role of the duration of the heating $\tau_{h,1}$ is now played by its intensity $\alpha_{h,1} = 2T_{\text{max}}\tau_{h,1,1}$. Using the general formula in Eq. (26), one gets

$$\bar{\varphi}(k, 0, \tau_c, \alpha_h) = e^{-2k\tau_c} + k\alpha$$

(30)

for a cooling process, $T_f < 1$, while

$$\bar{\varphi}(k, 0, \tau_c, \alpha_h) = (1 + k\alpha)e^{-2k\tau_c}$$

(31)

for a heating process, $T_f > 1$. The pairs $(\alpha_1, \tau_2)$ and $(\tau_1, \tau_2)$ stand for $(0, k\alpha_{h,1} = k\alpha)$ and $(\tau_{1,c} = t_f, 0)$ in the cooling process and for $(k\alpha_{h,1} = k\alpha, 0)$ $(0, \tau_{c,1} = \tau_f)$ in the heating process, respectively.

Solving Eqs. (25) for $k_2$ is possible up to reach the inverse relation between the optimal time and the final temperature, that is, $T_f$ may be expressed as an analytic function of $t_f$. These formulas are not particularly illuminating for our purposes. Instead, we discuss the dependence of the resulting $t_f$ with the second elastic constant $k_2$. On the one hand, as already discussed in Sect. 3, the limit of infinite confinement, $k_2 \to \infty$, entails that the second spatial direction becomes irrelevant—its spatial variance identically vanishes for all times—and the resulting $t_f$ converges to that for $d = 1$. On the other hand, the almost degenerate limit, $k_2 \to 1$, is subtler. There is no possibility of dimensional reduction and solving the system of two unknowns given by Eqs. (27a) and (27b) is mandatory. One has that

$$T_f = e^{-2t_f/(1 + 2t_f)},$$

(32)

for heating, and

$$T_f = \frac{e^{-2t_f}}{1 - 2t_f},$$

(33)

for cooling. The curves corresponding to Eqs. (32) and (33) are displayed in Figs. 2 and 3 with dashed black lines. Note that Eq. (33) predicts the emergence of the horizontal asymptote for $t_f = 1/2$ in Fig. 2. Moreover, we illustrate in Fig. 5 the dependence of $t_f$ on the second elastic constant $k_2$. Therein, the behaviour found above for the physically relevant limits $k_2 \to \infty$ and $k_2 \to 1$ is manifest. Moreover, it is clearly observed that, at fixed target temperature $T_f$, the minimum connection time monotonically decreases with $k_2$.

As highlighted several times before, there appears a time cost associated with increasing the dimension of the system. This feature is especially remarkable in the limit as $T_{\text{max}} \to \infty$: the minimum time needed to achieve the connection for the two-dimensional case is finite, even when having an infinite heating power—at variance with the one-dimensional case, for which $t_f = 0$. In this respect, it is convenient to recall that the fastest cooling rate is reached when the temperature of the thermal bath takes its minimum value, which is physically bounded by zero. This forbids instantaneous cooling processes, that is, the cooling power is always limited—which explains the observed asymmetry between cooling and heating processes. In Appendix C, this bound is disregarded by assuming an unphysical scenario, where $T_{\text{min}} \to -\infty$. Therein, we show that it is finite cooling power that finite minimum connection times stem from.

6 They can be found in Ref. [28].
Fig. 5 Shortest connection time as a function of the final temperature, for different elastic constants $k_2$ and dimensions $d$. Different colors stand for the different values of $k_2$ considered, namely $k_2 = 1.1$ (blue), $k_2 = 5$ (red), $k_2 = 10$ (purple) and $k_2 \to 1$ (black). Different dimensions follow the same code as in previous figures, that is, results for $d = 1$ ($d = 2$) correspond to solid (dashed) lines.

4.3 Three-dimensional case

Now, three bangs or elementary stages are involved in the optimal protocol. There are three unknowns, two $\alpha_h$’s and one $\tau_c$ for heating processes, and vice versa for cooling processes. Using the general formula in Eq. (26), we get

$$\tilde{\omega}(k, 0, \tau_c, \alpha_h) = e^{-2k(\tau_{1,c} + \tau_{2,c})} + k\alpha e^{-2k\tau_{2,c}},$$

for a cooling process, whereas

$$\tilde{\omega}(k, 0, \tau_c, \alpha_h) = (1 + k\alpha_{h,1})e^{-2kt_f} + k\alpha_{h,2},$$

for a heating process. The triplets $(\tilde{\alpha}_1, \tilde{\alpha}_2, \tilde{\alpha}_3)$ and $(\tau_1, \tau_2, \tau_3)$ stand, respectively, for $(0, k\alpha_{h,1} = k\alpha, 0)$ and $(\tau_{1,c}, 0, \tau_{2,c})$ in the cooling process and for $(k\alpha_{h,1}, 0, k\alpha_{h,2})$ and $(0, \tau_{c,1} = t_f, 0)$ in the heating one.

Again, an implicit expression for $t_f$ in terms of $T_f$ can be obtained, for arbitrary $k_2$ and $k_3$ for both heating and cooling—which, once more, are not especially illuminating.\footnote{They can also be found in Ref. [28].} Below, we focus on the almost fully degenerate case, which is interesting from a physical point of view: an imperfect spherical symmetry. Starting from Eqs. (27a) and (27b) for $d = 3$, it is possible to derive that

$$T_f = e^{-2t_f} \left[ 1 + 2t_f^2 + 2t_f \sqrt{(1 + t_f^2)} \right],$$

for fog cooling, and

$$T_f = \frac{e^{-2t_f}(1 + t_f)}{1 - t_f},$$

for heating. The curves corresponding to Eqs. (36) and (37) have already been represented in Figs. 2 and 3 with dotted black lines. The horizontal asymptote at $t_f = 1$ predicted by (37) is evident in Fig. 2.

4.4 Higher dimensions

The approach introduced above can be carried out to address an almost fully degenerate case for arbitrary dimension $d$. This is not an unphysical problem: for example, it corresponds to $d$ colloidal particles, each one trapped in its own one-dimensional harmonic potential—with all the harmonic wells being almost equal.

For heating processes, there always emerges an asymptotic value $t_f^{asy} = \lim_{T_f \to \infty} t_f$ for the minimum connection time. This value is an upper bound for the minimum connection time for a finite value of the target temperature $T_f > 1$ of a heated system, $t_f(T_f) \leq t_f^{asy}$. The bound $t_f^{asy}$ monotonically increases with the dimension, presenting finite jumps when going from $d$ to $d + 1$—as already discussed for the particular cases $d = 1 \to 2$ and $d = 2 \to 3$. In Table 1, the values for the optimal time for these asymptotes are displayed. These values have been analytically computed solving Eqs. (27a) and (27b), except for $d = 6$, which has been numerically obtained. Note that, for $1 \leq d \leq 3$, $t_f^{asy}$ follows the simple formula $t_f^{asy} = (d - 1)/2$: this simple expression is broken for $d = 4$. \footnotetext{They can also be found in Ref. [28].}
Table 1  Values for the asymptotic value of the minimum heating time $t_{asy}$ in the almost fully degenerate case for a $d$-dimensional oscillator

| Dimension $d$ | $t_{asy}$ |
|---------------|-----------|
| 1             | 0         |
| 2             | $\frac{1}{2}$ |
| 3             | 1         |
| 4             | $\frac{2+\sqrt{2}}{2}$ |
| 5             | $\frac{3+\sqrt{3}}{2}$ |
| 6             | 3.14497   |

Finding the reported values involve solving a polynomial equation of degree $d - 1$: therefore, for $d > 5$, the solution has been obtained numerically.

5 Information geometry

We have shown the emergence of an unavoidable price when adding dimensions to the almost degenerate oscillator under consideration, in terms of the time that has to be paid in order to make the shortest connection. In this section, we study this expense from the point of view of information geometry, an enticing field with a great potential to assist non-equilibrium statistical mechanics [41–43, 45, 48, 49]. Specifically, the thermodynamic length $\mathcal{L}$ and its divergence $\mathcal{C}$—sometimes also called the thermodynamic cost [43, 45]—are thoroughly analysed for the optimal bang-bang protocols along this work.

A key quantity in the information geometry framework is the Fisher information

$$I(t) = \int dx \ (\partial_t \ln P(x, t))^2 P(x, t).$$  \hfill (38)

From it, one can write down expressions for the so-called statistical or thermodynamic length

$$\mathcal{L}(t) = \int_0^t ds \sqrt{I(s)},$$  \hfill (39)

which measures the length of the path swept by the system in probability space, and also the thermodynamic cost or Fisher divergence

$$\mathcal{C}(t) = \frac{1}{2} \int_0^t ds I(s).$$  \hfill (40)

In the calculation of the Fisher information, the Gaussian nature of the distribution plays a remarkably simplifying role. In particular, introducing Eq. (4) into Eq. (38) leads to

$$I(t) = \frac{1}{2} \sum_{i=1}^d \left[ \frac{\dot{z}_i(t)}{z_i(t)} \right]^2,$$  \hfill (41)

where we have made use of $\int dx \ x_i^2 x_j^2 P(x, t) = (1 + 2\delta_{ij})z_i(t)z_j(t)$.

In the fully degenerate case, all terms in the sum in Eq. (41) are identical and thus the Fisher information simplifies to

$$I(t) = \frac{d}{2} \left[ \frac{\dot{z}(t)}{z(t)} \right]^2.$$  \hfill (42)

This expression is also valid for the almost fully degenerate case, for which $k_i = 1 + \epsilon_i$, with $\epsilon_i \ll 1$, since the difference with Eq. (42) vanishes in the limit $\epsilon_i \to 0$, $\forall i$. A subtlety should be remarked, though: when evaluating the Fisher information over the optimal protocol, the path swept by the system in probability space—codified in the time evolution of $z(t)$—is different for the fully degenerate and the almost fully degenerate cases. For the former, the optimal path is identical to that for the one-dimensional case, which comprises only one bang. For the latter, the optimal path comprises $d$ bangs, with the upper and lower bounds of the temperature alternating over it.

5.1 Thermodynamic length

Henceforth, we restrict ourselves to the almost fully degenerate case—consistently, our starting point is Eq. (42). First, let us note that

$$\mathcal{L}(t) = \sqrt{\frac{d}{2}} \int_0^t ds \left| \frac{\dot{z}(s)}{z(s)} \right| \geq \sqrt{\frac{d}{2}} \ln \frac{z(t)}{z(0)} \Rightarrow \mathcal{L}(t_f) \geq \sqrt{\frac{d}{2}} \ln T_f,$$  \hfill (43)
which bounds $\mathcal{L}(t_f)/\sqrt{d}$ by its optimal value for $d = 1$. Now, we derive $\mathcal{L}(t_f)$ for the optimal bang-bang protocol in arbitrary $d$ dimensions. For the sake of simplicity, and consistently with our approach in Sects. 3 and 4, we set $T_{\text{min}} = 0$. Taking into account the exponential relaxation in the cooling bangs, described by the evolution operator $E$, formula (41) into Eq. (40), we obtain

$$\mathcal{L}(t_f) = \frac{\sqrt{d}}{2} [\ln T_f + 4\tau_c].$$

(44)

where $\tau_c$ is the total time employed in cooling stages. Equation (44) holds for arbitrary values of $T_{\text{max}}$, being the assumptions $T_{\text{min}} = 0$ and almost fully degeneration the only hypotheses necessary for deriving it. Notably, the limit $T_{\text{max}} \to \infty$ further simplifies Eq. (44), since the heating bangs are instantaneous and thus $\tau_c = t_f$:

$$\mathcal{L}(t_f) = \frac{d}{2} [\ln T_f + 4t_f].$$

(45)

Substituting Eq. (45) into the inequality in Eq. (43) yields the following bounds for the connection time:

$$t_f \geq -\frac{1}{2} \ln T_f, \quad T_f < 1; \quad t_f \geq 0, \quad T_f > 1.$$

(46)

These bounds are precisely the values over the optimal connection for $d = 1$.

Apart from the expected multiplicative factor $\sqrt{d}$ in Eq. (45), the thermodynamic length has an additional increment when going from $d$ to $d + 1$ stemming from its dependence with $t_f$. This feature can be understood as a fingerprint of the aforementioned unavoidable cost of increasing the spatial dimension of the system, even in the almost fully degenerate case.

5.2 Thermodynamic cost

When computing the thermodynamic cost, the linearity in the integrand allows us to integrate each dimension separately, making it unnecessary the assumption of fully degenerate systems to derive an analytical expression for $C$. By introducing the general formula (41) into Eq. (40), we obtain

$$C(t_f) = \sum_{i=1}^{d} \left[ -k_i \ln T_f + \int_0^{t_f} ds \frac{\dot{z}_i(s)}{\dot{z}_i(s)} T(s) \right].$$

(47)

We have changed to $z_i$ as variable of integration, employed Eq. (6), and taken into account the initial and final values variances, $z_i(0) = 1/k_i$ and $z_i(0) = T_f/k_i$. The temperature $T(s)$ alternatively takes the extreme values $T_{\text{min}}$ (cooling bangs) and $T_{\text{max}}$ (heating bangs). For the case of our concern, the cost simplifies to

$$C(t_f) = \sum_{i=1}^{d} \left[ k_i \ln T_f + T_{\text{max}} \sum_j \Delta_{h,j} \left( \frac{1}{z_i} \right) \right].$$

(48)

where $\Delta_{h,j}(1/z_i)$ refers to the change of the inverse of the $i$-th variance over the $j$-th heating bang—only the heating bang contributes to the sum when $T_{\text{min}} = 0$. On the one hand, the first term, $-\sum_{i=1}^{d} k_i \ln T_f$ increases linearly with $d$ in the almost fully degenerate case. On the other hand, the second term is expected to increase faster than linearly with $d$, due to the double sum over $i$ and $j$.

5.3 Speed limit

Speed limits are bounds on the rate of evolution of dynamical systems. Although originally derived for quantum-mechanical systems—see Ref. [50] for a recent review, lately they have been derived for classical systems with stochastic dynamics [22, 43–45, 47, 48, 51, 52]. They involve trade-off relationships between the evolution speed, or the connection time between initial and final states, and information geometry quantities, which account for the cost required for driving the system or the length of the followed path—among others. For isothermal processes, these bounds can be related to physical quantities such as irreversible work or entropy production [42, 53]. For processes with varying temperature, like those considered in this paper, this connection is not straightforward and remains an open question, to the best of our knowledge.

Taking into account the definitions of thermodynamic length and cost in Eqs. (39) and (40), direct application of the Cauchy–Schwarz inequality entails that the connection time between two states must verify the inequality [43, 45]

$$t_f \geq t^{\text{geo}} \equiv \frac{L^2}{2C},$$

(49)

where $t^{\text{geo}}$ is evaluated over the specific path swept by the system in the connection. The quantity $t^{\text{geo}}$ is thus an information geometry lower bound for the connection time. The inequality (49) is saturated only over the geodesic, that is, $t_f = t^{\text{geo}}$ only for the path connecting the initial and target points that minimises $\mathcal{L}$. We remark that only both the heating and cooling procedures with $T_{\text{max}} \to \infty$ and $T_{\text{min}} = 0$ in the one-dimensional case correspond to such geodesics, being the geodesic and the brachistochrone different in general.
As discussed before, both $L/\sqrt{d}$ and $C/d$ are expected to be increasing functions of $d$, due to the contribution thereto of the terms that involve details of the optimal connection—specifically, the terms involving $t_f$ in Eq. (45) and $\sum_j \Delta_b(1/z_j)$ in Eq. (48), respectively. Thus, the quantity $t^{geo} = (L/\sqrt{d})^2/(2C/d)$ is expected to have a non-trivial dependence on the dimension in the almost fully degenerate case we are considering. Therefore, it is worth investigating the dependence on $d$ of the geometric bound $t^{geo}$. Figure 6 shows that $t^{geo}$ increases with $d$, which hints once more at the unavoidable cost of increasing the spatial dimension of the system. We must also point out that $t^{geo}$ decreases with $T_{\text{max}}$, vanishing in the limit as $T_{\text{max}} \to \infty$, while the optimal connection times $t_f$ tend to the finite values derived in Sect. 4. For $T_{\text{max}} \to \infty$, $L$ remains finite and $C$ diverges in such a limit, which implies that $t^{geo} \to 0$ for all $d$. Interestingly, this limit behaviour is similar to that found for a uniformly heated granular system in Ref. [28].

6 Discussion

What is the fastest connection, that is, the brachistochrone, between two states of a mesoscopic physical system? This is a relevant question from a theoretical perspective, bringing to the fore concepts from the theory of stochastic processes [54], stochastic thermodynamics [55, 56], and optimal control theory [25, 26]. Also, it is a relevant question from an applied perspective: for example, minimum time protocols have been shown to be the building blocks of the adiabatic—in the sense of zero average heat—branches of a maximum power irreversible Carnot-like engine [23].

Our work gives an analytical solution to the above question for a paradigmatic model system, which is also significant for actual experiments—since it describes an optically trapped colloidal particle. This is a $d$-dimensional harmonic oscillator, the elastic constants of which are kept constant but the temperature of the bath in which it is immersed can be externally controlled. Specifically, the system is initially at equilibrium at temperature $T_0$ and we want to drive it to a final equilibrium state with temperature $T_f$. It is important to stress that this is a relevant physical situation, which corresponds to isochoric (zero work) protocols.

A first key result of our work is showing that the thermal brachistochrone is a protocol of the bang-bang type, which comprises alternating heating and cooling time windows with the maximum ($T_{\text{max}}$) and minimum ($T_{\text{min}}$) values available for the bath temperature. For the sake of simplicity, we have set $T_{\text{min}} = 0$ for the lower bound of the temperature—from a physical standpoint, this means that $T_{\text{min}} \ll T_f$. It is worth stressing that our approach holds for both limited heating power, finite $T_{\text{max}}$, that is, $T_f/T_{\text{max}} = O(1)$, and infinite heating power $T_{\text{max}} \to \infty$, that is, $T_{\text{max}} \gg T_f$.

The bang-bang protocols derived here are significant because they allow for a fast—in fact, the fastest—and precise way to drive the system from its initial equilibrium state at the temperature $T_0$ to its final equilibrium state at the desired target temperature $T_f$. This is in contrast with the direct quench from $T_0$ to $T_f$, which requires an infinite amount of time to exactly reach the final equilibrium state. Moreover, we would like to highlight that the results for the brachistochrone obtained here are exact; no approximation has been made, despite the problem being highly non-trivial. Also, the arguments leading to the emergence of the bang-bang protocols as those minimising the connection time are quite general, which hints at the possibility of extending the results presented here to more general systems—for example with non-harmonic confinement.

A second key result of our approach is the finite increment of the minimum connection time when moving from dimension $d$ to $d + 1$, even when all the elastic constants are (almost) equal—that we have called the almost fully degenerate case. For a particle confined in a perfectly isotropic $d$-dimensional harmonic well—which we call the fully degenerate case, the minimum connection time equals that of the one-dimensional case. The evolution equations for the variances in all directions are identical and the $d$ degrees of freedom.
freedom are effectively reduced to only one. However, in a real experiment, there appear differences in the elastic constants along the different directions and isotropy (or spherical symmetry) is thus not perfect [34–38]. Intuitively, one expects these small differences to have a small, infinitesimal, impact in the minimum connection time. But our work shows that there appears a finite increment of the minimum connecting time, however small the anisotropy—i.e. the deviation from perfect spherical symmetry—is.

This intriguing and inescapable price for higher-dimensional slightly anisotropic, or almost fully degenerate, systems is unexpected and constitutes an outstanding result of our work. The finite increment of the connection time when going from dimension $d$ to $d+1$ stems from the optimal bang-bang protocol comprising as many stages as the number of different elastic constants, independently of the magnitude of the difference among them. To shed further light to this regard, we have resorted to information geometry concepts, such as the thermodynamic length and its divergence—also called thermodynamic cost [45]. Not only do thermodynamic length and cost share the remarkable feature of additional expenses when considering systems with increasing dimensionality, but also the geometric time bound associated with them increases with dimension.

Our work opens several perspectives for future research, some of which we highlight in the following. First, it would be interesting to extend the ideas developed here to the underdamped regime. The Gaussian behaviour persists in the underdamped regime, which should allow for obtaining a simple dynamical system involving not only the variances of the position $\langle x^2 \rangle$ but also the rest of second moments, namely $\langle v^2 \rangle$ and $\langle xv \rangle$. Still, the possible existence of oscillatory modes—depending on the relative values of the natural frequencies and the damping constant—makes the problem non-trivial from the point of view of control theory. Second, the current technical development of optical trapping and the experimental techniques that make it possible to control the temperature of the bath in an effective manner allow for the actual implementation of the optimal protocols derived here in the laboratory. The instantaneous switchings of the temperature can be engineered by making the bath temperature vary over a time scale much shorter than that characterising the dynamical behaviour of the Brownian particle. We recall that the bath temperature can be effectively varied by applying a random electric field to a charged colloid [20]. Third, our results are remarkably relevant for devising optimal heat engines made of Brownian objects. Since the emergence of stochastic thermodynamics [55, 56], the goal of building functional Brownian heat engines has been a persistent aspiration that has been addressed from both theoretical and experimental perspectives [17, 20, 23, 31, 33, 35, 57]. For a harmonic oscillator, infinitesimal work is given by $\sum_i \langle x_i^2 \rangle d\kappa_i/2$, where $\langle x_i^2 \rangle$ is the spatial variance and $\kappa_i$ is the elastic constant in the $i$-th direction. Therefore, protocols with constant stiffnesses, as those corresponding to thermal shortcuts, have an identically vanishing work throughout the considered path and, in this sense, are analogous to isochoric processes in “traditional” heat engines. Many classical thermodynamic cycles, such as Stirling’s [31, 58, 59] and Otto’s [60, 61], comprise isochoric branches, which endows the results derived in this paper with extra significance for future applications. Finally, it is worth investigating from a physical standpoint the consequences that the time-optimal paths designed here have on other relevant quantities of interest within the framework of stochastic thermodynamics, such as entropy production [14, 62] or irreversible work [12, 16, 17].
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Appendix A: General harmonic potential and normal modes

In this appendix, our minimisation problem for a general harmonic potential is recast. We consider the same overdamped Brownian particle in $d$-dimensions in contact with a thermal bath at temperature $T(t)$. However, in this case, the particle is trapped inside a general harmonic potential of the form $U(q) = \sum_{i,j=1}^d \kappa_{ij}q_i q_j/2$, with $q_i$ being the $i$-th spatial coordinate in a certain basis, and $\kappa_{ij}$ being the elements of a symmetric, positive-definite matrix $K$, which accounts for the stiffness of the trap. The corresponding stochastic descriptions are given by

$$\gamma \frac{d}{dt} q(t) = -\nabla U(q(t)) + \sqrt{2\gamma k_B T(t)} \tilde{q}(t), \quad (A1)$$

and

$$\gamma \frac{\partial}{\partial t} P(q, t) = \nabla \cdot [\nabla U(q) P(q, t)] + k_B T(t) \nabla^2 P(q, t), \quad (A2)$$
with $\gamma$, $k_B$, $\hat{\eta}$ and $P(q, t)$ having the same definitions as those at the beginning of Sect. 2. We introduce now the normal modes $x$,

$$q_i = \sum_{j=1}^{d} C_{ij} \chi_j,$$

(A3)

where $C_{ij}$ are the elements of an orthogonal matrix $C$ that diagonalises $K$,

$$\sum_{i,j=1}^{d} C_{ij} k_{ij} C_{jm} = k_l \delta_{lm}, \quad \sum_{i=1}^{d} C_{im} = \delta_{lm}. \quad \text{(A4)}$$

The harmonic potential may be thus expressed in terms of the normal modes,

$$U(x) = \frac{1}{2} \sum_{i,j=1}^{d} k_{ij} \left( \sum_{l=1}^{d} C_{ij} \chi_l \right) \left( \sum_{m=1}^{d} C_{jm} \chi_m \right) = \frac{1}{2} \sum_{l=1}^{d} k_l \chi_l^2, \quad \text{(A5)}$$

where we have employed the orthogonality relations from Eq. (A4). Thus, we notice that the potential becomes diagonal in the new basis. On the one hand, we may recover the Fokker–Planck Eq. (2) by noticing that $P(q, t) = P(x, t)$, since the absolute value of the Jacobian for the coordinate transformation equals unity, and carrying out carefully the change of variables defined by Eq. (A3). On the other hand, it is also trivial to proceed similarly for the Langevin Eqs. (1) and (A1), after identifying

$$\eta_i(t) = \sum_{j=1}^{d} C_{ij} \hat{\eta}_j(t), \quad \text{(A6)}$$

as the noise associated to the normal mode $\chi_i$. The latter corresponds also to a white Gaussian noise, as it satisfies the relations

$$\langle \eta_i(t) \rangle = \sum_{j=1}^{d} C_{ij} \langle \hat{\eta}_j(t) \rangle = 0, \quad \text{(A7)}$$

$$\langle \eta_i(t) \eta_j(t') \rangle = \sum_{l=1}^{d} \sum_{m=1}^{d} C_{il} C_{jm} \langle \hat{\eta}_l(t) \hat{\eta}_m(t') \rangle = \delta(t - t') \delta_{ij}. \quad \text{(A8)}$$

Once again, the relations from Eq. (A4) have been employed.

**Appendix B: Pontryagin’s maximum principle**

In this section, we show how to apply Pontryagin’s principle to study the time-optimisation problem of a Brownian particle in a general ($d$-dimensional) harmonic potential. In addition, we will also show the detailed derivation for the two dimensional case, mainly due to its simplicity.

The control problem may be cast in the following way: Let us introduce the control system

$$\dot{z}_i = f_i(z, k; T) \equiv -2k_i z_i + 2T, \quad i = 1, ..., d, \quad \text{(B9)}$$

with $z \equiv (z_1, z_2, ..., z_d)$ being the dynamic variables, $k \equiv (k_1, k_2, ..., k_d)$ the stiffness in each dimension and $T = T(t)$ the control parameter of the system. We want to minimise the functional

$$J[T] = \int_{0}^{t_f} dt \ f_0(z, k; T) \equiv \int_{0}^{t_f} dt = \tau_f, \quad \text{(B10)}$$

which corresponds to the final time of the process, given the constraints $T_{\min} \leq T(t) \leq T_{\max}$—i.e. the control $T(t)$ belongs to the control set defined by the interval $[T_{\min}, T_{\max}]$, and the boundary conditions

$$T(0) = T_0 = 1, \quad T(t_f) = T_f, \quad z_i(0) = T_0 \frac{T_0}{k_i} = \frac{1}{k_i}, \quad z_i(t_f) = \frac{T_f}{k_i}, \quad \text{for all } i = 1, ..., d. \quad \text{(B11)}$$

Now, we define a new variable $z_0$ with $z_0(0) = 0$ such that

$$\dot{z}_0 = f_0(z, k; T). \quad \text{(B12)}$$

We note that $z_0(t_f)$ corresponds just to $t_f$, which is the magnitude we intend to optimise. Next, we introduce the conjugate variables $(\psi_0, \psi) \equiv (\psi_0, \psi_1, \psi_2, ..., \psi_d)$, and the so-called Pontryagin’s Hamiltonian

$$\Pi(z, \psi_0, \psi, k; T) \equiv \psi_0 f_0 + \psi \cdot f, \quad \text{(B13)}$$

Springer
with \( \mathbf{f} = (f_1, f_2, \ldots, f_d) \). In conjunction with Eq. (B13), the variables \((\mathbf{z}, \psi_0, \psi)\) satisfy Hamilton’s canonical equations

\[
\dot{z}_0 = \frac{\partial \Pi}{\partial \psi_0} = f_0, \quad \dot{z}_i = \frac{\partial \Pi}{\partial \psi_i} = f_i, \quad (B14)
\]

\[
\dot{\psi}_0 = - \frac{\partial \Pi}{\partial \dot{z}_0} = 0 \quad \Rightarrow \quad \psi_0 = \text{constant}, \quad (B15)
\]

\[
\dot{\psi}_i = - \frac{\partial \Pi}{\partial \dot{z}_i} = 2k_i \psi_i \quad \Rightarrow \quad \psi_i(t) = \psi_{i,0} e^{2k_i t}. \quad (B16)
\]

Now, Pontryagin’s maximum principle states that the Hamiltonian must attain a maximum at the optimal control, implying that

\[
\frac{\partial \Pi}{\partial T} = 2 \sum_{i=1}^{d} \psi_i = 0. \quad (B17)
\]

However, as the latter expression does not depend on the control parameter \( T \), we conclude that the Hamiltonian attains its maximum at the boundaries of the control set. This entails that the solution of the control problem corresponds to a bang-bang protocol, for which there are time windows where \( T(t) = T_{\text{max}} \) or \( T(t) = T_{\text{min}} \). The choice between the maximum and minimum values of the temperature depends on the sign of the derivative of the Hamiltonian.

Let us note that, for \( d = 1 \), such derivative reduces to \( 2\psi_1 \), and as \( \psi_1 \) corresponds to a purely exponential function, it keeps its sign throughout the entire time window. Thus, the optimal protocol comprises in this case only one time window with either \( T(t) = T_{\text{max}} \) or \( T(t) = T_{\text{min}} \), depending on whether we intend to heat or cool the system. Now, for the two dimensional case, we have that

\[
\frac{\partial \Pi}{\partial T} = 2 \left( \psi_{1,0} e^{2k_1 t} + \psi_{2,0} e^{2k_2 t} \right). \quad (B18)
\]

Thus, assuming that \( \text{sign}(\psi_{1,0}) \neq \text{sign}(\psi_{2,0}) \), there exists a time \( \tau \in [0, t_f] \) for which the derivative of the Hamiltonian changes its sign,

\[
\frac{\partial \Pi}{\partial T} = 0 \quad \Leftrightarrow \quad \tau = \frac{1}{2(k_2 - k_1)} \ln \left( \frac{-\psi_{1,0}}{\psi_{2,0}} \right). \quad (B19)
\]

We need to specify the initial values \( \psi_{1,0} \) and \( \psi_{2,0} \) of the conjugate variables. These depend on whether the optimal control corresponds to the heating or the cooling cases. Let us focus on the heating case. According to Pontryagin’s principle, the Hamiltonian must be zero at the optimal control, for all times. We assume that \( T(t = 0^+) = T_{\text{max}} \) and \( T(t = t_f^-) = T_{\text{min}} \). Thus, we may impose the following equations:

\[
\Pi(0^+) = 0 \quad \Rightarrow \quad 2(T_{\text{max}} - 1)(\psi_{1,0} + \psi_{2,0}) = -\psi_0, \quad (B20)
\]

\[
\Pi(t_f^-) = 0 \quad \Rightarrow \quad 2(T_{\text{min}} - T_f)(\psi_{1,0} e^{2k_1 t_f} + \psi_{2,0} e^{2k_2 t_f}) = -\psi_0, \quad (B21)
\]

from which we obtain

\[
\psi_{1,0} = \frac{1}{2} e^{2k_1 t_f} \frac{\psi_0}{1 - T_{\text{max}} - \frac{1}{T_f - T_{\text{min}}}} e^{2k_1 t_f}, \quad (B22)
\]

\[
\psi_{2,0} = \frac{1}{2} e^{2k_2 t_f} \frac{\psi_0}{1 - T_{\text{min}} - \frac{1}{T_f - T_{\text{max}}}} e^{2k_2 t_f}. \quad (B23)
\]

Thus, the switching time \( \tau \) is given by

\[
\tau = \frac{1}{2(k_2 - k_1)} \ln \left[ \frac{1 - T_{\text{max}} - (T_f - T_{\text{min}}) e^{2k_1 t_f}}{1 - T_{\text{max}} - (T_f - T_{\text{min}}) e^{2k_2 t_f}} \right]. \quad (B24)
\]

which is positive for \( T_f > 1 \). We must note that a negative value of \( \tau \) would have been obtained had we chosen the opposite order of the bangs, i.e. \( T(t = 0^+) = T_{\text{min}} \) and \( T(t_f^-) = T_{\text{max}} \). This means that the assumed order of the bangs is indeed the right one for \( T_f > 1 \). In order to fully determine the unknown parameters (\( \tau, t_f \)), we would need to resort to one of the evolution equations given by Eq. (18) (either with \( k = k_1 \) or \( k = k_2 \)), where we identify \( \tau = \tau_1 \) and \( t_f = \tau_1 + \tau_2 \).

**Appendix C: unphysical scenario: negative temperatures**

Let us consider the two-dimensional harmonic oscillator, for general values of the boundary temperatures \( T_{\text{max}} \) and \( T_{\text{min}} \) and for the heating control, \( T_f > 1 \), in the \( k_2 \rightarrow k_1 \) limit. Direct resolution of the evolution Eq. (12a) over the whole time window leads to the equations

\[
T_f = (1 - T_{\text{max}}) e^{-2(\tau_1 + \tau_2)} + (T_{\text{min}} - T_{\text{max}}) e^{-2\tau_2} + T_{\text{min}}. \quad (C25)
\]
With these definitions, for this unphysical scenario, we assume that $T_c \equiv T_{\text{max}} = -T_{\text{min}}$. This assumption implies that we can heat up the system as much as we can cool it down. We would recover a sort of “temperature symmetry” that it is not actually present in the physical case. Within this assumption, the evolution equations reduce to

$$
0 = (\tau_1 + \tau_2)(1-T_{\text{max}})e^{-2(\tau_1+\tau_2)} + \tau_2(T_{\text{max}} - T_{\text{min}})e^{-2\tau_2}.
$$

(C26)

Now, for this unphysical scenario, we assume that $T_c \equiv T_{\text{max}} = -T_{\text{min}}$. This assumption implies that we can heat up the system as much as we can cool it down. We would recover a sort of “temperature symmetry” that it is not actually present in the physical case. Within this assumption, the evolution equations reduce to

$$
T_f = (1-T_c)e^{-2(\tau_1+\tau_2)} + 2T_ce^{-2\tau_2} - T_c,
$$

(C27)

$$
0 = (\tau_1 + \tau_2)(1-T_c)e^{-2(\tau_1+\tau_2)} + 2\tau_2T_ce^{-2\tau_2}.
$$

(C28)

We are interested in the asymptotic behaviour of both $\tau_1$ and $\tau_2$ when $T_c \to +\infty$. Such infinite power to both heat and cool the system entails vanishing times for both the heating and the cooling windows. However, as Fig. 7 shows, the asymptotic behaviour of both $\tau_1$ and $\tau_2$ scales as $T_c^{-1/2}$ in this case. Thus, it is appealing to introduce the constants

$$
\alpha_h = 2\sqrt{T_c}\tau_1, \quad \alpha_c = 2\sqrt{T_c}\tau_2.
$$

(C29)

For $T_c \to +\infty$, both $\tau_1$ and $\tau_2$ may be expanded in powers of $T_c^{-1/2}$ as

$$
\begin{align*}
\tau_1 &= \frac{\tau_1^{(0)}}{\sqrt{T_c}} + \frac{\tau_1^{(1)}}{T_c} + \frac{\tau_1^{(2)}}{T_c^{3/2}} + \cdots \Rightarrow \alpha_h = 2\tau_1^{(0)} + \frac{2\tau_1^{(1)}}{\sqrt{T_c}} + \frac{2\tau_1^{(2)}}{T_c} + \cdots, \\
\tau_2 &= \frac{\tau_2^{(0)}}{\sqrt{T_c}} + \frac{\tau_2^{(1)}}{T_c} + \frac{\tau_2^{(2)}}{T_c^{3/2}} + \cdots \Rightarrow \alpha_c = 2\tau_2^{(0)} + \frac{2\tau_2^{(1)}}{\sqrt{T_c}} + \frac{2\tau_2^{(2)}}{T_c} + \cdots.
\end{align*}
$$

(C30)

(C31)

With these definitions, $T_c \to +\infty$ in the reduced evolution equations leads to

$$
T_f = 1 + \frac{1}{\sqrt{T_c}}(\alpha_h^{(0)} - \alpha_c^{(0)}) + (\alpha_h^{(1)} - \alpha_c^{(1)})
$$

$$
- \frac{1}{2}(\alpha_h^{(0),2} + 2\alpha_h^{(0)}\alpha_c^{(0)} - \alpha_c^{(0),2}) + O(T_c^{-1/2}),
$$

(C32)

$$
0 = \frac{1}{\sqrt{T_c}}(\alpha_h^{(0)} - \alpha_c^{(0)}) + (\alpha_h^{(1)} - \alpha_c^{(1)})
$$

$$
- (\alpha_h^{(0),2} + 2\alpha_h^{(0)}\alpha_c^{(0)} - \alpha_c^{(0),2}) + O(T_c^{-1/2}),
$$

(C33)

On the one hand, the above system of equations is only consistent if $\alpha_h^{(0)}$ and $\alpha_c^{(0)}$ are equal, such that the $O(\sqrt{T_c})$ terms vanish. On the other hand, we are left with an undetermined system of two equations for the variables $(\alpha_h^{(0)}, \alpha_h^{(1)}, \alpha_c^{(1)})$.

$$
T_f = 1 + \alpha_h^{(0),2},
$$

(C34)
Fig. 8 Boundary temperature dependence of the constants $\alpha_h$ (blue) and $\alpha_c$ (red) for the heating protocol in a two-dimensional unphysical harmonic oscillator. As in Fig. 7, $k_2 \to k_1 = 1$ and $T_f = 2$. Full lines correspond to the numerical solution of the evolution equations Eqs. (C27) and (C28), plus the definitions from Eq. (C29), while the black dashed line corresponds to the $O(1)$ contribution for both constants, and the blue and red dashed lines, respectively, to $\alpha_h$ and $\alpha_c$ up to $O(T_c^{-1/2})$. All dashed curves are analytical predictions stemming from Eqs. (C34) and (C38).

$$0 = \alpha_h^{(1)} - \alpha_c^{(1)} - 2\alpha_h^{(0),2}. \quad \text{(C35)}$$

In order to close the system, we need to take into account the subdominant contributions in $T_c$. Those of $O(T_c^{-1/2})$ read

$$0 = \alpha_h^{(0),3} - 2\alpha_h^{(0)} (1 + \alpha_h^{(1)}) + (\alpha_h^{(2)} - \alpha_c^{(2)}), \quad \text{(C36)}$$

$$0 = 3\alpha_h^{(0),3} - 2\alpha_h^{(0)} (1 + 2\alpha_h^{(1)}) + (\alpha_h^{(2)} - \alpha_c^{(2)}), \quad \text{(C37)}$$

from which we obtain

$$\alpha_h^{(1)} = \alpha_h^{(0),2}, \quad \alpha_c^{(1)} = -\alpha_h^{(0),2}. \quad \text{(C38)}$$

In general, the $O(T_c^{-1/2})$ allows us to solve for the variables $\alpha_h^{(n)} - \alpha_c^{(n)}$ and $\alpha_h^{(n-1)}$. Finally, up to $O(T_c^{-1})$, the time intervals are given by

$$\tau_1 = \frac{1}{2} \sqrt{\frac{T_f - 1}{T_c} + \frac{T_f - 1}{T_c}}, \quad \tau_2 = \frac{1}{2} \sqrt{\frac{T_f - 1}{T_c} - \frac{T_f - 1}{T_c}}. \quad \text{(C39)}$$

which clearly vanish in the $T_c \to +\infty$ limit. In Figs. 7 and 8, the excellent agreement between our asymptotic analysis (dashed lines) and the numerical solution (solid lines) is evident.
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