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ABSTRACT

Multiple object tracking (MOT) is one of the basic issues in the field of video analysis and monitoring. It has great significance in areas of behavioral event understanding, traffic management and security prevention. Nowadays, there are increasingly deep researches on the application of neural networks in MOT, such as feature extraction, model formulation of both appearance and motion. Compared with the traditional MOT with the employment of hand-crafted features and the design of similarity function between detections, research in neural networks has shown competitive superiority and drawn wide attention from scholars. In this paper, we analyze the current trends and introduce the application of convolutional neural network and recurrent neural network in MOT. We can see that the neural network techniques in MOT have great potential and vast development prospects.

INTRODUCTION

Multiple object tracking is an important matter in the computer vision. It is meaningful for video surveillance, robot navigation and localization, intelligent traffic and other fields. Although some progress has been made in recent years, MOT still faces great challenges due to false alarms, long time occlusion, and camera movement, etc. In a MOT task, objects in the image sequence are detected by effective detector such DPM, then multiple object tracking is transformed into a data-related problem.
Before 2015, researchers mainly looked for a strong, globally optimal model to solve data association problems. The problem of linking multiple object detections into a series of constant trajectories is often modeled as a graph, solved with the K shortest path [1], linear programming [2], conditional random field [3], a cutting graph [4]. There are also many scholars concerned about the motion model.

Compared with other fields, the application of neural networks in multiple object tracking is the main reasons are as follows. Firstly, neural networks usually need a huge number of training data to learn the large parameters, but we can only get relatively small amounts of data actually. Secondly, existing deep networks are mostly trained on image classification tasks, there are significant differences between different types of images. However, it need to distinguish subtle between detection patches in the tasks of MOT. These networks are difficult to apply to detailed tracking tasks. In addition, the data and solutions required in practical applications are complex and diverse in which the length of the video is unknown.

However, tracking performance is heavily depends on the detection results, hand draft feature have a limited ability of expressing the specific object. The performance of the tracking model in the situation of many pedestrians and frequent occlusion is decreased dramatically. Deep neural networks have been successfully applied to image classification [5], object detection [6], image annotation [7] and other fields, and achieved reliable results. The main reason is that the multi-layered structure of the deep neural network learns more abundant features of the target. More and more researchers are trying to apply deep learning to multi-object tracking tasks. The work of deep learning in multi-object tracking has continued to occur. Research on the appearance and movement model has gradually deepened, and has achieved very good results, setting off a new wave of research in the academic community.

**MOT BASED ON CONVOLUTIONAL NEURAL NETWORK**

In view of the great advantages of Convolutional Neural Network (CNN) in feature expression, scholars try to use neural network to extract the features of the object of interest as the basis for data association.

**Feature Learning**

Fengwei [8] and others used the Faster-RCNN network to detect and extract the targets in the video, and used the GoogLeNet network [9] to extract the appearance features of different detections and calculate the distance between different detection features as a measure of the attractiveness in the data association. This model achieves good results in tracking tasks. Kim [10] et al. also used depth features trained on large datasets by deep networks as appearance features for multi-
hypothesis tracking. Tang [4] et al. also used the depth matching feature to enhance the graph cutting effect.

Learning of Feature Distance Measurement Functions

As multi-object tracking is intended to correlate different detections, designing a distance measure function between pairs is also a key factor. The Siamese network is a good way to measure the similarity of the target. The network uses contrast loss, making the distance between different detections belonging to the same target closer. Therefore, the neural network is applied in multi-target tracking.

Leal-Taixe et al [11] used the twitch neural network to learn matching features between paired detections, using image blocks and optical flow features as network inputs, and then comprehensively detecting information such as position and size, using a gradient-enhanced classifier to generate the final classification probability. The model framework is shown in Figure 1

Data Association Learning Model

In addition to using convolutional neural networks to extract features and learning feature distance metrics, convolutional neural networks are also used to learn appearance models, data association models, and so on. The processing algorithm of the model is shown in Fig. 2. For each frame of the video, the pre-trained detector such as DPM detector [12] is used first to detect the objects in each frame. Then the double-threshold strategy [14] is used to generate more reliable small tracklets. Then they train the neural network using some auxiliary data. The pre-trained siames convolutional network is combined with the short-term constraint metric to train the metric matrices respectively applicable to each trajectory segment. Finally, the similarity relationship between trajectory segments is calculated by using the corresponding metric matrix.

The tracklet association is regarded as a Generalized Linear Allocation (GLA) problem and solved by the soft assign algorithm [12]. In order to solve the trajectory cracks and identity switch problems in the tracklet association model, Wang Bing et al. [13] used the twinning neural network and short-term constraints to model the small trajectory appearance model.
Training Based on Parts of Body

In addition to extract the features of the objects using the CNN network, some scholars used the key points [15] or gestures [16] to achieve multi-object tracking.

Insafutdinov [17] uses the CNN network to train body parts detectors to detect various parts of the body such as the head, shoulders, elbows, ankles, etc., and he build a graph to show the relationship between body parts, which is represented by edges.

MOT BASED ON RECURRENT NEURAL NETWORK

How to recover the objects after recoclusion from the blocked state is a problem which is need to be solved. Therefore, the data association of multi-object tracking should be based on the state of the previous states of the object, while the convolutional neural network cannot record the information of the previous moment, and the recurrent neural network (RNN) has the ability to maintain information, so the recurrent neural networks are also widely used.

Milan [19] applied a recurrent neural network to multi-object tracking model, including target state prediction, data association, and state updates. The combination problem of data association was solved by Long Short Term Memory (LSTM). End-to-end multi-target tracking with deep learning is firstly implemented. The model structure is shown in Figure 3.
In addition, Alahi [20] proposed the LSTM model to learn pedestrian movement characteristics and predict its future trajectory. Sadeghian [21] uses the RNN network to calculate the similarity score between the target and the detection. Which is composed of 3 RNNs, which respectively model the appearance, motion and target interaction, and the objects’ timing information, are used in the modeling process.

CONCLUSION

The application of neural networks in multi-object tracking has become more and more broadly. With the huge extensive data sources in information society, multi-object tracking based on deep learning will be an important research direction,
but we have to do a lot of exploration on the model of deep network training can be robustly applied to various scenarios and achieve better tracking performance.
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