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Abstract—Federated Learning (FL), an emerging paradigm for fast intelligent acquisition at the network edge, enables joint training of a machine learning model over distributed data sets and computing resources with limited disclosure of local data. Communication is a critical enabler of large-scale FL due to significant amount of model information exchanged among edge devices. In this paper, we consider a network of wireless devices sharing a common fading wireless channel for the deployment of FL. Each device holds a generally distinct training set, and communication typically takes place in a Device-to-Device (D2D) manner. In the ideal case in which all devices within communication range can communicate simultaneously and noiselessly, a standard protocol that is guaranteed to converge to an optimal solution of the global empirical risk minimization problem under convexity and connectivity assumptions is Decentralized Stochastic Gradient Descent (DSGD). DSGD integrates local SGD steps with periodic consensus averages that require communication between neighboring devices. In this paper, wireless protocols are proposed that implement DSGD by accounting for the presence of path loss, fading, blockages, and mutual interference. The proposed protocols are based on graph coloring for scheduling and on both digital and analog transmission strategies at the physical layer, with the latter leveraging over-the-air computing via sparsity-based recovery.
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I. INTRODUCTION

Distributed learning refers to scenarios with multiple agents collaboratively training a machine learning model over geographically distributed computing resources and data, with examples ranging from decentralized data centers to Internet-of-Things (IoT) networks [1, 2]. Communication is a critical enabler of distributed learning systems [3], and effective collaborative training often involves the exchange of significant amounts of information, including training data, model parameters, and gradient vectors.

Agents in distributed learning systems are typically connected either in a star topology, such as in a master-worker architecture, or in a decentralized device-to-device (D2D) topology characterized by a general graph (see example in Fig. 1). For star topologies, federated learning (FL) [4] has recently been widely studied as a means to enable cooperative training based on the exchange of model information through the center node. For D2D topologies, devices can only communicate with their neighbors, and consensus mechanisms are needed to ensure the achievement of a common learning goal. A well-known solution to large-scale machine learning problems in D2D topologies with ideal communication is Decentralized Stochastic Gradient Descent (DSGD), which guarantees convergence to optimality under assumptions of convexity and connectivity [5]. Variants of DSGD have been developed to improve its convergence performance, including gradient tracking algorithms [6]. For graphs with interference constraints, matching-based multi-user scheduling schemes have been proposed in [7], enabling parallel inter-node information exchange. Communication overhead for distributed learning can also be reduced via sparsification and/or quantization [8], possibly combined with event-triggered mechanisms [9].

All the prior works summarized above assume noiseless or rate-limited communications, hence not accounting for wireless impairments caused by link blockages, channel fading, and mutual interference. For star topologies, FL in wireless networks was studied in several recent works. In [10], a joint learning, wireless resource allocation, and user selection problem was formulated to mitigate the impact of wireless impairments. over-the-air computation (AirComp) was investigated...
in [11–13] as a promising solution to support simultaneous transmissions in large-scale FL by leveraging the superposition property of the wireless medium.

In this work, we study for the first time the problem of implementing DSGD for server-less edge networks. The contribution of this paper is summarized as follows. 1) We propose protocols for the implementation of DSGD over wireless D2D networks by considering both digital and analog transmission schemes, with the analog implementation leveraging over-the-air computing. 2) To cope with wireless interference, we apply graph-coloring based scheduling strategies to the designs of digital and analog implementations. 3) Simulations are presented to benchmark the proposed digital and analog implementations against various baseline strategies, providing insights on the performance comparison between digital and analog implementations.

The remainder of this paper is organized as follows. The learning problem and the communication models are presented in Section II. The digital and analog implementations of the DSGD algorithm are, respectively, introduced in Sections III and IV. The simulation results are provided in Section V. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

In this paper, as illustrated in Fig. 1, we consider a decentralized federated learning model, in which a set $\mathcal{V} = \{1, \ldots, K\}$ of $K$ devices, each with a local training data set, collaboratively train a shared machine learning model via wireless D2D communications without directly disclosing their respective training samples to each other [4].

A. Data and Learning Model

Each device $i \in \mathcal{V}$ has a data set $\mathcal{D}_i$, where different sets $\mathcal{D}_i$ and $\mathcal{D}_j$, $i \neq j$, are assumed to have non-empty intersections. All devices share a common machine learning model, e.g., a class of neural networks, which is parametrized by a vector $\theta \in \mathbb{R}^{d \times 1}$. The goal of the network is to collaboratively tackle the empirical loss minimization problem

\[
\min_{\theta} \quad \hat{F}(\theta) \triangleq \frac{1}{K} \sum_{i \in \mathcal{V}} f_i(\theta),
\]

where $\hat{F}(\theta)$ is the global empirical loss function; $f_i(\theta) = \sum_{\xi \in \mathcal{D}_i} l(\theta, \xi)$ is the local empirical loss function for the data available at device $i$; and $l(\theta, \xi)$ denotes the loss function (e.g., cross entropy for classification problems) for the parameter vector $\theta$ evaluated on a data sample $\xi$. At any $t$th iteration of the distributed learning process, each device $i \in \mathcal{V}$ has a local parameter vector $\theta_i^{(t)}$ that approximates the solution to problem (P0).

In this work, we adopt the standard decentralized stochastic gradient descent (DSGD) algorithm [5, 6], suitably modified to account for constraints arising from wireless transmission. In conventional DSGD, the devices are assumed to be connected over an undirected graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, with $\mathcal{V}$ denoting the set of nodes and $\mathcal{E} \subseteq \{(i, j) \in \mathcal{V} \times \mathcal{V} | i \neq j\}$ the set of edges. The devices carry out local SGD updates and communicate periodically every $\tau$ iterations. As a result, at each iteration $t$ that is not a multiple of $\tau$, device $i \in \mathcal{V}$ executes an SGD step based on its data set $\mathcal{D}_i$ by updating its local parameter $\theta_i^{(t)}$ as

\[
\theta_i^{(t)} = \theta_i^{(t-1)} - \eta^{(t)} \nabla f_i(\theta_i^{(t-1)}),
\]

where $\eta^{(t)}$ denotes the learning rate, possibly dependent on $t$; and $\nabla f_i(\theta_i^{(t-1)})$ is the estimate of the gradient $\nabla f_i(\theta)$ obtained from a mini-batch $\mathcal{D}_i^{(t)} \subseteq \mathcal{D}_i$ of device $i$’s data samples as

\[
\hat{\nabla} f_i(\theta_i^{(t-1)}) = \frac{1}{|\mathcal{D}_i^{(t)}|} \sum_{\xi \in \mathcal{D}_i^{(t)}} \nabla l(\theta_i^{(t-1)}, \xi). \tag{2}
\]

In contrast, when $t$ is an integer multiple of $\tau$, the nodes exchange their current local parameters with their neighbors in graph $\mathcal{G}$ and perform a consensus update. Mathematically, each device $i \in \mathcal{V}$ linearly combines the parameters received from the set $\mathcal{N}_i$ of neighbors in graph $\mathcal{G}$ with weights $\{w_{ij}\}_{j \in \mathcal{N}_i}$ along with the local SGD update as

\[
\theta_i^{(t)} = w_{ii}\theta_i^{(t-1)} + \sum_{j \in \mathcal{N}_i} w_{ij}\theta_j^{(t-1)} - \eta^{(t)} \hat{\nabla} f_i(\theta_i^{(t-1)}). \tag{3}
\]

We consider the standard choice of weight matrix $[W]_{ij} = w_{ij}$ with $w_{ij} = \alpha$, $\forall j \in \mathcal{N}_i$, $w_{ii} = 1 - |\mathcal{N}_i|\alpha$, and $0$ otherwise, $i \in \mathcal{V}$, where the constant $\alpha$ is a design parameter related to the topology of graph $\mathcal{G}$ to ensure fast consensus [14]. A typical choice is $\alpha = 2/(\lambda_1(L) + \lambda_{K-1}(L))$, where $L = D - A$ is the Laplacian of the graph, with $D$ and $A$ denoting the degree matrix and the adjacency matrix of the graph, respectively, and $\lambda_i(\cdot)$ denotes the $i$th largest eigenvalue of its argument matrix.

B. Communication Model

For the entire duration of the collaborative learning session of interest, communication between any two nodes $i$ and $j$ may be blocked due to shadowing with probability $p_{ij}$ independently of all other pairs. The unblocked links thus define a connectivity graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, with $\mathcal{E} \subseteq \{(i, j) \in \mathcal{V} \times \mathcal{V} | i \neq j\}$ denoting the edge set for the unblocked pairs. Devices $i$ and $j$ are referred to as connected if edge $(i, j)$ is included in the connectivity graph $\mathcal{G}$.

As seen in Fig. 1(b), iteration $t = \tau, 2\tau, \ldots$ of the learning algorithm is associated with a communication block of $N$ channel uses. The signal received at device $i \in \mathcal{V}$ during a channel use $n = 1, \ldots, N$, for the $t$th iteration $(t = \tau, 2\tau, \ldots)$ can be written as

\[
y_{i,n}^{(t)} = \sum_{j \in \mathcal{N}_i} \sqrt{A_0} \left(\frac{d_{ij}}{d_{ij}}\right)^{\gamma/2} h_{ij}^{(t)} s_{i,n}^{(t)} + n_{i,n}^{(t)}, \tag{4}
\]

where $h_{ij}^{(t)} \sim \mathcal{CN}(0,1)$ is the Rayleigh fading channel coefficient between device $i$ and device $j$ at the $t$th iteration, which is assumed to vary independently across communication blocks; $n_{i,n}^{(t)} \sim \mathcal{CN}(0, N_0)$ is the additive white Gaussian noise (AWGN) at device $i$; $s_{i,n}^{(t)}$ is the signal transmitted by device $i$; $A_0$ is the average channel gain at reference distance $d_0$;
\( d_{ij} \) is the distance between device \( i \) and \( j \); and \( \gamma \) is the path loss exponent factor. An average power constraint of \( 1/N \sum_{i=1}^{N} E[x_{ij}^{(t)}]^2 \leq \bar{P} \) is imposed for all devices \( i \in \mathcal{V} \) and communication blocks [15]. We assume channel state information about the local channels \( \{h_{ij}\}_{j \in \mathcal{N}_i} \) to be available at each device \( i \in \mathcal{V} \).

### III. Digital Implementation

In this section, we propose a digital implementation of the DSGD algorithm by detailing the scheduling and physical-layer transmission policies.

#### A. Scheduling

Each communication block at iteration \( t = \tau, 2\tau, \ldots \) (see Fig. 1(b)) is divided into \( M \) time slots, and a different subset of devices transmit a quantized version of the respective local parameter vectors \( \theta_i^{(t)} \) in each slot. The subsets of devices are scheduled so that: (i) no two connected devices are scheduled to transmit in the same slot due to the half-duplex transmission constraint; and (ii) no two devices connected to the same device are scheduled to transmit in the same slot, so as not to cause interference at a common neighbor.

To elaborate, we construct an auxiliary graph \( \mathcal{G}^d(\mathcal{V}, \mathcal{E}^d) \) such that the edge set \( \mathcal{E}^d \supseteq \mathcal{E} \) includes not only the original edges in \( \mathcal{E} \), but also one edge for each pair of nodes sharing a link or more common neighbors. We then carry out vertex coloring on the auxiliary graph \( \mathcal{G}^d(\mathcal{V}, \mathcal{E}^d) \), such that any two nodes connected by an edge are assigned with distinct “colors”. The minimum number of colors required is the chromatic number of the graph. Finally, scheduling proceeds by assigning the nodes with the same “color” to the same slot (see Fig. 1(a)). This ensures that both requirements (i) and (ii) above are satisfied. Since finding an optimal vertex coloring for a general graph is known to be NP-hard, we adopt the well-known greedy heuristic algorithm. The greedy algorithm has linear-time complexity, and yields a number of colors that is upper-bounded by the maximum degree of the graph [16, Sec. 2]. For the proposed digital implementation, the number \( M \) of time slots is henceforth given by the number of colors obtained by the greedy algorithm.

#### B. Physical-Layer Transmission

As a result of the the scheduling strategy designed above, each device \( i \in \mathcal{V} \) transmits in a single time slot, and there is no interference among simultaneous transmissions. Each slot contains \( \lceil N/M \rceil \) channel uses. In the scheduled transmission slot, the device broadcasts to its neighbors a quantized version of its local parameter \( \theta_i^{(t)} \). The number \( B_i^{(t)} \) of bits that device \( i \in \mathcal{V} \) can successfully transmit to its neighbors during a time slot \( t = \tau, 2\tau, \ldots \) is limited by the neighbor with the lowest data rate, i.e.,

\[
B_i^{(t)} = \left\lceil \frac{N}{M} \log_2 \left( 1 + \frac{\bar{P}M}{N_0} \min_{j \in \mathcal{N}_i} \left\{ A_0 \left( \frac{d_0}{d_{ij}} \right)^\gamma |h_{ij}^{(t)}|^2 \right\} \right) \right\rceil.
\]

In order to quantize the local parameter vector \( \theta_i^{(t)} \) to \( B_i^{(t)} \) bits, each device \( i \in \mathcal{V} \) applies a compression operation \( \text{comp}_{B_i^{(t)}}(\cdot) \) that composes a sparsifying operation with deterministic quantization. This compression operator is applied to an error-compensated parameter \( \theta_i^{(t)} + e_i^{(t-1)} \), where \( e_i^{(t)} \) with \( e_i^{(0)} = 0 \) denotes the accumulated error for device \( i \) at the \( t \)th iteration, which is updated as

\[
e_i^{(t)} = e_i^{(t-1)} + \left( \theta_i^{(t)} - \text{comp}_{B_i^{(t)}}(\theta_i^{(t)} + e_i^{(t-1)}) \right).
\]

The sparsifying operation sets all but the \( l \) elements of \( \theta_i^{(t)} + e_i^{(t-1)} \) with the largest absolute to zero. This is followed by a quantization scheme that employs a number of \( \log_2 \left( \frac{d_i}{l} \right) \) bits for encoding the position of the non-zero elements in vector \( \theta_i^{(t)} + e_i^{(t-1)} \) after sparsification, while \( b \) bits are used to quantify the value of each of the \( l \) elements. Parameter \( l \) is chosen as the maximum value that satisfies the bit budget constraint

\[
\log_2 \left( \frac{d_i}{l} \right) + bl \leq B_i^{(t)}
\]

After each device \( i \in \mathcal{V} \) receives the parameters one by one from its neighboring set \( \mathcal{N}_i \), at the end of iteration \( t = \tau, 2\tau, \ldots \), it performs the consensus update as (cf. (3))

\[
\theta_i^{(t+1)} = w_i \theta_i^{(t)} + \sum_{j \in \mathcal{N}_i} w_{ij} \text{comp}_{B_j^{(t)}} \left( \theta_j^{(t)} + e_j^{(t-1)} \right) - \eta^{(t)} \hat{\nabla} f_i(\theta_i^{(t-1)}).
\]

### IV. Analog Implementation

In this section, we propose an analog implementation of the DSGD algorithm based on over-the-air computing by detailing scheduling and physical-layer strategies.

#### A. Scheduling

Existing over-the-air computing techniques operate over star topologies in a pair of consecutive time slots [11, 12]. In the first slot, the node \( i \) at the center (e.g., parameter server in an FL system) receives a superposition of the signals simultaneously transmitted by all its neighbors in \( \mathcal{N}_i \) (serving as AirComp transmitters). From this noisy observation, the center node \( i \) estimates the sum of parameter vectors \( \sum_{j \in \mathcal{N}_i} w_{ij} \theta_j \) in (3). In the second slot, the center node \( i \) broadcasts its updated parameter \( \theta_i \) to all its neighbors in \( \mathcal{N}_i \) (serving as broadcasting transmitters) to leverage over-the-air computing in a D2D topology, we propose a scheduling policy that aims at selecting as many non-interfering subnetworks with star topologies as possible in each pair of time slots.

To this end, we first carry out the greedy coloring algorithm described in Section III-A on graph \( \mathcal{G}^{(1)} = \mathcal{G}(\mathcal{V}, \mathcal{E}) \). We define \( d_i^{(1)} \) as the sum of the degrees of all nodes that have been assigned the same color \( c \). Next, we schedule all nodes assigned the degree-maximizing color \( c^* = \arg \max \{ d_i^{(1)} \} \) as “star centres”. In the first slot, the scheduled nodes receive combined signals from all their neighbors in \( \mathcal{G}^{(1)} \). In the second slot, the scheduled nodes broadcast to all their neighbors in \( \mathcal{G}^{(1)} \). The scheduled nodes and their connected edges, along
with any nodes disconnected from $G^{(1)}$, are then removed from the graph to produce a residual graph $G^{(2)}$. The procedure outlined above, including the coloring step, is repeated on the residual graph $G^{(2)}$ to schedule transmissions in slots 3 and 4. The overall procedure is repeated for all successive pairs of slots, until the residual graph is empty.

B. Physical-Layer Transmissions

Unlike the digital implementation, each device generally transmits in multiple slots (any time a neighbour is scheduled as a star center or itself is scheduled as a broadcasting transmitter), but it only acts as an over-the-air computing receiver once in one communication block. We denote as $n^i_c \leq |N^i_o|$ the number of times that device $i \in \mathcal{V}$ transmits to a star center, and as $n^i_b \in \{0, 1\}$ the number of times that device $i \in \mathcal{V}$ acts as the star center. Note that $n^i_c \geq 1$ if $n^i_b = 0$. All transmitting devices in a given slot transmit a sparsified version of their error-compensated local parameters $\theta^{(t)}_j + e^{(t-1)}_j$ over $|\mathcal{N}/\mathcal{M}|$ channel uses in that slot. We make here the standard assumption of large training models satisfying $|\mathcal{N}/\mathcal{M}| < d$ [15].

The transmitted signal of device $j \in \mathcal{V}$ to a scheduled receiving device $i \in \mathcal{N}_j$ is expressed as

$$x_{ji}^{(t)} = \sqrt{\gamma^{(t)}} h_{ji}^{(t)} A \text{ sparse}_k(\theta_j^{(t)} + e_j^{(t-1)}),$$

where $\text{ sparse}_k(\cdot)$ is a sparsifying operator that sets all but the $k$ elements of $\theta_j^{(t)} + e_j^{(t-1)}$ with the largest absolute values to zero; $A \in \mathbb{R}^{[|\mathcal{N}/\mathcal{M}|] \times d}$ is a compression matrix that adapts the dimension $d$ of parameter vectors to the number of channel uses per slot; $h_{ji}^{(t)} \triangleq \sqrt{A_0(d_0/d_{ji})^2} \gamma^{(t)} h_{ji}^{(t)}$ is the effective channel coefficient; and $\gamma^{(t)}$ is a power scaling factor. Assuming an equal power allocation for all slots, the scaling factor $\gamma^{(t)}$ is chosen to satisfy the average power constraint for any device $j \in \mathcal{V}$ by imposing the following inequality

$$\gamma^{(t)} \leq \left(\|\phi^{(t)}_j\|^2 \sum_{i \in \mathcal{N}_j^o} |h_{ij}^{(t)}|^{-2}\right)^{-1} PN \frac{n^i_c}{n^i_c + n^i_b}, \quad (10)$$

where $\phi^{(t)}_j \triangleq A \text{ sparse}_k(\theta_j^{(t)} + e_j^{(t-1)})$; and $\mathcal{N}_j^o \subseteq \mathcal{N}_j$ is defined as a subset of device $j$’s neighbors that are scheduled as the star center. Computing $\gamma^{(t)}$ requires a low-overhead consensus mechanism for the nodes to agree on the minimum for all $j \in \mathcal{V}$ in the right-hand side of (10) (see e.g., [17]).

As a result, the scheduled receiver device $i \in \mathcal{V}$ in a given slot receives the following signal

$$y_i^{(t)} = \sqrt{\gamma^{(t)}} A \sum_{j \in \mathcal{N}_i^{(m)}} \text{ sparse}_k(\theta_j^{(t)} + e_j^{(t)}) + n_i^{(t)}.$$  

Upon scaling the received signal $y_i^{(t)}$ by $1/\sqrt{\gamma^{(t)}}$, device $i \in \mathcal{V}$ estimates the vector $\sum_{j \in \mathcal{N}_i} \text{ sparse}_k(\theta_j^{(t)} + e_j^{(t)})$ by leveraging a compressive sensing algorithm $f_A(\cdot)$, such as LASSO[18]. The resulting consensus update for device $i \in \mathcal{V}$ is given as (cf. (3))

$$\theta_i^{(t+1)} = w_i \theta_i^{(t)} + \sum_{j \in \mathcal{N}_i} w_{ij} f_A \left( R(y_j^{(t)}/\sqrt{\gamma^{(t)}}) - \eta_j^{(t)} \nabla f_i(\theta_i^{(t-1)}) \right). \quad (12)$$

Finally, the accumulated error at device $i \in \mathcal{V}$ with $e_i^{(0)} = 0$ is updated similarly to the digital implementation as

$$e_i^{(t)} = e_i^{(t-1)} + \left( \theta_i^{(t)} - \text{ sparse}_k(\theta_i^{(t)} + e_i^{(t-1)}) \right). \quad (13)$$

V. Experiments

In this section, we evaluate the performance of the proposed digital and analog implementations of the DSGD algorithm in a wireless setup with $K = 8$ devices. We consider the learning task of classifying 10 classes of fashion articles over the standard Fashion-MNIST dataset, which is divided into 60,000 training data samples (6,000 samples for each class) and 10,000 test data samples with each of them corresponding to a $28 \times 28$ image. Each device has training data for all classes excluding a uniformly random-selected number (between 2 and 4) of classes, with an equal number of samples for each of the available classes. The samples are drawn randomly (without replacement) from the training set. All devices train a common classification model consisting of one input layer and one softmax output layer, yielding a total number $d = 28 \times 28 \times 10 + 10 = 7850$ of training parameters.

The connectivity graph (cf. Fig 1(a)) is generated as follows. First, we fix a base star-topology graph with node 1 located in the center and all other $K - 1$ nodes in locations that are specified by a random distance $d_0$ uniformly distributed in the interval $(20,200)$m and a uniformly distributed angle. Next, an edge between each pair of nodes in $\mathcal{V} \setminus \{1\}$ is independently added to this base graph with probability $p$. The accuracy of the training model is assessed at each device $i \in \mathcal{V}$ over the test samples by averaging over 5 episodes of training. The simulation parameters are set as follows unless otherwise specified. The mini-batch size is set as $|\mathcal{D}_i^{(t)}| = 32$; the communication interval is set as $\tau = 10$; the path loss parameter is set as $A_0 = 10^{-3.35}$ with $d_0 = 1$ m and $\gamma = 3.76$; the noise power is set as $N_0 = -169$ dBm; $P = 1$ mW is set such that the average received signal-to-noise ratio (SNR) over $K$ devices is around 40 dB; the total number of channel uses is set as $N = 30000$; and $k = d(1 - 0.41/K)$ is set for the sparsifying operator $\text{ sparse}_k(\cdot)$ at each device.

As benchmarks, we consider the standard DSGD algorithm that assumes noiseless and interference-free communication among devices (“ideal communications”), as well as TDMA-based scheduling policies that select only one device for each time slot as the transmitter or the receiver for digital and analog implementations, respectively. We also include a benchmark scheme that executes local SGD updates independently at each device without any communications among devices (“no communications”).
The average test accuracy over devices is evaluated versus the number of communication blocks at iteration $t = \tau, 2\tau, \ldots$ for $p = 0.1$ and $p = 0.3$ in Figs. 2 and 3, respectively. “No communications” is seen to perform poorly due to missing classes and small size of training sets at each local device, and communication is generally beneficial. For small values of $p$, for which the topology closely resembles a star, the analog implementation (“A-DSGD”) is seen to be superior to the digital implementation (“D-DSGD”) from the perspective of both convergence speed and final accuracy. This performance advantage is, nevertheless, not necessarily preserved with larger values of $p$. This is because in a more densely connected topology, the total number $M$ of slots scheduled within one communication block for analog communication gets larger, yielding less observations for the estimation of the sum of parameter vectors (cf. (9)). TDMA-based schemes are also seen to be generally strongly suboptimal for analog transmission. However, this is not the case for digital transmission, since in this example, the interference-avoidance scheduling scheme adopted by the digital implementation yields the same number of slots per communication block as TDMA.

VI. CONCLUSIONS AND DISCUSSIONS

In this paper, we proposed digital and analog implementations of decentralized FL over wireless D2D networks. As general conclusion, we have observed that over-the-air computing can outperform conventional digital implementations of the DSGD only in star-like topologies. Furthermore, the results highlight the importance of scheduling optimization. Among a few directions for future work, we mention the implementation of gradient-tracking schemes.
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