Abstract—Neural decoding is still a challenge and hot topic in neurocomputing science. Recently, many studies have shown that brain network patterns containing rich spatial and temporal structure information, which represents the activation information of brain under external stimuli. The traditional method extracts brain network features directly from the common machine learning method, then puts these features into the classifier, and realizes to decode external stimuli. However, this method cannot effectively extract the multi-dimensional structural information, which is hidden in the brain network. The tensor researchers show that the tensor decomposition model can fully mine unique spatio-temporal structure characteristics in multi-dimensional structure data. This research proposed a stimulus constrained tensor brain model(STN) which involves the tensor decomposition idea and stimulus category constraint information. The model was verified on the real neuroimaging data sets (MEG and fMRI). The experimental results show that the STN model achieves more than 11.06% and 18.46% on accuracy matrix compared with others methods on two modal data sets. These results imply the superiority of extracting discriminative characteristics about STN model, especially for decoding object stimuli with semantic information.
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I. INTRODUCTION

THE process of neural decoding is through analyzing the neural signals pattern, which was collected by the non-invasive device, to analyze the neural activation pattern in response to specific visual stimuli, then using this neural activation pattern to deduce the external stimulus categories inversely [1]. Where one of the vital steps is to establish the mapping relationships among the neural activation pattern, neural signals pattern, and external stimuli. Previous research mainly focused on the brain individual area model to establish this mapping relation(such as single brain area or channel signals) [2]. But now, it become hot research to study the mapping from the network model on the level of the whole brain or the local system [3], [4].

Recently, the methods of brain network patterns have been successfully applied to decode the cognitive state, such as emotional category [5], obstacle category [6], visual attention [7].

This work is funded by the General Program (61977010) of the Nature Science Foundation of China to J.Z. and Project funded by China Postdoctoral Science Foundation (2022M710210) to C. L. The authors would also like to thank all anonymous participants of the MEG experiments.

Chunyu Liu is with the school of Psychological and Cognitive Science and Beijing Key Laboratory of Behavior and Mental Health, Peking University, Beijing 100871, China(e-mail:cyliu127@pku.edu.cn). Bokai Cao is currently a research scientist at Meta Inc. Jiacai Zhang is with School of Artificial Intelligence, Beijing Normal University, Beijing 100875, China(e-mail:jiacai.zhang@bnu.edu.cn).

and tracking the ongoing cognitive state [8], etc. The brain network structure data is usually present involving dimensions, such as time and space dimensions, and indirectly representing potential characteristics, such as visual stimuli and participant characteristics [9]. Indeed, some researchers also show that this brain connection patterns not only has a spatiotemporal structure, but is also as the carrier between neuroimaging data and stimulus information [4]. However, the traditional data processing method directly inputs the brain network structure into the classifier, firstly is to extract the brain network features and then sends it to the classifier for classification, that lead to losing some multi-dimensional structural characteristics of the brain network. Therefore, it is necessary to build a stronger representation ability model to extract network features.

Tensor data is a kind of structured data, which can retain the high-order statistical characteristics of original data, internal structure information, and the correlation between data dimensions. The brain network data is a kind of small sample and high dimensional data, which own the characteristics of spatiotemporal structure. In order to improve the ability of mining brain network features, the expression form of tensor data is introduced to represent the brain network data, then building a decoding model through combining the mature tensor model theory and some prior knowledge of brain science that will significantly improve the decoding effect of brain activity.

In the field of neural signals, some researchers have introduced tensor models and network features into neuroimaging data analysis, such as EEG data [10] and fMRI data [11]. For example, the research directly uses the tensor structure model to analyze the dynamic changes in the brain network [12] and detect the topological structure and other characteristics [13], [14].

There is a part of the research introduce multi-view information-constrained tensor network to extract the brain network pattern characteristics from EEG [15] or fMRI data [13], [14], then to distinguish between normal and patients. At present, some results of brain network model show that the effect of tensor-based model is better than that of the matrix-based model [16]. However, there are still some shortcomings in the brain network model based on tensor form, such as ignoring the sparsity in the network, local optimization, and some prior information about the constraint relationship between stimulus features and networks [14].

Among the previous methods of neural decoding, there is a type of research using visual stimulus information to build the neural coding and decoding model. It introduced visual stimulus information into the model training process, using
the characteristic neural data to optimize the parameters of classifier under the aid or constraint of the stimulus information. This type of model considers the prior information of visual stimuli and the coupling information pattern between brain signal, which makes the effect of the decoding model is much higher than other models. Inspired by this, this research attempted to construct a tensor brain network model based on visual stimulus constraints, which is called the Stimulus-constrained-Tensor brain Network (STN). While constructing the STN model, we introduced the idea of the compactness about the stimulus category according to the brain network pattern into the framework of multivariate analysis.

The main contents of this research are as follow: 1. constructing the Stimulus-constrained-Tensor brain Network model, 2. constructing brain network pattern of different visual stimuli under fMRI and MEG modalities data sets, then adopting semi-supervised learning classification framework to verify the effective of model, 3. analysis and interpretation about parameters of model.

II. METHOD

This paper proposes a tensor brain network model based on visual stimuli constraints coupled with multivariate pattern analysis to realize decoding visual stimuli categories. In the section of Method, the paper will introduced four aspects. Firstly, we defined the data sets of brain network pattern under visual stimulation. Next, we introduce the tensor decomposition technology and build a tensor brain network based on stimulus constraints. Finally, we introduce the optimization algorithm to solve the model. The schematic diagram of the model framework is shown in figure 1.

A. The definition of graph structure in brain network

The paper used graph structure to represent the structure of brain network data. It is assumed that a type of neural data under visual stimuli could construct a set of corresponding brain network patterns. Firstly, setting \( D = \{G_1, \ldots, G_n\} \) to represent a series of brain network pattern, where \( n \) indicates the number of visual stimuli of the same kind. The paper supposed that the brain network structure under visual stimulation share a series of vertex sets \( V \), represents a specific brain anatomy template so that the brain can be divided into \( m \) brain regions. For A brain network \( G_i \) can be represent by an adjacency matrix \( A_i \in \mathbb{R}^{m \times m} \).

**Definition 1** (Graph) The set \( G = (V, E) \) represents a graph, where, \( V = \{v_1, \ldots, v_m\} \) represent a set of vertices, \( E \subseteq V \times V \) represents a set of edges.

In reality, it is a laborious task to label data, especially for this complex data, such as graph structures. Therefore, the paper adopts a semi-supervised learning framework to train brain network data; that is, part of the data is labeled, and some of the data is unlabeled. For example, during the brain network set of the \( D \), the \( l \)th sample is labeled by \( Y \in \mathbb{R}^{l \times c} \), where \( c \) is the number of class labels. Each brain network only belongs to one category, that is, if \( G_i \) belongs to \( j \)th category, then \( Y(i, j) = 1 \). To simplify the labeling, the paper will label the labeled data as \( D_l = \{G_1, \ldots, G_l\} \), the unlabeled data set as \( D_u = \{G_{l+1}, \ldots, G_n\} \), and the total data set as \( D = D_l \cup D_u \).

B. Tensor brain network decomposition

In this paper, the output form of graph structure is represented by a tensor, and the structure characteristic of the brain network is learned in the space represented by the tensor. First of all, the brain network data under visual stimulation, that is \( \{A_i\}_{i=1}^n \) were combined into a large partial symmetric tensor structure \( X \in \mathbb{R}^{m \times m \times n} \), then used tensor technology to model and analyze the tensor brain network.

**Definition 2** (Partially symmetric tensor) A \( m \) order of tensor \( X \in \mathbb{R}^{I_1 \times \cdots \times I_m} \) is a partially symmetric tensor, if, it can be represented by the tensor product of \( m \) vectors on the mode of \( i_1, \ldots, i_j \in \{1, \ldots, m\} \), that is

\[
X = x^{(i_1)} \circ \cdots \circ x^{(i_j)}
\]

Where, \( x^{(i_1)} = \ldots = x^{(i_s)} \).

**Definition 3** (CP decomposition) For any tensor \( X \in \mathbb{R}^{I_1 \times \cdots \times I_m} \), its CP decomposition is to decompose the tensor into the sum of a number of rank, and its form is shown in formula

\[
X \approx \sum_{r=1}^{k} B_r^{(1)} \circ \cdots \circ B_r^{(s)} \circ S_{r,s} = C \times_1 B^{(s)} \times_2 B^{(s)} \times_3 S
\]

Where, \( C \in \mathbb{R}^{k \times \cdots \times k} \) is indicative tensor, that is \( C\{i_1, \ldots, i_k\} = \delta(i_1 = \ldots = i_k) \), \( k \) is the number of factors.

This research combined the output form of brain network data into a form with a tensor structure, and assumed this tensor structure involved three dimensions of information, such as time, space, and visual stimuli. Since the construction process of brain network data was designed to time and space information, and in the graph structure, the spatio-temporal information is represented by the connection information between the vertices and the vertices. Therefore, this study wrote the CP decomposition form of the third-order tensor brain network into the following formula

\[
X \approx \sum_{r=1}^{k} B_r^{(1)} \circ \cdots \circ B_r^{(s)} \circ S_{r,s} = C \times_1 B^{(s)} \times_2 B^{(s)} \times_3 S
\]

Where \( B^{(s)} \in \mathbb{R}^{m \times K} \) is the vertex factor matrix, \( S \in \mathbb{R}^{n \times k} \) is the stimulus factor matrix, \( C \in \mathbb{R}^{k \times k \times k} \) is the indicative tensor. The schematic diagram of CP decomposition is shown in figure 2.

In fact, the more hidden information about the brain network structure can be extracted from the tensor coupling space, through embedding the tensor brain network into the learning process. For the above formula it is to learn the representation information of brain network structure space, which constructed under the constraints of visual stimuli. The purpose of tensor brain network model is to find discriminative structural information, so that it is more easily to separate the brain network patterns with different labels.
C. The tensor brain network model based on stimulus constraints

The following three problems need to be solved during constructing STN model: (1) how to learn the high-order structural characteristics of the brain network during the process of representation learning, (2) how to add visual stimulus information as an auxiliary variable to learn the brain network data, (3) how to integrate the learning of the classifier into the process of representation learning. For the first problem, this paper has been solved in constructing tensor brain network data. Next, the paper will focus on how to solve the latter two problems.

The stimulus information can be as a feature to assist in the analysis of the brain signal data. Previous studies have pointed out that in the hidden space of auxiliary variables, the similarity of the brain network structure under visual stimulus is consistent with the similarity of the stimulus feature space. When the two visual stimulus features are close, the characteristics extracted from the brain network structure are also close. Therefore, this paper defined an objective function to constrain the distance of brain network structure based on visual stimulus characteristics.

\[
\min_S \sum_{i,j=1}^{n} \| S(i,:) - S(j,:) \|_2 Z^{(s)}(i,j)
\]  

Where \( Z \) is the kernel matrix, its whole \( Z^{(s)}(i,j) \) represents the similarity of the network structure in the stimulus feature space. In this case, the boundary information about the visual stimulus features can be effectively used as a guide to discover meaning hidden factors. For simplicity, the formula 4 is rewritten as

\[
\min_S \text{tr}(S^T L_{Z^{(s)}} S)
\]  

Where the symbol \( \text{tr}(\cdot) \) represents the trace of a matrix, \( L_{Z^{(s)}} \) is the Laplacian matrix which is derived from the similarity matrix \( Z \), that is \( Z(s) = D_{Z^{(s)}} - Z \), and \( D_{Z^{(s)}} \) is the diagonal matrix, its non-zero elements are the sum of the row vectors of the matrix, specifically \( D_{Z^{(s)}}(i,i) = \sum_j Z^{(s)}(i,j) \).

In addition, For the brain network model under the constraint of stimulus features, in order to better discover hidden discriminative factors and obtain higher accuracy and interpretable results, this paper adopts orthogonal constraints on the stimulus matrix factors.

\[
S^T S = I
\]  

Aiming at the third question, that is, to learn and classify brain network structure data. This paper supposed there was a mapping matrix \( W^{(s)} \in \mathbb{R}^{k \times c} \) between the visual stimulus \( S \) and the label \( Y \). So the third question can be described by the ridge regression problem as

\[
\min_{W^{(s)}} \| D S W^{(s)} - Y \|_F^2 + \gamma \| W^{(s)} \|_F^2
\]  

Where, \( D = [I^{l \times l}, 0^{l \times (n-l)}] \in \mathbb{R}^{l \times n} \) control the capacity of \( W^{(s)} \), the parameter \( W^{(s)} \) control the influence of \( W^{(s)} \).

This research adopts the hidden factor \( S \) on the stimulus feature modality as a feature, combining the framework of semi-supervised learning to find the discriminative features related to classification from original data. In the classification learning framework, this paper embed the hidden feature \( S \) and the parameter of classification learning framework \( W^{(s)} \) into the same model so that they can be cross-trained with each other. Where the hidden feature \( S \) is learned from the tensor decomposition model. In this case, combined with partial
symmetry tensor and tensor decomposition technology, this paper indirectly put brain network data \( X \) and visual stimulus category information \( Y \) coupling into the visual stimulus modal space for training and learning.

Finally, the STN model proposed in this study can be described by the following optimization problem.

\[
\min_{B(s), S, W(s)} \|X - C \times_1 B(s) \times_2 F(s) \times_3 S\|_F^2 + \alpha \text{tr}(S^T L_2 S) + \beta \|DSW(s) - Y\|_F^2 + \gamma \|W(s)\|_F^2
\]

s.t. \( S^T S = I \)  

(8)

Where, \( \alpha, \beta, \gamma \) separately control the three parameter values of stimulus information, classification loss and regularization.

### D. The process of solving

The process of solving the STN model is mainly to estimate the parameters \( B(s) \in \mathbb{R}^{m \times k}, S \in \mathbb{R}^{n \times k} \) and \( W(s) \in \mathbb{R}^{k \times c} \). Since the formula (8) is a non-convex orthogonal constrained optimization problem, it isn’t easy to find the optimal global solution of the model. In order to solve the above problems, this paper adopt a framework of solving parameter alternately, that is, to transform the above optimization problem into fixing other parameters first, and solving a parameters optimization problem, iterating the parameters until the model converges. This study used the Alternating Direction Method of Multipliers [19] to solve the STN model.

#### Fixing the parameters \( S \) and \( W(s) \), solving \( B(s) \)

\( X \) is a partially symmetric tensor, and the formula (8) involve the fourth-order term of \( B \), so it is difficult to directly solve the optimal solution. This paper introduced the variable substitution technology. The original function was transformed into minimizing the formula (9)

\[
\min_{B(s), F(s)} \|X - C \times_1 B(s) \times_2 F(s) \times_3 S\|_F^2
\]

s.t. \( F(s) = B(s) \)

(9)

Where, \( F(s) \) is an auxiliary variable. The augmented lagrangian function of formula (9) could be written as

\[
\mathcal{L}(B(s), F(s), U, \mu) = \|X - C \times_1 B(s) \times_2 F(s) \times_3 S\|_F^2 + \frac{\mu}{2} \|F(s) - B(s)\|_F^2 + \text{tr}(U^T (F(s) - B(s)))
\]

Where, \( U \in \mathbb{R}^{m \times k} \) is Lagrangian multiplier, \( \mu \) is penalty multiplier, the parameter of \( \mu \) is adjusted according to the conference [20]. In order to find the optimal solution of \( B \), this paper rewrote the formula (10) into the form of a convex function. The specific calculation process is as follows, first, during the tensor decomposition, the tensor can be written an equivalent form according to modal one:

\[
X(1) \approx B(s) (S \odot F(s))^T
\]

(11)

Then, the tensor decomposition form in formula (9) can be further written as

\[
\|X - C \times_1 B(s) \times_2 F(s) \times_3 S\|_F^2 = \|B(s) E^T - X(1)\|_F^2
\]

(12)

Where \( E = S \odot F(s) \in \mathbb{R}^{(m \times n) \times k}, \odot \) represents the Khatri-Rao product.

For the formula (10), we added one \( \frac{1}{2\mu} \|U\|^2 \) to the last two items, it became

\[
\text{tr}(U^T (F(s) - B(s))) + \frac{\mu}{2} \|F(s) - B(s)\|_F^2 = \frac{\mu}{2} \|B(s) - F(s)\|_F^2 - \frac{1}{\mu} \|U\|_F^2
\]

(13)

Since the last item in formula (13) has irrelevant to \( B(s) \), combined with formula (12), the minimum value of the parameter \( B(s) \) can be transformed into an augmented lagrangian function, that is

\[
\mathcal{L}(B(s)) = \min_{B(s)} \|B(s) E^T - X(1)\|_F^2 + \frac{\mu}{2} \|B(s) - F(s)\|_F^2 - \frac{1}{\mu} \|U\|_F^2
\]

(14)

In this way, the problem is simplified to a problem of the optimal solution \( B(s) \) of a convex function, and its optimal value is at the inflection point of the function. The specific solution derivation process is as follows:

\[
\frac{\partial \mathcal{L}(B(s))}{\partial B(s)} = 2B(s) E^T E - 2X(1) E + \mu B(s) - \mu F(s) - U = 0
\]

(15)

Combined \( B \) item in formula (15) and moved the unrelated items to the right of the equal, that is

\[
B(s) (2E^T E + \mu I) = 2X(1) E + \mu F(s) + U
\]

(16)

Finally, the optimal solution \( B(s) \) obtain in this paper is

\[
F(s) = (2X(1) E + \mu F(s) + U)(2E^T E + \mu I)^{-1}
\]

(17)

At the same time, the optimal solution of another auxiliary variable \( F(s) \) is the formula (18)

\[
F(s) = (2X(2) P + \mu B(s) - U)(2P^T P + \mu I)^{-1}
\]

(18)

Where, \( P \odot F(s) \in \mathbb{R}^{(m \times n) \times k}, X(2) \) is the matricization of tensor \( X \) on mode two. In addition, this paper adopt the principle of gradient descent to optimize the lagrangian factor. The specific process is shown in formula (19)

\[
U \leftarrow U + \mu (F(s) - B(s))
\]

(19)

#### Fixing the parameters \( W(s) \) and \( B(s) \), solving \( S \)

The parameter \( S \) is the factorization matrix of the tensor’s model three on visual stimulus characteristic direction. So, we set the objective optimization function as follows:

\[
\mathcal{L}(S) = \|S G^T - X(3)\|_F^2 + \alpha \text{tr}(S^T L_2 S) + \beta \|DSW(s) - Y\|_F^2
\]

s.t. \( S^T S = I \)

(20)

Where, \( G = F(s) \odot B(s) \in \mathbb{R}^{(m \times n) \times k}, X(3) \in \mathbb{R}^{n \times (m \times n)} \) is the matrix on tensor mode three. The objective function is an optimization problem with orthogonal constraints.

At present, many researchers have proposed algorithms to solve this orthogonal constraint problem [21], [22]. In this research, this article used the common method, which is the bilinear search method to solve the problem [23]. Firstly, we calculated the derivative of \( \mathcal{L}(S) \) respect to \( S \).

\[
\nabla_S \mathcal{L}(S) = SG^T G - X(3) G + \alpha L_2 S + \beta D^T (DSW(s) - Y) (W(s))^T
\]

(21)

Finally, the STN model proposed in this study can be calculated the derivative of \( \mathcal{L}(S) \) respect to \( S \).
The last part is the process of solving the parameter $W^{(s)}$, which represent the process of classification learning. From the objective function formula \[ \mathcal{L}(W^{(s)}) = ||DS \tilde{W}^{(s)} - Y||^2_F + \gamma ||W^{(s)}||^2_F \] the main function is the least square function under the quadratic constraint, and it is a convex function, so there is an optimal solution.

\[ \mathcal{L}(W^{(s)}) = ||DS \tilde{W}^{(s)} - Y||^2_F + \gamma ||W^{(s)}||^2_F \] (22)

The process of solving this parameter is that the objective is zero after deriving $W^{(s)}$, the inflection point is the optimal solution $W^{(s)}$. The specific process is as follows:

$$ \frac{\partial \mathcal{L}(W^{(s)})}{\partial W^{(s)}} = 2(S^T D^T DS + \gamma I)W^{(s)} - 2S^T D^T Y = 0 $$

(23)

Shift the terms of formula (23) it can be simplified as

$$ (S^T D^T DS + \gamma I)W^{(s)} = S^T D^T Y $$

(24)

The finally to solved $W^{(s)}$ is the formula

$$ W^{(s)} = (S^T D^T DS + \gamma I)^{-1}S^T D^T Y $$

(25)

Last, the solution process of the tensor brain network based on visual stimulus constraints is shown in Algorithm 1.

### Algorithm 1 STN

| Input: $X,Z,Y,\alpha,\beta,\gamma$ | Output: $B^{(s)},S,W^{(s)}$ |
|----------------------------------|-------------------------------|
| set $\mu_{max} = 10^4$, $\rho = 1.0$ | $B^{(s)},S,W^{(s)} \sim \mathcal{N}(0,1)$, $U = 0$, $\mu = 10^{-4}$ |
| repeat: | |
| 1. Update $B^s$ and $F^s$ by Eq.(17) and Eq.(18) | |
| 2. Update $U$ by Eq.(19) | |
| 3. Update $\mu$ by $\mu = \min(\mu_0, \mu_{max})$ | |
| 4. Update $S$ by Eq.(21) with curvilinear search | |
| 5. Update $W^{(s)}$ by Eq.(25) | |
| until convergence | |

### III. Experiments

To test the effect of the model, this paper adopts two real collected data sets, MEG data, which collected about four types of object pictures, and fMRI data, which collected about four kinds of emotional face pictures. At present, these two modalities of neuroimaging data sets have been proved by many studies that they can construct the stable brain network pattern.

#### A. fMRI data

Six Chinese participants were included the study (3 females, mean 23±2 years). All participants were right-handed, had normal hearing and normal or corrected-to-normal vision. All participants provided written informed consent. The Beijing normal University Institutional Review Board approved the experimental procedures.

A 3-T Siemens scanner equipped for echo planar imaging (EPI) was used for image acquisition. The functional images were collected with the following parameters: repeat time (TR)= 200ms; echo time (TE)= 30ms; 33 slices, matrix size = 64 × 64; acquisition voxel size = 3.125 × 3.125 × 4.2; flip angle (FA)= 90°; field of view (FOV)= 200 mm.

Stimuli came from the NimStim set of facial expressions, the California Facial expressions of Emotion data set, the Japanese Female Facial Expression Database, the Karolinska Directed Emotional Faces, the Radboud Faces Database collection, 200 actors (105 males) portrayed each of four expressions: fear, disgust, happiness and neutral.

Participants performed two sessions, and each session included 5 fMRI runs. Each run started and ended with an 8s fixation baseline period. For each run, the expressions of 20 actors were shown. Each stimulus was presented for 2000ms followed by a 6000ms blank screen. Each 2000ms presentation consisted of a stimulus being flashed ON-OFF-ON-OFF-ON, where ON corresponds to presentation of the stimulus for 200ms, and OFF corresponds to presentation of the gray background for 200ms. A green fixation was shown on the screen during the whole experiment. Subjects were instructed to keep their eyes on the fixation and press different buttons with the right thumb to indicate the type of expressions.

#### B. MEG data

Nineteen Chinese participants were included the study (10 females, mean 23±2 years). All participants were right-handed, had normal hearing and normal or corrected-to-normal vision. All participants provided written informed consent. Experimental procedures were approved by the Peking University Institutional Review Board.

The stimuli comprised 640 gray-scale images (300 × 300 pixels, visual angle 7.92° × 7.92°) from four categories (160 images per category), including faces with neutral expressions, scenes, animals and tools. All images were matched for mean luminance and contrast using the SHINE toolbox. The face stimuli, selected from the Chinese affective picture systems, include 80 unique male and female neural faces. The stimuli were all outdoor scenes, including mountains, countryside scenes, streets, and buildings, with 40 unique pictures of each type. The animal stimuli included mammals, birds, insects, and reptiles, composed of 40 items, and each with four exemplars. Finally, the tool stimuli included kitchen utensils, farm implements, and other common indoor tools, also comprising 40 items, each with four exemplars.

The experiment consisted of 10 runs. During each run, 64 visual stimulus images from four categories (16 faces, 16 scenes, 16 animals, and 16 tools) were presented to the participants randomly. Each image presentation lasted for 2000ms and was followed by a blank screen with the inter-stimulus intervals ranging randomly from 1500 ms to 2000ms.
In each run, participants were instructed to press a button with their right index finger if the stimuli were the same. In addition, the participants were asked to concentrate on a fixed point (a green cross) in the center of the white screen.

IV. RESULTS

In this result, this paper first gave the results of the STN model on multiple data sets, and the decoding effect about other decoding models on the same data set. Then, we analyzed the effect of hyperparameters on the decoding results, which were involved in the STN model.

A. The effect of model

In order to verify the effect of decoding the categories of visual stimulus in the STN model, this paper divided the two modalities’ data into 14 data sets and then conducted experiments on these data sets one by one. Firstly, MEG data sets were divided into seven MEG data sets, including faces vs. animals, faces vs. scenes, faces vs. tools, animals vs. scenes, animals vs. tools, scenes vs. tools, and four types of visual stimulus data sets. fMRI data sets were divide into seven fMRI data sets, including disgust vs. neutral, disgust vs. happiness, disgust vs. neutral, surprise vs. neutral, happiness vs. neutral, and four emotion sets. Next, this article compared the decoding effect about three types of decoding models, which were involved in the STN model. Then, we analyzed the effect of hyperparameters on the decoding results, which were involved in the STN model.

1) The results of decoding MEG data: For constructing a brain network pattern in MEG data, we adopt the results of the references [30] to construct the optimal brain network pattern under four visual stimuli. The decoding results were the average of all subjects, and each subject’s results were obtained through the average of the ten-fold cross-validation. At the same time, the decoding results of its various models on MEG data are presented in Table I. The values in parentheses represent the variance value between the subjects.

In order to better measure the decoding effect of the STN model, this paper adopts the widely used and high-efficiency classification models, such as SVM and RF model, to extract brain network features and identified the different brain network pattern. These decoding model have strong applicability and do not require too many samples, so they are often used in visual decoding and have achieved good results [31], [32]. In this paper, the kernel parameters in the SVM model are a linear kernel, the other parameters are default. In addition, these models were implemented with scikit-learn on Python 3.6.

Secondly, to prove that the STN model proposed in this article can better decode the visual categories, this paper also compared the decoding models, which were constructed based on the tensor, such as Alternating Least Squares (ALS) and Rubik. Where the ALS model is a tensor technology based on the alternating least squares algorithm [33]. It can effectively and quickly extract the tensor decomposition components, and does not require too many data samples, so ALS is currently commonly used to extract tensor brain network features. Rubik model is a tensor decomposition model which is proposed based on prior knowledge constraints. It can effectively overcome the effects of noise and data missing to extract tensor components, indeed, it also can quickly perform parallel computing on large-scale neuroimaging data, so Rubik model is one of the reference templates commonly used to construct the knowledge constraint tensor models [34], [35]. The ALS and Rubik models were implemented on MATLAB, and their parameters were refer to the setting values in the original literature [36], [37].

Finally, the deep learning model is the latest method to extract brain network features. However, since the data in this article is real collected neuroimaging data and its scale is small, we adopt the little scale neural network models, such as the shallow layers of LSTM and EEGNet.

LSTM is a neural network model, which is based on the RNN model, it can fully mine the time series information and semantic information about neuroimaging data [38]. This type of neural decoding model was often used in the field of neural decoding, which is constructed based on the combination of LSTM and brain network features. In this experiment, the implementation of LSTM was on the MATLAB platform, the number of hidden layers was set to 128, the activation function was the cross-quotient loss function, the learning rate was 0.001, the decay rate was 0.1, and the rest of parameters were default.

EEGNet is a compact convolutional network model. During the process of constructing the EEGNet model, it just involves the frequency domain filtering, time domain filtering, and spatial filtering [39], and its structure is simplified and the parameters of the model are few. Therefore, it is very suited for the small amount data. In this experiment, EEGNet was implemented with pytorch platform on Python 3.6; the selected activation function was the cross-entropy loss function, the learning rate was 0.001, the batch size was set to be 32, the number of frequency domain filter convolution was 32, the number of spatial filter convolution was 2, dropout was set to be 0.25, Epoch was set to be 50.

Seen from the results of Table I, the average two classification decoding accuracy of the STN model is 83.80%, and the decoding rate of four categories is 64.32%. These two
decoding rates are significantly higher than the decoding rates of the other seven models. The experimental results show that the tensor brain network model can effectively extract more discriminative brain network features when the model added stimulus feature constraints, thereby significantly improving the effect of neural decoding.

2) The results of decoding fMRI data: During the study of fMRI data classification, which was induced by emotional face pictures, the process of constructing brain network patterns was implemented on the MATLAB platform.

Firstly, the length of the window to construct the brain network must be determined. Taking into account the time delay characteristics of fMRI data, this article adopts a total of 60s duration under 10 similar visual stimuli. Where the duration of a single fMRI experiment included 2 seconds of stimulus presentation plus 4 seconds of fMRI time series moving backward. Secondly, Combined with Destrieux whole brain template [40] to extract the signal value of the whole brain area. Finally, the brain network pattern was obtained by calculating the time domain correlation between brain areas. The entire implementation process was through the DPABI software [41]. For the verification of the STN model on fMRI data, this article also adopts the same compared method on MEG data.

From the results presented in Table 1, the STN model showed the best on three indicators compared with other methods. These results indicate that the way of adding prior information constrained stimulus features to construct the tensor model, which can help the tensor model extract more distinguishing structural features, especially for advanced cognition, such as decoding emotion activity state, and the effect are rather obvious.

3) The results of comparison decoding model: At present, there are no large-scale public data sets in the field of neural decoding, and most of the decoding models reported are mainly concentrated on specific tasks or data sets. These methods usually carry out some special processing or adopt some prior knowledge to constrain, which will lead to difficulties in horizontal comparison of the performance of various decoding methods. This article summarized the performance of the neural decoding models reported in recent years in the table III.

| Data | Measure | SVM | ALS | Model | Siamese | RF | LSTM | EEGNet | STN |
|------|---------|-----|-----|-------|--------|----|------|--------|-----|
| F−A  | ACC(%)  | 84.21(±4.21) | 71.44(±2.32) | 57.47(±3.22) | 85.31(±2.12) | 64.79(±3.42) | 89.11(±3.12) | 95.10(±2.52) |
|      | F1 (%)  | 63.21(±4.12) | 70.31(±3.19) | 60.31(±2.11) | 84.21(±2.10) | 66.31(±3.19) | 92.31(±2.72) | 93.21(±2.52) |
|      | Recall (%) | 85.41(±4.12) | 72.31(±4.12) | 56.31(±3.42) | 84.21(±2.12) | 66.31(±3.12) | 81.41(±3.12) | 95.78(±2.12) |
| F−S  | ACC(%)  | 84.21(±5.32) | 75.21(±3.12) | 72.11(±2.62) | 86.14(±2.62) | 70.42(±2.23) | 83.41(±3.12) | 95.22(±2.12) |
|      | F1 (%)  | 85.31(±4.32) | 73.39(±2.17) | 70.20(±4.02) | 88.19(±3.02) | 71.14(±2.12) | 84.24(±3.62) | 95.31(±3.12) |
|      | Recall (%) | 86.14(±5.32) | 74.39(±2.12) | 73.29(±1.12) | 87.12(±2.12) | 70.42(±2.12) | 83.19(±3.12) | 94.34(±1.92) |
| F−T  | ACC(%)  | 83.21(±3.31) | 80.14(±3.52) | 60.21(±2.19) | 83.56(±2.12) | 62.31(±2.12) | 92.23(±3.13) | 96.79(±2.12) |
|      | F1 (%)  | 82.21(±2.45) | 81.12(±3.12) | 61.41(±3.12) | 83.56(±2.12) | 60.15(±5.22) | 90.31(±2.74) | 96.14(±1.82) |
|      | Recall (%) | 83.43(±3.14) | 80.42(±2.46) | 59.41(±2.82) | 81.33(±1.92) | 61.41(±2.19) | 92.14(±2.12) | 95.89(±2.17) |
| A−S  | ACC(%)  | 77.41(±4.32) | 65.42(±2.22) | 65.42(±3.19) | 70.32(±2.19) | 63.21(±2.12) | 86.10(±2.05) | 68.78(±2.13) |
|      | F1 (%)  | 75.42(±4.12) | 66.62(±2.04) | 67.14(±3.01) | 70.41(±2.42) | 62.31(±1.89) | 85.29(±2.03) | 67.38(±2.19) |
|      | Recall (%) | 76.41(±4.19) | 65.31(±1.97) | 66.14(±2.62) | 69.31(±2.62) | 65.24(±3.14) | 87.13(±2.32) | 66.31(±1.92) |
| A−T  | ACC(%)  | 68.42(±5.23) | 66.12(±2.27) | 60.42(±1.82) | 66.41(±3.12) | 60.24(±2.11) | 70.14(±2.02) | 72.42(±5.12) |
|      | F1 (%)  | 67.25(±2.01) | 65.29(±2.17) | 61.19(±2.19) | 65.29(±3.07) | 60.39(±2.72) | 69.41(±2.23) | 70.28(±2.12) |
|      | Recall (%) | 66.19(±5.19) | 67.38(±2.32) | 62.24(±2.41) | 64.41(±1.92) | 61.15(±2.17) | 70.41(±1.92) | 71.38(±2.14) |
| S−T  | ACC(%)  | 75.15(±4.32) | 66.17(±3.12) | 65.42(±1.92) | 70.17(±2.52) | 60.41(±2.19) | 88.18(±3.92) | 74.51(±2.12) |
|      | F1 (%)  | 74.51(±4.12) | 59.53(±2.72) | 64.27(±2.13) | 70.45(±2.42) | 61.21(±2.52) | 86.31(±2.14) | 75.15(±2.13) |
|      | Recall (%) | 74.15(±4.12) | 61.25(±2.33) | 67.13(±2.11) | 73.10(±2.41) | 64.32(±2.52) | 82.24(±1.92) | 73.16(±1.89) |
| Four | ACC(%)  | 55.42(±4.12) | 43.24(±2.24) | 42.28(±3.22) | 44.37(±2.19) | 39.29(±2.31) | 53.28(±2.34) | 64.32(±2.61) |
|      | F1 (%)  | 54.41(±2.42) | 49.34(±2.33) | 44.41(±2.19) | 40.43(±2.19) | 41.34(±1.95) | 53.29(±2.42) | 65.45(±2.11) |
|      | Recall (%) | 54.59(±4.14) | 41.10(±2.19) | 44.42(±1.12) | 43.19(±2.42) | 43.48(±2.62) | 52.34(±1.92) | 63.49(±2.13) |
rate. The range is from 0 to 50 components with a step size of 5.

AS seen from the decoding changes present in figure 5 when the value of $k$ is small, model’s decoding rate is not ideal on two modalities data. However, when the values of $k$ is set about 20, the STN model shows a better decoding effect on MEG data sets. For fMRI data sets, the STN model shows a better decoding effect when the value of $k$ is about 40.

![Fig. 5. The change of the decoding rate about model for different parameters $k$ on two modal data sets](image)

![Fig. 6. The change of the decoding rate about model for different parameters $\gamma$ on two modal data sets](image)

The hyperparameter $\gamma$ was the regularization parameter of the variable $W^{(i)}$ in the STN model, and it was used to constrain the mapping relationship from the brain network feature space to the visual stimulus space. The paper sets the adjustment range of the parameter $\gamma$ to be $\{10^{-2}, 5 \times 10^{-2}, 10^{-1}, 5 \times 10^{-1}, 1\}$.
and other three visual stimulus is generally higher than the decoding rate between the other two stimuli, and the average decoding rate of the face is 7.52% better than the other two classifiers. These results indicate that the STN model is more likely to extract the characteristic pattern to distinguish the face and other visual stimuli. These results are also in line with some conclusions in neural decoding \[54\], that is, the brain activity pattern evoked by face stimuli is easier to distinguish. However, for the decoding effect between two visual stimuli, two decoding results are lower than other models, that may require subsequent improvements for the model to improve decoding accuracy.

On the fMRI data sets, the average decoding of two-classification about the STN model is 86.67%, which is higher by 18.46% than the highest decoding rate of other models, and the average decoding of four-classification is 65.19%, that is higher by 21.92% than the highest decoding rate of other models. Indeed, all the decoding rates are significantly higher than those of other models. These results show that the STN model has more substantial advantages in decoding emotion neural signal. This article speculates that the reason is that the tensor model, which is constrained by visual stimulus feature, is more able to extract graph structure features with discriminative semantics.

The STN model proposed in this research extracts the brain network characteristics by finding the best sub-graph pattern from the original graph structure. In recent years, the development of brain network is very rapid, which make it possible for many studies to use the whole brain network connectivity information to decode external stimuli and provide new ideas and directions for neural computing research \[55\]. However, the complexity of brain network data and the lack of graph vector representation methods make it very difficult to directly introduce into the model to mine effective information. The most direct method is to extract graph-related features from the brain network structure, such as using the local weight coefficient of ROI in the brain network \[56\], topological core, and other features to study brain state \[57\], \[58\]. However, this method is often poor in interpretability. The other is to extract the characteristics of the sub-graph pattern. In fact, the sub-graph pattern is more suitable for the brain network pattern. For example, it can model the network connection pattern around the vertex and capture the changed in the local area \[59\]. The sub-graph pattern feature can be in the form of a weighted graph \[60\], \[61\]. For example, Kong et al. proposed a probability distribution model based on dynamic programming, which scores the sub-graphs in each set of graph patterns \[61\]. The sub-graph can also be a sub-graph with a side view that introduced multiple vector constraints to find the optimal feature set of subgraphs for graph classification \[62\]. This article used the second method, that is, from the perspective of visual stimulus features, to extract a set of sub-picture structure patterns and used them to classify brain network structure data. The article’s experimental results prove this method’s superiority in neural decoding.

In addition, this model in our paper added visual stimulus constraints to the tensor decomposition model. Currently, many studies have added constraint information to tensor

\[10^{-2}, \ldots, 10^2\] and then analyzes the influence on decoding the decoding rate of the model on multiple data sets. However, the results of Figure 6 show that the decoding rate change of the STN model is not very obvious on the different values of parameter $\gamma$.

![Fig. 7. The change of the decoding rate about model for different parameters $\alpha$ and $\beta$ on MEG data sets](image)

The hyperparameters $\alpha$ and $\beta$ were two parameters introduced by STN model, when the model solved the visual stimulus factor matrix. Where $\alpha$ control the similarity of brain network pattern under the visual stimulus, $\beta$ control the classification model between the visual category and the corresponding brain network pattern. These two parameters jointly constrain the model’s variable $W^{(s)}$. Therefore, this paper put the adjustment process of these two parameters together, and the adjustment range is both $\{10^{-3}, 10^{-2}, \ldots, 10^3\}$, the decoding rate of the model are shown in figure 7 and 8.

![Fig. 8. The change of the decoding rate about model for different parameters $\alpha$ and $\beta$ on MEG data sets](image)

Seen from figure 7 and 8, the ideal decoding results among STN model are both concentrated in the area of $\alpha, \beta \in (10^{-2}, 10^{-1}) \times (10^{-2}, 10^{-1})$, whether it is on the MEG data or the fMRI data sets.

V. DISCUSSION

The paper proposed the STN model, which enables the decoding of neural activity patterns under different visual stimuli from MEG and fMRI multiple data sets. The average decoding rate of binary classification about the STN model is 83.80%. In addition, four two-classification decoding rate are all higher than the average decoding rate of other models. The average of four-classification is 64.32%, compared with the highest decoding accuracy of other models, its decoding ratio increased by 11.06%. In the decoding effect of two-classification data sets, the average decoding of the face and the adjustment range is both $\{10^{-3}, 10^{-2}, \ldots, 10^3\}$. Therefore, this paper introduce into the model to mine effective information. The most direct method is to extract graph-related features from the brain network structure, such as using the local weigh coefficient of ROI in the brain network \[56\], topological core, and other features to study brain state \[57\], \[58\]. However, this method is often poor in interpretability. The other is to extract the characteristics of the sub-graph pattern. In fact, the sub-graph pattern is more suitable for the brain network pattern. For example, it can model the network connection pattern around the vertex and capture the changed in the local area \[59\]. The sub-graph pattern feature can be in the form of a weighted graph \[60\], \[61\]. For example, Kong et al. proposed a probability distribution model based on dynamic programming, which scores the sub-graphs in each set of graph patterns \[61\]. The sub-graph can also be a sub-graph with a side view that introduced multiple vector constraints to find the optimal feature set of subgraphs for graph classification \[62\]. This article used the second method, that is, from the perspective of visual stimulus features, to extract a set of sub-picture structure patterns and used them to classify brain network structure data. The article’s experimental results prove this method’s superiority in neural decoding.

In addition, this model in our paper added visual stimulus constraints to the tensor decomposition model. Currently, many studies have added constraint information to tensor
decomposition to improve the effectiveness of the model. For example, Carroll et al. applied the linearly constrained least squares method to tensor data, Davidson et al. proposed to apply alternately constrained least squares framework to analysis brain network on fMRI data, and Wang et al. introduced knowledge-constrained tensor decomposition to calculate the representation analysis. These research results, except for the low-rank hypothesis, generally use the relationship between data or behavioral data as auxiliary variables to improve the quality of tensor decomposition. However, a problem faced by the current tensor calculation model is that some prior guidance and constraints are specifically designed for a specific field, resulting in these methods not working in other fields. Therefore, it is important to introduce prior knowledge to analysis tensor brain network. For example, in the STN model in our research, an important priori hypothesis is that if the characteristics of stimulus are similar, then the brain network patterns are similar. In the follow-up study of this model, we can add some constraints to further analyze the effect of decoding. For example, certain brain regions have been proven to be involved in the processing of a specific cognitive process, and then in order to preserve the adjacent areas around these brain regions and find other vertices at the same time, the known brain regions can be used as a mask to restrict the model, so that to better discover the brain areas that match the mask. For the subsequent models in this paper, we can put such as the FFA brain area, which is known to involve in the processing of human faces, the amygdala, which is involved in emotion processing, and other known brain areas into the model as local constraints.

VI. CONCLUSION

The experimental results of this paper show that the STN model can extract the discrimination pattern of the brain network and achieve to decode the visual stimulus category. Combining the tensor decomposition, which was constrained with the prior visual information, this paper uses graph knowledge and tensor structure to represent the brain network pattern and construct the tensor brain network model. During STN models’ learning, it first extracts discrimination sub-brain network pattern from the original brain network, then sets the sub-network pattern as a feature into the classification frame to decode visual stimulus category. The experimental results show that the sub-network pattern extracted from the STN model has a stronger ability to represent the brain activity pattern under different visual stimuli, significantly improving the accuracy of decoding neural signal, especially for emotional decoding with abstract semantics.
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