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1 INTRODUCTION

Supervised machine learning (ML) is increasingly used for prediction-based decision-making in various consequential applications, such as credit lending, school admission, and recruitment. Research has shown that the use of algorithms for decision-making can reinforce existing biases or introduce new ones [5, 39]. Consequently, fairness has emerged as an important desideratum for automated decision-making. As many cases have shown, considering fairness explicitly is crucial in order to avoid disadvantages towards marginalized groups (see, e.g., [2, 11, 15, 23, 52, 58]).

Different measures have emerged in the algorithmic fairness literature for assessing unfairness in decision-making systems, many of which are in the category of so-called group fairness criteria. The concept of group fairness stands in contrast to approaches focusing on individuals, such as individual fairness [18, 64], or counterfactual fairness [43]. This paper focuses on group fairness metrics.

*Equal contribution.

Readers unfamiliar with group fairness may refer to [50], [65], and [4, Chapter 3] for an overview of the topic, and to Appendix A for a brief introduction of the most-discussed group fairness criteria.

1Equal contribution.
Heidari et al. [26] provide a unifying framework for these criteria. However, they only consider standard fairness criteria that demand equality between different socio-demographic groups, i.e., that are based on an egalitarian notion of distributive justice [10]. They do not discuss non-egalitarian fairness criteria, which – as we will see in Section 2.2 – can be relevant for the assessment of fairness. Kuppler et al. [42] find that “apparently, the fair machine learning literature has not taken full advantage of the rich and longstanding literature on distributive justice” [42, p. 17]. Our paper addresses this gap by building on extensions of standard group fairness criteria and linking them to the distributive justice literature, considering both egalitarian and non-egalitarian concepts. We propose a generalized framework for assessing the fairness of decision systems, drawing on the concept of distributive justice. Based on this, we offer a generalized definition of group fairness, which includes the known group fairness criteria but significantly extends the space of group fairness.

While decision systems are usually designed to optimize a certain goal for a decision maker, they also produce some benefit or harm for the affected individuals. On a societal scale, the repetitive application of the decision system leads to a *distribution of benefit/harm* among different social groups. We study the question of group fairness by building on theories of distributive justice, which are concerned with the question of when such a distribution can be called just. Our suggested framework consists of the following four components:

1. **Utility of the decision subjects**: Defines how to measure the amount of benefit/harm for decision subjects.
2. **Relevant groups**: Defines the social groups to be compared with respect to how much utility they receive.
3. **Claim differentiator**: Defines the features which justify inequalities in the distribution of utility between individuals.
4. **Pattern of justice**: Defines what constitutes a just distribution.

All four components represent normative choices about what constitutes justice or fairness and are built on existing work. The four components as such are thus not novel but rather an established part of the literature on fairness metrics. The key novelty of our paper is the combination of these existing components into a comprehensive framework for group fairness metrics. This is important for the following reasons:

- **Unification**: We show that the most popular group fairness metrics can be interpreted as instantiations of our framework. Thus, the framework provides a unification of established group fairness metrics, interpreting them as different applications of a common general principle of distributive justice.
- **Extension**: Our framework is built on a generalized definition of group fairness, which establishes the general structure of group fairness criteria and also suggests ways to diverge from established criteria. Therefore, the framework can be used to construct new criteria that are adapted to the context of the application.
- **Interpretation**: Each component in our framework is linked to particular aspects of the moral assessment of a decision-making system. When we interpret established group fairness criteria as special cases of our framework, we can thus explicate the assumptions that are implicitly embedded in these group fairness criteria. Thereby, we provide new insights into established group fairness criteria and make it easier to evaluate whether a fairness criterion is morally appropriate for a given context.

The paper is structured as follows: We first present existing literature on group fairness in Section 2. Specifically, we will discuss the limitations of standard group fairness metrics and how existing work has expanded on these standard metrics. In Section 3, we present our comprehensive framework for group fairness. We focus on the mathematical formalization of different aspects of the distributive justice literature while keeping the review of the philosophical foundations short. More details about the philosophical background can be found in the companion paper [27]. Section 4
then demonstrates that standard group fairness metrics are special cases of our group fairness framework. Next, in Section 5, we showcase the extensions of our framework compared to existing approaches using an example from the medical domain. Finally, we discuss the implications of our framework and possible future work in Section 6.

2 RELATED WORK

Our work focuses on group fairness criteria. The most popular group fairness criteria have been developed in the context of binary classification problems and are derived from the confusion matrix: Conditional probabilities such as the true positive rates or the positive predictive values are compared across groups. We refer to these as "standard group fairness criteria" (see Appendix A). In this section, we first take a look at the limitations of the standard group fairness criteria and then discuss how they have been expanded in other works.

2.1 Limitations of standard group fairness criteria

There does not seem to be a clear consensus on what group fairness is and different terms have been used in the literature to describe the concept. To frame our understanding of the literature’s current view on (standard) group fairness criteria, we refer to the following definitions:

(1) “Group fairness ensures some form of statistical parity (e.g. between positive outcomes, or errors) for members of different protected groups (e.g. gender or race)” [10, p. 514] (based on [18]’s definition of statistical parity)

(2) “Different statistical fairness criteria all equalize some group-dependent statistical quantity across groups defined by the different settings of [the sensitive attribute] 𝐴” [4, Chapter 3].

These definitions show the following three common properties of standard group fairness metrics: (1) they consider multiple groups, (2) they compare averages over groups, and (3) they demand parity between these (what is referred to as egalitarianism). Standard group fairness metrics suffer from several limitations:

The “leveling down objection”. As shown by [32], enforcing equality can yield worse results for all groups. This so-called "leveling down objection" is often brought forward to challenge egalitarianism in philosophical literature [16, 53]: In a case in which equality requires us to worsen the outcomes for everyone, should we really demand equality or should we rather tolerate some inequalities? As criticized by [13] and [66], standard definitions of group fairness lack this differentiation as they always minimize inequality.

Focus on decisions instead of consequences. As pointed out by [28] and [66], standard fairness criteria like statistical parity or equality of opportunity focus on an equal distribution of favorable decisions and not on the consequences of these decisions. They assume “that a ‘positive classification’ output is an equally valuable outcome for everyone” as pointed out in [20, p. 491]. Similarly, [9] notes that these criteria “[assume] a uniform valuation of decision outcomes across different populations” [9, p. 6], and highlights that this assumption does not always hold. This makes it difficult to use standard group fairness criteria for a moral assessment of unfairness. Moreover, parity-based criteria do not allow for unequal treatment, even if this may be desirable from a social justice perspective in certain cases [37].

Note that these definitions of group fairness also fall into the category of "oblivious measures" [22, p. 3] and "fairness definitions from data alone" [49, p. 149], i.e., measures that only require access to the data of the decision-making system. This stands in contrast to alternative concepts of fairness that "incorporate additional context" [49, p. 154] (such as individual fairness [18] or causal definitions of fairness [43]), which we do not consider here.

One may argue that in a case where equality is not met, one should opt for, e.g., the collection of better data instead of worsening a group’s utility. However, it cannot be ruled out that some form of de-biasing would still be necessary and could then worsen a group’s utility. Societal inequalities, for example, persist even in "better" data, so there is no guarantee that equality can be achieved while keeping the same level of utility for all groups.

Note that these definitions of group fairness also fall into the category of "oblivious measures" [22, p. 3] and "fairness definitions from data alone" [49, p. 149], i.e., measures that only require access to the data of the decision-making system. This stands in contrast to alternative concepts of fairness that "incorporate additional context" [49, p. 154] (such as individual fairness [18] or causal definitions of fairness [43]), which we do not consider here.

One may argue that in a case where equality is not met, one should opt for, e.g., the collection of better data instead of worsening a group’s utility. However, it cannot be ruled out that some form of de-biasing would still be necessary and could then worsen a group’s utility. Societal inequalities, for example, persist even in "better" data, so there is no guarantee that equality can be achieved while keeping the same level of utility for all groups.
Limited set of fairness definitions. Standard group fairness metrics differ with respect to their underlying moral values [33, 59]. As they are mathematically incompatible, one has to choose one over the others [4, 12, 40, 41, 67]. None of the standard group fairness criteria proposed in the algorithmic fairness literature might be morally appropriate in a given context (see the example in Section 5).

2.2 Extension of standard group fairness criteria

New group fairness metrics have been suggested to overcome the limitations of standard group fairness metrics. Several works have taken a utility-based view of fairness to overcome the issue that standard fairness metrics do not consider the mapping of decisions to a benefit/harm for decision subjects. Finocchiaro et al. [20] point out that “utilitarianism and normative economics have been extensively used in mechanism design to motivate using utility functions as a synonym for social welfare” and suggest that machine learning could build on this through, for example, “individual and group-level utilities” [20, p. 491]. Individual utilities have been used to define “fairness behind a veil of ignorance” [25].

Several works conceive group-based notions of fairness that are centered on utility [8, 31, 32]. [8] show that enforcing fairness criteria may harm marginalized groups if the wrong utility values are assumed. Similar to our findings, they also point out that standard group fairness criteria map to utility-based group fairness metrics. However, they do not move beyond parity-based notions of fairness.

[31] adapts the concept of envy-freeness to fair machine learning by “requir[ing] that individuals in group \( G \) (do not prefer the classification given to individuals in group \( \hat{G} \) (and not just the classification that would be given to them if the classifier for group \( \hat{G} \) were used for them))” [31, p. 2]. They show how standard group fairness criteria can be mapped to this interpretation of group-level envy-freeness. While this creates some connection between envy-freeness and our framework, we will explain in Section 6.2 why group-level envy-freeness does not fall neatly into our framework.

Most of the discussed works so far have taken a parity-based approach, which [10, 42] connect to (luck) egalitarianism. [32] already mentions that one may want to maximize the utility of the marginalized group to overcome the “leveling down” objection against parity-based metrics. Indeed, the distributive justice literature offers many more distribution patterns than egalitarianism [42]. Some expansions of group fairness have looked at these other patterns. [47] and [17] do not attempt to equalize harm across groups but to minimize the harm of the group with the highest error rate (referred to as minimax). The diametrically opposed maximin principle, which was popularized by John Rawls [54, 55], maximizes the benefit or utility of the worst-off group. [21] describes the maximin principle as being useful in high-stakes decision-making where risk aversion is appropriate. These works take important steps in considering other distributions of utility than parity-based ones. However, they still only look at one specific pattern and do not discuss how this fits into a general framework of group fairness.

So while several works expand on standard group fairness criteria, none of them provides a comprehensive framework that integrates different theories of distributive justice. The goal of this paper is to propose such a framework.

3 A FRAMEWORK FOR FAIRNESS EVALUATIONS BASED ON DISTRIBUTIVE JUSTICE

We consider a decision-making system that takes binary decisions \( D \) on decision subjects (DS) of a given population \( P \), based on a decision rule \( r \). The decision rule assigns each individual \( i \in P \) a binary decision \( d_i \in \{0, 1\} \), which depends on an unknown but decision-relevant binary random variable \( Y \), by applying \( r \) to some input data. The decision rule could, for example, be an automated rule that takes decisions based on predictions of \( Y \) via a predicted score \( S \in [0, 1] \)

\footnote{Note that some of this literature uses the term “welfare” instead of “utility”, which can be traced back to the different fields these works intersect with.}
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for every individual, derived from an ML model, or the decisions could be made by humans. We assume that at least two socially salient groups are defined, denoted by different values $a$ for the sensitive attribute $A$. In the following, we first introduce the four components of our framework for group fairness. Then, in Section 3.5, we provide a generalized definition of group fairness, which encompasses all components of the proposed framework.

3.1 Modeling consequences: Utility of the decision subjects

For modeling the consequences of decisions for decision subjects, we use a utility function $u_{DS}$ which, in our binary context, may depend on both the decision $d_i$ and the value $y_i$ of $Y$. $u_{DS}$ is positive in the case of a benefit, and negative in the case of a harm. In the simplest case, we ignore individual differences in the utility function. Then, the utility $u_{DS,i}$ of a decision subject $i$ with $Y = y_i$ subjected to a decision $D = d_i$ is given by:

$$u_{DS,i} = w_{11} \cdot d_i \cdot y_i + w_{10} \cdot d_i \cdot (1 - y_i) + w_{01} \cdot (1 - d_i) \cdot y_i + w_{00} \cdot (1 - d_i) \cdot (1 - y_i),$$

where $w_{dy}$ denote the four different utility values that might be realized for the four combinations of the random variables $Y$ and $D$, leading to the utility matrix $W = (w_{00}, w_{01}, w_{10}, w_{11})$. The utility $u_{DS,i}$ is a realization of a random variable $U_{DS}$. For assessing the fairness of a decision-making system, we are interested in systematic differences between groups. We follow the standard group fairness assumption that such differences correspond to different expectation values $E(U_{DS})$ for different groups in $A$ [4].

3.2 Defining groups: Relevant groups

Group fairness is concerned with socially salient groups (e.g., defined by gender or race) as this is what theories of discrimination focus on [1]. We refer to these groups as relevant groups, denoted by $A$, and expect them to at least have a weak causal influence on the prediction or outcome (or both). This means we can plausibly expect group membership in the relevant groups to be a (direct or indirect) cause of inequalities. In [27], a philosophical argument is provided for this definition.

3.3 Defining subgroups: Claim differentiator

Comparing the relevant groups as such might not always be morally appropriate. For example, equality of opportunity [22] only considers individuals with $Y = 1$. This might be considered morally appropriate if the moral claim for a positive decision depends on $y_i$. In our framework, we allow for a so-called claim differentiator, represented by a feature $J$ which differentiates individuals with different claims to the utility. Different claims may be justified, e.g., by differences in deservingness, need, or merit. All individuals with the same value $J = j$ are considered to have the same claim to utility. Consequently, comparing relevant groups $a$ may be conditioned on subgroups with an equal moral claim (hence equal value $j$): Instead of $E(U_{DS}|A = a)$, we compare $E(U_{DS}|J = j, A = a)$. Note that not all possible values $j$ might be considered relevant from a fairness perspective.

---

5 More complex utility functions can be used, up to a fully individualized utility function. A simple extension would also take $A$ into account and define the utility matrix for each group separately, i.e., using utility weights of all possible outcomes that depend on the group membership ($w_{dy, A = a}$). In philosophy and economics, the work of Amartya Sen explains why resources do not always convert into the same capabilities (options to be and do) [61, pp. 21-23], which would suggest such an extension.

6 A similar idea is found in [7, 29, 45].
3.4 Just distribution: Pattern of justice

The claim differentiator $J$ defines which individuals have equal moral claims to the utility distributed by the decision process. One might argue that this calls for equal utility. However, the literature on distributive justice shows that this is not necessarily the case. Our approach thus offers additional normative choices, which we refer to as patterns of justice. For each of them, we will briefly explain their normative view of what constitutes justice and formulate a fairness constraint, representing a mathematical formalization of a pattern of justice, which can either be satisfied or not. For simplicity, we restrict ourselves to the case of two relevant groups $A = \{0, 1\}$ even though our framework generalizes to more groups.

In the following, we introduce only a few patterns of justice (representing fairness principles for the distribution of benefits) that are widely discussed in the philosophical literature. However, our utility-based definition of group fairness should in no way be seen as limited to these patterns.

3.4.1 Egalitarianism. Egalitarianism – as the name suggests – demands equality \[3\]. However, egalitarianism as a broad concept does not specify what should be equalized. This is the subject of the equality of what debate initiated by \[60\]. One could, e.g., aim to equalize the opportunities (equality of opportunity) or outcomes (equality of outcomes). In our approach, we consider utility as the quantity that has to be equalized.

\[\text{Fairness criterion. The egalitarian fairness criterion is satisfied if the expected utility is equal for the relevant groups conditioned on the claim differentiator:} \]

\[E(U_{DS}|J = j, A = 0) = E(U_{DS}|J = j, A = 1) \quad (2)\]

3.4.2 Maximin. Maximin describes the principle that among a set of possible distributions, the one that maximizes the expected utility of the group that is worst-off should be chosen \[44\]. In contrast to egalitarianism, inequalities are thus tolerated if the worst-off group benefits from them. This has been defended by Rawls in the form of the “difference principle” \[54, 55\].

\[\text{Fairness criterion. A decision rule } r' \text{ satisfies the maximin fairness criterion if there is no other possible rule } r \text{ that would lead to a greater expected utility of the worst-off group } E(U_{DS})_{\text{worst-off}}. \]

\[E(U_{DS})_{\text{worst-off}}(r') \geq \max_{r \in R} \{E(U_{DS})_{\text{worst-off}}(r)\} \quad (3)\]

3.4.3 Prioritarianism. Prioritarianism describes the principle that among a set of possible distributions, the one that maximizes the weighted sum of utilities across all people should be chosen, where the utility of the worst-off group is given a higher weight \[30\]. Thus, the normative goal is to maximize $\hat{U}_{DS} = k \cdot E(U_{DS})_{\text{worst-off}} + E(U_{DS})_{\text{better-off}}$, with $k > 1$. \[7\]

\[\text{Fairness criterion. A decision rule } r' \text{ satisfies the prioritarian fairness criterion if} \]

\[\hat{U}_{DS}(r') \geq \max_{r \in R} \{\hat{U}_{DS}(r)\}, \quad (4)\]

3.4.4 Sufficientarianism. Sufficientarianism \[62\] describes the principle that there is a minimum threshold of utility that should be reached by everyone in expectation. Inequalities between relevant groups are acceptable as long as all groups achieve a minimum level of utility in expectation.

\[7\text{The maximin principle can be seen as the extreme version of this as an infinite weight is given to the worst-off relevant groups).}\]
Table 1. Utility matrix representation of metrics used for standard group fairness criteria. Gray patches depict unused DS utility weights due to the claim differentiator $J = j$. The DS utility weights ($w_{ij}$) are represented as $w_{10}, w_{00}, w_{01}, w_{11}$.

| $U_{DS}$ | $J$ | $j$ | Metric            |
|----------|-----|-----|-------------------|
| 0 0      | 0   | 0   | Acceptance rate   |
| 0 1      | 0   | 1   | True positive rate|
| 1 0      | 0   | 0   | False positive rate|
| 1 1      | 1   | 1   | Positive predictive value |
| 1 1      | 0   | 0   | False omission rate |

**Fairness criterion.** The sufficientarian fairness criterion is satisfied if all groups’ expected utilities are above a given threshold $t$:

$$\forall a \in A \ E(U_{DS}|J = j, A = a) \geq t$$

### 3.5 Generalized definition of group fairness

Instead of seeing group fairness as demanding equality between socio-demographic groups with respect to a statistical quantity, we propose the following generalized definition:

**Definition 3.1 (Group fairness).** Group fairness is the just distribution of utility among groups, as defined by the specification of a utility function, relevant groups, a claim differentiator, and a pattern of justice. Group fairness criteria specify when group fairness is satisfied by a decision-making system.

We will show that the standard group fairness criteria are special cases of this definition of group fairness with different utility functions and claim differentiators. However, all of them are based on the pattern of egalitarianism. The proposed generalization allows for arbitrary utility matrices, yielding the possibility to compare consequences rather than decisions, and additional patterns of justice, as suggested by the relevant philosophical literature.

This extension of group fairness criteria alleviates some of the criticisms of currently popular group fairness criteria as we will show in Section 6.

### 4 RELATION TO STANDARD GROUP FAIRNESS CRITERIA

Standard group fairness criteria derived from the confusion matrix are special cases of the group fairness framework that we propose. They follow the egalitarian pattern of justice and correspond to specific decision subject utility functions ($U_{DS}$), and specific choices for the claim differentiator $J$ and its considered values $j$. Table 1 shows the mapping of our framework to standard group fairness criteria. For example, the acceptance rate is equivalent to the expected DS utility ($E(U_{DS})$) without any claim differentiator ($J = \emptyset$) if the utility weights are chosen as $w_{11} = w_{10} = 1$ and $w_{01} = w_{00} = 0$. Similarly, for $J = Y$, $j \in \{1\}$, and $w_{11} = w_{01} = 1$, the expected DS utility ($E(U_{DS}|Y = 1)$) corresponds to the true positive rate.
4.1 Standard group fairness criteria through the lens of our utility-based approach

The examples in Table 1 are not the only possibilities of utility matrices that lead to equivalence with a standard group fairness metric. Equality of $U_{DS}$ between two relevant groups is insensitive against some changes of the utility matrix $W$. In particular, adding a constant to all matrix elements, or multiplying them with a constant factor, does not change the fairness criterion. Thus, different utility matrices may lead to an equivalence to one of the standard group fairness criteria. In this section, we show under which conditions we achieve such an equivalence (see Table 2 for a summary of the results w.r.t.: (conditional) statistical parity, equality of opportunity, false positive rate (FPR) parity, equalized odds, predictive parity, false omission rate (FOR) parity, and sufficiency. The mathematical definitions of these criteria can be found in Table 3 in Appendix A. In the following, we focus on statistical parity, equality of opportunity, and predictive parity as prototypical examples. We refer the interested reader to the Appendix B.3 for a similar mapping of other standard group fairness criteria.

**Statistical parity** (also called demographic parity or group fairness [18]) is defined as $P(D = 1|A = 0) = P(D = 1|A = 1)$.

*Proposition 4.1 (Statistical Parity as Utility-based Fairness).* If the utility weights of all possible outcomes (as defined in Section 3.1) do not depend on the group membership ($w_{dy} \perp a$), and $w_{11} = w_{10} \neq w_{01} = w_{00}$, then the egalitarian pattern fairness condition with $J = \emptyset$ is equivalent to statistical parity.

The formal proof of Proposition 4.1 can be found in Appendix B.1.1.

To measure the different degrees to which egalitarian fairness is fulfilled, we can introduce a quantitative fairness metric $F$. One option is to compute the absolute difference between the two groups’ expected utilities:

$$F_{\text{egalitarianism}} = |E(U_{DS}|J = j, A = 0) - E(U_{DS}|J = j, A = 1)|$$  \hspace{1cm} (6)

Up to a multiplicative constant, this measure is equivalent to the degree to which statistical parity is fulfilled:

*Corollary 4.2 (Partial fulfillment of Statistical Parity in terms of Utility-based Fairness).* Suppose that the degree to which statistical parity is fulfilled is defined as the absolute difference in decision ratios across groups, i.e.,

---

8 This allows for choosing a convenient reference point for utility, e.g., setting one of the elements to 0. By defining another one to have the value of 1, a scaling is introduced. See also [10] for a discussion of this topic.

9 Notice that the claim differentiator for conditional statistical parity is defined as $J = L$, where $L$ denotes legitimate attributes that can take the values $I$.

10 Note that we focus on fairness criteria that are based on the decisions $D$ and actual outcomes $Y$. However, this idea generalizes to fairness definitions that are based on predicted scores and actual outcomes, such as balance for the positive/negative class and well-calibration (see [12, 41, 65] for a definition of these criteria).

11 Note that other metrics could be used, e.g., the ratio of the two expected utilities.
Equality of opportunity (also called TPR parity) is defined as $P(D = 1|Y = 1, A = 0) = P(D = 1|Y = 1, A = 1)$, i.e., it requires parity of true positive rates (TPR) across groups $a \in A$ [22]. In this case, not all values of the claim differentiator $J$ are considered to be relevant: we are only concerned with individuals of type $Y = 1$.

Proposition 4.3 (Equality of opportunity as utility-based fairness). If $w_{11}$ and $w_{00}$ do not depend on the group membership ($w_{11} \perp a$), and $w_{11} \neq w_{00}$, then the egalitarian pattern fairness condition with $J = Y$ and $j \in \{1\}$ is equivalent to equality of opportunity.

The formal proof of Proposition 4.3 can be found in Appendix B.1.3. Compared to statistical parity, equality of opportunity only requires equal acceptance rates across those subgroups of $A$ who are of type $Y = 1$. This corresponds to the claim differentiator $J = Y$ with $j \in \{1\}$.

**Predictive parity** (also called PPV parity [6] or outcome test [63]) is defined as $P(Y = 1|D = 1, A = 0) = P(Y = 1|D = 1, A = 1)$. It requires parity of positive predictive value (PPV) rates across groups $a \in A$.

Proposition 4.4 (Predictive parity as utility-based fairness). If $w_{11}$ and $w_{10}$ do not depend on the group membership ($w_{11} \perp a$), and $w_{11} \neq w_{10}$, then the egalitarian pattern fairness condition with $J = D$ and $j \in \{1\}$ is equivalent to predictive parity.

The formal proof of Proposition 4.4 can be found in Appendix B.1.4.  

### 4.2 Uncovering the moral assumptions of standard group fairness metrics

Considering Table 2, we see that each standard group fairness criterion (a) constitutes a specific way of measuring the benefit/harm of decision subjects, (b) embeds assumptions about who has equal or different moral claims to utility, and (c) requires equality. All these elements correspond to normative choices that define what kind of fairness is achieved.

If we were to, for example, demand equality of opportunity for men and women in credit lending (where $D$ is the bank’s decision to either approve a loan ($D = 1$) or reject it ($D = 0$), and $Y$ is the loan applicant’s ability to repay the loan ($Y = 1$) or not ($Y = 0$)), we make the following assumptions: The benefit derived by being granted a loan is the same for each individual and the same for both men and women. Only people who repay their loans have a legitimate claim to utility, and we don’t need to consider the consequences for people who do not repay. Fairness means equalizing the acceptance rates of men and women of the morally relevant group (those who would repay a granted loan), even if this leads to undesirable outcomes for both men and women – other solutions are not considered.

---

12See Corollary B.1 in Appendix B.2 for the extension to a partial fulfillment of predictive parity.

13Notice that the fairness notion well-calibration is related to PPV parity but it is defined for scores instead of binary decisions: $P(Y = 1|S = s, A = 0) = P(Y = 1|S = s, A = 1)$. This requires that for each predicted score $s \in S$, individuals of all groups $a$ have equal chances of belonging to the positive class [12]. Our proposed approach is equivalent to satisfying well-calibration if $j = S$, $w_{11} = 1$, $w_{00} = 0$, and using an egalitarian pattern of justice. In this case, the claim differentiator is the predicted score $s$, and all possible values of $s$ need to be considered. Notice that, in this special case, the DS utility weights (denoted by $w_{s,a}$) only depend on $Y$ and are uniform across the entire range of scores. If one wants to extend well-calibration to take score-specific consequences of outcomes into account, this can be done easily by introducing score-specific utilities $w_{s,y}$. The stronger definition of well-calibration ($P(Y = 1|S = s, A = 0) = P(Y = 1|S = s, A = 1) = s$), which is sometimes also called calibration by groups [1] or calibration within groups [41, 63], is equivalent to requiring that $y \in A, s \in S$, $E(U_{DS}(J = y, A = a)) = s$, for $J = S$, $w_{11} = 1$, $w_{00} = 0$. Here, the pattern is stronger than just egalitarianism.
All of these assumptions can be disputed for good reasons. For example, should we really ignore that being granted a loan might not only be beneficial for someone who cannot repay it? And is it morally acceptable to ignore the consequences for the defaulters? Also, is it really desirable to make every group worse off just for the sake of equality? These questions come up naturally when we analyze the utility matrix, the relevant groups, the claim differentiator, and the pattern of justice. Our framework shows possible alternatives for each component. This helps considerably to decide whether or not the chosen fairness criterion is morally appropriate and forces stakeholders to make their moral assumptions explicit, which are usually left implicit in standard approaches for choosing between group fairness criteria.

5 A SIMPLE APPLICATION EXAMPLE

Suppose that an ML-based decision-making system is used to identify those patients in a cancer population that will benefit from an innovative drug. Patients from the positive class \(Y = 1\) do not develop side effects after the drug treatment (or the side effects are negligible), i.e., they would benefit from the treatment because it cures their cancer. But those from the negative class \(Y = 0\) suffer from side effects of the cancer treatment. For the sake of this argument, let us assume that, despite being cured of cancer, those side effects require another treatment, which reduces life quality significantly over the next year. Due to the high cost of both treatments (the one against cancer and the one to treat the potential side effects), only individuals with a high likelihood of not developing any side effects \(p\) are treated \(D = 1\).

More specifically, we assume that the optimal decision from the perspective of the decision makers (e.g., the hospital) would be to treat all individuals with a probability \(p\) that lies above 50% \((p = P(Y = 1) > 0.5)\). We further assume that due to the non-representative selection of the research subjects for clinical trials, individuals from the minority group are much more likely to suffer from side effects (i.e., have lower probabilities \(p\) of not developing side effects). Absent any fairness considerations, this results in a lower treatment rate for the minority group. One might argue that the selection of cancer patients for treatment with the new drug should be made in a fair manner to avoid disadvantaging individuals in the minority group. This requires the elicitation of a morally appropriate group fairness metric. First, we will use established methods to select a standard metric. Then, we will apply our proposed utility-based approach. We will compare the results of both methods and analyze their implications.

First, using existing approaches to select one of the standard group fairness criteria \([7, 26, 45]\), one might argue that statistical parity is an appropriate choice because the likelihood of requiring additional expensive treatment (due to developing side effects) does not determine how deserving people are to live without cancer – even if this may be a relevant consideration for efficiency reasons absent any fairness constraints. Thus, the chances of treatment should be equal for individuals of both groups.

Second, we elicit a morally appropriate fairness criterion by going through the four components of our framework: Regarding the definition of the relevant groups to compare, the example’s assumption is that it is the minority group for which fairness should be ensured in comparison to the majority group. For example, it may be argued that this is reasonable due to the causal link between a patient’s group membership and the likelihood of developing side effects (see Section 3.2). As for the claim differentiator, it may be assumed that all individuals have the same moral claim to utility, i.e., that there is no justifiable argument to differentiate between individuals’ deservingness (or necessity or urgency) to be treated. In this case, following the same moral standpoint as above, there would not be any claim differentiator \(J = \emptyset\), equivalent to the case of statistical parity. However, critical differences may emerge when going through the other two steps of our framework, i.e., the evaluation of the utility of the DS (as introduced in Section 3.1) and the specification of the pattern for a just distribution of the utility derived by the cancer patients (see Section 3.4).
Let us now specify the DS utility. Using the disability-adjusted life years (DALY)\textsuperscript{15} as a measure for patients’ negative expected utilities to compare different outcomes of the medical treatment, we may specify the DS utility as follows: Individuals without any side effects receiving the treatment can live a cancer-free life, defining our reference point: $w_{11} = 0$ (representing zero DALYs). Individuals that do not receive the treatment continue living for one more year with the disease burden: $w_{00} = w_{01} = -0.4$ (representing slightly less than half a DALY). The utility of individuals developing side effects after having received the treatment depends on the severity of those side effects. For this simple example, we assume that the side effects are considerable but do not result in death. More precisely, we assume that the burden of the side effects and the additional treatment is equivalent to -0.8 DALYs (i.e., for the assumed year of life, $w_{10} = -0.8$). This is represented by the utility matrix in Fig. 1b, next to the DS utility matrix equivalent to the standard group fairness criteria statistical parity in Fig. 1a.

Next, we need to specify a pattern of justice, which defines what a just distribution looks like. We assume that maximizing the expected utility of the worst-off group (i.e., a maximin DS utility distribution) is desirable from a fairness perspective, as one might reasonably argue in a risk-averse health context [21], which would be in line with Rawls’ initial original position [54].

This example shows that our general framework results in a different fairness metric. Not only is the benefit measured differently because we are taking the consequences of a decision (including possible side effects) into account, but we also apply a different pattern of justice.

We will now show that enforcing statistical parity does not necessarily make the minority group better off, on average. To ensure statistical parity, more individuals from the minority group have to be treated, compared to the unconstrained optimum, since minority individuals have a systematically lower $p$. However, whether being treated (i.e., switching from $D = 0$ to $D = 1$) is desirable for the patients, depends on the side effects: those who do not develop side effects gain utility (i.e., their expected utility changes from -0.4 to 0) and those who do develop side effects lose utility (i.e., their expected utility changes from -0.4 to -0.8). Apart from degenerate cases ($p = 0$ and $p = 1$), patients do not know with certainty if they will develop side effects, as the outcome $Y$ is unknown. In expectation, a treatment is only desirable for individuals with $p > = \frac{w_{10} - w_{00}}{w_{11} - w_{01} - w_{00}} = 0.5$. Hence, increasing the number of treated minority patients is problematic, as the patients of the minority group who are treated additionally experience a disadvantage by the treatment rather than an advantage\textsuperscript{16}. This is completely disregarded by the fairness metric statistical parity, which implicitly assumes that a positive decision is desirable for anyone ($w_{11} = w_{10} = 1$ and $w_{01} = w_{00} = 0$). In fact, in this scenario, enforcing statistical parity would likely make both groups worse off (by increasing/decreasing the number of treated patients in the minority/majority group), compared to the unconstrained case, in order to equalize the share of treated patients in the two groups – leading to a classical case of the “leveling down objection”.

Applying the maximin pattern of justice, in contrast, can prevent us from producing ‘fairness’ at the cost of the minority group, which would contradict the overall goal of improving the situation for the minority group.

6 DISCUSSION

In this section, we discuss how our proposed framework alleviates the previously discussed limitations of standard group fairness criteria, and we comment on the limitations of our expanded definition of group fairness.

\textsuperscript{15}DALY is a generic measure of disease burden calculated as the sum of the years of life lost (YLL) due to dying early and the years lost due to disability or disease (YLD), i.e., DALY = YLL + YLD, where one DALY represents the loss of the equivalent of one year of full health.

\textsuperscript{16}Recall that, without fairness consideration, the hospital decided to treat patients with $p > 0.5$, due to cost considerations. Thus, increasing the number of treated patients in a group requires treating patients with $p < 0.5$.
6.1 Alleviating limitations of existing fairness criteria

Standard group fairness criteria are special cases of our generalized group fairness framework. The suggested extension allows the alleviation of several of the standard group fairness limitations that we discussed in Section 2.1.

The "leveling down objection." The "leveling down objection" is a prevalent anti-egalitarianism argument [16, 53] saying that less inequality is not desirable if this requires lowering the better-off group’s utility to match the one of the worse-off group. On this basis, choosing egalitarianism as the pattern of justice has been criticized in the algorithmic fairness literature (see, e.g., [32, 45, 66]). Our approach allows using other patterns of justice, such as maximin, prioritarianism, or sufficientarianism (see Section 3.4). Other patterns that can be formalized as mathematical constraints may also be used. One could, for example, combine several patterns into one and require equal expected utilities across groups as long as none of the groups is better off than it would be without any fairness requirement. This would represent a combination of egalitarianism and a group-specific baseline threshold (similar to sufficientarianism), making a “leveling down” of the better-off group impossible and adhering to the Pareto principle.

Focus on decisions instead of consequences. Standard group fairness criteria only consider the distribution of either \( D \) or \( Y \). This can be interpreted as analyzing the distribution of utility but assuming that utility is equivalent to either \( D \) or \( Y \) instead of, for example, the combination of \( D \) and \( Y \). Standard group fairness criteria thus represent a very confining definition of utility. Our approach acknowledges that the utility of the decision subjects may depend on a combination of different attributes such as one’s ability to repay a loan or one’s socioeconomic status (see, e.g., [9, 28, 66]. This is represented through the utility function described in Section 3.1, which can easily be extended (e.g., to take group-specific utility functions into account).

Limited set of fairness definitions. Previous attempts to guide stakeholders in choosing appropriate fairness criteria have taken on the form of explicit rules, such as in [46, 56, 57]. Works like [7, 26, 45] have provided unifying moral frameworks for understanding existing notions of algorithmic fairness, but they still presuppose a limited set of fairness definitions from which stakeholders can choose. While [26] consider the distribution of undeserved utility (what they call the difference between an individual’s actual and effort-based utility), [45] and [7] use the decision subject utility \( U_{DS} \) to derive a morally appropriate group fairness definition. This is similar to the approach presented in this paper; however, they only consider two options \( U_{DS} = D \) and \( U_{DS} = Y \), while our approach allows for arbitrary functions \( f \) for the utility: \( U_{DS} = f(D, Y) \). Furthermore, [7, 26, 45] only consider egalitarian notions of fairness, and it remains unclear how non-egalitarian notions of fairness fit in.
As discussed in Section 2.2, previous works have expanded standard group fairness metrics. However, the resulting fairness notions diverge from standard metrics on some of the four components in our framework. The other components are held constant compared to standard group fairness metrics, while the assumptions that are encompassed in the choice to keep these components constant are not made explicit. Therefore, the criteria resulting from these expansions are still somewhat limited. We provide a method that integrates these prior works in a unifying framework and link the different choices to morally relevant concepts with respect to the utility function for decision subjects (Section 3.1), the relevant groups to compare (Section 3.2), the subgroups with equal claims to utility (Section 3.3), and the pattern for a just distribution of utility (Section 3.4).

6.2 Limitations

Fundamental assumptions of standard group fairness criteria. While our framework extends standard group fairness criteria, we still share some of the fundamental assumptions embedded in group fairness. First, we compare averages across groups, which has been criticized for being vulnerable to fairness gerrymandering [18]. There could be systematic differences between groups despite them having the same averages, e.g., due to a different distribution within groups. Second, one could criticize that we (and group fairness notions in general) cannot distinguish cases in which membership in the relevant groups has a causal influence on the outcomes and decisions or whether they just happen to be correlated – in cases where both result in the same distribution of utilities. Contrary to that, counterfactual fairness [43] demands that the sensitive attribute (and its proxies) do not influence the final decision. While we cannot guarantee that our group fairness criteria would fulfill such a strict requirement, we argue that our approach to group fairness most likely avoids the objection of fairness gerrymandering and causal irrelevance in practice. Our practical solution to these objections is to require at least a weak causal link for the specification of relevant groups (as mentioned in Section 3.2): We demand that individuals belong to a relevant group that is likely to be the cause of an unjust inequality. This way, we reduce the probability that group fairness is evaluated in a situation where the inequality is caused by spurious unfortunate correlations. When defining the relevant groups, we could make them increasingly narrow. This idea of increasingly narrow groups aligns with the concept of multicalibration, which is motivated by the concept of individual fairness. It can be seen as a further extension of well-calibration. Multicalibration calls for calibrating every efficiently-identifiable subgroup \( R \) of a computationally-identifiable subset \( C \) of the population \( P \) [24]. Intuitively, multicalibration can also be seen as a special case of our proposed framework, where for all subgroups \( R \in C \), for \( J = S \), \( w_{1} = 1 \), \( w_{0} = 0 \). However, the larger the number of subgroups, the more difficult it becomes to make moral judgments about them. Therefore, instead of only considering subgroups based on computational efficiency as in multicalibration, we focus on groups that meet the weak causality requirement. Furthermore, w.r.t. multicalibration, our proposed framework demonstrates that benefits/harms are measured in a narrow way (\( w_{1} = 1, w_{0} = 0 \)), which can be extended using the flexibility of the DS utility function. Our framework thus again reveals the normative choices of these fairness notions.

Economic notions of fairness. As we explained in Section 2.2, our framework builds on existing extensions of standard group fairness metrics and tries to structure these. Yet, there are still some extensions that do not fit neatly into our framework. As far as we are aware, this mainly concerns Zafar et al. [68]’s interpretation of group-level envy-freeness for fair machine learning. Contrary to Hossain et al. [31], they postulate that group-level envy-freeness is fulfilled if “every sensitive attribute group (e.g., men and women) prefers the set of decisions they receive over the set of decisions they would have received had they collectively presented themselves to the system as members of a different sensitive group”
[68, p. 3]. This fairness criterion is structurally different from the fairness criteria in our framework: Our fairness criteria compare the average utilities of different groups. Instead, the envy-freeness criterion compares the average utility of a single group to the expected utility of this group if this group had a different sensitive attribute – it thus compares the average utility of a single group under different assumptions. Similarly, Kim et al. [38]’s preference-informed statistical parity compares utilities of groups across alternative classifiers instead of comparing utilities between groups for a single classifier. The question is thus not about how a classifier should distribute utilities between equally deserving groups but about whether a classifier makes every group better off than some alternative.

Theories of distributive justice. While our approach creates a link between group fairness and different theories of justice, it does not cover theories of distributive justice that are structurally different from the ones we discussed, e.g., Nozick’s entitlement theory [51]. It is unclear how such theories could be represented in formalized fairness criteria.

Utility in practice. While we showcased a simplified approach for specifying utility matrices in Section 5, we recognize that defining a utility function is difficult in practice [19, 61]. Moreover, we only presented a utility function that is linear in $Y$ and $D$. Our framework allows for more complex utility functions, but these are even harder to define. We describe how utility functions can be defined through the lens of a simplified medical example. However, determining how to quantify the utility of decisions in general (i.e., using a clearly defined guideline that is applicable in any application context, which might require an empirical approach), falls outside the scope of this paper. Another limitation is that we only proposed simple metrics derived from the utility matrix but no combination of these (e.g., separation as the combination of parity in true positive rates and false positive rates). While we could represent these combined metrics in our framework, it is again not obvious what the best way to do so is. Here, we refer to [4] to see how information theory’s concept of mutual information can be used to represent separation and sufficiency.

7 CONCLUSION

In this paper, we have proposed a novel generalized definition of group fairness that is based on a comprehensive framework that unifies and extends existing work on what can broadly be described as “group fairness”. As part of this, we have also suggested a new definition of group fairness as a category of metrics that are concerned with the just distribution of utility among relevant groups. Our framework consists of four components: (1) utility of the decision subjects, (2) relevant groups to compare, (3) claim differentiator to derive subgroups to compare that matter, and (4) patterns for a just distribution of utility. These components form a lens through which we can interpret existing fairness metrics. The main benefits of our framework are that it allows us to decode the normative choices hidden in fairness criteria and that it yields a structured way of creating unique and context-sensitive fairness criteria. Using a simple example, we showed that for different versions of prediction-based decision making systems, our approach can determine the fairest solution, according to the chosen normative choices. However, the question of how a fair solution can be achieved optimally remains open. More research is needed to incorporate our novel understanding of group fairness into automated decision making systems, for example, using pre-processing [34, 35], in-processing [36, 48, 69], or post-processing techniques [6, 14, 22].
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A STANDARD GROUP FAIRNESS CRITERIA

Here, we briefly introduce the most discussed group fairness criteria. Table 3 list the parity requirements associated with these criteria. Statistical parity demands that the share of positive decisions is equal between socio-demographic groups (defined by the sensitive attribute \( A = \{0, 1\} \)) [18] – this is only required for a set of so-called legitimate attributes \( I \in L \) for the criterion conditional statistical parity [14]. Equality of opportunity, similarly, demands equal shares of positive decisions between socio-demographic groups, but only for those whose target variable is positive (\( Y = 1 \)) [22] – thus, it is sometimes also referred to as true positive rate (TPR) parity. Equalized odds – sometimes also called separation – requires both equality of opportunity and FPR parity (which is similar to equality of opportunity, however, it is limited to individuals of type \( Y = 0 \)). In contrast, predictive parity demands equal shares of individuals of type \( Y = 1 \) across socio-demographic groups, but only for those who received a positive decision \( D = 1 \) [6] – thus, it is sometimes also referred to as positive predictive value (PPV) parity. Sufficiency requires both PPV parity and false omission rate (FOR) parity (which is similar to PPV parity, however, it is limited to individuals who received a negative decision \( D = 0 \)).
B MAPPING STANDARD GROUP FAIRNESS CRITERIA TO OUR UTILITY-BASED APPROACH

B.1 Omitted proofs

B.1.1 Proof of Proposition 4.1. Recall that the utility-based fairness following the pattern of egalitarianism requires equal expected utilities between groups:

\[ E(U_{DS}|J = j, A = 0) = E(U_{DS}|J = j, A = 1) \] (B.7)

Since there is no claim differentiator (i.e., \( J = \emptyset \)), this can be simplified to:

\[ E(U_{DS}|A = 0) = E(U_{DS}|A = 1) \] (B.8)

For \( w_{11} = w_{10} \) and \( w_{01} = w_{00} \), the decision subject utility (see Equation 1) is:

\[ u_{DS,i} = w_{0y} + (w_{1y} - w_{0y}) \cdot d_i, \] (B.9)

where \( w_{1y} \) denotes the decision subject utility associated with a positive decision \( D = 1 \) and \( w_{0y} \) denotes the decision subject utility associated with a negative decision \( D = 0 \). Thus, the expected utility for individuals of group \( a \) can be written as:

\[ E(U_{DS}|A = a) = w_{0y} + (w_{1y} - w_{0y}) \cdot P(D = 1|A = a). \] (B.10)

If the utility weights of all possible outcomes do not depend on the group membership (\( w_{dy} \perp a \)), and \( w_{1y} \neq w_{0y} \), then the utility-based fairness following the pattern of egalitarianism (see Equation B.8) requires:

\[ w_{0y} + (w_{1y} - w_{0y}) \cdot P(D = 1|A = 0) = w_{0y} + (w_{1y} - w_{0y}) \cdot P(D = 1|A = 1) \]
\[ \Leftrightarrow (w_{1y} - w_{0y}) \cdot P(D = 1|A = 0) = (w_{1y} - w_{0y}) \cdot P(D = 1|A = 1) \] (B.11)
\[ \Leftrightarrow P(D = 1|A = 0) = P(D = 1|A = 1), \]

where the last line is identical to statistical parity.

B.1.2 Proof of Corollary 4.2. Recall that the degree to which egalitarianism is fulfilled is defined as \( F_{\text{egalitarian}} = |E(U_{DS}|J = j, A = 0) - E(U_{DS}|J = j, A = 1)| \) (see Equation 6). If the utility weights of all possible outcomes do not depend on the group membership (\( w_{dy} \perp a \)), and \( w_{11} = w_{10} \neq w_{01} = w_{00} \) (i.e., \( w_{1y} \neq w_{0y} \)), \( J = \emptyset \), this can be written

\[ |w_{0y} + (w_{1y} - w_{0y}) \cdot P(D = 1|A = 0) - w_{0y} - (w_{1y} - w_{0y}) \cdot P(D = 1|A = 1)| \]
\[ = w_{1y} - w_{0y} \]

If \( w_{1y} = w_{0y} \), then the utility-based fairness following the pattern of egalitarianism would always be satisfied and the equivalence to statistical parity would not hold.
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as (see Equations B.8 and B.10):

\[
F_{\text{egalitarianism}} = | \{ w_{0y} + (w_{1y} - w_{0y}) \cdot P(D = 1|A = 0) \} - (w_{0y} + (w_{1y} - w_{0y}) \cdot P(D = 1|A = 1)) |
\]

\[
= | \{ (w_{1y} - w_{0y}) \cdot P(D = 1|A = 0) \} - \{ (w_{1y} - w_{0y}) \cdot P(D = 1|A = 1) \} |
\]

\[
= |(w_{1y} - w_{0y}) \cdot (P(D = 1|A = 0) - P(D = 1|A = 1)) |
\]

where the last line corresponds to a multiplication of \(|w_{1y} - w_{0y}| \) with the degree to which statistical parity is fulfilled.

B.1.3 Proof of Proposition 4.3. Recall that the utility-based fairness following the pattern of egalitarianism requires equal expected utilities between groups:

\[
E(U_{DS}|J = j, A = 0) = E(U_{DS}|J = j, A = 1) \tag{B.13}
\]

Since the claim differentiator is the same as the attribute \(Y = 1\), i.e., \(J = Y\) and the only morally relevant value of \(Y\) is 1 (i.e., \(j \in \{1\}\)), this can be simplified to:

\[
E(U_{DS}|Y = 1, A = 0) = E(U_{DS}|Y = 1, A = 1) \tag{B.14}
\]

For \(y_i = 1\), the decision subject utility (see Equation 1) is:

\[
u_{DS,i} = w_{01} + (w_{11} - w_{01}) \cdot d_i. \tag{B.15}\]

Thus, the expected utility for individuals of type \(Y = 1\) in group \(a\) can be written as:

\[
E(U_{DS}|Y = 1, A = a) = w_{01} + (w_{11} - w_{01}) \cdot P(D = 1|Y = 1, A = a). \tag{B.16}\]

If \(w_{11}\) and \(w_{01}\) do not depend on the group membership \((w_{d1} \perp a)\), and \(w_{11} \neq w_{01}\), then the utility-based fairness following the pattern of egalitarianism (see Equation B.14) requires:

\[
\Rightarrow (w_{11} - w_{01}) \cdot P(D = 1|Y = 1, A = 0) = (w_{11} - w_{01}) \cdot P(D = 1|Y = 1, A = 1)
\]

\[
\Rightarrow P(D = 1|Y = 1, A = 0) = P(D = 1|Y = 1, A = 1), \tag{B.17}\]

where the last line is identical to equality of opportunity.

B.1.4 Proof of Proposition 4.4. Recall that the utility-based fairness following the pattern of egalitarianism requires equal expected utilities between groups:

\[
E(U_{DS}|J = j, A = 0) = E(U_{DS}|J = j, A = 1) \tag{B.18}\]

Since the claim differentiator is the same as the decision \(D = 1\), i.e., \(J = D\) and the only morally relevant value of \(D\) is 1 (i.e., \(j \in \{1\}\)), this can be simplified to:

\[
E(U_{DS}|D = 1, A = 0) = E(U_{DS}|D = 1, A = 1) \tag{B.19}\]

For \(d_i = 1\), the decision subject utility (see Equation 1) is:

\[
u_{DS,i} = w_{10} + (w_{11} - w_{10}) \cdot y_i. \tag{B.20}\]\n
18If \(w_{11} = w_{01}\), then the utility-based fairness following the pattern of egalitarianism would always be satisfied and the equivalence to equality of opportunity would not hold.
Thus, the expected utility for individuals in group $a$ that are assigned the decision $D = 1$ can be written as:

$$E(U_{DS}|D = 1, A = a) = w_{10} + (w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = a).$$  

(B.21)

If $w_{11}$ and $w_{10}$ do not depend on the group membership ($w_{11} \perp a$), and $w_{11} \neq w_{10}$, then the utility-based fairness following the pattern of egalitarianism (see Equation B.19) requires:

$$w_{10} + (w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 0) = w_{10} + (w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 1)$$

$\Leftrightarrow (w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 0) = (w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 1)$  

(B.22)

where the last line is identical to predictive parity.

### B.2 Additional corollaries

Let us consider the partial fulfillment of equality of opportunity, following Proposition 4.3. As is the case for statistical parity, there are differences when looking at the degree to which the two notions of fairness are fulfilled (equality of opportunity and the utility-based fairness under the conditions specified in Proposition 4.3)

**Corollary B.1 (Partial fulfillment of equality of opportunity in terms of utility-based fairness).** Suppose that the degree to which equality of opportunity is fulfilled is defined as the absolute difference in decision ratios for individuals of type $Y = 1$ across groups, i.e., $|P(D = 1|Y = 1, A = 0) - P(D = 1|Y = 1, A = 1)|$. If $w_{11}$ and $w_{01}$ do not depend on the group membership ($w_{d1} \perp a$), $w_{11} \neq w_{01}$, $J = Y$, and $j \in \{1\}$, then the degree to which egalitarianism is fulfilled is equivalent to the degree to which equality of opportunity is fulfilled, multiplied by $|w_{11} - w_{01}|$.

**Proof.** Recall that the degree to which egalitarianism is fulfilled is defined as $F_{\text{egalitarianism}} = |E(U_{DS}|J = j, A = 0) - E(U_{DS}|J = j, A = 1)|$ (see Equation 6). If $w_{11}$ and $w_{01}$ do not depend on the group membership ($w_{d1} \perp a$), $w_{11} \neq w_{01}$, $J = Y$, and $j \in \{1\}$, this can be written as (see Equations B.14 and B.16):

$$F_{\text{egalitarianism}} = |(w_{01} + (w_{11} - w_{01}) \cdot P(D = 1|Y = 1, A = 0)) - (w_{01} + (w_{11} - w_{01}) \cdot P(D = 1|Y = 1, A = 1))|$$

$$= |((w_{11} - w_{01}) \cdot P(D = 1|Y = 1, A = 0)) - ((w_{11} - w_{01}) \cdot P(D = 1|Y = 1, A = 1))|$$

(B.23)

where the last line corresponds to a multiplication of $|w_{11} - w_{01}|$ with the degree to which equality of opportunity is fulfilled.

As is the case for the other group fairness criteria, there are differences regarding the degree to which the two fairness notions of predictive parity and the utility-based fairness under the conditions specified in Proposition 4.4 are fulfilled:

**Corollary B.2 (Partial fulfillment of predictive parity in terms of utility-based fairness).** Suppose that the degree to which predictive parity is fulfilled is defined as the absolute difference in the ratio of individuals that are of type $Y = 1$ among all those that are assigned the decision $D = 1$ across groups, i.e., $|P(Y = 1|D = 1, A = 0) - P(Y = 1|D = 1, A = 1)|$.

$\text{If } w_{11} = w_{01}, \text{ then the utility-based fairness following the pattern of egalitarianism would always be satisfied and the equivalence to predictive parity would not hold.}$
If \( w_{11} \) and \( w_{10} \) do not depend on the group membership \((w_{1y} \perp a)\), \( w_{11} \neq w_{10}, j = D, \text{ and } j \in \{ 1 \}, \) then the degree to which egalitarianism is fulfilled is equivalent to the degree to which predictive parity is fulfilled, multiplied by \(|w_{11} - w_{10}|\).

**Proof.** Recall that the degree to which egalitarianism is fulfilled is defined as \( F_{\text{egalitarianism}} = |E(U_{DS}|J = j, A = 0) - E(U_{DS}|J = j, A = 1)| \) (see Equation 6). If \( w_{11} \) and \( w_{10} \) do not depend on the group membership \((w_{1y} \perp a)\), \( w_{11} \neq w_{10}, j = D, \text{ and } j \in \{ 1 \}, \) this can be written as (see Equations B.19 and B.21):

\[
F_{\text{egalitarianism}} = |(w_{10} + (w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 0)) - (w_{10} + (w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 1))| \\
= | ((w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 0)) - ((w_{11} - w_{10}) \cdot P(Y = 1|D = 1, A = 1)) | \\
= |(w_{11} - w_{10}) \cdot (P(Y = 1|D = 1, A = 0) - P(Y = 1|D = 1, A = 1)) | \\
\]

where the last line corresponds to a multiplication of \(|w_{11} - w_{10}|\) with the degree to which predictive parity is fulfilled. \(\square\)

**B.3 Mapping to other group fairness criteria**

In Section 4, we mapped our utility-based approach to the three group fairness criteria statistical parity, equality of opportunity, and predictive parity. Here, we additionally show under which conditions our utility-based approach is equivalent to other group fairness criteria: conditional statistical parity, false positive rate parity, equalized odds, false omission rate parity, and sufficiency.

**B.3.1 Conditional statistical parity.** Conditional statistical parity is defined as \( P(D = 1|L = l, A = 0) = P(D = 1|L = l, A = 1), \) where \( L \) is what \[14\] refer to as the legitimate attributes. Thus, conditional statistical parity requires equality of acceptance rates across all subgroups in \( A = 0 \) and \( A = 1 \) who are equal in their value \( l \) for \( L \), where \( L \) can be any (combination of) feature(s) besides \( D \) and \( A \).

**Proposition B.3 (Conditional statistical parity as utility-based fairness).** If the utility weights of all possible outcomes do not depend on the group membership \((w_{dy} \perp a)\), and \( w_{11} = w_{10} \neq w_{01} = w_{00}, \) then the egalitarian pattern fairness condition with \( J = L \) is equivalent to conditional statistical parity.

The proof of Proposition B.3 is similar to the one of Proposition 4.1.

Under these conditions, the degree to which \( F_{\text{egalitarianism}} \) is fulfilled is equivalent to the degree to which conditional statistical parity is fulfilled, multiplied by \(|w_{1y} - w_{0y}|\). This could easily be proved – similar to the proof of Corollary 4.2 but with the conditions of the utility-based fairness stated in Proposition B.3.

**B.3.2 False positive rate (FPR) parity.** FPR parity (also called predictive equality \[14\]) is defined as \( P(D = 1|Y = 0, A = 0) = P(D = 1|Y = 0, A = 1), \) i.e., it requires parity of false positive rates (FPR) across groups \( a \in A \).

**Proposition B.4 (FPR parity as utility-based fairness).** If \( w_{10} \) and \( w_{00} \) do not depend on the group membership \((w_{dy} \perp a)\), and \( w_{10} \neq w_{00}, \) then the egalitarian pattern fairness condition with \( J = Y \) and \( j \in \{ 0 \} \) is equivalent to FPR parity.

For \( y_{i} = 0 \), the decision subject utility (see Equation 1) is:

\[
U_{DS,i} = w_{00} + (w_{10} - w_{00}) \cdot d_{i}. \tag{B.25}
\]
Thus, the expected utility for individuals of type \( Y = 0 \) in group \( a \) can be written as:

\[
E(U_{DS}|Y = 0, A = a) = w_{00} + (w_{10} - w_{00}) \cdot P(D = 1|Y = 0, A = a). \tag{B.26}
\]

Hence, we simply require the utility weights \( w_{10} \) and \( w_{00} \) to be unequal and independent of \( a \). Then, the proof of Proposition B.4 is similar to the one of Proposition 4.3.

If \( w_{10} \) and \( w_{00} \) do not depend on the group membership \((w_{dy} \perp a)\), and \( w_{10} \neq w_{00} \), then the degree to which \( F_{\text{egalitarianism}} \) is fulfilled is equivalent to the degree to which FPR parity is fulfilled, multiplied by \(|w_{10} - w_{00}|\). This could easily be proved – similar to the proof of Corollary B.1.

**B.3.3 Equalized odds.** Equalized odds (sometimes also referred to as separation \([4]\)) is defined as \( P(D = 1|Y = y, A = 0) = P(D = 1|Y = y, A = 1) \), for \( y \in \{0, 1\} \).

**Proposition B.5** (Equalized odds as utility-based fairness). 
If the utility weights of all possible outcomes do not depend on the group membership \((w_{dy} \perp a)\), \( w_{11} \neq w_{01} \), and \( w_{10} \neq w_{00} \), then the egalitarian pattern fairness condition with \( f = Y \) and \( j \in \{0, 1\} \) is equivalent to equalized odds.

The conditions under which the utility-based fairness criteria is equivalent is shown separately for equality of opportunity (see Proposition 4.3) and FPR parity (see Proposition B.4). Since equalized odds requires equality of opportunity and FPR parity, the the conditions for both fairness criteria must be met \( (\text{i.e., } w_{dy} \perp a, w_{11} \neq w_{01}, w_{10} \neq w_{00}, f = Y, \text{ and } j \in \{0, 1\}) \), so that the utility-based fairness constraint is equivalent to equalized odds.

**B.3.4 False omission rate (FOR) parity.** FOR parity is defined as \( P(Y = 1|D = 0, A = 0) = P(Y = 1|D = 0, A = 1) \), i.e., it requires parity of false omission rates (FOR) across groups \( a \in A \).

**Proposition B.6** (FOR parity as utility-based fairness). 
If \( w_{01} \) and \( w_{00} \) do not depend on the group membership \((w_{dy} \perp a)\), \( w_{01} \neq w_{00} \), then the egalitarian pattern fairness condition with \( f = D, \text{ and } j \in \{0, 1\} \) is equivalent to FOR parity.

For \( d_i = 0 \), the decision subject utility (see Equation 1) is:

\[
u_{DS,i} = w_{00} + (w_{01} - w_{00}) \cdot y_i. \tag{B.27}
\]

Thus, the expected utility for individuals in group \( a \) that are assigned the decision \( D = 0 \) can be written as:

\[
E(U_{DS}|D = 0, A = a) = w_{00} + (w_{01} - w_{00}) \cdot P(Y = 1|D = 0, A = a). \tag{B.28}
\]

Hence, we simply require the utility weights \( w_{01} \) and \( w_{00} \) to be unequal and independent of \( a \). Then, the proof of Proposition B.6 is similar to the one of Proposition 4.4.

If \( w_{01} \) and \( w_{00} \) do not depend on the group membership \((w_{dy} \perp a)\), and \( w_{01} \neq w_{00} \), then the degree to which \( F_{\text{egalitarianism}} \) is fulfilled is equivalent to the degree to which FPR parity is fulfilled, multiplied by \(|w_{01} - w_{00}|\). This could easily be proved – similar to the proof of Corollary B.2.

**B.3.5 Sufficiency.** Sufficiency is defined as \( P(Y = 1|D = d, A = 0) = P(Y = 1|D = d, A = 1) \), for \( d \in \{0, 1\} \) \([4]\).

**Proposition B.7** (Sufficiency as utility-based fairness). 
If the utility weights of all possible outcomes do not depend on the group membership \((w_{dy} \perp a)\), \( w_{11} \neq w_{10} \), and \( w_{01} \neq w_{00} \), then the egalitarian pattern fairness condition with \( f = D \) and \( j \in \{0, 1\} \) is equivalent to sufficiency.
The conditions under which the utility-based fairness criteria is equivalent is shown separately for predictive parity (see Proposition 4.4) and FOR parity (see Proposition B.6). Since sufficiency requires predictive parity and FOR parity, the conditions for both fairness criteria must be met (i.e., $w_{dy} \perp a$, $w_{11} \neq w_{10}$, $w_{01} \neq w_{00}$, $J = D$, and $j \in \{0, 1\}$), so that the utility-based fairness constraint is equivalent to sufficiency.