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Abstract—Spherical videos, also known as 360° (panorama) videos, can be viewed with various virtual reality devices such as computers and head-mounted displays. They attract large amount of interest since awesome immersion can be experienced when watching spherical videos. However, capturing, storing and transmitting high-resolution spherical videos are extremely expensive. In this paper, we propose a novel single frame and multi-frame joint network (SMFN) for recovering high-resolution spherical videos from low-resolution inputs. To take advantage of pixel-level inter-frame consistency, deformable convolutions are used to eliminate the motion difference between feature maps of the target frame and its neighboring frames. A mixed attention mechanism is devised to enhance the feature representation capability. The dual learning strategy is exerted to constrain the space of solution so that a better solution can be found. A novel loss function based on the weighted mean square error is proposed to emphasize on the super-resolution of the equatorial regions. This is the first attempt to settle the super-resolution of spherical videos, and we collect a novel dataset from the Internet, MiG Panorama Video, which includes 204 videos. Experimental results on 4 representative video clips demonstrate the efficacy of the proposed method. The dataset and code are available at https://github.com/lovepiano/SMFN_For_360VSR.

Index Terms—360° panorama videos, virtual reality, video super-resolution, weighted mean square error

I. INTRODUCTION

WITHEXEL recent development of virtual reality (VR) technology and the 5th generation of mobile networks, 360° panorama videos become increasingly important for immersive technologies. This video format can provide highly immersive experiences for audiences. Existing VR display devices for spherical or panorama videos, such as head-mounted displays, allows for up to 6 degrees of freedom in the interaction with the captured virtual environment. Panorama videos are captured with 360° cameras and stored in two-dimensional planar format, such as equirectangular projection (ERP) and cubemap projection. During playback, the panorama videos can be projected to both normal flat displays and spherical displays. Recently, panorama videos have been applied in a variety of fields, such as entertainment [1], education, healthcare, communication [2], and advertising.

However, this video format brings great challenges because it needs very high resolution to cover the entire 360° space to make sure that the captured videos are visually satisfactory. A part of a given panorama video, called the viewport [3] can be exploited by a VR display. The resolution of the viewport is relatively low, thus the visual effect is greatly reduced. Thus, high resolution videos are paramount to guarantee the high quality of the viewing experience in VR systems based on spherical videos. For example, in terms of recent studies such as [4], the resolution of the captured panorama videos should be 21,600×10,800, so that the audiences can obtain high immersion sense in the captured virtual environment. However, currently both of consumer capturing systems and network bandwidths are difficult to process and transmit such large-scale video in real time. An effective way to solve the above problem is to capture low-resolution videos at first, and then super-resolve them into high-resolution videos. In this paper, we propose an effective method based on deep learning to solve the problem of 360° video super-resolution.

With the advent of deep learning, super-resolution algorithms for images/videos have evolved from traditional interpolation methods to predictive or generative models based on convolutional neural networks (CNNs). Due to the strong feature learning capability of CNNs, great success has been achieved for image/video super-resolution (SR). For generic videos, high-quality reconstruction performance can be achieved via recent high-capacity algorithms based on deep learning, such as the recurrent back-projection network (RBPN) [5] and the enhanced deformable video restoration (EDVR) [6]. However, there is no published algorithms using deep learning to solve the 360° panorama video super-resolution task. Therefore, this is the first research work for 360° panorama video super-resolution. Specially, in the paper, we process the panorama videos in ERP format.

Our contributions: In this paper, we propose the first deep learning method for super-resolution of 360° panorama videos. In particular, we design a novel single frame and multi-frame joint panorama video super-resolution model with dual learning. It takes low-resolution panorama videos as input and then outputs the corresponding high-resolution counterparts. For 360° panorama videos, important contents are usually displayed in equatorial regions, so we propose a weighted loss that aims to increase the weights of the equatorial regions while decreasing the weights of the polar regions. This loss function makes our approach be capable of focusing on the most important regions and thus enhance the quality of panorama videos. To the best of our knowledge, there is no...
work using deep learning for the super-resolution of 360° panorama videos, and there is no publicly available dataset. For this reason, we construct a dataset, the MiG panorama video dataset, by collecting a large number of panorama videos from the Internet, and edit 204 panorama videos in total. Each video includes 100 frames with resolution ranging from 4,096 × 2,048 to 1,440 × 720. The captured scenes vary from outdoor to indoor, and from day to night. They will be made publicly available.

Our main contributions are summarized in three-fold.

• We explore the super-resolution of 360° panorama videos using deep learning for the first time, and propose a novel panorama video super-resolution model.

• We design a single frame and multi-frame joint network and provide a weighted loss function to make the network pay more attention to restoration of the equatorial regions.

• We build the first dataset for the super-resolution of 360° panorama videos. We hope that our new insight could potentially deepen the understanding to the studies of panorama video super-resolution.

The rest of this paper is organized as follows. The related work for super-resolution is described in Section II. Section III presents the proposed method. In Section IV, we show the exciting experimental results of our method. Finally, conclusions and future work are presented in Section V.

II. RELATED WORK

In this section, we briefly introduce the development of super-resolution techniques based on deep learning in recent years, including the single image super-resolution techniques and video super-resolution techniques.

A. Single Image Super-Resolution

Single image super-resolution methods aim at learning the mapping between low-resolution images and high-resolution images, they take a single low-resolution image as input and output a corresponding super-resolved image [7]. As the first work based on deep learning, the super-resolution convolutional neural network (SRCNN) [8] started the era of deep learning in the field of image super-resolution. After that, more and more super-resolution algorithms based on deep learning have been proposed. For instance, to reduce the computation cost caused by using interpolated HR images as input, subsequent algorithms such as [9, 10, 11, 12] use low-resolution images as input and then upsample the feature maps at the end of the network. Inspired by ResNet [13] and the idea that deeper networks can extract stronger and more complicate high-level/low-level features, several methods such as [11, 12, 14, 15, 16] adopt deeper network structures and meanwhile use residual structures to avoid vanishing gradients. Moreover, non-local block [17, 18, 19], attention mechanism [12, 20, 21], feedback mechanism [22, 23], and dual learning methods [24, 25, 26, 27, 28] are adopted to further improve the performance of image super-resolution.

All the above algorithms use generic images (i.e., captured with a fixed viewpoint) for training, while only few related works [29, 30, 31, 32] were proposed for super-resolution of 360° panorama images.

B. Video Super-Resolution

Video super-resolution usually takes multiple neighboring images as input and then output the super-resolution results of target frames. In recent years, with the rapid development of deep learning, many video super-resolution methods have been proposed. We categorize them into two main categories: aligned and non-aligned methods according to whether the video frames are aligned in the method, as discussed in [32]. Please refer to the video super-resolution survey [32] for more methods and details. There are some aligned methods such as VSRnet [33], the video efficient sub-pixel convolutional network (VESPCN) [34], the task-oriented flow (TOFlow) [35], the frame recurrent video super-resolution (FRVSR) [36], and the recurrent back-projection network (RBPN) [5]. They exploit the inter-frame dependency through explicitly aligning different frames. The non-aligned methods mainly include VRResNet [37], the dynamic upsampling filters (DUF) [38], the fast spatio-temporal residual network (FSTRN) [39], the frame and feature-context video super-resolution (FFCVR) [40], and the 3D super-resolution network (3DNet) [41]. The relationship across frames is implicitly learned by the network itself. All the video super-resolution algorithms mainly adopt generic videos as training sets. For 360° panorama videos, to the best of our knowledge, there is no research work of deep learning techniques for video super-resolution.

III. A NEW SINGLE FRAME AND MULTI-FRAME JOINT NETWORK

In this section, we propose a novel single frame and multi-frame joint network (SMFN) for 360° panorama video super-resolution. The entire network architecture of our SMFN method is firstly depicted, and then the details of each individual module are presented.

A. Our Network Architecture

The framework of our SMFN method is composed of a single frame super-resolution network, a multi-frame super-resolution network, a dual network, and a fusion module. The motivation of setting up this framework is to combine the advantages of both single frame and multi-frame super-resolution methods, which are good at recovering spatial information and exploring temporal information, respectively. The dual network is used to constrain the solution space. The architecture of the proposed SMFN is shown in Fig. 1.

The goal of our network is to output the high-resolution counterpart of the target frame with scale factor s, given $2N + 1$ ($N$ denotes the size of temporal window) low-resolution video frames $I_{t-N:t+N}^{LR}$ ($I_{t}^{LR}$ denotes the low-resolution target frame). As shown in Fig. 1, firstly, the feature extraction module takes the target frame and its neighboring frames as inputs to produce the corresponding feature maps. Then the feature maps of the neighboring frames are registered with the feature maps of the target frame via the alignment module. The aligned features are fed into the reconstruction module to obtain the high-resolution image. The single frame network directly performs the single image super-resolution for the target frame. In order to further enhance the quality...
of the recovered videos, we also design a fusion module to post-process the results of the reconstruction module and the single frame network. Alike in [42, 43], our proposed model only learns a residual map between the expected HR result and the bi-linearly interpolated image of the LR input. The final super-resolution result is obtained by adding the upsampled LR target frame to the output of the network. For the dual network, it is only applied in the training phase to transfer the SR image back into the LR space. We use a regularization loss to make the output of the dual network be consistent with the original LR input. The details of each module are described in the following subsections.

B. Single Frame Super-Resolution

The purpose of using single frame image super-resolution is to take its advantage of recovering spatial information. In our proposed method, the single frame super-resolution module is constructed with multiple convolutional layers, and each convolution layer is followed by a ReLU activation layer. It directly takes the LR target frame as input and produce a preliminary SR image \( I_{SR}^{single} \). The process of single frame super-resolution is formulated as follows:

\[
I_{SR}^{single} = H_{single}(I_{LR}).
\]

where \( H_{single}(\cdot) \) denotes the calculations of the single frame super-resolution network.

C. Multi-Frame Super-Resolution

The multi-frame network is a primary network for video super-resolution in our SMFN architecture, which utilizes the multiple input frames for feature learning and information recovery. It mainly includes feature extraction, alignment, reconstruction and fusion modules, which are illustrated below in detail.

1) Shallow Feature Extraction: The feature extraction module takes the consecutive LR frames \( I_{LR}^{t-1:N,t+1:N} \) as input and yield a feature map for each input frame. This module is built upon residual blocks, which is composed of two convolutional layers and a ReLU activation function following the first convolutional layer. The entire process of the feature extraction module can be formulated as follows:

\[
F = H_{FE}(I_{LR}^{t-1:N,t+1:N})
\]

where \( H_{FE}(\cdot) \) denotes the feature extraction module, and \( F \) represents the extracted feature map.

2) Alignment Module: We adopt the deformable convolutional network as in [44, 45] to perform the alignment operation between frames. A popular method for aligning different frames is to warp the source frame to the target frame with optical flow fields. However, the estimation of optical flow fields is very expensive and challenging. Deformable convolution is famous for modelling geometric transformations with a deformed sampling grid. A normal convolution can be easily modified into a deformable convolution via learning additional offsets for every position in the sampling grid. Here we use it to achieve inter-frame registration considering its efficiency.

Generally, a convolution operation with a regular grid is defined as follows:

\[
F'(x_0) = \sum_{i=1}^{K} w_i F(x_0 + p_i)
\]

where \( K \) is equal to the square of kernel size. \( w_i \) denotes the weight of convolution kernel at the \( i \)-th location. \( F \) is the feature map. \( x_0 \) denotes the position in feature map \( F' \). \( p_i \) denotes the pre-specified offset for the \( i \)-th location. For instance, for a \( 3 \times 3 \) convolution kernel, \( K \) is equal to 9 and \( p_i \in \{(-1,-1), (-1,0), ..., (0,1), (1,1)\} \).

Different from the general convolution, the deformable convolution uses dynamic offsets. Additional offsets are learned from the input feature maps to adjust the pre-specified offsets. In this work, we take target features and neighboring features
as the input of deformable convolution module to make it learn the offsets between target features and neighboring features, and then the neighboring features perform the convolution operation via learned offsets to achieve the alignment goal. The process can be formulated as follows:

$$F_{t+j}^n(x_0) = \sum_{j=1}^{K} w_j \cdot F_{t+j}(x_0 + p_j + \Delta p_j)$$ (4)

where $F_{t+j}^n$ denotes the feature maps aligned from $t + j$ to $t$, $F_{t+j}$ denotes the feature maps of frame $t + j$, and $\Delta p_j$ is learned offsets computed with the other convolutional layer, which takes the concatenation of $F_t$ and $F_{t+j}$ as input.

3) Reconstruction Module: The proposed reconstruction module consists of three parts: deep feature extraction and fusion, mixed attention, and an upscale module.

Deep feature extraction and fusion: We design a residual dense block (RDB) as our basic block for deep feature extraction and fusion, whose architecture is shown in Fig. 2. In order to better fuse with the aligned features and obtain finer features, we adopt this module for finer feature extraction and fusion as in [46]. In our method, each residual dense block consists of five $3 \times 3$ convolutional layers followed by a ReLU activation function respectively and a $1 \times 1$ transition layer without activation function. The residual learning can be formulated as follows:

$$F_{n+1} = F_n + H_{res}(F_n)$$ (5)

where $H_{res}(F_n)$ denotes the learned residual, $F_n$ represents the input feature map of a residual block, and $F_{n+1}$ is the output feature maps.

Mixed attention: We adopt the attention mechanism to further enhance the representative ability of the proposed network. Specifically, we combine the channel attention (CA) [12] and space attention (SA) [47], which is called the mixed attention in the paper. The CA module aims at filtering out the redundant information among channels and highlighting important information. Likewise, the SA module aims at filtering out the redundant information in space and focusing on important regions. In our method, the input features are separately fed into CA module and SA module to obtain the corresponding channel and space attention maps. Next, we add the CA maps with the SA maps, resulting in mixed attention maps. Then the final output is the multiplication of the mixed attention maps and the initial input features.

Upscale module: After extracting and fusing features in the LR space, a $3 \times 3$ convolutional layer with $s^2C$ output channels is adopted to produce $s^2C$ feature channels for the following sub-pixel convolutional layer. The sub-pixel convolutional layer converts the LR images with size of $H \times W \times s^2C$ to the corresponding HR images with size of $sH \times sW \times C$. Then a $3 \times 3$ convolutional layer is used to reconstruct the SR residual image $I_{res}^{SR}$. Next, the reconstructed image is fed into the fusion module to perform the fusion operation.

D. Fusion Module

We devise this module to further enhance the performance of our network for video super-resolution, which fuse the spatial features from the single frame network with that of the multi-frame network. The fusion module consists of three convolutional layers with kernel size of $3 \times 3$. It takes the output of reconstruction module and single frame network as input to produce the fused output. The output of this module $I_{fus}^{SR}$ can be formulated as follows:

$$I_{fus}^{SR} = H_{fus}(I_{res}^{SR}, I_{single}^{SR})$$ (6)

where $H_{fus}(\cdot)$ denotes the operation of fusion module.

After the fusion module, the final output of our proposed method can be obtained by adding $I_{fus}^{SR}$ with the bilinearly upsampled LR target frame. The output $I_t^{HR}$ is formulated as

$$I_t^{HR} = I_t^{SR} + \text{bilinear}(I_t^{LR}).$$ (7)

where $\text{bilinear}(\cdot)$ denotes the bilinear interpolation algorithm.

E. Dual Network

During the training stage, a dual network is devised to constrain the solution space, as shown in Fig. 3. First of all, the dual network converts the SR image into the LR space. We denote the output of the dual network as $I_t^{LR}$. An extra loss function $L_{\text{dual}}$ is defined by computing the weighted mean squared error between the original LR image $I_t^{LR}$ and $I_t^{LR}$. By using this loss function, the solution space can be constrained effectively, and thus a better solution might be found. In our experiments, we adopt two $3 \times 3$ convolutional layers with stride 2 as our dual network.
Fig. 4: Examples of our MiG panorama video dataset.

F. Loss Function

In virtual reality, we generally experience the 360° panorama videos by a special VR display device such as a head-mounted one. For the panorama video in ERP format, its important contents are generally displayed in the equatorial regions. Therefore, we should pay more attention to process these regions. In our method, we achieve this goal by assigning different weight values for different pixels according to their latitudes, and pixels in lower latitudes can get larger weights. Based on the above analysis, we utilize a new loss function, named weighted mean square error (WMSE). Then the loss containing the single frame network and the multi-frame network $L_{primary}$ is defined as follows:

$$
L_{primary} = \frac{1}{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} w(i,j)} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} w(i,j) \cdot (I_{i}^{SR}(i,j) - I_{i}^{HR}(i,j))^2
$$

(8)

where $M$ and $N$ denote the width and height of an image, respectively. Here, $(i,j)$ denotes the pixel coordinate, and $w(i,j)$ is the weight value at this location defined as

$$
w(i,j) = \cos\left(\frac{j + 0.5 - N/2}{N}\pi\right).
$$

(9)

Then the total training loss $L_{total}$ of the entire network is defined as follows:

$$
L_{total} = L_{primary} + \lambda L_{dual}
$$

(10)

where $L_{dual}$ is computed as in Eq. (8), and it denotes the loss function constraining the output of the dual network. Here $\lambda$ is a balance factor between $L_{primary}$ and $L_{dual}$.

Finally, we compare the network architecture of SMFN with those of the state-of-the-art video super-resolution methods in terms of network architectures, as shown in Table I, and highlight the novelty of our SMFN method. In other words, our SMFN method is the first work for super-resolution of 360° panorama videos.

**TABLE I: Comparison of network architectures used in the state-of-the-art methods and our method.**

| Methods           | Single frame modual | Multi-frame modual | Dual training |
|-------------------|---------------------|--------------------|---------------|
| EDVR [6]          | ×                   | ✓                  | ×             |
| RBPN [5]          | ✓                   | ✓                  | ×             |
| SOFVSR [48, 49]   | ×                   | ✓                  | ×             |
| FRVSR [36]        | ×                   | ✓                  | ×             |
| VESPCN [34]       | ×                   | ✓                  | ×             |
| VSRnet [33]       | ×                   | ✓                  | ×             |
| SMFN (ours)       | ✓                   | ✓                  | ✓             |

**TABLE II: Ablation studies of different modules in our network SMFN.**

| Methods                     | WS-PSNR | WS-SSIM | Params (MB) |
|-----------------------------|---------|---------|-------------|
| Baseline (SMFN)             | 30.13   | 0.8381  | 16.36       |
| SMFN w/o attention          | 30.10   | 0.8379  | 15.93       |
| SMFN w/o alignment          | 30.08   | 0.8375  | 14.98       |
| SMFN w/o dual network       | 30.10   | 0.8367  | 16.36       |
| SMFN w/o fusion module      | 30.07   | 0.8361  | 16.36       |
| SMFN w/o single frame network | 29.96  | 0.8344  | 5.95        |

IV. EXPERIMENTAL RESULTS

In this section, we propose the MiG Panoramic Video dataset for super-resolution of panorama videos. Then we conduct ablation studies, and evaluate the performance our SMFN on this dataset.
A. Datasets

To the best of our knowledge, there are no publicly available datasets for the super-resolution of panorama videos. Therefore, we collect and edit a dataset named MiG Panorama Video from the Internet. It includes 204 panorama videos in total in the Equirectangular projection (ERP) format which is one of the most widely used projection schemes for panoramic content, and each video includes 100 frames with resolution ranging from 4,096 × 2,048 to 1,440 × 720. The scenes vary from outdoor to indoor, and from day to night, as shown in Fig. 4. Then we select 4 representative videos as test set and the others are used as training set. Then considering the limitation of computing resources, we downsample each video with scale factor 2 to resolution ranging from 2,048 × 1024 to 720 × 360 using the bicubic interpolation algorithm as the ground truth. Then we further downsample the ground truth videos with scale factor 4 using the same interpolation algorithm to obtain the corresponding LR videos. Our dataset is released publicly for researchers to further study super-resolution of panorama videos.

As suggested in [50], the Weighted to Spherically uniform-Peak Signal To Noise Ratio (WS-PSNR) and WS-Structural Similarity Index Measure (WS-SSIM) are used as metrics to evaluate the performance of all the algorithms for panorama videos super-resolution. Since most of other compared algorithms are for the super-resolution of generic videos, we also report the PSNR and SSIM results of all the algorithms.

B. Training Setting

In our single frame network, we use 32 layers of convolutions. The feature extraction module adopts 3 residual blocks. In the reconstruction module, we employ 5 residual dense blocks. The channel size in each residual block is set to 64. The channel size in each residual dense block is set to 64 with a growth rate of 32. In our experiments, we first convert the RGB videos to the YCbCr space and then use the Y channel as the input of our network. The network takes three consecutive frames (i.e., \( N = 1 \)) as input unless otherwise specified. During the training stage, we use patches with size of 32 × 32 as input, and the batch size is set to 16. In addition, we use mainly geometric augmentation techniques including reflection, random cropping, and rotation.

For the primary network, we adopt the Adam optimizer with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \) to train the network. The initial learning rate is set to \( 1 \times 10^{-4} \). Then we decay the learning rate by half every after 20 epochs. The configuration of the dual network is the same as that of the single and multi-frame network. The value of the parameter \( \lambda \) in our loss function is set to 0.1. We implement our models in PyTorch framework and train them using 2 NVIDIA Titan Xp GPUs.

C. Ablation Study

In this subsection, we analyze the contributions of each module in our network, including a dual network, an attention module, a single frame network, a fusion module, and an alignment module, as listed in Table II. The proposed network is used as a baseline. The performance (including WS-PSNR and WS-SSIM) of our method without the attention module drops by 0.03dB and 0.0002, respectively, compared with our baseline. Without the alignment module, the WS-PSNR and WS-SSIM results fall by 0.05 dB and 0.0006, respectively. The ablation of the dual network is similar to that of the alignment module. Our network without the fusion module drops by 0.06 dB and 0.0018, respectively. If our network does not include the single frame network, the WS-PSNR and WS-SSIM results drop by 0.17 dB and 0.0037 compared with the baseline. This indicates that the single frame network plays an important role in the enhancement of the WS-PSNR but at a cost of 10.41MB parameters. The main cost may probably be dominated by the 32 layers of convolution. Moreover, the fusion module gains relative higher WS-PSNR while without increasing parameters. The dual network also enhances the performance but without raising the number of parameters.

D. Quantitative Comparison

In this subsection, we compare our SMFN method with the state-of-the-art super-resolution methods in terms of WS-PSNR and WS-SSIM on the Y channel. The compared methods include SR360 [29], VSRNet [33], VESPCN [34], FRVSR [36], SOFVSR [48, 49], RBPN [5] and EDVR [6]. For fair comparison, we re-train the methods from scratch except for SR360. Because this is a single frame panorama image super-resolution method, we use its pre-trained model for testing. The quantitative results (including WS-PSNR and WS-SSIM) of all the methods are reported in Table III. All the results show that the best performance is obtained by the proposed method, which demonstrates the effectiveness of our SMFN.

Moreover, we compare our SMFN method with state-of-the-art methods in terms of PSNR and SSIM, which are the widely used evaluation criterion for super-resolution. The experimental results are shown in Table IV. All the results indicate that the results measured by PSNR and SSIM are consistent with those of WS-PSNR and WS-SSIM, respectively. Moreover, our SMFN method outperforms the second best method EDVR with large margins (0.17-0.24dB) in terms of WS-PSNR and PSNR. The experimental results indicate that our SMFN method has a better modeling ability for 360° panorama videos compared with other video super-resolution methods.

E. Qualitative Comparison

In this subsection, we show the qualitative comparison of the state-of-the-art methods and our SMFN method, as shown in Fig. 5. For the image frame_084 from clip_3, our method recovers more texture details on the wall, while the results of other algorithms are blurring. For the image frame_085 from clip_4, SR360 [29] yields a HR image distorted in color, while our method is able to maintain superior consistency. This phenomenon indicates that super-resolution algorithms based on GAN generally produce some nonexistent details, which might impair the visual performance. We can also see that in the image frame_085 from clip_2 and the image frame_081 from clip_1, SR360 [29] produces artifacts of...
different degrees that severely affect our visual experience. On the contrary, our SMFN method can recover better results in terms of both quantitative metrics and qualitative results. Overall, compared with other methods, our SMFN method generates fewer artifacts and richer high-frequency details in the super-resolution of 360° panorama videos.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a novel single frame and multi-frame joint network for super-resolution of 360° panorama videos. The proposed method uses deformable convolution to align the target features with the neighboring features, mixed mechanism to enhance the feature representation capability, and dual learning mechanism to constrain the space of solution so that a better solution can be found. A novel loss function based on weighted mean square error (WMSE) was also proposed to emphasize on the recovering quality of the feature. A novel loss function based on weighted mean square error (WMSE) was also proposed to emphasize on the recovering quality of the feature. A novel loss function based on weighted mean square error (WMSE) was also proposed to emphasize on the recovering quality of the feature. A novel loss function based on weighted mean square error (WMSE) was also proposed to emphasize on the recovering quality of the feature.

In the future, we will investigate fast and lightweight video super-resolution methods as in [51] for panorama videos, which can be applied in real-world applications, such as lightweight 360° panorama video super-resolution algorithms. In this work, we mainly focus on the case of the magnification factor 4. In the future, we will study some more challenging scales such as ×8 and ×16 in the future. In addition, video super-resolution for higher resolution panorama videos (e.g., 8K and 16K) is also one future work.
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