Stellarators close to quasisymmetry
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Abstract
Rotation is favorable for confinement, but a stellarator can rotate at high speeds if and only if it is sufficiently close to quasisymmetry. This article investigates how close it needs to be. For a magnetic field $B = B_0 + \alpha B_1$, where $B_0$ is quasisymmetric, $\alpha B_1$ is a deviation from quasisymmetry, and $\alpha \ll 1$, the stellarator can rotate at high velocities if $\alpha < \epsilon^{1/2}$, with $\epsilon$ the ion Larmor radius over the characteristic variation length of $B_0$. The cases in which this result may break down are discussed. If the stellarator is sufficiently quasisymmetric in the above sense, the rotation profile, and equivalently, the long-wavelength radial electric field, are not set neoclassically; instead, they can be affected by turbulent transport. Their computation requires the $O(\epsilon^2)$ pieces of both the turbulent and the long-wavelength components of the distribution function. This article contains the first step towards a formulation to calculate the rotation profile by providing the equations determining the long-wavelength components of the $O(\epsilon^2)$ pieces.

(Some figures may appear in colour only in the online journal)

1. Introduction
In a stellarator, quasisymmetry and the capability to sustain large rotation are equivalent [1, 2]. This means that only when the stellarator is quasisymmetric, there exists a component of the flow (the component in the symmetry direction) on the flux surface that is neoclassically undamped. For design purposes, large rotation only requires that the stellarator be sufficiently close to quasisymmetry, as is physically reasonable. This is important because, on the one hand, large rotation is beneficial for magnetohydrodynamic modes and confinement [3], and therefore desirable; on the other hand, Garren and Boozer proved [4] that except for the axisymmetric case, quasisymmetric toroidal magnetic fields do not exist.

Then, it is natural to ask what is the maximum size of a deviation from quasisymmetry that still allows sonic rotation speeds. Let us write the magnetic field as $B = B_0 + \alpha B_1$, where $B_0$ is quasisymmetric, $\alpha \ll 1$, and $\alpha B_1$ represents a deviation from quasisymmetry. Reference [4] proved that $\alpha = 0$ cannot be achieved. In this paper, and in the framework of gyrokinetic theory, we find that in general a stellarator plasma can rotate fast if

$$\alpha < \epsilon^{1/2}. \tag{1}$$

Here, $\epsilon := \rho_i/L$, where $\rho_i$ is a typical ion Larmor radius and $L$ is the characteristic variation length of $B_0$. This scaling was already obtained in a fluid description of a highly collisional plasma in [5]. Advancing the results of section 7, we point out that (1) is the correct criterion to evaluate closeness to quasisymmetry as long as the helicity of $B_1$ is small enough.

Whether the deviation from quasisymmetry satisfies (1) or not has consequences for the theoretical computation of the rotation profile or, equivalently, the long-wavelength radial electric field. If (1) is not satisfied, the problem is neoclassical. If (1) holds, the effect of microturbulent fluctuations has to be taken into account. Let us explain the problem in detail.

Only in recent years has the problem of the determination of the long-wavelength radial electric field in a turbulent tokamak in the low flow ordering (i.e. with subsonic speeds) been understood [6–8]. First, it has been shown that computing the long-wavelength radial electric field is equivalent to the calculation of the toroidal momentum transport or to the determination of the toroidal rotation profile. The momentum flux in tokamaks is mostly due to microturbulence, well
described by gyrokinetic theory. It requires gyrokinetic equations that are accurate to $O(\epsilon^2)$, because the expressions for obtaining the toroidal rotation profile involve the $O(\epsilon^2)$ pieces of the distribution function (the turbulent and long-wavelength components) and some $O(\epsilon^2)$ pieces of the electrostatic potential (the complete turbulent component and the part corresponding to the long-wavelength poloidal electric field). An introductory overview of the problem is given in [9]. The derivation of the electrostatic gyrokinetic equations to $O(\epsilon^2)$ in general magnetic geometry has been carried out in [10]. A complete set of equations to find the tokamak long-wavelength radial electric field has been given [11–13] that is valid when $B/B_p \gg 1$, where $B$ is the modulus of the magnetic field and $B_p$ is the modulus of the poloidal magnetic field. The general proof that the turbulent tokamak is intrinsically ambipolar and the subset of long-wavelength equations that will eventually be needed to correctly compute toroidal momentum transport in a tokamak, without relying on the assumption $B/B_p \gg 1$, have been given in [7, 14].

The origin of the difficulty is the intrinsic ambipolarity of the tokamak, even in the presence of turbulence; that is, the fact that to lowest order the flux-surface averaged radial flux of charge is identically zero, whatever the value of the long-wavelength radial electric field. This is the property that allows the tokamak to rotate. Intrinsic ambipolarity in the tokamak implies that the flow in the toroidal direction is neoclassically undamped, that the plasma can rotate freely, and that the long-wavelength radial electric field is not determined by the lowest-order calculation in $\epsilon$. The theoretical calculation of the long-wavelength radial electric field in a generic stellarator is comparatively much easier because it is determined by neoclassical physics due to the lack of intrinsic ambipolarity: parallel viscosity damps the two components of the flow on the flux surface, setting the long-wavelength radial electric field. This is true even for some types of stellarators optimized with respect to neoclassical transport. For example, collisionless particle trajectories in omnigeneous [15–17] and isodynamic stellarators [18] have vanishing average radial velocity but the radial particle fluxes need not be intrinsically ambipolar, and the radial electric field is computed from the standard neoclassical ambipolarity condition.

The most constrained stellarator design concept is quasisymmetry [19, 20]. Quasisymmetric stellarators are omnigeneous and isodynamic, but the converse is not true. Since a stellarator is quasisymmetric if and only if it is intrinsically ambipolar [1, 2], it is expected that the problem of solving for the radial electric field in these devices be similar to the one in the tokamak. The same can be said for the computation of the rotation profile along the direction of symmetry of the quasisymmetric stellarator.

Although the general picture is analogous in quasisymmetric stellarators and in tokamaks, the former exhibit very interesting subtleties [21, 22]. In particular, a remark in connection with the striking result of [22] is in order. In this reference it was found that stellarators, even if quasisymmetric, cannot rotate to speeds that are strictly sonic; only the axisymmetric tokamak can. However, the result is not as negative for rotation in stellarators as this statement might suggest. Let us denote by $M = V_i/v_i$ the Mach number, where $V_i$ is the plasma rotation speed and $v_i$ is the ion thermal speed. Typically, there is much room between $\epsilon v_i$ and $v_i$. If $\epsilon v_i \ll M v_i \ll v_i$, then a subsidiary expansion in the Mach number is possible and the mathematical obstructions for rotation found in [22] disappear. It is in this setting that our work should be understood.

The problem of writing the equations that would determine the long-wavelength radial electric field, or the rotation profile, in a quasisymmetric stellarator (actually, in a stellarator satisfying equation (1)) has never been considered. We take the first step towards a formulation that unifies the non-quasisymmetric and quasisymmetric cases. Such a formulation has to be addressed in the framework of gyrokinetic theory and implies obtaining equations for the $O(\epsilon^2)$ pieces of both the turbulent and long-wavelength components of the distribution function, for the $O(\epsilon^2)$ pieces of the turbulent electrostatic potential, and for the $O(\epsilon^2)$ pieces of the long-wavelength poloidal and toroidal components of the electric field. In this paper we formulate the equations for the long-wavelength components. The long-wavelength Fokker–Planck and quasineutrality equations to $O(\epsilon^2)$ for an arbitrary stellarator are derived, and explicit expressions are given that could eventually be implemented in computer codes. Obviously, if the stellarator is non-quasisymmetric it is not necessary to perform the calculation to $O(\epsilon^2)$. The proof of intrinsic ambipolarity in [14] fails for non-quasisymmetric stellarators, and the equations presented here give the neoclassical radial electric field. In the quasisymmetric case, the $O(\epsilon^2)$ accuracy to which the gyrokinetic Fokker–Planck and quasineutrality equations are derived in this paper is necessary; physically this implies, in particular, that both neoclassical and turbulent effects have to be included. Progress in computational stellarator optimization and design techniques [23] as well as in computer simulation of the gyrokinetic equations [24–33] make the topics of this paper relevant to present-day fusion research.

The rest of the paper is organized as follows. In section 2 we introduce the basic assumptions, mathematical tools and equations of gyrokinetics, and set the notation. We also recall the results from [10] that are needed in subsequent sections. Section 3.1 is devoted to taking the long-wavelength limit of the gyrokinetic Fokker–Planck equation to $O(\epsilon^2)$ by assuming only the existence of nested flux surfaces; that is, in a general stellarator. In section 3.2 we do the same for the quasineutrality equation. Although it was not emphasized there, many expressions in [14] are valid for general magnetic geometry, not only for tokamaks. Hence, much of the effort involved in the derivation of the gyrokinetic Fokker–Planck and quasineutrality equations to $O(\epsilon^2)$ has already been done. Accordingly, sections 3.1 and 3.2 will be shorter than the corresponding ones in [14]. Section 4 shows why the long-wavelength radial electric field is not determined, in any stellarator, by using exclusively the quasineutrality equation to second order. To find the long-wavelength radial electric field, we need the solvability conditions of the Fokker–Planck equation to order $\epsilon^1$, discussed in section 5. For $j = 1$ it turns out that the solvability conditions are trivially satisfied, whereas for $j = 2$ they
yield transport equations for density and energy, that we give explicitly. Imposing compatibility of the density transport equation with the lowest-order quasineutrality equation leads to the well-known neoclassical ambipolarity condition, i.e. the vanishing of the lowest-order flux-surface averaged radial current. Section 6 discusses in detail when the neoclassical ambipolarity condition is not automatically satisfied, giving the long-wavelength radial electric field. In other words, we ask when the system is intrinsically ambipolar, which is equivalent to being quasisymmetric. In section 7 we discuss the violation of ambipolarity due to small deviations from quasisymmetry, determining when a stellarator can be considered quasisymmetric in practice. The conclusions are contained in section 8.

2. Electrostatic gyrokinetics

The kinetic description of a plasma in a time-independent magnetic field requires the Fokker–Planck equation for each species $\sigma$,

$$\partial_t f_\sigma + v \cdot \nabla_r f_\sigma + \frac{Z_\sigma e}{m_\sigma} \nabla \cdot (-\nabla \psi + c^{-1} v \times B) \cdot \nabla_r f_\sigma = \sum_{\sigma'} C_{\sigma \sigma'} [f_\sigma, f_{\sigma'}](r, v),$$

(2)

and Poisson’s equation,

$$\nabla \cdot \nabla \psi(r, t) = -4\pi e \sum \sigma \int f_\sigma(r, v, t) \, d^3 v.$$  

(3)

Here, $c$ is the speed of light, $e$ the charge of the proton, $\psi(r, t)$ the electrostatic potential, $B(r) = \nabla \times A(r)$ a time-independent magnetic field, $A(r)$ the magnetic vector potential, $f_\sigma(r, v, t)$ the phase-space probability distribution, and $Z_\sigma e$ and $m_\sigma$ the charge and the mass of species $\sigma$. The Fokker–Planck collision operator between species $\sigma$ and $\sigma'$ is $C_{\sigma \sigma'}[f_\sigma, f_{\sigma'}](r, v)$

$$= \frac{\gamma_{\sigma \sigma'} = \gamma_{\sigma \sigma'}^\infty}{m_\sigma} \int W(w - w') \left( \frac{1}{m_\sigma} f_\sigma(r, v', t) \nabla_w f_{\sigma'}(r, v, t) - \frac{1}{m_{\sigma'}} f_{\sigma'}(r, v, t) \nabla_w f_\sigma(r, v', t) \right) \, d^3 w',$$

(4)

where

$$\gamma_{\sigma \sigma'} := 2\pi Z_\sigma^2 Z_{\sigma'}^2 e^4 \ln \Lambda,$$

(5)

$$W(w) := \frac{|w|^2 \overline{1} - w w}{|w|^3},$$

(6)

In $\Lambda$ is the Coulomb logarithm, and $\overline{1}$ is the identity matrix. Some important properties of this operator are collected in appendix A. A direct check shows that the Fokker–Planck equation can also be written as

$$\partial_t f_\sigma + \{f_\sigma, H_\sigma\}_X = \sum_{\sigma'} C_{\sigma \sigma'}[f_\sigma, f_{\sigma'}](X),$$

(7)

where we designate by $X \equiv (r, v)$ a set of euclidean coordinates in phase space,

$$H_\sigma(r, v, t) = \frac{1}{2} m_\sigma v^2 + Z_\sigma e \psi(r, t)$$

(8)

is the Hamiltonian of species $\sigma$, and the Poisson bracket of two functions on phase space, $g_1(r, v)$ and $g_2(r, v)$, is

$$\{g_1, g_2\}_X = \frac{1}{m_\sigma} (\nabla_v g_1 \cdot \nabla_v g_2 - \nabla_r g_1 \cdot \nabla_r g_2) + \frac{Z_\sigma e}{m_\sigma^2 c} B \cdot (\nabla_v g_1 \times \nabla_v g_2).$$

(9)

2.1. Gyrokinetic ordering

Relevant frequencies in magnetically confined fusion plasmas are usually much smaller than the gyrofrequency, i.e. the frequency that corresponds to the approximately circular motion of a charged particle around a magnetic field line. Gyrokinetic theory [34, 35] is the reduced kinetic theory obtained by averaging out the gyrofrequency time scale. This is possible due to the assumed smallness of the gyroradius, as explained in what follows.

Denoted by $L \sim |\nabla \ln |B||^{-1}$ the typical length of variation of the magnetic field and by $B_0$ a typical value of the magnetic field strength. The sound speed is defined as $c_s := \sqrt{T_0/m_i}$, where $T_0$ is a typical electron temperature and $m_i$ is the mass of the singly-charged dominant ion species. Gyrokinetics is formulated as an asymptotic expansion in the small parameter $\epsilon_\sigma = \rho_\sigma/L$, where $\rho_\sigma = c_s/\Omega_i$ is a characteristic sound gyroradius, and $\Omega_i = eB_0/(m_i c)$ is a characteristic ion gyrofrequency. Even if formally the only expansion parameter is $\epsilon_\sigma$, many expressions are more conveniently written in terms of the species-dependent parameter $\epsilon_\sigma = \rho_\sigma/L$, where $\rho_\sigma = v_\sigma/\Omega_\sigma$ is the characteristic gyroradius of species $\sigma$, $v_\sigma = \sqrt{T_0/m_\sigma}$ is the thermal velocity, and $\Omega_\sigma = Z_\sigma eB_0/(m_e c)$ is the characteristic gyrofrequency. Observe that the relation between $\epsilon_\sigma$ and $\epsilon_\sigma$ is $\epsilon_\sigma = \lambda_\sigma \epsilon_\sigma$, with

$$\lambda_\sigma = \frac{\rho_\sigma}{\rho_\sigma} = Z_\sigma \frac{m_i}{m_\sigma}.$$ 

(10)

In this paper we assume that $T_0$ is the typical temperature of all species, which is justified when the time between collisions is shorter than the transport time scale. It is not difficult to relax this hypothesis. We also stress that our ordering is maximal, in the sense that typical expansions, like those in the mass ratio, can be obtained by performing subsidiary expansions in parameters such as $\lambda_\sigma$.

It has been experimentally observed that the characteristic correlation length of the turbulence is of the order of the gyroradius and scales with it, and that the size of the turbulent fluctuations scales with the ion gyroradius [36]. Also, the characteristic length of the turbulent eddies and the size of the fluctuations are related to each other by the background gradient. An eddy of length $\ell_{\perp} \sim \rho_\sigma$ mixes the plasma contained within it. In the presence of a gradient this eddy will lead to fluctuations on top of the background density of
order $\delta n \sim \epsilon L/|\nabla n| \sim \epsilon n \ll n_c$. These facts suggest the ordering that we set below.

We start by introducing a transport average, that acting on a function $g(r, t)$ gives the component corresponding to long wavelengths and small frequencies. Let $\{\psi, \Theta, \zeta\}$ be a set of flux coordinates, where $\psi$ is the flux-surface label, $\Theta$ is the poloidal angle, and $\zeta$ is the toroidal angle. This averaging operation is

$$
(g)_T = \frac{1}{\Delta t \Delta \psi \Delta \Theta \Delta \zeta} \int \frac{d\mathbf{r}}{\Delta \psi} \int \frac{d\mathbf{r}}{\Delta \Theta} \int \frac{d\mathbf{r}}{\Delta \zeta} \int d\epsilon g,
$$

where $\epsilon_s \ll \Delta \psi/\psi < 1$, $\epsilon_s \ll \Delta \Theta < 1$, $\epsilon_s \ll \Delta \zeta < 1$ and $L/c_s \ll \Delta t \ll \tau_E$. Here $\tau_E := \epsilon_s^{-2} L/c_s$ is the transport time scale. For any function $g(r, t)$, we define

$$
g^{lw} := (g)_T, 
$$

which satisfies the following obvious properties:

$$
\left[g^{lw}\right]^{lw} = g^{lw}, 
$$

$$
\left[g^{lw}\right]^{g^{lw}} = 0, 
$$

$$
\left[g h\right]^{lw} = g^{lw} h^{lw} + \left[g^{lw} h^{lw}\right]^{lw},
$$

for any two functions $g(r, t)$ and $h(r, t)$.

We decompose the fields of our theory using the transport average:

$$
f_\sigma = f_\sigma^{lw} + f_\sigma^{sw}, 
$$

$$
\varphi = \varphi^{lw} + \varphi^{sw}. 
$$

The length and time scales of $f_\sigma^{lw}$ and $\varphi^{lw}$ correspond to the turbulence, whereas the scales of $f_\sigma^{sw}$ and $\varphi^{sw}$ are those of the slowly varying profiles. Now, we are ready to start enumerating the ordering assumptions. The long-wavelength component of the distribution function is assumed to be larger than the short-wavelength piece by a factor of $\epsilon_s^{-1} \gg 1$; the long-wavelength piece of the potential is itself comparable to the kinetic energy of the particles and its short-wavelength component is also small in $\epsilon_s$, i.e.

$$
\frac{v_{i0}^3 f_\sigma^{lw}}{n_0} \sim \frac{Z_e e \varphi^{lw}}{m_e V_{i0}} \sim \epsilon_s, 
$$

$$
\frac{v_{i0}^3 f_\sigma^{sw}}{n_0} \sim \frac{Z_e e \varphi^{sw}}{m_e V_{i0}} \sim 1.
$$

Here, $n_0$ is a typical electron density.

We turn to the size of the space and time derivatives of the long- and short-wavelength components of our fields. The long-wavelength components $f_\sigma^{lw}$ and $\varphi^{lw}$ are characterized by large spatial scales, of the order of the macroscopic scale $L$, and long time scales, of the order of the transport time scale, $\tau_E$, i.e.

$$
\nabla_r \ln f_\sigma^{lw}, \quad \nabla_r \ln \varphi^{lw} \sim 1/L, 
$$

$$
\frac{\partial}{\partial t} \ln f_\sigma^{lw}, \quad \frac{\partial}{\partial t} \ln \varphi^{lw} \sim \epsilon_s^2 c_s/L. 
$$

The short-wavelength components $f_\sigma^{sw}$ and $\varphi^{sw}$ have perpendicular wavelengths of the order of the sound gyroradius, and short time scales of the order of the turbulence correlation time. The parallel correlation length of the short-wavelength component is much longer than its characteristic perpendicular wavelength, and it is comparable to the size of the machine. That is, $f_\sigma^{sw}$ and $\varphi^{sw}$ are characterized by

$$
\hat{b} \cdot \nabla_r \ln f_\sigma^{sw}, \quad \hat{b} \cdot \nabla_r \ln \varphi^{sw} \sim 1/L, 
$$

$$
\nabla_r \ln f_\sigma^{sw}, \quad \nabla_r \ln \varphi^{sw} \sim 1/\rho_s, 
$$

$$
\frac{\partial}{\partial t} \ln f_\sigma^{sw}, \quad \frac{\partial}{\partial t} \ln \varphi^{sw} \sim c_s/L. 
$$

with $\hat{b} := B/B$.

The magnetic field only contains long-wavelength components,

$$
\nabla_r \ln |B| \sim 1/L. 
$$

Finally, we order the collision frequency by the relation

$$
\epsilon_s \ll \nu_{\sigma\sigma'} \ll \frac{1}{\epsilon_s},
$$

where we are defining the collisionality as

$$
\nu_{\sigma\sigma'} := L \nu_{\sigma\sigma'}/v_\sigma 
$$

and the collision frequency as

$$
\nu_{\sigma\sigma'} := \frac{4\sqrt{2\pi} Z_e^2 Z_n^2 n_0 \epsilon^4}{m_0 v_{\sigma0}^2 J_0^2} \ln \Lambda, 
$$

which coincides with Braginskii’s definition [37] for $\sigma = e$ and $\sigma' = i$.

The ordering introduced above leads to consistent equations to each order in $\epsilon_s$ that capture the physics of microturbulence in strongly magnetized plasmas. This helps not only from a conceptual perspective but also, and above all, from the simulation point of view. The removal of the gyromotion time scale saves enormous computational time, allowing routine simulation of magnetized plasma turbulence [25–27, 29, 38]. After introducing suitably normalized variables in section 2.2, we explain how to carry out the gyrokinetic expansion in section 2.3.

### 2.2. Dimensionless variables

The expansion of the equations to high order in $\epsilon_s$ is easier if we work in non-dimensionalized variables adapted to the gyrokinetic ordering [10]. We employ the species-independent normalization

$$
L = c_s L, \quad r = r/L, \quad A = A/B \epsilon_s T_{\epsilon0}, \quad \varphi = \frac{e \varphi}{\epsilon_s T_{\epsilon0}},
$$

$$
H_{n_{\sigma0}} = H_{\epsilon_{\sigma0}}, \quad n_{\sigma} = n_{\sigma0}/n_{\epsilon_{\sigma0}}, \quad T_{\sigma} = T_\epsilon T_{\epsilon0}, 
$$

for time, space, vector potential, electrostatic potential, Hamiltonian, particle density, and temperature; and the species-dependent normalization

$$
v_\sigma = v_\sigma/v_{\epsilon0}, \quad f_\sigma = \frac{v_{\sigma0}^3}{n_{\epsilon_{\sigma0}}} f_\sigma, 
$$

for velocities and distribution functions.
In dimensionless variables, the Fokker–Planck equation (2) becomes
\[ \partial_t f_{\sigma} + \tau_{\sigma} \left[ f_{\sigma} \cdot H_{\sigma} \right] \nabla_X = \tau_{\sigma} \sum_{\sigma'} C_{\alpha\alpha'} [f_{\sigma'}, f_{\sigma'}](r, v), \tag{24} \]
where
\[ \tau_{\sigma} = \frac{v_{\sigma}}{c_s} = \left[ \frac{m_1}{m_\sigma} \right]^{1/2}, \tag{25} \]
and the Poisson bracket of two functions \( g_1(r, v), g_2(r, v) \) (we no longer write the subindex \( \sigma \) in \( v_{\sigma} \)) is defined by
\[ \{ g_1, g_2 \}_X = \left( \nabla_v g_1 \cdot \nabla_v g_2 - \nabla_r g_1 \cdot \nabla_r g_2 \right) \]
\[ + \left( \frac{1}{\epsilon_\sigma} \right) (\nabla_v g_1 \times \nabla_v g_2). \tag{26} \]
Here \( X \equiv (r, v) \) are the dimensionless cartesian coordinates. The normalized collision operator is
\[ C_{\alpha\alpha'} [f_{\sigma}, f_{\sigma'}](r, v) = \gamma_{\alpha\alpha'} \nabla_v \int \hat{W} \left( \tau_v - \tau_{v'} \right) \]
\[ \cdot \tau_{\sigma} f_{\sigma}(r, v', l) \nabla_v f_{\sigma}(r, v', l) \]
\[ - \tau_{\sigma'} f_{\sigma'}(r, v, l) \nabla_v f_{\sigma'}(r, v', l) \right) d^3v'. \tag{27} \]
with
\[ \gamma_{\alpha\alpha'} := \frac{2\pi Z_\sigma^2 \sigma_{\text{el}} e^4 L}{T_{\text{e0}}} \ln \Lambda. \tag{28} \]
Observe that \( \gamma_{\alpha\alpha'} \) is the usual collisionality parameter \( v_{\alpha\alpha'} \) in (20) up to a factor of order unity.

As for Poisson’s equation (3),
\[ \frac{\epsilon_\lambda L^2 \nabla_v^2 \psi_{\sigma}(r, l)}{L^2} = - \sum_{\sigma} Z_{\sigma} \int f_{\sigma}(r, v, l) d^3v, \tag{29} \]
where
\[ \lambda_{\text{De}} = \sqrt{\frac{T_{\text{e0}}}{4\pi e^2 n_{\text{e0}}}} \tag{30} \]
is the electron Debye length. We assume that the Debye length is sufficiently small that we can neglect the left-hand side of (29), so quasineutrality
\[ \sum_{\sigma} Z_{\sigma} \int f_{\sigma}(r, v, l) d^3v = 0 \tag{31} \]
holds.

In dimensionless variables the short-wavelength electrostatic potential and distribution functions satisfy
\[ \psi_{\sigma}^{\text{sw}}(r, l) \sim 1, \]
\[ f_{\sigma}^{\text{sw}}(r, v, l) \sim \epsilon_\sigma, \]
\[ \hat{b}(r) \cdot \nabla_\perp \psi_{\sigma}^{\text{sw}}(r, l) \sim 1, \]
\[ \hat{b}(r) \cdot \nabla_\perp f_{\sigma}^{\text{sw}}(r, v, l) \sim \epsilon_\sigma, \]
\[ \nabla_t \psi_{\sigma}^{\text{sw}}(r, l) \sim 1/\epsilon_\sigma, \]
\[ \nabla_t f_{\sigma}^{\text{sw}}(r, v, l) \sim 1, \]
\[ \nabla_t f_{\sigma}^{\text{sw}}(r, v, l) \sim \epsilon_\sigma, \tag{32} \]
The normalized functions \( \psi_{\sigma}^{\text{sw}} \) and \( f_{\sigma}^{\text{sw}} \) are of different size due to our choice of dimensionless variables (see (22) and (23)).

As for the long-wavelength components,
\[ \psi_{\sigma}^{\text{lw}}(r, l) \sim 1/\epsilon_\sigma, \]
\[ f_{\sigma}^{\text{lw}}(r, v, l) \sim 1, \]
\[ \nabla_t \psi_{\sigma}^{\text{lw}}(r, l) \sim 1/\epsilon_\sigma, \]
\[ \nabla_t f_{\sigma}^{\text{lw}}(r, v, l) \sim \epsilon_\sigma, \]
\[ \nabla_t f_{\sigma}^{\text{lw}}(r, v, l) \sim \epsilon_\sigma^2. \tag{33} \]
The following notation is adopted when we expand \( \psi_{\sigma}^{\text{lw}}(r, l) \) in powers of \( \epsilon_\sigma \):
\[ \psi_{\sigma}^{\text{lw}}(r, l) := \frac{1}{\epsilon_\sigma} \psi_{\sigma}^{\text{lw}}(r, l) + \psi_{\sigma}^{\text{lw}}(r, l) + \epsilon_\sigma \psi_{\sigma}^{\text{lw}}(r, l) + O(\epsilon_\sigma^2). \tag{34} \]

Similarly,\[ \psi_{\sigma}^{\text{sw}}(r, l) := \psi_{\sigma}^{\text{sw}}(r, l) + \epsilon_\sigma \psi_{\sigma}^{\text{sw}}(r, l) + O(\epsilon_\sigma^2). \tag{35} \]

From now on we do not underline variables but assume that we are working with the dimensionless ones. Only in section 7 we go back to dimensionful variables.

### 2.3. Gyrokinetic coordinate transformation

The goal of the gyrokinetic expansion is to use the ordering assumptions in section 2.1 to remove from the kinetic equation the degree of freedom associated to the gyromotion, order by order. Grossly speaking, there are two typical approaches to this objective. Iterative methods act by directly averaging the equations of motion [6, 39–42] to each order in the expansion parameter. Hamiltonian and Lagrangian methods rely on the machinery of analytical mechanics and the averaging procedure is implemented by requiring that certain geometrical objects be gyrophase independent [10, 43–45]. Both approaches try to find new coordinates on phase space in which the slow and fast degrees of freedom are decoupled. Such coordinates, that are not uniquely defined, are called gyrokinetic coordinates.

The complete calculation of the gyrokinetic system of equations to second order is given in [10] in the phase-space Lagrangian formalism. The latter was applied to the problem of guiding-center motion by Littlejohn [46] and has been used extensively in modern formulations of gyrokinetics [45]. In [10] a change of variables is performed in (24) and (31), that
decouples the fast degree of freedom, the gyrophase, from the slow ones in the absence of collisions. This decoupling is achieved by eliminating the dependence of the phase-space Lagrangian on the gyrophase order by order in $\epsilon_s$. Let us denote the transformation from the new phase-space coordinates $Z \equiv \{ R, u, \mu, \theta \} \to$ to the euclidean ones $X \equiv \{ r, v \}$ by $T_\sigma$,

$$ (r, v) = T_\sigma (R, u, \mu, \theta, t). \quad (36) $$

The transformation is, in general, explicitly time-dependent and is expressed as a power series in $\epsilon_s$. Here, $R$, $u$, $\mu$, and $\theta$ are deformations of the guiding-center position, parallel velocity, magnetic moment, and gyrophase, respectively. Namely,

$$ R = r - \epsilon_s \frac{1}{B(r)} \hat{b}(r) \times v + O(\epsilon_s^2), $$

$$ u = v \cdot \hat{b}(r) + O(\epsilon_s), $$

$$ \mu = \frac{1}{2B(r)} \left( v \cdot v \hat{b}(r) \hat{b}(r) \right)^2 + O(\epsilon_s), $$

$$ \theta = \text{arctan} \left( \frac{v \cdot \hat{e}_2(r)}{v \cdot \hat{e}_1(r)} \right) + O(\epsilon_s), \quad (37) $$

where the unit vectors $\hat{e}_1(r)$ and $\hat{e}_2(r)$ are orthogonal to each other and to $\hat{b}(r)$, and satisfy $\hat{e}_1(r) \times \hat{e}_2(r) = \hat{b}(r)$ at every location $r$.

We want to write the Fokker–Planck equation in gyrokinetic coordinates. Denote by $T_\sigma^*$ the pull-back transformation induced by $T_\sigma$. Acting on a function $g(X, \mu, \theta)$, $T_\sigma^* g(Z, t)$ is simply the function $g$ written in coordinates $Z$, i.e.

$$ T_\sigma^* g(Z, t) = g(T_\sigma(Z, t), t). \quad (38) $$

Now, defining $F_\sigma := T_\sigma^* F_\sigma$, we transform (24) and get

$$ \partial_t F_\sigma + \tau_\sigma \left\{ F_\sigma, \Pi_\sigma \right\}_Z = \tau_\sigma \sum_{\sigma'} T_{\sigma \sigma'} C_{\sigma \sigma'} \left\{ T_{\sigma'}^{-1} F_\sigma, T_{\sigma'}^{-1} F_{\sigma'} \right\}(Z, t), \quad (39) $$

where $T_{\sigma \sigma'}^{-1}$ is the pull-back transformation that corresponds to $T_{\sigma'}^{-1}$, i.e. $T_{\sigma \sigma'}^{-1} F_{\sigma'}(X, t) = F_\sigma(T_{\sigma'}^{-1}(X, t), t)$, and the Poisson bracket in the new coordinates is expressed as

$$ [G_1, G_2]_Z = \epsilon_s \left( \partial_\mu G_1 \partial_\mu G_2 - \partial_\mu G_1 \partial_\mu G_2 \right) + \frac{1}{B_{||,\sigma}} B_{||,\sigma}^* \left( \nabla_\mu G_1 \partial_\mu G_2 - \partial_\mu G_1 \nabla_\mu G_2 \right) + \frac{\epsilon_s^2}{B_{||,\sigma}^*} \nabla_\mu^* G_1 \cdot (\hat{b} \times \nabla_\mu G_2), \quad (40) $$

with

$$ B_{||,\sigma}^* (R, u, \mu) := B(R) + \epsilon_s u \nabla_R \times \hat{b}(R) $$

$$ - \epsilon_s^2 \mu \nabla_R \times K(R), \quad (41) $$

$$ B_{||,\sigma}^* (R, u, \mu) := B_{||,\sigma}^* (R, u, \mu) \cdot \hat{b}(R) $$

$$ = B(R) + \epsilon_s u \hat{b}(R) \cdot \nabla_R \times \hat{b}(R) $$

$$ - \epsilon_s^2 \mu \hat{b}(R) \cdot \nabla_R \times K(R). \quad (42) $$

$$ \nabla_R^* := \nabla_R - K(R) \partial_\theta, $$

and

$$ K(R) = \frac{1}{2} \hat{b}(R) \cdot \nabla_R \times \hat{b}(R) - \nabla_R \hat{e}_2(R) \cdot \hat{e}_1(R). $$

(44)

The gyrokinetic transformation is not unique. To compare with standard references, we have chosen $(R, u, \mu, \theta)$ so that the Poisson bracket has the form (40), precisely the same employed in [45].

In gyrokinetic variables the quasineutrality equation reads

$$ \sum_{\sigma} \int \left| \det(J_\sigma) \right| F_\sigma \delta \left( \pi^r \left( T_\sigma(Z, t) \right) - r \right) d^6 Z = 0, $$

(45)

where $\pi^r(r, v) := r$, and the Jacobian of the transformation to $O(\epsilon_s^2)$ is

$$ \left| \det(J_\sigma) \right| = B_{||,\sigma}^* \epsilon_s. \quad (46) $$

We do not include in this paper all the details of the derivation of the gyrokinetic Hamiltonian and change of coordinates, and we refer the reader to [10, 14]. Using the explicit expressions for $\Pi_\sigma$ and for $T_\sigma^*$ given in those references, we will compute in section 3 the long-wavelength limit of the Fokker–Planck equation (39) and the quasineutrality equation (45) up to second order in the expansion parameter $\epsilon_s$. The manipulations are very similar to those made in [14] for the tokamak, so we will present the final equations and then turn to discuss the topics that are specific to stellarators.

Finally, we recall that the gyrokinetic equations are written naturally in terms of a function $\phi_\sigma$ defined as

$$ \phi_\sigma(R, \mu, \theta, t) := \psi(R + \epsilon_s \rho(R, \mu, \theta, t)), \quad (47) $$

with the gyroradius vector, $\rho$, given by

$$ \rho(R, \mu, \theta) := -\sqrt{\frac{2\mu}{B(R)}} \left[ \sin \theta \hat{e}_1(R) - \cos \theta \hat{e}_2(R) \right]. \quad (48) $$

The gyroaverage of a function $G(R, u, \mu, \theta)$ is defined by

$$ \langle G \rangle(R, \mu, \theta) := \frac{1}{2\pi} \int_0^{2\pi} G(R, \mu, \theta, t) d\theta. \quad (49) $$

It is useful to introduce the gyrophase-dependent piece of $\phi$,

$$ \tilde{\phi}_\sigma(R, \mu, \theta, t) := \phi_\sigma(R, \mu, \theta, t) - \langle \phi_\sigma \rangle(R, \mu, t). \quad (50) $$

From the ordering and scale separation assumptions on $\psi$, equations (32) and (33), we obtain that the short-wavelength component of $\phi_\sigma$ is $O(1)$, i.e.

$$ \tilde{\phi}_{\sigma}^{sw} = \tilde{\phi}_{\sigma}^{sw} + O(\epsilon_s), $$

$$ \tilde{\phi}_{\sigma}^{sw} = \tilde{\phi}_{\sigma}^{sw} + O(\epsilon_s). \quad (51) $$


For the long wavelength piece $\phi^{lw}_\sigma$, we use that it is possible to expand around $r = R$. With the double-dot convention for an arbitrary matrix $M$ defined by $\omega : M = v \cdot M \cdot u$, we write

$$
\langle \phi^{lw}_\sigma \rangle (R, \mu, t) = \frac{1}{\epsilon_\sigma} \varphi_0 (R, t) + \phi^{lw}_\sigma (R, t) + \epsilon_\sigma \left( \frac{\mu}{2\lambda^2_\sigma B(R)} \tilde{\varphi} (I - \tilde{b}(R) \tilde{b}(R)) : \nabla R \nabla R \varphi_0 (R, t) \right) + O(\epsilon_\sigma^2)
$$

and

$$
\phi^{lw}_\sigma (R, \mu, \theta, t) = \frac{1}{\lambda_\sigma} \rho (R, \mu, \theta) \cdot \nabla R \varphi_0 (R, t) + O(\epsilon_\sigma),
$$

giving $\phi^{lw}_\sigma = O(1)$. We have expanded up to first order in $\epsilon_\sigma$ in (52) because it will be needed later in this paper. This ordering, in which the gyroaveraged long-wavelength component is large and the short-wavelength component is small, is similar to the one used in [47, 48].

3. Long-wavelength gyrokinetic equations up to second order

As advanced in section 2.3, once the explicit expressions for the gyrokinetic transformation, $T^*_\sigma$, and Hamiltonian, $H^*_\sigma$, are known, the remaining tasks consist of expanding equations (39) and (45) to $O(\epsilon_\sigma^2)$ and taking the long-wavelength limit. The basic ingredients, $T^*_\sigma$ and $H^*_\sigma$ to $O(\epsilon_\sigma^2)$, have been computed for general magnetic geometry in [10]. These results were employed for the first time in [14] to obtain the long-wavelength limit of the set of gyrokinetic equations in a tokamak. Here, we perform the same calculation for stellarators. Although not emphasized or exploited in [14], a number of intermediate expressions in [14] are valid for general toroidal systems. Hence, when working out the long-wavelength gyrokinetic Fokker–Planck and quasineutrality equations in the following subsections, we make use of some results of [14] and explain in detail the problems specific to stellarators. More specifically, in this section we use appendix A in [14], expand (39) and (45) to $O(\epsilon_\sigma^2)$, and take the long-wavelength limit following sections 3 and 4 of [14], but we do not assume that the magnetic field is axisymmetric as in a tokamak.

3.1. Fokker–Planck equation at long wavelengths

The objective in this subsection is to calculate the long-wavelength limit of the gyrokinetic Fokker–Planck equation (39) up to second order in $\epsilon_\sigma$ for an arbitrary stellarator. We will expand $F_\sigma$ as

$$
F_\sigma = \sum_{n=0}^{\infty} \epsilon_\sigma^n F_{\sigma n} = \sum_{n=0}^{\infty} \epsilon_\sigma^n F^{bw}_{\sigma n} + \sum_{n=1}^{\infty} \epsilon_\sigma^n F^{sw}_{\sigma n}.
$$

From the ordering assumptions enumerated in section 2 it follows that

$$
F_{\sigma n} \sim 1, \quad n \geq 0,
$$

$$
\hat{b}(R) \cdot \nabla R F_{\sigma n} \sim 1, \quad n \geq 0.
$$

(55)

The long-wavelength component of every $F_{\sigma n}$ must have perpendicular derivatives of order unity and time derivatives of order $\epsilon_\sigma^3$ in normalized variables, i.e.

$$
\nabla R F_{\sigma n} \sim 1, \quad n \geq 0,
$$

$$
\partial_t F_{\sigma n} \sim \epsilon_\sigma^2, \quad n \geq 0.
$$

(56)

Finally, the zeroth-order distribution function must have an identically vanishing short-wavelength component. The perpendicular gradient of the rest of the short-wavelength components is of order $\epsilon_\sigma^3$ and the time derivative is of order unity,

$$
F^{sw}_{\sigma 0} \equiv 0,
$$

$$
\nabla R F^{sw}_{\sigma n} \sim \epsilon_\sigma^{-1}, \quad n \geq 1,
$$

$$
\partial_t F^{sw}_{\sigma n} \sim 1, \quad n \geq 1.
$$

(57)

3.1.1. Long-wavelength Fokker–Planck equation to $O(\epsilon_\sigma^{-1})$.

The coefficient of $\epsilon_\sigma^{-1}$ in (39) simply gives

$$
- \tau_\sigma B_0 \partial_0 F_{\sigma 0} = 0,
$$

(58)

implying that $F_{\sigma 0}$ is independent of $\theta$.

3.1.2. Long-wavelength Fokker–Planck equation to $O(\epsilon_\sigma^0)$.

From the $O(\epsilon_\sigma^0)$ terms in (39) it is deduced, after a calculation identical to the one in [14], that the first-order distribution function is gyrophase independent,

$$
\partial_0 F_{\sigma 1} = 0,
$$

(59)

that $F_{\sigma 0}$ is a Maxwellian with zero mean flow,

$$
F_{\sigma 0} (R, u, \mu, t) = \frac{n_\sigma}{(2\pi T_\sigma)^{3/2}} \exp \left( -\frac{m B(R) + u^2}{2 T_\sigma} \right),
$$

(60)

and that $n_\sigma = n_\sigma (\psi, t)$, $T_\sigma = T_\sigma (\psi, t)$, and $\varphi_0 = \varphi_0 (\psi, t)$ are flux functions. The temperature has to be the same for all the species; that is, $T_{\sigma} = T_{\sigma}$, for every pair $\sigma, \sigma'$. If a subsidiary expansion in the mass ratio $\sqrt{m_e/m_i} \ll 1$ is performed, or equivalently, if $\epsilon_\sigma \sim \lambda_\sigma \gg 1$ is used, the electron temperature can decouple from the ion temperature.

3.1.3. Long-wavelength Fokker–Planck equation to $O(\epsilon_\sigma^1)$.

The equations presented in this subsection involve the collision operator, which is typically written in coordinates $X \equiv (r, v)$. We avoid transforming the kernel that defines this operator by transforming, instead, the gyrokinetic distribution function $F_\sigma (R, u, \mu, \theta, t)$ from gyrokinetic coordinates $Z \equiv (R, u, \mu, \theta)$ to euclidean coordinates $X \equiv (r, v)$. We denote the coefficients of the expansion of $T_\sigma$ and its inverse $T_\sigma^{-1}$ by

$$
X = T_\sigma (Z, t) = T_{\sigma, 0} (Z, t) + \epsilon_\sigma T_{\sigma, 1} (Z, t) + O(\epsilon_\sigma^2),
$$

$$
Z = T^{-1}_\sigma (X, t) = T^{-1}_{\sigma, 0} (X, t) + \epsilon_\sigma T^{-1}_{\sigma, 1} (X, t) + \epsilon_\sigma^2 T^{-1}_{\sigma, 2} (X, t) + O(\epsilon_\sigma^3).
$$

(61)

(62)
In the present section we only need $T_{\sigma,0}$, the transformation $T_\sigma$ for $\epsilon_\sigma = 0$ (compare with (37)),

$$T_{\sigma,0}(R, u, \mu, \theta) = (R, u_b(R) + \rho(R, \mu, \theta) \times B(R)). \quad (63)$$

In subsequent subsections some pieces of $T_{\sigma,1}$ and $T_{\sigma,2}$ are required.

From the Fokker–Planck equation to $O(\epsilon_\sigma)$ one gets an equation for the gyrophase-dependent piece of $F_{\sigma,^2}$,

$$-B \partial_\theta (F_{\sigma,^2} - (F_{\sigma,^2}^\uparrow))$$

$$= \sum_\sigma T_{\sigma,0} \Sigma_\sigma \left[ \frac{1}{T_\sigma} (v \cdot V_{\sigma}^p) + \left( \frac{v^2}{2T_\sigma} - \frac{5}{2} \right) v \cdot V_{\sigma}^T \right] T_{\sigma,0}^{-1} F_{\sigma,0} + T_{\sigma,0}^{-1} F_{\sigma,0}$$

$$+ \sum_\sigma \frac{\lambda_\sigma}{\lambda_{\sigma}} T_{\sigma,0} \Sigma_\sigma \left[ T_{\sigma,0}^{-1} F_{\sigma,0} + \frac{1}{T_\sigma} (v \cdot V_{\sigma}^p) + \left( \frac{v^2}{2T_\sigma} - \frac{5}{2} \right) v \cdot V_{\sigma}^T \right] T_{\sigma,0}^{-1} F_{\sigma,0}, \quad (64)$$

where the velocities $V_{\sigma}^p$ and $V_{\sigma}^T$ are defined by

$$V_{\sigma}^p := \frac{1}{n_\sigma} \hat{b} \cdot \nabla \rho_\sigma, \quad V_{\sigma}^T := \frac{1}{B} \hat{b} \times \nabla T_\sigma,$$

and $\rho_\sigma := n_\sigma T_\sigma$ is the pressure of species $\sigma$.

One also gets an equation for $F_{\sigma,^1}$ (recall from section 3.1.2 that $F_{\sigma,^1}$ is gyrophase-independent),

$$\left( u_b \cdot \nabla R - \mu_b \cdot \nabla R B \partial_\theta \right) F_{\sigma,^1}$$

$$+ \left( \frac{Z_\sigma}{T_\sigma} \partial_\theta \varphi_0 + \Upsilon_\sigma \right) v_M \cdot \nabla R \psi F_{\sigma,0}$$

$$+ \frac{Z_\sigma \lambda_\sigma}{\lambda_{\sigma}} u_b \cdot \nabla R \psi F_{\sigma,0}$$

$$= \sum_\sigma T_{\sigma,0} \Sigma_\sigma \left[ T_{\sigma,0}^{-1} F_{\sigma,0} + \frac{1}{T_\sigma} \left( v \cdot V_{\sigma}^p \right) + \left( \frac{v^2}{2T_\sigma} - \frac{5}{2} \right) v \cdot V_{\sigma}^T \right] T_{\sigma,0}^{-1} F_{\sigma,0}.$$

This is the well-known drift-kinetic equation for a general stellarator.

$$\Upsilon_\sigma := \frac{\partial_\theta \ln n_\sigma}{B} + \left( \frac{u^2}{2} + \frac{\mu B}{T_\sigma} - \frac{3}{2} \right) \partial_\theta \ln T_\sigma \quad (67)$$

and

$$v_M := v_\kappa + v_{C_B} \quad (68)$$

is the magnetic drift velocity, where

$$v_\kappa := \frac{u^2}{B} \hat{b} \times \kappa, \quad (69)$$

$$v_{C_B} := \frac{\mu}{B} \hat{b} \times \nabla R B, \quad (70)$$

and

$$\kappa := \hat{b} \cdot \nabla R \hat{b} \quad (71)$$

is the magnetic field curvature.

Finally, in terms of the non-adiabatic part of the distribution function,

$$G_{\sigma,^w} := F_{\sigma,^w} + Z_\sigma \lambda_\sigma \psi_{\sigma,^w} F_{\sigma,0} \quad (72)$$

the first-order Fokker–Planck equation reads

$$\left( u_b \cdot \nabla R - \mu_b \cdot \nabla R B \partial_\theta \right) G_{\sigma,^w}$$

$$+ \left( \frac{Z_\sigma}{T_\sigma} \partial_\theta \psi_{\sigma,^w} + \Upsilon_\sigma \right) v_M \cdot \nabla R \psi F_{\sigma,0}$$

$$= \sum_\sigma T_{\sigma,0} \Sigma_\sigma \left[ T_{\sigma,0}^{-1} G_{\sigma,^w} + T_{\sigma,0}^{-1} F_{\sigma,0} \right]$$

$$+ \sum_\sigma \frac{\lambda_\sigma}{\lambda_{\sigma}} T_{\sigma,0} \Sigma_\sigma \left[ T_{\sigma,0}^{-1} F_{\sigma,0} + T_{\sigma,0}^{-1} G_{\sigma,^w} \right]. \quad (73)$$

The electrostatic potential $\psi_{\sigma,^w}$ does not appear in the collision operator due to property (A.10).

3.1.4. Short-wavelength Fokker–Planck and quasineutrality equations to $O(\epsilon_\sigma)$.

We will learn in section 3.1.5 that the long-wavelength Fokker–Planck equation to $O(\epsilon_\sigma^2)$ involves terms containing $F_{\sigma,^w}$ and $\phi_{\sigma,^w}$. Next, we give the equations determining these pieces. In order to write in a compact and precise way the collision terms of the short-wavelength equations, it is convenient to define a new operator $T_{\sigma,0}$ acting on phase-space functions $F(R, u, \mu, \theta)$. Namely,

$$T_{\sigma,0} F(r, v) := F \left( r - \epsilon_\sigma \frac{1}{B(r)} \hat{b}(r) \times v, v \cdot \hat{b}(r), \frac{v^2}{2B(r)} \right).$$

$$\text{arctan} \left( \frac{v \cdot \hat{e}_2(r)}{v \cdot \hat{e}_1(r)} \right). \quad (74)$$

This operator is useful to write some expressions that contain the short-wavelength pieces of the distribution function and the potential, for which it is not possible to expand the dependence on $r - \epsilon_\sigma B(r)^{-1} \hat{b}(r) \times v$ around $r$.

The short-wavelength, $O(\epsilon_\sigma)$ terms of (39) yield

$$\frac{1}{T_\sigma} \partial_\theta F_{\sigma,^w} + \left( u_b \cdot \nabla R - \mu_b \cdot \nabla R B \partial_\theta \right) F_{\sigma,^w}$$

$$+ \left[ \frac{Z_\sigma \lambda_\sigma}{\lambda_{\sigma}} \left( \hat{b} \times \nabla R_{/[\kappa]} \phi_{\sigma,^w} \right) \right] \cdot \nabla R_{/[\kappa]} F_{\sigma,^w}$$

$$+ \frac{Z_\sigma \lambda_\sigma}{\lambda_{\sigma}} \left( \hat{b} \times \nabla R_{/[\kappa]} \phi_{\sigma,^w} \right) \cdot \nabla R F_{\sigma,0}$$

$$+ \frac{Z_\sigma \lambda_\sigma}{\lambda_{\sigma}} \left( \hat{b} \times \nabla R \phi_{\sigma,^w} \right) \partial_\theta F_{\sigma,0}$$

$$+ \frac{\mu}{B} (\hat{b} \times \kappa) \cdot \nabla R \phi_{\sigma,^w} \partial_\theta F_{\sigma,0}$$

$$= \sum_\sigma \left( T_{\sigma,0} \Sigma_\sigma \left[ T_{\sigma,0} F_{\sigma,^w} - \frac{Z_\sigma \lambda_\sigma}{T_\sigma} \overline{\phi_{\sigma,^w}} T_{\sigma,0}^{-1} F_{\sigma,0} + T_{\sigma,0}^{-1} F_{\sigma,0} \right] \right).$$
\[
\sum_{\sigma} \frac{\lambda_{\sigma}^2}{\lambda_{\sigma}} \left[ T_{\sigma,0}^{\text{NP}} C_{\sigma} \left[ \frac{1}{T_{\sigma,0}^{\text{FP}} T_{\sigma,0}^{\text{FW}}} \phi_{\sigma}^{\text{FW}} + \frac{1}{T_{\sigma}^{\text{FW}}} F_{\sigma 0}^{\text{FW}} \right] \right].
\]

where

\[
v_{E,\sigma}(r, \nu) = \frac{Z_{\sigma} b \hat{b} \times \nabla R \psi_0}{B},
\]

and the transformation \((r, \nu) = T_{\text{NP}}(R, \mu, \theta)\) is defined by

\[
r = R + \epsilon_{\sigma} \rho(R, \mu, \theta),
\]

\[
v = u \hat{b}(R) + \rho(R, \mu, \theta) \times B(R).
\]

This coincides with the non-perturbative transformation introduced in [10] and that is why we have kept the notation \(T_{\text{NP}}\).

The short-wavelength, \(O(\epsilon_{\sigma})\) terms of (45) give

\[
\sum_{\sigma} \frac{Z_{\sigma}}{b_{\sigma}} \int \left[ -Z_{\sigma} \lambda_{\sigma} \phi_{\sigma,0}^{\text{FW}} (r - \epsilon_{\sigma} \rho(r, \mu, \theta), \mu, \theta, t) \right.
\]

\[
\times \frac{F_{\sigma 0}(r, \mu, \theta, t)}{T_{\sigma}(r, t)}
\]

\[
+ \frac{F_{\sigma 0}^{\text{FW}}(r - \epsilon_{\sigma} \rho(r, \mu, \theta), \mu, \theta, t)}{T_{\sigma}(r, t)} \right] du \mu d\theta = 0.
\]

Equations (75) and (78) constitute what is usually understood by 'the \(\delta f\) gyrokinetic set of equations' for electrostatic turbulence.

### 3.1.5. Long-wavelength Fokker–Planck equation to \(O(\epsilon_{\sigma}^2)\)

The gyroaverage of the pieces of order \(\epsilon_{\sigma}^2\) in (39) yields

\[
\left( u \hat{b} \cdot \nabla R - \mu \hat{b} \cdot \nabla R \hat{b} \partial_u \right) F_{\sigma 0}^{\text{FW}} + \left( \rho_{\sigma} + v_{E,\sigma}(r, \nu) \right) \cdot \nabla R F_{\sigma 0}^{\text{FW}}
\]

\[
+ \left[ -Z_{\sigma} \lambda_{\sigma} \hat{b} \cdot \nabla R \phi_{\sigma,0}^{\text{FW}} + u \kappa (\nu_{\psi B} + v_{E,\sigma}^{(0)}) \right] \partial_u F_{\sigma 0}^{\text{FW}}
\]

\[
+ \left[ v_{E,\sigma}^{(1)} - \frac{u}{B} (\hat{b} \cdot \nabla R \hat{b}) \left( \nu_{\psi B} + v_{E,\sigma}^{(0)} \right) \right]
\]

\[
= -\frac{\mu \rho_{\sigma}}{B} \left( \nabla R \times \nabla \hat{K} \right) + Z_{\sigma} \lambda_{\sigma} \partial_u \psi_{\phi,0}^{\text{FW}} \hat{b} + \partial_u \Psi_{\phi,0}^{\text{FW}} \hat{b} \cdot \nabla R F_{\sigma 0}
\]

\[
+ \left[ -Z_{\sigma} \lambda_{\sigma} \hat{b} \cdot \nabla R \phi_{\sigma,0}^{\text{FW}} \right] + \mu \left( \nabla R \times \nabla \hat{K} \right) \cdot \left( \nu_{\psi B} + v_{E,\sigma}^{(0)} \right)
\]

\[
+ \mu \left( \nabla R \times \nabla \hat{K} \right) \cdot \left( \nu_{\psi B} + v_{E,\sigma}^{(0)} \right)
\]

The collisional terms on the right side of (79) are spelled out in appendix B.

The fact that the time derivative of \(F_{\sigma 0}\) appears in (79), and not in lower-order pieces of the equations, is important. It means that in this theoretical framework transport equations for density and energy are obtained from the \(O(\epsilon_{\sigma}^2)\) pieces of the equation. Specifically, we show in section 5 that such transport equations emerge as solvability conditions of (79).

Equation (79) is recast in appendix D into a form, (D.9), that is especially well suited to work out the density and energy transport equations in section 5.

### 3.2. Long-wavelength quasi-neutrality equation

Since the calculation of the quasi-neutrality equation (45) at long wavelengths is identical for tokamaks and stellarators, we simply state the result derived in [14] for tokamaks.
To order $\epsilon_0$,
\[ \sum_{\sigma} \left[ \frac{Z_{\sigma}}{\lambda_{\sigma}} \int B(r) F_{\sigma}^{bw}(r, u, \mu, t) \, du \, d\mu \, d\theta \right] = 0. \tag{84} \]

To order $\epsilon_1$,
\[ \sum_{\sigma} \frac{Z_{\sigma}}{\lambda_{\sigma}^2} \int \left( B(\mathbf{F}_{\sigma}^{bw}) + u \hat{b} \cdot (\nabla \times \hat{b}) \mathbf{F}_{\sigma}^{bw} \right) \, du \, d\mu \, d\theta = 0. \tag{85} \]

To order $\epsilon_2$,
\[ \sum_{\sigma} \frac{Z_{\sigma}}{\lambda_{\sigma}^3} \left[ \int \left( B(\mathbf{F}_{\sigma}^{bw}) + u \hat{b} \cdot (\nabla \times \hat{b}) \mathbf{F}_{\sigma}^{bw} \right) 
+ \frac{1}{2} \nabla_r \cdot \left( \left( \mathbf{I} - \hat{b} \hat{b} \right) \frac{n_{\sigma} T_{\sigma}}{B^2} \right) 
+ \nabla_r \cdot \left( \frac{n_{\sigma} T_{\sigma}}{B^2} \kappa + \frac{Z_{\sigma} n_{\sigma}}{B^2} \nabla_r \psi_0 \right) \right] = 0. \tag{86} \]

Here, everything is evaluated at $R = \mathbf{r}$. In writing the arguments of some functions we have stressed that they are evaluated at $R = \mathbf{r}$, e.g. $n_{\sigma}(r)$, but we should not forget that $n_{\sigma}$, for example, depends only on $\psi$ in flux coordinates.

4. The long-wavelength radial electric field cannot be directly determined from the quasineutrality equation

At this point we have already derived the Fokker–Planck and quasineutrality equations to $O(\epsilon_2^2)$. One might think that the quasineutrality equation is enough to solve for the long-wavelength radial electric field, but this is not true for any stellarator. The argument is the same as that given in [14] for the tokamak, but it is useful to restate it briefly here.

Define
\[ h_{\sigma j} = \left[ \frac{n_{\sigma j}}{n_{\sigma}} + \left( \frac{\mu B + u^2/2}{T_{\sigma}} - \frac{3}{2} \right) \frac{T_{\sigma j}}{T_{\sigma}} \right] \mathbf{F}_{\sigma 0}, \quad j = 1, 2, \tag{87} \]

for an arbitrary set of flux functions $\{n_{\sigma j}(\psi, t), T_{\sigma j}(\psi, t)\}_\sigma$ with the only restriction $T_{\sigma j}/\lambda_{\sigma j} = T_{\sigma j}'/\lambda_{\sigma j}'$, for all $\sigma, \sigma'$. If $F_{\sigma 0}^{bw}$ and $\left\langle F_{\sigma 0}^{bw} \right\rangle$ are solutions of the first and second-order Fokker–Planck equations, (66) (equivalently, (73)) and (79), then so are $F_{\sigma 1}^{bw} + h_{\sigma 1}$ and $\left\langle F_{\sigma 1}^{bw} \right\rangle + h_{\sigma 2}$. That is, (87) gives the kernel of the operator acting on $F_{\sigma 1}^{bw}$ in (66) and on $\left\langle F_{\sigma 2}^{bw} \right\rangle$ in (79). The freedom due to the existence of a non-zero kernel can be removed by imposing conditions such as
\[ \left\langle \int B F_{\sigma 1}^{bw} \, du \, d\mu \, d\theta \right\rangle_{\psi} = 0 \quad \text{for every } \sigma, \]
\[ \left\langle \int B \left\langle F_{\sigma 1}^{bw} \right\rangle \, du \, d\mu \, d\theta \right\rangle_{\psi} = 0 \quad \text{for every } \sigma, \]
\[ \sum_{\sigma} \frac{1}{\lambda_{\sigma}^4} \int B \left( u^2/2 + \mu B \right) F_{\sigma 2}^{bw} \, du \, d\mu \, d\theta \right\rangle_{\psi} = 0 \]
and
\[ \left\langle \sum_{\sigma} \frac{1}{\lambda_{\sigma}^4} \int B \left( u^2/2 + \mu B \right) F_{\sigma 2}^{bw} \, du \, d\mu \, d\theta \right\rangle_{\psi} = 0. \tag{88} \]

Here, we have used the definition of the flux-surface average of a function $G(\psi, \Theta, \zeta)$, given by [49]
\[ \left\langle G \right\rangle := \int_{\psi}^{2\pi} \int_0^{2\pi} \int_0^{\infty} G(\psi, \Theta, \zeta) \, d\Theta \, d\zeta, \]

where
\[ \sqrt{R} := \frac{1}{\nabla_R \psi \cdot (\nabla_R \Theta \times \nabla_R \zeta)} \]
is the square root of the determinant of the metric tensor in coordinates $\{\psi, \Theta, \zeta\}$. It will also be useful to define the volume enclosed by the flux surface labeled by $\psi$, $V(\psi) = \int_{\psi}^{2\pi} \int_0^{2\pi} \int_0^{\pi} \sqrt{R} \, d\psi \, d\Theta \, d\zeta.$ \tag{91} \]

Let $F_{\sigma 1}^{bw}$ and $\left\langle F_{\sigma 2}^{bw} \right\rangle$ (note the different font) be solutions of (66) and (79) satisfying (88) or any other set of conditions that fix the component that belongs to the kernel. Then, any solution of (66) and (79) is of the form $F_{\sigma 1}^{bw} + h_{\sigma 1}, \left\langle F_{\sigma 2}^{bw} \right\rangle + h_{\sigma 2}$. When introduced into (85) and (86) one finds
\[ \sum_{\sigma} \frac{Z_{\sigma}}{\lambda_{\sigma} \lambda_{\sigma}} n_{\sigma 1} + \sum_{\sigma} \frac{Z_{\sigma}}{\lambda_{\sigma}^2} \int B(r) F_{\sigma 1}^{bw}(r, u, \mu, t) \, du \, d\mu \, d\theta = 0 \tag{92} \]

and
\[ \sum_{\sigma} \frac{Z_{\sigma}}{\lambda_{\sigma}^3} n_{\sigma 2} \]
\[ + \sum_{\sigma} \frac{Z_{\sigma}}{\lambda_{\sigma}^4} \left[ \int B(\mathbf{F}_{\sigma 1}^{bw}) + u \hat{b} \cdot (\nabla \times \hat{b}) \mathbf{F}_{\sigma 1}^{bw} \right] \, du \, d\mu \, d\theta \]
\[ - \hat{b} \cdot (\nabla \times K) \frac{n_{\sigma} T_{\sigma}}{B^2} \right] \, du \, d\mu \, d\theta \]
\[ + \nabla_r \cdot \left( \left( \mathbf{I} - \hat{b} \hat{b} \right) \frac{n_{\sigma} T_{\sigma}}{B^2} \kappa + \frac{Z_{\sigma} n_{\sigma}}{B^2} \nabla_r \psi_0 \right) \right] = 0. \tag{93} \]

The electrostatic potential $\psi_0$ enters equation (93) but it can never be determined from it. The first and second-order pieces of the long-wavelength quasineutrality equation simply give constraints on the corrections $n_{\sigma 1}$ and $n_{\sigma 2}$. And these corrections cannot be simply set equal to zero: in section 5.2 a transport equation determining $n_{\sigma}$ will be derived as a solvability condition for equation (79). Analogously, $n_{\sigma j}$ would be determined by a transport equation obtained as a solvability conditions for a higher-order piece of the Fokker–Planck equation.

It is important to note that the lowest-order radial electric field cannot be determined from the quasineutrality equation but the lowest-order pieces of the electric field parallel to the flux surface are determined by equations (92) and (93). This
becomes obvious when one writes (92) and (93) in terms of the non-adiabatic pieces of the distribution function and then acts with the operators \( \partial_\psi \) and \( \partial_{\psi^*} \). In this way, \( \partial_\psi \psi_1^{lw} \), \( \partial_\psi \psi_2^{lw} \), \( \partial_{\psi^*} \psi_1^{lw} \), and \( \partial_{\psi^*} \psi_2^{lw} \) are obtained. The key is to recall that \( n_{\sigma j} \) depends only on \( \psi \). Of course, \( \psi_1^{lw} \) and \( \psi_2^{lw} \) are determined up to an arbitrary, additive function of \( \psi \), that can be absorbed by redefining the corrections \( n_{\sigma 1} \) and \( n_{\sigma 2} \). Without loss of generality, we take

\[
\langle \psi_1^{lw} \rangle_\psi = 0 \tag{94}
\]

and

\[
\langle \psi_2^{lw} \rangle_\psi = 0, \tag{95}
\]

therefore fixing the ambiguity.

5. Transport equations as solvability conditions of the Fokker–Planck equations

The understanding of transport equations as solvability conditions of kinetic equations dates back to the works by Chapman and Enskog on gases [50]. In our context, when we speak about solvability conditions of the Fokker–Planck equations we mean the following: (66) and (79) are equations for \( F_{\sigma 1}^{lw} \) and \( (F_{\sigma 2}^{lw}) \) but, in general, they cannot be solved for arbitrary values of the lower-order quantities among them. The constraints that the lower-order quantities entering (66) and (79) must satisfy are called solvability conditions of the first- and second-order Fokker–Planck equations.

In appendix M of [14] an exhaustive and general computation of the solvability conditions of the Fokker–Planck equations for strongly magnetized plasmas was given. Let us apply the general results of that appendix to the stellarator problem. Equation (73) can be rewritten in the form

\[
\begin{align*}
\tau_\sigma \lambda_\sigma^{-1} \left( \mu b \cdot \nabla_R - \mu b \cdot \nabla_R B \partial_\psi \right) G_{\sigma 1}^{lw} = & - \tau_\sigma \sum_{\sigma'} \left[ T_{\sigma,0}^{\sigma} C_{\sigma \sigma'} \left[ \lambda_\sigma^{-1} T_{\sigma,0}^{\sigma} G_{\sigma' 1}^{lw}, T_{\sigma',0}^{\sigma} F_{\sigma' 0}^{lw} \right] \right] \\
& - \left[ T_{\sigma,0}^{\sigma} C_{\sigma \sigma'} \left[ T_{\sigma,0}^{\sigma} F_{\sigma 0}^{lw}, \lambda_\sigma^{-1} T_{\sigma,0}^{\sigma} G_{\sigma' 1}^{lw} \right] \right] = \tau_\sigma \lambda_\sigma^{-1} R_{\sigma 1},
\end{align*}
\]

where

\[
R_{\sigma 1} = - \left( \frac{Z_\sigma}{T_\sigma} \partial_\psi \psi_0 + \langle \mu \rangle \right) v_M \cdot \nabla_R \psi F_{\sigma 0}. \tag{97}
\]

As for the second-order Fokker–Planck equation, we use the form given in (D.9), which can be expressed as

\[
\begin{align*}
\tau_\sigma \lambda_\sigma^{-2} \left( \mu b \cdot \nabla_R - \mu b \cdot \nabla_R B \partial_\psi \right) G_{\sigma 2}^{lw} = & - \tau_\sigma \sum_{\sigma'} \left[ T_{\sigma,0}^{\sigma} C_{\sigma \sigma'} \left[ \lambda_\sigma^{-2} T_{\sigma,0}^{\sigma} G_{\sigma' 2}^{lw}, T_{\sigma',0}^{\sigma} F_{\sigma' 0}^{lw} \right] \right] \\
& - \left[ T_{\sigma,0}^{\sigma} C_{\sigma \sigma'} \left[ T_{\sigma,0}^{\sigma} F_{\sigma 0}^{lw}, \lambda_\sigma^{-2} T_{\sigma,0}^{\sigma} G_{\sigma' 2}^{lw} \right] \right] = \tau_\sigma \lambda_\sigma^{-2} R_{\sigma 2},
\end{align*}
\]

with

\[
R_{\sigma 2} = - \left( \frac{Z_\sigma}{T_\sigma} \partial_\psi \psi_0 + \langle \mu \rangle \right) v_M \cdot \nabla_R \psi F_{\sigma 0} - \frac{1}{B} \nabla_R \cdot \left( \mu b \times \nabla_R B \right) \\
+ \frac{B}{\tau_\sigma} \partial_\psi \psi_0 \nabla_R \psi \left( \frac{Z_\sigma}{T_\sigma} \partial_\psi \psi_0 \right) F_{\sigma 0} \\
- \frac{1}{B} \partial_\psi \left( \mu (\nabla_R \times \hat{b}) \cdot (\mu B \nabla_R \psi + Z_\sigma \nabla_R \psi) G_{\sigma 1}^{lw} \right) \\
- \frac{Z_\sigma \lambda_\sigma \psi_1^{lw}}{u} \mu (\hat{b} \times \nabla_R \psi) \\
\cdot \nabla_R B \left( \frac{Z_\sigma}{T_\sigma} \partial_\psi \psi_0 \right) F_{\sigma 0} \\
+ \frac{B}{\tau_\sigma} (\hat{b} \times \kappa) \cdot \nabla_R \psi \left( \mu B \nabla_R \psi + Z_\sigma \nabla_R \psi \right) \partial_\psi F_{\sigma 0} \\
- \frac{Z_\sigma \lambda_\sigma \psi_2^{lw}}{u} \mu (\hat{b} \times \nabla_R \psi) \\
\cdot \nabla_R B \left( \frac{Z_\sigma}{T_\sigma} \partial_\psi \psi_0 \right) F_{\sigma 0} \\
+ \frac{B}{\tau_\sigma} \partial_\psi \left( \mu (\hat{b} \times \kappa) \cdot \nabla_R \psi \left( \mu B \nabla_R \psi + Z_\sigma \nabla_R \psi \right) \partial_\psi F_{\sigma 0} \right) \\
+ \sum_{\sigma'} \left[ T_{\sigma,0}^{\sigma} C_{\sigma' \sigma}^{(1)lw} \right] \\
+ \sum_{\sigma'} \left[ T_{\sigma,0}^{\sigma} C_{\sigma' \sigma}^{(1)lw} \right]. \tag{99}
\]

The term \( C_{\sigma' \sigma} \) is defined in (B.12). As shown in appendix M of [14], given the form of equations (97) and (99), the solvability conditions are

\[
\tau_\sigma \lambda_\sigma^{-j} \int B_R \psi \, du \, d\mu \, d\vartheta = 0, \quad \text{for each } \sigma \tag{100}
\]

and

\[
\sum_{\sigma} \tau_\sigma \lambda_\sigma^{-j} \int B \left( u^2/2 + \mu B \right) R_{\sigma j} \, du \, d\mu \, d\vartheta = 0, \tag{101}
\]

with \( j = 1, 2 \).

5.1. Triviality of the solvability condition of the first-order Fokker–Planck equations

We start by showing that the first-order Fokker–Planck equations do not give any constraint on lower-order quantities, i.e., we prove that (100) and (101) turn out to yield trivial conditions when \( R_{\sigma 1} \) is given by (97). In order to conclude
that \((100)\) and \((101)\) vanish identically for \(j = 1\) we need to prove the identity

\[
\left\langle \int B h(\psi, \varepsilon) v_M \cdot \nabla_R \psi \ du \mu \ d\theta \right\rangle_{\psi} = 0, \tag{102}
\]

for any function \(h\) of the kinetic energy \(\varepsilon\) and the flux-surface label \(\psi\). Here, \(\varepsilon = u^2/2 + \mu B\). The radial component of the magnetic drift velocity can be written as

\[
v_M \cdot \nabla_R \psi = \frac{u^2}{B} (\nabla_R \times \hat{b}) \cdot \nabla_R \psi + \frac{\mu}{B} (\hat{b} \times \nabla_R B) \cdot \nabla_R \psi. \tag{103}
\]

Then, we have

\[
\left\langle \int B h(\psi, \varepsilon) v_M \cdot \nabla_R \psi \ du \mu \ d\theta \right\rangle_{\psi} = \left\langle \nabla_R \cdot \left( \int u^2 h \hat{b} \times \nabla_R \psi \ du \mu \ d\theta \right) \right\rangle_{\psi} - \left\langle \int \left( \mu h (\hat{b} \times \nabla_R \psi) \cdot \nabla_R B + u^2 (\hat{b} \times \nabla_R \psi) \cdot \nabla_R h \right) du \mu \ d\theta \right\rangle_{\psi}, \tag{104}
\]

where we have used that \(\nabla_R \cdot (A_1 \times A_2) = (\nabla_R \times A_1) \cdot A_2 - (\nabla_R \times A_2) \cdot A_1\) for any two vector fields \(A_1\) and \(A_2\), and that the curl of the gradient of a function is zero. Noting that \(u(\hat{b} \times \nabla_R \psi) \cdot \nabla_R h = \mu (\hat{b} \times \nabla_R \psi) \cdot \nabla_R B \partial_h h\) and integrating by parts in \(u\) the last term of \((104)\), we find that

\[
\left\langle \int \left( \mu h (\hat{b} \times \nabla_R \psi) \cdot \nabla_R B + u^2 (\hat{b} \times \nabla_R \psi) \cdot \nabla_R h \right) du \mu \ d\theta \right\rangle_{\psi} = 0. \tag{105}
\]

The first term on the right side of \((104)\) also vanishes, as can be easily seen by employing the formula

\[
\langle \nabla_R \cdot A \rangle_{\psi} = \frac{1}{V(\psi)} \partial_{\psi} \left\langle V'(\psi) A \cdot \nabla_R \psi \right\rangle_{\psi} \tag{106}
\]

for the flux-surface average of the divergence of a vector field \(A\). Here, \(V'(\psi)\) is the derivative with respect to \(\psi\) of the volume defined in \((91)\).

Therefore, we have proven \((102)\) and learnt that the first-order Fokker–Planck equations do not impose any constraints on lower-order quantities. The solvability conditions \((100)\) and \((101)\) for \(j = 2\) are non-trivial; actually they are transport equations for the particle density of each species and for the total kinetic energy, respectively. We work them out in the next subsections.

5.2. Transport equation for particle density

The transport equation for particle density of species \(\sigma\) is obtained from \((100)\) when \(j = 2\) and \(R_{\sigma 2}\) is given by \((99)\). In appendix \(E\) it is shown that the result is

\[
\partial_{\psi t} n_{\sigma}(\psi, t) + \frac{1}{V} \partial_{\psi} \left\langle V' \left( \int B v_M \cdot \nabla_R \psi \ G_{\sigma 1}^{lw} du \mu \ d\theta \right) \right\rangle_{\psi} = \left\langle V' \left\{ - \left( \hat{b} \times \nabla_R \varepsilon_{\sigma 1} \phi_{\sigma 1}^{lw} \right) F_{\sigma 1}^{lw} \right\} \right\rangle_{\psi}, \tag{107}
\]

Observe that only the non-adiabatic piece of \(F_{\sigma 1}^{lw}\), \(G_{\sigma 1}^{lw} = F_{\sigma 1}^{lw} + (Z_{\sigma} \lambda_{\sigma} / T_{\sigma}) \psi_{\sigma}^{lw} F_{\sigma 0}\), contributes to particle transport. The quantity \(C_{\sigma \sigma_0}^{(1)lw}\) is defined in \(B.1\).

5.3. Transport equation for energy

The solvability condition \((101)\) for \(j = 2\) and \(R_{\sigma 2}\) corresponding to \((99)\) gives a transport equation for the total energy. Its computation requires some algebra, and this is done in appendix \(F\). The result is

\[
\partial_{\psi t} \sum_{\sigma} 3 n_{\sigma} T_{\sigma} + \frac{1}{V} \partial_{\psi} \left\langle V' \left( \int B(u^2/2 + \mu B) \left( \sum_{\sigma} \frac{\tau_{\sigma}}{\lambda_{\sigma}} v_M \cdot \nabla_R \psi G_{\sigma 1}^{lw} \right) \right) \right\rangle_{\psi} + \frac{1}{B} \sum_{\sigma} \left( \hat{b} \times \nabla_R \varepsilon_{\sigma 1} \phi_{\sigma 1}^{lw} \right) \left( \nabla_R \psi F_{\sigma 1}^{lw} \right)_{\psi} = 0. \tag{108}
\]

Again, only the non-adiabatic piece of \(F_{\sigma 1}^{lw}\) contributes to energy transport.

5.4. Ambipolarity condition

In section 5.2 we have computed a transport equation, \((107)\), for the particle density of each species. This is a solvability condition of the Fokker–Planck equation to \(O(\varepsilon^2)\). But we must recall that the quasineutrality equation to lowest order, \((84)\), imposes the constraint

\[
\sum_{\sigma} Z_{\sigma} n_{\sigma}(\psi, t) = 0, \tag{109}
\]

for every \(\psi\) and \(t\). Hence,

\[
\partial_{\psi t} \sum_{\sigma} Z_{\sigma} n_{\sigma}(\psi, t) = 0 \tag{110}
\]
should also hold for every \( \psi \) and \( t \). The question is whether the density transport equations (107) automatically imply 

\[
\frac{\partial}{\partial t} \sum_{\sigma} Z_\sigma n_\sigma(\psi, t) \equiv 0 \quad \text{or, on the contrary, the vanishing of} \quad \frac{\partial}{\partial t} \sum_{\sigma} Z_\sigma n_\sigma(\psi, t),
\]

needed for consistency, yields an equation that sets new constraints on lower-order quantities. To find the answer we proceed to multiply equation (107) by \( Z_\sigma \) and sum over \( \sigma \). The last term vanishes due to momentum conservation by the collision operator (see (A.9)).

The contribution of the first term on the right side of (107) to \( \frac{\partial}{\partial t} \sum_{\sigma} Z_\sigma n_\sigma \) also vanishes, irrespective of the magnetic geometry, i.e.,

\[
\sum_{\sigma} Z_\sigma \left( \int B \left[ F_{a1}^W (\nabla R,; \iota; (\eta^W_{a1}) \times \hat{b}) \cdot \nabla R \psi \right] \psi \right) = 0.
\]

This was proven in [7, 51] and also in section 5.3 of [14]. As a consequence, we have

\[
\frac{\partial}{\partial t} \sum_{\sigma} Z_\sigma n_\sigma(\psi, t) + \sum_{\sigma} V^{-1} \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla R \psi \left( G_{a1}^W \right) \psi \cdot d(\mu, \theta) = 0.
\]

Of course, consistency with (109) enforces

\[
\sum_{\sigma} V^{-1} \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla R \psi \left( G_{a1}^W \right) \psi \cdot d(\mu, \theta) = 0.
\]

Regularity at \( \psi = 0 \) makes (113) equivalent to

\[
\sum_{\sigma} \left( \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla R \psi \left( G_{a1}^W \right) \psi \cdot d(\mu, \theta) \right) = 0,
\]

which is the standard neoclassical ambipolarity condition. This is the lowest-order piece of the equation

\[
(J \cdot \nabla R \psi) \psi = 0,
\]

determined by (73), is a linear combination of the gradients of the profiles at \( \psi \). Namely,

\[
G_{\sigma l}^{W} = \frac{\partial \psi \phi_{0} g_{\sigma} + \sum_{\gamma} \partial \psi \n_{\gamma} h_{\sigma \gamma} + \partial \psi T l_{\sigma}}{\partial \psi n_{\sigma}(\psi, t)}.
\]

for some phase-space functions \( g_{\sigma}, h_{\sigma \gamma}, l_{\sigma} \) that do not depend on the profile gradients and whose defining equations are given below, in equations (119), (120), and (121). In (116) the index \( \gamma \) runs over all species. Denote by \( N \) the number of different species. There are not \( N \) independent density gradients, but \( N - 1 \) due to the constraint \( \sum_{\sigma} Z_\sigma n_\sigma(\psi, t) = 0 \). For example, we can eliminate the gradient of the electron density, \( n_e \), by using

\[
\partial \psi n_e(\psi, t) = \sum_{\sigma \neq e} Z_\sigma \partial \psi n_\sigma(\psi, t).
\]

It is conceptually clearer to express \( G_{\sigma l}^{W} \) in terms of the \( N + 1 \) independent gradients,

\[
G_{\sigma l}^{W} = \frac{\partial \psi \phi_{0} g_{\sigma} + \sum_{\gamma \neq e} \partial \psi \n_{\gamma} h_{\sigma \gamma} + \partial \psi T l_{\sigma}}{\partial \psi n_{\sigma}(\psi, t)}.
\]

where \( h_{\sigma \gamma} := h_{\sigma \gamma} + Z_\gamma \tilde{h}_{\sigma \gamma} \) is defined only for \( \gamma \neq e \). From (73) and (118) we can easily find the equations that determine the coefficients of the gradients in (118),

\[
\left( \mu \hat{b} \cdot \nabla R - \mu \hat{b} \cdot \nabla R B \beta_{0} \right) g_{\sigma} + \frac{Z_\sigma}{T} v_M \cdot \nabla R \psi F_{\sigma 0}
\]

\[
= \sum_{\sigma} T_{\sigma,0}^{+} C_{\sigma \sigma} \left[ T_{\sigma,0}^{-1} g_{\sigma}, T_{\sigma,0}^{-1} F_{\sigma 0} \right]
\]

\[
+ \sum_{\sigma} \frac{\lambda_\sigma}{\lambda_0} T_{\sigma,0}^{+} C_{\sigma \sigma} \left[ T_{\sigma,0}^{-1} F_{\sigma 0}, T_{\sigma,0}^{-1} g_{\sigma} \right],
\]

and

\[
\left( \mu \hat{b} \cdot \nabla R - \mu \hat{b} \cdot \nabla R B \beta_{0} \right) h_{\sigma \gamma}
\]

\[
+ \frac{1}{n_{\sigma}} \left( \partial \sigma \gamma + Z_{\gamma} \partial \sigma e \right) v_M \cdot \nabla R \psi F_{\sigma 0}
\]

\[
= \sum_{\sigma} T_{\sigma,0}^{+} C_{\sigma \sigma} \left[ T_{\sigma,0}^{-1} h_{\sigma \gamma}, T_{\sigma,0}^{-1} F_{\sigma 0} \right]
\]

\[
+ \sum_{\sigma} \frac{\lambda_\sigma}{\lambda_0} T_{\sigma,0}^{+} C_{\sigma \sigma} \left[ T_{\sigma,0}^{-1} F_{\sigma 0}, T_{\sigma,0}^{-1} h_{\sigma \gamma} \right],
\]

Equations (119), (120) and (121) have a kernel (see section 4). In order to choose particular solutions \( g_{\sigma}, h_{\sigma \gamma} \) and \( l_{\sigma} \), we
impose
\[
\left( \int B_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} = 0 \quad \text{for every } \sigma, \tag{122}
\]
\[
\left( \sum_\sigma \frac{1}{\lambda_\sigma} \int B \left( u^2/2 + \mu B \right) g_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} = 0;
\]
\[
\left( \int B h_{\sigma \gamma} \, du \, d\mu \, d\theta \right)_{\psi} = 0 \quad \text{for every } \sigma, \gamma, \tag{123}
\]
\[
\left( \sum_\sigma \frac{1}{\lambda_\sigma} \int B \left( u^2/2 + \mu B \right) h_{\sigma \gamma} \, du \, d\mu \, d\theta \right)_{\psi} = 0 \quad \text{for every } \gamma; \tag{124}
\]
and
\[
\left( \sum_\sigma \frac{1}{\lambda_\sigma} \int B \left( u^2/2 + \mu B \right) I_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} = 0. \tag{125}
\]

Other conditions are possible, but the radial current (114) will not depend on the conditions chosen to fix the solutions of (119), (120) and (121).

Now, let us write the ambipolarity condition (114) in terms of \( g_{\sigma}, h_{\sigma \gamma} \) and \( I_{\sigma} \):
\[
\partial_\psi \psi_0 \sum_\sigma \left( \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla_R \psi \, g_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} + \sum_{\gamma \neq \epsilon} \partial_\psi \theta_\gamma \left( \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla_R \psi \, h_{\sigma \gamma} \, du \, d\mu \, d\theta \right)_{\psi} + \partial_\psi T \left( \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla_R \psi \, I_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} = 0. \tag{126}
\]

We call the system \textit{intrinsically ambipolar} if all of the coefficients of the \( N+1 \) independent gradients in (125) vanish. That is, if
\[
\sum_\sigma \left( \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla_R \psi \, g_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} = 0, \tag{126}
\]
\[
\sum_\sigma \left( \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla_R \psi \, h_{\sigma \gamma} \, du \, d\mu \, d\theta \right)_{\psi} = 0, \tag{127}
\]
for every \( \gamma \neq \epsilon \), and
\[
\sum_\sigma \left( \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla_R \psi \, I_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} = 0. \tag{128}
\]

This is another way of saying that an intrinsically ambipolar system is one for which (114) is an identity, i.e. it is satisfied for every value of the electrostatic potential, density, and temperature gradients. Now, we want to derive necessary and sufficient conditions for intrinsically ambipolar magnetic configurations. We assume that \((\nabla_R \times \mathbf{B}) \cdot \nabla_R \psi = 0\).

First, we try to find necessary conditions for intrinsically ambipolarity. The functions \( g_{\sigma} \) satisfy (119). Define \( \tilde{g}_{\sigma} := g_{\sigma} / F_{\sigma 0} \). Multiply (119) by \( Z_u^{-1} \lambda_u^{-1} B \tilde{g}_{\sigma} \), integrate over \( u, \mu, \theta \), take flux-surface average, and sum over \( \sigma \) to find
\[
\frac{1}{T} \left( \sum_\sigma \frac{1}{\lambda_\sigma} \int B v_M \cdot \nabla_R \psi \, g_{\sigma} \, du \, d\mu \, d\theta \right)_{\psi} = \left( \sum_\sigma \tau_\sigma \int B \lambda_u^{-1} \tilde{g}_{\sigma} \sum_\sigma \tilde{C}_{\sigma \sigma'} \left[ \tilde{g}_{\sigma}, \tilde{g}_{\sigma'} \right] \, du \, d\mu \, d\theta \right)_{\psi}. \tag{129}
\]

where
\[
\tilde{C}_{\sigma \sigma'} \left[ \tilde{g}_{\sigma}, \tilde{g}_{\sigma'} \right] = T_{\sigma,0} C_{\sigma \sigma'} \left[ \lambda_{\sigma}^{-1} T_{\sigma,0}^{-1} \tilde{g}_{\sigma}, T_{\sigma,0}^{-1} F_{\sigma 0} \right] + T_{\sigma,0} C_{\sigma \sigma'} \left[ T_{\sigma,0}^{-1} F_{\sigma 0}, \lambda_{\sigma}^{-1} T_{\sigma,0}^{-1} \tilde{g}_{\sigma} \right]. \tag{130}
\]
By hypothesis the system is intrinsically ambipolar, so (126) holds. Thus,
\[
\left( \sum_\sigma \tau_\sigma \int B \lambda_u^{-1} \tilde{g}_{\sigma} \sum_\sigma \tilde{C}_{\sigma \sigma'} \left[ \tilde{g}_{\sigma}, \tilde{g}_{\sigma'} \right] \, du \, d\mu \, d\theta \right)_{\psi} = 0. \tag{131}
\]

Recasting (A.7) and (A.8) into non-dimensionalized variables, one readily confirms that (131) implies
\[
g_{\sigma} = \alpha_{0,\sigma} F_{\sigma 0} + \alpha_1 Z_\sigma u F_{\sigma 0} + \alpha_2 \sigma \left( u^2/2 + \mu B \right) F_{\sigma 0}, \tag{132}
\]
where \( \alpha_{0,\sigma}, \alpha_1, \alpha_2 \) are, in principle, arbitrary functions of \( R \). Conditions (122) only give \( \langle \alpha_{0,\sigma} \psi \rangle \equiv 0 \) for every \( \sigma \), and \( \langle \alpha_2 \psi \rangle \equiv 0 \).

Imposing that \( g_{\sigma}, \) i.e. the right side of (132), satisfies (119), we get
\[
u_b \cdot \nabla_R \alpha_{0,\sigma} + Z_\sigma \left( \nu_b \cdot \nabla_R - \mu \hat{b} \cdot \nabla_R \partial_\mu \right) (\alpha_{1,\sigma}) \tag{133}
\]
\[
+ \lambda_{\sigma} \left( u^2/2 + \mu B \right) \hat{b} \cdot \nabla_R \alpha_{2} + \frac{Z_\sigma}{T} v_M \cdot \nabla_R \psi = 0. \tag{134}
\]
This equation must hold for every \( u \) and \( \mu \). Setting \( \mu = 0 \), the terms linear in \( u \) give \( \hat{b} \cdot \nabla_R \alpha_{2,\sigma} \equiv 0 \) and the terms cubic in \( u \) give \( \hat{b} \cdot \nabla_R \alpha_{2} \equiv 0 \). Therefore, we are left with
\[
\nu_b \cdot \nabla_R \alpha_{0,\sigma} + Z_\sigma \left( \nu_b \cdot \nabla_R - \mu \hat{b} \cdot \nabla_R \partial_\mu \right) (\alpha_{1,\sigma}) + \frac{1}{T} v_M \cdot \nabla_R \psi = 0. \tag{134}
\]

Observe that if \( B \) satisfies \((\nabla_R \times B) \cdot \nabla_R \psi = 0\), then
\[
v_M \cdot \nabla_R \psi = \frac{u^2 + \mu B}{B^2} (\hat{b} \times \nabla_R B) \cdot \nabla_R \psi. \tag{135}
\]

Hence, (134) is recast into
\[
u_b \cdot \nabla_R \alpha_{1} - \alpha_1 \mu \hat{b} \cdot \nabla_R B \tag{136}
\]
\[
+ \frac{1}{T} \frac{u^2 + \mu B}{B^2} (\hat{b} \times \nabla_R B) \cdot \nabla_R \psi = 0. \tag{136}
\]
Again, this identity must hold for every value of \( u \) and \( \mu \). If \( \mu = 0 \), then
\[
\frac{1}{T} \frac{1}{B} (\hat{b} \times \nabla_R B) \cdot \nabla_R \psi = -\hat{b} \cdot \nabla_R \alpha_{1}. \tag{137}
\]
If \( u = 0 \), then
\[
\frac{1}{T} \frac{1}{B} \left( \hat{b} \times \nabla_R B \right) \cdot \nabla_R \psi = \alpha_1 \hat{b} \cdot \nabla_R B. \tag{138}
\]
Subtracting the last two equations one finds \( \hat{b} \cdot \nabla_R (B \alpha_1) = 0 \), and consequently we can write
\[
B \alpha_1 = -\frac{\chi}{T} \tag{139}
\]
for some flux function \( \chi (\psi) \). Employing (139) in (138) we get a condition that is expressed solely in terms of the magnetic field:
\[
\left( \hat{b} \times \nabla_R \psi \right) \cdot \nabla_R B = \chi (\psi) \hat{b} \cdot \nabla_R B. \tag{140}
\]
A magnetic field satisfying (140) for some flux function \( \chi \) is called \textit{quasisymmetric}. Note that in order to get this necessary condition we have not employed either (127) or (128).

Now, let us show that quasisymmetry, (140), is a sufficient condition for intrinsic ambipolarity. The essential point is to note that in a quasisymmetric system with \( \nabla_R \times \nabla_R \psi = 0 \), the radial magnetic drift can be written as
\[
v_M \cdot \nabla_R \psi = \chi (\psi) \left( \mu \hat{b} \cdot \nabla_R - \mu \hat{b} \cdot \nabla_R B \partial_{\psi} \right) \frac{u}{B}. \tag{141}
\]
We have to prove that (126), (127), and (128) are satisfied. Take (126). Using (141) and integration by parts,
\[
\sum_{\sigma} \left( \frac{1}{\lambda_{\sigma}} \int B v_M \cdot \nabla_R \psi \, g_\sigma \, du \, d\mu \, d\theta \right)_\psi = -\chi (\psi) \sum_{\sigma} \left( \frac{1}{\lambda_{\sigma}} \int \left( \sum_{\sigma'} T_{\sigma,0}^{+} C_{\sigma,0} \left[ T_{\sigma,0}^{-1} g_\sigma, T_{\sigma,0}^{-1} F_{\sigma,0} \right] \right) \, du \, d\mu \, d\theta \right)_\psi. \tag{142}
\]
Recall that \( g_\sigma \) satisfies (119). Using equation (119) in (142), one sees that the last term on the left side of (119) does not contribute because it is even in \( u \). The contribution of the right side of (119) gives
\[
\sum_{\sigma} \left( \frac{1}{\lambda_{\sigma}} \int B v_M \cdot \nabla_R \psi \, g_\sigma \, du \, d\mu \, d\theta \right)_\psi = -\chi (\psi) \sum_{\sigma} \left( \frac{1}{\lambda_{\sigma}} \int \left( \sum_{\sigma'} T_{\sigma,0}^{+} C_{\sigma,0} \left[ T_{\sigma,0}^{-1} g_\sigma, T_{\sigma,0}^{-1} F_{\sigma,0} \right] \right) \, du \, d\mu \, d\theta \right)_\psi + \left( \frac{Z_{\sigma} e}{T_{\sigma}} \partial_{\psi} \varphi_0 + \sum_{\lambda_{\sigma}} \right) v_M \cdot \nabla_R \psi F_{0,0} = C_{\sigma}^{\psi}[G_{\sigma}], \tag{143}
\]
which is zero due to the fact that the collision operator conserves total momentum (see (A.9)). Analogous steps lead to (127) and (128).

To summarize, a magnetic configuration with \( \nabla_R \times B \) \( \cdot \nabla_R \psi = 0 \) is intrinsically ambipolar if and only if it is quasisymmetric. If the stellarator is not quasisymmetric, \( \varphi_0 \) can be found from neoclassical theory. That is, from (114) and (73). However, if the stellarator is quasisymmetric, the ambipolarity condition (114) is identically satisfied to lowest order. The determination of \( \varphi_0 \) is not a neoclassical problem anymore, and one has to include both turbulent and neoclassical terms. As explained in [11] for the tokamak, a moment approach gives \( \varphi_0 \) if the second-order pieces of the distribution function and turbulent electrostatic potential are known. This is why the full second-order gyrokinetic equations are required. The long-wavelength component of the second-order Fokker–Planck and quasineutrality equations have to be solved to calculate \( \varphi_0 \). The short-wavelength component of the equations to second-order are also needed, and these will be given elsewhere.

7. Violations of intrinsic ambipolarity due to unavoidable deviations from quasisymmetry

We have seen that for a non-quasisymmetric stellarator the long-wavelength radial electric field is neoclassical, and therefore determined by equations (73) and (114). For a quasisymmetric stellarator the long-wavelength radial electric field is undetermined to this order, and the higher-order pieces given by equations (79) and (86) will be necessary to calculate it. Our final objective is to give in the future a model valid for both types of stellarators. Garren and Boozer proved in [4] that, except for the axisymmetric case, no toroidal quasisymmetric magnetic field exists. Therefore, it is important to understand how certain important quantities such as \( < J \cdot \nabla_R \psi > \) respond to the unavoidable deviation of the magnetic field from quasisymmetry.

Having finished our asymptotic expansions, we restore dimensionful variables. We find it appropriate for this section, and especially for the discussion in section 7.1. We omit the gyrophase because we only deal with gyrophase-independent functions. Then, we write the flux-surface average of the radial electric current as
\[
\langle J \cdot \nabla_R \psi \rangle_\psi = 2\pi \left( \sum_{\sigma} Z_{\sigma} e \int B v_M,0 \cdot \nabla_R \psi G_{\sigma,1} \, du \, d\mu \right)_\psi, \tag{144}
\]
where we have simplified the notation by dropping the integration limits, the superindex lw on \( G_{\sigma,1} \), and some arguments of the functions in the integrand. The function \( G_{\sigma,1} \) is the non-adiabatic piece of the distribution function, \( G_{\sigma,1} = F_{\sigma,1} + (Z_{\sigma} \psi_0 / T_{\sigma}) F_{0,0} \), and satisfies
\[
\left( \mu \hat{b} \cdot \nabla_R - \mu \hat{b} \cdot \nabla_R B \partial_{\psi} \right) G_{\sigma,1} + \left( \frac{Z_{\sigma} e}{T_{\sigma}} \partial_{\psi} \varphi_0 + \sum_{\lambda_{\sigma}} \right) v_M,0 \cdot \nabla_R \psi F_{0,0} = C_{\sigma}^{\psi}[G_{\sigma,1}], \tag{145}
\]
with \( C_{\sigma}^{\psi}[G_{\sigma,1}] \) the linearized collision operator,
\[
C_{\sigma}^{\psi}[G_{\sigma,1}] := \sum_{\sigma'} \left( T_{\sigma,0}^{+} C_{\sigma,0} \left[ T_{\sigma,0}^{-1} G_{\sigma,1}, T_{\sigma,0}^{-1} F_{\sigma,0} \right] \right. + \left. T_{\sigma,0}^{+} C_{\sigma,0} \left[ T_{\sigma,0}^{-1} F_{0,0}, T_{\sigma,0}^{-1} G_{\sigma,1} \right] \right), \tag{146}
\]
\[
\sum_{\sigma} \left( \frac{m_{\sigma}}{T_{\sigma}} \frac{u^2}{2} + \mu \hat{b} \right) \partial_{\psi} T_{\sigma} = \sum_{\sigma} \left( \frac{m_{\sigma}}{T_{\sigma}} \frac{u^2}{2} + \mu \hat{b} \right) \partial_{\psi} T_{\sigma}, \tag{147}
\]
and
\[ F_{\sigma 0}(R, u, \mu) = n_\sigma \left( \frac{m_\pi}{2\pi T_\sigma} \right)^{3/2} \exp \left( -\frac{m_\pi (u^2/2 + \mu B)}{T_\sigma} \right). \] (148)

Recall that \( n_\sigma \) and \( T_\sigma \) depend only on \( \psi \) and that \( T_\sigma = T_\sigma \) for every pair \( \sigma, \sigma' \). We stress that in dimensionful coordinates \( F_\sigma = F_{\sigma 0} + O(\epsilon_3^2 F_{\sigma 0}) \). Finally, the magnetic drift velocity can be written as
\[ v_{M,\sigma} = \frac{1}{\Omega_\sigma} \hat{b} \times (u^2 \kappa + \mu \nabla_R B). \] (149)

Let us be more concrete about our aim. Assume that our magnetic field can be written as \( B = B_0 + \alpha B_1 \), where \( B_0 \) is quasisymmetric and \( \alpha \) is small. We want to expand (144) in powers of \( \alpha \) and show that
\[ \langle J \cdot \nabla_R \psi \rangle = O(\alpha^2). \] (150)

We will see that as soon as we employ the appropriate mathematical language, the proof will become very easy.

For an arbitrary stellarator magnetic field that satisfies \( \nabla_R \psi \equiv 0 \) (a magnetohydrodynamic equilibrium is a particular case), there exist Boozer coordinates \([52], [\psi, \Theta, \zeta]\), in which
\[ B = -\hat{\eta} \nabla_R \psi + \frac{1}{2\pi} \hat{V} \times \nabla_R \Theta + \frac{\hat{\psi}}{2\pi} \nabla_R \zeta \] (151)
and
\[ B = \frac{\psi'(\psi)}{2\pi} \nabla_R \zeta \times \nabla_R \psi + \frac{\psi'(\psi)}{2\pi} \nabla_R \psi \times \nabla_R \Theta. \] (152)

Here, \( \hat{\psi} \) denotes differentiation with respect to \( \psi \), \( \hat{\psi} \) is the toroidal flux, \( \hat{\psi} \) is the poloidal flux, and \( \hat{\eta}(\psi, \Theta, \zeta) \) is a singly-valued function. The metric determinant can be expressed in terms of the magnitude of the magnetic field,
\[ \sqrt{g} = \frac{V'(B^2)\psi}{4\pi B^2} \] (153)
and the derivative along the magnetic field reads
\[ \hat{b} \cdot \nabla_R = \frac{2\pi \hat{V} B}{(B^2)\psi} \hat{V}(\partial_\Theta + \partial_\zeta), \] (154)
where \( \hat{V}(\psi) = \frac{\psi'(\psi)}{\psi} \) is the rotational transform. As for the radial component of the magnetic drift,
\[ v_{M,\sigma} := v_{M,\sigma} \cdot \nabla_R \psi = \frac{2\pi m_\pi c (u^2 + \mu B)}{Z_\sigma e \hat{V}'(B^2)\psi B} (I \partial - J \partial_B), \] (155)
where \( (\nabla_R \times B) \cdot \nabla_R \psi \equiv 0 \) has been used. Therefore,
\[ \langle J \cdot \nabla_R \psi \rangle \psi = \sum_{\sigma} \frac{m_\pi c}{V'} \hat{V} \int d\Theta d\zeta \int \frac{u^2 + \mu B}{B^2} (I \partial_B - J \partial_B) G_{\sigma 1} du d\mu, \] (156)
where \( \hat{\psi} \) denotes an integral over \([0, 2\pi]\) in the angular variables. Equations (145), (154), (155), (156), and the fact that the kernel of the collision operator in drift-kinetic coordinates depends on the magnetic field only through \( B \) (see appendix G) means that the function \( B(\psi, \Theta, \zeta) \) contains all the magnetic geometry information that is needed for the drift-kinetic equation and for \( \langle J \cdot \nabla_R \psi \rangle \psi \). Put in different words, take two different stellarators and find Boozer coordinates for each of them. Then, formally, (145) and (156) differ for these devices, at most, in the function \( B(\psi, \Theta, \zeta) \).

Now, we need to recall another way of characterizing quasisymmetric systems. In [1] it was shown that a magnetic field satisfies (140) if and only if, in Boozer coordinates \((\psi, \Theta, \zeta)\), the modulus of the magnetic field depends only on a single helicity, say \( B \equiv B(\psi, M\Theta - N\zeta) \) for some pair \((M, N)\). Actually, equilibrium conditions near the magnetic axis enforce \( M = 1 \) [15].

Thus, the result by Garren and Boozer [4] means that our stellarator magnetic field, once recast in Boozer coordinates, has a modulus that at best can be written as \( B(\psi, \Theta, \zeta) = B_0(\psi, \Theta - N\zeta) + B_1(\psi, \Theta, \zeta) \), with small \( \alpha \). The perturbation \( B_1 \) does not contain the helicity \( \Theta - N\zeta \).

Without loss of generality, we can take \( B_0 \) quasi-axisymmetric, \( \partial_B \equiv 0 \), which corresponds to \( N = 0 \). Since \( B_1 \) does not contain the helicity of \( B_0 \), then
\[ \int B_1(\psi, \Theta, \zeta) d\zeta = 0. \] (157)

We are ready to prove (150). The \( O(\alpha^0) \) terms of (156) vanish due to quasisymmetry. The \( O(\alpha) \) terms, \( \langle J \cdot \nabla_R \psi \rangle^{(1)} \), are
\[ \langle J \cdot \nabla_R \psi \rangle^{(1)} = -\sum_{\sigma} \frac{m_\pi c}{V'} \hat{V} \int d\Theta d\zeta \int \frac{u^2 + \mu B_0}{B_0^2} J \partial_B G_{\sigma 1}^{(1)} du d\mu \]
\[ + \sum_{\sigma} \frac{m_\pi c}{V'} \hat{V} \int d\Theta d\zeta \int \left[ \frac{2u^2 + \mu B_0}{B_0^3} (I \partial_B - J \partial_B) \right] G_{\sigma 0}^{(0)} du d\mu. \] (158)

Here,
\[ G_{\sigma 1} := G_{\sigma 0}^{(0)} + \alpha G_{\sigma 1}^{(1)} + O(\alpha^2), \] (159)
where the coefficients are determined by the equations
\[ \left( u \hat{b} \cdot \nabla_R - \mu \hat{b} \cdot \nabla_R B \partial_B \right)^{(0)} G_{\sigma 1}^{(0)} \]
\[ + \left( \frac{Z_\sigma e}{T_\sigma} \partial_\Theta + \nabla_\sigma \right) (v_{M,\sigma} \cdot \nabla_R \psi)^{(0)} F_{\sigma 0}^{(0)} \]
\[ = C_{\sigma 0}^{(0)} [G_{\sigma 0}^{(0)}], \] (160)
4 If \( B \) is helically symmetric, \( N \neq 0 \), then one can define \( \phi := \Theta - N\zeta \). The coordinates \( \phi, \zeta \) are Boozer angles and in terms of them the problem reduces to the quasi-axisymmetric case.
(\mathbf{u} \cdot \nabla R - \mu \mathbf{b} \cdot \nabla R \mathbb{B}_T)^{(0)} \, G_{\sigma}^{(1)}(\mathbf{b} \cdot \nabla R)^{(1)} + \sum_{\alpha} \sum_{\beta} \sum_{\gamma} \sum_{\delta} \int \frac{d^4 \xi}{|c_0^2|} \mathbf{g}(\psi, \Theta, \xi) \mathbb{G}_\sigma^{(1)}[\mathbf{V}_0 | R \mathbb{B}_T | G_{\sigma}^{(0)}] 
abla R \psi |_0 = \mathbf{C}_{\sigma}^{(1)}[G_{\sigma}^{(0)}] + C_{\sigma}^{(0)}[G_{\sigma}^{(1)}]. \tag{161}

Obviously,
\begin{align}
\nabla \cdot \nabla R |_0 &= \frac{2 \pi \Psi \mathbb{B}_0}{(B^2)_0 V} (\delta_\phi + \delta_\kappa), \\
\nabla \cdot \nabla R |^{(1)} &= \frac{2 \pi \Psi \mathbb{B}_0}{(B^2)_0 V} (\delta_\phi + \delta_\kappa), \\
(\mathbf{b} \cdot \nabla R)^{(1)} &= \frac{2 \pi \Psi \mathbb{B}_0}{(B^2)_0 V} \mathbf{b}_\psi, \\
(\mathbf{b} \cdot \nabla R)^{(1)} &= \frac{2 \pi \Psi \mathbb{B}_0}{(B^2)_0 V} \left[ B_1 (3 \delta_\phi + \delta_\kappa) B_0 + B_0 (3 \delta_\phi + \delta_\kappa) B_1 \right], \tag{165}
\end{align}

etc. In appendix G we have computed explicitly the form of the Fokker–Planck collision operator in coordinates (\(R, u, L, \mu_l \)). \(T_{\omega_0} \equiv T_{\omega_0}(\psi, V , \psi')\), and we make it clear that the kernel depends on the magnetic geometry only via the magnitude of \(B\). We will not give fully explicit expressions for the pieces of the linearized operator, \(C_{\sigma}^{(1)}[G_{\sigma}^{(0)}] \) and \(C_{\sigma}^{(0)}[G_{\sigma}^{(1)}] \), because they are cumbersome and we will not exploit them at all. Equations (14.12), (14.13), and (14.14) are enough to realize that \(C_{\sigma}^{(1)}[G_{\sigma}^{(0)}] \) is linear in \(B_1 \) and that the kernel defining the piece \(C_{\sigma}^{(0)}[G_{\sigma}^{(1)}] \) does not depend on \(\psi \). Finally, from (160) and (161), one immediately notes that
\begin{equation}
\partial_\kappa G_{\sigma}^{(0)} = 0 \tag{166}
\end{equation}
and
\begin{equation}
\int_{0}^{2 \pi} G_{\sigma}^{(1)} d \xi = 0. \tag{167}
\end{equation}
Hence, we infer that every term on the right-hand side of (158) is of the form
\begin{equation}
\int f(\psi, \Theta, \xi) g(\psi, \Theta, \xi) d \Theta d \xi, \tag{168}
\end{equation}
where
\begin{equation}
\int_{0}^{2 \pi} g(\psi, \Theta, \xi) d \Theta = 0. \tag{169}
\end{equation}
Then, the result \(\langle J \cdot \nabla R \psi \rangle^{(1)} \) follows. The terms \(O(\alpha^2)\) do not vanish, in general, so \(\langle J \cdot \nabla R \psi \rangle \sim O(\alpha^2)\) as far as the lowest-order neoclassical terms are concerned. This result was obtained in a short mean-free path plasma, employing fluid equations, in [5]. Unsurprisingly, flow damping due to small magnetic ripple in tokamaks also follows this scaling (see, for example, [53]).

Therefore, for small deviations from quasisymmetry, the flux-surface-averaged radial current can be written as
\begin{equation}
\langle J \cdot \nabla R \psi \rangle = \left( \epsilon_s \alpha^2 A + \epsilon_s^3 C \right) e_n c_i e_s |\nabla R \psi |_0 + O(\epsilon_c^2 e_n c_i |\nabla R \psi |_0), \tag{170}
\end{equation}
where \(A \) and \(C \) are \(O(1)\), and \(|\nabla R \psi |_0 \) is a characteristic value of \(|\nabla \psi |\). The coefficient \(A \) is determined from neoclassical theory, whereas \(C \) has neoclassical and turbulent contributions. Note that the dependence of (170) on \(\alpha \) has been inferred in this section and the dependence on \(\epsilon_s \) is an immediate consequence of the results of previous ones: the fact that the lowest-order neoclassical contribution is \(O(\epsilon_s^2)\) may be understood from inspection of (144). In addition, when we derived the lowest-order flux-surface-averaged radial current, we deduced that turbulence does not contribute to it; that is, we proved that to \(O(\epsilon_s^2)\) the quantity \(\langle J \cdot \nabla R \psi \rangle \) is exactly given by the right-hand side of (144). Hence, turbulent contributions can only enter to \(O(\epsilon_s^2)\) or higher.

It is clear that if \(\alpha > \epsilon_s^2/2\), then the long-wavelength radial electric field is set neoclassically. Finally, if the magnetic field possesses stellarator symmetry, \(\epsilon_s^2 C \) in (170) has to be replaced by \(\epsilon_s^3 C \) [54], and therefore \(\psi_0 \) is neoclassical when \(\alpha > \epsilon_s \).

The criterion for rotation, however, does not depend on the existence or not of stellarator symmetry: the stellarator is able to rotate to high speeds if \(\alpha < \epsilon_s^2/2 \). Consider the total momentum conservation equation,
\begin{equation}
\dot{\psi}_m (n m_i V_i) = -\nabla \cdot \left[ G^{\perp} + p_s (1/3 - \hat{b} b) + p_i \hat{b} \hat{b} \right] + 1/c \, J \times B. \tag{171}
\end{equation}
where \(V_i \) is the ion flow, \(p_s \perp \) and \(p_s || \) are the total perpendicular and parallel pressures, and \(G^{\perp} \) contains the turbulent contributions to the ion stress tensor. Electron inertial terms and turbulent terms corresponding to electrons are small in a \(\sqrt{m_e/m_i} < 1 \) expansion and have been neglected. As in [1], we will employ a solenoidal vector field \(S \) of the form
\begin{equation}
S = -c b \times \nabla \psi + \xi B. \tag{172}
\end{equation}
The function \(\xi(\psi, \Theta, \xi)\) is determined by imposing \(\nabla \psi \cdot S = 0\). This equation can be solved if \(\nabla \psi \times B \cdot \psi = 0\). Taking the scalar product of (171) with \(S \) gives, in steady state,
\begin{equation}
\langle J \cdot \nabla R \psi \rangle = \Lambda^{\text{neo}} + \Lambda^{\text{lb}}, \tag{173}
\end{equation}
where
\begin{equation}
\Lambda^{\text{neo}} = \left( (p_s \perp - p_s ||) (I/3 - \hat{b} \hat{b}) : \nabla \psi S \right), \tag{174}
\end{equation}
and
\begin{equation}
\Lambda^{\text{lb}} = \frac{1}{V_i} \partial_\psi \left( V_i S : G^{\perp} : \nabla \psi - \nabla \psi : G^{\perp} : \nabla \psi S \right). \tag{175}
\end{equation}
If \(\alpha \) is sufficiently large, \(\langle J \cdot \nabla R \psi \rangle \sim \Lambda^{\text{neo}} \) and \(\Lambda^{\text{lb}} \) can be neglected. Then, the radial electric field is set by the neoclassical ambipolarity condition and the resulting flow is subsonic. Hence, in order to have sonic flows we need \(\langle J \cdot \nabla R \psi \rangle \sim \Lambda^{\text{lb}} \). Recall the transport time scale \(\tau_E = \epsilon_s^{-2} L/c \) defined in section 2.1. Assuming that the transport of momentum satisfies
\begin{equation}
\Lambda^{\text{lb}} \sim \frac{c n m_i V_i |\nabla \psi |}{\tau_E B}, \tag{176}
\end{equation}
we have that \( V_i \sim v_i \) requires \( (\mathbf{J} \cdot \nabla R \psi) \psi \sim \epsilon^2 e_n \alpha c_i |\nabla_r \psi|_0 \). Since
\[
\Lambda^{\text{neo}} \sim \epsilon^2 e_n \alpha c_i |\nabla_r \psi|_0,
\]
we need \( \alpha < \epsilon^{1/2} \). It is true that \( \Lambda^{\text{wh}} \sim \epsilon^4 e_n \alpha c_i |\nabla R \psi|_0 \) in a stellarator symmetric device, and the consequence of this is that the intrinsic rotation will be subsonic. To get sonic rotation, we need external sources of momentum such as neutral beams or radio frequency momentum injection.

### 7.1. Breakdown of the expansion

One might expect that our expansion in integer powers of \( \alpha \), and hence the scaling of the radial current with \( \alpha^2 \), break down in certain circumstances (even if \( \alpha \ll 1 \)) because of the usual notion that helically trapped particles give transport that scales with a fractional power of the depth of the magnetic wells (see, for example, [1]). In what follows, we discuss the validity of the expansion in integer powers of \( \alpha \).

In equation (145), consider the factor \( \hat{b} \cdot \nabla R \) in the parallel streaming operator. As long as \( \alpha (\hat{b} \cdot \nabla R)^{(0)} B_1 \ll (\hat{b} \cdot \nabla R)^{(0)} B_0 \), our expansion can be carried out for any value of the collisionality. However, if
\[
\alpha (\hat{b} \cdot \nabla R)^{(0)} B_1 \sim (\hat{b} \cdot \nabla R)^{(0)} B_0 \tag{178}
\]
somewhere, then we cannot guarantee that the expansion correctly describes the behavior of particles in the whole phase space. The gradients in (178) can be comparable in two qualitatively different situations that we treat separately (see figure 1). First, equation (178) holds near points where \( (\hat{b} \cdot \nabla R)^{(0)} B_0 = 0 \), and this is related to almost trapped, barely trapped, and deeply trapped particles in the magnetic field \( B_0 \). There always exist points like these ones, and we deal with them later on.

Second, in generic points where \( (\hat{b} \cdot \nabla R)^{(0)} B_0 \sim B_0 L^{-1} \), condition (178) is met if and only if
\[
\frac{l}{L} \sim \alpha, \tag{179}
\]
where \( L \) is the characteristic length of variation of \( B_0 \) and \( l \) that of \( B_1 \). Then, the perturbation \( \alpha B_1 \) can create new magnetic wells of typical width \( l \). Given \( \alpha \), (179) is satisfied only if the helicity of the perturbation \( B_1 \) is large enough. Particles trapped in the new helical wells may seem the main contribution to the breaking of quasisymmetry (see [1]), but in most cases the large gradients \( \alpha \nabla R B_1 \sim \nabla R B_0 \) will not be exclusively parallel to the magnetic field. Typically, \( \nabla R B_1 \) will modify \( v_{\psi,\sigma} \) enough to make \( \alpha v_{\psi,\sigma}^{(1)} \sim v_{\psi,\sigma}^{(0)} \). The problem is that, if this is the case, one cannot derive a scaling with \( \alpha \) for the distribution function outside the wells. Consequently, one cannot find out whether helically trapped particles dominate transport, and no scaling for the radial electric current can be derived either.

As a result, our expansion is only valid for
\[
\frac{l}{L} \gg \alpha. \tag{180}
\]

If large helicity perturbations are unavoidable, then to get close to quasisymmetry the design should make the large gradients \( \alpha \nabla R B_1 \) aligned in such a way that \( \alpha v_{\psi,\sigma}^{(1)} \ll v_{\psi,\sigma}^{(0)} \). Let us assume that (180) is satisfied and hence no new magnetic wells are created. Then, \( \alpha (\hat{b} \cdot \nabla R)^{(0)} B_1 \sim (\hat{b} \cdot \nabla R)^{(0)} B_0 \) can only be satisfied in the vicinity of points where \( (\hat{b} \cdot \nabla R)^{(0)} B_0 = 0 \); points like \( \Theta_0 \) in figures 1 and 2. The trajectories that may qualitatively change with the perturbation \( \alpha B_1 \) are the ones close to the black, thick line in figure 2 (top). Those are the trajectories of particles that are almost trapped or barely trapped in \( B_0 \). For example, as is clearly seen in figure 1...
and in figure 2 (bottom), a particle that was passing in the quasismysymetric field can become trapped in a large magnetic well because \( B = B_0 + \alpha B_1 \) at \( \Theta_0 \) is larger than \( B_0 \). These particles are not necessarily trapped in the wells created by \( B_0 \), and in general will be trapped in large wells that extend several of the wells due to \( B_0 \). The trajectory shown in figure 1, for example, spans at least two of the wells created by \( B_0 \). We proceed to find the scaling of the radial current due to these barely trapped or almost trapped particles.

First, let us determine the size (in parallel velocity) of the region of phase space that we are interested in. In the vicinity of \( \Theta_0 \),

\[
B_0 = B_0(\Theta_0) + \frac{1}{2} \alpha^2 B_0(\Theta_0)(\Theta - \Theta_0)^2. \tag{181}
\]

After adding the perturbation \( \alpha B_1 \) we get, in that region,

\[
B = B_0(\Theta_0) + \frac{1}{2} \alpha^2 B_0(\Theta_0)(\Theta - \Theta_0)^2 + \alpha B_1(\Theta_0) + \sigma \partial_\sigma B_1(\Theta_0)(\Theta - \Theta_0)^2
\]

\[
= B_0(\Theta_0) + \frac{1}{2} \alpha^2 B_0(\Theta_0)(\Theta - \Theta_0) + \frac{\partial_\sigma B_1(\Theta_0)}{\partial_\sigma B_0(\Theta_0)} \left( \Theta - \Theta_0 \right) \left( \Theta - \Theta_0 + \frac{\partial_\sigma B_1(\Theta_0)}{\partial_\sigma B_0(\Theta_0)} \right)^2 \tag{182}
\]

The perturbation \( \alpha B_1 \) moves the maximum of \( B \) a distance \( O(\alpha) \) in \( \Theta \) and it modifies the maximum value of \( B \), \( B_0(\Theta_0) \), by a quantity of \( O(\alpha). \) Denote by \( v_{||} \) the parallel velocity viewed as a function of the kinetic energy \( \varepsilon = u^2/2 + \mu B(R) \), the magnetic moment \( \mu \), and the position in space \( R \), \( v_{||} = \sqrt{2(\varepsilon - \mu B(R))} \). Due to these changes, the parallel velocity \( v_{||} \) of a barely trapped or almost trapped particle differs by a quantity of \( O(v_{||}) \) from the velocity \( v_{||0} \) obtained at the same location \( \Theta \) for the quasismysymetric magnetic field \( B_0 \). The expansion for small \( \alpha \) in (160) and (161) does not work when the perturbation to the parallel velocity is not small in \( \alpha \). We can estimate the number of these particles and which part of their trajectory is significantly modified. In the vicinity of \( \Theta_0 \),

\[
v_{||} = \left[ v_{||0}^2 - 2\mu \alpha B_1(\Theta_0) \right. \left. - \frac{\mu}{2} \frac{\partial_\sigma^2 B_0(\Theta_0)}{\partial_\sigma^2 B_0(\Theta_0)} (\Theta - \Theta_0 + \frac{\partial_\sigma B_1(\Theta_0)}{\partial_\sigma B_0(\Theta_0)})^2 \right]^{1/2}. \tag{183}
\]

where \( v_{||0} = \sqrt{2(\varepsilon - \mu B_0(\Theta_0))} \). It is clear that the perturbation \( \alpha B_1 \) will significantly modify the parallel velocity of particles with \( v_{||} \sim \sqrt{\alpha c_0} \) in a vicinity \( |\Theta - \Theta_0| \sim \sqrt{\alpha} \) of \( \Theta_0 \). In figure 2 (top), the region in phase space that these particles occupy is a band with thickness \( \Delta v_{||}/c_0 \sim \sqrt{\alpha} \) around the orbit plotted with a black, thick line. Only in the part of that band that satisfies \( |\Theta - \Theta_0| \sim \sqrt{\alpha} \) is the orbit significantly modified by the perturbation \( \alpha B_1 \). This part is lightly shaded in figure 2 (top).

Now, we are ready to derive the scaling of the distribution function and, then, the scaling of the radial electric current. The relevant collisionality regime is the \( 1/v \) regime. In highly collisional plasmas, it was proven in [5], with fluid equations, that an \( \alpha^2 \) scaling holds. Let \( v_{\sigma} \) be the maximum of the collision frequencies \( v_{\sigma,\alpha} \), when \( \alpha \) runs over all the species, and \( v_{\sigma} \equiv v_\parallel L/c_0 \) the corresponding collisionality. In the \( 1/v \) regime the parallel streaming terms of (145) are the largest ones. Define an expansion of \( G_{\sigma,1} \) in \( v_{\sigma} \ll 1 \) by

\[
G_{\sigma,1} = G_{\sigma}^{[−1]} + G_{\sigma}^{[0]} + \cdots, \tag{184}
\]

where \( G_{\sigma}^{[0]} \equiv O(v_{\sigma,\epsilon} F_{\sigma,0}). \) To lowest order in this small collisionality expansion, equation (145) reads

\[
\left( \hat{u} \cdot \nabla_R - \mu \hat{u} \cdot \nabla_R B_0 \right) G_{\sigma}^{[−1]} = 0, \tag{185}
\]

so \( G_{\sigma}^{[−1]} \) is constant over orbits, \( G_{\sigma}^{[−1]} = G_{\sigma}^{[0]}. \) Here,

\[
\langle \hat{h}(\psi, \Theta, \xi, \varepsilon, \mu) \rangle = \int \hat{h}(\psi, \Theta, \xi, \varepsilon, \mu) v_{\parallel}^{-1}(\psi, \Theta, \xi, \varepsilon, \mu) dl \int \hat{v}_{\parallel}^{-1}(\psi, \Theta, \xi, \varepsilon, \mu) dl
\]

is the transit average of the function \( h(\psi, \Theta, \xi, \varepsilon, \mu) \), which is a time average over the particle trajectory. To lowest order the trajectory is the magnetic field line, \( (\psi, \Theta, \xi, \varepsilon, \mu), \) with \( l \) the arc length. The transit average is taken holding the kinetic energy \( \varepsilon \) and the magnetic moment \( \mu \) fixed. An order higher in \( v_{\sigma} \) than (185), the transit average of the Fokker–Planck equation (145) gives

\[
\left( \frac{Z_e e}{T_e} \hat{d} \hat{\psi} \psi_0 + \gamma_\sigma \right) v_{\parallel,\sigma} F_{\sigma,0} = C_{\sigma} \langle G_{\sigma}^{[−1]} \rangle. \tag{187}
\]

Clearly,

\[
G_{\sigma}^{[−1]} \sim \frac{1}{v_{\sigma,\epsilon} B_0 L^2} v_{\parallel,\sigma} F_{\sigma,0}, \tag{188}
\]

where \( v_{\sigma,\epsilon} \equiv v_\sigma/\alpha \) is the effective collision frequency. This effective collision frequency takes into account that the region of phase space where the perturbation \( \alpha B_1 \) modifies the trajectories significantly is a band with thickness \( \Delta v_{||}/c_0 \sim \sqrt{\alpha} \), and it takes very few collisions (\( \sim \alpha \)) for particles to diffuse out of this region into the part of phase space in which the trajectory is only modified by a correction of \( O(\alpha). \) To obtain a final estimate for \( G_{\sigma}^{[−1]} \), we need to find a bound for \( \langle G_{\sigma}^{[−1]} \rangle \). Away from the region \( |\Theta - \Theta_0| \sim \sqrt{\alpha} \) where the orbits are modified significantly, the expansion in equations (160) and (161) is valid. When \( |\Theta - \Theta_0| \sim \sqrt{\alpha} \), the magnetic drift is composed of the piece due to \( B_0 \), \( v_{\parallel,\sigma} \), and the piece due to \( \alpha B_1 \), \( \alpha v_{\parallel,\sigma} \). For the quasismysymetric magnetic field, the radial magnetic drift has the form

\[
v_{\parallel,\sigma} = \frac{m_e c}{Z_e e} \hat{u} \cdot \nabla_R (\hat{u} - \mu \hat{u} \cdot \nabla_R B_0) \chi(\psi) \frac{u}{B_0}. \tag{189}
\]

Thus, \( v_{\parallel,\sigma}^{(0)} \) is zero at \( \Theta_0 \), where \( (\hat{u} \cdot \nabla_R)^{(0)} B_0 \), and it satisfies \( v_{\parallel,\sigma}^{(0)} \sim (\Theta - \Theta_0)\rho c_0 B_0 \) around \( \Theta = \Theta_0 \). In the region of interest, \( |\Theta - \Theta_0| \gg \sqrt{\alpha} \), giving \( v_{\parallel,\sigma}^{(0)} \sim \sqrt{\alpha} \rho c_0 B_0 \gg \alpha v_{\parallel,\sigma}^{(1)} \).

We need to find how much this \( v_{\parallel,\sigma}^{(0)} \) contributes to the average \( \langle v_{\parallel,\sigma} \rangle \). The particle spends a time interval of \( O(L/c_0) \) in the region \( |\Theta - \Theta_0| \gg \sqrt{\alpha} \), and \( O(\sqrt{L}/\sqrt{\alpha} c_0) = O(L/c_0) \) in the region \( |\Theta - \Theta_0| \sim \sqrt{\alpha} \), where the trajectory has a length of only \( \sqrt{\alpha} L \) and a parallel velocity \( v_{\parallel} \sim \sqrt{\alpha} c_0 \). Thus,
the time spent in the much smaller region $|\Theta - \Theta_0| \sim \sqrt{\alpha}$ is equivalent to the time spent in the rest of the trajectory. Since the expansion in equations (160) and (161) works for $|\Theta - \Theta_0| \gg \sqrt{\alpha}$, giving a contribution of $O(\alpha)$ to $v_{\psi,\sigma}$ (only the vanishing contribution of the quasiisymmetric magnetic field enters to $O(\alpha^0)$), $v_{\psi,\sigma}$ is dominated by the region $|\Theta - \Theta_0| \sim \sqrt{\alpha}$, giving $v_{\psi,\sigma} \sim \sqrt{\alpha} \rho_c B_0$. Then, $G^{-1}_{\sigma,\sigma} \propto \alpha^{1/2}$ in the phase-space region where the expansion in (160) and (161) breaks. By employing (144), one gets the scaling of the contribution of these particles to the radial current, given by $e\sqrt{\alpha} c \rho_c B_0 \propto \alpha^{1/2}$, that is subdominant with respect to the $\alpha^2$ scaling. Thus, these particles do not dominate transport, and the scaling $\langle J : \nabla_R \psi \rangle_\psi \sim \alpha^2$ will be observed.

In addition to barely trapped and almost trapped particles, deeply trapped particles can also be affected by perturbations that satisfy (180) because they move in a region close to a point with $(\hat{b} : \nabla_R)^{\Theta_0} B_0 = 0$ (see the grey wells in figures 1 and 2). Even if new wells are created in this region, and the trajectories of deeply trapped particles are modified, their contribution to the radial electric current scales also as $\alpha^{5/2}$ and hence is negligible.

8. Conclusions

Quasisymmetric stellarators can rotate freely in the symmetry direction whereas non-quasisymmetric ones cannot. In the latter, parallel viscosity damps the flow and sets the long-wavelength radial electric field. In the former, the component of the flow in the symmetry direction remains neoclassically undamped and the long-wavelength radial electric field undetermined in calculations to lowest-order in $\epsilon$, the Larmor radius over the characteristic macroscopic scale. One of the objectives of this paper is to take the first step towards a unified treatment of the long-wavelength radial electric field and the rotation that is valid for quasisymmetric and non-quasisymmetric stellarators. We have derived the gyrokinetic Fokker–Planck and quasineutrality equations to $O(\epsilon^2)$ for an arbitrary stellarator. Then, we have taken their long-wavelength limit. To $O(\epsilon)$ one gets the well-known drift-kinetic equation (73) and the first-order quasineutrality equation (85). By themselves, these first-order equations do not give the long-wavelength radial electric field. In a generic stellarator one expects to be able to solve for it by adding the neoclassical ambipolarity condition. How does it show up in the typical framework of gyrokinetic theory, i.e. a hierarchy of Fokker–Planck and quasineutrality equations derived order by order in $\epsilon$? It comes from the solvability conditions of the $O(\epsilon^2)$ piece of the Fokker–Planck equation, as explained in section 5.4. Then, one can ask whether the Fokker–Planck and quasineutrality equations to $O(\epsilon)$, together with the neoclassical ambipolarity condition, determine the long-wavelength radial electric field. The answer is affirmative if and only if the stellarator is not quasisymmetric.

When the stellarator is quasisymmetric, the neoclassical radial current does not give an equation for the long-wavelength radial electric field (or equivalently, for the rotation along the symmetry direction) and the full gyrokinetic computation to order $O(\epsilon^2)$ is necessary. In particular, the long-wavelength equations derived here must be implemented in a code to obtain the second-order correction ($P_{\alpha}^{\Theta_0}$) (see (79)). This piece of the distribution function will eventually enter the equation for the long-wavelength radial electric field obtained from higher-order solvability conditions. Equivalently, this piece is necessary to get the correct radial flux of momentum in a quasisymmetric stellarator. This is the reason that we have worked out all the expressions to second order explicitly. In order to have a complete set of equations that make it possible to obtain the long-wavelength radial electric field, the short-wavelength gyrokinetic equations to $O(\epsilon^3)$ must be derived. This will be done elsewhere.

As mentioned above, a stellarator is able to sustain large rotation, beneficial for confinement, if and only if it is quasisymmetric [1]. Since in [4] it was proven that, apart from the axisymmetric case, quasisymmetric stellarators do not exist, it is pertinent to ask when a stellarator can be considered quasisymmetric in practice. All the above results allow us to pose this question in precise terms. It is the absence of intrinsic ambipolarity that makes the computation of the radial electric field radically different, and prevents the stellarator from freely rotating, so it seems relevant to investigate how a sufficiently small deviation $\alpha B_1$ from a quasisymmetric magnetic field $B_0$ translates into a violation of intrinsic ambipolarity. We have found that, generally, the stellarator can be considered quasisymmetric in practice if

$$\alpha < \epsilon^{1/2}. \quad (190)$$
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Appendix A. Some basic properties of the collision operator

We recall (see, for example, [55]) that the collision operator (4) satisfies, for every $\sigma, \sigma'$, the particle number, momentum, and energy conservation properties

$$\int C_{\sigma\sigma'} d^3v = 0,$$

$$\int m_\sigma v C_{\sigma\sigma'} d^3v = - \int m_{\sigma'} v C_{\sigma'\sigma} d^3v,$$

$$\int \frac{1}{2} m_\sigma v^2 C_{\sigma\sigma'} d^3v = - \int \frac{1}{2} m_{\sigma'} v^2 C_{\sigma'\sigma} d^3v. \quad (A.1)$$

The entropy production term is non-negative. That is,

$$s = - \sum_{\sigma, \sigma'} \int f_\sigma C_{\sigma\sigma'} [f_{\sigma'}, f_{\sigma'}^\prime] d^3v \quad (A.2)$$

always satisfies $s \geq 0$, and $s = 0$ if and only if all of the distribution functions are Maxwellians with the same
temperature and flow; i.e., \( f_M = f_{M\sigma} \), where
\[
f_{M\sigma}(r, v) = n_\sigma(r) \left( \frac{m_\sigma}{2\pi T_\sigma(r)} \right)^{3/2} \times \exp \left( -\frac{m_\sigma (v - V(r))^2}{2T_\sigma(r)} \right), \tag{A.3}
\]
with the restriction \( T_\sigma = T_\sigma' \) for every pair \( \sigma, \sigma' \). This implies that, given \( \sigma \) and \( \sigma' \),
\[
C_{\sigma\sigma'}[f_\sigma, f_{\sigma'}] = 0 \tag{A.4}
\]
if and only if \( f_\sigma \) and \( f_{\sigma'} \) are of the form (A.3) with \( T_\sigma = T_\sigma' \).

Other well-known property, derived from (A.4), is
\[
C_{\sigma\sigma'} \left[ \frac{m_\sigma}{T_\sigma} v f_{M\sigma}, f_{M\sigma'} \right] + C_{\sigma\sigma'} \left[ f_{M\sigma}, \frac{m_\sigma}{T_\sigma} v f_{M\sigma'} \right] = 0. \tag{A.5}
\]

Let us take \( f_\sigma = f_{M\sigma} + \delta f_{\sigma 1} + O(\delta^2) \) for a small parameter \( \delta \) and write the lowest-order contribution to (A.2),
\[
s = -\delta^2 \sum_{\sigma, \sigma'} \int f_{\sigma 1} \left( C_{\sigma\sigma'}[f_{M\sigma}, f_{\sigma 1}] + C_{\sigma\sigma'}[f_{\sigma 1}, f_{M\sigma}] \right) d^3v + O(\delta^3). \tag{A.6}
\]
Since \( s = 0 \) if and only if all the distribution functions are Maxwellians with the same temperature and flow, then
\[
\sum_{\sigma, \sigma'} \int f_{\sigma 1} \left( C_{\sigma\sigma'}[f_{M\sigma}, f_{\sigma 1}] + C_{\sigma\sigma'}[f_{\sigma 1}, f_{M\sigma}] \right) d^3v = 0 \tag{A.7}
\]
if and only if, for some \( a_\sigma, 0(r), a_\sigma 1(r), a_\sigma 2(r) \), the distribution functions \( f_{\sigma 1} \) are of the form
\[
f_{\sigma 1} = \left( a_\sigma, 0(r) + m_\sigma a_\sigma 1(r) \cdot v + m_\sigma a_\sigma 2(r) v^2 \right) f_{M\sigma}(r, v), \tag{A.8}
\]
where the temperature and flow of \( f_{M\sigma} \) are the same for all species.

It is useful to have the explicit translation of some of the properties of the collision operator into our non-dimensional variables. With the definition (27) we have
\[
\int C_{\sigma\sigma'} d^3v = 0
\]
\[
\int v C_{\sigma\sigma'} d^3v = -\int v C_{\sigma\sigma'} d^3v
\]
\[
\int \frac{1}{2} \tau_\sigma \cdot \tau_{\sigma'} C_{\sigma\sigma'} d^3v = -\int \frac{1}{2} \tau_\sigma \cdot \tau_{\sigma'} C_{\sigma\sigma'} d^3v. \tag{A.9}
\]
Also,
\[
C_{\sigma\sigma'}[f_{M\sigma}, f_{M\sigma'}] = 0 \tag{A.10}
\]
when
\[
f_{M\sigma}(r, v) = \frac{n_\sigma(r)}{(2\pi T_\sigma(r))^{3/2}} \exp \left( -\frac{(v - V(r))^2}{2T_\sigma(r)} \right),
\]
\[
f_{\sigma 1}(r, v) = \frac{n_\sigma(r)}{(2\pi T_\sigma(r))^{3/2}} \exp \left( -\frac{(v - V(r))^2}{2T_\sigma(r)} \right), \tag{A.11}
\]
and \( T_\sigma(r) = T_{\sigma'}(r) \) at every point. Finally,
\[
C_{\sigma\sigma'} \left[ \frac{1}{\tau_\sigma} v f_{M\sigma}, f_{M\sigma'} \right] + C_{\sigma\sigma'} \left[ f_{M\sigma}, \frac{1}{\tau_\sigma} v f_{M\sigma'} \right] = 0. \tag{A.12}
\]

Appendix B. Explicit expressions for some pieces of the collision term

Reference [14] defines
\[
C_{\sigma\sigma'}^{(1)lw} = C_{\sigma\sigma'} \left[ \frac{1}{T_\sigma} v \cdot \left( V_{\sigma}^p + \left( \frac{v^2}{2T_\sigma} - \frac{5}{2} \right) V_{\sigma}^T \right) T_{\sigma,0}^{-1} F_{\sigma 0} \right.
\]
\[
+ \left. T_{\sigma,0}^{-1} G_{\sigma 1} \right] T_{\sigma,0}^{-1} F_{\sigma 0} \tag{B.1}
\]
and
\[
C_{\sigma\sigma'}^{(1)lw} = C_{\sigma\sigma'} \left[ \frac{1}{T_\sigma} F_{\sigma 0} \right.
\]
\[
- \left. \frac{Z_{\sigma} \lambda_{\sigma}}{T_\sigma} T_{\sigma,0}^{-1} G_{\sigma 1} F_{\sigma 0} \right] \left. T_{\sigma,0}^{-1} F_{\sigma 0} \right] \tag{B.2}
\]
Therefore,
\[
\left[ T_{\sigma,1} C_{\sigma\sigma'}^{(1)lw} \right] = \left( \rho \cdot \nabla R + \hat{u}_1 \partial_r + \hat{u}_1 \hat{\sigma} \partial_{\hat{\sigma}} + \hat{\theta}_1 \hat{\phi} \partial_\phi \right) T_{\sigma,0} C_{\sigma\sigma'}^{(1)lw}
\]
\[
+ \left[ T_{\sigma,1} C_{\sigma\sigma'}^{(1)lw} \right]. \tag{B.3}
\]
The first-order coordinate transformation that enters expression (B.3) is given in appendix C; in particular, \( \hat{u}_1, \hat{\mu}^{(1)lw}, \hat{\theta}^{(1)lw} \) are defined in (C.2) and (C.3). We use those results and
\[
\frac{B}{\rho} \cdot \nabla R \cdot (B\rho) + \hat{\sigma} \hat{u}_1 + \mu \hat{\mu}_1 + \hat{\theta} \hat{\theta}_1
\]
\[
= \frac{B}{\rho} \cdot \nabla R \times \hat{b}. \tag{B.4}
\]
to write
\[
\left[ T_{\sigma,1} C_{\sigma\sigma'}^{(1)lw} \right] = \partial_r \left( \frac{\mu \hat{b} \cdot \nabla R \hat{b} \cdot \rho T_{\sigma,0} C_{\sigma\sigma'}^{(1)lw} \right)
\]
\[
- \mu \hat{b} \cdot \nabla R \times \hat{b} \left( T_{\sigma,0}^{*} C_{\sigma\sigma'}^{(1)lw} \right)
\]
\[
+ \partial_\phi \left( \frac{u \hat{\mu} \hat{b} \hat{\phi} - \rho \nabla R \hat{\phi}}{B} \right) \left( T_{\sigma,0}^{*} C_{\sigma\sigma'}^{(1)lw} \right)
\]
\[
- \left( \frac{\mu \hat{\mu} \rho \cdot \nabla R \hat{\theta}_1}{B} \right) \left( T_{\sigma,0}^{*} C_{\sigma\sigma'}^{(1)lw} \right)
\]
\[
+ \frac{\mu^2}{B} \cdot \nabla R \cdot \rho \left( T_{\sigma,0}^{*} C_{\sigma\sigma'}^{(1)lw} \right). \tag{B.4}
\]
\[
\frac{-u\hat{b} \cdot \nabla R \times \hat{b}}{B} \left\{ T_{\sigma,0}^{*} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) \right\}^{\text{bw}} + \frac{1}{B} \nabla R \cdot \left( B \rho T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( T_{\sigma,0}^{*} C_{\sigma}^{*}\right) \right\}^{\text{bw}}. \tag{B.5}
\]

The turbulent piece \(T_{\sigma,1}^{*} C_{\sigma}^{*}\) appearing in (B.3) was computed in appendix E of [14]. We collect here the result,

\[
\left[ T_{\sigma,1}^{*} C_{\sigma}^{*}\right]^{\text{bw}} = \left\{ \frac{Z_{\sigma} \lambda_{\sigma}}{B} \left[ -\tilde{\phi}_{\sigma} + \tilde{\phi}_{\sigma} \nabla \right] \right\}^{\text{bw}} \times \left( T_{\sigma,0}^{1} F_{0}^{1} - \frac{Z_{\sigma} \lambda_{\sigma}}{T_{\sigma}} \left[ \tilde{\phi}_{\sigma} \right]^{\text{bw}} F_{0}^{1} - \frac{Z_{\sigma} \lambda_{\sigma}}{T_{\sigma}} \left[ \tilde{\phi}_{\sigma} \right]^{\text{bw}} F_{0}^{1} \right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{T_{\sigma}} \right) \left[ \tilde{\phi}_{\sigma} \right]^{\text{bw}} F_{0}^{1}
\]

As for its gyroaverage,

\[
\left\{ T_{\sigma,1}^{*} C_{\sigma}^{*}\right\}^{\text{bw}} = -\partial_{\mu} \left( \frac{Z_{\sigma} \lambda_{\sigma}}{B} \tilde{\phi}_{\sigma} \right)
\]

In order to get the last expression we have integrated by parts in \(\theta\) and \(u\).

The full computation of the last term in equation (79) is tedious and was performed in appendix F of [14]. The necessary result is

\[
\left\{ T_{\sigma,0}^{*} C_{\sigma}^{*}\right\} = \left\{ T_{\sigma,0}^{*} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) \right\}^{\text{bw}} + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right)
\]

Here,

\[
\left\{ T_{\sigma,0}^{*} \left( T_{\sigma,1}^{*} F_{0}^{1}\right) \right\}^{\text{bw}} = \mu \frac{\hat{b} \cdot \nabla R \times \hat{b}}{B} \left( \partial_{\mu} - \frac{u}{B} \partial_{\mu} \right) \left( T_{\sigma,0}^{*} F_{0}^{1}\right) F_{1}^{\text{bw}}, \tag{B.9}
\]

and \(T_{\sigma,1}^{*}\) is obtained from the results of appendix C.

Finally, the last term in equation (99) is given by

\[
\left\{ T_{\sigma,0}^{*} C_{\sigma}^{*}\right\} = \left\{ T_{\sigma,0}^{*} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) \right\}^{\text{bw}} - \lambda_{\sigma}^{2} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) C_{\sigma}^{*} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} F_{0}^{*}\right)
\]

Explicitly,

\[
\left\{ T_{\sigma,0}^{*} C_{\sigma}^{*}\right\} = \left\{ T_{\sigma,0}^{*} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) \right\}^{\text{bw}} + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right)
\]

\[
\left\{ T_{\sigma,0}^{*} C_{\sigma}^{*}\right\} = \left\{ T_{\sigma,0}^{*} \left( T_{\sigma,0}^{*} F_{0}^{*}\right) \right\}^{\text{bw}} + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right) + \left( \frac{Z_{\sigma} \lambda_{\sigma}}{\lambda_{\sigma}} \right)^{2} \left( T_{\sigma,0}^{*} T_{\sigma,0}^{*} F_{0}^{*}\right)
\]
The explicit expressions for the gyrokinetic transformation $T = \{T_{\sigma,1}^u | T_{\sigma,0}^u F_{\sigma0}^{lw} \}$

$T_{\sigma,0}^u \{ \frac{T_{\sigma,0}^u u^2}{1} | T_{\sigma,0}^u F_{\sigma0}^{lw}, T_{\sigma,0}^u \} + T_{\sigma,0}^u \{ T_{\sigma,0}^u \}$

$\mu = \frac{\mu_B}{2B} (I - \hat{b} \hat{b}) : \nabla R \nabla R \phi_0$

$\mu + \Psi_{B,\sigma} + Z_0 \lambda_0 \Psi_{\phi B,\sigma} + Z_0^2 \lambda_0^2 \Psi_{\phi,\sigma}^2 F_{\sigma0}$

$\frac{Z_0^2 \lambda_0^2 \Psi_{\phi,\sigma}^2 (T_{\sigma,0}^u \}$

$\frac{T_{\sigma,0}^u \{ C_\sigma \left[ T_{\sigma,0}^u F_{\sigma0}^{lw} - \frac{Z_0 \lambda_0}{T_{\sigma}} \tilde{\phi}_{\sigma0}^{lw} T_{\sigma,0}^u F_{\sigma0} \right] \}^{lw}}{

\{ C_\sigma \left[ T_{\sigma,0}^u F_{\sigma0}^{lw} - \frac{Z_0 \lambda_0}{T_{\sigma}} \tilde{\phi}_{\sigma0}^{lw} T_{\sigma,0}^u F_{\sigma0} \right] \}}^{lw}$

$\lambda_0 \left[ T_{\sigma,0}^u C_\sigma \left[ T_{\sigma,0}^u F_{\sigma0}^{lw} - \frac{Z_0 \lambda_0}{T_{\sigma}} \tilde{\phi}_{\sigma0}^{lw} T_{\sigma,0}^u F_{\sigma0} \right] \}^{lw}$

$\lambda_0 \left[ T_{\sigma,0}^u C_\sigma \left[ T_{\sigma,0}^u F_{\sigma0}^{lw} - \frac{Z_0 \lambda_0}{T_{\sigma}} \tilde{\phi}_{\sigma0}^{lw} T_{\sigma,0}^u F_{\sigma0} \right] \}^{lw}$

$\lambda_0 \left[ T_{\sigma,0}^u C_\sigma \left[ T_{\sigma,0}^u F_{\sigma0}^{lw} - \frac{Z_0 \lambda_0}{T_{\sigma}} \tilde{\phi}_{\sigma0}^{lw} T_{\sigma,0}^u F_{\sigma0} \right] \}^{lw}$

$\{ T_{\sigma,0}^u \}$

In the main text of this paper we need the long-wavelength limit of the previous expressions. Using (52) and (53) we get

$\hat{u}_1^{lw} = \hat{u}_1$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$

$\hat{u}_1^{lw} = \frac{\mu_B}{2} \hat{b} : \nabla R \nabla R \phi_0$
where we have used the relations (73).

To obtain (6.4) we have employed equation (73).

Using (6.6), the relation

\[
\frac{v_M + v_{E,\sigma}}{u} \cdot \nabla R G_{\sigma 1}^{\text{lw}} + \kappa \cdot (v_{V R} + v_{E,\sigma}) \partial_\sigma G_{\sigma 1}^{\text{lw}}
\]

\[
= \frac{1}{B} \nabla R \cdot \left[ (\mu \dot{b} \cdot \nabla R B + u^2 \nabla R \times \dot{b} + Z_\sigma \dot{b} \cdot \nabla R \Phi_\sigma) G_{\sigma 1}^{\text{lw}} \right]
\]

\[
- \frac{1}{B} \partial_\sigma \left[ u (\nabla R \times \dot{b}) \cdot (\mu \nabla R B + Z_\sigma \nabla R \Phi_\sigma) G_{\sigma 1}^{\text{lw}} \right]
\]

\[
- \frac{u}{B} \dot{b} \cdot \nabla R \times \dot{b} (\mu \dot{b} \cdot \nabla R B \partial_\sigma) G_{\sigma 1}^{\text{lw}}
\]
Appendix E. Calculation of the particle density transport equation

The transport equation for the particle density of species \( \sigma \) is obtained from (100), with \( j = 2 \) and \( R_{\sigma 2} \) given by (99). Easily, one gets

\[
\partial_{t}\tilde{n}_{\sigma} = \left\langle \frac{\tau_{\sigma}}{\lambda_{\sigma}} \right\rangle \left\{ - \nabla_{R} \cdot \left[ \left( \frac{\mu}{B} \hat{\mathbf{b}} \times \nabla_{R} B \right) + u^{2} \nabla_{R} \times \hat{\mathbf{b}} + Z_{\sigma} \hat{\mathbf{b}} \times \nabla_{R} \varphi_{0} \right] G_{\omega_{\sigma}}^{w} \right\} \\
+ u^{2} \nabla_{R} \times \hat{\mathbf{b}} + Z_{\sigma} \hat{\mathbf{b}} \times \nabla_{R} \varphi_{0} \right] G_{\omega_{\sigma}}^{w} \right\} \\
- Z_{\sigma} \lambda_{\sigma} \left\{ \nabla_{R} \cdot \left[ \left( \hat{\mathbf{b}} \times \nabla_{R} \varphi_{0} \frac{\partial}{\partial \varphi_{0}} \right) F_{\omega_{\sigma}} \right] \right\}^{w} \\
+ \sum_{\sigma'} \left\{ \nabla_{R} \cdot \left[ B \rho T_{\sigma,0}^{*} C_{\sigma'\sigma}^{(1)w} \right] \right\} \; \text{d}u \; \text{d}\mu \; \text{d}\theta \right\},
\]

(E.1)

where the particle conservation property of the collision operator, integrations by parts in \( u \) and arguments of parity in \( u \) have been used to drop many terms from \( R_{\sigma 2} \). Also, we have used the fact that the term \( \left\{ \left( T_{\sigma,1}^{*} C_{\sigma'\sigma}^{(1)w} \right)^{w} \right\} \) is an exact derivative in \( \mu \), as shown in (B.7).

Finally, we recall (106) and the fact that \( \varphi_{0} \) is a flux function to obtain (107).

Appendix F. Calculation of the energy transport equation

It is illustrative to show that the transport equation for the energy density of species \( \sigma \) is not a solvability condition, because it still involves \( \left\{ F_{\omega_{\sigma}}^{w} \right\} \). It is obtained by multiplying (D.9) by \( \tau_{\sigma} \lambda_{\sigma}^{-2} B(u^{2}/2 + \mu B) \), integrating over \( u, \mu \) and \( \theta \), and taking the flux-surface average, giving

\[
\partial_{t}\tilde{\mathbb{E}}_{\sigma} = \left\langle \frac{3}{2} n_{\sigma} T_{\sigma} \right\rangle \\
+ \left\langle \nabla_{R} \cdot \left[ \tau_{\sigma} \lambda_{\sigma} B(u^{2}/2 + \mu B) \left[ (\varphi_{0} + \varphi_{E_{\sigma}}^{(i)}) G_{\omega_{\sigma}}^{w} \right] \\
- Z_{\sigma} \lambda_{\sigma} \varphi_{0} \frac{\partial}{\partial \varphi_{0}} \left( \frac{Z_{\sigma} \lambda_{\sigma} \varphi_{0}}{T_{\sigma}} \right) F_{w_{\sigma}} \right] \right\} \; \text{d}u \; \text{d}\mu \; \text{d}\theta \right\},
\]

where conservation of particles by the collision operator, integrations by parts in \( u \), and arguments of parity in \( u \) have been employed. The last term of (F.1) still contains \( \left\{ F_{\omega_{\sigma}}^{w} \right\} \). Summing (F.1) over \( \sigma \), one gets the solvability condition corresponding to (101) for \( j = 2 \) and \( R_{\sigma 2} \) given in (99), which is a transport equation for the total energy. Hence, adding (F.1) over all the species:

\[
\partial_{t} \frac{3}{2} n_{\sigma} T_{\sigma} \\
+ \left\langle \nabla_{R} \cdot \left[ \tau_{\sigma} \lambda_{\sigma} B(u^{2}/2 + \mu B) \right] \left( \varphi_{0} + \varphi_{E_{\sigma}}^{(i)} \right) \right\} \; \text{d}u \; \text{d}\mu \; \text{d}\theta \right\},
\]

(F.1)
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\[ + v^{(0)}_{F \sigma} + u^2 \nabla R \times \hat{b} \) \( G^{lw}_{\sigma \alpha} \]
\[-Z_{\sigma} \lambda_{\sigma} \psi^{lw}_{\sigma} \hat{b} \times \nabla R \psi \left( \gamma_{\sigma} + \frac{Z_{\sigma}}{\lambda_{\sigma}} \partial_{\psi} \phi_{0} \right) \int d\mu \int d\theta \right\} \]
\[+ \left\{ \nabla R \cdot \left( u^2/2 + \mu B \right) \int \left[ \sum_{\sigma} \left( \hat{b} \times \nabla R_{\psi / \epsilon_{\sigma}} \left( \phi_{\sigma}^{lw} \right) \right) \right]^{lw} \int d\mu \int d\theta \right\} \]
\[= \frac{\tau_{\sigma}}{\lambda_{\sigma}} \int B \left( u^2/2 + \mu B \right) \left( T^{(1)lw}_{\sigma \alpha} \right) \int d\mu \int d\theta \]
\[= O(\epsilon_{\sigma}). \] (F.5)

Besides, since \( \phi_{0} \) is a flux function, the ambipolarity condition (114) makes the last term on the left side of (F.2) vanish. Then, we can drop the terms that are not written explicitly as a divergence in (F.2). Using formula (106) to rewrite the remaining ones, we reach (108).

**Appendix G. Collision operator in drift-kinetic coordinates**

For the proof of section 7 it is useful to exhibit the form of the kernel of the collision operator in coordinates \( \mathbf{R} = R \), \( u = v \cdot \hat{b}(r) \), \( \mu = 1/2B(r) \left( v - v \cdot \hat{b}(r) \hat{b}(r) \right)^2 \), \( \theta = \arctan \left( \frac{v \cdot \hat{e}_z(r)}{v / \hat{e}_z(r)} \right) \), (G.1)

Since \( R = r \), to this order the change of coordinates only affects the velocities and the spatial position enters as a parameter. An additional simplification is provided by the fact that, for the purposes of section 7, we can restrict ourselves to gyrophase-independent distribution functions.

It is convenient to rewrite the collision operator (4) in terms of the Rosenbluth potentials \( p_{\sigma} \) and \( q_{\sigma} \), defined by

\[ p_{\sigma} = \int_{\mathbb{R}^3} |v - v'| f_{\sigma} \left( \mathbf{r}, \mathbf{v}', \mathbf{t} \right) d^3v' \] (G.2)
and
\[ q_{\sigma} = \int_{\mathbb{R}^3} \frac{2}{|v - v'|} f_{\sigma} \left( \mathbf{r}, \mathbf{v}', \mathbf{t} \right) d^3v'. \] (G.3)

Namely,

\[ C_{\sigma \alpha} \left[ f_{\sigma}, f_{\alpha} \right] \left( \mathbf{r}, \mathbf{v} \right) = \frac{\gamma_{\sigma \alpha}}{m_{\sigma}} \nabla_v \cdot \left( \frac{1}{m_{\sigma}} \nabla_v v p_{\sigma} \left( \mathbf{r}, \mathbf{v}, \mathbf{t} \right) \cdot \nabla_v v f_{\sigma} \left( \mathbf{r}, \mathbf{v}, \mathbf{t} \right) \right) - \frac{1}{m_{\sigma}} \nabla_v q_{\sigma} \left( \mathbf{r}, \mathbf{v}, \mathbf{t} \right). \] (G.4)

This can be immediately checked by using

\[ \nabla_w \cdot \mathbf{W} \left( \mathbf{w} \right) = \nabla_w \cdot \mathbf{W} \left( \mathbf{w} \right) = \nabla_w \left( \frac{2}{w} \right). \] (G.6)
where $\tilde{w}^\ast (w)$ has been defined in (6). An equivalent definition of the Rosenbluth potentials is provided by saying that they are the solutions of

\[
\nabla^2_w p^\ast (r, v, t) = q^\ast (r, v, t)
\]

(G.7) and

\[
\nabla^2_w q^\ast (r, v, t) = -8\pi f^\ast (r, v, t)
\]

(G.8) with the appropriate boundary conditions. In order to show that (G.2) and (G.3) fulfill these equations, one has to use

\[
\nabla^2_w \frac{1}{w} = -4\pi \delta (w).
\]

(G.9)

and

\[
\nabla^2_w \frac{2}{w} = 2
\]

(G.9)

It is more convenient for us to take (G.7) and (G.8) as the expressions defining the potentials.

Denote by $F^\ast (R, u, \mu, t)$, $P^\ast (R, u, \mu, t)$, $Q^\ast (R, u, \times \mu, t)$, the distribution function and Rosenbluth potentials in the new coordinates. That is,

\[
F^\ast (R, u, \mu, t) = T^\ast_{\sigma,0} f^\ast
\]

\[
P^\ast (R, u, \mu, t) = T^\ast_{\sigma,0} p^\ast
\]

\[
Q^\ast (R, u, \mu, t) = T^\ast_{\sigma,0} q^\ast
\]

(G.11)

Since the distribution functions are gyrophase independent, $P^\ast$, and $Q^\ast$ are also required to be so. We have to apply to (G.4) the divergence formula for a transformation from euclidean coordinates $v$ to arbitrary coordinates $Y$:

\[
J \nabla_v \cdot \Gamma_{\sigma^\prime} = \sum_{i=1}^{3} \frac{1}{J} \frac{\partial}{\partial Y_i} (J \nabla_{\sigma^\prime} \cdot \nabla_v Y_i),
\]

(G.12)

where $J = \det(\partial v/\partial Y)$. In our case, $Y = [u, \mu, \theta]$ and the transformation is given in (G.1) (recall that the spatial coordinates do not change, so we abuse a bit the notation and understand the transformation as acting only on velocity coordinates). The vector field $\Gamma_{\sigma^\prime}$ reads

\[
\Gamma_{\sigma^\prime} = \gamma_{\sigma^\prime} \left\{ \frac{1}{m_\sigma} \nabla_v \nabla_v p^\ast (r, v, t) - \frac{1}{m_\sigma} f^\ast (r, v, t) \right\} \cdot \nabla_v f^\ast (r, v, t)
\]

\[
J = B, \quad \nabla_y u = \hat{b}, \quad \nabla_y \mu = B^{-1} v_\perp, \quad \nabla_y \theta = (\hat{b} \times v_\perp)/v_\perp^2.
\]

Here, $v_\perp = v - v \cdot \hat{b} \hat{b}$.

We proceed to write (G.4) in the new coordinates, and denote it by $C_{\sigma^\prime}^\Gamma [F^\ast, F^\ast]$,

\[
C_{\sigma^\prime}^\Gamma [F^\ast, F^\ast] = \partial^\mu \Gamma_{\sigma^\prime}^\ast + \partial^\mu \Gamma_{\sigma^\prime}^\ast + \partial^\mu \Gamma_{\sigma^\prime}^\ast.
\]

(G.14)

Here, $\Gamma_{\sigma^\prime}^\ast := \Gamma_{\sigma^\prime} \cdot \nabla_v Y^\prime$. Noting that $\partial^\mu (\nabla_v \mu) = 0$, $\partial^\mu (\nabla_v \mu) = (2B \mu)^{-1} v_\perp$, it is easy to reach explicit expressions for $\Gamma_{\sigma^\prime}^u \cdot \Gamma_{\sigma^\prime}^u$ and $\Gamma_{\sigma^\prime}^u$:

\[
\Gamma_{\sigma^\prime}^u = \gamma_{\sigma^\prime} \left\{ \frac{\partial^2}{\partial \mu^2} P^\ast - \frac{m_\sigma}{m_\sigma} \partial_\mu Q^\ast \right\}
\]

\[
\Gamma_{\sigma^\prime}^u = \gamma_{\sigma^\prime} \left\{ \frac{2\mu}{m_\sigma} \left[ \partial_\mu P^\ast - \frac{m_\sigma}{m_\sigma} \partial_\mu Q^\ast \right] \right\}
\]

(G.15)

\[
\Gamma_{\sigma^\prime}^u = 0.
\]

(G.15)

Finally, we write the equations that determine the Rosenbluth potentials, (G.7) and (G.8), in the new coordinates,

\[
\left( \frac{\partial^2}{\partial \mu^2} + \frac{2\mu}{B} \frac{\partial^2}{\partial \mu^2} + \frac{1}{B} \partial_\mu \right) P^\ast = Q^\ast
\]

\[
\left( \frac{\partial^2}{\partial \mu^2} + \frac{2\mu}{B} \frac{\partial^2}{\partial \mu^2} + \frac{1}{B} \partial_\mu \right) Q^\ast = -8\pi F^\ast.
\]

(G.16)

Euratom © 2013.
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