Multi-View Optical Image Fusion and Reconstruction for Defogging without a Prior In-Plane
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Abstract: Image fusion and reconstruction from multi-view images taken by distributed or mobile cameras need accurate calibration to avoid image mismatching. This calibration process becomes difficult in fog when no clear nearby reference is available. In this work, the fusion of multi-view images taken in fog by two cameras fixed on a moving platform is realized. The positions and aiming directions of the cameras are determined by taking a close visible object as a reference. One camera with a large field of view (FOV) is applied to acquire images of a short-distance object which is still visible in fog. This reference is then adopted to the calibration of the camera system to determine the positions and pointing directions at each viewpoint. The extrinsic parameter matrices are obtained with these data, which are applied for the image fusion of distant images captured by another camera beyond visibility. The experimental verification was carried out in a fog chamber and the technique is shown to be valid for imaging reconstruction in fog without a prior in-plane. The synthetic image, accumulated and averaged by ten-view images, is shown to perform potential applicability for fog removal. The enhanced structure similarity is discussed and compared in detail with conventional single-view defogging techniques.
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1. Introduction

Optical imaging beyond visibility is particularly important for a multitude of applications, such as surveillance, remote sensing, and navigation in fog. However, light emanating from an object is scattered and diverted by molecules, aerosols, and turbulence. Based on the atmospheric scattering model, scattering processes increase the random noise and reduce the object signal strength [1,2]. These phenomena, which cause a lower signal-to-noise ratio (SNR), give rise to the spatial blurring of the image when the object is beyond the visible range.

Multiple techniques of optical image reconstruction have been extensively applied in difficult weather conditions for quite some time, such as adaptive optics [3–6], which has achieved a lot in recent years. However, optical imaging in dense fog cannot be substantially enhanced by simple waveform correction. Therefore, multiple fog removal algorithms [7–15], which work by improving weak transmission images, have been proposed for situations of dense fog. For various image acquisition methods, the frame accumulation technique has shown to be valid for image denoising by suppressing noise variance, hence
improving the grayscale resolution and SNR [16–19]. The frame accumulation can be carried out on a stationary stage. However, for many application purposes, the camera and object are moving with each other. It is then necessary to record and process the images on a moving platform. Due to image mismatching [20–22], frame accumulation cannot be simply adapted to a moving camera. Therefore, it is imperative to carry out the image accumulation on a moving camera platform. The more challenging issue is to aim and calibrate the camera location and pointing direction in fog, where no prior reference is visible for the aiming object.

In this work, a novel technique for the fusion and accumulation of multi-view blurred images of invisible targets in dense fog is proposed, where the close object within visibility range is visible, while the distant target beyond visibility is invisible. In this situation, pixels acting as smart pixels [23,24] carry information for the locations and pointing directions for distributed recording cameras, which can be calibrated with the assistance of multi-view visible images of the close object. By using such position and pointing direction parameters, the extrinsic parameter matrices are calculated and applied to the image fusion of the invisible target out of the visible range. This experiment shows that multi-view imaging utilizes non-coplanar objects as prior information to achieve image fusion for distant invisible objects. Experimental results show that such a scheme can be adapted to a camera on a moving platform to improve the grayscale resolution and SNR of the image. Enhanced details and edge restoration are realized simultaneously.

2. Theory

2.1. Projective Geometry

The projection matrix, known as the homography matrix of two images from different views with the position and direction information of the camera, is described in reference [25] and is applied in this work for system calibration. In Figure 1, cameras located at two positions, \( O_1 \) and \( O_2 \), observe the same scene, consisting of a set of coplanar feature points, and acquire the desired image \( I_1 \) and the current image \( I_2 \), respectively. In this scene, \( M(X_w,Y_w,Z_w)^T \) is one point of the object plane in the world coordinate, which is transformed to the two camera coordinates denoted as \( M_1(X_{c1},Y_{c1},Z_{c1})^T \) and \( M_2(X_{c2},Y_{c2},Z_{c2})^T \), respectively. Then, \( m_1(u_1,v_1,1)^T \) and \( m_2(u_2,v_2,1)^T \) are the projective points of \( M \) on the corresponding images. \( T \) represents the translation from \( O_2 \) to \( O_1 \), while \( R \) represents the rotation from \( O_2 \) to \( O_1 \). The first camera is chosen to be the reference camera, so that \( O_1 \) is the origin of the world coordinate.

![Figure 1. Reference, current camera frames, and involved notation.](image-url)
According to the principle of imaging in cameras, the relationship between the pixel coordinate and camera coordinate for camera $C_1$ is:

$$Z_{c1}m_1 = KM_1$$ (1)

Similarly, the same expression for camera $C_2$ is adaptable as:

$$Z_{c2}m_2 = KM_2$$ (2)

where $Z_{c1}$ and $Z_{c2}$ denote the distance from the object plane to the corresponding camera plane, and $K$ denotes the camera intrinsic matrix, only related to the camera parameters that can be calibrated.

According to the theory of Rigid-Body Transformation, the relationship between camera coordinates $M_1$ and $M_2$ is formulated as:

$$M_1 = RM_2 + T$$ (3)

where $T = (T_x, T_y, T_z)^T$ is a translation vector and $R$ is a $3 \times 3$ rotation matrix related to the camera direction information, including pitch angle $\varphi$, yaw angle $\theta$, and roll angle $\psi$. Therefore, $T$ and $R$ are irrelevant to the object distance $Z_c$ and only depend on the position and direction parameters of the camera, respectively. The specified relationship between $R$ and the angles $\varphi, \theta, \psi$ is:

$$R_x = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos\varphi & -\sin\varphi \\ 0 & \sin\varphi & \cos\varphi \end{pmatrix}, R_y = \begin{pmatrix} \cos\theta & 0 & \sin\theta \\ 0 & 1 & 0 \\ -\sin\theta & 0 & \cos\theta \end{pmatrix}, R_z = \begin{pmatrix} \cos\psi & -\sin\psi & 0 \\ \sin\psi & \cos\psi & 0 \\ 0 & 0 & 1 \end{pmatrix}$$ (4)

A unit vector $n = (0, 0, 1)$ is introduced to Equation (3), considering that the plane of the reference camera is parallel to the focal plane. In the reference camera coordinate $M_1$, all feature points are in the focal plane of the target, satisfying:

$$nM_1 = Z_{c1}$$ (5)

Therefore, Equation (3) can be transformed to a new formula, as follows:

$$\left( I - \frac{Tn}{Z_{c1}} \right) M_1 = RM_2$$ (6)

where $I$ denotes a $3 \times 3$ unit matrix.

Considering the above equations from Equation (1) to Equation (6), the two images taken by a moving camera in the pixel coordinate satisfy the following relationship:

$$m_1 = Z_{c2}Z_{c1}^{-1}K \left( I - \frac{Tn}{Z_{c1}} \right)^{-1}RK^{-1}m_2$$ (7)

From Equation (7), the accurate position and direction information $(T, R)$ of a camera and the corresponding focal plane parameters $(n, Z_{c1})$ are needed for image registration, following the model $m_1 = Z_{c1}^{-1}Hm_2$, where $H$ is a homography matrix acting as a projective matrix, as follows:

$$H = K \left( I - \frac{Tn}{Z_{c1}} \right)^{-1}RK^{-1}$$ (8)

Only the objects at the depth of $Z_{c1}$ can be accurately matched and superimposed by Equation (8). This property can enhance the signal in the object plane while suppressing the off-plane noise.
2.2. Multiple Views Motion Estimation

Due to the errors of camera position and direction parameters, the inaccurate homography matrices will be calculated and finally give rise to reprojection errors on image fusion, as described in [26]. In this work, the position parameters are provided by the translation stage with 0.05 mm re-orientation precision. However, the direction parameters provided by the rotary stage, with 0.2-degree precision, will lead to great reprojection errors in image fusion. Therefore, a proposed method to calibrate the camera direction parameters is realized with the assistance of a close object in the visible range. From Equation (8), \( R \) can be decomposed from \( H \), shown as:

\[
R = \left( I - \frac{T_n}{Z_{c1}} \right)K^{-1}HK
\]  

(9)

In the case of the inability to distinguish the distant target out of visible range, we extract feature points on visible images of the close object to calibrate the position and direction parameters of the camera from different views. There is a strict requirement that the plane of the close object must be parallel to the plane of the distant target, which ensures that the two planes have the same normal vector. This condition can be met for long-range optical imaging, where the inclination in two different planes can be neglected. The overall process of experiments is shown in Figure 2.

**Figure 2.** Overall process of experiments.

For the situation of \( N \) views with camera center \( C_1, \ldots, C_N \), let \( I_i (i = 1, \ldots, N) \) be the image from multiple views and \( H_i \) be the corresponding homography matrix required to project \( I_i \) on the plane of the reference image \( I_1 \). Mathematically, the synthetic image with images accumulated from multiple views is given by [27]:

\[
I_0 = \frac{1}{N} \sum_{i=1}^{N} H_i \circ I_i
\]  

(10)

where \( I_0 \) is the synthetic image and \( H_i \circ I_i \) is the projection of image \( I_i \) onto the reference plane \( I_1 \). Multiple images, from different views, carrying different signals, are finally fused into one image, which means that pixels on the same focal plane will be projected to the same location and enhance the SNR.

3. Experiment and Results

3.1. Experimental Setup

The experimental setup is shown in Figure 3. The translational motion was provided by a three-axis motorized translation stage (re-orientation precision, 0.05 mm; total range, 550 mm) which is controlled by a stepper motor controller (Botic SC100). The one-dimensional rotary stage (RSM100-1W; precision, 0.2°; total range, 360°), installed on a translation stage, controls the overall rotation of the two cameras to realize the camera rotation on the multi-view platform.
Figure 3. The experimental setup of a multi-view imaging system. The close object (chessboard, 540 mm × 400 mm) and distant target (trees, 600 mm × 450 mm) are placed at 5.2 m and 19 m from the camera, respectively.

Two cameras, as a camera system with fixed relative positions and directions on the rotary stage, are aimed at the close object and distant target, respectively, where a CCD (Basler acA1300-30gm; pixel size, 3.75 µm × 3.75 µm; resolution, 1200 × 960) with a 25 mm lens (Computar M2518-MPW2) shoots the close object while the CMOS (Flir BFS-PGE-51SSP-C; pixel size, 3.45 µm × 3.45 µm; resolution, 2048 × 2448) with a 100 mm lens (Zeiss Milvus 2/100 mm) shoots the distant target.

The experiment was carried out in a 20 m × 3 m × 3 m fog chamber capable of producing fog at different levels of visibility. A photograph of a thinly foggy environment in the fog chamber is shown in Figure 4. The lighting in the fog chamber is provided by fluorescent lamps (ZOGLAB) in the visible spectrum. The duration of fog filling is 12 min each time, with water mist particles generated by the instrument chamber.

Figure 4. Experimental environment with thin fog. After twelve-minute fog filling, the visibility in the process of natural subsidence can remain stable for a period of time.
3.2. Image Acquisition and Multi-View Image Fusion

In this experiment, we first set the position information for 1-by-10 views of the camera system via a translation stage. The ten viewpoint position parameters \( T_i (i = 1, \ldots, 10) \), relative to the first viewpoint, are listed in Table 1.

Table 1. The position parameters of the camera system for 1-by-10 views.

| Viewpoint | Position Parameters \( (T_x, T_y, T_z) \)/mm |
|-----------|---------------------------------------------|
| 01        | (0, 0, 0)                                   |
| 02        | (62.50, 0, 0)                               |
| 03        | (125.0, 0, 0)                               |
| 04        | (187.5, 0, 0)                               |
| 05        | (250.0, 0, 0)                               |
| 06        | (312.5, 0, 0)                               |
| 07        | (375.0, 0, 0)                               |
| 08        | (437.5, 0, 0)                               |
| 09        | (500.0, 0, 0)                               |
| 10        | (525.0, 0, 0)                               |

After the cameras arrived at each viewpoint successively, ten images of the close object in the visible range and ten images of the distant target beyond visibility from the 1-by-10 viewpoints in sequence were captured at 8 m visibility, as shown in Figures 5 and 6.

![Figure 5. Visible images of the close object from 10 viewpoints.](image)

![Figure 6. Invisible images of the distant target from 10 viewpoints, corresponding to Figure 5.](image)
From Figures 5 and 6, the chessboard as the close object is clearly distinguishable, while the distant target beyond visibility is completely invisible. Figure 5a, captured in the first view, is assumed to be the reference image. We first match Figure 5b to Figure 5j with Figure 5a, respectively, by feature-point extraction on the chessboard plane, to obtain $H^\text{close}_i (i = 2, \ldots 10)$ of the visible images. Then, the rotation matrices $R_i (i = 2, \ldots 10)$ of each viewpoint, relative to the reference viewpoint, can be calculated with Equation (9). The ten viewpoint direction parameters, with angles $(\phi, \theta, \psi)$ relative to the first viewpoint, can be decomposed from $R_i (i = 1, \ldots 10)$ with Equation (4), as listed in Table 2.

Table 2. The aiming direction parameters of the camera system from the 1-by-10 views.

| Viewpoint | Direction Parameters $(\phi, \theta, \psi)$ /Degree |
|-----------|--------------------------------------------------|
| 01        | (0, 0, 0)                                         |
| 02        | $(-0.0090, -0.0019, -0.0101)$                     |
| 03        | $(-0.0171, 0.0044, -0.0425)$                      |
| 04        | $(-0.0340, 0.0072, -0.0123)$                      |
| 05        | $(-0.0500, 0.0093, -0.0655)$                      |
| 06        | $(-0.0450, -2.0028, -0.0587)$                     |
| 07        | $(-0.0476, -2.0353, 0.0548)$                      |
| 08        | $(-0.0464, -2.0359, 0.0623)$                      |
| 09        | $(-0.0371, -2.0440, 0.2273)$                      |
| 10        | $(-0.0210, -2.0484, 0.0882)$                      |

Combined with the above position and direction parameters of the camera system, the new homography matrices $H^\text{distant}_i (i = 2, \ldots 10)$ for invisible-image fusion are calculated with Equation (8). This technique is shown to be capable of realizing image fusion and accumulation for fog removal, as presented in Figure 7.

Figure 7. The comparison of the defogging results. (a) Fog removal of a single image (Figure 6a); (b) Fog removal of the synthetic image fused by four-view images (Figure 6a–d); (c) Fog removal of the synthetic image fused by seven-view images (Figure 6a–g); (d) Fog removal of the synthetic image fused by ten-view images (Figure 6a–j). (e) The dependence of SSIM on the number of fused images.

3.3. Image Defogging

The synthetic images were first fused and accumulated separately by different numbers of images from the corresponding viewpoints. The defogging results obtained by utilizing a multi-scale Retinex (MSR) algorithm [12,14,28,29] are shown in Figure 7. The relationship between the image quality—evaluated by the structure similarity (SSIM) [30]—and the number of fused images is illustrated in Figure 7e.
From the above results, this experiment verifies the capability for fog removal by multi-view image fusion with Equation (7). Visually, with more viewpoint images fused, a better defogging effect can be realized. Compared with the single-image defogging result in Figure 7a, more detailed information and edges were preserved in Figure 7b–d, which means the synthetic image fused with multi-view images enhances image contrast as well as effectively filtering out noise. In Figure 7e, with the number of viewpoints increasing, the corresponding SSIM rises accordingly.

Quantitative evaluation of image quality is illustrated in Table 3. As can be seen, the SSIM of Figure 7d is 0.5061, which is approximately 60% improved compared with Figure 7a.

| Image Quality Assessment | SSIM      | PSNR/dB   | SNR/dB   |
|--------------------------|-----------|-----------|----------|
| Figure 7a                | 0.2975    | 8.1318    | 5.3266   |
| Figure 7d                | 0.5061    | 9.0530    | 6.2479   |

Furthermore, the peak signal-to-noise ratio (PSNR) and signal-to-noise ratio (SNR) of Figure 7d are both increased by about 0.9 dB. The above results show that a single camera on a moving platform, capturing multi-view images, can be used to perform fog removal with improved ability.

4. Discussion

It should be pointed out that the disparity of the multi-view viewpoints can be neglected for this experiment. For long-range imaging, the disparity hardly affects the depth of field with only a 525 mm baseline of multi-view imaging on the moving platform. Therefore, Equation (7) is suitable for objects at two different depths for image fusion.

It is worth noting that when extracting feature points on visible images of the near object, due to the interference of fog and non-uniform illumination, the feature points between two images are inevitably mismatched at a pixel level, which results in inaccurate direction parameters of the camera. Therefore, the optimization algorithm of feature-point matching should be studied in future work.

5. Conclusions

Due to the significant improvement of image accumulation for fog removal, a multi-view image fusion and accumulation technique is proposed in this work to address image mismatching on a moving camera. With the assistance of a close object to calibrate the direction and position parameters of the camera, an extrinsic parameter matrix can be calculated and applied to the image fusion of a distant invisible object. Experimental results demonstrate that single-image defogging misses much image information, while the synthetic image fused by multi-view images performs better detail and edge restoration simultaneously, which is approximately twice improved in SSIM. Hence, the proposed technique is shown to achieve multi-view optical image fusion and the restoration of a distant target in dense fog, overcoming the problem of image mismatching on a moving platform by using non-coplanar objects as prior information in an innovative way. The experimental demonstration indicates that this technique is particularly useful for bad weather atmosphere conditions.
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