AN XMM-NEWTON OBSERVATION OF NGC 1399 REVEALS TWO PHASES OF HOT GAS AND SUPERSOLAR ABUNDANCES IN THE CENTRAL REGIONS
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ABSTRACT

We present an initial analysis of a new XMM-Newton observation of NGC 1399, the central elliptical galaxy of the Fornax group. Spectral fitting of the spatially resolved spectral data of the European Photon Imaging Camera MOS and pn CCDs reveals that a two-temperature (2T) model of the hot gas is favored over single-phase and cooling flow models within the central \( \sim 20 \) kpc. The preference for the 2T model applies whether or not the data are deprojected. The cooler component has a temperature (\( \sim 0.9 \) keV) similar to the kinetic temperature of the stars, while the hotter component has a temperature (\( \sim 1.5 \) keV) characteristic of the virial temperature of a \( \sim 10^{13} M_\odot \) halo. The two-phase model (and other multitemperature models) removes the “Fe bias” within \( r \leq 20 \) kpc and gives \( Z_{Fe}/Z_{\odot} \approx 1.5-2 \). At larger radii, the iron abundance decreases until \( Z_{Fe}/Z_{\odot} \approx 0.5 \) for \( r \sim 50 \) kpc. The Si abundance is supersolar (1.2-1.7 solar) within the central regions, while \( Z_{Si}/Z_{\odot} \approx 0.8 \) over the entire region studied. These Fe and Si abundances imply that \( \approx 80\% \) of the Fe mass within \( r \sim 50 \) kpc originates from Type Ia supernovae (SNe Ia). This SNe Ia fraction is similar to that inferred for the Sun and therefore suggests a stellar initial mass function similar to the Milky Way.

Subject headings: cooling flows — galaxies: formation — galaxies: halos — galaxies: individual (NGC 1399) — X-rays: galaxies: clusters

On-line material: color figures

1. INTRODUCTION

NGC 1399, the central galaxy of the Fornax group, is one of the brightest elliptical galaxies in X-rays and has been the subject of numerous X-ray studies. Although previous ROSAT and ASCA studies demonstrated that the hot gas within \( r \sim 30 \) kpc is not isothermal (e.g., Rangarajan et al. 1995; Jones et al. 1997; Buote 1999), the data could not distinguish between single-phase and multiphase models. Moreover, we showed that an “Fe bias” for systems such as NGC 1399 occurs if an isothermal gas is assumed when in fact the spectrum consists of multiple temperature components with values near 1 keV (e.g., Buote 2000a, 2000b). We argued that this bias is primarily responsible for the very subsolar Fe abundances found in the central regions of the (X-ray) brightest elliptical and groups.

The combined spatial and spectral resolution of the XMM-Newton CCDs allows for unprecedented mapping of the temperatures and elemental abundances of the hot gas in galaxies, groups, and clusters. These capabilities complement the high spatial resolution (\( \sim 1' \)) of Chandra, which has already provided interesting constraints on the emission from discrete sources near the center of NGC 1399 (Angelini, Loewenstein, & Mushotzky 2001). The higher energy resolution, sensitivity, and larger field of view of the XMM European Photon Imaging Camera (EPIC) CCDs are better suited for constraining the spatial and spectral properties of the diffuse hot gas out to radii well past the optical extent of the galaxy (i.e., out to \( r \sim 50 \) kpc assuming a distance of 21 Mpc, using the results of Tonry et al. 2001 for \( H_0 = 70 \) km s\(^{-1}\) Mpc\(^{-1}\)).

We present initial results for the temperature and metal abundances of the hot gas obtained from a new XMM observation of NGC 1399. Detailed discussions of the data reduction, spectral fitting, and results for the gravitating mass will appear in D. A. Buote et al. (2002, in preparation) and A. D. Lewis et al. (2002, in preparation).

2. SPATIAL-SPECTRAL ANALYSIS

NGC 1399 was observed with the EPIC pn and MOS CCD cameras for approximately 25 and 30 ks, respectively, during AO-1 as part of the XMM Guest Observer program. We generated calibrated events lists for the data using the standard SAS v5.3.0 software. Our data preparation closely follows standard procedures and will be described fully in a follow-up paper (D. A. Buote et al. 2002, in preparation).

We extracted spectra in concentric circular annuli located at the X-ray centroid of each detector. The widths of the annuli were the same for each detector and were defined such that the width of each annulus contained approximately 6000 background-subtracted counts in the 0.3–5 keV band in the MOS1, and the minimum width was set to 1' for point-spread function considerations. Obvious point sources were masked out before the extraction.

In each annulus we performed a simultaneous fit to the MOS1, MOS2, and pn spectral data over 0.3–5 keV. Our baseline one-temperature (1T) model consists of a single thermal plasma component using the APEC code, modified by foreground Galactic absorption (\( N_H = 1.3 \times 10^{20} \) cm\(^{-2}\)) using the “phabs” model in XSPEC v11.1.0v. The free parameters are all associated with the plasma component: temperature (\( T \)), normalization, and Fe, O, Mg, and Si abundances—all other elements are tied to Fe in their solar ratios except for S, which is tied to Si. (The normalizations for the MOS1 and MOS2 are tied together while that of the pn is varied separately because of residual calibration and background differences.) We obtained results for the 1T model fitted directly to the data projected on the sky (i.e., a two-dimensional model) and also fitted...
to the deprojected data (i.e., a three-dimensional model; see, e.g., Buote 2000a).

### 2.1. Two-Phase Temperature and Density Structure

The temperature profile for the 1T (two-dimensional) model is displayed in Figure 1. The temperature rises from $T \sim 0.9$ keV at the center to $T \sim 1.4$ keV at large radii, consistent with previous two-dimensional ROSAT determinations (e.g., Rangarajan et al. 1995; Jones et al. 1997; Buote 1999). This model is a good fit in the outer annuli, but the fit degrades at progressively smaller radii (see Table 1). The worst fit is in the central annulus, and as shown in Figure 2, yields fit residuals near 1 keV that are fully characteristic of those obtained when trying to force a single-temperature model to fit a multitemperature spectrum (e.g., Buote & Fabian 1998; Buote 1999, 2000b). The deviations above 2 keV also suggest the presence of another (higher) temperature component.

Multitemperature spectra in the inner regions, especially the central bin, can arise simply from the projection of hotter gas at larger radius. In this case, fitting the 1T model to the deprojected spectra should substantially improve the fits in the central regions. However, we find that this 1T (three-dimensional) model does not improve the fits much except at the center, where noticeable—although relatively modest—improvement ($\Delta \chi^2 = 146$) is achieved.

We have examined a variety of multitemperature models (two- and three-dimensional) and have found that simple two-temperature (2T) models provide the best fits to the central bin (Table 1). It is also found that the $\chi^2$-values are very similar and the derived parameters consistent within 1 $\sigma$ errors for both two- and three-dimensional versions of the 2T models. And since the parameters of the three-dimensional models are not as well constrained and require regularization of the temperatures and abundances (e.g., Buote 2000a), in the interest of brevity we emphasize in this Letter the results for the two-dimensional models. Detailed results for the three-dimensional versions of 1T, 2T, and other models will appear in D. A. Buote et al. (2002, in preparation).

With respect to the 1T (two-dimensional) model, not only does the 2T (two-dimensional) model improve the fit substantially within the central bin ($\Delta \chi^2 = 503$), but it also significantly improves the fits in annuli 2 ($\Delta \chi^2 = 75$) and 3 ($\Delta \chi^2 = 34$). The dramatic improvement in the central bin is seen in Figure 2 where the large residuals in the Fe L region near 1 keV have been mostly eliminated. In three-dimensions, the improvement of 2T over 1T is $\Delta \chi^2 = 363$ in the central bin. The other multitemperature models we examined only improved fits to the deprojected spectra in the central bins; e.g., a (constant pressure) cooling flow model consisting of ambient and cooling gas provides a modest improvement to the fit in the central bin ($\Delta \chi^2 = 99$) over the 1T (three-dimensional) model.

In Figure 1 are shown the temperatures obtained for the 2T (two-dimensional) model. The cool component is consistent with an isothermal radial profile, while the hot component appears to rise slightly at the center. Within the 1 $\sigma$ errors, this central rise for the hot component is not especially significant, but if real, the slight excess over the isothermal extrapolation from the adjacent annuli probably represents the contribution from hard emission from discrete sources unresolved by XMM but resolved in the Chandra image of NGC 1399 (Angelini et al. 2001). We mention that adding a separate bremsstrahlung component to account for the effect of these unresolved sources (i.e., 2T+brem) in the central bin does improve the fit slightly and gives a reasonable best-fitting temperature, $T \approx 5$ keV. Adding this component to the cooling flow model instead gives $T \approx 2.7$ keV, indicating an attempt to account for both $\sim 1$ keV hot gas and $\sim 5$ keV unresolved sources.

We believe that in addition to the $\chi^2$-values, the derived parameter values also argue in favor of the 2T model. The temperature of the hot component, $T_h \sim 1.5$ keV, is consistent with the virial temperature of a surrounding group of mass $\approx 10^{13} M_\odot$, whereas the temperature of the cool component, $T_c \sim 0.9$ keV, is similar to the kinetic temperature of the stars.
(T \sim 0.6 \text{ keV}) with velocity dispersion, \sigma = 310 \text{ km s}^{-1} \text{ (e.g., Jones et al. 1997)}. The volume-averaged electron density of the cool gas (n_e^c) declines with radius more rapidly than that of the hot component (n_e^h): for the best-fitting models, the values of ratio \( n_e^c/n_e^h \) are 1.0, 0.62, and 0.27, respectively, for shells 1, 2, and 3. (Here we have used the three-dimensional model so that the quoted densities refer to the three-dimensional spherical shells bounded by the same radii as the annuli listed in Table 1.) The cool component is detected only out to annulus 3 (i.e., for \( r \approx 20 \text{ kpc} \)) and therefore must contribute even less at larger radius. The radius where the cool (galaxy) component gives way to the hot (group) component is similar to that inferred from the recent analysis of the ROSAT surface brightness profile of NGC 1399 by Paolillo et al. (2002).

Interior to shell 3 we compute a gravitating mass of \( \approx 10^{15} M_\odot \) from each component consistent with previous X-ray (e.g., Rangarajan et al. 1995; Jones et al. 1997; Paolillo et al. 2002) and optical (e.g., Saglia et al. 2000) determinations. The consistency of the masses determined from each phase and the agreement with optical determinations indicate that each phase is in approximate hydrostatic equilibrium, tracing the same gravitational potential.

Although hydrostatic equilibrium implies subsonic gas motions for each phase, the phases are not in pressure equilibrium. The ratio of the gas pressure in the hot phase to that of the cool phase is \( \approx 2.4 \) in shell 1, which increases to \( \approx 6.9 \) in shell 3. The lack of pressure equilibrium implies that the low-pressure cool phase must be continuously replenished. This requirement is consistent with the scenario where the cool phase continuously receives gas from stellar ejecta and loses gas by eventually mixing with the extended hot phase. Detailed physical models for the two phases (including, e.g., appropriate filling factors) will be considered in a future study.

### 2.2. Fe Abundance

We take the solar abundances in XSPEC to be those given by the Anders & Grevesse (1989) table except for Fe where we use the correct “meteoritic” value, Fe/H = 3.24 \times 10^{-5} by number, as suggested by Ishimaru & Arimoto (1997) and McWilliam (1997). This value is 1.44 times smaller than the photospheric value, which is usually employed in X-ray spectral fitting. Consequently, we shall account for this factor when comparing our results to other studies.

The Fe abundances (Z_{Fe}) obtained for the 1T and 2T models (both two-dimensional) are displayed in Figure 1. (The values of Z_{Fe} obtained from two- and three-dimensional 2T models are consistent within 1–2 \sigma errors.) At the largest radius the abundance is sub solar, Z_{Fe}/Z_{\odot} \approx 0.5–0.6. It increases for smaller \( r \) so that within \( r \approx 20 \text{ kpc} \), Z_{Fe}/Z_{\odot} \approx 1 \text{ for the 1T model, similar to previous results for 1T (two-dimensional) models fitted to the ROSAT data (e.g., Jones et al. 1997; Buote 1999).}

Compared to the 1T model, the 2T model gives Z_{Fe} that is 40%–50% larger in annuli 2 and 3 twice as large in annulus 1. (A cooling flow model, when fitted to the deprojected spectra, produces similarly larger values.) This substantial increase in the value of Z_{Fe} along with the elimination of the characteristic \( \sim 1 \text{ keV} \) residual pattern (Fig. 2) is a manifestation of the Fe bias that we discussed previously for NGC 1399 (Buote 1999) and related systems (e.g., Buote 2000a, 2000b). We note that the abundances in each temperature component are tied together in the fits since they cannot be distinguished when fitted separately. Also, the values of Z_{Fe} deduced in the central bins for both 1T and 2T models differ slightly if intrinsic absorption is considered (which is not clearly required by the data as seen in Fig. 2), but the relative differences between the 1T and 2T models and the general finding of supersolar values are preserved.

### 2.3. Si and S Abundances

Next to the broad feature of Fe L lines near 1 keV, the most notable spectral lines in the EPIC spectra of NGC 1399 (Fig. 2) are the K\alpha lines of Si and S, i.e., Si xix Ly\alpha (1.85 keV), Si xiv Ly\alpha (2.0 keV), and S xvi He\alpha (2.45 keV). We find that Z_{Si} is generally better constrained than Z_{S}, but when these abundances are fitted separately, they inevitably yield values that are consistent within their 1–2 \sigma errors. To reduce the number of free parameters in our fits, we tie Z_{Si} and Z_{S} together in their solar ratio. Henceforth, we shall refer only to the Si abundance.

The Si abundance is plotted in Figure 1 for both 1T and 2T models. For the 1T model, Z_{Si}/Z_{\odot} \approx 0.5 for \( r \approx 30 \text{ kpc} \), it rises to values consistent with solar for \( r \approx 5–20 \text{ kpc} \), and it is slightly larger than solar in the central bin. For the 1T model, Z_{Si}/Z_{Fe} \approx 1 at large radii, Z_{Si}/Z_{Fe} \sim 1 for \( r \approx 5–20 \text{ kpc} \), and Z_{Si}/Z_{Fe} \approx 1 in the central bin.

The 2T model gives slightly larger values, Z_{Si}/Z_{Fe} \sim 1.1–1.2 for \( r \approx 5–20 \text{ kpc} \) (which are consistent with the 1T values within the 1 \sigma errors). But in the central bin the 2T value is \approx 30\% larger, i.e., about a 2 \sigma discrepancy. In contrast to the 1T case, for the 2T model, Z_{Si}/Z_{Fe} \approx 0.8 for \( r \approx 20 \text{ kpc} \). (The overestimate of Z_{Si}/Z_{Fe} using the 1T model is a “Si bias” related to the Fe bias we discussed previously for such systems in Buote 2000b.
Unlike Fe and Si, the O and Mg abundances are quite sensitive to intrinsic absorption. We will discuss models with intrinsic absorption in D. A. Buote et al. 2002, in preparation.)

3. CONCLUSIONS

We have performed a spatially resolved spectral analysis of the XMM EPIC data of NGC 1399, which suggests the presence of two dominant phases of hot gas within the central ~20 kpc. This two-phase description is consistent with the 2T models we fitted previously to the ASCA data (Buote 1999). However, the ASCA data lacked the spatial resolution of XMM and could not distinguish between a radially varying single-phase medium, a two-phase medium, or a cooling flow within r ~ 30 kpc. These results for NGC 1399 are supported by previous analyses of its X-ray surface brightness profile, which argues for separate galaxy and group components (e.g., Ikebe et al. 1996; Paolillo et al. 2002) similar to other centrally E-dominated groups (Mulchaey & Zabludoff 1998).

Since the temperature structure of NGC 1399 obtained by ASCA is characteristic of other central E-dominated galaxy groups (Buote 1999, 2000b; Buote, Canizares, & Fabian 1999; Allen, Di Matteo, & Fabian 2000), the two-phase structure revealed by XMM for NGC 1399 likely applies to these other systems. Moreover, since the centers of several clusters show similar multitemperature structure with ASCA (e.g., Buote et al. 1999; Allen et al. 2001) and similar multicomponent surface brightness structure (see Ettori 2000 and references therein), we might expect two-phase structures in the centers of these systems. A recent XMM analysis of M87 is consistent with this suggestion (Molendi & Pizzolato 2001).

The two-phase model provides a physical explanation for the gas density and temperature profiles seen in “cooling flows.” The hotter component is associated with the ambient gas or cluster gas, while the cooler component is associated with the stellar ejecta of the dominant central galaxy. Gas-dynamical models of groups and clusters constructed by Brightheni & Mathews (1999a, 2002a) demonstrate that relatively cool ejecta from stellar mass loss combined with the hotter ambient gas can reproduce observed single-phase temperature profiles in groups and clusters. But our results suggest that these two phases are not fully mixed.

Understanding the details of the interaction of these phases may shed light on the mystery of cooling flows. Using the results of Mathews (1989), the rate of energy input by stellar ejecta is \( \approx \alpha_* M_* \sigma^2 \), where \( \alpha_* \approx 5 \times 10^{-20} \text{ s}^{-1} \) is the specific stellar mass-loss rate. If within \( r \approx 5 \text{ kpc} \) we take \( M_* \approx 2 \times 10^{11} M_\odot \) for the stellar mass and \( \sigma = 310 \text{ km s}^{-1} \) (Jones et al. 1997), we infer the rate of energy input into the central ~5 kpc of NGC 1399 from stellar ejecta to be \( \approx 2 \times 10^{40} \text{ ergs s}^{-1} \). This crude estimate is a factor of only 2 less than the X-ray luminosity of the hot component (and a factor of 4 less than the cool component). If the energy input from stellar ejecta does not completely suppress mass dropout, it may at least delay the episodes of active galactic nucleus feedback. Problems with such heating models are discussed by Brightheni & Mathews (2002b).

The two-phase model (as well as other multitemperature models) removes the Fe bias within the central regions (\( r \approx 20 \text{ kpc} \)) and gives \( Z_{Fe}/Z_{\odot} \approx 1.5-2 \). These supersolar values exceed the stellar values in typical elliptical galaxies (e.g., Trager et al. 2000) and therefore allow for significant enrichment of the hot gas from Type Ia supernovae (SNe Ia; e.g., Arimoto et al. 1997). For example, using the results of Gibson, Loewenstein, & Mushotzky (1997) and our measured value of \( Z_{Fe}/Z_{\odot} \approx 0.8 \) solar, we infer that SNe Ia have contributed \( \approx 80\% \) of the iron mass within \( r \approx 50 \text{ kpc} \) in NGC 1399. This SNe Ia fraction is similar to that inferred for the Sun and therefore suggests a stellar initial mass function similar to the Milky Way, as advocated by Renzini and others (e.g., Renzini et al. 1993; Renzini 1997; Wyse 1997). We close by noting that although correcting for the Fe bias partially removes the “iron discrepancy” noted by Arimoto et al. (1997), chemical models of elliptical galaxies without cooling flows predict central iron abundances even larger than those we have measured for NGC 1399 (e.g., Brightheni & Mathews 1999b).