Probing ultracold gases using photoionization fine structure
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Photoionization of atoms immersed in an environment such as an ultracold gas is investigated. We show that the interference of two ionization pathways, one passing directly to the continuum and one accounting for scattering processes between the photoelectron and a neighboring atom, produces a fine structure in the photoionization cross-section over an energy range less than 1 eV above threshold. This fine structure includes all the details of the corresponding three-body system, e.g. the interatomic distance or the scattering information of the electron-atom subsystem; therefore, photoelectrons produced in a multi-particle environment can be utilized as structural probes. As an illustration, for experimentally relevant parameters, we propose a scheme based on the photoionization of a Rydberg molecule where the low-energy electron-atom phase shifts are extracted from the fine structure spectra using neural networks.

Spectroscopic imaging tools infer many-body effects by measuring the interaction-induced shift of transition lines away from their known single particle values. Such a technique was used to observe the first hydrogen Bose-Einstein condensate (BEC) by measuring the shift, proportional to density, in the 1S-2S transition line [1–3]. The efficacy and versatility of these methods are enhanced with transitions to higher-lying Rydberg levels, since the loosely-bound Rydberg electron probes a region of space comparable to typical distances in a gas. Its interaction with atoms within its orbit gives rise to spectroscopically detectable molecular lines for small densities which smear out into a broad shift as the particle number increases [4,5]. This approach has enabled measurements of pair correlations and of relative densities within a gas mixture [4,5]. At higher densities and larger principal quantum numbers, embedded Rydberg atoms in BECs or Fermi gases have served as ideal probes of polaron physics [6,7], measuring local density-density correlations and the effects of particle statistics [6,7]. By increasing the principal quantum number it is possible to vary the spatial resolution from tens to a few hundreds of nanometers, a range inaccessible to typical optical wavelengths epitomizing the importance of Rydberg atoms in many-body settings. Eventually, any further increase in the absorbed photon’s energy ionizes the electron, raising the following question: can these near threshold electrons also serve as probes of ultracold gases?

This question calls to mind the extended X-ray absorption fine structure spectroscopy (EXAFS) in solids, which uses highly energetic photoelectrons to probe the ionized atom’s surroundings at nanometer resolution [8,9]. This process yields photoionization cross-sections exhibiting a unique interference pattern, i.e. the photoionization fine structure, subject to the specific crystalline structure of the solid. However, in ultracold atoms the typical length and energy scales, 100nm-µm and less than a few eV, are far different from those in solids, prohibiting the direct application of EXAFS theory. In particular, the Coulomb force between the photoelectron and the ionized core can be completely ignored in EXAFS, but it plays a dominant role in the dynamics of slow photoelectrons.

In this letter, we develop a theoretical framework describing low-energy photoionization processes in the presence of ground state atoms. Using this, we demonstrate that the coherent backscattering of the ionized photoelectron from a neighboring atom (see illustration in Fig. 1(a)) imprints an oscillatory fine structure onto the photoionization cross-sections. This fine structure exists in an energy interval slightly above threshold and contains information about the distance between atoms, the properties of the electron-atom and electron-ion subsystems, and the orientation of the atoms with respect to the polarization axis of the ionization laser field. Therefore, this fine structure effect can be utilized as a structural probe of several aspects of an ultracold gas. Additionally, we show that, in the limit of highly kinetic photoelectrons, our formalism recovers the EXAFS theory, showcasing the general scope of our framework. In order to focus on the general aspects of photoionization processes with neighboring atoms, we neglect spin and relativistic effects and we focus on the specific case of one nearby ground state atom of dominant importance.

To illustrate the potential utility of the low-energy photoionization fine structure, we propose a protocol to retrieve low-energy electron-atom phase shifts from measured photoionization fine structure spectra via a neural network method. Our proposal utilizes a long-range Rydberg molecule as the initial state, permitting precise determination of the interatomic separation of the two relevant atoms. Throughout this study we use atomic units, unless otherwise specified.

Our system consists of an unbound electron, an ion-
ized atom, and a ground state “perturber” atom which is placed at a distance \( R = R \xi \) relative to the ion. The photoionization cross-sections of this three-body system are calculated by employing the generalized local frame transformation (GLFT) method, which treats the short-range potentials of the perturber and the ion on equal footing and has been successfully applied to describe long-range Rydberg molecules for electronic energies under the ionization threshold \([20, 21]\). The effects of the short-range potentials are described by the electron-perturber scattering phase shifts \( \delta L \) and the atomic quantum defects \( \mu_L \), where \( L(l) \) denotes the orbital angular momentum of the photoelectron relative to the perturber (ionic core). The GLFT theory elegantly expresses the dipole matrix elements relevant to the photoionization cross-section in terms of these parameters. More specifically, the transition dipole matrix element between the initial and the \( l \)-th final state reads

\[
D'_l(R) = \sum_{l'} e^{i(\eta_l + \pi \mu_l)} [\mathbb{1} - i \mathcal{K}(R)]_{l l'}^{-1} D_{l'}(R),
\]

where \( \eta_l = \ln 2 k_e / k_c - \ln 2 - \text{Arg}\Gamma(l + 1 - i / k_e) \) is the Coulomb phase and \( \mathcal{K}(R) \) is the smooth \( K \)-matrix describing the electron-perturber scattering process (for details see \([22]\)). Note that the final state in the definition of \( D'_l \) obeys incoming wave boundary conditions; the dipole matrix element \( D_{l'}(R) \) corresponds to the case where the final state obeys standing wave boundary conditions, and is given by the relation

\[
D_{l'}(R) = \sum_{l, L, \ell} \int d_{lm}^{(1)} Y_{l, \ell}^{*} \mathcal{B}_{l', L, M}(R)[\mathcal{M}^{-1}]_{L, L'}^{l, l'} \mathcal{C}_{L, M, L'}^{T}(R) d_{lm}^{(2)}.
\]

Here, \( m(M) \) is the projection quantum number of \( l(L) \). The terms \( \mathcal{B}_{l', L, M}(R) \) and \( \mathcal{C}_{L, M, L'}(R) \) control the admixture of \( l \) and \( L \) angular momenta by the perturber, while \( M_{LL'} \) accounts for the electron-atom scattering (for details see \([22]\)). Finally, \( d_{lm}^{(1)} \) and \( d_{lm}^{(2)} \) are the dipole matrix elements describing transitions from the initial state \( \psi_i(r) \) to an \( l \)-th final state \( F_{lm}(r) = Y_{lm}(r)[\cos \pi \mu L f_{l}^0(r) - \sin \pi \mu L g_{l}^0(r)] \), where \( Y_{lm}(r) \) are the spherical harmonics and \( f_{l}^0(r) \) and \( g_{l}^0(r) \) denote the energy-normalized regular (irregular) Coulomb functions. Eq. \([2]\) describes the photoionization process that takes place near excited atom and it is valid only if the electron’s orbit is smaller than the interatomic distance \( R \). Eqs. \([1]\) and \([2]\) are the main general relations describing the motion of a photoelectron in the combined fields of an ionized and a neutral atom.

Fig. 1(a) illustrates the coherent backscattering mechanism. The red atom absorbs a photon and then releases a low-energy photoelectron which propagates outwards into the ionic core’s Coulomb field with momentum \( k_e \) (pink rays). At distances \( r \approx R \) part of the electron’s wavefunction scatters off of the perturber (blue sphere) due to the electron-perturber interaction. The backscattered wavefunction (blue ray) is phase-shifted by this collision, and accumulates an additional Coulomb phase as it returns to the source where it recombines with the part of the wavefunction that goes directly to the continuum. This leads to an interference pattern that is imprinted in the cross-section as an oscillatory fine structure.

Such oscillations are clearly visible in the differential cross-section shown in Fig. 1(b). For this calculation we consider specifically the photoionization of a Rb(6p) atom in the neighborhood of a Rb(5s) perturber \([23]\). Here, as well as in panel (c), we have fixed the interatomic distance \( R = 400 a_0 \) and aligned the laser’s polarization and interparticle axes. The laser light is polarized linearly in panel (b) and circularly in panel (c). \( k_e \parallel \) \( k_{e, \perp} \) denotes the photoelectron momentum component parallel (perpendicular) to the interatomic axis. For linearly polarized light the photoelectron is ejected to the continuum towards and away from the perturber, inducing enhanced interference fringes particularly on the negative axis. For circular polarization, this strong interference pattern is heavily suppressed to the extent that the differential cross-section is smooth (see Fig. 1(c)) In addition, the differential cross-section vanishes along the interatomic axis, which suggests that the ejected photoelectron does not collide with the perturber, yielding a cross-section virtually identical to that of a single atom.

After averaging over the solid angles, the oscillatory fine structure observed in Fig. 1(b) is still observed in the
We show that the fine structure average over all possible orientation must be considered. The angle between the interatomic and the laser polarization axis is averaged over.

The calculations in Fig. 2 bear a clear resemblance to x-ray photoionization fine structure, but a direct link between the GLFT theory and the established EXAFS formulas is stymied by the complicated angular momentum recoupling terms and Coulomb functions in Eqs. (1) and (2). Therefore, in the following we simplify these relations by considering a case where both atoms are initially in the ground state, have no quantum defects, and have only one dominant scattering channel. For the latter we choose the P-wave channel since a low-energy shape resonance in the alkali atoms gives it a large contribution which can help to compare the relative effects of Coulomb and scattering phases in the photoionization process. We again align the linearly polarized laser with the interatomic axis. Under these simplifications, the GLFT theory, combined with Jeffereys-Wentzel–Kramers–Brillouin (JWKB) approximation, permits us to analytically obtain an expression for the photoionization fine structure's amplitude (frequency) shrinks (grows) with increasing interatomic distances.

\[
\chi(k_e, R) = \sigma(k_e, R)/\sigma(k_e, \infty),
\]

is averaged over. The ratio of total cross-sections with and without the ground state atom defines the fine structure spectrum where \( \chi(k_e, R) \) isolates the physical impact of the backscattering mechanism. Thus far we presented results for an idealized case where the polarization and interatomic axes are aligned in order to showcase the influence of neighboring atoms in the photoionization process. However, in a dilute ultracold gas these two axes are not necessarily aligned and an average over all possible orientation must be considered. We show that the fine structure \( \chi(k_e, R) \) survives this averaging procedure in Fig. 2 manifesting the robustness of the photoionization fine structure effect. Additionally, Fig. 2 shows the remaining dependence on \( R \): the fine structure's amplitude (frequency) shrinks (grows) with increasing interatomic distances.

\[
\chi(k_e, R) = 1 - 9 \frac{K(R) \sin[\delta_P(\kappa)]}{\kappa^3 R^2} \cos[2\Phi(R) + \delta_P(\kappa)],
\]

for details see [22],

where \( \Phi(R) = \int R^2 dr K(r) \), \( K(R) = \sqrt{k_e^2 + 2/ R - 9/4R^2} \) is the JWKB local momentum, \( \delta_P(\kappa) \) denotes the electron-atom phase shift and \( \kappa = \sqrt{2/ R + k_e^2} \) indicates the momentum of the photoelectron relative to the perturber. From Eq. (3) we observe that the peak-to-peak amplitude of the fine structure falls off approximately as \( \sim 1/R \) for fixed \( k_e \) and as \( \sim 1/k_e^2 \) for fixed \( R \).

Fig. 3 illustrates comparisons between Eq. (3) and the corresponding GLFT calculations for \( R = 400 a_0 \). Panel(a) shows the excellent agreement between the \( \chi(k_e, R) \) obtained via the GLFT theory (orange line) and the predictions of Eq. (3) (blue dots). Fig. 3(b) depicts a contour plot of \( \chi(k_e, R) \) calculated using the GLFT theory as a function of \( R \) and \( k_e \). The white dashed lines trace out the extrema of \( \chi(k_e, R) \) as predicted by Eq. (3), which are again in excellent agreement with the numerical calculations over the entire parameter space. Apart from the quantitative comparison, Eq. (3) transparently shows that the emergent interference pattern depends on...
the sum of the scattering phase shift $\delta_P(\kappa)$ and the photoelectron’s phase accumulation in the Coulomb field, i.e. $\Phi(R)$. The theory of EXAFS yields a similar expression as Eq. (3), although, since our results explicitly include the Coulomb field, are inherently far more general allowing the description of low- as well as high-energy photoelectrons. The conceptual clarity of Eq. (3) suggests that measured photoionization fine structure in ultracold gases can be used to deduce the physical properties of the system and its constituent particles in an analogous way to EXAFS.

Indeed, as a proof of concept, we demonstrate here a scheme which could be used to extract low-energy scattering phase shifts from experimentally measured photoionization fine structure. Our proposal is sketched in Fig. 4(a). A two-photon excitation scheme is employed to excite a long-range Rydberg molecule, whose molecular bond length depends on the Rydberg level and is used to define in advance the photoionization step a fixed interatomic distance. Here we consider a Rydberg molecule with bond length $R = 1000 \, \text{a}_0$. From this molecular state, a $V$-type photoionization protocol via the Rb(6p) + Rb(5s) intermediate state is utilized. This is a standardized technique applied in recent experiments [24]. Additionally, Rydberg molecular states possessing a significant dipole moment could be used to align the molecule’s internuclear axis with the polarization axis, as in a pendular state [25], although we do not rely on that here.

In order to extract the electron-atom phase shifts from a photoionization fine structure spectrum we use a neural network approach. The neural network is trained on a large sample of artificial photoionization fine structure calculations where we have included all the atomic quantum defects with both $S$- and $P$-wave electron-atom phase shifts. A large ensemble ($\sim 10^6$) of photoionization fine structure spectra is generated using ”artificial” $S$- and $P$-wave phase shifts which randomly deviate from the exact values by $20\%$. A fully connected feed-forward neural network is implemented to map $\chi(\kappa_c, R)$ to the electron-atom phase shifts based on Julia’s library Flux [26, 27] (for details see [22]). An excellent performance is reached after passing the complete data set $\sim 10^4$ times through the network. As shown in Fig. 4(b) the neural network predictions (black dots) are in excellent agreement with the exact $S$- (blue line) and $P$-wave (orange line) electron-atom phase shifts, with the relative error being within $\approx 0.5\%$. Notice that the range of electron-atom momenta $\kappa = \sqrt{2|\nu| + k_Z^2}$ is bounded from below at $k_c = 0$ due to finite $R$. For this reason the electron-atom phase shifts do not vanish at $k_c \rightarrow 0$. We note that to date the most successful way to obtain these phase shifts has also involved long-range Rydberg molecules, but utilizing a fitting procedure where measured vibrational spectra of Rydberg molecules are compared with theoretically calculated spectra. The phase shifts employed in the theoretical calculation are then modified until the spectra agree [28–31]. Such a process has improved the values of key scattering parameters, such as the zero-energy scattering length and the position of the $P$-wave shape resonances, but considerable discrepancies and uncertainties still remain and it is not possible to reliably deduce the full energy-dependent scattering phase shifts. The proposed photoionization scheme demonstrated here would avoid the ambiguities of previous approaches and also provide information about the phase shifts at arbitrary energy.

In summary, we have investigated photoionization in a dilute ultracold gas, where a nearby perturber atom causes interference fringes, that is, a fine structure in the atomic photoionization cross section. The GLFT method permitted us to explicitly treat the Coulomb field and the electron-atom interactions within this three-body system. Apart from Rydberg molecules, this phenomenon can be observed in systems such as atoms trapped at individual lattice sites [32]. Since this fine structure is insensitive to the alignment of the polarization axis with
the interatomic one, it can be observed also in weakly bound Feshbach molecules as well [33]. Finally, as a proof of concept we demonstrated that near threshold photoelectrons can be used to probe the electron-atom scattering interaction at low energies, using a Rydberg molecule to prepare a favorable initial state and a neural network to extract details about the electron-atom interaction from the fine structure of the photoionization spectra. The full potential of this method will unfold in future work with the inclusion of spin-orbit coupling effects and multiple scattering off of several perturber atoms. Future extensions of our theory will permit to investigate the emerging diverse settings of Rydberg interacting systems, such as Rydberg-Rydberg [34–37] and, very recently, Rydberg-ion, bound states [38–40], using the fine structure of photoionization and its variants as a sensitive probe.
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Supplemental Material: Probing ultracold gases using photoionization fine structure

In this supplementary material additional information is provided on various aspects of the main manuscript. In summary, these extra details cover the following points:

- Generalized local frame transformation theory for photoionization: key formulas for the derivation of the dipole matrix elements
- Derivations and approximations employed for Eq.(3) in the main text
- Details on the neural network fitting procedure used in Fig.4(c) in the main text

GENERALIZED LOCAL FRAME TRANSFORMATION FOR PHOTOIONIZATION PROCESSES IN ULTRACOLD GASES

In order to describe the photoionization process discussed in the main manuscript the generalized local frame transformation (GLFT) theory is employed. The additional details given below are sufficient in order to compute the photoelectron’s dipole matrix elements (see Eq.(1) and (2) in the main text). Following the prescription given in Ref. [S21] we derive the relations of $K_{\mu l}(R)$ (see Eq. (S5)), $G_{LM,lm}^T(R)$ (see Eq. (S6)) and $B_{LM,lm}^T(R)$ (see Eq. (S8)) used in Eq.(1) and (2) of the main text.

Quantum defect shifted Coulomb Lippmann-Schwinger equation and the smooth K-matrix

We study the photoionization of an atom $A$ in the presence of a bystander atom $B$. The photoelectron is ejected into the continuum with energy $\epsilon = k_z^2/2$ experiencing the Coulomb attraction and the residue interaction of the ionic core, i.e. $A^+$. At distances $R$ with respect to $A^+$, the photoelectron collides with a ground state atom $B$ via the electron-atom polarization potential. As was shown in [S21], the wave function of the electron, which is centered at the ionic core, can be expressed as a linear combination of the regular and irregular quantum-defect-shifted (QDS) Coulomb functions at positive energies. Note that throughout the supplemental material we use atomic units unless otherwise specified.

$$\Psi_{lm}(r,R) = \sum_{\ell} Y_{\ell m}(\hat{r}) [F_{\ell}(r) \hat{\delta}_{\ell l} - G_{\ell l}(r) \bar{K}_{\mu l}(R)], \quad (S1)$$

where $\hat{\delta}_{\ell l}$ is Kronecker’s delta, $Y_{\ell m}(\hat{r})$ correspond to the spherical harmonics centered at $A^+$ with $l$ and $m$ being the orbital and azimuthal angular momentum relative to the ionic core, respectively. Note that Eq. (S1) is a valid approximation since the coupling of electron’s angular momenta and spins with the ionic core’s corresponding degrees of freedom are neglected. The term $\bar{K}_{\mu l}(R)$ refers to the smooth K-matrix and $F_{\ell l}(r)$ ($G_{\ell l}(r)$) is the regular (irregular) QDS Coulomb function. The energy-normalized QDS pair of solutions are related to the conventional regular and irregular Coulomb functions $(f_{\ell l}^r, g_{\ell l}^r)$ according to

$$F_{\ell}(r) = f_{\ell l}^r(r) \cos \pi \mu_l - g_{\ell l}^r(r) \sin \pi \mu_l, \quad (S2a)$$
$$G_{\ell l}(r) = f_{\ell l}^r(r) \sin \pi \mu_l + g_{\ell l}^r(r) \cos \pi \mu_l, \quad (S2b)$$

where $\mu_l$ denotes the $l$-th atomic quantum defect and it parametrizes the impact of the residue potential of $A^+$ on the electron’s motion. The QDS pair of solutions $(F_{\ell l}, G_{\ell l})$ are related to the $\bar{K}$-matrix, i.e. the smooth K-matrix, their Wronskian evaluated at distance $r$ is given by the expression $\mathcal{W}\{F_{\ell l}, G_{\ell l}\} = 2/(\pi r^2)$. In addition, Eq. (S1) obeys the following Lippmann-Schwinger equation:

$$|\Psi_{lm}(R)| = |F_{\ell l}(r)| + G_{\ell l}^{QDS} \bar{V}_B \Psi_{lm}(R), \quad (S3)$$

where $G_{\ell l}^{QDS}$ is the quantum-defect-shifted principal-value Coulomb Green’s function and $V_B$ is the electron-perturber interaction potential. The QDS Green’s function reads

$$G_{\ell l}^{QDS}(r,r') = \pi \sum_{lm} Y_{lm}^*(\hat{r}) F_{l}(r \cdot \mu_l) G_{l}(r \cdot \mu_l) Y_{lm}(r'), \quad (S4)$$

where $r_\mu = \min(r,r')$ and $r_\gamma = \max(r,r')$.

As in Ref. [S21], the $\bar{K}$-matrix is given by

$$\bar{K}_{\mu l}(R) = -\pi \sum_{LM} C_{\ell m,LM}(R) [\mathcal{M}^{-1}]_{LM} C_{LM,lm}^T(R), \quad (S5)$$

where $L$ and $M$ denote the orbital and angular momentum potential with respect to the ground state atom $B$. The matrix elements $C_{\ell m,LM}(R)$ and $\mathcal{M}_{LM}$ can be expressed in terms of the local frame transformations $\mathcal{U}_{\ell m,LM}(R,\mu_l)$, $\mathcal{V}_{\ell m,LM}(R,\mu_l)$, $\mathcal{T}_{LM,lm}(R)$ and $\mathcal{N}_{LM,lm}(R)$ according to the following relations:

$$C_{LM,lm}^T(R) = -\frac{\tan \delta_L}{\pi} \mathcal{U}_{LM,lm}(R,\mu_l), \quad (S6)$$

where $\tan \delta_L$ represents the electron-atom scattering phase shift.
\[
\mathcal{M}_{L,L} = -\frac{1}{\pi} \tan \delta_L \delta_{L,L}^* + \frac{\tan \delta_L \tan \delta_L}{\pi} \sum_{\ell m} \left[ \mathcal{J}^T_{L,M,lm}(R) \mathcal{N}_{l,m,LM}(R) - \mathcal{U}^T_{L,M,lm}(R,\mu) \mathcal{V}_{l,m,LM}(R,\mu) \right].
\] (S7)

Also, in Eq. (2) of the main text the dipole matrix elements for standing wave boundary conditions depend on the \( B_{l,m,LM}(R) \) matrix elements which read
\[
B_{l,m,LM}(R) = -\frac{\tan \delta_L}{\pi} \mathcal{V}_{l,m,LM}(R,\mu). \tag{S8}
\]

**Local frame transformations**

The relations of the local frame transformations are:
\[
\begin{align*}
\left\{ \mathcal{J}^T_{L,M,lm}(R) \right\} &= \sqrt{\frac{2L+1}{2l+1}} \sum_{\beta=0}^{\infty} i^{L+\beta-l}(2\beta+1) \times \\
&\times C^{00}_{\beta} e^{i\theta_{L,M,lm}} \left\{ j_\beta(\kappa R) \right\},
\end{align*}
\]
where \( \kappa \) is the momentum of the electron relative to the ground state atom B and it obeys the relation \( \kappa = \sqrt{2/R + k^2} \). The terms \( C^{ij}_{m_1,m_2} \) are the Clebsch-Gordon coefficients relating angular momenta pairs \( (L,M) \) and \( (l,m) \). The pair of functions \( (j_\beta, n_\beta) \) indicate the spherical Bessel and Neumann functions. Also, for \( \mathcal{U}^T_{L,M,lm}(R,\mu) \) and \( \mathcal{V}^T_{L,M,lm}(R,\mu) \), which are used in Eqs. (S6) to (S8) we have the relations
\[
\begin{align*}
\mathcal{U}^T_{L,M,lm}(R,\mu) &= \frac{\pi R^2}{2} \left[ \mathcal{J}^T_{L,M,lm}(R) \mathcal{W}\{f_{l,m} \} \right]_R \\
&- \mathcal{N}^T_{L,M,lm}(R) \mathcal{W}\{f_{l,m} \} \tag{S10}
\end{align*}
\]
\[
\begin{align*}
\mathcal{V}^T_{L,M,lm}(R,\mu) &= \frac{\pi R^2}{2} \left[ \mathcal{J}^T_{L,M,lm}(R) \mathcal{W}\{g_{l,m} \} \right]_R \\
&- \mathcal{N}^T_{L,M,lm}(R) \mathcal{W}\{g_{l,m} \} \tag{S11}
\end{align*}
\]
where \( \mathcal{W}\{,\} \) refers to the Wronskian evaluated at distance \( R \). The pair of functions \( \{f_{l,m}(r), g_{l,m}(r)\} \) indicate the energy-normalized free-space solutions at momenta \( \kappa = \sqrt{2/R + k^2} \) and they are proportional to the spherical Bessel and Neumann functions, respectively. Note that the frame transformation in Eq. (S11) is different from the one used in Ref. (S21). Namely, in Eq. (S11) we employ the irregular QDS Coulomb functions since we assume that the electron possess positive energies.

**SIMPLIFIED GLFT THEORY WITHIN JEFFEREYS-WENTZEL–KRAMERS–BRILLOUIN APPROXIMATION**

As discussed in the main text, we derive Eq. (3) under a simplified set of conditions where a Rb(6s) atom is photoionized by a linearly polarized light. We neglect for simplicity the atomic quantum defects and the S-wave electron-atom phase shift. In addition, we assume that the polarization and interatomic axis are aligned in the \( z \)-direction with the ground state atom Rb(5s) placed at a distance \( R \). Under these considerations, we substitute Eqs. (S5) to (S8) into Eq. (3) and for final states with \( (l_f,m_f) = (1,0) \) the corresponding dipole matrix elements \( D_i(R) \) read:
\[
D_i(R) = [\mathcal{J}_i,1 + \mathcal{J}_m,1] \partial_{R^2} \mathcal{J}_m,1(R) A \\
\times \partial_R f_i^*(R) Y_{l,m}(R)] | d_l,m, \tag{S12}
\]
where
\[
A = \pi \tan \delta_R \left( \frac{3^3}{6\pi} + \tan \delta_R \Delta(R) \right)^{-1},
\]
note that the preceding relation refers to the dipole matrix elements whose final states obey standing wave boundary conditions. \( \kappa \) is the momentum of the electron relative to the ground state atom and is given by the expression \( \kappa = \sqrt{2/R + k^2} \). Refer to the dipole matrix elements of a single atom where the final state obeys standing wave boundary conditions. The term \( \Delta(R) \) in the preceding equations reads:
\[
\Delta(R) = \sum_{l,m} \mathcal{J}_{10,l,m}(R) N_{l,m,10}(R) - \mathcal{U}_{10,l,m}(R,\mu) \mathcal{V}_{l,m,10}(R,\mu), \tag{S13}
\]
Using the Eq. (S12), the dipole matrix elements which obey incoming boundary conditions read:
\[
D_i(R) = e^{im} \left[ \delta_{i,1f} + \frac{A}{1+iA_\beta} Y_{i,j,m}(R) \partial_R g_i^*(R) \right] \\
\ldots - i f_i^*(R) \partial_R f_i^*(R), \tag{S14}
\]
where \( \beta = \frac{3^3}{6\pi} \). In addition, the regular and irregular Coulomb functions, i.e. \( f_i^*(R) \) and \( g_i^*(R) \), can be evaluated in the
Jeffereys-Wentzel–Kramers–Brillouin (JWKB) approximation. Utilizing these approximations, the photoionization fine structure, i.e. the ratio of the total cross-section with and without the ground state atom, has the following form:

\[ \chi(k_e, R) = 1 + 9 \frac{\Gamma^2}{K(R)\kappa^3 R^2} \sin \delta_P(\kappa) \sin[2\Phi(R) - 2t + \delta_P(\kappa)], \]  

(S15)

where \( \Gamma^2 = K^2(R) + [1/R + \partial_R K(R)/K(R)]^2 \) and \( t = \arctan[K^2(R)/(\Gamma^2 - K(R)^2)] \). \( K(R) \) denotes the JWKB local momentum which contains only the Coulomb potential, \( \Phi(R) \) refers to JWKB phase accumulation in the presence of the Coulomb field, and \( \delta_P(\kappa) \) is the P-wave electron-atom phase shift. Recall that Eq. (S15) depends only on P-wave phase shift since we neglected the S-wave scattering process. From numerical tests we observe that at large \( R \) the phase \( t \approx \pi/2 \) and \( \Gamma \approx K(R) \). These approximations, although not necessary, simplify further Eq. (S15) yielding the expression used in the main text.

\[ \chi(k_e, R) = 1 - 9 \frac{K(R)}{\kappa^3 R^2} \sin \delta_P(\kappa) \sin[2\Phi(R) + \delta_P(\kappa)]. \]  

(S16)

DETAILS OF THE NEURAL NETWORK FITTING PROCEDURE

We generated \( n = 10^3 \) samples by adding random variation on the order of 20% to the exact values of the electron-atom phase shifts, and using these to compute total cross-sections. Subsequently, the samples were split between training \( (n_{\text{train}} = 0.7n) \), validation \( (n_{\text{val}} = 0.1n) \) and test \( (n_{\text{test}} = 0.2n) \) data. A fully connected feed-forward neural network is implemented to map \( \chi(k_e, R) \) to the electron-atom phase shifts simultaneously based on Julia’s library Flux as the activation between hidden layers. The mean square error is used as the training loss and ReLU as the activation function. The initial parameters of the network are generated using the XAVIER initialization and the optimization of the network (update of parameters) is done using the ADAM algorithm. Also, in order to reduce the computational cost we applied mini-batch optimization with a batch size of 128. An excellent performance is reached after passing through the network the complete data set \( \sim 10^4 \) times. Note that the final optimized network applied to the test data is the one with the lowest validation loss.