Big and small, myriads of choices are made every day about everything. Based on past experiences and shaped by one's preferences, motivations and the expectation of where they may lead, choices are made through the process of decision-making, a way of pruning out presumably bad options in order to select the best ones possible. Of course, not all choices are always 'the best' possible and suboptimal (maladaptive) decision-making behaviors have been observed in both humans and non-human animals (e.g. gambling behavior). Nevertheless because poor choices are likely to affect performance and survival in many biological systems (including human societies), individuals have evolved a remarkable capacity for making overall good decisions to successfully achieve their ends. This capacity to make sound decisions is not simply hard-wired in a behavioral blueprint, but is a learned skill that can be developed and honed through experience. This implies that the complex computational processing that enables the faculty of decision-making is closely reliant on internal representations of one's historical experience (i.e. memory), developed and stored over the course of the learning process. By remembering what happened when (i.e., recollecting the past) as well as what to do when (i.e., anticipating the future), these representations inform on what is not in the immediate environment, thereby “extending” the amount of information available to the perceptual system in the present. In humans, such “extension of perception” that allows an individual to infer possible causal relationships and evaluate what opportunities are “afforded” by a given environment (i.e., “affordances” à la Gibson), is defined as thinking. This core capacity of simulating or representing information of absent objects, and use the information in flexible ways in order to predict or anticipate an external event and align behavior to the current state of the world has also become increasingly evident in several non-human animal species. Many of the examples come from experiments conducted in the context of associative learning, where even 'simple' conditioning tasks can result in complex representations and the behavioral flexibility generally attributed to “higher” learning.

While the range of complexity of these representations may remain an ongoing point of discussion, the fact is that classical conditioning in both human and non-human animals has provided a powerful framework for exploring processes like learning, memory, anticipation, awareness, decision-making and more, which are, broadly speaking, attributes of what we call, the mind. Recently, this classical conditioning approach has been successfully applied to the vegetal world. Using a Y-maze task, our latest study demonstrated that seedlings of the garden pea (Pisum sativum) are able to acquire learned associations to guide their foraging behavior and ensure survival (Fig. 1). The ability of seedlings to...
anticipate both the imminent arrival of light (“when”) and its direction (“where”) based on the presence and position of a neutral conditioning stimulus (CS) demonstrates that plants are able to encode both temporal and spatial information and modify their behavior flexibly. By revealing that plants, too, are capable of associative learning and consequently, qualify as proper subjects of cognitive research (as discussed previously\textsuperscript{10}), these findings invite us to earnestly think about the question of the vegetal mind.

**The ecology of associative learning: A case for plants**

In the real world (outside the laboratories), individuals continuously encounter circumstances and events the consequences of which are, more often than not, uncertain. The presence of uncertainty is an indication that the individual is yet to acquire the specific internal representation that reliably predicts its current environment. In other words, it needs to learn about the stimuli that are associated to and predict the occurrence of important outcomes, so that they can be anticipated with the least amount of uncertainty and consequently, risk. This is best illustrated in the context of predator-prey interactions, where a close match between perception and actual reality is advantageous as it allows individuals to avoid mistakes that could have fatal consequences. In a wide range of animal species, for example, naïve prey individuals can learn to recognize a predator by being simultaneously exposed to the cue of an injured conspecific paired with predator odor;\textsuperscript{11} through repetition, a prey increases its certainty associated with correctly labeling a newly learned species as a predator.\textsuperscript{12} Beyond the realm of predation, a plethora of animal studies across functional domains has shown that associative learning enables animals to forage efficiently while avoiding potentially poisonous food,\textsuperscript{13} to navigate their environment,\textsuperscript{14} securing territories\textsuperscript{15} and reproductive success,\textsuperscript{16-18} highlighting the importance of associative learning in shaping adaptive behavior in a wide range of contexts and species, including humans.\textsuperscript{19} Then, what about plants?

Plants have been omitted from the conversation because no experimental evidence for their ability to learn by association was available, until now.\textsuperscript{9} It is logical then, that the adaptive value of associative learning in vegetal species has never been considered. However in light of the new evidence, it is equally logical to expect that, in plants too, associative learning has a range of ecological purposes from foraging to danger avoidance to social interactions above and below ground. For example, a 2014 study demonstrated that plants are able to detect and distinguish between the sound of feeding caterpillars and those caused by wind or singing insects.\textsuperscript{20} Like in the animal example provided above, naïve plants could learn to recognize the presence of a predator by being exposed to the cue of an injured conspecific (i.e., volatile emission) paired with predator sound (i.e., feeding caterpillar). This herbivore-generated acoustic cue alone could then be used by the plant to mount up their chemical defenses in response to subsequent threats of herbivory.\textsuperscript{20} A testable hypothesis could be formulated that acoustic cues by virtue of their rapid transmission in the environment reinforce the effectiveness of other known warning signaling systems relying, for instance, on airborne volatiles.\textsuperscript{21} If true, learning to associate sounds produced by feeding insects with the release of volatile emissions by plants under attack could reduce a plant’s perceptual uncertainty and enable a rapid preemptive response to looming attacks as and when required. As we all know well, it is more effective to anticipate rather than wait for events to present themselves, especially when involving dangerous interactions. Accordingly, selection should favor associative learning mechanisms that enable plants to distinguish whether and when cues are indicative of impending harmful or attractive conditions and thus, allow them to take advantage of new resources and avoid novel threats.

**Not what, but who is learning inside the maze?**

The ability to learn through the formation of associations involves the ability to detect, discriminate and categorize cues according to a dynamic internal value system.\textsuperscript{22,23} This is a subjective system of feelings and experiences,
motivated by the overall sensory state of the individual in the present and its extension via internal representations of the world experienced in the past; representations that, as mentioned earlier, play a fundamental role in the decision-making process by providing a reference for the kind of expectations that the individual projects in the future. By demonstrating that plants are able to learn by forming associations, our recent findings make some important insinuations in regards to vegetal subjectivity and awareness.

Firstly and for the simple reason that feelings account for the integration of behavior and have long been recognized as critical agents of selection,\textsuperscript{24} plants too must evaluate their world subjectively and use their own experiences and feelings as functional states that motivate their choices. Through careful experimental design, the seedlings in our study were allowed to display a number of behavioral responses to inform us—the human observers—of their cognitive states. In our second experiment, for example, in which some seedlings were asked to make a decision on their growth direction during the evening hours when light would not normally be available, the young plants informed us of their lack of confidence in the neutral conditioning stimulus (CS) as a reliable predictor for the light—a decision they, otherwise, rendered most readily during daylight hours. The expression of the conditioned response (CR) in our study is certainly a good indicator of learning, but the absence of the CR in some experimental groups does not necessarily indicate that learning did not occur. Keeping in mind that in a conditioning experiment, what an individual does is not the same of what it knows,\textsuperscript{25} is it possible that those seedlings asked to perform outside the daylight hours, chose to opt out of performing the conditioned light-foraging behavior? Because the consequences of performing the CR at a time that is misaligned with the internal circadian signals are uncertain (but likely to be energetically costly), is it possible that the plants opted for what they perceived as (but in actuality, was not) a “sure bet”—namely, their innate positive tropism to light—as a solution to the uncertainty problem? As a matter of fact, we do not know whether this is possible or else, but we now have an experimental framework to find out.

Secondly, the ability to have experiences and feelings, rather than mere sensations, can be explored as a facet of the ability to learn through the formation of associations. If we agree that associative learning and internal value systems based on feelings are evolutionarily linked and constitute what we may refer to as (basic) consciousness,\textsuperscript{23} then plants could open a new interface into exploring the processes that have led to the emergence of consciousness (assuming it to be a process that actually emerged or a trait that was acquired through an evolutionary event). By uprooting it from the idea that it is a process or trait that occurs as the intrinsic operation of neural circuitry,\textsuperscript{26-29} and thus, it is generated by neurological substrates (as mentioned in the 2012 Cambridge Declaration on Animal Consciousness), plants help us to unnerve our premise that consciousness entails attributes derived from specific physical structures such as brains and neurons. Moreover, they encourage us to put forward a quantitative theory of consciousness that accounts, more adequately, for its expression through the incredible diversity of living species. Just what kind of theory this may be is an open question (but see Integrated information theory\textsuperscript{30}), but at the very least it should include analyses of behavior and ecophysiology in a wider range of species that transcends the animal kingdom (including the human).

And lastly, questions about the cognitive capacities of animals and specifically, animal consciousness often play a role in discussions about animal welfare and moral status. This debate has been recently extended to include plants\textsuperscript{31,32} and as experimental evidence for the cognitive capacities of plants accrues, the controversial (or even taboo) topic regarding their welfare and moral standing and our ethical responsibility toward them can no longer be ignored.
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