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Abstract

Suppose that we have two parties that possess each a binary string. Suppose that the length of the first string (document) is $n$ and that the two strings (documents) have edit distance (minimal number of deletes, inserts and substitutions needed to transform one string into the other) at most $k$. The problem we want to solve is to devise an efficient protocol in which the first party sends a single message that allows the second party to guess the first party’s string. In this paper we show an efficient deterministic protocol for this problem. The protocol runs in time $O(n \cdot \text{polylog}(n))$ and has message size $O(k^2 + k \log^2 n)$ bits. To the best of our knowledge, ours is the first efficient deterministic protocol for this problem, if efficiency is measured in both the message size and the running time. As an immediate application of our new protocol, we show a new error correcting code that is efficient even for large numbers of (adversarial) edit errors.

1 Introduction

Suppose that we have two parties that possess each a binary string. Suppose that the length of the first string (document) is $n$ and that the two strings (documents) have edit distance (minimal number of deletes, inserts and substitutions needed to transform one string into the other) at most $k$. The problem we want to solve is to devise an efficient protocol in which the first party sends a single message that allows the second party to guess the first party’s string. We call this problem the one-way document exchange under the edit distance. In this paper, we answer an open question raised in [2] by showing a deterministic solution to this problem with message size $O(k^2 + k \log^2 n)$ bits and encoding-decoding time $O(n \cdot \text{polylog}(n))$\footnote{The decoding time is actually $O((n + m) \cdot \text{polylog}(n + m))$, where $m$ is message size. However, we can safely assume that $m \leq n$, if the message size of the protocol exceeds $n$, then we can just send the original string.}. This result

\footnote{$f(n) = \text{polylog}(n)$ if and only if $f(n) = \log^c(n)$ for some constant $c$.}
is to be compared to previous randomized schemes that achieve $O(k^2 \log n)$ \[3\], $O(k \log n \log(n/k))$ \[6\], and $O(k \log^2 n \log^* n)$ bits \[7\]. We note that an optimal code should use $\Theta(k \log(n/k))$ bits \[13, 2\], and in fact this can be achieved with a protocol that runs in time exponential in $n$. However, to the best of our knowledge no such deterministic code with polynomial time decoding and encoding is known for arbitrary values of $k$. We are not aware of any deterministic protocol with message size polynomial in $k \log n$ and encoding-decoding time polynomial in $n$ when $k > 1$ \[11\]. Our solution is based on a modification of the randomized one described in \[6\], in which we replace randomized string signatures (like Rabin-Karp hash function \[8\]) with deterministic ones \[17\]. As an immediate application of our new protocol, we show a new error correcting code that is efficient for large numbers of (adversarial) edit errors. This improves on the code recently shown in \[3\], which works only for a very small number of errors.

2 Tools and Preliminaries

In this section, we describe the main tools and techniques that will be used in our solution.

2.1 Strings, periods and deterministic samples

Our main tools will be from string algorithmic literature. Recall that a string $p[1..m]$ is a sequence of $m$ characters from alphabet $\Sigma$. In this paper, we are mostly interested in $\Sigma = \{0, 1\}$. We denote by $pq$ or $p \cdot q$ the string that consists in the concatenation of string $p$ with string $q$. We denote by $p[i..j]$, the substring of $p$ that spans positions $i$ to $j$. We denote by $|p|$ the length of string $p$. The edit-distance between two strings $p$ and $q$ is defined as the minimal number of edit operations necessary to transform $p$ into $q$, where the considered operations are character insertion, deletion, or substitution. We denote by $p^c$ the string that consists in the concatenation of $c$ copies of string $p$.

We now give some definitions about string periodicities. Recall that a string $p$ has period $\pi$ if and only if $p$ is prefix of $(p[1..\pi])^k$ for some integer constant $k > 0$. An equivalent definition states that $\pi$ is a period of $p$ if $p[i] = p[i - \pi]$ for all $i \in [\pi+1, m]$. If $\pi$ is the shortest period of $p$, then $\pi$ is simply called the period (we will usually mention when we talk about an arbitrary period that is not necessarily the shortest). We will make use of some easy simple properties of periods:

1. Let $\pi$ a period of a string $p$. Then $\pi$ will also be a period of any substring of $p$ of length at least $\pi$.

2. Given two strings $p$ and $q$ of same length and same period $\pi$, then $p = q$ if and only if $p[1..\pi] = q[1..\pi]$.

We will also use this lemma whose (trivial) proof is omitted.

\[3\] For $k = 1$, the Levenstein code \[11, 12\] achieves optimal $\log n + O(1)$ bits.
Lemma 1. Suppose that a string $T$ has two substrings $T[i..j]$ and $T[i'..j']$ such that:

1. $i' > i$ and $j' > j$ (none of the two substrings is included in the other).
2. $\pi$ is a period of both strings.
3. $j \geq i' \pi$ (the overlap between the two substrings is at least $\pi$).

Then $\pi$ will also be period of substring $T[i..j']$.

We will also make extensive use of the periodicity lemma due to Fine and Wilf [4]:

Lemma 2. Suppose that a string $p$ of length $m$ has two periods $\pi_1$ and $\pi_2$ such that $p + \pi = \text{gcd}(p, q) \leq m$, then it will also have period $\pi_3 = \text{gcd}(p, q)$.

However, we will apply it only when we have two periods of lengths at most $m/2$:

Lemma 3. Suppose that a string $p$ of length $m$ has two periods $\pi_1, \pi_2 \leq m/2$, then it will also have period $\pi_3 = \text{gcd}(p, q)$.

The following lemma is easy to prove using Lemma 3:

Lemma 4. Given a string $p$ of length $m$ with period $\pi$, then for any $k \leq \min(\pi - 1, m/3)$, we can always find a substring of $p$ of length $3k$ whose period is more than $k$.

Proof. The proof is by contradiction. Suppose that every substring of length $3k$ has period at most $k$. Let the period of $p[1..3k]$ be $\pi_1 \leq k$. Then suppose the period of $p[\pi_1 + 1..\pi_1 + 3k]$ is $\pi_2 \leq k$. Then $\pi_2 = \pi_1$ by basic periodicity lemma, since if it was not the case, then $\pi' = \text{gcd}(\pi_1, \pi_2) \leq \pi_2/2$ will be period of $p[\pi_1 + 1..\pi_1 + \pi_2]$ (and hence period of $p[\pi_1 + 1..\pi_1 + 3k]$) and it will also be period of $p[1..\pi_1]$ (and hence of $p[1..3k]$). Hence, we have a contradiction and $p[1..3k]$ and $p[\pi_1 + 1..\pi_1 + 3k]$ will have same period $\pi_1$. This implies that $\pi_1$ is period of $p[1..\pi_1 + 3k]$.

At this point, we let $\pi_0 = \pi_1$ and consider the string $p' = p[m - 3k + 1, m]$. Assume this string has a period $\pi' \neq \pi$ with $\pi' \leq k$. Then the substring $p'' = p[m - 3k + 1, i\pi_1 + 3k]$ has length at least $2k$, since $i\pi_1 + 3k \geq m - \pi_1 \geq m - k$.

Now by periodicity lemma $p''$ will have periods $\pi_0 \leq k$ and $\pi' \leq k$ and thus will also have period $\pi''' = \text{gcd}(\pi_0, \pi')$. Now this implies that $\pi'''$ is also shortest period of $p'$ since prefix $q'$ of $p'$ of length $\pi'$ is of period $\pi'''$ and thus string $p'$ is prefix of $(p'[1..\pi'])^{c_1} = ((q')^{c_2})^{c_1} = (q')^{c_2 c_1}$ for some constants $c_1, c_2 \geq 2$. Thus we have a contradiction with the fact that $\pi'$ is shortest period of $p'$. We thus have proved that $\pi_0$ is period of $p'$ and thus that $p'[j] = p'[j - \pi_0]$ for
all $j \in [\pi_0 + 1, 3k]$. This is equivalent to the fact that $p[j] = p[j - \pi_0]$ for all $j \in [m - 3k + \pi_0 + 2, m]$ and thus all $j \in [m - 2k + 2, m]$. Since we already had $p[j] = p[j - \pi_0]$ for all $j \in [\pi_0 + 1, m - k + 1]$, we conclude that $p[j] = p[j - \pi_0]$ for all $j \in [\pi_0 + 1, m]$ and thus $\pi_0 \leq k$ is period of $p$, a contradiction. \qed

We will also use the following lemma by Vishkin [17] about deterministic string sampling.

**Lemma 5.** [17] Given a non-periodic pattern $p$ of length $m$ we can always find a set $S \subset [1..m]$ with $|S| \leq \log m - 1$ and a constant $k < m/2$ such that given any text $T$, if $T[i..i + m - 1]$ matches $p$ at all positions in $S$ then $T[j..j + m - 1] \neq p$ for all $j \in [i - k..i - 1] \cup [i + 1..i - k + m/2]$. Moreover, the set $S$ and the constant $k$ can be determined in time $O(m)$.

We can then immediately prove the following lemma:

**Lemma 6.** Given a pattern $p$ of length $m$ and period $\pi \leq m/3$ we can always find a set $S \subset [1..\pi]$ with $|S| \leq \log \pi$ such that given any text $T$, if $T[i..i + m - 1]$ has period (not necessarily shortest) $\pi$ and matches $p$ at all positions in $S$ then $T[j..j + m - 1] \neq p$ for all $j \in [i + 1..i + \pi - 1]$. Moreover, the set $S$ can be determined in time $O(m)$.

**Proof.** The lemma can be proved by using Lemma 5 twice. Let $p' = p[1..2\pi - 1]$. It is easy to see that $p'$ is non-periodic. If it was, then it would have another period $\pi' \leq \pi$ and $p$ would have period $\gcd(\pi, \pi') < \pi$, a contradiction. Now, by Lemma 5 applied on $p'$, we can find a set $S \subset [1..2\pi - 1]$ with $|S| \leq \log \pi$ and a constant $k < \pi$ such that given any text $T$, if $T[i..i + 2\pi - 1]$ matches $p'$ at positions $S$, then $T[j..j + 2\pi - 1] \neq p'$ for all $j \in [i - k..i - 1] \cup [i + 1..i - k + \pi - 1]$. Now assume that $T[i..i + m]$ is periodic with period $\pi \leq m/3$ then the fact that $T[i..2\pi - 2]$ matches $p'$ at positions $S$, implies that $T[j..j + 2\pi - 1] \neq p'$ for all $j \in [i + 1..i - k + \pi - 1]$. Since $T[i..3\pi - 1]$ is periodic too, then $T[i..2\pi - 2] = T[i + \pi..3\pi - 2]$ and $T[i + \pi..3\pi - 2]$ matches $p'$ at positions $S$ and applying the lemma again we get that $T[j..j + 2\pi - 1] \neq p'$ for all $j \in [i + \pi - k..i + \pi - 1]$. Thus we have have that $T[j..j + 2\pi - 1] \neq p'$ for all $j \in [i + 1..i + \pi - 1]$. Also, since $p'$ and $T[i..2\pi - 1]$ have both period $\pi$, comparing any positions in $S$ reduces to comparing characters at positions in a set $S' \subset [1..\pi]$ with $|S'| \leq |S|$. This finishes the proof of the lemma. \qed

### 2.2 Supporting algorithms

In this subsection, we describe some supporting algorithms. These are only useful for efficient implementation (time) of our main algorithms. Our main results can be understood without the need to understand these algorithms. They are usually not the most efficient ones, but we tried to find the simplest algorithms that run in optimal time, up to logarithmic factors. All lemmas are folklore or easily follow from known results.
Lemma 7. Given a string $T$ of length $n$ and fixed length $m$ we can compute the periods of all periodic substrings of $T$ of length $m$ in time $O(n \log n)$.

Proof. We use the algorithm \cite{10} to compute all the runs of string $T$. This will allow to compute the run of any periodic substring. In \cite{10} it is proved that the number of runs in a string of length $n$ is $O(n)$ and moreover the set of all runs can be computed in $O(n)$ time. Given a text $T$, a run is a substring $s = T[i..j]$ so that $s$ is periodic with period $\pi \leq (j - i + 1)/2$ and $\pi$ is not a period of $T[i-1..j]$ and $T[i..j+1]$. In other words, runs are the maximally long periodic substrings of $T$ and any periodic substring or $T$ of period $\pi$ will be substring of a run with the same period. Given a length $m$, we can use the runs to determine the periods of substrings of length $m$ of $T$ in time $O(n \log n)$. We first make the observation that the period of substring of $T$ is the shortest among the periods of all runs that include the substring. We can thus show the following algorithm. We put the runs into two lists, a list $L_s$ sorted by increasing starting positions and another list $L_e$ sorted by increasing ending positions. We then for $i$ increasing from $1$ to $n - m + 1$ do the following:

1. Check if the next run in the list $L_s$ has starting position $i$ and if so insert into the binary search tree and advance the list pointer.

2. Scan the list $L_e$ until reaching a run that ends in position less than $i$ and remove all the encountered runs from the binary search tree and update the list pointer to the successor of the last removed run.

3. Finally, set the period of string $T[i..i + m - 1]$ to be the smallest of among the periods of runs currently stored in the binary search tree.

The correctness of the algorithm stems from the fact that at any step $i$ the binary search tree will contain exactly the runs that span substring $T[i..i + m - 1]$. Concerning the running time, it is clear that every operation takes at most $O(\log n)$ time and thus running time of all steps is $O(n \log n)$. In addition, the slowest operation in the preprocessing is the sorting of the lists $L_s$ and $L_e$ which takes $O(n \log n)$. Thus, the whole algorithm runs in time $O(n \log n)$. This finishes the proof of the lemma.

Lemma 8. \cite{9} We can determine the period of a string of length $n$ in time $O(n)$.

Lemma 9. Given a string $T$ of length $n$, we can build a data structure of size $O(n)$, so that we can check whether the period of any substring $T[i..j]$ has period $\pi$ (not necessarily shortest one) in time $O(1)$.

Proof. We build suffix tree on $T$ \cite{12} with support for Lowest common ancestor queries \cite{1}. This will allow to answer longest common prefix queries between substrings of $T$. Then checking whether
2.3 Error correcting codes

We will make use of the systematic error correcting codes. Given a length \( n \) and a parameter \( k < n/2 \), one would wish to have an algorithm that takes any string \( s \) of length \( n \) bits and encodes it into a string \( s' \) of length \( f(n, k) \) such that one can recover \( s \) from \( s' \) even if up to \( k \) positions of \( s \) are corrupted. Reed-Solomon codes \([14]\) are a family of codes in which \( f(n) = n + \Theta(k \log n) \). A code is said to be systematic if \( s' \) can be written as concatenation of \( s \) with a string \( r \) of \( \Theta(k \log n) \) bits. The string \( r \) is called the redundancy of the code. In fact a Reed-Solomon code can be used to correct a string of length \( n \) over alphabet \([1..\Theta(n)]\) against \( k \) errors using the same redundancy \( \Theta(k \log n) \) bits.

Lemma 10. \([5]\) There exists a systematic Reed-Solomon code for strings of length \( n \) over alphabet \([1..\Theta(n)]\) which can be encoded and decoded in time \( \Theta(n \cdot \text{polylog}(n)) \).

We notice that a systematic Reed-Solomon code can be used to implement an efficient document exchange under the hamming distance. Given a string \( s \) of length \( n \), simply compute the systematic error correcting code on \( s \) and send the redundancy \( r \). The receiver can then concatenate his own string with \( r \) and use the decoding algorithm. Clearly if the receiver's string differs from \( s \) in at most \( k \) positions, then the decoding algorithm will be able to recover the string \( s \).

3 Document Exchange for Edit Distance

Our scheme is based on the one devised by Irmak, Mihaylov and Suel \([6]\) (henceforth denoted IMS). The scheme is randomized (Monte-Carlo). Our contribution is to show how to make the scheme deterministic at the cost of a slight increase in message size.

3.1 IMS Randomized protocol

The IMS scheme works as follows: given a string \( T_A \) of length \( n \) without loss of generality assume that \( n = 2^b k \) for some integer \( b \) and that \( k \) is a power of two. Divide the string into \( 2k \) pieces of equal lengths and send the hash signatures on each piece. Then divide the string into \( 4k \) pieces and send the signatures compute the hash signatures of all pieces (each string has hash signature of length \( c \log n \) for some constant \( c \), compute systematic error encoding code (Reed-Solomon for example) on them with redundancy \( 2k \) and send the redundancy. We do the same at all levels until we reach \( \Theta(n/\log n) \) pieces of length \( c \log n \) bits, for some constant \( c \) in which case, we send redundancy of length \( \Theta(k \log n) \) bits on the piece’s content. At the end, we will get \( \log(n/k) \) levels, at each level sending \( \Theta(k \log n) \) bits for total of \( \Theta(k \log(n/k) \log n) \) bits. The receiver holding a string \( T_B \) of length \( n \) with edit distance at most \( k \) from string \( T_A \) can recover \( T_A \) solely from the message as follows. At root level he
tries to match every signature \( i \) with substrings of \( T_B \) of length \( B \) starting at positions \([iB + 1 - k, iB + 1 + k]\), where \( B = n/(2k) \) at each step comparing the hash signatures. If any hash signature matches we conclude that strings are equal and we copy the block. The main idea is that we can match all but \( k \) pieces. For each piece that matches a substring of \( T_B \), we can divide the substring into two pieces and compute the hash signatures on it. For pieces that are not matched we divide them into two pieces and associate random signatures with them. Thus at next step, we can build \( 4k \) signatures and be assured that at most \( 2k \) hash signatures could be wrong. We then correct the \( 2k \) wrong hash signatures using the redundancy and continue. At next step for every \( i \in [1..4k] \), try to match signature number \( i \) with substrings of \( T_B \) of length \( B \) that start at positions \([iB + 1 - k, iB + 1 + k]\), this time with \( B = n/(4k) \). We then induce (up to) \( 8k \) signatures from the matching substrings of \( T_B \) (if a signature of a block of \( T_A \) does not match any string of \( T_B \), we put 2 arbitrary signatures), and be assured that at most \( 2k \) signatures are wrong. We continue in the same way, at each step deducing the hash signatures at consecutive levels, until we reach the bottom level, at which we copy the content of each matching blocks from \( T_B \) instead of writing two signatures. We then can deduce the content of \( T_A \) after correcting the \( n/B \) copied blocks each of length \( B = c \log n \) bits (at most \( 2k \) blocks are wrong). The whole algorithm works with high probability, for sufficiently large constant \( c \), since a substring of \( T_B \) will match a signature of a substring of \( T_A \) if they are equal and will not match with high probability if they differ.

### 3.2 Our Deterministic protocol

We will show how to use the deterministic signatures of Lemma 5 to make the IMS protocol deterministic. Before giving formal details, we first give an overview of the modification. First, recall that at each level, we need to find for each block of \( S_A \), a matching substring from \( S_B \). This matching string will have to be in a window of size \( 2k + 1 \). In the randomized scheme, the signatures will allow to ensure that with high probability a substring will match a block only if it is equal. Our crucial observation is that we are allowed to return an arbitrary false positive match if no substring in the window matches the block, since the error-correcting code will allow to recover the information. However, in case of a match, we will have to return only the matching substring (no false negatives or false positives are allowed). By using deterministic samples and exploiting properties of string periodicities we will be able to eliminate all but one matching substring as long as the compared strings are long enough (the length has to be at least \( ck \) for some suitable constant \( c \)). Due to this constraint our scheme will not work at bottom levels. We thus stop using it at the first level with blocks of size \( ck \) bits and instead store the redundancy to allow to

---

\(^4\)This comes from a basic property of edit distance which states that if string \( T_B \) is at edit distance \( k \) from string \( T_A \), then at all but \( k \) blocks of \( T_B \) can be found in \( T_A \), and moreover their positions in \( T_B \) is shifted from their position in \( T_B \), by at most \( k \) positions.
recover these blocks, incurring $\Theta(k^2)$ more bits of redundancy. We now give more details on our scheme.

**Encoding** We reuse the same scheme as above (the IMS scheme) but this time using deterministic signatures and stopping at level with pieces of length $\max(32k, 2^{\lceil \log \log n \rceil})$ bits. At each level (except the bottom), the signature of a piece $p = T_A[iB+1, iB+B]$ will consist in the following information:

1. Let $\pi$ be the period of $p$. We will store the starting position $s$ and length $\ell$ of some substring $p'$ of $p$. If $\pi \leq 4k + 2$ then we set $p' = p$, $s = 0$ and $\ell = B$. Otherwise, Let $p''$ be a substring of $p$ of length $12k+6$ and period $\pi''$ longer than $4k+2$ (this is always possible by Lemma 4, since the string $p$ has period more than $4k+2$). If $p''$ is non-periodic, then we let $p' = p''$, otherwise set $p' = p''[1..2\pi - 1]$. Notice that $|p'| \geq 8k+4$ and $p'$ is always non-periodic. The starting position and length need $O(\log n)$ bits.

2. A deterministic sample of $p'$ which stores $\Theta(\log k)$ positions of $p'$ and the value of the characters at those positions. Each position is stored using $\Theta(\log k)$ bits, since in case $p' = p''$, we have $|p''| \leq 12k + 6$ and in case $p' = p$, all samples are from first $\pi \leq 4k + 2$ positions. We also store the period $\pi'$ of $p'$. In total we store $O(\log n + \log^2 k)$ bits.

It is clear that the total information stored for each piece will be of length $O(\log n + \log^2 k)$ bits. At the bottom, level, the string $T_A$ is divided into pieces of length $n/B$ with $B = \max(32k, 2^{\lceil \log \log n \rceil})$ and the stored redundancy will be $\Theta(2k(B + \log n)) = \Theta(k(k + \log n))$ bits allowing to recover $2k$ pieces each of length $\max(32k, 2^{\lceil \log \log n \rceil})$ bits. At the other levels the redundancy will allow to recover up to $2k$ wrong piece signatures, necessitating redundancy $O(k(\log^2 k + \log n))$ bits. It remains to describe more precisely how the redundancy is generated. At each level, we will have a sequence of $n/B$ signatures of length $r_B$. Since a Reed-Solomon code for a string of length $n$ deals only with alphabet size up to $n$, we will divide each signature into $d = \Theta(r_B/\log(n/B))$ blocks each of length $\Theta(\log(n/B))$ bits, build $d$ sequences where a sequence $i \in [1..d]$ consists in the concatenation of block $i$ from all successive signatures. It is clear that the redundancy is as stated above and that the encoding will allow to recover from up to $2k$ wrong signatures.

**Decoding** The recovery will be done now at each level by matching every piece’s signature against $2k+1$ consecutive substrings of $T_B$. The main idea is that at most one substring could match (multiple substrings could match only if they are equal). More in detail for matching signature of string $T_A[iB+1, iB+B]$ against substrings starting at positions $j \in [iB-k, iB+k]$ in $T_B$ we match the substring $q' = T_B[j + s, j + s + \ell - 1]$ against the signature of string $p'$. We first determine whether $\pi'$ is period (not necessarily shortest) of $q'$ and if so, compare the signatures of $q'$ and $p'$ (comparing the substrings at sampled positions). We then can keep only one position as follows:
1. If \( \ell < B \), we know that \( \pi > 4k + 2 \), and by Lemma 8 we can eliminate all but one candidate position \( j \). To see why, notice that \( |p'| \geq 8k + 4 \) and thus by 6 we can eliminate \( t \) candidates to the left and \( t' = 4k + 2 - t - 1 \) candidates to the right for some \( t \geq 0 \). Notice that either \( t \) or \( t' \) has to be at least \( 2k \). It is clear, then that we can not have two candidates \( j \) and \( j' \) within distance \( 2k \) without one of the two eliminating the other.

2. If \( \ell = B \), we have \( \pi \leq 4k + 2 \), and the checking will work correctly since we have \( 3\pi = 12k + 6 \leq 32k \) and so Lemma 6 applies and any matching location \( j \) will allow to eliminate the next \( \pi - 1 \) positions. Moreover, all following substrings of period \( \pi \) starting at locations at least \( j + \pi \) will have to be equal to some substring starting at location in \( [j, j + \pi - 1] \). This is easy to see. Let \( j' \geq j + \pi \) be such a position and let \( j'' = ((j' - j) \mod \pi) + j \). Let \( q' = T_B[j'.j' + B - 1] \) and \( q'' = T_B[j''.j'' + B - 1] \). Since \( j' \in [j, j + B - \pi + 1] \), we can apply Lemma 4 and deduce that \( Q = T_B[j..j + B - 1] \) has also period \( \pi \). Since \( q'' = T_B[j''.j'' + B - 1] \) is substring of \( Q \), we deduce that it has period \( \pi \) as well. Also \( q''[1..\pi] = T_B[j''.j'' + \pi - 1] = T_B[j'.j' + \pi - 1] = q'[1..\pi] \), since \( Q \) has period \( \pi \). Thus \( q' = q'' \), since they both have period \( \pi \) and their first \( \pi \) characters are the same. Thus we can eliminate all positions except ones that are actually the same strings (they are all \( \pi \) positions apart).

**Runtime analysis** It remains to show that the protocol can be implemented in both sides with running time \( O(n \cdot \text{polylog}(n)) \). We start with the sender. At each level, the sender needs to compute the the period of each piece which can be done in time \( O(B) \) using Lemma 8. If the period is longer than \( 4k + 2 \), then it needs to find a substring of the piece of length \( 12k + 6 \) with period more than \( 4k + 2 \). This can be done by computing the periods of all periodic substrings in time \( O(B \log B) \) using Lemma 6. Then at least one of the strings should be non-periodic or should be periodic with period more than \( 4k + 2 \). If it was periodic we already have its period, otherwise, we compute its period using Lemma 8. Then the deterministic sample for substring \( p' \) associated with a piece is also computed in \( O(B) \) time according to lemmas 8 and 6. Summing up over all \( n/B \) pieces we get running time \( O((n/B)B \log B) \in O(n \log n) \) for computing the signatures of all pieces. Then computing the redundancy of the Reed-Solomon encoding of the concatenation of the pieces’ encoding can be done in time \( O((n/B) \cdot \text{polylog}(n/B) \log^2 k + \log n) \) according to Lemma 10. Thus the total computation time at each level is \( O(n \cdot \text{polylog}(n)) \) and at all \( \log(n/k) \) levels is also \( O(n \cdot \text{polylog}(n)) \). This finishes the analysis of computation time at the sender’s side. It remains to show that the time spent on the receiver’s side can also be upper bounded by \( O(n \cdot \text{polylog}(n)) \). The only non-trivial steps are:

1. The decoding of Reed-Solomon encoded strings, which can be done within the same time as encoding.
2. The determination of whether a given substring from the receiver side has a certain period \( \pi \) which can be determined in constant time after preprocessing of the whole string in \( O(n) \) time (see Lemma 9).

All other steps are either trivial or identical to the ones on the sender’s side. Thus we have that the running time on both sides is \( O(n \cdot \text{polylog}(n)) \).

We thus have proved the main theorem of this paper:

**Theorem 11.** There exists a one-way deterministic protocol for document exchange under the edit distance with running time \( O(n \cdot \text{polylog}(n)) \) and message size \( O(k^2 + k \log^2 n) \) bits.

### 4 A Scalable Error Correcting Code

In [2] it was shown that one can construct an efficient error correcting code for (adversarial) edit errors\(^5\) with near-linear encoding-decoding time and redundancy \( O(k^2 \log k \log n) \) bits. However, the analysis of both the time and redundancy assumes that \( k \) is very small compared to \( n \). In fact the scheme is not even defined for values of \( k \) as small as \( \sqrt{\log \log n} \).

We can use our main result to construct an error correcting code with redundancy \( r = O(k^3 + k^2 \log^2 n) \) bits and encoding-decoding time complexity \( O(n \cdot \text{polylog}(n)) \). The scheme works for \( k \) as large as \( O(n^{1/3}) \). Given the input string \( s \) of length \( n \), we first construct the message described in Theorem 11. The size of this message is \( O(k^2 + k \log^2 n) \) bits. Then we protect this message against \( k \) edit operations by using a \((2k+1)\)-repetition code similarly to [2]\(^6\). The size of the protected message is then \( m = r(2k+1) \) (each input bit is duplicated \( 2k + 1 \) times in the output). We finally send the original string followed by the protected message for a total size \( n + m \) bits. Then, the receiver can consider the first \( n \) bits as the original (potentially corrupted) message to be corrected, and then consider the remaining bits (between \( m - k \) and \( m + k \)), as the protected message. The original message can then be recovered from the protected message as follows. Divide the protected message into \( r \) blocks of length exactly \( 2k+1 \) (except the last one which can have any length in \([1, 3k+1]\)). Then, for every block, output the majority bit in that block. One can easily see that one edit error in the protected message will change the count of ones in the block it occurs in and following blocks by at most \( \pm1 \). Thus, the decoding of the protected message will be robust against \( k \) edit errors. Also, it is easy to see that \( k \) edit operations on the \( n + m \) sent bits will imply that the first \( n \) bits will differ from the original string by at most \( k \) operations and the last \( m - k \) to \( m + k \) bits will differ from the original protected message by at most \( k \) edit operations. After decoding the protected message and recovering the original

---

\(^5\)In this model, the receiver must be able to recover the original string regardless of the locations of errors, as long as their number is bounded by some parameter \( k \) \([15]\).

\(^6\)They actually use a \((3k+1)\)-repetition code, but as our analysis shows below, a \((2k+1)\)-repetition code is sufficient in our case.
message, the receiver uses it in combination with the (potentially corrupted) received string to recover the original string. Finally, analyzing the running time, the only additional step we do compared to the document exchange protocol is the encoding and decoding of the message which takes time $O(m) \in O(n)$. This shows that the total encoding and decoding time for our proposed code is $O(n \cdot \text{polylog}(n))$. We thus have shown the following theorem:

**Theorem 12.** There exists an error correcting code for (adversarial) edit errors with redundancy $O(k^3 + k^2 \log^2 n)$ bits and encoding-decoding time $O(n \cdot \text{polylog}(n))$. The scheme works for any $k \in O(n^{1/3})$.
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