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Abstract

We address the problem of learning to control an unknown linear dynamical system with time varying cost functions through the framework of online Receding Horizon Control (RHC). We consider the setting where the control algorithm does not know the true system model and has only access to a fixed-length (that does not grow with the control horizon) preview of the future cost functions. We characterize the performance of an algorithm using the metric of dynamic regret, which is defined as the difference between the cumulative cost incurred by the algorithm and that of the best sequence of actions in hindsight. We propose two different online RHC algorithms to address this problem, namely Certainty Equivalence RHC (CE-RHC) algorithm and Optimistic RHC (O-RHC) algorithm. We show that under the standard stability assumption for the model estimate, the CE-RHC algorithm achieves $O(T^{2/3})$ dynamic regret. We then extend this result to the setting where the stability assumption hold only for the true system model by proposing the O-RHC algorithm. We show that O-RHC algorithm achieves $O(T^{2/3})$ dynamic regret but with some additional computation.

1 Introduction

The control of dynamical systems with uncertainties such as modeling errors, parametric uncertainty, and disturbances is a central challenge in control theory. There is vast literature in the field on control synthesis for systems with such uncertainties. The robust control literature studies the problem of feedback control with modeling uncertainty and disturbances (Skogestad and Postlethwaite, 2007) while the adaptive control literature studies the control of systems with parametric uncertainty (Sastry and Bodson, 2011). Typically, these classical approaches are concerned with stability and asymptotic performance guarantees.

Recently, there has been an increased attention on online control algorithms for linear dynamical systems with adversarial cost functions and disturbances, focusing on their finite time performance guarantees (Dean et al., 2018; Cohen et al., 2019; Mania et al., 2019; Agarwal et al., 2019a,b; Simchowitz et al., 2020). The typical objective in these works is to minimize the static regret, which is defined as the difference between the cumulative cost incurred by the online algorithm and the best policy from a certain class of policies. However, most of the existing works only consider the setting where the online algorithm only has access to the past observations (of states, cost functions, and disturbances) to compute the current control input. On the other hand, in many practical problems such as robotics (Baca et al., 2018; Shi et al., 2019), energy systems (Vazquez et al., 2016), data-center management (Laiz et al., 2018), etc., a finite-length preview of the future cost functions and/or disturbances are available to the control algorithm to compute the current control input. The question then is how do we develop online control algorithms that can exploit this preview to provably achieve better performance guarantees?

In the control theory literature, Receding Horizon Control (RHC), also known as Model Predictive Control (MPC), addresses the class problems where a preview of future cost functions are available to compute the current control input. The RHC is a well studied methodology in the control literature (Mayne et al., 2000; Angeli et al., 2011; Camacho and Alba, 2013; Grüne and Stieler, 2014; Angeli et al., 2016; Borrelli et al., 2017; Rosolia and Borrelli, 2017).
However, the control theory literature on RHC primarily focuses on asymptotic performance guarantees. In sharp contrast to these existing works, our goal is to develop an online RHC algorithm with provable finite time performance guarantees. We will focus on minimizing the metric of dynamic regret, which is defined as the difference between the cumulative cost of the online algorithm and that of the optimal sequence of control actions in hindsight (with full information). The optimal sequence of control actions with full information is also called the optimal dynamic offline policy. The dynamic regret is a stronger performance metric compared to the static regret. Our objective is to show that an optimally designed online RHC algorithm can achieve sub-linear dynamic regret using the preview information.

Recently, some works have addressed the online RHC problem, focusing on minimizing the dynamic regret. Li et al. (2019) considered linear systems with strongly cost functions and a fixed-length preview. Given a baseline algorithm, they proposed an approach to improve its dynamic regret with the length of the preview. However, the performance is entirely determined by the baseline policy, which is left unspecified. In another work, Yu et al. (2020) considered the online linear quadratic regulator (LQR) problem with a preview of the disturbances. They showed that the proposed algorithm achieves an $O(1)$ dynamic regret given an increasing ($O(\log T)$) preview. In addition to the requirement of this increasing preview, they also restricted their setting to known quadratic cost function. Moreover, both works (Li et al., 2019; Yu et al., 2020) assume that the system model is known to the algorithm a priori. Significantly different from these works, we consider the more challenging setting of the online RHC problem where the model of the system is unknown, the cost functions are adversarial, and only a fixed-length preview is available. Our main contributions are the following.

**Main Contributions:** We address the problem of learning to control an unknown linear dynamical system with time varying cost functions through the framework of online RHC algorithm. We assume that the system model is unknown to the control algorithm a priori and the control algorithm has only access to a fixed-length preview of the future cost functions. Under the standard assumptions used for establishing the asymptotic stability of RHC controllers (Grimm et al., 2005), we show that our proposed online RHC algorithm can achieve sublinear dynamic regret. In particular, we propose two different online RHC algorithms, namely Certainty Equivalence RHC (CE-RHC) algorithm and Optimistic RHC (O-RHC) algorithm. We show that under the standard stability assumption for the model estimate, the CE-RHC algorithm achieves $O(T^{2/3})$ dynamic regret. We then extend this result to the setting where the stability assumption hold only for the true system model by proposing the O-RHC algorithm. We show that O-RHC algorithm achieves $O(T^{2/3})$ dynamic regret but with some additional computation. To the best of our knowledge, this is the first work that gives a sublinear dynamic regret guarantee for the online RHC problem with unknown systems.

### 1.1 Related Work

**Online control:** Online regret analysis is an extensively studied topic in online learning problems (Hazan, 2016; Shalev-Shwartz et al., 2011; Yuan and Lamperski, 2020). Recently, many papers studied the online regret performance in control problems with general time-varying costs, disturbances and known system model (Abbasi-Yadkori et al., 2011; Cohen et al., 2013; Agarwal et al., 2019b). Goel and Wierman (2019). A few others also studied the problem with unknown linear systems. In (Dean et al., 2018), the authors provide an algorithm for the LQR problem with unknown dynamics that achieves a regret of $O(T^{2/3})$. In (Cohen et al., 2019), the authors improved this result by providing an algorithm that achieves a regret of $O(T^{1/2})$ for the same problem. Simchowitz et al. (2020) generalized these results to provide sub-linear regret guarantee for online control with partial observation for both known and unknown systems. All these works, however, focus on static regret minimization.

**RHC:** Many receding horizon control based methods have been proposed for managing disturbances and uncertainties in the system dynamics. For example, some works handle disturbances or uncertainties by robust or chance constraints (Langson et al., 2004; Goulart et al., 2006; Limon et al., 2010; Tempo et al., 2012; Goulart et al., 2016). Adaptive RHC techniques that adapt online when the system model is unknown have also been proposed (Fukushima et al., 2007; Adetola et al., 2009; Aswani et al., 2013; Tanaskovic et al., 2019; Bujarbaruah et al., 2019). These methods primarily focus on constraint satisfaction, stability and in some cases performance improvement using the adapted models. In contrast to these works, we consider non-asymptotic performance of an online RHC algorithm. There are considerable amount of papers that provide performance analysis of RHC under both time-invariant costs (Angeli et al., 2011; Grimm and Stieler, 2014; Grimm and Panin, 2015) and time varying costs (Ferramosca et al., 2010; Angeli et al., 2016; Ferramosca et al., 2014; Grimm and Pirkelmann, 2017). However, most of
these studies also focus on asymptotic performance.

1.2 Notation

We denote the spectral radius of a matrix $A$ by $\rho(A)$, the 2-norm of a vector by $\| \cdot \|_2$, the Frobenious norm of a matrix $X$ by $\| X \|_F$, the non-negative part of the real line by $\mathbb{R}_+$, the discrete time interval from $m_1$ to $m_2$ by $[m_1, m_2]$, and the sequence $(x_{m_1}, x_{m_1+1}, ..., x_{m_2})$ compactly by $x_{m_1:m_2}$.

2 Problem Formulation and Preliminaries

2.1 Problem Statement

We consider the online control of an unknown and partially observed linear dynamical system. The system evolution and the observation models are given by the equations

$$x_{t+1} = A^* x_t + B^* u_t, \quad y_t = x_t + \epsilon_t,$$  \hspace{2cm} (1)

where $x_t \in \mathbb{R}^n, u_t \in \mathbb{R}^m, y_t \in \mathbb{R}^n, \epsilon_t \in \mathbb{R}^n$ are the state of the system, control action, observation, and observation noise at time $t$, respectively. The system model is characterized by the parameters $A^* \in \mathbb{R}^{n \times n}$ and $B^* \in \mathbb{R}^{n \times m}$. For conciseness, we denote $\theta^* = [A^*, B^*]$, and we assume that $\theta^* \in \Theta \subset \mathbb{R}^{n \times (n+m)}$, where $\Theta$ is a known compact set.

A control policy $\pi$ selects a control action $u_t^T$ at each time $t$ depending on the available information, resulting in a sequence of actions $u_{1:T}^T$ and the corresponding state trajectory $x_{1:T}^T$. The cumulative cost of a policy $\pi$ under the system dynamics (1) is given by

$$J_T(\pi; \theta^*) = \sum_{t=1}^{T} c_t(x_t^T, u_t^T),$$  \hspace{2cm} (2)

where $c_t$ is the cost function at time $t$. The typical goal is to find the optimal policy $\pi^*$ such that $\pi^* = \arg\min_{\pi} J_T(\pi; \theta^*)$. Computing $\pi^*$ hence requires the knowledge of the system model $\theta^*$ and the entire sequence of cost functions $c_{1:T}$.

In most real-world control problems, it is not possible to find the optimal policy directly as described above because of two important practical concerns: (i) the true system parameter $\theta^*$ may be unknown to the decision maker a priori, and (ii) the current and future cost functions, $c_{1:T}$, may be unknown to the decision maker at any time step $t$. The policy that can achieve the minimum possible cumulative cost should then depend on the information available to the policy at each time step.

In this work, we consider a setting where the decision maker (control policy) does not know the system parameter $\theta$ a priori, and has to learn the system parameter from the online observations. Moreover, the policy has only access to a fixed-length preview of the next $M$ cost functions, $c_{t+1:M-1}$, for making the control decision $u_t$ at each time step $t$. More precisely, the policy has only the following information available at each time $t$ for selecting the action $u_t$: (i) past observations $y_{1:t-1}$, current observation $y_t$, and past control inputs $u_{1:t-1}$, (ii) past cost functions $c_{1:t-1}$, and (iii) a preview of the next $M$ cost functions $c_{t+1:M-1}$. The policy has to learn the unknown system parameter from the online observations and adapt with respect to the revealed future cost functions. So, such a policy is called an online learning policy.

The performance of an online learning policy $\pi$ is measured in terms of the dynamic regret, defined as

$$R_T(\pi) = J_T(\pi; \theta^*) - J_T(\pi^*; \theta^*).$$  \hspace{2cm} (3)

In other words, dynamic regret is the difference between the policy $\pi$ and that of the best policy $\pi^*$ which has the complete information of the model parameter and loss functions. Our goal is to find an online learning policy that minimizes the dynamic regret. We note that the dynamic regret is a stronger performance metric compared to the more commonly used static regret (Agarwal et al., 2019; Simchowitz et al., 2020) where the cost of the online algorithm is compared with that of the best fixed policy from a specific class.

We give a motivating example of the LQ tracking controller with preview, which is an important application in a number of areas (Anderson and Moore, 2007).

**Example 1** (Tracking controller). The goal of a tracking controller is to track a given sequence of way points $\bar{x}_{1:T}$ at the minimum cumulative cost. In the linear quadratic tracking problem, the dynamics is assumed to be linear as in (1), and the cost is quadratic of the form $c_t(x, u) = (x - \bar{x}_t)^	op Q(x - \bar{x}_t) + u^	op R u$. Often, only a finite preview of the way points $\bar{x}_{t+1:M-1}$ is available before making the decision $u_t$, which is equivalent to having a finite preview of cost functions $c_{t+1:M-1}$. In addition to this, the system parameter $\theta^*$ may also be unknown a priori.

We make the following assumptions on the system model.

**Assumption 1** (System model). (i) The set of possible system parameters $\Theta$ is a known compact set. Moreover, $\| \theta \|_F \leq S, \forall \theta \in \Theta$. (ii) $\rho(A^*) < 1$, where $\rho(\cdot)$ is the spectral radius. The pair $(A^*, B^*)$ is controllable. (iii) The observation noise $\epsilon_t$ is a martingale difference sequence w.r.t. a filtration $\mathcal{F}_t$. Also, the observation
noise is uniformly bounded, i.e., \( \|\epsilon_t\|_2 \leq \epsilon_c, \forall t \).

(iv) The cost functions \( c_{1:T} \) are continuous and locally Lipschitz with a uniform Lipschitz constant for all \( t \).

The assumptions on the boundedness of \( \Theta \) and the spectral radius are standard in the online learning and control literature when the system model is unknown (Abbasi-Yadkori and Szepesvári, 2011; Dean et al., 2018; Cohen et al., 2019; Simchowitz et al., 2020). The assumption that the noise sequence is a martingale difference sequence is also standard in prior works with stochastic disturbances and noise (Abbasi-Yadkori and Szepesvári, 2011; Dean et al., 2018; Cohen et al., 2019). Our assumption that the noise is bounded is similar to (Simchowitz et al., 2020), which addresses the online control of unknown linear systems with general cost functions.

2.2 Receding Horizon Control: Preliminaries

Receding horizon control is one of the most popular approaches for control design when only a preview of the cost functions are available (Morari and Lee, 1999; Mayne et al., 2000; Borrelli et al., 2017). The standard RHC algorithm needs the knowledge of the system parameter \( \theta = [A(\theta), B(\theta)] \) for computing the optimal control sequence for that system. Algorithm 1 gives the formal description of the RHC algorithm with an \( M \)-step preview. Given the current time step \( t \), current state \( x_t \), preview of the cost functions \( c_{t:M-1} \), and the system parameter \( \theta \) as the input, the RHC algorithm provides the control action \( u_t = \text{RHC}(t, x_t, c_{t:M-1}, \theta) \) as the output. Unlike the optimal policy for the standard LQR problems, the optimal RHC policy for a linear system with general cost functions need not be linear. So, characterizing the stability properties of the RHC algorithm with general cost functions is much more challenging compared to the LQR setting. There has been significant works on analyzing the stability of systems that employ RHC policies under various assumptions (Lazar et al., 2008; Grimm et al., 2005). Clearly, any online learning RHC algorithm also has to ensure the stability of the system. So, we follow the same assumptions used in the literature that ensure stability of systems that employ RHC policies.

Define the \( M \)-step cost-to-go function, denoted \( V_t \), as

\[
V_t(x; \theta) = \min_{u_{t:t+M-1}} \sum_{k=t}^{t+M-1} c_k(x_k, u_k),
\]

s.t. \( x_{k+1} = A(\theta)x_k + B(\theta)u_k, x_t = x \). (4)

**Assumption 2** (Stability assumptions). There exist positive scalars \( a, \sigma \) and a continuous function \( \sigma : \mathbb{R}^n \to \mathbb{R}_+ \) such that:

(i) \( c_t(x, u) \geq a \sigma(x) \), \( \forall x, \forall u, \forall t \),  
(ii) \( V_t(x; \theta) \leq \sigma(x), \forall x, \forall t \), and  
(iii) \( \lim_{\|x\| \to \infty} \sigma(x) = \infty \).

Under the above assumption, (Grimm et al., 2005) showed that the system with the parameter \( \theta \) under the RHC policy has global asymptotic stability. We will make use of the assumption in analyzing our approach. In contrast to other RHC approaches like (Lazar et al., 2008), the stability assumption we use from (Grimm et al., 2005), does not assume the existence of a Lyapunov-like function directly, which is a stronger stability assumption.

We note that the above assumptions are satisfied for a number of systems and cost functions. For example, the linear quadratic control problem given in Example 1 satisfies the above assumption; see appendix for the proof. In appendix, we also give an example of non-quadratic, non-convex cost functions.

We note that most of the works analyzing the stability of RHC policies provide only asymptotic guarantees, including (Grimm et al., 2005). Our focus is on analyzing the finite-time performance of the RHC policy using the metric of dynamic regret in a more challenging setting with unknown system parameter.

We note that the prior online predictive control works (Li et al., 2019; Yu et al., 2020) do not use this stability assumption. However, they require a preview of length at least the logarithm of the whole control horizon \( O(\log T) \) to achieve sub-linear dynamic regret. With fixed-length preview, the algorithms proposed in (Li et al., 2019; Yu et al., 2020) will yield linear regret. This clearly shows the hardness of the fixed-length preview setting. In this work, we show that sub-linear dynamic regret is achievable with the fixed-length preview under an additional stability assumption that is standard in RHC literature.

3 Algorithms and Regret Performance Guarantees

In this section, we present two different online learning RHC algorithms, namely Certainty Equivalence RHC (CE-RHC) algorithm and Optimistic RHC (O-RHC) algorithm. Both algorithms operate in two phases: (i)
exploration phase, and (ii) control phase. In the exploration phase, both algorithms follow a pure exploration strategy to estimate the unknown system parameter. In the control phase, the algorithms employ an RHC policy with the parameter estimated using the observation from the exploration phase. The algorithms, however, differ in the parameter estimation approach. The CE-RHC algorithm uses a certainty equivalence approach which treats the least squares parameter estimate as the true parameter and employs an RHC policy based on this parameter. The O-RHC algorithm selects an optimistic parameter from the confidence region around the least squares parameter estimate and employs an RHC policy based on this optimistic parameter.

Both the CE-RHC algorithm and the O-RHC algorithm provide the same regret guarantees, but under two different assumptions. The CE-RHC algorithm is computationally more tractable than the O-RHC algorithm, but requires a stronger assumption for the regret guarantee. The O-RHC algorithm eliminates the need for this assumption, but at the expense of additional computational complexity. The algorithms are presented in Algorithm 2 and Algorithm 3.

### 3.1 Exploration Phase

The goal of the exploration phase is to explore the system and collect the observations to estimate unknown parameter \( \theta^* \) up to a desired accuracy with high probability. This is achieved by a pure exploration strategy for the first \( T_0 \) steps. Both algorithms use a periodic sequence of control actions which almost surely guarantees the persistence of excitation condition \( \text{Moore, 1983} \) necessary for estimation.

Our approach for estimating the system parameter differs from the prior online learning works with partial observation of the state \( \text{Mania et al., 2019; Oymak and Ozay, 2019; Simchowitz et al., 2020; Oymak and Ozay, 2019} \) only consider the estimation of the system up to a similarity transformation whereas \( \text{Mania et al., 2019; Oymak and Ozay, 2019; Simchowitz et al., 2020} \) consider the control of the measured output. In contrast, we consider the control of the state with the cost as a function of the true state instead of the observed output. Therefore, our approach requires the direct estimate of the system matrices with a high confidence.

Let \( e_i \in \mathbb{R}^m \) be the unit vector in the \( i \)th dimension of \( \mathbb{R}^m \). For \( t \in [1 : T_0] \), the algorithms select the control action \( u_t \) as

\[
  u_t = \begin{cases} 
  (n+1)m e_j & j \in [1, m], \text{if } j = f(t) \\ 
  0 & \text{otherwise}
  \end{cases}
\]

where \( f(t) = \max_{i \leq n} i \) s.t. \((t-1) \mod (n+1) i = 0\), and \( \mod \) denotes the modulo function.

For example, when \( m = 2, n = 2 \), the controller applies \( u_1 = [0, 1]^\top, u_2 = [0, 0]^\top, u_3 = [0, 0]^\top, u_4 = [1, 0]^\top, u_5 = [0, 0]^\top, u_6 = [0, 0]^\top \) for the first six time steps and repeats this sequence.

At the end of the exploration phase, both algorithms perform a least squares estimation using the observation \( y_{1:T_0}, u_{1:T_0} \). More precisely, the algorithms compute \( \hat{\theta}_n = [\hat{\theta}_n], B(\hat{\theta}_n) \) as

\[
  \hat{\theta}_n = \arg \min_{\theta} \sum_{t=1}^{T_0} \| y_{t+1} - [A(\theta), B(\theta)] [y_t, u_t]^\top \|^2_2.
\]

The O-RHC algorithm also computes a confidence region \( \hat{\Theta}(\delta) \) around the least squares estimate \( \hat{\theta}_n \) for a given \( \delta \in (0, 1) \). This confidence region is given by

\[
  \hat{\Theta}(\delta) = \left\{ \theta : \| \theta - \hat{\theta}_n \|_F \leq \beta(\delta) \right\},
\]

where

\[
  \beta(\delta) = \frac{n(n+1)c_{\epsilon}}{c_p T_0} \sqrt{\log \left( \frac{(n(n+2))(\sqrt{2})^{n+m}}{\delta} \right)},
\]

and \( c_p \) is a system dependent constant (exact expression is given in the proof of Proposition 1). For \( \beta(\delta) \) as defined above, the true parameter \( \theta^* \) lies in the confidence region with a probability greater than \((1 - \delta) \). We formally state this result below.

**Proposition 1.** Let Assumption 1 holds, \( u_{1:T_0} \) is given by \( \mathbb{X} \), \( T_0 > (4n^2c_\epsilon^2/c_p) \log((n(n+2))(\sqrt{2})^{n+m})/\delta \). Then with probability greater than \( 1 - \delta \), \( \theta^* \in \hat{\Theta} \).

We note that the lower bound for \( T_0 \) given in the above proposition does not depend on the horizon \( T \).

### 3.2 Control Phase

In the control phase, both algorithms employ an RHC policy, but with different estimates for the true model.

#### 3.2.1 CE-RHC Algorithm

The CE-RHC algorithm treats the least squares estimate \( \hat{\theta}_n \) as the true parameter and selects control actions according to the standard RHC algorithm. More precisely, at each time \( t \in [T_0+1, T] \), the CE-RHC algorithm takes the control action

\[
  u_{t+c} = RHC(t, \hat{x}_t, c_{t+c+M-1}, \hat{\theta}_n),
\]

where \( \hat{x}_t = A(\hat{\theta}_n) \hat{x}_{t-1} + B(\hat{\theta}_n) u_{t+c-1} \), with the initialization \( \hat{x}_{T_0+1} = y_{T_0+1} \). The CE-RHC algorithm is formally presented in Algorithm 2.
The O-RHC algorithm uses an optimistic approach that simultaneously selects the optimistic parameter from the confidence region \( \tilde{\theta} \) and the optimal control action with respect to this optimistic parameter. More precisely, at each time \( t \in [T_0 + 1 : T] \), the O-RHC algorithm selects the control action \( u_t^{\hat{\pi}_o} \) optimistic parameter \( \tilde{\theta}_t \) as

\[
(u_t^{\hat{\pi}_o}, \tilde{\theta}_t) = \text{O-RHC}(t, \hat{x}_t, c_{t:t+M-1}, \tilde{\theta}_t),
\]

where the O-RHC subroutine is given in Algorithm 3.

Algorithm 3 O-RHC Algorithm
1: With the initialization \( \hat{x}_t = x_t \), compute
\[
(\hat{u}_{t:t+M-1}, \tilde{\theta}_t) = \arg \min_{u_{t:t+M-1}, \theta \in \tilde{\Theta}} \sum_{k=t}^{t+M-1} c_k(\hat{x}_k, \hat{u}_k),
\]
\[
\text{s.t. } \hat{x}_{k+1} = A(\theta)\hat{x}_k + B(\theta)\hat{u}_k
\]
2: Output: \((\hat{u}_t, \tilde{\theta}_t)\)

3.3 Regret Performance Guarantees

We now formally present the regret guarantees of the CE-RHC algorithm (denoted as \( \pi_{ce} \)) and O-RHC algorithm (denoted as \( \pi_o \))

**Theorem 1** (Regret of the CE-RHC Algorithm). Suppose Assumption 7 holds and \( \tilde{\theta}_t \) satisfies the conditions given in Assumption 4. Suppose \( M > (\bar{\pi}/\alpha)^2 + 1 \), \( T_0 = T^{2/3} \) and \( T_0 \) satisfies the conditions in Proposition 7. Then, with probability greater than \((1 - \delta)\),

\[
R_T(\pi_{ce}) \leq \mathcal{O}(T^{2/3})
\]

**Theorem 2** (Regret of the O-RHC Algorithm). Suppose Assumption 7 holds, \( \theta^* \) satisfies Assumption 2, and \( T_0 \) satisfies the conditions in Proposition 7. Assume that \( \bar{\pi}/\alpha < 2 \). Fix \( T_0 = T^{2/3} \). Then there exists \( M, T \) such that, for \( T > T' \), with probability greater than \((1 - \delta)\),

\[
R_T(\pi_o) \leq \mathcal{O}(T^{2/3})
\]

**Remark 1.** We observe that the dynamic regret guarantee is valid only when the preview \( M \) is greater than the threshold given by \((\bar{\pi}/\alpha)^2 + 1 \). Such a lower bound requirement is typical in RHC algorithms; see for example [Grimm et al., 2003]. This is expected because, the control computed from a short preview might be very inaccurate and can potentially lead to instability.

**Remark 2.** The first theorem implies that CE-RHC achieves sub-linear dynamic regret provided the stability assumption is satisfied by the least-squares estimate \( \theta_o \). This is feasible provided a neighborhood of parameters around \( \theta^* \) satisfy the assumption. In contrast, the O-RHC algorithm achieves the same dynamic regret under a significantly milder condition that the stability assumption holds only for the system parameter \( \theta^* \). We note that O-RHC achieves this at the cost of the additional computation to estimate the optimistic model alongside the control input.

4. Regret Analysis

Given a sequence of system parameters \( \theta_{T_1:T_2} \), a sequence of control actions \( u_{T_1:T_2} \), and an initial state \( x \), we define \( J_{T_1:T_2}(u_{T_1:T_2} ; \theta_{T_1:T_2}) \) as

\[
J_{T_1:T_2}(u_{T_1:T_2} ; \theta_{T_1:T_2}) = \sum_{t=T_1}^{T_2} c_t(x_t, u_t),
\]
\[
\text{s.t. } x_{t+1} = A(\theta_t)x_t + B(\theta_t)u_t, \quad x_{T_1} = x.
\]
for any $T_1, T_2 \in [1, T]$. We make the dependence on the initial state $x$ implicit as it will be clear from the context. If $\theta_t = \theta, \forall t \in [T_1, T_2]$, we will simplify the above notation as $J_{T_1:T_2}(u_{T_1:T_2}; \theta)$.

Let $u^*_{T}$ and $u^*_{T}$ be the sequence of control actions generated by the policies $\pi$ and $\pi^*$, respectively. For analyzing the regret, we decompose it into three terms as follows:

\[
R_T(\pi) = J_{1:T_1}(u^*_{1:T_1}; \theta^*) - J_{1:T_1}(u^*_{1:T_1}; \theta^*) + J_{T_1+1:T}(u^*_{T_1+1:T}; \theta^*) - J_{T_1+1:T}(u^*_{T_1+1:T}; \theta^*) + J_{T_1+1:T}(u^*_{T_1+1:T}; \theta^*) - J_{T_1+1:T}(u^*_{T_1+1:T}; \theta^*)
\]

We will characterize the regret due to each term separately for both policies $\pi_{ce}$ and $\pi_o$. Note that for $\pi_{ce}$, $\theta_t = \theta_{bs}, \forall t \in [T_0 + 1, T]$.

### 4.1 Regret of Term I

Term I characterizes the regret due to the exploration phase. We show that, under the exploration strategy we use, the regret due to exploration is bounded by the length of the exploration phase. Since the exploration strategy is identical for both the CE-RHC algorithm and the O-RHC algorithm, regret of term I is also identical for both algorithms.

The key challenge involved here is to show that the system state will not grow unbounded during the exploration phase. For this, we make use of the fact that the spectral radius of $A^*$ is strictly less than one and the control sequences are bounded. We then use the fact that the cost functions are locally Lipschitz to show that the realized cost at each time step of the estimation phase is bounded. From here, it follows that the regret of Term I is $O(T_0)$. We formally state the result below.

**Proposition 2** (Regret of Term I). Suppose Assumption 1 holds. Let Term I be as defined in (12). Then, for $\pi \in \{\pi_{ce}, \pi_o\}$,

\[
\text{Term I} \leq O(T_0)
\]

Note that, if we set $T_0 = T^{2/3}$ as specified in Theorem 1 then the regret due to Term I is $O(T^{2/3})$.

### 4.2 Regret of Term II

The CE-RHC algorithm generates the sequence of control actions $u^*_{T_0+1:T}$ using the least squares parameter estimate $\hat{\theta}_{bs}$. However, this control actions are applied on the true system with parameter $\theta^*$. Term II characterizes the regret due to this estimation error.

To analyze this term, we first show that, contingent on the states being bounded, the states of any two systems driven by the same sequence of control actions differ by a term that is bounded by the norm of the difference of the parameters of the two systems. Recall that, in Proposition 1, we have already proved that $||\theta^* - \hat{\theta}_{bs}|| \leq O(1/\sqrt{T_0})$ with high probability.

We then separately show that states are indeed bounded under CE-RHC algorithm when Assumption 2 holds for $\hat{\theta}_{bs}$. This will also imply that the control actions are bounded. The cost functions being locally Lipschitz and the states and control actions being bounded, the cumulative cost can now be upper bounded by the length of the horizon $T - T_0$. Combining this with the observation made in the above paragraph, we get a net upper bound $O(T/\sqrt{T_0})$. We state this result formally below.

**Proposition 3** (Regret of Term II for CE-RHC). Suppose Assumption 1 holds and $\hat{\theta}_{bs}$ satisfies Assumption 2. Suppose $T_0$ satisfies the conditions in Proposition 1 and $M > (\pi/\alpha)^2 + 1$. Let Term II be as defined in (12) and let $\pi = \pi_{ce}$. Then, with probability greater than $(1 - \delta)$,

\[
\text{Term II} \leq O(T/\sqrt{T_0})
\]

Here also, if we set $T_0 = T^{2/3}$, the regret of Term II is $O(T^{2/3})$.

The analysis of Term II is more challenging for the O-RHC algorithm because we need to consider the sequence of parameters $\theta_{T_0 + 1:T}$ selected by the algorithm. We overcome this issue by first characterizing an upper bound on the difference of the states of the two systems at a time $t$ by a decaying sum of the parameter difference from $t$ to $T_0 + 1$. Since $||\theta^* - \hat{\theta}_t|| \leq O(1/\sqrt{T_0})$ for all $t$ using Proposition 1, we can now use techniques similar to the proof of Proposition 3 to establish the following bound.

**Proposition 4** (Regret of Term II for O-RHC). Suppose Assumption 1 holds, $\theta^*$ satisfies Assumption 2 and $T_0$ satisfies the conditions in Proposition 1. Assume that $\pi/\alpha < 2$. Let Term II be as defined in (12) and let $\pi = \pi_o$. Then there exists $M, T$ such that, for $T > T$, with probability greater than $(1 - \delta)$

\[
\text{Term II} \leq O(T/\sqrt{T_0})
\]

Here also, if we set $T_0 = T^{2/3}$, the regret of Term II is $O(T^{2/3})$. 


4.3 Regret of Term III

For the CE-RHC algorithm, we bound Term III by bounding its first term, which is the cumulative cost for the standard RHC controller for a system with parameter $\theta_0$. To bound this term, we use the stability assumption for the estimated parameter $\hat{\theta}_0$. We note that the stability assumption does not directly imply the existence of a Lyapunov-like function. The key part of the proof is in establishing that under Assumption 2, for sufficiently large $M$, the function $V_t(:;\theta_0)$ becomes a Lyapunov-like function. This guarantees exponential convergence for the system resulting in $O(1)$ regret for Term III CE-RHC. We formally state this result below.

**Proposition 5** (Regret of Term III for CE-RHC).
Suppose Assumption 7 holds and $\hat{\theta}_0$ satisfies Assumption 2. Let $M > (\bar{\pi} / \alpha)^2 + 1$. Let Term III be as defined in (12) and let $\pi = \pi_{\text{ce}}$. Then,

$$\text{Term III} \leq O(1)$$

The proof for the O-RHC algorithm is significantly more challenging because we assume that the stability assumption is true only for the true system $\theta^*$, whereas the quantity to be analyzed is the cumulative cost of the RHC controller for a time-varying system. The proof uses the fact that estimate is optimistic to leverage Assumption 2 satisfied by $\theta^*$. This leads to a Lyapunov-like condition with an additional term that is proportional to the difference between $\theta^*$ and $\theta_t$. The novelty of the proof technique is how the optimistic estimate is used to establish the Lyapunov-like condition. This additional term at every time step leads to the $O(T / \sqrt{T_0})$ overall regret instead of $O(1)$ as in CE-RHC.

**Proposition 6** (Regret of Term III for O-RHC). Suppose Assumption 7 holds, $\theta^*$ satisfies Assumption 2 and $T_0$ satisfies the conditions in Proposition 1. Assume that $\bar{\pi} / \alpha < 2$. Let Term III be as defined in (12) and let $\pi = \pi_{\text{ce}}$. Then, there exists $M, T$ such that, for $T > T$, with probability greater than $(1 - \delta)$

$$\text{Term II} \leq O(T / \sqrt{T_0})$$

Note that, by setting $T_0 = T_2/3$, the regret of Term III becomes $O(T^{2/3})$.

4.4 Proofs of the Main Results

Proof of the main results now immediately follow by using the upperbounds obtained for Term I, II, and III. We state this formally below.

**Proof of Theorem 2.** The proof follows by setting $T_0 = T^{2/3}$ and combining Proposition 2, Proposition 8 and Proposition 5.

**Proof of Theorem 5.** The proof follows by setting $T_0 = T^{2/3}$ and combining Proposition 2, Proposition 4 and Proposition 6.

5 Conclusion

In this work, we presented online learning and control algorithms for receding horizon control of linear dynamical systems. Our work sheds light on methods, conditions and analysis for predictive control of unknown systems with limited preview. We show that by using a stability assumption that is standard in the asymptotic analysis of RHC algorithms, we can guarantee $O(T^{2/3})$ dynamic regret for this setting. In future, we plan to extend this algorithm and analysis to systems with adversarial disturbances.
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A On Assumption [2]

A.1 Proof that LQR Problem Satisfies Assumption [2]

The LQR cost is given by $c_t(x, u) = x^T Q_t x + u^T R_t u$, where $Q_t > 0$, and $R_t > 0$. We see that $c_t(x, u) \geq x^T Q_t x \geq \lambda_{\min}(Q_t) \|x\|^2$, Hence, it follows that Assumption [2](i) is satisfied with $\alpha = \min_{t \in [1, T]} \lambda_{\min}(Q_t)$, and $\sigma(x) = \|x\|^2$. With $\sigma(x) = \|x\|^2$, Assumption [2](iii) is trivially satisfied.

Suppose that $Q_t$ and $R_t$ are bounded. Suppose $\rho(A^*) < 1$, in accordance with Assumption [3]. Then, it is easy to see that the state of the system will exponentially decay with $u_t = 0$ for all $t$. Hence, Assumption [2](ii) is also trivially satisfied for the LQR case with $\sigma(x) = \|x\|^2$.

A.2 Non-Quadratic, Non-Convex Cost Function Example

Let the system $(A, B)$ be such that $\rho(A) < 1$, which is in accordance with Assumption [4]. Let the controller cost be
\[
c(x, u) = \|x\|^a + \|u\|^a,
\]
where $a$ can be any positive number. Given that $\rho(A) < 1$, there exists a $c_p > 0$, and $\gamma < 1$ when $u_t = 0$, such that $\|x_t\| \leq c_p \gamma^{t-1} \|x_1\|$. For this cost function, let $\sigma(x) = \|x\|^a$. Then, when $u_t = 0$,
\[
\sum c(x_t, u_t) \leq \left( \frac{c_p^a}{1 - \gamma^a} \right) \sigma(x_1).
\]

Then, Assumption [2] is satisfied with $\alpha = 1$, $\alpha = \left( \frac{c_p^a}{1 - \gamma^a} \right)$, $\sigma(x) = \|x\|^a$.

B Proof of Proposition [1]

Let $W_t^T := [(u_t)^\top, \ldots, (u_{t+n})^\top]$, where $(u_t, \ldots, u_{t+n}, \ldots)$ is a sequence of control inputs. We first prove the following lemmas.

**Lemma 1.** Let $u_t$ be as defined in [5], $N = (n + 1)sm$, $s \in \mathbb{N}$. Then $\sum_{k=1}^N W_k W_k^T \geq (n + 1)m = N$.

The proof follows trivially from the observation that (i) each $W_k$ is parallel to the unit vector along a dimension and is of magnitude $(n + 1)m$ and (ii) the matrix $[W_{(n+1)m+1}, W_{(n+1)m+2}, \ldots, W_{(n+1)(s+1)m}]$ is a full rank square matrix for all $j \in [0, s - 1]$.

In the next lemma, we show that the system response in the estimation phase satisfies the persistence of excitation condition (Moore, 1983).

**Lemma 2.** Suppose Assumption [7] holds and $T_0 = (n + 1)(sm) + n$, $s \in \mathbb{N}$. Then for the estimation phase
\[
\sum_{k=t}^{T_0} \begin{bmatrix} x_k^T \\ u_k^T \end{bmatrix} \begin{bmatrix} x_k \\ u_k \end{bmatrix} \geq c_p T_0,
\]
where $c_p$ is a system dependent constant.

**Proof.** To prove our result we use an argument similar to the one used in (Moore, 1983, Lemma 3.1.). Consider an imaginary output $y_k$ of the linear time invariant system given by the dynamics $x_{k+1} = A^* x_k + B^* u_k$:
\[
y_k = \zeta^T [x_k^T \\ u_k^T]^T,
\]
where $\zeta$ is arbitrary. Let $\zeta^T = [\zeta_1^T \\ \zeta_0^T]$. The corresponding transfer function of the system (with McMillan degree $\leq n$) for the output in (14) is of the form
\[
H(z) = \frac{C_0 + C_1 z^{-1} + \ldots + C_n z^{-n}}{d_0 + d_1 z^{-1} + \ldots + d_n z^{-n}}, d_0 = 1,
\]
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where the coefficients \([d_0, d_1, \ldots, d_n]\) correspond to the characteristic polynomial. The terms \(C_0, C_1, \ldots, C_n\) have a specific form given by (Green and Moore 1986)

\[
C_j = \sum_{l=0}^j d_{j-l} P_l, P_l = \zeta^T (A^*)^{j-l} B^*, P_0 = \zeta^T.
\]

Let

\[
\beta := [C_n, C_{n-1}, \ldots, C_0]^T, \varepsilon := [d_n, \ldots, d_0]^T.
\]

Then, from (15), it follows that

\[
Q = \begin{bmatrix}
\varepsilon, d_n, \ldots, d_0
\end{bmatrix}^T = \zeta^T \quad \forall \theta.
\]

We can rewrite \(\beta^T\) as

\[
\beta^T = \zeta^T G_\theta, G_\theta = \begin{bmatrix}
\theta & 0 \\
H_\theta & I
\end{bmatrix}
\]

where \(Q_\theta = [q_n, q_{n-1}, \ldots, q_1], q_j = \frac{1}{\theta} \sum_{i=1}^j d_{j-i} (A^*)^{j-i} B^*\), \(H_\theta = [d_n I, d_{n-1} I, \ldots, d_1 I], I = I_m\), the identity matrix of size \(m\). Since the pair \((A^*, B^*)\) is controllable, \(G_\theta\) is a full row rank matrix. Consider \(Q_\theta\). The term with the highest power of \(A^*\) in \(q_j\) is \((A^*)^{j-1} B^*\) and its coefficient is \(d_0 = 1\) for all \(j\). Thus, \(\text{span}\{[B^*, A^* B^*, (A^*)^2 B^*, \ldots, (A^*)^{n-1} B^*]\} = \text{span}\{[q_n, q_{n-1}, \ldots, q_1]\}. \) Thus, \(G_\theta\) is a full row rank matrix. Hence, for a non-zero \(\zeta\) there exists a non-zero element in \(\beta\) and \(\varepsilon\) is non-zero because \(d_0 = 1\).

Let \(q = s(n+1)m\). Then, \(p = T_0 = q + n\). We know from Lemma 1 that

\[
\sum_{k=1}^q W_k W_k^T \geq q > 0,
\]

where \(X \geq c_p \iff v^T X v \geq c_p \forall v \text{ s.t. } \|v\|_2 = 1\).

Now, it follows from (17) that

\[
\|\beta^T W_k\|_2^2 \leq \|\zeta^T \begin{bmatrix}
x_k \\
u_k
\end{bmatrix}, \ldots, \begin{bmatrix}
x_{k+n} \\
u_{k+n}
\end{bmatrix}\|_2^2 \|\varepsilon\|_2^2.
\]

Summing from \(k = 1\) to \(k = q\) on both sides we get that

\[
\beta^T \left( \sum_{k=1}^q W_k W_k^T \right) \beta \leq \|\varepsilon\|_2^2 \zeta^T \sum_{k=1}^q \begin{bmatrix}
x_k \\
u_k
\end{bmatrix}, \ldots, \begin{bmatrix}
x_{k+n} \\
u_{k+n}
\end{bmatrix} \begin{bmatrix}
x_k \\
u_k
\end{bmatrix}^T \zeta \leq (n+1) \|\varepsilon\|_2^2 \zeta^T \sum_{k=1}^{q+n} \begin{bmatrix}
x_k \\
u_k
\end{bmatrix} \begin{bmatrix}
x_k^T \\
u_k^T
\end{bmatrix} \zeta.
\]

Then, using (19) in the previous equation we get that

\[
\zeta^T \sum_{k=1}^{T_0} \begin{bmatrix}
x_k \\
u_k
\end{bmatrix} \begin{bmatrix}
x_k^T \\
u_k^T
\end{bmatrix} \zeta \geq \frac{q \beta^T \beta}{(n+1) \|\varepsilon\|_2^2}.
\]

Since the elements of \(\varepsilon\) are the coefficients of the minimal polynomial of \(A^*\), each element of \(\varepsilon\) is a polynomial function of the eigenvalues of the system matrix \(A^*\). Denote the roots (or the eigenvalues) of \(A^*\) by \(r_1, \ldots, r_n\). Let \(r = \max\{|r_1|, |r_2|, |r_3|, \ldots, |r_n|\}\). It is clear that \(r\) is finite because \(\theta \in \Theta\), and \(\Theta\) is compact. Then, using Vieta’s formula we get that

\[
(-1)^k d_{n-k} = \sum_{1 \leq i_1 \leq i_2 \leq \ldots \leq i_{n-k} \leq n} \prod_{j=1}^{n-k} r_{i_j}, \forall k < n.
\]
Applying binomial theorem, we get that \(|d_k| \leq (1 + r)^n\) and \(\|\epsilon\|^2 \leq n(1 + r)^{2n} + 1\). Using this relation in (20) we get that

\[
\zeta \sum_{k=1}^{T_0} \left[ x_k \right] \left[ x_k^T, u_k \right] \zeta \geq \frac{q(\beta^\top \beta)}{((n + 1)(n(1 + r)^{2n} + 1))}.
\]

Let \(\lambda_{\text{min}}(G_0G_0^\top) = c_g\). Since \((A^*, B^*)\) is a controllable pair, \(c_g > 0\). Applying this fact to the previous equation we get that

\[
\sum_{k=1}^{T_0} \left[ x_k \right] \left[ x_k^T, u_k \right] \geq \frac{qc_g}{((n + 1)(n(1 + r)^{2n} + 1))} \geq c_pT_0,
\]

where \(c_p = c_g/(2(n + 1)(n(1 + r)^{2n} + 1))\).

We will use the following result from Abbasi-Yadkori and Szepesvári (2011).

**Lemma 3** (Abbasi-Yadkori and Szepesvári 2011, Theorem 16). Let \(\{\mathcal{F}_i\}\) be a filtration. Let \(\{m_i\}\) be an \(\mathbb{R}^d\) valued stochastic process adapted to the filtration \(\{\mathcal{F}_i\}\), \(\{\eta_i\}\) be a real-valued martingale difference sequence adapted to \(\{\mathcal{F}_i\}\) and is conditionally sub-Gaussian with constant \(R\). Consider the martingale stochastic process

\[
S_t = \sum_{k=1}^{t} \eta_k m_{k-1}.
\]

Consider the matrix valued process

\[
\nabla_t = \tilde{V} + \tilde{V}_t, \quad \tilde{V}_t = \sum_{k=1}^{t} m_{k-1} m_{k-1}^\top.
\]

Then, with probability \(1 - \delta\), \(\delta > 0\), we get that

\[
\forall t > 0, \|S_t\|^2_{V_t^{-1}} \leq 2R^2 \log \left( \frac{\text{det}(V_t)^{1/2} \text{det}(\tilde{V})^{-1/2}}{\delta} \right).
\]

Next, we use all the above lemmas to get a bound on the least squares estimation error, which proves Proposition 1.

**Proof of Proposition 1** From the state equation (1), we have \(x_{t+1} = A^* x_t + B^* u_t\). Let \(X = [z_1, z_2, z_3, \ldots, z_{T_0}]^\top\), where \((z_i)^\top = [x_i^\top, u_i^\top]\), \(Y = [x_2, x_3, \ldots, x_{T_0+1}]^\top\). Then, it follows that \(Y = X(\theta^*)^\top\), where \(\theta^* = [A^*, B^*]\).

Let \(X^y = [z_1^y, z_2^y, z_3^y, \ldots, z_{T_0}^y]^\top\), where \((z_i^y)^\top = [y_i^T, u_i^T]\) and \(Y^y = [y_2, y_3, \ldots, y_{T_0+1}]^\top\). Let

\[
\mathcal{E}^y = [\epsilon_2, \epsilon_3, \ldots, \epsilon_{T_0+1}]^\top, \mathcal{E}^T = [\epsilon_1^T 0^T_{m \times 1}, \epsilon_2^T 0^T_{m \times 1}, \ldots, \epsilon_{T_0}^T 0^T_{m \times 1}]^\top.
\]

Then, by definition

\[
Y^y = Y + \mathcal{E}^y, \quad X^y = X + \mathcal{E}.
\]

First, we show that \((X^y)^\top X^y\) is invertible with a high probability.

Let \(V = \sum_{k=1}^{T_0} z_k z_k^\top = X^\top X\). In our case, \(z_{k+1}\) is trivially a vector-valued process adapted to \(\mathcal{F}_k\), and any component of the sequence \(\epsilon_{1:T_0}\) by definition is a martingale difference sequence adapted to \(\mathcal{F}_k\). Hence, Lemma 3 can be applied to each component of \(\epsilon_k\) by setting \(V = V/2\) and recognizing that \(m_{k-1} = z_k/\sqrt{2}\) and \(\eta_k\) can be any of the components of \(\sqrt{2}\epsilon_k\). Then, using union bound after applying Lemma 3 to each component of \(\epsilon_k\), we get with probability at least \(1 - n\delta\)

\[
\|X^\top \mathcal{E}\|_{V^{-1}} \leq \frac{n\epsilon}{2} \sqrt{4 \log \left( \frac{\text{det}(V)^{1/2} \text{det}(\tilde{V})}{\delta} \right)} \leq \frac{n\epsilon}{2} \sqrt{4 \log \left( \frac{(\sqrt{2})^{n+m}}{\delta} \right)}
\]
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\[ \|X^\top E + E^\top X\|_{V^{-1}} \leq n\epsilon_c \sqrt{4\log \left( \frac{(\sqrt{2})^{n+m}}{\delta} \right)}, \]  

(22)

where the additional factor \( n \) follows from the fact that \( \eta_k \) has at most \( n \) non-zero components, and we have used the fact that \( R = \epsilon_c/2 \) and \( V = V/2 \).

Now, for any given \( T_0 \), there exists \( s \) such \( (n+1)s m + n \leq T_0 \leq (n+1)(s+1)m + n \). Then, from Lemma 2 for any unit vector \( v \),

\[ v^\top X^\top X v \geq c_p T_0. \]

For a matrix \( M \), denote \( \|M\|_{V^{-1}} = \sum_j \|V^{-1/2} M_j\|_2 \), where \( M_j \) are columns of \( M \). Then \( \|V^{-1/2}(\cdot)\|_2 \leq \|V^{-1/2}(\cdot)\|_F \leq \|V^{-1}\|_F \). Now, for any unit vector \( v \), we get with probability at least \( 1 - n\delta \)

\[ v^\top (X^\top X)^{y} v \geq \sqrt{c_p T_0} \left( \frac{\epsilon_c}{\sqrt{c_p T_0}} \sqrt{4\log \left( \frac{(\sqrt{2})^{n+m}}{\delta} \right)} \right) \]

(23)

Here, we get (a) by \( (X^\top X)^{y} = (X + E)^\top (X + E) = X^\top X + X^\top E + E^\top X + E^\top E \) and ignoring the term due to \( E^\top E \), (b) by first applying Cauchy-Schwarz inequality and then applying the inequality \( \|V^{-1/2}(\cdot)\|_2 \leq \|V^{-1}\|_F \), (c) by Eq. (22), (d) by using \( v^\top X^\top X v \geq c_p T_0 \), (e) by using the fact that \( T_0 > \frac{4n^2\epsilon^2_c}{c_p \log(\sqrt{2}^{n+m}/\delta)} \), which makes the term inside the braces positive, and then using \( v^\top X^\top X v \geq c_p T_0 \) again. This proves that \( (X^\top X)^{y} \) is invertible with probability at least \( 1 - n\delta \).

Next, we show that \( \hat{\theta}_{ls} \) is bounded by a constant that does not grow with \( T_0 \) with a high probability. Because \( (X^\top X)^{y} \) is invertible with probability at least \( 1 - n\delta \), under the same event the least squares \( \hat{\theta}_{ls} \) solution satisfies

\[ Y^y = X^y \hat{\theta}_{ls}^\top, \text{ i.e., } \hat{\theta}_{ls} = \left( (X^\top X)^{y} \right)^{-1} (X^\top X)^{y} Y^y \]

i.e. \( \left\| \hat{\theta}_{ls} \right\|_F \leq \left\| (X^\top X)^{y} \right\|_F \left\| \left( (X^\top X)^{y} \right)^{-1} \right\|_F \leq \sqrt{n + m} \left\| (X^\top X)^{y} \right\|_F \leq O \left( \frac{(n+m)^2}{\gamma^2 T_0} \right) = O(1). \)

Here, we get (f) by Cauchy-Schwarz inequality, (g) by the standard norm inequality for square matrices and the fact that \( (X^\top X)^{y} \) is of dimension \( n + m \), (h) by the fact that the eigenvalues of the inverse of a real symmetric matrix is the inverse of the eigenvalues and the singular values of positive definite matrices are the eigenvalues, (i) by Eq. (23), and (j) by the fact that each element in \( (X^\top X)^{y} \) is a summation of \( T_0 \) terms each of which is bounded by a constant that does not grow with \( T_0 \) and that there are \( (n + m)n \) terms in \( (X^\top X)^{y} \), where the boundedness follows from the fact that \( z_i \) in the estimation phase is bounded by a constant that does not grow.
with $T_0$ (since $u_t$ given $[3]$ is such that $\|u_t\| \leq (n + 1)m$ and the spectral radius $\rho(A^*) < 1$), and that the noise is also bounded by a constant.

Next, we bound the error in the least squares estimate. Let $X(j, l)$ denote the $l$th component of $j$th row of a matrix $X$. Then $(\mathcal{E}(\theta_{ls})^\top)(j, l) = [\epsilon_j^\top_0 m \times 1] \delta_{ls}^\top(:, l)$. From the definitions of $Y^y, Y, X$, we get with probability at least $1 - n\delta$

$$Y^y = Y + \mathcal{E}^y = X(\theta^*)^\top + \mathcal{E}^y,$$

i.e., $X(\hat{\theta}_{ls}^\top - (\theta^*)^\top) = \mathcal{E}^y - \mathcal{E}\hat{\theta}_{ls}^\top,$

i.e., $(\hat{\theta}_{ls}^\top - (\theta^*)^\top)^{(k)} = (X^\top X)^{-1} X^\top \left(\mathcal{E}^y - \mathcal{E}\hat{\theta}_{ls}^\top\right),$

i.e., $\|\hat{\theta}_{ls}^\top - (\theta^*)^\top\|_F \leq \left\|X^\top X\right\|_{1/2} \left\|X^\top \left(\mathcal{E}^y - \mathcal{E}\hat{\theta}_{ls}^\top\right)\right\|_{V^{-1}} = \frac{1}{\sqrt{\lambda_{\text{min}}(V)}} \left\|X^\top \left(\mathcal{E}^y - \mathcal{E}\hat{\theta}_{ls}^\top\right)\right\|_{V^{-1}}$

$$\leq \frac{1}{\sqrt{\lambda_{\text{min}}(V)}} \left(\|X^\top \mathcal{E}^y\|_{V^{-1}} + \left\|X^\top \left(\mathcal{E}\hat{\theta}_{ls}^\top\right)\right\|_{V^{-1}}\right)$$

$$\leq \frac{1}{\sqrt{\lambda_{\text{min}}(V)}} \left(\|X^\top \mathcal{E}^y\|_{V^{-1}} + \sum_{l=1}^n \left\|X^\top \left(\mathcal{E}\hat{\theta}_{ls}^\top\right)\right\|_{V^{-1}}\right)$$

$$\leq \frac{1}{\sqrt{\lambda_{\text{min}}(V)}} \left(\|X^\top \mathcal{E}^y\|_{V^{-1}} + \sum_{r=1}^n \sum_{l=1}^n \left\|X^\top \left(\mathcal{E}(r, \cdot)\hat{\theta}_{ls}^\top\right)\right\|_{V^{-1}}\right)$$

$$\leq \frac{1}{\sqrt{\lambda_{\text{min}}(V)}} \left(\sum_{r=1}^n \|X^\top \mathcal{E}^y(r, \cdot)\|_{V^{-1}} + \sum_{r=1}^n \sum_{l=1}^n \left\|X^\top \mathcal{E}(r, \cdot)\hat{\theta}_{ls}^\top\right\|_{V^{-1}}\right)$$

Here, we get (k) by the fact that $X^\top X > 0$, (l) by $\|V^{-1/2}(\cdot)\|_F \leq \|\cdot\|_{V^{-1}}$, (m) by applying triangle inequality, (n) by applying triangle inequality and the fact that $\hat{\theta}_{ls}^\top$ has $n$ columns, (o) by applying triangle inequality again and the fact that only the first $n$ columns of $\mathcal{E}$ are non-zero, and (p) by applying triangle inequality again.

Then, applying Lemma $[3]$ on each individual term within the braces (there are $n(n + 1)$ of them), and using the fact that $\hat{\theta}_{ls}$ is $O(1)$ with probability greater than $1 - n\delta$, and using union bound, we get with probability at least $1 - n(n + 2)\delta$,

$$\|\hat{\theta}_{ls}^\top - (\theta^*)^\top\|_F \leq \frac{n(n + 1)\epsilon_c}{2\sqrt{\lambda_{\text{min}}(V)}} 4\log \left(\frac{\sqrt{2}^{n+m}}{\delta}\right) \leq \frac{n(n + 1)\epsilon_c}{2\sqrt{c_P T_0}} 4\log \left(\frac{\sqrt{2}^{n+m}}{\delta}\right).$$

Thus, it follows that $\theta^* \in \hat{\Theta}$ with probability greater than $1 - \delta$.

\[\square\]

C Proof of the Results in Section [4]

C.1 Proof of Proposition [2]

Proof. In the estimation phase, the control input given by $[3]$ is clearly bounded. Also by Assumption $[1] (ii)$, the system is stable. This then implies that $x_t^\tau$ is bounded for all $t \in [1 : T_0]$. Let $b = \max_{t \in [1 : T_0]} \|x_t^\tau\|$. We note that $b$ is a constant that does not increase with $T_0$. This follows from the fact that $\|u_t^\tau\| \leq (n + 1)m$ throughout the estimation phase and $\rho(A^*) < 1$. Let $L_0$ be the uniform Lipschitz constant for all $c_t$ over the closed and bounded set $\{x, u : \|x\| \leq b, \|u\| \leq (n + 1)m\}$. It then follows that $c_t(x_t^\tau, u_t^\tau) \leq L_c(\|x_t^\tau\| + \|u_t^\tau\|) + c_t(0, 0) \leq L_c(b + (n + 1)m) + c_t(0, 0)$. Hence, $c_t \leq O(1)$ for all $t \in [1 : T_0]$. Hence, summing over all $t \in [1 : T_0]$, we get $\sum_{t=1}^{T_0} c_t(x_t^\tau, u_t^\tau) \leq O(T_0)$. Thus,

$$J_{1:T_0}(u_{1:T_0}^\tau, \theta^*) - J_{1:T_0}(u_{1:T_0}^\tau, \theta^*) \leq O(T_0)$$

\[\square\]
C.2 Proof of Proposition 4

Proposition 3 and Proposition 4 characterizes the bound on Term II. Here, we only give the proof for Proposition 4 (for the O-RHC algorithm). The proof for Proposition 3 (for the CE-RHC algorithm) is implied by this.

Proof. Consider the system evolution \( \hat{x}_{t+1} = A^*\hat{x}_t + B^*u^\pi_t \), \( \hat{x}_{T+1} = \hat{x}_{T+1} \). Let

\[
\hat{x}^\delta_t = \sum_{j=0+2}^t (A^*)^{t-j}(\delta \theta_{j-1})\hat{z}_{j-1}, \text{ where } \delta \theta_j = (\theta^* - \hat{\theta}_j), \hat{z}_j = [\hat{x}^\top_j, (u^\pi_t)^\top], \hat{x}^\delta_{T+1} = 0. \tag{24}
\]

We will show that \( \hat{x}_t = \hat{x}_t + \hat{x}^\delta_t \) for all \( t \geq T+1 \) by mathematical induction. This trivially holds for \( k = T+1 \). Now, let \( \hat{x}_k = \hat{x}_k + \hat{x}^\delta_k \) be true for some \( k \in [T+1 : T] \). Then

\[
\hat{x}_{k+1} = A^*\hat{x}_k + B^*u^\pi_k = A^*(\hat{x}_k + \hat{x}^\delta_k) + B^*u^\pi_k = \theta^*\hat{z}_k + A^*\hat{x}^\delta_k = \hat{\theta}_k\hat{z}_k + \delta \theta_k\hat{z}_k + A^*\hat{x}^\delta_k = \hat{x}_{k+1} + \hat{x}^\delta_{k+1}.
\tag{25}
\]

This completes the induction argument.

Similarly, we will show that \( x^\pi_{t+1} = \hat{x}_t - (A^*)^{t-T+1}\epsilon_{T+1} \) for all for all \( t \geq T+1 \) by mathematical induction. This holds at \( t = T+1 \), since \( y_{T+1} = x_{T+1} + \epsilon_{T+1} \). Let \( x^\pi_{T+1} = \hat{x}_T - (A^*)^{t-T+1}\epsilon_{T+1} \) hold for some \( k \geq T+1 \). Then

\[
x^\pi_{k+1} = A^*x^\pi_k + B^*u^\pi_{k+1} = A^*(\hat{x}_k - (A^*)^{k-T+1}\epsilon_{T+1}) + B^*u^\pi_k = A^*\hat{x}_k + B^*u^\pi_k - (A^*)^{k+1-T+1}\epsilon_{T+1}. \tag{26}
\]

This completes the induction argument.

Using Equations (24) - (26) we get

\[
\sum_{t=T+1}^T c_t(x^\pi_t, u^\pi_t) = a \sum_{t=T+1}^T c_t(\hat{x}_t - (A^*)^{t-T+1}\epsilon_{T+1}, u^\pi_t) = b \sum_{t=T+1}^T c_t(\hat{x}_t + \hat{x}^\delta_t - (A^*)^{t-T+1}\epsilon_{T+1}, u^\pi_t). \tag{27}
\]

Here, we get (a) by writing \( x^\pi_t = \hat{x}_t - (A^*)^{t-T+1}\epsilon_{T+1} \) and (b) by writing \( \hat{x}_t = \hat{x}_t + \hat{x}^\delta_t \).

According to Proposition 4, \( \theta^* \in \hat{\Theta} \), with high probability. We now claim that when \( \theta^* \in \hat{\Theta} \), under the O-RHC algorithm, \( \max_{t \in [T+1 : T]} \|x_t\| \) is bounded and the bound does not depend on \( T \). The proof for this claim is given as apart of the proof of Proposition 3.

The boundedness of \( \hat{x}_t \) implies the boundedness of \( u^\pi_t \) since \( u^\pi_t \) is the solution of O-RHC Algorithm, whose solutions are continuous in \( \hat{x}_t \) (for a proof, see Rockafellar and Wets, 2009, Theorem 1.17). Then, it follows that \( x^\pi_t \) is bounded since \( \rho(A^*) < 1 \) and \( u^\pi_t \) is bounded. The term \( (A^*)^{t-T+1}\epsilon_{T+1} \) is also bounded, since \( \rho(A^*) < 1 \) and \( \epsilon_{T+1} \) is bounded.

For convenience, denote the bound on \( \|\hat{x}_t\|, \|x^\pi_t\| \) and \( \|(A^*)^{t-T+1}\epsilon_{T+1}\| \) as \( b \) and the bound on \( u^\pi_t \) as \( d \). Note that \( b \) and \( d \) are constants that do not change with the horizon length \( T \). Let \( \alpha_0 \) be the local Lipschitz constant for all \( c_t \)s. Then, under the event \( \theta^* \in \hat{\Theta} \), using Eq. (27) we get

\[
\sum_{t=T+1}^T c_t(x^\pi_t, u^\pi_t) \leq \sum_{t=T+1}^T c_t(\hat{x}_t, u^\pi_t) + \alpha_0 \sum_{t=T+1}^T (\|\hat{x}_t\| + \|(A^*)^{t-T+1}\epsilon_{T+1}\|). \tag{28}
\]

Since \( \rho(A^*) < 1 \), there exist \( c_p > 0 \) and \( \lambda_\rho < 1 \) such that \( \|A^k\| \leq c_p\lambda^k_\rho \). This implies that

\[
\sum_{t=T+1}^T \|\hat{x}_t\| \leq c_p \sum_{t=T+1}^T \|\hat{x}_t\| \leq \sum_{t=T+1}^T \sum_{j=T+1}^t (A^*)^{t-j}(\delta \theta_{j-1})\hat{z}_{j-1} \leq \sum_{t=T+1}^T \sum_{j=T+1}^t (A^*)^{t-j}(\delta \theta_{j-1})\hat{z}_{j-1} \leq (b + d) \sum_{t=T+1}^T \sum_{j=T+1}^t (A^*)^{t-j} \|\delta \theta_{j-1}\| \|\hat{z}_{j-1}\| \leq (b + d) \sum_{t=T+1}^T \sum_{j=T+1}^t (A^*)^{t-j} \|\delta \theta_{j-1}\| \|\hat{z}_{j-1}\|.
\]
We will first show that $J$ to the CE-RHC algorithm, does not affect $x$. Proof.

C.3 Proofs of Proposition 5

Here, we get $(c)$ by definition of $\tilde{x}_t^\delta$, $(d)$ by the bound on $\dot{x}_t$ and $u_t^\pi_o$, $(e)$ by using the fact that $\|\delta \theta_{j-1}\| \leq 2\beta(\delta)$ by Proposition 1 $(f)$ by using the fact that $\|(A^*)^k\| \leq c_p A^\rho_k$, and $(b)$ by using the fact that $\beta(\delta) = O\left(1/\sqrt{T_0}\right)$.

Now,

$$\sum_{t=T_0+1}^{T} \| (A^*)^{t-T_0-1} \epsilon_T \| \leq \epsilon_c \sum_{t=T_0+1}^{T} c_p \lambda_{t-T_0-1} \leq \frac{\epsilon_c c_p}{1 - \lambda_p} = O(1).$$

Using (29) and (30) in (28), we get, with probability greater than $1 - \delta$,

$$\sum_{t=T_0+1}^{T} c_t(x_t^\pi_o, u_t^\pi_o) - \sum_{t=T_0+1}^{T} c_t(\hat{x}_t, u_t^\pi_o) \leq O\left(\frac{T}{\sqrt{T_0}}\right).$$

This implies that, with probability greater than $1 - \delta$,

$$J_{T_0+1:T}(u_{T_0+1:T}^\pi_o; \theta^*) - J_{T_0+1:T}(u_{T_0+1:T}^\pi_o; \hat{\theta}_{T_0+1:T}) \leq O\left(\frac{T}{\sqrt{T_0}}\right).$$

C.3 Proofs of Proposition 5

Proof. Given the system with parameter $\theta = [A(\theta), B(\theta)]$, initial time $t$, initial state $x_t$, and control sequence $u_{t:T}$, consider the system evolution $x_{t+k+i} = A(\theta)x_{t+k+i-1} + B(\theta)u_{t+k+i}$, for $\tau \in [t, T]$ with $x_t = x$. Let $\phi_t(k, x, u_{t:T}, \theta)$ denotes $x_{t+k}$ (the state at time $t+k$) for any $k \geq 0$. We will also denote this as $\phi_t(k, x, u_{t:t+k}, \theta)$ since $u_{t:t+k}$ does not affect $x_{t+k}$.

We will first show that $J_{T_0+1:T}(u_{T_0+1:T}^\pi_o; \hat{\theta}_{bs})$ is $O(1)$ under the assumption stated.

For any $t \in [T_0 + 1, T]$, consider the system evolution $\hat{x}_{t+1} = A(\hat{\theta}_{bs})\hat{x}_t + B(\hat{\theta}_{bs})u_{t}^\pi_o$, with the initial state $\hat{x}_{T_0+1} = y_{T_0+1}$. Let

$$\hat{u}_{0:M-1}^t = \arg \min_{u_{t:t+M-1}} \sum_{k=t}^{t+M-1} c_k(x_k, u_k), \text{ s.t. } x_{k+1} = A(\hat{\theta}_{bs})x_k + B(\hat{\theta}_{bs})u_k, \ x_t = \hat{x}_t.$$

Recall from Eq. (4) that the optimal value of the above problem is $V_t(\hat{x}_t; \hat{\theta}_{bs})$. Also, please note that according to the CE-RHC algorithm, $u_t^\pi_o = \hat{u}_t$. Now,

$$V_t(\hat{x}_t; \hat{\theta}_{bs}) = \sum_{k=0}^{M-1} c_t+k(\phi_t(k, \hat{x}_t, \hat{u}^\pi_o_{0:k}; \hat{\theta}_{bs}), \hat{u}^\pi_o_k) + \sum_{k=0}^{M-2} c_t+k+1(\phi_t(k+1, \hat{x}_t, \hat{u}^\pi_o_{0:k}; \hat{\theta}_{bs}), \hat{u}^\pi_o_{k+1}),$$

$$= c_t(\hat{x}_t, u^\pi_o) + \sum_{k=0}^{j-2} c_t+k+1(\phi_t(k, \hat{x}_t, \hat{u}^\pi_o_{0:k}; \hat{\theta}_{bs}), \hat{u}^\pi_o_{k+1})$$

$$= c_t(\hat{x}_t, u^\pi_o) + \sum_{k=0}^{j-2} c_t+k+1(\phi_t(k, \hat{x}_t, \hat{u}^\pi_o_{0:k}; \hat{\theta}_{bs}), \hat{u}^\pi_o_{k+1}) + \sum_{k=j-1}^{M-2} c_t+k+1(\phi_t(k, \hat{x}_t, \hat{u}^\pi_o_{0:k}; \hat{\theta}_{bs}), \hat{u}^\pi_o_{k+1})$$

$$= c_t(\hat{x}_t, u^\pi_o) + \sum_{k=0}^{j-2} c_t+k+1(\phi_t(k, \hat{x}_t, \hat{u}^\pi_o_{0:k}; \hat{\theta}_{bs}), \hat{u}^\pi_o_{k+1}) + \sum_{k=0}^{M-j-1} c_t+j+k(\phi_t(j + k - 1, \hat{x}_t, \hat{u}^\pi_o_{0:j+k-1}; \hat{\theta}_{bs}), \hat{u}^\pi_o_{j+k}).$$
\[ (c) \quad \sum_{k=0}^{M} c_{t+k+1}(\phi_t + 1(k, \hat{x}_{t+1}, \hat{u}_{t+1}; \hat{\theta}_b)), \hat{u}_{t+k+1} + \sum_{k=0}^{M-j-1} c_{t+j+k}(\phi_t + j(k, \hat{x}_{t+1}, \hat{u}_{t+k}; \hat{\theta}_b), \hat{u}_{j+k}) \]

\[ (31) \]

Here, we get (a) by using the fact that \( \hat{u}_1 = u_{t+1} \), (b) by using the fact that \( \hat{x}_{t+1} = \phi_t(1, \hat{x}_t, \hat{u}_{0,0}; \hat{\theta}_b) \) and considering the summation from \( t+1 \) with initialization \( \hat{x}_{t+1} \), and (c) by denoting \( \hat{x}_{t+1} = \phi_t(j - 1, \hat{x}_t, \hat{u}_{j-1}; \hat{\theta}_b) \) and considering the sequence from time step \( t+j \).

Similarly,

\[ V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_b) = \sum_{j=0}^{M-1} c_{t+1+k}(\phi_t + 1(k, \hat{x}_{t+1}, \hat{u}_{t+1}; \hat{\theta}_b), \hat{u}_{t+k}) + \sum_{k=0}^{M-j-1} c_{t+j+k}(\phi_t + j(k, \hat{x}_{t+1}, \hat{u}_{t+k}; \hat{\theta}_b), \hat{u}_{j+k}) \]

\[ (32) \]

Here, we get (d) by changing the optimal sequence \( \hat{u}_{t+1}^{t+1} \) to the control sequence \( \hat{u}_{t+1}^{t+1} \) in the first \( j-1 \) steps starting from time \( t+1 \) and finding the minimizing sequence for the remaining steps. For this, we denote \( \hat{x}_{t+1} = \phi_{t+1}(j - 1, \hat{x}_t, \hat{u}_{j-1}; \hat{\theta}) \) as the initial state for the remaining summation. Please note that \( \hat{x}_{t+1} \) we introduced in (c) and (d) above are indeed identical. We get (e) from the definition \( V_{t+j} \) and (f) from the premise of the proposition that \( \hat{\theta}_b \) satisfies the conditions given in Assumption 2 (in particular, Assumption 2 .(ii))

Now, using (31) and (32),

\[ V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_b) - V_t(\hat{x}_t; \hat{\theta}_b) \leq \alpha \sigma(\hat{x}_{t+1}) - c_t(\hat{x}_t, u_t) \leq \alpha \sigma(\hat{x}_{t+1}) - \alpha \sigma(\hat{x}_t), \]

\[ (33) \]

where the first inequality is obtained by canceling the common terms and using the fact that \( c_t \)s are positive functions, and the second inequality by using Assumption 2 (i)

For any \( j \in [1, M-1] \), using the fact that \( \hat{x}_{t+1} = \phi_{t+1}(j - 1, \hat{x}_t, \hat{u}_{j-1}; \hat{\theta}_b) = \phi_t(j, \hat{x}_t, \hat{u}_{j-1}; \hat{\theta}_b) \), Assumption 2 .(i), and Assumption 2 .(ii), we get

\[ \alpha \sum_{j=1}^{M-1} \sigma(\hat{x}_{t+1}) \leq \sum_{k=0}^{M-1} c_{t+k}(\phi_t(k, \hat{x}_t, \hat{u}_{0,k}; \hat{\theta}_b), \hat{u}_{k}) = V_t(\hat{x}_t; \hat{\theta}_b) \leq \alpha \sigma(\hat{x}_t). \]

Hence, there exists \( j^* \in [1, M-1] \) such that

\[ \sigma(\hat{x}_{t+1}) \leq \frac{\sigma(\hat{x}_t)}{(M-1)}. \]

Using (31) in (33), for \( j = j^* \), we get

\[ V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_b) - V_t(\hat{x}_t; \hat{\theta}_b) \leq \frac{(\sigma(\hat{x}_t) \leq (\sigma(\hat{x}_t))}{(M-1) - 1}) \alpha \sigma(\hat{x}_t) \]

\[ (35) \]
Let $\gamma = \frac{(\alpha/\pi)^2}{4}$. Note that since $M > (\pi/\alpha)^2 + 1$ according to the premise of the proposition, we have $\gamma < 1$. Using this, we get

$$V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_n) - V_t(\hat{x}_t; \hat{\theta}_n) \leq -(1-\gamma)\alpha \sigma(\hat{x}_t) = -(1-\gamma)(\alpha/\pi)\sigma(\hat{x}_t) \leq -(1-\gamma)(\alpha/\pi)V_t(\hat{x}_t; \hat{\theta}_n),$$

where we used Assumption $[2]$, $(ii)$ to get the last inequality. This will yield,

$$V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_n) \leq \gamma V_t(\hat{x}_t; \hat{\theta}_n),$$

where $\gamma = 1 - (1-\gamma)(\alpha/\pi)$. Applying the above inequality repeatedly, we get

$$c_t(\hat{x}_t, u_{T}^{ce}) \leq V_1(\hat{x}_1; \hat{\theta}_n) \leq \gamma V_{t-1}(\hat{x}_{t-1}; \hat{\theta}_n) \leq \ldots \leq \gamma^{t-T_0}V_{T_0+1}(\hat{x}_{T_0+1}; \hat{\theta}_n) \leq \gamma^{t-T_0}\alpha \sigma(\hat{x}_{T_0+1}).$$

Taking summation on both sides,

$$\sum_{t=T_0+1}^{T} c_t(\hat{x}_t, u_{T}^{ce}) \leq \frac{\alpha}{(1-\gamma)}\sigma(\hat{x}_{T_0+1}) = \mathcal{O}(1).$$

This implies that $J_{T_0+1:T}(u_{T_0+1:T}^{ce}; \hat{\theta}_n) = \sum_{t=T_0+1}^{T} c_t(\hat{x}_t, u_{T}^{ce}) = \mathcal{O}(1)$

This will also imply that $J_{T_0+1:T}(u_{T_0+1:T}^{ce}; \hat{\theta}_n) = J_{T_0+1:T}(u_{T_0+1:T}^{*}; \theta^*) \leq \mathcal{O}(1)$, which concludes the proof. \hfill \Box

### C.4 Proof of the Proposition [3]

Proof. Given the system with parameter $\theta = [A(\theta), B(\theta)]$, initial time $t$, initial state $x$, and control sequence $u_{t:T}$, consider the system evolution $x_{t+1} = A(\theta)x_t + B(\theta)u_t$, for $t \in [t, T]$ with $x_t = x$. Let $\phi_t(k, x_{t:k}, \theta)$ denotes $x_{t+k}$ (the state at time $t+k$) for any $k \geq 0$. We will also denote this as $\phi_t(k, x_{t:k-1}, \theta)$ since $u_{t+k:T}$ does not affect $x_{t+k}$.

We will first show that $J_{T_0+1:T}(u_{T_0+1:T}^{*}; \hat{\theta}_n)$ is $\mathcal{O}(T/\sqrt{T})$ under the stated assumptions.

For any $t \in [T_0 + 1, T]$, consider the system evolution $\hat{x}_{t+1} = A(\hat{\theta})\hat{x}_t + B(\hat{\theta})u_{T}^{ce}$, with the initial state $\hat{x}_{T_0+1} = y_{T_0+1}$. Let

$$\hat{x}_{t+1} = \min_{\hat{\theta}_n} A(\hat{\theta})\hat{x}_t + B(\hat{\theta})u_{T}^{ce}, \quad \hat{x}_{T_0+1} = \min_{\hat{\theta}_n} A(\hat{\theta})\hat{x}_{T_0+1} + B(\hat{\theta})u_{T}^{ce}.$$

Let $\hat{x}_{t+1} = \phi_t(j, \hat{x}_t, \hat{u}_{t,j-1}(\hat{\theta}); \theta^*)$, and $\hat{x}_{T_0+1} = \phi_t(j - 1, \hat{x}_{T_0+1}, \hat{u}_{t,j-1}(\hat{\theta}); \theta^*)$ for all $j \in [1, M]$. Also, define

$$\hat{u}_{t,j-1}(\hat{\theta}) = \min_{\hat{\theta}_n} \sum_{k=0}^{M-1} c_{t+j+k}(\phi_{t+j}(k, \hat{x}_{t+j}, \hat{u}_{t,j+k}; \theta^*), \hat{u}_{k}).$$

Now, by definition

$$\hat{x}_{t+1} = A(\hat{\theta})(\hat{x}_t + B(\hat{\theta})u_{T}^{ce}, \quad \hat{x}_{T_0+1} = A(\hat{\theta})\hat{x}_{T_0+1} + B(\hat{\theta})u_{T}^{ce}.$$

Hence, by definition, $\forall \ k, \ k \in [0, M - 1],$

$$\phi_{t+j}(k, \hat{x}_{t+j}, \hat{u}_{t,j+k}(\hat{\theta}); \theta^*) - \phi_{t+j}(k, \hat{x}_{t+j}, \hat{u}_{t,j+k}(\hat{\theta}); \theta^*) = -A(\theta)^k \delta(\theta) \hat{x}_t.$$

Consider $x_{k+1} = A(\theta)x_k + B(\theta)u_{k-1}(\hat{\theta})$, $k \in [t, t + M - 1]$, $x_t = \hat{x}_t$, and $x_{k+1} = A(\hat{\theta})\hat{x}_t + B(\hat{\theta})u_{T}^{ce}(\hat{\theta})$, $\hat{x}_t = \hat{x}_t$. Then, applying the same argument from Eq. (24) to (25) in the proof of Proposition [3] we get that

$$x_k = \hat{x}_k + x_k^{\delta(\theta)}, \quad \text{where} \quad x_k^{\delta(\theta)} = \sum_{j=t+1}^{k} (A(\theta)^{k-j}(\delta(\theta))\hat{x}_{j-1}, \hat{x}_{j}^{\top} = [\hat{x}_{j}^{\top}, u_{j-1}(\hat{\theta})], \quad x_k^{\delta(\theta)} = 0, \quad \delta(\theta) = \theta^* - \hat{\theta}.$$
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Since the solution to Eq. (36) is continuous in \( \hat{x}_t \) (for proof, see assertion (c) of [Rockafellar and Wets, 2009, Theorem 1.17]), \( \hat{u}_{0:M-1}^t \) and \( \hat{\theta}_t \) are continuous functions of \( \hat{x}_t \). Then, it follows that \( x_{k, \hat{x}_t, \hat{x}_t^{k+1-t}, \hat{x}_t^{k+1-t}} \) and \( x_{k}^{\delta \theta} \) in Eq. (38) are also continuous functions of \( \hat{x}_t \) for all \( k \in [t, t + M - 1] \). Similarly, \( \hat{u}_{0:M-1}^{k+1-t} \) is a continuous function of \( \hat{x}_t \) for all \( k \in [t, t + M - 1] \), because it is a continuous function of \( \hat{x}_t^{k+1-t} \). Therefore \( \phi_{k+1}(l, \hat{x}_t^{k+1-t}, \hat{u}_{0:M-1}^{k+1-t}, \hat{\theta}_t) \) is a continuous function of \( \hat{x}_t \) for all \( l \in [0, M - 1] \), \( k \in [t, t + M - 1] \).

Next, we prove by induction that, under the event \( \theta^* \in \hat{\Theta} \), \( \hat{x}_t \) is bounded by a constant that does not increase with \( T_0 \) and \( T \). Let’s assume that the bound on \( \hat{x}_t \) under the event \( \theta^* \in \hat{\Theta} \) to be the constant \( b \). Then, there exist functions \( \hat{b} \) and \( d \) with \( \text{dom}(\hat{b}) = \text{dom}(d) = \mathbb{R} \) such that, the bound on \( x_{k, \hat{x}_t, \hat{x}_t^{k+1-t}, \hat{x}_t^{k+1-t}, \hat{x}_t^{\delta \theta}} \) and \( \phi_{k+1}(l, \hat{x}_t^{k+1-t}, \hat{u}_{0:M-1}^{k+1-t}, \hat{\theta}_t) \) for all \( k \in [t, t + M - 1] \) is \( \hat{b}(b) \) and the bound on \( \hat{u}_{k+1}^{k+1-t} \) and \( \hat{u}_{k}^{k+1-t} \) for all \( k \in [t, t + M - 1] \) is \( d(b) \). Let \( \alpha_0 \) be the local Lipschitz constant for \( c_{0,8} \) in the compact set \( \{(x, u) : \|x\| \leq \hat{b}(b), \|u\| \leq d(b)\} \).

Recall from (4) that the optimal value of the above problem is \( V_t(\hat{x}_t; \hat{\theta}_t) \). Since \( \rho(A^*) < 1 \), there exist constants \( c_\rho > 0 \) and \( \lambda_\rho < 1 \) such that \( \|A^k\| \leq c_\rho \lambda_\rho^k \). Also, please note that according to the O-RHC algorithm, \( u_t^\infty = \hat{u}_0^k \). Now, under the event \( \theta^* \in \hat{\Theta} \),

\[
V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_{t+1}) = \sum_{k=0}^{M-1} c_{t+1+k}(\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}); \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1}))
\]

(a) \[
\leq \sum_{k=0}^{M-1} c_{t+1+k}(\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}); \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\theta^*))
\]

(b) \[
\leq \sum_{k=0}^{M-1} c_{t+1+k}(\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}); \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\theta^*)) + \sum_{k=0}^{M-j} c_{t+j+k}(\phi_{t+j}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}; \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}((\theta^*))
\]

(c) \[
= \sum_{k=0}^{M-1} c_{t+1+k}(\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}); \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1}))
\]

(d) \[
\leq \sum_{k=0}^{M-1} c_{t+1+k}(\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}; \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1})), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1})), \hat{V}_{t+1}(\hat{x}_{t+1}; \theta^*) + \alpha_0 \sum_{k=0}^{M-1} \|\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}; \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}((\theta^*))
\]

(e) \[
\leq \sum_{k=0}^{M-1} c_{t+1+k}(\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}; \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1})), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1})), \hat{\theta}_{t+1}), \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1}) + \alpha_0 \sum_{k=0}^{M-1} \|\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}; \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}((\theta^*)), \hat{u}_{k}^{t+1}((\theta^*))
\]

(f) \[
\leq \sum_{k=0}^{M-1} c_{t+1+k}(\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}; \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1})), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1})), \hat{\theta}_{t+1}), \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1}) + \alpha_0 \sum_{k=0}^{M-1} \|\phi_{t+1}(k, \hat{x}_{t+1}, \hat{u}_{0:k-1}^{t+1}(\hat{\theta}_{t+1}; \hat{\theta}_{t+1}), \hat{u}_{k}^{t+1}(\hat{\theta}_{t+1}))
\]

Here, we get (a) by the fact that \( \hat{\theta}_t \) is the optimal model at \( t \), (b) by the fact that the sequence of actions \( \hat{a}^{t+1-j}(\hat{\theta}_t) \) for the first \( j - 1 \) steps followed by \( \hat{a}^{t+1}_{0:M-1}(\theta) \), (c) by using Eq. (37) and Lipschitz condition on \( c_{0,8} \), (d) by Eq. (4), (e) by Assumption 2(ii) and (f) by applying Cauchy-Schwarz to the last term. Similarly for \( V_t(\hat{x}_t; \hat{\theta}_t) \),

\[
V_t(\hat{x}_t; \hat{\theta}_t) = \sum_{k=0}^{M-1} c_{t+k}(\phi_{t+k}(k, \hat{x}_{t+k}, \hat{u}_{0:k-1}^{t+k}(\hat{\theta}_{t+k}), \hat{u}_{k}^{t+k}(\hat{\theta}_{t+k}))
\]

\[
= \sum_{k=0}^{M-1} c_{t+k}(\hat{x}_{t+k}, \hat{u}_{k}^{t+k}(\hat{\theta}_{t+k})) = \sum_{k=0}^{M-1} c_{t+k}(x_{t+k} - x_{t+k}^{\delta \theta}, \hat{u}_{k}^{t+k}(\hat{\theta}_{t+k})) \geq \sum_{k=0}^{M-1} c_{t+k}(x_{t+k}, \hat{u}_{k}^{t+k}(\hat{\theta}_{t+k})) - \alpha_0 \sum_{k=0}^{M-1} \|x_{t+k}^{\delta \theta} \|
\]

\[
= \sum_{k=0}^{M-1} c_{t+k}(x_{t+k}, \hat{u}_{k}^{t+k}(\hat{\theta}_{t+k})) - \alpha_0 \sum_{j=t+1}^{t+k} \|A^*(t-k-j)(\delta \theta)\| \hat{z}_{j-1} \|
\]
Then, setting $j$ and then applying Cauchy-Schwarz inequality, (i) by using
Here, we get (g) by applying the local Lipschitz condition for $\phi$
By Assumption 2. (such that $\theta$
$\hat{c}$ is the optimal model at $t+1$ and $\hat{x}_t^0 = \hat{u}_0^0(\hat{\theta}_t)$, and the definition of $\hat{x}_t^1$ and $x_{t+1} = \phi_{t+1}(k, \hat{x}_t^1, \hat{a}_{t+1}^k(\hat{\theta}_t); \theta^*)$

Now taking the difference between $V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_{t+1})$ and $V_t(\hat{x}_t; \hat{\theta}_t)$,

By Assumption 2(i), for all $j \in [1, M - 1]$, $\alpha\sigma(\hat{x}_t^j) \leq c_t(\hat{x}_t, \hat{a}_t^0(\hat{\theta}_t))$. Then, summing over $j$ and adding $c_t(\hat{x}_t, \hat{a}_t^0(\hat{\theta}_t))$ to the right, we get

\[
\sum_{j=1}^{M-1} c_t(\hat{x}_t, \hat{a}_t^0(\hat{\theta}_t)) + \sum_{j=0}^{M-1} c_t(\phi_t(j, \hat{x}_t, \hat{a}_{t+1}^j(\hat{\theta}_t); \theta^*), \hat{a}_j^0(\hat{\theta}_t))
\]

Next, we get (k) by (g), (l) by computing the sum $\alpha_0 \sum_{k=0}^{M-1} \|x^\theta_{t+k}\|$ as in steps (g) to (i), (m) by the fact that $\hat{\theta}_t$ is the optimal model at $t$ and finally (n) by Assumption 2(ii). This implies that, there exists $j^* \in [1, M - 1]$ such that

\[
\sigma(\hat{x}_t^{j^*}) \leq \frac{\alpha_0 \sigma(\hat{x}_t)}{\alpha(M - 1)} + \frac{\alpha_0(\bar{b}(b) + d(b))c_p \|\delta\theta_t\| M}{\alpha(M - 1)(1 - \lambda_p)}.
\]

Then, setting $j = j^*$ in Eq. (41), we get

\[
V_{t+1}(\hat{x}_{t+1}; \hat{\theta}_{t+1}) - V_t(\hat{x}_t; \hat{\theta}_t) \leq \frac{\alpha_0(\bar{b}(b) + d(b))c_p \|\delta\theta_t\| M}{\alpha(M - 1)(1 - \lambda_p)}.
\]
\[
\begin{align*}
&\leq \frac{\omega^2 \sigma(\tilde{x}_t)}{\omega(M-1)} - c_t(\tilde{x}_t, u^\tau_t) + \left( \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M + 1}{1 - \lambda^\alpha} + \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M}{\omega(M-1)(1 - \lambda^\alpha)} \right) \| \delta_{t+1} \\
&\leq \frac{\omega^2 \sigma(\tilde{x}_t)}{\omega(M-1)} - c_t(\tilde{x}_t, u^\tau_t) + \left( \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M + 1}{1 - \lambda^\alpha} + \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M}{\omega(M-1)(1 - \lambda^\alpha)} \right) \| \delta_{t+1} \\
&\leq \left( \frac{\omega^2}{\omega^2(M-1)} - 1 \right) \alpha \sigma(\tilde{x}_t) + \left( \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M + 1}{1 - \lambda^\alpha} + \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M}{\omega(M-1)(1 - \lambda^\alpha)} \right) \| \delta_{t+1} .
\end{align*}
\]

Here, we get (o) by Eq. (43), (p) by the fact that the factors accompanying \( \| \delta_{t+1} \| \) are all constants, (q) by Assumption 2 (i).

Let \( \gamma = \frac{\omega^2}{\omega^2(M-1)} \). Since \( M > (\omega/\omega)^2 + 1 \), we have \( \gamma < 1 \). Let \( g(b, M) = \left( \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M + 1}{1 - \lambda^\alpha} + \frac{\alpha \sigma(\tilde{x}_t) + g(b, M) M}{\omega(M-1)(1 - \lambda^\alpha)} \right) \).

Using these observations, we get

\[
V_{t+1}(\tilde{x}_{t+1}; \tilde{\theta}_{t+1}) - V_t(\tilde{x}_t; \tilde{\theta}_t) \leq - \left( 1 - \gamma \right) \frac{\omega^2}{\omega^2(M-1)} \| \delta_{t+1} \| \leq \leq - \left( 1 - \gamma \right) \frac{\omega^2}{\omega^2(M-1)} V_t(\tilde{x}_t; \tilde{\theta}_t) + g(b, M) \| \delta_{t+1} \| ,
\]

where we used Assumption 2 (ii) to get the last inequality. This yields

\[
V_{t+1}(\tilde{x}_{t+1}; \tilde{\theta}_{t+1}) \leq \gamma V_t(\tilde{x}_t; \tilde{\theta}_t) + g(b, M) \| \delta_{t+1} \| , \quad \gamma = 1 - \gamma \frac{\omega}{\omega^2(M-1)} .
\]

Under the event \( \theta^* \in \tilde{\Theta} \), \( \| \delta_{t+1} \| \leq 2 \beta(\delta) \) for all \( t \geq T_0 + 1 \). Therefore,

\[
V_{t+1}(\tilde{x}_{t+1}; \tilde{\theta}_{t+1}) \leq \gamma V_t(\tilde{x}_t; \tilde{\theta}_t) + \mathcal{O}(\frac{g(b, M)}{\sqrt{T_0}}) . \tag{44}
\]

Now, by Assumption 2 (ii), and that \( \tilde{\theta}_t \) is optimistic, \( V_t(\tilde{x}_t; \tilde{\theta}_t) \leq \omega \sigma(\tilde{x}_t) \), for all \( t \). Also, by Assumption 2 (i), \( V_t(x; \theta) \geq \omega \sigma(x) \) for any \( \theta \). Hence, from Eq. (44), we get

\[
\sigma(\tilde{x}_{t+1}) \leq \gamma \omega \sigma(\tilde{x}_t) + \mathcal{O}(\frac{g(b, M)}{\sqrt{T_0}}) .
\]

Given the expression for \( \gamma \),

\[
\frac{\omega}{\omega^2(M-1)} = \frac{\omega}{\omega} - 1 + \gamma .
\]

Let \( \delta_3 > 0 \) be such that \( \frac{\omega}{\omega^2(M-1)} = 2 - \delta_3 \). Then, there exists a \( M > 0 \) sufficiently large such that \( \gamma = \frac{\omega}{\omega^2(M-1)} = \delta_2 < \delta_3 \). Let \( \delta_3 = \delta_1 - \delta_2 \). Then, \( \frac{\omega}{\omega^2(M-1)} = \frac{\omega}{\omega} - 1 + \gamma = 1 - \delta_3 < 1 \).

Let \( \gamma_1 = 1 - \delta_3 \). Then, for every \( b > 0 \) there exists \( T_0 > 0 \) sufficiently large and a constant \( \tilde{b} \geq b \) such that

\[
\sigma(\tilde{x}_{t+1}) \leq \gamma_1 \sigma(\tilde{x}_t) + \mathcal{O}(\frac{\tilde{b}}{\sqrt{T_0}}) \leq \sigma(\tilde{x}_t) \leq \max_{x: \| x \| \leq \tilde{b}} \sigma(x) \Rightarrow \| \tilde{x}_{t+1} \| \leq \tilde{b} .
\]

Now, we can choose \( b \) to be such that \( b = \| y_{T_0+1} \| . \) This \( b \) is a constant that does not increase with \( T_0 \) because \( \| y_{T_0+1} \| \) is bounded by a constant that does not increase with \( T_0 \). This is because \( \rho(A^*) < 1 \) and \( \| u^\tau_t \| \leq (n+1)m \) in the estimation phase. For this \( b \), we can pick \( M, T_0 \) and \( \tilde{b} \) as above. Since \( \sigma(x) \) is a continuous function, \( b \) is a constant that does not increase with \( T_0 \) and \( T \).

Then, by mathematical induction, it follows that under the event \( \theta^* \in \tilde{\Theta} \), \( \| \tilde{x}_t \| \leq \tilde{b} \) for all \( t \geq T_0 + 1 \), where \( \tilde{b} \) is a constant that does not increase with \( T_0 \) and \( T \).

Consequently, Eq. (43) is true for all \( t \geq T_0 + 1 \), under the event \( \theta^* \in \tilde{\Theta} \). Therefore, applying the inequality in Eq. (43) repeatedly, we get under the event \( \theta^* \in \tilde{\Theta} \)

\[
V_t(\tilde{x}_t; \tilde{\theta}_t) \leq \sum_{k=T_0+1}^{T_0} \gamma^{-k+T_0-1} V_{T_0+1}(\tilde{x}_{T_0+1}; \tilde{\theta}_{T_0+1}) + \mathcal{O}(\frac{1}{\sqrt{T_0}}) ,
\]

where \( \gamma = \frac{\omega}{\omega^2(M-1)} \).
where the last equality follows from the fact that $\gamma < 1$. Using $c_t(\hat{x}_t, u_t^{\pi_{ot}}) \leq V_t(\hat{x}_t; \hat{\theta}_t)$, and summing over all $t \geq T_0 + 1$, we get
\[
\sum_{t=T_0+1}^{T} c_t(\hat{x}_t, u_t^{\pi_{ot}}) \leq \sum_{t=T_0+1}^{T} \gamma^{t-T_0-1} V_{T_0+1}(\hat{x}_{T_0+1}; \hat{\theta}_{T_0+1}) + \sum_{t=T_0+1}^{T} \mathcal{O}(\frac{1}{\sqrt{T_0}})
\]
\[
\leq \mathcal{O}(\gamma V_{T_0+1}(\hat{x}_{T_0+1}; \hat{\theta}_{T_0+1})) + \mathcal{O}(\frac{T}{\sqrt{\gamma T_0}}) = \mathcal{O}\left(\frac{T}{\sqrt{T_0}}\right).
\]

Here, we get (r) by the fact that $\gamma < 1$ and (s) by the fact that $\hat{\theta}_{T_0+1}$ is optimistic and by Assumption 2(ii), both of which imply $V_{T_0+1}(\hat{x}_{T_0+1}; \hat{\theta}_{T_0+1}) \leq \overline{\sigma}(\hat{x}_{T_0+1}) = \mathcal{O}(1)$. This also implies that, with probability greater than $1 - \delta$, $J_{T_0+1:T}(u^{\pi_{ot}_{T_0+1:T}; \hat{\theta}_{T_0+1:T}}) - J_{T_0+1:T}(u^{\pi_{t_0+1:T}; \theta^*}) \leq \mathcal{O}(\frac{T}{\sqrt{T_0}})$, which concludes the proof. \qed