Coherent spin qubit transport in silicon
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A fault-tolerant quantum processor may be configured using stationary qubits interacting only with their nearest neighbours, but at the cost of significant overheads in physical qubits per logical qubit. Such overheads could be reduced by coherently transporting qubits across the chip, allowing connectivity beyond immediate neighbours. Here we demonstrate high-fidelity coherent transport of an electron spin qubit between quantum dots in isotopically-enriched silicon. We observe qubit precession in the inter-site tunnelling regime and assess the impact of qubit transport using Ramsey interferometry and quantum state tomography techniques. We report a polarization transfer fidelity of 99.97% and an average coherent transfer fidelity of 99.4%. Our results provide key elements for high-fidelity, on-chip quantum information distribution, as long envisaged, reinforcing the scaling prospects of silicon-based spin qubits.
Harnessing the full potential of quantum computers requires the use of quantum error correction1–2. A popular strategy based on the 2D surface code3 requires only nearest-neighbor operations between physical qubits with a very lenient error threshold. These advantages, however, come at the cost of severe overheads in the number of physical qubits per logical qubit and the need for resource-intensive magic state distillation to achieve universal quantum logic. Long-range interactions offer the potential to substantially reduce these overheads, with several recent innovations in quantum architectures4–7 exploiting long-range operations to perform error correction with fixed overheads, as well as fault-tolerant logic without magic state distillation. Non-local quantum operations can also provide advantages for near-term, non-error-corrected systems8.

Furthermore, in semiconductor quantum processors, where the physical qubits have a nanometer-scale footprint, non-local operations can help reduce the density of control lines9, or allow interspersing of classical electronics between densely-packed qubit modules10,11. Although the demonstrated performance of prototypes based on silicon quantum dot qubits12–18 suggests this system could be scaled up by leveraging industrial semiconductor technology19–23, serious challenges still lie ahead for a dense array of stationary qubits with individualized control circuitry22. Benefits of incorporating qubit transport in the architecture have therefore been widely recognized9–11,23,24. Strategies for quantum information transfer in semiconductor spin qubits include sequential application of spin SWAP gates25–27, coherent coupling of stationary qubits mediated by flying qubits such as photons in a cavity28–30 or, as proposed in the literature31,32 and explored here experimentally, physically transporting the particle that harbors the quantum information from one site to another33–38. However, the impact and error caused by the qubit transport process, which has so far been discussed theoretically39–44, needs to be elucidated before real progress can be made on mobile qubit architectures.

In this work, we investigate how a single electron spin can be coherently transported within a silicon quantum-dot system. We use a double quantum-dot system as a minimum testbed, allowing for an in-depth study of single spin transfer between neighboring sites as an elementary operation for long-range qubit transport. We develop a Ramsey spectroscopy-like technique that allows for a full characterization of the spin-qubit dispersion in tunnel-coupled quantum dots. We test the phase coherence of the transport process by performing quantum state tomography on a post-transfer electron spin. By transferring an electron repeatedly between two sites we obtain a spin polarization fidelity of $(99.9703 \pm 0.0007)\%$ (average of $\uparrow$ and $\downarrow$) and an average coherent transfer fidelity of $(99.36 \pm 0.05)\%$, defined as the average state fidelity of the output spin state with respect to the ideal one over all pure input states (including the polarized ones and superpositions). By measuring the spin coherence after multiple transfer cycles with the phase evolution time fixed, we distinguish the impact of the phase error per transfer event from the usual temporal dephasing. Furthermore, we discuss the limitations to the transfer fidelity based on these demonstrations as well as on dynamical decoupling efficacy and transfer time dependence. This transfer method can be extended to longer quantum-dot chains by sequencing it from one site to the next in a bucket-brigade manner, offering micron-scale on-chip quantum links for silicon spin-qubit architectures.

Results

Spin-qubit device and transport protocol. We host our spin qubit in a pair of metal-oxide-semiconductor (MOS) quantum dots13 in isotopically enriched silicon (Fig. 1a). We can move the single electron between sites A and B by biasing the voltages applied to the surface gate electrodes (Fig. 1b). In what follows, we sweep the gate voltages along a detuning axis $\epsilon$ (Fig. 1c), with its value given by the gate B voltage with respect to the interdot transition (which is precisely determined experimentally below). This changes the energy difference between the states localized in individual sites. We can sense the charge configuration (Fig. 1c) by using a single-electron transistor (SET) as an electrometer. We initialize and read out the spin state based on spin-selective tunneling from site A to the reservoir, in combination with charge sensing (see “Methods” section).

We can manipulate the qubit via electron–spin resonance (ESR) with the frequency of the control a.c. magnetic field tuned to the electron–spin Zeeman splitting. The Zeeman energy is often site-dependent in silicon MOS quantum dots due to the interplay between the spin–orbit interaction and the confinement electric field, both of which are sensitive to interface disorder13,17,19. Consistent with this, we measure a clear resonance frequency shift of roughly 30 MHz when $\epsilon$ is changed (Fig. 1d). The observed smoothness of the transition between the two frequencies indicates that the electron wavefunctions are strongly hybridized between sites by the interdot tunnel coupling and the so-called bonding state is formed.

We first confirm that the polarization of the spin can be transported between sites with high fidelity. The main concern would be that the energy levels of opposite spins in sites A and B would eventually match when the interdot detuning $\epsilon$ becomes equal to the Zeeman splitting, facilitating a spin-flip tunneling process from site A to B due to the spin–orbit field generated by the electron movement or a small site difference in spin quantization axes13,45,46. We avoid the formation of these degeneracy points by enhancing the tunnel coupling above the Zeeman energy (~28 GHz). A large tunnel coupling will also suppress state leakage due to non-adiabatic tunneling43. To amplify the polarization error to a measurable level, we repeatedly transfer the spin (initialized in either $\downarrow$ or $\uparrow$) between the sites (Fig. 1e). The detuning ramps are applied at 56 ns intervals to ensure the spin is transferred to the other site (Supplementary Note 1 and Supplementary Fig. 1). From the analysis (see “Methods” section), we obtain the polarization transfer fidelities of $(99.9514^{\pm 0.0008})\%$ and $(99.9892^{\pm 0.0008})\%$ for the $\uparrow$ and $\downarrow$ cases, respectively (Fig. 1f). Here the error bars denote a 1σ confidence interval from the fit. The spin polarization fidelity is high enough that spin flips do not play a role in the following experiments.

Qubit coherence during transport. We now address whether the coherence is retained when the qubit is moved across sites by employing a Ramsey-type protocol (Fig. 2a). We first prepare a spin in an equal superposition of $\uparrow$ and $\downarrow$ states using a $\pi/2$ ESR pulse (on resonance with the Larmor frequency at site A). We then pulse the detuning $\epsilon$ from $\epsilon_1$ (in site A) to $\epsilon_2$ (either in site A or B), for a duration of $t_{\text{detw}}$, on a nanosecond timescale. The phase acquired during the round trip to $\epsilon_3$ is then projected to spin polarization by a second $\pi/2$ ESR pulse in site A. Figure 2b plots the final $\uparrow$ probability ($P_{\uparrow}$) after this coherent tunneling spectroscopy. The oscillation of the probability $P_{\uparrow}$ as a function of time $t_{\text{detw}}$ spent at detuning $\epsilon_3$ is visible, irrespective of how deeply we pulse $\epsilon_3$, suggesting the whole process is phase coherent. Importantly, the fringe frequency starts to rapidly change for $\epsilon_3 > 0$ and saturates at around 30 MHz (consistent with the qubit resonance frequency difference between sites), indicating that the electron is indeed completely transferred to site B in the saturated region ($\epsilon > 5$ mV). This demonstrates that
the spin can be shuttled to a different site and back while maintaining phase coherence.

The coherent tunneling spectroscopy technique described above accurately measures the qubit precession frequency as a function of the gate voltage (see Fig. 2c and Supplementary Fig. 2, where the analyzed ESR frequency is also plotted for comparison). This allows us to establish a detailed understanding of the qubit dispersion in our tunnel-coupled quantum-dot system. The qubit frequency dependence \( f(q) (\epsilon) \) can be fitted to a simple model with a single orbital per dot (disregarding orbital and valley excitations, see “Methods” section), which determines the tunnel coupling to be 103.8 ± 1.5 GHz and the interdot transition to experimentally considered to be the point where \( \epsilon = 0 \) mV. This model also allows us to precisely calculate the wavefunction hybridization for a given gate-voltage condition (Fig. 2c, right ordinate). We note that the qubit frequency is best-fit with a small spin-dependence in the interdot tunnel coupling due to spin–orbit interaction (see “Methods” section). Furthermore, we discover a detuning spot (roughly around \( \epsilon = -7 \) mV) where the qubit frequency is first-order insensitive to detuning fluctuations due to charge noise, as a result of competition between the Stark shift and the tunneling hybridization (Supplementary Fig. 2).

It is worth noting that we can complete the qubit shuttling within nanoseconds, several orders of magnitude faster than the qubit dephasing time. To illustrate the potential use of this as part of qubit control protocols, we demonstrate a gate-voltage-controlled phase gate in Fig. 2d, where the phase is acquired mostly due to the site-dependence of qubit frequency and the hybridization effect due to interdot tunneling rather than the intradot Stark shift. We find that the phase accumulates at \( \sim 30 \) MHz consistently down to an 8 ns dwell time (limited by our control hardware). Similarly, we can use the frequency difference between sites to tune the qubit in and out of resonance with regard to a fixed ESR control tone (Supplementary Fig. 3), useful for qubit addressing in an always-on microwave control field.

**Qubit state tomography.** We further assess the influence of the tunneling process on the qubit by performing quantum state tomography for the spin state with and without a site-to-site transfer. As schematically shown in Fig. 3a, we first prepare a \( |+\rangle + |\gamma\rangle \) state in site A (\( \epsilon = -10 \) mV) using a \( \pi/2 \) ESR pulse. We then either transfer the electron to site B (\( \epsilon = +10 \) mV) or leave it idling in site A for the same amount of time as the transfer would take. We finally measure the state along ten different axes (see “Methods” section for details) and reconstruct the spin density matrix (Fig. 3b) using the maximum likelihood estimation technique. The state after a transfer is well-approximated by a pure, equal superposition of \( |+\rangle \) and \( |\gamma\rangle \) states (i.e., a Bloch vector on the Bloch sphere’s equator). This further verifies that the site-to-site qubit transfer process can be well-approximated by a unitary phase rotation gate. Its rotation angle \( \Delta\phi \) can be related to the \( \epsilon \)-dependent qubit frequency.
(dominated by the site-dependent Zeeman energy); note that we describe the qubit at all times in the rotating frame of the driving microwave, and that Δφ is affected by the synchronization between the electron tunneling time and the instant at which we switch between the resonance frequencies in sites A and B. Comparing the reconstructed spin state after a transfer with the idealized case—a pure state obtained after applying an ideal phase gate to an exact $|+\rangle$ state—we estimate a state fidelity of $(98.7\pm0.6)\%$ in the absence of errors in the state preparation and measurement (SPAM). Alternatively, the spin state without a transfer has a fidelity of $(97.5\pm0.2)\%$ after correcting for SPAM errors. The results indicate that the transfer process is highly coherent and that any difference between the two states is below the sensitivity of this measurement.

**Coherent transfer fidelity.** In order to quantify the small phase error of the transport process in the presence of SPAM errors, we employ a sequence where the transport ramp pulses are repeated many times between state preparation and measurement, and evaluate the remaining spin coherence using a Ramsey-interference technique. This protocol amplifies errors, leading to a decay of the phase oscillation amplitude with the number of transfer cycles, $n$. If the error probability of consecutive transfers is uncorrelated, the amplitude decay will be exponential. We first investigate the case of round trips (Fig. 4a). The qubit is prepared in site A, transferred back and forth an even number ($n\equiv-10$ and 10 mV) before it is measured in the original site, A. To change the projection axis, the spin state is rotated around various in-plane axes by changing the microwave phase $\phi$ of the second $\pi/2$ pulse. The fringe amplitude as a function of $\phi$ (Fig. 4b) reflects the spin phase coherence after the ramps and decreases when the number of transfers $n$ is increased as well as the phase evolution time $T_{\text{evol}}$ (the interval between the preparation and projection ESR pulses, see Fig. 4a). From the exponential decay rate of the fringe amplitude as a function of $n$ (Fig. 4c), we extract the coherence loss per transfer, $\rho$, of $(2.10^{\pm0.13})\%$. We can extend this scheme to the odd-$n$ transfer case, in which the qubit phase is projected while in site B (with a microwave tone tuned for site B). Despite a slightly increased pulse complexity, the obtained value of $\rho$ is almost identical, $(2.01^{\pm0.24})\%$—see Supplementary Fig. 4.

**Fig. 2 Coherent tunneling spectroscopy.** a Pulse schematic used for the tunneling spectroscopy. The spin, prepared in $|\downarrow\rangle$ at site A, is first rotated to an equatorial state and then accumulates a phase during the interdot detuning pulse for a dwell time $t_{\text{dwell}}$, until a second $\pi/2$ pulse projects the phase to the polarization ($\uparrow$ or $\downarrow$). b Tunneling spectroscopy performed across the interdot transition. The detuning value prior to the pulse, $\epsilon_1$, is $-50.85$ mV. The continuous fringe evolution demonstrates the phase coherence during the tunneling process. The oscillation visibility is predominantly set by the state-preparation and measurement errors. c Qubit spectrum extracted from the precession frequency (orange dots) as well as from the ESR spectrum (green triangles, offset by 27.8354128 GHz). The gray curve shows a fit to a four-level model with spin-dependent tunnel couplings. The purple solid line plots the spin-$\downarrow$ electron wavefunction portion in site B calculated from the model (the one for the $\uparrow$ case overlaps with this). d Shuttling process as a phase gate. Rapid, 30 MHz phase rotations in the site B region are observed down to $t_{\text{dwell}}=8$ ns. Dashed lines are guides to the eye for the first, third and fifth oscillation valleys.
The coherence loss extracted above is a combination of the temporal dephasing of a freely precessing spin and the errors introduced by the transfer process. This is because the phase evolution time $T_{\text{evol}}$ increases by 56 ns per transfer in the above protocol and the temporal dephasing rate for a $T_\phi = 20$ μs could be 0.3%. Instead, we can estimate the error induced by the transfer process only, by using a slightly modified sequence in which $T_{\text{evol}}$ is fixed as $n$ is increased. The fringe decay rate (orange data in Fig. 4c) yields a coherence loss due to the transfer process, $p = (1.41 \pm 0.06)\%$. This is only a marginal improvement in coherence, meaning that the dominant part of phase error induced in the transfer process is not refocused. This is in marked contrast to the phase coherence time during idling, which is prolonged by an echo sequence even around the zero detuning—see Supplementary Fig. 5.

### Limitations to transfer fidelity

The transfer fidelity could be influenced by the microscopic sources of noise (e.g., hyperfine and charge noise) through a mechanism that is different from the usual spin decoherence mechanisms. For example, the abrupt movement of the electron between sites can lead to faster flips of the nuclear spins due to the backaction of the hyperfine coupling (known as ionization impact in the spin resonance literature). Moreover, the electric noise may induce diabatic effects between the energy levels of the two dots around the interdot transition region, and the resulting error per transfer is theoretically predicted to be linearly dependent on the detuning ramp time in the particular case of 1/2-type detuning noise.

The observed inefficiency of the dynamical decoupling pulse suggests that the underlying mechanism for the transfer-induced coherence loss $p \sim 2\%$ is dominated by a noise source that has relatively short-time correlations (less than microseconds). This rules out the two mechanisms that usually lead to decoherence in the case of a stationary qubit—the slow spontaneous flips of the residual $^{29}$Si nuclear spins or conventional charge noise-induced dephasing with a 1/2-type spectrum (e.g., fluctuation in quantum dot levels), which couples to the qubit frequency through its Stark shift. Noise related to the difference in Zeeman splittings between sites should also possess long-time correlations, given the efficacy of the dynamical decoupling when the detuning is kept constant near the transition point $\epsilon = 0$.

In order to gain more insights about a possible microscopic mechanism, we vary the transfer ramp rate, while keeping it slow enough to guarantee that no orbital or valley excitations are induced directly by the intentional detuning ramp shape. Consistent with this, we verify that a slower ramp only degrades the transfer fidelity (Supplementary Fig. 6). The linear increase in $p$ as a function of ramp time ($\sim 1/2.0$ μs$^{-1}$) may be semi-quantitatively explained by enhanced dephasing and/or diabaticity excitations caused by the 1/2-type detuning noise around the interdot transition region. Nevertheless, both scenarios predict an extrapolated fidelity approaching 100% for very fast ramps (orange dashed line in Supplementary Fig. 6b), which is not observed here. Instead, our data are best described by accounting for an overall shift of $p$ by $\sim 1.3\%$, independent of the ramp rate (yellow dotted line). These observations point to the presence of some source of error per transfer that is not caused by the time spent at the interdot transition region, besides not being effectively refocused by an echo sequence.

The experimental setup adopted here does not permit control over the spin–orbit coupling or the tunnel coupling. We are also constrained to high magnetic fields and low temperatures for qubit measurement, which could be circumvented by spin readout based on Pauli spin blockade. Relaxing these experimental constraints would provide additional information on other hypothetical microscopic origins for the transfer errors.

### Dynamical decoupling

We attempt to improve the transfer fidelity, as well as investigate the noise spectrum, by including a refocusing pulse in our ramp sequence. We adopt the protocol shown in Fig. 4d, where a decoupling π pulse is applied between two identical series of transfer ramps. The echo fringes (Fig. 4e) are measured by sweeping the angle $\phi$ of the projection axis, revealing that the fringe phase does not change with the number of transfer cycles, which confirms that the echo pulse cancels out the phase acquired during the repeated spin-transfer period.

The amplitude decay of the echo fringes as a function of the number of transfer cycles $n$ (Fig. 4f) yields $p = (1.41 \pm 0.06)\%$. This is only a marginal improvement in coherence, meaning that the dominant part of phase error induced in the transfer process is not refocused. This is in marked contrast to the phase coherence time during idling, which is prolonged by an echo sequence even around the zero detuning—see Supplementary Fig. 5.
such as noise on the spin-dependent tunneling, the relative alignment of the quantization axes in the individual sites (due to differences in g-tensors\textsuperscript{46}), impact of tunneling on the \textsuperscript{29}Si nuclear spin dynamics, spin-valley effects and temperature effects.

**Discussion**

In a longer chain of quantum dots, spin transport may be achieved by consecutive adiabatic tunneling between nearest neighbors. The physical mechanisms expected to limit the transfer fidelity in a longer chain are largely present in the double-dot system studied here. Extrapolating the observed coherence loss \( p \sim 2\% \) for a transfer between neighboring sites would correspond to spin transfer across \( \sim 50 \) sites before the phase coherence decays to \( 1/e \), or a distance \( \sim 2 \mu m \) (assuming a 40 nm site spacing). If only the spin polarization is needed e.g., for qubit readout\textsuperscript{51}, the electron could be transported over 2500 sites (or \( \sim 100 \) \( \mu m \)) before the polarization decays to \( 1/e \) for the spin\( \uparrow \) case. While this accuracy of the spin transfer process indicates that coherent coupling between remote qubits is achievable, a fault-tolerant quantum computing architecture relying on qubit movement will require a device setup tailored to enhance the transfer fidelity. From our study, we can identify the following as desirable features in future studies to build up the qubit transport capability: (i) the ability to electrostatically control the interdot tunnel rate\textsuperscript{26,27} to guarantee adiabatic passage; (ii) a reduction in the difference of Larmor frequencies in neighboring sites, achievable by controlling the spin–orbit coupling\textsuperscript{46} or operating at lower magnetic fields\textsuperscript{50}; and (iii) improvements in the fabrication process leading to less charge noise.

To conclude, we have demonstrated that a single electron spin can be coherently transported from one site to the next in an isotopically enriched silicon quantum dot system. Our results show that the transfer process can be regarded as a unitary phase rotation gate with an average gate fidelity of (99.36 \( \pm 0.05 \)\%). Beyond quantum-dot-based qubit implementations, coherent electron shuttling could also facilitate the scale-up of donor-based quantum computers\textsuperscript{52}, and enable the use of long-lived nuclear spin qubits—either in donors\textsuperscript{53} or in isoelectronic atoms\textsuperscript{38}—which can be faithfully entangled with the electron spin carrying the quantum information across long distances. Our results indicate the practical possibility of adopting non-local quantum gates in future error-corrected, quantum processors\textsuperscript{4,7} based in silicon, and in the nearer term, will enable increased connectivity in few-qubit devices\textsuperscript{5}. From the perspective of scalability, coherent spin transport could allow the spacing out of dense modules of physical qubits\textsuperscript{8}, addressing one of the most significant engineering challenges facing silicon-based quantum computing.

**Methods**

**Measurement setup.** The device is an isotopically enriched (residual \textsuperscript{29}Si concentration of 800 ppm) silicon MOS quantum dot system\textsuperscript{54} as reported in ref. \textsuperscript{13}. The experiment was performed in an Oxford Instruments Kelvinox dilution refrigerator. A 4-channel arbitrary waveform generator (Lecroy Arbstudio 1104), which is triggered by a TTL pulse generator (SpinCore PulseBlaster-ESR), is used to generate two-channel gate pulses (applied to gates A and B) as well as to provide the digital modulation signals to shape ESR microwave pulses through external in-phase/quadrature modulation ports of a Keysight 8267D microwave source. We found that the result can be impacted by the jitter between the gate pulses and the microwave pulses when they were sourced from different instruments at the earliest stages of our experiments. All data except Fig. 1e were acquired with the ESR...
Polarization fidelity analysis. The spin-dependent polarization transfer fidelities, $F_{pol}^+$ and $F_{pol}^-$, are obtained from the probabilities of finding the same (or opposite) spin state as the input state after $n$ consecutive transfer ramps, $F_{pol}^+$ (for $1 - F_{pol}^-$) and $F_{pol}^-$ (for $1 - F_{pol}^+$). We model these probabilities as

$$
\begin{align}
F_{pol}^+ &= (1 - F_{pol}^-)^n \\
F_{pol}^- &= (1 - F_{pol}^+)^n \\
F_{pol} &= (1 - F_{pol}^+)(1 - F_{pol}^-) \\
F_{pol} &= \delta_{pol}^{-n}
\end{align}
$$

(1)

treating the transfer-induced spin flip as a memory-less process. This formula is found to explain the observed $n$ dependence well, assuming a common visibility pre-factor and no error in the $\pi$ rotation(s). We fit the four probability traces simultaneously using this expression, and extract the values of $F_{pol}^+$ and $F_{pol}^-$. 

Double-dot spin tunneling model. The Ramsay-type spectroscopy measures the energy splitting between the instantaneous eigenstates. The observed spectrum can be well explained considering a model with a single orbital in each quantum dot, without taking into account the intradot valley and orbital excitations. We note that the valley splitting was not directly measured in this device and that the description of phenomena related to the excited states might require expanding the Hilbert space to include valleys. Nevertheless, no impact of this hypothetical excited-state crossing was observed on the qubit frequency in the vicinity of the transition region. The most general model could contain spin effects both in the spin-conserving tunneling (in the form of a spin dependence of the coupling) as well as a spin-flip tunneling term. Both of these effects may occur as a combination of the effects of the kinetic momentum of the electron leading to some spin-orbit field, as well as a small difference in the quantization axes of the dots, due to the variability in $\gamma$-tensors. For the particular purpose of describing the Ramsey spectroscopy data, we can neglect the contribution from a small spin-flipping tunneling term (which has reduced impact on the energy splitting, generating effectively a transverse field). Then we can treat the state hybridization separately for individual spin orientations ($\uparrow$ and $\downarrow$) via Supplementary Fig. 2a, b. This simple four-level model predicts the qubit frequency $f_q$ to be

$$
f_q = \frac{F_{pol}^+ + F_{pol}^-}{2} + \frac{1}{2} \left( \left( ax + \frac{f_q - f_s}{2} \right)^2 + \left( ct_+ - ct_- \right)^2 \right) \left( \frac{1}{2} \left( ax + \frac{f_q - f_s}{2} \right)^2 + \left( ct_+ + ct_- \right)^2 \right)\]

(2)

where $\Delta f_{AB}$ is the bare qubit frequency at site A (B). Here $a$ denotes the effective leverarm of the gate B voltage change along the $x$ axis on the energy difference between the localized states, $t_\pm$ the tunnel coupling and $f_s$ its spin dependence due to spin-orbit coupling (positive if it is larger for spin-\(\uparrow\)). $\Delta f_{AB}$ is further parameterized as $\Delta f_{AB} = f_q + \gamma N_e \omega_{AB}/2$, where $f_s$ is the average of bare qubit frequencies at $e = 0$, $N_e$, $\gamma$ and $\omega_{AB}$ are the Stark shift constant and $\Delta f_{AB}$ gives the qubit frequency difference between sites at $e = 0$. We find that this fully explains the qubit frequency $f_q$ measured along the $x$ axis over 200 mV (Supplementary Fig. 2c). We note that the origin of $\gamma$ is simultaneously determined from this model. Using the leverarm extracted from a separate experiment (0.21 eV per V), the best fit is obtained for $f_q = 104 \text{ GHz}$, $\gamma = 3.4 \text{ MHz}$, $\eta_3 = 39 \text{ MHz}^{-2}$, $\eta_5 = -7.1 \text{ MHz}^{-5}$ and $\Delta f_{AB} = 33.4 \text{ MHz}^{-3}$.

State tomography. The pre-transfer electron–spin state is prepared to $\uparrow \gamma$ by a $\pi/2$ ESR pulse in site A after initialization to the $\downarrow$ state. The spin is then either transferred to site B or kept at site A, before we perform a pre-measurement control. Ten kinds of pre-measurement controls—eight $\pi/2$ rotations with varying phases (controlled through the microwave phase $\phi$), as well as identity (0) and $\pi$-rotation (X) operations—are used to effectively change the measurement basis state $|\psi_y\rangle$ of the readout $\uparrow$ which follows. An overcomplete number of $\pi/2$ rotation axes are employed to help reduce the measurement bias error. In addition, the state-preparation and measurement fidelity $F_{pol}^{(ij)}$ is obtained by interleaved measurement of the $\uparrow$ probabilities with the spin prepared in $\uparrow$ or $\downarrow$. $F_{pol}^{(ij)}$ is measured to be $80.4\%$ (87.9\%), allowing for the measurement visibility correction.

The density matrix of the pre- or post-transfer spin state, $\rho$, is then reconstructed from the corrected $\uparrow$ probabilities, $p_\uparrow$, after 4000 repetitions for each of ten measurement basis states, using maximum likelihood estimation. We restrict $\rho$ to be non-negative Hermitian and unit trace by expressing it through a complex matrix, $L$:

$$
\rho(\ell) = \frac{1}{\text{tr}(L \ell L^*)}
$$

(3)

$L$ is a $2 \times 2$ lower triangular matrix whose diagonal elements are real, and has three independent parameters, denoted by $\ell = (\ell_1, \ell_2, \ell_3)$. To obtain the closest physical $\rho$, the following cost function, $C$, is minimized:

$$
C(\ell) = \sum_{i=1}^{10} \frac{1}{n}(p_i^\uparrow|\rho(\ell)|p_i^\uparrow - p_i^\uparrow|^2)^2
$$

(4)

The state fidelity of the resulting $\rho$ is defined by $\text{tr}\left[\sqrt{\rho^{\text{ideal}}\rho}\right]$ over all pure input states. Using the spin-dependent polarization transfer fidelities, $r^+ = 1 - F_{pol}^+$ and $r^- = 1 - F_{pol}^-$, as well as the coherence loss per transfer $\rho$, the spin density matrix after a transfer can be expressed as

$$
\rho = M(\rho^{\text{ideal}}) = \left(\begin{array}{cc}
(1 - r^-)\rho^{\text{ideal,00}} + r^-\rho^{\text{ideal,11}} & (1 - r^-)\rho^{\text{ideal,10}} \\
(1 - r^-)\rho^{\text{ideal,01}} & (1 - r^-)\rho^{\text{ideal,11}}
\end{array}\right)
$$

(5)

where $M(\rho^{\text{ideal}})$ denotes the corresponding matrix element of $\rho^{\text{ideal}}$. $M$ is a completely positive trace-preserving map describing the error associated with the transfer process. It is instructive to consider $M$ as a cascade of dephasing and polarization-changing channels. When we model the polarization-changing channel in the operator-sum formalism through the Kraus operators

$$
\begin{align}
J_1 = \sqrt{1 - r^-} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} + \sqrt{r^-} \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}
\end{align}
$$

and

$$
\begin{align}
J_2 = \sqrt{r^-} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}
\end{align}
$$

and the dephasing channel through $K_z = \sqrt{1 - r^-} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$ and $K_y = \sqrt{r^-} \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}$, $M$ can be represented by the six Kraus operators $K_IJ_1$, $K_JJ_1$, $K_JJ_2$, $K_JJ_2$, $K_IJ_2$, and $K_JI$. The dephasing parameter $r^\text{p}$ of the dephasing channel and the coherence loss per transfer $r$ are then related by $1 - r = (1 - r^\text{p})/\sqrt{(1 - r^-)(1 - r^-)}$. The fidelity of $\rho$ with respect to $\rho^{\text{ideal}}$ depends on the input state. As an illustration, for equatorial states it will be $1 - \Delta f$, whereas for polarized states it is given by $1 - r^- (1 - F_{pol}^-)$ or $1 - r^+ (1 - F_{pol}^+)$ by calculating its average over all pure input states, we obtain the fidelity of the transfer process as $1 - r^- r^+ + 2r^p/6$.
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