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Abstract
In order to solve the problems of poor user experience and low human-computer interaction efficiency, this paper designs a 3D image virtual reconstruction system based on visual communication effects. First, the functional framework diagram and hardware structure diagram of the image 3D reconstruction system are given. Then, combined with the basic theory of visual communication design, the characteristics of different elements in the three-dimensional image system and reasonable visual communication forms are analyzed, and design principles are proposed to improve user experience and communication efficiency. After the input image is preprocessed by median filtering, a three-dimensional reconstruction algorithm based on the image sequence is used to perform a three-dimensional reconstruction of the preprocessed image. The performance of the designed system was tested in a comparison form. We optimize the original hardware structure, expand the clock module, and use the chip to improve the data processing efficiency; in the two-dimensional image; we read the main information, through data conversion, display it in three-dimensional form, select the feature area, extract the image feature, calculate the key physical coordinate points, complete the main code compilation, use visual communication technology to feed back the display visual elements to the 3D image, and complete the design of the 3D image virtual reconstruction system. The test results showed that the application of visual communication technology to the virtual reconstruction of 3D images can effectively remove noise and make the edge area of the image clear, which can meet the needs of users compared with the reconstruction results of the original system. Visual C++ and 3DMAX are used as the system design platform, and three-dimensional image visualization and roaming are realized through OpenGL. Experimental results show that the designed system has better reconstruction accuracy and user satisfaction.

1. Introduction
With the advent of the digital age, digital imaging technology continues to improve, and digital images are widely used. A digital image can also be called a digital image, which is a kind of digital image, which is essentially a two-dimensional matrix, and each point in the matrix is called a pixel [1]. A digital image is a representation of a two-dimensional image with limited digital value pixels. It is represented by an array or matrix, and its light position and intensity are all discrete. A digital image is an image that is obtained by digitizing an analog image with pixels as the basic element and can be stored and processed by a digital computer or digital circuit. Visual communication technology is a highly comprehensive composite technology, mainly involving computer modeling technology, human-computer interaction technology, sensors, graphics and image processing technology, and simulation technology [2]. Visual communication technology can affect not only the user’s visual experience but also nonvisual experiences such as hearing, touch, and force. At this stage, visual communication technology has been widely used in the fields of medicine, education, military, and culture [3]. The image-based 3D reconstruction algorithm is a key
technological visual communication technology, and it is also a hot topic of recent research [4].

Most of the current digital images use three-dimensional images. When converting a two-dimensional plane image into a three-dimensional image, the work is usually done by modeling, but the image is often incomplete or damaged, so it needs to be reconstructed [5]. In previous studies, some scholars have designed reconstruction systems for 3D digital images, but in the process of use, the image will be distorted and incomplete. The ultimate goal of 3D reconstruction is to be able to reconstruct any 3D shape from any image. However, learning-based techniques only perform well on images and objects in the training set. An interesting direction for future research is to combine traditional techniques with learning-based techniques to improve the generalization ability of the latter method. At present, most of the 3D image reconstruction systems based on visual communication technology focus on the use of more advanced equipment or more advanced reconstruction algorithms, while ignoring the problems of user experience quality and human-computer interaction efficiency [6]. In addition, the design principle of the traditional two-dimensional graphical user interface is the concept of planarization, which has been unable to meet the needs of interactive experience in three-dimensional space, and cannot provide better visual communication and interactive experience [7]. Some documents have conducted detailed studies on the evolution of two-dimensional animation and three-dimensional animation in visual communication, verifying the feasibility and applicability of the principle of visual communication in three-dimensional graphic design [8].

Visual communication technology covers multimedia technology and image technology, etc., and has been widely used in different fields. Based on this, this paper designs a three-dimensional image reconstruction system based on visual communication technology, builds a three-dimensional image reconstruction system on the basis of the image processing system, uses visual communication technology to process images, selects characteristic points related to the three-dimensional image in the image, and realizes the three-dimensional image reconstruction. The experimental results show that the 3D image reconstruction based on visual communication technology has high accuracy and improves the efficiency of 3D image reconstruction. The overall effect of 3D image reconstruction is significantly better than traditional 3D image reconstruction systems and has higher practical application value.

2. Related Work

The realization method based on visual communication effect is simple to operate and easy to realize. It has an irreplaceable role in noncontact three-dimensional measurement, robot guidance, visual communication, local operating system position measurement, and control [9]. Many scholars at home and abroad have conducted research on binocular vision, and the three-dimensional reconstruction of binocular vision is an important aspect, mainly studying the two parts of stereo matching and three-dimensional reconstruction methods [10].

Through the 3D scene modeling and analysis of the pictures on the Internet, 3D point cloud information can be obtained, so as to realize the 3D reconstruction of the scene in the picture. The system is very effective for the reconstruction of some famous sites [11]. The University of Washington has also cooperated with Microsoft Corporation. Gibbs [12] developed a wide-baseline stereo vision system to provide three-dimensional information within a few kilometers on Mars for the "Surfer" and install the same camera at different positions of the detector to collect the terrain. The larger the distance between the cameras is, the wider the baseline is and the longer the measurement distance is. In order to obtain the relative position of the images collected at different times, nonlinearity is adopted. The method optimizes the system. In order to make the matching disparity map reach the subpixel level, the maximum likelihood method and stereo search are combined for image matching, and finally, the three-dimensional coordinates of each matching point are calculated according to the disparity map. Based on the characteristics of servo robots, Xu et al. [13] developed an adaptive visual communication effect system. The system used stereo parallax as the basic principle and used relatively static points in the two images as reference points to calculate the image. The real-time Jacobian matrix uses this known information to predict the next-moment action of the target in the image. The prediction result of the system is more accurate, so it has a prominent role in adaptive target tracking. Compared with the traditional visual tracking system, the system does not need to calculate the camera’s optical and motion parameters, which greatly improves the real-time efficiency of the system. Leung and Malik [14] used the principle of triangulation to apply binocular vision technology to the human body on some occasions. In the measurement, the problem of human measurement in these occasions is solved; for example, some
tourists and passengers need to be measured in entertainment venues and in the process of riding a car. De Reu et al. [15] applied the graph cut theory to the calculation of the energy function, solved its minimization problem, and then provided a theoretical basis for multiview computer vision 3D reconstruction. This three-dimensional reconstruction method based on the graph cut method is to construct a binary variable function and then calculate it to achieve three-dimensional reconstruction. In terms of computing speed, graphics visualization, etc., it is significantly better than traditional algorithms.

Compared with foreign countries, the research on binocular vision technology is a bit late, but it does not mean that the development is slow after the start. We have moved from slow imitation to independent innovation. A large number of scientific and technological talents have invested in this area. In terms of research, great progress has also been made in visual processing. This technology has been applied in many fields in China. Park et al. [16] proposed a 3D point cloud reconstruction method for human faces using binocular vision. This method improved the matching link in 3D reconstruction, increasing the original matching to two times. The first is the seed point algorithm is used for rough matching, then, the area near the rough matching point is resegmented and described, then, the description points are densely matched, and finally, a high-accuracy three-dimensional point cloud model of the face is obtained. The advantage of this method is that it improves the accuracy of the system, but at the same time, it increases the complexity of the algorithm. Leith and Upatnieks [17] have built a binocular vision system using a laser pointer and a binocular camera. The system is mainly designed for scenes with weak texture information. In fact, it uses the projection characteristics of the laser pointer to solve this problem. The entire system is mounted on the robot to help the robot quickly deal with obstacles in weak texture scenes, identify objects, and provide a basis for their autonomous path planning. The effect of this system in weak texture scenes is better, and this is also its defect. It can only be processed for specific scenes, and its portability is poor. Beijing University of Aeronautics and Astronautics uses the basic principles of stereo vision to realize the 3D reconstruction of the terrain contour. They proposed a three-dimensional reconstruction method based on region segmentation based on terrain features. First, the image was segmented using a more classic watershed algorithm, and the segmented boundary was used as the contour edge in the actual scene. Then, the global features of its adjacent segmented regions and the scale, location, and gray value distribution characteristics of each local area are used as stereo matching constraints. This method not only reduces the matching search space but also improves efficiency. This method is based on region segmentation. When observing from different viewpoints, there are certain differences in the contours seen, which will increase the matching error [18]. Harbin Institute of Technology has also done related research, which uses visual communication effect technology to identify and locate workpieces. The 3D image reconstruction method can solve the problem of single-angle image information acquisition and lack of depth information. This method was initially mainly used in the medical field to display human tissue images through radiological medical equipment. After gradual development, it has been used in the military, surveying and mapping, aviation, etc. First, it uses the edge detection method to complete the detection of the workpiece, specifically based on the Sobel operator. Combined with the area growth, it improves the problem of the low precision of the traditional Sobel operator. Then, according to the principle of binocular parallax, the detection of the extracted edge information feature is used as the matching feature, and then, the matching is realized. Finally, the spatial pose of the workpiece is reconstructed according to the matching information. This method has a better detection effect on workpieces with clear edges. When the contours of the workpiece edges become blurred, this method will be greatly reduced [19]. Some researchers from Shandong Normal University have in-depth research on the 3D reconstruction method based on feature point matching. Based on the SIFT algorithm, the Harris corner point matching algorithm and the SIFT algorithm are combined to make the feature detection of the target reach the subpixel level, which greatly improves the traditional algorithm detected by the problem of low accuracy and finally uses the principle of parallax to calculate the three-dimensional information of the target. Although this method has high reconstruction accuracy, it still has problems such as slow calculation speed and sparse feature points [20–22].

In summary, each stereoscopic 3D reconstruction method has more or less defects. Relatively speaking, the 3D reconstruction based on feature points has good stability and high accuracy. Based on the regional 3D image virtual algorithm, this article focuses on how to improve the algorithm speed and improve the sparse feature points. In terms of improving algorithm speed, we have the following: integrating epipolar constraints into feature matching, improving matching efficiency, and saving time for the operation of the entire system; concerning solving the problem of sparse feature points, we have the following: triangulating feature points according to the circumscribed circle criterion to approximate replacement objects which greatly improves the problem of sparse feature point detection.

3. Construction of Regional 3D Image Virtual Model Based on Visual Communication Effect

3.1. Level Distribution of Visual Communication. The hardware part of the system is redesigned according to the characteristics of each link of digital image processing [23–26]. The main structure includes three parts: image acquisition layer, image processing layer, and image reconstruction layer. The initial data of 3D digital image reconstruction is a result of the comparison and fusion of depth data and color data collected at the same time. Corresponding color cameras are configured in the original reconstruction system. In order to ensure that the collected
initial information is suitable for visual communication technology, the depth camera is used on the original basis to complete the acquisition of depth data [27–30]. The data I/O submodule, parameter setting submodule, volume rendering submodule, surface rendering submodule, and axial slice display submodule together constitute the 3D visualization module, and its structure is shown in Figure 1.

The surface rendering submodule of the 3D visualization module uses the SMC algorithm proposed based on the MC (Marching Cubes) algorithm to reconstruct the object surface in the image. The detailed process is as follows: assuming that there are a series of contour lines related to the object in the object image, we use $P_1, P_2, \ldots, P_n$, and implement hierarchical write operation on the image data field, and define the state function $u(x)$ of each $n(x)$ in the volume data as

$$u(x) = \begin{cases} \frac{n(x) \cdot c(i)}{1 + c(i)} \sin \theta, & n(x) \leq \theta \leq \alpha \\ 0, & n(x) > \alpha \end{cases}.$$  \hspace{1cm} (1)

Let $V(p)$ be a group of photos of image $I$, and let $V^*(p)$ be a group of photos filtered by the useless image threshold. The calculation methods of the two are as follows:

$$v(x) = \{i | i \in u(x), \quad h(i, j) < \alpha\}.$$  \hspace{1cm} (2)

In the formula, $p$ represents the patch, $h(i)$ and $h(j)$ are adjustment factors, and $v(x)$ represents the reference image of the patch $p$. The metric function of the three-dimensional reconstruction algorithm of $p$ on $v(x)$ and $V^*(p)$ is

$$f(p) = \frac{1}{(u(x)/r(p))} \sum h(i, j),$$  \hspace{1cm} (3)

where $h(p, I, r(p))$ is the metric function of the projection of $p$ on $I$ and $r(p)$. In order to get a better photo group $V(p)$, it is filtered by the following formula:

$$g(n) = \frac{\lim_{n \to \infty} \sum_{i=1}^{n} h(i, j, r(n))}{v(x) + 1}$$  \hspace{1cm} (4)

where $w$ is the scale space factor. Setting it to increase exponentially, each value has a corresponding image, these images are formed into a Gaussian pyramid, the feature extraction of the pyramid is performed, and the extreme points are set as the feature points of the image, which are reflected through the definition of DOG, as follows:

$$w(p) = \begin{cases} 1, & p < i, \\ 0, & p \geq i. \end{cases}$$  \hspace{1cm} (5)

First, we construct a three-dimensional scale space, perform convolution operations on the Gaussian function of different scale factors and the image to form a series of images with different scales and image pixels, and set the scale space to $w(p)$ and the original image to $w(i)$. The Gaussian function is $g(x, y)$. Then,

$$y(a, b) = t \int \frac{f(i, j) \cdot g(x, y)}{1 + g(x, y)} \, dx \, dy.$$  \hspace{1cm} (6)

In the formula, $y(a, b)$ represents all the patch sets that do not meet the required visible information. We define $L(x)$ to represent a solid model; then, the spatial indicator function used in surface reconstruction is

$$L(x) = \int \frac{y(x)}{1 + x} \, dx.$$  \hspace{1cm} (7)

In the formula, $n$ is the scale shrinkage factor. We find the extreme point in the result of the formula, which is the characteristic point of the image. We match the acquired feature points, calculate their consistency, get the key points of image reconstruction, and complete the 3D digital image reconstruction work. Because each vertex has three possible vertex values ($+1, 0, -1$), there are 38 possibilities for each voxel. Some formulas and meanings of variable symbols are shown in Table 1. Due to the symmetry of voxels, 6 561 possibilities of voxels can be simplified, and because there is no difference between the state values of the pixels and the four neighborhoods, a large number of nonexistent models are eliminated, and only 52 surface reconstruction models remain.

3.2. Regional 3D Image Virtual Algorithm. For a single voxel, according to the state value, each vertex value is any one of $+1, 0, -1$. Under the condition that the boundary surface passes through the vertex with a state value of 0, if the state values of the two vertices of an edge on the voxel are different, it means that the boundary surface and the edge are in an intersecting relationship; if the two vertices of an edge on the voxel are intersected, the state values are consistent, indicating that there is a disjoint relationship between the boundary surface and this edge. Under the condition that there is an intersection relationship between the boundary surface and a certain edge, considering the lack of a corresponding threshold value for the image, the intersection is implemented; at the same time, due to the high definition of the image used for 3D reconstruction, the error value is about 0.5 edge length, which is projected to the image on the computer screen which is basically the same as the image obtained by linear interpolation, so the midpoint of this edge is the intersection point. As shown in Figure 2, through the above process, the intersection point between the object surface and the voxel can be determined, and the three-dimensional image can be reconstructed by connecting the intersection points in turn. The system consists of an image analysis module, an image preprocessing module, and a three-dimensional visualization module. The main function of the image analysis module is to support the reading of different original image data formats.

On the basis of the original 3D digital image reconstruction system, visual communication technology is used to ensure the feasibility of this technology in the 3D image reconstruction system. The image preprocessing module processes the original image data matrix function processing and converts the original image data into a three-dimensional data field to obtain images through visual communication technology and feature extraction technology. The specific process design is as follows: (1) after inputting the image, capture the original image; (2) preprocess the image to make the image more suitable for processing and
manipulation than the original image; (3) supplement the missing parts of the image space domain to enhance the original image space domain; (4) improve the appearance of the image, based on Step 3 for further optimization; (5) describe the image with different resolutions, and adapt the image to adaptively find the most suitable resolution; (6) perform image segmentation after the resolution is described; (7) complete the image processing and output a new image. The 3D image reconstruction is achieved through the above process. We set the reconstructed feature point set as \( u \), \( S \) is the reconstructed 3D image vector, and the original image feature point is \( p \). There is a point overlap in the reconstructed image. In order to prepare the tissue area, a three-dimensional image reconstruction system is designed based on the image using volume rendering technology and surface rendering technology to realize the output of the three-dimensional space visualization function of the image. The coincidence part is not included in the accuracy calculation.

3.3. Optimization of the 3D Image Virtual Model. The frame diagram of the virtual reconstruction of 3D images based on visual communication is shown in Figure 3. In the image acquisition stage, due to the influence of external imaging equipment and the surrounding environment, the images imported into the system have a certain degree of noise and blur, which affects the effect of 3D image reconstruction. Therefore, it is necessary to adopt image preprocessing techniques such as filtering, segmentation, and registration.

Table 1: Formulas and meanings of variable symbols.

| Symbol | \( u(x) \) | \( v(x) \) | \( f(p) \) | \( g(n) \) | \( w(p) \) | \( y(a,b) \) | \( L(x) \) |
|--------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Meaning | The state function | Image threshold | Metric function of reconstruction algorithm | Metric function of the projection | Feature extraction of the pyramid | Patch sets | Key points of image reconstruction |

Figure 1: Hierarchical structure of visual communication effects.

Figure 2: Regional 3D image virtual algorithm.
to enhance image characteristics. Taking into account the filtering effect and operating efficiency, the median filtering method is used in the image filtering process: a window with an odd number of pixels is set on the original image, and the pixels contained in this window are sorted according to the size, and the middle gray value of the gray sequence is used in the center of the replacement window corresponding to the original grayscale of the pixel. This filtering method is nonlinear signal filtering, which can eliminate individual noise points and reduce the random impulse noise content in the image. We use the Canny operator edge detection method and area segmentation method to segment the filtered image.

The visual feature extraction method is used to carry out the distributed reorganization of the spatial information features of the regional 3D image, the edge contour feature extraction method is used to detect the boundary area of the regional 3D image, the spatially distributed reconstruction of the regional 3D image is carried out in the D-dimensional space, and the 3D model is combined with the construction method to establish a regional 3D image texture feature distribution set. When establishing the regional 3D image visual transmission model, it combines the fuzzy structure reorganization method to carry out the adaptive pixel reconstruction of the regional 3D image, the area where the visual information of the regional 3D image is reconstructed is $S'$, the edge features are extracted in the edge contour part of the 3D image in the blurred area point $(x', y')$, the texture gradient is decomposed, and the texture distribution set of the 3D image in the blurred area is calculated. In the image registration process, the scale fixed feature transformation method is used to detect the extreme value by judging the space and judging the key point orientation and the main direction, determining the key point vector, and other processes describe and match the image corner feature.

The obtained corner point is taken as the optimal window center point of the Forstner operator, and the weighted centered corner point position is determined in the window. After determining the corner point features, it is necessary to use the distance between the corner points to match the feature points: preset a distance threshold, if the distance between the two corner points is less than this threshold, define the matching between the two corner points, and determine the relationship between the feature points in the two images based on this to achieve image registration. After defining the template feature distribution function for the super-resolution reconstruction of the 3D image of the region, we used the active contour detection method to reconstruct the 3D image feature of the fuzzy texture, then used the high-resolution region information fusion method to perform the feature decomposition of the 3D image of the fuzzy region, and extracted the 3D fuzzy region of image statistical feature components. Combining the edge contour feature extraction method to detect the boundary area of the regional three-dimensional image, we established the regional three-dimensional image visual transmission model and realized the design of the regional three-dimensional image visual transmission model.

4. Application and Analysis of the Regional 3D Image Virtual Model Based on Visual Communication Effect

4.1. Calibration of Image Preprocessing Parameters. Microsoft Visual C++ development tools and VTK 3D visualization toolkit are used as the design platform of a 3D image reconstruction system based on visual communication technology [5]. We use VC++ development tools to design system interfaces and write system integration and system core algorithms. The VTK 3D visualization toolkit kernel is developed by the Microsoft Visual C++ development tool and can be implemented on most platforms. The VTK 3D visualization toolkit, as a tool for the realization of visual communication technology, can realize the processing and visualization of 3D images [6]. This test builds a 3D reconstruction platform which is based on image editing tools, 3D production equipment, and professional engines. The C language is used as the platform to develop the language. The multiarchitecture network is used to transmit image data to ensure its timeliness and integrity. The editor selects highly integrated equipment to improve the running speed of reconstruction.

Aiming at the problem of dark images, we first perform histogram analysis and then use methods such as Gamma transformation and histogram equalization to improve the problem. From Table 2, we can see the comparison of 3D image reconstruction under different accuracy conditions of the gray level histogram which contains rich gray level information, reflects the gray level probability distribution of pixels, and is often used in spatial preprocessing, feature detection and matching. Gamma correction is a kind of nonlinear transformation, and its essence is to perform power exponential transformation on the gray value of the input image and then correct the brightness, which is mostly used to expand the details of the dark area. When the Gamma value is greater than 1, the dark part is expanded and the bright part is compressed; when the Gamma value is less than 1, the opposite is true. Histogram equalization is a common grayscale transformation method, which is simple and efficient to implement, and is widely used in image enhancement. Pixel grayscale changes randomly, resulting in uneven histogram height and uneven distribution. Under the condition that there is an intersection relationship between the boundary surface and a certain edge, considering the lack of a corresponding threshold value for the image, the intersection is implemented. The image is processed through histogram equalization to make the histogram roughly balanced and peaceful.

It can be seen from Figure 4 that the completeness of the reconstruction of the three-dimensional digital image using the system designed in this paper is significantly higher than that of the original system, and the completeness is relatively stable, while the original system fluctuates greatly. Through the comparison, it can be seen that the texture and color matching of the original system are quite different from the samples, and the reconstruction results in this paper are more consistent with the samples. It can be seen that the
The performance and accuracy of the 3D digital image reconstruction system based on visual communication are better than the original system. At the same time, due to the high definition of the image used for 3D reconstruction, the error value is about 0.5 edge length, which is projected to reconstruction results.

4.2. 3D Image Feature Detection. According to the characteristics of the experimental scene, the camera was selected, and a mobile experimental platform was built on this basis. The software part uses VS2015+MFC, OpenCV, OpenGL, and other development software to integrate the implementation algorithms of each part. Finally, the 3D reconstruction effect is improved, and the reconstructed image is textured by Delaunay triangulation to improve the 3D reconstruction vision. As an image application library, the VTK 3D visualization toolkit visualization tool library is composed of three parts: computer image processing, visualization processing, and display. It has the characteristics of open source code, independent of operating system and hardware environment, and parallel processing. The three-dimensional visualization VTK library includes a large number of high-quality image processing and generation algorithms. The VTK library is improved through the C++ language, and the visual communication technology is used to achieve three-dimensional image reconstruction.

According to the texture and detail area of the regional 3D image, the 3D texture structure reorganization and the sparse and scattered point reconstruction of the image are carried out, and the gray histogram of the 3D image of the region is reconstructed to obtain the R, G, and B components of the image W and the corresponding 3D image virtual reconstruction output feature distribution set AR, AG, AB and WR, WG, WB. Based on the above analysis, the virtual reconstruction of the regional 3D image is realized.

The realization of box filtering relies on the principle of integral image. In the fast solution of the integral image, the pixel value of the previous calculation in the rectangular frame is converted into the sum and difference of the corresponding corner points of the rectangular frame. Three-dimensional image information of different sample

---

**Table 2: Comparison of 3D image reconstruction under different accuracy conditions.**

| Sample number | Image size | Resolution | Fitted value |
|---------------|------------|------------|--------------|
| 1             | 20 × 30 × 40 | 350        | 0.98         |
| 2             | 30 × 40 × 50 | 300        | 0.99         |
| 3             | 25 × 35 × 45 | 250        | 0.97         |
| 4             | 40 × 50 × 60 | 220        | 0.98         |

---

**Figure 3: Frame diagram of the virtual reconstruction of 3D images based on visual communication.**

**Figure 4: 3D image noise extraction spectrum.**
points is shown in Figure 5. The image on the computer screen is basically the same as the image obtained by linear interpolation, so the midpoint of this edge is the intersection point. The most critical step of box filtering is to initialize the array $S$; each value in $S$ is the sum of all pixels in the pixel neighborhood. Mean filtering is to use a template operator with the same weight to perform a convolution calculation on the entire area and output the convolution result. The common template cores are $3 \times 3$ and $7 \times 7$. The effect of Gaussian filtering depends on the standard deviation, and its output is also a weighted average, but the weights are different from the mean filtering. The weights of the mean filtering are the same, while the weights of the Gaussian filtering are based on the distance between the points in the Gaussian kernel. The point distance is determined by the size; the smaller the distance is, the greater the weight is. Therefore, the Gaussian filtering effect is smoother and the edge information is better preserved. There are two ways to implement Gaussian filtering: discretization window convolution and benefit.

We use Fourier transform: the most commonly used is the first discrete window convolution. When the virtual reconstruction of the 3D image of the offset region is based on the MatLab simulation software, the matching template for the virtual reconstruction of the region 3D image is an $80 \times 80$ uniformly distributed template, which is the space for visual communication. The distribution area is $2000 \times 2000$, the learning rate of 3D image segmentation in the fuzzy area is 0.25, the number of randomly sampled pixels is 400, and the noise interference intensity is $-12$ dB. According to the above simulation parameter settings, the virtual reconstruction of the regional 3D image is performed. Taking the original brain MR image and heart CT image as examples, the image of attribute factors of different 3D image samples is shown in Figure 6. The analysis shows that the method in this paper can effectively realize the virtual reconstruction of 3D images and test the output signal-to-noise ratio. From the analysis of the comparison results, it can be seen that the output signal-to-noise ratio of the method in this paper is high, which improves the visual transmission effect of the reconstructed image.

4.3. Example Results and Analysis. The MicroBlaze softcore with a 32-bit microprocessor contains 32-bit general-purpose registers and 32-bit special registers, which have the advantages of low resource occupation and fast running speed. Among them, the special registers are the PC pointer and the MSR status flag register. Each interface of the MicroBlaze microprocessor is equivalent to a communication channel, with the characteristics of point-to-point single-item transmission, and can be directly connected to the FSL bus. The main function of the image analysis module is to provide support for different image data formats, based on which it completes the reading, conversion, and storage of data defined by the DICOM 3.0 standard. In the DICOM 3.0 standard, the image and related data transmission methods are designed in detail. Based on this standard, the Microsoft Visual C++ development tool and the VTK 3D visualization toolkit are used to construct the required interfaces for the 3D image reconstruction system, and the image is transferred in the form of a VTK data stream. The information is converted into graphic data, which is convenient to realize the image adjustment of the dot matrix data, and the image data import processing is completed by relying on this interface. The histogram of the visual communication effect of the 3D image is shown in Figure 7. In order for the computer to recognize, we need to convert the feature information into the form of feature vectors. Each SIFT feature description point has 128 dimensions. The entire area is divided into 16 blocks, and each block is divided into 8 parts. For the experimental subjects in the previous experiment, the voxel division accuracy was set to
323, 1283, and 5123, and the image resolution was set to 128×128, 256×256, and 512×512, respectively. The gradient direction of each part is counted. Each gradient direction contributes the same to the feature description, thus generating a rotationally invariant sum of the 128-dimensional feature vector of scale-invariant characteristics.

We compare the histogram of the original image of the human eye with the histogram of the noise simulation image, and the result is shown in Figure 8. Figure 8(a) is the original grayscale histogram of the human eye. The number of pixels in the grayscale area of [0.4, 0.75] is more distributed, showing a peak shape in [0, 0.3] and [0.7, 0.9]. The distribution of the number of pixels in the gray level area is less, showing a low valley shape. On the whole, the number of pixels is distributed in the gray level range of [0, 0.9], and the gray level increases. The number of pixels varies, and the overall appearance is jagged peaks and valleys. By separately describing the reconstruction time and speedup ratio of the system in this article and the 3D image reconstruction system based on RGB under different conditions, it can be obtained that the improvement of the voxel division accuracy leads to the extension of the 3D image reconstruction time of the two systems to varying degrees, and the speedup ratio varies with the body.

The details of the eyes and eyebrows are obvious in the image, which can be easily identified. Figure 8(b) is the image histogram after adding Gaussian noise. Compared with 8(a), it can be seen that it also shows peaks and valleys in [0.4, 0.75]. The number of pixels is more distributed, showing peak shape, and the number of pixels in the interval [0.0, 0.3] and [0.8, 1] is less distributed, showing a valley shape; but different from Figure 8(a), [0, 0.5]. In the interval, the trend of (b) map change is smoother than that of (a). In the interval [0, 9], the number of pixels in (b) map is more than that. On the whole, (b) each gray of the change in the number of pixels within the degree level is gentle and uniform. This situation also reflects that the overall grayscale has not changed much, and the contrast of details is not strong enough, which is reflected in the blur and details of the noise brought by the image. Figure 8(c) is the image histogram after adding Poisson’s noise. Whether it is the overall distribution or the peak-valley interval, it is similar to the original image. The difference is that the number of pixels in each gray level changes smoothly. The improvement in the accuracy of voxel division indicates that the 3D image reconstruction efficiency of the system in this paper is higher than that of the RGB-based 3D image reconstruction system, and with the improvement of the voxel division accuracy, the larger the acceleration ratio is, the more significant the acceleration effect is. The impact of this is that the contrast of image details is reduced, and the image appears overall blurry, but because its shape and value change little, it shows that the noise intensity in the image is not large. It is the image histogram after adding salt and pepper noise. It is exactly the same as Figure 8(a) in the interval (0, 1), except that it appears at the two grayscale points of 0 and 1, respectively. The figure shows that the salt and pepper noise does not produce densely distributed noises like Gaussian noise and Poisson noise, nor does it blur the image as a whole, but it produces a considerable number of bright spots (white pixels) and dark points (black pixels 0), the energy is very large, and the noise points with great intensity appear in the image.

First, the corner points in the target image I1 and the image to be matched I2 are detected to form a set of characteristic corner points. Then, a point is selected from the feature corners of the image to be matched, and the feature corners of the target image are retrieved through the detection window. In fact, the NCC value of each point and the point to be matched is calculated to obtain a maximum point. Points are used as candidate points. Then, we perform a reverse search, select a corner point from the target image, and calculate the NCC value between the characteristic corner point of the image to be matched. When the NCC values of the characteristic corner points with a bidirectional relationship are greater than the set threshold, it means that the two characteristic corner points match. Compared with the NCC matching algorithm, the SSD matching algorithm is simpler in the description. It only needs to calculate the sum of squares of the gray difference between the target image and the feature point window function of the image to be matched to get the SSD value between the image point to be matched and the target point set. When the SSD value between the two points is the smallest, it is considered that they are matching point pairs. As can be seen from Figure 9, the median filter not only filters out random noise points well but also preserves image details well. In median filtering, noise is often arranged at both ends of the entire template area and has almost no effect on the output result, while average filtering is a way of calculating the average to get the output, and noise has a greater impact on its output. Therefore, the median filtering effect is better in filtering random noise, and it is a better nonlinear filtering method. A high-quality 3D image reconstruction system must ensure high reconstruction accuracy while ensuring high reconstruction efficiency. It describes the reconstruction accuracy and image clarity of the experimental objects for the reconstruction of the two systems. Analyzing it, the accuracy of reconstructing 3D images of objects using this system is higher than 95%, the reconstruction accuracy and clarity are significantly higher than that of RGB-based systems, and the reconstruction accuracy of tooth images is higher than that of mountain images, indicating that this system can accurately reconstruct the three-dimensional image of the object, and the smaller the image is, the higher the reconstruction accuracy is.
5. Conclusion

This paper uses the Microsoft Visual C++ development tool and VTK 3D visualization toolkit as the design platform to design a 3D image reconstruction system of visual communication technology composed of an image analysis module, image preprocessing module, and 3D visualization module. In the process of 3D image reconstruction, 3D volume rendering and surface rendering of the object in the 3D visualization module are more important. The volume rendering image and the surface rendering image are combined to form a 3D reconstruction image of the object.
Therefore, the 3D reconstruction image depends on the rendering accuracy of the two. In the follow-up research process, we can focus on the process of volume rendering and surface rendering to improve the system’s 3D image reconstruction accuracy. We construct the grid distribution model of the regional three-dimensional image, use the visual feature extraction method to carry out the distributed reorganization of the spatial information feature of the regional three-dimensional image, and combine the edge contour feature extraction method to detect the boundary area of the regional three-dimensional image. We establish a visual communication model of the regional 3D image, combine the fuzzy structure reconstruction method to carry out the adaptive pixel reconstruction of the regional 3D image, carry out the 3D texture structure reconstruction of the image according to the texture and detail area of the regional 3D image, and reconstruct the sparse and scattered points to reconstruct the regional 3D image. The grayscale histogram is based on the visual communication effect to realize the virtual reconstruction of the regional three-dimensional image. The simulation results show that the visual effect of the virtual reconstruction of the regional 3D image using this method is better, and the quality of the 3D image virtual reconstruction is higher.
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