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Abstract Since the era of big data, the Internet has been flooded with all kinds of information. Browsing information through the Internet has become an integral part of people's daily life. Unlike the news data and social data in the Internet, the cross-media technology information data has different characteristics. This data has become an important basis for researchers and scholars to track the current hot spots and explore the future direction of technology development. As the volume of science and technology information data becomes richer, the traditional science and technology information retrieval system, which only supports unimodal data retrieval and uses outdated data keyword matching model, can no longer meet the daily retrieval needs of science and technology scholars. Therefore, in view of the above research background, it is of profound practical significance to study the cross-media science and technology information data retrieval system based on deep semantic features, which is in line with the development trend of domestic and international technologies.
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1 Introduction

Since the era of big data, more and more rich data has been flooding all aspects of life. The various types of data presented in the Internet can be used to meet the needs of different users, and the Internet has entered people's lives and become an inseparable part of their daily lives. Unlike news and social information on the Internet, cross-media technology information data has a different aspect. Cross-media technology information has a large amount of data, rich data information, according to the real-time information hotspots at the same time, and thus has a lot of similar semantic information and so on. However, due to the characteristics of multi-source and multi-modal information of cross-media technology information data, how to design a unified collection, filtering, storage and processing process for the multi-source cross-media technology information data and form related business applications or products is to meet the current market demand.

As the amount of science and technology information data becomes more and more abundant, the era of informationization is coming. The traditional science and technology information retrieval system for scientific scholars has gradually lagged behind the times because it only supports the data keyword matching model, and has long been unable to meet the daily retrieval needs of scientific scholars. How to allow researchers to retrieve more interesting scientific and technical information retrieval results from the ever-expanding data volume has put forward higher requirements for the retrieval system engine. At the same time, it is clear that the unimodal data retrieval model will gradually be abandoned by the times. Researchers' willingness to search is gradually changing from unimodal data retrieval to inter-modal data retrieval [3]. Therefore, how to deeply integrate machine learning and deep learning algorithms for the characteristics of cross-media science and technology information data, so as to research highly accurate cross-modal semantic learning algorithms and achieve mutual retrieval of cross-modal data based on the algorithm is in line with the domestic and international technology development trend.

2 Acquisition and Feature Extraction Analysis of Cross-media S&T Information Data

Due to the increasing abundance of technology-related data resources, and the limited processing capacity of the stand-alone service system. Distributed cluster technology [4][5] is one of the main implementation methods of current big data technology [6]. Reference [7] proposes a w
ay to analyze industrial data using ETL data processing tools. The main function of ETL is to preprocess the data that needs to be processed, that is, the merging of multi-source data, data analysis and noise reduction, and dimension transformation. To improve the module performance, Hadoop's MapReduce or Spark can be used for parallel processing. References describe how to convert scientific and technological data of different information sources and structures into structured data and store the m in a relational database, and conduct structured sampling of key information on the data system. However, at present, there is no mature crawling system for heterogeneous cross-media scientific and technological information data at home and abroad. How to uniformly collect, store and preprocess the multi-source and heterogeneous cross-media scientific and technological information data is an urgent problem to be solved.

Vectorization is an indispensable component for feature extraction of cross-media technological information data. It is necessary to combine machine learning and deep learning algorithm processing to perform a certain degree of semantic mapping of the semantics in text resources and image resources. With the development of deep learning, the formation of more abstract and higher-level attribute representations slowly replaced traditional machine learning algorithms. Therefore, text feature extraction and image feature extraction based on deep learning have gained more and more attention and development in recent years. Among them, the autoencoder can accurately express data compression based on distributed. Yoon Kim proposed the TextCNN method, which applies convolutional neural networks to text feature extraction, but it does not perform well in text feature extraction with time series. Therefore, the text feature extraction introduces the RNN network which has a good effect in sequence processing, and on this basis, the development direction of the neural network is more in line with people's cognition. The concepts of memory and selective forgetfulness proposed by LSTM and GRU are also greatly improved on the basis of RNN network. The BERT model adopts the Transformer network structure to train the language model. BERT can pass additional output layers without modifying the model for specific tasks, and only fine-tune the pre-trained model to meet various tasks. Long Short-Term Memory (LSTM) handles and predicts important events by introducing a method called LSTM. Bi-directional Long Short-Term Memory (BiLSTM) combines forward and backward LSTMs to build networks. The network structure of ELMo constructed by designing a two-layer bidirectional LSTM. BERT - Flow transforms the anisotropic sentence embedding distribution into a smooth and isotropic Gaussian distribution by improving the BERT model.

On the other hand, for the research on semantic representation of image resources, Simonyan et al. proposed the VGGNet model in 2014. Convolutional neural networks are constructed by stacking, and experiments are used to explore the relationship between the depth of layers of convolutional neural networks and their performance. ZFNet introduces visualization technology capabilities to gain insight into the functions of the intermediate layers. Dhankhar et al. used a combination of ResNet-50 and VGG16 convolutional neural network to recognize facial expressions, and achieved good results in the KD50 dataset. Li Shan and others proposed an optimization method based on dual-angle parallel pruning. By cutting the model, the number of parameters of the VGG-16 neural network is reduced, and the accuracy of feature expression is improved on the basis of maintaining the training time of the original model. Therefore, how to accurately extract image features and text features from scientific and technological information data is also a problem to be studied in this paper.

However, at present, the feature extraction algorithm model for text resources and image resources has many parameters and deep network layers. As a result, more server resources are consumed and the inference time is longer. How to optimize the model structure and apply these algorithms in practical scenarios is a problem that needs to be solved.

3 Deep Semantic Learning of Cross-Media Science and Technology Information

In the research on the semantic representation of cross-media scientific and technological information data objects, for the analysis and mining of semantic features, it is necessary to reasonably integrate traditional machine learning algorithms and deep learning technologies to achieve the effect that the semantics of different modal data can be mapped to each other.
Canonical correlation analysis (CCA) [39] proposes a subspace to maximize pairwise correlations between two sets of heterogeneous data. Joint feature selection and subspace learning (JFSSL) [40] proposes an iterative algorithm to jointly solve the two problems of association metric and coupled feature selection. Correspondence autoencoder (Corr-AE) [41] designs dual single-mode encoder networks to construct cross-media models. Joint representation learning (JRL) [42] is able to jointly explore association and semantic information in a unified optimization framework. Deep semantic matching (Deep-SM) [43] constructs a dual deep neural mapping network to build a homogeneous semantic space.

GANs [44][45] are jointly constructed by the generator and the discriminator to expect a distribution similar to the target. The generator aims to use the sample data to analyze the learning rules, and try to generate the distribution of samples that are fake and real through the neural network model [46]; the discriminator uses the neural network to determine whether the data is real data or fake data generated by the generator. Through continuous adversarial training, the generator model is affected, and finally the effect of the generator model is achieved. Therefore, it is a deep learning method that generates models through adversarial training. During adversarial training, the neural network learns to generate a distribution that is close to the target distribution. Through research on deep learning, researchers have deeply integrated the idea of adversarial learning with cross-media semantic learning. Wang et al. [47] proposed a cross-media semantic learning (ACMR) algorithm based on adversarial learning, by designing a feature mapper to confuse the modality classifier and form a modality-invariant representation. Then, a modal classifier is designed in the network model to minimize the distance of similar semantic vectors in different modalities. This modal classifier consists of label predictions and triplet constraints. Finally, through the interaction between the two processes of feature mapper and modal classifier, different modal data are mapped into a common subspace.

He et al. [48] proposed an unsupervised cross-media retrieval (UCAL) algorithm, which has a good effect on cross-media semantic learning with less data annotations. Andrew[49] et al. proposed the Deep Canonical Association Analysis Algorithm (DCCA) by effectively combining the deep learning-based association analysis method. By sorting out complex relationships in cross-media semantic learning data, the literature [50] used the optimized DCCA algorithm to realize cross-media semantic learning between text modalities and image modalities. Peng et al. [51] proposed a cross-media structure to simulate the joint distribution of different modal data through a generative network, and proposed a cross-media convolutional autoencoder with weight sharing constraints to form a generative model. Reference [52] used CNN for cross-media data semantic learning training for the first time. Reference [53] proposed a method that combines the convolutional network model with correlation to achieve effective extraction of image depth features, thereby improving the performance of cross-media retrieval. With the development of deep network models, the deep image features extracted by the pre-trained VGGNet [54] network are combined with advanced homogeneous semantic algorithms to improve the accuracy of cross-media semantic learning algorithms. Semantic Similarity based Adversarial Cross Media Retrieval (SSACR) [55] proposed to build a semantic similarity matrix in the feature mapping network to measure the semantic similarity, and build a cross-media semantic learning model through adversarial training. Semantics-adversarial and Media-adversarial Cross-media Retrieval method (SMCR) [56] is proposed to minimize the loss of intra-media discrimination loss, inter-media consistency loss, and intra-semantics discrimination loss.

Prototype-based Adaptive Network (PAN) [57] utilizes a unified prototype to represent each semantic category across modalities, provides discriminative information for different categories, and adaptively learns cross-modal representations with the unified prototype as an anchor.

However, the research on cross-media scientific and technological information data is not yet mature, so how to propose a semantic learning algorithm for cross-media scientific and technological information data has become a problem that needs to be solved.

### 4 Cross-media Sci-tech Information Data Retrieval Based on Deep Semantic Features

The recognized search engine [58, 59, 60] dates back to 1990. The search engine can retrieve the file name on the
FTP server and return to the user where the file exists. After 30 years of development, search engine technology has continued to innovate. How to provide users with better and more accurate search results is the goal of search engine technology development [61]. As an open source search engine [62], Lucene mainly includes three major modules: index establishment, search, and management [63]. The search engine creates dictionaries and indexes through syntactic analysis and language processing [64-66]. The retrieval set is processed by relevance sorting. Lucene relies on this scoring mechanism to provide comprehensive and complete query services.

Since search engines [67] often have a huge amount of data deployed, it is bound to be difficult to retrieve efficiently using single-machine processing, so a distributed retrieval scheme is about to emerge [68]. Elasticsearch and Solr [69] rely on mechanisms such as distributed indexing, load balancing, and failover and recovery to provide retrieval capabilities. The retrieval process is to sort the correlation between the user query statement and the data in the Elasticsearch and Solr databases, and return the set above the correlation score threshold to the user as the retrieval result, and finally update the retrieval model according to the user's feedback on the retrieval result. Reference [70] fully utilizes and mines the information in the user's historical behavior data, introduces the attention mechanism to the user's historical behavior for weighted calculation, builds a deep neural interest network, and completes the personalized retrieval function. Reference [71] combined deep learning with a text retrieval system, and finally implemented a distributed [72] architecture-based text retrieval system using the big data technology platform Hadoop and Spark streaming computing framework. Reference [73] abstracts the internal logical structure of scientific literature and combines semantic retrieval with the subject similarity of knowledge units, thereby enhancing the efficiency of users to collect and utilize information. Reference [74] proposed a method to construct a knowledge graph to extract the relationship between scientific and technological entities and entities, thereby constructing a retrieval system. However, the current retrieval systems cannot intelligently search for the interests of scholars and users. Therefore, if the interests of different scholars and users can be integrated, retrieval combined with search terms has become a problem that needs to be solved at present. To sum up, the current retrieval systems for cross-media scientific and technological information have problems in data collection, inaccurate semantic understanding, and inability to perform intelligent retrieval based on the interests of scholars and users.

5 Conclusion

The Internet is flooded with all kinds of information. In the era of big data, accessing information through the Internet has become an indispensable part of people's daily life. Cross-media science and technology information data has different features from other data on the Internet because of its scientific and technological attributes. It has gradually become an important source for research scholars to explore current science and technology hotspots and plan future research directions. With the increasing abundance of science and technology information data, the traditional keyword matching model and unimodal retrieval method have gradually lagged behind the times and can hardly meet the daily research needs of research scholars to retrieve information. Therefore, based on the above research background, this paper investigates the semantic learning of cross-media science and technology information data.
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