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Abstract. We consider the plurality consensus problem for n agents. Initially, each agent has one of k opinions. Agents choose random interaction partners and revise their state according to a fixed transition function, depending on their own state and the state of the interaction partners. The goal is to reach a configuration in which all agents agree on the same opinion. If there is initially a sufficiently large bias towards some opinions one of them should prevail.

In this paper we consider a synchronized variant of the undecided state dynamics where the agents use so-called phase clocks. The phase clocks divide the time in overlapping phases. Each phase consists of a decision and a boosting part. In the decision part, any agent that encounters an agent with a different opinion becomes undecided. In the boosting part, undecided agents adopt the first opinion they encounter. We consider this dynamics both in the sequential population model and the parallel gossip model.

In the population model agents interact in randomly chosen pairs, one pair per time step. The runtime is measured in parallel time (number of interactions divided by n). We show that our protocol reaches consensus (w.h.p.) in $O(\log^2 n)$ parallel time, providing the first polylogarithmic result for $k > 2$ (w.h.p.) in this model. If there is an initial bias of $\Omega(\sqrt{n \log n})$, then (w.h.p.) that opinion wins.

The gossip model assumes parallel rounds. During each round every agent is allowed to communicate with one randomly chosen agent. Here it is known that consensus can be reached fast (in polylogarithmic time) if there is a bias of order $\Omega(\sqrt{n \log n})$ towards one opinion [Ghaffari and Parter, PODC’16; Berenbrink et al., ICALP’16]. Without any assumption on the bias, fast consensus has only been shown for $k = 2$ for the unsynchronized version of the undecided state dynamics [Clementi et al., MFC’18]. To account for the yet unsolved general case, we show that the synchronized variant of the undecided state dynamics reaches consensus (w.h.p.) in time $O(\log^2 n)$ for every initial configuration. Again, we guarantee that if there is an initial bias of $\Omega(\sqrt{n \log n})$, then (w.h.p.) that opinion wins.

A simple extension of our protocol in the gossip model yields a dynamics that does not depend on n or k, is anonymous, and has (w.h.p.) runtime $O(\log^2 n)$. This solves an open problem formulated by Becchetti et al. [Distributed Computing, 2017].
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1. Introduction

We consider plurality consensus in a distributed system consisting of \(n\) agents. Initially each agent is assigned one of \(k\) opinions. Agents interact in pairs and update their opinions based on other opinions they observe. Eventually, all agents must agree on the same opinion. Moreover, if there is a sufficiently large bias – i.e., the difference between the number of agents initially assigned to the most common and second most common opinion – the most common opinion should prevail.

Such consensus problems represent a fundamental primitive in distributed computing. Practical applications include fault tolerant sensor arrays (where a trustworthy result must be confirmed by a majority of the sensors) or majority-based conflict resolution (e.g., for CRCW PRAMs). They are also used in physics and biology to model huge dynamic systems of particles or bacteria, or in social sciences to study how opinions form and spread through social interactions. See [9] for references and further applications.

Our focus lies on a specific family of consensus protocols, the undecided state dynamics (USD) [5, 10]. Here, interaction pairs are chosen randomly. Any agent that encounters an agent with a different opinion becomes undecided (loses its opinion). Subsequently, such undecided agents adopt the first opinion they observe. Variants of this simple idea have been studied in different models and have proven to be surprisingly efficient and robust. We consider a variant of the USD in two models, namely in (i) the population model, where each time step one pair of randomly chosen agents interact; and (ii) the gossip model, where every agent simultaneously interacts in discrete rounds with another randomly chosen agent. Section 2 provides a formal description of both models.

Berenbrink et al. [17] and Ghaffari and Parter [33] introduce a synchronized version of the USD in the gossip model. Here, a synchronization mechanism known as phase clocks is used to make the agents jointly progress through phases of length \(\Theta(n)\), alternating between decision parts (where agents become undecided if they encounter a different opinion) and boosting parts (where undecided agents adopt one of the remaining opinions). The results from [17, 33] showed that such a synchronized USD reaches consensus in \(O(n \log n)\) rounds w.h.p., a significant speedup compared to the original USD in the gossip model (for which there are initial configurations where it requires \(\Omega(n\log n)\) rounds [10]). However, the results of [17, 33] hold only if there is an initial bias of \(\Omega(n)\) towards one opinion. In fact, we do not know of any simple dynamics in the gossip model that achieves consensus for \(k > 2\) in polylogarithmic time and requires no bias.

Results in a Nutshell. We consider the synchronized USD protocol for both the population and the gossip model. Our results hold for the general case of up to \(n\) opinions and independently of any bias. Our protocols reach, w.h.p., consensus in \(O(n \log^2 n)\) interactions in the population model and in \(O((\log k + \log \log n) \cdot \log n)\) rounds in the gossip model. Both protocols have the following property: if there is a plurality opinion (support by an additive term of at least \(\Omega(n \log n)\) larger compared to any other opinion), the agents agree on that opinion. Otherwise, they agree on what we call a significant opinion (an opinion whose support is at most \(O(n \log n)\) smaller than the maximum support). The population protocol requires only \(k \cdot O(n)\) states per agent (\(k + O(\log n)\) bits), while in the gossip model we require \(\log k + O(\log \log k + \log \log n)\) bits per agent. To the best of our knowledge, our protocols are the first protocols that solve the consensus problem in these two models without restrictions on the number of opinions or the initial bias in polylogarithmic time. If the initial configuration has an additive bias of order \(\Omega(n \log n)\), our results essentially match the known results from [17, 33].

Our protocols use simple phase clock implementations for the synchronization, which allows us to focus on our main contribution – completely unconditional bounds for the synchronized USD. However, by using more sophisticated phase clock implementations, both of our protocols can be
improved. In particular, in the case of the gossip model we can avoid any knowledge of $n$, such that the protocol becomes uniform. This allows us to answer an open question from [11], who asked for a simple dynamics (which should specifically be anonymous and uniform) that achieves plurality consensus in polylogarithmic time for any $k$ and any initial configuration. Details for this uniform protocol can be found in Appendix C.

For both protocols the main challenge is to handle the case without a clear bias, i.e., there is almost no difference between the number of agents initially assigned to the most common and second most common opinion, and where the number of opinions $k$ lies in $\Omega(\sqrt{n}/\log n)$ and $O(\sqrt{n})$. In these cases the support of the opinions is too small to be tracked via concentration bounds but at the same time the support of all opinions is large enough to prevent them from vanishing fast. The only results for the unbiased case and large $k$ known from the literature rely on a coupling with the so-called VOTER process [14, 32]. This approach results in a convergence time of $O(n^{2/3})$ instead of the polylogarithmic convergence time shown here.

The analysis for our population protocols is divided into three cases, depending on the number of opinions $k$ (see Sections 3.2 to 3.4). Section 3.1 gathers several results which we use in all three cases. At the beginning of each of these sections we give a detailed overview about the analysis methods and we compare our approach with existing results. The analysis of the Gossip protocol is based on the analysis of the population protocol and can be found in Appendix B.

Related Work.

In this overview we focus on plurality consensus, a term that typically refers to comparatively simple consensus protocols under random, pairwise interactions that aim to agree on one of possibly many opinions. A more detailed discussion of distributed consensus problems can be found in [9].

Undecided State Dynamics. Angluin et al. [5] introduced the undecided state dynamics (USD) in the population model and consider two opinions. They show that their 3-state protocol reaches consensus w.h.p. in $O(n \cdot \log n)$ interactions. If the bias is of order $\omega(\sqrt{n} \cdot \log n)$ it converges towards the initial majority w.h.p. Condon et al. [22] reduced this required bias to $\Omega(\sqrt{n} \log n)$. It is worth mentioning that they also consider a variant of plurality consensus with $k$ opinions in a communication model in which three randomly chosen agents interact in a step. In this variant, if an agent interacts with two other agents of the same opinion then it adopts this opinion. They show that the system converges to the initial majority within $O(kn \log n)$ interactions w.h.p., provided the initial bias is large enough. Clementi et al. [21] study the USD in the gossip model. They also consider the unbiased case and $k = 2$ opinions and show that, w.h.p., the protocol reaches consensus in $O(\log n)$ rounds. Moreover, they show that the plurality opinion prevails if the initial bias is $\Omega(\sqrt{n} \log n)$. Their analysis partitions the configuration space into a total of seven cases, depending on the magnitude of a possible bias and on the number of undecided agents, which makes it hard to apply the approach to arbitrary values of $k$. Another recent work by D’Amore et al. [24] also considers the USD with $k = 2$. While they require the usual initial bias of $\Omega(\sqrt{n} \log n)$ they introduce noise in their model which may modify sent messages with a certain probability $p$. Within $O(\log n)$ time their protocol reaches a bias of $\Theta(n)$ towards the initial majority. Becchetti et al. [10] adopt the USD to the gossip model and generalize it to $k = O((n/\log n)^{1/3})$ opinions. Given an initial multiplicative bias, their protocol requires, w.h.p., $O(k \cdot \log n)$ rounds to achieve consensus on the plurality opinion. Deviating slightly from the original USD definition, Berenbrink et al. [17] and Ghaffari and Parter [33] consider a synchronized version of the USD. For the synchronization, both suggest basically the same protocol, which uses counters to partition time into phases of length $\Theta(\log k)$. Agents can become undecided only at the start of such a phase and use the rest of the phase to obtain a new opinion. Both protocols achieve consensus in $O(\log k \log n)$
Consensus in the Population Model. With respect to plurality consensus there are two lines of related work. One considers the (exact) majority problem, where one seeks to achieve (guaranteed) majority consensus among \( k = 2 \) opinions, even if the additive bias is as small as one \([1, 2, 3, 12, 15, 16, 19, 28, 29, 39, 40, 42]\). The currently best protocol by Doty et al. [27] solves exact majority with \( O(\log n) \) states and \( O(\log n) \) stabilization time, both in expectation and w.h.p. Alistarh et al. [1] show that any stable majority protocol using \( \log \log n / 2 \) states requires \( \Omega(n^2 / \log n) \) interactions in expectation. Assuming some natural properties, Alistarh et al. [2] show that any majority protocol which stabilizes in expected \( n^2 \cdot \Omega(1) \) interactions requires \( \Omega(\log n) \) states.

The other line of research [13, 44, 47] is related to signal processing and studies voting on graphs. On the complete graph, the model becomes equivalent to the population model. Bénézit et al. [13] provide plurality consensus protocols for \( k \in \{3, 4\} \) with 15 and 100 states, respectively. Salehkaliedybar et al. [47] provide a protocol for arbitrary \( k \) that uses \( O(k \cdot 2^k) \) states. Natale and Ramezani [44] improve the number of states to \( O(k^{11}) \) and establish a lower bound of \( \Omega(k^2) \) states to solve plurality consensus with probability 1. In a recent result [8], the authors consider a variant of the population model where agents are activated by random clocks. The authors show that consensus is reached by all but a \( 1/\text{poly} \log n \) fraction of agents in \( O(\log \log \alpha k \log k + \log \log n) \) time, provided a sufficiently large bias is present.

Consensus in the Gossip Model. Different types of consensus processes on graphs have been considered in the gossip model. In the VOTER process (see [18, 23, 35, 36, 43]), in each round every agent adopts the opinion of a single, randomly chosen neighbor. In the TWOCHOICES process, every agent samples two random neighbors and, if their opinions coincide, adopts their opinion. In the 3MAJORITY dynamics, each agent samples three random neighbors and adopts the majority opinion among the samples, breaking ties uniformly at random.

Elsässer et al. [30] consider the TWOCHOICES process on the complete graph. For an additive bias of \( \Omega(\sqrt{n \log n}) \) and \( k = O(n^\epsilon) \) (for a constant \( \epsilon > 0 \)), they show that the initially largest opinion wins in \( O(k \cdot \log n) \) rounds. The authors of [32] consider the consensus problem for arbitrary initial configurations in the gossip model. They show that both TWOCHOICES with \( k = O(\sqrt{n / \log n}) \) and 3MAJORITY with \( k = O(n^{1/3} / \log n) \) reach consensus in \( O(k \cdot \log n) \) rounds. The latter result improves a result by Becchetti et al. [11]. Another result from [32] shows that, for arbitrary \( k \), 3MAJORITY reaches consensus w.h.p. in \( O(n^{2/3} \log^{3/2} n) \) rounds, improving upon a bound by Berenbrink et al. [14]. The analysis is based on a coupling with the slow VOTER process and cannot be applied to yield polylogarithmic runtime bounds [14].

Schoenebeck and Yu [48] consider a general model for multi-sample consensus on graphs for \( k = 2 \) opinions. Another related process is the MEDIANRULE [26], which requires a total order on the \( k \) opinions. Here, in each round every agent adopts the median of its own and two sampled value. This protocol reaches consensus w.h.p. in \( O(\log k \log \log n + \log n) \) rounds. Note that a total order on \( k \) is a comparatively strong assumption and not required by any of the other protocols (including ours).
2. Models and Results

We consider a system of $n$ identical, anonymous agents. Initially, each agent has one of $k$ possible opinions, which we represent as numbers from the set $\{1, 2, \ldots, k\}$. We do not assume an order among the opinions. A configuration describes the current state of the system and can be represented as an (unsorted) vector $\mathbf{x} = (x_i)_{i=1}^{k} \in \{0, 1, \ldots, n\}^k$, where $x_i$ is the support of opinion $i$, defined as the number of agents with opinion $i$.

The (additive) bias of a configuration $\mathbf{x}$ is $x(1) - x(2)$, where $x(i)$ denotes the support of the $i$-th largest opinion (ties broken arbitrarily but consistently). The multiplicative bias is defined as $x(1)/x(2)$. In the analysis we also use $x_{\text{max}} = x(1)$ to denote the support of the largest opinion. For any opinion $i$ with $x_i = x_{\text{max}}$ we say opinion $i$ provides $x_{\text{max}}$. Additionally, we call an opinion $i$ significant if $x(i) \geq x(1) - \xi \cdot \sqrt{n} \log n$ (the constant $\xi$ is specified in Definition 1 and originates from our analysis in Section 3). An opinion that is not significant is called insignificant. We use $S(\mathbf{x})$ to denote the set of opinions in configuration $\mathbf{x}$ that are significant.

| Actions performed when agents $(u, v)$ interact: |
|---|
| **Decision Part:** clock$[u] < 2\tau \log n$ |
| if clock$[u] < 2\tau \log n$ and not decision$[u]$ then |
| if opinion$[u] \neq$ opinion$[v]$ then |
| undecided$[u] \leftarrow$ True |
| else |
| undecided$[u] \leftarrow$ False |
| decision$[u] \leftarrow$ True |
| **Boosting Part:** clock$[u] \geq 2\tau \log n$ |
| if clock$[u] \geq 2\tau \log n$ and undecided$[u]$ then |
| if not undecided$[v]$ then |
| undecided$[u] \leftarrow$ False |
| opinion$[u] \leftarrow$ opinion$[v]$ |
| decision$[u] \leftarrow$ False |
| **Leaderless Phase Clock [2]** |
| if clock$[u] \leq (6\tau \log n)$ clock$[v]$ then |
| clock$[u] \leftarrow (\text{clock}[u] + 1) \mod 6\tau \log n$ |
| else |
| clock$[v] \leftarrow (\text{clock}[v] + 1) \mod 6\tau \log n$ |

**Algorithm 1:** Population model.

| Actions performed when agents $(u, v)$ interact: |
|---|
| **Decision Part:** round$[u] = 0$ |
| if round$[u] = 0$ then |
| if opinion$[u] \neq$ opinion$[v]$ then |
| undecided$[u] \leftarrow$ True |
| else |
| undecided$[u] \leftarrow$ False |
| **Boosting Part:** round$[u] > 0$ |
| if round$[u] > 0$ and undecided$[u]$ then |
| if not undecided$[v]$ then |
| undecided$[u] \leftarrow$ False |
| opinion$[u] \leftarrow$ opinion$[v]$ |
| **Synchronization by counting modulo** $(\tau_{\text{bc}} + 1)$ |
| round$[u] \leftarrow (\text{round}[u] + 1) \mod (\tau_{\text{bc}} + 1)$ |

**Algorithm 2:** Gossip model.

2.1. Population Model

In the population model [4], agents are finite state machines. While the original model assumed a constant number of states per agent, more recent results allow a state space whose size depends on $n$. In every time step, one pair of agents $(u, v)$ is chosen independently and uniformly at random to interact. During such an interaction, both agents update their states according to a common transition function $\delta$: $Q \times Q \rightarrow Q \times Q$, where $Q$ is the state space. Note that we allow interactions of the form $(u, u)$, i.e., we allow agents to interact with themselves. A population protocol is uniform if the transition function does not depend on the number of agents $n$, although the number of states used during an execution may still be a function of $n$. The (parallel) runtime of a consensus
The population protocol is the number of interactions until all agents agree on the same opinion, divided by the number of agents \( n \). Note that any population protocol for plurality consensus requires at least \( k \) states per agent (to store the agent’s current opinion).

The state of an agent \( u \) is a tuple \((\text{clock}[u], \text{opinion}[u], \text{decision}[u], \text{undecided}[u])\) (see Algorithm 1). \( \text{opinion}[u] \in \{1, 2, \ldots, k\} \) stores the current opinion of agent \( u \). The Boolean variable \( \text{undecided}[u] \) indicates whether agent \( u \) is currently undecided and \( \text{decision}[u] \) indicates whether agent \( u \) has already performed an interaction in the decision part. Both flags are initialized to False.

Our protocol uses the leaderless phase clock from \([2]\) (which runs on every agent) to divide the interactions into phases, each consisting of \( O(n \log n) \) interactions. The first part of a phase is called decision part and the second part is called boosting part. In the decision part, every agent becomes undecided if and only if its first interaction partner has a different opinion. In that case it sets its undecided bit. In the boosting part, every undecided agent adopts the opinion of a randomly sampled agent that is not undecided. This agent propagates its opinion to other undecided agents in subsequent steps.\(^1\) The clock of agent \( u \) uses the variable \( \text{clock}[u] \) (initially 0) which can take values in \( \{0, \ldots, 6\tau \log n - 1\} \) for a suitably chosen constant \( \tau \). In each interaction, the smaller\(^2\) of the two values \( \text{clock}[u] \) and \( \text{clock}[v] \) is increased by one modulo \( 6\tau \log n \). For a polynomial number of interactions it guarantees \([2, \text{see Section } 4]\) that for any pair of agents \( u \) and \( v \) the distance\(^3\) between \( \text{clock}[u] \) and \( \text{clock}[v] \) is at most \( \tau \log n \), and every agent participates in \( \Omega(\log n) \) interactions in every phase. Hence, it cleanly separate the decision and boosting parts. Our main result for the population model follows.

**Theorem 1.** Consider Algorithm 1 on an initial configuration \( \mathbf{x} \) with \( k \leq n \) opinions. The algorithm uses \( k \cdot \Theta(\log n) \) states per agent and has the following properties:

1. All agents agree on a significant opinion in \( O(\log^2 n) \) parallel time, w.h.p.
2. Assume \( \mathbf{x} \) has additive bias of \( \xi \cdot \sqrt{n} \cdot \log n \) and multiplicative bias of \( \alpha \). W.h.p. the algorithm reaches a configuration in which all agents agree on the initial plurality opinion in time
   - \( O(\log n \cdot \log \log n) \) if \( k \leq \sqrt{n}/ \log n \) and
   - \( O(\log n \cdot (\log \log n + \log \log n)) \) if \( k > \sqrt{n}/ \log n \).

An alternative implementation of the protocol uses the junta-driven phase clock \([5, \text{Berenbrink et al. } [16], \text{and Gasieniec and Stachowiak } [31]\]. This reduces the number of required states to \( k \cdot \Theta(\log \log n) \) but results in a more complicated protocol. Thus, we opted here for the slightly less efficient but more simple phase clock. Using the alternative, more efficient implementation, we also get a stable protocol (i.e., eventually all agents agree on the same opinion). The analysis of Theorem 1 is presented in Section 3.

### 2.2. Gossip Model

In the gossip model \([9, 10, 20]\) the agents interact simultaneously in synchronous rounds. In each round every agent \( u \) opens a communication channel to one other agent \( v \) chosen independently and uniformly at random. Agents have local memory (measured in bits) and may perform an arbitrary amount of local computations during each round. Time is measured in parallel rounds. Note that any gossip protocol for plurality consensus requires at least \( \log k \) bits of local memory per agent (to store the agent’s current opinion).

\(^1\) For \( k = \omega(n/\log n) \) it might happen with non-negligible probability that there is not a single decided agent after the decision part. See Section 3.4 for more details on how we resolve this case.

\(^2\) Smaller w.r.t. the circular order modulo \( m = 6\tau \log n \), defined as \( a \leq_{(m)} b \equiv (a \preceq b \text{ xor } |a - b| > m/2) \).

\(^3\) Distance w.r.t. the circular order modulo \( m = 6\tau \log n \), defined as \( |a - b|_{(m)} = \min \{|a - b|, m - |a - b|\} \).
Our protocol is specified in Algorithm 2. Because of the synchronous rounds, it is possible to synchronize agents into phases by simply counting the rounds. We use the variable rounds[\(u\)] (initially 0) for this counter and count modulo \(\tau_{bc} + 1\). Here, \(\tau_{bc} = \Theta(\log k + \log \log n)\) denotes the time required for a broadcast process to succeed w.h.p. when starting with \(n/k\) many informed agents (see [37]). Similar to our protocol from Section 2.1, our gossip protocol alternates between a decision part (a single round) and a boosting part (multiple rounds). In the decision part (rounds[\(u\)] = 0), every agent samples one other agent and becomes undecided if and only if the sample has a different opinion. In the boosting part (rounds[\(u\)] > 0) every undecided agent keeps randomly sampling other agents and adopts the first opinion it sees. The variables opinion[\(u\)] and undecided[\(u\)] store the opinion of agent \(u\) and whether it is undecided. Our main result for the gossip model is as follows.

**Theorem 2.** Consider Algorithm 2 on an initial configuration \(x\) with \(k \leq n\) opinions. The algorithm uses \(\log k + \Theta(\log \log k + \log \log n)\) bits of memory per agent and has the following properties:

1. All agents agree on a significant opinion after \(O((\log k + \log \log n) \cdot \log n)\) many rounds, w.h.p.
2. Assume \(x\) has additive bias of \(\xi \cdot \sqrt{n} \cdot \log n\) and multiplicative bias of \(\alpha\). W.h.p. the algorithm reaches a configuration in which all agents agree on the initial plurality opinion in time
   - \(O((\log k + \log \log n) \cdot \log \log n)\) if \(k \leq \sqrt{n}/\log n\) and
   - \(O(\log k \cdot (\log \log n + \log \log n))\) if \(k > \sqrt{n}/\log n\).

Our bounds (essentially) match those from [17] but – in contrast to [17] – require no assumptions on \(k\) or on the bias. If \(k\) is not known in advance, one can initialize \(\tau_{bc} = \Theta(\log n)\) [37]. In that case the algorithm uses \(\log k + \Theta(\log n)\) bits of local memory and follows the runtime bounds stated in Theorem 1. It is also possible to replace the simple counter modulo \(\tau_{bc} + 1\) by a uniform clock. The main idea is to use the approach described in [1] to sample an approximation of \(\Theta(\log n)\) for \(\tau_{bc}\). This solves an open question from [11]. See Appendix C for the details. Note that the definition of this uniform protocol does not depend on \(n\) or \(k\), but the number of states used by the agents do depend on \(n\). It is a more general open question whether plurality consensus can be solved in polylogarithmic time using only constantly many additional states. The proof of Theorem 2 follows along the same lines as the proof for the population model and can also be found in the appendix.

3. Analysis for the Population Model

In this section we analyze our consensus protocol for the population model. In Section 3.1 we start with fundamental concentration results that describe the evolution of opinions throughout one fixed phase. Then, in Sections 3.2 to 3.4 we consider three different cases, depending on the initial number of opinions \(k\). The proof of the first part of Theorem 1 follows immediately from three propositions, Proposition 8 in Section 3.2, Proposition 9 in Section 3.3, and Proposition 12 in Section 3.4. The proof of the second part of the theorem closely resembles the proofs in [17, 33]. For completeness, a detailed proof of Theorem 1 is given in Appendix A.5.

In our analysis, we assume that the phase clocks properly separate the boosting and decision parts of the considered phases. This follows from [2, 46], where it is shown that for a polynomial number of phases and for any pair of agents \(u\) and \(v\) the distance between clock[\(u\)] and clock[\(v\)] w.r.t. the circular order modulo \(6\tau \cdot \log n\) is less than \(\tau \log n\), w.h.p. The choice of \(\tau\) also ensures that every undecided agent is able to adopt an opinion in the boosting phase of a phase, w.h.p.

The strict phase synchronization allows us to define a series of random vectors \(X = (X(t))_{t \in \mathbb{N}}\) that describe the configurations at the beginning of phase \(t\) where the \(i\)-th entry \(X_i(t)\) is the number of agents with opinion \(i\). For the analysis we also define a series of random vectors \(Y = (Y(t))_{t \in \mathbb{N}}\) where \(Y_i(t)\) is the number of decided agents with opinion \(i\) at the beginning of the boosting part.
of phase $t$. Finally, the series $X_{\text{max}} = (X_{\text{max}}(t))_{t \in \mathbb{N}}$ describes the size of the support of the largest opinion. In general, we use bold font to denote vectors, non-bold font to denote vector components, and capital letters for random variables. When we fix the value of a random variable at the beginning of a phase $t$, we use lowercase letters, e.g., $X(t) = x(t)$. When it is clear from the context, we omit the parameter $t$ in the proofs.

The following observation shows that the opinion distribution after the decision part can be described by a binomial distribution. Note that $\|Y(t)\|_1$ denotes the number of decided agents at the beginning of the $t$-th boosting part.

**Observation 3** (Decision Part). Assume $X(t) = x(t)$ is fixed and let $Y(t)$ be the configuration at the beginning of the boosting part of phase $t$. Then, for $1 \leq i \leq k$, the $Y_i(t)$ have an independent binomial distribution with $Y_i(t) \sim \text{Bin}(x_i(t), x_i(t)/n)$. Additionally, for $\psi(t) := \mathbb{E}[\|Y(t)\|_1] = \sum_{i=1}^{k} x_i(t)^2/n$ we have $n/k \leq \psi(t) \leq x_{\text{max}}(t)$.

The opinion distribution after the boosting part can be modeled by a so-called Pólya-Eggenberger distribution. The Pólya-Eggenberger process is a simple urn process that runs in multiple steps. Initially the urn contains $a$ red and $b$ blue balls, where $a, b \in \mathbb{N}_0$. In each step of the process, one ball is drawn from the urn uniformly at random, its color is observed, and the ball is then returned together with one additional ball of the same color. The corresponding Pólya-Eggenberger distribution $\text{PE}(a, b, m)$ describes the number of total red balls that are contained in the urn after $m$ steps. In order to bound $X_i(t+1)$ we use tail inequalities (Theorem 1 and Theorem 47) shown in the full version of [8]. For convenience, we state these bounds in Appendix D.2.

**Observation 4** (Boosting Part). Assume $Y(t) = y(t)$ is fixed and $\|y(t)\|_1 \geq 1$. Let $X(t+1)$ be the configuration at the beginning of the decision part of phase $t + 1$. Then, for $1 \leq i \leq k$, $X_i(t+1)$ has Pólya-Eggenberger distribution $X_i(t+1) \sim \text{PE}(y_i(t), \|y(t)\|_1 - y_i(t), n - \|y(t)\|_1)$ with $\mathbb{E}[X_i(t+1)] = y_i(t) \cdot (n/\|y(t)\|_1)$.

**Proof.** This follows from an easy coupling of the boosting part with the Pólya-Eggenberger process defined as follows. Let $\ell_0 \geq 1$ be the number of decided agents at the beginning of the boosting part. For $\ell_0 < i \leq n$ the process picks an arbitrary one of the undecided agents. This agent chooses one of the $\ell_{i-1}$ decided agents uniformly at random and adopts its opinion, resulting in $\ell_i := \ell_{i-1} + 1$. The coupling of our process with this process is now straight-forward by discarding all interactions which do not change the number of decided agents. \hfill \square

Finally we introduce some important constants that we use throughout our analysis.

**Definition 1.** We define $\xi := (160 \cdot c_w)^2 + (148 \cdot c_p)^2$, $c_w := 8\sqrt{1 + 2/\varepsilon^*}$, $\varepsilon^* := \varepsilon_p/192$ and $c_k := 4 \cdot (2625 + c_p)^2$. The constants $1 > \varepsilon_p > 0$ and $c_p > 1$ originate from the Pólya-Eggenberger concentration results of [8].

**Definition 2.** Opinion $i$ in configuration $x$ is called super-weak iff $x_i \leq c_w \cdot \sqrt{\log n}$, weak iff $c_w \cdot \sqrt{n \log n} < x_i < 0.9 \cdot x_{\text{max}}$, and strong iff $x_i \geq 0.9 \cdot x_{\text{max}}$.

### 3.1. Analysis of a Single Phase

In this section we analyze the evolution of opinions throughout some fixed phase $t$. The following lemma gives Chernoff-like guarantees for a large range of deviations and opinion sizes.

**Lemma 5.** Fix $X(t) = x(t)$ and an opinion $i$ with support $x_i(t)$. Furthermore, let $\psi = \sum_{j=1}^{k} x_j(t)^2/n$. Then, for any $0 < \delta < x_i(t)/\sqrt{n}$ and a suitable small constant $\varepsilon^* > 0$

$$\Pr \left[ X_i(t+1) < \frac{x_i(t)^2}{\psi} - \frac{x_i(t)}{\psi} \sqrt{n\delta} \right] \leq 7e^{-\varepsilon^* \delta^2} \quad \text{and} \quad \Pr \left[ X_i(t+1) > \frac{x_i(t)^2}{\psi} + \frac{x_i(t)}{\psi} \sqrt{n\delta} \right] \leq 7e^{-\varepsilon^* \delta^2}. $$
Observation 3. If \( Y_i(t) \) follows a binomial distribution for every opinion. This allows us to bound \( Y_i(t) \) as well as \( \|Y(t)\|_1 \) with Chernoff bounds. Then we continue to analyze the boosting part of phase \( t \). Following Observation 4 we can model \( X_i(t+1) \) via a Pólya-Eggenberger distribution as a function of \( Y_i(t) \) and \( \|Y(t)\|_1 \). Conditioned on the outcome of the decision part we apply a concentration bound for the Pólya-Eggenberger distribution to bound \( X_i(t+1) \) (see Theorem 37).

Lemma 5 does not give high probability for opinions with small support. In Appendix A.1 we provide a coarse bound for this regime (Lemma 13).

Recall that opinion \( j \) is insignificant in configuration \( x \) if \( x_j < x_{\text{max}} - \xi n/\log n \), and \( S(x) \) is the set of significant opinions in configuration \( x \). Note that in our setting any significant opinion can win, and the largest opinion (which provides \( X_{\text{max}} \)) can change over time. The next lemma shows that if an opinion becomes insignificant it cannot become significant again w.h.p.

Lemma 6. Fix \( X(t) = x(t) \). Then, \( S(X(t+1)) \subseteq S(x(t)) \) w.h.p.

The following lemma is key to the analysis of the most challenging case where \( \sqrt{n}/\log n \leq k \leq \sqrt{n}/c_k \). The proof is structured into two cases. If almost all opinions have a support close to that of the largest opinion, then none of them grow much \textit{in expectation}. Interestingly, the dynamic of the process allows that at least one of these opinions increases its support significantly, and at the end will win the battle between these large opinions in polylogarithmic time. To prove this, we develop a novel anti-concentration result which models exactly this phenomenon.

Lemma 7. Fix \( X(t) = x(t) \). Let \( c = \varepsilon^*/625 > 0 \) be a small constant.

1. If \( \sqrt{n} \leq x_{\text{max}}(t) \leq \sqrt{n} \log n \) then
   \[
   \Pr[X_{\text{max}}(t+1) > (1 + 1/60) \cdot x_{\text{max}}(t)] \geq 1 - 7 \exp\left(-c \cdot (x_{\text{max}}(t))^2/n\right)
   \]

2. If \( \sqrt{n} \log n < x_{\text{max}}(t) < \sqrt{n} \log^{3/2} n \) then
   \[
   \Pr[X_{\text{max}}(t+1) > x_{\text{max}}(t) + (1/60) \cdot \sqrt{n} \log n] \geq 1 - 7 \exp(-c \cdot \log n)
   \]

Proof Sketch. We only consider the first statement of Lemma 7. The proof for the second statement is similar. First consider the easy case where we have a small number of large opinions that battle to win the majority. Let \( i \) be the opinion with the largest support at the beginning of some phase \( t \). In this case we track this opinion throughout the phase and use Lemma 5 to show that its support grows by a factor of at least \( 1 + 1/60 \). Note that at the end of the phase another opinion may provide \( X_{\text{max}}(t+1) \). Still, in both cases \( X_{\text{max}}(t+1) \geq (1 + 1/60) \cdot x_{\text{max}}(t) \).

In the second case we have a set \( \mathcal{L} \) of more than \( \sqrt{n}/\log^4 n \) \textit{large} opinions that have support at least \( 0.9 \cdot x_{\text{max}}(t) \). First, we consider the decision part of phase \( t \). Recall that \( Y_i(t) \) is defined as the number of decided agents with opinion \( i \) at the beginning of the boosting part of phase \( t \), and \( Y_i(t) \sim \text{Bin}(x_i(t), x_i(t)/n) \) (Observation 3). Note that for all \( i \in \mathcal{L} \) we have \( \mathbb{E}[Y_i(t)] > 0.81 \cdot x_{\text{max}}(t)/n \) and \( \sqrt{\text{Var}[Y_i(t)]} \approx \sqrt{\mathbb{E}[Y_i(t)]} \). First we will show that w.h.p. there exists an opinion \( i \in \mathcal{L} \) \( Y_i(t) > \mathbb{E}[Y_i(t)] + (1/2) \cdot \sqrt{\log n} \cdot \text{Var}[Y_i(t)] \). To prove this we use an anti-concentration result for the binomial distribution (stated in Lemma 40 in Appendix D).
Next we track opinion $i$ through the boosting part of phase $t$. Recall that $X_j(t)$ is defined as the number of decided agents with opinion $j$ at the beginning of phase $t$. $X_j(t + 1)$ follows the Pólya-Eggenberger distribution with $\mathbb{E}[X_j(t + 1)] = Y_j(t) \cdot (n/\|Y(t)\|_1)$ (Observation 4). We estimate

$$\mathbb{E}[\|Y(t)\|_1] := \sum_{i=1}^{k} \frac{x_i^2(t)}{n} \leq \sum_{i=1}^{k} \frac{x_i(t) \cdot x_{\max}(t)}{n} = x_{\max}(t) \cdot \sum_{i=1}^{k} \frac{x_i(t)}{n} = x_{\max}(t).$$

Using Chernoff bounds, we show that $\|Y(t)\|_1 < x_{\max}(1 + o(1))$ w.h.p. Since $Y_i(t) \geq \mathbb{E}[Y_i(t)] + (1/2) \cdot \sqrt{\log n \cdot \text{Var}[Y_i(t)]}$ we have

$$\mathbb{E}[X_i(t + 1)] \geq \left( \mathbb{E}[Y_i(t)] + \frac{1}{2} \cdot \sqrt{\log n \cdot \text{Var}[Y_i(t)]} \right) \cdot \frac{n}{\|Y(t)\|_1} \geq \left( 0.81 \cdot \frac{x_{\max}^2(t)}{n} + \frac{1}{2} \frac{\sqrt{\log n \cdot 0.81 \cdot x_{\max}^2(t)}}{n} \right) \cdot \frac{n}{x_{\max}(t)(1 + o(1))} \geq 1.2 \cdot x_{\max}(t)$$

The last step follows from $x_{\max}(t) \leq \sqrt{n \log n}$. While this is just an expected value, we employ a Pólya-Eggenberger concentration result (see Theorem 1.1 of [8]) in our detailed analysis and show that a similar bound indeed holds for $X_j(t + 1)$ with probability $1 - \exp(-\Omega(x_{\max}(t)^2/n))$. 

\textbf{3.2. Consensus for $k \leq \sqrt{n}/\log n$}

In this case the analysis uses the general approach from [32] where the authors analyze the majority process for $k$ opinions. Opinions are classified as strong, weak or super-weak, depending on their support. The authors of [32] divide time into epochs of length $O((\frac{5}{6})^i \cdot k \log n)$ and show that at the end of the $i$-th epoch the support of the largest opinion grows by a constant factor and the fraction of non-super-weak opinions decreases by a constant factor. As super-weak opinions remain super-weak this implies that eventually consensus is reached in time $O(k \log n)$.

Our approach is different and exploits the properties of the undecided state dynamics (USD) which, for example, allows us to avoid both epochs of different length as well as a total runtime that is linear in $k$. Throughout our analysis we consider all pairs of opinions. We show that during $O(\log n)$ phases at least one opinion in each pair becomes weak and, eventually, super-weak. If both opinions in a pair are initially strong we apply (similar to [32]) the drift result of [26] to show that their support drifts apart. Hence, only one of the strong opinion prevails, which will be adopted by every agent within a constant number of additional phases.

\textbf{Proposition 8.} Assume $X(t)$ is a configuration with $k < \sqrt{n}/\log n$ opinions. Then, after $O(\log n)$ phases, all agents agree on some opinion $i \in S(X(t))$, w.h.p.

\textbf{3.3. Consensus for $\sqrt{n}/\log n < k \leq \sqrt{n}/c_k$}

This is the most interesting part of our analysis. In [32] this range of $k$ was analyzed via a coupling with the VOTER process, which results in a runtime polynomial in $n$. This case contains many configurations which are hard to handle, such as the following one: $\sqrt{n}/\log n \log n$ opinions have a support of $\sqrt{n} \log \log n$ each. According to our definition of strong, weak and super-weak, all the opinions are strong and super-weak at the same time. The support of the opinions is too small to be tracked via concentration bounds (which typically requires a support of $\Omega(\sqrt{n} \log n)$ – see the constraint on $\delta$ in Lemma 5) but at the same time the support of all opinions is large enough to prevent them from vanishing fast (which typically happens for opinions with support $O(\sqrt{n})$).
Another problem we have to deal with in our analysis is that the opinions which provide the maximum support $X_{\text{max}}$ can change over time. This prevents us from using the approach from [17, 33] who show that the support of the (unique, unchanging) maximum opinion (or the bias) grows over time. In our case, there might be many opinions with a support close to $X_{\text{max}}(t)$ in a certain phase $t$, preventing us from tracking the growth of one fixed opinion. Moreover, it is not clear that in such situations $X_{\text{max}}$ increases sufficiently in every phase with high probability.

Our novel proof strategy is to show that, due to the variance of the process, there is (at least) one opinion which gains a support of size $\Omega(\sqrt{n}\cdot \log^{3/2} n)$ within $O(\log n)$ phases (Lemma 10). Since we cannot track one fixed opinion (as any one of them might fall behind or even die out), we analyze how $X_{\text{max}}$ changes over time via a drift result from [26]. We show that in a certain period of time a sequence of successful phases exists, in each of which $X_{\text{max}}$ grows by a constant factor, and one opinion eventually wins this battle of candidates.

As soon as $X_{\text{max}}(t) = \Omega\left(\sqrt{n}\log^{3/2} n\right)$ for some phase $t$ we distinguish two cases (Lemma 11): Either we have only a couple of opinions whose support is close to $X_{\text{max}}(t)$. Then these opinions will increase their support by a constant factor in every phase. Otherwise, if sufficiently many opinions have support close to $X_{\text{max}}(t)$, we use a counting argument to show that most opinions are small (have support of less than $\sqrt{n}\log n$). In this case the large opinions will take over and cause the small opinions to vanish in a constant number of phases. In both cases this brings us to the situation considered in Section 3.2.

**Proposition 9.** Assume $X(t)$ is a configuration with $\sqrt{n}/\log n < k < \sqrt{n}/c_k$ opinions. Then, after $t' = O(\log n)$ phases, the process reaches a configuration $X(t+t')$ such that the following holds w.h.p.: $X(t+t')$ has at most $\sqrt{n}/\log n$ opinions, $\mathcal{S}(X(t+t')) > 0$, and $\mathcal{S}(X(t+t')) \subseteq \mathcal{S}(X(t))$.

**Proof.** We only show that the number of opinions is reduced to $\sqrt{n}/\log n$. The statement about the set of significant opinions follows the proof of Proposition 8 in Appendix A.2. In Lemma 10 we show that w.h.p. there is a phase $t \in [t, t + O(\log n)]$ such that $X(t+t')$ contains an opinion with support at least $\sqrt{n}\cdot \log^{3/2} n$. In Lemma 11 we show that at time $t + t' + 3i$, for all $1 \leq i \leq O(\log n)$, one of the following statements holds w.h.p.: (1) $X_{\text{max}}(t + t' + 3i) > (5/4)^i \cdot X_{\text{max}}(t + t')$, or (2) the number of opinions in $X(t + t' + 3i)$ is smaller than $\sqrt{n}/\log n$. From this it follows that there exists a $t' \in O(\log n)$ such that $X_{\text{max}}(t + t') \geq n$ (in which case we are done) or $X(t + t')$ has less than $\sqrt{n}/\log n$ opinions. Note that as soon as the second condition holds, we are in the situation analyzed in Section 3.2.

**Lemma 10.** Assume $X(t)$ is a configuration with $\sqrt{n}/\log n < k < \sqrt{n}/c_k$ opinions. W.h.p. $X_{\text{max}}(t+t') \geq \sqrt{n} \cdot \log^{3/2} n$ for some $t' = O(\log n)$.

**Proof Sketch.** We call a phase $t$ successful if and only if $X_{\text{max}}(t+1) \geq (61/60) \cdot X_{\text{max}}(t)$. From Lemma 7 it follows that, as long as $X_{\text{max}}(t) \leq \sqrt{n} \log n$, the probability that a phase is not successful is exponentially small in $X_{\text{max}}^2(t)/n$. This enables us to use the drift result of [26], and we obtain that in $O(\log n)$ many phases there exists w.h.p. a sequence of $O(\log \log n)$ consecutive successful phases. Since after any unsuccessful phase $X_{\text{max}}(t)$ is still larger than $n/k = \Omega(\sqrt{n})$, the maximum support reaches a size of $\sqrt{n} \log n$ within $O(\log n)$ phases. From there on we can repeatedly apply the second statement of Lemma 7, showing that the support of the largest opinion increases additively by $\Omega(\sqrt{n} \log n)$ in every phase w.h.p. until it reaches $\sqrt{n} \log^{3/2} n$.

**Lemma 11.** Fix $X(t) = x(t)$. Assume that $x_{\text{max}}(t) \geq \sqrt{n} \log^{3/2} n$ and in configuration $x(t)$ we have $\sqrt{n}/\log n < k < \sqrt{n}/c_k$ opinions. At the beginning of the decision part of phase $t + 3$ w.h.p. at least one of the following statements holds:
Lemma 5 we have that \( X_{\max}(t + 1) \) is tightly concentrated around \( x_{\max}(t)^2 / \psi(t) \geq 2x_{\max}(t) \), implying that the opinion with maximum support grows by a constant factor.

The second case considers \( \psi(t) \geq x_{\max}(t)/2 \), which covers the situation that sufficiently many opinions have support close to \( X_{\max}(t) \). Note that, by a simple counting argument, at most \( \sqrt{n}/\log n \) opinions have a support of \( \geq \sqrt{n} \). That means there must be many small opinions with support \( \leq \sqrt{n} \log n \). Using the assumption \( \psi(t) \geq x_{\max}(t)/2 \) we show that (w.h.p.) all these many small opinions vanish in a constant number of phases. To this end fix such a small opinion \( j \) and note that \( \mathbb{E}[X_j(t + 1)] \approx x_j(t)^2 / \psi \) and \( x_j(t)^2 / \psi(t) \leq x_j(t) \cdot (2x_j(t)/x_{\max}(t)) \leq \sqrt{n} \log n \cdot (2/\sqrt{\log n}) \). We show that \( X_j(t + 1) = O(\sqrt{n} \log n) \) w.h.p., implying that \( j \) shrinks by a \( \sqrt{\log n} \) factor. Applying a very similar argument two more times, opinion \( j \) is removed with probability \( 1 - o(1) \). This, in turn, implies that w.h.p. most of these small opinions disappear. Tightening the arguments above and adapting the analysis accordingly, we show that finally at most \( \sqrt{n}/\log n \) opinions remain w.h.p. \( \square \)

### 3.4. Consensus for \( k > \sqrt{n}/c_k \)

In this remaining part of our analysis we first consider a special case: for \( k = \omega(n/\log n) \) it might happen that \( |Y(t)| = 0 \), i.e., there is not a single decided agent after the decision part of phase \( t \). In this case, however, no agent changes its opinion throughout the boosting part of this phase (see Algorithm 1). Hence, the opinion distribution does not change throughout phase \( t \). It is easy to see that the probability for \( Y(t) = 0 \) is maximized if \( k = n \). However, since we allow agents to interact with themselves, we can bound this probability by \((1 - 1/n)^n < 1/e \). Therefore, in a sequence of \( c \cdot \log n \) phases for some large enough constant \( c \) there will be at least one phase in which at least one agent (and at most \( \log(n) \) agents) remain decided in the decision part, w.h.p. The remaining analysis of this case is now as follows. As long as \( k \geq \sqrt{n}/c_k \) at least \( k - \sqrt{n}/c_k \) opinions must have support smaller than \( c_k \sqrt{n} \). Each of these opinions vanishes with constant probability throughout a single phase (provided \( |Y(t)| \geq 1 \)). Hence, after a total of \( O(\log n) \) phases we are back to the case \( k \leq \sqrt{n}/c_k \).

**Proposition 12.** Assume \( X(t) \) is a configuration with \( k > \sqrt{n}/c_k \) opinions. Then, after \( t' = O(\log n) \) phases, the process reaches a configuration \( X(t + t') \) such that the following holds w.h.p.: \( X(t + t') \) has at most \( \sqrt{n}/c_k \) opinions, \( |S(X(t + t'))| > 0 \), and \( S(X(t + t')) \subseteq S(X(t)) \).

### 4. Conclusion

In this paper we analyze a synchronized version of the undecided state dynamics, both for the population and the gossip model. Our result holds for up to \( n \) initial opinions. For both models we show a consensus time of \( O(\log^2 n) \). Furthermore we show that the agents agree on the majority opinion if such an opinion exists; otherwise they agree on a significant opinion having a relative large support. One open question is to see if our results are tight. The main reason for a running time of \( O(\log^2 n) \) is that our algorithm needs \( O(\log n) \) phases of length \( O(\log n) \) for breaking the ties in the case of several opinions with roughly the same support. It might be possible to work with
a phase length as a function of \(k\) resulting in a refined running time of \(O(\log k \log n)\). Moreover, it may be possible to interleave consecutive phases in order to reduce the running time even further. For the gossip model it is known that USD does solve plurality consensus but is much slower than the synchronized version. It would be interesting to show a similar result for the population model. Another open question is to bound the expected running time of the USD.
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Appendix

A. Technical Details for the Population Model

In this appendix we give the omitted proofs from Section 3. Note that we omit the parameter $t$ in the proofs when we fix a variable such that $x(t) = x$.

A.1. Analysis of a Single Phase

**Lemma 5.** Fix $X(t) = x(t)$ and an opinion $i$ with support $x_i(t)$. Furthermore, let $\psi = \sum_{j=1}^{k} x_j(t)^2/n$. Then, for any $0 < \delta < x_i(t)/\sqrt{n}$ and a suitable small constant $\varepsilon^* > 0$

$$\Pr\left[ X_i(t+1) < x_i(t)^2 \psi - \frac{x_i(t)^2}{\psi} \sqrt{n}\right] \leq 7e^{-\varepsilon^* \delta^2} \quad \text{and} \quad \Pr\left[ X_i(t+1) > x_i(t)^2 \psi + \frac{x_i(t)^2}{\psi} \sqrt{n}\right] \leq 7e^{-\varepsilon^* \delta^2}.$$

**Proof.** We focus on the upper bound and consider some fixed opinion $i$ throughout phase $t$. At first we analyze the evolution of $i$ throughout decision part $t$ and consider $Y_i(t)$ and $\|Y(t)\|_1$. Recall (see Observation 4) that $Y_i(t) \sim \text{Bin}(x_i, x_i/n)$ and $\|Y(t)\|_1 = \sum_{j=1}^{k} Y_j(t)$. We define the event $\mathcal{E}_i$ as follows

$$\mathcal{E}_i = \left\{ Y_i(t) < \frac{x_i^2}{n} \cdot \left( 1 + \frac{\delta \sqrt{n}}{8 \cdot x_i} \right) \quad \text{and} \quad \|Y(t)\|_1 > \psi \cdot \left( 1 - \frac{\delta \sqrt{n}}{8 \cdot x_i} \right) \right\}.$$

First we bound the probability of complement of $\mathcal{E}_i$. To do so, we apply Chernoff Bounds (Theorem 33) to $Y_i(t)$ and $\|Y(t)\|_1$. Hence, for $\delta' = \frac{\delta \sqrt{n}}{8 x_i} < 1$ and using $\psi \geq \frac{x_i^2}{n}$

$$\Pr\left[ Y_i(t) \geq \frac{x_i^2}{n} \cdot (1 + \delta') \right] \leq \exp\left( -\frac{x_i^2 \cdot \delta'^2}{3 \cdot n} \right) \leq \exp\left( -\frac{x_i^2 \cdot n \cdot \delta^2}{192 \cdot x_i^2 \cdot n} \right) \leq \exp\left( -\frac{\delta^2}{192} \right).$$

$$\Pr\left[ \|Y(t)\|_1 \leq \psi \cdot (1 - \delta') \right] \leq \exp\left( -\frac{\delta^2 \cdot \psi}{2} \right) \leq \exp\left( -\frac{x_i^2 \cdot n \cdot \delta^2}{128 \cdot x_i^2 \cdot n} \right) \leq \exp\left( -\frac{\delta^2}{192} \right).$$

An application of the union bound yields

$$\Pr[\mathcal{E}_i^c] \leq 2 \exp\left( -\frac{\delta^2}{192} \right). \quad (1)$$

Now we deal with the outcome of the boosting part conditioned on the event $\mathcal{E}_i$. We fix $Y_i(t) = y_i$ and define $d := \|Y(t)\|_1 = \sum_{j=1}^{k} y_j$. As mentioned in Observation 4 we model $X_i(t+1) \sim \text{PE}(y_i, d-y_i, n-d)$. Applying the tail bound for the Pólya Eggenberger distribution from Theorem 37 we get for $0 < \frac{\delta}{8} < \sqrt{y_i}$ and some constant $1 > \varepsilon_p > 0$ that

$$\Pr\left[ X_i(t+1) > \frac{y_i}{d} \cdot n + \frac{\sqrt{y_i}}{d} \cdot n \cdot \frac{\delta}{8} \mid \mathcal{E}_i \right] < 4 \exp\left( -\varepsilon_p \cdot \frac{\delta^2}{64} \right). \quad (2)$$

Since $y_i < \frac{x_i^2}{n} \cdot \left( 1 + \frac{\delta \sqrt{n}}{8 x_i} \right)$ and $d > \psi \cdot \left( 1 - \frac{\delta \sqrt{n}}{8 x_i} \right)$ we get

$$\frac{y_i}{d} \cdot n + \frac{\sqrt{y_i}}{d} \cdot n \cdot \frac{\delta}{8} < \frac{x_i^2}{\psi} \cdot \left( 1 + \frac{\delta \sqrt{n}}{8 x_i} \right) + \frac{\sqrt{x_i^2}}{\psi} \cdot \left( 1 - \frac{\delta \sqrt{n}}{8 x_i} \right) \cdot n \cdot \frac{\delta}{8}.$$
\[ \frac{x_i^2}{\psi} \cdot \left(1 + \frac{\sqrt{n}}{8} \right) + \frac{x_i}{\psi} \cdot \frac{\sqrt{(1 + \frac{\sqrt{n}}{8} \cdot x_i^2)}}{(1 - \frac{\sqrt{n}}{8})} \cdot \sqrt{n} \cdot \delta \]

\[ < \frac{x_i^2}{\psi} \cdot \left(1 + 3 \cdot \frac{\sqrt{n}}{8 \cdot x_i} \right) + \frac{x_i \cdot \sqrt{n} \cdot \delta}{8 \psi} \cdot \left(1 + 3 \cdot \frac{\sqrt{n}}{8 \cdot x_i} \right) \]

\[ < \frac{x_i^2}{\psi} + 5 \cdot \frac{x_i \cdot \sqrt{n} \cdot \delta}{8 \cdot \psi} \cdot \left< \frac{x_i^2}{\psi} + \frac{x_i \cdot \sqrt{n} \cdot \delta}{\psi} \right. \]

In (*) we apply the inequality \((1 + a)/(1 - a) \leq 1 + 3a\) which holds for all \(a \leq 1/3\). Hence, a combination of this and Inequality (2) results in

\[ \Pr \left[ X_i(t + 1) > \frac{x_i^2}{\psi} + \frac{x_i \cdot \sqrt{n} \cdot \delta}{\psi} \mid \mathcal{E}_i \right] < \Pr \left[ X_i(t + 1) > \frac{y_i}{d} + \frac{\sqrt{n}}{d} \cdot n \cdot \frac{\delta}{8} \mid \mathcal{E}_i \right] \]

\[ < 4 \exp \left( -\varepsilon_p \cdot \frac{\delta^2}{64} \right). \]

At last we combine this with Inequality (1) via an application of the law of total probability. Then we get that

\[ \Pr \left[ X_i(t + 1) > \frac{x_i^2}{\psi} + \frac{x_i \cdot \sqrt{n} \cdot \delta}{\psi} \right] = \Pr \left[ X_i(t + 1) > \frac{x_i^2}{\psi} + \frac{x_i \cdot \sqrt{n} \cdot \delta}{\psi} \mid \mathcal{E}_i \right] \cdot \Pr[\mathcal{E}_i] \]

\[ + \Pr \left[ X_i(t + 1) > \frac{x_i^2}{\psi} + \frac{x_i \cdot \sqrt{n} \cdot \delta}{\psi} \mid \mathcal{E}_i \right] \cdot \Pr[\mathcal{E}_i] \]

\[ < 4 \exp \left( -\varepsilon_p \cdot \frac{\delta^2}{64} \right) + 2 \exp \left( -\frac{\delta^2}{192} \right) < 7 \exp \left( -\varepsilon^* \cdot \delta^2 \right) \]

for some suitably chosen constant \(\varepsilon^* = \varepsilon_p/192 > 0\). As a matching lower bound can be developed by a symmetric approach, we omit the detailed proof.

**Lemma 13.** Fix \(X(t) = x(t)\) and an opinion \(i\) with \(x_i(t) \leq c\sqrt{n \log n}\). For any constant \(c > 0\) and \(\psi = \sum_{j=1}^k x_j(t)^2/n\), it holds that \(\Pr[X_i(t + 1) > (12c^2 + 74c_p) \cdot n \cdot \log n / \psi] < 4n^{-2}\).

**Proof.** We track opinion \(i\) with support \(x_i(t) \leq c\sqrt{n \log n}\) throughout the decision and boosting part \(t\). Similar to the proof of Lemma 5 first we analyze \(Y_i(t)\) and \(\|Y(t)\|\). Again we model \(Y_i(t) \sim \text{Bin}(x_i, x_i/n)\) and \(\|Y(t)\| \sim \sum_{j=1}^k \text{Bin}(x_j, x_j/n)\). Let \(c' = \max\{c, \sqrt{6}\}\). Then our goal is to bound \(\Pr[X_i(t + 1) > n/\psi \cdot (12c'^2 + 2c_p) \cdot \log n]\).

First, note that if \(\psi < (12c'^2 + 2c_p) \cdot \log n\) then \(n/\psi \cdot (12c'^2 + 2c_p) \cdot \log n > n\) and

\[ \Pr \left[ X_i(t + 1) > \frac{n}{\psi} \cdot (12c'^2 + 2c_p) \cdot \log n \right] = 0 \]

and the statement of the lemma follows immediately. Hence, in the following we can assume that \(\psi \geq (12c'^2 + 2c_p) \cdot \log n\). We define the event \(\mathcal{E}_i\) as follows

\[ \mathcal{E}_i = \left\{ Y_i(t) < 2c'^2 \cdot \log n \wedge \|Y(t)\|_1 > \frac{\psi}{2} \right\}. \]
First we bound the probability of \( \tilde{E}_i \). We apply general Chernoff upper Bound (Theorem 35) and get for \( \delta' = 1 \) that

\[
\Pr \left[ Y_i(t) \geq 2c^2 \cdot \log n \right] \leq \exp \left( - \frac{c^2 \cdot \log n}{3} \right) \leq \exp \left( - \frac{6 \cdot \log n}{3} \right) \leq n^{-2}.
\]

Due to the definition of \( c' \) we have \( c' \geq (12c^2 + 2c_\rho) \log n \geq 10 \log n \). Applying Chernoff bounds with (Theorem 33) \( \delta' = \sqrt{(4 \log n)/\psi} \leq 1/2 \) we get

\[
\Pr \left[ \| Y(t) \|_1 \leq \frac{\psi}{2} \right] \leq \Pr \left[ \| Y(t) \|_1 \leq \psi \cdot \left( 1 - \sqrt{\frac{4 \cdot \log n}{\psi}} \right) \right] \leq \exp \left( - \frac{4 \cdot \psi \cdot \log n}{2 \cdot \psi} \right) \leq n^{-2}.
\]

An application of the union bound yields

\[
\Pr [ \tilde{E}_i ] \leq 2n^{-2}. \tag{3}
\]

It remains to consider the outcome of boosting part \( t \). We fix \( Y_i(t) = y_i \) and define \( d := \| Y(t) \|_1 \). Similar to Lemma 5 we model \( X_i(t + 1) \sim \mathcal{P}(y_i, d - y_i, n - d) \) and apply Theorem 38, which states a tail bound for this Pólya Eggenberger distribution, to deduce that

\[
\Pr \left[ X_i(t + 1) > \frac{n}{d} \cdot (3y_i + c_p \cdot \log n) \mid \tilde{E}_i \right] < 2n^{-2}. \tag{4}
\]

Conditioned on \( \tilde{E}_i \) we have \( y_i < 2c'^2 \log n \) and \( d > \frac{\psi}{2} \). Therefore,

\[
\frac{n}{d} \cdot (3y_i + c_p \cdot \log n) < \frac{n}{\psi} \cdot (6y_i + 2c_p \cdot \log n) < \frac{n}{\psi} \cdot \left( (12c'^2 + 2c_p) \cdot \log n \right)
\]

Together with Inequality (4), this yields

\[
\Pr \left[ X_i(t + 1) > \frac{n}{\psi} \cdot ((12c'^2 + 2c_p) \cdot \log n) \mid \tilde{E}_i \right] < \Pr \left[ X_i(t + 1) > \frac{n}{d} \cdot (3y_i + 2c_p \log n) \mid \tilde{E}_i \right] < 2n^{-2}.
\]

Similar to Lemma 5 the statement follows by an application of the law of total probability. Note that \( c_p > 1 \), therefore \( 12c'^2 + 2c_p < 12c^2 + 7c_p \).

**Lemma 14.** Fix \( X(t) = x(t) \) and consider two opinions \( i, j \) with support \( x_i(t) - x_j(t) \geq \xi \sqrt{n \log n} \) and \( x_j(t) \geq c_w \sqrt{n \log n} \), then \( \Pr[X_i(t + 1)/X_j(t + 1) \geq (x_i(t)/x_j(t))^{1.5}] \geq 1 - 2n^{-2} \).

**Proof.** First we lower bound the support of opinion \( i \) and upper bound the support of opinion \( j \). To do so, we apply Lemma 5 to both opinions with \( \delta = \sqrt{(\ln 7 + 2 \log n)/\varepsilon^*} \).

Note that \( c_w \geq \frac{8\delta}{\sqrt{n \log n}} \). In this way, we get

\[
\Pr \left[ X_i(t + 1) \geq \frac{x_i^2}{\psi} - \frac{x_i}{\psi} \cdot \sqrt{n} \cdot \delta \right] \geq 1 - n^{-2} \quad \text{and} \quad \Pr \left[ X_j(t + 1) \leq \frac{x_j^2}{\psi} + \frac{x_j}{\psi} \cdot \sqrt{n} \cdot \delta \right] \geq 1 - n^{-2}.
\]

An application of the union bound yields with probability at least \( 1 - 2n^{-2} \)

\[
\frac{X_i(t + 1)}{X_j(t + 1)} \geq \left( \frac{x_i^2}{\psi} - \frac{x_i}{\psi} \cdot \sqrt{n} \cdot \delta \right) \geq \left( \frac{x_i}{x_j} \right)^2 \cdot \left( \frac{1 - \sqrt{n} \delta}{1 + \sqrt{n} \delta} \right) \geq \left( \frac{x_i}{x_j} \right)^2 \cdot \left( 1 - \frac{2 \sqrt{n} \delta}{x_j} \right)
\]
where we applied the inequality $(1 - a)/(1 + a) \geq 1 - 2a$ for any $a$. For the moment let us assume $1 - (2\sqrt{n} \cdot \delta/x_j) \geq (x_i/x_j)^{-1/2}$, then we have

$$\frac{X_i(t+1)}{X_j(t+1)} \geq \left(\frac{x_i}{x_j}\right)^2 \cdot \left(1 - \frac{2\sqrt{n}\delta}{x_j}\right) \geq \left(\frac{x_i}{x_j}\right)^{1.5}.$$  

and the statement follows immediately. Hence, in the remaining part of the proof we prove the following observation.

**Observation.** If $x_i - x_j \geq \xi \sqrt{n \log n}$ and $x_j \geq c_w \sqrt{n \log n}$ then,

$$1 - \left(\frac{x_i}{x_j}\right)^{-1/2} \geq \frac{2\sqrt{n}\delta}{x_j}.$$

First assume that $x_i/x_j \geq 2$. Then

$$1 - \left(\frac{x_i}{x_j}\right)^{-1/2} \geq 1/4 \geq \frac{2\delta}{c_w \sqrt{n \log n}} \geq \frac{2\sqrt{n}\delta}{x_j}.$$  

Next assume that $x_i/x_j < 2$. Let $1 > \varepsilon > 0$ be defined s.t. $x_i/x_j = 1 + \varepsilon$. Observe that

$$1 - \left(\frac{x_i}{x_j}\right)^{-1/2} = 1 - (1 + \varepsilon)^{-1/2} \geq \varepsilon/10 \quad (5)$$

By using the assumptions,

it follows that

$$\varepsilon/10 = \frac{x_i - x_j}{10x_j} \geq \frac{\xi \sqrt{n \log n}}{10x_j} \geq \frac{c_w \sqrt{n \log n}}{x_j} \geq \frac{2\sqrt{n}\delta}{x_j}. \quad (6)$$

Then, it follows by a combining (5) and (6). □

**Lemma 6.** Fix $X(t) = x(t)$. Then, $S(X(t+1)) \subseteq S(x(t))$ w.h.p.

**Proof.** Recall that an opinion $j$ is insignificant if $x_{max} - x_j > \xi \cdot \sqrt{n \cdot \log n}$.

Let $A(t)$ be the set of insignificant opinions with support larger than $4 \cdot c_w \cdot \sqrt{n \cdot \log n}$ and let $B(t)$ be the set of insignificant opinions with support smaller than $4 \cdot c_w \cdot \sqrt{n \cdot \log n}$ and larger than zero. We show that every member of $A(t)$ and $B(t)$ remains insignificant at the start of phase $t+1$. For this we consider several cases depending on the largest opinion with support $x_{max}$.

**Case 1: $x_{max} \geq \sqrt{n \cdot \log^{3/2} n}$:** First we deal with $A(t)$ by fixing an opinion $j \in A(t)$. Note that $A(t) = \emptyset$ implies the statement in this case directly. We lower bound the support of opinion with maximum support and upper bound the support of opinion $j$. To do so, we apply Lemma 5 to both opinions with $\delta = \sqrt{(\ln 7 + 2 \log n)/\varepsilon^*}$ and yield

$$\Pr \left[ X_{max}(t+1) \geq \frac{x_{max}^2}{\psi} - \frac{x_{max}}{\psi} \cdot \sqrt{n \cdot \delta} \right] \geq 1 - n^{-2} \quad (7)$$

and

$$\Pr \left[ X_j(t+1) \leq \frac{x_j^2}{\psi} + \frac{x_j}{\psi} \cdot \sqrt{n \cdot \delta} \right] \geq 1 - n^{-2}.$$  

By a simple union bound we have with probability at least $1 - 2 \cdot n^{-2}$ that

$$X_{max}(t+1) - X_j(t+1) > \frac{x_{max}^2 - x_j^2}{\psi} - \left(\frac{(x_{max} + x_j) \cdot \sqrt{n \cdot \delta}}{\psi}\right).$$
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for (1 + \frac{x_j}{x_{max}}) \cdot (x_{max} - x_j) - \left(1 + \frac{x_j}{x_{max}}\right) \cdot \delta

\geq (x_{max} - x_j) + \frac{x_j}{x_{max}} \cdot (x_{max} - x_j) - \left(1 + \frac{x_j}{x_{max}}\right) \cdot \delta

\geq (x_{max} - x_j) + \frac{x_j}{x_{max}} \cdot (x_{max} - x_j) - 2 \delta.

In the observation below we show \(\frac{x_j}{x_{max}} \cdot (x_{max} - x_j) - 2\delta > 0\). From that follows \(X_{max}(t + 1) - X_j(t + 1) \geq (x_{max} - x_j) \geq \xi \cdot \sqrt{n \cdot \log n}\) where the last inequality holds since opinion \(j\) is insignificant.

**Observation.** Assume \(x_j > 4c_w \cdot \sqrt{n \cdot \log n}\) and \(x_{max} - x_j \geq \xi \sqrt{n \log n}\) then \(\frac{x_j}{x_{max}} \cdot (x_{max} - x_j) - 2\delta > 0\).

**Proof.** To ease the calculations let \(\Delta' = (x_{max} - x_j) / \sqrt{n \log n}\) and \(c_1 = \sqrt{(\ln 7 + 2 \log n)/(\xi^* \cdot \log n)}\). Recall that \(\delta = c_1 \cdot \sqrt{\log n}\), then

\[
\frac{x_j}{x_{max}} \cdot (x_{max} - x_j) - 2\delta \geq \sqrt{n \log n} \cdot \left(\frac{x_j \cdot (x_{max} - x_j)}{x_{max} \cdot \sqrt{n \cdot \log n}} - 2c_1\right)
\]

\[
\geq \sqrt{n \log n} \cdot \left(\frac{x_j \cdot \Delta'}{x_{max} - x_j} - 2c_1\right)
\]

\[
= \sqrt{n \log n} \cdot \left(\frac{\Delta'}{1 + \frac{\Delta'}{4c_w}} - 2c_1\right)
\]

\[
\geq \sqrt{n \log n} \cdot \left(\frac{\Delta'}{1 + \frac{\Delta'}{4c_w}} - 2c_1\right)
\]

\[
= \sqrt{n \log n} \cdot \left(\frac{4c_w \cdot \Delta' - 2c_1 \cdot (4c_w + \Delta')}{4c_w + \Delta'}\right)
\]

\[
= \sqrt{n \log n} \cdot \left(\frac{4c_w \cdot (\Delta' - 2c_1) + \Delta'(4c_w - 2c_1)}{4c_w + \Delta'}\right)
\]

where we use (a) \((x_{max} - x_j) / x_j \leq \frac{x_{max} - x_j}{4c_w \cdot \sqrt{n \cdot \log n}} = \frac{\Delta'}{4c_w}\) due to \(x_j \geq 4c_w \sqrt{n \log n}\) and (b) \(\Delta' = (x_{max} - x_j) / \sqrt{n \log n} \geq \xi > 2c_1\) and \(c_w = 8 \sqrt{1 + 2/\xi^*} > c_1/2\) (Definition 1).

Another union bound application on (8) over all opinions \(j \in A(t)\) yields with probability at least \(1 - 2 \cdot n^{-1}\) that all opinions \(j \in A(t)\) remains insignificant at the start of phase \(t + 1\).

Next we deal with \(B(t)\) by fixing an opinion \(j \in B(t)\) (assuming \(B(t) \neq \emptyset\)). Again We lower bound the support of the largest opinion and upper bound the support of opinion \(j\). For the largest opinion we have (7) where for opinion \(j\) we get by Lemma 13 for \(c = 4 \cdot c_w\) that

\[
\Pr[X_j(t + 1) < \frac{n}{\psi} \cdot (192 \cdot c_w^2 + 74c_p) \cdot \log n] \geq 1 - 4n^{-2}.
\]

An application of the union bound yields with probability at least \(1 - 5n^{-2}\) that

\[
X_{max}(t + 1) - X_j(t + 1) \geq \frac{x_{max}^2}{\psi} - \frac{x_{max}}{\psi} \cdot \sqrt{n} \cdot \delta - \frac{n}{\psi} \cdot (192 \cdot c_w^2 + 74c_p) \cdot \log n
\]
where we use \( x_{\max} > \psi \) (see Observation 4) and \( x_{\max} \geq \sqrt{n} \cdot \log^{3/2} n \). Another union bound application on (10) over all opinions \( j \in B(t) \) yields with probability at least \( 1 - 5 \cdot n^{-1} \) that all opinions \( j \in B(t) \) remains insignificant at the start of phase \( t + 1 \).

Next we do a similar analysis as before on \( A(t) \) and \( B(t) \) but with another assumption on the largest opinion.

**Case 2: \( x_{\max} < \sqrt{n} \cdot \log^{3/2} n \).** Again, first we deal with \( A(t) \). Assuming \( A(t) \neq \emptyset \) (otherwise there is nothing to show) we fix an opinion \( j \in A(t) \). Note that by the definition of insignificant opinions \( x_{\max} \geq \xi \cdot \sqrt{n} \cdot \log n \). This is suffices to apply the analysis of the first case on the largest opinion and \( j \in A(t) \) such that all opinions \( j \in A(t) \) remains insignificant at the start of phase \( t + 1 \) with probability at least \( 1 - 2 \cdot n^{-1} \).

Next we deal with \( B(t) \) by fixing an opinion \( j \in B(t) \) (assuming \( B(t) \neq \emptyset \)). Again we lower bound the support of opinion with maximum support and upper bound the support of opinion \( j \). Note that by the definition of insignificant opinions \( x_{\max} \geq \xi \cdot \sqrt{n} \cdot \log n \). This is suffices to use (7) for the largest opinion whereas we use (9) for opinion \( j \). Note that \( c_w > 8 \). Recall that \( \delta = c_1 \cdot \log n \) for \( c_1 = \sqrt{\ln 7 + 2 \log n} / (\varepsilon^* \cdot \log n) \). Then, an application of the union bound yields with probability at least \( 1 - 5n^{-2} \) that

\[
\frac{X_{\max}(t + 1)}{X_j(t + 1)} \geq \frac{x_{\max}^2}{\psi} \cdot \left( 1 - \frac{c_1 \cdot \sqrt{n} \cdot \log n}{x_{\max}} \right) = \frac{x_{\max}^2}{\psi} \cdot \left( 1 - \frac{c_1 \cdot \sqrt{n} \cdot \log n}{x_{\max}} \right) = \frac{x_{\max}^2}{\psi} \cdot \left( 1 - \frac{c_1 \cdot \sqrt{n} \cdot \log n}{x_{\max}} \right) = \frac{x_{\max}^2}{\psi} \cdot \left( 1 - \frac{c_1 \cdot \sqrt{n} \cdot \log n}{x_{\max}} \right)
\]

where we use (a) \( x_{\max} \geq \xi \cdot \sqrt{n} \cdot \log n \). Another union bound application over all opinion \( j \in B(t) \) yields with probability at least \( 1 - 5n^{-1} \) that (11) holds for all \( j \in B(t) \). Additionally, \( x_{\max} > \xi \cdot \sqrt{n} \cdot \log n \) allows us to apply the second statement of Lemma 7, which implies with probability at least \( 1 - n^{-\Omega(1)} \) that

\[
X_{\max}(t + 1) \geq \min \{ \sqrt{n} \cdot \log^{3/2} n, \xi \cdot \sqrt{n} \cdot \log n + \frac{1}{60} \cdot \sqrt{n} \cdot \log n \} > \xi \cdot \sqrt{n} \cdot \log n \cdot \left( 1 + \frac{1}{60} \cdot \xi \right)
\]

Combining this with the previous result we get that, with probability at least \( 1 - (5n^{-1} + n^{-\Omega(1)}) \), for every \( j \in B(t) \) it holds that

\[
X_{\max}(t + 1) - X_j(t + 1) = X_{\max}(t + 1) \cdot \left( 1 - \frac{X_j(t + 1)}{X_{\max}(t + 1)} \right)
\]

\[
> \xi \cdot \sqrt{n} \cdot \log n \cdot \left( 1 + \frac{1}{60} \cdot \xi \right) \cdot \left( 1 - \frac{192 \cdot c_w^2 + 74c_p}{(1 - \xi) \cdot \xi^2} \right)
\]
\[ = \xi \cdot \sqrt{n \log n} \cdot \left(1 + \frac{1}{60 \cdot \xi}\right) \cdot \left(1 - \frac{192 \cdot c^2_w + 74c_p}{(\xi - c_1) \cdot \xi}\right) \]

\[ \geq \xi \cdot \sqrt{n \log n} \cdot \left(1 + \frac{1}{60 \cdot \xi}\right) \cdot \left(1 - \frac{2(192 \cdot c^2_w + 74c_p)}{\xi \cdot \xi}\right) \]

\[ \geq \xi \cdot \sqrt{n \log n} \cdot \left(1 + \frac{1}{60 \cdot \xi}\right) \cdot \left(1 - \frac{1}{62 \cdot \xi}\right) > \xi \cdot \sqrt{n \log n} \]

where in (a) we use \( \xi - c_1 > \xi/2 \) and in (b) we utilize \( \xi = (160 \cdot c_w)^2 + (148 \cdot c_p)^2 > 124 \cdot (192c^2_w + 74c_p) \) (see Definition 1). This implies that all opinions \( j \in B(t) \) remains insignificant at the start of phase \( t + 1 \).

Lemma 7. Fix \( X(t) = x(t) \). Let \( c = \varepsilon^* / 625 > 0 \) be a small constant.

1. If \( \sqrt{n} \leq x_{\text{max}}(t) \leq \sqrt{n \log n} \) then

\[ \Pr[X_{\text{max}}(t + 1) > (1 + 1/60) \cdot x_{\text{max}}(t)] \geq 1 - 7 \exp(-c \cdot (x_{\text{max}}(t))^2 / n) \]

2. If \( \sqrt{n \log n} < x_{\text{max}}(t) < \sqrt{n \log n}^{3/2} \) then

\[ \Pr[X_{\text{max}}(t + 1) > x_{\text{max}}(t) + (1/60) \cdot \sqrt{n \log n}] \geq 1 - 7 \exp(-c \cdot \log n) \]

Proof. We start with the proof of the first statement and therefore assume \( \sqrt{n} \leq x_{\text{max}} \leq \sqrt{n \log n} \). The main ingredients of this proof will be Lemma 15. We set \( \tau = 0.9 \cdot x_{\text{max}} \) and distinguish between two cases.

**Case 1.** At most \( \sqrt{n}/\log^4 n \) opinions have size at least \( \tau \) at the start of decision part \( t \).

This case is covered by the first statement of Lemma 15, which immediately yields that

\[ X_{\text{max}}(t + 1) > x_{\text{max}} + \frac{1}{10} \cdot x_{\text{max}} - \frac{1}{12} \cdot x_{\text{max}} = x_{\text{max}} \cdot \left(1 + \frac{1}{60}\right) \]

with probability \( 1 - 7 \exp(-c^*/625) \cdot x_{\text{max}}^2 / n) \).

**Case 2.** At least \( \sqrt{n}/\log^4 n \) opinions have size at least \( \tau \) at the start of decision part \( t \).

We employ the second case of Lemma 15, which yields that

\[ X_{\text{max}}(t + 1) > (1 - n^{-\Omega(1)}) \cdot \left(\frac{\tau^2}{x_{\text{max}}} + \frac{1}{4} \cdot \frac{\tau}{x_{\text{max}}} \cdot \sqrt{n \log n}\right) \]

with probability \( 1 - 7 \exp(-c_p/250) \cdot \tau^2 / n) = 1 - 7 \exp(-81c_p/2500) \cdot x_{\text{max}}^2 / n) \). When substituting \( \tau \) by \( (9/10) \cdot x_{\text{max}} \) we can simplify this inequality to

\[ X_{\text{max}}(t + 1) > (1 - n^{-\Omega(1)}) \cdot \left(x_{\text{max}} \cdot \frac{81}{100} + \frac{9}{40} \cdot \sqrt{n \log n}\right) > (1 - n^{-\Omega(1)}) \cdot x_{\text{max}} \cdot \frac{207}{200} \]

where we used in the second step that \( x_{\text{max}} \leq \sqrt{n \log n} \). For large enough \( n \), we have \( (1 - n^{-\Omega(1)}) \cdot \frac{207}{200} > 1 + 1/60 \). Therefore, we have \( X_{\text{max}}(t + 1) > x_{\text{max}}(1 + 1/60) \) with probability at least \( 1 - 7 \exp(81c_p/2500) \cdot x_{\text{max}}^2 / n) \) in this case.
Hence, in both cases, the lemmas statement follows with probability at least
\[ 1 - \max \left\{ 7 \exp(-\varepsilon^*/625) \cdot x_{\max}^2/n , \ 7 \exp(-(81\varepsilon_p/2500) \cdot x_{\max}^2/n) \right\} \geq 1 - 7 \exp(-\varepsilon^*/625) \cdot x_{\max}^2/n , \]
where we used that \( \varepsilon^* \geq \varepsilon_p/192 \) (see Definition 1) and the first statement of Lemma 7 follows.

The second statement of Lemma 7 follows by a similar argument. We assume that \( \sqrt{n} \log n < x_{\max} < \sqrt{n} \log^{3/2} n \), this time set \( \tau = x_{\max} - \varepsilon_p \sqrt{n} \log n \), and again distinguish two cases.

**Case 1.** At most \( \sqrt{n}/\log^4 n \) opinions have size at least \( \tau \) at the start of decision part \( t \). In this case we again apply the first case of Lemma 15, which because of \( x_{\max} > \sqrt{n} \log n \) yields that
\[ X_{\max}(t+1) > x_{\max} + \frac{1}{10} \cdot \sqrt{n} \log n - \frac{1}{12} \cdot \sqrt{n} \log n = x_{\max} + \frac{1}{60} \cdot \sqrt{n} \log n \]
with probability \( 1 - 7 \exp(-\varepsilon^* \cdot \log n/625) \).

**Case 2.** At least \( \sqrt{n}/\log^4 n \) opinions have size at least \( \tau \) at the start of decision part \( t \). We employ the second case of Lemma 15, which immediately yields that
\[ X_{\max}(t+1) > (1 - n^{-\Omega(1)}) \cdot \left( \frac{\tau^2}{x_{\max}^2} + \frac{1}{4} \cdot \frac{\tau}{x_{\max}} \cdot \sqrt{n \log n} \right) \]
with probability \( 1 - 7 \exp(-\varepsilon^* \cdot \min\{x_{\max}^2/n, \log n\}) \). We first substitute \( \tau \) by \( x_{\max} - \frac{1}{10} \sqrt{n} \log n \) to further bound the right-hand side
\[
(1 - n^{-\Omega(1)}) \cdot \left( x_{\max} - \frac{2}{10} \cdot \sqrt{n} \log n + \frac{1}{4} \cdot \left( 1 - \frac{\sqrt{n} \log n}{10 \cdot x_{\max}} \right) \cdot \sqrt{n} \log n \right) \\
> (1 - n^{-\Omega(1)}) \cdot \left( x_{\max} - \frac{2}{10} \cdot \sqrt{n} \log n + \frac{9}{40} \cdot \sqrt{n} \log n \right) \\
= (1 - n^{-\Omega(1)}) \cdot \left( x_{\max} + \frac{1}{40} \cdot \sqrt{n} \log n \right) > x_{\max} + \frac{1}{60} \cdot \sqrt{n} \log n \n
In the second and last step we used that \( \sqrt{n} \log n < x_{\max} < \sqrt{n} \log^{3/2} n \). Additionally, note that \( \tau \geq 9/10 \sqrt{n} \log n \). Hence, the probability of (12) can be bounded by \( 1 - 7 \exp(-(81\varepsilon_p/2500) \cdot \log n) \) and the second statement follows.

Just as in the proof of the first statement, we finish by noting that the probability in either case is at least
\[ 1 - \max \left\{ 7 \exp(-\varepsilon^* \cdot \log n/625) , \ 7 \exp(-(81\varepsilon_p/2500) \cdot \log n) \right\} \geq 1 - 7 \exp(-\varepsilon^* \cdot \log n/625) , \]
where we used \( \varepsilon^* \geq \varepsilon_p/192 \).

\[ \square \]

In what follows we list the technical statement we used in the proof of Lemma 7.

**Lemma 15.** Fix \( X(t) = x(t) \). Let \( \sqrt{n} \leq x_{\max}(t) < \sqrt{n} \log^{3/2} n \) and \( 0 < \tau < x_{\max}(t) \).

1. If at most \( \sqrt{n}/\log^4 n \) opinions have larger support than \( \tau \), then with probability at least \( 1 - 7 \exp(-(\varepsilon^*/625) \cdot \min\{x_{\max}(t)^2/n, \log n\}) \) it holds that
\[ X_{\max}(t+1) > x_{\max}(t) + (x_{\max}(t) - \tau) - \frac{1}{12} \min\{x_{\max}(t), \sqrt{n} \log n\} . \]
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Proof. We start with the first statement. Let \( i \) be an opinion which provides the \( x_{\text{max}} \). The intuition is that many opinions lie below \( \tau \) and therefore \( x_i \) will grow in expectation. Observe that in this setting \( \psi = \mathbb{E}[\|Y(t)\|_1] \) is maximized if \( \sqrt{n}/\log^4 n \) opinions have support \( x_{\text{max}} \), while as many remaining opinions as possible have support exactly \( \tau \). It follows that

\[
\psi = \mathbb{E}[\|Y(t)\|_1] = \sum_{j=1}^{k} \frac{x_j^2}{n} \leq \frac{\sqrt{n}}{\log^4 n} \frac{x_{\text{max}}^2}{n} + \tau = \tau + o(\sqrt{n}) =: \tau'.
\]

We now employ the result of Lemma 5 together with \( \delta \) such that \( 25 \cdot \delta = \min\{x_i/\sqrt{n}, \sqrt{\log n}\} \), which directly yields

\[
\Pr\left[X_i(t + 1) > \frac{x_i^2}{\psi} - \frac{x_i \sqrt{n} \delta}{\psi}\right] > 1 - 7 \exp(-\varepsilon^2 \delta^2).
\]  

We now lower bound the expression in (14) by substituting \( \delta \) and applying the bound on \( \psi \) (13) in the second step.

\[
\frac{x_i^2}{\psi} - \frac{x_i \sqrt{n} \delta}{\psi} = x_i \cdot (x_i - \sqrt{n} \delta) \geq x_i \cdot \left(x_i - \frac{1}{25} \min\{x_i, \sqrt{n \log n}\}\right).
\]

Using that \( x_i/\tau' \geq (1 + \frac{x_i-\tau'}{x_i}) \) (follows from \( (x_i - \tau')^2 \geq 0 \)) we continue this inequality chain as follows

\[
\frac{x_i}{\tau'} \left(x_i - \frac{1}{25} \min\{x_i, \sqrt{n \log n}\}\right) \geq x_i + (x_i - \tau') - \frac{1}{25} (1 + \frac{x_i - \tau'}{x_i}) \cdot \min\{x_i, \sqrt{n \log n}\}.
\]

When using that \( (x_i - \tau')/x_i < 1 \) as well as \( \tau' - \tau = o(\sqrt{n}) = o\left(\min\{x_i, \sqrt{n \log n}\}\right) \), it follows that

\[
x_i + (x_i - \tau') - \frac{1}{25} (1 + \frac{x_i - \tau'}{x_i}) \cdot \min\{x_i, \sqrt{n \log n}\} > x_i + (x_i - \tau) - \frac{1}{12} \min\{x_i, \sqrt{n \log n}\}.
\]

This concludes the proof of the first statement.

We continue with the proof of the second statement. We assume that at least \( \sqrt{n}/\log^4 n \) lie above \( \tau \). Let \( \mathcal{L} \) denote the set of these opinions. We will show that at least one of these opinions will grow by roughly \( \frac{\tau}{x_{\text{max}}} \sqrt{n \log n} \) more than expected. For \( i \in \mathcal{L} \), we model \( Y_i(t) \sim \text{Bin}(x_i, x_i/n) \) as usual. As \( x_i \geq \tau \), it is easy to see that \( \text{Bin}(x_i, x_i/n) \) stochastically majorizes \( \text{Bin}(\tau, \tau/n) \). When further applying the anti-concentration result Lemma 40 to \( \text{Bin}(x_i, x_i/n) \) and setting \( \delta = \sqrt{n \log n}/(2 \tau) \) we get the following inequality chain

\[
\Pr\left[Y_i(t) > \frac{x_i^2}{n} + \frac{1}{2} \frac{\tau}{\sqrt{n \log n}}\right]_{\text{major.}} \geq \Pr\left[\text{Bin}(\tau, \tau/n) > \frac{x_i^2}{n} + \frac{1}{2} \frac{\tau}{\sqrt{n \log n}}\right] \geq \frac{1}{6 \sqrt{(1 + \delta)} \cdot \frac{x_i^2}{n} \cdot \exp(-\delta^2 \cdot \frac{\tau^2}{n}) = \frac{1}{\text{polylog } n} \cdot \exp(- \log n/4) > n^{-1/3}.
\]

\[
\text{Lemma 40}
\]

\[
\frac{1}{6 \sqrt{(1 + \delta)} \cdot \frac{x_i^2}{n} \cdot \exp(-\delta^2 \cdot \frac{\tau^2}{n}) = \frac{1}{\text{polylog } n} \cdot \exp(- \log n/4) > n^{-1/3}.
\]

(15)
We now define an indicator random variable $Z_i$ for every $i \in \mathcal{L}$. We set $Z_i = 1$ iff $Y_i(t) > \frac{\tau^2}{n} + \frac{1}{2} \frac{\tau}{\sqrt{n}} \sqrt{\log n}$, and $Z_i = 0$ otherwise. Note that for two opinions $i, i' \in \mathcal{L}$ with $i \neq i'$ the variables $Z_i$ and $Z_{i'}$ are independent. This way the random variable $Z := \sum_{i \in \mathcal{L}} Z_i$ is the sum of $|\mathcal{L}| > \sqrt{n}/\log^4 n$ independent Poisson trials. In (15) we established that $\Pr[Z_i = 1] > n^{-1/3}$. Therefore, $\mathbb{E}[Z] > |\mathcal{L}| \cdot n^{-1/3} > n^{1/6}$ and a Chernoff bound application yields that, with probability $(1 - n^{-\Omega(1)})$ we have $Z \geq 1$. This implies that

$$
\Pr \left[ \exists j \in \mathcal{L} : Z_j = 1 \right] = \Pr \left[ \exists j \in \mathcal{L} : Y_j(t) > \frac{\tau^2}{n} + \frac{1}{2} \frac{\tau}{\sqrt{n}} \sqrt{\log n} \right] > 1 - n^{-\omega(1)}.
$$

(16)

Additionally, we model $\|Y(t)\|_1$ as the sum of Poisson trials where $\mathbb{E}[\|Y(t)\|_1] \leq x_{\max}$. As $x_{\max} \geq \sqrt{n}$, another Chernoff bound application with $\delta = n^{-1/5}$ yields that, with probability $(1 - n^{-\omega(1)})$, we have $\|Y(t)\|_1 < x_{\max}(1 + n^{-\Omega(1)})$. Consider the following event defined for every opinion $i \in \mathcal{L}$

$$
\mathcal{E}_i \leftrightarrow \left\{ Y_i(t) > \frac{\tau^2}{n} + \frac{\tau}{2 \sqrt{n}} \sqrt{\log n} \wedge \|Y(t)\|_1 < x_{\max} \cdot (1 + n^{-\Omega(1)}) \right\}.
$$

From (16) and our bound on $\|Y(t)\|_1$ above it follows that, with probability $(1 - n^{-\omega(1)})$, there must be a $j \in \mathcal{L}$ such that $\mathcal{E}_j$ is fulfilled. We fix this opinion $j$ after the decision part and fix $Y_j(t) = y_j$ define $d = \|Y(t)\|_1$. Remember, we model the outcome of the boosting part $t$ as $X_j(t+1) \sim \text{PE}(y_j, d - y_j, n - d)$. By Theorem 37 we get for any $0 < \delta < \frac{\tau}{\sqrt{n}}$ that

$$
\Pr \left[ X_j(t+1) < \frac{n}{d} \cdot (y_j - \sqrt{y_j} \cdot \delta) \mid \mathcal{E}_j \right] < 4 \exp(-\varepsilon_p \cdot \delta^2).
$$

(17)

In the following part of the proof, our goal is to simplify the bound on $X_j(t+1)$ in (17). We define $y' := \frac{\tau^2}{n} + \frac{\tau}{2 \sqrt{n}} \sqrt{\log n}$. Conditioned on $\mathcal{E}_j$ we have $y_j > y'$ and $d < x_{\max} \cdot (1 + n^{-\Omega(1)})$. When using these bounds we get that

$$
\frac{n}{d} \cdot (y_j - \sqrt{y_j} \cdot \delta) > \frac{n}{x_{\max}} \cdot (1 - n^{-\Omega(1)}) \cdot (y' - \sqrt{y'} \cdot \delta).
$$

(18)

Furthermore, when fixing $\delta$ s.t. $5 \cdot \delta = \min\{\tau / \sqrt{n}, \sqrt{\log n}\}$ in the penultimate step of the following inequality chain, we get that

$$
\sqrt{y'} \cdot \delta = \sqrt{\frac{\tau^2}{n} + \frac{1}{2} \frac{\tau}{\sqrt{n}} \sqrt{\log n} \cdot \delta} = \sqrt{\frac{\tau}{\sqrt{n}} \cdot \left( \frac{\tau}{\sqrt{n}} + \frac{1}{2} \sqrt{\log n} \right) \cdot \delta}

\leq \sqrt{\max\left\{ \frac{\tau}{\sqrt{n}}, \sqrt{\log n} \right\} \cdot \left( \frac{\tau}{\sqrt{n}} + \frac{1}{2} \sqrt{\log n} \right) \cdot \delta}

\leq \sqrt{\max\left\{ \frac{\tau}{\sqrt{n}}, \sqrt{\log n} \right\} \cdot \left( 1 + \frac{1}{2} \right) \cdot \max\left\{ \frac{\tau}{\sqrt{n}}, \sqrt{\log n} \right\} \cdot \delta}

= \sqrt{1 + \frac{1}{2} \cdot \max\left\{ \frac{\tau}{\sqrt{n}}, \sqrt{\log n} \right\} \cdot \left( \frac{1}{2} \right) \min\left\{ \frac{\tau}{\sqrt{n}}, \sqrt{\log n} \right\}} < \frac{1}{4} \frac{\tau}{\sqrt{n}} \sqrt{\log n}
$$

(19)

We use this to continue the inequality chain in (18) and substitute $y'$ in the second step to derive the following intermediate result

$$
\frac{n}{d} (y_i - \sqrt{y_i} \delta) > \frac{n}{x_{\max}} \cdot (1 - n^{-\Omega(1)}) \cdot (y' - \sqrt{y'} \cdot \delta).
$$
> \frac{n}{x_{\text{max}}} (1 - n^{-\Omega(1)}) \left( \frac{\tau^2}{n} + \frac{\tau}{2\sqrt{n}} \sqrt{\log n - \sqrt{\gamma'} \delta} \right)

Note that, for an arbitrary random variable $X$ and $x > x'$, it holds that $\Pr[X < x] \geq \Pr[X < x']$. Therefore, the above implies for $\delta = (1/5) \cdot \min\{\tau/\sqrt{n}, \sqrt{\log n}\}$ that

$$
\Pr\left[ X_j(t+1) < \frac{n}{\delta}(y_j - \sqrt{\gamma'} \cdot \delta) \mid \mathcal{E}_j \right] \geq \Pr\left[ X_j(t+1) < (1 - n^{-\Omega(1)}) \left( \frac{\tau^2}{x_{\text{max}}} + \frac{\tau}{4x_{\text{max}}} \sqrt{\log n} \right) \mid \mathcal{E}_j \right].
$$

Remember, in (17) we upper-bounded the probability on the left-hand side. Therefore, for $\delta = (1/5) \cdot \min\{\tau/\sqrt{n}, \sqrt{\log n}\}$ this bound also carries over to the probability on the right-hand side and we get

$$
\Pr\left[ X_j(t+1) < (1 - n^{-\Omega(1)}) \left( \frac{\tau^2}{x_{\text{max}}} + \frac{1}{4x_{\text{max}}} \sqrt{\log n} \right) \mid \mathcal{E}_j \right] < 4 \exp(-\frac{\xi}{25} \cdot (\min\{\tau^2/n, \log n\}).
$$

The result follows as we already established that some opinion $j \in \mathcal{L}$ fulfills event $\mathcal{E}_j$ w.h.p. □

The next lemma is a simple statement, which shows that in cases which are not covered by Lemma 7 the maximum may only shrink by an $(1 - o(1))$ factor.

**Lemma 16.** Fix $X(t) = x(t)$ and let $x_{\text{max}}(t) \geq \sqrt{n} \log n$. Then,

$$
\Pr\left[ X_{\text{max}}(t+1) > x_{\text{max}}(t) \cdot (1 - \frac{2}{\sqrt{\epsilon^* \cdot \log n}}) \right] \geq 1 - n^{-2}.
$$

**Proof.** We lower bound the support of the largest opinion. To do so, we apply Lemma 5 to the largest opinion with $\delta = \sqrt{(2 \log n + \ln 7)/\epsilon^*}$. In this way, we get

$$
\Pr\left[ X_{\text{max}}(t+1) \geq \frac{x_{\text{max}}^2}{\psi'} - \frac{x_{\text{max}}}{\psi} \cdot \sqrt{n} \cdot \delta \right] \geq 1 - n^{-2}.
$$

We can further relax this by using the relation between $x_{\text{max}}$ and $\psi$ (see Section 3) and the assumption $x_{\text{max}} \geq \sqrt{n} \cdot \log n$. It follows that

$$
\frac{x_{\text{max}}^2}{\psi'} - \frac{x_{\text{max}}}{\psi} \cdot \sqrt{n} \cdot \delta \geq \frac{x_{\text{max}}^2}{\psi} \geq x_{\text{max}} \cdot \left(1 - \frac{\delta}{\log n}\right) \geq x_{\text{max}} \cdot \left(1 - \frac{2 \log n + \ln 7}{\sqrt{\epsilon^* \cdot \log n}}\right) \geq x_{\text{max}} \cdot \left(1 - \frac{2}{\sqrt{\epsilon^* \cdot \log n}}\right).
$$

□

**A.2. Consensus for $k \leq \sqrt{n}/\log n$**

**Proposition 8.** Assume $X(t)$ is a configuration with $k < \sqrt{n}/\log n$ opinions. Then, after $O(\log n)$ phases, all agents agree on some opinion $i \in \mathcal{S}(X(t))$, w.h.p.

**Proof.** First we show that all agents agree on one opinion. We fix $X(t) = x(t)$ and consider two arbitrary opinions $i$ and $j$. If both opinions are strong Lemma 17 shows that one of them becomes weak or super-weak within $O(\log n)$ phases with probability at least $1 - O(n^{-1.9})$. As soon as
either $i$ or $j$ are weak Lemma 19 shows that the weak opinion becomes super-weak within the next $O(\log \log n)$ phases and remains super-weak for the rest of the process (Lemma 19). This happens again with a probability of $1 - O\left(n^{-1.9}\right)$. Hence, after $O(\log n)$ phases either $i$ or $j$ are super-weak. Since we have at most $k^2 \leq (\sqrt{n}/\log n)^2 = o(n)$ pairs of distinct opinions we can apply the union bound over all such pairs to show that all but a single opinion are super-weak within $t' = O(\log n)$ phases w.h.p. In Lemma 20 we show that the single remaining non-super-weak opinion wins within two additional phases.

It remains to show that the winning opinion is one of the initially significant opinions. Recall that $S(X(t))$ denotes the set of all significant opinions at the start of phase $t$. We show for $t' = O(\log n)$ that $S(X(t + t')) \subseteq S(X(t))$. This means that no opinion which is insignificant in phase $t$ can become significant in phase $t + t'$. As the subset relation is transitive, we have that

$$
\Pr[S(X(t + t')) \subseteq S(X(t))] \geq \Pr[\forall t < t_1 \leq t + t' : S(X(t_1)) \subseteq S(X(t_1 - 1))]
= 1 - \Pr[\exists t < t_1 \leq t + t' : S(X(t_1)) \not\subseteq S(X(t_1 - 1))].
$$

Furthermore, from Lemma 6 we have that for any $t_1 \geq 0$ it holds $\Pr[S(X(t_1)) \subseteq S(X(t_1 - 1))] \geq 1 - n^{-\Omega(1)}$. Together with union bound application, this implies that

$$
1 - \Pr[\exists t < t_1 \leq t + t' : S(X(t_1)) \not\subseteq S(X(t_1 - 1))]
\geq 1 - \sum_{t_1=t+1}^{t+t'} \Pr[S(X(t_1)) \not\subseteq S(X(t_1 - 1))]
\geq 1 - t' \cdot n^{-\Omega(1)} \geq 1 - n^{-\Omega(1)}.
$$

Therefore, we have w.h.p. that $S(X(t + t')) \subseteq S(X(t))$. In the first part of the proof we also established that, w.h.p., only a single opinion $i$ remains in phase $t + t'$. Clearly this single remaining opinion $i$ is significant in $X(t + t')$, or in other words $i \in S(X(t + t'))$. As $S(X(t + t')) \subseteq S(X(t))$ w.h.p., this implies that $i \in S(X(t))$ and the result follows.

**Lemma 17.** Fix $X(t) = x(t)$ and any two distinct strong opinions $i$ and $j$. Then at least one of them will become weak or super-weak within $O(\log n)$ phases with probability at least $1 - O(n^{-1.9})$.

**Proof.** First we show that at least one of opinions $i$ and $j$ will become weak or super-weak. We consider the difference between both opinion $i$ and $j$ via a case study. If the difference is $o(\sqrt{n} \log n)$, we apply the drift result from Theorem 36 to increase the difference up to $\Omega(\sqrt{n} \log n)$. To be more precise, we map the difference $|X_i(t) - X_j(t)|$ to the state space of $W(t) = |X_i(t) - X_j(t)|/(c_a \cdot \sqrt{n}) \in \{0, \ldots, (\xi/c_a) \cdot \sqrt{\log n}\}$ where $c_a$ originates from Lemma 18. Observe that, for some $t'$, $W(t') = (\xi/c_a) \cdot \sqrt{\log n}$ implies that $|X_i(t') - X_j(t')| \geq \xi \cdot \sqrt{n} \log n$. Now we deal with the two requirements within the drift result with the help of Lemma 18. The first requirement is fulfilled by the first result in Lemma 18. That is,

$$
\Pr[W(t + 1) \geq 1] \geq \Pr[|X_i(t + 1) - X_j(t + 1)| \geq c_a \cdot \sqrt{n}] = \Omega(1).
$$

The second requirement is fulfilled by the second result in Lemma 18. Assuming $c_a \cdot \sqrt{n} \leq |X_i(t) - X_j(t)| \leq \xi \cdot \sqrt{n} \log n$, it holds for a suitable constant $c_2 > 0$ that

$$
\Pr[W(t + 1) \geq \min\{(5/4) \cdot W(t), (\xi/c_a) \cdot \sqrt{\log n}\}] 
\geq \Pr[|X_i(t + 1) - X_j(t + 1)| \geq \min\{(1 + \varepsilon) \cdot |x_i - x_j|, \xi \cdot \sqrt{n} \log n\}]
$$
\[
\begin{align*}
&\geq 1 - 14 \cdot \exp\left(-\varepsilon^* \cdot (|x_i - x_j|^2)/16n\right) \\
&\geq 1 - 14 \cdot \exp\left(-\varepsilon^*/16 \cdot c_a \cdot (|x_i - x_j|)/\sqrt{n} \cdot (|x_i - x_j|)/c_a \sqrt{n}\right) \\
&\geq 1 - \exp(-c_2 \cdot W(t))
\end{align*}
\]

Thus, due to the drift result, the difference between opinion \(i\) and \(j\) is at least \(\xi \cdot \sqrt{n \log n}\) in \(O(\log n)\) phases.

Now, we assume that \(|X_i(t) - X_j(t)| \geq \xi \cdot \sqrt{n \log n}\). Since both opinions are strong and their difference is sufficiently large, we apply Lemma 14, which yields with probability at least \(1 - O(n^{-2})\) that

\[
\frac{X_i(t + 1)}{X_j(t + 1)} \geq \left(\frac{x_i}{x_j}\right)^{1.5}.
\]

(20)

Our goal is to repeatedly apply above result over multiple phases. We start by establishing that Lemma 14 also may be applied in the following phase. To this end, we need to check the two conditions which fulfill the requirements of Lemma 14: (i) \(X_i(t + 1) - X_j(t + 1) \geq \xi \cdot \sqrt{n \log n}\) holds, and (ii) opinions \(i\) and \(j\) remain strong opinions in \(X(t + 1)\). Note that the lemmas statement immediately follows in case (ii) is violated. In the following, we will establish that (i) indeed holds.

We apply Lemma 5 to both \(i\) and \(j\) and set \(\delta = \sqrt{(\ln 7 + 2 \log n)/\varepsilon^*}\). This way, we get, with probability at least \(1 - O(n^{-2})\), that

\[
X_i(t + 1) - X_j(t + 1) \geq \frac{1}{\psi} \cdot \left(x_i^2 - x_j^2 - (x_i + x_j) \cdot \sqrt{(\ln 7 + 2 \log n)/\varepsilon^*} \cdot \sqrt{n}\right)
\]

\[
\geq \frac{x_i + x_j}{\psi} \cdot \left((x_i - x_j) - \sqrt{(\ln 7 + 2 \log n)/\varepsilon^*} \cdot \sqrt{n}\right)
\]

Since both opinions are strong and \(\psi \leq x_{\text{max}}\) (see Observation 3), it follows that \((x_i + x_j)/\psi > 9/5\). This, together with above inequality chain implies that, indeed, \(X_i(t + 1) - X_j(t + 1) \geq \xi \cdot \sqrt{n \log n}\). Above argument can easily be translated into an induction, which yields that \(X_i(t + t') - X_j(t + t') \geq \xi \cdot \sqrt{n \log n}\) until a round \(t + t'\) is reached where opinion \(j\) becomes weak (i.e., condition (ii) above is violated). Note that, w.h.p., \(t' = O(\log n)\) must hold as otherwise it follows by a repeated application of (20) that

\[
\frac{X_i(t + t')}{X_j(t + t')} \geq \left(1 + \frac{\xi \cdot \sqrt{n \log n}}{x_j}\right)^{1.5t'} \gg \left(1 + \frac{1}{\sqrt{n}}\right)^{1.5t'} > n.
\]

Hence opinion \(j\) will become either weak or super-weak within \(O(\log n)\) phases with probability at least \(1 - O(n^{-1.9})\).

\[\square\]

**Lemma 18.** Fix \(X(t) = x(t)\) and two distinct strong opinions \(i\) and \(j\). Let \(c_a = \max\{1/\varepsilon_p, \ 100\}\).

1. If \(|x_i(t) - x_j(t)| < c_a \cdot \sqrt{n}\), then \(\Pr[|X_i(t + 1) - X_j(t + 1)| \geq c_a \cdot \sqrt{n}] = \Omega(1)\).

2. If \(c_a \cdot \sqrt{n} \leq |x_i(t) - x_j(t)| \leq \xi \cdot \sqrt{n \log n}\), then

\[
\Pr[|X_i(t + 1) - X_j(t + 1)| \geq (5/4) \cdot (x_i(t) - x_j(t))] \geq 1 - 14 \cdot \exp\left(-\varepsilon^* \cdot (|x_i(t) - x_j(t)|)^2/16n\right).
\]

**Proof.** We track the difference between two strong opinions \(i\) and \(j\) throughout a single phase. We start with the first statement and assume, w.l.o.g., that \(x_i \geq x_j\). The idea is to apply anti-concentration results during the decision part in order to establish a sufficiently large difference
between the support of both opinions and to roughly maintain this difference throughout the following boosting part.

At first we analyze the decision part and consider \( Y_i(t), Y_j(t) \) and \( \| Y(t) \|_1 \). Recall (see Observation 4) that \( Y_i(t) \sim Bin(x_i, x_i/n) \), \( Y_j(t) \sim Bin(x_j, x_j/n) \) and \( \| Y(t) \|_1 \) can be modeled as a sequence of \( n \) Poisson trials. We define the event \( \mathcal{E} \) as follows

\[
\mathcal{E} = \left\{ Y_i(t) \geq \frac{x_i^2}{n} + \frac{10}{7} \cdot c_a \cdot \frac{x_i}{\sqrt{n}} \quad \text{and} \quad \left( 1 - \frac{2}{\sqrt{\log n}} \right) \cdot \frac{x_i^2}{n} \leq Y_j(t) \leq \frac{x_j^2}{n} - \frac{10}{7} \cdot c_a \cdot \frac{x_j}{\sqrt{n}} \right\}.
\]

Now we bound probability of \( \mathcal{E} \). We apply Lemma 41 to both opinions \( i \) and \( j \) with \( \delta_i = ((10/7) \cdot c_a \sqrt{\frac{1}{n}})/x_i \) and \( \delta_j = ((10/7) \cdot c_a \sqrt{\frac{1}{n}})/x_j \) and yield

\[
\Pr \left[ Y_i(t) \geq \frac{x_i^2}{n} + \frac{10}{7} \cdot c_a \cdot \frac{x_i}{\sqrt{n}} \right] \geq \exp(-9 \cdot ((10/7) \cdot c_a)^2) \geq \exp(-20 \cdot c_a^2) \quad (21)
\]

\[
\Pr \left[ Y_j(t) \leq \frac{x_j^2}{n} - \frac{10}{7} \cdot c_a \cdot \frac{x_j}{\sqrt{n}} \right] \geq \exp(-9 \cdot ((10/7) \cdot c_a)^2) \geq \exp(-20 \cdot c_a^2) \quad (22)
\]

Next we apply Chernoff Bound (Theorem 33) to \( \| Y(t) \|_1 \) and \( Y_j(t) \) where in the latter case we only need an additional lower bound. Note that \( \mathbb{E} [\| Y(t) \|_1] \geq x_{max}^2/n = \Omega(\log^2 n) \) due to \( x_{max} \geq n/k \) and \( k \leq \sqrt{n}/\log n \). Hence, for \( \delta' = 6/\sqrt{\log n} \) we get

\[
\Pr \left[ \| Y(t) \|_1 \leq \psi \cdot (1 - \delta') \right] \leq n^{-2} \quad \text{and} \quad \Pr \left[ \| Y(t) \|_1 \geq \psi \cdot (1 + \delta') \right] \leq n^{-2}.
\]

In case of \( Y_j(t) \) we use the fact that opinion \( j \) is strong and hence, similar to the previous case, \( x_j \geq 0.9 \cdot x_{max} \geq 0.9 \cdot \sqrt{n} \log n \). Again we apply Chernoff Bound (Theorem 33) for \( \delta' = \sqrt{2 \cdot n \cdot \log n}/x_j \leq 4/\sqrt{\log n} \) and yield

\[
\Pr \left[ Y_j(t) \leq \left( 1 - \frac{4}{\sqrt{\log n}} \right) \cdot \frac{x_j^2}{n} \right] \leq \Pr \left[ Y_j(t) \leq \left( 1 - \frac{\sqrt{2 \cdot n \cdot \log n}}{x_j} \right) \cdot \frac{x_j^2}{n} \right] \leq n^{-2}.
\]

An application of the union bound on the bounds of \( Y_j(t) \) yields

\[
\Pr \left[ Y_j(t) \notin \left( 1 - \frac{4}{\sqrt{\log n}} \right) \cdot \frac{x_j^2}{n} - \frac{10}{7} \cdot c_a \cdot \frac{x_j}{\sqrt{n}} \right] \leq \Pr \left[ Y_j(t) \leq \left( 1 - \frac{\sqrt{2 \cdot n \cdot \log n}}{x_j} \right) \cdot \frac{x_j^2}{n} \right] \leq n^{-2}.
\]

\[
\leq 1 - \exp(-9 \cdot ((10/7) \cdot c_a)^2) + n^{-2} \\
\leq 1 - \left( \exp(-10 \cdot c_a^2) - n^{-2} \right).
\]

Since \( Y_i(t) \) and \( Y_j(t) \) are independent, another application of the union bound yields

\[
\Pr \left[ \mathcal{E} \right] \leq 1 - ((\exp(-10 \cdot c_a^2) - n^{-2}) \cdot \exp(-20 \cdot c_a^2)) + 2n^{-2} = p < 1 \quad (23)
\]

where \( p < 1 \) is a constant probability.

Now we deal with the outcome of the boosting part conditioned on the event \( \mathcal{E} \). We fix \( Y_i(t) = y_i, Y_j(t) = y_j \) and define \( d = \| Y(t) \|_1 \). Again, recall (see Observations 3 and 4) that \( X_i(t + 1) \sim PE(y_i, d - y_i, n - d) \) and \( X_j(t + 1) \sim PE(y_j, d - y_j, n - d) \). We apply the tail bound for this Pólya Eggenberger distribution from Theorem 37. Note that conditioned on the event \( \mathcal{E} \) and the previous
observations about strong opinions we have $\sqrt{y_i} \geq \sqrt{y_j} \geq 0.9 \cdot \sqrt{1 - 4/\log n \cdot \log n}$. Thus, clearly $\delta = (2 \cdot c_a)/7 < \sqrt{y_j}$ and hence we get

$$\Pr \left[ X_i(t+1) < y_i \cdot \frac{n}{d} - \sqrt{y_i} \cdot \frac{\delta \cdot n}{d} \mid \mathcal{E} \right] \leq 4 \exp(-\varepsilon_p \cdot \delta^2) \leq 4 \exp(-4 \cdot \varepsilon_p \cdot c_a^2/49) \quad (24)$$

$$\Pr \left[ X_j(t+1) > y_j \cdot \frac{n}{d} + \sqrt{y_j} \cdot \frac{\delta \cdot n}{d} \mid \mathcal{E} \right] \leq 4 \exp(-\varepsilon_p \cdot \delta^2) \leq 4 \exp(-4 \cdot \varepsilon_p \cdot c_a^2/49) \quad (25)$$

Now we show that the difference between $X_i(t+1)$ and $X_j(t+1)$ is still sufficiently large. Conditioned on the event $\mathcal{E}$ we get that

$$X_i(t+1) - X_j(t+1) \geq \frac{n}{d} \left( y_i - y_j - \delta \cdot (\sqrt{y_i} + \sqrt{y_j}) \right)$$

$$\geq \frac{n}{d} \left( \frac{x_i^2 - x_j^2}{n} + \frac{10}{7} \cdot c_a \cdot \frac{x_i + x_j}{\sqrt{n}} \right) - \delta \cdot \frac{x_i}{\sqrt{n}} \cdot \left( 1 + \frac{10 \cdot c_a \sqrt{n}}{7 \cdot x_i} + 1 - \frac{10 \cdot c_a \sqrt{n}}{7 \cdot x_j} \right)$$

By the definition of strong opinions and the inequality $\sqrt{1 - z} + \sqrt{1 + z} \leq 2$ for $z \in (-1, +1), z \neq 1$ it follows that

$$X_i(t+1) - X_j(t+1) \geq \frac{n}{d} \cdot \left( \frac{10}{7} \cdot c_a \cdot \frac{x_i + x_j}{\sqrt{n}} - 2 \cdot \delta \cdot \frac{x_i}{\sqrt{n}} \right)$$

$$\geq \sqrt{n} \cdot \frac{x_{max}}{d} \cdot \left( 2 \cdot \frac{9}{10} \cdot (10/7) \cdot c_a - 2 \cdot \delta \right)$$

$$\geq 2 \cdot \sqrt{n} \cdot \frac{x_{max}}{d} \cdot \left( \frac{9}{7} \cdot c_a - \delta \right)$$

Again by the event $\mathcal{E}$ and the fact that $\psi \leq x_{max}$ (see Observation 3) it follows that

$$X_i(t+1) - X_j(t+1) \geq \sqrt{n} \cdot \frac{2 \cdot x_{max}}{(1 + 6/\sqrt{\log n}) \cdot x_{max}} \cdot \left( \frac{9}{7} \cdot c_a - \frac{2}{7} \cdot c_a \right) \geq c_a \cdot \sqrt{n}.$$
We continue with the proof of the second statement and assume \( x_i - x_j \geq c_a \cdot \sqrt{n} \). We apply Lemma 5 to both opinions with \( \delta = (x_i - x_j)/4 \cdot \sqrt{n} \) and yield

\[
\Pr \left[ X_i(t + 1) \leq \frac{x_i^2}{\psi} - \frac{x_i}{\psi} \cdot \sqrt{n} \cdot \delta \right] \leq 7 \cdot \exp \left( -\varepsilon^* \cdot \delta^2 \right) = 7 \cdot \exp \left( -\varepsilon^* \cdot \frac{(x_i - x_j)^2}{16n} \right)
\]

\[
\Pr \left[ X_j(t + 1) \geq \frac{x_j^2}{\psi} + \frac{x_j}{\psi} \cdot \sqrt{n} \cdot \delta \right] \leq 7 \cdot \exp \left( -\varepsilon^* \cdot \delta^2 \right) = 7 \cdot \exp \left( -\varepsilon^* \cdot \frac{(x_i - x_j)^2}{16n} \right)
\]

Now, as \( i \) and \( j \) are assumed to be strong opinions, it follows that \((x_i + x_j)/\psi > 9/5\). An application of the union bound yields the second statement, with probability at least \( 1 - 14 \cdot \exp \left( -\varepsilon^* \cdot (|x_i - x_j|)^2/4n \right)\), due to

\[
X_i(t+1)-X_j(t+1) \geq \frac{x_i + x_j}{\psi} \left( 1 - \frac{\sqrt{n} \cdot \delta}{x_i - x_j} \right) \cdot (x_i - x_j) \geq \frac{9}{5} \cdot \left( 1 - \frac{1}{4} \right) \cdot (x_i - x_j) \geq (5/4) \cdot (x_i - x_j).
\]

**Lemma 19.** Fix \( \mathbf{X}(t) = \mathbf{x}(t) \) and an opinion \( j \). If opinion \( j \) is weak, then it will become super-weak in \( O(\log \log n) \) phases with probability at least \( 1 - \Theta(n^{-1.9}) \). If opinion \( j \) is super-weak, then it will remain super-weak in at least \( \Omega(\log^2 n) \) following phases with probability more than \( 1 - \Theta(n^{-1.9}) \).

**Proof.** First we show that a weak opinion will become super-weak. Let opinion \( j \) be weak but not super-weak opinion in \( \mathbf{x} \), i.e., \( c_w \cdot \sqrt{n} \log n < x_j < 9 \cdot x_{\max} \). As opinion \( j \) is weak, it follows that the difference \( x_{\max} - x_j \geq n/(10 \cdot k) = \omega(\sqrt{n} \log n) \) is large enough and we can apply Lemma 14. This yields with probability at least \( 1 - O(n^{-2}) \) that

\[
\frac{X_{\max}(t + 1)}{X_j(t + 1)} \geq \left( \frac{x_{\max}}{x_j} \right)^{1.5}.
\]

This result has two implications. For one, it states that the ratio between the largest opinion and opinion \( j \) grows substantially. Second, it also implies that opinion \( j \) cannot become strong in \( \mathbf{X}(t + 1) \). To see this, we combine (26) together with the fact that \( j \) is weak in \( \mathbf{x} \)

\[
X_j(t + 1) \leq X_{\max}(t + 1) \cdot \left( \frac{x_j}{x_{\max}} \right)^{1.5} < X_{\max}(t + 1) \cdot \left( \frac{9}{10} \right)^{1.5} < X_{\max}(t + 1) \cdot 0.9.
\]

Hence, \( j \) is either weak or super-weak in phase \( t + 1 \). If \( j \) is super-weak, we are done. Otherwise we may again apply Lemma 14. We follow this approach for \( t' = \log_{1.5} \log_{9/10} n \) phases, at which point, either (i) \( j \) already became super-weak in some phase \(< t + t' \), or (ii) it follows by the growth of the ratio that with probability at least \( 1 - O(n^{-1.9}) \)

\[
\frac{X_{\max}(t + t')}{X_i(t + t')} \geq \left( \frac{10}{9} \right)^{1.5^{t'}} \geq n.
\]

This implies that, opinion \( j \) must have already become super-weak.

In this second part of the proof, we show that a super-weak opinion \( j \) in \( \mathbf{x} \) remains super-weak. We apply Lemma 13 on this opinion \( j \) and yield

\[
\Pr \left[ X_j(t + 1) > \frac{n}{\psi} \cdot (12c_w^2 + 74c_p) \log n \right] < 4n^{-2}.
\]

Using that \( \psi = \mathbb{E}[\| \mathbf{Y}(t) \|_1] \geq n/k \geq \sqrt{n} \log n \) then implies

\[
\Pr \left[ X_j(t + 1) > (12c_w^2 + 74c_p) \cdot \sqrt{n} \right] < 4n^{-2}.
\]
As $(12c_w^2 + 74c_w) \cdot \sqrt{n} = o\left(\sqrt{n \log n}\right)$ it follows that opinion $j$ remains super-weak at the start phase $t + 1$. A repetition of this argument, together with a union bound application yields that opinion $j$ will remain super-weak for at least $\Omega\left(\log^2 n\right)$ phases with probability more than $1 - O\left(n^{-1.9}\right)$. \hfill \Box

**Lemma 20.** Fix $X(t) = x(t)$. If all but a single opinion $i$ are super-weak, then only opinion $i$ remains in phase $t + 2$ w.h.p.

*Proof.* Let opinion $i$ be the only non-super-weak opinion. It follows that $x_i \geq n - (k - 1) \cdot c_w \cdot \sqrt{n \log n}$. As we consider $k \leq \sqrt{n} / \log n$, this implies that $x_i \geq n - n \cdot c_w / \sqrt{\log n} = n \cdot (1 - o(1))$. Furthermore, as $\psi = E[\|Y(t)\|_1] = \sum_{j=1}^k x_j^2 / n \geq x_i^2 / n$ this also implies that $\psi = \Omega(n)$.

Now we fix some opinion $j$ that is super-weak. We apply Lemma 13 and use that $\psi = \Omega(n)$ which immediately yields

$$\Pr[X_j(t + 1) = \omega(\log n)] < 4n^{-2}.$$ 

Such an opinion $j$ will, w.h.p., not have a single decided agent at the start of boosting part $t + 1$ because

$$\Pr \left[ Y_j(t + 1) > 0 \mid X_j(t + 1) = O(\log n) \right] < 1 - \left(1 - \frac{O(\log n)}{\sqrt{n}}\right)^{O(\log n)} < \frac{\text{polylog } n}{n}.$$ 

Therefore, $j$ will vanish before phase $t + 2$ w.h.p. A simple union bound argument now yields that, w.h.p., none of the opinions which are super-weak at the beginning of phase $t$ will survive until phase $t + 2$. \hfill \Box

**A.3. Consensus for $\sqrt{n} / \log n < k \leq \sqrt{n} / c_k$**

**Lemma 10.** Assume $X(t)$ is a configuration with $\sqrt{n} / \log n < k < \sqrt{n} / c_k$ opinions. W.h.p. $X_{\max}(t + t') \geq \sqrt{n} \cdot \log^{3/2} n$ for some $t' = O(\log n)$.

*Proof.* First we establish, $X_{\max}(t + t_1) \geq \sqrt{n} \log n$ for some $t_1 = O(\log n)$ with the drift result from Theorem 36. In contrast to the proof of Lemma 17 we apply the result on the largest opinion. To be more precise, we map the largest opinion with support $X_{\max}(t)$ to the state space of $W(t) = [X_{\max}(t) / (\sqrt{n})] \in \{0, \ldots, \sqrt{\log n}\}$. Observe that $W(t) = \sqrt{n} \log n$ implies that $X_{\max}(t) \geq \sqrt{n} \log n$. Now we deal with both requirements of the drift result. The first requirement is in surely true due to the regime of $k$ we consider. That is, we have that $X_{\max}(t) \geq n / k \geq c_k \sqrt{n} \geq \sqrt{n}$ and hence

$$\Pr[W(t + 1) \geq 1] = \Pr[[X_{\max}(t + 1) / (\sqrt{n})] \geq 1]$$

holds with at least constant probability. The second requirement is fulfilled by the first result in Lemma 7. As long as $X_{\max}(t)$ is smaller than $\sqrt{n \log n}$, it holds for a suitable constant $c_2 > 0$ that

$$\Pr[W(t + 1) \geq \min\{(1 + 1/60)W(t), \log n\}] \geq \Pr[X_{\max}(t + 1) \geq \min\{(1 + 1/60)x_{\max}, \sqrt{n \log n}\}]$$

$$\geq 1 - 7 \exp\left(-\varepsilon^* / 625 \cdot \frac{x_{\max}^2}{\log n}\right)$$

$$\geq 1 - \exp\left(-c_2 \cdot \frac{x_{\max}}{\sqrt{n}}\right)$$

$$= 1 - \exp\left(-c_2 \cdot W(t)\right).$$

Thus, due to the drift result, the support of the largest opinion is at least $\sqrt{n} \cdot \log n$ within $O(\log n)$ phases w.h.p.

Now, we continue with a configuration which satisfies $X_{\max}(t + t_1) \geq \sqrt{n} \log n$. Here, we repeatedly apply the second statement of Lemma 7. It states that the largest opinion increases by an
Lemma 5. Fix $X(t) = x(t)$. Assume that $x_{\text{max}}(t) \geq \sqrt[n]{\log^{3/2}} n$ and in configuration $x(t)$ we have $\sqrt[n]{\log n} < k < \sqrt[n]{c_k}$ opinions. At the beginning of the decision part of phase $t + 3$ w.h.p., at least one of the following statements holds:

- $x_{\text{max}}(t + 3) > (5/4) \cdot x_{\text{max}}(t)$
- at most $\sqrt[n]{\log n}$ opinions have non-zero support.

Proof. Starting with the configuration $x$ at decision part $t$, we consider two cases.

Case 1. $\psi(t) = \mathbb{E}[\|Y(t)\|_1] \leq \frac{1}{2} \sqrt[n]{\log^{3/2}} n$. Let $i$ be an opinion which provides $x_{\text{max}}$. As in this case $x_i \geq 2 \cdot \psi(t)$, we will show that $i$ gathers additional support until decision part $t + 1$. To that end, we apply Lemma 5 with $\delta = \sqrt[5]{\frac{5}{\varepsilon^*}} \log n$. This immediately yields

$$\Pr \left[ X_i(t + 1) > \frac{x_i^2}{\psi(t)} - \sqrt[5]{\frac{5}{\varepsilon^*}} \cdot \frac{x_i}{\psi(t)} \sqrt[n]{\log n} \right] \geq 1 - n^{-4}. \quad (28)$$

Remember, we have $x_i \geq 2 \psi(t)$. We use this in the second step of the following calculation

$$\frac{x_i^2}{\psi(t)} - \sqrt[5]{\frac{5}{\varepsilon^*}} \cdot \frac{x_i}{\psi(t)} \sqrt[n]{\log n} = \frac{x_i}{\psi(t)} (x_i - O(\sqrt[n]{\log n})) \geq 2x_i - O(\sqrt[n]{\log n}) > x_i(1 + 1/2).$$

As for arbitrary random variables $X$ and $x \leq x'$, it holds that $\Pr[X > x] \leq \Pr[X > x']$, we get

$$\Pr[X_i(t + 1) > x_i(1 + 1/2)] \geq \Pr \left[ X_i(t + 1) > \frac{x_i^2}{\psi(t)} - \sqrt[5]{\frac{5}{\varepsilon^*}} \cdot \frac{x_i}{\psi(t)} \sqrt[n]{\log n} \right] \geq 1 - n^{-4}.$$

Clearly it holds that $x_{\text{max}}(t + 1) \geq X_i(t + 1)$. Therefore above result implies that, w.h.p., $x_{\text{max}}(t + 1) > x_i(1 + 1/2) = x_{\text{max}}(1 + 1/2)$. Next, we apply Lemma 16, which states that, w.h.p., the maximum shrinks by at most an $(1 - o(1))$ factor with every phase. Therefore, w.h.p., the following holds

$$x_{\text{max}}(t + 3) \geq x_{\text{max}}(t + 2)(1 - o(1)) \geq x_{\text{max}}(t + 1)(1 - o(1)) \geq x_{\text{max}}(1 + 1/2).$$

In the second line we used that, w.h.p., $x_{\text{max}}(t + 1) > x_{\text{max}}(1 + 1/2)$ as argued above. Note that this inequality chain implies the first statement of the lemma.

Case 2. $\psi(t) > \frac{1}{2} \sqrt[n]{\log^{3/2}} n$. In this case, we define $L(t)$ as the set of opinions $j$ with support at most $x_j \leq 2 \sqrt[n]{\log n}$. We consider a fixed opinion $j \in L(t)$ and will show that $X_j(t + 1) = O(\sqrt[n]{\log n})$. In other words, such an opinion $j$ will shrink by an $\Omega(\sqrt[n]{\log n})$ factor. To that end, we model $Y_j(t) \sim \text{Bin}(x_j, x_j/n)$ as usual (see Observation 3). As $j \in L(t)$, we have $\mathbb{E}[Y_j(t)] \leq 4 \log^2 n$. We apply Chernoff bounds (Theorem 33) with $\delta = 2/\sqrt[n]{\log n}$ and get

$$\Pr \left[ Y_j(t) > 4 \log^2 n \left( 1 + \frac{2}{\sqrt[n]{\log n}} \right) \right] \leq \exp \left( -\delta^2 \cdot 4 \log^2 n \right) = \exp \left( -\frac{16 \log n}{3} \right) < n^{-5}. \quad (29)$$

Similar, we model $\|Y(t)\|_1 = \sum_{i=1}^k Y_i(t)$ as the sum of Poisson trials where $\mathbb{E}[\|Y(t)\|_1] = \psi(t) \geq \frac{1}{2} \sqrt[n]{\log^{3/2}} n$. Just as above we employ Chernoff bounds with $\delta = 2/\sqrt[n]{\log n}$ and derive

$$\Pr \left[ \|Y(t)\|_1 < \frac{1}{2} \sqrt[n]{\log^{3/2}} n(1 - o(1)) \right] < n^{-5}. \quad (30)$$
We now define the following event for opinion $j \in L(t)$

$$\mathcal{E}_j : \Leftrightarrow \left\{ Y_j(t) < 4 \log^2 n \cdot (1 + o(1)) \land \|Y(t)\|_1 > 25 \sqrt{n \log 3/2} \cdot n \cdot (1 - o(1)) \right\}.$$ 

A union bound application together with (29) and (30) yields that $\Pr[\mathcal{E}_j] > 1 - 2n^{-5}$. We will now track opinion $j$ throughout boosting part $t$. We consider fixed $Y_j(t) = y_j$ and define $d = \|Y(t)\|_1$, and as noted in Observation 4 we model $X_j(t + 1) \sim \text{PE}(y_i, d - y_j, n - d)$. From the concentration inequality in Theorem 38 we then get that

$$\Pr\left[ X_j(t + 1) > \frac{n}{d} \cdot (3y_j + O(\log n)) \mid \mathcal{E}_j \right] < 2n^{-2}.$$ 

(31)

As we only consider values of $y_i$ and $d$ that fulfill $\mathcal{E}_j$ we have that

$$\frac{n}{d} \cdot (3y_j + O(\log n)) < 24 \sqrt{n \log n} \cdot (1 + o(1)) < 25 \sqrt{n \log n}.$$ 

We use this inequality in the first step and then (31) in the second to deduce that

$$\Pr\left[ X_j(t + 1) > 25 \sqrt{n \log n} \mid \mathcal{E}_j \right] < \Pr\left[ X_j(t + 1) > \frac{n}{d} \cdot (3y_j + O(\log n)) \mid \mathcal{E}_j \right] < 2n^{-2}.$$ 

An application of the law of total probability yields

$$\Pr\left[ X_j(t + 1) \leq 25 \sqrt{n \log n} \right] \geq \Pr\left[ X_j(t + 1) \leq 25 \sqrt{n \log n} \mid \mathcal{E}_j \right] \cdot \Pr[\mathcal{E}_j]$$

$$\geq (1 - 2n^{-2}) \cdot \Pr[\mathcal{E}_j] > (1 - 2n^{-2}) \cdot (1 - 2n^{-5}) \geq (1 - 3n^{-2}).$$

Finally, we apply union bounds over all opinions $j \in L(t)$ which yields that

$$\Pr\left[ \forall j \in L(t) : X_j(t) \leq 25 \sqrt{n \log n} \right] \geq (1 - 3n^{-2} \cdot |L(t)|) > (1 - n^{-1}).$$

Additionally, we again apply Lemma 16, which states that $X_{\text{max}}(t + 1) > x_{\text{max}}(1 - o(1))$ w.h.p. When using union bounds, we get that the following event holds w.h.p.

$$\mathcal{E} : \Leftrightarrow \left\{ \forall j \in L(t) : X_j(t) \leq 25 \sqrt{n \log n} \land X_{\text{max}}(t + 1) > x_{\text{max}}(1 - o(1)) \right\}.$$ 

We now continue our analysis for one further phase. To that end, we fix the configuration $X(t + 1) = \mathbf{x}$ and assume that $\mathbf{x}$ fulfills the event $\mathcal{E}$. Again we distinguish two cases.

**Case 2.1.** $\psi(t + 1) := \mathbb{E}[Y_i(t + 1)] \leq \frac{1}{2} \sqrt{n \log 3/2}$. This is mostly a repetition of case 1, replacing $t$ with $t + 1$ and $x$ with $\mathbf{x}$. Let $i$ be an opinion which provides $x_{\text{max}}$. As in case 1, we apply Lemma 5 and get for $\delta = \sqrt{5/\varepsilon^*} \cdot \log n$ that

$$\Pr\left[ X_i(t + 2) > \frac{\bar{x}_i^2}{\psi(t + 1)} - \sqrt{5/\varepsilon^*} \cdot \frac{\bar{x}_i}{\psi(t + 1)} \sqrt{n \log n} \right] > 1 - n^{-4}.$$ 

(32)

As $\mathbf{x}$ fulfills the event $\mathcal{E}$, we have $\bar{x}_i \geq x_{\text{max}}(1 - o(1)) > 2\psi(t) \cdot (1 - o(1))$. We can use this to show

$$\frac{\bar{x}_i^2}{\psi(t + 1)} - \sqrt{5/\varepsilon^*} \cdot \frac{\bar{x}_i}{\psi(t + 1)} \sqrt{n \log n} = \frac{\bar{x}_i}{\psi(t + 1)} \left( \bar{x}_i - O\left( \sqrt{n \log n} \right) \right)$$

$$\geq (2 - o(1)) \cdot (\bar{x}_i - O\left( \sqrt{n \log n} \right)) > \bar{x}_i(1 + 1/2).$$
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In combination with (32), this then implies \( \Pr[X_i(t + 2) > \bar{x}_i(1 + 1/2)] > 1 - n^{-4} \). Just as in case 1, we then use \( X_{\max}(t + 2) \geq X_i(t + 2) \) and apply Lemma 16 to argue that the maximum shrinks by at most an \((1 - o(1))\) factor throughout phase \( t + 3 \). This way, we get w.h.p.

\[
X_{\max}(t + 3) \overset{\text{Lemma 16}}{>} X_{\max}(t + 2) \cdot (1 - o(1)) \overset{\text{Lemma 16}}{>} \bar{x}_i \cdot (1 + 1/2) \cdot (1 - o(1)) > x_{\max}(1 + 1/4).
\]

In the penultimate step, we used that \( \bar{x}_i = \bar{x}_{\max} \) and that \( \bar{x} \) fulfills event \( \mathcal{E} \) (i.e., \( \bar{x}_{\max} > x_{\max}(1 - o(1)) \)). The first statement of Lemma 11 follows.

**Case 2.2.** \( \psi(t + 1) > \frac{1}{2}\sqrt{n} \log^{3/2} n \). This case is similar to case 2. Remember, we currently consider the fixed configuration \( \bar{x} \) at decision part \( t + 1 \). As we assume that \( \bar{x} \) fulfills \( \mathcal{E} \), we have that every opinion \( j \in L(t) \) has \( \bar{x}_j \leq 25 \cdot \sqrt{n} \log n \). We will now show that, w.h.p., \( X_j(t + 2) = O\left(\sqrt{n / \log n}\right) \) for every such opinion. We start by fixing some \( j \in L(t) \). Just as in case 2 we model \( Y_j(t + 1) \sim \text{Bin}(\bar{x}_j, \bar{x}_j/n) \). As \( \mathbb{E}[Y_j(t + 1)] \leq 625 \log n \), a Chernoff bound application with \( \delta = 1/5 \) yields

\[
\Pr[Y_j(t + 1) > 625 \log n \cdot (1 + 1/5)] \leq \exp\left(-\frac{25 \log n}{3}\right) < n^{-5}. \tag{33}
\]

Additionally, just as argued for (30), we have \( \mathbb{E}[\|Y(t + 1)\|_1] = \psi(t + 1) > \frac{1}{2}\sqrt{n} \log^{3/2} n \) and therefore a Chernoff bound application yields

\[
\Pr\left[\|Y(t + 1)\|_1 < \frac{1}{2}\sqrt{n} \log^{3/2} n(1 - o(1))\right] < n^{-5}. \tag{34}
\]

Next, we track the evolution of opinion \( j \) throughout boosting part \( t + 1 \). We first define

\[
\mathcal{E}_j :\Leftrightarrow \left\{ Y_j(t + 1) \leq 750 \log n \land \|Y(t)\|_1 > \frac{1}{2}\sqrt{n} \log^{3/2} n \cdot (1 - o(1)) \right\}.
\]

The events (33) and (34), together with a union bound application, imply that \( \Pr[\mathcal{E}_j] > 1 - 2n^{-5} \). We fix \( Y_j(t + 1) = \bar{y}_j \) and define \( d = \|Y(t + 1)\|_1 \). Just as in case 2, we model \( X_j(t + 2) \) with a Pólya-Eggenberger distribution and apply Theorem 38 to derive (the constant \( c_p \) originates from Theorem 38)

\[
\Pr[X_j(t + 2) > \frac{n}{d} \cdot (3\bar{y}_j + c_p \log n) \mid \mathcal{E}_j] < 2n^{-2}. \tag{35}
\]

As we condition on the event \( \mathcal{E}_j \), we have \( \bar{y}_j \leq 750 \log n \) and \( d = \sqrt{n} \log^{3/2} n \cdot (1 - o(1)) \). Therefore

\[
\frac{n}{d} \cdot (3\bar{y}_j + c_p \log n) < c' \cdot \sqrt{n / \log n},
\]

for the constant \( c' = 2625 + c_p \). This further implies the first step in the following inequality chain

\[
\Pr[X_j(t + 2) > c' \cdot \sqrt{n / \log n} \mid \mathcal{E}_j] \leq \Pr[X_j(t + 2) > \frac{n}{d} \cdot (3\bar{y}_j + \mathcal{O}(\log n)) \mid \mathcal{E}_j] \overset{(35)}{<} 2n^{-2}.
\]

Just as in case 2, we apply the law of total probability to deduce that

\[
\Pr[X_j(t + 2) \leq c' \cdot \sqrt{n / \log n}] \geq \Pr[X_j(t + 2) \leq c' \cdot \sqrt{n / \log n} \mid \mathcal{E}_j] \cdot \Pr[\mathcal{E}_j] \\
\geq (1 - 2n^{-2}) \cdot (1 - 2n^{-5}) > (1 - 3n^{-2}).
\]
When applying union bounds over all \( j \in L(t) \) this implies that, w.h.p.,

\[
\forall j \in L(t) : X_j(t + 2) < c' \sqrt{n/\log n}
\]

The remaining analysis will now differ from case 2. We show that after decision part \( t + 2 \), most opinions in \( L(t) \) will vanish. Observe that

\[
\Pr\left[ Y_j(t + 2) = 0 \mid X_j(t + 2) \leq c' \sqrt{n/\log n} \right] \geq \left( 1 - \frac{\sqrt{n}}{n \cdot \log n} \right) c' \sqrt{n/\log n} \geq 1 - \frac{(c')^2}{\log n},
\]

where the probability on the right describes the situation where not a single agent of opinion \( j \) manages to sample an agent of opinion \( j \) throughout the decision part. For every \( j \in L(t) \) we now define an indicator random variable \( Z_j \), where \( Z_j = 1 \) iff \( Y_j(t + 2) > 0 \), and \( Z_j = 0 \) otherwise. This way, \( Z := \sum_{j \in L(t)} Z_j \) describes the number of opinions in \( L(t) \) that survive. Above, we established that \( \Pr[Z_j = 1] \leq (c')^2/\log n \) which implies \( \mathbb{E}[Z] \leq (c')^2 \cdot |L(t)|/\log n \). In order to apply the Chernoff bound in Theorem 35, we further bound \( \mathbb{E}[Z] \leq \max\{(c')^2 \cdot |L(t)|/\log n \}, \log n\} =: \mu_z \). By Theorem 35 we get for \( \delta = 1/2 \) that

\[
\Pr[Z > \max\{(c')^2 \cdot |L(t)|/\log n \}, \log n\} \cdot (1 + 1/2)] < \exp\left( \frac{\delta^2 \mu_z}{2 + \delta} \right) = n^{-\Omega(1)}
\]

Next, we count the number of opinions that survive decision part \( t + 2 \). We assume the worst-case of every opinion \( i \not\in L(t) \) surviving and combine this with above result. This way, w.h.p., at most

\[
(k - |L(t)|) + \frac{3}{2} \max\left\{ \frac{(c')^2}{\log n} \cdot |L(t)|, \log n \right\}
\]

opinions remain. Remember, initially we defined \( L(t) \) as the set of opinions of size at most \( 2 \sqrt{n/\log n} \).

By a counting argument it follows that \( k - |L(t)| \leq \sqrt{n}/(2 \log n) \) as at most \( \sqrt{n}/(2 \log n) \) opinions can have support greater than \( 2 \sqrt{n}/\log n \). Additionally, due to the regime of \( k \) we consider in this section, we have \( |L(t)| \leq k < \sqrt{n}/c_k \) for some arbitrary large constant \( c_k > 0 \). We use this to loosen the bound on the remaining opinions in (36) to

\[
(k - |L(t)|) + \frac{3}{2} \max\left\{ \frac{(c')^2}{\log n} \cdot |L(t)|, \log n \right\} \leq \frac{\sqrt{n}}{2 \log n} + \frac{3(c')^2 \sqrt{n}}{2c_k \log n} \leq \frac{\sqrt{n}}{\log n}.
\]

The last step follows from the fact that \( c_k = 4 \cdot (2625 + c_p)^2 \geq 3(c')^2 = 3 \cdot (2625 + c_p)^2 \) (see Definition 1). Therefore, w.h.p., only \( \sqrt{n}/\log n \) remain after decision part \( t + 2 \) and the second statement of Lemma 11 follows.

\[\square\]

**A.4. Consensus for \( k > \sqrt{n}/c_k \)**

**Proposition 12.** Assume \( X(t) \) is a configuration with \( k > \sqrt{n}/c_k \) opinions. Then, after \( t' = O(\log n) \) phases, the process reaches a configuration \( X(t + t') \) such that the following holds w.h.p.: \( X(t + t') \) has at most \( \sqrt{n}/c_k \) opinions, \( |S(X(t + t'))| > 0 \), and \( S(X(t + t')) \subseteq S(X(t)) \).

**Proof.** Fix an arbitrary configuration \( X(t) = x \) and assume that it has \( k(t) > \sqrt{n}/c_k \) opinions with non-zero support. Let \( K_s \) denote the set of opinions that have support at most \( 2c_k \sqrt{n} \) in \( x \). Conceptually, this set contains opinions of small support that are likely to vanish. We fix
some \( i \in \mathcal{K}_s \) and model the number of decided agents of opinion \( i \) as \( Y_i(t) \sim \text{Bin}(x_i, x_i/n) \) (see Observation 3). This way, we have that

\[
\Pr[Y_i(t) = 0] = \left(1 - \frac{x_i}{n}\right)^{x_i} \geq \left(1 - \frac{2c_k \sqrt{n}}{\sqrt{n}}\right)^{2c_k \sqrt{n}} \geq e^{-4c_k^2} := p
\]  

(37)

Hence, with constant probability \( 1 > p > 0 \), such a small opinion \( i \) will not have a single decided agent at the start of boosting part \( t \). We now define an indicator random variable \( Z_i \) for each opinion \( i \in \mathcal{K}_s \), where \( Z_i = 1 \) iff \( Y_i(t) = 0 \) and \( Z_i = 0 \) otherwise. This way, \( Z := \sum_{i \in \mathcal{K}_s} Z_i \) describes the number of small opinions that have not a single decided agent at the start of boosting part \( t \). Note that the random variables \( Z_i \) are independent and by (37) we have \( \mathbb{E}[Z] \geq |\mathcal{K}_s| \cdot p \). Before applying Chernoff bounds on \( Z \), we take a closer look at \(|\mathcal{K}_s|\). By a counting argument, we have that \(|\mathcal{K}_s| > k(t) - \sqrt{n}/(2c_k)\) as at most \( \sqrt{n}/(2c_k) \) opinions can have support of more than \( 2c_k \sqrt{n} \). Initially we assumed that \( k(t) > \sqrt{n}/c_k \), this further implies that \(|\mathcal{K}_s| > k/2 \). Therefore, we can continue the bound on \( \mathbb{E}[Z] \) as

\[
\mathbb{E}[Z] \geq |\mathcal{K}_s| \cdot p \geq k(t) \cdot \frac{p}{2}
\]

A Chernoff bound application now easily shows that, w.h.p., \( Z > k(t) \cdot \frac{p}{3} = \Omega(k(t)) \). Throughout the following boosting part \( t \), no agent will adopt any of these \( Z \) opinions. Hence, if there exists at least one decided agent of another opinion, then these \( Z \) opinions will vanish forever. In other words if \( \|Y\|_1 = \sum_{i=1}^{k(t)} Y_i(t) > 0 \) and \( Z > k(t) \cdot \frac{p}{3} = \Omega(k(t)) \), then we have \( k(t + 1) \leq k(t) - k(t) \cdot \frac{p}{3} \).

Observe that

\[
\Pr\left[\|Y\|_1 > 1\right] = 1 - \prod_{i=1}^{k(t)} \left(1 - \frac{x_i}{n}\right)^{x_i} > 1 - \left(1 - \frac{1}{n}\right)^n = 1 - \frac{1}{e}.
\]

When combining this result with the bound on \( Z \) via union bounds, we have that

\[
\Pr\left[Z > \frac{k(t)}{3} \cdot p \wedge \|Y\|_1 > 0\right] \geq 1 - \frac{1}{e} - n^{-\Omega(1)} > \frac{1}{2}
\]

Summarizing, we showed that, with probability at least 1/2, we have that \( k(t + 1) < k(t) - \frac{k(t) \cdot p}{3} = k(t) \cdot (1 - p/3) \), i.e., the number of remaining opinions shrinks by a constant factor until decision part \( t \).

In the following we will call a phase \( \hat{t} \) successful, if either \( k(\hat{t} + 1) < k(\hat{t}) \cdot (1 - p/3) \) or \( k(\hat{t}) < \sqrt{n}/c_k \). We just showed that with probability at least 1/2 a phase \( \hat{t} \) is successful. Even if a phase \( \hat{t} \) is not successful, then \( k(\hat{t} + 1) \leq k(\hat{t}) \) as the number of distinct opinions is non-increasing over time. By a Chernoff bound application, we have that in a sequence of \( 3 \log_{1/(1-p/3)} n = \Theta(\log n) \) phases at least \( \log_{1/(1-p/3)} n \) will be successful. From phase 0 to \( 3 \log_{1/(1-p/3)} n \) we will therefore have \( \log_{1/(1-p/3)} n \) successful phases w.h.p. and

\[
k \cdot \left(3 \log_{1/(1-p/3)} n\right) \leq \max\{\sqrt{n}/c_k , \ k(0) \cdot (1 - p/3)^{\log_{1/(1-p/3)} n}\}
\]

\[
\leq \max\{\sqrt{n}/c_k , \ n \cdot (1 - p/3)^{\log_{1/(1-p/3)} n}\} = \sqrt{n}/c_k.
\]

It remains to show that insignificant opinions at the start of phase 0 remain significant until phases \( 3 \log_{1/(1-p/3)} n \). To avoid repetition, we refer to the proof of Proposition 8 where we show that \( S(X(t + t')) \subseteq S(X(t)) \) for \( t' = O(\log n) \). This statement follows from Lemma 6, which states that insignificant opinions remains insignificant from one decision part to the next. Finally, we note that \(|S(X(t'))| > 0\) must hold as the opinion with the maximum support is always significant.

\footnote{Note, if there is not a single decided agent after the decision part of phase \( t \), then the configuration of opinions does not change throughout phase \( t \), i.e., \( X(t + 1) = X(t) \)}
A.5. Proof of Theorem 1

We first show that the correctness of the synchronization follows from [2, 46]. There it is shown that for a polynomial number of phases and for any pair of agents \( u \) and \( v \) the distance between \( \text{clock}[u] \) and \( \text{clock}[v] \) w.r.t. the circular order modulo \( 6\tau \log n \) is less than \( \tau \log n \), w.h.p. The choice of \( \tau \) also ensures that every undecided agent is able to adopt an opinion in the boosting part of a phase, w.h.p.

Proof of Synchronization Properties. In every interaction every agent is either in the decision part or the boosting part of a fixed phase. We call an agent \( u \) active in a decision part as long as \( \text{decision}[u] = \text{FALSE} \). An agent \( u \) is active in a boosting part as long as \( \text{clock}[u] \leq 5\tau \log n \). Furthermore, we define \( P_u(\theta) \) as the number of the phase to which agent \( u \) belongs in interaction \( \theta \). Intuitively, we aim to show that the leaderless phase clock separates the phases of agents such that no agent is active in a decision part while another agent is active in the boosting part at the same time. Recall that the leaderless phase clock works as follows. The clock of agent \( u \) uses the variable \( \text{clock}[u] \) which can take values in \( \{ 0, \ldots, 6\tau \log n - 1 \} \) for a suitably chosen constant \( \tau \). The circular order modulo \( m \), \( a \leq (m \ b) \), is defined as \( a \leq (m \ b) \equiv (a \leq b \text{ XOR } |a - b| > m/2) \), and the distance w.r.t. the circular order modulo \( m \) is defined as \( \min \{ |a - b|, m - |a - b| \} \). In every interaction \( (u, v) \), the smaller of the two values \( \text{clock}[u] \) and \( \text{clock}[v] \) is increased by one modulo \( 6\tau \log n \). Here, smaller refers to the circular order modulo \( 6\tau \log n \). For the correctness of our protocol it is sufficient that the following synchronization properties hold for a polynomial number of interactions.

1. For any pair of agents \( u \) and \( v \) we have \( P_u(\theta) = P_v(\theta) \pm 1 \).

2. Assume agent \( u \) with \( P_u(\theta) = t \) is interacting at time \( \theta \), and \( u \) is active in the decision part of phase \( t \). Then there exists no agent \( v \) that is already active in the boosting part of phase \( t \) or still active in the boosting part of phase \( t - 1 \).

3. Assume agent \( u \) with \( P_u(\theta) = t \) is interacting at time \( \theta \), and \( u \) is active in the boosting part of phase \( t \). Then there exists no agent \( v \) that is already active in the decision part of phase \( t + 1 \) or still active in the decision part of phase \( t \).

4. Let \( Z(t) \) be defined as the interval of interactions during which all agents \( u \) are together and active in the boosting part of the same phase \( t \), i.e.,

\[
Z(t) = \bigcap_u \{ t \mid P_u(\theta) = t \text{ and } 2\tau \log n \leq \text{clock}[u](t) \leq 5\tau \log n \}.
\]

Then for each \( 1 \leq t \leq \text{poly} \log n \) we have \( |Z(t)| > n\tau \log n \).

The first condition directly follows from [2, 46]. There it is shown that for a polynomial number of phases and for any pair of agents \( u \) and \( v \) the distance between \( \text{clock}[u] \) and \( \text{clock}[v] \) w.r.t. the circular order modulo \( 6\tau \log n \) is smaller than \( \tau \log n \), w.h.p.

To show the second and third conditions, it suffices to show that a) no agent becomes active in the boosting part of a phase \( t \) while another agent is still active in the decision part of phase \( t \), and b) no agent becomes active in the decision part of a phase \( t + 1 \) while another agent is still active in the boosting part of phase \( t \).

To show a), fix a phase \( t \leq \text{poly} \log n \) and let \( \theta \) be the first interaction in which any agent \( u \) has \( P_u(\theta) = t \) and \( \text{clock}[u] = 2\tau \log n - 1 \). As before, observe that \( \text{clock}[u] \) and \( \text{clock}[v] \) differ by less than \( \tau \log n \) for any pair of agents \( u \) and \( v \) at interaction \( \theta \) w.h.p. Hence at interaction \( \theta \), no other agent \( v \) has a clock value \( \text{clock}[v] \leq \tau \log n \), w.h.p. It follows that every other agent \( v \) has
already set decision\([v] = \text{True}\) at interaction \(\theta\) and thus is not active in the decision part w.h.p. This guarantees (w.h.p.) a clean separation between decision parts and boosting parts. (Technically, it is also necessary that agent \(v\) has been at least once the left agent in an interaction pair \((v, w)\). This condition follows from a simple Chernoff bound, since every agent was part of at least \(\tau \log n\) many interactions and in each interaction an involved agent is the left agent with probability 1/2.)

To show b), fix again a phase \(t \leq \text{poly} \log n\) and let \(\theta\) be the first interaction in which any agent \(u\) has \(P_u(\theta) = t\) and clock\([u] = 6\tau \log n - 1\). As before, observe that clock\([u]\) and clock\([v]\) differ by less than \(\tau \log n\) for any pair of agents \(u\) and \(v\) at interaction \(\theta\) w.h.p. Hence at interaction \(\theta\), no other agent \(v\) has a clock value clock\([v]\) \(\leq 5\tau \log n\) w.h.p., and thus no other agent is active in interaction \(\theta\) w.h.p. This now guarantees (w.h.p.) the clean separation between boosting parts and decision parts.

It remains to show the fourth condition. Fix a phase \(t \leq \text{poly} \log n\) and let \(z_{\text{min}} = \min Z(t)\) and \(z_{\text{max}} = \max Z(t)\). At interaction \(z_{\text{min}}\), there exists an agent \(u\) with clock\([u] = 2\tau \log n\). Hence no agent can have a clock value larger than or equal to \(3\tau \log n\) w.h.p. (since clock\([u]\) and clock\([v]\) differ by less than \(\tau \log n\) w.h.p., see above). Analogously, at interaction \(z_{\text{max}}\), there exists an agent \(u\) with clock\([u] = 5\tau \log n - 1\). As before, no agent can have a clock value smaller than \(4\tau \log n\) w.h.p. It takes at least \(n\tau \log n\) interactions for all agents to advance their clocks from \(3\tau \log n\) to \(4\tau \log n\) and hence \(|Z(t)| \geq n\tau \log n\) w.h.p.

The fourth condition guarantees that all undecided agents become decided again at the end of a boosting phase. This holds since the interval of interactions during which all agents are in the boosting part of a phase is long enough for a so-called broadcast to succeed, and the way how agents become decided can be seen as a simple broadcast process. It is folklore that for a sufficiently large constant \(\tau\) a broadcast succeeds within \(n\tau \log n\) interactions w.h.p. (see, e.g., the notion of one-way epidemics in \([6]\)). Note that all agents becoming decided in the boosting part is also crucial to modeling the boosting part by a Pólya-Eggenberger distribution.

Above, we showed that the clocks properly separate the parts of each phase and guarantee w.h.p., long enough phases (of length \(O(\log n)\) time) such that Observations 3 and 4 hold w.h.p. In the rest of the section we assume that this indeed holds. The proof for the second part of Theorem 1 closely resembles the proofs conducted in \([17, 33]\). Note that it is not sufficient to adapt the proof of Part 1 of the theorem since the number of phases given in Theorem 1 for the biased case is \(O(\log n)\), which is too high. The proof of the second part relies on the two technical Lemmas 21 and 25, which we present at the end of this section.

**Proof of Part II of Theorem 1.** In case \(k \leq \sqrt{n}/\log n\) it follows directly from Lemma 21 that after \(O(\log \log_\alpha n)\) phases all agents agree on the initial majority opinion w.h.p. In case of \(k > \sqrt{n}/\log n\) we first relay on Lemma 21, where we establish that after \(O(\log \log_\alpha n + \log \log n)\) time the initial majority grows to size \((5/8) \cdot n\) w.h.p. Then, we apply Lemma 25, which shows that after further \(O(\log \log n)\) phases again all agents agree on this majority opinion w.h.p. The runtime of Part II of the theorem follows as each phases lasts for \(O(\log n)\) time. This concludes the proof.

**Lemma 21.** Fix \(X(0) = x(0)\) and let \(i^*\) be an opinion that provides the initial maximum. Assume \(x(0)\) has an additive bias of at least \(\xi \sqrt{\log n}\) and a multiplicative bias of \(\alpha\).

1. If \(k \leq \sqrt{n}/\log n\), then all agents agree on opinion \(i^*\) in \(O(\log \log_\alpha n)\) phases, w.h.p.

2. If \(k > \sqrt{n}/\log n\), then for \(t^* = O(\log \log_\alpha n + \log \log n)\) we have \(X_{t^*}(t^*) > (5/8) \cdot n\) w.h.p.
Proof. In this proof, we will use the following notions with respect to some configuration $X(t)$: Remember that $X_{\max}(t)$ is the support of a largest opinion and let $X_{sec}(t)$ denote the support of a second-largest opinion in $X(t)$. Furthermore, we define

$$\alpha(t) := \frac{X_{\max}(t)}{X_{sec}(t)}, \quad \text{and} \quad \gamma(t) := \min\left\{\alpha(t), \frac{X_{\max}(t)}{c_w \sqrt{n \log n}}\right\}.$$ 

To facilitate the proof we first show three intermediate results: Observations 22 to 24.

**Observation 22.** Fix $X(t) = x(t)$. If $x_{\max}(t) - x_{sec}(t) > \xi \sqrt{n \log n}$ then

$$\alpha(t + 1) > \gamma(t)^{3/2} \quad (38)$$

**Proof.** We start by considering a fixed opinion $j$ with $x_{\max} > x_j \geq c_w \sqrt{n \log n}$. An application of Lemma 14 immediately yields with probability $1 - n^{-2}$ that

$$\frac{X_{\max}(t + 1)}{X_j(t + 1)} \geq \left(\frac{x_{\max}}{x_j}\right)^{1.5} \geq \alpha(t)^{1.5} \geq \gamma(t)^{3/2}. \quad (39)$$

On the other hand, consider now some fixed opinion $j$ with $x_j < c_w \sqrt{n \log n}$. We lower and upper bound the support of the largest opinion and $j$, respectively. We define $c_1 := \sqrt{\ln 7 + 2 \log n}/(\varepsilon^* \log n)$ and apply Lemma 5 with $\delta = c_1 \sqrt{\log n}$ and Lemma 13 with $c = c_w$ we get that with probability at least $1 - 5n^{-2}$

$$\frac{X_{\max}(t + 1)}{X_j(t + 1)} \geq \frac{x_{\max}}{\sqrt{n \log n}} \cdot \left(1 - \frac{c_1 \sqrt{n \log n}}{x_{\max}}\right) \cdot \left(\frac{x_{\max}}{\sqrt{n \log n}} + \frac{1}{12 c_w^2 + 74c_p}\right) \cdot \left(1 - \frac{c_1}{\xi}\right) \geq \left(\frac{x_{\max}}{\sqrt{n \log n}}\right)^{3/2} \cdot \left(\frac{1}{c_w}\right)^{3/2} \geq \gamma^{3/2}. \quad (40)$$

in which for (a) we use $x_{\max}/(c_w \sqrt{n \log n}) < x_{\max}/x_j$ and $x_{\max} \geq \xi \sqrt{n \log n}$, for (b) we utilize $1 - c_1/\xi > 1/2$ and for (c) we consider $\xi = (160 \cdot c_w)^2 + (148 \cdot c_p)^2 \geq ((24c_w^2 + 148c_p)/c_w^{3/2})^2$ (see Definition 1). Summarizing, we show for any fixed opinion $j$ with $x_j < x_{\max}$ we have with probability at least $1 - O(n^{-2})$,

$$\frac{X_{\max}(t + 1)}{X_j(t + 1)} \geq \gamma(t)^{3/2}.$$ 

A union bound over all opinions $j$ yields that, w.h.p., $\alpha(t + 1) > \gamma(t)^{3/2}$ as desired. \hfill \Box

**Observation 23.** Fix $X(t) = x(t)$. If (i) $x_{\max}(t) - x_{sec}(t) \geq \xi \sqrt{n \log n}$, (ii) $\gamma(t) \geq \xi/c_w = 1 + \Omega(1)$, and (iii) $x_{\max}(t)^2/n < x_{sec}(t)/3$, then w.h.p.

$$\gamma(t + 1) \geq \gamma(t)^{5/4}. \quad (41)$$

**Proof.** We again fix a configuration $X(t) = x$ at the start of some phase $t$ and assume that $x$ fulfills the requirements of the observation. We will show that w.h.p.,

$$\frac{X_{\max}(t + 1)}{c_w \cdot \sqrt{n \log n}} \geq \gamma(t)^{5/4}.$$
Note that, together with the result of Observation 22 this also implies $\gamma(t + 1) \geq \gamma(t)^{5/4}$.

To show this, we distinguish between two cases. First consider the case of $x_{sec} \leq c_w \cdot \sqrt{n \log n}$. We apply Lemma 5 together with $\delta = c_1 \cdot \sqrt{n \log n}$ for $c_1 = \sqrt{(\ln 7 + 2 \log n)/(\varepsilon^* \log n)}$. This yields for $\psi = \sum_{j=1}^{k} x_j^2/n$ and with probability $1 - 5n^{-2}$ that

$$X_{max}(t + 1) \overset{\text{Lemma 5}}{>} \frac{x_{max}^2}{\psi} \cdot \left(1 - \frac{c_1 \cdot \sqrt{n \log n}}{x_{max}}\right) > \frac{x_{max}^2}{\psi} \left(1 - \frac{c_1}{\xi}\right) > \frac{x_{max}^2}{\psi} \left(1 - \frac{1}{100}\right).$$

Here we used in the second step that $x_{max} > \xi \sqrt{n \log n}$ as per assumption (i) and the last step follows from the definition of the constants $c_1$ and $\xi$ (see Definition 1). To further simplify above result, we note the following. First, $\psi = \sum_{j=1}^{k} x_j^2/n \leq x_{max}^2/n + x_{sec}$ is true for any configuration $x$. Second, because we additionally assume $x_{sec} < c_w \sqrt{n \log n}$ and $x_{max}^2/n < x_{sec}/3$, this further implies $\psi \leq (1 + 1/3)c_w \cdot \sqrt{n \log n}$. When using this we get

$$X_{max}(t + 1) \geq \frac{x_{max}^2}{(1 + 1/3) \cdot c_w \cdot \sqrt{n \log n}} \cdot \left(1 - \frac{1}{100}\right) > \frac{x_{max}^2}{c_w \cdot \sqrt{n \log n}} \cdot \frac{5}{8} = x_{max} \cdot \gamma(t) \cdot \frac{5}{8}.$$  

When dividing by $c_w \cdot \sqrt{n \log n}$ on both ends of this inequality chain, we get

$$X_{max}(t + 1) \geq \frac{x_{max}}{c_w \cdot \sqrt{n \log n}} \cdot \gamma(t) \cdot \frac{5}{8} \geq \gamma(t)^2 \cdot \frac{5}{8} > \gamma(t)^{5/4}.$$  

In the last step we rely on assumption (ii), which implies that $\gamma(t) > \xi/c_w \gg 100$.

The remaining case we need to consider is $x_{sec} \geq c_w \sqrt{n \log n}$. Let $j$ denote an opinion with $x_j = x_{sec}$. First, we argue that $X_j(t + 1) > x_j/2$. To that end we again apply Lemma 5 with $\delta = c_1 \cdot \sqrt{n \log n}$ which yields with probability $1 - 5n^{-2}$ that

$$X_j(t + 1) \overset{\text{Lemma 5}}{>} \frac{x_j^2}{\psi} \cdot \left(1 - \frac{c_1 \cdot \sqrt{n \log n}}{x_j}\right) > \frac{x_j^2}{\psi} \cdot \frac{2}{3}.$$  

In the second step, we used $x_j > c_w \cdot \sqrt{n \log n}$ and $c_w > 3c_1$ (see Definition 1). Just as before, we argue that $\psi \leq x_{max}^2/n + x_j < (1 + 1/3) \cdot x_j$ is implied by assumption (i). This implies

$$X_j(t + 1) > \frac{x_j^2}{\psi} \cdot \frac{2}{3} \geq x_j \cdot \frac{1}{(1 + 1/3)} \cdot \frac{2}{3} \geq \frac{x_j}{2}.$$  

When first using that $x_j \geq c_w \cdot \sqrt{n \log n}$ followed by above inequality in the next step, we get

$$X_{max}(t + 1) \geq \frac{X_{max}}{c_w \cdot \sqrt{n \log n}} \geq \frac{1}{2} \cdot \frac{X_{max}(t + 1)}{X_j(t + 1)}. \quad (40)$$  

Recall, throughout the proof of Observation 22, we established in inequality (39) that $X_{max}(t + 1)/X_j(t + 1) > (x_{max}/x_j)^{1.5}$ in case opinion $j$ has $x_j > c_w \cdot \sqrt{n \log n}$. As this is indeed the case, we have with probability at least $1 - O(n^{-2})$

$$\frac{X_{max}(t + 1)}{X_j(t + 1)} \overset{\text{(39)}}{>} \left(\frac{x_{max}}{x_j}\right)^{3/2} \geq \gamma(t)^{3/2}.$$  

Now, when combining this with (40) we get with probability at least $1 - O(n^{-2})$ that

$$\frac{X_{max}(t + 1)}{c_w \sqrt{n \log n}} \geq \frac{1}{2} \cdot \left(\frac{X_{max}(t + 1)}{X_j(t + 1)}\right)^{3/2} = \frac{1}{2} \gamma(t)^{3/2} > \gamma(t)^{5/4}.$$  

Where we use in the last step that per assumption (ii) $\gamma(t) > \xi/c_w \gg 100$ is large enough (see Definition 1).
Lemma 6 states that if in some phase Observation 24, we established the second result follows as follows. Lemma 21. We first repeatedly apply the result Observation 22 implies that this Observation 24 until we hit a phase Lemma 20 Lemma 21. This immediately yields the second results of Observation 24. The first statement implies that the bias does not fall below $\xi \sqrt{n \log n}$ in the first $\log^2 n$ rounds.

Proof. To show this observation, we first consider some fixed phase $t$ and assume that $X_{\text{max}}(t) - X_{\text{sec}}(t) > \xi \sqrt{n \log n}$. Note that this is equivalent to assuming that $|S(X(t))| = 1$, or in other words, assuming that there exists exactly one significant opinion. From Lemma 6 it now follows that $S(X(t + 1)) \subseteq S(X(t))$ w.h.p. On the other hand, we know that $S(X(t + 1)) \neq \emptyset$ as the largest opinion is always significant. When combining these two observations, we therefore get w.h.p. that $S(X(t + 1)) = S(X(t))$. An inductive application of this approach yields that, w.h.p.,

$$\forall 0 < t \leq \log^2 n : S(X(t)) = S(X(0)).$$

This immediately yields the second results of Observation 24. The second result follows as $|S(X(t))| = |S(X(0))| = 1$, which implies the existence of an additive bias of at least $\xi \sqrt{n \log n}$ in phase $t$.

We are now ready to start with the proof of Lemma 21. We first repeatedly apply the result of Observation 22 until we hit a phase $t_1$ with $\gamma(t_1) < \alpha(t_1)$. From the definition of $\gamma(t_1)$ this is equivalent to $X_{\text{sec}}(t_1) < c_w \sqrt{n \log n}$. Recall, Observation 22 states that if in some phase $t$ we have $X_{\text{max}}(t) - X_{\text{sec}}(t) > \varepsilon \sqrt{n \log n}$, then $\alpha(t + 1) > \gamma(t) 3/2$ w.h.p. In Observation 24, we established that this requirement on the additive bias is fulfilled in the first $\log^2 n$ phases w.h.p. Therefore, the result of Observation 22 is applicable to the first $t' = \log_{3/2} \log_{\alpha(0)} 2 n = O(\log n)$ phases w.h.p. That is, w.h.p., we have

$$\forall 0 \leq t < t' : \alpha(t + 1) \geq \gamma(t)^{3/2}. $$

Now, assume that $t_1 > t'$, i.e., we have $\gamma(t_1) < \alpha(t_1)$ for the first time in some phase after $t'$. Therefore, in every phase $t$ with $t \leq t'$ we have $\gamma(t) = \alpha(t)$.$^t$ This implies $\alpha(t') \geq \alpha(0)^{(3/2)t'} > n$. This further implies $X_{\text{sec}}(t') < c_w \sqrt{n \log n}$ and from the definition of $\gamma(t')$, it follows that $\gamma(t') < \alpha(t')$. This is a contradiction to our assumption of $t_1 > t'$. Hence $t_1 < \log_{3/4} \log_{\alpha(0)} 2 n = O(\log n)$ w.h.p.

Starting with phase $t_1$, we split our analysis into two cases. First assume that $k < \sqrt{n} / \log n$. Per definition of phase $t_1$ we have $X_{\text{sec}}(t_1) < c_w \sqrt{n \log n}$. This implies that all opinions besides the first are super-weak in $X(t_1)$. From Lemma 20 it follows that in phase $t_1 + 2$ only a single opinion prevails w.h.p. As $t_1 = O(\log n)$ w.h.p., the second statement of Observation 24 implies that this opinion must be the initially significant opinion. The first statement of Lemma 21 follows.

The case of $k \geq \sqrt{n} / \log n$ is more involved. In this case, we need to follow a different approach from phase $t_1$ onward. In the following we define three events. We say that a phase $t$ fulfills

1. event $E_1(t)$ iff $X_{\text{max}}(t) - X_{\text{sec}}(t) > \xi \sqrt{n \log n}$
2. event $E_2(t)$ iff $\gamma(t) \geq \xi / c_w$
3. event $E_3(t)$ iff $X_{\text{max}}(t)^2 / n < X_{\text{sec}}(t) / 3$. 
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Observe, if \( t \) fulfills all three events, then we may apply Observation 23 and get \( \gamma(t + 1) \geq \gamma(t)^{5/4} \). We now show that we will soon arrive at a phase \( t_1 + t_2 \) such that \( E_3(t) \) does not hold.

Recall that we have \( t_1 = O(\log n) \) w.h.p. It follows from Observation 24 that \( E_1(t_1) \) is fulfilled. Additionally, it follows from the definition of \( \gamma(t_1) \) that \( \gamma(t_1) = \frac{X_{\max}(t_1)}{c_w \sqrt{\log n}} \geq \xi/c_w > 1 \). Therefore \( E_2(t_1) \) also holds. Now, in case \( E_3(t_1) \) does not hold, we are finished. Otherwise, we may apply Observation 23 and get w.h.p. that \( \gamma(t_1 + 1) \geq \gamma(t_1)^{5/4} \).

Note that, in such case, \( E_2(t_1 + 1) \) will also be satisfied because \( \gamma(t_1 + 1) \geq \gamma(t_1)^{5/4} \geq \xi/c_w \). Furthermore, Observation 24 still guarantees that, w.h.p., \( E_1(t_1 + 1) \) still holds. In case \( E_3(t_1 + 1) \) is fulfilled we again apply Observation 23 and get \( \gamma(t_1 + 2) \geq \gamma(t_1)^{(5/4)^{2}} \). We repeat this approach for \( t' = \log^{5/4} \log \xi/c_w \cdot n = O(\log \log n) \) phases. Even if there is no \( t \) with \( 0 \leq t < t' \) such that \( E_3(t_1 + t) \) is violated, we have w.h.p. that

\[
\gamma(t_1 + t') \geq \gamma(t_1)^{(5/4)^{t'}} > \left( \frac{\xi}{c_w} \right)^{(5/4)^{t'}} = n.
\]

At this point \( E_3(t_1 + t') \) must be violated. It follows that \( t_2 \leq t' = O(\log \log n) \) holds w.h.p.

Now fix the configuration \( X(t_1 + t_2) = x \) and assume that \( E_3(t_1 + t_2) \) does not hold. This implies that \( x_{\max}^2/n \geq x_{sec}/3 \). As \( \psi < x_{\max}^2/n + x_{sec} \) this further implies \( \psi \leq (x_{\max}^2/n) \cdot (1 + 1/3) \). We now apply Lemma 5 with \( \delta = c_1 \cdot \sqrt{n} \log n \) which yields that

\[
X_{\max}(t_1 + t_2 + 1) \geq \frac{x_{\max}^2}{\psi} \left( 1 - c_1 \sqrt{n} \log n \right) \geq \frac{x_{\max}^2}{\psi} \left( 1 - \frac{1}{100} \right) > n \cdot \frac{5}{8}.
\]

Summarizing, in phase \( t_1 + t_2 + 1 = O(\log \log \alpha(0) n + \log \log n) \) we have \( X_{\max}(t_1 + t_2 + 1) > n \cdot (5/8) \) w.h.p. Additionally, just as in the case of \( k \leq \sqrt{n} \log n \) we argue that Observation 24 implies that this maximum must be the initially largest opinion. \( \Box \)

**Lemma 25.** Assume \( k > \sqrt{n}/\log n \). Fix \( X(t) = x(t) \). Assume \( x_1(t) \geq (5/8) \cdot n \). Then all agents agree on this opinion within \( O(\log \log n) \) phases, w.h.p.

**Proof.** We start by showing that 4 phases following \( t \), at most \( \sqrt{n}/\log n \) opinions will have non-zero support. Let \( i \) be an opinion which provides \( x_{\max} \). From the assumption we have \( x_i > (5/8) \cdot n \). Let \( L(t) \) denote the set of opinions with support at most \( \sqrt{n} \log n \) and fix an opinion \( j \in L(t) \). Since \( x_i > (5/8) \cdot n \), it follows that \( \psi = E[||Y(t)||_1] = \sum_{j=1}^{k} x_j^2/n \geq x_i^2/n > (25/64) \cdot n \). We now distinguish two cases, depending on the size of \( x_j \), and show that \( X_j(t+1) = O(\log^2 n) \). First, assume that \( x_j < \sqrt{2/\varepsilon^*} \cdot \sqrt{n} \log n \) (remember, the constant \( \varepsilon^* \) is stated in Definition 1). In this case, we apply Lemma 13 and use that \( \psi = \Theta(n) \) which immediately yields that

\[
\Pr[X_j(t+1) = \omega(\log n)] < 4n^{-2}.
\]

In the case of \( x_j > \sqrt{2/\varepsilon^*} \cdot \sqrt{n} \log n \), we apply Lemma 5 together with \( \delta = x_j/2\sqrt{n} \) and get

\[
\Pr \left[ X_j(t+1) > \frac{x_j^2}{\psi} \cdot \frac{3}{2} \right] = \Pr \left[ X_j(t+1) > \frac{x_j^2}{\psi} \left( 1 + \frac{\delta \cdot \sqrt{n}}{x_j} \right) \right] < 7n^{-2}.
\]

When using that \( \psi > (25/64) \cdot n \) and \( x_j < \sqrt{n} \log n \) (remember, \( j \in L(t) \)) we have \( (x_j^2/\psi) \cdot (3/2) \leq 4 \log^2 n \). The inequality in (42) then implies that

\[
\Pr[X_j(t+1) \geq 4 \log^2 n] < 7n^{-2}.
\]
Hence, in any case, we have that $X_j(t+1) < 4 \log^2 n$ with probability at least $1 - O(n^{-2})$. By a union bound application, we get that this holds for every $j \in L(t)$ w.h.p. Note that this also implies that $L(t) \subseteq L(t+1)$ w.h.p. Additionally, it follows from Lemma 5 that, w.h.p., $X_i(t+1) > x_i(1-o(1))$. Now observe that

\[ \Pr[Y_j(t+2) = 0 \mid X_j(t+1) < 4 \log^2 n] > \left( 1 - \frac{4 \log^2 n}{n} \right)^{4 \log^2 n} > 1 - \frac{\text{polylog} n}{n}. \]

This implies that some fixed opinion $j \in L(t)$ vanishes after decision part $t+2$ w.h.p. As $L(t) \subseteq L(t+1)$ w.h.p. this approach can be repeated, and we deduce that $Y_j(t+3) = 0$ with probability at least $1 - \text{polylog} n/n^2$. By a union bound application it follows w.h.p. for every $j \in L(t)$ that $Y_j(t+3) = 0$, and by a counting argument we have that all but $\sqrt{n}/\log n$ opinions lie in $L(t)$. Therefore, at the start of decision part $t+4$, only $\sqrt{n}/\log n$ opinions remain.

Additionally, consider how the largest opinion $i$ evolves from the decision part of phase $t$ until $t+4$. By Lemma 5 we have for $\delta = \sqrt{\log n}$ that, w.h.p.,

\[ X_i(t+1) > \frac{x_i^2}{\psi} - \frac{x_i}{\sqrt{\log n}}. \]

The inequality $\psi = \sum_{i=1}^k x_i^2 / n \geq x_{max}$ is true for every configuration $x$ and additionally we assumed $x_i = x_{max}$. We use this to lower-bound the right-hand side of (43) and get that $X_i(t+1) > x_i(1-o(1))$ w.h.p. Note, as $x_i \geq (5/8) \cdot n$, this easily implies that $X_i(t+1) > n/2$ and therefore $i$ will remain the opinion with the largest support. When repeating this argument three more times from decision part $t+1$ until $t+4$, we therefore get that $X_i(t+4) > (5/8) \cdot n \cdot (1-o(1)) > (24/64) \cdot n$ w.h.p.

Summarizing, we get by a union-bound application that in decision part $t+4$ (i) less than $\sqrt{n}/\log n$ distinct opinions remain, and (ii) the largest opinion $i$ has at least $(24/64) \cdot n$ support w.h.p. The small amount of remaining opinions allows us the apply results from the analysis in Section 3.2. According to the definition of weak in Section 3.2, all opinions besides $i$ must be weak in phase $t+4$. Let $j$ with $j \neq i$ be such an opinion. As $j$ is weak, it follows from Lemma 19 (which states that weak opinions become super-weak and stay super-weak) that opinion $j$ will be super-weak at some phase $t+4+t'$ with $t' = O(\log \log n)$ and probability at least $1 - O(n^{-1.9})$. By a union bound application it follows w.h.p. that every such opinion $j$ is super-weak in decision part $t+4+t'$. Next we apply Lemma 20 which implies that after further 2 phases only opinion $i$ remains and the result follows.

B. Analysis for the Gossip Model

Our algorithm in the gossip model is similar to the one in the population model. As before, our algorithm runs in multiple phases that consist of a decision part (one round) and a boosting part (multiple rounds). Analogously to the population model, we use $X(t)$ to denote the configuration at the start of phase $t$ (before the decision part) and $Y(t)$ to denote the number of decided agents of each opinion (at the beginning of the boosting part). As before, we fix in our analysis some configuration $X(t) = x$ at the beginning of phase $t$. This allows us to model $Y(t)$ as a vector of independent random variables with Binomial distributions $Y_i(t) \sim \text{Bin}(x_i, x_i/n)$, as in the analysis for the population model.

As in the population model, the decision part and the boosting part are analyzed separately. The bounds derived for the population model can also be applied here w.r.t. the decision part. Hence,
the analysis of the decision part is simply a repetition of the analysis from Section 3. However, the boosting part is different since we can no longer use Pólya-Eggenberger distributions to model the outcome of the entire boosting part of a phase. Instead, we consider the rounds of a phase one by one (see Lemma 26). Let $\mathbf{Y}(t, r)$ denote the configuration of decided agents in round $r$ of the boosting part of phase $t$. Then we have $\mathbf{Y}(t) = \mathbf{Y}(t, 1)$ and $\mathbf{X}(t + 1) = \mathbf{Y}(t, \tau_{\text{bc}} + 1)$. When we fix $\mathbf{Y}(t, r) = \mathbf{y}$, we can model $\mathbf{Y}_i(t, r + 1) \sim \mathbf{y}_i + \text{Bin}(n - \|\mathbf{y}_i\|_1, y_i/n)$. This holds since every undecided agent $u$ (out of $n - \|\mathbf{y}\|_1$ many undecided agents) contacts one other random agent $v$ and adopts opinion $i$ if $v$ is one of the $\mathbf{y}_i$ many agents that have opinion $i$. This means we can model $\mathbf{X}_i(t + 1)$ by a sum of not independent binomial random variables.

**Proof of Theorem 2.** The proof of this theorem is mainly a repetition of the proof of Theorem 1 by replacing the corresponding concentration results used in Section 3 (Theorem 37, Theorem 38) with the bounds derived in this section (Lemma 26). This way Proposition 8, Proposition 9 and Proposition 12 again guarantee that after $O(\log n)$ phases consensus is reached w.h.p. Similarly, we have by Lemma 6 that an initial bias of $\xi \sqrt{n \log n}$ for large enough constant $\xi > 0$ suffices for the initially largest opinion to win w.h.p. Additionally, Lemma 6 guarantees that only significant opinions can become the consensus opinion w.h.p. Furthermore, if a bias of at least $\xi \sqrt{n \log n}$ is present, the same arguments as in the proof of Theorem 1 yield that consensus is reached after (i) $O(\log \log_{\alpha} n)$ phases if $k \leq \sqrt{n}/\log n$, and (ii) $O(\log \log_{\alpha} n + \log \log n)$ phases otherwise. As each phase consists of $\tau_{\text{bc}} = O(\log k + \log \log n)$ rounds, all statements of Theorem 2 follow.

In the next lemma we show a similar concentration bound for the boosting part in the gossip model as in Theorem 37 and Theorem 38 for the population model. Note that $\delta = \Omega(1)$ in the assumptions of Lemma 26 whereas $\delta$ can be arbitrarily small in Theorem 37. However, that slightly more general result is not necessary for the analysis. Lemma 26 divides the boosting part of the phase in up to 4 different sub-parts which are analyzed in Lemma 27 to Lemma 30, respectively.

**Lemma 26.** Fix the configuration $\mathbf{Y}(t) = \mathbf{y}$ at the start of the boosting part of phase $t$ and some opinion $i$. Then, for any $\delta$ with $c_1 < \delta < \sqrt{y_i}$

$$\Pr\left(X_i(t + 1) < \frac{y_i}{\|\mathbf{y}\|_1} \cdot n - \sqrt{y_i \frac{n}{\|\mathbf{y}\|_1} \delta}\right) < c_2 \cdot \exp(-c_3 \delta^2) \quad \text{and}$$

$$\Pr\left(X_i(t + 1) > \frac{y_i}{\|\mathbf{y}\|_1} \cdot n + \sqrt{y_i \frac{n}{\|\mathbf{y}\|_1} \delta}\right) < c_2 \cdot \exp(-c_3 \delta^2).$$

Furthermore, we have

$$\Pr\left(X_i(t + 1) > \frac{n}{\|\mathbf{y}\|_1} (2y_i + c_4 \log n)\right) < n^{-2}.$$

Here $c_1, c_2, c_3, c_4 > 0$ are suitable constants.

**Proof.** We first prove the first statement. To improve the readability of our analysis, we introduce the following notation w.r.t. the boosting part of a fixed phase $t$ and opinion $i$. For some round $r \geq 1$ of the boosting part of phase $t$, we abbreviate $Y_r := Y_i(t, r)$. Furthermore, we denote by the random variable $D_r = ||Y_i(t, r)||$ the number of decided agents at the beginning of round $r$. Similarly, we define $U_r = n - D_r$ to be the number of undecided agents at the beginning of round $r$. As we start from a fixed configuration $\mathbf{Y}(t) = \mathbf{y}$ at the start of the boosting part of phase $t$, we assume the initial values $Y_1, D_1$ and $U_1$ to be fixed as $Y_1 = y_1, D_1 = d_1$ and $U_1 = u_1$.

When fixing the process at the start of some round $r$ with $Y_r = y_r, D_r = d_r$ and $U_r = u_r$, we may model $Y_{r+1} \sim \text{Bin}(u_r, y_r/n), D_{r+1} \sim \text{Bin}(u_r, d_r/n)$ and $U_r \sim \text{Bin}(u_r, u_r/n)$. The proof of the
Lemma 26 mainly relies on this observation. The idea is to compute $Y_{r+1}, D_{r+1}$ and $U_{r+1}$ round-by-round and to accumulate the error terms and the error probabilities that arise from Chernoff bounds. Throughout the analysis of the first statement of Lemma 26, we assume $\delta$ to be a fixed value with $c_1 < \delta < \sqrt{n}$ for some large enough constant $c_1 > 0$. In order to further facilitate the calculation, we split the boosting part of phase $t$ into sub-parts with the following boundaries.

1. $r_{(1)}$, the first round such that $U_{r_{(1)}} < n/\lambda$ where $\lambda > 0$ is a large constant.

2. $r_{(2)}$, the first round such that $U_{r_{(2)}} < n/\lambda$ and
   a) $\delta > \sqrt{Y_{r_{(2)}} \cdot U_{r_{(2)}}/n \cdot 10}$, or
   b) $\delta > U_{r_{(2)}} / \sqrt{n} \cdot 10$.

3. $r_{(3)}$, the first round such that $U_{r_{(3)}} < n/\lambda$ and $\delta > U_{r_{(3)}} / \sqrt{n} \cdot 10$.

4. $r_{(4)}$, the first round such that $U_{r_{(4)}} = 0$.

Our process moves through the sub-parts $[1, r_{(1)}), [r_{(1)}, r_{(2)}), [r_{(2)}, r_{(3)})$ and $[r_{(3)}, r_{(4)}]$ in sequence. Note, it may happen that $r_{(2)} = r_{(3)}$, in which case the third sub-part is skipped. For each sub-part, we provide a concentration result in Lemmas 27 to 30, respectively. Throughout any fixed sub-part, the fraction $Y_r / D_r$ deviates by at most an $(1 \pm \frac{1}{8} \frac{\delta}{\sqrt{y_1}})$ factor with probability $1 - c \exp(-c'\delta^2)$ for some fitting constants $c, c' > 0$. This implies that

$$X_i(t + 1) = Y_{r_{(4)}} = n \cdot \frac{Y_{r_{(4)}}}{D_{r_{(4)}}} < n \cdot \frac{y_1}{d_1} \prod_{i=1}^{4} \left(1 + \frac{1}{8} \frac{\delta}{\sqrt{y_1}} \right) \leq n \frac{y_1}{d_1} (1 + \frac{\delta}{\sqrt{y_1}}) = \frac{y_1}{d_1} n + \sqrt{y_1} n \delta.$$  

By using the chain rule, it follows that this deviation is not exceeded in any sub-part with probability at least $1 - 4 \cdot c \exp(-c'\delta^2) \geq 1 - c_2 \exp(-c_3\delta^2)$ for suitable constants $c_2 = 4c$ and $c_3 = c'$. A symmetric statement for the lower bound on $Y_{r_{(4)}}$ holds analogously.

We continue with the proof of the second statement of Lemma 26. We start by fixing the configuration $Y(t) = y$ at the beginning of the boosting part of phase $t$ and some opinion $i$. Let $d = ||y||$ and $c_4 = 4c_3^{1-1}$, where $c_3$ is the constant from Lemma 26. We distinguish three cases depending on the size of $d$ and $y_i$.

**Case 1: $d \leq c_4 \log n$.** The result follows as the statement trivially holds, since

$$\Pr \left[ X_i(t + 1) > \frac{n}{d} (2a + c_4 \log n) \right] \leq \Pr[A > n] = 0.$$  

**Case 2: $y_i \geq \frac{d}{2} \log n$.** In this case, we apply the first statement of Lemma 26 with $\delta = \sqrt{y_i} - 1$, which gives us

$$\Pr \left[ X_i(t + 1) > \frac{n}{d} 2y_i \right] < n^{-2}.$$  

**Case 3: $d > c_4 \log n$ and $y_i < \frac{d}{2} \log n$.** We show this case via a coupling. Define $y'$ with $y'_i = \frac{d}{2} \log n$ and $||y'|| = ||y||$. That is, this artificial configuration has the same amount of decided agents but more agents of opinion $i$. We couple a process that starts the boosting part with configuration $y'$ with our original process. If both processes are subject to the same random choices, we observe that (i) the number of agents becoming decided in every round is the same in both processes, and (ii) the probability for an agent to adopt opinion $i$ is always higher in the coupled
process. Let \( X'(t + 1) \) be the support of opinion \( i \) at the end of the boosting part of phase \( t \) in the coupled process. It follows that \( X'(t + 1) \geq X_i(t + 1) \) and therefore

\[
\Pr[X_i(t + 1) > \frac{n}{d} c_4 \log n] \leq \Pr[X'_i(t + 1) > \frac{n}{d} c_4 \log n] = \Pr[A' > \frac{n}{d} 2y'] < n^{-2}.
\]

**Case 4.** In the final case we follow a similar approach as in the second case and use the first statement of Lemma 26 to bound \( X'_i(t + 1) \).

In what follows, we list all the statements required to bound the phases as required by the proof of the first statement of Lemma 26.

**Additional Notation and Definitions.** In order to make the analysis more readable, we define the abbreviation \( a = b(1 \pm c) \) to denote \( a \in [b(1 - c), b(1 + c)] \). Additionally, for two intervals \([s, t], [u, v]\) we say \( [s, t] \propto [u, v] \) iff \( u \leq s \) and \( t \leq v \) (or in other words \([s, t] \in [u, v]\)).

**Lemma 27.** Let \( r_{(1)} \) be the first round such that \( U_{r_{(1)}} < n/\lambda \) for some constant \( \lambda > 0 \). Then, we have

\[
\frac{Y_{r_{(1)}}}{D_{r_{(1)}}} = \frac{y_1}{d_1} \left( 1 + \frac{1}{8} \cdot \frac{\delta}{\sqrt{y_1}} \right)
\]

with probability \( 1 - 7 \cdot e^{-c_3 \delta^2} \) where \( c > 0 \) is a constant depending on \( \lambda \).

**Proof.** We fix our process at the start of round \( r \) and assume that \( Y_r = y_r \geq y_1 \cdot \beta^r \) for \( \beta = (1 + \frac{47}{48n}) \geq 1 \) and \( U_r = u_r \geq n/\lambda \). We model \( Y_{r+1} \) as \( Y_{r+1} = y_{r+1} + \text{Bin}(u_r, \frac{n}{n}) \). Next, we define \( \Delta(r, \delta) = z \cdot \frac{\delta \cdot \sqrt{y_r}}{y_r} \), where \( z = \frac{4}{48} \cdot \min\{1, 1/\sum_{r=1}^{\infty} \frac{\sqrt{y_r}}{\sqrt{3n}}\} = \Theta(1) \). When using that \( y_r > y_1 \cdot \beta^{r-1} \) we observe that \( \Delta(r, \delta) \leq 1/48 < 1 \). We apply Chernoff bounds with error term \( \Delta(r, \delta) \) to derive

\[
\Pr[\text{Bin}(u_r, \frac{y_r}{n}) = \frac{u_r \cdot y_r}{n} \cdot (1 + \Delta(r, \delta))] \geq 1 - 2 \exp\left( -\frac{z^2 \cdot \delta^2 \cdot r \cdot u_r}{3n} \right)
\]

\[
\geq 1 - 2 \exp(-z^2 \cdot \delta^2 \cdot r \cdot \lambda/3)
\]

\[
= 1 - 2 \exp(-c_3 \cdot \delta^2 r)
\]

where we used \( u_r \geq n/\lambda \) in the second line and set \( c_3 = z^2 \cdot \lambda/3 = \Theta(1) \) in the second. Therefore, we have with probability at least \( 1 - 2 \exp(-c_3 \delta^2 r) \) that

\[
Y_{r+1} = y_r + \frac{u_r \cdot y_r}{n} \cdot (1 + \Delta(r, \delta)).
\]

Observe that this together with \( \Delta(r, \delta) \leq 1/48 \) implies \( Y_{r+1} \geq y_r \cdot (1 + \frac{47}{48n}) \geq y_r \cdot (1 + \frac{4}{6n}) = y_r \beta \geq y_1 \cdot \beta^r \). Furthermore, above result also implies the following weaker bound of

\[
Y_{r+1} = y_r \left( 1 + \frac{u_r}{n} \right) \cdot \left( 1 + \Delta(r, \delta) \frac{u_r}{n} \right) \propto y_r \cdot \left( 1 + \frac{u_r}{n} \right) \cdot (1 + \Delta(r, \delta)). \tag{44}
\]

Similar, we can also model \( D_{r+1} \) by \( D_{r+1} = d_r + \text{Bin}(u_r, \frac{d_r}{n}) \) and bound it with the help of Chernoff bounds. As \( d_r \geq y_r \) a repetition of the above yields that – with probability at least \( 1 - 2 \exp(-c_3 \delta^2 r) \) – we have

\[
D_{r+1} = d_r \left( 1 + \frac{u_r}{n} \right) \cdot (1 + \Delta(r, \delta)). \tag{45}
\]
Finally, we employ union bounds and combine the bounds (44) and (45) to deduce that
\[ \Pr \left[ \frac{Y_{r+1}}{D_{r+1}} = \frac{y_r}{d_r} (1 \pm 3\Delta(r, \delta)) \text{ and } Y_{r+1} \geq y_1 \cdot \beta^r \right] > 1 - 4 \exp(-c_\lambda \delta^2 (r + 1)). \]

Note that by \( Y_{r+1} \geq y_1 \cdot \beta^r \) we established that one of the assumption that we made w.r.t. round \( r \) also holds in round \( r + 1 \). Therefore, starting from \( r = 1 \) we can inductively apply above bounds until \( r = r(1) \) where \( U_{r(1)} < n/\lambda \) for the first time and get
\[
\Pr \left[ \frac{Y_{r(1)}}{D_{r(1)}} \leq \frac{y_1}{d_1} \prod_{r=1}^{r(1)-1} (1 + 3\Delta(r, \delta)) \text{ and } \frac{Y_{r(1)}}{D_{r(1)}} \geq \frac{y_1}{d_1} \prod_{r=1}^{r(1)-1} (1 - 3\Delta(r, \delta)) \right] > 1 - \sum_{r=1}^{r(1)-1} 4 \exp(-c_\lambda \delta^2 (r + 1)).
\]

In order to closer examine the error terms, we start by observing that
\[
\sum_{r=1}^{r(1)-1} 3\Delta(r, \delta) = 3z \delta \sum_{r=1}^{r(1)-1} \sqrt{\frac{r}{y_r}} < 3z \delta \sum_{r=1}^{\infty} \sqrt{\frac{r}{\beta^{r-1}}} \leq \frac{1}{16} \cdot \delta \sqrt{y_1} < \frac{1}{16}.
\]

where in the second step we used that \( y_r \geq y_1 \beta^{r-1} \) and in the third step we further reduced the expression by substituting \( z \). Now we take a closer look at the first product in the upper bound on \( Y_{r(1)}/D_{r(1)} \) in (46) and employ the Weierstrass product inequality
\[
\prod_{r=1}^{r(1)-1} (1 + 3\Delta(r, \delta)) \leq \frac{1}{1 - \sum_{r=1}^{r(1)-1} 3\Delta(r, \delta)} \leq 1 + 2 \sum_{r=1}^{r(1)-1} 3\Delta(r, \delta) \leq 1 + \frac{1}{8} \cdot \delta \sqrt{y_1}.
\]

When it comes to error term of the lower bound on \( Y_{r(1)}/D_{r(1)} \) a similar approach yields
\[
\prod_{r=1}^{r(1)-1} (1 - 3\Delta(r, \delta)) > 1 - \sum_{r=1}^{r(1)-1} 3\Delta(r, \delta) > 1 - \frac{1}{16} \delta \sqrt{y_1} > 1 - \frac{1}{8} \delta \sqrt{y_1}.
\]

Finally, we look at the error probability of (46) and define \( h_r = \exp(-c_\lambda \delta^2 r) \). For \( \delta^2 \cdot c_\lambda \geq 1 \), we have that \( h_{r+1} \leq h_r \cdot e^{-1} \). Hence
\[
\sum_{r=1}^{r(1)-1} 4 \exp(-c_\lambda \delta^2 r) = 4 \sum_{r=1}^{r(1)-1} h_r \leq 4h_0 \cdot \sum_{r=1}^{\infty} \frac{1}{e^r} < 7 \cdot h_0 = 7 \cdot \exp(-c_\lambda \delta^2)
\]

and the lemma statement follows. \( \square \)

**Lemma 28.** Let \( r(1) \) be the first round such that \( U_{r(1)} < n/\lambda \) for some large constant \( \lambda > 0 \). Additionally, let \( r(2) \) be the first round such that \( \delta > \sqrt{Y_{r(2)} \cdot U_{r(2)}/n} \cdot 10 \) or \( \delta > U_{r(2)}/\sqrt{n} \cdot 10 \). Then,
\[
\frac{Y_{r(2)}}{D_{r(2)}} = \frac{Y_{r(1)}}{D_{r(1)}} \left( 1 \pm \frac{1}{8} \frac{\delta}{\sqrt{Y_{r(1)}}} \right)
\]

with probability at least \( 1 - c \exp(-c' \delta^2) \). Here \( c, c' > 0 \) are constants.
Proof. We fix the configuration at the start of some round \( r \geq r_{(1)} \) and let \( Y_r = y_r, D_r = d_r, U_r = u_r \) and assume that \( \delta \leq \sqrt{n} \cdot 10 \) and \( \delta \leq u_r / \sqrt{n} \cdot 10 \). Here \( \mu_r = \sqrt{y_r \cdot u_r / n} \) denotes the expected number of agents that join opinion \( i \) throughout round \( r \). Just as in the proof of Lemma 27, we model \( Y_{r+1} = y_r + \text{Bin}(u_r, y_r / n) \) we get by a Chernoff bound application that

\[
Y_{r+1} = y_r + \frac{u_r \cdot y_r}{n} \left( 1 \pm \Delta_y(r, \delta) \right) \quad \text{where} \quad \Delta_y(r, \delta) = z \cdot \begin{cases} \frac{\delta \cdot \sqrt{r-r_{(1)}+1}}{\sqrt{\mu_r}} & \text{if } \delta \cdot \sqrt{r-r_{(1)}+1} \leq \sqrt{\mu_r} \\ \delta \cdot \frac{\sqrt{r-r_{(1)}+1}}{\sqrt{\mu_r}} & \text{otherwise} \end{cases}
\]

with probability \( 1 - 2 \cdot \exp(-\Delta_y(r, \delta)^2 \cdot \mu_r / 3) \) and for some arbitrary constant \( z < \frac{1}{96} \). Note that the above also implies the slightly weaker bound \( Y_{r+1} = y_r \cdot (1 + \frac{u_r}{n}) \left( 1 \pm \Delta_y(r, \delta) \frac{u_r}{n} \right) \). In a similar way, we model \( D_{r+1} = d_r + \text{Bin}(u_r, d_r / n) \) and get

\[
D_{r+1} = d_r \left( 1 + \frac{u_r}{n} \right) \left( 1 \pm \Delta_y(r, \delta) \frac{u_r}{n} \right)
\]

also with probability \( 1 - 2 \cdot \exp(-\Delta_y(r, \delta)^2 \cdot \mu_r / 3) \) as \( d_r \geq y_r \) leads to even stronger concentration when applying Chernoff bounds to \( \text{Bin}(u_r, d_r / n) \).

Finally, we consider the decrease of \( U_{r+1} \). By a Chernoff bound application, we have with probability at least \( 1 - \exp(-\frac{u_r^2}{3n}) \) that

\[
U_{r+1} < \frac{u_r^2}{n} \cdot 2.
\]

Hence, it follows from a union bound application that the events in (48),(49) and (50) hold with probability at least \( 1 - 4 \exp(-\Delta_y(r, \delta)^2 \cdot \mu_r / 3) - \exp(-\frac{u_r^2}{3n}) \) in total. A repetition of above approach for increasing \( r \) until the first round \( r_{(2)} \) is reached such that either (i) \( \delta > \sqrt{\mu_r} \cdot 10, \) or (ii) \( \delta > u_{r_{(2)}} / \sqrt{n} \) yields the following

\[
Pr \left[ \forall r \text{ with } r_{(1)} \leq r < r_{(2)} : Y_{r+1} = y_{r+1}, D_{r+1} = d_{r+1} \text{ and } U_{r+1} = u_{r+1} \text{ with} \right.
\]

\[
y_{r+1} = y_r \cdot (1 + \frac{u_r}{n}) \left( 1 \pm \Delta_y(r, \delta) \frac{u_r}{n} \right),
\]

\[
d_{r+1} = d_r \cdot (1 + \frac{u_r}{n}) \left( 1 \pm \Delta_y(r, \delta) \frac{u_r}{n} \right),
\]

\[
u_{r+1} \leq \frac{u_r^2}{n} \cdot 2
\]

\[
> 1 - 4 \sum_{r=r_{(1)}}^{r_{(2)}-1} \exp(-\Delta_y(r, \delta)^2 \cdot \frac{u_r \cdot y_r}{n}) - 4 \sum_{r=r_{(1)}}^{r_{(2)}-1} \exp(-\frac{u_r^2}{n})
\]

This event implies the following statements for all \( r \) with \( r_{(1)} \leq r < r_{(2)} \):

1. \( y_{r+1} < 3y_r \)

2. \( u_{r+1} \leq \frac{n}{(\lambda/2)^2 (r+1)-r_{(1)}} \)

3. \( \Delta_y(r, \delta) \neq z \cdot \frac{\delta \cdot \sqrt{r-r_{(1)}+1}}{\sqrt{\mu_r}} \) implies that \( r = r_{(2)} - 1 \)

4. \( \sum_{r=r_{(1)}}^{r_{(2)}-1} \Delta_y(r, \delta) \frac{u_r}{n} < 2z \cdot \frac{\delta}{\sqrt{y_r(r_{(1)}}} \leq 1/5. \)
The first statement is straightforward and follows from the recursive bound on $y_r$ in (51). Similar, the second statement follows from the recursive bound on $u_r$. It can be shown, e.g., per induction over $\ell$ with the following hypothesis (note that the base case of $\ell = 0$ holds as $u_{r(1)} \leq n/\lambda$)

$$u_{r(1)+\ell} \leq \frac{n}{\lambda^{2^\ell}} \cdot 2^{2^\ell-1}.$$  

Regarding the third statement, we assume that $\Delta_y(r, \delta) \neq z \cdot \frac{\delta \sqrt{r-r_{(1)}} + 1}{\sqrt{\mu_r}}$ for $r < r_{(2)} - 1$. According to the definition of $\Delta_y(r, \delta)$, this implies that $\delta \sqrt{r-r_{(1)}} + 1 > \sqrt{\mu_r}$. We start by observing that $\mu_{r+1}$ shrinks significantly when compared to $\mu_r$

$$\mu_{r+1} = y_{r+1} \cdot \frac{u_{r+1}}{n} \leq 6y_r \cdot \frac{u_r}{n} = \mu_r \cdot 6 \cdot \frac{u_r}{n} \leq \mu_r \cdot \frac{6}{(\lambda/2)^{2^{r_{(1)}}}}.$$  

Here we used Statement 1 as well as the bound on $u_{r+1}$ of (51) in the first step and Statement 3 in the last step. From this and $\delta \sqrt{r-r_{(2)}} + 1 > \sqrt{\mu_r}$ it follows that $\delta > \sqrt{\mu_{r+1}} \cdot 10$ in case $\lambda > 0$ is a large enough constant. This in turn implies that $r + 1 = r_{(2)}$ and the third statement follows. Finally, we show the fourth statement

$$\sum_{r=r_{(1)}}^{r_{(2)}-1} \Delta_y(r, \delta) \frac{u_r}{n} < z \cdot \sum_{r=r_{(1)}}^{r_{(2)}-1} \left( \delta \cdot \frac{\sqrt{r-r_{(2)}} + 1}{\sqrt{y_r}} \cdot \frac{u_r}{n} + z \cdot \frac{\delta}{\sqrt{y_{r-1}}} \frac{u_{r-1}}{n} \right)$$

$$< z \cdot \frac{\delta}{\sqrt{y_{r_{(1)}}}} \sum_{t=0}^{\infty} \frac{\sqrt{t+1}}{(\lambda/2)^{2^t}} + z \cdot \frac{\delta}{\sqrt{y_{r_{(1)}}}} \frac{1}{\lambda} < 2z \cdot \frac{\delta}{\sqrt{y_{r_{(1)}}}} \leq 1/48.$$  

In the first step, we use Statement 3 to split the sum. In the third step we assume $\lambda > 0$ to be a large enough constant s.t. the infinity series can be bounded by 1. In the last step we just used that $\delta < \sqrt{y_{r_{(1)}}}$ and $z < 1/96$.

We are now ready to finalize the proof. The recursive bounds on $y_{r+1}$ and $d_{r+1}$ in (51) imply that

$$\frac{Y_{r(2)}}{D_{r(2)}} = \frac{y_{r(1)}}{d_{r(1)}} \prod_{r=r_{(1)}}^{r_{(2)}-1} \left( 1 + 3 \Delta_y(r, \delta) \frac{u_r}{n} \right),$$  

which can be simplified with the help of Statement 4 and the Weierstrass product inequality. This yields the desired concentration statement

$$\frac{Y_{r(2)}}{D_{r(2)}} \leq \frac{y_{r(1)}}{d_{r(1)}} \left( 1 + 6 \sum_{r=r_{(1)}}^{r_{(2)}-1} \Delta_y(r, \delta) \frac{u_r}{n} \right) \times \frac{y_{r(1)}}{d_{r(1)}} \left( 1 + \frac{\delta}{8 \sqrt{y_{r_{(1)}}}} \right).$$  

Remember, the probability for this (see (51)) is

$$1 - 4 \sum_{r=r_{(1)}}^{r_{(2)}-1} \exp\left( -\Delta_y(r, \delta)^2 \cdot \frac{u_r \cdot y_r}{n} \right) - 4 \sum_{r=r_{(1)}}^{r_{(2)}-1} \exp\left( -\frac{u_r^2}{3n} \right)$$

with the help of Statement 3 we may again split the first sum and get

$$4 \sum_{r=r_{(1)}}^{r_{(2)}-1} \exp\left( -\Delta_y(r, \delta)^2 \cdot \frac{u_r \cdot y_r}{n} \right) \leq 4 \sum_{r=r_{(1)}}^{r_{(2)}-1} \exp\left( -z^2 \delta^2 (r-r_{(2)} + 1) \right) + 4 \exp(-z^2 \delta^2)$$  

(52)
Next, we bound the second sum in (52). Using the recursive bound on \( u_r \) in (51) and \( u_r < n/\lambda \) it yields that
\[
u_{r(2)} - 1 \leq \left( u_{r(2)} - 1 - r \right) \cdot \left( \frac{2}{\lambda} \right)^r \text{ for } 0 \leq r < r(2) - r(1).
\]
From this we get that
\[
\frac{u_{r(2)}^2 - 1 - r}{n} \geq (\lambda/2)^2r \cdot \frac{u_{r(2)}^2 - 1}{n} > (r + 1) \cdot \frac{u_{r(2)}^2 - 1}{n} > (r + 1) \cdot \frac{\delta^2}{100} \text{ for } 0 \leq r < r(2) - r(1)
\]
where we used that \( \delta \leq u_{r(2)} - 1/\sqrt{n} \cdot 10 \) in the last step. Therefore, we can bound the second sum in (52) by
\[
4 \sum_{r=r(1)}^{r(3)-1} \exp \left( - \frac{u_{r(2)}^2 - 1}{3n} \right) \leq 4 \sum_{r=0}^{r(2)-r(1)-1} \exp \left( - \frac{u_{r(2)}^2 - 1}{3n} \right)^{(r+1)} \leq \sum_{r=0}^{r(2)-r(1)-1} \exp(-\delta^2 \cdot (r + 1)/300) \quad (54)
\]
\[
\leq c \cdot \exp(-c \cdot \delta^2)
\]
where \( \delta = \Omega(1) \) guarantees that the last sum in the first line increases at most as fast as a geometric series, and \( c > 0 \) is some fitting constant. \(\square\)

**Lemma 29.** Let \( r(2) \) be the first round such that \( U_{r(2)} < n/\lambda \) for some large constant \( \lambda > 0 \) and (a) \( \delta > \sqrt{Y_{r(2)} \cdot U_{r(2)}}/\sqrt{n} \cdot 10 \) or (b) \( \delta > U_{r(2)}/\sqrt{n} \cdot 10 \). Additionally, let \( r(3) \) be the first round where \( \delta > U_{r(3)}/\sqrt{n} \cdot 10 \). Then, we have
\[
\frac{Y_{r(3)}}{D_{r(3)}} = \frac{Y_{r(2)}}{D_{r(2)}} \left( 1 \pm \frac{1}{8} \cdot \frac{\delta}{\sqrt{Y_{r(2)}}} \right)
\]
with probability \( 1 - c \cdot \exp(-c' \delta^2) \) where \( c, c' \) are constant.

**Proof.** At the start of round \( r(3) \) at least one of the conditions (a) or (b) must hold. If (b) is fulfilled, then \( r(2) = r(3) \) and we are finished because \( Y_{r(3)}/D_{r(3)} = Y_{r(2)}/D_{r(2)} \).

Otherwise, in \( r(2) \) only (a) holds and we need to analyze the process until we reach the round \( r(3) \) where \( \delta > U_{r(3)}/\sqrt{n} \cdot 10 \). We will proof the upper and lower bound separately.

**Upper Bound.** We consider some arbitrary round \( r \geq r(2) \) and fix \( Y_r = y_r, U_r = u_r \) and \( D_r = d_r \). Furthermore, we define \( \mu_r = \sqrt{u_r u_r/n} \) and \( \delta_r = \delta_r \cdot \sqrt{r - r(2) + 1} \). We assume that (i) \( \delta_r \geq 10 \sqrt{\mu_r} \), and (ii) \( \delta^2 \leq u_r^2/n \). As in the proofs of the Lemmas 27 and 28, we model \( Y_{r+1} = y_r + \text{Bin}(u_r, \frac{u_r}{n}) \). We apply Lemma 34 to bound the far-right tail of this Binomial distribution. As we assumed that \( \delta^2 > 100 \cdot \mu_r \) this yields
\[
Y_{r+1} < y_r + \frac{y_r \cdot u_r}{n} + \frac{\delta^2}{1 + \ln(\delta^2/\mu_r)} \quad (55)
\]
with probability at least \( 1 - \exp(-c_1 \delta^2) \) for some constant \( c_1 > 0 \). For \( \Delta_y(r, \delta) = \frac{\delta^2}{y_r \cdot (1 + \ln(\delta^2/\mu_r))} \) this also implies the slightly weaker bound of
\[
Y_{r+1} < y_r (1 + \frac{u_r}{n})(1 + \Delta_y(r, \delta)). \quad (56)
\]
In a similar way, we model $D_{r+1} = d_r + \text{Bin}(u_r, \frac{d_r}{n})$ and apply Chernoff bounds to derive that

$$D_r > d_r + \frac{u_r \cdot d_r}{n}(1 - \Delta_d(r, \delta))$$

with probability at least $1 - \exp(-\Delta_d(r, \delta)^2 \cdot \frac{u_r d_r}{n})$. Note that the bound in (57) also implies the following weaker bound

$$D_r > d_r \left(1 + \frac{u_r}{n}\right) \left(1 - \Delta_d(r, \delta) \frac{u_r}{n}\right).$$

Finally, just as in the proof of Lemma 28, we apply Chernoff bounds and deduce that with probability $1 - \exp(-\frac{u_r^2}{n})$ we have

$$U_{r+1} < \frac{u_r^2}{n} \cdot 2.$$

When employing union bounds, we deduce that the events in (56),(57) and (59) occur at the same time with probability at least $1 - \exp(c_1 \delta^2) - \exp(-\Delta_d(r, \delta)^2 \frac{u_r d_r}{n}) - \exp(-\frac{u_r^2}{n})$. Note that from (56) and $\delta < \sqrt{\mu_r}$ it easily follows that $Y_{r+1} < 3y_r$. This, combined with (59) and $u_r \leq \frac{n}{\lambda}$, implies

$$\mu_{r+1} = Y_{r+1} \cdot \frac{U_{r+1}}{n} < 6 \cdot y_r \frac{u_r}{n} = 6 \cdot \frac{u_r}{n} \mu_r \leq \frac{6}{\lambda} \mu_r.$$

Our assumption (i) stated that $\delta_r > \sqrt{\mu_r} \cdot 10$. Note that $\delta_{r+1} > \delta_r > \sqrt{\mu_r} \cdot 10 > \sqrt{\mu_r} \cdot 10 \cdot \sqrt{\frac{\lambda}{n}} > \mu_{r+1}$ as long as $\lambda > 6$. In other words, assumption (i) can be established inductively.

Therefore, starting with $r = r(2)$, we can repeat this approach until assumption (ii) is violated. This way, we have the following, where $r_3$ denotes the first round s.t. $\delta > U_{r(3)} / \sqrt{n}$

$$\Pr \left[ \forall r \text{ with } r(2) \leq r < r(3) : Y_{r+1} = y_{r+1}, D_{r+1} = d_{r+1} \text{ and } U_{r+1} = u_{r+1} \text{ with} \right.$$

$$
\begin{align*}
y_{r+1} &< y_r \cdot (1 + \frac{u_r}{n})(1 + \Delta_y(r, \delta)), \\
d_{r+1} &> d_r \cdot (1 + \frac{u_r}{n})(1 - \Delta_d(r, \delta) \frac{u_r}{n}), \\
u_{r+1} &< \frac{u_r^2}{n} \cdot 2 \\
&> 1 - \sum_{r=r(2)}^{r(3)-1} \exp(-c_1 \delta_r^2) - \sum_{r=r(1)}^{r(3)-1} \exp(-\Delta_d(r, \delta) \frac{u_r d_r}{n}) - \sum_{r=r(2)}^{r(3)-1} \exp(-\frac{u_r^2}{3n})
\end{align*}
$$

These recursive bounds allow for the following statements to be made for $r$ s.t. $r(2) \leq r < r(3)$

1. $u_r < \frac{n}{(\lambda/2)^2 - r(2)}$
2. $\delta_r^2 \geq \mu_r \cdot 100 \cdot e^{2r - r(2)} + 7$
3. $\Delta_d(r, \delta) \neq \frac{1}{10} \frac{\delta_r}{\sqrt{d_r u_r / n}}$ implies that $r = r(3) - 1$
4. $\sum_{r=r(2)}^{r(3)-1} \Delta_y(r, \delta) < \frac{1}{8} \frac{\delta^2}{\sqrt{\mu_r}}$
5. $\sum_{r=r(2)}^{r(3)-1} \Delta_d(r, \delta) \frac{u_r}{n} < \frac{1}{10} \frac{\delta}{\sqrt{d_r}}$
Just as in the proof of Lemma 28, the first statement follows from the recursive bound $u_{r+1} < \frac{n^2}{r}$ in (60). Regarding the second point, for $r = r(2)$ the statement holds by definition of round $r(2)$. For $r(2) < r < r(3)$, we have that

$$
\mu_r = \frac{y_r}{n} \leq 6y_{r-1} \frac{u_{r-1}}{n} \leq 6\mu_{r-1} \leq \cdots \leq \mu_{r(2)} \prod_{r=r(2)}^{r} \frac{6u_r}{n} \leq \mu_{r(2)} \frac{6}{(\lambda/2)^{2^{r-r(2)}}}.
$$

In the second step we used again that (60) implies $y_{r+1} < 3y_r$. In the final step, we used Statement 1 and crudely bounded the product by its smallest factor (note that large enough $\lambda > 0$ ensures that none of the factors are larger than one). We now use this intermediate result and deduce that

$$
\delta_r^2 > \delta^2 \geq \mu_{r(2)} \cdot 100 \geq \mu_r \cdot 100 \cdot \left(\frac{\lambda}{2}\right)^{2^{r-r(2)-1}} \frac{1}{6} > \mu_r \cdot \frac{100 \cdot e^{2^{r-r(2)+7}}}{6},
$$

where in the last step we assume $\lambda$ to be a large enough constant. We continue with the proof of Statement 3. Assume that $\Delta_d(r, \delta) \neq \frac{1}{10} \frac{\delta_r}{\sqrt{d_r u_r / n}}$ for some $r$ with $r(2) < r < r(3) - 1$. This implies that $\delta^2 \geq (d_r u_r / n) / (r - r(2) + 1)$. Moreover, we have that

$$
\frac{u_{r+1}^2}{n} \leq \frac{u_r^2}{n} = \frac{d_r \cdot u_r}{n} \leq \frac{d_r \cdot u_r}{n} \cdot \frac{1}{(1 - 1/\lambda)} \cdot \frac{1}{\left(\lambda/2\right)^{2^{r-r(2)}}} < \frac{d_r \cdot u_r}{n} \cdot \frac{1}{r - r(2) + 1} \leq \delta^2,
$$

where we crudely bounded $d_r \geq n(1-1/\lambda)$ and employed Statement 1 in the third step. The penultimate step follows for large enough constant $\lambda > 0$. This way, we just established that $\delta > \sqrt{u_{r+1} / n}$, which in turn implies $r + 1 = r(3)$ and Statement 3 follows. We proceed with Statement 4 and observe

$$
\sum_{r=r(2)}^{r(3)-1} \Delta_y(r, \delta) \leq \frac{\delta^2}{y_r(2)} \sum_{r=r(2)}^{r(3)-1} \frac{r - r(2) + 1}{1 + \ln(\frac{\delta_r^2}{\mu_r})} \leq \frac{\delta^2}{y_r(2)} \sum_{r=r(2)}^{\infty} \frac{r - r(2) + 1}{1 + 2^{r-r(2)+7} + \ln(100/6)} \leq \frac{\delta^2}{y_r(2)} \cdot \frac{1}{20},
$$

where we employed Statement 2 in the second step to bound $\frac{\delta_r^2}{\mu_r}$. The infinite sum clearly converges to some constant as the denominator easily dominates the numerator. We continue with the final statement. We have

$$
\sum_{r=r(2)}^{r(3)-1} \Delta_d(r, \delta) \cdot \frac{u_r}{n} \leq \left(\sum_{r=r(2)}^{r(3)-2} \frac{1}{15} \delta_r \sqrt{\frac{u_r}{n}} + \frac{1}{15} \delta_r \sqrt{\frac{u_r}{n}}\right) + \frac{\delta_r}{\sqrt{d_r(2)}} \cdot \frac{u_r(2)}{n} \leq \frac{1}{15} \delta \sqrt{\frac{u_r}{n}} + \frac{1}{15} \delta_r \sqrt{\frac{u_r}{n}}.
$$

Here we employed Statement 1 in order to split the sum in the first step and bound $u_r$ with the help of Statement 1 in the second step. In the last step we assume $\lambda > 0$ to be a sufficiently large constant.

We are now ready to translate the statement in (60) into a concentration result. We first use the recursive bounds on $y_{r+1}$ and $d_{r+1}$ followed by an application of the Weierstrass product inequality and finally use Statements 4 and 5 which yields

$$
\frac{Y_{r(3)}}{D_{r(3)}} < \frac{y_r(2) \prod_{r=r(2)}^{r(3)-1} \frac{1 + \Delta_y(r, \delta)}{1 - \Delta_d(r, \delta) \frac{u_r}{n}}}{d_r(2) \cdot \frac{1 + \sum_{r=r(2)}^{r(3)-1} \Delta_y(r, \delta)}{1 - \sum_{r=r(2)}^{r(3)-1} \Delta_d(r, \delta) \frac{u_r}{n}}} \leq \frac{y_r(2)}{d_r(2)} \cdot \left(1 + \frac{1}{8} \cdot \frac{\delta}{\sqrt{y_r}}\right).
$$
Lemma 27, it follows that \( \sum_{r=r(2)}^{r(3)-1} \exp(-c_1 \delta^2 < 7 \exp(-c_1 \delta^2) \) when using that \( \delta^2 > 1/c_1 = \Omega(1) \). The second sum may be bounded along the lines of (53) in the proof of Lemma 28, where we employ Statement 3 to split the sum. A bound for the third sum can be developed along the lines of (54) which is contained in the proof of Lemma 28. In total, this allows us to lower bound the probability of (60) by \( 1 - c' \cdot \exp(-c' \delta^2) \) for some constant \( c' > 0 \).

**Lower Bound.** Per assumption we know that at the start of round \( r(2) \) we have that \( 100 \cdot \mu_{r(2)} < \delta^2 \). In the worst case, no remaining agent adopts opinion \( i \). Therefore, we have for any round \( r \geq r(2) \) that

\[
\frac{Y_r}{D_k} \geq \frac{y_{r(2)}}{d_{r(2)} + u_{r(2)}} = \frac{y_{r(2)} - \frac{1}{1 + \frac{u_{r(2)}}{d_{r(2)}}}}{d_{r(2)}} \geq \frac{y_{r(2)} - \frac{u_{r(2)}}{d_{r(2)}}}{d_{r(2)}}.
\]

As \( 100 \cdot \mu_{r(2)} = 100 \cdot \frac{y_{r(2)}u_{r(2)}}{n} \leq \delta^2 \) and \( d_{r(2)} \geq n(1 - 1/\lambda) \), we have

\[
\frac{u_{r(2)}}{d_{r(2)}} \leq \frac{u_{r(2)}}{(1 - \frac{1}{\lambda})n} \leq \frac{1 + \frac{2}{\lambda} \cdot \delta^2}{100 \cdot \frac{y_{r(2)}}{y_{r(2)}}} < \frac{1}{8} \cdot \frac{\delta^2}{y_{r(2)}}
\]

and conclude the proof of the lower bound.

\[\square\]

**Lemma 30.** Let \( r(3) \) be the first round where \( \delta > \frac{U_{r(3)}}{\sqrt{n}} \cdot 10 \) and \( U_{r(3)} < n/\lambda \) for a large enough constant \( \lambda > 0 \). Additionally, let \( U_{r(4)} \) be the first round with \( U_{r(4)} = 0 \). Then, we have

\[
\frac{Y_{r(4)}}{D_{r(4)}} = \frac{Y_{r(4)}}{n} = \frac{Y_{r(3)}}{D_{r(3)}} \left( 1 + \frac{1}{8} \cdot \frac{\delta}{\sqrt{Y_{r(3)}}} \right)
\]

with probability \( 1 - c \exp(-c' \delta^2) \) where \( c, c' > 0 \) are constants.

**Proof.** We abbreviate \( r = r(3) \). Fix \( U_r = u_r, Y_r = y_r \), and \( D_r = d_r \). First we consider the concentration of \( Y_{r+1}/D_{r+1} \). We distinguish two cases.

**Case 1:** \( \delta \leq \sqrt{y_r u_r} \cdot n \cdot 10 \). As usual we model \( Y_{r+1} = y_r + \text{Bin}(u_r, \frac{u_r}{n}) \). Chernoff bounds yield with probability at least \( 1 - 2 \exp(-\delta^2/300) \) that

\[
Y_{r+1} = y_r + \frac{y_r u_r}{n} \left( 1 + \frac{1}{10} \sqrt{\frac{\delta}{y_r u_r}} \right) \times y_r \left( 1 + \frac{u_r}{n} \right) \left( 1 + \frac{\delta \sqrt{\frac{u_r}{n}}}{10 \sqrt{y_r}} \right) \times y_r \left( 1 + \frac{u_r}{n} \right) \left( 1 + \frac{1}{10 \sqrt{\lambda \cdot \sqrt{y_r}}} \cdot \frac{\delta}{\sqrt{y_r}} \right)
\]

A similar approach yields that \( D_{r+1} = d_r \left( 1 + \frac{u_r}{n} \right) \left( 1 + \frac{1}{10 \sqrt{\lambda \cdot \sqrt{y_r}}} \cdot \frac{\delta}{\sqrt{y_r}} \right) \) holds also with probability at least \( 1 - 2 \exp(-\delta^2/3) \) and a union bound application yields

\[
\Pr \left[ \frac{Y_{r+1}}{D_{r+1}} > \frac{y_r}{d_r} \left( 1 + \frac{4}{10 \cdot \sqrt{\lambda \cdot \sqrt{y_r}}} \cdot \frac{\delta}{\sqrt{y_r}} \right) \right] \geq 1 - 4 \exp(-\delta^2/3).
\]

**Case 2:** \( \delta > \sqrt{y_r u_r} \cdot n \cdot 10 \). In this case, the lower bound can be shown with completely the same argument as the lower bound of Lemma 29. Which yields that (with probability 1)

\[
\frac{Y_r}{D_r} \geq \frac{y_r}{d_r} \left( 1 - \frac{1 + \frac{2}{\lambda} \cdot \delta^2}{100 \sqrt{y_r}} \right) \geq \frac{y_r}{d_r} \left( 1 - \frac{1}{50 \sqrt{y_r}} \cdot \delta \right).
\]
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For the upper bound, we again use that \( Y_{r+1} = y_r + \text{Bin}(u_r, y_r/n) \). A Chernoff bound application yields that, with probability \( 1 - \exp(-\delta^2/300) \),

\[
Y_{k+1} = y_r + \text{Bin}(u_r, y_r/n) < y_r + \frac{u_r \cdot y_r}{n} + \frac{\delta^2}{100} < y_r + \frac{\delta^2}{50}
\]
as \( \delta^2/100 > \sqrt{y_r u_r/n} \). Therefore, it follows that

\[
\frac{Y_{r+1}}{D_{r+1}} < \frac{y_r + \delta^2/50}{d_r} \leq \frac{y_r}{d_r} (1 + \frac{\delta^2}{50 \cdot y_r}) \leq \frac{y_r}{d_r} (1 + \frac{1}{50}) \cdot \frac{\delta}{\sqrt{y_r}}.
\]

Hence, in any case, \( Y_{r+1}/D_{r+1} \) is concentrated around \( y_r/d_r \) with relative error of order \( (1 \pm \delta/\sqrt{y_r}) \).

Now, consider \( U_{r+1} = \text{Bin}(u_r, u_r/n) \). According to our assumption we have \( \delta > \frac{k}{\sqrt{n} \cdot 10} \) which implies that \( \mathbb{E}[	ext{Bin}(u_r, u_r/n)] \leq \delta^2/100 \) and a Chernoff bound application yields that, with probability at least \( 1 - \exp(-\delta^2/300) \), we have \( U_{r+1} \leq \delta^2/50 \). Continuing from round \( r + 1 \) until \( r(1) \), we assume that either all or none of the remaining agents adopt opinion \( i \). As only \( \delta^2/50 \) agents remain this causes an additional multiplicative error term of at most \( (1 \pm \delta^2/50 \cdot y_r) \) and the result follows. \( \square \)

### C. A Note on Uniformity

In our basic protocol for the gossip model, all agents run (synchronously) one round of the decision part followed by \( \Theta(\log n) \) many rounds of the boosting part. In order to distinguish between those two parts, agents use a counter modulo \( \Theta(\log n) \). Counting modulo \( \Theta(\log n) \), however, requires knowledge of \( n \). In order to answer the open question posed in [11], we present a protocol which does not require knowledge of \( n \) (or any function of \( n \)). Such a protocol is called uniform, since any such protocol can be applied to any population size without adaptation. In the following, we therefore assume a restrictive variant of the gossip model, where agents neither know \( n \) nor \( k \), nor do they have access to a source of randomness. (This does not apply to the interactions, though, which are still uniformly at random).

The main challenge is to get an approximation of \( \log n \) which can then be used to replace \( \tau_{bc} \) in Algorithm 2. For this, we use the entropy encoded in the opinions of the agents when choosing a random communication partner. That is, each agent may remember whether it has seen its own opinion when communicating with a random partner. All agents that are marked after a two step selection process start a broadcast (we will see that this is at most a \( 1/4 \)-th fraction of all agents). All agents \( u \) that start a broadcast have a bit \( \text{bit}[u] = \text{TRUE} \). Whenever an agent \( v \) receives a broadcast by interacting with another agent \( u \) that has either started or received a broadcast in an earlier round, it sets its own bit such that \( \text{bit}[v] = -\text{bit}[u] \). This way, the agents can easily be divided into two sets, each of which consists of a constant fraction of all agents. Applying now a counting procedure as in [1], one of the agents obtains a value \( T \) of order \( T = \Theta(\log n) \), which is then sent to all other agents in the system via a maximum broadcast. This way, all agents can act in a completely synchronous manner, and our protocol can be deployed as described in Section 2.2 by setting \( \tau_{bc} \) to the value of \( T \).

On an intuitive level, the agents run through three stages before executing the actual protocol in stage 4. In the first stage, the initialization stage, agents will generate a synthetic coin (cf. [1]). This coin is stored by each agent \( u \) in the variable \( \text{bit}[u] \). It is generated by a broadcast process. In the second stage, the agents initialize a counter \( T_u \). This counter \( T_u \) is incremented by agent \( u \) for as many rounds as agent \( u \) interacts with another agent \( v \) with \( \text{bit}[v] = \text{bit}[u] \). Note that a similar approach for approximating \( \log n \) up to constant factors was already described in [1]. In the third
stage, the synchronization stage, all agents \( u \) broadcast the maximum counter value \( T_u \). In round \( 1000 \cdot T_u \), the agents leave the synchronization stage and execute a variant of Algorithm 2. The first three stages will make sure that each agent \( u \) has w.h.p. the same value \( T_u = \Theta(\log n) \). The final stage, the running stage, executes the actual protocol, with two minor changes: First, agents count the rounds modulo \( 1000 \cdot T_u \). (Note that the factor of 1000 was chosen for convenience and is not tight.) Secondly, if agent \( u \) encounters while executing the running stage another agent \( v \) with \( T_v > T_u \), it aborts the running stage, reverts its current opinion to the initial opinion, and goes back to the synchronization stage.

Formally, every agent \( u \) has variables \( \text{stage}[u] \in \{\text{init, count, sync, run}\} \), \( T_u \in \mathbb{N} \), \( \text{round}[u] \in \{0, \ldots, T\} \), \( \text{opinion}[u], \text{initialOpinion}[u] \in \{1, \ldots, k\} \), \( \text{bit}[u], \text{hit}[u], \text{undecided}[u] \in \{\text{TRUE, FALSE}\} \). The variables \( \text{opinion}[u] \), \( \text{round}[u] \) and \( \text{undecided}[u] \) have the same meaning as in Algorithm 2, \( \text{initialOpinion}[u] \) holds the initial opinion of agent \( u \), \( T_u \) (initially 0) is used to store an approximation of \( \log n \), and the flags \( \text{bit}[u] \) and \( \text{hit}[u] \) (both initially \( \text{FALSE} \)) are used in the first and second stage to set up \( T_u \). The variable \( \text{stage}[u] \) (initialized to \( \text{init} \)) determines which set of instructions is used:

- The initialization stage \( (\text{stage}[u] = \text{init}) \) is defined in Algorithm 3,
- the counting stage \( (\text{stage}[u] = \text{count}) \) is defined in Algorithm 4,
- the synchronization stage \( (\text{stage}[u] = \text{sync}) \) is defined in Algorithm 5, and
- the running stage \( (\text{stage}[u] = \text{run}) \) is defined in Algorithm 6.

We start our analysis by analyzing the time \( \rho \) when all agents have completed the counting stage. We show that \( \rho = O(\log n) \). Then we show that at time \( \rho \) the maximum value \( T_u(\rho) \) over all agents \( u \) is in \( \Omega(\log n) \).

**Lemma 31.** Let \( \rho = \min \{ r \mid \forall u : \text{stage}[u](r) \neq \text{init} \land \text{stage}[u](r) \neq \text{count} \} \). Then, w.h.p.

1. \( \rho < 50\log n \),
2. \( \max_u \{ T_u(\rho) \} > 0.1\log n \).

**Proof.** The proof consists of three parts. Note that a similar analysis was already conducted in [1] in a different setting. For completeness, we give the proof adapted to our model.

**Part 1.** Let \( r_0 \) be the first time step, in which some agents change their stage from \( \text{init} \) to \( \text{count} \). Then, the set of these agents has size at least 1 and at most \( n/4(1 + o(1)) \) w.h.p. (for the details see beginning of part II). We prove now an intermediate result: there is a time when a certain constant fraction of agents concludes the initialization stage such that at least \( 1/32 \cdot n \) many agents have their bit set to \( \text{TRUE} \) and to \( \text{FALSE} \), respectively.

Let \( I(t) \) be the set of agents \( u \) that have \( \text{stage}[u] \neq \text{init} \) at the beginning of round \( t \), i.e.,

\[
I(t) = \{ u \mid \text{stage}[u](t) \neq \text{init} \},
\]

and define \( \varphi \) to be the last round \( t \) in which \( |I(t)|/n < 1/5 \) (note that \( \varphi \) can be 0), i.e.,

\[
\varphi = \max \{ t \mid |I(t)| < \frac{1}{5} \cdot n \}.
\]

Then we have (by definition)

\[
|I(\varphi + 1)| \geq n/5.
\] (61)
Actions performed when agents \((u, v)\) interact with \(\text{stage}[u] = \text{init}\):

1. \(\text{if} \ \text{round}[u] \ \text{is even} \ \text{then}\)
2. \(\text{if} \ \text{initialOpinion}[u] = \text{initialOpinion}[v] \ \text{then}\)
3. \(\text{hit}[u] \leftarrow \text{TRUE}\)
4. \(\text{else}\)
5. \(\text{hit}[u] \leftarrow \text{FALSE}\)
6. \(\text{if} \ \text{hit}[u] \ \text{is odd} \ \text{then}\)
7. \(\text{if} \ \text{hit}[u] \land \text{opinion}[u] \neq \text{opinion}[v] \ \text{then}\)
8. \(\text{stage}[u] \leftarrow \text{count}\)
9. \(\text{if} \ \text{stage}[v] \in \{\text{count, sync, run}\} \ \text{then}\)
10. \(\text{stage}[u] \leftarrow \text{count}\)
11. \(\text{bit}[u] \leftarrow \text{¬bit}[v]\)
12. \(\text{round}[u] \leftarrow \text{round}[u] + 1\)

Algorithm 3: Initialization stage

Actions performed when agents \((u, v)\) interact with \(\text{stage}[u] = \text{count}\):

1. \(\text{if} \ \text{stage}[v] \neq \text{init} \ \text{then}\)
2. \(\text{if} \ \text{bit}[u] = \text{bit}[v] \ \text{then}\)
3. \(\text{T}_u \leftarrow T_u + 1\)
4. \(\text{else}\)
5. \(\text{stage}[u] \leftarrow \text{sync}\)
6. \(\text{round}[u] \leftarrow \text{round}[u] + 1\)

Algorithm 4: Counting stage

Actions performed when agents \((u, v)\) interact with \(\text{stage}[u] = \text{run}\):

1. \(\text{if} \ \text{T}_u < \text{T}_v \ \text{then}\)
2. \(\text{T}_u \leftarrow \text{T}_v\)
3. \(\text{round}[u] \leftarrow \text{round}[v]\)
4. \(\text{opinion}[u] \leftarrow \text{initialOpinion}[u]\)
5. \(\text{round}[u] \leftarrow \text{round}[u] + 1\)
6. \(\text{if} \ \text{round}[u] \geq 1000 \cdot \text{T}_u \ \text{then}\)
7. \(\text{round}[u] \leftarrow 0\)
8. \(\text{stage}[u] \leftarrow \text{run}\)
9. \(\text{if} \ \text{T}_u = \text{T}_v \ \text{then}\)
10. \(\text{Decision Part:} \ \text{round}[u] = 0\)
11. \(\text{if} \ \text{round}[u] = 0 \ \text{then}\)
12. \(\text{if} \ \text{opinion}[u] \neq \text{opinion}[v] \ \text{then}\)
13. \(\text{undecided}[u] \leftarrow \text{TRUE}\)
14. \(\text{else}\)
15. \(\text{undecided}[u] \leftarrow \text{FALSE}\)
16. \(\text{Boosting Part:} \ \text{round}[u] > 0\)
17. \(\text{if} \ \text{round}[u] > 0 \ \text{and} \ \text{undecided}[u] \ \text{then}\)
18. \(\text{if} \ \text{not} \ \text{undecided}[v] \ \text{then}\)
19. \(\text{undecided}[u] \leftarrow \text{FALSE}\)
20. \(\text{opinion}[u] \leftarrow \text{opinion}[v]\)

Algorithm 5: Synchronization stage

\text{execute sync stage}

\(\text{if} \ \text{T}_u > 0\)
\(\text{if} \ \text{not} \ \text{undecided}[v] \ \text{then}\)
\(\text{undecided}[u] \leftarrow \text{FALSE}\)
\(\text{opinion}[u] \leftarrow \text{opinion}[v]\)

\(\text{Synchronization by counting modulo} \ 1000T_u\)
\(\text{round}[u] \leftarrow \text{(round}[u] + 1) \mod (1000T_u)\)

Algorithm 6: Running stage
Now observe that an agent leaves the initialization stage in round $\varphi$ when it interacts with another agent in $I(\varphi)$ or it successfully passes Line 4 to Line 12 in Algorithm 3 in rounds $\varphi - 1$ and $\varphi$. The probability to encounter another agent with $\text{stage}[u] \neq \text{init}$ is at most $1/5$. Additionally, if $\varphi$ is odd, an agent $u$ with $\text{Stage}_u = \text{init}$ leaves the initialization stage with probability at most $1/4$ due to hitting the own opinion in round $\varphi - 1$ and a different opinion in round $\varphi$. These events might not be independent; nevertheless, by a union bound we get that each agent leaves the initialization stage in round $\varphi$ with probability at most $9/20$. Since the agents act independently, an application of Chernoff bounds gives that w.h.p.

$$|I(\varphi + 1)| < \left(\frac{13}{20} + o(1)\right) \cdot n. \quad (62)$$

We now consider round $\varphi + 2$. Let $I_b(t)$ be defined as the set of agents $u$ that have $\text{stage}[u] \neq \text{init}$ and $\text{bit}[u](t) = b$ in round $t$. W.l.o.g. assume $|I_0(\varphi + 1)| \geq |I_1(\varphi + 1)|$ By (61) we have $|I(\varphi + 1)| \geq n/5$, and hence $|I_0(\varphi + 1)| \geq n/10$ (since we assumed $|I_0(\varphi + 1)| \geq |I_1(\varphi + 1)|$). By (62), at least $(7/20 - o(1)) \cdot n$ many agents are not in $I(\varphi + 1)$. Each of these agents interacts in round $\varphi + 1$ with an agent in $I_0(\varphi + 1)$ with probability at least $1/10$. Again, an application of Chernoff bounds gives that at least $(7/200 - o(1)) \cdot n \geq 1/32n$ many agents join $I_1(\varphi + 2)$ in round $\varphi + 1$. Hence for any $r \geq \varphi + 2$ we have $I_1(r) \geq 1/32n$, and by assumption $|I_0(\varphi + 1)| \geq |I_1(\varphi + 1)|$ we have $I_0(r) \geq 1/10n \geq 1/32n$. (The case $|I_0(\varphi + 1)| \geq |I_1(\varphi + 1)|$ follows analogously by exchanging $I_0$ with $I_1$ and vice versa.) This implies that for any $r \geq \varphi + 2$ and any $b \in \{\text{True, False}\}$ we have w.h.p.

$$\frac{|I_b(r)|}{n} \in [1/32, 1 - 1/32]. \quad (63)$$

**Part 2.** We now show the first statement, $\rho < 50 \log n$.

We start by showing that at least one agent enters the counting stage at most $2 \log n$ rounds. Let $E_{r,u}$ be the event that in round $2r$ agent $u$ sets $\text{stage}[u]$ to count in Line 12 of Algorithm 3. The event $E_{r,u}$ occurs if and only if two events occur: agent $u$ interacts with an agent $v$ of the same opinion in round $2r - 1$, and agent $u$ interacts with an agent $w$ of a different opinion in round $2r$. For both, the probability is at least $1/n$, and the events are complimentary. (We assume that $k > 1$ and agents may interact with themselves.) Hence we observe that $\Pr[E_{r,u}] > 1/n \cdot (1 - 1/n)$. Note that all interactions of agents are independent and hence the $E_{r,u}$ are independent. Then the probability that no agent enters the counting stage within $2 \log n$ rounds is

$$\prod_{r' = 1}^{r} \prod_u (1 - \Pr[E_{r',u}]) \leq \left(1 - \frac{1}{n} \cdot \left(1 - \frac{1}{n}\right)\right)^{2n \log n} < 1/n.$$

Let now $r_0$ be the first round in which any of the events $E_{r,u}$ occurs for any agent $u$, i.e., $r_0 = \min \{r \mid E_{r,u}\}$. Observe that any agent $u$ with $\text{stage}[u] = \text{init}$ proceeds to the counting stage once it interacts with another agent $v$ where $\text{stage}[v] \neq \text{init}$. This means, the way how agents proceed to the counting stage can be modeled by a broadcast process starting in round $r_0$. It follow from \cite{37} that at time $6 \log n$ every agent has concluded the initialization phase.

It remains to show that every agent concludes the counting stage after at most $44 \log n$ additional rounds w.h.p.

Let $T_u$ be the counter of agent $u$ when it has concluded the counting stage. As before, let $\varphi$ be defined as the last round $t$ in which $|I(t)|/n < 1/5$. Let furthermore $p_{u,r}$ be the probability that $u$ interacts with another agent $v$ with $\text{bit}[u](r) = \text{bit}[v](r)$ in a round $r \geq \varphi + 2$. In (63), we obtained bounds on $|I_b(r)|/n$ for any $r \geq \varphi + 2$ and any $b \in \{\text{True, False}\}$ and from these bounds we observe $p_{u,r} \in [1/32, 1 - 1/32]$ for $r \geq \varphi + 2$. 
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Observe that the number of successes of agent $u$ can be majorized by $T_u \preceq \varphi + 2 + T_u^{(\text{max})}$ as follows. The first expression $\varphi + 2 \leq 6 \log n$ is an upper bound on $\varphi + 2$. (In the first $\varphi + 1$ rounds, we do not have a bound on $|I_1(r)|/|I_0(r)|$ and hence bound the number of successes by the number of rounds.) The second expression is a geometrically distributed random variable $T_u^{(\text{max})} \sim G(1/32)$. (Note that $G(1/32)$ models a probability of $1/32$ as failure probability. In the case of a failure, the counting stage ends.) With this random variable $T_u^{(\text{max})}$ we obtain

$$\Pr[T_u \leq 50 \log n] \geq \Pr[T_u^{(\text{max})} \leq 44 \log n] = 1 - \left(1 - \frac{1}{32}\right)^{44 \log n} \geq 1 - 1/n^2.$$\[10.5pt]\]

We take a union bound over all $n$ agents and get that $\max_u \{ T_u(\rho) \} \leq 50 \log n$ w.h.p.

**Part 3.** We finally show the second statement, $\max_u \{ T_u(\rho) \} > 0.1 \log n$.

Let $T_u$ be the counter of agent $u$ when it has concluded the counting stage. As before, let $\varphi$ be defined as the last round $t$ in which $|I(t)|/n < 1/5$, and recall that in round $\varphi + 1$ at least $(7/20 - o(1)) \cdot n \geq 1/3 \cdot n$ many agents are not in $I(\varphi + 1)$. Let $R$ be the set of these agents with $|R| \geq 1/3n$. The agents in $R$ leave the initialization stage in round $\varphi + 1$ at the earliest. In particular, they run the counting stage starting in a round $r \geq \varphi + 2$. Let now $p_{u,r}$ be the probability that one of these agents $u \in R$ interacts with another agent $v$ with bit $[u](r) = \text{bit}[v](r)$ and recall that $p_{u,r} \in [1/32, 1 - 1/32]$ for any $r \geq \varphi + 2$ and any $b \in \{	ext{True, False}\}$. Hence the number of successes of agent $u$ can be minorized by $T_u \succeq T_u^{(\text{min})}$ where $T_u^{(\text{min})} \sim G(1 - 1/32)$ is a geometrically distributed random variable with parameter $1 - 1/32$. We compute

$$\Pr[T_u \leq 0.1 \log n] = 1 - \left(1 - \left(1 - \frac{1}{32}\right)^{0.1 \log n}\right) = 1 - \left(\frac{1}{2}\right)^{0.5 \log n} = 1 - 1/\sqrt{n}.$$\[10.5pt]\]

This means that the probability that an agent $u \in R$ reaches a counter value $T_u$ of at least $0.1 \log n$ is at least $1/\sqrt{n}$. Recall that the agents act independently. A Chernoff bound on the number of agents in $R$ that reach a counter value of at least $0.1 \log n$ gives the desired result: at least one agent $u$ reaches $T_u \geq 0.1 \log n$ and hence at time $\rho$ when all agents have concluded the counting stage it holds that $\max_u \{ T_u(\rho) \} > 0.1 \log n$.

The technical lemma above allows us to show the main results for this section.

**Proposition 32.** The protocol defined via Algorithms 3 to 6 is uniform. Within $O(\log n)$ rounds, every agent $u$ adopts the same value of $T_u = T \in [0.1 \log n, 50 \log n]$. In round $1000T$, every agent starts to run Algorithm 6, synchronizing phases modulo $1000T$.

**Proof.** From the description of the pseudo codes it is clear that the protocol does not depend on $n$. To prove the correctness of the synchronization, we first show the following invariant. Recall that $\rho$ is the time when all agents have completed the counting stage.

Let $T = \max_u T_u(\rho)$ be the maximal value obtained by any agent in the counting stage. For any agent $u$ with $T_u = T$ it holds in any round $r$ that $\text{round}[u](r) = r \mod 1000T$. (Notice that $T_u$ may change during the execution of the protocol.)

Observe that there are two possible ways how an agent $u$ can obtain $T_u = T$. Either agent $u$ samples $T$ in the counting stage. In this case, the agent has correctly counted rounds from the very beginning, and it proceeds to count rounds modulo $1000T$ for the rest of the time. (The reset $\text{round}[u] \leftarrow 0$ at the end of the synchronization phase behaves identical to counting modulo $1000T$.) Otherwise, the agent $u$ adopts $T$ from another agent $v$ in some round $r$. In this case, $u$ also adopts
round\[u\] \leftarrow \text{round}[v] \) according to Algorithm 5. By the invariant, \( v \) had \( \text{round}[v](r) = r \mod 1000T \) in round \( r \) and hence the invariant also holds for \( u \).

Note that once an agent \( u \) adopts \( T_u = T \), it reverts itself to its initial opinion. From that time on, there are no further instructions that could alter \( T_u \) or \( \text{round}[u] \) (except for counting regularly in \( \text{round}[u] \) modulo \( 1000T \)). This implies that at the end of the synchronization stage in round \( r = 1000T \), every agent \( u \) has opinion\([u] = \text{initialOpinion}[u].\]

It remains to argue that at the end of the synchronization stage in round \( r = 1000T \), every agent \( u \) has \( T_u(r) = T \). Recall that \( \rho \leq 50\log n \) and \( T \geq 0.1\log n \). The synchronization stage ends in round \( 1000T \), which is at the earliest in round \( 100\log n \). Hence, starting with round \( 50\log n \), at least one agent knows the maximal value \( T \) and starts broadcasting this value to all other agents. With at least \( 50\log n \) rounds remaining until round \( 1000T \), every other agent \( u \) with \( T_u < T \) adopts the maximum \( T \). When some agent adopts \( T \) in some round \( r \), from then on it executes the (remainder of the) synchronization stage with correct value \( T_u = T \) and correct value of \( \text{rounds}[u] = r \). Observe that the \( 50\log n \) rounds are enough for the broadcast to reach all agents [37].

**Remark.** In round \( 1000T \), all agents start the running stage (Algorithm 6), fully synchronized in phases of length \( 1000T \). Starting with round \( 1000T \), the execution of the protocol is identical to an execution of Algorithm 2 with \( \tau_{nc} \) set to \( 1000T \).

**D. Auxiliary Results**

**D.1. Concentration Results**

**Theorem 33** ([41], Theorem 4.4, 4.5). Let \( X_1, \ldots, X_n \) be independent Poisson trials with \( \Pr[X_i = 1] = p_i \) and let \( X = \sum X_i \) with \( \mathbb{E}[X] = \mu \). Then the following Chernoff bounds hold:

For \( 0 < \delta' \leq 1 \):

\[
\Pr[X > (1 + \delta')\mu] \leq e^{-\mu\delta'^2/3}.
\]

For \( 0 < \delta' < 1 \):

\[
\Pr[X < (1 - \delta')\mu] \leq e^{-\mu\delta'^2/2},
\]

**Lemma 34** (Super-exponential Chernoff Bound). Let \( X_1, \ldots, X_n \) be \( n \) independent random variables taking value in \( \{0, 1\} \) and \( X = \sum_{i=1}^n X_i \). Then, for \( \mathbb{E}[X] = \mu \) and \( \delta > 0 \) it holds that

\[
\Pr\left[X > \mu + \delta \sqrt{\mu}\right] < \exp(-c \cdot \delta^2) \quad \text{for } \delta^2 \leq \mu
\]

\[
\Pr\left[X > \mu + \frac{\delta^2}{1 + \ln(\frac{2\mu}{\delta})}\right] < \exp(-c \cdot \delta^2) \quad \text{for } \delta^2 > \mu
\]

where \( c > 0 \) is a universal constant.

**Proof.** Let \( X \) be defined as in the lemmas statement. From the Chernoff bound we have for \( \lambda > 0 \) that \( \Pr[X > \mu(1 + \lambda)] < \exp(-\min\{\lambda, \lambda^2\} \cdot \mu/3) \). It is easy to see that, for fitting constants \( c_1, c_2 > 0 \), this implies for \( \delta > 0 \) that

\[
\Pr[X > \mu + \delta \sqrt{\mu}] < \exp(-c_1 \cdot \delta^2) \quad \text{if } \delta^2 \leq \mu,
\]

\[
\Pr[X > \mu + \frac{\delta^2}{1 + \ln(\frac{2\mu}{\delta})}] < \exp(-c_2 \cdot \delta^2) \quad \text{if } \delta^2 > \mu.
\]

Inequality (64) corresponds directly to the first statement of the lemma. However, observe that (65) only implies the second desired inequality in case \( \mu < \delta^2 \leq \mu \cdot e^6 \). This results from the fact that \( \delta^2/7 \leq \delta^2/(1 + \ln(\delta^2/\mu)) \) in this setting.
In order to tackle the case of $\delta^2 > \mu \cdot e^\delta$, we employ a different version of the Chernoff bound, which is tighter for large values of $\delta$. That is, by inequality (1.10.8) of [45] we have for $\lambda > 0$ that $\Pr[X > \mu(1 + \lambda)] < (e/\lambda)^{(\lambda - \mu)}$. We now define $y = \ln(\delta^2/\mu) > 6$ and set $\lambda = \delta^2(1 + y)^{-1}\mu^{-1} = e^y(1 + y)^{-1}$. This way we get

$$\Pr\left[X > \mu + \frac{\delta^2}{1 + \ln(\delta^2/\mu)}\right] < \left(\frac{e(1+y)}{e^y}\right)^{\frac{\delta^2}{(1+y)}}. \tag{66}$$

For $y \geq 6$, it holds that $(1+y) < e^{y/2-1}$. This implies that $e(1+y)e^{-y} < e^{-y/2}$ and allows us to upper-bound the term on the right-hand side of (66) as follows

$$\left(\frac{e(1+y)}{e^y}\right)^{\frac{\delta^2}{(1+y)}} < e^{-\frac{\delta^2}{2(1+y)}} < e^{-\frac{\delta^2}{4}}.$$

The results follow when setting $c = \min\{c_1, c_2, 1/4\}$.

**Theorem 35** (General Chernoff upper Bound). Let $X_1, \ldots, X_n$ be independent 0-1 random variables. Let $X = \sum_{i=1}^n X_i$ and $\mu_n \geq 0$ such that $\mathbb{E}[X] \leq \mu_n$. Then, for any $\delta > 0$

$$\Pr[X \geq (1+\delta) \cdot \mu_n] \leq e^{-\frac{\delta^2 \mu_n}{2(1+y)}}.$$

The next result is a modified version of a drift result in [26]. We adapted the proof slightly. The original proof can be found in the full version [25].

**Theorem 36** ([26], Modified version of Claim 2.9). Consider a Markov Chain $(W(t))_{t=1}^\infty$ with the state space $\{0, \ldots, c_4\sqrt{\log n}\}$ for an arbitrary constant $c_4 > 0$. For some constants $c_2, \varepsilon > 0$ it has the following properties:

- $\Pr[W(t+1) \geq 1|W(t) = 0] = \Omega(1)$
- $\Pr[W(t+1) \geq \min\{(1+\varepsilon)W(t), m\}] \geq 1 - e^{-c_2W(t)}$

Then it holds for $t = O(\log n)$ that

$$\Pr[W(t) \geq m] \geq 1 - n^{-2}$$

**Proof.** We follow the outline of the original proof in the full version [25]. Let $B \in \mathbb{N} \cup \{0, \infty\}$ be a random variable that denotes the number of consecutive successful rounds (abbr.: winning streak) when starting at round $t_0$ with $W_{t_0} = 0$ until the first failure similar to a geometrically distributed random variable. Let $\ell^* \in \mathbb{N}$ be the smallest number such that $W(\ell^*) \geq c_4\sqrt{\log n}$. We know that $\Pr[B = 0] \leq 1 - p$ and for any $1 \leq \ell \leq \ell^*$

$$\Pr[B = \ell] \leq p \cdot \prod_{j=1}^{\ell-1} (1 - e^{-c_2(1+\varepsilon)^{2j}}) \cdot e^{-c_2(1+\varepsilon)^{2\ell}} \leq p' \cdot e^{-c_2(1+\varepsilon)^{2\ell}} \leq c_3 \cdot \delta^\ell$$

for some constant $p', \delta < 1$. It is easy to see that for some constant $c_q < 1$

$$\Pr[B = \ell | B < \infty] \leq c_q \cdot \delta^\ell$$

Thus, $\mathbb{E}[B | B < \infty] = \Theta(1)$. In a similar way it also follows for any starting value $W(t_0) = w_0 \geq 0$ that $\Pr[B = \ell | W(t_0) = w_0] \leq c_q \cdot \delta^\ell$, i.e., the probability holds irrespective of $W(t_0)$. If a winning
streak holds for more than $t' = \Theta(\log \log n)$ phases, then we reach a phase where $W(t_0 + t') = c_4 \sqrt{\log n}$ with probability

$$\Pr[B \geq t'] \geq p \cdot \prod_{j=1}^{t'} (1 - e^{-c_2 (1 + \varepsilon) / 2j}) \geq c_5$$

for some constant $c_5 < 1$. Thus, by a standard Chernoff bound, we have to consider $\Theta(\log n)$ attempts such that at least one streak lasts for more than $t'$ phases w.h.p. As stated in the original proof, at most $\Theta(\log n)$ attempts requires at most $\Theta(\log n)$ phases w.h.p. which finishes the proof.

### D.2. Pólya-Eggenberger Distribution

The Pólya-Eggenberger process is a simple urn process that consists of $n$ steps. Initially, the urn contains $a$ red and $b$ blue balls, where $a, b \in \mathbb{N}_0$. One fixed step of the process can be described as follows. First, a ball is drawn from the urn uniformly at random with replacement. Second, an additional ball that matches the color of the drawn ball is added to the urn. The corresponding Pólya-Eggenberger distribution, denoted by $PE(a, b, n)$, describes the number of total red balls that are contained in the urn after all $n$ steps. Alongside a more detailed discussion of this process, the following tail inequalities have been shown in [8] \footnote{In [8] the Pólya-Eggenberger distribution is defined to describe the number of added instead of total red balls at the end of the process. We adapted Theorems 37 and 38 accordingly.}.

**Theorem 37** (Theorem 1 of [8]). Let $A \sim PE(a, b, n - (a + b))$, $\mu = (a/(a + b)) n$ and $a + b \geq 1$. Then, for any $\delta$ with $0 < \delta < \sqrt{a}$ and some small constant $1 > \varepsilon_p > 0$ it holds that

$$\Pr\left( A < \mu - \sqrt{a \cdot \frac{n}{a + b} \cdot \delta} \right) < 4 \exp(-\varepsilon_p \cdot \delta^2)$$

$$\Pr\left( A > \mu + \sqrt{a \cdot \frac{n}{a + b} \cdot \delta} \right) < 4 \exp(-\varepsilon_p \cdot \delta^2)$$


**Theorem 38** (simplified Theorem 47 of [8]). Let $A \sim PE(a, b, n - (a + b))$ with $1 \leq a \leq b$. Then, for some large constant $c_p > 1$ it holds that

$$P\left( A > \frac{n}{a + b} \cdot (3a + c_p \log n) \right) < 2n^{-2},$$

### D.3. Anti-Concentration Results

**Lemma 39.** Let $X \sim Bin(n, p)$ with $\mu = np$. Then, for $\delta$ with $n/2 > (1 + \delta) \mu > \mu$, it holds that

$$\Pr[X \geq (1 + \delta) \mu] \geq \frac{1}{\sqrt{8(1 + \delta) \mu}} \cdot \left( 1 - \frac{\delta^2 \mu^2}{n - (1 + \delta) \mu} \right) \cdot \left( \frac{e^{\delta}}{(1 + \delta)^{(1 + \delta)}} \right)^\mu.$$ 

**Proof.** We start by considering some $k$ with $n/2 > k > \mu$. By Lemma 4.7.2 of [7] we have that

$$\Pr[X \geq k] \geq \frac{1}{\sqrt{8k}} \exp\left( -nD\left( \frac{k}{n} \parallel p \right) \right),$$

where $D(\cdot || \cdot)$ denotes the Kullback-Leibler divergence with

$$D\left( \frac{k}{n} \parallel p \right) = \frac{k}{n} \ln \left( \frac{k}{\mu} \right) + \left( 1 - \frac{k}{n} \right) \ln \left( \frac{n - k}{n - \mu} \right).$$
Hence, it follows that

$$\exp\left(-nD\left(\frac{k}{n} \| p\right)\right) = \left(\frac{k}{n}\right)^k \cdot \left(\frac{n-\mu}{n-k}\right)^{n-k}. \tag{68}$$

Next, we use that \((1 + x/m)^m \geq e^x(1 - x^2/m)\) for \(m > 1\) and \(|x| < m\), which can be derived with the help of the well-known inequality \((1 + \frac{1}{2})^{x+1} \geq e\) as well as the Bernoulli inequality. This implies

$$\left(\frac{n-\mu}{n-k}\right)^{n-k} = \left(1 + \frac{k - \mu}{n-k}\right)^{n-k} \geq e^{k-\mu}\left(1 - \frac{(k - \mu)^2}{n-k}\right). \tag{69}$$

When combining (67) with (68) and then (69), the statement follows for \(k = (1 + \delta)\mu\).

**Lemma 40.** Let \(X \sim \text{Bin}(n,p)\) with \(\mu = np\). Then, for \(\delta\) with \(n/2 > (1 + \delta)\mu > \mu\) and \(\delta\mu < \sqrt{n}/2\), it holds that

$$\Pr\{X \geq (1 + \delta)\mu\} \geq \frac{1}{6} \cdot \sqrt{(1 + \delta)\mu} \cdot \exp(-\delta^2\mu)$$

**Proof.** The result is implied by Lemma 39. We lower bound some factors involved in the right-hand side of Lemma 39. It follows from \(\delta\mu < \sqrt{n}/2\) and \(\mu < n/2\) that

$$\left(1 - \frac{\delta^2\mu^2}{n - (1 + \delta)\mu}\right) > \frac{1}{2}(1 - o(1)).$$

Additionally, when using the well-known inequality \(e^x \geq (1 + x)\) twice, we get

$$\left(\frac{e^\delta}{(1 + \delta) (1 + \delta)}\right) \geq \frac{1}{(1 + \delta)^\delta} = \left(\frac{1}{1 + \delta}\right)^\delta \geq \left(\frac{1}{e^\delta}\right)^\delta = e^{-\delta^2}. \tag*{□}$$

**Lemma 41** (Lemma 4 of [38]). Let \(X \sim \text{Bin}(n,p)\) with \(\mu = np\). For any \(\delta \in (0,1/2]\) and \(p \in (0,1/2]\), assuming \(\delta^2\mu \geq 3\), it holds that

$$\Pr\{X \geq (1 + \delta)\mu\} \geq e^{-9\delta^2\mu}$$

$$\Pr\{X \leq (1 - \delta)\mu\} \geq e^{-9\delta^2\mu}$$

**Theorem 42** (Theorem 1 of [34]). Let \(X \sim \text{Bin}(n,p)\) with \(\mu = np\). If \(1/n < p\), then

$$\Pr\{X \geq \mu\} > 1/4.$$