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A delicate interplay of covalent and noncovalent interactions gives proteins their unique ability to flexibly play numerous roles in cellular processes. This interplay is inherently quantum mechanical and highly dynamic in nature. To directly interrogate the evolving nature of the electronic structure of proteins, we carry out 100-ps-scale ab initio molecular dynamics simulations of three representative small proteins with range-separated hybrid density functional theory. We quantify the nature and length-scale of the coupling of residue-specific charge probability distributions in these proteins. While some nonpolar residues exhibit expectedly narrow charge distributions, most polar and charged residues exhibit broad, multimodal distributions. Even for nonpolar residues, we observe sequence-specific deviations corresponding to charge accumulation or depletion that would be challenging to capture in a fixed charge force field. We quantify the effect of residue–residue interactions on charge distributions first with linear cross-correlations. We then show how additional insight can be gained from evaluating the mutual information of charge distributions. We show that a significant number of residues couple most strongly with residues that are distant in both sequence and space over a range of secondary structures including α-helical, β-sheet, disulfide bridging, and lasso motifs. The mutual information analysis is necessary to capture coupling between some polar and charged residues. These analyses are expected to be broadly useful in understanding the mechanisms of long-range charge transfer in proteins and for determining what interactions require a quantum mechanical description for predictive simulation of enzyme mechanism and protein function.
ABSTRACT: A delicate interplay of covalent and noncovalent interactions gives proteins their unique ability to flexibly play numerous roles in cellular processes. This interplay is inherently quantum mechanical and highly dynamic in nature. To directly interrogate the evolving nature of the electronic structure of proteins, we carry out 100-ps-scale ab initio molecular dynamics simulations of three representative small proteins with range-separated hybrid density functional theory. We quantify the nature and length-scale of the coupling of residue-specific charge probability distributions in these proteins. While some nonpolar residues exhibit expectedly narrow charge distributions, most polar and charged residues exhibit broad, multimodal distributions. Even for nonpolar residues, we observe sequence-specific deviations corresponding to charge accumulation or depletion that would be challenging to capture in a fixed charge force field. We quantify the effect of residue–residue interactions on charge distributions first with linear cross-correlations. We then show how additional insight can be gained from evaluating the mutual information of charge distributions. We show that a significant number of residues couple most strongly with residues that are distant in both sequence and space over a range of secondary structures including α-helical, β-sheet, disulfide bridging, and lasso motifs. The mutual information analysis is necessary to capture coupling between some polar and charged residues. These analyses are expected to be broadly useful in understanding the mechanisms of long-range charge transfer in proteins and for determining what interactions require a quantum mechanical description for predictive simulation of enzyme mechanism and protein function.
1. Introduction

Proteins are ubiquitous in cellular processes and chemical transformations thanks to the structural flexibility and functional diversity imparted by the twenty natural amino acids that they comprise. Quantum mechanical (QM), non-covalent interactions play a critical role in the diverse structures and functions of proteins.\(^1\)\(^-\)\(^5\) Amino acid residues can form both stronger charge-assisted\(^6\)\(^-\)\(^{10}\) or low-barrier\(^1\)\(^,\)\(^{11}\)\(^-\)\(^{12}\) hydrogen bonds and salt bridges\(^13\) as well as weaker\(^14\)\(^-\)\(^{22}\) hydrogen bonds and dispersive\(^{23}\)\(^-\)\(^{27}\) interactions. The greater protein environment can shape the electric field of the active site to influence chemical bond formation\(^{28}\)\(^-\)\(^{36}\) as well as tune noncovalent interactions\(^{37}\)\(^-\)\(^{40}\) critical for catalytic action. As these inherently QM interactions transiently form and dissipate, proteins dynamically change their shape, e.g., in response to the presence of substrates, inhibitors, or solvent.\(^41\)\(^-\)\(^{48}\) The fastest timescales of the reorganization of the protein’s electronic structure cannot be readily resolved by most experimental techniques (e.g., NMR\(^49\)).

Computational, atomistic modeling provides essential insight into the dynamics\(^{41}\)\(^-\)\(^{42},\)\(^{50}\)\(^-\)\(^{54}\) and non-covalent interactions\(^{48}\)\(^,\)\(^{55}\)\(^-\)\(^{57}\) of proteins. Given the large size of proteins and timescale of rare, transient dynamical events, classical molecular mechanics (MM) force fields with fixed point charges are most frequently employed.\(^58\) While parameterization against QM or experiment has improved the fidelity of MM force fields, charge transfer and bond rearrangement cannot be faithfully modeled at the MM level. As an alternative, multi-scale QM/MM modeling\(^{59}\)\(^-\)\(^{70}\) can be fruitfully applied when one knows \textit{a priori} which portion of the protein or enzyme must be treated quantum mechanically. Unfortunately, QM/MM predictions can be strongly sensitive to QM region choice and averaging protocol\(^{71}\)\(^-\)\(^{76}\), boundary treatment\(^{65},\)\(^ {77}\)\(^-\)\(^{87}\), and embedding
method\textsuperscript{80, 88-95}. Recent advances\textsuperscript{96-102} in hardware and algorithms have made large-scale QM treatments (e.g., with hybrid density functional theory) tractable for the study of proteins\textsuperscript{96, 103}. This has motivated increasingly large-scale QM region treatments in QM/MM models of enzyme catalysis\textsuperscript{35, 104-119}, which have revealed unexpectedly large dependence of properties such as the favorability of proton or charge transfer\textsuperscript{106}, electric fields\textsuperscript{35, 75}, excitation energies\textsuperscript{114-115, 120}, bond critical points\textsuperscript{117} and partial charges\textsuperscript{116} on the selection of the QM region. These observations have motivated renewed interest in systematic methods for atom-economical QM region selection\textsuperscript{76, 121-123} for QM/MM properties obtained from single point energies and optimizations, but the application of these methods is still in its infancy in dynamics simulation\textsuperscript{124}. Recently, we carried out\textsuperscript{124} large-scale free energy simulations with ca. 500 atoms treated at the QM level with range-separated hybrid DFT and showed that catalysis-facilitating charge transfer at the active site was influenced by fluctuations in charge distributions of residues distant from the active site.\textsuperscript{124-125}

Proteins are not just flexible but undergo concerted changes in shape, meaning that the motions of residues (e.g., changes in positions of C\textalpha{} atoms or dihedral angles) are coupled. Analysis of geometric coupling has been extensively applied to understand this conformational allostery in proteins.\textsuperscript{126-128} Given that the interactions that govern dynamic protein structure and function are inherently quantum mechanical, an open question is the extent to which the QM charge distribution among protein residues varies dynamically, in close analogy to more well-understood dynamics of the classical nuclei in proteins. The same techniques that have provided valuable insight into concerted geometric motions in proteins, i.e., the linear cross-correlation and mutual information, may help to describe the length-scale and nature of electronic coupling in proteins. Although some analysis of electronic properties has been leveraged to understand
dynamic events in materials\textsuperscript{129-131}, interpret QM/MM simulations\textsuperscript{76, 121, 125}, or to guide QM method selection\textsuperscript{132}, it has not been applied to the charge coupling obtained from \textit{ab initio} molecular dynamics (AIMD) of entire proteins. While some QM effects can be incorporated using recent developments in polarizable force field modeling\textsuperscript{80, 88-95}, charge transfer and dynamical formation of charge-assisted hydrogen bonds remain challenging to describe. As small proteins have begun to be studied with a full QM treatment,\textsuperscript{96, 103} simulations have revealed the importance of first principles to accurately describe unexpected structures\textsuperscript{96} and to explain charge transfer\textsuperscript{124} and polarization in water\textsuperscript{99}. Therefore full AIMD simulation of proteins is expected to be important to accurately quantify QM charge-coupling dynamics. For example, when increasingly large QM regions were employed in QM/MM free energy simulations of enzyme catalysis, distinct nuclear and charge dynamics were observed in comparison to small QM regions.\textsuperscript{124} Fully QM modeling of peptides will be essential to rule out a potential role the boundary or embedding method could have played in this observation.

In this work, we turn our focus to the study of peptides for which we can sample the dynamical fluctuations in both their geometry and electronic structure with a fully QM description. Here, we focus on small peptides both with representative secondary structure motifs of larger globular proteins as well as less common structural elements. From the AIMD study of three proteins, we show that the charge distributions sampled during dynamics are broad, and that this breadth is associated with significant pairwise coupling of the charges between residues that are often distant in both space and sequence. Through these qualitative observations and quantification of the strength of these couplings, we present analysis aimed at understanding the potential role of QM charge coupling in protein structure and function.
2. Results and Discussion.

We curated small (ca. 20 residue) peptides that are large enough to possess characteristics of globular proteins (e.g., diverse secondary structural motifs) but small enough to ensure efficient sampling with hybrid DFT on the 100-ps timescale (see Sec. 4). By studying multiple small proteins with distinct secondary structural motifs, we aimed to ascertain the generality of observations of the coupling lengthscales for QM properties (i.e., partial charges) across diverse peptides. We used distinct search criteria to curate three peptides with available solution NMR structures (i.e., for correspondence between the experimental conditions and solvated protein simulation) from the protein data bank (PDB)\textsuperscript{133}.

First, we identified a peptide with highly stable secondary structure reinforced by disulfide bonds. A search for peptides with 20 to 30 residues, 20–50\% $\alpha$-helix and $\beta$-sheet content, and one to three disulfide bonds yielded 13 unique results (ESI Table S1). We selected the 27-residue mini-CD4, an engineered peptide relevant to HIV treatment\textsuperscript{134}, which consists of an N-terminus $\alpha$-helix (residues 1–12) and C-terminus $\beta$-sheet (residues 17–27) connected by a flexible loop (residues 13–16) and held together by three disulfide bonds (Figure 1 and ESI Tables S1–S2 and Figure S1).

![Figure 1](image)

**Figure 1.** Cartoon structures (in white) for mini-CD4 (left, PDB ID: 1D5Q\textsuperscript{134}), benenodin-1 (middle, PDB ID: 6B5W\textsuperscript{135}), and Trp-cage (right, PDB ID: 1L2Y\textsuperscript{136}), as obtained from their solution NMR structures. Representative polar and charged residue sidechains are labeled with
their residue number and three-letter code and shown in stick structures with nitrogen in blue, oxygen in red, sulfur in yellow, and hydrogen in white. The Gly27 residue of mini-CD4 is the C-terminal residue and contains the negatively charged carboxylate group.

Next, we searched for disordered peptides that lacked conventional secondary structure motifs, in particular lasso peptides\textsuperscript{137} that have a knotted structure, with a typical length of 10 to 20 residues. From 13 candidate lasso peptide structures in the PDB, we selected the 19-residue benenodin-1\textsuperscript{135}, which is a naturally occurring\textsuperscript{135} thermally activated rotaxane switch that we study in its lower-energy conformer (Figure 1 and ESI Tables S3–S4 and Figure S1). The lasso structure contains a ring (residues 1–8) that is closed by the isopeptide bond between the N-terminus of Gly1 and the sidechain of Asp8 residue, which makes both residues effectively neutral, through which a tail (residues 9–19) is threaded (Figure 1 and ESI Figure S1).

Finally, we selected the solution NMR structure of the 20-residue Trp-cage\textsuperscript{136}, a representative designed peptide that has been widely used\textsuperscript{138-140} as a model to study protein folding (Figure 1 and ESI Table S5). Trp-cage contains an α-helix (residues 1–8) much like mini-CD4 along with a hydrophobic core of residues in turn (residues 9–10) and a 3\textsubscript{10} helix (residues 11–14) centered around Trp6 along with a proline-rich tail (residues 15-20; Figure 1 and ESI Table S6). Unlike mini-CD4, the Trp-cage fold is stabilized only by non-covalent, hydrophobic interactions (Figure 1).

These three diverse small model proteins provide a platform for evaluating residue-specific and secondary-structure-specific trends in the coupling of electronic (i.e., partial charge) properties with sufficient sampling from fully \textit{ab initio} molecular dynamics (see Sec. 4).

\textbf{2a. Residue Charge Distributions.}

To quantify how electronic structure properties fluctuate during the AIMD trajectories, we computed the net partial charge sum on each residue, $q(\text{RES})$: 
by summing the Mulliken partial charges, \( q_i \), of all backbone and sidechain atoms within each amino acid residue, as in prior work\(^{35, 76, 124-125} \). Taking this sum over the entire residue minimizes sensitivity to partial charge scheme, yielding comparable results on test systems with alternative real space\(^{141-143} \) partitioning schemes (ESI Table S7). We calculate these \( q(\text{RES}) \) values to quantify the flexibility of the charge distribution, and we estimate the relative deviation of \( q(\text{RES}) \) from expected residue formal charges to quantify charge donation or accumulation (ESI Tables S8–S10). Summing instead over only sidechain atoms would yield qualitatively similar conclusions but at the cost of making it more challenging to identify if charge transfer is inter-residue (ESI Table S11 and Figure S2).

Overall, the by-residue charges of residues vary significantly during the simulation for all amino acids in the three proteins. As expected, nonpolar residues have the narrowest \( q(\text{RES}) \) distributions, and they are the only residue class with consistently normally distributed \( q(\text{RES}) \) distributions (Figure 2 and ESI Figures S3–S5). Most nonpolar distributions are comparably narrow, with the exception of specific cases that are likely driven more by residue context than sidechain identity. For example, Leu15 in the loop of mini-CD4 between the \( \alpha \)-helix and \( \beta \)-sheet has a significantly larger range (ca. 0.3 a.u.) than a Leu3 (range: 0.2 a.u.) in the \( \alpha \)-helix (ESI Figure S3 and Table S8).
Figure 2. Normalized charge distributions of the by-residue summed partial charges for representative amino acids: nonpolar Gly14 in mini-CD4 (top, left), polar Gln15 in benenodin-1 (top, right), negatively charged Asp9 in Trp-cage (bottom, left), and positively charged Lys16 in mini-CD4 (bottom, right). Dashed lines are shown for the expected formal charge of each residue along with a shaded gray region to indicate ± 0.05 a.u. around that value.

While the distribution widths are generally comparably narrow across nonpolar residues, distribution means can differ significantly from an expected neutral value, leading to time-averaged charges that vary within each amino acid identity (Figure 2 and ESI Figures S3–S5). Surprisingly, even the smallest Gly residues alternatively accumulate a net charge (e.g., Gly14 in mini-CD4, Gly5 in benenodin-1, or Gly15 in Trp-cage) or donate charge to the surrounding protein (e.g., Gly18 in mini-CD4 or Gly3 in benenodin-1, or Gly11 in Trp-cage), a behavior which would be challenging to capture with a fixed charge force field (Figure 2 and ESI Figures S3–S5). These differences are observed in even relatively proximal residues that share the same secondary structure unit (e.g., Gly3 and Gly5 are both in the lasso ring of benenodin-1), highlighting the importance of evaluating residue couplings (see Secs. 2b–2c) even for nonpolar residues. We generally observe both mean charge donation (e.g., Ile4 in Trp-cage or Leu13 in
mini-CD4) and accumulation (e.g., Ile10 in benenodin-1 or Leu3 in mini-CD4) for the amino acids for which we have several examples (ESI Figures S3–S5). Overall, slightly more charge transfer away from nonpolar residues is observed than charge accumulation, and residue-specific values appear largely insensitive to the nonpolar amino acid identity (ESI Figures S3–S5 and Tables S8–S10).

In comparison to nonpolar residues, polar residues are capable of forming directional hydrogen bonds, which we would expect to influence the QM charge distribution. Indeed some polar residues such as Gln15 in the benenodin-1 lasso tail sample fully bimodal distributions with two fully resolved peaks, one peak corresponding to case that accumulates charge and one that donates charge to the surroundings (Figure 2 and ESI Figures S6–S8). For all three proteins, the Gln residues (e.g., Gln7 or Gln20 in mini-CD4, Gln13 or Gln15 in benenodin-1, and Gln5 in Trp-cage) have the broadest, most clearly bimodal distributions for polar residues, whether in an α-helix in mini-CD4 or Trp-cage or the disordered loop in benenodin-1 (ESI Figures S1 and S6–S8). For hydroxyl-containing residues (e.g., Ser, Thr, or Tyr), the charge distributions are only slightly wider than those of the nonpolar residues, with select cases having asymmetric distributions with wider tails (e.g., Thr25 in the mini-CD4 tail or Thr12 in the benenodin-1 lasso tail) especially when in disordered secondary structure motifs (ESI Figures S1 and S6–S8 and Tables S8–S10). The hydroxyl-containing residues accumulate charge (e.g., Ser12 in mini-CD4) and donate charge (e.g., Tyr3 in Trp-cage) to comparable amounts, as was observed for nonpolar residues, in a manner that is likely governed by the residue context (ESI Figures S6 and S8).

When analyzing polar residues, we also include a number of special cases in the three proteins: i) Gly1 and Asp8 that form an isopeptide bond in benenodin-1, ii) prolines in both Trp-cage and benenodin-1, and iii) the six Cys that form disulfide bridges in mini-CD4. For the first
two categories of residues, geometric constraints due to covalent bonding in these residues appear correlated with narrow charge distributions comparable to those observed in nonpolar residues (ESI Figures S6 and S8). Proline is often categorized as a nonpolar residue but contains a polar amide bond, and we do generally observe it to have a wider charge distribution (e.g., Pro12 in Trp-cage or Pro18 in benenodin-1) than any nonpolar residue in the same protein but significantly narrower than the most variable polar residues (ESI Tables S8 and S10). Similar observations of a relatively narrow charge distribution hold for the Trp6 residue in Trp-cage, which is too bulky to form strong, directional interactions with its environment or move as rapidly as other residues (ESI Figure S8 and Table S10). Thus, transient, variable directional interactions (e.g., in Gln) are likely to produce residue-specific charge distributions and couplings that are most sensitive to local environments (see Secs. 2b-2c), but all polar and special residues exhibit significantly more variable charge distributions unless motion is constrained.

In comparison to neutral amino acids, we may expect positively or negatively charged residues to have the strongest sensitivity to through-space interactions and, thus, the broadest charge distributions. Indeed, significant charge transfer means that these residues seldom sample within 0.05 a.u. of their formal charges and very broad charge distributions are observed for representative positively charged (e.g., Lys16 in mini-CD4) and negatively charged (e.g., Asp9 in Trp-cage) residues (Figure 2 and ESI Figures S9–S11). Carboxylate-containing terminal residues or sidechains (e.g., Asp9 in Trp-cage or Glu14 in benenodin-1) tend to have a very broad, symmetric distribution with a mean charge transfer to the environment of at least 0.1 a.u., i.e., larger than the neutral residues (ESI Tables S8–S10).

Even after accounting for charged terminal residues, the total number of charged residues
across the three peptides is smaller (9 positive and 5 negative) than for polar (29) or nonpolar (23) residues, making it difficult to identify which trends are general for this class of residues (Figure 2 and ESI Figures S9–S11). Nevertheless, all three proteins have at least one Lys and one Arg that can be compared. For both residues, a bimodal distribution is generally present, with Arg always exhibiting charge transfer and having a small non-dominant second peak close to its expected formal charge (ESI Figures S9–S11). Lys behaves somewhat differently, with the relative heights of the asymmetric, bimodal distribution depending on the residue context: Lys16 in mini-CD4 and Lys17 in benenodin-1 have a higher peak around 0.85 a.u., whereas Lys11 in mini-CD4 favors the peak closer to the expected formal charge of 1.0 a.u. (ESI Figures S9–S10). Charge distributions of both Lys8 and Arg16 are least broad in Trp-cage, potentially due to less sampling time, but its N-terminal Asn1 exhibits as broad a distribution as the Cys1 terminus of mini-CD4 (ESI Figures S9–S11). Overall, it is evident that both charged and neutral residues exhibit significant variation in their charges during ab initio MD. Having recognized the extent of variation of the charges of individual residues, we next sought to explain the length-scales and mechanisms of charge accumulation or depletion by considering pairwise couplings of residue charges.

2b. Linear coupling of residue charge distributions.

To quantify the coupling of electronic properties between the residues of the protein, we computed the cross-correlation (CC)\textsuperscript{144-145} between the by-residue summed partial charges, $q(J)$ and $q(K)$, of residues $J$ and $K$ as:

$$\rho_{JK} = \frac{\sigma_{JK}}{\sigma_J \sigma_K}$$

where $\sigma_{JK}$ is the covariance between $q(J)$ and $q(K)$ and $\sigma_J$ or $\sigma_K$ are the standard deviations of
the individual charge distributions. The CC captures the linear dependence of charges between residue pairs. A high, negative CC likely suggests charge transfer between two residues, whereas a high positive value suggests both accumulate or lose charge in a coupled, albeit less physically intuitive manner.

For each of the three proteins, a range of both positive and negative CC values with magnitudes up to 0.4–0.8 are observed between all types of residues (Figure 3). There are slightly more (ca. 58–65%) negative CCs that are indicative of charge transfer than positive CC values, but the values for residue pairs with negative CCs are significantly larger in magnitude (i.e., few positive CCs exceed 0.2, ESI Tables S12–S14). For all three proteins, many of the strong (i.e., > |0.3|) negative CCs are between nearest-neighbor residues that are connected via the amide backbone (Figure 3 and ESI Tables S12–S14).

Overall, at least half of residues in all three proteins demonstrate the largest absolute CC with a nearest neighbor, with this effect most pronounced in Trp-cage where 95% of the strongest CCs are among nearest neighbors (Figure 3). The highly local coupling in Trp-cage may be due to the distinct methodology and shorter timescale over which it was simulated (see Sec. 4). Nevertheless, in both mini-CD4 and benenodin-1, numerous non-nearest-neighbor couplings are among the strongest including several examples where the highest-magnitude CCs are with more sequence-distant residue partners (e.g., Arg5–Ser9 in mini-CD4 and Arg6–Gln13 in benenodin-1, Figure 3 and ESI Tables S12–S13).
Figure 3. Matrix of signed cross-correlation (CC) values ranging from -0.60 (red) to +0.60 (blue) colored as in inset colorbar. Select matrix elements exceeding the range are capped to the extrema of the range. All residues are indicated by their single-letter code and number. The single strongest coupling for a given residue is indicated by a circle (black unless white is needed for contrast).

The cases with sequence-distant, strongest CCs appear dependent on the sidechain and character of the residue. Breaking down CCs by interactions between residue types, we observe that a greater percentage of strong CCs (i.e., > |0.3|) occur for charged–charged interactions (i.e., 10–30% of all pairs of that type in mini-CD4 or benenodin-1, ESI Tables S12–S14). As expected, no nonpolar–nonpolar residue interactions have very strong CCs in these proteins, but the presence of a charged residue in a charged–nonpolar interaction is sufficient to induce strong (i.e., > |0.3|) negative and positive couplings in both mini-CD4 and Trp-cage (ESI Tables S12–S14). The polar residues reside between these two limits, with these residues forming some strong CCs with residues of all types (ESI Tables S12–S14). Average and maximum values of CC magnitudes are not strongly sensitive to residue type, but they are, as expected, higher for charged and polar residue interactions than for those involving nonpolar residues (ESI Table S15). For the special case of the six Cys residues involved in stabilizing disulfide bonds in mini-CD4, we observe even lower average CC magnitudes than those for nonpolar residues, consistent
with earlier observations\textsuperscript{124-125} that sidechains that form strong bonds exhibit reduced cross-correlations (ESI Tables S15–S16).

Although small in number (ca. 10–16 or less than 10% overall), strong (i.e., > |0.3|) CC values are present in all three of the proteins. The free N-terminal (Cys1 with Gly21/Ser22/Phe23 in mini-CD4 or Asn1 with Asp9 in Trp-cage) or C-terminal (e.g., Gly27 with Leu15/Lys16 in mini-CD4, Met19 with Lys17 in benenodin-1) residues occur frequently in these top couplings (ESI Tables S17–S19). This high representation of terminal residues interacting especially with non-nearest-neighbor, charged residues is likely due to the charged terminus being positioned on a highly flexible portion of the protein. In addition to interactions with the terminal residues, the strongest non-nearest-neighbor couplings involve all residue types. These strong couplings include expected charged–polar or charged–charged interactions in the mini-CD4 α-helix (Arg5, Ser9, and Lys11, |0.31–0.36|) as well as between the lasso ring and tail of benenodin-1 (Arg6, Gln13, and Lys17, |0.35–0.41|, ESI Tables S17–S18). However, strong couplings are also apparent for polar–polar cases in the benenodin-1 lasso tail (Gln13–Gln15, |0.46|) or polar–nonpolar between α- and 3\textsubscript{10}-helices in Trp-cage (i.e., Gln5–Gly11, |0.31|) or between the α-helix and β-sheet of mini-CD4 Gln7–Gly17 (ESI Tables S17–S19). Little can thus be concluded about the role of secondary structure except when strong couplings are due to the secondary structure bringing them into close spatial proximity (i.e., the aligned Arg5, Ser9, and Lys11 in the α-helical turns of mini-CD4). Thus, if through-space interactions are important for the formation of strong coupling, residue charge and sidechain chemistry should be key.

Focusing on sidechain chemistry, we now compare whether trends that were evident in charge distributions also give rise to distinct couplings. We observed (see Sec. 2a) that polar Gln residues had broad bimodal charge distributions in comparison to the distributions for polar Ser
or Thr sidechains. Indeed, Gln7 in mini-CD4 has a strong CC with both Gly17 and Lys11 as well as a moderate CC (i.e., > |0.2|) with two additional (i.e., Cys6 and Cys1) residues (ESI Tables S13 and S17). The remaining Gln residues (e.g., Gln20 in mini-CD4, Gln13 in benenodin-1, and Gln5 in Trp-cage) behave similarly, forming moderate to strong coupling with a greater number of residues in comparison to other polar residues (i.e., Ser or Thr) in the same protein (ESI Table S20). We also previously noted distinct charge accumulation or depletion for specific residues, which were especially evident and surprising for the case of nonpolar Gly residues. Some Gly residues form unexpectedly strong couplings especially with Gln residues (e.g., Gln5–Gly11 in Trp-cage or Gln7–Gly17 in mini-CD4, Figure 3). However, the relationship between strong couplings and accumulation or charge loss is generally not obvious except in specific cases (e.g., Gly14 to C-terminal Gly27 in mini-CD4) that are strongly interacting with negatively charged residues (Figure 3).

Charged residues, which have the broadest distributions, may be expected to have strong couplings to a range of residues. All three proteins possess Lys and Arg residues, and, indeed, the two charged residues participate in a disproportionate number of the strong coupling cases for all three proteins (Figure 3 and ESI Tables S17–S19). Nevertheless, the Lys16 in mini-CD4 disproportionately couples only to Gly27 in a salt bridge, giving rise to one very strong (-0.60) CC value, whereas Lys11 forms strong couplings with four residues (i.e., Arg5, Gln7, Ser9, and Cys10, Figure 3 and ESI Table S17). In benenodin-1, a similar trend is observed where Lys17 forms its dominant strong CC to the carboxylate of the C-terminal Met19, whereas the more mobile Arg6 in the benenodin-1 ring forms strong CCs with Gln13, Lys17, and Pro18 (Figure 3 and ESI Table S18).

In most cases, charged and polar bulky residues have both the broadest, multi-peaked
distributions and greatest number of linear correlations with other protein residues, but exceptions are also apparent. Gln15 in benenodin-1 exhibits fewer moderately strong CCs with non-nearest-neighbor residues than Gln residues in the other three proteins (ESI Table S20). At first glance, this suggests that Gln15 behaves distinctly from other Gln residues, however examination of the joint $q$(RES) charge distributions highlights the limitations of linear CC evaluation (Figure 4). For the residues with normally distributed $q$(RES), the linear CC distinguishes when two residue charge distributions (e.g., Ser9–Ile10 in benenodin-1) are correlated and when they are uncorrelated (e.g., Phe4–Ile10 in benenodin-1, Figure 4). However, for the broader charge distributions, e.g., of the Gln residues, the presence of multiple peaks can complicate the use of a linear CC (Figure 4). While Arg6 appears to be more strongly correlated with Gln13 ($r = -0.41$) than Gln15 ($r = 0.18$) in benenodin-1, structure is apparent in the joint distribution between both sets of residue pairs (Figure 4). These observations motivate consideration of how the coupling of charge distribution probabilities can be quantified beyond the linear relationships captured by CCs.
Figure 4. Example joint distributions of $q$(RES) (in a.u.) for four pairs of residues in benenodin-1 with CC values shown in upper right insets: (top, left) Phe4–Ile10, (top, right) Ser9–Ile10, (bottom, left) Arg6–Gln13, and (bottom, right) Arg6–Gln15. The same color scale is used for the normalized histograms in all cases, with yellow indicating high density and purple indicating none. The same range is used for all axes, with the positively charged Arg shifted with respect to the neutral residues.

2c. Beyond linear couplings with mutual information.

Inspired by the use of information theoretic tools to understand coupled conformational dynamics of protein residues\textsuperscript{126-128}, we computed the mutual information (MI)\textsuperscript{126, 128, 146} to identify interactions between residue charge distributions not captured by a linear CC. The MI between the probability distributions, $p$, of $q(J)$ and $q(K)$ for residues $J$ and $K$ is computed as:

$$I(J;K) = \sum_j \sum_k p_{(J,K)}(j,k) \ln \left( \frac{p_{(J,K)}(j,k)}{p_J(j)p_K(k)} \right)$$

(0)

Here, $p_{(J,K)}(j,k)$ is the joint probability of the charge distributions, and $p_J(j)$ or $p_K(k)$ refer to the marginal probability distributions (see Sec. 4). To characterize the importance of nonlinear MI, we primarily compare the relative rank of MI and CC values for residue pairs, and we also estimate a linear component of the MI\textsuperscript{147-148} derived from the CC (ESI Text S1).\textsuperscript{148} In charge couplings, we expect the nonlinear MI perspective to be most important between the pairs of residues for which we have observed broader, multi-modal $q$(RES) distributions because the linear CC-derived term should be the sole component of the MI in the normal distribution limit\textsuperscript{147-148}.

Global trends are qualitatively consistent between MI and CC values for residue couplings, with the largest MI pairs also having high CC values (Figure 5 and ESI Figure S12). Hotspots in the CC matrix (e.g., Gln13–Gln15 in benenodin-1 or Ser9–Lys11 in mini-CD4) are confirmed in the MI matrix (Figures 3 and 5). Despite qualitative agreement, quantitative estimations of relative coupling strength differ between MI and the CC magnitudes (i.e., $|CC|$,
For each of the three proteins, both the Pearson’s $r$ and the Spearman’s rank correlation coefficient (SRCC) between the coupling strengths from the MI and |CC| are moderate (SRCC: 0.70–0.77 $r$: 0.8–0.88, ESI Figure S13). Consistent with this analysis, the nonlinear MI contribution is substantial for a large number of residue pairs in all three proteins (ESI Figures S14–S16).

**Figure 5.** Matrix of mutual information (MI) values ranging from 0.0 (white) to +0.25 (dark blue) colored as in inset colorbar. Select matrix elements exceeding the range are capped to the extrema of the range. All residues are indicated by their single-letter code and number. The cases for which the MI coupling percentile rank is $> 25\%$ above the |CC| rank are indicated by green circles in the lower triangle of the matrix, and the cases for which the MI coupling rank is $> 25\%$ below the |CC| rank are indicated by red circles in the upper triangle of the matrix.

For around one quarter of all residue–residue couplings, the percentile rank for the MI differs from that for the |CC| by more than 25%, with a comparable number for either direction (i.e., MI $> |\text{CC}|$ or vice versa, Figure 5 and ESI Figure S13). Generally, the most extreme disagreement in rank is observed for pairs with significant MI that had very low |CC|, whereas disagreements for the reverse are more moderate in nature (ESI Figure S13). Focusing on the pairs of residues that have relatively higher MI or |CC|, however, reveals the role of MI analysis in interpreting charge coupling (Figure 5 and ESI Tables S21–S27). In mini-CD4, the MI is relatively lower than CC disproportionately for nonpolar residues (i.e., Leu3, Ala4, Leu8, Leu13,
Gly17, or Gly18) especially for coupling to sequence-distant residues (Figure 5 and ESI Table S21). Some weakly coupled Cys residues that are constrained by disulfide bonds (i.e., Cys10 and Cys24) also have reduced MI in mini-CD4 (Figure 5 and ESI Table S21). Conversely, the MI is significantly enhanced relative to CC in mini-CD4 for the terminal and charged (e.g., Lys11, Lys16) and polar (e.g., Ser9, Ser12, Gln20, or Thr25) residues (Figure 5 and ESI Table S22). As an example, Lys11–Gly27 exhibits among the strongest MI values in mini-CD4 (0.113) placing it at the 97th percentile, whereas the low CC of this pair (-0.022) would have suggested much weaker coupling (Figure 5 and ESI Table S22).

The pairwise MI of residues in benenodin-1 exhibits similar trends to those observed for mini-CD4. The relative MI values of sequence-distant nonpolar residues are smaller, whereas the apparent coupling of polar (i.e., Gln13, Gln15) and charged (i.e., Arg6, Glu14, Lys17, and Met19) residues with other polar or nonpolar residues is stronger (Figure 5 and ESI Tables S23–S24). For example, Phe4–Ile10, which had a modest CC that placed it in the middle (i.e., 46th percentile) of all |CC| values is instead one of the weakest (i.e., 18th percentile) couplings from the MI perspective (Figures 4–5 and ESI Table S23). Gln15, which in benenodin-1 had been identified as having relatively lower CC strengths than other Gln residues, shows enhanced MI values relative to the CC picture, particularly with the isopeptide-bond-forming Asp8 as well as with Phe4 or Pro18 (Figure 5 and ESI Table S24). While the MI of Arg6 with Gln15 is lower than that with Gln13, the gap is reduced, and both Arg6–Gln13 and Arg–Gln15 are in the top 10% of all MI values for the benenodin-1 protein (Figures 4–5).

While the Trp-cage MI and CC couplings are qualitatively similar to each other, they exhibit residue-type-specific shifts in line with trends observed for mini-CD4 and benenodin-1 (Figures 3 and 5). For Trp-cage, this means an enhancement of MI relative to CC for both
terminal residues (i.e., Asn1 and Ser20) and the charged Arg16 while couplings to both Ile4 and Trp6 are significantly reduced (Figure 5 and ESI Tables S25–S26). Overall, the nearest-neighbor pairs are in good agreement between the linear CC and MI, whereas most differences arise from more distant residues (ESI Table S27). In all cases, the type of residues participating in the interaction appears to have a dominant effect over secondary structure or proximity (ESI Table S27). While for mini-CD4, MI is increased most over CC for intra-β-sheet pairs while it is reduced for β-sheet to α-helix interactions, MI for the α-helix to tail pairs shift both directions for Trp-cage (ESI Tables S21–S22 and S25–S26). Returning to residue type, we note that most cases where MI is enhanced involve at least one charged or polar residue for all proteins, whereas most of the cases where the linear CC is relatively smaller than the MI involve at least one nonpolar residue (ESI Table S27). Nevertheless, only of the two residues in the pair needs to be charged, meaning that significant nonlinear coupling can be observed between charged–nonpolar residue pairs (i.e., 25–33% of the outlier cases for the three proteins, ESI Table S27). The mutual information analysis therefore supports the observations from CC that sequence-distant residues have charge distributions that couple significantly but it captures different classes of interactions that are needed to describe the observed variability of residue charge distributions.

2d. Comparison of geometric length scales for electronic coupling.

Although moderate to high MI and CC has been observed for non-adjacent residue pairs, it may be expected that these couplings decay rapidly with increasing through-space distance. We evaluate residue pair separations by their AIMD-averaged center-of-mass (COM) distance, a quantity closely related to the average COM distance from the NMR ensembles and proportional to the shortest inter-residue distances (ESI Figure S17). For mini-CD4, the highest MI and CCs
are at short COM–COM separations, but MI and CC values of significant magnitude persist for distant residue pairs (Figure 6).

Figure 6. Dependence of MI and CC for mini-CD4 (top) and benenodin-1 (bottom) on the average center-of-mass (COM) distance between residues in a pair ($d$(COM-COM), in Å) during the AIMD simulation. The axis values are the same for both plots. The subset of residue pairs corresponding to charged–charged interactions are shown for the CC subpane in blue as shown in inset legend in the bottom pane. In the top MI subpane, two representative pairs are shown in red and annotated. These same residue pairs are shown schematically as sticks along with the remainder of the proteins in cartoon at right, with a subset of representative structures overlaid from AIMD. Atoms in the sidechains are colored as: blue for nitrogen, red for oxygen, white for carbon, and yellow for sulfur.

Somewhat surprisingly, the coupling of distant residue pairs is not exclusive to charged-charged interactions. For example, a distant Lys11–Gln20 charged–polar MI/CC is higher than that for equivalently distant charged interactions in mini-CD4 (Figure 6). Distinguishing short-range from long-range interactions with a cutoff of 10 Å COM–COM distances (corresponding to ca. 4 Å shortest-atom separations), we observe overall that CCs among charged residues are
roughly equivalent for both short-range and long-range residue pairs, excluding only the most extreme, short-range salt bridges (e.g., Lys16–Gly27, Figure 6 and ESI Figure S17). However, this observation is not specific to charged–charged pairs, as other classes of residue–residue interactions are also equivalently significant at both short- and long-range. Examining the Lys11–Gln20 pair more closely, we observe it samples a wide range of COM–COM distances (ca. 15–18 Å) depending on the orientation of the two sidechains, and the strong coupling of the charge distributions for this pair is indicative of a long-range cooperativity in the protein that is not mediated by any direct hydrogen bonding interaction (ESI Figure S18).

We observe similar behavior among charged–charged residues in the lasso peptide benenodin-1, except the CC and MI appear to exhibit slightly stronger dependence on distance (Figure 6). Despite this, the long-range Arg6–Gln13 coupling in benenodin-1 has an MI that exceeds many residue pairs at a comparable distance, even among the charged residues (Figure 6). This phenomenon suggests long-range cooperativity in the two residues’ charge distributions in a manner similar to the Lys11–Gln20 pair in mini-CD4 (Figure 6). The distance dependence of MI and CC in Trp-cage resides roughly between the other two proteins, with a significant long-range charged–charged interaction between terminal Asn1–Asp9 spanning the α-helix of the peptide but most other strong CCs corresponding to low-separation nearest-neighbor interactions (ESI Figure S19). Thus, the somewhat greater distance dependence of couplings in benenodin-1 may be due to the fact that the lasso structure brings more residues into mid-range proximity (i.e., 5–10 Å COM distance) but in a manner that prevents them from coupling in comparison to either mini-CD4 or Trp-cage (Figure 6 and ESI Figure S19).

While the long-range coupling of electronic properties is somewhat unexpected, long-range geometric couplings are well-established\textsuperscript{126-128} as important for understanding protein
dynamics. If electronic coupling could be inferred from geometric measures alone, one might be able to estimate electronic coupling from lower-cost (i.e., classical or semi-empirical) MD. However, the bulky, nonpolar residues that are frequently observed to display coupled geometric motion would likely show smaller electronic couplings (i.e., with CC or MI), challenging the notion that electronic coupling can be determined solely from geometric motion. Indeed, comparisons of geometric coupling and electronic coupling of residues yield limited correspondence (ESI Text S2 and Figures S20–S22). These studies support earlier observations of long-range coupling in QM/MM simulation of enzyme catalysis\textsuperscript{124-125} and emphasize the importance of continued study of the quantum mechanical mechanisms underlying this phenomenon.

3. Conclusions

We carried out fully \textit{ab initio} molecular dynamics simulation of three representative small proteins to quantify the nature and length-scale of the coupling of electronic properties in proteins. To cover both common protein features representative of larger proteins as well as less common ones, our three proteins included mini-CD4 and Trp-cage as well as a lasso peptide. We focused on the evaluation of charge distributions and their couplings since these are QM properties that are essential to the understanding of protein structure and function but challenging to capture with protein force fields. By analyzing the individual distributions of residue charge, we observed that while some nonpolar residues exhibited narrow charge distributions, most polar and charged residues exhibit very broad, multimodal distributions. Even in cases with narrow charge distributions (e.g., Gly), we noted sequence-specific deviations corresponding to charge accumulation or depletion that would be challenging to capture in a fixed-charge force field. Charged residues (e.g., Lys or Arg) exhibited wide charge distributions indicative of a large
degree of charge transfer with surrounding residues. Most surprisingly, among polar residues, Gln residues in all three proteins displayed broad, multimodal distributions that sampled both positive and negative partial charges.

To quantify residue–residue interactions to explain observed variations in residue charge distributions and to identify interactions that potentially require a full QM treatment, we computed both linear cross-correlations and the mutual information of these charge distributions. From the purely linear CC picture, we observed that a significant number of residues formed the strongest couplings with non-nearest-neighbor residues, especially for mini-CD4 and benenodin-1. In some cases, these strong couplings corresponded to clusters of polar and charged residues. Using mutual information analysis, we observed additional coupling between sequence-distant residues that would have been missed from the linear picture alone. We observed limited through-space-distance-dependence of strong couplings in mini-CD4, and somewhat stronger distance dependence in the constrained lasso peptide of benenodin-1 or Trp-cage. While the expected electrostatically driven, charged–charged CCs were strong and had limited distance dependence in all of the proteins, surprising polar–polar and polar–charged residue couplings were also significant at long-range. Analyzing the robustness and reproducibility of these couplings, both across other proteins and through more extensive independent dynamics, will be important in the future to develop a broad understanding of charge dynamics in proteins. We expect this charge coupling analysis to provide additional insight into the mechanistic role of the enzyme environment in catalysis and to aid assessment of method and embedding sensitivity in multi-scale modeling.

4. Computational Details

*Protein structure preparation and MM MD equilibration.* The representative, first
solution NMR structure for three peptides was obtained for simulation from the protein databank (PDB): the 27-residue globular protein mini-CD4 (PDB ID: 1D5Q), the 19-residue lasso peptide benenodin-1 (PDB ID: 6B5W), and the 20-residue globular protein Trp-cage (PDB ID: 1L2Y). Protonation states were assigned with the H++ webserver assuming a pH of 7.0 and a dielectric constant of 10.0 with all other defaults applied (ESI Tables S2, S4, and S6). Mini-CD4 was simulated with its three disulfide bonds at Cys1–Cys19, Cys6–Cys24, and Cys10–Cys26 intact, and benenodin-1 was simulated with a Gly1–Asp8 isopeptide bond (ESI Tables S2 and S4). The resulting peptide sizes and charges were: 367 atoms and a +3 net charge for mini-CD4, 282 atoms and neutral for benenodin-1, 304 atoms and a +1 net charge and for Trp-cage (ESI Tables S2, S4, and S6). All proteins have charged termini (i.e., C-terminal carboxylate and NH$_3^+$ for the N-terminus) except for the isopeptide-bond-forming N-terminus in benenodin-1.

Structures were prepared using the AMBER tleap utility for classical molecular dynamics (MD) equilibration with the AMBER ff14SB force field. Isopeptide bond parameters in benenodin-1 were obtained from the AMBER99 force field (ESI Table S28). The miniproteins were equilibrated in both explicit TIP3P water and with the implicit generalized Born solvent model with all defaults applied to assess the impact of solvent choice. All proteins were equilibrated using the GPU-accelerated PMEMD AMBER code as follows: i) 3000 minimization steps, ii) 10-ps NVT heating to 300 K with a Langevin thermostat with collision frequency of 1.0 ps$^{-1}$ and a random seed, iii) 250-ps NpT equilibration using the Berendsen barostat with a pressure relaxation time of 2 ps, and iv) a 100-ns NpT production run. The SHAKE algorithm was applied in combination with a 2-fs timestep. For the long-range electrostatics, the particle mesh Ewald method was used with a 10-Å real space
cutoff. The backbone atom root-mean-square deviation (RMSD) with respect to the starting NMR structure was used to validate choice of solvent. Implicit solvent was found to be suitable for mini-CD4 and benenodin-1 but not Trp-cage, which unfolded unless in explicit solvent (ESI Figure S23). All initial MD structures are provided in the ESI .zip file.

*Ab initio Molecular Dynamics (AIMD).* AIMD calculations were initiated from snapshots of the MM MD equilibration spaced 10 ns apart following slightly different protocols for the implicit solvent mini-CD4 and benenodin-1 and the explicitly solvated Trp-cage. All QM calculations were carried out with density functional theory (DFT) using range-separated hybrid functional ωPBeH\(^{161}\) (ω = 0.2 bohr\(^{-1}\)) and the 6-31G\(^{162}\) basis. The AIMD calculations employed a 0.5-fs timestep with a temperature of 300 K using a Langevin thermostat and a collision frequency of 3.3 ps\(^{-1}\). For mini-CD4 and benenodin-1, we carried out AIMD in an implicit conductor-like polarizable continuum (C-PCM) implicit solvation model\(^{163-164}\), as implemented\(^{103, 165}\) in TeraChem\(^97, 166\). These calculations used 1.2x Bondi’s van der Waals radii\(^{167}\) to construct the cavity in conjunction with \(\varepsilon = 80\) to model water. For these two proteins, ten independent 10 ps-AIMD simulations were initiated, and we discarded the first 15% of all AIMD simulations, retaining 85 ps for analysis per protein. This simulation length was validated by comparison of charge distribution properties obtained on shorter trajectories as well as from enhanced sampling\(^{168-169}\) (ESI Figures S24–S27 and Tables S29–S32). Semi-empirical dispersion\(^{170-171}\) was omitted from calculations after it was determined it had limited effect on computed electronic properties (ESI Figure S28).

For explicitly solvated Trp-cage, the TeraChem-AMBER interface\(^{113}\) was used to drive TeraChem for the QM portion and AMBER\(^{152}\) for the MM (i.e., TIP3P water molecules) component with SHAKE applied only to the TIP3P water. We selected 8 snapshots spaced 10 ns
apart from the production explicit solvent classical MD simulations. We used the cpptraj closestwater command to extract a 29-Å radius spherical droplet with 4001 water molecules, neutralize the sphere (i.e., add back the Cl\(^-\) ion where necessary), and define spherical boundary conditions with a 1.5 kcal/mol Å\(^2\) force constant applied (ESI Table S33). After re-equilibration with classical MD for 20 ps, AIMD was carried out at 298 K for 5 ps with a 0.5-fs timestep and a Langevin thermostat with a 1 ps\(^{-1}\) collision frequency. After discarding the first 15% of each trajectory, we obtained 34 ps for analysis. Starting structures for AIMD are provided in the ESI .zip file.

**Partial charges and analysis.** As in prior work\(^ {124} \), Mulliken partial charges were collected at each AIMD step and summed over all atoms, including the backbone atoms. Trends were comparable for sidechain-only sums or alternative partial charge schemes (ESI Tables S7 and S11 and Figure S2). The cross-correlations and mutual information of the charge distributions were evaluated in scikit-learn\(^ {172} \). The scikit-learn\(^ {172} \) estimates of mutual information between two continuous variables (here, charges) use non-parametric methods based on distances between nearest neighbors\(^ {173} \). After trial and error, the number of nearest neighbors was increased from its default (i.e., three) to 10.
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**Table S1.** Summary of solution NMR structure analysis for 13 unique mini-protein structures with associated peer reviewed publications curated from the PDB in August 2019. The mini-proteins were required to have a well-folded construction containing 20-50% alpha helix and 20-50% beta sheet component, constrained by 1 to 3 disulfide bonds. The sequence length was set between 20 and 30. The parent PDB code is listed in the first column and “other structures” refers to other PDB codes affiliated with that same paper. Only one example from each paper is shown. Function is the putative function affiliated with that same paper. Only one example from each paper is shown. Function is the putative function of the relevant enzyme.

| PDB  | Res. Count | Year | Function                                                                 | Other structures | Ref.                        |
|------|------------|------|--------------------------------------------------------------------------|------------------|-----------------------------|
| 1D5Q | 27         | 2000 | Reproducing the core of the CD4 surface interacting with the HIV-1 envelope glycoprotein | No               | DOI: 10.1073/pnas.96.23.13091 |
| 6NW8 | 27         | 2019 | Toxin                                                                    | No               | DOI: 10.1016/j.toxicon.2019.06.013 |
| 6E5H | 28         | 2018 | Heterogeneous-backbone mimics of a designed disulfide-rich protein: Aib turn | 6E5K, 6E5J, 6E5I | DOI: 10.1002/cbic.201800558  |
| 5KVN | 27         | 2016 | Designed peptide NC. HEE_D1                                              | 5KX2, 5KX1, 5KX0, 5KWX, 5KWP, 5KWO, 5JI4, 5JHI, 5JG9, 2ND2, 2ND3 | DOI: 10.1038/nature19791 |
| 2RTY | 30         | 2014 | Neurotoxin                                                                | No               | DOI: 10.1093/molbev/msu038   |
| 2KUX | 30         | 2010 | The cyclotide kalata B5 from Oldenlandia affinis                         | No               | DOI: 10.1002/bip.21409       |
| 2KNM | 30         | 2009 | The cyclotide cycloviolacin O2                                            | 2KNN             | DOI: 10.1002/cbic.200900342  |
| 2KCG | 30         | 2009 | The cyclotide cycloviolacin O2                                            | 2KCH             | DOI: 10.1016/j.bpj.2009.06.032 |
| 2EQT | 28         | 2007 | Growth-blocking peptide of the armyworm                                   | 2EQQ, 2EOH       | DOI: 10.1074/jbc.M109.011148  |
| 1ZWU | 30         | 2005 | AcAMP2-like peptide with non natural beta-(2-naphthyl)-alanine residue    | 1ZUV, 1ZNT       | DOI: 10.1002/chem.200500367  |
| 1NBJ | 30         | 2003 | Cycloviolacin O1                                                          | 1NB1             | DOI: 10.1074/jbc.M211147200   |
| 1JLZ | 23         | 2002 | K(+)‐channel blocker from the scorpion Tityus cambridgei                  | No               | DOI: 10.1110/ps.33402         |
| 1ACW | 29         | 1997 | Natural scorpion peptide                                                  | No               | DOI: 10.1002/(SICI)1097-0134(199603)24:3<359::AID-PRCB |
Table S2. Protonation state, number of atoms, and classification of amino acids in mini-CD4 (PDB ID: 1D5Q). Three disulfide bridges are formed between the residues denoted Cyx: Cyx1-Cyx19, Cyx6-Cyx24, and Cyx10-Cyx26. The Cyx1 N-terminus carries a positive charge and so is classified as a charged residue.

| Res.  | # At | Charge | Type   |
|-------|------|--------|--------|
| Cyx1  | 12   | 1      | Charged|
| Asn2  | 14   | 0      | Polar  |
| Leu3  | 19   | 0      | Nonpolar|
| Ala4  | 10   | 0      | Nonpolar|
| Arg5  | 24   | 1      | Charged|
| Cyx6  | 10   | 0      | Polar  |
| Gin7  | 17   | 0      | Polar  |
| Leu8  | 19   | 0      | Nonpolar|
| Ser9  | 11   | 0      | Polar  |
| Cyx10 | 10   | 0      | Polar  |
| Lys11 | 22   | 1      | Charged|
| Ser12 | 11   | 0      | Polar  |
| Leu13 | 19   | 0      | Nonpolar|
| Gly14 | 7    | 0      | Nonpolar|
| Leu15 | 19   | 0      | Nonpolar|
| Lys16 | 22   | 1      | Charged|
| Gly17 | 7    | 0      | Nonpolar|
| Gly18 | 7    | 0      | Nonpolar|
| Cyx19 | 10   | 0      | Polar  |
| Gin20 | 17   | 0      | Polar  |
| Gly21 | 7    | 0      | Nonpolar|
| Ser22 | 11   | 0      | Polar  |
| Phe23 | 20   | 0      | Nonpolar|
| Cyx24 | 10   | 0      | Polar  |
| Thr25 | 14   | 0      | Polar  |
| Cyx26 | 10   | 0      | Polar  |
| Gly27 | 8    | -1     | Charged|
| Total | 367  | 3      |        |
**Figure S1.** Cartoon structures of three proteins (i.e., mini-CD4, left; benenodin-1, middle; and Trp-cage, right) studied in this work with the heavy atoms of sidechains shown as sticks. Residues in each protein are colored by type: positively charged (red), negatively charged (blue), polar (green), and nonpolar (gray). Residues in the isopeptide bond are colored light green in benenodin-1. Some residues of each protein are indicated with a single-letter code and number in the primary sequence. Terminal residues or other special residues with unconventional charge are indicated with an asterisk.

**Table S3.** Summary of solution NMR structure analysis for 13 lasso peptide structures with associated peer reviewed publications curated from the PDB in August 2019. The sequence length was constrained to range between 10 and 20. The parent PDB code is listed in the first column and “other structures” refers to other PDB codes affiliated with that same paper. Only one example from each paper is shown. Function is the putative function of the relevant enzyme.

| PDB     | Res. Count | Year | Function                  | Other structures | Ref.                        |
|---------|------------|------|---------------------------|------------------|-----------------------------|
| 6B5W    | 19         | 2017 | Thermally actuated rotaxane switch | STJ1, 5TJ0       | DOI: 10.1021/jacs.7b04830   |
| 6MW6    | 19         | 2019 | Antimicrobial citrocin     |                  | DOI: 10.1074/jbc.RA118.006494|
| 5XM4    | 17         | 2018 | Unknown                    |                  | DOI: 10.1016/j.tetlet.2017.07.06|
| 5T56    | 12         | 2016 | Catenanes                  |                  | DOI: 10.1021/jacs.6b09454   |
| 5GVO    | 18         | 2017 | Unknown                    |                  | DOI: 10.1002/ehoc.201601334  |
| 5JPL    | 17         | 2016 | Antibiotic                 |                  | DOI: 10.1038/nchembio.2319  |
| 5U16    | 18         | 2017 | Antimicrobial              | 5U17             | DOI: 10.1021/acschembio.6b01  |
| 2N6U    | 20         | 2015 | Unknown                    | 2N6V             | DOI: 10.1074/jbc.M115.694083  |
| 2N5C    | 15         | 2015 | Cell invasion              | No               | DOI: 10.1021/acs.joc.5b01878  |
| 2MLJ    | 18         | 2014 | Unknown                    | No               | DOI: 10.1039/C4SC01428F       |
| 2MAI    | 16         | 2014 | Antibiotic                 | No               | DOI: 10.1016/j.chembiol.2014.0  |
| 2M37    | 19         | 2013 | Unknown                    | No               | DOI: 10.1016/j.chembiol.2013.0  |
| 2LX6    | 19         | 2012 | Unknown                    | No               | DOI: 10.1021/ja308173b        |
Table S4. Protonation state, number of atoms, and classification of amino acids in benenodin-1 (PDB ID: 6B5W).

Gly1 and Asp8 in benenodin-1 form isopeptide bond, which means there is no N-terminus positive charge on Gly1, and Asp8 is also neutral.

| Res. | # At | Charge | Type  |
|------|------|--------|-------|
| Gly1 | 7    | 0      | Polar |
| Val2 | 16   | 0      | Nonpolar |
| Gly3 | 7    | 0      | Nonpolar |
| Phe4 | 20   | 0      | Nonpolar |
| Gly5 | 7    | 0      | Nonpolar |
| Arg6 | 24   | 1      | Charged |
| Pro7 | 14   | 0      | Polar  |
| Asp8 | 11   | 0      | Polar  |
| Ser9 | 11   | 0      | Polar  |
| Ile10| 19   | 0      | Nonpolar |
| Leu11| 19   | 0      | Nonpolar |
| Thr12| 14   | 0      | Polar  |
| Gln13| 17   | 0      | Polar  |
| Glu14| 15   | -1     | Charged |
| Gln15| 17   | 0      | Polar  |
| Ala16| 10   | 0      | Nonpolar |
| Lys17| 22   | 1      | Charged |
| Pro18| 14   | 0      | Polar  |
| Met19| 18   | -1     | Charged |
| Total | 282  | -1     |        |

Table S5. Summary of solution NMR structure analysis for 13 unique de novo designed protein structures with associated peer reviewed publications curated from the PDB in August 2019. The de novo designed proteins were required to have a sequence length between 20 and 22. The parent PDB code is listed in the first column and “other structures” refers to other PDB codes affiliated with that same paper. Only one example from each paper is shown. Function is the putative function of the relevant enzyme.

| PDB  | Res. Count | Year | Other structures | Ref.               |
|------|------------|------|------------------|--------------------|
| 1L2Y | 20         | 2002 | No               | DOI: 10.1038/nsb798 |
| 6D37 | 21         | 2019 | No               | DOI: 10.1002/bip.23260 |
| 5V2G | 20         | 2017 | No               | DOI: 10.1073/pnas.1710695114 |
| 2N8D | 21         | 2017 | No               | DOI: 10.1002/sml.201701316 |
| 5KX1 | 22         | 2016 | No               | DOI: 10.1038/nature19791 |
| 2M7C | 21         | 2013 | 2M7D            | DOI: 10.1039/C3RA43674H |
| 2LL5 | 22         | 2012 | No               | DOI: 10.1073/pnas.1121421109 |
| 2LDJ | 20         | 2011 | No               | DOI: 10.1021/ja205609c |
| 2JOF | 20         | 2008 | No               | DOI: 10.1093/protein/gzm082 |
| 2JO4 | 22         | 2008 | 2JO5            | DOI: 10.1073/pnas.0706876104 |
| 2ORU | 20         | 2007 | No               | DOI: 10.1002/cbic.200600565 |
| 1U0I | 20         | 2004 | No               | DOI: 10.1002/bip.20150 |
| 1JY9 | 20         | 2001 | No               | DOI: 10.1073/pnas.211536998 |
Table S6. Protonation state, number of atoms, and classification of amino acids in Trp-cage (PDB ID: 1L2Y)\(^3\).

| Res. | # At | Charge | Type    |
|------|------|--------|---------|
| Asn1 | 16   | 1      | Charged |
| Leu2 | 19   | 0      | Nonpolar|
| Tyr3 | 21   | 0      | Polar   |
| Ile4 | 19   | 0      | Nonpolar|
| Gln5 | 17   | 0      | Polar   |
| Trp6 | 24   | 0      | Polar   |
| Leu7 | 19   | 0      | Nonpolar|
| Tyr3 | 21   | 0      | Polar   |
| Asn1 | 16   | 1      | Charged |
| Leu2 | 19   | 0      | Nonpolar|
| Tyr3 | 21   | 0      | Polar   |
| Ile4 | 19   | 0      | Nonpolar|
| Gln5 | 17   | 0      | Polar   |
| Trp6 | 24   | 0      | Polar   |
| Leu7 | 19   | 0      | Nonpolar|
| Lys8 | 22   | 1      | Charged |
| Asp9 | 12   | -1     | Charged |
| Gly10| 7    | 0      | Nonpolar|
| Gly11| 7    | 0      | Nonpolar|
| Pro12| 14   | 0      | Polar   |
| Ser13| 11   | 0      | Polar   |
| Ser14| 11   | 0      | Polar   |
| Gly15| 7    | 0      | Nonpolar|
| Arg16| 24   | 1      | Charged |
| Pro17| 14   | 0      | Polar   |
| Pro18| 14   | 0      | Polar   |
| Pro19| 14   | 0      | Polar   |
| Ser20| 12   | -1     | Charged |

Total 304 1
Table S7. The average and std. of by-residue-summed charges in mini-CD4 for each amino acid computed with different partial charge schemes. These charges are averaged over 10 random snapshots from the AIMD trajectory. The four charge schemes compared are Mulliken, Voronoi deformation density (VDD)\(^4\), Becke\(^5\), and Hirshfeld\(^6\) charges. All charges were computed from the wavefunctions generated as described in the computational details and then post-processed in Multiwfn\(^7\).

| Res.  | Mulliken     | VDD       | Becke       | Hirshfeld   |
|-------|--------------|-----------|-------------|-------------|
| Cys1* | 0.889±0.024  | 0.646±0.045| 0.745±0.150 | 0.633±0.053 |
| Asn2  | 0.135±0.025  | 0.202±0.036| -0.034±0.097| 0.266±0.051 |
| Leu3  | 0.052±0.022  | 0.069±0.033| -0.013±0.168| 0.078±0.036 |
| Ala4  | 0.037±0.023  | 0.037±0.030| -0.112±0.165| 0.048±0.031 |
| Arg5  | 0.916±0.030  | 0.897±0.035| 1.016±0.085 | 0.886±0.046 |
| Cys6  | -0.002±0.016 | 0.000±0.023| 0.107±0.263 | -0.005±0.029|
| Gin7  | 0.030±0.021  | 0.027±0.020| -0.184±0.298| 0.039±0.026 |
| Leu8  | 0.034±0.033  | 0.047±0.036| 0.090±0.088 | 0.039±0.033 |
| Ser9  | -0.018±0.037 | -0.045±0.047| 0.009±0.119 | -0.076±0.055|
| Cys10 | -0.074±0.034 | -0.036±0.026| -0.196±0.140| -0.018±0.024|
| Lys11 | 0.916±0.041  | 0.859±0.059| 1.244±0.082 | 0.803±0.058 |
| Ser12 | -0.027±0.033 | -0.064±0.037| -0.142±0.398| -0.076±0.033|
| Leu13 | -0.014±0.030 | -0.020±0.037| 0.206±0.432 | -0.050±0.040|
| Gly14 | -0.040±0.029 | -0.027±0.023| -0.032±0.208| -0.015±0.028|
| Leu15 | -0.010±0.025 | 0.007±0.025 | 0.108±0.066 | -0.002±0.024|
| Lys16 | 0.980±0.034  | 0.936±0.054| 0.942±0.110 | 0.916±0.063 |
| Gly17 | -0.005±0.025 | -0.024±0.024| 0.058±0.127 | -0.037±0.019|
| Gly18 | 0.051±0.023  | 0.052±0.029 | 0.009±0.188 | 0.049±0.030 |
| Cys19 | -0.059±0.017 | -0.031±0.018| 0.081±0.159 | -0.011±0.022|
| Gln20 | 0.019±0.027  | 0.013±0.029 | -0.116±0.175| 0.012±0.025 |
| Gly21 | 0.066±0.020  | 0.106±0.034 | 0.019±0.163 | 0.134±0.033 |
| Ser22 | 0.027±0.029  | 0.040±0.021 | -0.102±0.140| 0.042±0.021 |
| Phe23 | 0.043±0.032  | 0.022±0.046 | 0.040±0.108 | 0.053±0.053 |
| Cys24 | -0.018±0.044 | 0.000±0.048 | -0.055±0.128| 0.015±0.044 |
| Thr25 | 0.032±0.019  | 0.040±0.027 | 0.059±0.495 | 0.019±0.033 |
| Cys26 | -0.101±0.028 | -0.109±0.030| 0.146±0.491 | -0.117±0.034|
| Gly27*| -0.860±0.020 | -0.656±0.037| -0.896±0.102| -0.625±0.046|
Table S8. The mean, charge transfer (difference of formal charge and mean), standard deviation (std.), min., and max. of the Mulliken by-residue-summed \( \tilde{q}(\text{RES}) \) distribution (in a.u.) from 85 ps of production AIMD for each residue in mini-CD4 including backbone atoms. The residue three letter code, index, identity (i.e., polar, charged, nonpolar), and expected formal charge of each amino acid are also listed. All Cys residues are in disulfide bridges and annotated as Cyx. Terminal residues are charged and indicated as such. We also summarize at the bottom the average of charge transfer values, average of the absolute of charge transfer values, and the charge distribution std. and range (max-min) over residues of four types: negatively charged (neg. charge), positively charged (pos. charge), polar, and nonpolar.

| index | residue | identity | Formal charge | mean | Charge transfer | std. | min | max |
|-------|---------|----------|---------------|------|-----------------|------|-----|-----|
| 1     | CYX     | charged  | 1             | 0.877| -0.123          | 0.045| 0.737| 1.027|
| 2     | ASN     | polar    | 0             | 0.137| 0.137           | 0.033| -0.005| 0.262|
| 3     | LEU     | nonpolar | 0             | 0.055| 0.055           | 0.028| -0.051| 0.167|
| 4     | ALA     | nonpolar | 0             | 0.038| 0.038           | 0.031| -0.091| 0.165|
| 5     | ARG     | charged  | 1             | 0.937| -0.663          | 0.051| 0.791| 1.109|
| 6     | CYX     | polar    | 0             | -0.004| -0.040        | 0.030| -0.115| 0.110|
| 7     | GLN     | polar    | 0             | 0.042| 0.042           | 0.056| -0.126| 0.242|
| 8     | LEU     | nonpolar | 0             | 0.015| 0.015           | 0.032| -0.114| 0.152|
| 9     | SER     | polar    | 0             | -0.004| -0.004        | 0.042| -0.178| 0.161|
| 10    | CYX     | polar    | 0             | -0.034| -0.034        | 0.031| -0.156| 0.088|
| 11    | LYS     | charged  | 1             | 0.935| -0.665          | 0.072| 0.667| 1.101|
| 12    | SER     | polar    | 0             | -0.040| -0.040        | 0.036| -0.170| 0.102|
| 13    | LEU     | nonpolar | 0             | -0.023| -0.023        | 0.029| -0.156| 0.095|
| 14    | GLY     | nonpolar | 0             | -0.049| -0.049        | 0.029| -0.156| 0.094|
| 15    | LEU     | nonpolar | 0             | -0.008| -0.008        | 0.037| -0.139| 0.155|
| 16    | LYS     | charged  | 1             | 0.862| -0.138          | 0.062| 0.624| 1.080|
| 17    | GLY     | nonpolar | 0             | -0.007| -0.007        | 0.032| -0.130| 0.116|
| 18    | GLY     | nonpolar | 0             | 0.048| 0.048           | 0.027| -0.054| 0.152|
| 19    | CYX     | polar    | 0             | -0.015| -0.015        | 0.033| -0.148| 0.120|
| 20    | GLN     | polar    | 0             | 0.000| 0.000           | 0.041| -0.158| 0.165|
| 21    | GLY     | nonpolar | 0             | 0.037| 0.037           | 0.031| -0.078| 0.161|
| 22    | SER     | polar    | 0             | 0.020| 0.020           | 0.032| -0.116| 0.144|
| 23    | PHE     | nonpolar | 0             | 0.065| 0.065           | 0.032| -0.059| 0.179|
| 24    | CYX     | polar    | 0             | -0.026| -0.026        | 0.027| -0.133| 0.090|
| 25    | THR     | polar    | 0             | -0.008| -0.008        | 0.039| -0.145| 0.163|
| 26    | CYX     | polar    | 0             | -0.059| -0.059        | 0.033| -0.201| 0.067|
| 27    | GLY     | charged  | 1             | -0.792| 0.208         | 0.062| -1.044| -0.630|

Summary of mean charge transfer and statistics averaged over residues

| Residue type | # | avg. | avg. of abs. | max. | min. | avg. std. | avg. range |
|--------------|---|------|--------------|------|-----|-----------|------------|
| neg. charge  | 1 | 0.208| 0.208        | --   | --  | 0.062     | 0.414      |
| pos. charge  | 4 | -0.097| 0.097       | -0.063| -0.138| 0.058     | 0.375      |
| polar        | 12| 0.001| 0.025        | 0.137| -0.059| 0.036     | 0.280      |
| nonpolar     | 10| 0.017| 0.035        | 0.065| -0.049| 0.031     | 0.246      |
Table S9. The mean, charge transfer (difference of formal charge and mean), standard deviation (std.), min., and max. of the Mulliken by-residue-summed q(RES) distribution (in a.u.) from 85 ps of production AIMD for each residue in benenodin-1 including backbone atoms. The residue three letter code, index, identity (i.e., polar, charged, nonpolar), and expected formal charge of each amino acid are also listed. Gly1 and Asp8 form an isopeptide bond, and they are annotated by *. Since they have a net formal charge of zero, these two residues are also classified as polar. The C-terminal residue is charged and indicated as such. We also summarize at the bottom the average of charge transfer value s, average of the absolute of charge transfer values, and the charge distribution std. and range (max-min) over residues of four types: negatively charged (neg. charge), positively charged (pos. charge), polar, and nonpolar.

| index | residue | identity | Formal charge | mean | Charge transfer | std. | min  | max  |
|-------|---------|----------|---------------|------|----------------|------|------|------|
| 1     | GLY*    | polar    | 0             | 0.012| -0.012         | 0.031| -0.103| 0.138|
| 2     | VAL     | nonpolar | 0             | 0.047| -0.047         | 0.029| -0.086| 0.175|
| 3     | GLY     | nonpolar | 0             | 0.045| -0.045         | 0.027| -0.060| 0.139|
| 4     | PHE     | nonpolar | 0             | -0.017| 0.017          | 0.031| -0.130| 0.118|
| 5     | GLY     | nonpolar | 0             | -0.054| 0.054          | 0.027| -0.162| 0.049|
| 6     | ARG     | charged  | 1             | 0.808| 0.192          | 0.060| 0.619| 1.041|
| 7     | PRO     | polar    | 0             | 0.051| -0.051         | 0.031| -0.104| 0.160|
| 8     | ASP*    | polar    | 0             | 0.010| -0.010         | 0.032| -0.118| 0.131|
| 9     | SER     | polar    | 0             | 0.003| -0.003         | 0.030| -0.110| 0.123|
| 10    | ILE     | nonpolar | 0             | -0.045| 0.045          | 0.028| -0.153| 0.063|
| 11    | LEU     | nonpolar | 0             | 0.006| -0.006         | 0.027| -0.121| 0.119|
| 12    | THR     | polar    | 0             | -0.028| 0.028         | 0.030| -0.148| 0.083|
| 13    | GLN     | polar    | 0             | -0.005| 0.005         | 0.067| -0.222| 0.175|
| 14    | GLU     | charged  | -1            | -0.903| -0.997       | 0.054| -1.074| -0.712|
| 15    | GLN     | polar    | 0             | -0.008| 0.008         | 0.059| -0.194| 0.165|
| 16    | ALA     | nonpolar | 0             | 0.017| -0.017        | 0.029| -0.116| 0.132|
| 17    | LYS     | charged  | 1             | 0.871| 0.129         | 0.059| 0.669| 1.114|
| 18    | PRO     | polar    | 0             | -0.011| 0.011        | 0.037| -0.140| 0.128|
| 19    | MET     | charged  | -1            | -0.799| -0.201      | 0.039| -0.960| -0.646|

Summary of mean charge transfer averaged over residues

| Residue type | # | avg. | avg. of abs. | max. | min. | avg. std. | avg. range |
|--------------|---|------|-------------|------|------|-----------|------------|
| neg. charge  | 2 | -0.149| -0.097       | -0.201| 0.047| 0.338     |
| pos. charge  | 2 | 0.161| 0.192       | 0.129| 0.060| 0.433     |
| polar        | 8 | -0.003| 0.016       | 0.028| -0.051| 0.040     | 0.280     |
| nonpolar     | 7 | 0.000| 0.054       | -0.047| 0.028| 0.232     |
Table S10. The mean, charge transfer (difference of formal charge and mean), standard deviation (std.), min., and max. of the Mulliken by-residue-summed $q$(RES) distribution (in a.u.) from 34 ps of production AIMD for each residue in Trp-cage including backbone atoms. The residue three-letter code, index, identity (i.e., polar, charged, nonpolar), and expected formal charge of each amino acid are also listed. The terminal residues are charged and indicated as such. We also summarize at the bottom the average of charge transfer values, average of the absolute of charge transfer values, and the charge distribution std. and range (max-min) over residues of four types: negatively charged (neg. charge), positively charged (pos. charge), polar, and nonpolar.

| index | residue | identity | Formal charge | mean | Charge transfer | std. | min | max |
|-------|---------|----------|---------------|------|-----------------|------|-----|-----|
| 1     | ASN     | charged  | 1             | 1.055 | -0.055          | 0.067 | 0.906 | 1.217 |
| 2     | LEU     | nonpolar | 0             | 0.086 | -0.086          | 0.045 | -0.062 | 0.216 |
| 3     | TYR     | polar    | 0             | 0.081 | -0.081          | 0.033 | -0.046 | 0.182 |
| 4     | ILE     | nonpolar | 0             | 0.026 | -0.026          | 0.032 | -0.083 | 0.139 |
| 5     | GLN     | polar    | 0             | -0.005 | 0.005           | 0.054 | -0.169 | 0.192 |
| 6     | TRP     | polar    | 0             | -0.011 | 0.011           | 0.030 | -0.146 | 0.111 |
| 7     | LEU     | nonpolar | 0             | -0.041 | 0.041           | 0.035 | -0.164 | 0.101 |
| 8     | LYS     | charged  | 1             | 0.920 | 0.080           | 0.050 | 0.700 | 1.105 |
| 9     | ASP     | charged  | -1            | -0.880 | -0.120          | 0.059 | -1.045 | -0.669 |
| 10    | GLY     | nonpolar | 0             | -0.021 | 0.021           | 0.036 | -0.137 | 0.103 |
| 11    | GLY     | nonpolar | 0             | 0.040 | -0.040          | 0.033 | -0.073 | 0.147 |
| 12    | PRO     | polar    | 0             | 0.016 | -0.016          | 0.040 | -0.131 | 0.175 |
| 13    | SER     | polar    | 0             | -0.048 | 0.048           | 0.043 | -0.204 | 0.096 |
| 14    | SER     | polar    | 0             | -0.074 | 0.074           | 0.043 | -0.242 | 0.069 |
| 15    | GLY     | nonpolar | 0             | -0.050 | 0.050           | 0.044 | -0.192 | 0.088 |
| 16    | ARG     | charged  | 1             | 0.904 | 0.096           | 0.049 | 0.723 | 1.078 |
| 17    | PRO     | polar    | 0             | 0.051 | -0.051          | 0.033 | -0.097 | 0.166 |
| 18    | PRO     | polar    | 0             | -0.019 | 0.019           | 0.037 | -0.166 | 0.117 |
| 19    | PRO     | polar    | 0             | -0.041 | 0.041           | 0.033 | -0.203 | 0.104 |
| 20    | SER     | charged  | -1            | -0.987 | -0.013          | 0.029 | -1.108 | -0.874 |

Summary of mean charge transfer and statistics averaged over residues

| Residue type | # | avg. of abs. | max. | min. | avg. std. | avg. range |
|--------------|---|--------------|------|------|-----------|------------|
| neg. charge  | 2 | -0.067       | -0.13 | -0.120 | 0.044    | 0.305     |
| pos. charge  | 3 | 0.040        | 0.077 | 0.096 | -0.055   | 0.055     |
| polar        | 9 | 0.006        | 0.038 | 0.074 | -0.081   | 0.039     |
| nonpolar     | 6 | -0.007       | 0.044 | -0.086 | 0.037    | 0.251     |
Table S11. Side-chain-only sums (excluding backbone C, O, N, H and N-terminal or C-terminal groups) for mini-CD4. The mean, charge transfer (formal charge-mean), standard deviation (std.), min., max., and range (max-min) of the distribution of by-sidechain-summed Mulliken partial charges (in a.u.) from 85 ps of production AIMD are shown for each amino acid in mini-CD4 with the abbreviation ‘SC’. The range of the full residue with backbone is also shown as ‘range BB’ for comparison. The residue three-letter code, index, and identity (i.e., polar, charged, nonpolar) are also listed. All Cys residues are in disulfide bridges and annotated as Cyx. Without the N-terminal or C-terminal groups, charge distributions of residues 1 and 27 are the most affected, and their residue type is changed to polar and nonpolar, respectively.

| Index | Residue | Identity | Mean SC | Std. SC | Min SC | Max SC | Range SC | Range BB |
|-------|---------|----------|---------|---------|--------|--------|----------|----------|
| 1     | CYX     | charged  | 0.331   | 0.024   | 0.238  | 0.420  | 0.181    | 0.290    |
| 2     | ASN     | polar    | 0.409   | 0.027   | 0.295  | 0.506  | 0.211    | 0.260    |
| 3     | LEU     | nonpolar | 0.359   | 0.019   | 0.286  | 0.444  | 0.158    | 0.215    |
| 4     | ALA     | nonpolar | 0.338   | 0.018   | 0.272  | 0.421  | 0.148    | 0.256    |
| 5     | ARG     | charged  | 1.252   | 0.042   | 1.127  | 1.389  | 0.263    | 0.318    |
| 6     | CYX     | polar    | 0.253   | 0.020   | 0.167  | 0.325  | 0.157    | 0.225    |
| 7     | GLN     | polar    | 0.352   | 0.048   | 0.214  | 0.533  | 0.319    | 0.368    |
| 8     | LEU     | nonpolar | 0.334   | 0.021   | 0.252  | 0.420  | 0.167    | 0.266    |
| 9     | SER     | polar    | -0.112  | 0.036   | -0.241 | 0.047  | 0.288    | 0.339    |
| 10    | CYX     | polar    | 0.246   | 0.021   | 0.165  | 0.331  | 0.166    | 0.244    |
| 11    | LYS     | charged  | 1.261   | 0.067   | 1.043  | 1.394  | 0.351    | 0.434    |
| 12    | SER     | polar    | -0.113  | 0.031   | -0.227 | -0.010 | 0.217    | 0.272    |
| 13    | LEU     | nonpolar | 0.342   | 0.018   | 0.258  | 0.400  | 0.141    | 0.251    |
| 14    | GLY     | nonpolar | 0.487   | 0.015   | 0.430  | 0.555  | 0.125    | 0.250    |
| 15    | LEU     | nonpolar | 0.323   | 0.021   | 0.245  | 0.401  | 0.155    | 0.294    |
| 16    | LYS     | charged  | 1.196   | 0.059   | 0.996  | 1.393  | 0.397    | 0.456    |
| 17    | GLY     | nonpolar | 0.513   | 0.017   | 0.445  | 0.571  | 0.125    | 0.238    |
| 18    | GLY     | nonpolar | 0.510   | 0.014   | 0.457  | 0.568  | 0.111    | 0.206    |
| 19    | CYX     | polar    | 0.284   | 0.022   | 0.177  | 0.376  | 0.199    | 0.268    |
| 20    | GLN     | polar    | 0.329   | 0.034   | 0.203  | 0.450  | 0.247    | 0.323    |
| 21    | GLY     | nonpolar | 0.498   | 0.014   | 0.444  | 0.548  | 0.104    | 0.239    |
| 22    | SER     | polar    | -0.070  | 0.019   | -0.161 | 0.010  | 0.171    | 0.260    |
| 23    | PHE     | nonpolar | 0.346   | 0.024   | 0.252  | 0.438  | 0.186    | 0.238    |
| 24    | CYX     | polar    | 0.267   | 0.020   | 0.181  | 0.342  | 0.161    | 0.223    |
| 25    | THR     | polar    | 0.311   | 0.034   | 0.207  | 0.422  | 0.215    | 0.301    |
| 26    | CYX     | polar    | 0.271   | 0.023   | 0.188  | 0.360  | 0.172    | 0.268    |
| 27    | GLY     | charged  | 0.450   | 0.019   | 0.368  | 0.516  | 0.148    | 0.414    |
Figure S2. Parity plots of distribution properties for by-residue charges for only the sidechain (SC) vs with backbone atom (BB) for the 27 residues in mini-CD4: (left) std. properties and (right) range properties, both in a.u.. The N-terminal and C-terminal residues are shown as open circles and excluded from the linear regression fit (shown as a red dashed line), whereas the remaining symbols are shown filled. A black dotted parity line is also shown. The $R^2$ value for both properties is shown in the inset bottom right.
Figure S3. Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{\text{RES}}$ (in e), for the nonpolar residues (i.e., Ala4, Gly14, Gly17, Gly18, Gly21, Leu3, Leu8, Leu13, Leu15, and Phe23) in mini-CD4 obtained over 85 ps of production MD. The range of all graphs is $[-0.2 \, \text{e}, 0.2 \, \text{e}]$, the bin width of the histograms is 0.01 e, and a zero value for the charge is indicated as a black vertical bar. A consistent set of coloring for all nonpolar residues is used, as indicated in the legend.
Figure S4. Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{RES}$ (in e), for the nonpolar residues (i.e., Ala16, Gly3, Gly5, Ile10, Leu11, Phe4, and Val2) in benenodin-1 obtained over 85 ps of production MD. The range of all graphs is [-0.2 e,0.2 e], the bin width of the histograms is 0.01 e, and a zero value for the charge is indicated as a black vertical bar. A consistent set of coloring for all nonpolar residues is used, as indicated in the legend.
Figure S5. Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{RES}$ (in e), for the nonpolar residues (i.e., Gly10, Gly11, Gly15, Ile4, Leu2, and Leu7) in Trp-cage obtained over 34 ps of production MD. The range of all graphs is [-0.2 e, 0.2 e], the bin width of the histograms is 0.01 e, and a zero value for the charge is indicated as a black vertical bar. A consistent set of coloring for all nonpolar residues is used, as indicated in the legend.
**Figure S6.** Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{\text{RES}}$ (in e), for the polar residues (i.e., Asn2, Cyx6, Cyx10, Cyx19, Cyx24, Cyx26, Gln7, Gln20, Ser9, Ser12, Ser22, and Thr25) in mini-CD4 obtained over 85 ps of production MD. The range of all graphs is $[-0.3 \text{ e}, 0.3 \text{ e}]$ (i.e., larger than for the nonpolar residues), the bin width of the histograms is 0.01 e, and a zero value for the charge is indicated as a black vertical bar. A consistent set of coloring for all polar residues is used, as indicated in the legend. The designation Cyx refers to a cysteine residue participating in a disulfide bond.
Figure S7. Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{\text{RES}}$ (in e), for the polar residues (i.e., Gln13, Gln15, Pro7, Pro18, Ser9, and Thr12) in benenodin-1 as well as the two polar (i.e., uncharged) residues participating in the isopeptide bond (i.e., Asp8 and Gly1, indicated with an asterisk) obtained over 85 ps of production MD. The range of all graphs is [-0.3 e, 0.3 e] (i.e., larger than for the nonpolar residues), the bin width of the histograms is 0.01 e, and a zero value for the charge is indicated as a black vertical bar. A consistent set of coloring for all polar residues is used, as indicated in the legend.
Figure S8. Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{RES}$ (in e), for the polar residues (i.e., Gln5, Pro12, Pro17, Pro18, Pro19, Ser13, Ser14, Trp6, and Tyr3) in Trp-cage obtained over 34 ps of production MD. The range of all graphs is [-0.3 e, 0.3 e] (i.e., larger than for the nonpolar residues), the bin width of the histograms is 0.01 e, and a zero value for the charge is indicated as a black vertical bar. A consistent set of coloring for all polar residues is used, as indicated in the legend.
Figure S9. Normalized histogram of the by-residue-summed Mulliken partial charges, $q_{RES}$ (in e), for the positively charged residues (i.e., Arg5, Lys11, Lys16) as well as the charged terminal (indicated by *) Cyx1 (N-terminus) and Gly27 (C-terminus) residues in mini-CD4 obtained over 85 ps of production MD. The range of positively charged residue graphs is [0.65 e, 1.1 e] and is [-1.1 e, -0.65 e] for negatively charged residues (i.e., larger than for the polar or nonpolar residues), the bin width of the histograms is 0.01 e, and the expected formal charge value for the residue is indicated as a black vertical bar (i.e., at +1 or -1 for positively and negatively charged residues, respectively). A consistent set of coloring for all charged residues is used, with the N-terminal and C-terminal residues colored orange and purple, respectively, regardless of sidechain identity, as indicated in the legend.
Figure S10. Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{RES}$ (in e), for the positively charged residues (i.e., Arg6, Lys17, and Glu14) as well as the charged terminal (indicated by *) Met19 (C-terminus) residue in benenodin-1 obtained over 85 ps of production MD. The N-terminal residue in benenodin-1 participates in the isopeptide bond and is not charged. The range of positively charges residue graphs is [0.65 e, 1.1 e] and is [-1.1 e, -0.65 e] for negatively charged residues (i.e., larger than for the polar or nonpolar residues), the bin width of the histograms is 0.01 e, and the expected formal charge value for the residue is indicated as a black vertical bar (i.e., at +1 or -1 for positively and negatively charged residues, respectively). A consistent set of coloring for all charged residues is used, with the N-terminal and C-terminal residues colored orange and purple, respectively, regardless of sidechain identity, as indicated in the legend.
Figure S11. Normalized histograms of the by-residue-summed Mulliken partial charges, $q_{\text{RES}}$ (in e), for the positively or negatively charged residues (i.e., Lys8, Arg16, Asp9) as well as the charged terminal (indicated by *) Asn1 (N-terminus) and Ser20 (C-terminus) residues in Trp-cage obtained over 34 ps of production MD. The N-terminal residue in benenodin-1 participates in the isopeptide bond and is not charged. The range of positively charges residue graphs is [0.65 e, 1.1 e] and is [-1.1 e, -0.65 e] for negatively charged residues (i.e., larger than for the polar or nonpolar residues), the bin width of the histograms is 0.01 e, and the expected formal charge value for the residue is indicated as a black vertical bar (i.e., at +1 or -1 for positively and negatively charged residues, respectively). A consistent set of coloring for all charged residues is used, with the N-terminal and C-terminal residues colored orange and purple, respectively, regardless of sidechain identity, as indicated in the legend.
### Table S12. Summary of mini-CD4 overall CC values above magnitude thresholds indicated at top along with percentages in each type: overall, nearest neighbors, and for specific residue interaction types and counts indicated in inset headings.

|                | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 |
|----------------|-----|-----|-----|-----|-----|-----|-----|
| **All**        | 351 |     |     |     |     |     |     |
| neg.           | 217 | 66  | 31  | 15  | 4   | 3   | 1   |
| pos.           | 134 | 29  | 5   | 1   | 0   | 0   | 0   |
| neg. %         | 61.8 | 18.8 | 8.8 | 4.3 | 1.1 | 0.9 | 0.3 |
| pos. %         | 38.2 | 8.3  | 1.4 | 0.3 | 0.0 | 0.0 | 0.0 |
| **Nearest neighbors** | 26 |     |     |     |     |     |     |
| neg.           | 22  | 17  | 12  | 5   | 1   | 1   | 0   |
| pos.           | 4   | 1   | 0   | 0   | 0   | 0   | 0   |
| neg. %         | 84.6 | 65.4 | 46.2 | 19.2 | 3.8 | 3.8 | 0.0 |
| pos. %         | 15.4 | 3.8  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| **Non-NN**     | 325 |     |     |     |     |     |     |
| neg.           | 195 | 49  | 19  | 10  | 3   | 2   | 1   |
| pos.           | 130 | 28  | 5   | 1   | 0   | 0   | 0   |
| neg. %         | 62.5 | 18.4 | 3.9 | 3.3 | 2.0 | 0.0 | 0.0 |
| pos. %         | 37.5 | 8.6  | 2.0 | 0.0  | 0.0  | 0.0  | 0.0  |
| **Charged-charged** | 10 |     |     |     |     |     |     |
| neg.           | 7   | 4   | 2   | 1   | 1   | 1   | 1   |
| pos.           | 3   | 3   | 1   | 1   | 1   | 0   | 0   |
| pos %          | 70.0 | 40.0 | 20.0 | 10.0 | 10.0 | 10.0 | 10.0  |
| neg %          | 30.0 | 30.0 | 10.0 | 10.0 | 0.0  | 0.0  | 0.0  |
| **Charged-polar** | 35 |     |     |     |     |     |     |
| neg.           | 23  | 10  | 7   | 4   | 1   | 0   | 0   |
| pos.           | 12  | 4   | 1   | 0   | 0   | 0   | 0   |
| pos %          | 65.7 | 28.6 | 20.0 | 11.4 | 2.9 | 0.0  | 0.0  |
| neg %          | 34.3 | 71.4 | 2.9 | 0.0  | 0.0  | 0.0  | 0.0  |
| **Charged-nonpolar** | 50 |     |     |     |     |     |     |
| neg.           | 30  | 16  | 6   | 4   | 1   | 1   | 0   |
| pos.           | 20  | 8   | 3   | 0   | 0   | 0   | 0   |
| pos %          | 60.0 | 32.0 | 12.0 | 8.0 | 2.0 | 2.0 | 0.0  |
| neg %          | 40.0 | 68.0 | 6.0 | 0.0  | 0.0  | 0.0  | 0.0  |
| **Polar-polar** | 21 |     |     |     |     |     |     |
| neg.           | 11  | 3   | 1   | 0   | 0   | 0   | 0   |
| pos.           | 10  | 1   | 0   | 0   | 0   | 0   | 0   |
| pos %          | 52.4 | 14.3 | 4.8 | 0.0  | 0.0  | 0.0  | 0.0  |
| neg %          | 47.6 | 85.7 | 5.2 | 0.0  | 0.0  | 0.0  | 0.0  |
| **Polar-nonpolar** | 70 |     |     |     |     |     |     |
| neg.           | 44  | 11  | 5   | 2   | 0   | 0   | 0   |
| pos.           | 26  | 5   | 0   | 0   | 0   | 0   | 0   |
| pos %          | 62.9 | 15.7 | 7.1 | 2.9 | 0.0  | 0.0  | 0.0  |
| neg %          | 37.1 | 84.3 | 7.1 | 0.0  | 0.0  | 0.0  | 0.0  |
| **Nonpolar-nonpolar** | 45 |     |     |     |     |     |     |
| neg.           | 25  | 4   | 2   | 0   | 0   | 0   | 0   |
| pos.           | 20  | 1   | 0   | 0   | 0   | 0   | 0   |
| pos %          | 55.6 | 8.9  | 4.4 | 0.0  | 0.0  | 0.0  | 0.0  |
| neg %          | 44.4 | 91.1 | 9.6 | 0.0  | 0.0  | 0.0  | 0.0  |
| **Disulfide-disulfide** | 15 |     |     |     |     |     |     |
| neg.           | 13  | 2   | 0   | 0   | 0   | 0   | 0   |
| pos.           | 2   | 1   | 0   | 0   | 0   | 0   | 0   |
| pos %          | 86.7 | 13.3 | 0.0 | 0.0  | 0.0  | 0.0  | 0.0  |
| neg %          | 13.3 | 8.7  | 0.0 | 0.0  | 0.0  | 0.0  | 0.0  |
Table S13. Summary of benedolin-I overall CC values above magnitude thresholds indicated at top along with percentages in each type: overall, nearest neighbors, and for specific residue interaction types and counts indicated in inset headings.

|       | 0.0| 0.1| 0.2| 0.3| 0.4| 0.5| 0.6|
|-------|----|----|----|----|----|----|----|
| All   | 171|    |    |    |    |    |    |
| neg   | 112| 43 | 17 | 10 | 3  | 0  | 0  |
| pos   | 59 | 13 | 3  | 0  | 0  | 0  | 0  |
|       | 66.5%| 25.1%| 9.9%| 5.8%| 1.8%| 0.0%| 0.0%|
| Nearest neighbors | 19|    |    |    |    |    |    |
| neg   | 17 | 15 | 11 | 5  | 0  | 0  | 0  |
| pos   | 2  | 0  | 0  | 0  | 0  | 0  | 0  |
|       | 89.5%| 78.9%| 57.9%| 26.3%| 0.0%| 0.0%| 0.0%|
| Non-NN | 152|    |    |    |    |    |    |
| neg   | 95 | 28 | 6  | 5  | 3  | 0  | 0  |
| pos   | 57 | 13 | 3  | 0  | 0  | 0  | 0  |
|       | 62.5%| 18.4%| 3.9%| 3.3%| 2.0%| 0.0%| 0.0%|
| Charged-charged | 6|    |    |    |    |    |    |
| neg   | 5  | 4  | 2  | 2  | 1  | 0  | 0  |
| pos   | 1  | 1  | 0  | 0  | 0  | 0  | 0  |
|       | 88.3%| 66.7%| 33.3%| 33.3%| 16.7%| 0.0%| 0.0%|
| Charged-nonpolar | 28|    |    |    |    |    |    |
| neg   | 18 | 9  | 6  | 3  | 1  | 0  | 0  |
| pos   | 14 | 5  | 0  | 0  | 0  | 0  | 0  |
|       | 56.3%| 28.1%| 18.8%| 9.4%| 3.1%| 0.0%| 0.0%|
| Polar-polar | 28|    |    |    |    |    |    |
| neg   | 20 | 4  | 0  | 0  | 0  | 0  | 0  |
| pos   | 8  | 1  | 1  | 0  | 0  | 0  | 0  |
|       | 71.4%| 14.3%| 0.0%| 0.0%| 0.0%| 0.0%| 0.0%|
| Polar-nonpolar | 56|    |    |    |    |    |    |
| neg   | 33 | 13 | 3  | 3  | 0  | 0  | 0  |
| pos   | 23 | 2  | 0  | 0  | 0  | 0  | 0  |
|       | 58.9%| 23.2%| 5.4%| 5.4%| 0.0%| 0.0%| 0.0%|
| Nonpolar-nonpolar | 21|    |    |    |    |    |    |
| neg   | 16 | 4  | 2  | 0  | 0  | 0  | 0  |
| pos   | 5  | 0  | 0  | 0  | 0  | 0  | 0  |
|       | 76.4%| 19.0%| 9.5%| 0.0%| 0.0%| 0.0%| 0.0%|
| neg   | 23.8%| 0.0%| 0.0%| 0.0%| 0.0%| 0.0%| 0.0%|
Table S14. Summary of Trp-cage overall CC values above magnitude thresholds indicated at top along with percentages in each type: overall, nearest neighbors, and for specific residue interaction types and counts indicated in inset headings.

|       | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 |
|-------|-----|-----|-----|-----|-----|-----|-----|
| **All** |     |     |     |     |     |     |     |
| neg   | 111 | 67  | 36  | 13  | 7   | 4   | 3   |
| pos   | 79  | 35  | 12  | 1   | 0   | 0   | 0   |
|       | 58.4% | 35.3% | 18.9% | 6.8% | 3.7% | 2.1% | 1.6% |
|       | 41.6% | 18.4% | 6.3%  | 0.5% | 0.0% | 0.0% | 0.0% |
| **Nearest neighbors** |     |     |     |     |     |     |     |
| neg   | 19  | 19  | 17  | 11  | 7   | 4   | 3   |
| pos   | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
|       | 100.0% | 100.0% | 89.5% | 57.9% | 36.8% | 21.1% | 15.8% |
|       | 0.0%  | 0.0%  | 0.0%  | 0.0%  | 0.0%  | 0.0%  | 0.0%  |
| **Non-NN** |     |     |     |     |     |     |     |
| neg   | 92  | 48  | 19  | 2   | 0   | 0   | 0   |
| pos   | 79  | 35  | 12  | 1   | 0   | 0   | 0   |
|       | 53.8% | 28.1% | 11.1% | 1.2%  | 0.0%  | 0.0%  | 0.0%  |
|       | 46.2% | 20.5% | 7.0%  | 0.6%  | 0.0%  | 0.0%  | 0.0%  |
| **Charged-charged** |     |     |     |     |     |     |     |
| neg   | 4   | 3   | 2   | 1   | 0   | 0   | 0   |
| pos   | 6   | 1   | 0   | 0   | 0   | 0   | 0   |
| pos % | 40.0% | 30.0% | 20.0% | 10.0% | 0.0%  | 0.0%  | 0.0%  |
| neg % | 60.0% | 10.0% | 10.0% | 0.0%  | 0.0%  | 0.0%  | 0.0%  |
| **Charged-polar** |     |     |     |     |     |     |     |
| neg   | 30  | 20  | 8   | 2   | 2   | 1   | 1   |
| pos   | 15  | 8   | 2   | 0   | 0   | 0   | 0   |
| pos % | 66.7% | 44.4% | 17.8% | 4.4%  | 4.4%  | 2.2%  | 2.2%  |
| neg % | 33.3% | 17.8% | 4.4%  | 0.0%  | 0.0%  | 0.0%  | 0.0%  |
| **Charged-nonpolar** |     |     |     |     |     |     |     |
| neg   | 17  | 11  | 8   | 3   | 2   | 1   | 1   |
| pos   | 13  | 8   | 4   | 1   | 0   | 0   | 0   |
| pos % | 56.7% | 36.7% | 26.7% | 10.0% | 6.7%  | 3.3%  | 3.3%  |
| neg % | 43.3% | 63.7% | 33.3% | 3.3%  | 0.0%  | 0.0%  | 0.0%  |
| **Polar-polar** |     |     |     |     |     |     |     |
| neg   | 21  | 11  | 7   | 3   | 2   | 1   | 0   |
| pos   | 15  | 4   | 0   | 0   | 0   | 0   | 0   |
| pos % | 58.3% | 30.6% | 19.4% | 8.3%  | 5.6%  | 2.8%  | 0.0%  |
| neg % | 41.7% | 11.1% | 0.0%  | 0.0%  | 0.0%  | 0.0%  | 0.0%  |
| **Polar-nonpolar** |     |     |     |     |     |     |     |
| neg   | 29  | 15  | 7   | 3   | 1   | 1   | 1   |
| pos   | 25  | 11  | 4   | 0   | 0   | 0   | 0   |
| pos % | 53.7% | 27.8% | 13.0% | 5.6%  | 1.9%  | 1.9%  | 1.9%  |
| neg % | 46.3% | 72.8% | 87.0% | 94.4% | 98.1% | 99.1% | 100.0% |
| **Nonpolar-nonpolar** |     |     |     |     |     |     |     |
| neg   | 10  | 7   | 4   | 1   | 0   | 0   | 0   |
| pos   | 5   | 3   | 1   | 0   | 0   | 0   | 0   |
| pos % | 66.7% | 46.7% | 26.7% | 6.7%  | 0.0%  | 0.0%  | 0.0%  |
| neg % | 33.3% | 53.3% | 73.3% | 93.3% | 99.4% | 99.4% | 100.0% |
Table S15. Overall average, maximum, and minimum cross-correlation absolute magnitude (i.e., unsigned) for each protein grouped by type. Pro residues are included in polar. For mini-CD4, only the charged Cys1 is included in analysis for the standard residue types, and that residue and the remaining Cys residues are included in the Cys-Cys category shown at the bottom of the table, meaning that CC values are summarized for only 246 of the 351 possible results in mini-CD4.

|                | mini-CD4 | benenodin-1 | Trp-cage |
|----------------|----------|-------------|----------|
| **charged-charged** |          |             |          |
| number         | 10       | 6           | 10       |
| average        | 0.1886   | 0.1169      | 0.1276   |
| max            | 0.6037   | 0.4831      | 0.3962   |
| min            | 0.0023   | 0.0072      | 0.0007   |
| **charged-polar** |         |             |          |
| number         | 35       | 32          | 45       |
| average        | 0.1262   | 0.1136      | 0.1420   |
| max            | 0.4329   | 0.4092      | 0.6285   |
| min            | 0.0050   | 0.0066      | 0.0027   |
| **charged-nonpolar** |       |             |          |
| number         | 50       | 28          | 30       |
| average        | 0.1186   | 0.0755      | 0.1811   |
| max            | 0.5060   | 0.2668      | 0.8052   |
| min            | 0.0011   | 0.0013      | 0.0136   |
| **polar-polar** |          |             |          |
| number         | 21       | 28          | 36       |
| average        | 0.0670   | 0.1132      | 0.1171   |
| max            | 0.2449   | 0.4593      | 0.5020   |
| min            | 0.0044   | 0.0013      | 0.0014   |
| **polar-nonpolar** |        |             |          |
| number         | 70       | 56          | 54       |
| average        | 0.0799   | 0.0788      | 0.1342   |
| max            | 0.3938   | 0.3828      | 0.6066   |
| min            | 0.0024   | 0.0002      | 0.0157   |
| **nonpolar-nonpolar** |     |             |          |
| number         | 45       | 21          | 15       |
| average        | 0.0547   | 0.0742      | 0.1404   |
| max            | 0.2533   | 0.2962      | 0.3523   |
| min            | 0.0026   | 0.0072      | 0.0011   |
| **Cys-Cys**    |          |             |          |
| number         | 15       | 0           | 0        |
| average        | 0.052    | --          | --       |
| max            | 0.193    | --          | --       |
| min            | 0.002    | --          | --       |
| **total**      | 246      | 171         | 190      |
**Table S16.** Cross-correlation values between Cys residues in mini-CD4. The maximum absolute value and minimum absolute value are also shown. The CC values that correspond to disulfide-linked residue pairs are shown in red.

| Cys1  | Cys6   | Cys10  | Cys19  | Cys24  | Cys26  |
|-------|--------|--------|--------|--------|--------|
| Cyx1  | -0.0054| 0.1361 | -0.0783| -0.0394| -0.1927|
| Cyx6  | -0.0639| -0.0186| -0.0020| -0.0089|
| Cyx10 | 0.1361 | -0.0639| 0.0295 | -0.0224| -0.1000|
| Cyx19 | -0.0783| 0.0186 | 0.0614 | 0.0213 |
| Cyx24 | -0.0394| -0.0224| -0.0614| -0.0062|
| Cyx26 | -0.1927| 0.0639 | 0.1361 | 0.0783 | 0.0614 | 0.1927|

max(abs) 0.1927 0.0639 0.1361 0.0783 0.0614 0.1927

min(abs) 0.0054 0.0020 0.0224 0.0186 0.0062 0.0062

**Table S17.** The 16 residue pairs in mini-CD4 with cross-correlation absolute values above |0.30|, with the residue 3 letter code and number shown along with the absolute value of the CC, the rank of that coupling for each residue, their distance in primary sequence, whether the residues are nearest neighbors, the type of each residue (terminal residues are charged), and the secondary sequence (SS) element that each residue belongs to in the protein.

| Res 1 | Res 2 | |CC| |Rank #1| |Rank #2| |seq. diff.| |NN?| |type 1| |type 2| |SS 1| |SS 2|
|-------|-------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| Lys16 | Gly27 | 0.6037 | 1 | 1 | | | | | | | | | | | |
| Leu15 | Gly27 | 0.5060 | 1 | 2 | | | | | | | | | | | |
| Thr25 | Cyx26 | 0.5006 | 1 | 1 | 1 | | | | | | | | | | |
| Cyx1  | Ser22 | 0.4329 | 1 | 1 | 21 | | | | | | | | | | |
| Cyx19 | Gln20 | 0.3963 | 1 | 1 | 1 | | | | | | | | | | |
| Asn2  | Leu3  | 0.3938 | 1 | 1 | 1 | | | | | | | | | | |
| Cyx1  | Gly21 | 0.3855 | 2 | 1 | 20 | | | | | | | | | | |
| Cyx1  | Phe23 | 0.3765 | 3 | 1 | 22 | | | | | | | | | | |
| Cyx10 | Lys11 | 0.3628 | 1 | 1 | 1 | | | | | | | | | | |
| Ser9  | Lys11 | 0.3589 | 1 | 2 | 2 | | | | | | | | | | |
| Gln7  | Gly17 | 0.3439 | 1 | 1 | 10 | | | | | | | | | | |
| Arg5  | Ser9  | 0.3334 | 1 | 2 | 4 | | | | | | | | | | |
| Gly14 | Gly27 | 0.3271 | 1 | 3 | 13 | | | | | | | | | | |
| Arg5  | Lys11 | 0.3143 | 2 | 3 | 6 | | | | | | | | | | |
| Arg5  | Cyx6  | 0.3111 | 3 | 1 | 1 | | | | | | | | | | |
| Gln7  | Lys11 | 0.3016 | 2 | 4 | 4 | | | | | | | | | | |
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Table S18. The 10 residue pairs in benenodin-1 with cross-correlation absolute values above |0.30|, with the residue 3 letter code and number shown along with the absolute value of the CC, the rank of that coupling for each residue, their distance in primary sequence, whether the residues are nearest neighbors, the type of each residue (terminal residues are charged), and the secondary sequence (SS) element that each residue belongs to in the protein.

| Res 1 | Res 2 | |CC| |Rank #1|Rank #2|seq. diff.|NN?|type 1|type 2|SS 1|SS 2 |
|-------|-------|---|---|---|---|---|---|---|---|---|---|---|
|Lys17  |Met19  |0.4831|1|1|2| N |charged |terminal | tail | C-terminus |
|Gln13  |Gln15  |0.4593|1|1|2| N |polar |polar |tail |tail |
|Arg6   |Gln13  |0.4092|1|2|7| N |charged |polar |ring |tail |
|Gly1   |Val2   |0.3828|1|1|1|Y |terminal |polar |nonpolar |ring |ring |
|Ser9   |Ile10  |0.3766|1|1|1|Y |charged |polar |nonpolar |tail |tail |
|Arg6   |Lys17  |0.3615|2|2|11|N |charged |charged |ring |tail |
|Thr12  |Gly15  |0.3446|3|1|12|N |charged |polar |polar |tail |tail |
|Leu11  |Pro18  |0.3213|3|2|Y |charged |nonpolar |tail |tail |

Table S19. The 14 residue pairs in Trp-cage with cross-correlation absolute values above |0.30|, with the residue 3 letter code and number shown along with the absolute value of the CC, the rank of that coupling for each residue, their distance in primary sequence, whether the residues are nearest neighbors, the type of each residue (terminal residues are charged), and the secondary sequence (SS) element that each residue belongs to in the protein.

| Res 1 | Res 2 | |CC| |Rank #1|Rank #2|seq. diff.|NN?|type 1|type 2|SS 1|SS 2 |
|-------|-------|---|---|---|---|---|---|---|---|---|---|---|
|Asn1   |Leu2   |0.8052|1|1|1|Y |terminal |nonpolar |N-terminus |alpha helix |
|Pro19  |Ser20  |0.6285|1|1|1|Y |nonpolar |terminal |tail |C-terminus |
|Ser14  |Gly15  |0.6066|1|1|1|Y |polar |nonpolar |3-10 helix |tail |
|Pro12  |Ser13  |0.5020|1|1|1|Y |nonpolar |polar |3-10 helix |3-10 helix |
|Asp9   |Gly10  |0.4550|1|1|1|Y |charged |nonpolar |turn |turn |
|Arg16  |Pro17  |0.4170|1|1|1|Y |charged |nonpolar |tail |tail |
|Pro18  |Pro19  |0.4016|1|2|1|Y |nonpolar |nonpolar |tail |tail |
|Asn1   |Asp9   |0.3962|2|2|8|N |terminal |charged |N-terminus |turn |
|Ser13  |Ser14  |0.3801|2|2|1|Y |polar |polar |3-10 helix |3-10 helix |
|Gly10  |Gly11  |0.3523|2|1|1|Y |nonpolar |nonpolar |turn |3-10 helix |
|Ile4   |Gln5   |0.3361|1|1|1|Y |nonpolar |polar |alpha helix |alpha helix |
|Gly15  |Arg16  |0.3112|2|2|1|Y |nonpolar |charged |tail |tail |
|Gln5   |Gly11  |0.3101|2|2|6|N |polar |nonpolar |alpha helix |3-10 helix |
|Leu2   |Asp9   |0.3019|2|3|7|N |nonpolar |charged |alpha helix |turn |
Table S20. Counts of absolute CC values above specific thresholds for polar Gln, Ser, and Thr residues in mini-CD4, benenodin-1, and Trp-cage.

| Protein  | Residue | CC > |0.3| | CC > |0.2| | CC > |0.2| (non-NN) |
|----------|---------|------|-----|-----|------|-----|------|-----|--------|
| mini-CD4 | Asn2    | 1    | 1   | 0   |      |     |      |     |
| mini-CD4 | Gln7    | 2    | 4   | 3   |      |     |      |     |
| mini-CD4 | Ser9    | 2    | 2   | 2   |      |     |      |     |
| mini-CD4 | Gln20   | 1    | 6   | 4   |      |     |      |     |
| mini-CD4 | Thr25   | 1    | 3   | 1   |      |     |      |     |
| benenodin-1 | Ser9 | 1    | 4   | 2   |      |     |      |     |
| benenodin-1 | Thr12 | 2    | 2   | 0   |      |     |      |     |
| benenodin-1 | Gln13 | 3    | 6   | 4   |      |     |      |     |
| benenodin-1 | Gln15 | 1    | 2   | 0   |      |     |      |     |
| Trp-cage  | Gln5    | 2    | 8   | 7   |      |     |      |     |
| Trp-cage  | Ser13   | 2    | 4   | 2   |      |     |      |     |
| Trp-cage  | Ser14   | 2    | 7   | 5   |      |     |      |     |

Text S1. Description of linear and nonlinear MI contributions.

In addition to CC, we compute the mutual information (MI)\(^8\)\(^-\)\(^10\) between the probability distributions, \(p\), of \(q(J)\) and \(q(K)\) for residues \(J\) and \(K\) as:

\[
I(J;K) = \sum_j \sum_k p(J,K)(j,k) \ln \left( \frac{p(J,K)(j,k)}{p(J)p(K)} \right)
\]  

(1)

To delineate the contribution of nonlinear terms to the MI, we can approximately decompose it into a linear component\(^11\)\(^-\)\(^12\) derived from the CC (i.e., \(r_{JK}\)) as:

\[
I(J;K)_{\text{linear}} = -\frac{1}{2} \ln \left( 1 - r_{JK}^2 \right)
\]  

(2)

The remaining nonlinear MI terms can then be estimated as the difference between the linear approximation and the total MI:

\[
I(J;K)_{\text{nonlinear}} = I(J;K)_{\text{total}} - I(J;K)_{\text{linear}}
\]  

(3)

The linear MI term makes the sole contribution to the MI if both charge residue sums follow normal bivariate distributions.\(^12\)
**Figure S12.** The CC vs MI in mini-CD4 (gray circles), benenodin-1 (red circles), and Trp-cage (green circles). These values are compared to the assumption for a purely linear MI expression (black line). Significant deviations from the linear approximation are observed, especially for cases with positive CC values.

**Figure S13.** Comparison of the percentile rank for the absolute value of the CC vs. the total MI for mini-CD4 (left), benenodin-1 (middle), and Trp-cage (right) evaluated for all residue pairs within each protein (i.e., from 0 to 100\(^{th}\)). A gray dashed parity line is shown along with the Spearman’s rank (SRCC) and the Pearson’s \( r \) correlation (i.e., for the actual values, not percentile) for the two quantities. Any points with percentile ranks that differ more than 25% between the two quantities are shown in red.
Figure S14. Normalized histograms of the total MI (left), nonlinear contribution to the MI (middle), and linear contribution (right) for all residue couplings in mini-CD4. A bin width of 0.005 is used for all graphs. The integrated count each histogram is shown as a black dotted line. The value corresponding to the top 10% of couplings is indicated by a green dashed line.

Figure S15. Normalized histograms of the total MI (left), nonlinear contribution to the MI (middle), and linear contribution (right) for all residue couplings in benenodin-1. A bin width of 0.005 is used for all graphs. The integrated count of each histogram is shown as a black dotted line. The value corresponding to the top 10% of couplings is indicated by a green dashed line.
Figure S16. Normalized histograms of the total MI (left), nonlinear contribution to the MI (middle), and linear contribution (right) for all residue couplings in Trp-cage. A bin width of 0.005 is used for all graphs. The integrated count of each histogram is shown as a black dotted line. The value corresponding to the top 10% of couplings is indicated by a green dashed line.
**Table S21.** Residue pairs in mini-CD4 for which the MI % rank is > 25% **below** the |CC| % rank (i.e., the CC is stronger than the MI). The MI and CC values, % rank for each, the difference, residue type, and secondary structure type are shown.

| Res1  | Res2  | MI % rank | MI % rank | | % diff | type 1     | type 2     | SS1     | SS2     |
|-------|-------|-----------|-----------|-------|---------|-----------|----------|---------|---------|
| Cxy24 | Gly18 | 0.010     | 16.0%     | -0.084| 67.0%   | polar     | nonpolar  | beta sheet| beta sheet|
| Leu13 | Asn2  | 0.009     | 7.7%      | -0.058| 52.4%   | -44.7%    | polar     | loop     | alpha helix|
| Leu13 | Cxy10 | 0.009     | 10.8%     | 0.063 | 55.6%   | -44.7%    | nonpolar  | loop     | alpha helix|
| Gly17 | Cxy6  | 0.012     | 32.5%     | 0.106 | 74.4%   | -41.9%    | nonpolar  | loop     | alpha helix|
| Cxy24 | Gly17 | 0.009     | 12.5%     | 0.061 | 54.4%   | -41.9%    | polar     | nonpolar | beta sheet beta sheet|
| Cxy6  | Leu3  | 0.011     | 21.1%     | -0.071| 60.7%   | -39.6%    | polar     | alpha helix| alpha helix|
| Gly17 | Gly14 | 0.011     | 22.2%     | -0.070| 60.1%   | -37.9%    | nonpolar  | polar    | loop     |
| Gly14 | Leu8  | 0.009     | 11.4%     | -0.052| 48.7%   | -37.3%    | nonpolar  | polar    | loop     |
| Ser12 | Cxy6  | 0.008     | 2.8%      | -0.037| 39.3%   | -36.5%    | polar     | polar    | alpha helix alpha helix|
| Ser22 | Cxy19 | 0.011     | 40.7%     | -0.117| 76.9%   | -36.2%    | polar     | loop     | alpha helix|
| Gly18 | Ala4  | 0.007     | 0.9%      | 0.035 | 36.8%   | -35.9%    | polar     | nonpolar | nonpolar |
| Cxy26 | Phe23 | 0.013     | 36.5%     | 0.097 | 72.1%   | -35.6%    | polar     | nonpolar | beta sheet beta sheet|
| Phe23 | Cxy6  | 0.010     | 17.4%     | 0.058 | 52.7%   | -35.3%    | nonpolar  | polar    | beta sheet alpha helix|
| Gly18 | Cxy10 | 0.011     | 19.4%     | 0.061 | 54.7%   | -35.3%    | nonpolar  | polar    | beta sheet alpha helix|
| Cxy24 | Leu3  | 0.009     | 12.3%     | -0.047| 46.2%   | -33.9%    | polar     | nonpolar | beta sheet alpha helix|
| Gly18 | Leu8  | 0.009     | 9.4%      | 0.042 | 43.0%   | -33.6%    | nonpolar  | nonpolar | beta sheet alpha helix|
| Thr25 | Cxy6  | 0.010     | 17.1%     | -0.054| 49.6%   | -32.5%    | polar     | polar    | beta sheet alpha helix|
| Cxy26 | Cxy10 | 0.014     | 41.9%     | -0.100| 72.9%   | -31.1%    | polar     | polar    | beta sheet alpha helix|
| Phe23 | Leu8  | 0.012     | 33.0%     | -0.078| 63.2%   | -30.2%    | nonpolar  | nonpolar | beta sheet alpha helix|
| Cxy10 | Cxy6  | 0.011     | 26.2%     | -0.064| 56.4%   | -30.2%    | polar     | alpha helix alpha helix|
| Leu13 | Leu3  | 0.009     | 12.0%     | 0.041 | 41.6%   | -29.6%    | nonpolar  | loop     | alpha helix|
| Gly17 | Ala4  | 0.015     | 47.0%     | 0.113 | 75.5%   | -28.5%    | nonpolar  | nonpolar | beta sheet alpha helix|
| Gly17 | Leu3  | 0.011     | 23.6%     | -0.057| 51.9%   | -28.2%    | nonpolar  | nonpolar | beta sheet alpha helix|
| Cxy24 | Cxy19 | 0.011     | 26.8%     | -0.061| 55.0%   | -28.2%    | polar     | polar    | beta sheet beta sheet|
| Leu13 | Arg5  | 0.015     | 45.0%     | -0.098| 72.4%   | -27.4%    | nonpolar  | charged | loop alpha helix|
| Thr25 | Cxy10 | 0.011     | 19.1%     | -0.047| 46.4%   | -27.4%    | polar     | beta sheet alpha helix|
| Cxy24 | Gln20 | 0.015     | 46.4%     | -0.101| 73.5%   | -27.1%    | polar     | beta sheet beta sheet|
| Cxy19 | Leu8  | 0.011     | 21.4%     | 0.051 | 48.1%   | -26.8%    | polar     | nonpolar | beta sheet alpha helix|
| Leu13 | Cxy6  | 0.009     | 9.1%      | 0.034 | 35.6%   | -26.5%    | nonpolar  | loop     | alpha helix|
| Cxy10 | Ala4  | 0.011     | 22.8%     | -0.053| 49.0%   | -26.2%    | polar     | nonpolar | alpha helix alpha helix|
| Phe23 | Leu13 | 0.015     | 45.6%     | -0.096| 71.5%   | -25.9%    | nonpolar  | nonpolar | beta sheet loop|
| Leu15 | Ala4  | 0.011     | 24.5%     | 0.055 | 50.4%   | -25.9%    | nonpolar  | loop     | alpha helix|
| Ser22 | Ala4  | 0.009     | 7.1%      | 0.031 | 33.0%   | -25.9%    | polar     | nonpolar | beta sheet alpha helix|
| Cxy24 | Ser12 | 0.009     | 6.8%      | 0.030 | 31.9%   | -25.1%    | polar     | polar    | beta sheet alpha helix|
**Table S22.** Residue pairs in mini-CD4 for which the MI % rank is > 25% **above** the |CC| % rank (i.e., the MI is stronger than the CC). The MI and CC values, % rank for each, the difference, residue type, and secondary structure type are shown.

| Res1  | Res2  | MI % rank | CC | CCI % rank | % diff | type 1     | type 2   | SS1     | SS2     |
|-------|-------|-----------|----|------------|--------|------------|----------|---------|---------|
| Lys11 | Ala4  | 0.019     | 61.5% | 0.006 | 8.8% | 52.7% charged | nonpolar | alpha helix | alpha helix |
| Lys16 | Asn2  | 0.016     | 49.6% | -0.008 | 9.4% | 40.2% charged | polar | loop | alpha helix |
| Lys16 | Leu8  | 0.024     | 68.9% | 0.014 | 15.4% | 53.6% charged | nonpolar | loop | alpha helix |
| Lys16 | Ser9  | 0.036     | 80.6% | -0.005 | 6.3% | 74.4% charged | polar | loop | alpha helix |
| Lys16 | Ser12 | 0.018     | 58.4% | -0.025 | 25.1% | 33.3% charged | polar | loop | alpha helix |
| Lys16 | Leu13 | 0.016     | 48.1% | -0.006 | 7.4% | 40.7% charged | nonpolar | loop | loop |
| Leu8  | Cys1  | 0.013     | 35.0% | -0.003 | 4.0% | 31.1% nonpolar | terminal | alpha helix | N-terminus |
| Leu13 | Ser9  | 0.015     | 46.2% | 0.003 | 3.4% | 42.7% nonpolar | polar | loop | alpha helix |
| Gly14 | Cys1  | 0.014     | 39.9% | -0.001 | 0.9% | 39.0% nonpolar | terminal | loop | N-terminus |
| Leu15 | Cys1  | 0.026     | 73.8% | 0.048 | 47.3% | 26.5% nonpolar | terminal | loop | N-terminus |
| Leu15 | Gly14 | 0.044     | 84.9% | -0.022 | 23.1% | 61.8% nonpolar | terminal | loop | loop |
| Gly17 | Ser9  | 0.020     | 63.2% | -0.026 | 27.4% | 35.9% nonpolar | polar | beta sheet | alpha helix |
| Gly17 | Lys11 | 0.019     | 60.7% | 0.014 | 15.7% | 45.0% nonpolar | charged | beta sheet | alpha helix |
| Gly17 | Leu15 | 0.021     | 65.5% | -0.006 | 8.0% | 57.5% nonpolar | nonpolar | beta sheet | loop |
| Gly18 | Lys16 | 0.025     | 70.9% | -0.031 | 32.8% | 38.2% charged | beta sheet | loop |
| Gly21 | Arg5  | 0.024     | 69.2% | -0.029 | 31.1% | 38.2% nonpolar | charged | beta sheet | alpha helix |
| Gly21 | Lys11 | 0.024     | 70.7% | 0.046 | 44.4% | 26.2% nonpolar | charged | beta sheet | alpha helix |
| Gly21 | Leu15 | 0.019     | 61.0% | -0.026 | 26.5% | 34.5% nonpolar | nonpolar | beta sheet | loop |
| Phe23 | Gln7  | 0.021     | 67.0% | 0.032 | 33.3% | 33.6% nonpolar | polar | beta sheet | alpha helix |
| Asn2  | Cys1  | 0.043     | 84.3% | 0.025 | 25.6% | 58.7% polar | terminal | alpha helix | N-terminus |
| Ser9  | Cys1  | 0.027     | 74.9% | -0.029 | 30.8% | 44.2% polar | terminal | alpha helix | N-terminus |
| Ser9  | Gln7  | 0.054     | 89.7% | 0.024 | 24.8% | 65.0% polar | polar | alpha helix | alpha helix |
| Ser9  | Leu8  | 0.019     | 60.1% | 0.017 | 16.8% | 43.3% polar | nonpolar | alpha helix | alpha helix |
| Cys10 | Leu8  | 0.013     | 37.3% | -0.008 | 10.3% | 27.1% polar | nonpolar | alpha helix | alpha helix |
| Cys10 | Ser9  | 0.018     | 56.7% | -0.025 | 25.9% | 30.8% polar | polar | alpha helix | alpha helix |
| Cys19 | Leu15 | 0.017     | 54.1% | -0.017 | 17.1% | 37.0% polar | nonpolar | beta sheet | loop |
| Cys19 | Gly17 | 0.012     | 31.9% | 0.005 | 6.0% | 25.9% polar | nonpolar | beta sheet | beta sheet |
| Gln20 | Cys6  | 0.012     | 29.1% | -0.001 | 1.1% | 27.9% polar | polar | beta sheet | alpha helix |
| Gln20 | Leu15 | 0.026     | 72.9% | 0.032 | 34.5% | 38.5% polar | nonpolar | beta sheet | loop |
| Gln20 | Gly17 | 0.042     | 84.0% | -0.066 | 57.3% | 26.8% polar | nonpolar | beta sheet | beta sheet |
| Gln20 | Gly18 | 0.022     | 67.5% | 0.041 | 41.9% | 25.6% polar | nonpolar | beta sheet | beta sheet |
| Ser22 | Lys16 | 0.020     | 65.2% | -0.032 | 34.8% | 30.5% polar | charged | beta sheet | loop |
| Ser22 | Gly21 | 0.046     | 85.8% | -0.046 | 45.9% | 39.9% polar | nonpolar | beta sheet | beta sheet |
| Thr25 | Cys1  | 0.020     | 65.0% | 0.012 | 14.0% | 51.0% polar | terminal | beta sheet | N-terminus |
| Thr25 | Gly14 | 0.018     | 58.7% | 0.018 | 19.4% | 39.3% polar | nonpolar | beta sheet | loop |
| Thr25 | Lys16 | 0.048     | 86.6% | 0.017 | 18.5% | 68.1% polar | charged | beta sheet | loop |
| Thr25 | Gln20 | 0.026     | 73.5% | -0.046 | 44.7% | 28.8% polar | polar | beta sheet | beta sheet |
| Thr25 | Ser22 | 0.014     | 40.5% | 0.007 | 9.1% | 31.3% polar | polar | beta sheet | beta sheet |
| Cys26 | Ser12 | 0.012     | 28.8% | 0.001 | 0.0% | 28.8% polar | polar | beta sheet | alpha helix |
| Gly27 | Cys1  | 0.057     | 90.6% | -0.022 | 23.4% | 67.2% terminal | terminal | beta sheet | N-terminus |
| Gly27 | Lys11 | 0.113     | 97.7% | -0.002 | 2.0% | 95.7% terminal | charged | beta sheet | alpha helix |
| Gly27 | Ser12 | 0.026     | 73.2% | 0.045 | 44.2% | 29.1% terminal | polar | beta sheet | alpha helix |
| Gly27 | Gly17 | 0.047     | 86.3% | 0.056 | 51.3% | 35.0% terminal | nonpolar | beta sheet | beta sheet |
| Gly27 | Gly18 | 0.016     | 50.4% | 0.021 | 21.9% | 28.5% terminal | nonpolar | beta sheet | beta sheet |
| Gly27 | Gln20 | 0.050     | 88.0% | -0.075 | 61.8% | 26.2% terminal | polar | beta sheet | beta sheet |
| Gly27 | Ser22 | 0.016     | 52.1% | -0.012 | 13.7% | 38.5% terminal | polar | beta sheet | beta sheet |
| Gly27 | Phe23 | 0.024     | 70.1% | -0.027 | 28.5% | 41.6% terminal | nonpolar | beta sheet | beta sheet |
| Gly27 | Cys26 | 0.038     | 82.3% | 0.004 | 5.7% | 76.6% terminal | polar | beta sheet | beta sheet |

---
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Table S23. Residue pairs in benenodin-1 for which the MI % rank is > 25% below the (CC) % rank (i.e., the CC is stronger than the MI). The MI and CC values, % rank for each, the difference, residue type, and secondary structure type are shown.

| Res1 | Res2 | MI   | MI %rank | CC  | CCI %rank | % diff | type 1   | type 2   | SS1 | SS2 |
|------|------|------|----------|-----|-----------|--------|----------|----------|-----|-----|
| Pro7 | Gly3 | 0.027| 16.4%    | -0.082| 62.0%     | -45.6% | polar    | nonpolar | ring | ring |
| Ala16| Gly5 | 0.029| 17.5%    | -0.074| 57.3%     | -39.8% | nonpolar | nonpolar | tail | ring |
| Ala16| Gly1 | 0.025| 24.6%    | 0.046 | 60.8%     | -36.3% | nonpolar | terminal | tail | ring |
| Asp8 | Val2 | 0.024| 5.8%     | -0.033| 40.4%     | -34.5% | polar    | nonpolar | ring | ring |
| Ala16| Asp8 | 0.027| 26.3%    | -0.086| 58.5%     | -32.2% | nonpolar | polar    | tail | ring |
| Leu11| Gly3 | 0.027| 15.2%    | -0.053| 45.6%     | -30.4% | nonpolar | nonpolar | tail | ring |
| Ala16| Gly3 | 0.032| 51.5%    | -0.139| 80.7%     | -29.2% | nonpolar | nonpolar | tail | ring |
| Ile10| Phe4 | 0.027| 18.1%    | 0.054 | 46.2%     | -28.1% | nonpolar | nonpolar | tail | ring |
| Leu11| Phe4 | 0.024| 1.8%     | 0.034 | 29.8%     | -28.1% | nonpolar | nonpolar | tail | ring |
| Gly5 | Gly3 | 0.028| 1.2%     | 0.065 | 28.7%     | -27.5% | nonpolar | nonpolar | ring | ring |
| Ile10| Gly5 | 0.027| 25.7%    | -0.074| 53.2%     | -27.5% | nonpolar | nonpolar | tail | ring |
| Ala16| Ser9 | 0.026| 9.4%     | 0.037 | 36.8%     | -27.5% | nonpolar | polar    | tail | tail |
| Leu11| Asp8 | 0.028| 8.8%     | -0.079| 35.7%     | -26.9% | nonpolar | polar    | tail | ring |
| Thr12| Ser9 | 0.025| 6.4%     | -0.035| 32.2%     | -25.7% | polar    | polar    | tail | tail |
| Gly5 | Val2 | 0.026| 31.6%    | 0.042 | 56.7%     | -25.1% | nonpolar | nonpolar | ring | ring |

Table S24. Residue pairs in benenodin-1 for which the MI % rank is > 25% above the (CC) % rank (i.e., the MI is stronger than the CC). The MI and CC values, % rank for each, the difference, residue type, and secondary structure type are shown.

| Res1 | Res2 | MI   | MI %rank | CC  | CCI %rank | % diff | type 1   | type 2   | SS1 | SS2 |
|------|------|------|----------|-----|-----------|--------|----------|----------|-----|-----|
| Met19| Pro18| 0.034| 87.1%    | 0.034| 7.6%      | 79.5%  | terminal | polar    | tail | tail |
| Pro18| Glu14| 0.038| 73.7%    | -0.012| 10.5%     | 63.2%  | polar    | charged  | tail | tail |
| Met19| Glu14| 0.029| 73.1%    | 0.006 | 12.9%     | 60.2%  | terminal | charged  | tail | tail |
| Gln13| Val2 | 0.030| 66.7%    | 0.004 | 11.7%     | 55.0%  | polar    | nonpolar | tail | ring |
| Lys17| Pro7 | 0.036| 59.6%    | -0.023| 6.4%      | 53.2%  | charged  | polar    | tail | ring |
| Pro18| Gin15| 0.031| 71.3%    | 0.015 | 18.1%     | 53.2%  | polar    | polar    | tail | tail |
| Lys17| Phe4 | 0.049| 64.9%    | -0.070| 22.2%     | 42.7%  | charged  | nonpolar | ring | ring |
| Gin13| Pro7 | 0.036| 63.7%    | -0.030| 26.3%     | 37.4%  | polar    | polar    | tail | ring |
| Glu14| Ile10| 0.034| 39.8%    | 0.007 | 2.3%      | 37.4%  | charged  | nonpolar | tail | tail |
| Arg6 | Phe4 | 0.032| 37.4%    | 0.015 | 4.7%      | 32.7%  | charged  | nonpolar | ring | ring |
| Gin15| Asp8 | 0.030| 47.4%    | 0.008 | 16.4%     | 31.0%  | polar    | polar    | tail | ring |
| Lys17| Asp8 | 0.035| 39.2%    | 0.036 | 8.2%      | 31.0%  | charged  | polar    | tail | ring |
| Lys17| Ser9 | 0.030| 62.0%    | -0.001| 33.9%     | 28.1%  | charged  | polar    | tail | tail |
| Lys17| Gly1 | 0.042| 58.5%    | 0.011 | 30.4%     | 28.1%  | charged  | terminal | tail | ring |
| Gin15| Gly3 | 0.042| 33.3%    | -0.013| 5.3%      | 28.1%  | polar    | nonpolar | tail | ring |
| Arg6 | Gly5 | 0.041| 81.9%    | -0.017| 54.4%     | 27.5%  | charged  | nonpolar | ring | ring |
| Met19| Phe4 | 0.062| 41.5%    | 0.007 | 15.8%     | 25.7%  | terminal | nonpolar | tail | ring |
Table S25. Residue pairs in Trp-cage for which the MI % rank is > 25\% below the |CC| % rank (i.e., the CC is stronger than the MI). The MI and CC values, % rank for each, the difference, residue type, and secondary structure type are shown.

| Res1 | Res2 | MI  | MI % rank | CC  | CC % rank | % diff | type 1    | type 2   | SS1 | SS2 |
|------|------|-----|-----------|-----|-----------|--------|-----------|----------|-----|-----|
| Ser20| Pro17| 0.043| 8.4%      | -0.110| 50.5%     | -42%   | terminal  | polar    | C-terminus | tail |
| Trp6 | Ile4 | 0.046| 13.7%     | -0.118| 54.7%     | -41%   | polar     | nonpolar  | alpha helix | alpha helix |
| Pro17| Gly11| 0.041| 4.2%      | -0.096| 44.7%     | -41%   | polar     | nonpolar  | tail | 3-10 helix |
| Ile4 | Tyr3 | 0.052| 30.5%     | -0.176| 69.5%     | -39%   | nonpolar  | polar     | alpha helix | alpha helix |
| Ser20| Ile4 | 0.048| 18.9%     | 0.119 | 55.8%     | -37%   | terminal  | nonpolar  | C-terminus | alpha helix |
| Pro17| Tyr3 | 0.050| 24.7%     | -0.137| 61.1%     | -36%   | polar     | polar     | tail | alpha helix |
| Pro17| Ile4 | 0.047| 15.8%     | 0.113 | 51.6%     | -36%   | polar     | nonpolar  | tail | alpha helix |
| Gly15| Leu7 | 0.048| 20.5%     | 0.114 | 52.1%     | -32%   | nonpolar  | nonpolar  | tail | alpha helix |
| Gly11| Ile4 | 0.066| 54.2%     | 0.239 | 85.8%     | -32%   | nonpolar  | nonpolar  | 3-10 helix | alpha helix |
| Pro12| Tyr3 | 0.048| 18.4%     | -0.107| 48.9%     | -31%   | polar     | polar     | 3-10 helix | alpha helix |
| Gly15| Trp6 | 0.043| 7.9%      | 0.084 | 38.4%     | -31%   | nonpolar  | polar     | tail | alpha helix |
| Gly11| Trp6 | 0.045| 12.6%     | -0.090| 42.6%     | -30%   | nonpolar  | polar     | 3-10 helix | alpha helix |
| Pro18| Ile4 | 0.048| 17.4%     | -0.099| 46.3%     | -29%   | polar     | nonpolar  | tail | alpha helix |
| Pro19| Ile4 | 0.042| 6.3%      | -0.077| 35.3%     | -29%   | polar     | nonpolar  | tail | alpha helix |
| Gly10| Trp6 | 0.046| 14.7%     | 0.091 | 43.2%     | -28%   | nonpolar  | polar     | turn | alpha helix |
| Ser13| Trp6 | 0.048| 19.5%     | 0.105 | 47.4%     | -28%   | polar     | polar     | 3-10 helix | alpha helix |
| Pro19| Leu7 | 0.045| 11.1%     | 0.086 | 38.9%     | -28%   | polar     | nonpolar  | tail | alpha helix |
Table S26. Residue pairs in Trp-cage for which the MI % rank is > 25% above the |CC| % rank (i.e., the MI is stronger than the CC). The MI and CC values, % rank for each, the difference, residue type, and secondary structure type are shown.

| Res1  | Res2  | MI   | MI % rank | CC  | |CC| % rank | % diff | type 1 | type 2 | SS1 | SS2 |
|-------|-------|------|-----------|-----|--------|---------|--------|--------|--------|-----|-----|
| Gln5  | Asn1  | 0.141| 94.7%     | -0.003| 2.6%   | 92% polar| terminal| alpha helix| alpha helix |
| Arg16 | Asn1  | 0.112| 88.4%     | -0.001| 0.5%   | 88% charged| terminal| tail | alpha helix |
| Ser20 | Asn1  | 0.115| 89.5%     | 0.046| 16.8%  | 73% terminal| terminal| C-terminus| alpha helix |
| Arg16 | Ser14 | 0.070| 60.5%     | -0.015| 5.3%   | 55% charged| polar | tail | 3-10 helix |
| Arg16 | Lys8  | 0.077| 68.4%     | 0.029| 14.7%  | 54% charged| charged | tail | alpha helix |
| Arg16 | Asp9  | 0.079| 70.5%     | 0.049| 22.6%  | 48% charged| charged | tail | turn |
| Pro17 | Asn1  | 0.071| 63.7%     | -0.041| 16.3%  | 47% polar | terminal| tail | alpha helix |
| Lys8  | Leu2  | 0.073| 65.3%     | 0.047| 19.5%  | 46% charged| nonpolar| alpha helix| alpha helix |
| Arg16 | Leu2  | 0.080| 72.1%     | -0.072| 33.2%  | 39% charged| nonpolar| tail | alpha helix |
| Pro18 | Gln5  | 0.059| 45.8%     | 0.018| 7.9%   | 38% polar | polar | tail | alpha helix |
| Ser10 | Asp9  | 0.063| 49.5%     | 0.023| 12.1%  | 37% polar | charged | 3-10 helix| turn |
| Gly11 | Asn1  | 0.126| 92.1%     | 0.119| 55.3%  | 37% nonpolar| terminal| 3-10 helix| alpha helix |
| Ser20 | Leu2  | 0.059| 45.3%     | -0.019| 8.4%   | 37% terminal| nonpolar| C-terminus| alpha helix |
| Arg16 | Pro12 | 0.057| 38.9%     | -0.007| 3.2%   | 36% charged| polar | tail | 3-10 helix |
| Ile4  | Asn1  | 0.079| 71.1%     | -0.079| 36.3%  | 35% nonpolar| terminal| alpha helix| alpha helix |
| Pro18 | Asn1  | 0.098| 84.2%     | 0.112| 51.1%  | 33% polar | terminal| tail | alpha helix |
| Pro17 | Ser14 | 0.055| 36.8%     | 0.013| 4.2%   | 33% polar | polar | tail | 3-10 helix |
| Gly15 | Ser13 | 0.065| 53.2%     | 0.049| 21.1%  | 32% nonpolar| polar | tail | 3-10 helix |
| Pro19 | Lys8  | 0.053| 34.2%     | -0.003| 2.1%   | 32% polar | charged | tail | alpha helix |
| Gly15 | Gly10 | 0.052| 30.0%     | 0.001| 1.1%   | 29% nonpolar| nonpolar| tail | turn |
| Ser14 | Asn1  | 0.105| 86.3%     | -0.130| 57.9%  | 28% polar | terminal| 3-10 helix| alpha helix |
| Arg16 | Ile4  | 0.055| 35.8%     | -0.018| 7.4%   | 28% charged| nonpolar| tail | alpha helix |
| Ser13 | Lys8  | 0.066| 54.7%     | 0.063| 27.4%  | 27% polar | charged | 3-10 helix| alpha helix |
| Gly15 | Lys8  | 0.064| 50.0%     | 0.053| 24.7%  | 25% nonpolar| charged| tail | alpha helix |

Table S27. Summary of cases where CC and MI differ in percentile rank by > 25% (either |CC| > MI or vice versa) for all three proteins by residue sidechain type as well as whether the residues are nearest neighbors.

| Type               | mini-CD4 | benenodin-1 | Trp-cage |
|--------------------|----------|-------------|----------|
|                    | MI 25% > | MI 25% > | MI 25% > |
|                    | | ICC| ICC| ICC| |
| charged-charged    | 2        | 0           | 1        | 0 | 4 | 0 |
| charged-polar      | 12       | 0           | 6        | 0 | 9 | 1 |
| charged-nonpolar   | 13       | 1           | 5        | 0 | 7 | 1 |
| polar-polar        | 6        | 9           | 3        | 1 | 2 | 3 |
| polar-nonpolar     | 12       | 14          | 2        | 6 | 2 | 10 |
| nonpolar-nonpolar  | 3        | 10          | 0        | 8 | 1 | 2 |
| total              | 48       | 34          | 17       | 15 | 25 | 17 |
| nearest neighbor   | 6        | 0           | 2        | 0 | 0 | 1 |
| non-nearest neighbor| 42      | 34          | 15       | 15 | 25 | 16 |
Figure S17. (Left) Average residue pair COM-COM distances from the AIMD 85 ps trajectory (in Å) vs. from the 20-structure NMR ensemble (in Å) of mini-CD4. (right) The average center-of-mass distances between residue pairs (AIMD average $d_{\text{COM-COM}}$, in Å) vs the average minimum distance between any atoms in that pair of residues (average $d_{\text{min}}$, in Å) obtained over the full production length of AIMD simulation in mini-CD4 (gray open circles), benenodin-1 (blue open circles), and Trp-cage (black open circles). The overall correlation (Pearson’s $r$) is 0.96 for all data together, 0.97 for only mini-CD4, 0.93 for benenodin-1, and 0.94 for Trp-cage. A cutoff of 4.3 Å for the average $d_{\text{min}}$ values is selected to distinguish pairs of residues that are considered short-range from the long-range pairs. This minimum average distance corresponds to an average $d_{\text{COM-COM}}$ of 10 Å.

Figure S18. Normalized distribution of COM-COM distances (in Å) of the residue pair Lys11-Gln20 in mini-CD4 over the full AIMD trajectory. Bin sizes are 0.25 Å in width. The vertical red line corresponds the average 16.9-Å distance observed over the trajectory. Representative configuration insets are shown for shorter (i.e., 16.1 Å) and longer (i.e., 18.2 Å) COM-COM distances that differ by the orientation of sidechains (in this case, Gln20 is oriented away while Lys11’s position is less significantly changed). Structures are shown with the full mini-CD4 protein in light gray cartoon, and the two key residues are shown as sticks, with carbon in gray, nitrogen in blue, oxygen in red, and hydrogen in white.
**Figure S19.** Dependence of MI and CC for Trp-cage with the average center-of-mass (COM) distance between residues in a pair ($d$(COM-COM), in Å) during the AIMD simulation. The x-axis values are the same for both plots. The subset of residue pairs corresponding to charged-charged interactions are shown for the CC subpane in blue as shown in inset legend in the bottom pane. In the top MI subpane, two representative pairs are shown in red and annotated. These same residue pairs are shown schematically as sticks along with the remainder of the proteins in cartoon at right, with a subset of representative structures overlaid from AIMD. Atoms in the sidechains are colored as: blue for nitrogen, red for oxygen, and white for carbon. One point with MI of 0.6 has been truncated. This point has a CC of -0.8 and is at 5 Å.

**Text S2.** Description of geometric coupling.
The PARENT program was employed to compute the geometric MI of torsional angles on discrete histograms with 32 bins, selected by trial and error. Representative MI values for the dihedral angle coupling are shown in Figure S20. We investigated the correlation between percentile ranks of geometric and electronic MI for residue pairs to determine if one could be inferred from the other. We determined the correspondence of the rank between the two quantities was limited (Figure S21). To highlight the distinctive features of the two coupling types, we specifically compare two residues pairs in mini-CD4 with one involving strong coupling in geometric motion but weak in charge fluctuation (Leu15-Phe23) and vice versa for the other pair (Arg5-Ser9). Since Leu15 and Phe23 are nonpolar and have centers of mass separated by 15.3 Å, this pair has weak electronic coupling (MI = 41st percentile and CC = 0.04, Figure S22). Although Leu15 and Phe23 are on the opposite sides of the β-sheet, the β-sheet fold leads to coupled motion (MI = 98th percentile and CC = 0.62, Figure S22). In contrast, Arg5 and Ser9 are spatially close and can form hydrogen bonds between the guanidinium sidechain of Arg and the hydroxyl group of Ser (Figure S22). The interaction leads to significant charge coupling (MI = 94th percentile and CC = -0.33, Figure S22). Despite the close hydrogen bonding interaction, backbone geometric coupling between Arg5 and Ser9 is very weak (MI = 1st percentile and CC = 0.01, Figure S22). The differences between geometric and electronic coupling are also observed in benenodin-1, i.e., Asp8-Ile10 (electronic MI = 14th and geometric MI = 95th percentile) and Lys17-Met19 (electronic MI = 100th and geometric MI = 18th percentile). Representative examples in Trp-cage are Tyr3-Pro19 (electronic MI = 2nd and geometric MI = 91st percentile) and Asn1-Ser20 (electronic MI = 90th and geometric MI = 1st percentile). These results indicate the difficulty of inferring electronic coupling based on geometric motions from classical MD.
Figure S20. Mutual information (in $k_B$) coupling of the geometric (i.e., dihedral motions) properties obtained over the production AIMD trajectory of mini-CD4 vs. the COM-COM distance obtained as an average over the AIMD trajectory between the relevant residue pairs.

Figure S21. Comparison of the percentile rank of each pair of residues based on total geometric, dihedral motion MI (in $k_B$) vs. the total by-residue-summed charge-based MI (in $k_B$) for mini-CD4 (left), benenodin-1 (middle), and Trp-cage (right). In all cases, the percentile rank will range from 0–100% for a single protein, even if the individual values of MI differ across proteins or quantity being compared. The symbol of each residue pair indicates the type of interaction: charged-charged and charged-polar (blue circles), polar-polar (red circles), nonpolar-nonpolar (gray circles), charged-nonpolar (green triangles), and polar-nonpolar (light orange triangles), all as indicated in top legend. The overall rank correlation for the two quantities is low for all three proteins.
Figure S22. Parity plots of by-residue partial charge sums ($q$, in a.u.) vs geometric root mean squared deviations (RMSD, in Å) of all atoms in residues for mini-CD4 residues pairs: Leu15-Phe23 (top) and Arg5-Ser9 (bottom). Each point is obtained equally spaced at 0.1 ps increments over one 4.25 ps AIMD trajectory. The geometric RMSD was computed with respect to the representative NMR structure. Insets show the superposition of residue pairs colored (from red to blue) to represent their change in position over the full production trajectory. The cross-correlation (CC) and mutual information (MI) percentile rank are shown in inset for the geometric or partial charge quantities, respectively. The MI percentile rank is obtained with respect to the relevant quantity over all residue pairs in mini-CD4 for either the geometric or partial charge quantities.
Table S28. Parameters for the isopeptide bond in benenodin-1 obtained from the AMBER99 force field\textsuperscript{14}.

| Labels          | Parameters | Notes                                           |
|-----------------|------------|-------------------------------------------------|
| Bond            |            |                                                 |
| N3-CO           | 490        | 1.335 same as C-N JCC,7,(1986),230; AA          |
| Angle           |            |                                                 |
| CX-N3-CO        | 50         | 121.9 same as C-N-CT AA general                |
| H-N3-CO         | 50         | 120 AA general, gln, asn, changed based on NMA n modes |
| N3-CO-2C        | 70         | 116.6 AA general                               |
| N3-CO-O2        | 80         | 122.9 AA general                               |
| Dihedral        |            |                                                 |
| CX-N3-CO-2C     | 4 10       | 180 2 AA,NMA                                   |
| CX-N3-CO-O2     | 4 10       | 180 2 AA,NMA                                   |
| H-N3-CO-O2      | 1 2.5      | 180 -2 JCC,7,(1986),230                       |
| H-N3-CO-2C      | 1 2 0 1    | J.C.cistrans-NMA DE                            |
| N3-CO-2C-CX     | 6 0 0 2    | JCC,7,(1986),230                               |
| N3-CO-2C-HC     | 1 0.08     | 180 3 Junmei et al, 1999                      |
| H-N3-CO-2C      | 1 2 0 1    | J.C.cistrans-NMA DE                            |
Figure S23. Root mean square deviations (RMSDs, in Å) of classical MD trajectories in implicit Generalized-Born (black) and explicit TIP3P (red) solvent for mini-CD4 (top), benenodin-1 (middle), and Trp-cage (bottom) over a 10 ns trajectory. For explicit water, a periodic rectangular box with at least 10 Å TIP3P$^{15}$ water buffer for mini-CD4 and benenodin-1 and 20 Å buffer for Trp-cage was employed. After neutralization with Cl$^-$, final system sizes for each
protein and explicit water box were 7,291 atoms for mini-CD4, 6,681 atoms for benenodin-1, and 21,548 atoms for Trp-cage.

**Figure S24.** The MI of mini-CD4 charges from 85 ps of AIMD (left) and 32 ps of RE-AIMD (right). All residue numbers correspond to the residues in the mini-CD4 sequence, and the individual matrix elements are colored according to the colorbar shown at right.

**Figure S25.** The MI of benenodin-1 charges from 85 ps of AIMD (left) and 32 ps of RE-AIMD (right). All residue numbers correspond to the residues in the benenodin-1 sequence, and the individual matrix elements are colored according to the color bar shown at right.
Figure S26. The MI of mini-CD4 charges from different lengths of AIMD starting from the initial 10 simulations and including 25 ps (top, left), 50 ps (top, right), 75 ps (bottom, left), or 85 ps (i.e., the full length of the trajectory used for analysis, bottom, right). All residue numbers correspond to the residues in the mini-CD4 sequence, and the individual matrix elements are colored according to the colorbar shown at right.
Figure S27. The MI of benenodin-1 charges from different lengths of AIMD starting from the initial 10 simulations and including 25 ps (top, left), 50 ps (top, right), 75 ps (bottom, left), or 85 ps (i.e., the full length of the trajectory used for analysis, bottom, right). All residue numbers correspond to the residues in the benenodin-1 sequence, and the individual matrix elements are colored according to the colorbar shown at right.
Table S29. The mean and standard deviation (std.) of individual residue charges in mini-CD4 from different lengths of AIMD starting from the initial 10 simulations and including 25 ps, 50 ps, 75 ps, or 85 ps. For each time length, mean absolute error (MAE) of the mean residue charges was computed with respect to the 85 ps data set, as shown at the bottom of the table. All Cys residues are in disulfide bridges and annotated as Cyx.

| Index | Residue | 25 ps | 50 ps | 75 ps | 85 ps |
|-------|---------|-------|-------|-------|-------|
|       |         | mean  | std.  | mean  | std.  | mean  | std.  | mean  | std.  | mean  | std.  |
| 1     | CYX     | 0.885 | 0.046 | 0.866 | 0.043 | 0.876 | 0.046 | 0.877 | 0.045 |
| 2     | ASN     | 0.133 | 0.034 | 0.136 | 0.033 | 0.136 | 0.033 | 0.137 | 0.033 |
| 3     | LEU     | 0.054 | 0.028 | 0.056 | 0.028 | 0.057 | 0.028 | 0.055 | 0.028 |
| 4     | ALA     | 0.036 | 0.033 | 0.037 | 0.032 | 0.037 | 0.032 | 0.038 | 0.031 |
| 5     | ARG     | 0.946 | 0.055 | 0.948 | 0.052 | 0.941 | 0.052 | 0.937 | 0.051 |
| 6     | CYX     | -0.002| 0.030 | -0.005| 0.029 | -0.005| 0.030 | -0.004| 0.030 |
| 7     | GLN     | 0.043 | 0.057 | 0.051 | 0.052 | 0.047 | 0.056 | 0.042 | 0.056 |
| 8     | LEU     | 0.013 | 0.031 | 0.011 | 0.032 | 0.015 | 0.032 | 0.015 | 0.032 |
| 9     | SER     | -0.008| 0.041 | -0.011| 0.042 | -0.003| 0.042 | -0.004| 0.042 |
| 10    | CYX     | -0.035| 0.030 | -0.035| 0.031 | -0.033| 0.031 | -0.034| 0.031 |
| 11    | LYS     | 0.947 | 0.067 | 0.942 | 0.070 | 0.932 | 0.073 | 0.935 | 0.072 |
| 12    | SER     | -0.041| 0.036 | -0.038| 0.035 | -0.042| 0.036 | -0.040| 0.036 |
| 13    | LEU     | -0.025| 0.028 | -0.023| 0.028 | -0.023| 0.028 | -0.023| 0.029 |
| 14    | GLY     | -0.048| 0.030 | -0.051| 0.028 | -0.050| 0.029 | -0.049| 0.029 |
| 15    | LEU     | -0.005| 0.037 | -0.007| 0.035 | -0.009| 0.038 | -0.008| 0.037 |
| 16    | LYS     | 0.875 | 0.067 | 0.852 | 0.061 | 0.857 | 0.058 | 0.862 | 0.062 |
| 17    | GLY     | -0.012| 0.032 | -0.009| 0.032 | -0.009| 0.032 | -0.007| 0.032 |
| 18    | GLY     | 0.046 | 0.026 | 0.048 | 0.026 | 0.049 | 0.027 | 0.048 | 0.027 |
| 19    | CYX     | -0.015| 0.034 | -0.012| 0.033 | -0.013| 0.032 | -0.015| 0.033 |
| 20    | GLN     | -0.001| 0.039 | -0.006| 0.040 | 0.001 | 0.041 | 0.000 | 0.041 |
| 21    | GLY     | 0.037 | 0.031 | 0.034 | 0.029 | 0.036 | 0.030 | 0.037 | 0.031 |
| 22    | SER     | 0.015 | 0.032 | 0.020 | 0.031 | 0.019 | 0.032 | 0.020 | 0.032 |
| 23    | PHE     | 0.062 | 0.033 | 0.068 | 0.032 | 0.066 | 0.032 | 0.065 | 0.032 |
| 24    | CYX     | -0.026| 0.027 | -0.027| 0.027 | -0.027| 0.027 | -0.026| 0.027 |
| 25    | THR     | 0.004 | 0.045 | -0.001| 0.041 | -0.006| 0.039 | -0.008| 0.039 |
| 26    | CYX     | -0.066| 0.033 | -0.062| 0.034 | -0.060| 0.033 | -0.059| 0.033 |
| 27    | GLY     | -0.814| 0.072 | -0.797| 0.061 | -0.789| 0.063 | -0.792| 0.062 |
| MAE   | 0.005 | 0.003 | 0.002 | --   | --   | --   | --   | --   | --   |
Table S30. The mean and standard deviation (std.) of individual residue charges in benenodin-1 from different lengths of AIMD starting from the initial 10 simulations and including 25 ps, 50 ps, 75 ps, or 85 ps. For each time length, mean absolute error (MAE) of the mean residue charges was computed with respect to the 85 ps data set, as shown at the bottom of the table. The Gly1-Asp8 residues form an isopeptide bond, as indicated with a *. Only the C-terminnal Met19 is charged.

| Index | Residue | 25 ps | 50 ps | 75 ps | 85 ps |
|-------|---------|-------|-------|-------|-------|
|       |         | mean  | std.  | mean  | std.  | mean  | std.  | mean  | std.  |
| 1     | GLY*    | 0.018 | 0.031 | 0.013 | 0.032 | 0.013 | 0.031 | 0.012 | 0.031 |
| 2     | VAL     | 0.046 | 0.031 | 0.049 | 0.030 | 0.046 | 0.029 | 0.047 | 0.029 |
| 3     | GLY     | 0.044 | 0.028 | 0.045 | 0.027 | 0.044 | 0.027 | 0.045 | 0.027 |
| 4     | PHE     | -0.013| 0.032 | -0.015| 0.031 | -0.017| 0.030 | -0.017| 0.031 |
| 5     | GLY     | -0.052| 0.028 | -0.054| 0.028 | -0.054| 0.027 | -0.054| 0.027 |
| 6     | ARG     | 0.812 | 0.068 | 0.801 | 0.058 | 0.809 | 0.062 | 0.808 | 0.060 |
| 7     | PRO     | 0.052 | 0.031 | 0.050 | 0.031 | 0.051 | 0.031 | 0.051 | 0.031 |
| 8     | ASP*    | 0.011 | 0.032 | 0.010 | 0.032 | 0.010 | 0.032 | 0.010 | 0.032 |
| 9     | SER     | 0.002 | 0.031 | 0.003 | 0.030 | 0.004 | 0.030 | 0.003 | 0.030 |
| 10    | ILE     | -0.042| 0.029 | -0.046| 0.028 | -0.044| 0.028 | -0.045| 0.028 |
| 11    | LEU     | 0.008 | 0.027 | 0.007 | 0.027 | 0.006 | 0.027 | 0.006 | 0.027 |
| 12    | THR     | -0.021| 0.030 | -0.023| 0.030 | -0.028| 0.030 | -0.028| 0.030 |
| 13    | GLN     | -0.019| 0.063 | -0.007| 0.062 | 0.001 | 0.065 | -0.005| 0.067 |
| 14    | GLU     | -0.910| 0.056 | -0.918| 0.056 | -0.908| 0.054 | -0.903| 0.054 |
| 15    | GLN     | -0.008| 0.056 | 0.000 | 0.059 | -0.008| 0.059 | -0.008| 0.059 |
| 16    | ALA     | 0.018 | 0.030 | 0.019 | 0.029 | 0.018 | 0.029 | 0.017 | 0.029 |
| 17    | LYS     | 0.894 | 0.073 | 0.882 | 0.067 | 0.872 | 0.061 | 0.871 | 0.059 |
| 18    | PRO     | -0.019| 0.035 | -0.011| 0.036 | -0.013| 0.037 | -0.011| 0.037 |
| 19    | MET     | -0.821| 0.042 | -0.806| 0.043 | -0.801| 0.039 | -0.799| 0.039 |
| MAE   |         | 0.005 | 0.003 | 0.001 |       | --     |        |        |        |
Replica exchange\textsuperscript{16-20} (RE)-AIMD was carried out to study the effect of enhanced sampling on property distributions using TeraChem. A total of eight replicas were used with temperatures ranging from 269.5 to 570.9 K to accelerate dynamics at 300 K. These values were obtained from a temperature generator tool to produce an estimated exchange probability of 0.2.\textsuperscript{18} These RE-AIMD simulations were run for 8 ps for each replica, resulting a total of 32 ps of 300 K data for analysis.

| Replica | Temperature (K) |
|---------|----------------|
| 1       | 269.5          |
| 2       | 300.0          |
| 3       | 334.0          |
| 4       | 371.8          |
| 5       | 413.9          |
| 6       | 460.7          |
| 7       | 512.9          |
| 8       | 570.9          |

Table S32. The mean and standard deviation (std.) of individual residue charges in mini-CD4 from 32 ps of RE-AIMD computed with and without empirical D3 dispersion correction. Some charged residues are found to be more sensitive (i.e., have more distinct charge distributions) to D3 corrections, including Cys1, Lys11, Lys16, and Gly27. All Cys residues are in disulfide bridges and annotated as Cyx.

| Index | Residue | $\omega$PBEh/6-31G | $\omega$PBEh-D3/6-31G | abs. diff. |
|-------|---------|---------------------|----------------------|------------|
|       |         | mean | std. | mean | std. | mean | std. | mean | std. |
| 1     | CYX     | 0.886 | 0.042 | 0.849 | 0.059 | 0.036 | 0.018 |
| 2     | ASN     | 0.118 | 0.039 | 0.141 | 0.036 | 0.022 | 0.002 |
| 3     | LEU     | 0.049 | 0.033 | 0.067 | 0.031 | 0.018 | 0.002 |
| 4     | ALA     | 0.035 | 0.036 | 0.048 | 0.036 | 0.013 | 0.000 |
| 5     | ARG     | 0.946 | 0.055 | 0.940 | 0.045 | 0.006 | 0.010 |
| 6     | CYX     | 0.001 | 0.033 | 0.000 | 0.037 | 0.000 | 0.004 |
| 7     | GLN     | 0.087 | 0.049 | 0.071 | 0.062 | 0.015 | 0.013 |
| 8     | LEU     | 0.027 | 0.038 | 0.022 | 0.036 | 0.005 | 0.002 |
| 9     | SER     | -0.004 | 0.040 | -0.010 | 0.042 | 0.006 | 0.002 |
| 10    | CYX     | -0.041 | 0.032 | -0.035 | 0.036 | 0.006 | 0.004 |
| 11    | LYS     | 0.920 | 0.049 | 0.888 | 0.071 | 0.032 | 0.022 |
| 12    | SER     | -0.052 | 0.040 | -0.059 | 0.039 | 0.007 | 0.002 |
| 13    | LEU     | -0.025 | 0.033 | -0.035 | 0.036 | 0.010 | 0.002 |
| 14    | GLY     | -0.054 | 0.029 | -0.053 | 0.033 | 0.001 | 0.003 |
| 15    | LEU     | -0.019 | 0.039 | 0.011 | 0.041 | 0.030 | 0.002 |
| 16    | LYS     | 0.928 | 0.083 | 0.863 | 0.047 | 0.065 | 0.036 |
| 17    | GLY     | -0.010 | 0.031 | 0.000 | 0.032 | 0.010 | 0.001 |
| 18    | GLY     | 0.035 | 0.031 | 0.055 | 0.031 | 0.021 | 0.000 |
| 19    | CYX     | -0.027 | 0.041 | 0.004 | 0.041 | 0.031 | 0.000 |
| 20    | GLN     | 0.004 | 0.036 | -0.019 | 0.042 | 0.023 | 0.007 |
| 21    | GLY     | 0.042 | 0.035 | 0.031 | 0.033 | 0.011 | 0.002 |
| 22    | SER     | 0.030 | 0.034 | 0.029 | 0.041 | 0.001 | 0.007 |
| 23    | PHE     | 0.049 | 0.037 | 0.076 | 0.043 | 0.027 | 0.005 |
| 24    | CYX     | -0.019 | 0.031 | -0.024 | 0.037 | 0.005 | 0.006 |
| 25    | THR     | -0.014 | 0.039 | 0.007 | 0.043 | 0.022 | 0.004 |
| 26    | CYX     | -0.058 | 0.035 | -0.071 | 0.035 | 0.013 | 0.000 |
| 27    | GLY     | -0.832 | 0.047 | -0.797 | 0.060 | 0.035 | 0.013 |
**Figure S28.** The MI of mini-CD4 charges from 32 ps of production RE-AIMD computed without (left) and with (right) empirical D3 dispersion correction\(^{21-22}\). All residue numbers correspond to the residues in the mini-CD4 sequence, and the individual matrix elements are colored according to the colorbar shown at right.

**Table S33.** Details of spherical droplet for explicit water QM/MM modeling of Trp-cage extracted from periodic all-MM simulations with TIP3P water. The center coordinate refers to the position obtained from the Trp-cage center of mass used for identifying the closest waters to create the droplet.

| Description                  | Amount                        |
|------------------------------|-------------------------------|
| Trp-cage protein atoms       | 304                           |
| Counterion (Cl)              | 1                             |
| Sphere (center, Å)           | 32.557, 30.895, 27.586         |
| Sphere (radius, Å)           | 29.0                           |
| # water molecules/atoms       | 4,001/12,003                  |
| Total # atoms                | 12,308                        |
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