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Abstract

A new detection system for the measurement of beta-delayed neutron emission probabilities has been characterized using fission products with well known $\beta$-delayed neutron emission properties. The setup consists of BELEN-20, a $4\pi$ neutron counter with twenty $^3$He proportional tubes arranged inside a large polyethylene neutron moderator, a thin Si detector for $\beta$ counting and a self-triggering digital data acquisition system. The use of delayed-neutron precursors with different neutron emission windows allowed the study of the effect of energy dependency on neutron, $\beta$ and $\beta$-neutron rates. The observed effect is well reproduced by Monte Carlo simulations. The impact of this dependency on the accuracy of neutron emission probabilities is discussed. A new accurate value of the neutron emission probability for the important delayed-neutron precursor $^{133}$I was obtained, $P_n = 7.76(14)\%$.
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1. Introduction

Beta-delayed neutron emission is a form of decay that occurs for nuclei with a large enough neutron excess. For delayed-neutron precursors the neutron separation energy in the daughter nucleus $S_n$ is smaller than the decay energy window $Q_0$. As a result neutron unbound states can be populated in the decay. The process becomes dominant far enough from stability. The $\beta$-delayed neutron emission probability $P_n$ conveys information about the distribution and nature of nuclear levels populated in the decay, which is dictated by nuclear shell structure and residual interactions [1]. $P_n$ values are also important inputs for the description of the astrophysical $r$ process responsible for the synthesis of about half of the observed abundance of elements heavier than iron [2]. These two fields of interest, nuclear structure and nuclear astrophysics, explain why the measurement of $P_n$ values for exotic nuclei is one of the goals of the DECay SPECtroscopy (DESPEC) experiment [3] within the NUClear STructure and Astrophysics Research (NUSTAR) collaboration [4] at the Facility for Antiproton and Ion Research (FAIR) [5]. The BEta deLayEd Neutron (BELEN) counter has been developed [6] for this purpose. It is based on the well-proven technology [7, 8, 9, 10, 11, 12] of combining an array of $^3$He proportional tubes, selectively sensitive to low energy neutrons, with a hydrogenous neutron energy moderator. Detectors with large solid angle and detection efficiency can be built in this way. The BELEN detector was conceived as a flexible and easily reconfigurable system. The current version has forty-eight $^3$He tubes, but previous versions with twenty [13, 14] and thirty [15] tubes have been used in different measurements. Some of these measurements were aimed at the accurate determination of $P_n$ values of fission products relevant in reactor technology. The fraction of neutrons in the reactor core coming from $\beta$ decay is an important parameter for the safe control of reactor power [16]. This constitutes the third field of application of this detector. The BELEN detector is part also of the largest neutron counter of this kind (more than 160 $^3$He tubes) that is being assembled by the BRIKEN collaboration [17] for the measurement of exotic nuclei at RIKEN.

In this work we describe the characterization of the detector setup installed at the Cyclotron Laboratory of the University of Jyväskylä during the 2010 measuring campaign [14]. For the characterization of the setup we used fission products which are delayed-neutron precursors with well known properties. The instrumentation includes BELEN-20 and a Si $\beta$ detector, a fairly common arrangement. A novelty in our setup is the introduction of a trigger-less data acquisition system. Its use al-
lows continuous control of data quality, which leads to greater accuracy, with a minimum acquisition dead time. In this work we also discuss some of the systematic effects which appear in the use of β-neutron counting systems applied to the determination of $P_n$ values.

2. Determination of $P_n$ values

The $P_n$ value is the fraction of all decays which undergo delayed-neutron emission. It is a common experimental approach, and the one we follow here, to obtain the number of decays from the number of $\beta$ particles registered in a $\beta$ detector and the number of $\beta$-delayed neutron decays from the number of neutrons observed in a neutron detector. Taking into account the fact that detection efficiencies for both $\beta$ particles and neutrons are energy dependent we can write

$$P_n = \frac{\sum_i N_{\beta i} \cdot I_{\beta i}}{\sum_i N_{\beta i} \cdot I_{\beta i} \cdot \epsilon_{\beta i}} = \frac{\sum_i N_{\beta i} \cdot I_{\beta i}}{\sum_i N_{\beta i} \cdot I_{\beta i} \cdot \epsilon_{\beta i}} \cdot \frac{\sum_i N_{\beta i} \cdot I_{\beta i} \cdot \epsilon_{\beta i}}{\sum_i N_{\beta i} \cdot I_{\beta i}} \cdot \epsilon_{\beta} \cdot \epsilon_{n}$$

(1)

In this equation $i$ designates a level in the daughter nucleus at excitation energy $E_i$, populated with probability $I_{\beta i}$, and $f$ a level in the final nucleus at excitation energy $E_f$, which is populated from level $i$ with probability $I_{\beta i}$. $N_{\beta i}$ is the number of detected neutrons with an efficiency $\epsilon_{\beta i}$, which are emitted in the transition $i \rightarrow f$ with energy $E_{\beta i} = E_f - E_i - S_i$, $N_{\beta i}$ is the number of detected $\beta$ particles with an efficiency $\epsilon_{\beta i}$, which are emitted in the decay of the parent nucleus $Z,A$ to level $i$. The right-hand side of Eq. 1 is the expression commonly employed to calculate the $P_n$ value but it emphasizes that $\bar{\epsilon}_\beta$ and $\bar{\epsilon}_n$ are average $\beta$ and neutron efficiencies for all $\beta$ particles and all neutrons. Note that the summation over levels in the daughter nucleus is restricted to neutron unbound states ($E_{\beta i} > S_i$) in the numerator of Eq. 1, but runs over all levels (including the ground state) in the denominator. From the form of Eq. 1 it is clear that the average efficiencies are nuclide dependent. Equation 1 assumes that only one neutron is emitted per decay. For multiple neutron emission appropriate formulae for $P_{nn}$ can be written.

Sometimes the quantity measured is the number of neutrons in coincidence with the $\beta$ particle. This is necessary to enhance the neutron detection sensitivity whenever the rate of $\beta$-delayed neutrons is comparable to or smaller than the rate of background neutrons. In this case the expression reads

$$P_n = \frac{\sum_i N_{\beta i} \cdot I_{\beta i} \cdot \epsilon_{\beta i} \cdot \epsilon_{\beta i} \cdot \epsilon_{n i}}{\sum_i N_{\beta i} \cdot I_{\beta i} \cdot \epsilon_{\beta i} \cdot \epsilon_{\beta i} \cdot \epsilon_{n i}}$$

(2)

Here $N_{\beta i}$ is the number of detected neutrons from the transition $i \rightarrow f$ in coincidence with betas populating level $i$. This requires detection of both the $\beta$ particle ($\epsilon_{\beta i}$) and the neutron ($\epsilon_{n i}$). On the right-hand side of Eq. 2 the symbol $\epsilon_{n i}$ represents the $\beta$ efficiency averaged over neutron unbound states, different from the $\beta$ efficiency averaged over all levels $\bar{\epsilon}_\beta$.

Neglecting the energy dependency of $\beta$ and neutron detection efficiencies can be an important source of systematic error. For instance the neutron moderation process in a counter of the type used here can vary appreciably with initial neutron energy leading to large efficiency variations. Since the neutron energy distribution is often unknown such detectors are sometimes designed to produce an extremely flat efficiency response [18]. However such designs reduce the average detection efficiency and therefore designs where the detection efficiency is maximized are also favoured. In the latter case the average neutron detection efficiency is more sensitive to the neutron energy spectrum given by $\sum_i I_{\beta i} E_{\beta i} = \sum_i I_{\beta i} E_f - S_i$. The systematic correction to $\bar{\epsilon}_\beta$, due to the neutron energy distribution for different $\beta$-delayed neutron emitters can be evaluated using Monte Carlo simulations as shown in Section 5.

Due to the continuum nature of the $\beta$ spectrum the low energy threshold in the electronic system introduces a strong energy dependence of the $\beta$ counting efficiencies for small $Q_{\beta} - E_i$ endpoint energies. This causes isotope dependent effects on the average $\beta$ detection efficiency and, more importantly, it can introduce large differences between $\bar{\epsilon}_\beta$ and $\bar{\epsilon}_n$. As a consequence the cancellation of the average $\beta$ efficiencies on the right-hand side of Eq. 2, a usual assumption, can lead to large errors. In Section 5 we evaluate the magnitude of such errors for the present setup using Monte Carlo simulations.

3. Experimental apparatus

3.1. Neutron and beta counters

The measurements were performed at the IGISOL mass separator [19] installed at the Cyclotron Laboratory of the University of Jyväskylä. A broad range of isotopes are produced in the proton-induced ($E_p = 25$ MeV) fission of a thin thorium target inside the ion source. Reaction products which exit the target are mass separated in a large dipole magnet with a modest mass resolution $M/\Delta M \sim 250$. In order to separate the nucleus of interest from accompanying isobars, the beam is directed to a double Penning trap system [20] working as a very high resolution mass separator. The purification cycle in the trap lasts for about 200 ms after which time the bunch of ions is released towards the experimental station. The extracted beam is isotopically pure to a high degree. Isobars from the mass separator are effectively suppressed in the trap, provided their mass difference with respect to the selected isotope is large in comparison to the trap frequency width. This was the case in our measurement. An exception is the production of nuclei inside the trap by decay of the selected isotope towards the end of the purification cycle. Beta-decay daughters will be doubly charged and have huge motional amplitudes in the trap resulting in a very small chance, estimated to be on the level of few percent or
lower, to be extracted and implanted. This type of contamination could affect the measurement of isotopes with very short half-lives. The possible impact in our results is evaluated in Section 4.

The beam travels inside a 1 mm thick aluminium vacuum tube with a diameter of 46 mm and is implanted on a movable tape supported on a two roller system situated at a distance of about 2 m from the exit of the trap (see Fig. 1). The space between the rollers is 12 mm. The tape used is a standard half-inch wide computer tape with the magnetic layer facing the beam. We estimate that the implantation depth of the ions is about a few tens of nanometers. At a distance of 6 mm behind the tape the implantation position was changing enough to produce variations in the detection efficiency as large as a factor of two when comparing different runs. This effect would have been disastrous for the determination of $P_n$ values, therefore two collimators with holes having diameters of 10 mm and 5 mm were placed at convenient positions along the tube. In this way the change of detection efficiency during the whole beam time was reduced to a negligible value as will be shown in Section 5.

The beam tube was placed inside the central hole of the neutron counter in such a way that the implantation position is at the center of the detector. The BELEN-20 version of the neutron counter used in this measurement consists of twenty $^3$He proportional tubes arranged in two rings, with eight and twelve tubes respectively, around the central hole (see Fig. 2). The central hole has a radius of 55 mm and the detector rings have radii of 95 mm and 145 mm. Each tube is placed inside a cylindrical hole made in the polyethylene moderator with a diameter of 27.5 mm. The proportional tubes were fabricated by LND Inc. [21] and have an external diameter of 25.4 mm. The gas volume has an active length of 600 mm. The total length of the tube including the HV connector is 676 mm. The tube wall is made of stainless steel and has a thickness of 0.5 mm. The tube is held in position inside the hole by means of a polyethylene plug with a hole for the high-voltage connection (see Fig. 2). The gas is a mixture of $^3$He with 3% of CO$_2$ at a pressure of 20 atmospheres. The neutron moderator block is made with slabs of high density polyethylene (PE) with a measured density of $\rho = 0.955$ g/cm$^3$. Seven slabs with a thickness of 100 mm and a cross section of 500 $\times$ 500 mm$^2$ make the core of the PE moderator. The eighth slab at the end acts as shielding against the external neutron background. The neutron shielding on the sides of the moderator block has a thickness of 200 mm and is assembled from twelve different PE slabs. The overall dimensions of the PE block are 900 $\times$ 900 $\times$ 800 mm$^3$. The distribution of tubes inside the neutron moderator was obtained [22] as a result of MC simulations with MCNPX [23] and Geant4 [24]. This particular arrangement is optimized to enhance neutron detection efficiency.

![Figure 1: Cut-away view of the beam tube around the implantation point in the setup as implemented in the Geant4 simulation code. In orange the implantation tape, in blue the Si detector.](image)

The pulses from the Si detector are integrated in a charge sensitive preamplifier model TC170 from Tennelec and shaped with an Ortec 671 spectroscopy amplifier. The signals from the $^3$He tubes are fed to two MPR-16-HV charge sensitive preamplifiers from Mesytec. These 16 channel modules have a differential output and are connected to Mesytec 16 channel spectroscopy amplifiers model STM-16+. All preamplifier signals are shaped to Gaussian pulses with a shaping time of 1 $\mu$s. We found that the use of the shaper allowed us to have a better separation from the noise. A home-made fixed frequency clock (10 Hz) is used to trigger a tail pulse generator model BH-1 from Berkeley Nucleonics Corporation. The pulser signal is sent to the test input of the preamplifiers and the height adjusted to have a peak at a convenient location in the amplitude spectra. The pulser allows the precise measurement of the real
data acquisition time (live time).

3.2. Self-triggered digital data acquisition system

The time for neutrons to moderate their energy in the polyethylene and be captured in $^3\text{He}$ is quite long, up to several hundreds of microseconds (see Fig. 6 and Section 4). This affects the performance of conventional triggered data acquisition systems (DACQ). The registration of decay events including both the neutron and the prompt detected radiation, $\beta$ particles or $\gamma$ rays, requires an event gate of similar magnitude and is thus affected by a large dead time. The long event gate also enhances the chance of registering uncorrelated signals and the registration of multiple signals in the same channel. The separation of random and true coincidences is best done by studying all time correlations in the event time window. But in addition to the time it is important to measure the amplitude of every registered signal. This allows one, for instance, to discriminate efficiently against fluctuating detector noise. However measuring the amplitude becomes difficult with multiple signals within the gate. All of these issues can be resolved with a self-triggered DACQ based on sampling digitizers where each DACQ detector channel runs independently [25]. Such a system has a very much reduced intrinsic dead time. A potential problem with such systems is the large amount of data which needs to be transferred (introducing additional dead time) and stored. The solution adopted for the BELEN DACQ is to use pulse self triggering and on-board processing of the digitized signal to obtain for every pulse a time reference (time stamp) and the amplitude [26]. This reduces tremendously the amount of data to be transferred.

The DACQ used during the 2010 campaign is based on SIS3302 VME digitizers from Struck Innovative Systeme [27]. These are 8 channel modules with 100 MHz sampling frequency and 16 bit resolution. Every two channels share a Field Programmable Gate Array (FPGA) that stores the firmware to process the digitized pulse. We use the standard Gamma firmware from the manufacturer which matches our requirements for on-board data processing. A trapezoidal Finite Impulse Response (FIR) filter produces a short waveform for discrimination purposes (fast filter). Signals out of the fast filter that are larger than a given threshold generate an internal trigger for processing the input pulse with a second FIR filter for precise amplitude determination (slow filter). At the same time the crossing of the threshold by the fast filter signal retrieves the content of a sample counter with 48 bit capacity which provides an absolute time stamp with 10 ns resolution. The slow filter is of trapezoidal type with compensation. The latter term refers to a correction for preamplifier signal fall time, which the firmware presumes is the shape of the input signal. The parameters of both filters can be adjusted independently according to the characteristics of the input signal. The timing resolution of the flat filter applied to the shaped signals was very poor (over 100 ns) but it is of no relevance in the present application. The application of the slow filter to Gaussian shaped signals (see Section 3.1) produces some distortion of the amplitude spectrum (see lower panel in Fig. 3) which is also of no concern in the present application. The parameters of the slow filter that we use lead to a signal processing time of 10 $\mu$s. As every channel is independent the rate dependent dead time has to be determined for every one. This is done with a fixed frequency pulser distributed to all channels via the preamplifiers as mentioned above.

Each acquisition channel has a 64 MByte on-board memory, where the result of the digital processing of the signal is stored. Typically we reduce the stored pulse information to the minimum, which includes the time stamp and the amplitude of the slow filter output. This requires 24 bytes of space per pulse. It also includes a flag signaling pulse pile-up when a second pulse within the processing time produces an internal trigger. Other event data storage options are available including the storage of the pulse waveform or the output of the slow filter. Each channel memory is divided into two banks. This allows one to accumulate data in one bank and at the same time retrieve the stored data from the second bank to the computer. This arrangement contributes to reducing the DACQ overall dead-time. The communication with the computer occurs via an optical link, which connects the SIS1100 PCI card with the SIS3100 VME interface card (both from Struck).

The gasificTL [28] data acquisition software is organized into four parallel processes which are responsible for: 1) hardware configuration and control, 2) block data read-out, 3) data storage on permanent media, and 4) on-line analysis. A fifth process, the Graphical User Interface (GUI), facilitates the control of these tasks. The GUI is built using Qt software [29]. For the communication and synchronization of the different processes we use Inter Process Communication (IPC) libraries available in POSIX [30]. Data is shared between processes though memory mapped files. The use of semaphores regulates the traffic of data and resolves conflicts between processes. Data storage on disk has priority over the other processes. Read-out from a data bank, and accumulation on the alternative bank, is started by a Look At Me (LAM) signal generated when any channel memory is almost full or after a predetermined time. On-line analysis can be very demanding, in particular the reconstruction of events and time correlations, and the software uses parallel processing to speed it up. Nevertheless typically only a fraction of the stored data is analyzed on-line. For construction, visualization and manipulation of histograms the DACQ relies on the ROOT data analysis framework [31]. The DACQ software uses a custom library which provides services as input/output abstraction, allowing to process data from hardware, filesystem or network indistinctly, management of DACQ configuration and setup, time stamp sorting, event windowing for classification and packaging, and data transformation for second level analysis. The library is written in C++ using the standard template library which provides genericity, predictable behavior in memory management and a well known algorithm cost.

The latest version of the DACQ also uses the SIS3316, a 16 channel digitizer with 250 MSamples/s and 14 bit resolution from Struck. The firmware incorporates new features, including a Constant Fraction Discrimination (CFD) algorithm which provides improved time resolution. The new DACQ was used successfully in a recent measurement with BELEN-48 at Jyväskylä. The new system has been upgraded to han-
dle multiple VME crates, and a total of 192 acquisition channels. This extension is required to match the neutron detector of the BRIKEN project [17]. The DACQ has been also applied to other types of detectors like liquid scintillation detectors for neutron detection [32] and a NaI(Tl) total absorption γ-ray spectrometer [33].

4. Measurements and data analysis

To characterize the neutron-beta counting system we measured four well known β-delayed neutron emitters: $^{88}$Br, $^{94}$Rb, $^{85}$Rb and $^{137}$I. Table 1 gives their half-life $T_{1/2}$ taken from ENSDF [34, 35, 36, 37], total decay energy $Q_{\beta}$, and daughter neutron separation energy $S_n$ taken from [38] and the neutron emission probability $P_n$ taken from [39].

Table 1: Half-life $T_{1/2}$, decay energy window $Q_{\beta}$, daughter neutron separation energy $S_n$, and neutron emission probability $P_n$ for each measured isotope.

| Isotope | $T_{1/2}$ (s) | $Q_{\beta}$ (MeV) | $S_n$ (MeV) | $P_n$ (%) |
|---------|---------------|-------------------|-------------|-----------|
| $^{88}$Br | 16.34(8)      | 8.975(4)          | 7.053(3)    | 6.75(18)  |
| $^{94}$Rb | 2.702(5)      | 10.283(3)         | 6.831(8)    | 10.24(21) |
| $^{85}$Rb | 0.3777(8)     | 9.228(20)         | 4.348(6)    | 8.87(29)  |
| $^{137}$I | 24.5(2)       | 6.027(8)          | 4.02556(10) | 7.33(38)  |

Each β-delayed neutron precursor was implanted for a period of time equivalent to three half-lives. The measuring time started 1 s before the accumulation period and lasted for a period of ten half-lives. At this point the activity on the tape was moved out, the time stamp scaler reset to zero and a new measurement cycle started. During the tape transport and accumulation “off” periods the primary beam is kept on target but the secondary beam is deflected to a beam dump located far away from the experimental setup.

The amplitudes of the signals from the Si detector and each $\mu$N tube are calibrated in energy and histogramed as shown in Fig. 3. We use the position of the peak in the tube response and assign it a value of 764 keV, the energy released in the reaction $^3$He($n$,p)$^4$He, to calibrate the neutron spectrum. The calibration of the β spectrum is made by comparison with Monte Carlo simulations of the energy deposited in the Si detector (see Section 5). The good separation of neutron signals from the noise can be seen in the lower panel of Fig. 3. We tag as neutron signals those which have an amplitude in the range of 130 keV to 920 keV. The noise level in the Si detector allows us to set a low energy threshold of 100 keV to tag β signals (see upper panel of Fig. 3). For each neutron or β event that fulfills the energy condition we histogrammed its time stamp. In this way growth and decay curves of the activity are reconstructed (see Fig. 4 and Fig. 5). We also construct β-neutron time correlation histograms from these events. For every β event the time stamp difference with all neutron events in a time interval ranging from -1 ms to +1 ms is histogramed. Figure 6 shows an example.

The asymmetric shape of the peak is due to the moderation-plus-capture time distribution of neutrons in the detector. The mean value of this time distribution is approximately 80 µs but the distribution extends up to about 500 µs.

The number of detected β particles $N_{\beta}$ and neutrons $N_n$ which are to be ascribed to the decay of the parent nucleus is obtained from a time analysis decomposition of the growth and decay curves. This allows one to separate out the contribution from descendants. The time evolution of the number of counts due to all isotopes in the decay chain is described using the solution to the appropriate Bateman equations [40]. The experimental time distribution is fitted using either the chi-square minimization method or the maximum likelihood method for binned data. For that we use MINUIT optimization routines [41] which are integrated in ROOT. The fit function is based on the generic solution to the Bateman equations given in Ref. [42]. The solution has the form:
A function of cycle time. The different contributions to the fit are indicated: parent decay, decay of descendants and background. Lower panel: Fit to the distribution of nuclei at the initial time \( t_0 \). In the continuous implantation case we set all \( N_i(t_0) \) and all \( R_i \) equal to zero except \( R_1 \). The function is defined in this way up to the end of the implantation period, determining the number of nuclei of each species formed up to this time which become \( N_i(t_{\text{imp}}) \). Afterwards the time evolution is calculated setting \( R_i = 0 \). In the discrete implantation case we set to zero all \( R_i \) at each implantation time \( t_k \) except \( N_i(t_k) \).

All decaying isotopes contributing to the time distribution are included in the fit. In the cases studied here, only the parent happens to be a \( \beta \)-delayed neutron emitter. Therefore the fit function for the \( \beta \) time distribution includes two decay chains with \( b_{12} \) weights, \( 1 - P_n \) and \( P_n \) respectively. The actual function has the form \( \sum_i e^{-\lambda_i t} \). In accordance with the discussion in Section 2 we use in this expression a different average \( \beta \) efficiency for each isotope. However, as will be shown later, this dependency is very small in the present case and we can use the same efficiency \( \bar{\varepsilon}_B \) for all of them. In the case of the neutron time distribution only the parent is included and the actual function is \( \bar{\varepsilon}_n P_n \lambda_i N_i(t) \). A constant background is added to the fit function. The 1 s time period at the beginning of the measuring cycle, before implantation starts, serves to fix the background level. In the case of neutrons the background rate was 0.9 cps during the measurements (accelerator on). For comparison, the rate descended to 0.7 cps when the accelerator was turned off. The presence of a \( \beta \) background, visible in all time spectra, is explained because the beam collimation system described above could not avoid that a fraction of the beam was implanted outside the tape, on the tape supporting structure or on the detector. We calculated the time dependence of the accumulated activity, not removed by the tape system, and concluded that after several measuring cycles it can be well represented by a constant value. For the nuclei analyzed here the values of \( T_{1/2} \) for parent and descendants are well known. The same is true for the \( P_n \) values. Therefore the only free parameter in the fit is the product of the number of implanted parent ions \( (t_{\text{imp}} \times R_i \text{ or } \sum_k N_i(t_k)) \) times the detection efficiency. Integration of the parent activity curves provides \( N_0 \) and \( N_n \). Figures 4 and 5 show examples of the fits obtained.

We have verified the assumption that only the parent nucleus is implanted. From the discussion in Section 3 and the half-live values in Table 1, one can conclude that contamination with daughter nuclei from decay in the trap is more likely to occur in the ion beam. Therefore we analyzed the time distribution of \( \beta \) signals in the upper panel of Fig. 4 using a fit function which includes the implantation of daughter nuclei in addition to parent nuclei. A new fit parameter is introduced that corresponds to the fraction of daughter to parent nuclei. If this parameter is left free the best fit corresponds to values consistent with zero. If the parameter is fixed to 5% one observes a clear deterioration of the chi-square while the number of \( \beta \) particles associated with the parent decay \( N_0 \) only changes by 0.4%. Note that this fraction of daughter nuclei corresponds to the assumption that 10% of decay products produced in the trap are extracted at each implantation time.

The case of \( ^{137}I \) (Fig. 5) and \( ^{88}Br \) (not shown) were special. In both cases the \( \beta \) activity towards the end of the cycle was smaller than the calculated values. The solution to the puzzle...
To determine the number of $\beta$-neutron correlated events $N_{\beta n}$ we use the time correlation histograms (see Fig. 6). The negative time part of the histogram (backwards in time) represents faithfully the background of random correlated events under the true correlations in the forward time direction. As can be seen the rate of random events is constant in this time window. Therefore a fit to the negative part of the histogram is used to subtract the background from the positive time events. The length of the time window, 1 ms, is long enough to ensure that all the neutrons are collected.

We give in Table 2 the values of $N_\beta$, $N_n$ and $N_{\beta n}$ obtained in the way described above for the four isotopes. These numbers have been corrected for data acquisition dead time, although the correction is very small, less than 0.3% in all cases. The dead time correction for each acquisition channel was determined by comparison of the number of counts in the peak due to the fixed-frequency pulse generator and the total measuring time. This was calculated from the number of measuring cycles and the cycle time length, determined from the cycle time histograms (such as those shown in Fig. 5).

| Isotope | $N_\beta$ | $N_n$ | $N_{\beta n}$ |
|---------|-----------|-------|---------------|
| $^{88}\text{Br}$ | 1.0592(11) $\times 10^4$ | 1.3964(4) $\times 10^5$ | 3.084(4) $\times 10^4$ |
| $^{94}\text{Rb}$ | 6.9158(8) $\times 10^5$ | 1.3884(4) $\times 10^5$ | 3.424(4) $\times 10^4$ |
| $^{95}\text{Rb}$ | 1.793(4) $\times 10^5$ | 3.219(18) $\times 10^4$ | 8.052(22) $\times 10^3$ |
| $^{137}\text{I}$ | 2.464(5) $\times 10^5$ | 3.763(3) $\times 10^4$ | 7.140(10) $\times 10^3$ |

5. Results and discussion

From the numbers given in Table 2 and the known $P_n$ value (Table 1) we can calculate the quantity $\overline{\epsilon}_\beta/\overline{\epsilon}_n$ using Eq. 1. This purely experimental quantity should be independent of the nucleus concerned except for the systematic effects discussed in Section 1. It characterizes the $\beta$-neutron counting setup and, once determined, allows one to obtain $P_n$ values for other isotopes. Figure 7 represents the ratio of average $\beta$ and neutron efficiencies for the four isotopes. The dashed line connects the uncorrected values and the solid line connects the values corrected by systematic effects on $\overline{\epsilon}_\beta$ and $\overline{\epsilon}_n$ as will be detailed below. As can be appreciated the corrections are very small. There is a very good agreement between the different isotopes which indicates that systematic errors are well under control, in particular the variations of $\beta$ efficiency with time. The weighted average of the ratio is $\overline{\epsilon}_\beta/\overline{\epsilon}_n = 0.506(7)$, which has an uncertainty of only 1.4%. This value has been used to determine the $P_n$ values for other isotopes [14].

To compute the corrections to the neutron efficiency coming from the neutron energy distribution we have used Geant4 MC simulations. We implemented a particle generator which reproduces the neutron energy distribution taken from the ENDF/B-VII.1 [44] nuclear data base. The data in this file come from the...
Figure 7: Ratio of average $\beta$ to average neutron efficiencies for the four measured isotopes. The solid horizontal line represents the weighted average and the shaded area its uncertainty.

evaluation work of Ref. [45] and are supplemented with theoretical calculations [46] outside the measured energy range. Figure 8 shows the neutron energy distributions for $^{88}$Br and $^{137}$I. $^{94}$Rb and $^{95}$Rb are excluded for clarity. The figure shows also the neutron detection efficiency as a function of neutron energy obtained from the Geant4 simulations. The simulations were performed with version 10.0 (patch 3) of the simulation toolkit. In the code we include a detailed geometrical description of the BELEN neutron counter. As can be observed the efficiency is rather constant below 0.5 MeV, with a value of about 47%, but decreases steadily with neutron energy above that energy, being only 29% at 5 MeV. Although the energy window $Q_{\beta n}$ varies from 1.9 MeV for $^{88}$Br to 4.9 MeV for $^{95}$Rb (see Table 3), the Fermi decay rate function shifts the neutron spectrum to rather low energies as observed in Fig. 8. In fact the largest average neutron energy $\langle E_n \rangle$ is 625 keV and corresponds to the decay of $^{137}$I. Because of this one expects a modest isotope dependency for the average neutron efficiency. This is confirmed by the simulation as shown in Table 3.

In Table 3 and in Fig. 8 we also show data for the $^{252}$Cf spontaneous-fission neutron source. This source is often used to calibrate neutron detectors. The Californium neutron energy spectrum shown in Fig. 8 is taken from Ref. [47]. The spectrum reaches 25 MeV and has an average energy of 2.2 MeV. Thus it senses a portion of the efficiency curve different from the fission products. The result of the simulation gives an average neutron efficiency of 39.5%. We used a calibrated $^{252}$Cf source to measure the neutron detection efficiency and obtained a value of 40.9(8)% in good agreement with the simulation. It should be noted that this level of agreement could only be reached after correction of some bugs [48] in Geant4 which have been incorporated in version 10.0 and later versions of the code. The ratio between the counts of the inner and the outer ring of $^3$He tubes is quite sensitive to the neutron energy distribution [10]. The measured ratio is 1.499(3) in quite good agreement with the result of the simulation 1.52. In addition it is worth mentioning that the simulation reproduces well the neutron moderation-plus-capture time distribution, like the one shown in Fig. 6. These results show the suitability of Geant4 for simulating the response of this type of neutron detector.

The correction factor to be applied to $\bar{\varepsilon}_n$ for each isotope is calculated as the ratio of the simulated efficiency in Table 3 to the average value for the four isotopes. The correction is small, varying between $-1.1\%$ for $^{95}$Rb and $+1.2\%$ for $^{88}$Br. However the correction can be important for decays where the $Q_{\beta n}$ window is large and the $\beta$ intensity distribution is sizable at excitation energies well above $\bar{S}_n$. Such a situation can be found in lighter nuclei. It is also possible that nuclear structure effects could produce a similar situation for other nuclei with very low level density, such as those close to doubly magic nuclei. It is obvious that this way of calculating the corrections to the average neutron efficiency can only be applied if the $\beta$-delayed neutron energy spectrum is known. When this is not the case the magnitude of the systematic error due to the unknown neutron energy distribution can be obtained from assumptions or calculations of the $\beta$ intensity distribution. For detectors having more than two rings of tubes, an improved estimate of the average neutron efficiency can be obtained using the information from the ratio of counts between different rings [10].

Figure 8: BELEN-20 neutron detection efficiency as a function of neutron energy simulated with Geant4. Superimposed is the neutron energy spectra for $^{88}$Br and $^{137}$I fission products, and the $^{252}$Cf calibration neutron source. The spectra are scaled with a common arbitrary factor.

Table 3: Energy window for neutron emission $Q_{\beta n}$, average neutron energy $\langle E_n \rangle$ and Geant4 simulated average neutron detection efficiency $\bar{\varepsilon}_n$ for each measured fission product and the $^{252}$Cf calibration neutron source.

| Isotope | $Q_{\beta n}$ (MeV) | $\langle E_n \rangle$ (MeV) | $\bar{\varepsilon}_n$ (%) |
|---------|-------------------|-----------------|-----------------|
| $^{88}$Br | 1.922 | 0.247 | 47.0 |
| $^{94}$Rb | 3.452 | 0.436 | 46.7 |
| $^{95}$Rb | 4.880 | 0.525 | 46.0 |
| $^{137}$I | 2.001 | 0.625 | 46.2 |
| $^{252}$Cf | - | 2.2 | 39.5 |

We now consider the corrections to the $\beta$ efficiency coming from the $\beta$ intensity distribution. In Fig. 9 we show the $\beta$ efficiency as a function of end point energy obtained from Geant4 simulations. The simulation application includes a detailed description of the geometry of the implantation setup (see Fig. 1):
tape, rollers, supporting structure, Si detector and mounting, vacuum tube and end-cap. For the efficiency calculation we assume a $\beta$ spectrum shape of allowed type. The use of forbidden shapes has a minor impact on the efficiency. The simulated efficiency is scaled down with a factor of 0.806 to take into account that part of the beam is implanted outside the tape and is not seen by the Si detector. Here this factor was determined is explained below. As can be observed the efficiency varies strongly up to 2 MeV due to the effect of the 100 keV detection threshold in the Si detector. In the figure we also show the $\beta$ intensity distributions for the four fission products. The distributions are scaled for clarity. The lower panel shows the intensity $I_p$, that is followed by $\gamma$ emission or feeds the ground state in the daughter nucleus. For $^{95}\text{Rb}$ and $^{137}\text{I}$ the distribution is taken from the ENSDF data base [36, 37] and was obtained with high-resolution $\gamma$-ray spectroscopy using germanium detectors. For $^{88}\text{Br}$ and $^{94}\text{Rb}$ we show the result of recent experiments [49] using total absorption $\gamma$-ray spectroscopy (TAGS). The upper panel shows the $\beta$ intensity distribution that is followed by neutron emission $I_{\beta n}$. This intensity distribution was obtained from the deconvolution of the neutron spectra shown in Fig. 8. The total $\beta$ intensity $I_\beta$ is obtained from summation of the two distributions $I_{\beta p}$ and $I_{\beta n}$ with the proper normalization, $1 - P_n$ and $P_n$, respectively. This intensity distribution can be used as input for a Geant4 simulation to determine the average $\beta$ efficiency $\bar{e}_{\beta}$ which is shown in Table 4. As can be observed the dependency on the nucleus concerned is very small, a maximum variation of half-a-percent with respect to the average. This was expected from the large values of the average endpoint energy for the decay $Q_{\beta} \sim (E_x)_{\beta}$ also shown in Table 4.

A comment on the accuracy of $\beta$ intensity distributions is pertinent at this point. Intensity distributions coming from high-resolution spectroscopy are often affected by systematic errors, as a consequence of the limited efficiency of germanium detectors. Gamma rays de-exciting high energy levels can be easily missed or cannot be placed in the level scheme. This leads to an incomplete and distorted level scheme with too much intensity assigned to levels at low excitation energy. This can be clearly seen in the case of the decay of $^{94}\text{Rb}$ where the ENSDF data evaluation [35] locates only 66% of $I_{\beta p}$. Total absorption spectroscopy with large $\gamma$ scintillation detectors gives the correct intensity distribution. Indeed the TAGS result for $^{94}\text{Rb}$ [49] places considerable intensity at high-excitation energy. In spite of that the calculated average $\beta$ efficiency does not change significantly.

Summarizing, the corrections due to the energy distribution of neutrons and $\beta$ particles on the ratio $\bar{e}_{\beta p}/\bar{e}_{\beta n}$ for the measured isotopes are very small and do not add much to the systematic uncertainty of the result.

From the four isotopes, $^{137}\text{I}$ is the one with the largest relative uncertainty on the $P_n$ value. According to the evaluation of Ref. [39] the uncertainty amounts to 5.2% (see Table 1 and Fig. 7). We can use the $P_n$ values for the other three isotopes to obtain an improved estimate of the $\beta$-delayed neutron emission probability for this important $\beta$-delayed neutron precursor. $^{137}\text{I}$ is one of the single largest contributors to the delayed neutron fraction in a reactor. The ratio $\bar{e}_{\beta p}/\bar{e}_{\beta n}$ determined with the ex-

cursion of $^{137}\text{I}$ is 0.508(8), only marginally different from the number given above. With this ratio we determine a more accurate neutron emission probability $P_n = 7.76(14)\%$ for $^{137}\text{I}$. As was explained in Section 4 the measurement for this isotope is affected by the escape of the daughter nuclei from the implantation tape. This introduces a systematic uncertainty on the number of $\beta$ counts $N_\beta$ related to the modeling of this effect in the fit function. However this uncertainty is very small. $^{137}\text{Xe}$ decay is the only significant additional contribution to the growth and decay curve (see Fig. 5). Since the half-life of the daughter is nine times longer than the parent half-life, the contribution is small during the first part of the measuring cycle. Restricting the fit of $\beta$ counts in Fig. 5 up to the end of the implantation period (73 s), and removing the loss term from the fit function, we obtain a number of counts in the full cycle $N_\beta$ which differs only by 0.4% from the value given in Table 2. We assume that this difference gives the magnitude of the xenon loss systematic error and include it in the quoted uncertainty given above. Our new determination of $^{137}\text{I} P_n$ value has thus an uncertainty of 1.8%.

![Beta detection efficiency of the Si detector as a function of $\beta$ endpoint energy obtained from Geant4 simulations (solid circles). Lower panel: Superimposed is the portion of the $\beta$-intensity distribution followed by $\gamma$ emission. Upper panel: Superimposed is the portion of the $\beta$-intensity distribution followed by neutron emission. The intensity distributions are scaled with a common factor shown in the figure.](image)

We turn now to consider the effect of the $\beta$ particle energy distribution on the determination of $P_n$ values using $\beta$-neutron coincidences Eq. 2. From observation of the upper panel of Fig. 9, which shows the $\beta$ intensity distribution followed by
neutron emission, one expects a larger influence than in the case of independent $\beta$ and neutron counting. These distributions sample with a large weight the portion of the $\beta$ efficiency curve which varies strongly because of the low energy threshold. Figure 10 shows the average $\beta$ efficiency $\epsilon_{\beta}$ determined experimentally as the ratio $N_{\beta}/N_n$ (compare Equations 1 and 2). In the figure the isotopes are plotted in the order of decreasing average $\beta$ end-point energy $Q_{\beta} = \langle E_\gamma \rangle_{I_n}$, to make the trend clearer. The experimental value of the efficiency for detecting a $\beta$ particle in coincidence with the emitted neutron is 25% smaller for $^{137}$I than for $^{94}$Rb or $^{95}$Rb. This would have been the magnitude of the systematic error in the coincidence method for $^{137}$I if this effect was ignored.

The experimental determination of $\epsilon^\prime_{\beta}$ gives us the opportunity to verify the accuracy of $\beta$ efficiencies obtained from Geant4 simulations in the region of strong variation. This is important not only for estimating the corrections in the coincidence method of $P_n$ determination but in other types of decay measurements, that also require $\beta$ tagging. In particular the TAGS technique [49], where the coincidence with the $\beta$ particle eliminates the huge background in the large scintillation detector thus facilitating the measurement of rare isotopes. Determining accurately the $\beta$ intensity distribution close to the $Q$-value depends critically on our knowledge of the $\beta$ efficiency curve. In order to compare with the measurement we have generated $\beta$ events from the $I_{\beta n}$ distribution assuming an allowed $\beta$ shape. Figure 11 compares the experimental and simulated energy spectrum registered in the Si detector. It is remarkable that the simulation is able to reproduce the shapes, distinct for each isotope, which are sensitive to the details of the $\beta$ intensity distributions. The integral values are compared in Fig. 10. The MC simulation has been scaled down by a factor of 0.806 to match, on average, the experimental values. The simulation was performed assuming that the implantation position was at the centre of the tape. As was mentioned above, part of the beam was deposited on the supporting structure, which stopped the $\beta$ particles, thus the effective efficiency was 20% smaller than the nominal value. Apart from this geometrical factor the simulation reproduces the tendency of the measured values to better than 4.5%. The scaled values are shown in Table 4.

### Table 4: Average $\beta$ end-point energy $Q_{\beta}$, average $\beta$ efficiency $\epsilon_{\beta}$, average $\beta$ end-point energy in the neutron emission window $Q_{\beta} = \langle E_\gamma \rangle_{I_n}$, and Geant4 simulated average $\beta$ efficiency for decays to neutron unbound states $\epsilon^\prime_{\beta}$, for each measured fission product.

| Isotope | $Q_{\beta} - \langle E_\gamma \rangle_{I_n}$ (MeV) | $\epsilon_{\beta}$ (%) | $Q_{\beta} = \langle E_\gamma \rangle_{I_n}$ (MeV) | $\epsilon^\prime_{\beta}$ (%) |
|---------|---------------------------------|----------------|---------------------------------|----------------|
| $^{85}$Br | 3.875 | 23.6 | 1.649 | 21.9 |
| $^{94}$Rb | 5.455 | 23.9 | 2.826 | 23.8 |
| $^{95}$Rb | 6.294 | 23.9 | 3.857 | 24.0 |
| $^{137}$I | 4.610 | 23.6 | 1.376 | 19.9 |

Figure 11: Energy spectrum measured in the Si detector in coincidence with neutrons detected in BELEN for the four measured fission products. Shaded histogram: measurement. Solid line: Geant4 simulation.

6. Summary and conclusions

We have described a new $\beta$-neutron counting system for the measurement of $\beta$-delayed neutron emission probabilities. The setup is adapted for measurements at on-line mass separators. The neutron counter uses twenty $^3$He tubes distributed inside a large polyethylene neutron moderator. A thin Si detector is used as $\beta$ counter. A novelty of the apparatus is the use of a self-triggered digital data acquisition system with small acquisition dead time. The time and energy for every detector signal are stored for subsequent analysis. This allows a flexible reconstruction of events and full control of experimental issues in the data. The characterization of the counting system was performed using fission products with well known $\beta$-delayed neutron emission properties: $^{85}$Br, $^{94}$Rb, $^{95}$Rb, and $^{137}$I. The ratio of $\beta$ to neutron detection efficiencies for this setup, which is the parameter used for the determination of $P_n$ values, was determined with an uncertainty of 1.6%. This allowed us to improve the $P_n$ for the important $\beta$-delayed neutron precursor $^{137}$I. Our new value is $(7.76 \pm 0.14)\%$.

We studied the effect of $\beta$ and neutron energy distributions on the average detection efficiencies. They can introduce a systematic error in the determination of $P_n$ values. We used Geant4...
MC simulations to quantify the effect. For the method of independent β and neutron counting we found that the corrections are very small for the four isotopes investigated. To a large extent this is related to the strong energy dependence of the Fermi rate function which leads to large average β end-point energies and small average neutron energies. In the general case, the corrections can be important for decays where the β intensity distribution concentrates at very high excitation energies, due to nuclear structure, and/or onto few levels, as can happen for light nuclei or close to shell closures. The situation is quite different for the β-neutron coincidence counting method. The inevitable noise discrimination threshold in the β counter leads to a strong efficiency variation with end-point energy in the upper part of the decay window. Thus the average efficiency for detecting a β particle in coincidence with a neutron can be very different from the average efficiency for detecting any β particle. The effect is exacerbated when the window for neutron emission decreases. We observed a 25% difference between $^{137}$I and $^{94}$Rb or $^{95}$Rb. This would have been the magnitude of the systematic error if this effect is ignored. On the other hand we found that Geant4 simulations are able to reproduce the isotope dependency of the neutron-gated β efficiency within 4.5%. Likewise Geant4, with the corrected thermal neutron treatment in version 10.0 and later versions, was able to reproduce the neutron detection efficiency of a calibrated $^{252}$Cf source within 3.5%. This confirms the suitability of Geant4 to quantify systematic corrections to the $P_v$ value coming from the dependency on efficiency with energy. However to evaluate these corrections one needs information on the β intensity distribution and the neutron energy spectrum. For the cases where this information is missing an estimate of the corrections can be obtained from theoretical calculations of the intensity distribution or from some reasonable assumption about this distribution.
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