Semi-autonomous Grasping System Based on Eye Movement and EEG to Assist the Interaction Between the Disabled and Environment
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Abstract—Patients physically handicapped can't take care of themselves. Helping them easily control the objects around them will reduce their psychological burden and social pressure. In this article, a semi-autonomous grasping system based on eye movement and EEG is presented to achieve this goal. Patient just needs to gaze the target object and keep focused, the manipulator will automatically move to its position and grasp it. Experimental results verify the reliability of the system. This system promotes the development of human-computer interaction system based on multi-sensor fusion.
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I. INTRODUCTION

Eye movement is an important way for patients physically handicapped to interact with environment. By tracking fixation point, both eye-tracking glasses and desktop eye tracker enable people to control devices just by gazing. Eye-tracking glasses are widely used in various scenes due to their portability.

According to system structure and measurement, eye tracking methods are divided into invasive and noninvasive[1]. Pupil Center Cornea Reflection (PCCR) is a noninvasive technique. Supposing the position of camera and infrared source is fixed relative to the eye, and eyeball is a sphere, the absolute position of Purkinje image, i.e. corneal reflection, is fixed when eye rotates. But its position relative to pupil is constantly changing. So the vector(P-CR) from pupil center to cornea center determines the direction of sight line. The methods of gaze estimation consists of polynomial[2][3], neural networks[4] and Gaussian regression[5], etc.

In order to interacts with environment, eye tracker needs to be connected to a manipulator. The systems is used in assisting in surgery[6] and writing and drawing[7]. Combining with other signals can improve its performance. A promising way is to combine with electroencephalogram (EEG)[8][9]. EEG acquisition methods are also divided into invasive and noninvasive. Noninvasive single channel EEG acquisition method is used to control the car[10].

However, most of current systems are still low-level control. Users need to pay attention to the manipulator and give the next instructions constantly. In this paper, a semi-autonomous grasping system based on EEG and eye movement signals is presented. Users only need to gaze the object and keep focused, then manipulator will automatically move to target position to grasp it. Stability of the system was verified by experiments.

II. SYSTEM DESCRIPTION

The system structure is shown in Fig.1. We designed a pair of eye-tracking glasses to track eye movements using PCCR method. Fixation point is marked in scene image taken by web camera after eye detection and gaze estimation. Laser feedback is introduced to feed back the fixation point recognized by eye-tracking glasses. EEG is obtained by TGAM (ThinkGear AM) module. We extract attention value from it. If five consecutive values are greater than 60, the manipulator will be started. Coordinates of target object are transmitted to manipulator through hand-eye calibration. Manipulator automatically move to target object to grasp it. Details of each module will be introduced in Section III.

III. METHODOLOGY

A. Eye-tracking Glasses

Eye-tracking glasses are mainly composed of glasses frame, a web camera capturing scene image, an infrared camera with infrared light capturing infrared image of eye and a pair of anti-slip rubber sleeves keeping the glasses and head relatively still, as shown in Fig.2. Wavelength of infrared light is 850nm. Its irradiance is about 0.005 W/cm² when forward voltage is 1.3V, which is lower than the threshold harmful to our eyes[11].

Eye detection: Center of cornea and pupil are located in eye image. we crop a region of interest (ROI) containing pupil after eliminate noise by Gauss filtering. ROI is transformed into gray image then converted to binary image based on adaptive threshold binarization algorithm. Eye contour is extracted using Canny edge detection. Considering the ellipse-like outline of pupil in side shooting, we fit it twice by Hough circle transformation and least square ellipse fitting method.

Gray level of the gray image gradually decreases around Purkinje image. Coordinates of Purkinje image center are
obtained by minimum enclosing rectangle after transforming the gray image into binary image again with higher threshold. The result of eye detection is shown in Fig. 3(b).

Gaze estimation: P-CR vector represents gaze direction. We use quadratic polynomial (1) to calculate the mapping between eye coordinate system and field coordinate system.

\[
\begin{align*}
    x &= a_0 + a_1u + a_2v + a_3u^2 + a_4v^2 + a_5uv \\
    y &= b_0 + b_1u + b_2v + b_3u^2 + b_4v^2 + b_5uv
\end{align*}
\]  

(1)

\((u, v)\) are coordinates of P-CR vector in eye coordinate system and \((x, y)\) are coordinates of point in field coordinate system. \(a_i (i = 0, 1, 2, 3, 4, 5)\) and \(b_i (i = 0, 1, 2, 3, 4, 5)\) are unknown constants, which need 12 equations to calculate their value. Each point whose coordinates are known can provide two equations. So at least 6 reference points are needed. We use 9 reference points for calibration to make the mapping relationship more accurate. Subjects, keeping their heads still, gaze calibration points in turn, as shown in Fig. 3(c). Mapping relationship is obtained after fitting (1) by least squares method. Fixation point is marked in scene image, as shown in Fig.3(d).

B. Laser feedback

Laser feedback aims to feed back the fixation point recognized by eye-tracking glasses to users. The device contains a laser and a two degree of freedom (2-DOF) pan-tilt.

The scene image obtained by eye-tracking glasses is processed by graying, morphological processing and threshold segmentation to get the coordinates of laser points. After calculating the difference between laser point coordinates and fixation point coordinates, PID algorithm is used to control steering gears and update the coordinates of laser point to realize the real-time feedback of the fixation point.

C. Brain-Computer Interface Model

TGAM, a noninvasive single channel EEG acquisition module, is used to collect attention value. It detects weak EEG signals in frontal lobe and converts it into digital signals.

1) Acquisition of EEG data: TGAM module consists of a collection electrode attached to the forehead to collect EEG signals, two reference electrodes clamped to two earlobes to calculate reference potential to reduce noise and a chip filtering and amplifying the EEG and transforming it into digital signals. Processed signals are transmitted to Arduino through Bluetooth.

2) Processing of EEG data: TGAM sends 513 packets per second, of which the first 512 packets are small packets and the last packet is large packet containing attention value. The first three bytes of each small packet are “AA AA 04”. While the first three bytes of large packet are “AA AA 20”. Thus large packets would be distinguished by the 3rd byte. Their 33rd byte is the value of attention.
3) **Transmission of EEG data:** Arduino processes received EEG data in real time, and transmits attention values to PC.

D. **Coordinate Transmission and Grasping Model**

1) **EEG signal transmission:** Attention value ranged from 1 to 100. The greater it is, the more focused patient is. When people concentrate on something, their attention is above 60. So we use 60 as the threshold to control the manipulator. STM32 captures the attention value from the serial port and judges whether they are greater than 60. If five consecutive values are greater than 60, the manipulator will started.

2) **Eye movement signal transmission:** We installed a camera near the manipulator to recognize the laser points on objects and provide their coordinates in a field coordinate system.

In order to make the manipulator move precisely to target position, hand-eye calibration is required to convert the coordinates from camera field coordinate to robotic arm movement coordinate.

Hand-eye calibration of the camera includes computation of several spatial transformation matrices. Robot pose transformation matrix is calculated by robot kinematic modeling. Base relative position transformation relationship is obtained by measuring the spatially relevant coordinates of the robot base and then by translation and rotation.

The homogeneous transformation from calibration target frame to camera frame is recorded using an affine transformation model from 2D-2D point correspondences [12]. In this hand-eye calibration, since calibration point and target point always remain in the same plane, we set the z-coordinate of space to a constant value to achieve the change from 3D point to 2D point.

\[
\begin{pmatrix}
    x_0 \\
    y_0
\end{pmatrix} =
\begin{pmatrix}
    c_{11} & c_{12} & d_1 \\
    c_{13} & c_{14} & d_2
\end{pmatrix}
\begin{pmatrix}
    X \\
    Y
\end{pmatrix} +
\begin{pmatrix}
    d_1 \\
    d_2
\end{pmatrix}
\]  

(2)

\((x_0, y_0)\) is the actual coordinate of the target point (the height is set to 1) and \((X, Y)\) are the coordinates of target points in the image. The Random Sample Consensus (RANSAC) method is used to find the rotation and translation matrices with the highest confidence.

Essence of Solving the homogeneous transformation matrix from the camera to the robot arm is solving (3)

\[
AX = ZB
\]  

(3)

where \(A, X, Z, B\) represent the translation matrices between different coordinate systems. The equation is solved using the Kronecker method [13].

3) **Grasping model:** A commercial robotic arm is used to complete the grasping action. When manipulator is stared, the computer converts the position coordinates of the target into a host computer signal and sends it to the STM32 single-chip microcomputer, which controls the movement of the steering gear and goes to the designated place to grab the target.

IV. **EXPERIMENTS AND RESULTS**

We invited seven subjects, three females and four males, with the average age of 21, to conduct the experiments. In each experiment, subjects were asked to control the system to grasp one object from several. Ten experiments were carried out for each subject, with a three-minute break between adjacent experiments. We recorded the accuracy of the eye-tracking glasses, the success rate of the manipulator starting, the accuracy of the manipulator grasping position and the success rate of grasping (i.e. the ratio of the number of successful grasping to the total number of experiments). We calculated the average values of the them. The results are shown in TABLE I. We chose two of experiments as examples and present the results when they were gazed, as shown in Fig.4.

| Index                                      | Result   |
|--------------------------------------------|----------|
| Accuracy of the eye-tracking glasses       | 0.58°    |
| Success rate of the manipulator starting   | 97.14%   |
| Accuracy of the manipulator grasping position | 1.22mm  |
| Success rate of grasping                   | 85.71%   |

| Length, width and height of the objects are all greater than 2 cm. Range of motion of the manipulator is a circle with a radius of 0.5m. Therefore, average error of the eye-tracking glasses and manipulator will not affect the grasp. The grasping system has high success rate from the results. |

| V. **CONCLUSION** |
|--------------------|
| We have presented a semi-autonomous grasping system based on eye movement, visual feedback and EEG for users physically handicapped. Users just need to gaze the target object and keep focused, the manipulator will automatically move to target position and grasp the object. Experimental results successfully demonstrate the feasibility of the proposed technique. |

Fig. 4 Experiments results of two objects.
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