ASYMPTOTICS FOR THE EXPECTED NUMBER OF NODAL COMPONENTS FOR RANDOM LEMNISCATES
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Abstract. We determine the true asymptotic behaviour for the expected number of connected components for a model of random lemniscates proposed recently by Lerario and Lundberg. These are defined as the subsets of the Riemann sphere, where the absolute value of certain random, SO(3)-invariant rational function of degree \( n \) equals to 1. We show that the expected number of the connected components of these lemniscates, divided by \( n \), converges to a positive constant defined in terms of the quotient of two independent plane Gaussian analytic functions. A major obstacle in applying the novel non-local techniques due to Nazarov and Sodin on this problem is the underlying non-Gaussianity, intrinsic to the studied model.

1. Introduction

1.1. Random lemniscates. Let \( \xi_0, \xi_1, \ldots \) and \( \eta_0, \eta_1, \ldots \) be independent random variables having the standard complex Gaussian distribution. That is, their real and imaginary parts are independent centred real Gaussian random variables with variance \( \frac{1}{2} \). Consider the so-called spherical random polynomials defined by

\[
p_n(z) = \sum_{k=0}^{n} \xi_k \sqrt{\binom{n}{k}} z^k, \quad q_n(z) = \sum_{k=0}^{n} \eta_k \sqrt{\binom{n}{k}} z^k, \quad z \in \mathbb{C}.
\]

In the following, we shall frequently identify the extended complex plane \( \mathbb{C} \cup \{\infty\} \) with the centred unit sphere \( S^2 \) in \( \mathbb{R}^3 \) by means of the stereographic projection \( \zeta : S^2 \to \mathbb{C} \cup \{\infty\} \) given by

\[
\zeta(u, v, w) = \left( \frac{u}{1-w}, \frac{v}{1-w} \right), \quad u^2 + v^2 + w^2 = 1, \quad (u, v, w) \neq (0, 0, 1),
\]

and \( \zeta(0, 0, 1) = \infty \). Lerario and Lundberg \[9\] introduced the random rational function \( \Psi_n : S^2 \to \mathbb{C} \cup \{\infty\} \) given by

\[
\Psi_n(x) := \frac{p_n(\zeta(x))}{q_n(\zeta(x))}, \quad x \in S^2,
\]

and studied what they called “random lemniscate”

\[
\Gamma_n := \{x \in S^2 : |\Psi_n(x)| = 1\}.
\]

Both the probability law of the random rational function \( \Psi_n \) and the nodal set \( \Gamma_n \) are invariant \[9\] with respect to the natural action of SO(3) on \( S^2 \). Using the Kac-Rice formula, Lerario...
and Lundberg [9] showed that the expected spherical length of $\Gamma_n$ equals $(\pi^2/2)^{1/2}$. The length and the number of components of random lemniscates associated to another family of random polynomials, the Kac polynomials, were studied by Lundberg and Ramachandran [11].

1.2. Background and statement of the main result. The key object of this manuscript is the number of connected components of $\Gamma_n$, denoted by $N(\Gamma_n)$, more precisely, the asymptotic law of its expectation $\mathbb{E}[N(\Gamma_n)]$. Nazarov and Sodin [12] have introduced a powerful machinery, allowing for the precise asymptotic analysis of the expected number of connected components of the zero set of a particular Gaussian ensemble of spherical random field, and further developed it [19, 13] and abstracted their methods to treat a general class of Gaussian random fields and Gaussian ensembles of functions possessing some natural notion of scaling. These ideas have been employed by Sarnak and Wigman [17] to measure more refined quantities, like the number of connected components belonging to a given topological class, and their mutual positions (“nesting”). Further, various upper and lower bounds were established for the important Kostlan ensemble of random polynomials defined on the real (and complex) projective space (“statistical version of Hilbert’s 16th problem”), and their generalisations; see, e.g. [4, 5, 10].

The Gaussian assumption is essential to all of the above works, and, to our best knowledge, none of these is applicable to a non-Gaussian situation, like ours [13], i.e. estimating the expected number of connected components $N(\Gamma_n)$ of the random lemniscates (1.4). For this model, Lerario and Lundberg [9] proved the bounds $c_1 n \leq \mathbb{E}[N(\Gamma_n)] \leq n$ for some constant $0 < c_1 < 1$. Our main result determines the true asymptotic behaviour of the expected number of connected components of $\Gamma_n$.

**Theorem 1.1.** There exists a positive constant $0 < c_{\text{NS}} \leq 1/\pi$, so that we have

$$\lim_{n \to \infty} \frac{\mathbb{E}[N(\Gamma_n)]}{n} = \pi c_{\text{NS}}. \tag{1.5}$$

The number $c_{\text{NS}}$ is the Nazarov-Sodin type constant related to nodal components of certain random meromorphic function to be defined below.

1.3. Outline of the paper. Here we introduce the principal notation and state preparatory results towards the proof of Theorem 1.1.

1.3.1. The stationary meromorphic function. The plane Gaussian entire function (GEF) is defined as

$$G(z) := \sum_{n=0}^{\infty} \xi_n \frac{z^n}{\sqrt{n!}}, \quad z \in \mathbb{C}, \tag{1.6}$$

where $\xi_0, \xi_1, \ldots$ are i.i.d. standard complex Gaussian random variables. This means that $\text{Re} \xi_k$ and $\text{Im} \xi_k$ are independent, centred real Gaussian with variance 1/2. The complex, mean zero Gaussian random field $(G(z))_{z \in \mathbb{C}}$ is uniquely defined by its covariance function

$$r_G(z, w) := \mathbb{E}[G(z) \cdot G(w)] = e^{z\bar{w}}, \quad \mathbb{E}[G(z) \cdot G(w)] = 0, \quad z, w \in \mathbb{C}. \tag{1.7}$$
We are interested in the random meromorphic function \( \Psi : \mathbb{C} \to \mathbb{C} \cup \{ \infty \} \), defined as follows. Let \((G_1(z))_{z \in \mathbb{C}}\) and \((G_2(z))_{z \in \mathbb{C}}\) be two independent plane Gaussian analytic functions \((1.6)\). Then, we define

\[
\Psi(z) := \frac{G_1(z)}{G_2(z)}, \quad z \in \mathbb{C}.
\] (1.8)

In Section 2, we shall prove that \( \Psi \) is stationary, isotropic and mixing (see Lemma 2.1 and Proposition 2.4); we shall also establish that it is the scaling limit of \( \Psi_0 \) in \((1.3)\), after appropriate scaling (see Proposition 3.1). The stationarity of \(|G(z)|^2/\mathbb{E} [|G(z)|^2]\) and some related properties will be established in Lemma 4.1.

1.3.2. Notation for discs and caps. The open and the closed discs in \( \mathbb{C} \) will be denoted by

\[
D(x_0; R) := \{ z \in \mathbb{C} : |z - x_0| < R \}
\]

and

\[
\bar{D}(x_0; R) := \{ z \in \mathbb{C} : |z - x_0| \leq R \},
\]

where \( x_0 \in \mathbb{C} \) is the center of the disc and \( R > 0 \) is its radius. The geodesic distance on the unit sphere \( \mathbb{S}^2 \) will be denoted by \( \rho \), and the open and closed spherical caps of radius \( r > 0 \) centred at \( x_0 \in \mathbb{S}^2 \) will be denoted by

\[
B(x_0; r) := \{ y \in \mathbb{S}^2 : \rho(x_0, y) < r \}, \quad \text{and} \quad \bar{B}(x_0; r) := \{ y \in \mathbb{S}^2 : \rho(x_0, y) \leq r \},
\]

respectively.

1.3.3. Nazarov-Sodin type constant \( c_{NS} \). Nazarov and Sodin \( [13] \) (see also \( [19] \)) studied the connected components of random sets of the form \( \{ x \in \mathbb{R}^d : \xi(x) = 0 \} \), where \( (\xi(x))_{x \in \mathbb{R}^d} \) is a stationary real Gaussian process. Among other results, they proved in \( [19, \text{Theorem 1}] \) a law of large numbers for the number of connected components of these nodal sets. We are going to state a similar result for the connected components of the random set

\[
\Gamma = \{ z \in \mathbb{C} : |\Psi(z)| = 1 \}.
\]

We write \( \mathcal{N}(\Gamma; R) \) for the number of connected components of \( \Gamma \) completely contained in the open centred disc \( D(0; R) = \{ z \in \mathbb{C} : |z| < R \} \).

**Theorem 1.2.** There exists a constant \( c_{NS} > 0 \) such that

\[
\frac{\mathcal{N}(\Gamma; R)}{\pi R^2} \xrightarrow{a.s.} c_{NS} \quad \text{and} \quad \lim_{R \to \infty} \frac{\mathbb{E} [\mathcal{N}(\Gamma; R)]}{\pi R^2} = c_{NS}.
\] (1.9)

As a by-product of the proof of Theorem 1.1 it will also follow that the constant \( c_{NS} \) in \((1.9)\) is the same as in \((1.5)\).

1.3.4. Estimates for small components. Nodal domains are connected components of the complement \( \mathbb{C} \setminus \Gamma \) of the lemniscate \( \Gamma = \{ z \in \mathbb{C} : |\Psi(z)| = 1 \} \). For some \( \delta > 0 \), a connected component of \( \Gamma \) is called \( \delta \)-small, if it is adjacent to a nodal domain of area \( < \delta \). Otherwise, it is called \( \delta \)-large. Let \( \mathcal{N}_\delta(\Gamma; R) \) be the total number of \( \delta \)-large connected components of \( \Gamma \) lying entirely in the radius \( R \) centred disc \( D(0; R) \). Also, let

\[
\mathcal{N}_{\delta-sm}(\Gamma; R) := \mathcal{N}(\Gamma; R) - \mathcal{N}_\delta(\Gamma; R)
\]

be the number of \( \delta \)-small components lying entirely in the same disc \( D(0; R) \). In the following proposition we give an upper bound on the expected number of small components.
Proposition 1.3. There exist constants \( C > 0 \) and \( c_0 > 0 \) such that for all \( R > 1, \delta > 0 \),
\[
\mathbb{E} [ \mathcal{N}_{\delta - \text{sm}}(\Gamma; R)] \leq C \delta^{c_0} \cdot R^2.
\]
(1.10)

We shall also need a similar estimate for the small components of finite-degree lemniscates \( \Gamma_n = \{ x \in \mathbb{S}^2 : |\Psi_n(x)| = 1 \} \). For \( \delta > 0 \), a connected component of \( \Gamma_n \) is called \( \delta/n \)-small, if it is adjacent to a domain of (spherical) area \( < \delta/n \). Otherwise, it is called \( \delta/n \)-large. Let \( \mathcal{N}_{\delta/n}(\Gamma_n) \) (respectively, \( \mathcal{N}_{\delta/n-\text{sm}}(\Gamma_n) \)), be the total number of \( \delta/n \)-large (respectively, \( \delta/n \)-small) connected components of \( \Gamma_n \). Also, for \( r > 0 \), analogously to the above, let \( \mathcal{N}(\Gamma_n; x_0, r), \mathcal{N}_{\delta/n}(\Gamma_n; x_0, r) \) and \( \mathcal{N}_{\delta/n-\text{sm}}(\Gamma_n; x_0, r) \) be the total number, the number of \( \delta/n \)-large, and the number of \( \delta/n \)-small, components of \( \Gamma_n \) lying entirely in the spherical cap \( B(x_0; r) \) respectively.

Proposition 1.4. There exist constants \( C_1 > 0 \) and \( c_0 > 0 \) such that
\[
\mathbb{E} [ \mathcal{N}_{\delta/n-\text{sm}}(\Gamma_n; x_0, R/\sqrt{n})] \leq C_1 \delta^{c_0} \cdot R^2
\]
uniformly for all \( n \in \mathbb{N}, x_0 \in \mathbb{S}^2, 1 < R < \sqrt{n} \) and \( \delta > 0 \).

The proofs of propositions 1.3 and 1.4 are postponed till Section 4. The proof of Proposition 1.4 also yields the global version
\[
\mathbb{E} [ \mathcal{N}_{\delta/n-\text{sm}}(\Gamma_n)] \leq C_1 \delta^{c_0} \cdot n
\]
of (1.4) (cf. (4.34)).
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2. Properties of the random meromorphic function

2.1. Stationarity properties of \( \Psi \). We recall that \( \Psi(z) = G_1(z)/G_2(z) \), where \( G_1 \) and \( G_2 \) are two independent GEF’s as in (1.6), and \( \zeta \) is the stereographic projection (1.2). The basic properties of \( \Psi \) are collected in the following lemma. Its first part states that although the Gaussian entire function \( G \) is not stationary, it is well-behaved under time shifts.

Lemma 2.1. (1) Let \( a, b \in \mathbb{C} \) with \( |a| = 1 \). Then, we have the following distributional equality of random fields:
\[
\left( \frac{G(az + b)}{e^{\frac{1}{2} |b|^2 + abz}} \right)_{z \in \mathbb{C}} \overset{d}{=} (G(z))_{z \in \mathbb{C}}.
\]

(2) The random field \( \Psi \) is stationary and isotropic, that is for every \( a, b \in \mathbb{C} \) with \( |a| = 1 \) we have
\[
(\Psi(az + b))_{z \in \mathbb{C}} \overset{d}{=} (\Psi(z))_{z \in \mathbb{C}}.
\]
(3) For every rotation $g \in SO(3)$ of the unit sphere $S^2$, we have

$$(g \zeta^{-1} \Psi(z))_{z \in \mathbb{C}} \overset{d}{=} (\zeta^{-1} \Psi(z))_{z \in \mathbb{C}}.$$  

Proof. For the first statement of Lemma 2.1, we notice that, since both random fields are mean zero complex Gaussian, it suffices to check the equality of covariance functions. For arbitrary $z, w \in \mathbb{C}$ we have

$$\mathbb{E} \left[ \frac{G(az + b)}{e^{\frac{1}{2} |b|^2 + abz}} \cdot \frac{G(aw + b)}{e^{\frac{1}{2} |b|^2 + abw}} \right] = \mathbb{E} \left[ \frac{G(az + b) \cdot G(aw + b)}{e^{|b|^2 + abz + abw}} \right] = e^{(az + b)(aw + b)} e^{-|b|^2 + abz + abw} = e^{z \bar{w}},$$  \hspace{1cm} (2.1)

where we used that $a \bar{a} = |a|^2 = 1$. This proves the first claim of Lemma 2.1.

To prove the second claim of Lemma 2.1 we write

$$\Psi(az + b) = \frac{G_1(az + b)}{G_2(az + b)} = \frac{G_1(az + b) / e^{\frac{1}{2} |b|^2 + abz}}{G_2(az + b) / e^{\frac{1}{2} |b|^2 + abz}},$$

and the statement follows from the first claim of Lemma 2.1. To prove the third one, we need to show that

$$\left( g \zeta^{-1} G_1(z) \right)_{z \in \mathbb{C}} \overset{d}{=} \left( \zeta^{-1} G_1(z) \right)_{z \in \mathbb{C}}$$

or, equivalently,

$$\left( \zeta g \zeta^{-1} G_1(z) \right)_{z \in \mathbb{C}} \overset{d}{=} \left( G_1(z) \right)_{z \in \mathbb{C}}.$$

Note that $\zeta g \zeta^{-1} : \mathbb{C} \cup \{\infty\} \rightarrow \mathbb{C} \cup \{\infty\}$ is a fractional-linear transformation of the form

$$\zeta g \zeta^{-1}(z) = \frac{\lambda z + \mu}{-\bar{\mu}z + \bar{\lambda}}, \hspace{0.5cm} \lambda, \mu \in \mathbb{C}, \hspace{0.5cm} |\lambda|^2 + |\mu|^2 = 1.$$

Clearly,

$$\frac{\zeta g \zeta^{-1} G_1(z)}{G_2(z)} = \frac{\lambda G_1(z) + \mu}{-\bar{\mu}G_1(z) + \bar{\lambda}} = \frac{\lambda G_1(z) + \mu G_2(z)}{-\bar{\mu}G_1(z) + \bar{\lambda} G_2(z)} =: \frac{H_1(z)}{H_2(z)},$$

where $H_1(z) = \lambda G_1(z) + \mu G_2(z)$ and $H_2(z) = -\bar{\mu}G_1(z) + \bar{\lambda} G_2(z)$. Now, $H_1$ and $H_2$, as well as their joint multivariate distributions, are complex Gaussian with zero mean and

$$\mathbb{E}[H_1(z) \overline{H_1(w)}] = \mathbb{E}[H_2(z) \overline{H_2(w)}] = e^{z \bar{w}}$$

and

$$\mathbb{E}[H_1(z) H_2(w)] = \mathbb{E}[(\lambda G_1(z) + \mu G_2(z))(-\bar{\mu}G_1(z) + \bar{\lambda} G_2(z))] = 0.$$  

Hence, the joint distribution of the pair $(H_1, H_2)$ is the same as of the pair $(G_1, G_2)$, which proves the claim. \hfill \Box

Remark 2.2. Since the uniform distribution is the only rotationally invariant distribution on $S^2$, we conclude that for every $z \in \mathbb{C}$, $\zeta^{-1} \Psi(z)$ is uniform on $S^2$. Equivalently,

$$\Psi(z) = \frac{G_1(z)}{G_2(z)}.$$
has probability density $\pi^{-1}(1 + |z|^2)^{-2}$ w.r.t. the Lebesgue measure on $\mathbb{C}$, which could also be established by a direct computation.

**Remark 2.3.** Generalizing the above approach, it is possible to define a natural random holomorphic map from $\mathbb{C}$ to $\mathbb{CP}^d$. Recall that the complex projective space $\mathbb{CP}^d$ consists of all tuples $[z_1, \ldots, z_{d+1}] \in \mathbb{C}^d$, $[z_1, \ldots, z_{d+1}] \neq (0, \ldots, 0)$, where the tuples $[z_1, \ldots, z_{d+1}]$ and $[\lambda z_1, \ldots, \lambda z_{d+1}]$ are considered to be equivalent for $\lambda \in \mathbb{C}\setminus\{0\}$. Let now

$$(G_1(z))_{z \in \mathbb{C}}, \ldots, (G_{d+1}(z))_{z \in \mathbb{C}}$$

be independent copies of the Gaussian analytic function $(G(z))_{z \in \mathbb{C}}$. Consider a random holomorphic map $\Psi : \mathbb{C} \to \mathbb{CP}^d$ defined by

$$\Psi(z) = [G_1(z), \ldots, G_{d+1}(z)], \quad z \in \mathbb{C}.$$ 

Following along the above arguments, it is possible to show that

$$(\Psi(az + b))_{z \in \mathbb{C}} \overset{d}{=} (\Psi(z))_{z \in \mathbb{C}} \quad \text{and} \quad (U(\Psi(z)))_{z \in \mathbb{C}} \overset{d}{=} (\Psi(z))_{z \in \mathbb{C}}$$

for every $a, b \in \mathbb{C}$ with $|a| = 1$ and for every unitary transformation $U : \mathbb{C}^{d+1} \to \mathbb{C}^{d+1}$. Moreover, for every $z \in \mathbb{C}$, $\Psi(z)$ is distributed on $\mathbb{CP}^d$ according to the Fubini-Study volume (normalized to be a probability measure).

**2.2. Mixing.** Let $\mathbb{A}$ be the space of all holomorphic maps from $\mathbb{C}$ to $S^2$ (any such map can be naturally identified with a meromorphic function) endowed with the topology of uniform convergence on compact sets. The unit sphere $S^2$ is endowed with the usual geodesic metric. We denote by $\mathcal{B}(\mathbb{A})$ the Borel $\sigma$-algebra generated by the open subsets of $\mathbb{A}$. For each $t \in \mathbb{C}$ consider the map $T_t : \mathbb{A} \to \mathbb{A}$ defined by shifting the function by $t$:

$$T_tf(z) = f(z - t), \quad f \in \mathbb{A}.$$ 

It is clear that $T_0$ is the identity map and that $T_sT_t = T_{t+s}$ for all $t, s \in \mathbb{C}$, making $(T_t)_{t \in \mathbb{C}}$ a flow. Also, $(t, f) \mapsto T_tf$ defines a continuous map from $\mathbb{C} \times \mathbb{A}$ to $\mathbb{A}$, which implies that the flow is measurable. Let furthermore $\mathbb{Q}$ denote the probability law of $\zeta^{-1}\Psi$, where $\Psi$ is the random meromorphic function defined in (1.8) above, that is $\mathbb{Q}$ is a probability measure on $(\mathbb{A}, \mathcal{B}(\mathbb{A}))$ defined by $\mathbb{Q}[B] = \mathbb{P}[\zeta^{-1}\Psi \in B]$ for every Borel set $B \in \mathcal{B}(\mathbb{A})$. By Lemma 2.1 $(T_t)_{t \in \mathbb{C}}$ is a measure-preserving flow on the probability space $(\mathbb{A}, \mathcal{B}(\mathbb{A}), \mathbb{Q})$.

**Proposition 2.4.** The flow $(T_t)_{t \in \mathbb{C}}$ is mixing, that is for every events $A, B \in \mathcal{B}(\mathbb{A})$ we have

$$\lim_{|t| \to \infty} \mathbb{Q}[(T_tA) \cap B] = \mathbb{Q}[A] \cdot \mathbb{Q}[B].$$

Proposition 2.4 implies, in particular, the ergodicity of the flow $(T_t)_{t \in \mathbb{C}}$, sufficient for our needs, for the purpose of giving a proof for Theorem 1.2 (see Section 2.3 below). To prove Proposition 2.4 we require the following well-known lemma; c.f. [20, Theorem 1.17 on p. 41]). For the sake of the reader’s convenience we include its standard proof immediately below.
Lemma 2.5. Let \((T_t)_{t \in \mathbb{R}^d}\) be a measure-preserving flow on a probability space \((E, \mathcal{F}, \mu)\) such that, for all \(A, B\) in a system of sets \(\mathcal{P} \subset \mathcal{F}\), we have
\[
\lim_{|t| \to \infty} \mu\{T_t A \cap B\} = \mu\{A\} \cdot \mu\{B\}.
\]

If the system \(\mathcal{P}\) is a \(\pi\)-system (i.e., for \(A, B \in \mathcal{P}\) we also have \(A \cap B \in \mathcal{P}\)) and the \(\sigma\)-algebra generated by \(\mathcal{P}\) is \(\mathcal{F}\), then \((T_t)_{t \in \mathbb{R}^d}\) is mixing.

Proof of Lemma 2.5 Consider the class \(\mathcal{G}\) of all sets \(A \in \mathcal{F}\) such that
\[
\lim_{|t| \to \infty} \mu\{T_t A \cap B\} = \mu\{A\} \cdot \mu\{B\}
\]
for all \(B \in \mathcal{P}\). This class contains \(\mathcal{P}\) and is a \(\lambda\)-system, that is, it is closed under taking complements and countable disjoint unions. To prove the latter claim, let \(A_1, A_2, \ldots \in \mathcal{G}\) be a pairwise disjoint countable collection of sets. Then
\[
\lim_{|t| \to \infty} \mu\{T_t A_k \cap B\} = \mu\{A_k\} \cdot \mu\{B\}
\]
for every \(k \in \mathbb{N}, B \in \mathcal{P}\). Since \(\mu\{T_t A_k \cap B\} \leq \mu\{A_k\}\), and \(\sum_{k=1}^{\infty} \mu\{A_k\} \leq 1\), we can apply the Dominated Convergence Theorem (with sums regarded as special case of integrals) to conclude that
\[
\mu\left\{T_t \left(\bigcup_{k=1}^{\infty} A_k\right) \cap B\right\} = \sum_{k=1}^{\infty} \mu\{T_t A_k \cap B\} \to \sum_{k=1}^{\infty} \mu\{A_k\} \cdot \mu\{B\} = \mu\left\{\bigcup_{k=1}^{\infty} A_k\right\} \cdot \mu\{B\},
\]
as \(|t| \to \infty\), thus proving that \(\mathcal{G}\) is a \(\lambda\)-system.

By the \(\pi\)-\(\lambda\)-theorem, \(\mathcal{G}\) includes the \(\sigma\)-algebra generated by \(\mathcal{P}\), which is \(\mathcal{F}\). The given argument shows that
\[
\lim_{|t| \to \infty} \mu\{T_t A \cap B\} = \mu\{A\} \mu\{B\} \quad (2.2)
\]
for all \(A \in \mathcal{F}, B \in \mathcal{P}\). Repeating the same argument with the roles of \(A\) and \(B\) reversed, one easily shows that, in fact, (2.2) holds for all \(B \in \mathcal{F}\). \(\square\)

Proof of Proposition 2.4 We prove the claim for sets \(A\) and \(B\) of the following form:
\[
A = \{f \in \mathcal{A} : (f(t_1), \ldots, f(t_d)) \in E\},
B = \{f \in \mathcal{A} : (f(s_1), \ldots, f(s_d)) \in F\},
\]
where \(E \subset (\mathbb{S}^2)^d\) and \(F \subset (\mathbb{S}^2)^d\) are open subsets whose boundary has zero measure. By Lemma 2.5, this implies mixing. We have
\[
\mathbb{Q}[T_t A \cap B] = \mathbb{P} \left[ \left(\zeta^{-1} \left( \frac{G_1(t_k + t)}{G_2(t_k + t)} \right) \right)_{k=1}^{d} \in E \right] \left[ \left(\zeta^{-1} \left( \frac{G_1(s_k)}{G_2(s_k)} \right) \right)_{k=1}^{d} \in F \right]
\]
\[
= \mathbb{P} \left[ \left(\zeta^{-1} \left( \frac{G_1(t_k + t)}{G_2(t_k + t)} \right) \right)_{k=1}^{d} \in E \right] \left[ \left(\zeta^{-1} \left( \frac{G_1(s_k)}{G_2(s_k)} \right) \right)_{k=1}^{d} \in F \right].
\]
We now consider the complex Gaussian random vector with the following 4d components:

\[
G_1(t_k + t), \quad G_2(t_k + t), \quad G_1(s_k), \quad G_2(s_k), \quad k = 1, \ldots, d.
\]

(2.3)

Let us look at the covariance matrix of this vector as \(|t| \to \infty\). First of all, for every \(t \in \mathbb{C}\) we have

\[
\mathbb{E} \left[ \frac{G_1(t_k + t)}{e^{\frac{t}{2}|t|^2 + it_k}} \cdot \frac{G_2(t_j + t)}{e^{\frac{t}{2}|t|^2 + it_j}} \right] = \mathbb{E}[G_1(s_k) \cdot \overline{G_2(s_j)}] = \mathbb{E} \left[ \frac{G_1(t_k + t)}{e^{\frac{t}{2}|t|^2 + it_k}} \cdot \overline{G_2(s_j)} \right] = \mathbb{E} \left[ \frac{G_2(t_k + t)}{e^{\frac{t}{2}|t|^2 + it_k}} \cdot G_1(s_j) \right] = 0
\]

by the independence of \(G_1\) and \(G_2\). Further, it easily follows from (2.1) that

\[
\mathbb{E} \left[ \frac{G_1(t_k + t)}{e^{\frac{t}{2}|t|^2 + it_k}} \cdot \overline{G_1(s_j)} \right] = e^{it_k \overline{\tau}}.
\]

Finally, as \(|t| \to \infty\) we have

\[
\mathbb{E} \left[ \frac{G_1(t_k + t)}{e^{\frac{t}{2}|t|^2 + it_k}} \cdot G_1(s_j) \right] = \mathbb{E} \left[ \frac{G_2(t_k + t)}{e^{\frac{t}{2}|t|^2 + it_k}} \cdot \overline{G_2(s_j)} \right] = e^{(it_k + it_j - \frac{1}{2}|t|^2 - it_k) \to 0}.
\]

Since the vector (2.3) is complex Gaussian, it follows that, as \(|t| \to \infty\), it converges weakly to the complex Gaussian vector with 4d components

\[
H_1(t_k), \quad H_2(t_k), \quad G_1(s_k), \quad G_2(s_k), \quad k = 1, \ldots, d,
\]

where \((H_1(z))_{z \in \mathbb{C}}\) and \((H_2(z))_{z \in \mathbb{Z}}\) are mutually independent copies of \(G\) that are independent of everything else. Thus, by the Portmanteau theorem,

\[
\lim_{|t| \to \infty} \mathbb{Q}[T_t A \cap B] = \mathbb{P} \left[ \left( \zeta^{-1} \left( \frac{H_1(t_k)}{H_2(t_k)} \right) \right)_{k=1}^d \in E, \left( \zeta^{-1} \left( \frac{G_1(s_k)}{G_2(s_k)} \right) \right)_{k=1}^d \in F \right] = \mathbb{P} \left[ \left( \zeta^{-1} \left( \frac{H_1(t_k)}{H_2(t_k)} \right) \right)_{k=1}^d \in E \right] \cdot \mathbb{P} \left[ \left( \zeta^{-1} \left( \frac{G_1(s_k)}{G_2(s_k)} \right) \right)_{k=1}^d \in F \right] = \mathbb{Q}[A] \cdot \mathbb{Q}[B],
\]

thus concluding the proof of Proposition 2.4. 

\[
\square
\]

**Corollary 2.6.** The flow \((T_t)_{t \in \mathbb{C}}\) is ergodic, that is the probability of every invariant set is 0 or 1.

**Remark 2.7.** Slightly generalizing the above proof one can show that \((T_t)_{t \in \mathbb{C}}\) is mixing of all orders, that is for every \(m \in \mathbb{N}\) and every \(A_1, \ldots, A_m \in \mathcal{B}(\mathbb{A})\),

\[
\lim_{|t| \to \infty} \mathbb{Q}[T_t A_1 \cap \ldots \cap T_t A_m] = \mathbb{Q}[A_1] \cdot \ldots \cdot \mathbb{Q}[A_m].
\]
Remark 2.8. Generalizing the above arguments, it is possible to show the ergodicity of the random holomorphic function \( \Psi : \mathbb{C} \to \mathbb{CP}^d \) defined in Remark 2.3 above. As a corollary, one can show that the surface \( \Psi(\mathbb{C}) \) fills \( \mathbb{CP}^d \) w.r.t. the Fubini-Study measure. Namely, let \( \mu_n \) be the image measure (under \( \Psi \)) of the uniform probability distribution on the square \([-n, n]^2\), that is \( \mu_n \) is a (random) probability measure on \( \mathbb{CP}^d \) defined by \( \mu_n(A) = \frac{1}{4n^2} \text{Leb}(\Psi^{-1}(A) \cap [-n, n]^2) \). We claim that, as \( n \to \infty \), \( \mu_n \) converges weakly to the Fubini-Study probability measure on \( \mathbb{CP}^d \), with probability 1. To see this, take any continuous test function \( f : \mathbb{CP}^d \to \mathbb{R} \) and observe that

\[
\int_{\mathbb{CP}^d} f \, d\mu_n = \frac{1}{4n^2} \int_{[-n, n]^2} f(\Psi(z)) |dz| \xrightarrow{a.s. n \to \infty} \mathbb{E}[f(\Psi(0))]
\]

by the ergodic theorem. Since \( \Psi(0) \) is distributed according to the Fubini-Study probability measure, the claim follows.

2.3. Proof of Theorem 1.2: establishing the Nazarov-Sodin type limit. Recalling the notation of Section 2.2, we consider two commuting measure-preserving transformations of the probability space \( (\mathbb{A}, \mathcal{B}(\mathbb{A}), \mathbb{Q}) \) given by backward shifting the meromorphic functions in horizontal and vertical directions, namely \( \tau_1 = T_{-1} \) and \( \tau_2 = T_{-i} \). Let \( \mathcal{H} \) be the family of all non-empty finite subsets of \( \mathbb{Z}^2 \), and define the process \( X = (X_A)_{A \in \mathcal{H}} \) indexed by \( \mathcal{H} \) in the following way. Given a finite set \( A \subset \mathbb{Z}^2 \) and a meromorphic function \( \omega \in \mathbb{A} \) we let \( X_A(\omega) \) to be the number of connected components of the set \( \{ z \in \mathbb{C} : |\omega(z)| = 1 \} \) lying entirely inside the finite union of squares

\[
A^* := \{ z \in \mathbb{C} : ([\text{Re} z], [\text{Im} z]) \in A \}
\]

with bottom left corner belonging to \( A \).

Let us also recall the multiparameter subadditive ergodic theorem \[8, \text{Theorem 2.14, page 210}\], we first explain in an abstract setting, with the broad plan of applying it on the said process \( X \) within the specified context. Let \( \tau_1 \) and \( \tau_2 \) be two commuting measure-preserving automorphisms of a probability space. They generate a group \( \tau_u \) of measure preserving transformations given by \( \tau_u = \tau_1^{u_1} \tau_2^{u_2} \) for \( u = (u_1, u_2) \in \mathbb{Z}^2 \). A family of integrable random variables \( X = (X_A)_{A \in \mathcal{H}} \) indexed by \( \mathcal{H} \) is called a superadditive process if it satisfies the following three conditions:

(a) \( X_A \circ \tau_u = X_{A+u} \) a.s. for all \( A \in \mathcal{H} \) and \( u \in \mathbb{Z}^2 \).
(b) \( X_{A \cup B} \geq X_A + X_B \) for all disjoint sets \( A, B \in \mathcal{H} \).
(c) \( \sup \{ \mathbb{E}[X_A]/|A| : A \in \mathcal{H} \} < \infty \), where \( |A| \) is the cardinality of \( A \).

If \( X \) as above is a superadditive process, then the superadditive ergodic theorem \[8, \text{Theorem 2.14, page 210}\] states that for every increasing sequence of convex bounded sets \( V_1 \subset V_2 \subset \ldots \subset \mathbb{R}^2 \) with

\[
\bigcup_{k=1}^{\infty} V_k = \mathbb{R}^2 ,
\]

\[1\text{See also }[14, \text{p. 165}] \text{ for the } L^1 \text{-convergence, }[15] \text{ for the notation used in }[14], \text{ and }[8], \text{ where the strong subadditivity assumption is removed.} \]
we have
\[
\frac{X_{V_k \cap \mathbb{Z}^2}}{|V_k \cap \mathbb{Z}^2|} \overset{k \to \infty}{\longrightarrow} X_\infty \quad \text{a.s. and in } L^1
\]
for some random variable $X_\infty$.

**Proof of Theorem 1.2.** Our aim is to show that
\[
\frac{\mathcal{N}(\Gamma; R)}{\pi R^2} \overset{R \to \infty}{\longrightarrow} c_{NS} \quad \text{a.s. and in } L^1
\]
for some constant $c_{NS} > 0$. To this end we plan to apply the aforementioned superadditive ergodic theorem, yielding that (2.5) holds for an increasing sequence $\{V_k\}_{k \geq 1}$ of convex bounded sets satisfying (2.4), provided that the conditions (a)-(c) hold, which we verify next. First, the superadditivity property (b) follows immediately from the definition, as does the property (a).

To verify condition (c), we could bound above the expected number of critical points and poles of $\Psi$ on a compact domain, also bounding the number of nodal components lying entirely inside that domain. Instead, we simplify the said procedure by arguing as follows. We need to show that the expected number of connected components of $\Gamma$ in $A^*$ is bounded above by $C|A|$, for some absolute constant $C$. To every component $\gamma$ of $\Gamma$ we can assign the unique connected component (nodal domain) $G_\gamma$ of the set $\{z \in \mathbb{C}: |\Psi(z)| \neq 1\}$, which is located inside $\gamma$ and is adjacent to $\gamma$, and it is clear that the map $\gamma \mapsto G_\gamma$ is injective. We claim that necessarily $G_\gamma$ contains either a zero or a pole of $\Psi$. Indeed, the function $|\Psi(z)|$ equals 1 on the boundary of $G_\gamma$. Assume that $G_\gamma$ contains no zeroes and no poles of $\Psi$. Then, both $\Psi$ and $1/\Psi$ are analytic on $G_\gamma$. By the maximum modulus principle applied to these functions, we have $|\Psi(z)| = 1$ for all $z \in G_\gamma$, and then, by the Open Mapping Theorem, the function $\Psi$ must be constant. Since this event is of probability 0, the expected number of connected components of $\Gamma$ inside $A^*$ is bounded above by the expected number of zeroes and poles of $\Psi$ in $A^*$, which is easily evaluated to be $(2/\pi)|A|$ by [7, Remark 2.4.5].

In this setting, the superadditive ergodic theorem applied to the sequences of sets $V_k := D(0; k - 10)$ and $W_k := D(0; k + 10)$ states that
\[
\frac{X_{V_k \cap \mathbb{Z}^2}}{\pi k^2} \overset{k \to \infty}{\longrightarrow} X_\infty \quad \text{and} \quad \frac{X_{W_k \cap \mathbb{Z}^2}}{\pi k^2} \overset{k \to \infty}{\longrightarrow} X_\infty \quad \text{a.s. and in } L^1,
\]
for some random variable $X_\infty$. The limits of both sequences are equal because $V_k \subset W_k \subset V_{k+20}$. Since $(V_{[R]} \cap \mathbb{Z}^2)^* \subset D(0; R) \subset (W_{[R]} \cap \mathbb{Z}^2)^*$, we arrive at
\[
\frac{\mathcal{N}(\Gamma; R)}{\pi R^2} \overset{R \to \infty}{\longrightarrow} X_\infty \quad \text{a.s. and in } L^1.
\]
The fact that the random variable $X_\infty$ is a.s. constant follows from the ergodicity of our process $\Psi$; see Proposition 2.4. Indeed, by a sandwich argument similar to the one used above, the random variable $X_\infty$ is invariant under the flow $(\tau_u)_{u \in \mathbb{Z}^2}$, that is $X_\infty \circ \tau_u = X_\infty$ a.s. for all $u \in \mathbb{Z}^2$. Then, ergodicity implies that $X_\infty$ a.s. equals to some constant that we denote by $c_{NS}$.

The strict positivity of $c_{NS}$ follows from the work of Lerario and Lundberg [9, Corollary on p. 653] (upon bearing in mind the fact that the constants $c_{NS}$ in our theorems 1.1 and 1.2
are the same). For the sake of the completeness of our arguments and the convenience of the reader we briefly sketch a different argument. For the positivity of \( c_{\text{NS}} \) it suffices to check that the expected number of connected components of \( \Gamma \) entirely contained in \((0, 1)^2\) is strictly positive. Take some deterministic analytic function \( f : \mathbb{C} \to \mathbb{C} \) so that the set \( \{|f| = 1\} \) has at least one connected component contained in \((0, 1)^2\). This property is shared by all analytic functions that are sufficiently close to \( f \) in the uniform topology on \([0, 1]^2\). It then remains to show that the probability that \( \sup_{z \in [0, 1]^2} |\Psi(z) - f(z)| < \varepsilon \) is strictly positive for all \( \varepsilon > 0 \). This, in turn, would follow if we could show that the event \( \sup_{z \in [0, 1]^2} |G_1(z) - f(z)| < \varepsilon \) is of positive probability (since the same argument could then be applied to show that \( \sup_{z \in [0, 1]^2} |G_2(z) - 1| < \varepsilon \) with positive probability). To prove that \( G_1 \) can approximate \( f \) arbitrarily well with positive probability, recall the Taylor series of \( f \) given in (1.8), note that any finite number \( N \) of coefficients of this series can approximate the corresponding coefficients of \( f \) arbitrarily well, and the probability that the tail of the series is smaller than \( \varepsilon/2 \) on \([0, 1]^2\) is positive. Altogether, this proves that \( c_{\text{NS}} > 0 \).

\[ \square \]

3. Proof of Theorem 1.1

3.1. Functional limit theorem. Our aim is to prove a functional limit theorem which states that, for large \( n \), the restriction of the function \( \Psi_n(x) \) to the spherical cap \( \bar{B}(x_0; R/\sqrt{n}) \) looks similarly to the restriction of the function \( \Psi(z/2) \) to the disc \( \bar{D}(0; R) \). Since these functions are defined on different domains, we have to construct a suitable map between these domains. By the rotational invariance of \( \Psi_n \), we may and will assume that \( x_0 = (0, 0, -1) \) is the south pole of \( S^2 \). It is easy to check that the map

\[ z \mapsto \zeta^{-1}\left(\frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))}\right) \quad (3.1) \]

defines a bijection between \( \bar{D}(0; R) \) and the spherical cap \( \bar{B}(x_0; R/\sqrt{n}) \). To define the functional space on which our weak convergence takes place, let \( \mathcal{A}(\bar{D}(0; R) \to S^2) \) be the space of functions with values in \( S^2 \) that are continuous on the closed disc \( \bar{D}(0; R) \) and holomorphic in its interior. Endowed with the supremum metric, \( \mathcal{A}(\bar{D}(0; R) \to S^2) \) becomes a Polish space. Here, the unit sphere \( S^2 \) is endowed with the usual geodesic metric.

**Proposition 3.1.** For every \( R > 0 \), on the space \( \mathcal{A}(\bar{D}(0; R) \to S^2) \) we have the weak convergence

\[ \left((\zeta^{-1} \circ \Psi_n \circ \zeta^{-1})\left(\frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))}\right)\right)_{z \in \bar{D}(0; R)} \xrightarrow{w} \left((\zeta^{-1} \circ \Psi)(z/2)\right)_{z \in \bar{D}(0; R)}, \]

where \( \Psi \) is the random meromorphic function defined in (1.8).

To prove the proposition, we need first to show the weak convergence of the random polynomial \( p_n \) to the Gaussian entire function \( G \). Let \( \mathcal{A}(\bar{D}(0; R) \to \mathbb{C}) \) be the space of functions with values in \( \mathbb{C} \) that are continuous on the closed disc \( \bar{D}(0; R) \) and holomorphic in its interior. Endowed with the supremum norm, it becomes a separable Banach space.
Lemma 3.2. For every $R > 0$, weakly on the space $A(\bar{D}(0; 2R) \to \mathbb{C})$, we have
\[
\left( p_n \left( \frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))} \right) \right)_{z \in \bar{D}(0; 2R)} \xrightarrow{w} (G(z/2))_{z \in \bar{D}(0; 2R)}, \tag{3.2}
\]
where $G$ is a Gaussian analytic function as in (1.6).

Proof. By the definition of $p_n$, see (1.1), we have
\[
\mathbb{E} \left[ p_n(z)p_n(w) \right] = \sum_{k=0}^{n} {n \choose k} z^k w^k = (1 + zw)^n
\]
for arbitrary $z, w \in \mathbb{C}$. It follows that
\[
\mathbb{E} \left[ p_n \left( \frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))} \right) p_n \left( \frac{w \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))} \right) \right]
\quad = \left( 1 + \frac{zw \sin^2(R/\sqrt{n})}{R^2(1 + \cos(R/\sqrt{n}))^2} \right)^n = \left( 1 + \frac{zw(R^2/n)(1 + o(1))}{R^2(4 + o(1))} \right)^n \xrightarrow{n \to \infty} e^{zw/4}. \tag{3.3}
\]
Given that the processes $p_n$ and $G$ are complex Gaussian and centred, this already implies the convergence of the finite-dimensional distributions. To prove that the sequence of processes on the l.h.s. of (3.2) is tight on $A(\bar{D}(0; 2R) \to \mathbb{C})$, it suffices to check that
\[
\sup_{z \in \bar{D}(0; 3R)} \sup_{n \in \mathbb{N}} \mathbb{E} \left[ \left| p_n \left( \frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))} \right) \right|^2 \right] < \infty;
\]
see [17, Remark on p. 341]. But this is an easy consequence of (3.3). \hfill \square

Remark 3.3. Almost the same proof yields that weakly on $A(\bar{D}(0; R) \to \mathbb{C})$,
\[
\left( p_n \left( \frac{z}{\sqrt{n}} \right) \right)_{z \in \bar{D}(0; R)} \xrightarrow{w} (G(z))_{z \in \bar{D}(0; R)}.
\]

Proof of Proposition 3.1. It follows from Lemma 3.2 and [2, Theorem 2.8] that the following weak convergence takes place on the Cartesian square $A(\bar{D}(0; 2R) \to \mathbb{C})^2$:
\[
\left( p_n \left( \frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))} \right), q_n \left( \frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))} \right) \right)_{z \in \bar{D}(0; 2R)} \xrightarrow{n \to \infty} (G_1(z/2), G_2(z/2))_{z \in \bar{D}(0; 2R)}.
\]
Consider a map
\[
S : A(\bar{D}(0; 2R) \to \mathbb{C})^2 \to A(\bar{D}(0; R) \to \mathbb{S}^2), \quad (f_1, f_2) \mapsto \zeta^{-1} \circ (f_1/f_2).
\]
It is well-defined and continuous outside the closed set
\[
\mathcal{Z} := \{ (f_1, f_2) \in A(\bar{D}(0; 2R) \to \mathbb{C})^2 : f_1(z) = f_2(z) = 0 \text{ for some } z \in \bar{D}(0; R) \} \cup \{ (f_1, 0) : f_1 \in A(\bar{D}(0; 2R) \to \mathbb{C}) \}.
\]
For $(f_1, f_2) \in \mathcal{Z}$ we may define, say, $S(f_1, f_2) = 0$. We have (by conditioning on each realization of $G_1$ and applying Fubini’s theorem)
\[
\mathbb{P}[ (G_1(\cdot/2), G_2(\cdot/2)) \in \mathcal{Z} ] = 0.
\]
Hence, the Continuous Mapping Theorem \cite[Theorem 2.7]{2} implies that
\[
\left(\left(\zeta^{-1} \circ p_n/q_n\right)\left(\frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))}\right)\right)_{z \in D(0;R)} \xrightarrow{n \to \infty} \left(\zeta^{-1}\left(G_1(z)/G_2(z)\right)\right)_{z \in D(0;R)}.
\]
This completes the proof after recalling that $\Psi_n = (p_n/q_n) \circ \zeta$. \hfill $\square$

### 3.2. Local convergence.

Denote by $\mathcal{N}(\Gamma_n; x_0, R)$ the number of connected components of $\Gamma_n = \{x \in \mathbb{S}^2: |\Psi_n(x)| = 1\}$ completely contained in the open spherical cap $B(x_0; R)$. Recall also that $\mathcal{N}(\Gamma; R)$ is the number of connected components of the set $\Gamma = \{z \in \mathbb{C}: |\Psi(z)| = 1\}$ contained in the open disc $\{z \in \mathbb{C}: |z| < R\}$.

**Lemma 3.4.** For every fixed $R > 0$ we have
\[
\lim_{n \to \infty} \mathbb{E}[\mathcal{N}(\Gamma_n; x_0, R/\sqrt{n})] = \mathbb{E}[\mathcal{N}(\Gamma; R/2)].
\]

For the proof, we need the following two lemmas. In the case of stationary Gaussian processes, analogous statements were obtained in \cite[Section 5.3]{13}.

**Lemma 3.5.** With probability one, the connected components of $\Gamma$ are non-singular curves.

**Lemma 3.6.** For every $R > 0$, the probability that some of the components of $\Gamma$ is tangential to the circle $\{z \in \mathbb{C}: |z| = R\}$ is zero.

The proof is based on the following slightly generalized version of the Bulinskaya lemma; see \cite[Theorem 1]{3} or \cite[Proposition 1.20]{1}. The original proof of Bulinskaya applies with obvious modifications.

**Lemma 3.7.** Let $(\xi(t))_{t \in \mathcal{D}}$ be a real-valued random field defined on the open set $\mathcal{D} \subset \mathbb{R}^d$. Assume that

(i) the sample paths of $\xi$ are $C^1$, with probability 1;

(ii) for some $\kappa > 0$ and every compact set $K \subset \mathcal{D}$, the density of $\xi(t)$ exists and is bounded on the interval $(-\kappa, \kappa)$ uniformly over $t \in K$.

Then, $\xi$ and its gradient do not have common zeroes, with probability 1.

**Proof of Lemma 3.5.** Note that $\Gamma$ is the zero set of the smooth, stationary random function $H(z) := (|G_1(z)|^2 - |G_2(z)|^2)/e^{|z|^2}$; see, e.g., Lemma 3.2 for stationarity. Our aim is to show that, with probability 1, there is no point $z \in \mathbb{C}$ where this function vanishes together with its gradient. By Lemma 3.4, it suffices to show that $H(z)$ has a bounded density. Note that, by stationarity, we may consider $z = 0$. The random variables $|G_1(0)|^2$ and $|G_2(0)|^2$ are unit exponential with density $e^{-x}1_{x > 0}$. Hence, the density of $H(0)$ is $\frac{1}{2}e^{-|x|}$, which is bounded. \hfill $\square$

**Proof of Lemma 3.6.** Consider the random function $\xi : [0, 2\pi] \to \mathbb{R}$ defined by $\xi(\theta) = H(Re^{i\theta})$. It suffices to show that the probability that $\xi(\theta)$ is bounded together with its derivative, is 0. By Lemma 3.7, it suffices to check that the density of $\xi(\theta)$ is bounded. But $\xi(\theta)$ has the same distribution as $H(0)$ whose density is $\frac{1}{2}e^{-|x|}$; see the proof of Lemma 3.5. \hfill $\square$

Now we are in position to prove Lemma 3.4.
Proof of Lemma 3.4.} By the spherical invariance of $\Psi_n$, we may assume that $x_0 = (0, 0, -1)$ is the south pole of $S^2$. First we prove the distributional convergence

$$\mathcal{N}(\Gamma_n; x_0, R/\sqrt{n}) \xrightarrow{d_{n \to \infty}} \mathcal{N}(\Gamma; R/2).$$

(3.4)

For a function $f \in A(\bar{D}(0; 2R) \to S^2)$ let $N(f)$ denote the number of connected components of the set $\{ |\zeta \circ f| = 1 \}$ lying entirely inside the open disc $D(0; R)$. The map $f \mapsto N(f)$ is well defined and continuous (in fact, locally constant) outside the closed set $\mathcal{Y} = \mathcal{Y}_1 \cup \mathcal{Y}_2$, where

$\mathcal{Y}_1 = \{ f \in A(\bar{D}(0; 2R) \to S^2) : \text{ there is } z \in D(0; R) \text{ such that } |f(z)| = 1, \nabla |f(z)|^2 = 0 \}$,

$\mathcal{Y}_2 = \{ f \in A(\bar{D}(0; 2R) \to S^2) : \text{ there is } z \text{ such that } |z| = R, |f(z)| = 1, z^{-1} \nabla |f(z)|^2 \in \mathbb{R} \}$.

In words, $\mathcal{Y}_1$ is the collection of functions $f$ so that the curve $\Gamma(f) := \{|f(z)| = 1\}$ is singular, whereas $\mathcal{Y}_2$ is a collection of functions $f$ so that $\Gamma(f)$ intersects the boundary of the disc $D(0; R)$ non-transversally. By lemmas 3.5 and 3.6, we have $\mathbb{P} [\zeta^{-1} \circ \Psi \in \mathcal{Y}] = 0$. Consider the function

$\Phi_n : \bar{D}(0; 2R) \to S^2, \ z \mapsto (\zeta^{-1} \circ \Psi_n \circ \zeta^{-1}) \left( \frac{z \sin(R/\sqrt{n})}{R(1 + \cos(R/\sqrt{n}))} \right).$

Observe that $\mathcal{N}(\Gamma_n; x_0, R/\sqrt{n})$, the number of connected components of the set

$\{ x \in S^2 : |\Psi_n(x)| = 1 \}$

lying entirely inside the cap $B(x_0; R/\sqrt{n})$, is the same as $N(\Phi_n)$ since the map given in (3.1) is a bijection between $\bar{D}(0; R)$ and the spherical cap $B(x_0; R/\sqrt{n})$. By Proposition 3.1 together with the continuous mapping theorem [2, Theorem 2.7], we have

$$\mathcal{N}(\Gamma_n; x_0, R/\sqrt{n}) = N(\Phi_n) \xrightarrow{d_{n \to \infty}} N(\Psi(\cdot/2)) = \mathcal{N}(\Gamma; R/2).$$

Given the distributional convergence (3.4), to complete the proof of the lemma it remains to show that the family $\{ \mathcal{N}(\Gamma_n; x_0, R/\sqrt{n}) \}_{n \in \mathbb{N}}$ is uniformly integrable. To this end, we recall that

$$\mathcal{N}(\Gamma_n; x_0, R/\sqrt{n}) = \mathcal{N}_{\delta/n}(\Gamma_n; x_0, R/\sqrt{n}) + \mathcal{N}_{\delta/n-s\delta}(\Gamma_n; x_0, R/\sqrt{n}).$$

As one easily checks, the uniform integrability follows from the following two claims:

(i) For every $\delta > 0$, the random variables $\mathcal{N}_{\delta/n}(\Gamma_n; x_0, R/\sqrt{n})$ are a.s. bounded by some constant depending only on $\delta$ and $R$;

(ii) $\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{E}[\mathcal{N}_{\delta/n-s\delta}(\Gamma_n; x_0, R/\sqrt{n})] = 0$.

Since (ii) follows from Proposition 3.4, we need to verify (i). To this end, we observe that, by corresponding to $\delta/n$-large component $\gamma$ lying entirely inside the spherical cap $B(x_0; R/\sqrt{n})$ the domain of area $> \delta/n$ enclosed inside $\gamma$, the number of $\delta/n$-large components of $\Gamma_n$ lying entirely in $B(x_0; R/\sqrt{n})$ is a.s. bounded by

$$\mathcal{N}_{\delta/n}(\Gamma_n; x_0, R/\sqrt{n}) \leq \frac{\text{Area}(B(x_0; R/\sqrt{n}))}{\delta/n} \leq \frac{2\pi(1 - \cos(R/\sqrt{n}))}{\delta/n} \leq c \cdot \frac{R^2}{\delta},$$

with $c > 0$ an absolute constant. Therefore the random variables $\mathcal{N}_{\delta/n}(\Gamma_n; x_0, R/\sqrt{n})$ are uniformly bounded and (ii) holds. \qed
3.3. Sandwich estimates. Our aim is to prove Theorem 1.1 stating that

\[
\lim_{n \to \infty} \frac{\mathbb{E}[N(\Gamma_n)]}{n} = \pi c_{NS},
\]

with \(c_{NS}\) same as in Theorem 1.2. For the proof we shall analyze the “local” counterparts of \(N(\Gamma_n)\). Recall that \(N(\Gamma_n; x, r)\) denotes the number of connected components of \(\Gamma_n\) completely contained in the open cap \(B(x; r)\). Similarly, let \(N^*(\Gamma_n; x, r)\) be the number of connected components of \(\Gamma_n\) intersecting the closed cap \(\bar{B}(x; r)\). The next lemma is analogous to the integral-geometric sandwich of Nazarov-Sodin [19, Lemma 1 on p. 6]. The proof, given below, is a straightforward adaptation of the Nazarov-Sodin’s one.

Denote the standard Riemannian volume on \(\mathbb{S}^2\) by \(\sigma\). Note that \(\sigma(\mathbb{S}^2) = 4\pi\) and that \(\sigma(B(x_0; R))\) does not depend on the choice of the point \(x_0 \in \mathbb{S}^2\). We shall frequently use the asymptotic relation

\[
\lim_{r \downarrow 0} \frac{\sigma(B(x_0; r))}{\pi r^2} = 1.
\]

Lemma 3.8. For every \(r > 0\), we have

\[
\frac{\int_{\mathbb{S}^2} N(\Gamma_n; x, r)\sigma(dx)}{\sigma(B(x_0; r))} \leq N(\Gamma_n) \leq \frac{\int_{\mathbb{S}^2} N^*(\Gamma_n; x, r)\sigma(dx)}{\sigma(B(x_0; r))}.
\]  

(3.5)

Proof. Given a connected component \(\gamma\) of the nodal set \(\Gamma_n\) introduce the quantities

\[
G(\gamma) := \bigcap_{v \in \gamma} B(v; r) = \{u \in \mathbb{S}^2: \gamma \subset B(u; r)\},
\]

\[
G^*(\gamma) := \bigcup_{v \in \gamma} \bar{B}(v; r) = \{u \in \mathbb{S}^2: \gamma \cap \bar{B}(u; r) \neq \emptyset\}.
\]

Then, by definition, \(\sigma(G(\gamma)) \leq \sigma(B(x_0; r)) \leq \sigma(G^*(\gamma))\). Taking the sum over all connected components \(\gamma\) of \(\Gamma_n\), we arrive at

\[
\sum_{\gamma \subseteq \Gamma_n} \sigma(G(\gamma)) \leq N(\Gamma_n) \cdot \sigma(B(x_0; r)) \leq \sum_{\gamma \subseteq \Gamma_n} \sigma(G^*(\gamma)).
\]  

(3.6)

It remains to observe that the l.h.s. of (3.6) equals \(\int_{\mathbb{S}^2} N(\Gamma_n; x, r)\sigma(dx)\), whereas the r.h.s. of (3.6) is \(\int_{\mathbb{S}^2} N^*(\Gamma_n; x, r)\sigma(dx)\).

Taking the expectation in (3.5) and using the Fubini theorem, we arrive at the estimate

\[
\frac{\int_{\mathbb{S}^2} \mathbb{E}[N(\Gamma_n; x, r)]\sigma(dx)}{\sigma(B(x_0; r))} \leq \mathbb{E}[N(\Gamma_n)] \leq \frac{\int_{\mathbb{S}^2} \mathbb{E}[N^*(\Gamma_n; x, r)]\sigma(dx)}{\sigma(B(x_0; r))}.
\]

Noting that by the SO(3)-invariance of the random rational function \(\Psi_n\), the quantities \(\mathbb{E}[N(\Gamma_n; x, r)]\) and \(\mathbb{E}[N^*(\Gamma_n; x, r)]\) do not depend on the choice of \(x \in \mathbb{S}^2\), we can write

\[
4\pi \frac{\mathbb{E}[N(\Gamma_n; x_0, r)]}{\sigma(B(x_0; r))} \leq \mathbb{E}[N(\Gamma_n)] \leq 4\pi \frac{\mathbb{E}[N^*(\Gamma_n; x_0, r)]}{\sigma(B(x_0; r))}
\]  

(3.7)

for an arbitrary \(x_0 \in \mathbb{S}^2\). These estimates will be important in what follows.
3.4. Lower bound in Theorem 1.1. Our aim is to show that
\[ \liminf_{n \to \infty} \frac{\mathbb{E}[N(\Gamma_n)]}{n} \geq \pi c_{NS}. \] (3.8)
Replacing in the first inequality of (3.7) \( r \) by \( R/\sqrt{n} \) and dividing by \( n \), we have
\[ \frac{\mathbb{E}[N(\Gamma_n)]}{n} \geq 4\pi \frac{\mathbb{E}[N(\Gamma_n; x_0, R/\sqrt{n})]}{n\sigma(B(x_0; R/\sqrt{n})}. \]
Taking the large \( n \) limit, using Lemma 3.4 and observing that \( n\sigma(B(x_0; R/\sqrt{n})) \to \pi R^2 \), we obtain
\[ \liminf_{n \to \infty} \frac{\mathbb{E}[N(\Gamma_n)]}{n} \geq 4 \frac{\mathbb{E}[N(\Gamma; R/2)]}{\pi R^2} = \pi \frac{\mathbb{E}[N(\Gamma; R/2)]}{\pi (R/2)^2}. \]
This holds for arbitrary \( R > 0 \). Letting \( R \to \infty \) and using Theorem 1.2, we arrive at the claimed lower bound (3.8).

3.5. Upper bound in Theorem 1.1. Replacing in the second inequality of (3.7) \( r \) by \( (R + 1)/\sqrt{n} \) and dividing by \( n \), we have
\[ \frac{\mathbb{E}[N(\Gamma_n)]}{n} \leq 4 \frac{\mathbb{E}[N^*(\Gamma_n; x_0, (R + 1)/\sqrt{n})]}{n\sigma(B(x_0; (R + 1)/\sqrt{n})]. \] (3.9)
Let \( N'(\Gamma_n; x_0, R/\sqrt{n}, (R + 1)/\sqrt{n}) \) be the number of connected components of \( \Gamma_n \) that intersect the disc \( B(x_0; R/\sqrt{n}) \) and are completely contained inside the larger disc \( B(x_0, (R + 1)/\sqrt{n}) \). Further, let \( N''(\Gamma_n; x_0, R/\sqrt{n}, (R + 1)/\sqrt{n}) \) be the number of connected components of \( \Gamma_n \) that intersect the disc \( B(x_0; R/\sqrt{n}) \) but are not completely contained inside \( B(x_0, (R + 1)/\sqrt{n}) \). Evidently,
\[ \mathbb{E}[N^*(\Gamma_n; x_0, (R + 1)/\sqrt{n})] = \mathbb{E}[N'(\Gamma_n; x_0, R/\sqrt{n}, (R + 1)/\sqrt{n})] + \mathbb{E}[N''(\Gamma_n; x_0, R/\sqrt{n}, (R + 1)/\sqrt{n})]. \] (3.10)
Let us provide upper bounds on both expectations on the right-hand side. For the first expectation, we use the trivial estimate
\[ \mathbb{E}[N'(\Gamma_n; x_0, R/\sqrt{n}, (R + 1)/\sqrt{n})] \leq \mathbb{E}[N(\Gamma_n; x_0, (R + 1)/\sqrt{n})]. \] (3.11)
To estimate the second expectation, denote by \( L_n(A) \) the total spherical length of the nodal set \( \Gamma_n \) intersected with an open, connected set \( A \subset \mathbb{S}^2 \). Any component contributing to \( N''(\Gamma_n; x_0, R/\sqrt{n}, (R + 1)/\sqrt{n}) \) must have length at least \( 1/\sqrt{n} \) inside the ring \( B(x_0; (R + 1)/\sqrt{n}) \backslash B(x_0; R/\sqrt{n}) \), so that we have
\[ N''(\Gamma_n; x_0, R/\sqrt{n}, (R + 1)/\sqrt{n}) \leq \sqrt{n} L_n(B(x_0; (R + 1)/\sqrt{n}) \backslash B(x_0; R/\sqrt{n})). \] (3.12)

Lemma 3.9. For every \( R > 0 \) and \( x_0 \in \mathbb{S}^2 \) we have
\[ \mathbb{E}[L_n(B(x_0; R/\sqrt{n}))] = \frac{\pi}{8} \sigma(B(x_0; R/\sqrt{n})). \] (3.13)
Proof. The essential work has already been done by Lerario and Lundberg [9] who showed that \( \mathbb{E}[L_n(\mathbb{S}^2)] = (\pi^2/2)\sqrt{n} \). In fact, their result applies, after scaling, to subdomains of \( \mathbb{S}^2 \), which yields (3.13), but we also provide an independent argument based only on the above
formula for $\mathbb{E}[L_n(\mathbb{S}^2)]$. By the rotational invariance, the expectation on the left-hand side of (3.13) does not depend on $x_0 \in \mathbb{S}^2$. Integrating over $x_0$, we get

$$4\pi \mathbb{E}[L_n(B(x_0; R/\sqrt{n})]) = \int_{\mathbb{S}^2} \mathbb{E}[L_n(B(x; R/\sqrt{n}))] \sigma(dx) = \mathbb{E} \left[ \int_{\mathbb{S}^2} L_n(B(x; R/\sqrt{n})) \sigma(dx) \right].$$

Fubini’s theorem for the Hausdorff length measure implies that

$$\int_{\mathbb{S}^2} L_n(B(x; R/\sqrt{n})) \sigma(dx) = \sigma(B(x_0; R/\sqrt{n})) L_n(\mathbb{S}^2),$$

from which the claim follows since $\mathbb{E}[L_n(\mathbb{S}^2)] = (\pi^2/2) \sqrt{n}$. \hfill \Box

Recall that $n \sigma(B(x_0; R/\sqrt{n})) \to \pi R^2$ as $n \to \infty$. Applying Lemma 3.9 to the caps $B(x_0; (R + 1)/\sqrt{n})$ and $B(x_0; R/\sqrt{n})$ and subtracting the results, we obtain

$$\lim_{n \to \infty} \sqrt{n} \mathbb{E}[L_n(B(x_0; (R + 1)/\sqrt{n}) \setminus B(x_0; R/\sqrt{n}))] = \frac{\pi^2}{8} (2R + 1). \quad (3.14)$$

Substituting the bounds (3.11) and (3.12) into (3.10), and upon letting $n \to \infty$, while keeping $R$ sufficiently large fixed, we obtain:

$$\lim_{n \to \infty} \sqrt{n} \mathbb{E}[\mathcal{N}^*(\Gamma_n; x_0, (R + 1)/\sqrt{n})] \leq \limsup_{n \to \infty} \mathbb{E}[\mathcal{N}(\Gamma_n; x_0, (R + 1)/\sqrt{n})]$$

$$+ \limsup_{n \to \infty} \sqrt{n} \mathbb{E}[L_n(B(x_0; (R + 1)/\sqrt{n}) \setminus B(x_0; R/\sqrt{n}))]$$

$$= \mathbb{E} \left[ \mathcal{N} \left( \Gamma; \frac{R + 1}{2} \right) \right] + \frac{\pi^2}{8} (2R + 1),$$

thanks to (3.14), and lemmas 3.7 and 3.9. Combining this with (3.3) and observing that $n \sigma(B(x_0; (R + 1)/\sqrt{n})) \to \pi(R + 1)^2$ as $n \to \infty$ yields

$$\limsup_{n \to \infty} \frac{\mathbb{E}[\mathcal{N}(\Gamma_n)]}{n} \leq 4\pi \limsup_{n \to \infty} \frac{\mathbb{E}[\mathcal{N}^*(\Gamma_n; x_0, (R + 1)/\sqrt{n})]}{n \sigma(B(x_0; (R + 1)/\sqrt{n}))}$$

$$\leq 4\pi \frac{\mathbb{E}[\mathcal{N}(\Gamma; (R + 1)/2)] + \frac{\pi^2}{8} (2R + 1)}{\pi(R + 1)^2}.$$

The above holds for every $R > 0$. Letting $R \to \infty$ and applying Theorem 1.2 we finally arrive at

$$\limsup_{n \to \infty} \frac{\mathbb{E}[\mathcal{N}(\Gamma_n)]}{n} \leq \pi \lim_{R \to \infty} \frac{\mathbb{E}[\mathcal{N}(\Gamma; (R + 1)/2)]}{\pi((R + 1)/2)^2} + 0 = \pi c_{NS}.$$  

This completes the proof of Theorem 1.1 assuming the estimates on the number of small components in propositions 1.3 and 1.4 proved in the course of the next section.

4. PROOF OF PROPOSITIONS 1.3-1.4: DISMISSING THE SMALL COMPONENTS

4.1. Small components of $\Psi$: Proof of Proposition 1.3. Recall that

$$G(z) = \sum_{n=0}^{\infty} \frac{\xi_n}{\sqrt{n!}} z^n, \quad (4.1)$$
where $\xi_n$ are i.i.d. standard (complex) Gaussian random variables. The function $G(z)$ is GEF with covariance
\[ r_G(z, w) = \mathbb{E}\left[ G(z) \cdot G(w) \right] = e^{z \overline{w}}, \]
and correlation
\[ \mathbb{E}\left[ \frac{G(z)}{\sqrt{r_G(z, z)}} \cdot \frac{G(w)}{\sqrt{r_G(w, w)}} \right] = e^{z \overline{w} - |z|^2/2 - |w|^2/2}. \]

We are interested in the number of small components of the function $\Psi$ which has the same distribution as the number of small components of
\[ H^*(z) := |G(z)|^2 - |\tilde{G}(z)|^2, \]
where $\tilde{G}$ is an independent copy of $G$. Equivalently, we might consider the normalised random field
\[ H(z) := \frac{1}{r_G(z, z)} H^*(z) = |F(z)|^2 - |\tilde{F}(z)|^2, \quad (4.2) \]
where
\[ F(z) := \frac{1}{\sqrt{r_G(z, z)}} G(z), \quad (4.3) \]
and $\tilde{F}(z)$ its independent copy. We have
\[ r_F(z, w) := \mathbb{E}[F(z) \cdot F(w)] = e^{z \overline{w} - |z|^2/2 - |w|^2/2}. \quad (4.4) \]

We are interested in the distribution of the random vector
\[ (F(z), \nabla |F(z)|^2) \in \mathbb{C} \times \mathbb{R}^2, \]
where we mean $\nabla |F(z)|^2 := (\partial_x |F(z)|^2, \partial_y |F(z)|^2)$ is the gradient of $z \mapsto |F(z)|^2$, considered as a function $\mathbb{R}^2 \rightarrow \mathbb{R}$.

**Lemma 4.1.** Let $z \in \mathbb{C}$ and $a, b \in \mathbb{R}$ be two real numbers.

1. The distribution of $\nabla |F(0)|^2$ conditioned on $F(0) = a + ib$ is that of two independent centred Gaussians with variance $2(a^2 + b^2)$.
2. The (non-Gaussian) random field $|F(z)|^2$ is stationary.
3. The random field $H(z)$ in (4.2) is stationary.

**Proof.** At first we validate that the first statement of Lemma 4.1. Conditioned on
\[ F(0) = G(0) = a + bi =: g \quad (4.5) \]
the Taylor expansion of $G(z)$ around $z = 0$ is
\[ G(z) = g + \xi_1 z + o_{z \rightarrow 0}(z); \]
in fact, the conditional law of $(G(z))_{z \in \mathbb{C}}$ is that of
\[ (G(z))_{z \in \mathbb{C}} \overset{d}{=} \left( g + \sum_{n=1}^{\infty} \frac{\xi_n}{\sqrt{n!}} z^n \right)_{z \in \mathbb{C}}. \]
We then have
\[ |G(z)|^2 = (g + \xi_1 z + o(z)) \cdot (\overline{g} + \overline{\xi_1} \overline{z} + o(z)) = |g|^2 + 2 \text{Re}(\overline{g} \xi_1 z) + o(z), \]
and since $e^{\left|z\right|^2/2} = 1 + o(z)$, we also have

$$|F(z)|^2 = |g|^2 + 2 \text{Re}(\overline{g}\xi_1 z) + o(z),$$

(4.6)

conditioned on $F(0) = g$. Next,

$$\text{Re}(\overline{g}\xi_1 z) = \text{Re}(\overline{g}\xi_1) x - \text{Im}(\overline{g}\xi_1) y,$$

and, recalling (4.5), this, together with (4.6), yields

$$\nabla |F(z)|^2|_{z=0} = 2 (\text{Re}(\overline{g}\xi_1), - \text{Im}(\overline{g}\xi_1)) = 2(a \Re \xi_1 + b \Im \xi_1, b \Re \xi_1 - a \Im \xi_1)$$

(4.7)

That $\nabla |F(z)|^2|_{z=0}$ consists of two independent centred Gaussian random variables of variance $2(a^2 + b^2)$ now follows from the fact that $\Re \xi_1, \Im \xi_2$ are independent centred Gaussian random variables of variance $\frac{1}{2}$.

We now proceed to proving the second statement of Lemma 4.1, i.e. that the process $|F(z)|^2$ is stationary. Let us see what is the effect of applying a translation on $F$. For $z_0 \in \mathbb{C}$ we have by (4.4):

$$r_F(z + z_0, w + z_0) = e^{(z+z_0)\overline{w+z_0} - \left|z+z_0\right|^2/2 - \left|w+z_0\right|^2/2} = e^{i \Im(z \overline{w} - w \overline{z})} \cdot r_F(z, w),$$

(4.8)

since

$$z\overline{w} + |z|^2 + z\overline{w} + z_0\overline{w} - \left|z\right|^2/2 - \left|z_0\right|^2/2 - \Re(z\overline{w}) - \left|w\right|^2/2 - \left|z_0\right|^2/2 - \Re(w\overline{z})$$

$$= z\overline{w} - |z|^2/2 - |w|^2/2 + (z\overline{w} - \Re(z\overline{w})) + (z_0\overline{w} - \Re(w\overline{z}))$$

$$= (z\overline{w} - |z|^2/2 - |w|^2/2) + i \Im(z\overline{w}) - i \Im(w\overline{z}).$$

The identity (4.3) shows that the law of $F(z_0 + \cdot)$ is equal to the law of

$$e^{i \Im(z \overline{w})} \cdot F(\cdot),$$

and since for every $z \in \mathbb{C}$ the pre-factor $e^{i \Im(z \overline{w})}$ is of unit absolute value, it yields that of $|F(\cdot)|^2$ is translation invariant, i.e. $|F(\cdot)|^2$ is a stationary (though non-Gaussian) process, i.e. the 2nd statement of Lemma 4.1. The third statement of Lemma 4.1 is a straightforward consequence of the 2nd one via (4.2).

Lemma 4.2. Let $z = x + yi \in \mathbb{C}$, and

$$F(z) = A(z) + iB(z)$$

(4.9)

be the random field (4.3), where $A(z) = \Re F(z), B(z) = \Im F(z)$. Then $A(0)$ (resp. $B(0)$) and its derivatives at $z = 0$ w.r.t. $x, y$ of all orders are Gaussian random variables (with finite variance).

Proof. Recall that the covariance function of $F$ is given by (4.4); this determines the random field $F$, and could be used for evaluating all the local expressions like in Lemma 4.2. We
have that
\[ r_A(z, w) := \mathbb{E}[A(z) \cdot A(w)] = r_B(z, w) := \mathbb{E}[B(z) \cdot B(w)] = \frac{1}{2} \text{Re} r_F(z) = \frac{1}{2} \text{Re}(e^{2\pi |z|^2/2-|w|^2/2}), \]
(4.10)

From here the finiteness of all the relevant variances is obvious.

Proof of Proposition 4.3. Recall that $H$ is given by (4.2), where $F$ is defined in (4.3) and $\tilde{F}$ is its independent copy. Let $N_{\delta - sm}(H; R)$ be the number of $\delta$-small nodal components of $H$ lying entirely inside the radius $R$ centred disc $D(0; R)$, i.e. those adjacent to domains of area $< \delta$. Our ultimate goal is proving the estimate (1.10), i.e.
\[
\mathbb{E} [N_{\delta - sm}(H; R)] \leq C \delta^c \cdot R^2
\]
for all $R > 1$ and $\delta > 0$. There exist numbers $q > 0$, $0 < \epsilon < 1$, $s > 0$, $c_0 > 0$ and a constant $C_0 > 0$ so that the following deterministic inequality holds [13, 16] (cf. (4.32) below):
\[
N_{\delta - sm}(H; R) \leq C_0 \delta^c \left( \int_{D(0; R)} |\partial^2 H|^q dz \right)^{\frac{1}{q+1}} \cdot \left( \int_{D(0; R)} |H|^{-(1-\epsilon)} \cdot \|\nabla H\|^{-(2-\epsilon)} dz \right)^{\frac{1}{q+1}}, \tag{4.11}
\]
where we denoted
\[
|\partial^2 H(z)| := \max_{|\alpha|=2} |\partial^\alpha H(z)| = \max \{ |\partial_x \partial_x H(z)|, |\partial_x \partial_y H(z)|, |\partial_y \partial_y H(z)| \}.
\]

Taking the expectation of both sides of (4.11) and using the Hölder inequality, we obtain
\[
\mathbb{E} [N_{\delta - sm}(H; R)] \leq \delta^c \cdot \left( \mathbb{E} \left[ \int_{D(0; R)} |\partial^2 H|^q dz \right] \right)^{\frac{1}{q+1}} \cdot \left( \mathbb{E} \left[ \int_{D(0; R)} |H|^{-(1-\epsilon)} \cdot \|\nabla H\|^{-(2-\epsilon)} dz \right] \right)^{\frac{1}{q+1}} \tag{4.12}
\]
\[
= \delta^c \cdot \left( \int_{D(0; R)} \mathbb{E} \left[ |\partial^2 H(z)|^q \right] dz \right)^{\frac{1}{q+1}} \cdot \left( \int_{D(0; R)} \mathbb{E} \left[ |H(z)|^{-(1-\epsilon)} \cdot \|\nabla H(z)\|^{-(2-\epsilon)} \right] dz \right)^{\frac{1}{q+1}}.
\]

First, by the stationarity of $H(z)$ (Lemma 4.1, part 3), both integrands
\[
\mathbb{E} \left[ |\partial^2 H(z)|^q \right] = \mathbb{E} \left[ |\partial^2 H(0)|^q \right] \tag{4.13}
\]
and
\[
\mathbb{E} \left[ |H(z)|^{-(1-\epsilon)} \cdot \|\nabla H(z)\|^{-(2-\epsilon)} \right] = \mathbb{E} \left[ |H(0)|^{-(1-\epsilon)} \cdot \|\nabla H(0)\|^{-(2-\epsilon)} \right] \tag{4.14}
\]
are constant, independent of $z$. The estimate (1.10) will follow from (4.12) once we establish that both
\[
\mathbb{E} \left[ |\partial^2 H(0)|^q \right] < \infty \tag{4.15}
\]
and
\[
\mathbb{E} \left[ |H(0)|^{-(1-\epsilon)} \cdot \|\nabla H(0)\|^{-(2-\epsilon)} \right] < \infty \tag{4.16}
\]
are finite.
First, to establish (1.15), by (1.2) the l.h.s. of (1.15) involves (positive) moments of the real and imaginary parts of \( F \) and its couple of derivatives at the origin, and these are finite by Lemma 1.2. Concerning (1.16), we notice that, unlike the Gaussian stationary case that were treated in the earlier manuscripts, \( H(0) \) and \( \nabla H(0) \) (or, more generally, \( H(z) \) and \( \nabla H(z) \)) are not independent, and so the moments of the r.h.s. of (1.16) do not split nicely as the did in other cases. Instead we are going to condition on the values of \( F(0) \) and \( \tilde{F}(0) \) (and hence of \( H(0) \) via (4.2)), and invoke Lemma 4.1.

We write

\[
\nabla H(0) = \nabla(|F(0)|^2) - \nabla(|\tilde{F}(0)|^2),
\]

and take \( v = (a, b) \in \mathbb{R}^2 \), \( \tilde{v} = (\tilde{a}, \tilde{b}) \in \mathbb{R}^2 \), and evaluate \( \mathbb{E} \left[ |H(0)|^{-(1-\epsilon)} \| \nabla H(0) \|^{-(2-\epsilon)} \right] \) by first conditioning on the values \( F(0) = a + bi, \tilde{F}(0) = \tilde{a} + \tilde{b} i \), and use Lemma 4.1 to infer the conditional distribution of \( \nabla H(0) \) to be centred Gaussian with independent components, each having variance

\[
2(a^2 + b^2 + \tilde{a}^2 + \tilde{b}^2) = 2(\|v\|^2 + \|\tilde{v}\|^2).
\]

As a result, we have

\[
\mathbb{E} \left[ |H(0)|^{-(1-\epsilon)} \| \nabla H(0) \|^{-(2-\epsilon)} \right] = \iint_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{1}{\|v\|^2 - \|\tilde{v}\|^2} \cdot \frac{\exp(-(\|v\|^2 + \|\tilde{v}\|^2))}{\pi^2} \times \int \frac{1}{\|v\|^2 + \|\tilde{v}\|^2} \cdot 2^{1-\epsilon/2} \|v\|^{2-\epsilon} \cdot \frac{\exp(-\|v\|^2)}{(2\pi)} \times \frac{\exp(-\|\eta\|^2/2)}{\|\eta\|^{2-\epsilon}} d\eta,
\]

with the natural scaling

\[
\eta = (\eta_1, \eta_2) := \frac{1}{\sqrt{2(\|v\|^2 + \|\tilde{v}\|^2)^{1/2}}} \nabla H(z),
\]

so that \( (\eta_1, \eta_2) \) are standard i.i.d. Gaussian.

Continuing, we have

\[
\mathbb{E} \left[ |H(0)|^{1-\epsilon} \| \nabla H(0) \|^{-(2-\epsilon)} \right] \leq \iint_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{1}{\|v\|^2 - \|\tilde{v}\|^2} \cdot \frac{\exp(-(\|v\|^2 + \|\tilde{v}\|^2))}{\pi^2} \times \int \frac{\exp(-\|v\|^2)}{\|v\|^{2-\epsilon}} \cdot \frac{\exp(-\|\eta\|^2/2)}{\|\eta\|^{2-\epsilon}} d\eta.
\]

(4.17)

The finiteness of the expectation (1.16) will follow from (1.17) once we show that the integral

\[
\iint_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{\exp(-(\|v\|^2 + \|\tilde{v}\|^2))}{\|v\|^2 - \|\tilde{v}\|^2} d\eta < \infty.
\]
is finite, which, in turn, would follow from the convergence of the integral
\[
\int \int_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{dvd\tilde{v}}{\|v\|^4 - \|\tilde{v}\|^4} \exp \left( -\frac{1}{2} (\|v\|^2 + \|\tilde{v}\|^2) \right) < \infty.
\]
(4.18)

To show that the integral on the r.h.s. of (4.18) is convergent, we use the slightly non-standard spherical coordinates
\[
(\rho, \theta, \phi_1, \phi_2) \mapsto (v, \tilde{v}) = \left( (\rho \cos(\theta) \cos(\phi_1), \rho \cos(\theta) \sin(\phi_1)), \right.
\]
\[
(\rho \sin(\theta) \cos(\phi_2), \rho \sin(\theta) \sin(\phi_2)) \right),
\]
(4.19)
whose Jacobian is
\[
J^*(\rho, \theta, \phi_1, \phi_2) = \rho^3 \cdot J(\theta, \phi_1, \phi_2),
\]
for some explicit function \( J; J \) continuous, and, in particular, bounded on \([0, \pi/2] \times [0, 2\pi]^2\). Using that, by (4.19), we have
\[
\|v\|^2 = \rho^2 \cos(\theta)^2, \quad \|\tilde{v}\|^2 = \rho^2 \sin(\theta)^2,
\]
one may rewrite the integral on the r.h.s. of (4.18) as
\[
\int \int_{\mathbb{R}^2 \times \mathbb{R}^2} \frac{dvd\tilde{v}}{\|v\|^4 - \|\tilde{v}\|^4} \exp \left( -\frac{1}{2} (\|v\|^2 + \|\tilde{v}\|^2) \right)
\]
\[
= \int \int_{(0,\infty) \times [0,\pi/2] \times [0,2\pi]^2} \frac{\rho^3 |J(\theta, \phi_1, \phi_2)| |d\theta d\phi_1 d\phi_2|}{\rho^{1-2\epsilon} \left( \cos(\theta)^4 - \sin(\theta)^4 \right)^{1-\epsilon/2}} \exp(-\rho^2/2) d\rho \]
\[
= \int_0^\infty \frac{1}{\rho^{1-2\epsilon}} e^{-\rho^2/2} d\rho \times \int_{[0,\pi/2] \times [0,2\pi]^2} \frac{|J(\theta, \phi_1, \phi_2)| |d\theta d\phi_1 d\phi_2|}{\cos(\theta)^{1-\epsilon/2}} < \infty,
\]
is finite, by Taylor expanding
\[
\cos(2\theta) \gg \theta - \frac{\pi}{4}
\]
around the pole \( \theta = \pi/4 \) in the relevant range; that is, (4.16) is now established. Consolidating all of our arguments, we insert the newly proven (4.16) teamed with the earlier estimate (4.15), upon bearing in mind (4.14) and (4.13) respectively, into (4.12), finally implies the statement (1.10) of Proposition 1.3.

4.2. Small components of \( \Psi_n \): Proof of Proposition 1.4. We start by recalling the necessary notation. Let \( p_n(z), q_n(z) : \mathbb{C} \to \mathbb{C} \) be the two independent complex valued random polynomials as in (1.1). Their covariance is given by
\[
r_{p_n}(z, w) = (1 + z \overline{w})^n, \quad z, w \in \mathbb{C}.
\]
Further, let \( P_n, Q_n : \mathbb{S}^2 \to \mathbb{C} \cup \{\infty\} \) be two independent complex valued, random Gaussian fields on the unit sphere \( \mathbb{S}^2 \) defined by
\[
P_n(x) = p_n(\zeta(x)), \quad Q_n(x) = p_n(\zeta(x)), \]
where \( x = (u, v, w) \in \mathbb{S}^2 \),
\[
\zeta(x) = \frac{u + iv}{1 - w} \in \mathbb{C} \cup \{\infty\},
\]
(4.20)
is the stereographic projection. The covariance function of $P_n$ is

$$r_{P_n}(x, y) = r_{P_n}(\zeta(x), \zeta(y)) = \left(1 + \zeta(x)\overline{\zeta(y)}\right)^n.$$  

We record here that in the spherical coordinates $(\theta, \phi)$ for $x \in S^2$, the stereographic projection $\zeta$ in (1.2) is given by

$$\zeta(x) = \frac{1}{\tan(\theta/2)}e^{i\phi}. \quad (4.21)$$

The central object of our study is the (non-Gaussian) ensemble $\{\Psi_n\}_{n \geq 1}$ of complex-valued functions

$$\Psi_n(x) = \frac{P_n(x)}{Q_n(x)}, \quad (4.22)$$

defined on the sphere $\Psi_n : S^2 \to \mathbb{C}$.

**Lemma 4.3.** For every $n \geq 1$, the random field $\Psi_n$ as in (4.22) is rotation invariant, i.e. for every $g \in SO(3)$, we have

$$(\Psi_n(gx))_{x \in S^2} \overset{d}{=} (\Psi_n(x))_{x \in S^2}.$$  

**Proof.** First let us consider the effect of a rotation $g \in SO(3)$ on $P_n$. It is known that

$$\zeta g \zeta^{-1}(z) = \frac{\lambda z + \mu}{-\overline{\mu} z + \lambda}$$

for some $\mu, \lambda \in \mathbb{C}$ with $|\lambda|^2 + |\mu|^2 = 1$. Letting $z = \zeta(x)$, $w = \zeta(y)$, we have

$$r_{P_n}(gx, gy) = r_{P_n}(g\zeta^{-1}(z), g\zeta^{-1}(w)) = r_{P_n}(\zeta g \zeta^{-1}(z), \zeta g \zeta^{-1}(w)) = \left(1 + \zeta g \zeta^{-1}(z) \cdot \overline{\zeta g \zeta^{-1}(w)}\right)^n.$$  

Now,

$$1 + \zeta g \zeta^{-1}(z) \cdot \overline{\zeta g \zeta^{-1}(w)} = 1 + \frac{\lambda z + \mu}{-\overline{\mu} z + \lambda} \cdot \frac{\overline{\lambda} w + \overline{\mu}}{-\overline{\mu w} + \overline{\lambda}} = 1 + \frac{|\lambda|^2 \overline{z w} + \lambda \overline{\mu} z + \overline{\lambda} \mu w + |\mu|^2}{(-\overline{\mu z} + \overline{\lambda}) \cdot (-\mu w + \lambda)}$$

$$= 1 + \frac{(1 - |\mu|^2) \overline{z w} + \lambda \overline{\mu} z + \overline{\lambda} \mu w + (1 - |\lambda|^2)}{(-\overline{\mu z} + \overline{\lambda}) \cdot (-\mu w + \lambda)}$$

$$= 1 + \frac{1 + \overline{z w}}{(-\overline{\mu z} + \overline{\lambda}) \cdot (-\mu w + \lambda)}.$$

Therefore,

$$r_{P_n}(gx, gy) = \frac{r_{P_n}(x, y)}{(-\overline{\mu z} + \overline{\lambda})^n \cdot (-\mu w + \lambda)^n} \quad (4.23)$$

or, equivalently,

$$(P_n(gx))_{x \in S^2} \overset{d}{=} \left(\frac{P_n(x)}{(-\overline{\mu \zeta(x)} + \overline{\lambda})^n}\right)_{x \in S^2},$$

as claimed.
so that
\[ \Psi_n(gx) = \frac{P_n(gx)}{Q_n(gx)} = \frac{P_n(x)}{Q_n(x)} \cdot \frac{(-\overline{\mu} \zeta(x) + \overline{\lambda})^n}{(-\overline{\mu} \zeta(x) + \overline{\lambda})^n} = \frac{P_n(x)}{Q_n(x)} = \Psi_n(x). \]

\[ \square \]

The lemniscate \( \Gamma_n = \{ x \in S^2 : |\Psi_n(x)| = 1 \} \) is equal to the zero set (nodal line) of
\[ H_n^*(x) := |P_n(x)|^2 - |Q_n(x)|^2. \tag{4.24} \]
In turn, the nodal line of \( H_n^*(x) \) is equal to the nodal line of the normalised random field
\[ H_n(x) := \frac{1}{\sqrt{r_{P_n}(x,x)}} H_n^*(x) = |F_n(x)|^2 - |\tilde{F}_n(x)|^2, \tag{4.25} \]
where
\[ F_n(x) = \frac{P_n(x)}{\sqrt{r_{P_n}(x,x)}} \] (4.26)
is unit variance and \( \tilde{F}_n \) is its independent copy, so that
\[ r_{F_n}(x, y) = r_{\tilde{F}_n}(x, y) = \frac{r_{P_n}(x, y)}{\sqrt{r_{P_n}(x,x) \cdot r_{P_n}(y,y)}} = \frac{(1 + \zeta(x) \cdot \overline{\zeta(y)})^n}{(1 + |\zeta(x)|^2)^{n/2} \cdot (1 + |\zeta(y)|^2)^{n/2}}. \]
Hence bounding the number of small components of the lemniscate \( \Gamma_n \) is equivalent to bounding the number of small nodal components of \( H_n \).

**Lemma 4.4.**

1. The law of \( |F_n|^2 \), with \( F_n \) as in (4.26), is rotation invariant, i.e. for every \( g \in SO(3) \), we have
\[ (|F_n(gx)|^2)_{x \in S^2} \overset{d}{=} (|F_n(x)|^2)_{x \in S^2}. \tag{4.27} \]

2. The law of \( H_n \) as in (4.25), is rotation invariant, i.e. for every \( g \in SO(3) \), we have
\[ (H_n(gx))_{x \in S^2} \overset{d}{=} (H_n(x))_{x \in S^2}. \tag{4.28} \]

**Proof.** It is evident that (4.28) is a straightforward consequence of (4.27) via (4.25) (and the independence of \( F_n \) and \( \tilde{F}_n \)), so in what follows we only restrict ourselves to proving (4.27). To this end let us check what effect rotating by \( g \) has on the law of \( F_n \). Letting \( z = \zeta(x), w = \zeta(y) \), and using (4.23) once again, we have
\[ r_{F_n}(gx, gy) = \frac{r_{P_n}(gx, gy)}{\sqrt{r_{P_n}(gx, gx) \cdot r_{P_n}(gy, gy)}} = \frac{r_{P_n}(x, y)}{\sqrt{r_{P_n}(x,x) \cdot r_{P_n}(y,y)}} \cdot \frac{|\overline{\lambda} - \overline{\mu} z|^n \cdot |\overline{\lambda} - \overline{\mu} w|^n}{(-\overline{\mu} z + \overline{\lambda})^n \cdot (-\overline{\mu} w + \lambda)^n} = \frac{r_{P_n}(x, y)}{\sqrt{r_{P_n}(x,x) \cdot r_{P_n}(y,y)}} \cdot \frac{|\overline{\lambda} - \overline{\mu} z|^n \cdot |\overline{\lambda} - \overline{\mu} w|^n}{(-\overline{\mu} z + \overline{\lambda})^n \cdot (-\overline{\mu} w + \lambda)^n} \cdot r_{F_n}(x, y). \]
Noting that the pre-factor
\[
\frac{|\lambda - \mu z|^n \cdot |\lambda - \mu w|^n}{(-\mu z + \lambda) \cdot (-\mu w + \lambda)}
\]
is of unit absolute value, it follows that the non-Gaussian random field \( |F_n(\cdot)|^2 \) is invariant w.r.t. \( g \in SO(3) \).

For a smooth function \( g : S^2 \to \mathbb{R} \) denote by \( \mathcal{N}_{\delta-sm}(g; x_0, r) \) the number of \( \delta \)-small nodal components of \( g \) lying inside the spherical cap \( B(x_0; r) \), i.e. those adjacent to domains of spherical area \( < \delta \). We have the following bound for small components.

**Lemma 4.5 ([13, 16]).** There exist numbers \( q > 2, 0 < \epsilon < 1, \)
\[
s = \frac{3 - 2\epsilon}{q} > 0, \tag{4.29}
\]
\[
t = (1 - \epsilon) \left( 1 - \frac{1}{q} \right) + (2 - \epsilon) \left( \frac{1}{2} - \frac{1}{q} \right) - 1, \tag{4.30}
\]
\[
c_0 = \frac{t}{s+1} \tag{4.31}
\]
and \( C_0 > 0 \) so that for any smooth function \( g : S^2 \to \mathbb{R} \), any \( x_0 \in S^2 \) and \( r > 0 \), the following inequality holds:
\[
\mathcal{N}_{\delta-sm}(g; x_0, r) \leq C_0 \delta^{c_0} \left( \int_{B(x_0; r)} |\partial^2 H_n|^q dz \right)^\frac{1}{q+1} \times
\]
\[
\times \left( \int_{B(x_0; r)} |H_n|^{-(1-\epsilon)} \cdot \|\nabla H_n\|^{-(2-\epsilon)} dz \right)^\frac{1}{1-\epsilon} \tag{4.32}
\]
Here we denoted
\[
|\partial^2 H_n(x)| := \max_{V_1, V_2 \in T_x(S^2)} |V_1 V_2 H_n(x)|.
\]

The following result is, in light of (4.25), (4.24), and (4.22), a straightforward restatement of Proposition 1.4.

**Proposition 4.6.** There exists a number \( C_1 > 0 \), so that the expected number of \( \delta/n \)-small components of \( H_n \) as in (4.25), with \( n \) sufficiently large and \( \delta > 0 \) sufficiently small, is bounded by
\[
\mathbb{E} \left[ \mathcal{N}_{\delta/n-sm}(H_n; x_0, R/\sqrt{n}) \right] \leq C_1 \delta^{c_0} \cdot R^2 \tag{4.33}
\]
uniformly for all \( x_0 \in S^2 \) and \( 1 < R < \sqrt{n} \), with \( c_0 \) same as in (4.31).

Following along the same lines as in the proof below, except for the integrals taken over the whole of \( S^2 \) in place of \( B(x_0; R/\sqrt{n}) \), it is possible to prove the following global version of (4.33):
\[
\mathbb{E}[\mathcal{N}_{\delta/n-sm}(H_n)] \leq C_1 \delta^{c_0} \cdot n. \tag{4.34}
\]
Proof. Taking the expectation of both sides of (4.32), putting \( r = R/\sqrt{n} \) and using the H"older inequality yields:

\[
\mathbb{E} \left[ N_{\delta-sm}(H_n; x_0, R/\sqrt{n}) \right] \leq C_0 \delta^{c_0} \left( \int_{B(x_0; R/\sqrt{n})} \mathbb{E} \left[ |\partial^2 H_n|^q \right] \, dz \right)^{\frac{s}{s+1}} \times \left( \int_{B(x_0; R/\sqrt{n})} \mathbb{E} \left[ |H_n|^{-(1-\epsilon)} \|\nabla H_n\|^{-(2-\epsilon)} \right] \, dz \right)^{\frac{1}{s+1}}. \tag{4.35}
\]

By (4.35) and the rotational invariance of \( H_n \) as above, it is sufficient to bound each of the two expectations on the r.h.s. of (4.35) at an arbitrary fixed point, e.g. the South Pole \( x_0 = S = (0, 0, -1) \); we claim the (finite) bounds

\[
\mathbb{E} \left[ |\partial^2 H_n|^q \right] \, dz \ll n^q, \tag{4.36}
\]

and

\[
\mathbb{E} \left[ |H_n|^{-(1-\epsilon)} \|\nabla H_n\|^{-(2-\epsilon)} \right] \ll n^{-1+\epsilon/2}. \tag{4.37}
\]

Once (4.36) and (4.37) are established, we substitute these into (4.35) with \( \delta \) replaced by \( \delta/n \), bearing in mind the rotation invariance, to yield

\[
\mathbb{E} \left[ N_{\delta/n-sm}(H_n; x_0, R/\sqrt{n}) \right] \ll \delta^{c_0} \cdot n^{-c_0 + \frac{qs}{s+1} - \frac{1-\epsilon/2}{s+1}} \cdot R^2/n = \delta^{c_0} \cdot R^2,
\]

i.e. the bound in (4.33) of Proposition 4.6 as, by our choice of the parameters (4.29), (4.30) and (4.31), we have

\[-c_0 + \frac{qs}{s+1} - \frac{1-\epsilon/2}{s+1} = 1.\]

First, we turn to proving (4.37). It is convenient to evaluate the relevant expressions for the South Pole \( x_0 = S = (0, 0, -1) \), mapping under the stereographic map (4.20) to the origin \( 0 \in \mathbb{C} \). However, as we are going to invoke the spherical coordinates, with \( \zeta \) given by (4.21), this is not optimal, as the corresponding orthonormal frame blows up there, posing a difficulty evaluating the gradient on the l.h.s. of (4.37). One way to resolve this is by expressing

\[
p_n(z) = p_n(\zeta(x)) = P_n(x)
\]

around \( z = 0 \) on the Euclidean plane, and then, noting that the tangent plane \( T_S(S^2) \) of the sphere at \( S \) is canonically isomorphic to the plane \( \pi_1 : \{ z = -1 \} \subseteq \mathbb{R}^3 \) (so also canonically isomorphic to \( \pi_2(z = 0) \cong \mathbb{R}^2 \cong \mathbb{C} \)), use that, as the distances on \( \pi_1 \) are magnified by a factor of 2 around \( S \) relatively to \( \pi_2 \), we should have

\[
\nabla_{\text{sph}} |P_n(\cdot)|^2 |_S = \frac{1}{2} \nabla_{\text{Eucl}} |p_n(\cdot)|^2 |_0, \tag{4.38}
\]

where we denoted \( \nabla_{\text{sph}} \) to be the spherical gradient, and \( \nabla_{\text{Eucl}} \) to be the gradient on \( \mathbb{R}^2 \).

However, proving (4.38) by an explicit computation seems technically demanding. Instead we are going to study the distribution of the relevant random variables around \( S \), and then use the intrinsic definition of the l.h.s. of (4.37) to infer its law at the South
Pole. We are interested in the distribution of $\nabla H_n(S)$ conditioned on $F_n(S) = g = a + ib$ and $\widetilde{F}_n(S) = \widetilde{g} = \widetilde{a} + ib$. Let us consider first the (rotation invariant) distribution of $\nabla|F_n(x_0)|^2 := \nabla|F_n(x)|^2|_{x=x_0}$ understood as the gradient on the sphere of the real valued function $|F_n(x)|^2 : S^2 \to \mathbb{R}$ conditioned on $F_n(x_0) = g = a + ib$, where $x_0 \in S^2$ is a point in the neighbourhood of $S$. First,

$$r_{F_n}(x_0, x) = r_{p_n}(\zeta(x_0), \zeta(x)) = (1 + |\zeta(x_0)|)^n, \quad (4.39)$$

so that for $x_0$ sufficiently close to $S$, conditioning on $F_n(S) = g$ is asymptotic to conditioning on $P_n(x_0) = g$. Now, let $x = x(\theta, \phi)$ and $z = \zeta(x) = \zeta(x(\theta, \phi))$

$$P_n(x) = p_n(\zeta(x)) = \sum_{k=0}^{n} \xi_k \sqrt{\binom{n}{k}} z^k, \quad (4.40)$$

so, conditioned on $p_n(\zeta(x_0)) = P_n(x_0) = g$,

$$P_n(x) = p_n(\zeta(x)) = g + \sqrt{n} \xi_1(z - z_0) + \sum_{k=2}^{n} \xi_k \sqrt{\binom{n}{k}} (z - z_0)^k,$$

with all $\{\xi_i\}_{1 \leq i \leq n}$ Gaussian, asymptotic to $\xi_i$ in (4.40), i.e. standard Gaussian i.i.d. $z_0 \to 0$ (equivalent to $x_0 \to S$). Now

$$|P_n(x)|^2 = \left(g + \sqrt{n} \xi_1(z - z_0) + \sum_{k=2}^{n} \xi_k \sqrt{\binom{n}{k}} (z - z_0)^k\right) \times$$

$$\times \left(\overline{g} + \sqrt{n} \overline{\xi}_1(z - z_0) + \sum_{k=2}^{n} \sqrt{\binom{n}{k}} \cdot \overline{\xi}_k(z - z_0)^k\right)$$

$$= |g|^2 + 2 \sqrt{n} \cdot \text{Re}(g \xi_1(z - z_0)) + n |\xi_1|^2 |z - z_0|^2$$

$$+ \sum_{k, m \geq 2} \sqrt{\binom{n}{k}} \sqrt{\binom{n}{m}} \overline{\xi}_k \xi_m(z - z_0)^k (z - z_0)^m,$$

$$|F_n(x)|^2 = \frac{|P_n(x)|^2}{r_{P_n}(x, x)} = \frac{|P_n(x)|^2}{(1 + |x|^2)^n}$$

so that, bearing in mind that

$$z^k \overline{z}^m = \frac{1}{\tan(\theta/2)^{k+m}} e^{i(k-m)\phi},$$

so that

$$\partial_\theta z^k \overline{z}^m |_{x_0} = -\frac{1}{2}(k + m) \frac{1}{\tan(\theta/2)^{k+m+1}} e^{i(k-m)\phi} \to 0$$

at $x_0 \to S$, provided that $k + m \geq 2$, and

$$\frac{1}{\sin \theta} \partial_\phi z^k \overline{z}^m = i(k - m) \frac{1}{\sin(\theta) \tan(\theta/2)^{k+m}} e^{i(k-m)\phi} \to 0,$$
at \( x_0 \to S \), provided that \( k + m \geq 2 \), since around \( \theta = \pi \),

\[
\sin(\theta) \tan(\theta/2)^{k+m} \sim \frac{\sin(\theta)}{\cos(\theta/2)^{k+m}} \sim \frac{\theta - \pi}{(\theta/2 - \pi/2)^{k+m}} \to \infty.
\]

Therefore, we have as \( x_0 \approx S \), conditional on \( P_n(x_0) \),

\[
\nabla |P_n(x)|^2 \to 2\sqrt{n} \nabla \Re(g\xi_1 z) = 2\sqrt{n} \nabla \Re(\xi_1 z) = 2\sqrt{n} (\Re(\xi_1) \nabla \Re(z) - \Im(\xi_1) \nabla \Im(z)).
\]

Then

\[
\nabla \Re(z) = \left( \partial_{\theta}|_{\theta=\pi}, \frac{1}{\theta} \partial_{\phi}|_{\theta=\pi} \right) \left( \frac{1}{\tan(\theta/2)} \cos(\phi) \right) = -\frac{1}{1 - \cos(\theta)} (\cos(\phi), \sin(\phi)),
\]

and

\[
\nabla \Im(z) = \left( \partial_{\theta}|_{\theta=\pi}, \frac{1}{\theta} \partial_{\phi}|_{\theta=\pi} \right) \left( \frac{1}{\tan(\theta/2)} \sin(\phi) \right) = -\frac{1}{1 - \cos(\theta)} (\sin(\phi), -\cos(\phi)),
\]

so, upon substituting, we have that, as \( x_0 \to S \),

\[
\nabla |P_n(x)|^2 \sim -\frac{2\sqrt{n}}{1 - \cos \theta} \left( (a \Re(\xi_1) + b \Im(\xi_1))(\cos \phi, \sin \phi) - (a \Im(\xi_1) - b \Re(\xi_1))(\sin \phi, -\cos \phi) \right)
\]

\[
= -\frac{2\sqrt{n}}{1 - \cos \theta} \left( \Re(\xi_1)(a \cos \phi + b \sin \phi) + \Im(\xi_1)(b \cos \phi - a \sin \phi) \right)
\]

\[
\sim \frac{2\sqrt{n}}{1 - \cos \theta} N \left( 0, \frac{1}{2}(a^2 + b^2) I_2 \right)
\]

independent of \( \phi \), and, by \((4.26)\) and \((4.39)\), so is \(|F_n(x)|^2\). Therefore, by the continuity w.r.t. \( x_0 \) of the relevant random variables, the conditional distribution of \( \nabla F_n(S) \) on \( F_n(S) = g \) w.r.t. an arbitrary orthonormal basis of \( T_S(S^2) \) is that of two independent Gaussians of variance \( \frac{2}{3}(a^2 + b^2) \). We finally obtain \((4.37)\) by scaling the random variables \( \nabla H_n \) by \( \sqrt{n} \), and repeating the same computation as for the limit random field on \( \mathbb{C} \).

Concerning \((4.36)\), we note that, by the definition \((4.25)\) of \( H_n \), \((4.36)\) would follow once we establish a bound for the moments of the derivatives of \( \Re F_n \) and \( \Im F_n \). As the second order derivatives \( V_1 V_2 F_n(S) \) are Gaussian, to this end it is sufficient to bound from above their variances, namely prove that for all \( V_1, V_2 \in T_S(S^2) \)

\[
\var( V_1 V_2 F_n(S) ) \ll n^2.
\]

To this end we follow the same strategy as above, i.e. expand \( p_n \) around \( z = 0 \) as in \((4.40)\), write

\[
p_n(z) = \Re p_n(z) + \Im p_n(z).
\]

Now we differentiate \((4.40)\), square it, and substitute \( z = 0 \), so that only the terms with \( k = 1, 2 \) contribute to the derivatives, provided that we check that the contribution of \( z^k \) with \( k \geq 3 \) vanish at the origin, and all the terms corresponding to \( k = 1, 2 \) are smooth at the origin. \( \square \)
References

[1] J.-M. Azaïs and M. Wschebor. *Level sets and extrema of random processes and fields*. John Wiley & Sons, Inc., Hoboken, NJ, 2009. doi: 10.1002/9780470434642. URL https://doi.org/10.1002/9780470434642.

[2] P. Billingsley. *Convergence of probability measures*. Wiley Series in Probability and Statistics: Probability and Statistics. John Wiley & Sons, Inc., New York, second edition, 1999. doi: 10.1002/9780470316962. URL https://doi.org/10.1002/9780470316962.

[3] E. V. Bulinskaya. On the mean number of crossings of a level by a stationary Gaussian process. *Theory Probab. Appl.*, 6:435–438, 1962.

[4] D. Gayet and J.-Y. Welschinger. Betti numbers of random real hypersurfaces and determinants of random symmetric matrices. *arXiv preprint arXiv:1207.1579*, 2012.

[5] D. Gayet and J.-Y. Welschinger. Lower estimates for the expected betti numbers of random real hypersurfaces. *Journal of the London Mathematical Society*, 90(1):105–120, 2014.

[6] C. Grillenberger and U. Krengel. On the spatial constant of superadditive set functions in $\mathbb{R}^d$. In *Ergodic theory and related topics (Vitte, 1981)*, volume 12 of *Math. Res.*, pages 53–57. Akademie-Verlag, Berlin, 1982.

[7] J. Ben Hough, M. Krishnapur, Y. Peres, and B. Virág. *Zeros of Gaussian analytic functions and determinantal point processes*, volume 51 of *University Lecture Series*. American Mathematical Society, Providence, RI, 2009. doi: 10.1090/ulect/051. URL https://doi.org/10.1090/ulect/051.

[8] U. Krengel. Ergodic theorems. With a supplement by Antoine Brunel. De Gruyter Studies in Mathematics, 6. Berlin-New York: Walter de Gruyter., 1985.

[9] A. Lerario and E. Lundberg. On the geometry of random lemniscates. *Proc. Lond. Math. Soc. (3)*, 113(5):649–673, 2016. URL https://doi.org/10.1112/plms/pdw039.

[10] Antonio Lerario and Erik Lundberg. Statistics on hilbert's 16th problem. *International Mathematics Research Notices*, 2015(12):4293–4321, 2014.

[11] E. Lundberg and K. Ramachandran. The arc length and topology of a random lemniscate. *Journal of the London Mathematical Society*, 96(3):621–641. doi: 10.1112/jlms.12086. URL https://londmathsoc.onlinelibrary.wiley.com/doi/abs/10.1112/jlms.12086.

[12] F. Nazarov and M. Sodin. On the number of nodal domains of random spherical harmonics. *Amer. J. Math.*, 131(5):1337–1357, 2009.

[13] F. Nazarov and M. Sodin. Asymptotic laws for the spatial distribution and the number of connected components of zero sets of Gaussian random functions. *Zh. Mat. Fiz. Anal. Geom.*, 12(3):205–278, 2016. doi: 10.15407/mag12.03.205. URL https://doi.org/10.15407/mag12.03.205.

[14] X.-X. Nguyen. Ergodic theorems for subadditive spatial processes. *Z. Wahrschein. Verw. Gebiete*, 48(2):159–176, 1979. doi: 10.1007/BF01886870. URL https://doi.org/10.1007/BF01886870.

[15] X.-X. Nguyen and H. Zessin. Ergodic theorems for spatial processes. *Z. Wahrschein. Verw. Gebiete*, 48(2):133–158, 1979. doi: 10.1007/BF01886869. URL
[16] P. Sarnak and I. Wigman. Topologies of nodal sets of random band-limited functions. Communications on Pure and Applied Mathematics. doi: 10.1002/cpa.21794. URL https://onlinelibrary.wiley.com/doi/abs/10.1002/cpa.21794. To appear.

[17] P. Sarnak and I. Wigman. Topologies of nodal sets of random band limited functions. In Advances in the theory of automorphic forms and their L-functions, volume 664 of Contemp. Math., pages 351–365. Amer. Math. Soc., Providence, RI, 2016. doi: 10.1090/conm/664/13040. URL https://doi.org/10.1090/conm/664/13040.

[18] T. Shirai. Limit theorems for random analytic functions and their zeros. In Functions in number theory and their probabilistic aspects, RIMS Kôkyûroku Bessatsu, B34, pages 335–359. Res. Inst. Math. Sci. (RIMS), Kyoto, 2012.

[19] M. Sodin. Lectures on random nodal portraits. In Probability and statistical physics in St. Petersburg, volume 91 of Proc. Sympos. Pure Math., pages 395–422. Amer. Math. Soc., Providence, RI, 2016.

[20] P. Walters. An introduction to ergodic theory, volume 79 of Graduate Texts in Mathematics. Springer-Verlag, New York-Berlin, 1982.

Zakhar Kabluchko: Institut f"ur Mathematische Stochastik, Westf"alische Wilhelms-Universit"at M"unster, Orl"eans-Ring 10, 48149 M"unster, Germany
E-mail address: zakhar.kabluchko@uni-muenster.de

Igor Wigman: Department of Mathematics, Kings College London, UK
E-mail address: igor.wigman@kcl.ac.uk