Numerical framework for fatigue lifetime prediction of complex welded structures
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ABSTRACT. Ageing infrastructure has been a significant concern for different industrial sectors across Europe. Fatigue cracking is one of the most important damage mechanisms that affect structural health of welded steel structures. Fatigue assessment of welded details in large, complex structures is a difficult and time consuming task. In this paper a numerical framework for fatigue assessment of welded details is presented. In view of industrial applications, automated hot spot stress algorithms for plate and tubular joints were developed and integrated in the framework. The framework provides practicing engineers with an effective tool for fatigue assessment of different components in conformity with leading design codes. Furthermore, apart from Miner’s rule the framework allows easy implementation of different non-linear damage accumulation models in order to account for load interaction and load sequence effects.
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INTRODUCTION

Ageing infrastructure has been a significant concern for different industrial sectors across Europe. A report of the EU funded ‘Sustainable Bridges’ project mentions that 40% of metallic (mostly steel) railway bridges are between 50 and 100 years old and 28% are over 100 years old [1]. The EU funded BRIME project [2] reported that in four
European countries, namely France, Germany, UK and Norway respectively, 39%, 37%, 30% and 26% of the road bridges have defects. The ‘Long Life Bridges’ project [3] was an EU-funded projects that introduced solutions to more reliably determine the safety of bridges motivated by the ageing network of large-span railway bridges. Similar concerns of ageing infrastructures are emerging in the energy sector. The designed lifetime of a wind farm is generally reported to be 20 – 25 years [4]. This means that between 2020 and 2030, 19 European offshore wind farms reach their design life [5, 6]. The answer to the ageing infrastructure is either lifetime extension (e.g. repairing, partially replacing or repowering in the case of wind turbines) or decommissioning. Lifetime extension is necessary from an economical viewpoint, but requires reassessment of structural health and updated, more accurate estimations of the structural lifetime under present operating conditions in order to optimize maintenance.

The reassessment of structural health is in most cases not a straightforward task as the loads to which the structures were subjected are unknown. Installation of structural health monitoring systems (SHM), which implies the implementation and use of damage detection strategies and systems [7], can be used to gain knowledge about current structural health. In order to make a reliable prediction of the lifetime of a structure, an accurate knowledge of (degraded) material characteristics and (past, current and future) operating conditions (structural loads, environmental conditions, …) is required. To tackle these problems, the Flemish research project SafeLife [8] was started. It aims to develop new and robust structural health monitoring procedures and numerical tools based on load and condition monitoring that enable more accurate lifetime predictions.

Within the SafeLife project, the focus is on welded steel structures, such as offshore jackets, railway bridges and crane runway girders. A key concern about these structures is fatigue crack development at the welds due to repeated cyclic loading. Welds (especially fillet welds) are locations where high stress concentrations occur, making them prone to fatigue. Fig. 1 shows the number of cracks, categorized based on their reported cause, in offshore structures that are situated on the Norwegian Continental Shelf (NCS). A recent literature review on steel bridges highlights that the ageing network is subjected to loads and speeds which are much more damaging than those of the design spectra. This makes structural fatigue one of the leading failure causes for steel bridges [9]. Weld details similar to those in steel bridges can be found in crane runway girders. The very high loads and large number of welded details needed to ensure the structure’s stiffness makes them very susceptible to fatigue cracking [10].

Figure 1: Cracks reported in offshore structures located on the Norwegian Continental Shelf (NCS). The graph is based on data from the CODAM database made by the governing regulator on the NCS, the Petroleum Safety Authority (PSA) [11]. The majority of the reported cracks were located at the nodes of the jacket structure.

In the scope of the SafeLife project, a numerical framework for an endurance based fatigue assessment of welded structures has been developed. In this paper, the framework that is based on Python programming language will be elucidated. In the next section, an overview of the framework is presented. The sections thereafter provide a detailed explanation of all aspects of the framework. These sections are ordered chronologically with respect to the sequence of calculations that are performed within the framework.

**NUMERICAL FRAMEWORK FOR FATIGUE LIFETIME ASSESSMENT: AN INTRODUCTION**

Fatigue assessment of welded details in large industrial structures is a major challenge. Due to a combination of structural complexity and its operating environment, direct measurements at the weld are often not feasible or even
impossible. An example is offshore structures where the most critical details might be located below sea level or in the seabed. To complicate it even further, the information on the most critical joints is often not known in advance [11]. A combination of load monitoring and finite element modeling can be used to obtain accurate hot spot stresses for fatigue analysis [12]. Using global monitoring techniques (e.g. FBG, accelerometers, interferometric radar [13]) it is possible to capture the overall structural behavior in different loading conditions [14]. A global finite element model can be used to determine where the most critical locations will be located [15]. From the joints that are most prone to fatigue failure, local submodels can be developed. The boundary conditions of the submodel will be driven by results of the global model to obtain accurate stresses. Details such as weld geometry, holes, etc. which are not included in the global model have to be included in the submodel. Including these features is necessary to obtain results that are representative for the accurate joint. As mentioned in the introduction, welds are typical fatigue critical details. When using finite element analysis to assess welds, stress results will be non-converging due to the geometric discontinuity. In other words, the stresses tend to go to infinity as the mesh is further refined. Consequently, the stress values calculated by the finite element software exactly at the weld toe cannot be used for fatigue calculations directly. Generally, fatigue assessment of structural details requires determination of a nominal stress that can be used together with an S-N curve of a certain detail category (e.g. Eurocode3 [16]). For complex parts, determination of the nominal stress is difficult or even impossible. Therefore, the hot spot stress approach was developed [17]. The hot spot stress approach is well established at this point and has been adopted by design codes for both onshore and offshore applications (e.g. Eurocode3, DNV-GL-RP203 [18]). In summary, the hot spot stress approach specifies that the stress at two (or three) read-out points in front of the weld (i.e. the hot spot) have to be determined. The stresses at those read-out points can then be extrapolated (linear or quadratic depending on the method) towards the hot spot as illustrated in Fig. 2. The distance of those read-out points from the hot spot depends on the type of hot spot for which the reader is referred to the appropriate design code or standard. A more detailed explanation and background of the hot spot stress approach can be found in [19–21].

The hot spot stress resulting from the extrapolation of the stress components in the read-out points is a fictional value that can be used with an associated S-N curve (e.g. FAT90 or FAT100 classes defined by the IIW [20]) to determine the failure life of a welded detail. Using the hot spot stress approach, the measured load histories can be converted to local stress histories by performing simulations for the relevant load cases. The obtained stress histories can be further processed using a counting algorithm (e.g. rainflow counting) in order to obtain a fatigue spectrum. Fig. 3 illustrates the fatigue spectrum obtained from an arbitrary load history after a rainflow analysis. The fatigue spectrum can be used to calculate the lifetime of the structure by applying a damage accumulation law.

The most common damage accumulation law is Miner’s rule [23], which is expressed as:

$$D = \sum \frac{n_i}{N_i}$$  \hspace{1cm} (1)

where $D$ is the damage, $n_i$ is the number of cycles that the structure is loaded with a stress amplitude $\sigma_i$ and $N_i$ is the number of cycles to failure if a stress amplitude $\sigma_i$ is applied. When the damage equals a critical value, failure is assumed to occur. In
other words, Eqn. 1 is a way to quantify the consumed lifetime and thus the remaining lifetime of a structure. It is important to mention that Miner’s rule is known to produce extremely non-conservative lifetime estimations [24]. Due to its inherent linearity, it is unable to account for load interaction and load sequence effects which have been shown to drastically affect the lifetime [23, 24]. Numerous non-linear damage models which claim to overcome these shortcomings have been published in literature (see [25, 26]), but so far none have been adopted in standard industry practice. This can mainly be attributed to the fact that they are in general either too complex to make their way to industry or that they have been inadequately reviewed and compared to other models. Nonetheless, the intention of all cumulative damage models is the same, that is estimation of the fatigue lifetime based on the fatigue spectra. Performing the relevant damage calculations provides the practicing engineer with results that can be used as input for a predictive maintenance plan.

Figure 3: Fatigue spectrum obtained from a rainflow analysis of an arbitrary load spectrum

Figure 4: Flowchart illustrating the inputs, internal calculations and outputs of the developed numerical framework
Application of the fatigue assessment approach described in this section for a large number of structural details is a very time consuming and thus costly process. To make this approach feasible for fatigue assessment of a large number of structures and structural details, a numerical framework was developed. The complete workflow, showing the input, the framework and the output is illustrated in Fig. 4. The inputs of the framework are the fatigue spectrum (e.g. Fig. 3), the relevant S-N curve and the output of a linear elastic finite element analysis of a structural detail for the considered load case. Based on this the framework calculates the fatigue lifetime of the structural component. For fatigue assessment of a welded detail, a hot spot stress algorithm was developed which is capable of determining the hot spot stresses along the desired welds. The output of the hot spot stress algorithm can be used in the damage calculation given that the correct S-N curve is used. In order to research the effectiveness of different non-linear cumulative damage models, several have been implemented in the framework and compared (see [29]).

**STRUCTURAL ANALYSIS**

The first step towards obtaining accurate fatigue lifetime predictions for large scale industrial structures is an accurate input of local stresses. To achieve this, a two-stage modeling process is adopted. The first stage is the development of a finite element model of the (near) complete structure with realistic boundary conditions and loads. The second stage is the development of a submodel that will be used as an input for the fatigue assessment. The use of a submodeling approach allows for an accurate evaluation of complex structural (welded) joints with a relatively low computational cost. The accuracy of a detailed finite element model is strongly dependent on the accuracy of the boundary conditions, which in complex structures are difficult to compute. Submodeling is an effective method to obtain accurate boundary conditions for detailed structural joints and different loading scenarios.

**Global model**

First a global finite element model from the structure of interest has to be developed. The global model can be composed of beam elements or shell elements or a combination thereof. It allows to simulate the overall deformations of the structure and the corresponding nominal stresses for different load cases. This means that the structural details do not need to be modeled explicitly, but the main structural elements and boundary conditions should be included. Fig. 5 shows the global finite element model of a crane runway girder. The most important section is the main supporting girder (a). The rail (b) on which the crane operates sits on top of a neoprene support pad (not modelled) and is secured to the top flange. To account for the stiffness of the rail, a beam element that has a comparable stiffness was added to the top flange. The truss (c) supporting the main girder was modelled using beam elements as its main function is to divert the loads away from the main girder. On top of the supporting truss lies a walkway (d) that was welded to it. This walkway was also included in the model as it increases the transverse stiffness of the structure considerably. The transversal stiffeners (e) in the web which reduce out-of-plane deformations were modelled using shell elements. These elements were chosen because the welds connecting the stiffeners to the web are known to be fatigue critical details [30].

![Figure 5: Maximum principal stresses [MPa] corresponding to a maximally loaded crane positioned at the center of the runway girder](image)
The complete structure is made out of S355 steel. The actual material properties of the construction steel and weld materials are unknown, documentation on material properties and welding procedures was not preserved. Furthermore, the crane girder entered service in 1964, meaning nominal values of material properties are likely an overestimation of the actual (degraded) properties due to aging of the structure. Since the structure is still in operation it is not possible to extract sufficient material for destructive evaluation of material properties. In the scope of the Safelife project, a mini-sampling technique allowing limited material extraction from infrastructure will be developed, this is however outside of scope of this paper. For the current model an elastic modulus of 210 GPa and a poisson coefficient of 0.3 were used. For application of the hot spot stress approach the FAT 90 S-N curves of the IIW guidelines [31] are used. All shell elements that were used to mesh the model shown in Fig. 5 are 8-node doubly curved, thick shell elements with reduced integration. Quadratic quadrilateral elements are chosen to avoid shear-locking which is an important consideration when modeling a structure subjected to bending loads. The importance of avoiding shear-locking is shown in Fig. 6. The model which uses linear shell elements is too stiff and unable to capture the bending behavior. The result is a severe underestimation of the stresses, which can be clearly observed at the end of the stiffeners. The beam elements of the truss were modelled using quadratic beam elements to achieve the most accurate solution for the global behavior of the model.

Based on the stress patterns resulting from the analysis of the global model, potential fatigue critical locations can be identified. The structural details that are identified as fatigue critical can then be modelled in detail by means of a submodel to obtain an accurate stress solution near these critical locations. Fig. 7 shows an example of a detail that was correctly identified (based on observations made of the actual structure) as fatigue critical for the studied crane girder based on the global model.

The results from the global finite element model have been compared to the original design calculations (which were made in accordance to Eurocode3) provided by the industrial partner. Their analytical equations were based on a simplified model.
only taking the main girder into account. Numerical predictions and analytical estimations of stress levels in the main girder under various load conditions showed an acceptable correspondence.

**Submodel**

The submodel is a three-dimensional model of a structural detail of the global model. The detailed representation of the submodel implies that solid elements are used. The boundary conditions of the submodel are driven by results from the analysis of the global model. Two different techniques exist for defining the boundary conditions of the submodel, node-based submodeling where nodal output results (e.g. displacement) of the global model are interpolated to the nodes of the submodel boundary and force-based submodeling where the reaction forces at the cut-boundary are transferred to the submodel. The latter is useful when a stiffness mismatch exists between the submodel and the global model [32]. Stiffness mismatch can be caused by, for example, including fillets (i.e. increasing the stiffness) or holes (i.e. decreasing the stiffness) in the submodel which are not explicitly modeled in the global model. Depending on the finite element software that is used, certain submodeling approaches may not be available. For example, Abaqus v2019 only allows nodal-based submodeling for shell-to-solid submodeling and is not capable of performing beam-to-solid submodeling. The finite element software Ansys is more advanced in this regard, allowing both nodal-based and force-based submodeling for beam-to-solid and shell-to-solid submodeling.

Fig. 8 shows the submodel that was developed for the weld detail that was identified as potentially fatigue critical in Fig. 7. An overlay plot of the submodel in the global model is also shown in Fig. 8 (right-hand side) to illustrate the increased accuracy that is obtained by using a submodel. The weld geometry was included in the submodel based on the original design of the crane girder with the goal of including the effect of the added stiffness introduced by the weld. The choice to model the weld as such is also motivated by the fact that experimental evidence showed that fatigue failure of the weld occurred at the weld toe.

![Figure 8: The maximum principal stresses in the submodel of the bottom flange weld detail (left) and an overlay plot of the submodel in the global model (right) illustrating the increased accuracy obtained by using a submodeling approach.](image)

When the finite element analysis of the submodel is completed, the stress components resulting from the analysis and the nodal coordinates corresponding to the mesh of the submodel are written to an ASCII file. This ASCII file serves as the input for the fatigue assessment. The use of a standardized input format ensures compatibility with different (commercial) finite element softwares.

**HOT SPOT STRESS ALGORITHM**

Although the numerical framework is sufficiently flexible to assess the fatigue life of different types of structures or components, the focus lies on lifetime assessment of welded structures. Therefore two hot-spot stress algorithms have been developed that allow the framework to deal with most structural weld details. In this section an algorithm for automatic hot spot stress determination in welded plate joints is described. The second hot spot stress algorithm specifically deals with tubular joints. It is capable of calculating the hot spot stress around the complete circumference of the weld and will be reported in a future paper.

The first step towards calculating the hot spot stresses at the nodes of a weld toe is determination of the coordinates of the read-out points. In the finite element model three node sets have to be defined for each weld. When the analysis is completed, the coordinates and nodal stress components of the nodes associated with these node sets are written to ASCII file(s) which are used as input for the framework. This means that the framework uses a 3D point cloud of the surface nodes as input. The advantage of this approach is that it can be used with virtually any finite element software. Furthermore, the
framework was developed to be completely independent of the orientation of the submodel in the global coordinate system of the finite element software for the sake of robustness. The node sets that have to be defined are: one node set for each of the surfaces of the plates that are joined by the weld and a node set for each weld section. Fig. 9 shows the node sets that have been defined and extracted from the mesh of the submodel of the crane girder’s bottom flange; the different colors indicate the different node sets. The green node set is used for each considered weld section in the case of the studied submodel because each surface which has a unique normal vector has to be treated separately. The figure also serves as a visualization of the data that is extracted from the finite element model and used as input for the framework, i.e. a 3D point cloud with an associated stress tensor in each point.

In order to determine the coordinates of the read-out points associated with each weld toe node, the extrapolation direction for each weld toe node has to be defined first. To achieve this, a local coordinate system has to be established in each of these nodes. Each local coordinate system is formed by its associated weld toe node being the origin and a basis consisting of three mutually orthogonal unit vectors $\mathbf{n}$, $\mathbf{t}$ and $\mathbf{s}$. These vectors are referred to as the normal vector, the tangent vector and the surface vector respectively. Fig. 10 shows an illustration of the local coordinate systems defined for one of the welds during the hot spot stress analysis. In the next subsection the determination of these vectors is explained in detail for a single weld toe. The process is identical for each weld toe.

In order to determine the coordinates of the read-out points associated with each weld toe node, the extrapolation direction for each weld toe node has to be defined first. To achieve this, a local coordinate system has to be established in each of these nodes. Each local coordinate system is formed by its associated weld toe node being the origin and a basis consisting of three mutually orthogonal unit vectors $\mathbf{n}$, $\mathbf{t}$ and $\mathbf{s}$. These vectors are referred to as the normal vector, the tangent vector and the surface vector respectively. Fig. 10 shows an illustration of the local coordinate systems defined for one of the welds during the hot spot stress analysis. In the next subsection the determination of these vectors is explained in detail for a single weld toe. The process is identical for each weld toe.
Determination of the extrapolation directions

As mentioned above, the input of the hot spot stress algorithm are ASCII files that contain the node sets of the surfaces that are joined by the weld as well as a node set containing the nodes of the weld surface. Consider the matrices $A$ and $B$ which hold the nodal coordinates of the weld face and of a single plate surface respectively (e.g. the red and teal node sets in Fig. 9 respectively).

All nodes in the matrix $B$ originate from the surface of a plate which means that they all lie in a single plane. In each node of the weld toe corresponding to the considered plate, the orientation of the normal vector $n$ is parallel to the vector perpendicular to that plane. To determine this perpendicular vector the centroid $C_B$ of the nodes in $B$ is first calculated:

\[
C_B = \left[ \frac{\sum_{i=1}^{n} B_{i,j}}{n} \right] \quad \text{with } B \in \mathbb{R}^{3\times n}
\]  

(2)

Next using singular value decomposition (SVD) the normal of the plane defined by the nodes in $B$ can be found.

\[
\text{SVD} \left( B - C_B \left[ 1 \quad 1 \quad \cdots \quad 1 \right] \right) = U \Sigma V^T
\]

(3)

Eqn. 3 is the SVD of the matrix resulting from the subtraction of the centroid from all elements in $B$. $U \in \mathbb{R}^{3\times 3}$ is the left-singular matrix, $\Sigma \in \mathbb{R}^{3\times 3}$ the singular matrix and $B \in \mathbb{R}^{n\times n}$ the right-singular matrix. Since all points in $B$ lie in a single plane, the minimal basis that spans them has two components. Thus there are only two singular values different from zero. In other words, the matrix that is decomposed can be described by all vectors that have singular values larger than zero. By definition the left-singular vectors are a set of orthonormal eigenvectors. This means that the vector associated with the singular value equal to zero is normal to the plane since the vectors associated with non-zero singulars span the plane. This can be expressed as:

\[
U = \begin{bmatrix} u_1 & u_2 & u_3 \end{bmatrix}
\]

\[
\Sigma = \text{diag}(\sigma_1, \sigma_2, \sigma_3)
\]

\[
V = \begin{bmatrix} v_1 & \ldots & v_n \end{bmatrix}
\]

(4)

where the vector $\{u_1, u_2\}$ spans the collection of the points in $B$. The vector $u_3$ that is associated with $\sigma_3$ which is equal to zero, is not included in the plane and must thus be a normal vector $n$ to the plane since all the left-singular vectors are orthonormal.

The second vector that has to be determined is the tangent vector $t$ in each weld node. Whilst the normal vectors in each weld toe node have the same orientation, this is not necessarily true for the tangent vector (i.e. if the weld line is curved). The weld toe nodes can be identified as the intersection between the matrices $A$ and $B$. Consider the matrix $P$ that contains all coordinates of the weld toe, then $P$ can be expressed as:

\[
P = \begin{bmatrix} P_1 & P_2 & \cdots & P_n \end{bmatrix} \quad \text{with } P_i \in \mathbb{R}^3
\]

(5)

The unit tangent vector $t$ in a node can be approximated based on the location of the nodes at either side of the considered node. Consider a node $P_j$ that lies on the considered weld toe. If the two closest neighboring nodes $P_i$ and $P_k$ on the same weld toe are determined, they must lie on either side of $P_j$. The unit vector tangent to the weld line in $P_j$ can be approximated by

\[
t = \frac{P_j - P_k}{P_j - P_k}
\]

(6)
Once the normal and tangent vectors are known, the surface vector \( \mathbf{s} \) in a weld toe node can be calculated as the cross product of its normal and tangent vector. As a consequence, the surface vector lies on the surface of the considered welded plate.

Finally, the extrapolation directions are determined. The extrapolation direction at any weld toe node is parallel to the surface vector and oriented away from the weld root. Based on the above described methods used to determine the normal and tangent vectors, the orientation of the surface vector is not guaranteed to coincide with the desired extrapolation direction. The only certainty is that the surface vector is parallel to the extrapolation direction. To ensure that the orientation of the surface vector coincides with the extrapolation direction, an additional step is introduced. First the centroid \( \mathbf{C}_A \) of node set \( A \) (i.e. the nodal coordinates of the weld face) is determined in the same way as for \( B \) (Eqn. 2). Next, for each weld toe node a ‘test vector’ \( \mathbf{a} \) is defined as:

\[
\begin{bmatrix}
a_1 \\
a_2 \\
\vdots \\
a_s
\end{bmatrix} = \mathbf{C}_A \begin{bmatrix} 1 & 1 & \ldots & 1 \end{bmatrix} - \begin{bmatrix} A_1 & A_2 & \ldots & A_s \end{bmatrix}
\] (7)

The correctly oriented surface vector in each weld toe node can then be determined as:

\[
\mathbf{s}_i = \begin{cases} 
-s_1, & \mathbf{s}_1 \cdot \mathbf{a}_i > 0 \\
\mathbf{s}_1, & \mathbf{s}_1 \cdot \mathbf{a}_i \leq 0
\end{cases}
\] (8)

If the dot product is positive, the angle \( \phi \) between the surface vector \( \mathbf{s} \) and the test vector \( \mathbf{a} \) measures less than 90° which means that the orientation of the surface vector has to be reversed. The outcome of this step is that the surface vector in each node is oriented in the same way as the extrapolation direction. This additional step is illustrated in Fig. 11, which is subdivided in three images to show the process of determining the extrapolation direction. The first image shows how the surface vectors might be positioned after determining them from the normal and tangent vectors and the centroid \( \mathbf{C}_A \) of node set \( A \). The second image illustrates how the test vector \( \mathbf{a} \) and the angle \( \phi \) are defined. Finally the result of applying Eqn. 8 is illustrated.

**Determination of the hot spot stress**

When the extrapolation direction has been determined, the coordinates of the read-out points at an arbitrary distance \( x \) along the (now correctly oriented) surface vector \( \mathbf{s} \) can be determined as:

\[
\mathbf{R} = \mathbf{A} + x \mathbf{S} \quad \text{with } \mathbf{R} \in \mathbb{R}^{3 \times w}
\] (9)

Here the matrix \( \mathbf{S} \) contains the surface unit vectors of the considered weld toe and \( \mathbf{R} \) contains the coordinates of the read-out points, Eqn. 9 is illustrated in Fig. 12. The arbitrary distance \( x \) depends on the design code that is representative for the considered application.

The next step is the determination of the stress components at the read out points. If the read-out point coincides with a node in \( B \) the stress components can simply be extracted from the corresponding node. If a read-out point does not coincide with a node in \( B \) then first the two nodes in \( B \) that are closest to the read-out point are determined. Next, the stress components in the read-out point are calculated as the weighted average (based on the distance between the node and the read out point) of the stress components associated with the two closest nodes.

Once the stress components in the read-out points are determined, they are extrapolated towards the associated weld toe node (i.e. hot spot). At the weld toe, the hot spot stress can then be calculated in compliance with the chosen design code or standard. It is well known that the stresses calculated using finite element simulations near stress concentrations are dependent on the mesh density and the element properties. In order to obtain consistent results, it is necessary to follow some guidelines on the choice of element type and size [20,22,33]. Several leading design codes include such recommendations. For example, DNV-RP-C203 [18] recommends that a 20-node solid elements with a size of \( t/2 \times t/2 \) (where \( t \) is the plate thickness as indicated in Fig. 12) or 8-node shell elements with a size of \( t \times t \) are used. The stress components in two read-out points located at \( x = t/2 \) and \( x = 3t/2 \) have to be linearly extrapolated and the principal stresses are calculated at the hot spot. The IIW recommendations contain a number of different surface extrapolation options, depending on the type of hot spot, the type of elements (solid or shells) and the preferred mesh density (coarse or fine). Reference is made to [31] for a detailed description.
Figure 11: Illustration of how the correct orientation of the surface vector can be guaranteed by using a test vector $\mathbf{a}$.
Fatigue lifetime prediction

In view of industrial application of the framework, the load history input would be, for example, obtained from a rainflow counting of measured/predicted stresses. To this end, the structural analysis is performed for a load case with normalized loads. This means that the stresses that are determined from the hot spot stress algorithm, can be multiplied with the load history to obtain the stress values that are to be used with the appropriate S-N curve. Thus the load history is actually used as scale factor for the stress components calculated in the finite element analysis. This method is valid as long as it is used to assess high cycle fatigue where the material response remains linearly elastic at all times and thus the load is proportional to the stress \[34\].

In order to clarify the applied approach it is exemplified using the crane girder case. Consider two load cases, one where the crane moves over the crane runway girder with a maximal allowed load and a second one without a load. In both cases the stresses in the structure are proportional to the total load acting on the crane girder. If both load cases are considered identical with the only exception being the load carried by the crane, then the stresses in both cases can be determined as follows. First a finite element analysis for a unit load (e.g. 1.0 kN) is carried out. The stresses calculated for the actual load cases are calculated by multiplying the stresses of the unit load case with the ratio of the actual load over the unit load. The reason for this approach is that it is an intuitive way of composing a fatigue spectrum. For illustrative purposes, an arbitrary fatigue spectrum is shown in Fig. 13.

As briefly discussed in the second section, the fatigue life under variable amplitude loading can be determined using a cumulative damage model. Cumulative damage models are typically a function of the cycle ratio \(n_i/N_f\). The fatigue life \(N_f\) corresponds to a constant stress range or stress amplitude in an S-N curve. The framework includes two different calculation methods to determine the estimated fatigue life. In the first method, the fatigue spectrum (e.g. Fig. 13) is repeated until failure occurs (i.e. \(D = 1\)). The purpose of this method is to estimate the fatigue life based on a fatigue spectrum that is based on a certain reference time frame. If the fatigue spectrum that is used as input corresponds to, for example, a year, the number of spectrum repetitions readily provides the number of expected years to failure. In the second method the last load block (identified by the dashed line in Fig. 13) is repeated until failure is expected to occur. This method was included to simulate typical two-level and multi-level load block experiments which provides a convenient way of comparing different
damage models to experimental results. It is important to mention that the fatigue spectrum obtained from a rainflow counting analysis is typically arranged from high to low stress levels. The consequence is that any load sequence or load interaction effects that possibly influence the fatigue life are not accounted for. If Miner’s rule is used to assess the fatigue life this is not important. However, when using a non-linear damage model, with the intent of accounting for sequence or interaction effects, a different counting algorithm could be advisable.

The final output of the framework is the fatigue lifetime of each weld toe node. To demonstrate the results of a fatigue assessment using the presented framework, a virtual fatigue spectrum based on realistic lifting loads was composed for the crane girder discussed in previous sections. This virtual fatigue spectrum composed of four loading blocks is detailed Tab. 1. Using the framework with the integrated automated hot spot stress approach, the fatigue life of the structural detail shown in Fig. 8 can be calculated. The hot spot stress analysis is performed according to IIW guidelines; the read-out points are positioned at 0.4t and 1.0t and a FAT90 S-N curve is used. Fig. 14 shows the calculated hot spot stress distribution along the weld toe for load block 1 in Tab. 1. The largest stress concentration is found at the left corner of the chamfer where the weld changes direction, which is also the location where cracks have been found to initiate in the real structure. Using the Miner rule, fatigue failure of the weld (D = 1) is expected to occur after 4798394 cycles. This corresponds to 141.2 repetitions of the fatigue spectrum.

| Load block | Load scaling factor | Number of cycles | R-Ratio |
|------------|---------------------|------------------|---------|
| 1          | 465                 | 4000             | 0       |
| 2          | 425                 | 10000            | 0       |
| 3          | 400                 | 8000             | 0       |
| 4          | 380                 | 12000            | 0       |

Table 1: Virtual fatigue spectrum for a reference timeframe. The load scaling factor is used to scale the linear elastic stresses obtained from a unit load calculation.

Figure 14: Hot spot stress distribution along the weld of the structural detail calculated using the presented framework. The stress values on the vertical axis correspond to the load scale factor of block 1 in Tab. 1.

CONCLUSIONS

In this paper a numerical framework for fatigue assessment of structural components and specifically welded joints has been presented. The goal of this framework is to address the following identified shortcomings. First of all, applying the hot spot stress approach to a large number of weld details is a time consuming calculation. Therefore an easily implementable hot spot stress algorithm for plate joints was introduced. Second, damage calculation of structures are
generally based on Miner’s linear damage accumulation rule. It is, however, well established that Miner’s rule can lead to extremely non-conservative design calculations. Although a large collection of non-linear damage models have been published, no general agreement has been made on which model is best. The framework presented in this paper allows for easy implementation and thus comparison of different damage models, which is the aim of a future study. The framework presented in this paper has been developed based on the Python programming language. Its capabilities have been presented through application of the different methods on an actual operational crane girder. Although the framework has a seemingly similar purpose as available commercial software, it sets itself apart by the ease of implementation of different types of damage models (both linear and non-linear), mean stress correction models and hot spot stress algorithms.

An example of a fatigue assessment for a structural detail of the crane girder based on virtual fatigue spectrum was performed using the framework to show how it can be used. The finite element model of the crane girder could not yet be validated by means of experimental data; it has only been compared to analytical calculations of a simplified structure. To further validate the finite element model, fiber Bragg grating (FBG) sensors will be installed along the length of the main girder to measure its global bending behavior for different load cases.

ACKNOWLEDGEMENTS

The authors acknowledge the financial support of Vlaio through the SafeLife project (project number 179P04718W).

REFERENCES

[1] Bell, B. (2004). Sustainable Bridges – D 1.2 report on the age profile and condition of existing European railway bridges, London, UK.
[2] Woodward, R.J., Callington, D.W., Daly, A.F., Vassie, P., Haarde, P., Kashner, R., Astudillo, R., Velando, C., Godart, B., Cremona, C., Mahut, B., Raharinaivo, A., Markey, I., Beve, L., Perus, I. (2001). BRIME Final Report, Europe.
[3] O’Brien, E., O’Connor, A., Tucker (2012). Long Life Bridges. Available at: https://cordis.europa.eu/project/ren/100243/factsheet/en.
[4] Bouty, C., Schafhart, S., Ziegler, L., Muskulus, M. (2017). Lifetime extension for large offshore wind farms: Is it enough to reassess fatigue for selected design positions?, Energy Procedia, 137, pp. 523–530, DOI: 10.1016/j.egypro.2017.10.381.
[5] Wind Europe. (2017). Repowering and Lifetime Extension: making the most of Europe’s wind energy resource.
[6] Topham, E., McMillan, D. (2017). Sustainable decommissioning of an offshore wind farm, Renew. Energy, 102, pp. 470–480, DOI: 10.1016/j.renene.2016.10.066.
[7] Worden, K., Farrar, C.R., Manson, G., Park, G. (2007). The fundamental axioms of structural health monitoring, Proc. R. Soc. A Math. Phys. Eng. Sci., 463(2082), pp. 1639–1664, DOI: 10.1098/rspa.2007.1834.
[8] SIM Flanders. SIM Flanders.(2018). SafeLife Project. Available at: https://www.sim-flanders.be/project/safelife.
[9] Alencar, G., de Jesus, A., da Silva, J.G.S., Calçada, R. (2019). Fatigue cracking of welded railway bridges: A review, Eng. Fail. Anal., 104(September 2018), pp. 154–176, DOI: 10.1016/j.engfailanal.2019.05.037.
[10] Caglayan, O., Ozakgul, K., Tezer, O., Uzgider, E. (2010). Fatigue life prediction of existing crane runway girders, J. Constr. Steel Res., 66(10), pp. 1164–1173, DOI: 10.1016/j.jcsr.2010.04.009.
[11] Chan, T.H.T., Zhou, T.Q., Li, Z.X., Guo, L. (2005). Hot spot stress approach for Tsing Ma Bridge fatigue evaluation under traffic using finite element method, Struct. Eng. Mech., 19(3), pp. 261–279, DOI: 10.12989/sem.2005.19.3.261.
[12] Mourão, A., Correia, J.A.F.O., Castro, J.M., Correia, M. (2019). Fatigue Damage Analysis of Offshore Structures using Hot-Spot Stress and Notch Strain Approaches. Materials Research Proceedings, vol. 12, Materials Research Forum LLC, pp. 146–154.
[13] Bartoli, G., Facchini, L., Pieraccini, M., Fratini, M., Atzeni, C. (2008). Experimental utilization of interferometric radar techniques for structural monitoring, Struct. Control Heal. Monit., (15), pp. 283–298, DOI: 10.1002/stc.
[14] Ko, J.M., Ni, Y.Q. (2005). Technology developments in structural health monitoring of large-scale bridges, Eng. Struct., 27(12 SPEC. ISS.), pp. 1715–1725, DOI: 10.1016/j.engstruct.2005.02.021.
[15] Chan, T.H.T., Guo, L., Li, Z.X. (2003). Finite element modelling for fatigue stress analysis of large suspension bridges, J. Sound Vib., 261(3), pp. 443–464, DOI: 10.1016/S0022-460X(02)01086-6.

[16] European Union. (2011). Eurocode 3: Design of steel structures - Part 1-9: Fatigue, vol. 7.

[17] Poutiainen, I., Tanskanen, P., Marquis, G. (2004). Finite element methods for structural hot spot stress determination - A comparison of procedures, Int. J. Fatigue, 26(11), pp. 1147–1157.

[18] DNV. (2016). DNVGL-RP-C203: Fatigue design of offshore structures, Oslo.

[19] Maddox, S.J. (2002). Hot-spot stress design curves for fatigue assessment of welded structures, Int. J. Offshore Polar Eng., 12(2), pp. 134–141.

[20] Niemi, E., Fricke, W., Maddox, S.J. (2018). Structural Hot-Spot Stress Approach to Fatigue Analysis of Welded Components, Springer.

[21] Poutiainen, I., Marquis, G. (2006). Improving the accuracy of structural hot-spot stress approach, Steel Res. Int., 77(12), pp. 901–905, DOI: 10.1002/srin.200606479.

[22] Fricke, W., Kahl, A. (2005). Comparison of different structural stress approaches for fatigue assessment of welded ship structures, Mar. Struct., 18(7–8), pp. 473–488, DOI: 10.1016/j.marstruc.2006.02.001.

[23] Miner, M.A. (1945). Cumulative damage in Fatigue, J. Appl. Mech., 12(3), pp. a159–164.

[24] Schütz, W. (1996). A history of fatigue, Eng. Fract. Mech., 54(2), pp. 263–300, DOI: 10.1016/0013-7944(95)00178-6.

[25] Porter, T.R. (1972). Method of analysis and prediction for variable amplitude fatigue crack growth, Eng. Fract. Mech., 4(4), pp. 717–736, DOI: 10.1016/0013-7944(72)90011-2.

[26] Skorupa, M. (1998). Load interaction effects during fatigue crack growth under variable amplitude loading-a literature review. Part I: Empirical trends, Fatigue Fract. Eng. Mater. Struct., 21(8), pp. 987–1006, DOI: 10.1046/j.1460-2695.1998.00083.x.

[27] Santecchia, E., Hamouda, A.M.S., Musharavati, F., Zalnezhad, E., Cabibbo, M., El Mehtedi, M., Spigarelli, S. (2016). A Review on Fatigue Life Prediction Methods for Metals, Adv. Mater. Sci. Eng., 2016, pp. 1–26, DOI: 10.1155/2016/9573524.

[28] Hectors, K., De Waele, W. (2020). Fatigue Damage Accumulation Models Compared and Practiced for a Weld Detail of an Overhead Crane Runway Girder. In: Bailey, P., Berto, F., Cawte, E.R., Roberts, P., Whittaker, M.T., Yates, J.R., (Eds.), Accepted for proceedings of the 8th Engineering Integrity Society International Conference On Durability & Fatigue, Cambridge, UK.

[29] Rykaluk, K., Marcinczak, K. (2018). Fatigue hazards in welded plate crane runway girders – Locations, causes and calculations, Arch. Civ. Mech. Eng., I(8), pp. 69–82, DOI: 10.1016/j.acme.2017.05.003.

[30] Hobbacher, A.F. (2009). The new IIW recommendations for fatigue assessment of welded joints and components - A comprehensive code recently updated, Int. J. Fatigue, 31(1), pp. 50–58, DOI: 10.1016/j.ijfatigue.2008.04.002.

[31] Narvydas, E., Puodziuniene, N. (2014). Applications of Sub-modeling in Structural Mechanics. Proceedings of 19th International Conference. Mechanika, Kaunas, Lithuania, pp. 172–176.

[32] Doerk, O., Fricke, W., Weissborn, C. (2003). Comparison of different calculation methods for structural stresses at welded joints, Int. J. Fatigue, 25(5), pp. 359–69, DOI: 10.1016/S0142-1123(02)00167-6.

[33] Ottosen, N.S., Stenström, R., Ristinmaa, M. (2008). Continuum approach to high-cycle fatigue modeling, Int. J. Fatigue, 30(6), pp. 996–1006, DOI: 10.1016/j.ijfatigue.2007.08.009.