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Abstract

We consider a family of self-adjoint operators
\[ H_\omega = -\Delta + \lambda V, \quad \omega \in \Omega = \prod_{k \in \mathbb{Z}^d} \mathbb{R}, \]
on the Hilbert space \( \ell^2(\mathbb{Z}^d) \) or \( L^2(\mathbb{R}^d) \). Here \( \Delta \) denotes the Laplace operator (discrete or continuous), \( V_\omega \) is a multiplication operator given by the function
\[ V_\omega(x) = \sum_{k \in \mathbb{Z}^d} \omega_k u(x-k) \text{ on } \mathbb{Z}^d, \quad \text{or} \quad V_\omega(x) = \sum_{k \in \mathbb{Z}^d} \omega_k U(x-k) \text{ on } \mathbb{R}^d, \]
and \( \lambda > 0 \) is a real parameter modeling the strength of the disorder present in the model. The functions \( u : \mathbb{Z}^d \to \mathbb{R} \) and \( U : \mathbb{R}^d \to \mathbb{R} \) are called single-site potential. Moreover, there is a probability measure \( P \) on \( \Omega \) modeling the distribution of the individual configurations \( \omega \in \Omega \). The measure \( P = \prod_{k \in \mathbb{Z}^d} \mu \) is a product measure where \( \mu \) is some probability measure on \( \mathbb{R} \) satisfying certain regularity assumptions. The operator on \( L^2(\mathbb{R}^d) \) is called alloy-type model, and its analogue on \( \ell^2(\mathbb{Z}^d) \) discrete alloy-type model.

In the pioneer work [And58], Anderson argued that the solution of the Schrödinger equation according to the operator \( H_\omega \), the so called wave function, becomes localized in space if the disorder is large enough. This phenomenon of localization manifests itself in the sense that there are intervals \( I \subset \mathbb{R} \) such that the continuous spectrum of \( H_\omega \) in \( I \) is empty for \( P \)-almost all \( \omega \in \Omega \) and the corresponding eigenfunctions decay exponentially, called exponential localization or Anderson localization.

There are two methods to prove exponential localization in multidimensional space, the multiscale analysis and the fractional moment method. However, both methods strongly rely on the property that the operator \( H_\omega \) depends (in the sense of quadratic forms) monotonically on the random parameters \( \omega_k, k \in \mathbb{Z}^d \). This is for instance the case if the single-site potential is non-negative.

This thesis refines the methods in the case where the single-site potential is allowed to change its sign. In particular, we develop the fractional moment method and prove exponential localization for the discrete alloy-type model in the case where the support of \( u \) is finite and \( u \) has fixed sign at the boundary of its support. We also prove a Wegner estimate for the discrete alloy-type model in the case of exponentially decaying but not necessarily finitely supported single-site potentials. This Wegner estimate is applicable for a proof of localization via multiscale analysis. In an appendix we prove a Wegner estimate for the alloy-type model if the single-site potential is a so-called generalized step-function. Moreover, we show for the alloy-type model that the typical fractional moment decay implies localization under minimal assumptions on the measure \( P \) in the case where \( U \) has bounded support.
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Chapter 1

Introduction

In this chapter we lead the reader to the topic of localization theory for random Schrödinger operators. In a first section we introduce very basic mathematical concepts of quantum mechanics developed in the 1920’s, which is used to model the time-evolution of atomic particles like electrons. The time-evolution of an electron moving under the influence of a static electric potential is governed by a self-adjoint operator in some Hilbert space and the associated time-dependent Schrödinger equation, introduced in 1926 by E. Schrödinger [Sch26]. The spectrum of this operator gives insights into the asymptotic behavior of the time-evolution of the atomic particle as discussed in Section 1.1.

In Section 1.2 we will introduce the concept and examples of ergodic random operators. They are for instance used to model the time-evolution of an electron under the influence of a random electric potential. The application one should have in mind is a disordered solid; each configuration of the randomness corresponds to a possible realization of the random medium.

In the pioneer work [And58], Anderson argued that the solution of the Schrödinger equation (called wave function) becomes localized in space in certain randomness/energy regions if one considers random operators. The medium has lost its transport properties when compared to ideal crystals. This phenomenon of localization for random operators manifests itself in the fact that either the spectrum of the considered random operator is only of pure point type in some energy region (spectral localization), or that the wave function (corresponding to some energy interval) stays trapped in a finite region of space for all time (dynamical localization). Localization for random operators will be defined in Section 1.3 and the main matter of this thesis is to investigate when localization occurs.

Section 1.4 is devoted to a discussion of the existing methods to prove localization for random operators. Beside some methods only available in the one-dimensional setting, there are exactly two methods to prove localization for random operators: the multiscale analysis and the fractional moment method.
1. Introduction

At the end of Section 1.4 we explain the structure of this thesis.

1.1. Some mathematical foundations of quantum mechanics

In quantum mechanics (Schrödinger picture), the state of an electron moving in $d$-dimensional space $\mathbb{R}^d$ is described by a complex valued function $\psi: \mathbb{R}^d \times \mathbb{R} \to \mathbb{C}$, $\psi(x,t) = \psi(x_1, \ldots, x_d, t)$, called the wave function, where $x \in \mathbb{R}^d$ corresponds to a point in space and $t$ corresponds to the time variable. The quantity $|\psi(\cdot, t)|^2$ is interpreted as the probability density of the particles location at time $t$. For this reason it is reasonable to assume that $\psi(\cdot, t)$ is an element of $L^2(\mathbb{R}^d)$ with $\|\psi(\cdot, t)\|_{L^2} = 1$ for all $t \in \mathbb{R}$. For measurable sets $A \subset \mathbb{R}^d$, the number

$$\int_A |\psi(x,t)|^2 dx$$

is interpreted as the probability of finding the particle in $A$ at time $t$. Note that in contrast to classical mechanics, the particle is not localized at a certain point in space, rather it is spread in space according to the probability density $|\psi(\cdot, t)|^2$.

Given an initial state $\psi_0 \in L^2(\mathbb{R}^d)$ with $\|\psi_0\|_{L^2} = 1$, the time evolution of the wave function is governed by the time-dependent Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} \psi(\cdot, t) = -\frac{\hbar^2}{2m} \Delta \psi(\cdot, t) + V \psi(\cdot, t), \quad \psi(\cdot, 0) = \psi_0,$$  \hspace{1cm} (1.1)

where $m$ denotes the mass of the particle, $\hbar = h/(2\pi)$, $\Delta$ is the Laplace operator on $L^2(\mathbb{R}^d)$ and $V$ is the multiplication operator on $L^2(\mathbb{R}^d)$ by the (classical) potential energy. Here $h$ denotes the Planck constant. The operator $H = -(\hbar^2/2m)\Delta + V$ from Eq. (1.1) is called Schrödinger operator. For the analysis of the Schrödinger equation the constants $m$ and $\hbar$ are irrelevant. On this account we set $\hbar/(2m)$ to one for the rest of this thesis. Under some mild regularity properties on the potential $V$ the Schrödinger operator $H$ is self-adjoint on a certain dense domain of $L^2(\mathbb{R}^d)$, see e.g. [RS80a], which we always assume. Hence, by the spectral theorem, the problem from Eq. (1.1) has the unique solution

$$\psi(\cdot, t) = e^{-itH} \psi_0.$$ \hspace{1cm} (1.2)

Figure 1.1 shows a thinkable example for the time evolution of the squared wave function, i.e. of the probability density of the position of the electron. Given a self-adjoint operator $H$, the solution of the Schrödinger equation has a very complicated structure. However, it turns out that the (time)-asymptotic behaviour of the wave function has something to do with spectral properties of the operator $H$. This is formulated in the so-called RAGE-theorem, see Theorem 1.1 below.
Let $H$ be a self-adjoint operator on some Hilbert space $\mathcal{H}$. For $\psi \in \mathcal{H}$ we denote by $\mu_\psi$ the spectral measure and define the absolutely continuous, singular continuous and the pure point subspace of $\mathcal{H}$ by

\[
\mathcal{H}_{ac} = \mathcal{H}_{ac}(H) = \{ \psi \in \mathcal{H} \mid \mu_\psi \text{ is absolutely continuous} \}, \\
\mathcal{H}_{sc} = \mathcal{H}_{sc}(H) = \{ \psi \in \mathcal{H} \mid \mu_\psi \text{ is singularly continuous} \}, \\
\mathcal{H}_{pp} = \mathcal{H}_{pp}(H) = \{ \psi \in \mathcal{H} \mid \mu_\psi \text{ is pure point} \},
\]

see e.g. [Tes09] for more details. We also define the continuous subspace by

\[
\mathcal{H}_c = \mathcal{H}_{ac} \oplus \mathcal{H}_{sc}.
\]

The subspaces $\mathcal{H}_\bullet, \bullet \in \{ ac, sc, pp \}$ reduce $H$ [Wei00a, Wei00b], and the absolutely continuous, singular continuous and pure point spectrum of $H$ are defined by

\[
\sigma_{ac}(H) = \sigma(H|_{\mathcal{H}_{ac}}), \quad \sigma_{sc}(H) = \sigma(H|_{\mathcal{H}_{sc}}) \quad \text{and} \quad \sigma_{pp}(H) = \sigma(H|_{\mathcal{H}_{pp}}).
\]

The continuous spectrum of $H$ is defined by $\sigma_c(H) = \sigma_{ac}(H) \cup \sigma_{sc}(H)$. It follows from these definitions that

\[
\mathcal{H} = \mathcal{H}_{ac} \oplus \mathcal{H}_{sc} \oplus \mathcal{H}_{pp}
\]

and hence $\sigma(H) = \sigma_{ac}(H) \cup \sigma_{sc}(H) \cup \sigma_{pp}(H)$. Note that $\sigma_{pp}(H)$ is not the set of all eigenvalues of $H$, but its closure. The introduced decomposition of the Hilbert space and the spectrum has a physical interpretation. Roughly speaking, if the initial state $\psi_0$ is an element of $\mathcal{H}_{pp}$, then the wave function given by Eq. (1.2) (and so the particle) will stay in a compact region of space for all time. On the other hand, if $\psi_0 \in \mathcal{H}_c$, then the wave function will leave any compact
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set in space in the average of time. This is formulated precisely in the so-called RAGE-theorem, named after D. Ruelle [Rue69], W. Amrein and V. Georgescu [AG73], and V. Enss [Ens78]. For a proof of the RAGE-Theorem we refer the reader to the books [Tes09, Wei00b].

**Theorem 1.1 (RAGE).** Let $H$ be a self-adjoint operator in some Hilbert space $\mathcal{H}$. Suppose $K_n$, $n \in \mathbb{N}$, is a sequence of bounded linear operators in $\mathcal{H}$ which converges strongly to the identity and assume that for each $n$, $K_n$ is relatively compact with respect to $H$. Then

$$\mathcal{H}_c = \left\{ \psi \in \mathcal{H} \mid \lim_{n \to \infty} \lim_{T \to \infty} \frac{1}{T} \int_0^T \| K_n e^{-itH} \psi \| dt = 0 \right\},$$

$$\mathcal{H}_{pp} = \left\{ \psi \in \mathcal{H} \mid \lim_{n \to \infty} \sup_{t \geq 0} \| (1 - K_n) e^{-itH} \psi \| = 0 \right\}.$$  

Moreover, if $\psi \in \mathcal{H}_{ac}$, then for any $n \in \mathbb{N}$ we have

$$\lim_{t \to \infty} \| K_n e^{-itH} \psi \| = 0.$$

Recall, an operator $K$ on $\mathcal{H}$ is called relatively compact with respect to an operator $H$ on $\mathcal{H}$ if $\chi_K(H - z)^{-1}$ is compact for one $z \in \rho(H)$.

Let us again consider our quantum mechanical particle (electron) moving in $\mathbb{R}^d$ under the influence of the potential $V$. The time evolution of the particle is governed by the Schrödinger equation with the operator $H = -\Delta + V$ acting in $\mathcal{H} = L^2(\mathbb{R}^d)$. We assume that $V$ is relatively bounded with respect to $\Delta$ with relative bound smaller than one. As a consequence we have that $\chi_K(H - z)^{-1}$ is compact for any compact $K \subset \mathbb{R}^d$, see e.g. [Wei00b]. The RAGE-Theorem tells us, if $\psi_0 \in \mathcal{H}_{pp}$, then for any $\epsilon > 0$ there exists a compact set $K_\epsilon \subset \mathbb{R}^d$, such that

$$\int_{K_\epsilon} \left| (e^{-itH} \psi_0)(x) \right|^2 dx \geq 1 - \epsilon \quad \forall t \geq 0.$$  

(1.4)

This means that the probability of finding the particle in $K_\epsilon$ stays larger or equal to $1 - \epsilon$ for all $t$; the particle is localized! In the special case $\sigma_c(H) = 0$ we have $\mathcal{H} = \mathcal{H}_{pp}$, and thus the assertion (1.4) holds true for all initial states $\psi_0 \in \mathcal{H}$. In contrast to that, if $\psi_0 \in \mathcal{H}_{ac}$, we have for all compact sets $K \subset \mathbb{R}^d$ that

$$\int_K \left| (e^{-itH} \psi_0)(x) \right|^2 dx \to 0 \quad \text{as } t \to \infty.$$  

(1.5)

The probability of finding the particle in $K$ tends to zero as time tends to infinity; the particle is delocalized! For $\psi_0 \in \mathcal{H}_c$ the particle leaves any compact set in time mean as Eq. (1.3) shows. For this reason, elements of the set $\mathcal{H}_{pp}$ are called bound states and elements of the set $\mathcal{H}_c$ are called scattering states in time mean,
and the set of initial states $\psi_0 \in \mathcal{H}$ for which Eq. (1.5) holds are called scattering states. Hence, $\mathcal{H}_{ac}$ is a subset of the scattering states. Let us end this section with the classical example, the hydrogen atom.

**Example 1.2** (Hydrogen atom). The hydrogen atom consists of one proton and one electron in $\mathbb{R}^3$. For simplicity we assume that the proton sits at the origin and the electron moves under the influence of the Coulomb potential. The corresponding Schrödinger operator is $H = -\Delta + V$ on $L^2(\mathbb{R}^3)$, where $\Delta$ is the Laplace operator and $V$ is the multiplication operator by the function $V(x) = -C/|x|$ with some constant $C$. The spectrum of $H$ consists of eigenvalues (belonging to the pure point part) $E_n = -c/n^2$, $n \in \mathbb{N}$, with some constant $c$, and absolutely continuous spectrum in the interval $[0, \infty)$. The negative eigenvalues correspond to bound states. Electrons in these states will stay in a finite region around the proton for all time, the so-called orbitals. Electrons in states belonging to the absolutely continuous subspace correspond to scattering states, they are called free electrons and will leave any finite region in space if time tends to infinity.

### 1.2. Random operators

The amount of literature on random operators is huge, see [CL90, PF92] and the references therein. In this section we introduce only some idea of random operators, and in doing so we sometimes follow the line of reasoning of the introductions of [Kle08, His08].

A strong form of idealization in solid state physics is to deal with ideal crystals in the so called one-electron approximation. In order to model the electronic properties of such a crystal one considers one electron moving in a periodic lattice of atoms. The potential of the corresponding Schrödinger operator $H_{\text{per}}$ would be a periodic function. Under some mild regularity assumption on the periodic potential, it is known that $H_{\text{per}}$ has only absolutely continuous spectrum, see e.g. [RS80b]. By the RAGE-theorem, the underlying Hilbert space consists only of scattering states, and the crystal may have good transport properties.

However, real materials will have distortions (e.g. dislocations, vacancies, presence of impurity atoms) which may be assumed to be randomly distributed through the material. Their modeling leads to the study of a family of self-adjoint operators $H_\omega$, $\omega \in \Omega$, where each configuration $\omega$ corresponds to one individual realization of the (random) medium. One assumes additionally that these configurations are distributed according to a measure $\mathbb{P}$ on the space $\Omega$ of all possible configurations. It turns out that random operators modeling disordered systems obey a different behavior, namely the phenomenon of localization, than periodic operators modeling periodic systems. This will be discussed in the next section. Here we consider some examples of random operators.
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The simplest model that describes the time-evolution of a single electron in a random environment is the Anderson model [And58], named after P. W. Anderson who won (together with S. N. F. Mott and J. van Vleck) the Nobel Prize for his investigations of the electronic structure of magnetic and disordered systems. First we define the probability space $\Omega = \times_{k \in \mathbb{Z}^d} \mathbb{R}$ equipped with the $\sigma$-algebra generated by the cylinder sets and the product measure $\mathbb{P} = \prod_{k \in \mathbb{Z}^d} \nu$, where $\nu$ is some probability measure on $\mathbb{R}$ with bounded support. Hence, the projections $\Omega \ni \omega = (\omega_k)_{k \in \mathbb{Z}^d} \mapsto \omega_j, j \in \mathbb{Z}^d$, give rise to a collection of independent identically distributed bounded real random variables. The Anderson model is given by the family of self-adjoint operators $H^A_\omega, \omega \in \Omega$, on $\ell^2(\mathbb{Z}^d)$ defined by

$$H^A_\omega = -\Delta + \lambda V^A_\omega$$

with $\lambda \geq 0$. Here $\Delta : \ell^2(\mathbb{Z}^d) \to \ell^2(\mathbb{Z}^d)$ denotes the discrete Laplacian and $V_\omega : \ell^2(\mathbb{Z}^d) \to \ell^2(\mathbb{Z}^d)$ is a multiplication operator. They are defined by

$$(\Delta \psi)(x) = \sum_{|y-x|=1} \psi(y) \quad \text{and} \quad (V^A_\omega \psi)(x) = \omega_x \psi(x).$$

The parameter $\lambda$ measures the strength of the interaction and hence is a measure of the disorder present in the model. Notice that the Anderson model is defined on the Hilbert space $\ell^2(\mathbb{Z}^d)$. However, we introduced the basic concept of quantum mechanics in $L^2(\mathbb{R}^d)$ in Section 1.1. But all the considerations of Section 1.1 hold true also for the discrete setting, with the wave function replaced by a function $\psi : \mathbb{Z}^d \times \mathbb{R} \to \mathbb{C}$ and consequently some integrals replaced by sums. The Anderson model has been studied, e.g., in [FS83, FMSS85, vDK89, AM93, Aiz94, Gra94, Hun00, ASFH01].

A second example for a random operator modeling one electron in a random environment is the alloy-type model. This is the family of self-adjoint operators $H^B_\omega, \omega \in \Omega$, on $L^2(\mathbb{R}^d)$ defined by $H^B_\omega = -\Delta + V_0 + V^B_\omega$, where $\Delta$ denotes the Laplace operator, $V_0$ is some $\mathbb{Z}^d$-periodic potential and $V^B_\omega$ is the multiplication operator by the function

$$V^B_\omega(x) = \sum_{k \in \mathbb{Z}^d} \omega_k U(x - k).$$

The function $U : \mathbb{R}^d \to \mathbb{R}$ is called single-site potential. Physically one can think of a lattice of atoms sitting at the lattice sites of $\mathbb{Z}^d$, each atom at $k \in \mathbb{Z}^d$ producing the electric potential $U(\cdot - k)$ in space. One then assumes that the electron at $x \in \mathbb{R}^d$ couples differently strong to the single-site potentials of different atoms. The alloy-type model is defined precisely in Section B.1. The case where the single-site potential is non-negative has been studied in a number of articles, e.g. [CH94, KSS98, GK01, DS01, AEN+06].
As a third example we refer to a discrete analogue of the alloy-type model, the discrete alloy-type model. This model will be in the focus of this thesis and we will introduce it in Section 2.1. Let us emphasize that in the discrete alloy-type model, as well as in the alloy-type model, one distinguishes the case where the single-site potential is non-negative (monotone case) and the case where it is sign-indefinite (non-monotone case). In the monotone case, the quadratic form corresponding to the operator depends in a monotonic way on the random parameters. The existing proofs of localization for such random operators strongly rely on this fact. The non-monotone case requires new methods and has for example been studied in [Klo95, HK02, Klo02, Ves02, KN09, Ves10a, Ves10b, ETV10, ETV11, PTV11, Kru12]. The focus of this thesis is to develop the fractional moment method and a proof for the Wegner estimate for the discrete alloy-type model with sign-changing single-site potential.

A fourth example for a random Schrödinger operator is the so-called random displacement model. This is the Schrödinger operator

$$H_D^\omega = -\Delta + V_D^\omega$$

on $L^2(\mathbb{R}^d)$ where the random potential is of the form

$$V_D^\omega(x) = \sum_{k \in \mathbb{Z}^d} U(x - k - \omega_k).$$

The random variables $\omega_k, k \in \mathbb{Z}^d$ are assumed to be independent and identically distributed random variables with values in $\mathbb{R}^d$ and $U : \mathbb{R}^d \rightarrow \mathbb{R}$ is some single-site potential. This potential models a random perturbation from the periodic potential $\sum_{k \in \mathbb{Z}^d} U(\cdot - k)$ where the atoms are displaced randomly. Therefore one also speaks of structural disorder. Similarly to the alloy-type model (discrete and continuous) with sign-changing single-site potential, the random displacement model does not have any obvious monotonicity properties with respect to the random parameters. But it is just such a monotonicity property which is frequently used in the proofs of localization! The random displacement model has been studied, e.g., in [BLS09, KLNS12b, KLNS12a].

There are more models modeling properties of disordered media. We refer to [Kle08] where the most prominent models are introduced, and the references therein for a deeper insight into these models.

As the random operators introduced above model the quantum mechanical behavior of a single electron in a disordered solid, we are not interested in properties of the electron for one single configuration of the randomness. Rather we are interested in properties which hold for almost all configurations $\omega \in \Omega$. One fundamental example for such a property is the spectrum. To be precise, let us note that all models introduced above share the property that they are ergodic random operators in the following sense.
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Definition 1.3. An ergodic random operator is a $\mathbb{Z}^d$-ergodic measurable map $\omega \mapsto A_\omega$ from a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ to the set of all self-adjoint operators on either $L^2(\mathbb{R}^d)$ or $\ell^2(\mathbb{Z}^d)$.

To explain the notion of measurability of such operator valued functions let $E_\omega(\lambda)$ be the corresponding resolution of identity. One calls a map $\omega \mapsto A_\omega$ from a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ to the set of all self-adjoint operators on either $L^2(\mathbb{R}^d)$ or $\ell^2(\mathbb{Z}^d)$ measurable if the function $\omega \mapsto E_\omega(\lambda)$ is weakly measurable for each $\lambda \in \mathbb{R}$. Such a map is called $\mathbb{Z}^d$-ergodic if there is a family $\{T_i\}_{i \in \mathbb{Z}^d}$ of measure-preserving transformations and unitary operators $\{U_i\}_{i \in \mathbb{Z}^d}$ such that

$$A_{T_i \omega} = U_i A_\omega U_i^*$$

for all $i \in \mathbb{Z}^d$. For details we refer the reader to [KM82, CL90]. A consequence of this ergodicity property is that the spectrum is a deterministic set.

Theorem 1.4. Let $(A_\omega)_{\omega \in \Omega}$ be an ergodic random operator. Then there are sets $\Sigma, \Sigma_{pp}, \Sigma_c, \Sigma_{ac}, \Sigma_{sc} \subset \mathbb{R}$, such that for almost all $\omega \in \Omega$ we have

$$\sigma(A_\omega) = \Sigma, \quad \text{and} \quad \sigma_\bullet(A_\omega) = \Sigma_\bullet, \quad \bullet \in \{pp, c, ac, sc\}.$$

The set $\Sigma$ is called almost sure or deterministic spectrum of $(A_\omega)_{\omega \in \Omega}$.

The proof of this theorem goes back to [Pas80, KS80] where operators on $\ell^2(\mathbb{Z}^d)$ were considered, and to [KM82] where the extension to each part of the spectrum and general random self-adjoint operators was achieved.

1.3. Phenomenon of localization

Once we know that ergodic random operators have almost surely a deterministic spectrum (and also non-random components), we can ask for the spectral types. As already discussed, periodic Schrödinger operators modeling ideal crystals have purely absolutely continuous spectrum. By the RAGE theorem the wave function leaves every compact region in space if time tends to infinity. The wave function is delocalized and the crystal may have good transport properties.

Random operators behave differently. There are energy intervals $I$ such that for almost all configurations of the randomness, the wave function corresponding to the energy interval $I$ stays trapped in a finite region of space for all time. It is localized and one can think of materials not having good transport properties. This manifests in the sense that the spectrum in $I$ is almost surely only of pure point type and the phenomenon behind this is known as Anderson localization, spectral localization or exponential localization.
**Definition 1.5.** Let $I \subset \mathbb{R}$. A self-adjoint operator $H$ on either $L^2(\mathbb{R}^d)$ or $\ell^2(\mathbb{Z}^d)$ is said to exhibit *spectral localization in* $I$, if the spectrum of $H$ in $I$ is only of pure point type, i.e. $\sigma_c(H) \cap I = \emptyset$. If, additionally, the eigenfunctions of $H$ corresponding to the eigenvalues in $I$ decay exponentially we say that $H$ exhibits *exponential localization in* $I$. If $I = \mathbb{R}$, we say that $H$ exhibits *spectral localization* or *exponential localization*, depending whether the eigenfunctions decay exponentially or not.

Beside the spectral interpretation, there are also interpretations of localization from the dynamical point of view, called dynamical localization. Dynamical localization for the Anderson model on $\mathbb{Z}^d$ was first shown in [Aiz94].

**Definition 1.6.** Let $I \subset \mathbb{R}$ and $H$ be either $L^2(\mathbb{R}^d)$ or $\ell^2(\mathbb{Z}^d)$. A self-adjoint operator $H$ on $\mathcal{H}$ is said to exhibit *dynamical localization in* $I$, if for every $\psi_0 \in \mathcal{H}$ with compact support and all $p \geq 0$ we have

$$\sup_{t \in \mathbb{R}} \| |x|^p e^{-iHt} \chi_I(H)\psi_0 \| < \infty,$$

where $\chi_I : \mathbb{R} \to \{0, 1\}$ denotes the characteristic function of the set $I$. If $I = \mathbb{R}$, we say that $H$ exhibits *dynamical localization*.

Let us note that dynamical localization implies spectral localization by the RAGE-theorem, see e.g. [Sto11], but not vice versa as examples in [dRJLS96] show. There are various notions of dynamical localization (for example strong dynamical localization), see e.g. [Kle08].

Let us discuss the picture of localization using the example of the Anderson model $H^\Lambda : \ell^2(\mathbb{Z}^d) \to \ell^2(\mathbb{Z}^d)$, with $\nu$ being the uniform distribution on $[-1, 1]$, introduced in the previous section. If the disorder parameter $\lambda$ is zero, then $\sigma(H^\Lambda) = \sigma(-\Delta) = [-2d, 2d]$ and of absolutely continuous type, since the operator $\Delta$ is seen to be unitary equivalent to multiplication by the function $2 \sum_{j=1}^d \cos(2\pi k_j)$, $k_j \in [0, 1]$, by the Fourier transform. More generally, it is known that the almost sure spectrum of $H^\Lambda$ is given by

$$\Sigma = [-2d, 2d] + \lambda \text{supp } \nu,$$

see [KS80]. What may be expected about the spectral type? The physical picture is the following. If the disorder $\lambda$ increases, then there are intervals near the band edges, where, for almost all $\omega \in \Omega$, $H^\Lambda$ exhibits spectral and dynamical localization, called *localization near the band edges*, while in the center of the band there is still absolutely continuous spectrum. If the disorder $\lambda$ is sufficiently large, then, for almost all $\omega \in \Omega$, $H^\Lambda$ exhibits spectral and dynamical localization. To be more precise, we follow the line of reasoning in [His08] and introduce the following conjectures, see also Fig. 1.2 for an illustration of the disorder/energy regimes of localization and delocalization.
1. Introduction

(1) Fix $\lambda > 0$. Then there is $E_0 \in (2d, 2d + \lambda)$ such that, for almost all $\omega \in \Omega$, the operator $H_\omega^\lambda$ exhibits spectral localization in $\{(-\infty, -E_0] \cup [E_0, \infty)\}$, i.e. $\sigma_c(H_\omega^\lambda) \cap \{(-\infty, -E_0] \cup [E_0, \infty)\} = \emptyset$.

(2) There is $\lambda_0 > 0$ such that for all $\lambda > \lambda_0$ the operator $H_\omega^\lambda$ exhibits spectral localization for almost all $\omega \in \Omega$.

(3) Let $d = 1$ and $\lambda > 0$. Then, for almost all $\omega \in \Omega$, $H_\omega^\lambda$ exhibits spectral localization.

(4) Let $d \geq 3$ and $\lambda > 0$ sufficiently small. Then there is $E_m = E_m(\lambda) \leq E_0$ such that, for almost all $\omega \in \Omega$, the spectrum of $H_\omega^\lambda$ in $[-E_m, E_m]$ is absolutely continuous.

Statements (1), (2) and (3) are known. Localization at large disorder was first proven in [GMP77] for a continuum random Schrödinger operator in one space dimension. The groundbreaking articles towards statements (1), (2) and (3) for the Anderson model in arbitrary dimension are [FS83, FMSS85, SW86, vDK89, AM93].

Statement (4) is not yet proven. However, there are associated results for related models. On the one hand the existence of absolutely continuous spectrum was proven in [Kle98] for an Anderson model not on $\mathbb{Z}^d$, but on the Bethe lattice. Another proof of this result was given in [FHS07]. Related results for the stability of absolutely continuous spectrum for Anderson models on trees were also given in [ASW06, KLW12]. On the other hand the existence of absolutely continuous spectrum at small disorder has been studied for an Anderson model on $\mathbb{Z}^d$ by imposing certain decay conditions on the random potential, see e.g. [KKO00, Kri11].

![Figure 1.2: Illustration of the energy/disorder regimes of localization and delocalization.](image-url)
1.4. Fractional moment method, multiscale analysis and outline of the thesis

In Section 1.3 we discussed the phenomenon of localization, specifically for the Anderson model on $\mathbb{Z}^d$. There are exactly two methods to prove statements (1) and (2) from Section 1.3 for the multidimensional Anderson model; the *multiscale analysis* and the *fractional moment method*. Let us note that there are also methods only suitable in the one-dimensional situation which are different to multiscale analysis and fractional moment method, see e.g. [BS00, Sto02].

The multiscale analysis was invented by [FS83] and further developed, e.g., in [FMSS85, vDK89]. Originally the multiscale analysis yields exponential localization, later it was shown that multiscale analysis also implies dynamical localization, see e.g. [GDB98, DS01, GK01]. The other method, the fractional moment method, was introduced for the Anderson model on the lattice in [AM93, Aiz94, ASFH01], and extended to the continuum in [AEN+06, BdMNSS06]. It is believed that the fractional moment method “requires that the conditional expectation of certain random variables have bounded densities” [Kle08]. However, in this thesis we develop the fractional moment method for the discrete alloy-type model which does not satisfy this property in general as shown in Section 2.3.

Both multiscale analysis and fractional moment method were first developed for the Anderson model $H^A_\omega$ on $\mathbb{Z}^d$ [FS83, AM93]. The methods were then subsequently adapted and generalized to other random operators on $\ell^2(\mathbb{Z}^d)$ or $L^2(\mathbb{R}^d)$. Let us name a few of them.

- The multiscale analysis as well as the fractional moment method are developed for the Anderson model on $\mathbb{Z}^d$ where the potential values at different lattice sites are not assumed to be stochastically independent [vDK91, AM93, ASFH01]. As the discrete alloy-type model is an Anderson model on the lattice with correlated potential values, one can ask the question whether the results of [vDK91, AM93, ASFH01] apply to the discrete alloy-type model or not. However, they impose certain stringent conditions on the joint distribution of the potential values which are not satisfied for the discrete alloy-type model. This will be discussed in Section 2.3 in detail.

- The multiscale analysis was adapted to the alloy-type model $H^B_\omega$ on $L^2(\mathbb{R}^d)$ with non-negative (monotone case) and compactly supported single-site potentials. This goes back to [HM84], see [Sto01, Kir08a] and the references therein for further advances of the multiscale analysis in this research direction. The generalization to non-compactly supported but still non-negative single-site potentials was done in [Klo95, KSS98].
The fractional moment method was likewise developed for the alloy-type model with non-negative and compactly supported single-site potentials, see [AEN+06, BdMNSS06] for the multidimensional case and [HSS10] for the one-dimensional model where localization is shown at all energies independent of the disorder strength as stated in statement (3) in Section 1.3.

- In 2001 Germinet and Klein [GK01] developed the so-called bootstrap multiscale analysis, which yields stronger results than the original multiscale analysis and is applicable for a large class of random operators including the alloy-type model with non-negative and compactly supported single-site potential as an example.

- Both, the multiscale analysis and the fractional moment method were used to prove localization for multi-particle random Schrödinger operators with sign-definite single-site potentials and sign-definite electron-electron interaction. This was done for operators on $\ell^2(\mathbb{Z}^d)$ in [CS08, Kir08b, CS09a, CS09b] via the multiscale analysis and in [AW09, AW10] based on the fractional moment method.

For multi-particle Schrödinger operators in $L^2(\mathbb{R}^d)$ with an external alloy-type potential, localization has been studied according to the multiscale analysis in [BdMCSS10, BdMCS11]. The fractional moment method has not been applied to multi-particle Schrödinger operators in $L^2(\mathbb{R}^d)$. Currently, Michael Fauser and Simone Warzel pursue this research direction.

Localization proofs via multiscale analysis or the fractional moment method strongly rely on the property that the random operator depends, in the sense of quadratic forms, monotonically on the random parameters. There is no physically compelling reason for a random Schrödinger operator to have such a monotonicity property, and one can ask the natural question whether localization can be established if one relinquishes the monotonicity property. Examples for a random operator which lack monotonicity are the alloy-type model (discrete or continuous) with sign-changing single-site potential and the random displacement model.

Since the existing methods rely strongly on a monotonicity property, the phenomenon of localization is much less understood for non-monotone models than for monotone ones. In the last two decades, a lot of research has been done to close the gap between the existing results for non-monotone and monotone random operators. Next we list some results for non-monotone random operators which have been achieved via multiscale analysis.

- The paper [Klo95] establishes exponential localization in $(-\infty, E_0)$, $E_0 > 0$, for the alloy-type model on $L^2(\mathbb{R}^d)$ in the case where $\Sigma = \mathbb{R}$ and where the single-site potential decays exponentially. The key new feature is a
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proof of a Wegner estimate which works without sign assumptions on the single-site potential. Related results concerning localization at band edges (in the weak disorder regime) have been obtained for the alloy-type model with sign-changing single-site potential in [Klo02, HK02, KN09] and for the so-called generalized alloy-type model in [KN10].

• The papers [Ves02, KV06, Ves10b, PTV11] establish a Wegner estimate (which can be used for a localization proof via multiscale analysis) for a class of alloy-type models with a sign-indefinite single-site potential of a so-called generalized step function form. The obtained Wegner estimates are valid on the whole energy axis. We present our results of [PTV11] in Section B.2 of this thesis.

• For the random displacement model, also a model with no obvious monotonicity property with respect to the random variables, spectral properties have been studied according to the multiscale analysis, e.g., in [BLS09, KLNS12b, KLNS12a].

• The discrete alloy-type model with sign-changing single-site potential has been studied according to the multiscale analysis in [Ves10a, Krü12, PTV11, CE12]. Veselić, Peyerimhoff and Tautenhahn [Ves10a, PTV11] establish a Wegner estimate at all energies, see Chapter 4. Krüger [Krü12] develops the multiscale analysis not relying on a (classical) Wegner estimate and obtains dynamical and spectral localization in the strong disorder regime for a class of models including the discrete alloy-type model as an example. Krüger uses ideas of [Bou09] where a Wegner estimate is established for the matrix valued Anderson model, which also lacks monotonicity. Recently, Cao and Elgart show in [CE12] localization for the discrete alloy-type model in the Lifshitz tails regime, i.e. at small disorder and for low energies.

The fractional moment method is far less developed for non-monotone random Schrödinger operators. Our paper [ETV10] develops the fractional moment method and gives a proof of localization for the one-dimensional discrete alloy-type model with sign-changing and compactly supported single-site potential, cf. Section 3.2. This result was generalized to the multidimensional case in [ETV11], where the single-site potential is assumed to be compactly supported and to have fixed sign at the boundary of its support, cf. Chapter 3. We also refer the reader to our survey paper [EKTV12] where recent results for the discrete alloy-type model are presented. Let us stress that it is generally acknowledged that even for models where the multiscale analysis is well established, the implementation of the fractional moment method gives new insights and slightly stronger results. For instance, the paper [AEN+06] concerns models for which the multiscale analysis was developed much earlier.
1. Introduction

The aim of this thesis is to expand the methods for proving localization for non-monotone random operators. In particular, we

- develop the fractional moment method for the discrete alloy-type model with sign-changing single-site potential according to our papers [ETV10, ETV11], see Chapter 3 and Appendix A.

- establish a new variant for concluding exponential localization from fractional moment bounds for the discrete alloy-type model following our results in [ETV10, ETV11], see Section 3.5. An adaptation of this result to the alloy-type model on $L^2(\mathbb{R}^d)$ with sign-changing single-site potential is presented in Appendix B.3.

- prove a Wegner estimate at all energies for the discrete and continuous alloy-type model with sign-changing single-site potentials of a generalized step-function type which has already been published in [PTV11], see Chapter 4 and Appendix B.2.
Chapter 2

Discrete alloy-type model, main results and regularity properties

In Section 2.1 we will introduce the discrete alloy-type model, which is a generalization of the classical Anderson model in the sense that the potential values at different lattice sites are not independent. Moreover, since the single-site potential may change its sign, certain properties of the discrete alloy-type model depend in a non-monotonic way on the random parameters. Both, the independence and the monotonicity properties distinguish the classical Anderson model from the discrete alloy-type model. The existing methods for proving localization strongly rely on the independence and/or the monotonicity property. For this reason, new methods are needed to overcome the problems arising from non-monotonicity and non-independence. The discrete alloy-type model has been studied, for instance, in [Ves10a, ETV10, ETV11, PTV11, Krü12, CE12].

In Section 2.2 we state our main results on localization via the fractional moment method and a Wegner estimate for the discrete alloy-type model. These results have already been published in [ETV10, ETV11, PTV11] and will be proven in Chapter 3 and Chapter 4.

Anderson models where the potential values at different lattice sites are not independent have already been studied, see e.g. [AM93, vDK91, Hun00, ASFH01], by imposing certain regularity assumptions on a conditional distribution of the potential values. In Section 2.3 we show that these regularity assumptions are generally not satisfied for the discrete alloy-type model.

2.1. The discrete alloy-type model

Let $d \geq 1$. For $x \in \mathbb{Z}^d$ we recall the standard norms

$$|x|_1 := \sum_{i=1}^{d} |x_i| \quad \text{and} \quad |x|_\infty := \max\{|x_1|, \ldots, |x_d|\}.$$
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For any set \( \Gamma \subset \mathbb{Z}^d \) we introduce the Hilbert space

\[
\ell^2(\Gamma) = \left\{ \psi : \Gamma \to \mathbb{C} : \sum_{k \in \Gamma} |\psi(k)|^2 < \infty \right\}
\]

which is equipped with the inner product \( \langle \phi, \psi \rangle = \sum_{k \in \Gamma} \overline{\phi(k)} \psi(k) \). On the Hilbert space \( \ell^2(\mathbb{Z}^d) \) we consider the family of discrete Schrödinger operators

\[
H_\omega := -\Delta + \lambda V_\omega, \quad \omega \in \Omega, \quad \lambda > 0. \tag{2.1}
\]

Here, \( \omega \) is an element of the probability space specified below, \( \Delta : \ell^2(\mathbb{Z}^d) \to \ell^2(\mathbb{Z}^d) \) denotes the discrete Laplace operator and \( V_\omega : \ell^2(\mathbb{Z}^d) \to \ell^2(\mathbb{Z}^d) \) is a random multiplication operator. They are defined by

\[
(\Delta \psi)(x) := \sum_{|e| = 1} \psi(x + e) \quad \text{and} \quad (V_\omega \psi)(x) := V_\omega(x) \psi(x)
\]

and represent the kinetic energy and the random potential energy, respectively. Note that we have suppressed the diagonal term \(-2d \psi(x)\) in the definition of the discrete Laplacian, since this corresponds just to a spectral shift and we are mostly interested in spectral types. The parameter \( \lambda \) models the strength of the disorder. We assume that the probability space has a product structure \( \Omega := \times_{k \in \mathbb{Z}^d} \mathbb{R} \) and is equipped with the \( \sigma \)-algebra generated by the cylinder-sets and the probability measure

\[
\mathbb{P}(d\omega) := \prod_{k \in \mathbb{Z}^d} \nu(d\omega_k)
\]

where \( \nu \) is a probability measure on \( \mathbb{R} \) with compact support. We define \( R := \max\{|\inf \text{supp } \nu|, |\sup \text{supp } \nu|\} \). By definition, the projections \( \Omega \ni \omega \mapsto \omega_k \) give rise to a sequence \( \omega_k, k \in \mathbb{Z}^d \), of independent identically distributed (i.i.d.) random variables, each distributed according to the probability measure \( \nu \). The symbol \( \mathbb{E} \) denotes the expectation with respect to the probability measure, i.e. \( \mathbb{E}(\cdot) := \int_{\Omega} \cdot \mathbb{P}(d\omega) \). For a set \( \Gamma \subset \mathbb{Z}^d \), \( \mathbb{E}_\Gamma \) denotes the expectation with respect to \( \omega_k, k \in \Gamma \). That is, \( \mathbb{E}_\Gamma(\cdot) := \int_{\Omega_\Gamma} \cdot \prod_{k \in \Gamma} \nu(d\omega_k) \) where \( \Omega_\Gamma := \times_{k \in \Gamma} \mathbb{R} \).

Let the single-site potential \( u : \mathbb{Z}^d \to \mathbb{R} \) be a function in \( \ell^1(\mathbb{Z}^d; \mathbb{R}) = \{ u : \mathbb{Z}^d \to \mathbb{R} : \sum_{k \in \mathbb{Z}^d} |u(k)| < \infty \} \). We assume that the random potential \( V_\omega \) has an alloy-type structure, i.e. the potential value

\[
V_\omega(x) := \sum_{k \in \mathbb{Z}^d} \omega_k u(x - k)
\]

at a lattice site \( x \in \mathbb{Z}^d \) is a linear combination of the i.i.d. random variables \( \omega_k, k \in \mathbb{Z}^d \), with coefficients provided by the single-site potential. We call the
Hamiltonian (2.1) a *discrete alloy-type model*. The function \( u(\cdot - k) \) may be interpreted as a potential generated by the atom sitting at the lattice site \( k \in \mathbb{Z}^d \). We assume (without loss of generality) that \( 0 \in \Theta := \text{supp } u \).

For the operator \( H_\omega \) in (2.1) and \( z \in \mathbb{C} \setminus \sigma(H_\omega) \) we define the corresponding *resolvent* by \( G_\omega(z) := (H_\omega - z)^{-1} \). For the *Green function*, which assigns to each \((x,y) \in \mathbb{Z}^d \times \mathbb{Z}^d\) the corresponding matrix element of the resolvent, we use the notation

\[
G_\omega(z; x, y) := \langle \delta_x, (H_\omega - z)^{-1} \delta_y \rangle.
\]

For \( \Gamma \subset \mathbb{Z}^d \) and \( k \in \Gamma \), \( \delta_k \in \ell^2(\Gamma) \) denotes the Dirac function given by \( \delta_k(k) = 1 \) and \( \delta_k(j) = 0 \) for \( j \in \Gamma \setminus \{k\} \). Let \( \Gamma_1 \subset \Gamma_2 \subset \mathbb{Z}^d \). We define the canonical restriction \( p_{\Gamma_1}^\Gamma : \ell^2(\Gamma_2) \to \ell^2(\Gamma_1) \) by

\[
p_{\Gamma_1}^\Gamma \psi(k) := \sum_{k \in \Gamma_1} \psi(k) \delta_k,
\]

where the Dirac function has to be understood as an element of \( \ell^2(\Gamma_1) \). Note that the corresponding embedding \( p_{\Gamma_1}^\Gamma \) is given by

\[
\psi(k) \delta_k := \sum_{k \in \Gamma_1} \phi(k) \delta_k,
\]

where here the Dirac function has to be understood as an element of \( \ell^2(\Gamma_2) \). If \( \Gamma_2 = \mathbb{Z}^d \) we will drop the upper index and write \( p_{\Gamma_1} \) and \( \iota_{\Gamma_1} \) instead of \( p_{\Gamma_1}^\Gamma \) and \( \iota_{\Gamma_1}^\Gamma \). For an arbitrary set \( \Gamma \subset \mathbb{Z}^d \) we define the restricted operators \( \Delta_{\Gamma}, V_{\Gamma}, H_{\Gamma} : \ell^2(\Gamma) \to \ell^2(\Gamma) \) by \( \Delta_{\Gamma} := p_{\Gamma} \Delta_{\Gamma}, V_{\Gamma} := p_{\Gamma} V_{\omega} V_{\Gamma} \) and

\[
H_{\Gamma} := p_{\Gamma} H_{\omega} V_{\Gamma} = -\Delta_{\Gamma} + \lambda V_{\Gamma}.
\]

Furthermore, we define \( G_{\Gamma}(z) := (H_{\Gamma} - z)^{-1} \) and \( G_{\Gamma}(z; x, y) := \langle \delta_x, G_{\Gamma}(z) \delta_y \rangle \) for \( z \in \mathbb{C} \setminus \sigma(H_{\Gamma}) \) and \( x, y \in \Gamma \). Pay attention that we suppress the dependence on \( \omega \in \Omega \) for the restricted operators as well as for the restricted Green function.

If \( \Lambda \subset \mathbb{Z}^d \) is finite, \( H_{\Lambda} \) can be interpreted as a finite dimensional random matrix. For example, if \( d = 1 \) and \( \Lambda = \{-2, -1, 0, 1, 2\} \) the matrix representation of \( H_{\Lambda} \) with respect to the canonical basis \( \{\delta_k\}_{k \in \Lambda} \) is given by

\[
H_{\Lambda} = \begin{pmatrix}
  v_{-2} & -1 & 0 & 0 & 0 \\
  -1 & v_{-1} & -1 & 0 & 0 \\
  0 & -1 & v_0 & -1 & 0 \\
  0 & 0 & -1 & v_1 & -1 \\
  0 & 0 & 0 & -1 & v_2
\end{pmatrix}, \quad v_x = \sum_{k \in \mathbb{Z}} \omega_k u(x - k), \quad x \in \{-2, \ldots, 2\}.
\]

The diagonal elements \( v_x, x \in \{-2, -1, \ldots, 2\} \), correspond to the multiplication operator \( V_{\Lambda} \) and the minus ones on the upper and lower diagonal come up from the negative discrete Laplacian \(-\Delta_{\Lambda}\).
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If we consider operators on \(\ell^2(\Lambda)\) for \(\Lambda \subset \mathbb{Z}^d\) finite, we will always use the same symbol for the operator as well as for the corresponding matrix representation with respect to the canonical basis.

Let us finally introduce some further assumptions on the model which may hold or not hold. First we introduce some notation. For \(\Lambda \subset \mathbb{Z}^d\) finite, \(|\Lambda|\) will denote the number of elements in \(\Lambda\). For \(\Lambda \subset \mathbb{Z}^d\) we denote by \(\partial^i\Lambda = \{k \in \Lambda : |\{j \in \Lambda: |k - j|_1 = 1\}| < 2d\}\) the interior boundary of \(\Lambda\) and by \(\partial^o\Lambda = \partial^i(\Lambda^c)\) the exterior boundary of \(\Lambda\). Here, \(\Lambda^c = \mathbb{Z}^d \setminus \Lambda\) denotes the complement of \(\Lambda\).

Recall that \(\Theta = \text{supp} u\).

**Assumption (A).** Assume \(d = 1\), the measure \(\nu\) has a probability density \(\rho \in L^\infty(\mathbb{R})\) and \(\Theta = \{0, 1, \ldots, n - 1\}\) for some \(n \in \mathbb{N}\).

**Assumption (B).** Assume \(d = 1\), the measure \(\nu\) has a probability density \(\rho \in L^\infty(\mathbb{R})\) and \(\Theta\) is finite with \(\min \Theta = 0\) and \(\max \Theta = n - 1\) for some \(n \in \mathbb{N}\).

**Assumption (C).** Assume that \(\Theta\) is a finite set, the measure \(\nu\) has a probability density \(\rho \in L^\infty(\mathbb{R})\), and that the function \(u\) satisfies \(u(k) > 0\) for all \(k \in \partial^o\Theta\).

**Assumption (D).** The measure \(\nu\) has a probability density \(\rho \in \text{BV}(\mathbb{R})\) and there are constants \(C, \alpha > 0\) such that for all \(k \in \mathbb{Z}^d\) we have \(|u(k)| \leq Ce^{-\alpha|k|_1}\).

Here \(\text{BV}(\mathbb{R})\) denotes the space of functions of finite total variation. A precise definition of this function space is given in Section 4.1.

**Assumption (E).** Let \(\Theta\) be a finite set.

**Assumption (F).** The measure \(\nu\) has a probability density in the Sobolev space \(W^{1,1}(\mathbb{R})\), \(\Theta\) is finite and the single-site potential satisfies \(\bar{u} := \sum_{k \in \mathbb{Z}^d} u(k) \neq 0\).

If we say that a measure \(\nu\) on \(\mathbb{R}\) has a probability density \(\rho\), we mean that the measure \(\nu\) is absolutely continuous with respect to the Lebesgue measure with the corresponding density function \(\rho\), i.e. we have \(\nu(A) = \int_A \rho(x)dx\) for all measurable sets \(A \subset \mathbb{R}\).

### 2.2. Main results

For \(x \in \mathbb{Z}^d\) and \(L > 0\), we denote by \(\Lambda_{L,x} = \{k \in \mathbb{Z}^d : |x - k|_\infty \leq L\}\) the cube of side length \(2L\). Furthermore, we set \(\Lambda_L = \Lambda_{L,0}\).

As we are interested in the spectral type of the almost sure spectrum of \(H_\omega\), more precisely that there is no continuous spectrum in certain energy/disorder regimes, let us first note that the almost sure spectrum of \(H_\omega\) is an interval.

**Theorem 2.1** (The almost sure spectrum). Let \(\text{supp} \nu\) be a bounded interval. Then, for almost all \(\omega \in \Omega\), the spectrum of \(H_\omega\) is an interval.
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This result is based on a discussion of Helge Krüger and Ivan Veselić. For a proof we refer to [EKTV12].

Our first result is a so-called finite volume criterion. It can be used to prove exponential decay of an averaged fractional power of the Green function at typical perturbative regimes.

**Theorem 2.2 (Finite volume criterion).** Suppose that Assumption (C) is satisfied, let $\Gamma \subset \mathbb{Z}^d$, $z \in \mathbb{C} \setminus \mathbb{R}$ with $|z| \leq m$ and $s \in (0,1/3)$. Then there exists a constant $B_s$ which depends only on $d, \rho, u, m$ and $s$, such that if the condition

$$b_s(\lambda, L, \Lambda) := \frac{B_s L^{3(d-1)} \Xi_s(\lambda)}{\lambda^{2s/(2|\Theta|)}} \sum_{w \in \partial^o W_x} \mathbb{E}\left(|G_{\Lambda \setminus W_x}(z; x, w)|^{s/(2|\Theta|)}\right) < b$$

is satisfied for some $b \in (0,1)$, arbitrary $\Lambda \subset \Gamma$, and all $x \in \Lambda$, then for all $x, y \in \Gamma$

$$\mathbb{E}\left(|G_\Gamma(z; x, y)|^{s/(2|\Theta|)}\right) \leq Ae^{-\mu|x-y|_\infty}.$$

Here

$$A = \frac{C_s \Xi_s(\lambda)}{b}, \quad \Xi_s(\lambda) = \max\{\lambda^{-s/|\Theta|}, \lambda^{-2s}\}, \quad \mu = \frac{|\ln b|}{L + \text{diam} \Theta + 2},$$

with $C_s$, depending only on $s$, inherited from the a priori bound of Lemma 3.22. The set $W_x$ is a certain annulus around $x$, defined precisely in Eq. (3.41) and the text below, and $L \geq \text{diam} \Theta + 2$ is some fixed number determining the size of the annulus $W_x$.

This criterion works in the strong disorder regime using an a priori bound (see Section 3.3), and Theorem 2.3 follows. Theorem 2.3 is the typical output of the fractional moment method, i.e. the exponential decay of an averaged fractional power of the Green function. It applies to arbitrary finite $\Theta \subset \mathbb{Z}^d$ assuming that the single-site potential $u$ has fixed sign on the interior vertex boundary of $\Theta$.

**Theorem 2.3 (Fractional moment decay).** Let $\Gamma \subset \mathbb{Z}^d$, $s \in (0,1/3)$ and suppose that Assumption (C) is satisfied. Then for a sufficiently large $\lambda$ there are constants $\mu, A \in (0, \infty)$, depending only on $d, \rho, u, s$ and $\lambda$, such that for all $z \in \mathbb{C} \setminus \mathbb{R}$ and all $x, y \in \Gamma$

$$\mathbb{E}\left(|G_\Gamma(z; x, y)|^{s/(2|\Theta|)}\right) \leq Ae^{-\mu|x-y|_\infty}.$$

The next theorem states that the exponential decay of an averaged fractional power of the Green function implies exponential localization. Notice that this implication is well known for the (discrete and continuous) alloy-type model with sign-definite single-site potential. If the single-site potential may change its sign, the existing methods do not apply. We provide a new variant for proving
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this implication which applies to the sign-indefinite case. Let us also emphasize that this result does not rely on Assumption (C). What is needed is that $\Theta$ is a finite set and $\nu$ is allowed to be an arbitrary probability measure with compact support. See Remark 2.5 below for a discussion on the assumption that $\Theta$ is finite.

**Theorem 2.4.** Let Assumption (E) be satisfied, $s \in (0, 1)$, $C, \mu, \in (0, \infty)$, and $I \subset \mathbb{R}$ be an interval. Assume that

$$E(|G_{\Lambda_{L,k}}(E + i\epsilon; x, y)|^s) \leq C e^{-\mu|x-y|_\infty}$$

for all $k \in \mathbb{Z}^d$, $L \in \mathbb{N}$, $x, y \in \Lambda_{L,k}$, $E \in I$ and all $\epsilon \in (0, 1]$. Then, for almost all $\omega \in \Omega$, $H_\omega$ exhibits exponential localization in $I$.

**Remark 2.5.** Theorem 2.4 requires Assumption (E). It seems that the proof and so the result can be extended to the case where Assumption (E) is replaced by $|u(x)| \leq C|x|^{-m}$ for some constant $m > 4d$ and $|x|_1$ sufficiently large, but $u$ not necessarily of finite support. This may be realized by using ideas from [KSS98] relying on a so-called uniform Wegner estimate to provide the independence of two finite-volume Hamiltonians even though the single-site potential is not of finite support.

Putting together Theorem 2.3 and Theorem 2.4, we obtain exponential localization in the case of sufficiently large disorder.

**Theorem 2.6** (Exponential localization). Let Assumption (C) be satisfied and $\lambda$ sufficiently large. Then, for almost all $\omega \in \Omega$, $H_\omega$ exhibits exponential localization.

All the previous theorems concern a proof of localization according to the fractional moment method. If one pursues a proof via multiscale analysis, there is a need for a Wegner estimate as an input for the multiscale analysis. The next theorem states a Wegner estimate for the discrete alloy-type model with sign-indefinite and exponentially decaying single-site potential. Note that the single-site potential is not assumed to have compact support.

**Theorem 2.7** (Wegner estimate). Let Assumption (D) be satisfied. Then there exists $C_0 \in \mathbb{N}$ both depending only on $u$ such that for any $l \in \mathbb{N}$ and any bounded interval $I \subset \mathbb{R}$

$$E(\text{Tr} \chi_I(H_{\Lambda_l})) \leq \lambda^{-1} C \|\rho\|_{\text{Var}} |I|(2l + 1)^{2d + |I_0|}.$$

A precise definition of $I_0 \in \mathbb{N}$ is given in Eq. (4.10).

**Remark 2.8.** Theorem 2.7 is related to the results established in [Ves10a]. There several Wegner bounds have been proven for $u \in \ell^1(\mathbb{Z}^d; \mathbb{R})$ (not necessarily of exponential decay) and by considering the assumptions
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(i) \( u \) is finitely supported, or

(ii) \( \bar{u} := \sum_{k \in \mathbb{Z}^d} u(k) \neq 0 \), or

(iii) the space dimension satisfies \( d = 1 \) and \( u \) decays exponentially,

which may hold or not hold. If one of the above conditions is satisfied, the Wegner bound of [Ves10a] is linear in the length of the energy interval and polynomially in the volume of the cube. A particularly important case in [Ves10a] is the one when both conditions (i) and (ii) hold. In this situation the exponent of the length scale can be chosen to be equal to the space dimension \( d \), and yields the Lipschitz continuity of the integrated density of states, and consequently its derivative, the density of states, exists for almost all \( E \in \mathbb{R} \), see [Ves08] for a detailed discussion. Concerning the case where assumption (iii) holds, one can say that Theorem 2.7 is a multidimensional generalization of the Wegner estimate from [Ves10a], though the improved proof presented here allows more explicit control on the volume dependence. However, if one goes back to the case where the single site potential is non-negative, the volume dependence in Theorem 2.7 is quadratic while the one from the results in [Ves10a] is linear.

Remark 2.9. The Wegner estimate from Theorem 2.7 is linear in the energy-interval length and polynomial in the volume of the cube. Hence, our Wegner bound can be used for a localization proof via multiscale analysis in any energy region where an initial length scale estimate holds, see e.g. [FS83, FMSS85, vDK89, Kir08a]. If the single-site potential does not have compact support, one has to use an enhanced version of the multiscale analysis and so-called uniform Wegner estimates to prove localization, see [KSS98].

The proofs of the main results are organized as follows. In Chapter 3 we prove all the results concerning the fractional moment method. In Section 3.2 we restrict ourselves to the special case \( d = 1 \), since the important steps of the proof of localization are particularly transparent and the restriction to the one-dimensional case allows an explicit control over the constants. In Section 3.3 we prove an a priori bound which is used in Section 3.4 to prove Theorem 2.2 and Theorem 2.3. Section 3.5 is devoted to the proof of Theorems 2.4 and 2.6. In Chapter 4 we prove Theorem 2.7, a Wegner estimate for the discrete alloy-type model.

In an appendix, we present several results related to our main results. In particular, we prove an alternative a priori bound to the one in Section 3.3 in Appendix A. Appendix B concerns some results on the continuous counterpart of the discrete alloy-type model, the alloy-type model. We prove a Wegner estimate for the alloy-type model with sign-changing single-site potential of a so-called generalized step-function form. Moreover, we show for the alloy-type model with sign-changing single-site potential an analogue of Theorem 2.4, i.e. that the exponential decay of fractional moments implies exponential localization.
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Remark 2.10. The results proven according to the fractional moment method concern an sign-indefinite discrete alloy-type model on $\ell^2(\mathbb{Z}^d)$. It is an interesting question whether the results can be generalized to a discrete alloy-type model defined on a locally finite graph. More precisely, let $G = (V, E)$ be an infinite, locally finite, connected graph without loops or multiple edges where $V = V(G)$ is the set of vertices and $E = E(G)$ is the set of edges. We use the notation $x \sim y$ to indicate that an edge connects the vertices $x$ and $y$, and $m(x) = |\{y \in V : y \sim x\}|$ for the number of vertices connected by an edge to $x$. On $\ell^2(V)$ we consider the operator

$$H^G = -\Delta^G + \lambda V^G$$

where $(\Delta^G\psi)(x) := -m(x)\psi(x) + \sum_{y \sim x}\psi(y)$, $V^G_\omega(x) = \sum_{k \in V} \omega_k u(x - k)$, $u \in \ell^1(V; \mathbb{R})$ and $\omega_k, k \in V$, a sequence of bounded and i.i.d. random variables whose distribution has a probability density $\rho \in L^\infty(\mathbb{R})$. Since the graph $G$ may have no uniform bound on the vertex degree, the Laplacian may be an unbounded operator. Let us note that $\Delta^G$ is essentially self-adjoint on the dense subset of functions $\psi : V \to \mathbb{C}$ with finite support, see e.g. [Woj08, Web10, Jor08], or [KL12] for a proof in a more general framework.

In the case where $V^G_\omega(x) = \omega_x$ and $\lambda$ is sufficiently large, exponential and dynamical localization has been proven in [Tau11] for a certain class of locally finite graphs, including all graphs which have a uniform bound on the vertex degree and also some graphs with no uniform bound on the vertex degree.

If one combines the methods from [Tau11] and this thesis ([ETV10, ETV11]), one may find new criteria on the graph $G$ and on the sign-changing single-site potential $u$, such that exponential or dynamical localization can be proven for the operator $H^G$ almost surely in the case of sufficiently large disorder.

2.3. Regularity properties for the discrete alloy-type model

Anderson models where the potential values at different lattice sites are not independent have been studied previously in the literature according to the multiscale analysis and the fractional moment method, see e.g. [AM93, vDK91, AG98, Hun00, ASFH01, Hun08]. Among others, they prove localization as long as the potential values satisfy certain regularity conditions. More precisely, they require regularity of the distribution of the potential at $x \in \mathbb{Z}^d$ conditioned on arbitrary fixed potential values elsewhere. One question is, whether the regularity conditions of the above mentioned papers are satisfied for the discrete alloy-type potential or not, in other words, whether the theorems in [AM93, vDK91, AG98, Hun00, ASFH01, Hun08] apply to our model or not. To be specific, let us formulate the regularity condition from [ASFH01].

Definition 2.11. Let $X$ be a countable set, $\{v_x\}_{x \in X}$ be a collection of real valued random variables and $\rho_x(\cdot | v_x^+)$ the probability distribution of $v_x$ conditioned
on the random variables \( v_x^+ = \{ v_x \}_{x \in X \{ \{x \} \}} \). The collection \( \rho_x(\cdot | v_x^+) \), \( x \in X \), is said to be (uniformly) \( \tau \)-Hölder continuous for \( \tau \in (0, 1] \) if there is a constant \( C \) such that

\[
\sup_{x \in X} \sup_{v_x^+} \rho_x([a, b] | v_x^+) \leq C(b - a)^\tau \quad \text{for all } [a, b] \subset \mathbb{R}.
\]

The second supremum is taken over all possible values of \( v_x^+ \) in \( \times \mathbb{Z}^n \{ \{x \} \} \mathbb{R} \).

In the following we want to study in which cases the regularity condition of Definition 2.11 is satisfied for the alloy-type potential and for which not. Therefore, we assume that the measure \( \mu \) has a probability density \( \rho \in L^\infty(\mathbb{R}) \). The established results have already been published in [TV10a]. First we give a result in the negative direction.

**Lemma 2.12.** Let \( d = 1 \), \( \Theta = \{ 0, 1, \ldots, n - 1 \} \) for some \( n \in \mathbb{N} \), \( \inf \text{supp } \rho = 0 \) and \( \sup \text{supp } \rho = 1 \). Then there are constants \( c, m, s^+ \in (-\infty, \infty) \), depending only on \( u \), such that for all \( \delta > 0 \) and \( \delta \geq \delta' > 0 \)

\[
\mathbb{P}\{ \{V_\omega(0) \in [m - c\delta, m + c\delta]\} \cap \{V_\omega(1), V_\omega(n - 1) \in [s^+ - \delta', s^+]\} \} = 1.
\]

The values of the constants \( c, m \) and \( s^+ \) can be inferred from the proof.

Notice that, under the assumptions of Lemma 2.12, \( V_\omega(-1) \) and \( V_\omega(n - 1) \) are stochastically independent and \( \mathbb{P}\{ \{V_\omega(-1), V_\omega(n - 1) \in [s^+ - \delta', s^+]\} \} > 0 \), where \( s^+ \) is defined in the proof of Lemma 2.12.

**Proof of Lemma 2.12.** Let \( \Theta^p := \{ k \in \mathbb{Z} : u(k) > 0 \} \) and \( \Theta^q := \{ k \in \mathbb{Z} : u(k) < 0 \} \). Further let \( u_{\max} = \max_{k \in \Theta} |u(k)| \), \( u_{\min} = \min_{k \in \Theta} |u(k)| \) and \( s^+ = \sum_{k \in \Theta^q} u(k) \).

Let us introduce two further subsets of \( \Theta \) which are important in our study. The first one is

\[
\Theta_1 = \begin{cases} 
\Theta^p + 1 & \text{if } n - 1 \notin \Theta^p, \\
((\Theta^p + 1) \cap \Theta) \cup \{0\} & \text{if } n - 1 \in \Theta^p,
\end{cases}
\]

with \( \Theta^p + 1 = \{ k \in \mathbb{N} : (k - 1) \notin \Theta^p \} \). The second subset is the complement \( \Theta_0 = \Theta \setminus \Theta_1 \). To end the proof we show the following interval arithmetic result:

Let \( \delta \geq \delta' > 0 \) and \( V_\omega(-1), V_\omega(n - 1) \in [s^+ - \delta', s^+] \). Then

\[
V_\omega(0) \in [m - c\delta', m + c\delta'] \subset [m - c\delta, m + c\delta]
\] (2.2)

with \( c = n u_{\max} / u_{\min} \) and \( m = \sum_{k \in \Theta_1} u(k) \).

We divide the proof of (2.2) into three parts. The first step is to argue that

\[
\omega_{-1-k} \in \begin{cases} 
[1 - \frac{\delta'}{u_{\min}}, 1] & \text{for } k \in \Theta^p, \\
[0, \frac{\delta'}{u_{\min}}] & \text{for } k \in \Theta^q.
\end{cases}
\] (2.3)
For the proof of the first part of (2.3) we use the assumption \( V_\omega(-1) \geq s^+ - \delta' \) and obtain
\[
s^+ - \delta' \leq V_\omega(-1) = \sum_{k \in \Theta} u(k)\omega_{-1-k} \leq \sum_{k \in \Theta^p} u(k)\omega_{-1-k},
\]
and hence \( \sum_{k \in \Theta^p} u(k)(1 - \omega_{-1-k}) \leq \delta' \). We conclude that for all \( k \in \Theta^p \) we have \( u(k)(1 - \omega_{-1-k}) \leq \delta' \) which gives the first part of (2.3). For the proof of the second part of (2.3) we use again the assumption \( V_\omega(-1) \geq s^+ - \delta' \) and obtain
\[
\sum_{k \in \Theta^p} u(k)\omega_{-1-k} - \delta' \leq \sum_{k \in \Theta^p} u(k)\omega_{-1-k} = s^+ - \delta' \leq V_\omega(-1) = \sum_{k \in \Theta^p} u(k)\omega_{-1-k} + \sum_{k \in \Theta^n} u(k)\omega_{-1-k}
\]
which gives \( -\delta' \leq \sum_{k \in \Theta^n} u(k)\omega_{-1-k} \). Thus, for all \( k \in \Theta^n \) we have \( \omega_{-k} \in \left[ 1 - \frac{\delta'}{u_{\min}}, 1 \right] \). Using the definition of the set \( \Theta_1 \) we find with (2.3) and (2.4) that
\[
\omega_{-k} \in \begin{cases} 
\left[ 1 - \frac{\delta'}{u_{\min}}, 1 \right] & \text{for } k \in \Theta^p, \\
\left[ 0, \frac{\delta'}{u_{\min}} \right] & \text{for } k \in \Theta^n.
\end{cases}
\]
(2.4)

The proof of (2.4) can be done in analogy to the proof of (2.3), but using the assumption \( V_\omega(n-1) \geq s^+ - \delta' \). In a third step we ask the question for which \( k \in \Theta \) we have \( \omega_{-k} \in \left[ 1 - \frac{\delta'}{u_{\min}}, 1 \right] \). Using the definition of the set \( \Theta_1 \) we find with (2.3) and (2.4) that
\[
\omega_{-k} \in \begin{cases} 
\left[ 1 - \frac{\delta'}{u_{\min}}, 1 \right] & \text{for } k \in \Theta_1, \\
\left[ 0, \frac{\delta'}{u_{\min}} \right] & \text{for } k \in \Theta_0.
\end{cases}
\]
(2.5)

Now, the desired result (2.2) follows from (2.5) and the decomposition
\[
V_\omega(0) = \sum_{k \in \Theta} u(k)\omega_{-k} = \sum_{k \in \Theta_1} u(k)\omega_{-k} + \sum_{k \in \Theta_0} u(k)\omega_{-k}.
\]
Hence, the proof is complete. ■

**Remark 2.13.** The assumption \( \inf \text{supp } \rho = 0 \) and \( \sup \text{supp } \rho = 1 \) in Lemma 2.12 is not crucial. What matters is that \( \text{supp } \rho \) is a bounded set.

**Remark 2.14.** Lemma 2.12 implies that the collection of random variables \( V_\omega(k), k \in \mathbb{Z}^d \), is not uniformly \( \tau \)-Hölder continuous. Hence, the results in [ASFH01] do not apply to the discrete alloy-type model in general.

Now, we consider the case \( d = 1, \Theta = \{-1, 0\}, u(0) = 1 \) and where \( \rho \) is a Gaussian density function with mean zero and variance \( \sigma^2 \). Note that \( \rho \) has unbounded support, although we assumed that the measure \( \nu \) has compact
support. However, let us consider for the sake of this discussion a generalization of the discrete alloy-type model with a probability measure $\nu$ of unbounded support. In this situation it turns out that the regularity assumption from [ASFH01] is satisfied as long as $|u(-1)| \neq 1$. We also refer the reader to [vDK91] where a similar condition to Definition 2.11 is studied in the Gaussian case. Our study is based on the following classical result which may be found in [Por94].

**Proposition 2.15.** Let $X$ be normally distributed on $\mathbb{R}^d$, $Y = a \cdot X$ where $a \in \mathbb{R}^d$, and $W = BX$ where $B \in \mathbb{R}^{m \times d}$. Assume $W$ has a non-singular distribution. Then the distribution of $Y$ conditioned on $W = v \in \mathbb{R}^m$ is the Gaussian distribution having mean

$$E(Y) + \text{cov}(Y,W) \text{cov}(W,W)^{-1}[v - E(W)]$$

and variance

$$\text{cov}(Y, Y) - \text{cov}(Y, W) \text{cov}(W, W)^{-1} \text{cov}(W, Y).$$

For $l \in \mathbb{N}$ let $A_l \in \mathbb{R}^{l \times l+1}$ be the matrix with coefficients in the canonical basis given by $A_l(i, i) = 1$, $A_l(i, i + 1) = u(-1)$ for $i \in \{1, \ldots, l\}$, and zero otherwise, namely

$$A_l = \begin{pmatrix} 1 & u(-1) \\ \vdots & \ddots & \ddots \\ u(-1) & \ddots & 1 & u(-1) \end{pmatrix} \in \mathbb{R}^{l \times l+1}.$$

Notice, if we apply $A_l$ on the vector $\omega_{[x,x+l]} = (\omega_{x+k-1})_{k=1}^{l+1}$, we obtain a vector containing the potential values $V_\omega(k)$, $k \in \{x, x+1, \ldots, x+l\}$. Moreover, the vector $(V_\omega(x+k-1))_{k=1}^{l+1} = A_l \omega_{[x,x+l]}$ is normally distributed with mean zero and covariance $\sigma^2 A_l A_l^T$. The matrix $A_l A_l^T$ has the form

$$A_l A_l^T = \begin{pmatrix} 1 + u^2(-1) & u(-1) \\ u(-1) & 1 + u^2(-1) & \ddots \\ \vdots & \ddots & \ddots & u(-1) \\ u(-1) & \ddots & \ddots & 1 + u^2(-1) \end{pmatrix} \in \mathbb{R}^{l \times l}.$$

By induction we find that the determinant of $A_l A_l^T$ is given by

$$\det(A_l A_l^T) = s_l > 0 \quad \text{where} \quad s_l := \sum_{i=1}^{l} (u(-1))^{2i}.$$ 

Since the minor $M_{11}$ and $M_{ll}$ of $A_l A_l^T$ equals $A_{l-1} A_{l-1}^T$, we obtain by Cramers rule for the elements $(1, 1)$ and $(l, l)$ of the inverse of $A_{l-1} A_{l-1}^T$

$$(A_l A_l^T)^{-1}(1, 1) = (A_l A_l^T)^{-1}(l, l) = \frac{s_{l-1}}{s_l}. \quad (2.6)$$
Lemma 2.16. Let \( d = 1, l, m \geq 1, \Theta = \{-1, 0\}, u(0) = 1 \) and \( \rho \) be the Gaussian density with mean zero and variance \( \sigma^2 \). Let further \( v^+ \in \mathbb{R}^l \) and \( v^- \in \mathbb{R}^m \). Then the distribution of \( V_\omega(0) \) conditioned on \( (V_\omega(k))_{k=1}^l = v^+ \) and \( (V_\omega(-m + k - 1))_{k=1}^m = v^- \) is Gaussian with variance

\[
\gamma = \sigma^2 \left( u(-1)^2 - 1 + \frac{1}{s_m} + \frac{1}{s_l} \right)
\]

and mean

\[
n = u(-1) \left( \sum_{i=1}^m (A_mA_m^T)^{-1}(m, i) v_i^- + \sum_{i=1}^l (A_lA_l^T)^{-1}(1, i) v_i^+ \right).
\]

Proof. Let \( X := (\omega_{-m-1+k})_{k=1}^{l+m+2} \in \mathbb{R}^{l+m+2}, a = (a_i)_{i=1}^{l+m+2} \in \mathbb{R}^{l+m+2} \) the vector with coefficients \( a_{m+1} = 1, a_{m+2} = u(-1) \) and zero otherwise. Let us further define the block-matrix

\[
B = \begin{pmatrix} A_m & 0 \\ 0 & A_l \end{pmatrix} \in \mathbb{R}^{(m+l) \times (m+l+2)}.
\]

Notice that \( Y := a \cdot X = V_\omega(0), \)

\[
A_m \omega_{[-m,0]} = (V_\omega(-m + k - 1))_{k=1}^m \quad \text{and} \quad A_l \omega_{[l+1]} = (V_\omega(k))_{k=1}^l,
\]

where \( \omega_{[-m,0]} = (\omega_{-m+k-1})_{k=1}^{m+1} \) and \( \omega_{[l+1]} = (\omega_k)_{k=1}^{l+1} \). Hence \( W := BX \) is the \((m + l)\)-dimensional vector containing the potentials \( V_\omega(k), k \in \{-m, \ldots, l\} \setminus \{0\} \). Notice that \( Y \) and \( W \) have mean zero, since \( X \) has mean zero. We apply Proposition 2.15 with these choices of \( X, Y \) and \( W \), and obtain that the distribution of \( V_\omega(0) \) conditioned on \( (V_\omega(-m + k - 1))_{k=1}^m = v^- \) and \( (V_\omega(k))_{k=1}^l = v^+ \) is Gaussian with mean

\[
n = \text{cov}(Y, W) \text{cov}(W, W)^{-1} v
\]

and variance

\[
\gamma = \text{cov}(Y, Y) - \text{cov}(Y, W) \text{cov}(w, w)^{-1} \text{cov}(W, Y),
\]

where \( v = (v^-, v^+)^T \). It is straightforward to calculate \( \text{cov}(Y, Y) = \sigma^2 (1 + u(-1)^2) \) and \( \text{cov}(W, Y) = z = (z^-, z^+)^T \), where \( z^- = (0, \ldots, 0, \sigma^2 u(-1))^T \in \mathbb{R}^m \) and \( z^+ = (\sigma^2 u(-1), 0, \ldots, 0)^T \in \mathbb{R}^l \). We also have

\[
\text{cov}(W, W) = \sigma^2 \begin{pmatrix} A_mA_m^T & 0 \\ 0 & A_lA_l^T \end{pmatrix}^{-1}.
\]

Hence by Eq. (2.6)

\[
\gamma = \sigma^2 (1 + u(-1)^2) - \sigma^{-2} z^T \begin{pmatrix} (A_mA_m^T)^{-1} & 0 \\ 0 & (A_lA_l^T)^{-1} \end{pmatrix}^{-1} z.
\]
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\begin{align*}
&= \sigma^2(1 + u(-1)^2) - \sigma^{-2}\left[\sigma^4u^2(-1)^{\frac{S_m-1}{S_m}} + \sigma^4u^2(-1)^{\frac{S_l-1}{S_l}}\right] \\
&= \sigma^2(1 + u(-1)^2) - \sigma^2\left(1 - \frac{1}{S_m}\right) - \sigma^2\left(1 - \frac{1}{S_m}\right),
\end{align*}

and

\[ n = \left[z^{-T}(\sigma^2 A_m A_m^T)^{-1}v^- + z^+T(\sigma^2 A_l A_l^T)^{-1}v^+\right]. \]

This proves the statement of the lemma. \hfill \Box

The case of Lemma 2.16 where either \( m \) or \( l \) equals zero can be proven analogously and is indeed contained in the statement of Lemma 2.16 in the sense that \( s_0 = 1 \). However, to avoid confusion let us reformulate the case \( m = 0 \).

**Lemma 2.17.** Let \( d = 1, l \geq 1, \Theta = \{-1, 0\}, u(0) = 1, \rho \) be the Gaussian density with mean zero and variance \( \sigma^2 \) and \( v \in \mathbb{R}^l \). Then the distribution of \( V_\omega(0) \) conditioned on \( (V_\omega(k))_{k=1}^l = v \) is Gaussian with variance

\[ \gamma = \sigma^2\left(u(-1)^2 + \frac{1}{s_l}\right) \quad \text{and mean} \quad m = u(-1) \sum_{i=1}^l (A_i A_i^T)^{-1}(1, i) v_i. \]

Note that the variance from Lemma 2.17 is bounded from below uniformly even if \( u(-1)^2 = 1 \), while the variance from Lemma 2.16 tends to zero if \( u(-1)^2 = 1 \).

**Remark 2.18.** We want to discuss the validity of the regularity assumption from [ASFH01] in the case \( d = 1, \Theta = \{-1, 0\}, u(0) = 1 \) and \( \rho \) the Gaussian density function with mean zero and variance \( \sigma^2 \). Notice that the Gaussian distribution is \( \tau \)-Hölder continuous with a constant \( C \) independent on the mean but depending on the variance, and the property that \( C \to \infty \) if the variance tends to zero.

Let \( l, m \geq 1 \). If \( |u(-1)| \neq 1 \), Lemma 2.16 and Lemma 2.17 give that the distribution of \( V_\omega(0) \) conditioned on fixed potential values \( V_\omega(k), k \in \{-m, \ldots, l\} \setminus \{0\} \), is again Gaussian with variance bounded from below by \( \sigma^2 |u^2(-1) - 1| \). As a consequence, the random field \( V_\omega(k), k \in \{-m + 1, \ldots, n - 1\} \) is uniformly \( \tau \)-Hölder continuous and the constant \( C \) from Definition 2.11 may be chosen independently from \( m, l \in \mathbb{N} \). Hence the method from [ASFH01] applies and gives localization.

If \( |u(-1)| = 1 \), the situation is somehow different. In this case Lemma 2.16 and Lemma 2.17 give that the random field \( V_\omega(k), k \in \Lambda_L = \{-L, \ldots, L\}, L \in \mathbb{N} \), satisfies

\[ \sup_{x \in \Lambda_L} \sup_{v \in \mathbb{R}^{2L}} \mathbb{P} \left( \{V_\omega(x) \in [a, b] \mid \{V_\omega(k) = v_k, k \in \Lambda_L \setminus \{x\}\} \right) \leq C_L(b - a)^	au \]

but the constant \( C_L \) cannot be chosen uniformly in \( L \in \mathbb{N} \). In particular, \( C_L \to \infty \) if \( L \to \infty \). As a consequence, the method of [ASFH01] will give a
bound on the expectation of $|G_{\Lambda_L}(z; i, j)|^s$ which depends on the volume of $\Lambda_L$, and hence does not immediately yield localization. If one considers finite volume restriction $H_{\Lambda_L}$, an analogue condition to Definition 2.11 which is sufficient for localization would be the following. There is a $\tau \in (0, 1]$ and a constant $C$ such that

$$\sup_{L \in \mathbb{N}} \sup_{x \in \Lambda_L} \sup_{v \in \mathbb{R}^{2L}} \mathbb{P}(\{V_\omega(x) \in [a, b] \mid \{V_\omega(k) = v_k, k \in \Lambda_L \setminus \{x\}\}\} \leq C(b - a)^\tau$$

for all $[a, b] \subset \mathbb{R}$. This condition is obviously not satisfied if $|u(-1)| = 1$ by Lemma 2.16 and Lemma 2.17.
Chapter 3

Fractional moment method for discrete alloy-type models

In this chapter we show exponential localization for the discrete alloy-type model in the strong disorder regime under Assumption (C). In a first section we provide certain tools needed for a proof of localization according to the fractional moment method. In Section 3.2 we restrict ourselves to the special case $d = 1$, since the restriction to the one-dimensional case allows an elegant and short proof of localization. Moreover, we have an explicit control over the constants, for instance on the assumption on the disorder to prove localization. The results presented in Section 3.2 concern a joint work with Alexander Elgart and Ivan Veselić and have already been published in [ETV10]. The reader who is interested in the theory for arbitrary $d \in \mathbb{N}$ can directly jump to Section 3.3.

In Section 3.3 we start to develop the theory for arbitrary dimension and prove the boundedness of an averaged fractional power of the Green function. Via a decoupling argument we show in Section 3.4 a so-called finite volume criterion. Together with the fractional moment bound from Section 3.3 this gives exponential decay of fractional moments if the disorder is sufficiently large. In Section 3.5 we show that the exponential decay of fractional moments implies exponential localization. The results from Sections 3.3 to 3.5 concern a joint work with Alexander Elgart and Ivan Veselić and have already been published in [ETV11].

3.1. Spectral averaging and Schur complement

One important step in a proof of localization according to the fractional moment method is the boundedness of an averaged fractional power of the Green function. In order to prove this, several estimates on averages of resolvents and determinants are useful.
3. Fractional moment method for discrete alloy-type models

Let us first motivate the problems arising from the sign-indefiniteness of the single-site potential. To this end, we first consider the sign-definite case where \( u(0) = 1 \) and \( u(k) = 0 \) for \( k \in \mathbb{Z}^d \setminus \{ 0 \} \), and where the measure \( \nu \) has a probability density \( \rho \in L^\infty(\mathbb{R}) \). By rank one perturbation one can show for all \( x \in \mathbb{Z}^d \) and \( z \in \mathbb{C} \setminus \mathbb{R} \) that
\[
G_\omega(z; x, x) = \frac{\lambda^{-1}}{\omega_x + \hat{G}_\omega(z; x, x)^{-1}}, \tag{3.1}
\]
where \( \hat{G}_\omega(z; x, x) = \langle \delta_x, (\hat{H}_\omega - z)^{-1}\delta_y \rangle \) and where \( \hat{H}_\omega \) is obtained from \( H_\omega \) by setting the random variable \( \omega_x \) to zero. If we take the absolute value to the power \( s \in (0, 1) \) of this identity, and average with respect to \( \omega_x \), we obtain
\[
\int_\mathbb{R} |G_\omega(z; x, x)|^s \rho(\omega_x) d\omega_x = \lambda^{-s} \int_\mathbb{R} \frac{1}{|\omega_x + \hat{G}_\omega(z; x, x)^{-1}|^s} \rho(\omega_x) d\omega_x.
\]

Since \( \beta = \hat{G}_\omega(z; x, x) \) is independent of \( \omega_x \), one can estimate the integral in Eq. (3.1) by a constant uniform in \( \omega_k, k \in \mathbb{Z}^d \setminus \{ x \} \). Roughly speaking, the pole at \( -\beta \) is integrable since \( s < 1 \) and \( \rho \) is bounded, and the integrand is integrable at infinity since \( \rho \in L^1(\mathbb{R}) \). More precisely, let \( g: \mathbb{R} \to \mathbb{R} \) be non-negative with \( g \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R}) \) and \( s \in (0, 1) \). Then we have for all \( \beta \in \mathbb{C} \)
\[
\int_\mathbb{R} |\xi - \beta|^{-s} g(\xi) d\xi \leq \| g \|^s_{\infty} \| g \|^1_{L^1} \frac{2^s s^{-s}}{1 - s}, \tag{3.2}
\]
see e.g. [Gra94] for a proof. Hence,
\[
\mathbb{E}_{\{ x \}}(|G_\omega(z; x, x)|^s) \leq \lambda^{-s} \| \rho \|^s_{\infty} \frac{2^s s^{-s}}{1 - s}.
\]
Now assume \( d = 1 \) and that \( \Theta = \text{supp} u = \{ 0, 1 \} \). Using the Schur complement formula, one can show an analogue of Eq. (3.1), namely
\[
\begin{pmatrix}
G_\omega(z; x, x) & G_\omega(z; x, x + 1) \\
G_\omega(z; x + 1, x) & G_\omega(z; x + 1, x + 1)
\end{pmatrix} = 
\begin{bmatrix}
u & 0 \\
0 & u(1)
\end{bmatrix}^{-1}, \tag{3.3}
\]
where \( A \) is some 2 \( \times \) 2 matrix which is independent of \( \omega_x \). If \( u(0) > 0 \) and \( u(1) > 0 \) there is a multidimensional analogue of Eq. (3.2), i.e.
\[
\int_\mathbb{R} \left\| A + \lambda \omega_x \begin{pmatrix} u(0) & 0 \\ 0 & u(1) \end{pmatrix} \right\|^s \rho(\omega_k) d\omega_k \leq \left( \frac{2C_W \| \rho \|^s_{\infty}}{\min\{u(0), u(1)\} \lambda} \right)^s \frac{1}{1 - s},
\]
where \( C_W \) is a constant independent of \( A, u \) and \( \lambda \), see Lemma 3.5 below. This implies
\[
\mathbb{E}_{\{ x \}}(|G_\omega(z; x, x)|^s) \leq \left( \frac{2C_W \| \rho \|^s_{\infty}}{\min\{u(0), u(1)\} \lambda} \right)^s \frac{1}{1 - s}.
\]
These two examples show how to prove the boundedness of an averaged fractional power of some Green’s function elements if the single-site potential is non-negative. If the single-site potential changes its sign, the diagonal matrix on the right hand side of Eq. (3.3) is no longer positive definite, and as a consequence Lemma 3.5 is not applicable. For this reason one has to develop new techniques for non-monotone spectral averaging in order to prove the boundedness of Green’s function.

In the one-dimensional situation it turns out that certain matrix elements of the resolvent may be represented as an inverse of a determinant. To estimate the expectation of a fractional power of these Green’s function elements, we will use the following averaging lemma for determinants. More precisely, if \( \Theta = \{0, 1, \ldots, n - 1\} \) we will apply Lemma 3.1, while for arbitrary finite \( \Theta \) we shall need a slight extension formulated in Lemma 3.2.

**Lemma 3.1.** Let \( n \in \mathbb{N} \) and \( A, V \in \mathbb{C}^{n \times n} \) be two matrices and assume that \( V \) is invertible. Let further \( 0 \leq \rho \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) and \( s \in (0, 1) \). Then we have for all \( \lambda > 0 \) the bound

\[
\int_{\mathbb{R}} |\det(A + rV)|^{-s/n} \rho(r)dr \leq |\det V|^{-s/n} \|\rho\|_{L^1}^{1-s} \|\rho\|_{\infty}^s \frac{2^s s^{-s}}{1-s} \quad (3.4)
\]

\[
\leq |\det V|^{-s/n} \left( \lambda^{-s} \|\rho\|_{L^1} + \frac{2\lambda^{1-s}}{1-s} \|\rho\|_{\infty}^2 \right). \quad (3.5)
\]

**Proof.** Since \( V \) is invertible, the function \( r \mapsto \det(A + rV) \) is a polynomial of order \( n \) and thus the set \( \{ r \in \mathbb{R} : A + rV \text{ is singular} \} \) is a discrete subset of \( \mathbb{R} \) with Lebesgue measure zero. We denote the roots of the polynomial by \( z_1, \ldots, z_n \in \mathbb{C} \). By multilinearity of the determinant we have

\[
|\det(A + rV)| = |\det V| \prod_{j=1}^{n} |r - z_j| \geq |\det V| \prod_{j=1}^{n} |r - \text{Re} z_j|.
\]

The Hölder inequality implies for \( s \in (0, 1) \) that

\[
\int_{\mathbb{R}} |\det(A + rV)|^{-s/n} \rho(r)dr \leq |\det V|^{-s/n} \prod_{j=1}^{n} \left( \int_{\mathbb{R}} |r - \text{Re} z_j|^{-s} \rho(r)dr \right)^{1/n}.
\]

For arbitrary \( \lambda > 0 \) and all \( z \in \mathbb{R} \) we have

\[
\int_{\mathbb{R}} \frac{1}{|r - z|^s} \rho(r)dr = \int_{|r - z| \geq \lambda} \frac{1}{|r - z|^s} \rho(r)dr + \int_{|r - z| \leq \lambda} \frac{1}{|r - z|^s} \rho(r)dr \leq \lambda^{-s} \|\rho\|_{L^1} + \|\rho\|_{\infty} \frac{2\lambda^{1-s}}{1-s},
\]
which gives Ineq. (3.5). We now choose \( \lambda = s\|\rho\|_{L^1}/(2\|\rho\|_{\infty}) \) (which minimizes the right hand side of Ineq. (3.5)) and obtain Ineq. (3.4).

**Lemma 3.2.** Let \( N, n \in \mathbb{N} \) and \( A, V_0, V_1, \ldots, V_N \in \mathbb{C}^{n \times n} \) be matrices. Let \((\alpha_k)_{k=0}^N \in \mathbb{R}^{N+1}\) with \( \alpha_0 \neq 0 \). Assume that \( \sum_{k=0}^N \alpha_k V_k \) is invertible. Let further \( 0 \leq \rho \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) with \( \text{supp} \rho \subset [-R, R] \), \( R > 0 \), \( \|\rho\|_{L^1} = 1 \) and \( t \in (0, 1) \). Then,

\[
I = \int_{\mathbb{R}^{N+1}} \left| \det \left( A + \sum_{i=0}^N r_i V_i \right) \right|^{-t/n} \prod_{i=0}^N \rho(r_i) dr_i \leq \left| \det \left( \sum_{k=0}^N \alpha_k V_k \right) \right|^{-t/n} |\alpha_0|^t \left( 1 + \max_{i \in \{1, \ldots, N\}} |\alpha_i|/|\alpha_0| \right)^N t^{-1} (2R)^{Nt} \|\rho\|_{\infty}^{(N+1)t}.
\]

**Proof.** Substituting

\[
\begin{pmatrix} r_0 \\ r_1 \\ \vdots \\ r_N \end{pmatrix} = T = \begin{pmatrix} x_0 \\ x_1 \\ \vdots \\ x_N \end{pmatrix} = \begin{pmatrix} \alpha_0 & 0 & \cdots & 0 \\ \alpha_1 & \alpha_0 & 0 & \vdots \\ \vdots & \vdots & \ddots & \alpha_0 \\ \alpha_N & 0 & \cdots & \alpha_0 \end{pmatrix} \begin{pmatrix} x_0 \\ x_1 \\ \vdots \\ x_N \end{pmatrix}
\]

we obtain

\[
I = \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}} \left| \det \left( \tilde{A} + x_0 \sum_{i=0}^N \alpha_i V_i \right) \right|^{-t/n} g(x_0, \ldots, x_N) dx_0 \right) |\alpha_0|^{N+1} dx_1 \ldots dx_N
\]

where \( \tilde{A} = A + \alpha_0 \sum_{i=1}^N x_i V_i \) and \( g(x_0, \ldots, x_N) = \rho(\alpha_0 x_0) \prod_{i=1}^N \rho(\alpha_i x_i + \alpha_0 x_i) \).

Since \( x_0 \mapsto g(x_0, \ldots, x_N) \) is an element of \( L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) we may apply Lemma 3.1 and obtain for all \( \lambda > 0 \)

\[
I \leq \left| \det \left( \sum_{i=0}^N \alpha_i V_i \right) \right|^{-t/n} \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}} \frac{g(x_0, x)}{\lambda^t} dx_0 + \frac{2\lambda^{1-t}}{1-t} \sup_{x_0 \in \mathbb{R}} g(x_0, x) \right) |\alpha_0|^{N+1} dx_0
\]

\[
= \left| \det \left( \sum_{i=0}^N \alpha_i V_i \right) \right|^{-t/n} \left( \lambda^{-t} + \frac{2\lambda^{1-t}}{1-t} \int_{\mathbb{R}^N} \sup_{x_0 \in \mathbb{R}} g(x_0, x) |\alpha_0|^{N+1} dx_0 \right)
\]

with \( dx_0 = dx_1 \ldots dx_N \) and \( g(x_0, x) = g(x_0, x_1, \ldots, x_N) \). We use \( \text{supp} \rho \subset [-R, R] \) and see that if \( |x_j| > R \|T^{-1}\|_{\infty} \) for some \( j = 0, \ldots, N \), then \( g(x_0, \ldots, x_N) = 0 \). Thus it is sufficient to integrate over the cube \([-R \|T^{-1}\|_{\infty}, R \|T^{-1}\|_{\infty}]^N\). We estimate \( \sup_{x_0 \in \mathbb{R}} g(x_0, \ldots, x_N) \leq \|\rho\|_{\infty}^{N+1} \) and choose \( \lambda = t/(2 \|\rho\|_{\infty}^{N+1} |\alpha_0|^{N+1}(2R \|T^{-1}\|_{\infty})^N) \). The row-sum norm of \( T^{-1} \) equals \( \|T^{-1}\|_{\infty} = \max_{i \in \{1, \ldots, N\}} (|\alpha_0|^{-1} + |\alpha_i/\alpha_0|) \). \( \blacksquare \)
Lemma 3.3. Let $n \in \mathbb{N}$, $A \in \mathbb{C}^{n \times n}$ an arbitrary matrix, $V \in \mathbb{C}^{n \times n}$ an invertible matrix and $s \in (0, 1)$. Let further $0 \leq \rho \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ with supp $\rho \subset [-R, R]$ for some $R > 0$. Then we have the bounds

$$\|V^{-1}\| \leq \frac{\|V\|^{n-1}}{|\det V|}$$

(3.6)
and

$$\int_{-R}^{R} \|(A + rV)^{-1}\|^{s/n} \rho(r) dr \leq \frac{\|\rho\|^{1-s}_{L^1} \|\rho\|^{s}_{L^\infty}(\|A\| + R\|V\|)^{(n-1)/n}}{s^{2-s}(1-s)|\det V|^{s/n}}.$$  

(3.7)

Proof. To prove Ineq. (3.6) let $0 < s_1 \leq s_2 \leq \ldots \leq s_n$ be the singular values of $V$. Then we have

$$\prod_{i=1}^{n} s_i \leq s_1 s_n^{-1} \prod_{i=1}^{n} s_i.$$

(3.8)

For the norm we have $\|V^{-1}\| = 1/s_1$ and $\|V\| = s_n$. For the determinant of $V$ we have $|\det V| = \prod_{i=1}^{n} s_i$. Hence, Ineq. (3.6) follows from Ineq. (3.8). To prove Ineq. (3.7) recall that, since $V$ is invertible, the set \{ $r \in \mathbb{R}$: $A + rV$ is singular \} is a discrete set. Thus, for almost all $r \in [-R, R]$ we may apply Ineq. (3.6) to the matrix $A + rV$ and obtain

$$\|(A + rV)^{-1}\|^{s/n} \leq \frac{(\|A\| + R\|V\|)^{(n-1)/n}}{|\det(A + rV)|^{s/n}}.$$  

(3.9)

Inequality (3.7) now follows from Lemma 3.1.

The assumption that the single-site potential $u$ is monotone at the boundary (cf. Assumption (C)) allows us to use monotone spectral averaging at some stage. For this purpose we cite a special case of [AEN+06, Proposition 3.1]. Recall, a densely defined operator $T$ on some Hilbert space $\mathcal{H}$ with inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ is called dissipative if $\operatorname{Im} \langle x, Tx \rangle_{\mathcal{H}} \geq 0$ for all $x \in D(T)$.

Lemma 3.4. Let $A \in \mathbb{C}^{n \times n}$ be a dissipative matrix, $V \in \mathbb{R}^{n \times n}$ diagonal and strictly positive definite and $M_1, M_2 \in \mathbb{C}^{n \times n}$ be arbitrary matrices. Then there exists a constant $C_W$ (independent of $n$, $A$, $V$, $M_1$ and $M_2$), such that

$$\mathcal{L}\{ r \in \mathbb{R} : \|M_1(A + rV)^{-1}M_2\|_{\text{HS}} > t \} \leq C_W \|M_1V^{-1/2}\|_{\text{HS}}\|M_2V^{-1/2}\|_{\text{HS}} \frac{1}{t}.$$  

Here, $\mathcal{L}$ denotes the Lebesgue-measure and $\|\cdot\|_{\text{HS}}$ the Hilbert Schmidt norm.
As a corollary we have

**Lemma 3.5.** Let $A \in \mathbb{C}^{n \times n}$ be a dissipative matrix, $V \in \mathbb{R}^{n \times n}$ diagonal and strictly positive definite, $M_1, M_2 \in \mathbb{C}^{n \times n}$ be arbitrary matrices and $\rho \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R})$ non-negative with $\|\rho\|_{L^1} = 1$. Then there exists a constant $C_W$ (independent of $A$, $V$, $M_1$ and $M_2$), such that

$$
\int_{\mathbb{R}} \|M_1(A + rV)^{-1}M_2\|^{s}\rho(r)dr \leq \frac{(nC_W\|M_1V^{-1/2}\|\|M_2V^{-1/2}\|\|\rho\|_\infty)^s}{1 - s}.
$$

**Proof.** First note that for a matrix $T \in \mathbb{C}^{n \times n}$ we have $\|T\| \leq \|T\|_{HS} \leq \sqrt{n}\|T\|$. With the use of the layer cake representation, see e.g. [LL01, p. 26], and Lemma 3.4 we obtain for all $\kappa > 0$

$$
I = \int_{\mathbb{R}} \|M_1(A + rV)^{-1}M_2\|^{s}\rho(r)dr = \int_0^\infty \int_{\mathbb{R}} 1_{\{\|M_1(A + rV)^{-1}M_2\|^{>t}\}} \rho(r)drdt \\
\leq \kappa + \int_0^\infty \|\rho\|_{L^\infty}nC_W\|M_1V^{-1/2}\|\|M_2V^{-1/2}\| \frac{1}{t^{1/s}} dt \\
= \kappa + \|\rho\|_{L^\infty}nC_W\|M_1V^{-1/2}\|\|M_2V^{-1/2}\| \frac{s}{1 - s} \kappa^{(s-1)/s}.
$$

If we choose $\kappa = (\|\rho\|_{L^\infty}nC_W\|M_1V^{-1/2}\|\|M_2V^{-1/2}\|)^s$ we obtain the statement of the lemma. \qed

The above estimates on spectral averaging concern finite-dimensional matrices only. In order to use these estimates for our infinite-dimensional operator $G_\omega(z)$, we will use a variant of the Schur complement formula (also known as the Feshbach formula or Grushin problem), cf. [BHS07, Appendix].

**Lemma 3.6.** Let $\Lambda \subset \Gamma \subset \mathbb{Z}^d$ and $\Lambda$ finite. Then we have for all $z \in \mathbb{C} \setminus \mathbb{R}$ the identity

$$
p_\Lambda^\Gamma(H_\Gamma - z)^{-1}t_\Lambda^\Gamma = (H_\Lambda - B_\Gamma^\Lambda - z)^{-1},
$$

where $B_\Gamma^\Lambda : \ell^2(\Lambda) \to (\Lambda)$ is specified in Eq. (3.9). Moreover, the operator $B_\Gamma^\Lambda$ is independent of $V_\omega(k)$, $k \in \Lambda$.

**Proof.** We consider $H_\Gamma - z$ as the block operator matrix

$$
H_\Gamma - z = \begin{pmatrix}
H_\Lambda - z & -p_\Lambda^\Gamma \Delta t_\Gamma^\Lambda \\
-p_\Gamma^\Lambda \Delta t_\Lambda^\Gamma & H_{\Gamma \setminus \Lambda} - z
\end{pmatrix}.
$$

Since $\Lambda$ is finite, $H_\Lambda$ is bounded and the Schur complement formula gives

$$
p_\Lambda^\Gamma(H_\Gamma - z)^{-1}t_\Lambda^\Gamma = [H_\Lambda - z - p_\Lambda^\Gamma \Delta t_\Gamma^\Lambda (H_{\Gamma \setminus \Lambda} - z)^{-1}p_\Gamma^\Lambda \Delta t_\Lambda^\Gamma]^{-1},
$$
3.2. The one-dimensional case

compare, e.g., [BHS07, Appendix]. For \( \Lambda \subset \Gamma \subset \mathbb{Z}^d \) we define

\[
B_1^\Lambda := p_\Lambda^\Gamma \Delta_{\Gamma \setminus \Lambda} (H_{\Gamma \setminus \Lambda} - z)^{-1} p_{\Gamma \setminus \Lambda} \Delta_{\Gamma \setminus \Lambda}.
\] (3.9a)

For the matrix elements of \( B_1^\Lambda \) one calculates

\[
\langle \delta_x, B_1^\Lambda \delta_y \rangle = \begin{cases} 0 & \text{if } x \notin \partial^* \Lambda \vee y \notin \partial^* \Lambda, \\ \sum_{k \in \Gamma \setminus \Lambda} \sum_{l \in \Gamma \setminus \Lambda} G_{\Gamma \setminus \Lambda} (z; k, l) & \text{if } x \in \partial^* \Lambda \wedge y \in \partial^* \Lambda. \end{cases}
\] (3.9b)

\( G_{\Gamma \setminus \Lambda} \) is independent of \( V_\omega (k), k \in \Lambda \). Thus it is also \( B_1^\Lambda \).

Lemma 3.7. Let \( \Gamma \subset \mathbb{Z}^d \) and \( \Lambda_1 \subset \Lambda_2 \subset \Gamma \). We assume that \( \Lambda_1 \) and \( \Lambda_2 \) are finite sets and that \( (\partial^* \Lambda_2) \cap \Lambda_1 = \emptyset \). Then we have for all \( z \in \mathbb{C} \setminus \mathbb{R} \) the identity

\[
p_{\Lambda_1}^\Gamma (H_\Gamma - z)^{-1} t_{\Lambda_1}^\Gamma = \left[ H_{\Lambda_1} - z - p_{\Lambda_1}^\Lambda \Delta_{\Lambda_2 \setminus \Lambda_1} \right]^{-1}.
\]

Proof. We decompose \( \Lambda_2 = \Lambda_1 \cup (\Lambda_2 \setminus \Lambda_1) \) and notice that \( \langle \delta_x, B_1^\Lambda \delta_y \rangle = 0 \) if \( x \in \Lambda_1 \) or \( y \in \Lambda_1 \) by Eq. (3.9b) and our hypothesis \( (\partial^* \Lambda_2) \cap \Lambda_1 = \emptyset \). Due to this decomposition we write \( H_{\Lambda_2} - z - B_1^\Lambda \) as the block operator matrix

\[
H_{\Lambda_2} - z - B_1^\Lambda = \begin{pmatrix} H_{\Lambda_1} - z & -p_{\Lambda_1} \Delta_{\Lambda_2 \setminus \Lambda_1} \\ -p_{\Lambda_2 \setminus \Lambda_1} \Delta_{\Lambda_1} & H_{\Lambda_2 \setminus \Lambda_1} - z - p_{\Lambda_2 \setminus \Lambda_1} t_{\Lambda_1}^\Lambda \end{pmatrix}.
\]

The Schur complement formula gives \( p_{\Lambda_1}^\Lambda (H_{\Lambda_2} - z - B_1^\Lambda)^{-1} t_{\Lambda_1}^\Lambda = S^{-1} \) where \( S \) equals

\[
H_{\Lambda_1} - z - p_{\Lambda_1} \Delta_{\Lambda_2 \setminus \Lambda_1} \left( H_{\Lambda_2 \setminus \Lambda_1} - z - p_{\Lambda_2 \setminus \Lambda_1} t_{\Lambda_1}^\Lambda \right)^{-1} p_{\Lambda_2 \setminus \Lambda_1} \Delta_{\Lambda_1}.
\]

Since \( p_{\Lambda_1}^\Lambda (H_{\Lambda_2} - z - B_1^\Lambda)^{-1} t_{\Lambda_1}^\Lambda = p_{\Lambda_1}^\Gamma (H_\Gamma - z)^{-1} t_{\Lambda_1}^\Gamma \) by Lemma 3.6, we obtain the statement of the lemma.

3.2. The one-dimensional case

In this section we prove exponential localization for the discrete alloy-type model under Assumptions (A) and (B). Although Assumption (A) is more restrictive than Assumption (B), we first prove the exponential decay of fractional moments under Assumption (A) in Section 3.2.1 and 3.2.2, since the spectral averaging step is more transparent and the constants are more explicit. In Section 3.2.3 we generalize this result to general finitely supported single-site potentials.
In Section 3.2.4 we conclude exponential localization in the strong disorder regime by using the results from Section 3.5, where the implication from exponential decay of fractional moments to exponential localization is proven for arbitrary dimension $d \in \mathbb{N}$.

In the one-dimensional situation it is natural to ask whether it is possible to extract a positive part from the random potential in such a way, that the original methods (with monotone spectral averaging) for deriving fractional moment bounds apply. It turns out that this is not possible in general (even in one space dimension) but that the corresponding class of single-site potentials can be characterized in the following way. If the polynomial $p_u(x) := \sum_{k=0}^{n-1} u(k) x^k$ does not vanish on $[0, \infty)$ it is possible to extract from $V_\omega$ a positive single-site potential with certain additional properties. In this situation the method of [AEN+06] applies and gives exponential decay of fractional moments of the Green function. This is worked out in detail in Section 3.2.5.

Let us emphasize that our proof of exponential decay of fractional moments in the one-dimensional case nowhere uses monotonicity in the sense of a monotone spectral averaging. The main tool which allows us to get along without the use of any monotonicity property is an averaging result for determinants formulated in Lemma 3.1.

### 3.2.1. Boundedness of fractional moments

A very useful information in the one-dimensional case is that certain matrix elements of the resolvent are given by the inverse of a determinant, which makes Lemma 3.1 and Lemma 3.2 applicable. In order to work out this specific structure we will apply the Schur complement formula as given in Lemma 3.6.

A set $\Gamma \subset \mathbb{Z}$ is called connected if $\partial \Gamma \subset \{\inf \Gamma, \sup \Gamma\}$. In particular, $\mathbb{Z}$ is a connected set.

**Lemma 3.8.** Let Assumption (A) be satisfied, $s \in (0,1)$, and $\Gamma \subset \mathbb{Z}$ be connected. Then,

(i) for every pair $x, x + n - 1 \in \Gamma$ and all $z \in \mathbb{C} \setminus \mathbb{R}$ we have

$$\mathbb{E}_{(x)}\left\{ |G_\Gamma(z; x, x + n - 1)^{|s/n}| \right\} \leq \frac{C_u C_\rho}{\lambda^s} =: C_{\lambda, u, \rho}$$

(ii) if $1 \leq |\Gamma| \leq n$, we have for all $z \in \mathbb{C} \setminus \mathbb{R}$ the bound

$$\mathbb{E}_{(\gamma_0)}\left\{ |G_\Gamma(z; \gamma_0, \gamma_1)^{|s/n}| \right\} \leq C_u^+ C_\rho^+ \max \{\lambda^{-s}, \lambda^{-s/n}\} =: C_{\lambda, u, \rho}^+$$

where $\gamma_0 = \min \Gamma$ and $\gamma_1 = \max \Gamma$.

The constants $C_u, C_\rho, C_u^+$ and $C_\rho^+$ are given in Eq. (3.12) and (3.13).
3.2. The one-dimensional case

Proof. We start with the first statement of the lemma. By assumption \( x, x + n - 1 \in \Gamma \). We apply Lemma 3.6 with \( \Lambda = \{x, x + 1, \ldots, x + n - 1\} \subset \Gamma \) (since \( \Gamma \) is connected) and obtain for all \( x, y \in \Lambda \)

\[
G_\Gamma(z; x, y) = \langle \delta_x, (H_\Lambda - B_\Gamma^\Lambda - z)^{-1}\delta_y \rangle,
\]

where the operator \( B_\Gamma^\Lambda \) is given by Eq. (3.9). Set \( D = H_\Lambda - B_\Gamma^\Lambda - z \) and notice that

\[
D = \begin{pmatrix}
V_\omega(x) & -1 \\
-1 & \ddots & \ddots \\
& \ddots & \ddots & -1 \\
& & -1 & V_\omega(x + n - 1)
\end{pmatrix} - \begin{pmatrix}
b_1 \\
0 \\
0 \\
0
\end{pmatrix} - z,
\]

where \( b_1 = \langle \delta_x, B_\Gamma^\Lambda \delta_x \rangle \) and \( b_2 = \langle \delta_{x+n-1}, B_\Gamma^\Lambda \delta_{x+n-1} \rangle \), and where only the non-zero matrix elements are plotted. By Cramer’s rule we have \( G_\Gamma(z; x, y) = \frac{\det C_{y,x}}{\det D} \). Here, \( C_{i,j} = (-1)^{i+j}M_{i,j} \) and \( M_{i,j} \) is obtained from the tridiagonal matrix \( D \) by deleting row \( i \) and column \( j \). Thus \( C_{x+n-1,x} \) is a lower triangular matrix with determinant \( \pm 1 \). Hence,

\[
|G_\Gamma(z; x, x + n - 1)| = \frac{1}{|\det D|}.
\]

Since \( \Theta = \text{supp } u = \{0, \ldots, n - 1\} \), every potential value \( V_\omega(k), k \in \Lambda \), depends on the random variable \( \omega_x \), while the operator \( B_\Gamma^\Lambda \) is independent of \( \omega_x \). Thus we may write \( D \) as a sum of two matrices

\[
D = A + \omega_x \lambda V,
\]

where \( V \in \mathbb{R}^{n \times n} \) is diagonal with the elements \( u(k-x), k=x, \ldots, x+n-1 \), and \( A := D - \omega_x \lambda V \). Since \( A \) is independent of \( \omega_x \) we may apply Lemma 3.1 and obtain for all \( s \in (0, 1) \) the estimate (3.10) with

\[
C_u = \left| \prod_{k \in \Theta} u(k) \right|^{s/n} \quad \text{and} \quad C_\rho = \|\rho\|_\infty 2^{s-1} \frac{2^{t-s} - s}{1 - s}.
\]

The proof of Ineq. (3.11) is similar but does not require Lemma 3.6. We have the decomposition \( H_\Gamma - z = \tilde{A} + \omega_{\gamma_0} \lambda \tilde{V} \), where \( m = \gamma_1 - \gamma_0, \tilde{V} \in \mathbb{R}^{(m+1) \times (m+1)} \) is diagonal with elements \( u(k - \gamma_0), k = \gamma_0, \ldots, \gamma_1 \), and \( \tilde{A} := H_\Gamma - z - \omega_{\gamma_0} \lambda \tilde{V} \) is independent of \( \omega_{\gamma_0} \). By Cramer’s rule and Lemma 3.1 we obtain for all \( t \in (0, 1) \)

\[
\mathbb{E}_{\gamma_0}\{ |G_\Gamma(z; \gamma_0, \gamma_1)|^{t/(m+1)} \} \leq \prod_{k=0}^{m} u(k) \left| \prod_{k \in \Theta} u(k) \right|^{-t/(m+1)} \|\rho\|_\infty \lambda^{-t} \frac{2^{t-s} - s}{1 - s}.
\]
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We choose \( t = s \frac{m+1}{n} \leq s \) and obtain Ineq. (3.11) with the constants

\[
C_u^+ = \max_{i \in \Theta} \left| \prod_{k=0}^{t} u(k) \right|^{-s/n} \quad \text{and} \quad C_{\rho}^+ = \max\left\{ \|\rho\|_{s,\infty}^s, \|\rho\|_{s/n,\infty}^{s/n} \right\} \frac{2^s s^s}{1-s}. \tag{3.13}
\]

In the final step we have used \( s \geq t \) and the monotonicity of the function \((0, 1) \ni x \mapsto \frac{2^x x}{x-1}\).

\[\blacksquare\]

3.2.2. Exponential decay of fractional moments

To conclude exponential decay from the boundedness estimates of Lemma 3.8, we use so-called “depleted” Hamiltonians to formulate a geometric resolvent formula. Such Hamiltonians are obtained by setting to zero the “hopping terms” of the Laplacian along a collection of bonds. More precisely, let \( \Lambda \subset \Gamma \subset \mathbb{Z} \) be arbitrary sets. We define the depleted Laplace operator \( \Delta^{\Lambda}_\Gamma : \ell^2(\Gamma) \to \ell^2(\Gamma) \) by

\[
\langle \delta_x, \Delta^{\Lambda}_\Gamma \delta_y \rangle := \begin{cases} 
0 & \text{if } x \in \Lambda, \ y \notin \Gamma \setminus \Lambda \text{ or } y \in \Lambda, \ x \notin \Gamma \setminus \Lambda, \\
\langle \delta_x, \Delta \delta_y \rangle & \text{else}.
\end{cases}
\]

In other words, the hopping terms which connect \( \Lambda \) with \( \Gamma \setminus \Lambda \) or vice versa are deleted. The depleted Hamiltonian \( H^{\Lambda}_\Gamma : \ell^2(\Gamma) \to \ell^2(\Gamma) \) is then defined by

\[
H^{\Lambda}_\Gamma := -\Delta^{\Lambda}_\Gamma + V_\Gamma.
\]

Let further \( T^{\Lambda}_\Gamma := \Delta_\Gamma - \Delta^{\Lambda}_\Gamma \) be the difference between the “full” Laplace operator and the depleted Laplace operator. Analogously to Eq. (2.1) we use the notation \( G^{\Lambda}_\Gamma(z) := (H^{\Lambda}_\Gamma - z)^{-1} \) and \( G^{\Lambda}_\Gamma(z; x, y) := \langle \delta_x, G^{\Lambda}_\Gamma(z) \delta_y \rangle \). The second resolvent identity yields for arbitrary sets \( \Lambda \subset \Gamma \subset \mathbb{Z} \)

\[
G_\Gamma(z) = G^{\Lambda}_\Gamma(z) + G^{\Lambda}_\Gamma(z) T^{\Lambda}_\Gamma G^{\Lambda}_\Gamma(z) \tag{3.14}
\]

\[
= G^{\Lambda}_\Gamma(z) + G^{\Lambda}_\Gamma(z) T^{\Lambda}_\Gamma G_\Gamma(z). \tag{3.15}
\]

In the following we will use that \( G^{\Lambda}_\Gamma(z; x, y) = G_\Lambda(z; x, y) \) for all \( x, y \in \Lambda \) and that \( G^{\Lambda}_\Gamma(z; x, y) = 0 \) if \( x \in \Lambda \) and \( y \notin \Lambda \) or vice versa. Thes two properties follow from the fact that \( H^{\Lambda}_\Gamma \) is block-diagonal,

**Lemma 3.9.** Let Assumption (A) be satisfied, \( \Gamma \subset \mathbb{Z} \) be connected, and \( s \in (0, 1) \). Then we have for all \( x, y \in \Gamma \) with \( y - x \geq n \), \( \Lambda = \{x + n, x + n + 1, \ldots\} \cap \Gamma \) and all \( z \in \mathbb{C} \setminus \mathbb{R} \) the bound

\[
\mathbb{E}(x)\left( |G_\Gamma(z; x, y)|^{s/n} \right) \leq C_{\lambda, u, \rho} \cdot |G_\Lambda(z; x + n, y)|^{s/n}.
\]

In particular,

\[
\mathbb{E}\left( |G_\Gamma(z; x, y)|^{s/n} \right) \leq C_{\lambda, u, \rho} \cdot \mathbb{E}\left( |G_\Lambda(z; x + n, y)|^{s/n} \right). \tag{3.16}
\]
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Proof. Our starting point is Eq. (3.14). Taking the matrix element \((x, y)\) yields

\[
G_{\Gamma}(z; x, y) = G_{\Lambda}(z; x, y) + \langle \delta_x, G_{\Gamma}(z) T^{\Lambda} G_{\Lambda}(z) \delta_y \rangle.
\]

Since \(x \not\in \Lambda\) and \(y \in \Lambda\), the first summand on the right vanishes as the depleted Green function \(G_{\Lambda}(z; x, y)\) decouples \(x\) and \(y\). For the second summand we calculate

\[
G_{\Gamma}(z; x, y) = G_{\Gamma}(z; x, x + n - 1) G_{\Lambda}(z; x + n, y).
\]

The second factor is independent of \(\omega_z\). Thus, taking expectation with respect to \(\omega_z\) bounds the first factor using Ineq. (3.10) and the proof is complete.

Lemma 3.10. Let Assumption (A) be satisfied, \(\Gamma = \{x, x + 1, \ldots\}, y \in \Gamma\) with \(n \leq y - x < 2n\), and \(s \in (0, 1)\). Then we have for all \(z \in \mathbb{C} \setminus \mathbb{R}\) the bound

\[
\mathbb{E}_{\{y-n+1, x\}}( |G_{\Gamma}(z; x, y)|^{s/n} ) \leq C_{\lambda, u, \rho}^+ C_{\lambda, u, \rho}.
\]

Proof. The starting point is Eq. (3.15). Choosing \(\Lambda = \{x, \ldots, y - n\}\) gives analogously to Eq. (3.17)

\[
G_{\Gamma}(z; x, y) = G_{\Lambda}(z; x, x - n) G_{\Gamma}(z; y - n + 1, y).
\]

Since \(G_{\Lambda}(z; x, y - n)\) depends only on the potential values at lattice sites in \(\Lambda\), it is independent of \(\omega_{y-n+1}\). We take expectation with respect to \(\omega_{y-n+1}\) to bound the second factor of the above identity using Ineq. (3.10). Since \(1 \leq |\Lambda| \leq n\) by assumption, we may apply Ineq. (3.11) to \(G_{\Lambda}(z; x, y - n)\) which finishes the proof.

Theorem 3.11. Let Assumption (A) be satisfied, \(\Gamma \subset \mathbb{Z}\) connected and \(s \in (0, 1)\). Assume

\[
\frac{\|\rho\|_{\infty}}{\lambda} \geq \frac{(1 - s)^{1/s} n^{-1}}{2 s^{-1}} \prod_{k=0}^{n-1} u(k)^{1/n}.
\]

Then \(\mu = -\ln C_{\lambda, u, \rho}\) is strictly positive and we have for all \(x, y \in \Gamma\) with \(|x - y| \geq 2n\) and all \(z \in \mathbb{C} \setminus \mathbb{R}\) the bound

\[
\mathbb{E}( |G_{\Gamma}(z; x, y)|^{s/n} ) \leq C_{\lambda, u, \rho}^+ \exp\left\{ -\mu \left\lfloor \frac{|x - y|}{n} \right\rfloor \right\}.
\]

Here, \(\lfloor \cdot \rfloor\) is for \(m \in \mathbb{R}\) defined by \(\lfloor m \rfloor := \max\{k \in \mathbb{Z} \mid k \leq m\}\).
Remark 3.12. The statement of Theorem 3.11 holds also true if the density function $\rho$ is not compactly supported since Lemma 3.1 holds true for non-compactly supported functions $\rho$. This is formulated in [ETV11]. Notice, if $\rho$ (and hence the measure $\nu$) is not compactly supported, then one has to be careful about the domain of the family of self-adjoint operators $H_\omega$. In particular, $H_\omega$ is essentially self-adjoint on the compactly supported sequences, see [Kir08a].

Proof of Theorem 3.11. The constant $\mu$ is larger than zero since $C_{\lambda,u,\rho} < 1$ by assumption. By symmetry we assume without loss of generality $y - x \geq 2n$. In order to estimate $\mathbb{E}(|G_\Gamma(z; x, y)|^{s/n})$, we iterate Eq. (3.16) of Lemma 3.9 and finally use Eq. (3.18) of Lemma 3.10 for the last step. Figure 3.1 shows this procedure schematically. We choose $p = \lfloor (y - x)/n \rfloor - 1 \in \mathbb{N}$ such that $y - 2n < x + pn \leq y - n$. We iterate Eq. (3.16) exactly $p$ times and obtain

$$
\mathbb{E}(|G_\Gamma(z; x, y)|^{s/n}) \leq C_{\lambda,u,\rho}^p \cdot \mathbb{E}(|G_{\Lambda_p}(z; x + pn, y)|^{s/n})
$$

where $\Lambda_p = \{x + pn, x + pm + 1, \ldots \}$. Now the first $p$ jumps of Fig. 3.1 are done and it remains to estimate $\mathbb{E}(|G_{\Lambda_p}(z; x + pn, y)|^{s/n})$. Since $n \leq y - (x + pn) < 2n$ and $\Lambda_p = \{x + pn, x + pm + 1, \ldots \}$ we may apply Lemma 3.10 and get

$$
\mathbb{E}(|G_\Gamma(z; x, y)|^{s/n}) \leq C_{\lambda,u,\rho}^{p+1} C_{\lambda,u,\rho}^+ = C_{\lambda,u,\rho}^+ e^{(p+1)\ln C_{\lambda,u,\rho}}.
$$

3.2.3. General single-site potentials

We now want to get rid of the assumption that $\Theta = \{0, 1, \ldots, n - 1\}$, i.e. we want to consider the case where $\Theta$ is still finite but not necessarily connected, and prove an analogue of Theorem 3.11 in this case. By translation, we assume without loss of generality that $\min \Theta = 0$ and $\max \Theta = n - 1$ for some $n \in \mathbb{N}$. Furthermore, we define

$$
r := \max\left\{n + 1 \in \mathbb{N} : \exists a \in \{1, 2, \ldots, n - 1\} \colon \{a, \ldots, a + n\} \cap \Theta = \emptyset\right\}. \ (3.20)
$$

Here we use the convention that $\max \emptyset = 0$. Thus $r$ is the number of elements of the largest gap in $\Theta$, and $r = 0$ if $\Theta$ is the connected set $\{0, 1, \ldots, n - 1\}$.

To illustrate the difficulties arising for non-connected supports $\Theta$ we consider an example. Suppose $\Theta = \{0, 2, 3, \ldots, n - 1\}$ so that $r = 1$. If we set $\Lambda = \{0, \ldots, n - 1\}$ there is no decomposition $H_\Lambda - B_\Lambda^2 = A + \omega_0 \lambda V$ with an invertible
3.2. The one-dimensional case

V. If we set \( \Lambda = \{0, \ldots, n-1+r\} = \{0, \ldots, n\} \) we observe that every diagonal element of \( H_\Lambda \) depends at least on one of the variables \( \omega_0 \) and \( \omega_1 = \omega_r \), while the elements of \( B_0^\Lambda \) (which appear after applying Lemma 3.6) are independent of \( \omega_k \), \( k \in \{0, \ldots, r\} = \{0, 1\} \). Thus we have a decomposition \( H_\Lambda - B_0^\Lambda = A + \omega_0 \lambda V_0 + \omega_1 \lambda V_1 \), where \( A \) is independent of \( \omega_k \), \( k \in \{0, 1\} \), and for all \( i \in \Lambda \) either \( V_0(i) \) or \( V_1(i) \) is not zero. As a consequence there is an \( \alpha \in \mathbb{R} \) such that \( V_0 + \alpha V_1 \) is invertible on \( \ell^2(\Lambda) \). This makes Lemma 3.2 applicable and we can prove the following analogues of Lemma 3.8 and Theorem 3.11.

Lemma 3.13. Let Assumption (B) be satisfied and \( \Gamma \subset \mathbb{Z} \) be connected. Let further \( r \) be as in Eq. (3.20) and \( s \in (0, 1) \). Then there exists a constant \( D = D(\lambda, u, \rho, s, r) \) such that for all \( x, x + n - 1 + r \in \Gamma \) and \( z \in \mathbb{C} \setminus \mathbb{R} \)

\[
E_{\{x, \ldots, x+r\}}(|G_\Gamma(z; x, x+n-1+r)|^{s/(n+r)}) \leq D.
\]  
(3.21)

The constant \( D \) is characterized in Eq. (3.23) and estimated in Ineq. (3.25). If \( 1 \leq |\Gamma| \leq n + r \) with \( \gamma_0 = \min \Gamma \) and \( \gamma_1 = \max \Gamma \) there exists a constant \( D^+ = D^+(\lambda, u, \rho, s, r) \) such that for all \( z \in \mathbb{C} \setminus \mathbb{R} \)

\[
E_{\{\gamma_0, \ldots, \gamma_0+r\}}(|G_\Gamma(z; \gamma_0, \gamma_1)|^{s/(n+r)}) \leq D^+.
\]  
(3.22)

The constant \( D^+ \) is characterized in Eq. (3.26) and estimated in Ineq. (3.27).

Proof. The proof is similar to the proof of Lemma 3.8. Apply Lemma 3.6 with \( \Lambda = \{x, x+1, \ldots, x+n-1+r\} \) and \( \rho \) Cramer’s rule to get \( |G_\Gamma(z; x, x+n-1+r)| = 1/|\det B| \) where \( B = H_\Lambda - B_0^\Lambda - z \). Note that \( B_0^\Lambda \) is independent of \( \omega_k \), \( k \in \{x, \ldots, x+r\} \). We have the decomposition \( B = A + \lambda \sum_{k=0}^r \omega_{x+k} V_k \) where the elements of the diagonal matrices \( V_k \in \mathbb{R}^{(n+r) \times (n+r)} \), \( k = 0, \ldots, r \), are given by \( V_k(i) = u(i-k), i = 0, \ldots, n-1+r \), and \( A = B - \lambda \sum_{k=0}^r \omega_{x+k} V_k \) is independent of \( \omega_k \), \( k \in \{x, \ldots, x+r\} \). We apply Lemma 3.2 and obtain for all \( \alpha = (\alpha_k)_{k=0}^r \in M = \{\alpha \in \mathbb{R}^{r+1} : \alpha_0 \neq 0, \sum_{k=0}^r \alpha_k V_k \) is invertible\} the bound

\[
E_{\{x, \ldots, x+r\}}(|G_\Gamma(z; x, x+n-1+r)|^{s/(n+r)}) \leq D_\alpha \text{ where }
\]

\[
D_\alpha = \|\rho\|_{\infty}^{(r+1)s} (2R)^{rs} \cdot \frac{2^s s^{-s} \alpha_0^s}{1-s} \max_{i \in \{1, \ldots, r\}} \frac{|\alpha_i|}{|\alpha_0|} \left(1 + \prod_{i=0}^{r-1} \left| \sum_{k=0}^r \alpha_k \lambda u(i-k) \right|^{-2s} \right)^{-s/n+r}.
\]

The set \( M \) is non-empty and equal to the set \( \{\alpha \in \mathbb{R}^{r+1} : \alpha_0 \neq 0, D_\alpha \) is finite\}. Thus Ineq. (3.21) holds with the constant

\[
D := \inf_{\alpha \in M} D_\alpha.
\]  
(3.23)

In the following we establish an upper bound for \( D \). Using a volume comparison criterion we can find a vector \( \alpha' = (\alpha'_k)_{k=0}^r \in [0,1]^{r+1} \) which has to
For all $\alpha_i$ diagonal matrices $\tilde{H}_i$, by Cramer's rule we get

$$\det(H_i) = \frac{d_0}{r/2}$$

and obtain (using continuity) that there is a vector $\alpha'$ whose distance to each hyperplane $H_i$, $i \in \{0, \ldots, n-1+r\}$, is at least $d_0/2$.

Each hyperplane $\sum_{k=0}^{r} \alpha_k u(i-k) = 0$, $i = 0, \ldots, n-1+r$, at least the Euclidean distance $(2(n+r)(r+1)^{r/2})^{-1}$, as outlined in Fig. 3.2. This implies $\alpha_0' \geq (2(n+r)(r+1)^{r/2})^{-1}$ since the hyperplane for $i = 0$ is $\alpha_0 = 0$. With this choice of $\alpha$ and the notation $u_i = (u(i-k))_{k=0}^{r}$, $i \in \{0, \ldots, n-1+r\}$, we have

$$\prod_{i=0}^{n-1+r} \left| \sum_{k=0}^{r} \alpha_k u(i-k) \right|^{-s/r} = \prod_{i=0}^{n-1+r} \left| \|u_i\| \langle \alpha', u_i/\|u_i\| \rangle \right|^{-s/r} \leq \frac{[2(n + r)(r+1)^{r/2}]^s}{\prod_{i=0}^{n-1+r} \left( \sum_{k=0}^{r} u(i-k)^2 \right)^{(2n+r)/(2n-r)}}$$

(3.24)

where $\langle \cdot, \cdot \rangle$ denotes the standard Euclidean scalar product. Now we choose $\alpha = \alpha'$ and obtain

$$D \leq \|\rho\|_{\infty}^{(r+1)s} (2R)^{rs} 2^{s-s} (1 + 2(n + r)(r+1)^{r/2})^{rs} [2(n + r)(r+1)^{r/2}]^s \left( 1 - s \right) \prod_{i=0}^{n-1+r} \left( \sum_{k=0}^{r} u(i-k)^2 \right)^{(2n+r)/(2n-r)^s} \lambda^s$$

(3.25)

The proof of the second statement is similar but without use of Lemma 3.6. By Cramer’s rule we get $|G_\Gamma(z; \gamma_0; \gamma_1)| = 1/|\det(H_\Gamma - z)|$. Set $l = \gamma_1 - \gamma_0$. We have the decomposition $H_\Gamma - z = \bar{A} + \lambda \sum_{k=0}^{r} \omega_{0+k} \bar{V}_k$, where the elements of the diagonal matrices $\bar{V}_k \in \mathbb{R}^{(l+1) \times (l+1)}$, $k = 0, \ldots, r$, are given by $\bar{V}_k(i) = u(i-k)$, $i \in \{0, \ldots, l\}$, and $\bar{A} = H_\Gamma - z - \lambda \sum_{k=0}^{r} \omega_{0+k} \bar{V}_k$ is independent of $\omega_k$, $k \in \{x, \ldots, x+r\}$. We apply Lemma 3.2 with $t = s \frac{l+1}{n+r}$ and obtain (using $s \geq t$) for all $\alpha = (\alpha_k)_{k=0}^{r} \in \hat{M} = \{\alpha \in \mathbb{R}^{r+1} : \alpha_0 \neq 0, \sum_{k=0}^{r} \alpha_k \bar{V}_k \text{ is invertible} \}$ that
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\[ E_{\{\gamma_0, \ldots, \gamma_{n+r}\}}(\rho(1; \gamma_0, \gamma_1)^{s/(n+r)}) \leq D^+_a(l) \]

where

\[ D^+_a(l) = \|\rho\|_\infty^{(n+1)(l+1)} (2R)^s \left( \frac{2^s - s^s}{1 - s} \right) \left[ \frac{\alpha_0}{\alpha_0} \right] \left( 1 + \max_{i \in \{1, \ldots, r\}} \left| \frac{\alpha_i}{\alpha_0} \right| \right) \left( \prod_{i=0}^r \sum_{k=0}^r \alpha_k \lambda u(i - k) \right)^{s/2}. \]

Since \( \tilde{M} \supset M \) for each \( l \in 0, \ldots, n-1+r \) the set \( \tilde{M} \) is non-empty. Thus Ineq. (3.22) holds with the constant

\[ D^+ := \max_{l \in \{0, \ldots, n-1+r\}} \inf_{\alpha \in \tilde{M}} D^+_a(l). \] (3.26)

We again choose \( \alpha = \alpha' \) as in Fig. 3.2, use \( \alpha' \in [0, 1] \) and \( \alpha'_0 \geq (2(n+r)(r+1)^{1/2})^{-1} \), estimate \( D^+_a(l) \) similar to Ineq. (3.24), and obtain

\[ D^+ \leq \max_{l \in \{0, \ldots, n-1+r\}} \left\{ \|\rho\|_\infty^{(n+1)(l+1)} \left[ 1 + 2(l+1)(r+1)^{1/2} \right] \left[ 2(l+1)(r+1)^{1/2} \right]^s \left[ \prod_{i=0}^r \sum_{k=0}^r \lambda u(i - k) \right]^{s/2(n+r)} \right\}, \] (3.27)

which ends the proof. \[ \blacksquare \]

**Theorem 3.14.** Let Assumption (B) be satisfied, \( \Gamma \subset \mathbb{Z} \) connected, \( s \in (0, 1) \), \( r \) as in Eq. (3.20), and \( D \) and \( D^+ \) the constants from Lemma 3.13. Assume \( D < 1 \). Then \( m = -\log D \) is strictly positive and we have the bound

\[ \mathbb{E}(|G_\Gamma(z; x, y)|^{s/(n+r)}) \leq D^+ \exp\left\{ -m \left| \frac{x - y}{n + r} \right| \right\} \]

for all \( x, y \in \mathbb{Z} \) with \( |x - y| \geq 2(n + r) \) and all \( z \in \mathbb{C} \setminus \mathbb{R} \).

**Remark 3.15.** The assumption \( D < 1 \) can be achieved by choosing \( \lambda \) sufficiently large, see Ineq. (3.25).

**Remark 3.16.** The statement of Lemma 3.2 and so also Theorem 3.14 can be proven if \( \rho \) is not compactly supported, but in the Sobolev space \( W^{1,1}(\mathbb{R}) \). This is formulated in [ETV10].

**Proof of Theorem 3.14.** The proof is similar to the proof of Theorem 3.11. We again assume \( y > x \). Let \( \Gamma_1 \subset \mathbb{Z} \) be connected. Using Eq. (3.14) with \( \Lambda = \)
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Let Assumption (B) be satisfied, Theorem 3.17.

The statements of Theorem 3.11 and 3.14 concern only off-diagonal elements which is the analogue of Lemma 3.10. Iterating Eq. (3.28) exactly $2$ times, starting with $\Gamma = \lambda$ gives the statement of the theorem. Now, let $\Gamma = \lambda$ with $\Lambda = \{x,\ldots,y-(n+r)\}$ and finally using Eq. (3.29) once gives the statement of the theorem.

### 3.2.4. A priori bound and exponential localization

The statements of Theorem 3.11 and 3.14 concern only off-diagonal elements of the Green function. The next theorem shows a global uniform bound on $(x,y) \mapsto \mathbb{E}(\{G_\Gamma(z; x,y)\}^s)$ for $s > 0$ sufficiently small. We use the notation $u_j(x) = u(x-j)$, $j, x \in \mathbb{Z}$, for the translated function as well as for the corresponding multiplication operator.

**Theorem 3.17.** Let Assumption (B) be satisfied, $\Gamma \subset \mathbb{Z}$ be connected and $s \in (0,1)$. Then there is a positive constant $C = C(\lambda, u, \rho, s)$ such that for all $x, y \in \Gamma$ and all $z \in \mathbb{C} \setminus \mathbb{R}$ we have

$$\mathbb{E}(\{G_\Gamma(z; x,y)\}^s) \leq C.$$ 

**Proof.** To avoid notation we assume $\Gamma = \mathbb{Z}$. Since supp $\rho \subset [-R, R]$, $H_\omega$ is a bounded operator. Set $m = \|H_\omega\| + 1$. If $|z| \geq m$, we use $\|G_\omega(z)\| = \sup_{\lambda \in \sigma(H_\omega)} |\lambda - z|^{-1} \leq 1$ and obtain the statement of the theorem. Thus it is sufficient to consider $|z| \leq m$. If $|x-y| \geq 4n$ Theorem 3.14 applies, since $r \leq n$. We thus only consider the case $|x-y| \leq 4n - 1$. By translation we assume $x = 0$ and by symmetry $y \geq 0$. Set $\Lambda = \{1, \ldots, 4n\}$ and $\Lambda = \{0, \ldots, 4n - 1\}$. Lemma 3.6 with $\Lambda_1 = \Lambda$ and $\Lambda_2 = \Lambda_+$ gives

$$p_\Lambda G_\omega(z) = \left( S_{\Lambda_1} - \rho_{\partial \Lambda_+} (K - z)^{-1} p_{\partial \Lambda_+} S_{\Lambda_+} \right)$$

where

$$K = H_{\partial \Lambda_+} - p_{\partial \Lambda_+} B_{\Lambda_+}^A$$

and $(\delta_k, B_{\Lambda_+}^\Lambda \delta_k) = \sum_{k \in \Lambda \setminus \Lambda_+ \cup \{k-x\}} \langle \delta_k, (H_{\Gamma \Lambda_+} - z)^{-1} \delta_k \rangle$ if $x = y$ and $x \in \partial \Lambda_+ = \{-1, 4n\}$, and zero else. Note that $B_{\Lambda_+}^\Lambda$ is independent of $\omega_k$, $k \in \{-1, \ldots, 3n+1\}$,
and $K$ is independent of $\omega_k$, $k \in \{0, \ldots, 3n\}$. Thus, in matrix representation with respect to the canonical basis, the operator $K : \ell^2(\partial \Lambda_+) \to \ell^2(\partial \Lambda_+)$ may be decomposed as

$$K = \begin{pmatrix} \omega_1 \lambda u(0) & 0 \\ 0 & \omega_{3n+1} \lambda u(n-1) \end{pmatrix} - \begin{pmatrix} f_1 & 0 \\ 0 & f_2 \end{pmatrix}$$

where $f_1 := \sum_{k \in \mathbb{Z} \setminus \{ -1 \}} \omega_k \lambda u(-1-k) - \langle \delta_{-1}, B_{Z}^{\Lambda_+} \delta_{-1} \rangle$ and $f_2 := \sum_{k \in \mathbb{Z} \setminus \{3n+1\}} \omega_k \lambda u(4n-k) - \langle \delta_{4n}, B_{Z}^{\Lambda_+} \delta_{4n} \rangle$ are independent of $\omega_1$ and $\omega_{3n+1}$. Standard spectral averaging or Lemma 3.1 gives for all $t \in (0,1)$

$$E_{\{1,3n+1\}} \left( \| (K - z)^{-1} \| \right) \leq \lambda^{-t} \left( |u(0)|^{-t} + |u(n-1)|^{-t} \right) \| \rho \|_{\infty} \frac{2^t - t}{1 - t}. \tag{3.31}$$

Now, the operator $H_\Lambda$ can be decomposed as $H_\Lambda = A + \sum_{k=0}^{3n} \omega_k \lambda u_k$ where $A := H_\Lambda - \sum_{k=0}^{3n} \omega_k \lambda u_k$ is independent of $\omega_k$, $k \in \{0, \ldots, 3n\}$. Let $\alpha := (\alpha_i)_{k=0}^{3n} \in [0,1]^{3n+1}$ with $\alpha_0 \neq 0$. Similarly to the proof of Lemma 3.2, we use the substitution $\omega_0 = \alpha_0 \zeta_0$ and $\omega_i = \alpha_i \zeta_0 + \alpha_0 \zeta_i$ for $i \in \{1, \ldots, 3n\}$ and obtain from Eq. (3.30)

$$E := E_{\{0, \ldots, 3n\}} \left( \| p_\Lambda G_{\omega}(z) u_\Lambda \|^{s/(4n)} \right)$$

$$\leq \| \rho \|_{\infty}^{3n+1} \int_{[-R,R]^{3n+1}} \left\| \left( H_\Lambda - z - p_\Lambda \Delta p_\Lambda^{s\Lambda_+} (K - z)^{-1} p_\Lambda^{s\Lambda_+} \Delta p_\Lambda^{s\Lambda_+} \right) - 1 \right\|^{s/(4n)} \, d\omega_0 \ldots d\omega_{3n}$$

$$\leq \| \rho \|_{\infty}^{3n+1} \int_{[-S,S]^{3n+1}} \left\| \left( A' + \zeta_0 \sum_{k=0}^{3n} \alpha_k \lambda u_k \right)^{-1} \right\|^{s/(4n)} \, d\alpha_0 \ldots d\zeta_{3n}$$

where $S = R(1 + \max_{i \in \{1, \ldots, 3n\}} |\alpha_i/\alpha_0|)/|\alpha_0|$ and $A' = A + \alpha_0 \sum_{k=1}^{3n} \zeta_k \lambda u_k - z - p_\Lambda \Delta p_\Lambda^{s\Lambda_+} (K - z)^{-1} p_\Lambda^{s\Lambda_+} \Delta p_\Lambda^{s\Lambda_+}$. Since $\bigcup_{i=0}^{3n} \text{supp} u_i = \Lambda$, there exists an $\alpha \in [0,1]^{3n+1}$ such that $\sum_{k=1}^{3n} \alpha_k u_k$ is invertible on $\ell^2(\Lambda)$, compare the proof of Lemma 3.13 and Figure 3.2. Thus we may apply Lemma 3.3 and obtain

$$E \leq \| \rho \|_{\infty}^{3n+1} \int_{[-S,S]^{3n}} 2 \left( \| A' \| + S \| \sum_{k=0}^{3n} \alpha_k \lambda u_k \| \right)^{s/(4n-1)/(4n)} \, d\zeta_1 \ldots d\zeta_{3n}. \tag{3.32}$$

Using $\zeta_k \in [-S, S]$ for $k \in \{1, \ldots, 3n\}$, $\omega_k \in [-R, R]$ for $k \in \mathbb{Z} \setminus \{0, \ldots, 3n\}$ and $\alpha_k \in [0,1]$ for $k \in \{0, \ldots, 3n\}$, the norm of $A'$ can be estimated as

$$\| A' \| = \left\| H_\Lambda - \sum_{k=0}^{3n} \omega_k \lambda u_k + \alpha_0 \sum_{k=1}^{3n} \zeta_k \lambda u_k - z - p_\Lambda \Delta p_\Lambda^{s\Lambda_+} (K - z)^{-1} p_\Lambda^{s\Lambda_+} \Delta p_\Lambda^{s\Lambda_+} \right\|$$
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\[ \leq 2 + (n - 1)R\|u\|_{\infty} + 3Sn\|u\|_{\infty} + m + 4\| (K - z)^{-1}\|. \quad (3.33) \]

All terms in the sum (3.33) are independent of \( \zeta_k, k \in \{0, \ldots, 3n\} \). Using
\[ \sum |a_i|^t \leq \sum |a_i|^t \quad \text{for } t < 1 \]
we see from Ineq. (3.32) and (3.33) that there are constants \( C_1 \) and \( C_2 \) such that \( E \leq C_1 + C_2 \| (K - z)^{-1}\|^{s(4n-1)/(4n)} \). If we average over \( \omega_{-1} \) and \( \omega_{3n+1} \), Ineq. (3.31) gives the desired result. \( \blacksquare \)

We can now conclude exponential localization for the one-dimensional case.

**Theorem 3.18.** Let one of the following assumptions be satisfied:

(i) Let Assumption (A) be satisfied and
\[ \frac{\|\rho\|_{\infty}}{\lambda} < \frac{(1 - s)^{1/s}}{2s^{-1}} \left( \prod_{k=0}^{n-1} |u(k)| \right)^{1/n}. \]

(ii) Let Assumption (B) be satisfied and \( \lambda \) be sufficiently large.

Then, for almost all \( \omega \in \Omega \), \( H_\omega \) exhibits exponential localization.

**Proof.** By our assumptions and Theorem 3.11, 3.14 and 3.17, we conclude that the hypothesis of Theorem 2.4 is satisfied. This gives the result. \( \blacksquare \)

### 3.2.5. Reduction to the monotone case

In this subsection we discuss whether a special transformation of random variables allows us to extract a positive part of the potential, which makes monotone spectral averaging applicable. First we present a criterion which ensures that an appropriate one-parameter family of positive potentials can be extracted from the random potential \( V_\omega \).

**Lemma 3.19.** Let Assumption (B) be satisfied, such that
\[ u = \sum_{k=0}^{n-1} u(k) \delta_k : \mathbb{Z} \to \mathbb{R}. \]

Then the following statements are equivalent.

(a) There exists an \( N \in \mathbb{N} \) and real \( \alpha_0, \ldots, \alpha_N \) such that \( w := u * \alpha := \alpha_0 u_0 + \cdots + \alpha_N u_N \) is a non-negative function and \( w(0) > 0 \), \( w(N + n - 1) > 0 \) hold.

(b) There exists an \( M \in \mathbb{N} \) and real \( \gamma_0, \ldots, \gamma_M \) such that \( v := u * \gamma := \gamma_0 u_0 + \cdots + \gamma_M u_M \) is a non-negative function and \( \text{supp } v = \{0, \ldots, M + n - 1\} \) holds.
3.2. The one-dimensional case

(c) The polynomial $\mathbb{C} \ni z \mapsto p_u(z) := \sum_{k=0}^{n-1} u(k)z^k$ has no roots in $[0, \infty)$.

Note, if $u(0) \neq 0$ and $u(n-1) \neq 0$, then $\{0, \ldots, M + n - 1\}$ is the union of the supports of $u_0, \ldots, u_M$. If (a) or (b) hold we may assume that $|\alpha_0|$ or $|\gamma_0|$ equals one.

Proof. If (a) holds, one may choose $v(x) = \sum_{j=0}^{N+n-2} w(x-j)$ to conclude (b). Thus it is sufficient to show (b)$\iff$(c). Using Fourier transform and the identity theorem for holomorphic functions one sees that (b) is equivalent to

(d) There exists an $M \in \mathbb{N}$ and real $\gamma_0, \ldots, \gamma_M$ such that all coefficients of the polynomial $p_u(z) \cdot \sum_{j=0}^{M} \gamma_j z^j$ are strictly positive.

If (d) holds, $p_u(x) \cdot \sum_{j=0}^{M} \gamma_j x^j$ is strictly positive for $x \in [0, \infty)$. Thus its divisor $p_u$ has no root in $[0, \infty)$ and one concludes (c). Assuming (c), one infers from Corollary 2.7 of [MS69] that there exists a polynomial $p$ such that $p_u \cdot p$ has strictly positive coefficients. Choosing $M = \deg(p)$ and $\gamma_0, \ldots, \gamma_M$ to be the coefficients of $p$ leads to (d).

If the random potential $V_\omega$ contains a positive building block $w$ as in (a) of the previous lemma, one obtains exponential decay of fractional moments with the methods from [AEN+06], as we outline now. The crucial tool is Proposition 3.2 of [AEN+06]. Here are two direct consequences of the latter.

Lemma 3.20. Let $H$ be bounded and self-adjoint on $\ell^2(\mathbb{Z})$, $\phi, \psi: \mathbb{Z} \to [0, \infty)$ bounded, $z \in \mathbb{C}$ with $\text{Im} z > 0$, and $t, S \in (0, \infty)$. Then there is a universal constant $C_W \in (0, \infty)$ such that

(i) for all $x, y \in \mathbb{Z}$
$$\sqrt{\phi(x)\psi(y)} \mathcal{L}\{v_1, v_2 \in [-S, S] : |\langle \delta_x, (H + z - v_1 \phi - v_2 \psi)^{-1} \delta_y \rangle| > t\} \leq 4C_W S^t,$$

where $\mathcal{L}$ denotes Lebesgue measure.

(ii) If $\phi(x)\psi(y) \neq 0$ and $s \in (0, 1)$, we have for all $x, y \in \mathbb{Z}$
$$\int_{[-S, S]^2} |\langle \delta_x, (H + z - v_1 \phi - v_2 \psi)^{-1} \delta_y \rangle|^s dv_1 dv_2 \leq \frac{4}{1-s} \left(\frac{C_W}{\phi(x)\psi(y)}\right)^s S^{2-s}.$$

To obtain statement (ii) from (i) use the layer cake representation
$$\int_{[-S, S]^2} |f(v_1, v_2)|^s dv_1 dv_2 = \int_0^\infty \mathcal{L}\{|v_1|, |v_2| \leq S : |f(v_1, v_2)|^s > t\} dt$$
and decompose the integration domain into $[0, \kappa]$ and $[\kappa, \infty)$ with the choice $\kappa = (C_W/S \sqrt{\phi(x)\psi(y)})^s$. 47
Proposition 3.21. Let $\Gamma \subset \mathbb{N}$ be connected and Assumption (B) be satisfied.
Assume that $u$ satisfies condition (a) in Lemma 3.19. Let $N \in \mathbb{N}$ be the constant
from condition (a) and set $\Lambda^x = \{x, \ldots, x+N\}$ and $\Lambda^j = \{j-n+1-N, \ldots, j-n+1\}$. Then we have for all $x, j \in \Gamma$ with $|j-x| \geq 2(N+n)-1$ and all $z \in \mathbb{C}$ with $\text{Im} z > 0$
\[
\mathbb{E}_\Lambda(\|G_\Gamma(z; x, j)\|^s) \leq C
\]
where $C$ is defined in Eq. (3.34) and $\Lambda = \Lambda^x \cup \Lambda^j$.

Proof. Without loss of generality we assume $j - x \geq 2(N+n) - 1$ and $\alpha_0 = 1.$
By assumption $\Gamma \supset \{x, x+1, \ldots, j\}$. Note that the operator $A' = H_\Gamma - z - \sum_{k \in \Lambda^x} \omega_k u_k - \sum_{k \in \Lambda^j} \omega_k u_k$ is independent of $\omega_k, k \in \Lambda$. To estimate the expectation
\[
E = \mathbb{E}_\Lambda(\|G_\Gamma(z; x, j)\|^s)
\]
we use the substitutions
\[
\begin{pmatrix}
\omega_x \\
\omega_{x+1} \\
\vdots \\
\omega_{x+N}
\end{pmatrix}
= T
\begin{pmatrix}
\zeta_x \\
\zeta_{x+1} \\
\vdots \\
\zeta_{x+N}
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
\omega_{j-n+1-N} \\
\omega_{j-n+2-N} \\
\vdots \\
\omega_{j-n+1}
\end{pmatrix}
= T
\begin{pmatrix}
\zeta_{j-n+1-N} \\
\zeta_{j-n+2-N} \\
\vdots \\
\zeta_{j-n+1}
\end{pmatrix}
\]
where the matrix $T$ is the same as in Lemma 3.2. This gives the bound
\[
E \leq \|\rho\|_\infty^{|\Lambda|} \int_{[-S,S]^{|\Lambda|}} \left| \left\langle \delta_x, \left( A + \zeta_x \lambda \sum_{k \in \Lambda^x} \alpha_{k-x} u_k \\
+ \zeta_{j-n+1-N} \lambda \sum_{k \in \Lambda^j} \alpha_{k-(j-n+1-N)} u_k \right)^{-1} \delta_j \right\rangle \right|^s d\zeta.
\]
where $d\zeta = \prod_{k \in \Lambda} d\zeta_k$, $S = R(1 + \max_{i \in \{1, \ldots, N\}} |\alpha_i|)$, and
\[
A = A' + \lambda \sum_{k \in \Lambda^x \setminus \{x\}} \zeta_k u_k + \lambda \sum_{k \in \Lambda^j \setminus \{j-n+1-N\}} \zeta_k u_k
\]
is independent of $\zeta_x$ and $\zeta_{j-n+1-N}$. By assumption the functions
\[
\phi = \sum_{k \in \Lambda^x} \alpha_{k-x} u_k \quad \text{and} \quad \psi = \sum_{k \in \Lambda^j} \alpha_{k-(j-n+1-N)} u_k
\]
3.3. Boundedness of fractional moments

are bounded and non-negative, with $\phi(x) = u(0) > 0$ and $\psi(j) = \alpha_N u(n-1) > 0$. Using Lemma 3.20 we obtain

$$
E' = \int_{[-S, S]^2} \left| \langle \delta_x, (A + \zeta \lambda \phi + \zeta_{j-n+1-N} \lambda \psi)^{-1} \delta_j \rangle \right|^s d\zeta_x d\zeta_{j-n+1-N}
$$

$$
\leq \frac{4}{1 - s} \left( \frac{C_W}{\lambda \sqrt{\phi(x) \psi(j)}} \right)^s S^{2-s}.
$$

Thus the original integral is estimated by

$$
E \leq \|\rho\|_\infty (2S)^{\|A\|_\infty - 2} \frac{4}{1 - s} \left( \frac{C_W}{\lambda \sqrt{\phi(x) \psi(j)}} \right)^s S^{2-s}
$$

$$
= \frac{4}{1 - s} \left( \frac{C_W}{\lambda \sqrt{u(0) \alpha_N u(n-1)}} \right)^s (2S \|\rho\|_\infty)^{2(N+1) \frac{1}{S^s}} =: C.,
$$

(3.34)

which ends the proof.

The last proposition and a formula analogous to (3.17) now give for $j = x + 2(N + n) - 1$ and $x + 2(N + n) \leq y$

$$
E_\Lambda \left( |G_{\Gamma_0}(z; x, y)|^s \right)
$$

$$
= E_\Lambda \left( |G_{\Gamma_0}(z; x, x + 2(N + n) - 1)|^s \right) |G_{\Gamma_1}(z; x + 2(N + n), y)|^s
$$

$$
\leq C |G_{\Gamma_1}(z; x + 2(N + n), y)|^s
$$

where $\Gamma_0 = \mathbb{Z}$, $\Gamma_1 = \{x + 2(N + n), x + 2(N + n) + 1, \ldots \}$ and $\Lambda$ as in Lemma 3.20. In an appropriate large disorder regime, where the constant $C$ in (3.34) is smaller than one, exponential decay of fractional moments for the off-diagonal matrix elements now follows by iteration similarly as in Theorem 3.11 and Theorem 3.14.

To conclude exponential localization we also need the boundedness for fractional moments of the diagonal Green’s function elements (cf. Theorem 3.29), which is proven in Theorem 3.17. However, for the proof of Theorem 3.17 we need non-monotone spectral averaging as formulated in Lemma 3.3.

3.3. Boundedness of fractional moments

In this section we prove the boundedness of an averaged fractional power of the Green function in arbitrary space dimension $d \in \mathbb{N}$. In particular, the upper bound depends in a quantitative way on the disorder (the bound gets small in the high disorder regime). The estimate on fractional moments of the Green
function is used iteratively in the next section, where we prove exponential decay of the Green function.

We consider the situation when Assumption (C) holds. Recall that \( R = \max\{|\inf \text{supp} \rho|, |\sup \text{supp} \rho|\} \) where \( \rho \) is the probability density of the measure \( \nu \).

We also introduce some more notation. For \( x \in \mathbb{Z}^d \) we denote by \( N(x) = \{ k \in \mathbb{Z}^d : |x - k|_1 = 1 \} \) the neighborhood of \( x \). We also define \( \Lambda^+ = \Lambda \cup \partial^+ \Lambda \), \( \Lambda_x = \Lambda + x = \{ k \in \mathbb{Z}^d : k - x \in \Lambda \} \) for \( \Lambda \subset \mathbb{Z}^d \), and \( u_{\Lambda}^{\min} = \min_{k \in \Lambda} |u(k)| \).

**Lemma 3.22 (A priori bound).** Let Assumption (C) be satisfied, \( \Gamma \subset \mathbb{Z}^d \), \( m > 0 \) and \( s \in (0, 1) \).

(a) Then there is a constant \( C_s \), depending only on \( d, \rho, u, m \) and \( s \), such that for all \( z \in \mathbb{C} \setminus \mathbb{R} \) with \( |z| \leq m \), all \( x, y \in \Gamma \) and all \( b_x, b_y \in \mathbb{Z}^d \) with \( x \in \Theta_{b_x} \) and \( y \in \Theta_{b_y} \)

\[
\mathbb{E}_N\left( |G_{\Gamma}(z; x, y)|^{s/(2|\Theta|)} \right) \leq C_s \Xi_s(\lambda),
\]

where \( \Xi_s(\lambda) = \max\{\lambda^{-s/(2|\Theta|)}; \lambda^{-2s}\} \) and \( N = \{b_x, b_y\} \cup N(b_x) \cup N(b_y) \).

(b) Then there is a constant \( D_s \), depending only on \( d, \rho, u \) and \( s \), such that for all \( z \in \mathbb{C} \setminus \mathbb{R} \), all \( x, y \in \Gamma \) and all \( b_x, b_y \in \mathbb{Z}^d \) with

\[
x \in \Theta_{b_x} \cap \Gamma \subset \partial^+ \Theta_{b_x} \quad \text{and} \quad y \in \Theta_{b_y} \cap \Gamma \subset \partial^+ \Theta_{b_y}
\]

we have

\[
\mathbb{E}_{(b_x, b_y)}\left( |G_{\Gamma}(z; x, y)|^s \right) \leq D_s \lambda^{-s}.
\]

**Proof.** First we prove (a). Fix \( x, y \in \Gamma \) and choose \( b_x, b_y \in \mathbb{Z}^d \) in such a way that \( x \in \Theta_{b_x} \) and \( y \in \Theta_{b_y} \). This is always possible, and sometimes even with a choice \( b_x = b_y \). However, we assume \( b_x \neq b_y \). The case \( b_x = b_y \) is similar but easier. Let us note that \( \Theta_{b_x} \) and \( \Theta_{b_y} \) are not necessarily disjoint. We apply Lemma 3.7 with \( \Lambda_1 = (\Theta_{b_x} \cup \Theta_{b_y}) \cap \Gamma \) and \( \Lambda_2 = \Lambda^+ \cap \Gamma \) and obtain

\[
p^\Gamma_{\Lambda_1} (H_{\Gamma} - z)^{-1}(p^\Gamma_{\Lambda_1})^* = \left( H_{\Lambda_1} - z + p_{\Lambda_1} \Delta p^*_{\partial^{+}\Lambda_1} (K - z)^{-1} p_{\partial^{+}\Lambda_1} \Delta p^*_{\Lambda_1} \right)^{-1} \quad (3.35)
\]

where

\[
K = H_{\partial^{+}\Lambda_1} - p^*_{\partial^{+}\Lambda_1} B^\Lambda_{\Gamma} (p^*_{\partial^{+}\Lambda_1})^*.
\]

We note that \( B^\Lambda_{\Gamma} \) depends only on the potential values \( V_{\omega}(k), k \in \Gamma \setminus \Lambda^+ \) and is hence independent of \( \omega_k, k \in \{b_x, b_y\} \cup N(b_x) \cup N(b_y) \). We also note that \( K \) is independent of \( \omega_{b_x} \) and \( \omega_{b_y} \), and that the potential values \( V_{\omega}(k), k \in \partial^+ \Lambda_1 \) depend monotonically on \( \omega_k, k \in N(b_x) \cup N(b_y) =: N' \), by Assumption (C).

More precisely, we can decompose \( K : \ell^2(\partial^+ \Lambda_1) \to \ell^2(\partial^+ \Lambda_1) \) according to

\[
K = A + \lambda \sum_{k \in N'} \omega_k V_k
\]
3.3. Boundedness of fractional moments

with some $A, V : \ell^2(\partial^\alpha \Lambda) \to \ell^2(\partial^\alpha \Lambda)$ and the properties that $A$ is independent of $\omega_k$, $k \in N'$, and $V := \sum_{k \in N'} V_k$ is diagonal and strictly positive definite with $V \geq u_{\min}^{\partial \Theta}$. We fix $v \in N'$ and obtain with the transformation $\omega_v = \zeta_v$ and $\omega_i = \zeta_v + \zeta_i$ for $i \in N' \setminus \{v\}$ for all $t \in (0, 1)$

\[
\mathbb{E}_{N'}\left(\| (K - z)^{-1} \|^t \right) = \int_{[-R,R]^{N'}} \| (A - z + \lambda \sum_{k \in N'} \omega_k V_k)^{-1} \|^t \prod_{k \in N'} \rho(\omega_k) d\omega_k
\]

\[
\leq \| \rho \|^{|N'|-1} \int_{[-S,S]^{N'}} \| (\hat{A} + \zeta_v \lambda V)^{-1} \|^t \rho(\zeta_v) d\zeta_v \prod_{i \in N' \setminus \{v\}} d\zeta_i \tag{3.36}
\]

where $S = 2R$ and $\hat{A} = A - z + \lambda \sum_{k \in N' \setminus \{v\}} \zeta_i V_i$. The monotone spectral averaging estimate in Lemma 3.5 gives for $t \in (0, 1)$

\[
\mathbb{E}_{N'}\left(\| (K - z)^{-1} \|^t \right) \leq \frac{\| \rho \|^{|N'|-1} (4R)^{|N'|-1} (C_W |\partial^\alpha \Lambda| \| \rho \|_{\infty})^t}{(u_{\min}^{\partial \Theta})^t}.
\]

Hence there is a constant $C_1(t)$ depending only on $\rho$, $u$, $d$, $\Lambda$ and $t$, such that

\[
\mathbb{E}_{N'}\left(\| (K - z)^{-1} \|^t \right) \leq \frac{C_1(t)}{\lambda^t}. \tag{3.37}
\]

We use the notation $u_j$ for the translates of $u$, i.e. $u_j(x) = u(x - j)$ for all $j, x \in \mathbb{Z}^d$, as well as for the corresponding multiplication operator. The operator $H_{\Lambda} = -\Delta_{\Lambda} + V_{\Lambda}$ can be decomposed in $H_{\Lambda} = A' + \lambda \omega_{b_x} V_x + \lambda \omega_{b_y} V_y$, where the multiplication operators $V_x, V_y : \ell^2(\Lambda) \to \ell^2(\Lambda)$ are given by $V_x(k) = u_{b_x}(k)$ and $V_y(k) = u_{b_y}(k)$, and where $A' = -\Delta_{\Lambda} + \lambda \sum_{k \in \mathbb{Z}^d \setminus \{b_x, b_y\}} \omega_k u_k$. Notice that $V_x$ is invertible on $\Theta_{b_x}$ and $V_y$ is invertible on $\Theta_{b_y}$. Hence there exists an $\alpha \in (0, 1]$ such that $V_x + \alpha V_y$ is invertible on $\Lambda$. By Eq. (3.35) and this decomposition we have for all $t \in (0, 1)$

\[
E = \mathbb{E}_{\{b_x, b_y\}}\left(\| p_{\Lambda}^i (H_{\Lambda} - z)^{-1} (p_{\Lambda}^i)^* \|^{t/|\Lambda|} \right)
\]

\[= \int_{-R}^R \int_{-R}^R \| (A' + \lambda \omega_{b_x} V_x + \lambda \omega_{b_y} V_y)^{-1} \|^{t/|\Lambda|} \rho(\omega_{b_x}) \rho(\omega_{b_y}) d\omega_{b_x} d\omega_{b_y},
\]

where

\[A' = \hat{A}' - z + p_{\Lambda} \Delta p_{\partial^\alpha \Lambda} (K - z)^{-1} p_{\partial^\alpha \Lambda} \Delta p_{\Lambda}^*.
\]

Notice that $\hat{A}'$ and $K$ are independent of $\omega_{b_x}$ and $\omega_{b_y}$. Set $V := V_x + \alpha V_y$ with $\alpha \in (0, 1]$ to be chosen later. We use the transformation $\omega_{b_x} = \zeta_x, \omega_{b_y} = \alpha \zeta_x + \zeta_y$ and obtain by Lemma 3.3

\[
E \leq \| \rho \|_{\infty} \int_{-2R}^{2R} \int_{-2R}^{2R} \| (A' + \zeta_y \lambda V_y + \zeta_x \lambda V)^{-1} \|^{t/|\Lambda|} \rho(\zeta_x) \rho(\zeta_y) d\zeta_x d\zeta_y
\]
The norm of $A'$ can be estimated as

$$\|A'\| \leq 2d + (|\Omega| - 1)\|u\|_\infty + m + (2d)^2\|(K - z)^{-1}\|.$$  

For the norm of $V_y$ and $V$ we have $\|V_y\| \leq \|u\|_\infty$ and $\|V\| \leq 2\|u\|_\infty$. To estimate the determinant of $V$ we set $v_i = (u(i - b_x), u(i - b_y))^T \in \mathbb{R}^2$ for $i \in \Lambda_1$, and $r = (1, \alpha)^T \in \mathbb{R}^2$. Then,

$$|\det V| = \prod_{i \in \Lambda_1} |u(i - b_x) + \alpha u(i - b_y)| = \prod_{i \in \Lambda_1} \|v_i\| |\langle r, v_i / \|v_i\| \rangle|.$$  

Since we can choose $\alpha \in (0, 1]$ in such a way that the distance of $r$ to each hyperplane $H_i = \{x_1, x_2 \in \mathbb{R} : u(i - b_x)x_1 + u(i - b_y)x_2 = 0\}, i \in \Lambda_1$, is at least $d_0 = \sqrt{2}/(4(|\Lambda_1| + 1))$, we conclude using $\|v_i\| \geq \sqrt{2}u_{\min}^{\Theta}$

$$|\det V| \geq \prod_{i \in \Lambda_1} \|v_i\| d_0 \geq \left(\frac{u_{\min}^{\Theta}}{2(|\Lambda_1| + 1)}\right)^{|\Lambda_1|}.$$  

Putting all together we see that there are constants $C_2(t), C_3(t)$ and $C_4(t)$ depending only on $\rho, u, d, m, \Lambda_1$ and $t$, such that

$$E \leq \frac{C_2(t)}{\lambda^t} + \frac{C_3(t)}{\lambda^t/|\Lambda_1|} + \frac{C_4(t)}{\lambda^t/|\Lambda_1|} \|(K - z)^{-1}\|^{t(|\Lambda_1| - 1)/|\Lambda_1|}.$$  

(3.38)

If we average with respect to $\omega_k, k \in \mathcal{N}(b_x) \cup \mathcal{N}(b_y)$ we obtain by Eq. (3.37)

$$\mathbb{E}_{\mathcal{N}(b_x) \cup \mathcal{N}(b_y)}(E) \leq \frac{C_2(t)}{\lambda^t} + \frac{C_3(t)}{\lambda^t/|\Lambda_1|} + \frac{C_4(t)}{\lambda^t/|\Lambda_1|} C_1((|\Lambda_1| - 1)/|\Lambda_1|).$$  

Notice that $1 \leq |\Lambda_1| \leq 2|\Theta|$. Now we choose $t = s|\Lambda_1|/(2|\Theta|)$ and eliminate $\Lambda_1$ from the constants $C_1(t), C_2(t), C_3(t)$ and $C_4(t)$ by maximizing them with respect to $|\Lambda_1| \in \{1, \ldots, 2|\Theta|\}$. We obtain that there are constants $\tilde{C}_1(s), \tilde{C}_2(s)$ and $\tilde{C}_3(s)$, depending only on $\rho, u, d, m, s$ such that

$$\mathbb{E}_{\mathcal{N}}\left(\|p_{\Lambda_1}^T (H_{\Gamma} - z)^{-1} (p_{\Lambda_1}^T)^* \|_{\frac{1}{2|m|}}\right) \leq \frac{\tilde{C}_1(s)}{\lambda^{|\Lambda_1|/|\Theta|}} + \frac{\tilde{C}_2(s)}{\lambda^{|\Lambda_1|/|\Theta|}} + \frac{\tilde{C}_3(s)}{\lambda^{|2|\Lambda_1| - 1|/|\Theta|}} \leq (\tilde{C}_1(s) + \tilde{C}_2(s) + \tilde{C}_3(s))\Xi_4(\lambda).$$  
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In the last estimate we have distinguished the cases $\lambda \geq 1$ and $\lambda < 1$ and used the fact that $1 \leq |\Lambda| \leq 2|\Theta|$. This completes the proof of part (a).

To prove (b) we fix $x, y \in \Gamma$ and $b_x, b_y \in \mathbb{Z}^d$ with $x \in \Theta_{b_x} \cap \Gamma \subset \partial \Theta_{b_x}$ and $y \in \Theta_{b_y} \cap \Gamma \subset \partial \Theta_{b_y}$. We again assume $b_x \neq b_y$. The case $b_x = b_y$ is similar but easier. We apply Lemma 3.6 with $\Lambda = (\Theta_{b_x} \cup \Theta_{b_y}) \cap \Gamma$ and obtain

$$p^\Gamma_{\Lambda}(H_{\Gamma} - z)^{-1}(p^\Gamma_{\Lambda})^* = (H_{\Lambda} - B^\Lambda_{\Gamma} - z)^{-1}.$$

Notice that $B^\Lambda_{\Gamma}$ is independent of $\omega_k$, $k \in \{b_x, b_y\}$. By assumption, the potential values in $\Lambda$ depend monotonically on $\omega_{b_x}$ and $\omega_{b_y}$. More precisely, we can rewrite the potential in the form $V_{\Lambda} = A + \omega_{b_x} \lambda V_x + \omega_{b_y} \lambda V_y$ with the properties that $A$ is independent of $\omega_k$, $k \in \{b_x, b_y\}$, and $V = V_x + V_y$ is strictly positive definite with $V \geq u^{p_{\text{min}}}$. We proceed similarly as in Ineq. (3.36), namely with the substitution $\omega_{b_x} = \zeta_x$ and $\omega_{b_y} = \zeta_x + \zeta_y$, and obtain using monotone spectral averaging from Lemma 3.5 the estimate

$$E_{\{b_x, b_y\}} \left( \| p^\Gamma_{\Lambda}(H_{\Gamma} - z)^{-1}(p^\Gamma_{\Lambda})^* \|^s \right) \leq \| \rho \|_{\infty} 4R \left( |\Lambda| u^{p_{\text{min}}} \| \rho \|_{\infty} \right)^s.$$

We estimate $|\Lambda| \leq 2|\Theta|$ and obtain part (b).

**Remark 3.23.** Note that even if Assumption (C) is not satisfied we obtain the bound (3.38), namely

$$E_{\{b_x, b_y\}} \left( \| p^\Gamma_{\Lambda}(H_{\Gamma} - z)^{-1}(p^\Gamma_{\Lambda})^* \|^{|\Lambda|} \right) \leq \frac{C_2(t)}{\lambda^t} + \frac{C_3(t)}{\lambda^t|\Lambda|} + \frac{C_4(t)}{\lambda^t} \| (K - z)^{-1} \|^{|\Lambda|^{-1}}.$$
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In this section we show Theorem 2.2, i.e. that the so called finite volume criterion implies exponential decay of the Green function. Together with the a-priori bound (Lemma 3.22) this gives us Theorem 2.3 which will be proven at the end of this section.

We again consider “depleted” Hamiltonians, as already introduced in the one-dimensional setting in Section 3.2, to formulate a geometric resolvent formula. Let $\Lambda \subset \Gamma \subset \mathbb{Z}^d$ be arbitrary sets. We define the depleted Laplace operator $\Delta^\Lambda_{\Gamma} : \ell^2(\Gamma) \to \ell^2(\Gamma)$ by

$$\langle \delta_x, \Delta^\Lambda_{\Gamma} \delta_y \rangle := \begin{cases} 0 & \text{if } x \in \Lambda, \ y \in \Gamma \setminus \Lambda \text{ or } y \in \Lambda, \ x \in \Gamma \setminus \Lambda, \\ \langle \delta_x, \Delta_{\Gamma} \delta_y \rangle & \text{else} \end{cases}$$
and the depleted Hamiltonian $H^\Lambda_{\Gamma} : \ell^2(\Gamma) \rightarrow \ell^2(\Gamma)$ by

$$H^\Lambda_{\Gamma} := -\Delta^\Lambda_{\Gamma} + V_{\Gamma}.$$  

Let further $T^\Lambda_{\Gamma} := \Delta_{\Gamma} - \Delta^\Lambda_{\Gamma}$ be the difference between the the “full” Laplace operator and the depleted Laplace operator. For $z \in \mathbb{C} \setminus \mathbb{R}$ and $x, y \in \Gamma$ we use the notation $G^\Lambda_{\Gamma}(z) := (H^\Lambda_{\Gamma} - z)^{-1}$ and $G^\Lambda_{\Gamma}(z; x, y) := \langle \delta_x, G^\Lambda_{\Gamma}(z)\delta_y \rangle$. To formulate a geometric resolvent formula we apply the second resolvent identity and obtain for arbitrary sets $\Lambda \subset \Gamma \subset \mathbb{Z}^d$

$$G_{\Gamma}(z) = G^\Lambda_{\Gamma}(z) + G_{\Gamma}(z)T^\Lambda_{\Gamma}G^\Lambda_{\Gamma}(z) = G^\Lambda_{\Gamma}(z) + G^\Lambda_{\Gamma}(z)T^\Lambda_{\Gamma}G_{\Gamma}(z). \quad (3.39)$$

In contrast to the one-dimensional case from Section 3.2 it will be necessary to use an iterated version of this formula. Namely, two applications of the resolvent identity give

$$G_{\Gamma}(z) = G^\Lambda_{\Gamma}(z) + G^\Lambda_{\Gamma}(z)T^\Lambda_{\Gamma}G^\Lambda_{\Gamma}(z) + G^\Lambda_{\Gamma}(z)T^\Lambda_{\Gamma}G_{\Gamma}(z)T^\Lambda_{\Gamma}G^\Lambda_{\Gamma}(z). \quad (3.40)$$

**Remark 3.24.** Notice that $G^\Lambda_{\Gamma}(z; x, y) = G_{\Lambda}(z; x, y)$ if $x, y \in \Lambda$, $G^\Lambda_{\Gamma}(z; x, y) = 0$ if $x \in \Lambda$ and $y \notin \Lambda$ or vice versa, and that $G^\Lambda_{\Gamma}(z) = G^\Lambda_{\Gamma}(z)$. If $\Gamma \setminus \Lambda$ decomposes into at least two components which are not connected, and $x$ and $y$ are not in the same component, then we also have $G^\Lambda_{\Gamma}(z; x, y) = 0$.

Since $\Gamma$ is not necessarily the whole lattice $\mathbb{Z}^d$, it may be that terms of the type $G_{\Gamma}(z; i, j)$ occur for some $\Gamma \subset \mathbb{Z}^d$ and some $i \notin \Gamma$ or $j \notin \Gamma$. In this case we use the convention that $G_{\Gamma}(z; i, j) = 0$.

To formulate the results of this section we introduce the following notation. For finite $\Gamma \subset \mathbb{Z}^d$ we denote by $\text{diam} \ \Gamma$ the diameter of $\Gamma$ with respect to the supremum norm, i.e. $\text{diam} \ \Gamma = \sup_{x, y \in \Gamma} |x - y|_\infty$. For $\Gamma \subset \mathbb{Z}^d$, $L \geq \text{diam} \ \Theta + 2$ and

$$B = \partial^d \Lambda_L,$$

we define for $x \in \mathbb{Z}^d$ the sets\footnote{Note that the sets $\hat{\Lambda}_x$, $\hat{W}_x$, $\Lambda_x$ and $W_x$ are not translates of certain sets $\hat{\Lambda}$, $\hat{W}$, $\Lambda$ and $W$. They are defined directly in dependence of $x \in \mathbb{Z}^d$ and $L \geq \text{diam} \ \Theta + 2$. Contrary, the sets $B_x$, $\Theta_b$ are translates of the sets $B$ and $\Theta$ by the vectors $x, b \in \mathbb{Z}^d$.}

$$\hat{\Lambda}_x := \{k \in \Gamma : k \in \Theta_b \text{ for some } b \in \Lambda_{L, x}\}$$

and

$$\hat{W}_x := \{k \in \Gamma : k \in \Theta_b \text{ for some } b \in B_x\}. \quad (3.41)$$

Recall that $\Lambda_{L, x} = \{k \in \mathbb{Z}^d : |k - x|_\infty \leq L\}$, $\Lambda_L = \Lambda_{L, 0}$, for $\Gamma \subset \mathbb{Z}^d$ and $x \in \mathbb{Z}^d$ we denote by $\Gamma_x = \Gamma + x = \{k \in \mathbb{Z}^d : k - x \in \Gamma\}$ the translate of $\Gamma$ and by $\Gamma^+ = \Gamma \cup \partial^d \Gamma$ the thickened set. Hence $\hat{W}_x$ is the union of translates of $\Theta$ along
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the sides of $B_x$, restricted to the set $\Gamma$. For $\Gamma \subset \mathbb{Z}^d$ we can now introduce the sets

$$\Lambda_x := \hat{\Lambda}_x^+ \cap \Gamma \quad \text{and} \quad W_x := \hat{W}_x^+ \cap \Gamma$$

which will play a role in the assertions below. See also Fig. 3.3 for an illustration of the set $W_x$.

**Theorem 3.25 (Finite volume criterion).** Suppose that Assumption (C) is satisfied, let $\Gamma \subset \mathbb{Z}^d$, $L \geq \text{diam } \Theta + 2$, $z \in \mathbb{C} \setminus \mathbb{R}$ with $|z| \leq m$ and $s \in (0, 1/3)$. Then there exists a constant $B_s$ which depends only on $d$, $\rho$, $u$, $m$ and $s$, such that if the condition

$$b_s(\lambda, L, \Lambda) := \frac{B_s L^{3(d-1)}}{\lambda^{2s/(2|\Theta|)}} \sum_{w \in \partial W_x} \mathbb{E}(\|G_{\Lambda \backslash W_x}(z; x, w)\|^{s/(2|\Theta|)}) < b \quad (3.42)$$

is satisfied for some $b \in (0, 1)$, arbitrary $\Lambda \subset \Gamma$, and all $x \in \Lambda$, then for all $x, y \in \Gamma$

$$\mathbb{E}(\|G_{\Gamma}(z; x, y)\|^{s/(2|\Theta|)}) \leq A e^{-\mu |x - y|_\infty}.$$  

Here

$$A = \frac{C_s \Xi_s(\lambda)}{b} \quad \text{and} \quad \mu = \frac{|\ln b|}{L + \text{diam } \Theta + 2},$$

with $C_s$ inherited from the a priori bound (Lemma 3.22).

**Remark 3.26.** Note that $\Gamma \setminus W_x$ decomposes into two components which are not connected, so that the sum in (3.42) runs over the sites $r$ related to only one of these components, which is always compact, regardless of the choice of $\Gamma$. It then follows that in order to establish the exponential falloff of the Green function it suffices to consider the decay properties of the Green function for the Hamiltonians defined on finite sets. The finite volume criterion derives its name from this fact.

The strategy for the proof is reminiscent of the one developed in [ASFH01] and is aimed to derive a following bound on the average Green function.

**Lemma 3.27.** Let $\Gamma \subset \mathbb{Z}^d$, $s \in (0, 1/3)$, $m > 0$, Assumption (C) be satisfied and $b_s(\lambda, L, \Lambda)$ be the constant from Theorem 3.25. Then we have for all $x, y \in \Gamma$ with $y \notin \Lambda_x$ and all $z \in \mathbb{C} \setminus \mathbb{R}$ with $|z| \leq m$ the bound

$$\mathbb{E}(\|G_{\Gamma}(z; x, y)\|^{s/(2|\Theta|)}) \leq \frac{b_s(\lambda, L, \Gamma)}{|\partial^\Lambda \Lambda_x|} \sum_{r \in \partial^\Lambda \Lambda_x} \mathbb{E}(\|G_{\Gamma \backslash \Lambda_x}(z; r, y)\|^{s/(2|\Theta|)}). \quad (3.43)$$

**Remark 3.28.** Inequality may be iterated, each iteration resulting in an additional factor of $b_s(\lambda, L, \Gamma)$. Note that each iteration step brings in Green functions that correspond to modified domains.
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Figure 3.3: Illustration of the geometric setting and Eq. (3.44) in the case $d = 2$, $\Gamma = \{ x \in \mathbb{Z}^2 : x_1 \geq 0 \}$, $x = 0$ and $\Theta = ([-2,2]^2 \cup [4,6]^2) \cap \mathbb{Z}^2$. The light grey region is the set $\hat{W}_x$ and the black square is the sphere $B_x$.

The finite volume criterion is a direct corollary of Lemma 3.27.

Proof of Theorem 3.25. Inequality (3.43) can be iterated as long as the resulting sequence $(x, r^{(1)}, \ldots, r^{(n)})$ do not get closer to $y$ than the distance $\tilde{L} = L + \text{diam} \Theta + 2$.

If $|x - y|_\infty \geq \tilde{L}$, we iterate Ineq. (3.43) exactly $\lfloor |x - y|_\infty / \tilde{L} \rfloor$ times, use the a-priori bound from Lemma 3.22 and obtain

$$\mathbb{E}\left( |G_{\Gamma}(z; x, y)|^{s/(2|\Theta|)} \right) \leq C_s \Xi_s(\lambda) \leq \frac{C_s \Xi_s(\lambda)}{b} e^{-\mu |x - y|_\infty},$$

with $\mu = |\ln b| / \tilde{L}$. If $|x - y|_\infty < \tilde{L}$, we use Lemma 3.22 and see that

$$\mathbb{E}\left( |G_{\Gamma}(z; x, y)|^{s/(2|\Theta|)} \right) \leq C_s \Xi_s(\lambda) \leq \frac{C_s \Xi_s(\lambda)}{b} e^{-\mu |x - y|_\infty}. \quad \Box$$

To facilitate the proof of Lemma 3.27 we introduce some extra notation first. Namely, for a set $\Lambda \subset \mathbb{Z}^d$, we define the bond-boundary $\partial^B \Lambda$ of $\Lambda$ as

$$\partial^B \Lambda = \left\{ (u, u') \in \mathbb{Z}^d \times \mathbb{Z}^d : u \in \Lambda, \ u' \in \mathbb{Z}^d \setminus \Lambda, \ \text{and} \ |u - u'|_1 = 1 \right\}.$$  

Proof of Lemma 3.27. Fix $x, y \in \Gamma$ with $y \not\in \Lambda_x$ and set $n = 2|\Theta|$. It follows from our definition, that the randomness of $H_\Gamma$ at sites $\partial^B \hat{W}_x \cap \Gamma$ does not depend
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on the random variables $\omega_k$ for any $b \in B_x$, and depends monotonically on the random variables $\omega_k$ for $k \in \partial^o B_x$ (by Assumption (C)). A similar statement holds for the randomness at sites $\partial^o W_x \cap \Gamma$. We also note that $x, y \notin W_x$ by our definition of $L$ and since $0 \in \Theta$. We now choose $\Lambda = \hat{W}_x$ in Eq. (3.40) and compute the Green function at $(x, y)$:

$$G_\Gamma(z; x, y) = G_\Gamma^{W_x}(z; x, y) + \langle \delta_x, G_\Gamma^{W_x}(z)T_\Gamma^{W_x}G_\Gamma^{W_x}(z)\delta_y \rangle + \langle \delta_x, G_\Gamma^{W_x}(z)T_\Gamma^{W_x}G_\Gamma^{W_x}(z)T_\Gamma^{W_x}G_\Gamma^{W_x}(z)\delta_y \rangle.$$

Using Remark 3.24 one can easily check that the first two contributions vanish, thus

$$G_\Gamma(z; x, y) = \sum_{(u', u) \in \partial^B W_x} G_\Gamma^{W_x}(z; x, u)G_\Gamma(z; u', v)G_\Gamma^{W_x}(z; v', y). \quad (3.44)$$

See Fig. 3.3 for the geometric setting and an illustration of Eq. (3.44). Note that $u, v' \in \partial^o W_x$, while $u', v \in W_x$. By construction, the set $\Gamma \setminus W_x$ decomposes into at least two components which are not connected: One of them contains $x$, another $y$. More than two components may occur if $\Gamma$ or $\Theta$ are not connected, see again Fig. 3.3. By Remark 3.24, the summands in Eq. (3.44) are only non-zero if $u$ is in the $x$-component of $\Gamma \setminus \hat{W}_x$ and $v'$ is in the $y$-component of $\Gamma \setminus \hat{W}_x$. This leads us to the definition of a subset of $\partial^B \hat{W}_x$. We say that $(u, u') \in \partial^B \hat{W}_x$ if $(u, u') \in \partial^B \hat{W}_x$ and $u'$ is in the $x$-component of $\Gamma \setminus \hat{W}_x$. For $\partial^B \hat{W}_x, \partial^B W_x$ and $\partial^B W_x$ we use the analogous definitions.

To get the estimate (3.43) we first want to average the fractional moment of the Green function with respect to random variables $\{\omega_k\}_{k \in B_x}$. Note that Lemma 3.22 part (a) then guarantees that

$$\mathbb{E}_{B_x}(\{|G_\Gamma(z; u', v)|^{s/n}\}) \leq C_s \Xi_\lambda(\lambda). \quad (3.45)$$

However, although the first and the last Green functions in (3.44) do not depend on the random variables $\{\omega_k\}_{k \in B_x}$, they still depend on the random variables $\{\omega_k\}_{k \in B_x}$. To factor out this dependence, we apply (3.39) again, this time with $\Lambda = W_x$. Then we have for $u, v'$ as above the equalities

$$G_\Gamma^{W_x}(z; x, u) = \sum_{(w', u) \in \partial^B W_x} G_\Gamma^{W_x}(z; x, w)G_\Gamma^{W_x}(z; w', u)$$

and

$$G_\Gamma^{W_x}(z; v', y) = \sum_{(r', y) \in \partial^B W_x} G_\Gamma^{W_x}(z; v', r)G_\Gamma^{W_x}(z; r', y).$$
Notice that for \( w \) and \( r' \) as above, the Green functions \( G_{\Gamma}^{w}(z; x, w) \) and \( G_{\Gamma}^{w}(z; r', y) \) are independent of \( \{\omega_k\}_{k \in B^+_x} \). Putting everything together, we obtain

\[
E_{B^+_x}(|G_{\Gamma}(z; x, y)|^{s/n}) \leq \sum |G_{\Gamma}^{w}(z; x, w)|^{s/n} |G_{\Gamma}^{w}(z; r', y)|^{s/n} \times E_{B^+_x}(|G_{\Gamma}^{w}(z; w', u)G_{\Gamma}(z; u', v)G_{\Gamma}^{w}(z; v', r)|^{s/n}), \quad (3.46)
\]

where the sum on the right hand side runs over the bonds

\[
(u', u) \in \partial^B_x \hat{W}_x, \quad (v, v') \in \partial^B_y \hat{W}_x, \quad (r, r') \in \partial^B \hat{W}_x, \quad (w', w) \in \partial^B \hat{W}_x.
\]

To estimate the expectation of the product on the right hand side we note that by Hölder inequality it suffices to show that each of the Green functions raised to the fractional power \( 3s/n \) and averaged with respect to \( B^+_x \) is bounded in an appropriate way. For \( E_{B^+_x}(|G_{\Gamma}(z; u', v)|^{3s/n}) \) this follows from the a-priori bound (3.45). For the remaining two Green functions it seems at the first glance an appropriate way. For \( \varepsilon \) to the fractional power 3\( s/n \) and averaged with respect to \( B^+_x \) is actually monotone for these Green functions, and the standard argument of [AEN+06] for the monotone case establishes the required bounds. More precisely, we argue as follows. Since \( w', u \in \Gamma \setminus \hat{W}_x \), we have due to Remark 3.24 that

\[
G_{\Gamma}^{w}(z; w', u) = G_{\Gamma \setminus \hat{W}_x}(z; w', u).
\]

Notice that \( w', u \in \partial^\nu \hat{W}_x \). Hence there are \( b_1, b_2 \in \partial^\nu B_x \), such that \( w' \in \Theta_{b_1} \cap (\Gamma \setminus \hat{W}_x) \subset \partial \Theta_{b_1} \) and \( u \in \Theta_{b_2} \cap (\Gamma \setminus \hat{W}_x) \subset \partial \Theta_{b_2} \). For the Green function at \( (v', r) \) there exist \( b_3, b_4 \in \partial^\nu B_x \) with analogous properties. Thus we may apply Lemma 3.22 part (b) and obtain for all \( t \in (0, 1) \)

\[
E_{B^+_x}(|G_{\Gamma}^{w}(z; w', u)|^t) \leq D_t \lambda^{-t} \quad \text{and} \quad E_{B^+_x}(|G_{\Gamma}^{w}(z; v', r)|^t) \leq D_t \lambda^{-t}.
\]

The net result is a bound

\[
E_{B^+_x}(|G_{\Gamma}^{w}(z; w', u)G_{\Gamma}(z; u', v)G_{\Gamma}^{w}(z; v', r)|^{s/n}) \leq E_s \lambda^{-\frac{4s}{n}} \Xi_s(\lambda)
\]

where \( E_s = \max\{D_{3s/n}, C_{3s}\} \). Substitution into Ineq. (3.46) leads to the estimate

\[
E_{B^+_x}(|G_{\Gamma}(z; x, y)|^{s/n}) \leq E_s \lambda^{-\frac{4s}{n}} \Xi_s(\lambda) |\partial^B \hat{W}_x| |\partial^B \hat{W}_x| \times \sum_{(r, r') \in \partial^B \hat{W}_x \atop (w', w) \in \partial^B \hat{W}_x} |G_{\Gamma}^{w}(z; x, w)|^{s/n} |G_{\Gamma}^{w}(z; r', y)|^{s/n}. \quad (3.47)
\]
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Now we are in position to perform the expectation with respect to the rest of random variables. Note that the two remaining Green functions in (3.47) are stochastically independent. We take expectation in Ineq. (3.46) and use Remark 3.24 to get

\[ E \left( \left| G_{\Gamma}(z; x, y) \right|^{|s|/n} \right) \leq E \left( \frac{E, \tilde{\Phi}(\Theta, L)}{\lambda^{2s/n} z_{-1}(\lambda)} \cdot \sum_{(r, r') \in \partial^0 W_x} E \left( \left| G_{\Gamma \setminus W_x}(z; r', y) \right|^{|s|/n} \right) \right) \]

where

\[ \tilde{\Phi}(\Theta, L) = \left| \partial_x^B \tilde{W}_x \right| \left| \partial_y^B \tilde{W}_x \right| \sum_{(w', w) \in \partial^0 W_x} E \left( \left| G_{\Gamma \setminus W_x}(z; w) \right|^{|s|/n} \right) \cdot \sum_{r \in \partial^0 A_x} E \left( \left| G_{\Gamma \setminus A_x}(z; r, y) \right|^{|s|/n} \right) \]

Now we use the fact that each point of \( \partial^0 A_x \) shares the bond with at most \( 2d \) neighbors. Hence, if we set

\[ \Phi(\Theta, L) = 4d^2 |\partial_x^B \tilde{W}_x| |\partial_y^B \tilde{W}_x| |\partial^0 A_x| \sum_{w \in \partial^0 W_x} E \left( \left| G_{\Gamma \setminus W_x}(z; x, w) \right|^{|s|/n} \right), \]

we have the estimate

\[ E \left( \left| G_{\Gamma}(z; x, y) \right|^{|s|/n} \right) \leq \frac{E, \Phi(\Theta, L)}{\lambda^{2s/n} z_{-1}(\lambda)} \sum_{r \in \partial^0 A_x} E \left( \left| G_{\Gamma \setminus A_x}(z; r, y) \right|^{|s|/n} \right) \]

Finally, we can bound \( |\partial_x^B \tilde{W}_x|, |\partial_y^B \tilde{W}_x| \) and \( |\partial^0 A_x| \) by \( C_{d, \Theta} L^{d-1} \) with a constant \( C_{d, \Theta} \) depending only on \( d \) and \( \Theta \). Lemma 3.27 now follows by putting everything together.

**Proof of Theorem 2.3.** Notice that by Assumption (C) the random potential is uniformly bounded. Thus \( K := \sup_{\omega \in \Omega} ||H_{\omega}|| < \infty \). Choose \( M \geq 1 \) and \( m = K + M \). For \( |z| \leq m \) and each \( b \in (0, 1) \) we infer from the a-priori bound (Lemma 3.22) that condition (3.42) from Theorem 3.25 is satisfied if \( \lambda \) is sufficiently large.

For \( |z| \geq m \) we have \( \text{dist}(z, \sigma(H_{\Gamma})) \geq M \geq 1 \) for all \( \omega \). A Combes-Thomas argument (see [CT73], or Section 11.2 in [Kir08a] for an explicit calculation in the discrete setting) gives the bound

\[ |G_{\Gamma}(z; x, y)| \leq \frac{2}{M} e^{-\gamma |x-y|_1} \]

for \( |z| \geq m \) and arbitrary \( x, y \in \Gamma \), where \( \gamma := \min \left( 1, \ln \frac{M}{b} \right) \). Now taking first the fractional power and then the mathematical expectation gives the desired estimate on \( E \left( \left| G_{\Gamma}(z; x, y) \right|^{|s|/(2|s|)} \right) \). This finishes the proof.
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3.5. Exponential localization and application to the strong disorder regime; proof of Theorem 2.4 and 2.6

In this section we prove exponential localization in the case of sufficiently large disorder, i.e. that the continuous spectrum of \( H_\omega \) is empty almost surely and that the eigenfunctions corresponding to the eigenvalues of \( H_\omega \) decay exponentially.

The existing proofs of localization via the fractional moment method use either the Simon Wolff criterion, see e.g. [SW86, AM93, ASFH01], or the RAGE-Theorem, see e.g. [Aiz94, Gra94, AEN+06]. Neither dynamical nor spectral localization can be directly inferred from the behavior of the Green function using the existent methods for our model. The reason is that the random variables \( V_\omega(x), x \in \mathbb{Z}^d \), are not independent, while the dependence of \( H_\omega \) on the i.i.d. random variables \( \omega_k, k \in \mathbb{Z}^d \), is not monotone. In this section establish a new variant for concluding exponential localization from bounds on averaged fractional powers of Green function (without using the multiscale analysis). This is done by showing that fractional moment bounds imply the “typical output” of the multiscale analysis, i.e. the hypothesis of Theorem 2.3 in [vDK89]. Then one can conclude localization using existent methods. The results established in this section have already been published in [ETV10] and [ETV11].

Admittedly, for the discrete alloy-type model it is possible to show localization using the multiscale analysis. The two ingredients of the multiscale analysis are the initial length scale estimate and the Wegner estimate, compare assumptions (P1) and (P2) of [vDK89]. The initial length scale estimate is implied in the strong disorder regime by the exponential decay of an averaged fractional power of Green function, i.e. Theorem 2.3, using Chebyshev’s inequality. A Wegner estimate for the models considered here follows also from Theorem 2.3 using Lemma 3.30, whereas the papers [Ves10a, PTV11] establish a Wegner estimate for a larger class of single-site potentials, see also Chapter 4. Thus a variant of the multiscale analysis of [vDK89] yields pure point spectrum with exponential decaying eigenfunctions for almost all configurations of the randomness.

Apart from the strong disorder regime, the initial length scale estimate can be established in the weak disorder regime for low energies. In particular, Cao and Elgart [CE12] prove localization for the discrete alloy-type model on \( \ell^2(\mathbb{Z}^3) \) at weak disorder and low energies using the multiscale analysis. For the specific result on localization they assume one of the following assumptions:

(i) the single-site potential either decays exponentially,

(ii) \( \Theta \) is finite, \( k \in \mathbb{Z}^d \) is such that \( (\Theta - i) \cap \Theta = \emptyset \) for all \( 0 \neq i \in k\mathbb{Z}^d \), and the random potential is defined by \( V_\omega(x) = \sum_{i \in k\mathbb{Z}^3} \omega_k u(x - i) \).

Assumption (i) corresponds to the maximal random setting, while assumption (ii) corresponds to non-overlapping potentials.
3.5. Exponential localization and application to the strong disorder regime

In the strong disorder regime Krüger [Krü12] proves localization via multiscale analysis for a class of models including the discrete alloy-type model as a special case. Krüger uses some ideas of [Bou09] and establishes a Wegner-like estimate without the use of monotonicity.

For \( L > 0 \) and \( x \in \mathbb{Z}^d \) we denote by \( \Lambda_{L,x} = \{ y \in \mathbb{Z}^d : |x - y|_\infty \leq L \} \) the cube of side length \( 2L + 1 \). Let further \( m > 0 \) and \( E \in \mathbb{R} \). A cube \( \Lambda_{L,x} \) is called \((m, E)\)-regular (for a fixed potential), if \( E \not\in \sigma(H_{\Lambda_{L,x}}) \) and

\[
\sup_{w \in \partial \Lambda_{L,x}} |G_{\Lambda_{L,x}}(E; x, w)| \leq e^{-mL}.
\]

Otherwise we say that \( \Lambda_{L,x} \) is \((m, E)\)-singular. The next Proposition states that certain bounds on averaged fractional moments of the Green function imply the hypothesis of Theorem 2.3 in [vDK89] (without applying the induction step of the multiscale analysis). Recall that Assumption (E) means that \( \Theta \) is a finite set.

**Proposition 3.29.** Let Assumption (E) be satisfied, \( I \subset \mathbb{R} \) be a bounded interval and \( s \in (0, 1) \). Assume the following two statements:

(i) There are constants \( C, \mu \in (0, \infty) \) and \( L_0 \in \mathbb{N}_0 \) such that

\[
\mathbb{E}(|G_{\Lambda_{L,k}}(E + i\epsilon; x, y)|^s) \leq Ce^{-\mu|x-y|_\infty}
\]

for all \( k \in \mathbb{Z}^d, L \in \mathbb{N}, x, y \in \Lambda_{L,k} \) with \( |x - y|_\infty \geq L_0 \), all \( \epsilon \in (0, 1] \) and all \( E \in I \).

(ii) There is a constant \( C' \in (0, \infty) \) such that

\[
\mathbb{E}(|G_{\Lambda_{L,k}}(E + i\epsilon; x, x)|^s) \leq C'
\]

for all \( k \in \mathbb{Z}^d, L \in \mathbb{N}, x \in \Lambda_{L,k}, E \in I \) and all \( \epsilon \in (0, 1] \).

Then we have for all \( L \geq \max\{ 8 \ln(8)/\mu, L_0, -(8/5\mu) \ln(|I|/2) \} \) and all \( x, y \in \mathbb{Z}^d \) with \( |x - y|_\infty \geq 2L + \text{diam} \Theta + 1 \) that

\[
\mathbb{P}(\{ \omega \in \Omega : \forall E \in I \text{ either } \Lambda_{L,x} \text{ or } \Lambda_{L,y} \text{ is } (\mu/8, E)\text{-regular} \}) \geq 1 - 8|\Lambda_{L,x}|(|I| + 4C'|\Lambda_{L,x}|/\pi)e^{-\mu sL/8}.
\]

For the proof we shall need that the boundedness of a fractional power of a diagonal Green’s function element implies a Wegner estimate. Let us note that a Wegner estimate implies the boundedness of an averaged fractional power of the (finite-volume) Green function. At the moment we only know a proof where the bound depends polynomially on the volume of the cube.
Lemma 3.30. Let $I \subset \mathbb{R}$ be an interval, $s \in (0,1)$, $c > 0$, $L \in \mathbb{N}$ and $k \in \mathbb{Z}^d$. Assume there is a constant $C > 0$ such that

$$\mathbb{E}(|G_{\Lambda_{L,k}}(E+i\epsilon;x,x)|^s) \leq C$$

for all $x \in \Lambda_{L,k}$, $E \in I$ and all $\epsilon \in (0,c]$. Then we have for all $[a, b] \subset I$ with $0 < b - a \leq c$ that

$$\mathbb{E}(\text{Tr} \chi_{[a,b]}(H_{\Lambda_{L,k}})) \leq \frac{4C}{\pi} |b-a|^s |\Lambda_{L,k}|.$$ 

Proof. Let $[a, b] \subset I$ with $0 < b - a \leq c$. Since we have for any $\lambda \in \mathbb{R}$ and $0 < \epsilon \leq b - a$

$$\arctan \left( \frac{\lambda - a}{\epsilon} \right) - \arctan \left( \frac{\lambda - b}{\epsilon} \right) \geq \frac{\pi}{4} \chi_{[a,b]}(\lambda),$$

one obtains an inequality version of Stone's formula:

$$\langle \delta_x, \chi_{[a,b]}(H_{\Lambda_{L,k}})\delta_x \rangle \leq \frac{4}{\pi} \int_{[a,b]} \text{Im} \left\{ G_{\Lambda_{L,k}}(E+i\epsilon;x,x) \right\} dE \quad \forall \epsilon \in (0, b - a].$$

Using triangle inequality, $|\text{Im} z| \leq |z|$ for $z \in \mathbb{C}$, Fubini's theorem, $|G_{\Lambda_{L,k}}(E+i\epsilon;x,x)|^{1-s} \leq \text{dist}(\sigma(H_{\Lambda_{L,k}}),E+i\epsilon)^{s-1} \leq \epsilon^{s-1}$ and the hypothesis of the lemma, we obtain for all $\epsilon \in (0, b - a]$

$$\mathbb{E}(\text{Tr} \chi_{[a,b]}(H_{\Lambda_{L,k}})) \leq \mathbb{E} \left( \sum_{x \in \Lambda_{L,k}} \frac{4}{\pi} \int_{[a,b]} \text{Im} \left\{ G_{\Lambda_{L,k}}(E+i\epsilon;x,x) \right\} dE \right)$$

$$\leq \frac{\epsilon^{s-1}}{\pi/4} \sum_{x \in \Lambda_{L,k}} \mathbb{E} \left( |G_{\Lambda_{L,k}}(E+i\epsilon;x,x)|^s \right) dE$$

$$\leq 4\pi^{-1}\epsilon^{s-1}|\Lambda_{L,k}| |b-a|C.$$ 

We minimize the right hand side by choosing $\epsilon = b - a$ and obtain the statement of the lemma.

Proof of Proposition 3.29. By assumption (and Lemma 3.30) a Wegner estimate holds. Therefore, for any $L \in \mathbb{N}$ and any $k \in \mathbb{Z}^d$ the probability of finding an eigenvalue of $H_{\Lambda_{L,k}}$ in $[a, b] \subset I$ shrinks to zero as $b - a \to 0$. Hence, for each $E \in I$ there is a set $\Omega_E \subset \Omega$ with $\mathbb{P}(\Omega_E) = 1$, such that for all $k \in \mathbb{Z}^d$, $L \in \mathbb{N}$ and $\omega \in \Omega$ we have that $E$ is not an eigenvalue of $H_{\Lambda_{L,k}}$ and the resolvent of $H_{\Lambda_{L,k}}$ at $E$ is well defined. Lebesgue's Theorem gives for all $E \in I$

$$Ce^{-\rho|x-y|^{\infty}} \geq \lim_{\epsilon \to 0} \mathbb{E}(|G_{\Lambda_{L,x}}(E+i\epsilon;x,y)|^s) = \lim_{\epsilon \to 0} \int_{\Omega_E} |G_{\Lambda_{L,x}}(E+i\epsilon;x,y)|^s \mathbb{P}(d\omega).$$ 
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Note that for each $E \in I$, the function $\omega \mapsto G_{A_{y,x}}(E; x, y)$ is defined on a set of full $\mathbb{P}$-measure.

Set $n = \text{diam } \Theta + 1$. Fix $L \in \mathbb{N}$ with $L \geq \max \{8 \ln(8)/\mu, L_0\}$ and $x, y \in \mathbb{Z}^d$ such that $|x - y|_{\infty} \geq 2L + n$. For $\omega \in \Omega$ and $k \in \{x, y\}$ we define the sets

$$\Delta^k_{\omega} := \left\{ E \in I : \sup_{w \in \partial^1 A_{y,k}} |G_{A_{y,k}}(E; k, w)| > e^{-\mu L/8} \right\},$$

$$\hat{\Delta}^k_{\omega} := \left\{ E \in I : \sup_{w \in \partial^1 A_{y,k}} |G_{A_{y,k}}(E; k, w)| > e^{-\mu L/4} \right\},$$

and

$$\hat{B}_k := \left\{ \omega \in \Omega : \mathcal{L}(\hat{\Delta}^k_{\omega}) > e^{-5\mu L/8} \right\}.$$  \hspace{1cm} (3.48)

Since the resolvent of $H_{A_{y,k}}$ at $E$ is not defined if $E$ is an eigenvalue of $H_{A_{y,k}}$, let us emphasize that we want the eigenvalues of $H_{A_{y,k}}$ to be included in the sets $\Delta^k_{\omega}$ and $\hat{\Delta}^k_{\omega}$, $k \in \{x, y\}$. For $\omega \in \hat{B}_k$ we have

$$\sum_{w \in \partial^1 A_{y,k}} \int_I |G_{A_{y,k}}(E; k, w)|^s dE = \sum_{w \in \partial^1 A_{y,k}} \int_I |G_{A_{y,k}}(E; k, w)|^s dE \geq \int_{\Delta^k_{\omega}} \sup_{w \in \partial^1 A_{y,k}} |G_{A_{y,k}}(E; k, w)|^{s/N} dE > e^{-5\mu L/8} e^{-\mu L/4} > e^{-7\mu L/8}.$$  \hspace{1cm} (3.49)

Note again, that the integrands of the above equation are defined on a set of full Lebesgue measure. Using Hypothesis (i) of the assertion, we obtain

$$\mathbb{P}(\hat{B}_k) < e^{7\mu L/8} \sum_{w \in \partial^1 A_{y,k}} \int_{B_k} \int_I |G_{A_{y,k}}(E; k, w)|^s \chi_{\{E \notin \sigma(H_{A_{y,k}})\}}(E) dE d\mathbb{P}(d\omega) \leq e^{7\mu L/8} \sum_{w \in \partial^1 A_{y,k}} \int_{B_k} \int_I |G_{A_{y,k}}(E; k, w)|^s \chi_{\{E \notin \sigma(H_{A_{y,k}})\}}(E) \mathbb{P}(d\omega) dE \leq |A_{y,k}| |I| Ce^{-\mu L/8}.$$  \hspace{1cm} (3.50)

For $k \in \{x, y\}$ we denote by $\sigma(H_{A_{y,k}}) = \{E_{\omega,k}^i\}_{i=1}^{\left\lfloor A_{y,k} \right\rfloor}$ the spectrum of $H_{A_{y,k}}$. We claim that for $k \in \{x, y\}$,

$$\omega \in \Omega \setminus \hat{B}_k \Rightarrow \Delta^k_{\omega} \subset \bigcup_{i=1}^{\left\lfloor A_{y,k} \right\rfloor} [E_{\omega,k}^i - \delta, E_{\omega,k}^i + \delta] =: I_{\omega,k}(\delta), \quad \text{where } \delta = 2e^{-\mu L/8}. \quad \text{Indeed,} \quad \text{suppose that } E \in \Delta^k_{\omega} \setminus \{E_{\omega,k}^1, \ldots, E_{\omega,k}^{\left\lfloor A_{y,k} \right\rfloor}\} \text{ and } \text{dist}(E, \sigma(H_{A_{y,k}})) > \delta. \text{ Then there exists } w \in \partial^1 A_{y,k} \text{ such that } |G_{A_{y,k}}(E; k, w)| > 63
\( e^{-\mu L/4} \). For any \( E' \) with \( |E - E'| \leq 2e^{-5\mu L/8} \) we have \( \delta - |E - E'| \geq e^{-\mu L/8} \geq 2e^{-3\mu L/8} \) since \( L \geq 8 \ln(8)/\mu \). Moreover, the first resolvent identity and the estimate \( \|(H - E)^{-1}\| \leq \text{dist}(E, \sigma(H))^{-1} \) for selfadjoint \( H \) and \( E \in \mathbb{C} \setminus \sigma(H) \) implies

\[
|G_{\Lambda, k}(E; k, w) - G_{\Lambda, k}(E'; k, w)| \leq |E - E'| \cdot \|G_{\Lambda, k}(E)\| \cdot \|G_{\Lambda, k}(E')\| \leq \frac{1}{2} e^{-\mu L/8},
\]

and hence

\[
|G_{\Lambda, k}(E'; k, w)| > \frac{e^{-\mu L/8}}{2} \geq e^{-\mu L/4}
\]

for \( L \geq 8 \ln(8)/\mu \). We infer that \( [E - 2e^{-5\mu L/8}, E + 2e^{-5\mu L/8}] \cap I \subset \tilde{\Delta}^k \) and conclude \( \mathcal{L}\{\tilde{\Delta}^k\} \geq 2e^{-5\mu L/8} \), since \( |I| \geq 2e^{-5\mu L/8} \) by assumption. This is however impossible if \( \omega \in \Omega \setminus \tilde{B}_k \) by (3.48), hence the claim (3.49) follows.

In the following step we use Hypothesis (ii) of the assertion and Lemma 3.30 to deduce a Wegner-type estimate. More precisely, we have for all \([a, b] \subset I \) with \( 0 < b - a \leq 2 \) the Wegner estimate

\[
\mathbb{E}(\text{Tr} \chi_{[a, b]}(H_{\Lambda, x})) \leq 4\pi^{-1}C''|b - a|^s|\Lambda_{L,x}| =: C_W|b - a|^s|\Lambda_{L,x}|. \tag{3.50}
\]

Now we want to estimate the probability of the event \( B_{\text{res}} := \{ \omega \in \Omega : I \cap I_{\omega,x}(\delta) \cap I_{\omega,y}(\delta) \neq \emptyset \} \) that there are “resonant” energies for the two box Hamiltonians \( H_{\Lambda, x} \) and \( H_{\Lambda, y} \). For this purpose we denote by \( \Lambda'_{L,x} \) the set of all lattice sites \( k \in \mathbb{Z}^d \) whose coupling constant \( \omega_k \) influences the potential in \( \Lambda_{L,x} \), i.e. \( \Lambda'_{L,x} = \bigcup_{x \in \Lambda_{L,x}} \{ k \in \mathbb{Z}^d : u(x - k) \neq 0 \} \). Notice that the expectation in Ineq. (3.50) may therefore be replaced by \( \mathbb{E}_{\Lambda'_{L,x}} \). Moreover, since \( |x - y|_\infty \geq 2L + n \), the operator \( H_{\Lambda, y} \) and hence the eigenvalues \( E_{\omega,y,i} \), \( i \in \{1, \ldots, |\Lambda_{L,y}|\} \) are independent of \( \omega_k \), \( k \in \Lambda'_{L,x} \). To estimate the probability of \( B_{\text{res}} \) we use the product structure of the measure and denote

\[
\mathbb{P}_\Gamma = \prod_{k \in \Gamma} \mu \quad \text{for} \quad \Gamma \subset \mathbb{Z}^d, \quad \Omega \ni \omega = (\omega_1, \omega_2) \in \Omega_{\Lambda'_{L,x}} \times \Omega_{\mathbb{Z}^d \setminus \Lambda'_{L,x}},
\]

and for each \( \omega_2 \in \Omega_{\mathbb{Z}^d \setminus \Lambda'_{L,x}} \) we define \( \tilde{B}_{\text{res}}(\omega_2) = \{ \omega_1 \in \Omega_{\Lambda'_{L,x}} : (\omega_1, \omega_2) \in B_{\text{res}} \} \). Since the eigenvalues \( E_{\omega,y,i} \), \( i \in \{1, \ldots, |\Lambda_{L,y}|\} \) are independent of \( \omega_k \), \( k \in \Lambda'_{L,x} \), we obtain for any \( \omega_2 \in \Omega_{\mathbb{Z}^d \setminus \Lambda'_{L,x}} \) using Čebyšev’s inequality and the estimate (3.50) that

\[
\mathbb{P}_{\Lambda'_{L,x}}(\tilde{B}_{\text{res}}(\omega_2)) \leq \sum_{i=1}^{|\Lambda_{L,y}|} \mathbb{P}_{\Lambda'_{L,x}}(\{ \omega_1 \in \Omega_{\Lambda'_{L,x}} : \text{Tr} \chi_{I \cap I_{\omega,y}^{25,5}}(H_{\Lambda, x}) \geq 1 \})
\]
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\[ \leq \sum_{i=1}^{\text{\# of intervals}} \mathbb{E}_{\Lambda_{L,x}} \left( \text{Tr}(\chi_{I\cap[E_{i},E_{i}+2\delta]}(H_{\Lambda_{L}})) \right) \]

\[ \leq |\Lambda_{L,y}| C_{W}(4\delta)^{s}|\Lambda_{L,x}|. \]

Consequently, we get by Fubini’s theorem

\[ \mathbb{P}(B_{\text{res}}) \leq |\Lambda_{L,y}| C_{W}(4\delta)^{s}|\Lambda_{L,x}|. \quad (3.51) \]

Notice that \(4\delta \leq 1\), since \(L \geq 8 \ln 8\). Consider now an \(\omega \notin \tilde{B}_{x} \cup \tilde{B}_{y}\). Recall that (3.49) tells us that \(\Delta_{x}^{\omega} \subset I_{\omega,x}(\delta)\) and \(\Delta_{y}^{\omega} \subset I_{\omega,y}(\delta)\). If additionally \(\omega \notin B_{\text{res}}\) then no \(E \in I\) can be in \(\Delta_{x}^{\omega}\) and \(\Delta_{y}^{\omega}\) simultaneously. Hence for each \(E \in I\) either \(\Lambda_{L,x}\) or \(\Lambda_{L,y}\) is \((\mu/8,E)\)-regular. A contraposition gives us

\[ \mathbb{P}\left(\left\{ \omega \in \Omega: \exists E \in I, \Lambda_{L,x}\text{ and }\Lambda_{L,y}\text{ are } (\mu/8,E)\text{-singular} \right\} \right) \]

\[ \leq \mathbb{P}(\tilde{B}_{x}) + \mathbb{P}(\tilde{B}_{y}) + \mathbb{P}(B_{\text{res}}) \]

\[ \leq 2|\Lambda_{L,x}| |I| C e^{-\mu L/8} + |\Lambda_{L,y}| C_{W}(4\delta)^{s}|\Lambda_{L,x}|, \]

from which the result follows.

In the proof of Proposition 3.29 its Hypothesis (ii) was only used to obtain a Wegner estimate, i.e. Eq. (3.50). Hence, if we know that a Wegner estimate holds for some other reason, e.g. from [Ves10a], we can relinquish the Hypothesis (ii) and skip the corresponding argument in the proof of Proposition 3.29. Specifically, the following assertion holds true.

**Proposition 3.31.** Let Assumption (E) be satisfied, \(I \subset \mathbb{R}\) be a bounded interval and \(s \in (0,1)\). Assume the following two statements:

(i) There are constants \(C, \mu \in (0, \infty)\) and \(L_{0} \in \mathbb{N}_{0}\) such that

\[ \mathbb{E}(|G_{\Lambda_{L,k}}(E;x,y)|^{s}) \leq C e^{-\mu|x-y|_{\infty}} \]

for all \(k \in \mathbb{Z}^{d}, L \in \mathbb{N}, x,y \in \Lambda_{L,k}\) with \(|x-y|_{\infty} \geq L_{0}\), and all \(E \in I\).

(ii) There are constants \(C_{W} \in (0, \infty), \beta \in (0,1],\) and \(D \in \mathbb{N}\) such that

\[ \mathbb{P}\left(\left\{ \omega \in \Omega: \sigma(H_{\Lambda}) \cap [a,b] \neq \emptyset \right\} \right) \leq C_{W}|b-a|^{\beta} L^{D} \]

for all \(L \in \mathbb{N}\) and all \([a,b] \subset I\).

Then we have for all \(L \geq \max\{8 \ln(2)/\mu, L_{0}, -(8/5\mu) \ln(|I|/2)\}\) and all \(x,y \in \mathbb{Z}\) with \(|x-y|_{\infty} \geq 2L + \text{diam } \Theta + 1\) that

\[ \mathbb{P}\left(\left\{ \omega \in \Omega: \forall E \in I \text{ either } \Lambda_{L,x} \text{ or } \Lambda_{L,y} \text{ is } (\mu/8,E)\text{-regular} \right\} \right) \]

\[ \geq 1 - 8(2L+1)^{d} (|I| + C_{W} L^{D}) e^{-\mu \beta L/8}. \]
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Theorem 3.33. Let

\[ 3.32 \]

Remark we obtain by our hypothesis

\[ 3.33 \]

wherefore we need a slight extension, which can be proven with the same arguments as the original result. For completeness and convenience of the reader we will give a proof. Let us emphasize that Theorem 3.33 does not need any assumption on the single-site potential \( u \) or the measure \( \mu \). In particular, the single-site potential may have unbounded support.

\[ \text{Proof.} \] We proceed as in the proof of Proposition 3.29, but replace Ineq. (3.51) by

\[
P_{\Lambda_{L,x}}(B_{res}) \leq \sum_{i=1}^{[\Lambda_{L,y}]} P_{\Lambda_{L,x}}\left( \{ \omega \in \Omega : I \cap \sigma(H_{\Lambda_{L,x}}) \cap [E_{\omega,y}^i - 2\delta, E_{\omega,y}^i + 2\delta] \neq \emptyset \} \right) \leq |\Lambda_{L,y}| C_W(4\delta)^{\beta} L^D
\]

to obtain the desired bound. \[ \]

Remark 3.32. Note that the conclusions of Proposition 3.29 and 3.31 tell us that the probabilities of \( \{ \forall E \in I \text{ either } \Lambda_{L,x} \text{ or } \Lambda_{L,y} \text{ is } (\mu/8, E)\text{-regular} \} \) tend to one exponentially fast as \( L \) tends to infinity. In particular, for any \( p > 0 \) there is some \( \Lambda \in \mathbb{N} \) such that for all \( L \geq \Lambda \):

\[
P\left( \{ \omega \in \Omega : \forall E \in I \text{ either } \Lambda_{L,x} \text{ or } \Lambda_{L,y} \text{ is } (m, E)\text{-regular} \} \right) \geq 1 - L^{-2p}.
\]

We will conclude exponential localization from the estimates provided by Proposition 3.29 and 3.31 using Theorem 3.1 in [vDK89]. More precisely, Theorem 2.3 in [vDK89] was stated for the case \( u(0) = 1 \) and \( u(k) = 0 \) for \( k \in \mathbb{Z}^d \setminus \{0\} \), wherefore we need a slight extension, which can be proven with the same arguments as the original result. For completeness and convenience of the reader we will give a proof. Let us emphasize that Theorem 3.33 does not need any assumption on the single-site potential \( u \) or the measure \( \mu \). In particular, the single-site potential may have unbounded support.

Theorem 3.33. Let \( a \in \mathbb{N}, \ell \in \mathbb{N}_0, I \subset \mathbb{R} \) be an interval and let \( p > d, L_0 > 1, \alpha \in (1, 2p/d) \) and \( m > 0 \). Set \( L_k = L_{k-1}^a \), for \( k \in \mathbb{N} \). Suppose that for any \( k \in \mathbb{N}_0 \) and any \( x, y \in \mathbb{Z}^d \) with \( |x - y|_{\infty} \geq aL_k + \ell \)

\[
P\left( \{ \omega \in \Omega : \forall E \in I \text{ either } \Lambda_{L_k,x} \text{ or } \Lambda_{L_k,y} \text{ is } (m, E)\text{-regular} \} \right) \geq 1 - L_k^{-2p}.
\]

Then \( H_\omega \) exhibits exponential localization in \( I \) for almost all \( \omega \in \Omega \).

Proof. Let \( b \) be a positive integer to be chosen later on. For \( x_0 \in \mathbb{Z}^d \) let

\[
A_{k+1}(x_0) = \Lambda_{b(aL_{k+1}+1),x_0} \setminus \Lambda_{aL_{k+1}+1,x_0}
\]

for \( k \in \mathbb{N}_0 \). Let us define the event

\[
E_k(x_0) = \{ \omega \in \Omega : \Lambda_{L_k,x_0} \text{ and } \Lambda_{L_k,x} \text{ are } (m, E)\text{-singular} \text{ for some } E \in I \text{ and some } x \in A_{k+1}(x_0) \}.
\]

By construction we have for each \( x \in A_{k+1}(x_0) \) that \( |x - x_0|_{\infty} \geq aL_k + \ell \). Hence, we obtain by our hypothesis

\[
P(E_k(x_0)) \leq \sum_{x \in A_{k+1}(x_0)} L_k^{-2p} \leq \frac{(2baL_{k+1} + 2bl + 1)^d}{L_k^{2p}} \leq \frac{(2ba + 2blL_0^{-1} + L_0^{-1})^d}{L_k^{2p - ad}}
\]
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for all $k \in \mathbb{N}_0$. Since $ad < pd$, we have $\sum_{k=0}^{\infty} \mathbb{P}(E_k(x_0)) < \infty$. It follows from Borel Cantelli Lemma that for each $x_0 \in \mathbb{Z}^d$ we have $\mathbb{P}\{E_k(x_0) \text{ occurs infinitely often}\} = 0$. Since a countable union of sets of measure zero has measure zero, we obtain

$$\mathbb{P}\{\{\omega \in \Omega: \exists x_0 \in \mathbb{Z}^d \text{ such that } E_k(x_0) \text{ occurs for infinitely many } k \in \mathbb{N}\}\} = 0.$$ 

If we let $\Omega_0 = \{\omega \in \Omega: \text{ for all } x_0 \in \mathbb{Z}^d, E_k(x_0) \text{ occurs only finitely many times}\}$, we have that $\mathbb{P}(\Omega_0) = 1$. In particular, for each $\omega \in \Omega_0$ and $x_0 \in \mathbb{Z}^d$ there is a $k_1 = k_1(\omega, x_0) \in \mathbb{N}$ such that if $k \geq k_1$ then $E_k(x_0)$ does not occur.

Now let $\omega \in \Omega_0$, $E \in I$ be a generalized eigenvalue of $H_\omega$ with the corresponding non-zero polynomially bounded generalized eigenfunction $\psi$, i.e., $H_\omega \psi = \varepsilon \psi$, $|\psi(x)| \leq C(1 + |x|^t)$ for some positive constant $C$ and positive integer $t$, and we now choose $x_0 \in \mathbb{Z}^d$ such that $\psi(x_0) \neq 0$.

If $\Lambda_{L_k,x_0}$ would be $(m, E)$-regular, then $E \notin \sigma(H_{\Lambda_{L_k,x_0}})$ and therefore we can recover $\psi$ from its boundary values, i.e.

$$|\psi(x_0)| = \left| \sum_{i \in \partial \Lambda_{L_k,x_0}} G_{\Lambda_{L_k,x_0}}(E; x_0, i) \sum_{y \in (\Lambda_{L_k,x_0})^C: |i-y|=1} \psi(y) \right| \tag{3.52}$$

Since $\psi(x_0) \neq 0$, it follows that there exists $k_2 = k_2(\omega, E, x_0) \in \mathbb{N}$ such that $\Lambda_{L_k,x_0}$ is $(m, E)$-singular for all $k \geq k_2$. Let $k_3 = k_3(\omega, E, x_0) = \max\{k_1, k_2\}$. If $k \geq k_3$ we conclude that $\Lambda_{L_k,x}$ is $(m, E)$-regular for all $x \in A_{k+1}(x_0)$.

Now let $\rho \in (0, 1)$ be given. We pick $b > (1 + \rho)/(1 - \rho)$ and define

$$A'_{k+1}(x_0) = \Lambda_{b(aL_k+1)/(1+\rho),x_0} \setminus \Lambda_{aL_k+(1-\rho),x_0}.$$ 

We claim that

(i) $A'_{k+1}(x_0) \subset A_{k+1}(x_0)$ for $k \in \mathbb{N}_0$,

(ii) if $x \in A'_{k+1}(x_0)$ then $\text{dist}(x, \partial A_{k+1}(x_0)) \geq \rho|x - x_0|_\infty$, and

(iii) if $x \notin \Lambda_{(aL_k+\rho)/(\rho-1),x_0}$ then $x \in A'_{k+1}$ for some $k \in \mathbb{N}_0$.

Here $\text{dist}(m, A) = \inf_{k \in A} |m - k|_\infty$ for $k \in \mathbb{Z}^d$ and $A \subset \mathbb{Z}^d$. Claim (i) and (iii) are obvious. To see (ii) we estimate the distance of $x \in A'_{k+1}(x_0)$ to the inner and outer boundary of $A_{k+1}(x_0)$, respectively. For the inner boundary we use $|x - x_0|_\infty \leq aL_k + \text{dist}(x, \Lambda_{aL_k+1,x_0})$ and $|x - x_0|_\infty \geq (aL_k + 1)/(1 - \rho)$ to conclude

$$\text{dist}(x, \Lambda_{aL_k+1,x_0}) \geq |x - x_0|_\infty - (1 - \rho)|x - x_0|_\infty = \rho|x - x_0|_\infty.$$ 
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We can rewrite the above inequality as 
\[ \rho \text{ such that } k \text{ function gets smaller than one if } \]
\[ \text{since } k \left\{ x \right\}_{n} \leq \frac{1}{2} \text{ and all } x \in A_{k+1} \text{ we obtain} \]
\[ |\psi(x)| \leq \left[ (2L_k + 1)^{d} e^{-mL_k 2d} |\psi(u_2)| \right] \]
for some \( u_2 \in \partial^b \Lambda_{L_k+1,x} \). By claim (ii) we can repeat this procedure at least \( \rho |x - x_0|_\infty / (L_k + 1) \) times, use the polynomial bound on \( \psi \) and obtain for all \( k \geq k_3 \) and all \( x \in A'_{k+1}(x_0) \) the inequality

\[ |\psi(x)| \leq \left( (2L_k + 1)^{d} e^{-mL_k 2d} \right)^t C \left( 1 + |x_0|_\infty + b(aL_{k+1} + l) \right)^t. \]

We can rewrite the above inequality as

\[ |\psi(x)| \leq \exp \left\{ - \left( \frac{\rho |x - x_0|_\infty}{L_k + 1} \right) \exp \left\{ \frac{\rho |x - x_0|_\infty}{L_k + 1} \left[ d \ln (2L_k + 1) \right. \right. \right. \left. \right. \right. \]
\[ + \ln (2d) - (1 - \rho) m L_k \right] \ln \left( C \left( 1 + |x_0|_\infty + b(aL_{k+1} + l) \right) \right). \]

Since \( (aL_{k+1} + l) / (1 - \rho) \leq |x - x_0|_\infty \leq b(aL_k + l) / (1 + \rho) \), the second exponential function gets smaller than one if \( k \) is sufficiently large. Let \( \rho' \in (0, 1) \) and choose \( \rho \) such that \( \rho > 1 / (1 + a - \rho' a) \). We obtain that the first exponential function is bounded from above by

\[ \exp \left\{ - \left( \frac{\rho |x - x_0|_\infty}{L_k + 1} \right) \exp \left\{ - \rho^2 m |x - x_0|_\infty \frac{L_k}{L_k + 1} \right\} \right. \]
\[ \leq \exp \left\{ \rho m L_k \left[ 1 - (1 - \rho') \rho |x - x_0|_\infty \frac{L_k}{L_k + 1} \right] \right\} \exp \left\{ - \rho^2 \rho' |x - x_0|_\infty \frac{L_k}{L_k + 1} \right\}. \]
3.5. Exponential localization and application to the strong disorder regime

Again, using the lower bound on $|x - x_0|_\infty$ and the relation between $\rho$ and $\rho'$, we see that the first exponential function gets smaller than one if $k$ is sufficiently large. Hence, if we pick $\rho'' \in (0, 1)$ we find $k_4 \in \mathbb{N}$ such that for all $k \geq k_4$ and all $x \in A_{k+1}(x_0)$ we have

$$|\psi(x)| \leq \exp\left\{ -\rho^2 \rho' m |x - x_0|_\infty \rho'' \right\}.$$  

(3.53)

By claim (iii) we conclude that for all $x \in \mathbb{Z}^d \setminus \Lambda_{(aL_{k_4+1})/(1-\rho),x_0}$ we have Ineq. (3.53).

We have shown that all generalized eigenfunctions to eigenvalues in $I$ are in $\ell^2(\mathbb{Z}^d)$ and decay exponentially fast. To end the proof we use the well known fact that if every generalized eigenfunction in $I$ is in $\ell^2(\mathbb{Z}^d)$, then there is no continuous spectrum in $I$, see e.g. [FMSS85, Theorem 1.2]. This uses the fact that there is a spectral measure, such that (with respect to this spectral measure) almost all energies are generalized eigenvalues [Ber68, Sim82].

**Proof of Theorem 2.4.** We assume first that $I$ is a bounded interval. In this case the assumptions of Proposition 3.29 are satisfied. Combining the latter with Theorem 3.33 and Remark 3.32 we arrive to the desired result.

If $I$ is an unbounded interval, we can cover it by a countable collection of bounded intervals. In each of those, exponential localization holds by the previous arguments for all $\omega$ outside a set of zero measure. Since the collection of intervals is countable, we have exponential localization in $I$ almost surely.

**Proof of Theorem 2.6.** We use Theorem 2.3 to verify that the hypothesis of Theorem 2.4 is satisfied with $I = \mathbb{R}$. This yields the desired result.
Chapter 4

Wegner estimate for discrete alloy-type models

In this chapter we prove a Wegner estimate for the discrete alloy-type model under Assumption (D), i.e. under the assumption that the measure $\nu$ has a density $\rho \in \text{BV}(\mathbb{R})$ and there are constants $C, \alpha > 0$ such that for all $k \in \mathbb{Z}^d$ we have $|u(k)| \leq Ce^{-\alpha |k|}$. This result relies on a joint work with Norbert Peyerimhoff and Ivan Veselić and has already been published in [PTV11].

A Wegner estimate [Weg81] is an upper bound on the expected number of eigenvalues of finite box Hamiltonians $H_{\Lambda_l}$ in a bounded energy interval $[E - \epsilon, E + \epsilon] \subset \mathbb{R}$. Wegner estimates are inequalities of the type

$$\forall l \in \mathbb{N}, \ E \in \mathbb{R}, \ \epsilon > 0:\ \mathbb{E}(\text{Tr} \chi_{[E-\epsilon,E+\epsilon]}(H_{\Lambda_l})) \leq C_W (2\epsilon)^a (2l + 1)^b$$

with some (Wegner-)constant $C_W > 0$, some $a \in (0, 1]$ and some $b \in [1, \infty)$. The exponent $a$ determines the quality of the estimate with respect to the length of the energy interval and $b$ the quality with respect to the volume of the cube $\Lambda_l$. The best possible estimate is obtained in the case $a = 1$ and $b = 1$.

Wegner estimates are required as an input of the multiscale analysis to prove localization. More precisely, multiscale analysis yields exponential localization in any energy interval where a Wegner estimate and an initial length scale estimate, the other ingredient of the multiscale analysis, holds.

4.1. Abstract Wegner estimate and the proof of Theorem 2.7

In [KV06] an abstract Wegner estimate for the continuous alloy-type model was established. A discrete analogue of this result will be applicable in our situation. The proof is a straightforward adaptation of [KV06] to the discrete setting. For completeness we will give a short proof.

Let us also recall the definition of the space $\text{BV}(\mathbb{R})$, see e.g. [Zie89]. The space of functions of finite total variation $\text{BV}(\mathbb{R})$ is the set of integrable functions...
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\( f : \mathbb{R} \to \mathbb{R} \) whose distributional derivative is a signed Borel measure with finite variation, i.e.

\[
\text{BV}(\mathbb{R}) := \{ f : \mathbb{R} \to \mathbb{R} : f \in L^1(\mathbb{R}), Df \text{ is a measure, } |Df|(\mathbb{R}) < \infty \}.
\]

To say that a distributional derivative \( Df \) of an integrable function \( f : \mathbb{R} \to \mathbb{R} \) is a measure means that there exists a signed Borel measure \( Df \) on \( \mathbb{R} \) such that

\[
\int_{\mathbb{R}} \phi \, dDf = -\int_{\mathbb{R}} f \phi' \, dx
\]

for all \( \phi \in C^\infty_c(\mathbb{R}) \). Here \( \phi \in C^\infty_c(\mathbb{R}) \) denotes the set of real continuous functions on \( \mathbb{R} \) with compact support which have derivatives of all orders. A norm on \( \text{BV}(\mathbb{R}) \) is defined by

\[
\|f\|_{\text{BV}} := \|f\|_{L^1} + \|Df\|_{\text{Var}},
\]

where

\[
\|f\|_{\text{Var}} := |Df|(\mathbb{R}) = \sup \left\{ \int_{\mathbb{R}} v \phi' \, dx : v \in C^\infty_c(\mathbb{R}), |v| \leq 1 \right\}.
\]

Note that if \( f \in W^{1,1}(\mathbb{R}) \) then \( f \in \text{BV}(\mathbb{R}) \). In particular, if \( f \in W^{1,1}(\mathbb{R}) \) we have \( \|f\|_{W^{1,1}} = \|f\|_{\text{BV}} \) and \( \|f'\|_{L^1} = \|f\|_{\text{Var}} \).

**Theorem 4.1.** Assume \( \rho \in \text{BV}(\mathbb{R}) \) and that there is a number \( l_0 \in \mathbb{N} \) such that for arbitrary \( l \geq l_0 \) and every \( j \in \Lambda_l \) there is a compactly supported \( t_{j,l} \in \ell^1(\mathbb{Z}^d) \) such that

\[
\sum_{k \in \mathbb{Z}^d} t_{j,l}(k)u(x-k) \geq \delta_j(x) \quad \text{for all } x \in \Lambda_l.
\]

Let further \( I := [E_1, E_2] \) be an arbitrary interval. Then for any \( l \geq l_0 \)

\[
\mathbb{E}(\text{Tr} \chi_I(H_{\Lambda_l})) \leq \frac{1}{2\lambda} \|\rho\|_{\text{Var}} |I| \sum_{j \in \Lambda_l} \|t_{j,l}\|_{\ell^1}.
\]

For the proof of Theorem 4.1 we will use an estimate on averages of spectral projections of certain self-adjoint operators. More precisely, let \( \mathcal{H} \) be a Hilbert space and consider the following operators on \( \mathcal{H} \). Let \( H \) be self-adjoint, \( W \) symmetric and \( H \)-bounded, \( J \) bounded and non-negative with \( J^2 \leq W \), \( H(\zeta) = H + \zeta W \) for \( \zeta \in \mathbb{R} \), and \( \chi_I(H(\zeta)) \) the corresponding spectral projection onto an interval \( I \subset \mathbb{R} \). Then, for any \( g \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R}) \), \( \psi \in \mathcal{H} \) with \( \|\psi\| = 1 \) and bounded interval \( I \subset \mathbb{R} \),

\[
\int_{\mathbb{R}} \langle \psi, J\chi_I(H(\zeta))J\psi \rangle g(\zeta) \, d\zeta \leq \|g\|_{\infty} |I|.
\]

For a proof of Ineq. (4.2) we refer to [CH94] where compactly supported \( g \) is considered. The validity of Ineq. (4.2) for the non-compactly supported case was first noted in [FHL97]. For a detailed proof we refer to [Ves08, Lemma 5.3.2].
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Proof of Theorem 4.1. We follow the arguments in [KV06]. In order to estimate the terms of the sum in the expectation $E(\text{Tr} \chi_I(H_{\Lambda_t})) = \sum_{j \in \Lambda_t} E(\|\chi_I(H_{\Lambda_t})\delta_j\|^2)$ we fix $l \geq l_0$ and $j \in \Lambda_t$, and set $\Sigma = \text{supp} t_{j,l} \subset \mathbb{Z}^d$ and $t = t_{j,l}$. Recall that

$$H_{\Lambda_t} = -p_{\Lambda_t} \Delta t_{\Lambda_t} + \lambda \sum_{k \in \mathbb{Z}^d \setminus \Sigma} \omega_k u(\cdot - k) + \lambda \sum_{k \in \Sigma} \omega_k u(\cdot - k).$$

We pick some $o \in \Sigma$ with $t(o) \neq 0$ and denote by $M$ the finite dimensional linear transformation $(\eta_k)_{k \in \Sigma} \mapsto (\omega_k)_{k \in \Sigma} = M(\eta_k)_{k \in \Sigma}$ defined as follows: $\omega_k = t(o)\eta_o$ and $\omega_k = t(k)\eta_o + t(o)\eta_k$ for $k \in \Sigma \setminus \{o\}$. Note that $M$ is invertible and $|\det M| = |t(o)||\Sigma|$. With this transformation there holds for arbitrary fixed $(\omega_k)_{k \in \mathbb{Z}^d \setminus \Sigma}$:

$$\int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_t})\delta_j\|^2 \prod_{k \in \Sigma} \rho(\omega_k) d\omega_k = \int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_t}')\delta_j\|^2 k(\eta) d\eta,$$

where $d\eta = \prod_{k \in \Sigma} d\eta_k$, $k(\eta) = |t(o)||\Sigma| \rho(t(o)\eta_o) \prod_{k \in \Sigma \setminus \{o\}} \rho(t(k)\eta_o + t(o)\eta_k)$, and

$$H_{\Lambda_t}' = -p_{\Lambda_t} \Delta t_{\Lambda_t} + \lambda \sum_{k \in \mathbb{Z}^d \setminus \Sigma} \omega_k u(\cdot - k) + t(o) \sum_{k \in \Sigma \setminus \{o\}} \eta_k u(\cdot - k) + \eta_o \lambda \sum_{k \in \Sigma} t(k) u(\cdot - k).$$

We denote by $P_j : \ell^2(\mathbb{Z}^d) \to \ell^2(\mathbb{Z}^d)$ the orthogonal projection given by $P_j \phi = \phi(j) \delta_j$ and apply Ineq. (4.2) with the choice $H = H_{\Lambda_t}' - \eta_o \lambda \sum_{k \in \Sigma} t(k) u(\cdot - k)$, $W = \lambda \sum_{k \in \Sigma} t(k) u(\cdot - k)$, $\zeta = \eta_o$ and $J = \sqrt{\lambda} P_j$. This gives by Lebesgue’s theorem and the hypothesis of the theorem the estimate

$$\int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_t})\delta_j\|^2 \prod_{k \in \Sigma} \rho(\omega_k) d\omega_k = \frac{1}{\lambda} \int_{\mathbb{R}^{|\Sigma|}} \langle \delta_j, P_j \chi_I(H_{\Lambda_t}) P_j \delta_j \rangle \prod_{k \in \Sigma} \rho(\omega_k) d\omega_k \leq \frac{|I|}{\lambda} \int_{\mathbb{R}^{|\Sigma|} \setminus \{\eta_o\}} \sup_{k(\eta)} \|\Sigma\| \prod_{k \in \Sigma \setminus \{o\}} d\eta_k. \tag{4.3}$$

If $\rho \in W^{1,1}(\mathbb{R})$, we use $\sup_{\eta_o \in \mathbb{R}} |k(\eta)| \leq \frac{1}{2} \int_{\mathbb{R}} |\partial_o k| d\eta_o$. By the product rule we obtain for the partial derivative (while substituting back into original coordinates)

$$\partial_o k = \frac{\partial}{\partial \eta_o} k(\eta) = |t(o)||\Sigma| \sum_{k \in \Sigma} t(k) \rho'(\omega_k) \prod_{j \in \Sigma \setminus \{k\}} \rho(\omega_j).$$

Hence, the right hand side of Ineq. (4.3) is bounded by $(2\lambda)^{-1} |I| \|\rho'\|_{L^1} \sum_{k \in \Sigma} |t(k)|$. Since all the steps were independent of $j \in \Lambda_t$, we in turn obtain the statement of the theorem in the case $\rho \in W^{1,1}(\mathbb{R})$. 
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For $\rho$ of bounded total variation (note that $\rho$ has compact support since the measure $\nu$ has compact support) we use the fact that there is sequence $\rho_k \in C_c^\infty(\mathbb{R})$, $k \in \mathbb{N}$, such that $\|\rho_k\|_{L^1} = 1$ for all $k \in \mathbb{N}$, $\lim_{k \to \infty} \|\rho_k\|_{\text{Var}} = \|\rho\|_{\text{Var}}$ and $\lim_{k \to \infty} \|\rho_k - \rho\|_{L^1} = 0$, see Lemma 4.2 below. Since $\|\rho_k\|_{\text{Var}} = \|\rho_k\|_{L^1}$ for $\rho_k \in C_c^\infty(\mathbb{R})$, the same consideration as above gives for all $k \in \mathbb{N}$

$$\int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_i})\delta_j\|^2 \prod_{i \in \Sigma} \rho_k(\omega_i)d\omega_i \leq \frac{|I|}{2\lambda} \|\rho_k\|_{\text{Var}} \sum_{i \in \Sigma} |t(i)|. \quad (4.4)$$

Using a limiting argument we now show the assertion. We have for all $k \in \mathbb{N}$

$$\int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_i})\delta_j\|^2 \prod_{i \in \Sigma} \rho(\omega_i)d\omega_i \leq \int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_i})\delta_j\|^2 \prod_{i \in \Sigma} \rho_k(\omega_i)d\omega_i$$

$$+ \int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_i})\delta_j\|^2 \left[\prod_{i \in \Sigma} \rho(\omega_i) - \prod_{i \in \Sigma} \rho_k(\omega_i)\right] \prod_{i \in \Sigma} d\omega_i.$$

The first integral on the right hand can be bounded from above by Ineq. (4.4). To estimate the second integral we denote the elements of the set $\Sigma$ by $\sigma_i$, $i \in \{1, 2, \ldots, n\}$ where $n = |\Sigma|$, i.e. $\Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_n\}$. We use a telescoping argument and obtain in a first step

$$L = \prod_{i \in \Sigma} \rho(\omega_i) - \prod_{i \in \Sigma} \rho_k(\omega_i)$$

$$= [\rho(\omega_{\sigma_n}) - \rho_k(\omega_{\sigma_n})] \prod_{i=1}^{n-1} \rho(\omega_{\sigma_i}) + \rho_k(\omega_{\sigma_n}) \left[\prod_{i=1}^{n-1} \rho(\omega_{\sigma_i}) - \prod_{i=1}^{n-1} \rho_k(\omega_{\sigma_i})\right].$$

Iterating this procedure we get

$$L = \sum_{i=1}^n \left[\prod_{i=1}^{i-1} \rho(\omega_{\sigma_i})\right] \left[\prod_{i=i+1}^{n} \rho_k(\omega_{\sigma_i})\right] \left[\rho(\omega_{\sigma_i}) - \rho_k(\omega_{\sigma_i})\right].$$

Here we use the convention that a product where the index set is empty equals one. Putting everything together by using $\|\rho\|_{L^1} = \|\rho_k\|_{L^1} = 1$ for $k \in \mathbb{N}$ and $\|\chi_I(H_{\Lambda_i})\delta_j\| \leq 1$, we obtain for all $k \in \mathbb{N}$

$$\int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_i})\delta_j\|^2 \prod_{i \in \Sigma} \rho(\omega_i)d\omega_i \leq \frac{|I|}{2\lambda} \|\rho_k\|_{\text{Var}} \sum_{i \in \Sigma} |t(i)| + n \|\rho - \rho_k\|_{L^1}.$$

Letting $k$ go to infinity we obtain by using Lemma 4.2 that

$$\mathbb{E}(\|\chi_I(H_{\Lambda_i})\delta_j\|^2) = \int_{\mathbb{R}^{|\Sigma|}} \|\chi_I(H_{\Lambda_i})\delta_j\|^2 \prod_{i \in \Sigma} \rho(\omega_i)d\omega_i \leq \frac{|I|}{2\lambda} \|\rho\|_{\text{Var}} \sum_{i \in \Sigma} |t(i)|.$$

Since all the steps were independent of $j \in \Lambda_l$ we achieve the statement of the theorem.

\[\square\]
Lemma 4.2. Let \( u : \mathbb{R} \rightarrow \mathbb{R}^+_0 \) be a function of finite variation and bounded support. Assume additionally \( \|u\|_{L^1} = 1 \). Then there exists a sequence \( u_k \in C_c^\infty \), \( k \in \mathbb{N} \), such that \( \|u_k\|_{L^1} = 1 \) for all \( k \in \mathbb{N} \),

\[
\lim_{k \to \infty} \|u_k\|_{\text{Var}} = \|u\|_{\text{Var}}
\]

and

\[
\lim_{k \to \infty} \|u_k - u\|_{L^1} = 0.
\]

Proof. Let \( \phi \in C_c^\infty(\mathbb{R}) \) be non-negative with \( \text{supp} \phi \subset [-1, 1] \) and \( \|\phi\|_{L^1} = 1 \). For \( \epsilon > 0 \) set \( \phi_\epsilon : \mathbb{R} \rightarrow \mathbb{R}^+_0 \), \( \phi_\epsilon(x) = \epsilon^{-1} \phi(x/\epsilon) \). The function \( \phi_\epsilon \) belongs to \( C_c^\infty(\mathbb{R}) \) and fulfills \( \|\phi_\epsilon\|_{L^1} = 1 \). Now consider \( u_\epsilon : \mathbb{R} \rightarrow \mathbb{R}^+_0 \),

\[
u_\epsilon(x) = \int_{\mathbb{R}} \phi_\epsilon(x - y) u(y) dy.
\]

Obviously, \( u_\epsilon \in C_c^\infty(\mathbb{R}) \) and by Fubini’s theorem \( \|u_\epsilon\|_{L^1} = 1 \). The proof of the relation (4.6) is due to Theorem 1.6.1 in \([\text{Zie89}]\). For the proof of the relation (4.5), first note

\[
\|u\|_{\text{Var}} = |Du|(\mathbb{R}) = \sup \left\{ \int_{\mathbb{R}} uv' dx : v \in C_c^\infty(\mathbb{R}), |v| \leq 1 \right\}
\]

\[
= \sup \left\{ \lim_{\epsilon \to 0} \int_{\mathbb{R}} u_\epsilon v' dx : v \in C_c^\infty(\mathbb{R}), |v| \leq 1 \right\}
\]

\[
\leq \liminf_{\epsilon \to 0} |Du_\epsilon|(\mathbb{R}) = \liminf_{\epsilon \to 0} \|u_\epsilon\|_{\text{Var}},
\]

since \( u_\epsilon \) converges to \( u \) in \( L^1(\mathbb{R}) \) and \( v' \) is bounded. Let now \( \psi \in C_c^\infty(\mathbb{R}) \) with \( |\psi| \leq 1 \) and set \( \psi_\epsilon = \phi_\epsilon * \psi \). Then we have by Fubini’s theorem

\[
\|u\|_{\text{Var}} \geq \left| \int_{\mathbb{R}} \psi_\epsilon' dx \right| = \left| \int_{\mathbb{R}} u(\psi_\epsilon * \phi_\epsilon)' dx \right| = \left| \int_{\mathbb{R}} \psi_\epsilon'(u * \phi_\epsilon) dx \right| = \left| \int_{\mathbb{R}} u_\epsilon \psi_\epsilon dx \right|.
\]

Taking supremum over all such \( \psi \) gives \( \|u\|_{\text{Var}} \geq \|u_\epsilon\|_{\text{Var}} \). This proves the lemma. \( \blacksquare \)

Assume Assumption (D), i.e. that there are \( C, \alpha \in (0, \infty) \) such that \( |u(x)| \leq Ce^{-\alpha|x|} \) for all \( x \in \mathbb{Z}^d \). Let \( I_0 \) and \( c_u \neq 0 \) be as in Eq. (4.10). In Section 4.2 we will construct for each \( l \in \mathbb{N} \) a number \( R_l > 0 \) given in Eq. (4.13) such that

\[
\frac{2}{c_u} \sum_{k \in \Lambda_{R_l}} k^l u(x - k) \geq 1 \quad \text{for all } x \in \Lambda_l.
\]

Note that this lower bound is uniform in \( x \in \Lambda_l \) and thus much stronger than condition (4.1). If Assumption (F) holds one can use in Ineq. (4.7) exponentially
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decaying coefficients rather than \( k \mapsto k^{I_0} \), cf. Appendix A. Inequality (4.7) is proven in Proposition 4.6 and we will apply it for the discrete alloy-type model with exponential decaying single-site potential to verify the hypothesis of Theorem 4.1. Before we prove Proposition 4.6, we give the

**Proof of Theorem 2.7.** By Ineq. (4.7) (respectively Proposition 4.6), the hypothesis of Theorem 4.1 is satisfied with the choice \( l_0 = 1 \) and \( t_{j,l} \in \ell^1(\mathbb{Z}^d) \) given by

\[
t_{j,l}(k) = \begin{cases} 
2k^{I_0}/c_u & \text{if } k \in \Lambda_{R_l}, \\
0 & \text{else,}
\end{cases}
\]

for \( l \in \mathbb{N} \) and \( j \in \Lambda_l \). The constants \( c_u \neq 0 \) and \( I_0 \in \mathbb{N}_0^d \) depend only on the single site potential \( u \) and are defined in Eq. (4.10). It follows for all \( l \in \mathbb{N} \) and \( j \in \Lambda_l \) that

\[
\sum_{j \in \Lambda_l} \|t_{j,l}\|_{\ell^1} = \frac{2}{|c_u|}(2l+1)^d \sum_{k \in \Lambda_{R_l}} |k^{I_0}| \leq \frac{2}{|c_u|}(2l+1)^d(2R_l+1)^dR_l^{I_0}.
\]

By Proposition 4.6, \( R_l = \max\{2l + D, D'\} < 2l + D + D' \) with \( D \) and \( D' \) depending only on the single-site potential \( u \). Hence there is a constant \( C(u) > 0 \) depending only on the single site potential \( u \) such that

\[
\sum_{j \in \Lambda_l} \|t_{j,l}\|_{\ell^1} \leq C(u)(2l+1)^{2d+|I_0|}.
\]

By Theorem 4.1, this completes the proof. \( \blacksquare \)

4.2. Positive combinations of translated single-site potentials

In this section we consider (possibly infinite) linear combinations of translates of the single-site potential \( u \). We assume that \( u \) decays exponentially and is distinct from the zero function. Under these hypotheses we identify a sequence of coefficients such that the resulting linear combination is uniformly positive on the whole space \( \mathbb{Z}^d \) (cf. Proposition 4.5) or on some finite set \( \Lambda \subset \mathbb{Z}^d \) (cf. Proposition 4.6).

**Remark 4.3** (Preliminaries). We introduce the following multi-index notation: If \( I = (i_1, \ldots, i_d) \in \mathbb{Z}^d \) and \( z \in \mathbb{C}^d \), we define

\[
z^I = z^{i_1} \cdot z^{i_2} \cdots \cdot z^{i_d},
\]

and if \( I \in \mathbb{N}_0^d \), we define

\[
|I| = \sum_{r=1}^d i_r, \quad D_z^I = \frac{\partial^{i_1}}{\partial z_1^{i_1}} \cdot \frac{\partial^{i_2}}{\partial z_2^{i_2}} \cdots \cdot \frac{\partial^{i_d}}{\partial z_d^{i_d}}, \quad I! = i_1! \cdot i_2! \cdots \cdot i_d!.
\]
We also introduce comparison symbols for multi-indices: If \( I, J \in \mathbb{N}_0^d \), we write \( J \leq I \) if we have \( j_r \leq i_r \) for all \( r = 1, 2, \ldots, d \), and we write \( J < I \) if \( J \leq I \) and \( |J| < |I| \). For \( J \leq I \), we use the short hand notation

\[
\begin{pmatrix}
    I \\
    \end{pmatrix} = \begin{pmatrix}
    i_1 \\
    j_1 \\
    i_2 \\
    j_2 \\
    \vdots \\
    i_d \\
    j_d \\
\end{pmatrix}.
\]

Finally, \( 0, 1 \) denote the vectors \((0, \ldots, 0)\) and \((1, \ldots, 1)\) \( \in \mathbb{C}^d \), respectively.

We also recall the following facts from multidimensional complex analysis. Let \( \mathcal{D} \subset \mathbb{C}^d \) be open. We call a complex valued function \( f : \mathcal{D} \to \mathbb{C} \) holomorphic, if every point \( w \in \mathcal{D} \) has an open neighbourhood \( U, w \in U \subset \mathcal{D} \), such that \( f \) has a power series expansion around \( w \), which converges to \( f(z) \) for all \( z \in U \). Osgood’s lemma tells us that, if \( f : \mathcal{D} \to \mathbb{C} \) is continuous and holomorphic in each variable separately (in the sense of one-dimensional complex analysis), then \( f \) is holomorphic, see [GR09].

Let \( f_n : \mathcal{D} \to \mathbb{C} \) be a sequence of holomorphic functions. We say that \( \sum_n f_n \) converges normally in \( \mathcal{D} \), if for every \( w \in \mathcal{D} \) there is an open neighbourhood \( U, w \in U \subset \mathcal{D} \), such that \( \sum_n \|f_n\|_{U, \infty} < \infty \). Normally convergent sequences of holomorphic functions can be rearranged arbitrarily, the limit is again holomorphic, and differentiation can be carried out termwise, which follows from Weierstrass’ theorem, see [Rem84, p. 226] for the one-dimensional case and [Nar95, p. 7] for the higher dimensional case.

**Remark 4.4 (Notation).** Let \( u : \mathbb{Z}^d \to \mathbb{R} \) be a function satisfying Assumption (D), i.e., there are constants \( C, \alpha > 0 \) such that

\[
|u(k)| \leq C e^{-\alpha |k|_1} \tag{4.8}
\]

for all \( k \in \mathbb{Z}^d \). For \( \delta \in (0, 1 - e^{-\alpha}) \) we consider the associated generating function \( F : \mathcal{D}_\delta \subset \mathbb{C}^d \to \mathbb{C} \),

\[
\mathcal{D}_\delta = \{ z \in \mathbb{C}^d : |z_1| - 1 < \delta, \ldots, |z_d| - 1 < \delta \}, \quad F(z) = \sum_{k \in \mathbb{Z}^d} u(-k)z^k. \tag{4.9}
\]

Here \(|z| = \sqrt{\sum_{i=1}^{d} z_i^2}\) for \( z \in \mathbb{C} \). Notice that the sum \( \sum_{k \in \mathbb{Z}^d} u(-k)z^k \) is normally convergent in \( \mathcal{D}_\delta \) by our choice of \( \delta \) and the exponential decay condition (4.8). By Weierstrass’ theorem, \( F \) is a holomorphic function. Since \( F \) is holomorphic and not identically zero, we have \((D^I_z F)(1) \neq 0\) for at least one \( I \in \mathbb{N}_0^d \). Therefore, there exists a multi-index \( I_0 \in \mathbb{N}_0^d \) (not necessarily unique), such that we have

\[
(D^I_z F)(1) = \begin{cases} 
    c_u 
eq 0, & \text{if } I = I_0, \\
    0, & \text{if } I < I_0, 
\end{cases} \tag{4.10}
\]

(Such a \( I_0 \) can be found by diagonal inspection: Let \( n \geq 0 \) be the largest integer such that \( D^I_z F(1) = 0 \) for all \(|I| < n\). Then choose a multi-index \( I_0 \in \mathbb{N}_0^d \), \(|I_0| = n\) with \((D^{I_0}_z F)(1) \neq 0\).)
Proposition 4.5. Let \( u, F, c_u \) and \( I_0 \) be as in (4.8), (4.9), and (4.10). Let further \( I \in \mathbb{N}_d^0 \) with \( I \leq I_0 \), and define \( a : \mathbb{Z}^d \to \mathbb{Z} \) by
\[
a(k) = k^I.
\]

Then we have for all \( x \in \mathbb{Z}^d \)
\[
\sum_{k \in \mathbb{Z}^d} a(k) u(x - k) = \begin{cases} 
0, & \text{if } I < I_0, \\
 c_u, & \text{if } I = I_0.
\end{cases} \tag{4.11}
\]

Proof. We introduce, again, a bit of notation. For \( s \in \mathbb{C}^d \) and \( k \in \mathbb{Z}^d \) let
\[
e^s = (e^{s_1}, \ldots, e^{s_d}) \quad \text{and} \quad \langle k, s \rangle = \sum_{r=1}^d k_r s_r.
\]

Let \( I \leq I_0 \). Then the chain rule yields (for all \( s \in \mathbb{C}^d : e^s \in \mathcal{D}_\delta \})
\[
D_s^I(F(e^s)) = \sum_{J \leq I} c_J (D_s^I F)(e^s) e^{(J,s)}
\]
\[
= (D_s^I F)(e^s) e^{(I,s)} + \sum_{J < I} c_J (D_s^I F)(e^s) e^{(J,s)},
\]

with suitable integers \( c_J \geq 1 \) and, in particular, \( c_I = 1 \). This and Eq. (4.10) imply that
\[
D_s^I(F(e^s)) \big|_{s=0} = \begin{cases} 
0, & \text{if } I < I_0, \\
c_{I_0} (D_s^{I_0} F)(1) = c_u, & \text{if } I = I_0.
\end{cases} \tag{4.12}
\]

Next, we use the identity \( a(k) = k^I = D_s^I e^{(k,s)} \big|_{s=0} \). Note that the series
\[
\sum_{k \in \mathbb{Z}^d} u(x - k) e^{(k,s)}
\]
converges normally on the domain
\[
E_\alpha = \{ s \in \mathbb{C}^d \mid -\alpha < \text{Re}(s_j) < \alpha \text{ for all } j = 1, 2, \ldots, d \},
\]

Therefore, we can rearrange arbitrarily, differentiate componentwise, and obtain for all \( s \in \mathcal{C}_\delta \cap E_\alpha \) by substitution \( \nu = k - x \) and the product rule
\[
\sum_{k \in \mathbb{Z}^d} u(x-k) D_s^I e^{(k,s)} = D_s^I \sum_{k \in \mathbb{Z}^d} u(x-k) e^{(k,s)}
\]
\[
= D_s^I \left( e^{(x,s)} \sum_{\nu \in \mathbb{Z}^d} u(-\nu)e^{(\nu,s)} \right) = D_s^I \left( F(e^s)e^{(x,s)} \right)
\]
\[
= \sum_{J \leq I} \binom{I}{J} (D_s^J F(e^s)) D_s^{I-J} e^{(x,s)}.
\]
Finally, evaluating at \( s = 0 \) and using (4.12) yields

\[
\sum_{k \in \mathbb{Z}^d} a(k) u(x - k) = \sum_{J \leq I} \left( \frac{I}{J} \right) (D_s^J F(e^s)) \bigg|_{s=0} (D_s^{I-J}(e^{(x,s)})) \bigg|_{s=0} = \begin{cases} 
0 & \text{if } I < I_0, \\
c_u & \text{if } I = I_0.
\end{cases}
\]

In Proposition 4.5 we identified a sequence of coefficients such that the associated linear combination of translated single site potentials is positive on the whole of \( \mathbb{Z}^d \). However, the sequence cannot be used for Theorem 4.1 directly since it is not summable. This problem can be resolved if we take into consideration that the positivity in Theorem 4.1 concerns lattice sites in \( \Lambda_n \) only.

Recall that the constants \( d, \alpha, C \) and \( c_u \) are all determined by the choice of the exponentially decreasing function \( u : \mathbb{Z}^d \to \mathbb{R} \). Now we choose \( I = I_0 \) in Proposition 4.5. The next proposition tells us, for all integer vectors \( x \) in the box \( \Lambda_l \), how far we have to exhaust \( \mathbb{Z}^d \) in the sum (4.11), in order to guarantee that the result is \( \geq c_u^2 \) (assuming for a moment that \( c_u > 0 \)). The exhaustion is described by the integer indices in another box \( \Lambda_R \), and the proposition describes the relation between the sizes \( l \) and \( R \). For large enough \( l \), this relation is linear.

**Proposition 4.6.** Let \( u, c_u \) and \( I_0 \) be as in (4.8) and (4.10). Let further \( l \in \mathbb{N} \) and define

\[
R_l := \max \left\{ 2l + \frac{2 \ln 2}{\alpha} \frac{3^d C}{|c_u|(1 - e^{-\alpha/2})}, \frac{8(d + |I_0|)^2}{\alpha^2} \right\}.
\]  

(4.13)

Then we have for all \( x \in \Lambda_l \)

\[
\frac{2}{c_u} \sum_{k \in \Lambda_{R_l}} k^{I_0} u(x - k) \geq 1.
\]

**Proof.** We know from Proposition 4.5 that

\[
\frac{1}{c_u} \sum_{k \in \mathbb{Z}^d} k^{I_0} u(x - k) = 1,
\]

for all \( x \in \mathbb{Z}^d \). Thus we need to prove, for \( x \in \Lambda_l = \mathbb{Z}^d \cap [-l,l]^d \), that

\[
\left| \sum_{k \in \mathbb{Z}^d \setminus \Lambda_{R_l}} k^{I_0} u(x - k) \right| \leq \frac{|c_u|}{2}.
\]

(4.14)

Using the triangle inequality \( |k - x|_\infty + |x|_\infty \geq |k|_\infty, |k|_\infty \leq |k|_1 \), and that \( u \) is exponentially decreasing, we obtain

\[
\left| \sum_{k \in \mathbb{Z}^d \setminus \Lambda_{R_l}} k^{I_0} u(x - k) \right| \leq C \sum_{|k|_\infty \geq R_l} |k|^{I_0} e^{-\alpha|x-k|_\infty}
\]
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\[ \leq C e^{\alpha |x|_\infty} \sum_{|k|_\infty \geq R_l} |k|_{l_0} e^{-\alpha |k|_\infty} \]

\[ \leq C e^{\alpha l} \sum_{r=0}^{\infty} (2r + 1)^d r l_0 e^{-\alpha r} \]

\[ \leq C 3^d e^{\alpha l} \sum_{r=0}^{\infty} r^{d+|l_0|} e^{-\alpha r}. \]

Using Lemma 4.7 below and \( r \geq R_l \geq 8(2l+2|c_s| \ln(2 \cdot 3^d C/(|c_s| (1-\alpha/2))) \), we conclude that \( r^{d+|l_0|} \leq e^{\alpha r/2} \), which implies that

\[
\left| \sum_{k \in \mathbb{Z}^d \setminus \Lambda_{R_l}} k l_0 u(x - k) \right| \leq C 3^d e^{\alpha l} \sum_{r=0}^{\infty} e^{-\alpha r/2} = C 3^d e^{\alpha l} \frac{e^{-\alpha R_l/2}}{1 - e^{-\alpha/2}}.
\]

Finally, using \( R_l \geq 2l + \alpha \ln(2 \cdot 3^d C/(|c_s| (1-\alpha/2))) \), we conclude Ineq. (4.14) which ends the proof.

**Lemma 4.7.** Let \( M, \alpha > 0 \). Then

\[ n \geq \frac{8M^2}{\alpha^2} \Rightarrow n^M < e^{an/2}. \]

**Proof.** If \( n \geq \frac{8M^2}{\alpha^2} \) then

\[ n \leq \frac{\alpha^2 n^2}{8M^2}. \]

Since

\[ e^{\frac{an}{2M}} = 1 + \frac{an}{2M} + \frac{\alpha^2 n^2}{8M^2} + \cdots > \frac{\alpha^2 n^2}{8M^2}, \]

we conclude that \( n \leq e^{\frac{an}{2M}} \), or, equivalently, \( n^M \leq e^{\frac{am}{2}}. \)
Appendix A

A non-local a priori bound

An important step in the proof of exponential decay of fractional moments is the so-called a priori bound, cf. Lemma 3.22. It was this step where Assumption (C) enters the proof of exponential localization formulated in Theorem 2.6.

In this appendix we will proof an alternative a priori bound which holds under a much milder hypothesis on $u$, see Assumption (F) in Section 2.1. By milder we do not mean that this covers the whole class of models where Assumption (C) is satisfied, but rather it holds generically in the class of compactly supported single-site potentials. However, the drawback of the a priori bound of this appendix is that it is non-local in the sense that it requires averaging over the entire disorder present in the model. At the moment we do not know how to conclude exponential decay of fractional moments relying on this version of the a priori bound.

The result of this appendix extends Theorem 2.3 in [TV10b] and has been published in [ETV11].

A.1. Result

The precise assumption we will need is Assumption (F), which states that the measure $\nu$ has a density in the Sobolev space $W^{1,1}(\mathbb{R})$, $\Theta$ is finite and the single-site potential satisfies $\bar{u} := \sum_{k \in \mathbb{Z}^d} u(k) \neq 0$.

Remark A.1. Note that without loss of generality the assumption $\bar{u} \neq 0$ can be replaced by $\bar{u} > 0$, since

$$V_\omega(x) = \sum_{k \in \mathbb{Z}^d} \omega_k u(x - k) = \sum_{k \in \mathbb{Z}^d} (-\omega_k)(-u(x - k)).$$

We will assume this for the rest of this chapter.

The main result of this appendix is
Theorem A.2. Let $\Lambda \subset \mathbb{Z}^d$ finite, $s \in (0,1)$ and Assumption (F) be satisfied. Then we have for all $x,y \in \Lambda$ and $z \in \mathbb{C} \setminus \mathbb{R}$

$$E\left(|G_{\Lambda}(z; x, y)|^s\right) \leq \frac{8}{(\bar{u})^s} \frac{s^{-s}}{1 - s} \|\rho'\|_{L^1}^s C^s \frac{1}{\lambda^s},$$

where $C$ is the constant from Eq. (A.2).

The proof relies on a special transformation of the random variables $\omega_k$, $k \in \Lambda_+$, where $\Lambda_+ = \bigcup_{k \in \Lambda} \{x \in \mathbb{Z}^d : u(x-k) \neq 0\}$ denotes the set of lattice sites whose coupling constant influences the potential in $\Lambda$. If $\Theta$ is finite, let us denote by $n$ the diameter of $\Theta$ with respect to the $\ell^1$-norm, i.e. $n := \max_{i,j \in \Theta} |i - j|_1$. For $x,y \in \mathbb{Z}^d$ we define $\alpha^{x,y} : \mathbb{Z}^d \to \mathbb{R}^+$ by

$$\alpha^{x,y}(k) = \frac{1}{2} \left(e^{-c|k-x|_1} + e^{-c|k-y|_1}\right) \quad \text{with} \quad c := \frac{1}{n} \ln \left(1 + \frac{\bar{u}}{2\|u\|_{\ell^1}}\right). \quad (A.1)$$

Notice that the $\ell^1$-norm of $\alpha^{x,y}$ is independent of $x,y \in \mathbb{Z}^d$, i.e.

$$C := C(n, \bar{u}, \|u\|_{\ell^1}) = \sum_{k \in \mathbb{Z}^d} |\alpha^{x,y}(k)| = \sum_{k \in \mathbb{Z}^d} e^{-c|k|_1} = \left(\frac{e^c + 1}{e^c - 1}\right)^d. \quad (A.2)$$

With the help of the coefficients $\alpha^{x,y}(k)$, $k \in \mathbb{Z}^d$, we will define a linear transformation of the variables $\omega_k$, $k \in \Lambda_+$. Some part of the “new” potential will then be given by $W^{x,y} : \mathbb{Z}^d \to \mathbb{R}$,

$$W^{i,j}(x) = \sum_{k \in \mathbb{Z}^d} \alpha^{i,j}(k) u(x - k), \quad (A.3)$$

where indeed only the values $x \in \Lambda$ are relevant. In order to use monotone spectral averaging as presented in Section A.2, it is important that $W^{x,y}$ is positive and that $W^{x,y}(k) \geq \delta > 0$ for $k \in \{x,y\}$ where $\delta$ is independent of $x,y \in \Lambda$. This is done by

Lemma A.3. Let Assumption (F) be satisfied. Then we have for all $x,y,k \in \mathbb{Z}^d$

$$W^{x,y}(k) \geq \alpha^{x,y}(k) \frac{\bar{u}}{2} > 0.$$

In particular, $W^{x,y}(k) \geq \bar{u}/4$ for $k \in \{x,y\}$.

Proof of Lemma A.3. Recall that $n = \max_{i,j \in \Theta} |i - j|_1$ and that we have assumed $0 \in \Theta$. For $k \in \mathbb{Z}^d$ let $B_n(k) = \{j \in \mathbb{Z}^d : |j - k|_1 \leq n\}$. The triangle inequality gives us for all $k \in \mathbb{Z}^d$

$$M = \max_{j \in B_n(k)} |\alpha^{x,y}(k) - \alpha^{x,y}(j)|$$

where
We consider the expectation

\[ \mathbb{E}[|e^{-c|k-x|_1} - e^{-c|j-x|_1}| + \mathbb{E}[|e^{-c|k-y|_1} - e^{-c|j-y|_1}|. \]

Since \( \mathbb{R} \ni t \mapsto e^{-ct} \) is a convex and strictly monotonic decreasing function, we have for all \( x \in \mathbb{Z}^d \)

\[ M \leq \frac{1}{2} |e^{-c|k-x|_1} - e^{-c|k-x|_1-n}| + \frac{1}{2} |e^{-c|k-y|_1} - e^{-c|k-y|_1-n}| \]

\[ \leq \alpha^{x,y}(k)(e^{cn} - 1). \quad (A.4) \]

We use Ineq. (A.4) and that \( u(k-j) = 0 \) for \( k-j \not\in \Theta \), and obtain the estimate

\[ W^{x,y}(k) = \sum_{j \in \mathbb{Z}^d} \alpha^{x,y}(k)u(k-j) + \sum_{j \in \mathbb{Z}^d} \left[ \alpha^{x,y}(j) - \alpha^{x,y}(k) \right] u(k-j) \]

\[ \geq \alpha^{x,y}(k)\pi - \sum_{j \in \mathbb{Z}^d} |\alpha^{x,y}(k) - \alpha^{x,y}(j)||u(k-j)| \]

\[ \geq \alpha^{x,y}(k)\bar{u} - \alpha^{x,y}(k)(e^{cn} - 1)||u||_{\ell^1}. \]

This implies the statement of the lemma due to the choice of \( c \).

\[ \square \]

**Proof of Theorem A.2.** Without loss of generality we assume \( z \in \mathbb{C}^- := \{ z \in \mathbb{C} : \text{Im } z < 0 \} \). Fix \( x, y \in \Lambda \) and recall that \( \Lambda_+ = \cup_{k \in \Lambda} \{ x \in \mathbb{Z}^d | u(x-k) \neq 0 \} \) is the set of lattice sites whose coupling constant influences the potential in \( \Lambda \). We consider the expectation

\[ E = \mathbb{E}\left( |G_{\Lambda}(z; x, y)|^s \right) = \int_{\Omega_{\Lambda_+}} |\langle \delta_x, (H_{\Lambda} - z)^{-1}\delta_y \rangle|^s k(\omega_{\Lambda_+}) d\omega_{\Lambda_+}, \]

where \( \Omega_{\Lambda_+} = \times_{k \in \Lambda_+} \mathbb{R}, \omega_{\Lambda_+} = (\omega_k)_{k \in \Lambda_+}, k(\omega_{\Lambda_+}) = \prod_{k \in \Lambda_+} \rho(\omega_k) \) and \( d\omega_{\Lambda_+} = \prod_{k \in \Lambda_+} d\omega_k \). Fix \( v \in \Lambda_+ \). We introduce the change of variables

\[ \omega_v = \alpha^{x,y}(v)\zeta_v, \quad \omega_k = \alpha^{x,y}(k)\zeta_v + \alpha^{x,y}(v)\zeta_k \]

for \( k \in \Lambda_+ \setminus \{ v \} \), where \( \alpha^{x,y} : \mathbb{Z}^d \rightarrow \mathbb{R}^+ \) is defined in Eq. (A.1). With this transformation we obtain

\[ E = \int_{\Omega_{\Lambda_+}} |\langle \delta_x, (-\Delta_{\Lambda} + \lambda V_{\Lambda} - z)^{-1}\delta_y \rangle|^s k(\omega_{\Lambda_+}) d\omega_{\Lambda_+} \]

\[ = \int_{\Omega_{\Lambda_+}} |\langle \delta_x, (A + \zeta_v \lambda W^{x,y})^{-1}\delta_y \rangle|^s \tilde{k}(\zeta_{\Lambda_+}) d\zeta_{\Lambda_+}, \]

where \( \zeta_{\Lambda_+} = (\zeta_k)_{k \in \Lambda_+}, \)

\[ \tilde{k}(\zeta_{\Lambda_+}) = |\alpha^{x,y}(v)|^{\Lambda_+}|\rho(\alpha^{x,y}(v)\zeta_v) \prod_{k \in \Lambda_+ \setminus \{ v \}} \rho(\alpha^{x,y}(k)\zeta_v + \alpha^{x,y}(v)\zeta_k), \]
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\[ \mathrm{d} \zeta_{\Lambda} = \prod_{k \in \Lambda} \mathrm{d} \zeta_k, \quad A = -\Delta_{\Lambda} - z + \lambda \alpha^{x,y}(v) \sum_{k \in \Lambda_+ \setminus \{v\}} \zeta_k u(\cdot - k) \quad \text{and} \quad W^{x,y} : \ell^2(\Lambda) \to \ell^2(\Lambda) \]

is the multiplication operator with multiplication function given by Eq. (A.3). Notice that \( A \) is independent of \( \zeta_v \) and \( W^{x,y} \) is positive by Lemma A.3. We use Fubini’s theorem to integrate first with respect to \( \zeta \) which gives (while substituting back into original coordinates)

\[ E \leq \frac{8 \cdot 4^{-s} \lambda^{-s}}{[W^{x,y}(x)W^{x,y}(y)]^{s/2}} \left[ \kappa^{-s} \int_{\Omega_{\Lambda_+}} \hat{k}(\zeta_{\Lambda_+}) \mathrm{d}\zeta_{\Lambda_+} + \frac{\kappa^{1-s}}{1-s} \int_{\Omega_{\Lambda_+}} \left| \frac{\partial \hat{k}(\zeta_{\Lambda_+})}{\partial \zeta_v} \right| \mathrm{d}\zeta_{\Lambda_+} \right] \]

For the partial derivative we calculate

\[ \frac{\partial \hat{k}(\zeta_{\Lambda_+})}{\partial \zeta_v} = |\alpha^{x,y}(v)|_{\Lambda_+} \sum_{l \in \Lambda_+} \alpha^{x,y}(l) \rho'(\omega_l) \prod_{k \in \Lambda_+, k \neq l} \rho(\omega_k), \]

which gives (while substituting back into original coordinates)

\[ E \leq \frac{8 \cdot 4^{-s} \lambda^{-s}}{[W^{x,y}(x)W^{x,y}(y)]^{s/2}} \left[ \kappa^{-s} + \frac{\kappa^{1-s}}{1-s} \sum_{l \in \Lambda_+} |\alpha^{x,y}(l)| \int_{\Omega_{\Lambda_+}} \left| \rho'(\omega_l) \right| \prod_{k \neq l} \rho(\omega_k) \mathrm{d}\omega_{\Lambda_+} \right] \]

\[ \leq \frac{8 \cdot 4^{-s} \lambda^{-s}}{[W^{x,y}(x)W^{x,y}(y)]^{s/2}} \left[ \kappa^{-s} + \frac{\kappa^{1-s}}{1-s} \| \rho' \|_{L^1} \sum_{l \in \mathbb{Z}^d} |\alpha^{x,y}(l)| \right] \]

\[ \leq \frac{8 \cdot 4^{-s} \lambda^{-s}}{[W^{x,y}(x)W^{x,y}(y)]^{s/2}} \left[ \kappa^{-s} + \frac{\kappa^{1-s}}{1-s} \| \rho' \|_{L^1, C} \right], \]

where \( C \) is the constant from Eq. (A.2) and where we have used that \( W^{x,y}(x) \) and \( W^{x,y}(y) \) are bounded from below by \( \bar{n}/4 \) by Lemma A.3. If we choose \( \kappa = s/(\| \rho' \|_{L^1, C}) \) we obtain the statement of the theorem. \( \blacksquare \)

A.2. Monotone spectral averaging

In this section we prove Theorem A.4 which we have used in Section A.1 to prove boundedness of an averaged fractional power of Green’s function under Assumption (F).

**Theorem A.4.** Let \( X \) be a countable set, \( A = B + iC \) be an operator on \( \ell^2(X) \) where \( B \) is self-adjoint and \( C \) is bounded with \( C \geq 0 \). Let also \( W :
\(\ell^2(X) \to \ell^2(X)\) be a bounded and positive multiplication operator, \(s \in (0, 1)\) and \(0 \leq \rho \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})\). Then we have for all \(x, y \in X\), \(z \in \mathbb{C}^-\) and \(\kappa > 0\)

\[
\int_{\mathbb{R}} \langle \delta_x, (A + tW - z)^{-1} \delta_y \rangle^s \rho(t) dt \leq \frac{8 \cdot 4^{-s}}{|W(x)W(y)|^{s/2}} \|\rho\|_\infty^s \frac{8^s s^{-s}}{1 - s} \tag{A.5}
\]

\[
\leq \frac{8 \cdot 4^{-s}}{|W(x)W(y)|^{s/2}} \left( \frac{\|\rho\|_{L^1}}{\kappa^s} + \|\rho\|_\infty \frac{2\kappa^{1-s}}{1 - s} \right). \tag{A.6}
\]

In the case where \(\text{supp} \rho\) is bounded, the result of Theorem A.4 follows directly from a weak \(L^1\)-bound which may be found in [AEN+06]. Indeed, [AEN+06, Proposition 3.1] gives that for a maximally dissipative operator \(A\) on some Hilbert space \(H\) and Hilbert-Schmidt operators \(M_1, M_2 : H \to H_1\), where \(H_1\) is some Hilbert space, there is a constant \(C_W\) (independent of \(A, M_1\) and \(M_2\)) such that

\[
\mathcal{L} \left( \{v \in [-1, 1] : \|M_1(A - v + i0)^{-1}M_2\|_{HS} > t \} \right) \leq C_W \|M_1\|_{HS} \|M_2\|_{HS} \frac{1}{t}.
\]

Here \(\mathcal{L}\) denotes the Lebesgue measure. By the layer cake representation this implies the statement of Theorem A.4 (with different constants) in the case where \(\text{supp} \rho\) is bounded. However, for two reasons we give a proof of Theorem A.4. The first one is that the weak \(L^1\) bound is only valid for compactly supported measures, while Theorem A.4 holds true also for \(\rho\) not having bounded support. The second reason is that since our setting is not that general, we can give a short and direct proof, and the details of the proof are not that much involved as in the above mentioned weak \(L^1\)-bounds.

Recall, a densely defined operator \(T\) on some Hilbert space \(H\) with inner product \(\langle \cdot, \cdot \rangle_H\) is called dissipative if \(\text{Im} \langle x, Tx \rangle_H \geq 0\) for all \(x \in D(T)\). \(T\) is called maximally dissipative if it has no proper dissipative extension. We will use that any maximally dissipative operator \(T\) on \(H\) has a self-adjoint dilation, i.e. there is a Hilbert space \(H_+\) with inner product \(\langle \cdot, \cdot \rangle_{H_+}\), a self-adjoint operator \(L\) on \(H_+\) and an operator \(P : H_+ \to H\), such that

\[
(T - z)^{-1} = P(L - z)^{-1}P^*
\]

for all \(z \in \mathbb{C}\) with \(\text{Im} z < 0\). Moreover, the adjoint \(P^* : H \to H_+\) is an isometry, i.e. \(\langle P^*x, P^*y \rangle_{H_+} = \langle x, y \rangle_H\). For a proof of this result see [Kuz96], or [SNF70] where the equivalent theory of unitary dilations of contractions is presented.

Let us also cite a special case of [AEN+06, Lemma B.1] which we will use in the proof of Theorem A.4.

**Lemma A.5** ([AEN+06]). Let \(X\) be a countable set and \(A_0 = B + iC\) be an operator on \(\ell^2(X)\), where \(B\) is self-adjoint and \(C\) is bounded with \(C \geq \delta\) for
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some $\delta > 0$. Let also $W$ be a bounded non-negative operator in $\ell^2(X)$. Then the Birman-Schwinger operator

$$A_{BS} = (W^{1/2}A_0^{-1}W^{1/2})^{-1}$$

is maximally dissipative in $(\ker W)^\perp$, with $D(A_{BS}) = \text{Ran}(W^{1/2}A_0^{-1}W^{1/2})$. Moreover, its resolvent set $\rho(A_{BS})$ includes $\overline{C}$ and the Birman-Schwinger relation

$$(A_{BS} - \zeta)^{-1} = W^{1/2}(A_0 - \zeta W)^{-1}W^{1/2}$$

holds in $(\ker W)^\perp$ for all $\zeta \in \overline{C}$.

Proof of Theorem A.4. Let $\epsilon > 0$. For all $x, y \in X$ we have

$$I_{x,y} = \int_{\mathbb{R}} |\langle \delta_x, (A + (t + i\epsilon)W - z)^{-1}\delta_y \rangle|^{s/2} \rho(t) dt$$

$$= [W(x)W(y)]^{-s/2} \int_{\mathbb{R}} |\langle \delta_x, W^{1/2}(\tilde{A} + (t + i\epsilon)W)^{-1}W^{1/2}\delta_y \rangle|^{s/2} \rho(t) dt,$$

where $\tilde{A} = A - z$. We infer from Lemma A.5 that the operator $W^{1/2}\tilde{A}^{-1}W^{1/2}$ is invertible and that the inverse $A_{BS} = (W^{1/2}\tilde{A}^{-1}W^{1/2})^{-1}$ is maximally dissipative with domain $\text{Ran}(W^{1/2}\tilde{A}^{-1}W^{1/2})$. Moreover, the resolvent set of $A_{BS}$ includes $\overline{C}$ and we have for $\zeta \in \overline{C}$ the relation

$$(A_{BS} - \zeta)^{-1} = W^{1/2}(\tilde{A} - \zeta W)^{-1}W^{1/2}.$$ 

Since $A_{BS}$ is maximally dissipative, there exists a Hilbert space $\mathcal{H}$ with inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$, containing $\ell^2(X)$ as a subspace, and a self-adjoint operator $L$ on $\mathcal{H}$, such that

$$(A_{BS} - \zeta)^{-1} = P(L - \zeta)^{-1}P^*$$

holds for all $\zeta \in \mathbb{C}^-$. Here, $P$ is an operator from $\mathcal{H}$ to $\ell^2(X)$ and the adjoint $P^*$ is an isometry. Hence,

$$I_{x,y} = [W(x)W(y)]^{-s/2} \int_{\mathbb{R}} |\langle \delta_x, P(L + (t + i\epsilon))^{-1}P^*\delta_y \rangle|^{s/2} \rho(t) dt.$$ 

Let $\psi = P^*\delta_x \in \mathcal{H}$ and $d\mu_\psi$ be the non-negative spectral measure of $L$ with respect to $\psi$. By the spectral theorem, triangle inequality and Fubini’s theorem we have for $x = y$

$$I_{x,x} \leq [W(x)W(x)]^{-s/2} \int_{\mathbb{R}} \frac{1}{|\kappa + (t + i\epsilon)|^{s/2}} \rho(t) dt d\mu_\psi(\kappa).$$

Since $\int_{\mathbb{R}} (1/|x - \alpha|^{s}) g(x) dx \leq \kappa^{-s} \|g\|_{L^1} + 2\kappa^{1-s} \|g\|_\infty / (1-s)$ for $0 \leq g \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R})$, $s \in (0, 1)$, $\kappa > 0$ and $\alpha \in \mathbb{C}$, see e.g. [Gra94], we have for all $\kappa > 0$

$$I_{x,x} \leq [W(x)W(x)]^{-s/2} \langle \psi, \psi \rangle_{\mathcal{H}} \left( \kappa^{-s}\|\rho\|_{L^1} + \frac{2\kappa^{1-s}}{1-s} \|\rho\|_\infty \right).$$
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Notice that $\langle \psi, \psi \rangle_H = 1$ since $P^* \text{ is an isometry}$. In the case where $x \neq y$ we use polarization identity and triangle inequality and obtain analogously for all $x, y \in X$

$$I_{x,y} \leq \frac{8 \cdot 4^{-s}}{[W(x)W(x)]^{-s/2}} \left( \kappa^{-s} \| \rho \|_{L^1} + \frac{2 \kappa^{1-s}}{1 - s} \| \rho \|_{\infty} \right). \quad (A.7)$$

To conclude Ineq. (A.6), it remains to show that $\lim_{\epsilon \searrow 0} I_{x,y}$ equals to the left hand side of Ineq. (A.5). Notice that for every $t \in \mathbb{R}$ and $\epsilon > 0$

$$\left| \langle \delta_x, (A + (t + i\epsilon)W - z)^{-1} \delta_y \rangle \right|^s \leq \frac{1}{|\text{Im} \ z|^s},$$

which is an $\rho dt$-integrable majorant. Hence the dominated convergence theorem applies and gives

$$\lim_{\epsilon \searrow 0} I_{x,y} = \int_{\mathbb{R}} \lim_{\epsilon \searrow 0} \left| \langle \delta_x, (A + (t + i\epsilon)W - z)^{-1} \delta_y \rangle \right|^s \rho(t) dt$$

$$= \int_{\mathbb{R}} \left| \langle \delta_x, (A + tW - z)^{-1} \delta_y \rangle \right|^s \rho(t) dt.$$

This and Ineq. (A.7) leads to Ineq. (A.6). To show Ineq. (A.5) we minimize the right hand side of Ineq. (A.6) by choosing $\kappa = s \| \rho \|_{L^1} / (2 \| \rho \|_{\infty})$.  

\[
\boxed{
\begin{align*}
I_{x,y} & \leq \frac{8 \cdot 4^{-s}}{[W(x)W(x)]^{-s/2}} \left( \kappa^{-s} \| \rho \|_{L^1} + \frac{2 \kappa^{1-s}}{1 - s} \| \rho \|_{\infty} \right), \quad (A.7) \\
&= \int_{\mathbb{R}} \left| \langle \delta_x, (A + tW - z)^{-1} \delta_y \rangle \right|^s \rho(t) dt.
\end{align*}
\]

\[
\begin{align*}
\text{This and Ineq. (A.7) leads to Ineq. (A.6). To show Ineq. (A.5) we minimize the right hand side of Ineq. (A.6) by choosing } \kappa = s \| \rho \|_{L^1} / (2 \| \rho \|_{\infty}).
\end{align*}
\]
Appendix B

Some results for the alloy-type model

Some results and methods established for the discrete alloy-type model in Chapter 3 and 4 can also be applied for the continuous analogue, the (continuous) alloy-type model with sign-changing single-site potential. We will introduce the alloy-type model in Section B.1.

In Chapter 4 we proved a Wegner estimate for the discrete alloy-type model with exponentially decaying single-site potentials. The methods used in the proof also apply to proof a Wegner estimate for the alloy-type model with a single-site potential of a so-called generalized step function type. This is worked out in detail in Section B.2. The result is based on a joint work with Norbert Peyerimhoff and Ivan Veselić, and has already been published in the preprint [PTV11].

In Section 3.5 we established a new method to conclude exponential localization from fractional moment bounds for the discrete alloy-type model with sign-changing single-site potentials. Let us emphasize that earlier techniques, see e.g. [AM93, Gra94, BdMNSS06, AEN+06], are only applicable in the case of non-negative single-site potentials. It turns out that the method from Section 3.5 also applies for the alloy-type model. In Section B.3 we prove analogues of Proposition 3.29, Proposition 3.31 and Theorem 2.4 for the alloy-type model with sign-changing single-site potential.

B.1. The alloy-type model

The alloy-type model is given by the family of Schrödinger operators

\[ H_\omega := H_0 + V_\omega, \quad H_0 := -\Delta + V_0, \quad \omega \in \Omega, \]
B. Some results for the alloy-type model

on \( L^2(\mathbb{R}^d) \), where \(-\Delta\) is the negative Laplacian, \( V_0 \) a \( \mathbb{Z}^d \)-periodic potential, and \( V_\omega \) denotes the multiplication by the \( \mathbb{Z}^d \)-metrically transitive random field

\[
V_\omega(x) := \sum_{k \in \mathbb{Z}^d} \omega_k U(x - k).
\]

Recall that the space \( \Omega = \times_{k \in \mathbb{Z}^d} \mathbb{R} \) is equipped with the probability measure \( \mathbb{P}(d\omega) = \prod_{k \in \mathbb{Z}^d} \nu(d\omega_k) \), hence the sequence \( \omega = (\omega_k)_{k \in \mathbb{Z}^d} \) may be interpreted as a collection of i.i.d. random variables. We assume that \( V_0 \) and \( V_\omega \) are infinitesimally bounded with respect to \( \Delta \) and that the corresponding constants can be chosen uniform in \( \omega \in \Omega \). Therefore, \( H_\omega \) is self-adjoint (on the domain of \( \Delta \)) and bounded from below (uniform in \( \omega \in \Omega \)).

Recall that any real-valued function on \( \mathbb{R}^d \) that is uniformly locally \( L^p \), with \( p = 2 \) for \( d \leq 3 \) and \( p > d/2 \) for \( d \geq 4 \), is infinitesimally bounded with respect to the self-adjoint Laplacian \( \Delta \) on \( W^{2,2}(\mathbb{R}^d) \), see e.g. [RS80b, Theorem XIII.96]. This is satisfied for \( V_\omega \) if \( U \) is a so-called generalized step-function.

**Definition B.1** (Generalized step-function). Let \( L^p_c(\mathbb{R}^d) \ni w \geq \kappa \chi(-1/2,1/2)^d \) with \( \kappa > 0 \) and \( p = 2 \) for \( d \leq 3 \) and \( p > d/2 \) for \( d \geq 4 \), where \( L^p_c(\mathbb{R}) \) denotes the vector space of \( L^p(\mathbb{R}) \) functions with compact support. Let \( u \in \ell^1(\mathbb{Z}^d; \mathbb{R}) \). A function of the form \( U : \mathbb{R}^d \rightarrow \mathbb{R}, U(x) = \sum_{k \in \mathbb{Z}^d} u(k)w(x - k), \)

is called generalized step-function and the function \( u : \mathbb{Z}^d \rightarrow \mathbb{R} \) a convolution vector.

Indeed, if \( U \) is a generalized step-function, then we have for any unit cube \( C \subset \mathbb{R}^d \)

\[
\int_C |V_\omega(x)|^p \, dx = \int_C \left| \sum_{k \in \mathbb{Z}^d} \omega_k \sum_{l \in \mathbb{Z}^d} u(l - k)w(x - l) \right|^p \, dx \\
\leq \omega_+ c_p \|u\|_{\ell^1} \sum_{l \in \mathbb{Z}^d} \int_C |w(x - l)|^p \, dx = \omega_+ c_p \|u\|_{\ell^1} \|w\|_{L^p}^p,
\]

where \( \omega_+ = \sup\{|t| : t \in \text{supp } \rho\} \) and \( c_p \) is some constant depending on \( p \) and the support of \( w \). Note that the upper bound is uniform in \( \omega \in \Omega \). Hence, if \( U \) is a generalized step-function, \( V_\omega \) is infinitesimally bounded with respect to \( \Delta \) and the corresponding constants can be chosen uniform in \( \omega \in \Omega \).

The estimates we want to prove concern finite box restrictions of the operator \( H_\omega \). For \( l > 0 \) and \( x \in \mathbb{R}^d \) we denote by

\[
\mathcal{C}_{l,x} := \{ y \in \mathbb{R}^d : \max_{i=1,\ldots,d} |y_i - x_i| < l \}
\]
the open cube of side length $2l$ centered at $x$. Recall that $\Lambda_{l,x} = \{ y \in \mathbb{Z}^d : |x - y|_{\infty} \leq l \}$ and $\Lambda_{l,0} = \Lambda_{l,0}$. We will use the notation $\mathcal{E}_l = \mathcal{E}_{l,0}$ for the cube centered at the origin. For an open set $\mathcal{E} \subset \mathbb{R}^d$ we denote by $H_\mathcal{E}$ the restriction of the operator $H_\omega$ to $L^2(\mathcal{E})$ with Dirichlet boundary conditions on $\partial \mathcal{E}$. For the resolvents we use the notations $G_\omega(z) = (H_\omega - z)^{-1}$ and $G_\mathcal{E}(z) = (H_\mathcal{E} - z)^{-1}$ for $z \in \mathbb{C} \setminus \mathbb{R}$.

**Remark B.2.** Note that we have used the same symbol for the alloy-type model as well as for the discrete alloy-type model. In Appendix B, $H_\omega$ will always stand for the (continuous) alloy-type model. Note also, that the function $u$, which was used for single-site potential in the discrete setting, serves as a convolution vector to generate the (continuous) single-site potential $U$ in form of a generalized step-function.

### B.2. Wegner estimate for the alloy-type model

Our main result of this section is a Wegner estimate for the alloy-type model in the case where the single-site potential is a generalized step-function with an exponentially decaying convolution vector and where the measure $\nu$ has a probability density of finite total variation. The space $\text{BV}(\mathbb{R})$ of functions of finite total variation is defined in Section 4.1.

**Assumption (G).** Assume that the measure $\nu$ has a probability density $\rho \in \text{BV}(\mathbb{R})$, $U$ is a generalized step-function and there are constants $C, \alpha > 0$ such that for all $k \in \mathbb{Z}^d$ we have

$$|u(k)| \leq C e^{-\alpha |k|_1}.$$ 

Our main result in this section is the following theorem.

**Theorem B.3.** Let Assumption (G) be satisfied. Then there exists $C(U) > 0$ and $I_0 \in \mathbb{N}_0^d$ both depending only on $U$, such that for any $l \in \mathbb{N}$ and any bounded interval $I = [E_1, E_2] \subset \mathbb{R}$ we have the estimate

$$\mathbb{E}(\text{Tr}(\chi_I(H_{\mathcal{E}}))) \leq e^{E_2 C(U)} \| \rho \|_{\text{Var}} |I| (2l + 1)^{2d + |I_0|}.$$ 

A precise definition of $I_0 \in \mathbb{N}_0^d$ is given in Eq. (4.10).

**Remark B.4.** Let us compare the result of Theorem B.3 to earlier ones of Wegner estimates for alloy-type models with sign-changing single-site potential.

The paper [Klo95] concerns alloy-type Schrödinger operators on $L^2(\mathbb{R}^d)$ with exponentially decaying single-site potential $U$. The main result is a Wegner estimate for low energies which is polynomially in the volume and Hölder continuous in the length of the energy interval.
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The paper [HK02] studies a class alloy-type models assuming that the single-site potential $U$ is continuous and compactly supported. The obtained Wegner estimate is valid in a neighborhood of the infimum of the spectrum, linear in the volume and Hölder continuous in the energy variable.

In contrast to the results of [Klo95, HK02], the Wegner estimate from Theorem B.3 is valid on the whole energy axis.

Let us now refer to the papers [Ves02, KV06, Ves10b] which are closely related to the result presented in Theorem B.3. All three papers study alloy-type models with a single-site potential of a generalized step function form. The results apply also to the discrete alloy-type model, but we discuss here only the results obtained for operators on $L^2(\mathbb{R}^d)$. The paper [Ves02] establishes a Wegner estimate which is linear in the volume and linear in the length of the energy interval. It applies to the case where the convolution vector satisfies

$$|u(0)| > \sum_{k \neq 0} |u(k)|.$$  \hfill (B.1)

The papers [KV06, Ves10b] consider the case where the convolution vector is compactly supported and satisfies

$$s: \theta \mapsto s(\theta) := \sum_{k \in \mathbb{Z}^d} u(k)e^{-ik\cdot\theta} \text{ does not vanish on } [0, 2\pi)^d.$$  \hfill (B.2)

Under this condition they prove a Wegner estimate which is linear in the volume and linear in the length of the energy interval. The result was obtained in [KV06] in one and two dimensions and generalized in [Ves10b] to arbitrary space dimension. The paper [KV06] includes also results in arbitrary dimension which we do not discuss here. Note that condition (B.1) implies condition (B.2), and if $\sum_{k \in \mathbb{Z}^d} u(k) = 0$ then $s(0)$ vanishes.

Remark B.5. The Wegner estimate from Theorem B.3 is linear in the energy-interval length and polynomial in the volume of the cube. Moreover, the Wegner bound is valid on the whole energy axis. Hence one can prove localization via the multiscale analysis in any energy region where the initial length scale estimate holds. Since the single-site potential does not have compact support, one has to use an enhanced version of the multiscale analysis, see [KSS98].

For the proof of Theorem B.3 we use an abstract Wegner estimate established in [KV06], which is formulated in Theorem B.6. Theorem B.6 was stated in [KV06] for compactly supported $U : \mathbb{R}^d \to \mathbb{R}$ only. However, the proof directly applies for non-compactly supported single-site potentials. Before we state the theorem, let us fix some notation. For an open set $\mathcal{C} \subset \mathbb{R}^d$, $\tilde{\mathcal{C}}$ is the set of lattice sites $j \in \mathbb{Z}^d$ such that the characteristic function of the cube $\mathcal{C}_{1/2}(j)$ does not vanish identically on $\mathcal{C}$. For $j \in \mathbb{Z}^d$ we denote by $\chi_j$ the characteristic function of the cube $\mathcal{C}_{1/2}(j)$. 
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Theorem B.6 ([KV06]). Assume there is a number \( l_0 \in \mathbb{N} \) such that for arbitrary \( l \geq l_0 \) and every \( j \in \tilde{\mathcal{C}} \) there is a compactly supported \( t_{j,l} \in \ell^1(\mathbb{Z}^d; \mathbb{R}) \) such that

\[
\sum_{k \in \mathbb{Z}^d} t_{j,n}(k)U(x - k) \geq \chi_j(x) \quad \text{for all} \quad x \in \mathcal{C}.
\]

Let further \( I = [E_1, E_2] \) be an arbitrary interval. Then for any \( l \geq l_0 \)

\[
\mathbb{E}(\text{Tr}(\chi_I(H_{\mathcal{C}_l}))) \leq C e^{E_2\|\rho\|_{\text{Var}}|I|} \sum_{j \in \mathcal{C}_l} \|t_{j,l}\|_{\ell^1},
\]

where \( C \) is a constant independent of \( l \) and \( I \).

Let Assumption (G) be satisfied. In Section 4.2 we showed that there are constants \( c_u \neq 0 \) and \( I_0 \in \mathbb{N}_0^d \) (given in Eq. (4.10)), such that for each \( l \in \mathbb{N} \) there is a number \( R_l > 0 \) (given in Eq. (4.13)) such that

\[
\frac{2}{c_u} \sum_{k \in \Lambda_{R_l}} k^{I_0} u(x - k) \geq 1 \quad \text{for all} \quad x \in \Lambda_l.
\]

This fact is proven in Proposition 4.6 and we will apply it for the (continuous) alloy-type model if \( U \) is a generalized step function with an exponential decaying convolution vector \( u \) to verify the hypothesis of Theorem B.6.

Proof of Theorem B.3. Recall that \( U \) is a generalized step function and that \( w \) has compact support. Also recall, that for an open set \( \mathcal{C} \subset \mathbb{R}^d \), \( \tilde{\mathcal{C}} \) is the set of lattice sites \( j \in \mathbb{Z}^d \) such that the characteristic function of the cube \( \mathcal{C}_{1/2}(j) \) does not vanish identically on \( \mathcal{C} \). We set \( r = \sup\{|r| + 1 : w(r) \neq 0\} \). Let \( l_0 = 1 \) and \( t_{j,l} \in \ell^1(\mathbb{Z}^d) \) given by

\[
t_{j,l}(k) = \begin{cases} 2k^{I_0}/(c_u \kappa) & \text{if } k \in \Lambda_{R_l+I}, \\ 0 & \text{else,} \end{cases}
\]

for \( l \in \mathbb{N} \) and \( j \in \tilde{\mathcal{C}} \). By Ineq. (B.3) (see also Proposition 4.6) we have for all \( l \in \mathbb{N}, \, j \in \tilde{\mathcal{C}} \) and \( x \in \mathcal{C} \)

\[
\sum_{k \in \mathbb{Z}^d} t_{j,n}(k)U(x - k) = \sum_{i \in \mathbb{Z}^d} w(x - i) \sum_{k \in \mathbb{Z}^d} t_{j,l}(k)u(i - k)
\geq \frac{1}{\kappa} \sum_{i \in \Lambda_{l+I}} w(x - i) + \sum_{i \in \mathbb{Z}^d \setminus \Lambda_{l+I}} w(x - i) \sum_{k \in \mathbb{Z}^d} t_{j,l}(k)u(i - k)
\geq \frac{1}{\kappa} \sum_{i \in \Lambda_{l+I}} w(x - i) \geq \chi_j(x).
\]
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Here we have used that $w(x - i) = 0$ for $x \in \mathcal{C}_i$ and $i \notin \Lambda_{l+r}$. Hence the assumption of Theorem B.6 is satisfied. Analogous to the proof of Theorem 2.7 on page 76 there is a constant $C(U)$ depending only on the single-site potential $U$ such that

$$\sum_{j \in \mathcal{C}} \| t_{j,l} \| \leq C(U)(2l + 1)^{2d+1}.$$  

This completes the proof by using Theorem B.6.

B.3. Localization via fractional moments for the alloy-type model

The fractional moment method, introduced for the discrete Anderson model in [AM93] was adopted to the (continuous) alloy-type model in [AEN+06, BdMNSS06]. The typical output of the fractional moment method for the alloy-type model on $L^2(\mathbb{R}^d)$ is the following: There exists $s \in (0,1)$, $\mu > 0$, $C < \infty$ and $I \subset \mathbb{R}$, such that for all open sets $\mathcal{C} \subset \mathbb{R}^d$, all $x, y \in \mathbb{R}^d$, all $\epsilon > 0$ and all $E \in I$ we have

$$\mathbb{E} \left( \left\| \chi_x (H_\mathcal{C} - E - i\epsilon)^{-1} \chi_y \right\|^s \right) \leq C e^{-\mu \|x-y\|_\infty}. \quad (B.4)$$

Here $\chi_x$ denotes the multiplication operator in $L^2(\mathcal{C})$ by the characteristic function of the unit cube $\mathcal{C}_{1/2,x}$. Note that $\chi_x (H_\mathcal{C} - E - i\epsilon)^{-1} \chi_y = 0$ if $\mathcal{C}_{1/2,x} \cap \mathcal{C}$ or $\mathcal{C}_{1/2,y} \cap \mathcal{C}$ has measure zero. For $x \in \mathbb{R}^d$ we denote by

$$\|x\|_\infty = \max_{i=1,...,d} |x_i|$$

the supremum norm. The norm $\|\cdot\|$ on the left hand side of Ineq. (B.4) denotes operator norm in $L^2(\mathcal{C})$.

We refer to [AEN+06] and [BdMNSS06] where such a fractional moment bound was shown under suitable conditions on the measure $\nu$ and the single-site potential $U$. In particular, it is assumed that the single-site potential is non-negative. It is also well known that the bound (B.4) implies spectral and dynamical localization in $I$ under appropriate assumptions on $\nu$ and $U$, see [AEN+06] and [BdMNSS06] for details. In particular, the non-negativity of the single-site potential $U$ again plays a crucial role for the proof of this implication.

In this section we show that the fractional moment bound as described in Ineq. (B.4) implies spectral localization for alloy-type models with sign-changing single-site potentials. Our main result of this section is the following theorem which is proven at the end of this section.
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Theorem B.7. Let $\Theta := \text{supp} \, U$ be a bounded set, $I \subset \mathbb{R}$ be an interval and $C, \mu \in (0, \infty)$. Assume that for all $l \in 3\mathbb{N} + 3/2$, $k \in \mathbb{Z}^d$, all $x, y \in \Lambda_{l,x}$, all $\epsilon \in (0, 1]$ and all $E \in I$ we have

$$
\mathbb{E}\left(\left\| \chi G_{l,k}(E + i\epsilon) \chi \right\|^*\right) \leq C e^{-\mu \|x - y\|_\infty}.
$$

Then, for almost all $\omega \in \Omega$, $H_\omega$ exhibits exponential localization in $I$.

For $l \geq 3$ and $x \in \mathbb{Z}^d$ we introduce the notation $C_{l,x} = C_{l,x} \setminus C_{l-1,x}$ and $C_{l,x}^{\text{int}} = C_{l/3,x}$, and denote by

$$
\chi_{l,x}^{\text{out}} = \chi_{l,x}^{\text{out}} \quad \text{and} \quad \chi_{l,x}^{\text{int}} = \chi_{l,x}^{\text{int}}
$$

the characteristic functions as well as the corresponding multiplication operators. For $\Lambda \subset \mathbb{R}^d$ finite we denote by $\text{diam} \, \Lambda = \sup_{x, y \in \Lambda} \|x - y\|_\infty$ the diameter of $\Lambda$ with respect to the supremum norm.

Definition B.8. Let $m > 0$, $l \geq 3$ and $E \in \mathbb{R}$. A cube $C_{l,x}$ is called $(m, E)$-regular for $\omega \in \Omega$, if $E \not\in \sigma(H_{l,x})$ and

$$
\left\| \chi_{l,x}^{\text{out}} G_{l,x}(E) \chi_{l,x}^{\text{int}} \right\| \leq e^{-ml}.
$$

Proposition B.9. Let $\Theta = \text{supp} \, U$ be a bounded set, $I \subset \mathbb{R}$ be a bounded interval, $s \in (0, 1)$ and $l \geq \max\{3, 8 \ln(8)/\mu, -(8/5\mu) \ln(1/2)\}$ where $\mu$ is the constant from assumption (i). Assume

(i) There are constants $C, \mu \in (0, \infty)$ such that for all $k \in \mathbb{Z}^d$, all $E \in I$ and all $\epsilon \in (0, 1]$ we have

$$
\mathbb{E}\left(\left\| \chi_{l,k}^{\text{out}} G_{l,k}(E + i\epsilon) \chi_{l,k}^{\text{int}} \right\|^*\right) \leq C e^{-\mu l}.
$$

(ii) There are constants $C_W \in (0, \infty)$, $\beta \in (0, 1]$ and $D \in \mathbb{N}$ such that for all $x \in \mathbb{Z}^d$ we have

$$
\mathbb{E}(\text{Tr} \chi I(H_{l,x})) \leq C_W |I|^{\beta l^D}.
$$

Then there is a constant $F$ depending only on $I$, $U$, $\mu$, $C$ and $C_W$ such that for all $x, y \in \mathbb{Z}^d$ with $|x - y|_\infty \geq 2l + \text{diam} \, \Theta + 1$ we have

$$
\mathbb{P}\{\omega \in \Omega : \forall E \in I : C_{l,x} \text{ or } C_{l,y} \text{ is } (\mu/8, E)\text{-regular}\} \geq 1 - F l^{d+D} e^{-\mu \beta l^3/8}.
$$

Proof. By the same arguments as in the proof of Proposition 3.29 we infer from hypothesis (ii) that for each $E \in I$ and $x \in \mathbb{Z}^d$ the resolvent of $H_{l,x}$ at $E$ is well defined for almost all $\omega \in \Omega$. Hypothesis (i) and Lebesgue’s Theorem gives us for all $E \in I$

$$
\mathbb{E}\left(\left\| \chi_{l,k}^{\text{out}} G_{l,k}(E) \chi_{l,k}^{\text{int}} \right\|^*\right) \leq C e^{-ml}.
$$
B. Some results for the alloy-type model

Fix \( x, y \in \mathbb{Z}^d \) with \(|x - y|_\infty \geq 2l + \text{diam } \Theta + 1 \). For \( \omega \in \Omega \) and \( k \in \{x, y\} \) we define

\[
\Delta^k_\omega := \left\{ E \in I : \| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E) \chi_{l,k}^\text{int} \| > e^{-\mu l/8} \right\},
\]
\[
\Delta^\omega := \left\{ E \in I : \| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E) \chi_{l,k}^\text{int} \| > e^{-\mu l/4} \right\},
\]
and \( \tilde{B}_k := \{ \omega \in \Omega : \mathcal{L}(\{ \Delta^k_\omega \}) > e^{-5\mu l/8} \}. \tag{B.5} \]

Since the resolvent of \( H_{\epsilon_{l,k}} \) at \( E \) is not defined if \( E \) is an eigenvalue of \( H_{\epsilon_{l,k}} \), let us emphasize that we want the eigenvalues of \( H_{\epsilon_{l,k}} \) to be included in the sets \( \Delta^k_\omega \) and \( \Delta^\omega \), \( k \in \{x, y\} \). For \( \omega \in \tilde{B}_k \) we have

\[
\int_I \| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E) \chi_{l,k}^\text{int} \|^s dE \geq \int_{\Delta^k_\omega} \| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E) \chi_{l,k}^\text{int} \|^s dE \\
\geq e^{-\mu ls/4} e^{-5\mu l/8}.
\]

Using Hypothesis (i) and Fubini’s theorem we obtain

\[
\mathbb{P}(\tilde{B}_k) \leq e^{7\mu l/8} \int_I \int_{\Omega} \| \chi_k G_{\epsilon_{l,k}}(E) \chi_w \|^s \mathbb{P}(d\omega) dE \leq C |I| e^{-\mu l/8}.
\]

Set \( m = \max\{\inf I, \sup I\} \) and denote for \( k \in \{x, y\} \) by \( \{E_{\omega,k}^i\}_{i = 1}^{N_k} \) the eigenvalues of \( H_{\epsilon_{l,k}}^\omega \) within the interval \( B_2(I) := \{ E \in \mathbb{R} : \exists x \in I : |x - E| \leq 2 \} \). Note that the number of eigenvalues depends on \( \omega \) but satisfies the Weyl-bound \( N_k \leq C_{\text{Weyl}} |I| m^{d/2} \) for all \( \omega \in \Omega \) with a constant \( C_{\text{Weyl}} \) depending only on the single-site potential \( U \) and the distribution \( \nu \), see e.g. [PF92]. We claim that for \( k \in \{x, y\} \),

\[
\omega \in \Omega \setminus \tilde{B}_k \implies \Delta^k_\omega \subset \bigcup_{i = 1}^{N_k} [E_{\omega,k}^i - \delta, E_{\omega,k}^i + \delta] =: I_{\omega,k}(\delta), \tag{B.6}
\]

where \( \delta = 2e^{-\mu l/8} \). Indeed, fix \( \omega \in \Omega \setminus \tilde{B}_k \) and suppose that \( E \in \Delta^k_\omega \setminus \{E_{\omega,k}^1, \ldots, E_{\omega,k}^{N_k}\} \) with \( |E - E_{\omega,k}^i| > \delta \) for some \( i \in \{1, \ldots, N_k\} \). It follows that \( \| \chi_{l,k} G_{\epsilon_{l,k}}(E) \chi_{l,k}^\text{int} \| > e^{-\mu l/8} \) and for any \( E' \in \mathbb{R} \) with \( |E - E'| \leq 2e^{-5\mu l/8} \) we have \( \delta - |E - E'| \geq e^{-\mu ls/8} \geq 2e^{-3\mu l/8} \) since \( l \geq 8 \ln 8/\mu \). Moreover, the first resolvent identity and the estimate \( \|(H - E)^{-1}\| \leq \text{dist}(E, \sigma(H))^{-1} \) for self-adjoint \( H \) and \( E \in \mathbb{C} \setminus \sigma(H) \) implies

\[
\| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E') \chi_{l,k}^\text{int} \| - \| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E) \chi_{l,k}^\text{int} \| \\
\leq |E - E'| \| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E') \chi_{l,k}^\text{int} \| \| \chi_{l,k}^\text{out} G_{\epsilon_{l,k}}(E') \chi_{l,k}^\text{int} \| \leq \frac{1}{2} e^{-\mu l/8},
\]
and hence, since $E \in \Delta^k_\omega$ and $l \geq 8\ln(8)/\mu$,
\[
\|\chi_k G_{\ell,k}(E')\chi_w\| \geq e^{-\mu l/8} - \frac{1}{2}e^{-\mu l/8} > e^{-\mu l/4}.
\]
We infer that $\{E - 2e^{-5\mu l/8}, E + 2e^{-5\mu l/8}\} \cap I \subset \Delta^k_\omega$ and conclude $\mathcal{L}(\{\Delta^k_\omega\}) \geq 2e^{-5\mu l/8}$ since $|I| \geq 2e^{-5\mu l/8}$ by assumption. This is however impossible if $\omega \in \Omega \setminus \tilde{B}_k$ by (B.5), hence the claim (B.6) follows.

Now we want to estimate the probability of the event $B_{\text{res}} := \{\omega \in \Omega : I \cap I_{\omega,x}(\delta) \cap I_{\omega,y}(\delta) \neq \emptyset\}$ that there are “resonant” energies for the two box Hamiltonians $H_{\ell,x}$ and $H_{\ell,y}$. For this purpose, we denote by $\Lambda'_{l,x}$ the set of lattice sites $k \in \mathbb{Z}^d$ whose coupling constant $\omega_k$ influences the potential values in $\mathcal{C}_{l,x}$, i.e. $\Lambda'_{l,x} = \cup_{j \in \mathcal{C}_{l,x}}\{k \in \mathbb{Z}^d : U(j-k) \neq 0\}$. Notice that the expectation in hypothesis (ii) may therefore be replaced by $\mathbb{E}_{\Lambda'_{l,x}}$. Moreover, since $\Theta$ is a bounded set and $|x - y|_\infty \geq 2l + \text{diam } \Theta + 1$, the operator $H_{\ell,y}$ and therefore the interval $I_{\omega,y}(\delta)$ is independent of $\omega_k, k \in \Lambda'_{l,x}$. Analogously to the proof of Proposition 3.29 we use the product structure of the measure $\mathbb{P}$. We denote $\Omega \ni \omega = (\omega_1, \omega_2) \in \Lambda'_{l,x} \times \mathbb{Z}^d \setminus \Lambda'_{l,x}$ and for each $\omega_2 \in \Lambda'_{l,x}$ we set $B_{\text{res}}(\omega_2) = \{\omega_1 \in \Omega_{\Lambda'_{l,x}} : (\omega_1, \omega_2) \in B_{\text{res}}\}$. Since $H_{\ell,y}$ is independent of $\omega_k, k \in \Lambda'_{l,x}$, we obtain for any $\omega_2 \in \Lambda'_{l,x}$, using Chebyshev’s inequality and Hypothesis (ii) that
\[
\mathbb{P}_{\Lambda'_{l,x}}(B_{\text{res}}(\omega_2)) \leq \sum_{i=1}^{N_y} \mathbb{P}_{\Lambda'_{l,x}}\left(\{\omega_1 \in \Omega_{\Lambda'_{l,x}} : \text{Tr}(\chi_{I'}[E_{\omega,y} - 2\delta, E_{\omega,y} + 2\delta](H_{\ell,y})) \geq 1\}\right)
\leq \sum_{i=1}^{N_y} \mathbb{E}_{\Lambda'_{l,x}}\left(\text{Tr}(\chi_{I'}[E_{\omega,y} - 2\delta, E_{\omega,y} + 2\delta](H_{\ell,y}))\right)
\leq N_y C_W(4\delta)^3 l^D \leq C_{\text{Weyl}}|\mathcal{C}_{l,y}|m^{d/2} C_W (4\delta)^3 l^D.
\]
Fubini’s theorem now gives
\[
\mathbb{P}(B_{\text{res}}) \leq C_{\text{Weyl}}|\mathcal{C}_{l,y}|m^{d/2} C_W (4\delta)^3 l^D.
\]
Consider now an $\omega \notin \tilde{B}_x \cup \tilde{B}_y$. Recall that (B.6) tells us that $\Delta^x_\omega \subset I_{\omega,x}(\delta)$ and $\Delta^y_\omega \subset I_{\omega,y}(\delta)$. If additionally $\omega \notin B_{\text{res}}$ then no $E \in I$ can be in $\Delta^x_\omega$ and $\Delta^y_\omega$ simultaneously. Hence for each $E \in I$ either $\mathcal{C}_{l,x}$ or $\mathcal{C}_{l,y}$ is $((\mu/8, E))$-regular. A contraposition gives us
\[
\mathbb{P}\left(\exists E \in I, \mathcal{C}_{l,x} \text{ and } \mathcal{C}_{l,y} \text{ is } ((\mu/8, E), singular)\right) \leq \mathbb{P}(\tilde{B}_x) + \mathbb{P}(\tilde{B}_y) + \mathbb{P}(B_{\text{res}})
\leq 2C|I|e^{-\mu l/8} + C_{\text{Weyl}}C_W m^{d/2}(4\delta)^3 2^d l^D + d,
\]
from which the result follows.
Assumption (ii) from Proposition B.9 is a Wegner estimate. The next lemma shows that a certain a-priori estimate on averaged fractional moments of the Green function implies such a Wegner estimate.

**Lemma B.10.** Let $I \subset \mathbb{R}$ be a bounded interval, $s \in (0,1)$, $C \in (0,\infty)$, $k \in \mathbb{Z}^d$ and $l \in \mathbb{N} + 1/2$. Assume that for all $\epsilon \in (0,|I|]$, $E \in I$ and $x,y \in \Lambda_{l,k}$

$$
\mathbb{E}(\|\chi_xG_{\epsilon,l,k}(E+i\epsilon)\chi_y\|^s) \leq C.
$$

Then there is a constant $C_W$ depending only on $U, \nu, I$ and $C$ such that for all $[a,b] \subset I$

$$
\mathbb{E}(\text{Tr} \chi_{[a,b]}(H_{\epsilon,l,k})) \leq C_W(2l+1)^3|b-a|^s.
$$

**Proof.** Set $m = \max\{\inf I, |\sup I|\}$ and let $[a,b] \subset I$. Since we have for any $\lambda \in \mathbb{R}$ and $0 < \epsilon < b-a$

$$
\arctan\left(\frac{\lambda - a}{\epsilon}\right) - \arctan\left(\frac{\lambda - b}{\epsilon}\right) \geq \frac{\pi}{4} \chi_{[a,b]}(\lambda),
$$

one obtains an inequality version of Stones formula, namely for all $\epsilon \in (0,b-a]$ and all $\psi \in L^2(\Lambda)$ we have

$$
\langle \psi, \chi_{[a,b]}(H_{\epsilon,l,k})\psi \rangle \leq \frac{4}{\pi} \int_{[a,b]} \text{Im}(\psi, G_{\epsilon,l,k}(E+i\epsilon)\psi) dE.
$$

Let $B_\omega$ be the set of normalized eigenfunctions corresponding to the eigenvalues of $H_{\epsilon,l,k}$ in $I$. Note that for all $\omega \in \Omega$, the number of elements in $B_\omega$ is bounded from above by $C_{\text{Weyl}}|\mathfrak{C}_{l,x}| m^{d/2} =: N$ with $C_{\text{Weyl}}$ depending only on $U$ and $\nu$, see e.g. [PF92]. Using triangle inequality, $|\text{Im} z| \leq |z|$ for $z \in \mathbb{C}$, Fubini’s theorem and $|\langle \psi, G_{\epsilon,l,k}(E+i\epsilon)\psi \rangle|^{1-s} \leq \text{dist}(\sigma(H_{\epsilon,l,k}), E+i\epsilon)^{s-1} \leq \epsilon^{s-1}$ we obtain for all $\epsilon \in (0,b-a]$

$$
\mathbb{E}(\text{Tr} \chi_{[a,b]}(H_{\epsilon,l,k})) \leq \mathbb{E}\left(\sum_{\psi \in B_\omega} \frac{4}{\pi} \int_{[a,b]} \text{Im}(\psi, G_{\epsilon,l,k}(E+i\epsilon)\psi) dE\right)
$$

$$
\leq \epsilon^{s-1} \mathbb{E}\left(\sum_{\psi \in B_\omega} \int_{[a,b]} \|G_{\epsilon,l,k}(E+i\epsilon)\|^s dE\right)
$$

$$
\leq \frac{N \epsilon^{s-1}}{\pi/4} \int_{[a,b]} \mathbb{E}\left(\|G_{\epsilon,l,k}(E+i\epsilon)\|^s\right) dE.
$$

We now use $l \in \mathbb{N} + 1/2$ and obtain by covering $\mathfrak{C}_{l,x}$ with unit cubes the estimate

$$
\|G_{\epsilon,l,k}(E+i\epsilon)\| \leq \sum_{x,y \in \Lambda_{l,k}} \|\chi_xG_{\epsilon,l,k}(E+i\epsilon)\chi_y\|. \quad \text{We use further the estimate}
$$

$$
(\sum a_n)^s \leq \sum a_n^s \quad \text{for } s \in (0,1) \quad \text{and} \quad a_n > 0 \quad \text{and obtain by using the hypothesis of the Lemma}
$$

$$
\mathbb{E}(\text{Tr} \chi_{[a,b]}(H_{\epsilon,l,k})) \leq \frac{N \epsilon^{s-1}}{\pi/4} \sum_{j,k \in \Lambda_{l,k}} \int_{[a,b]} \mathbb{E}\left(\|\chi_jG_{\epsilon,l,k}(E+i\epsilon)\chi_k\|^s\right) dE
$$
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\[ \leq 4\pi^{-1}\epsilon^{s-1}N|\Lambda_{l,k}|^2 |b-a|C \]

\[ \leq 4\pi^{-1}\epsilon^{s-1}C_{\text{Weyl}}|\mathbf{c}_{l,k}|m^{d/2}|\Lambda_{l,k}|^2 |b-a|C. \]

We minimize the right hand side by choosing \( \epsilon = b-a \) and obtain the statement of the lemma.

\[ \square \]

**Proof of Theorem B.7.** First consider the case where \(|I| \leq 1\). In order to prove the theorem we first verify the hypothesis of Proposition B.9. Let \( l \in 3\mathbb{N} + 3/2 \) and \( k \in \mathbb{Z}^d \). Note that \( \mathcal{C}_{l,k}^{\text{int}} \) and \( \mathcal{C}_{l,k}^{\text{out}} \) can be covered exactly by unit cubes. By assumption we have

\[
\mathbb{E}\left( \left\| \chi_{l,k}^{\text{out}} G_{\epsilon_{l,k}} (E + i\epsilon) \chi_{l,k}^{\text{int}} \right\|^s \right) \leq \sum_{x \in \Lambda_{l,k}} \sum_{y \in \Lambda_{l/3,k}} \mathbb{E}\left( \left\| \chi_x G_{\epsilon_{l,k}} (E + i\epsilon) \chi_y \right\|^s \right)
\]

\[
\leq 2d(2l)^{d-1}(2l/3)^d C e^{-\mu (l-1-\frac{1}{2})}
\]

\[
= 2d(2l)^{d-1}(2l/3)^d C e^{\mu - \frac{2\mu}{l}}
\]

Hence the hypothesis (i) of Proposition B.9 is satisfied with an \( l \)-dependent constant \( C \). In view of Ineq. (B.7) we see that this volume dependence does not change the statement of Proposition B.9 in a quantitative way. Hypothesis (ii) of Proposition B.9 is satisfied by Lemma B.10 since \( |I| \leq 1 \). Since \( l \in 3\mathbb{N} + 3/2 \) and \( k \in \mathbb{Z}^d \) were arbitrary, we infer from the conclusion of Proposition B.9 that for any \( p > 0 \) there is an \( \tilde{l} \), such that for all \( l \in 3\mathbb{N} + 3/2 \) with \( l \geq \tilde{l} \) and all \( x, y \in \mathbb{Z}^d \) with \( |x-y|_{\infty} \geq 2l + \text{diam} \Theta + 1 \) we have

\[
\mathbb{P}\left( \{\omega \in \Omega : \forall E \in I : \mathcal{C}_{l,x} \text{ or } \mathcal{C}_{l,y} \text{ is } (\mu/12, E)-\text{regular} \} \right) \geq 1 - l^{-2p}. \tag{B.8}
\]

Roughly speaking, Ineq. (B.8) is the typical output of the multiscale analysis. That Ineq. (B.8) implies exponential localization is a well known fact. For the classical Anderson model on \( \mathbb{Z}^d \) this was implemented in [vDK89]. For the case of alloy-type models with a single-site potential supported on the unit cube we refer to [Sto01]. A generalization to models with a bounded support of the single site-potential is straightforward, cf. Theorem 3.33. For the non-compactly supported case, including our model as a special case, this implication was shown in [KSS98]. In particular, all the mentioned papers consider models with a non-negative single-site potential. However, the assumption that the single-site potential is non-negative is not used, and so the existing proofs of this fact apply directly to our setting. Hence, we obtain for almost all \( \omega \in \Omega \) that \( H_\omega \) exhibits exponential localization in \( I \).

In the case where \(|I| \geq 1\), we can cover \( I \) by countable many intervals with length smaller or equal one. Since a countable intersection of sets with measure one has full measure, we obtain the statement of the theorem. 

\[ \square \]
We consider a family self-adjoint operators $H_\omega : \ell^2(\mathbb{Z}^d) \to \ell^2(\mathbb{Z}^d)$ given by

$$H_\omega = -\Delta + \lambda V_\omega, \quad \omega \in \Omega.$$

Here $\Delta$ denotes the discrete Laplacian and $V_\omega$ is a multiplication operator by the function

$$V_\omega(x) = \sum_{k \in \mathbb{Z}^d} \omega_k u(x - k),$$

and $\lambda > 0$ measures the strength of the disorder. We assume that $\omega = (\omega_k)_{k \in \mathbb{Z}^d}$ is a sequence of independent identically distributed random variables, each distributed according to a probability measure $\nu$ on $\mathbb{R}$ with compact support, and the single-site potential $u$ is a function in $\ell^1(\mathbb{Z}^d; \mathbb{R})$. The family of operators $H_\omega, \omega \in \Omega = \times_{k \in \mathbb{Z}^d} \mathbb{R}$, is called discrete alloy-type model. We also consider the continuous analogue of the discrete alloy-type model, the alloy-type model, and use with some abuse of notation the same symbol $H_\omega$. Here the Hilbert space is replaced by $L^2(\mathbb{R})$, $\Delta$ denotes the Laplace operator and the function $u$ is replaced by a function $U$ from $\mathbb{R}^d$ to $\mathbb{R}$. A precise definition of the models can be found in Section 2.1 and B.1.

The key feature of both models is that the single-site potential is allowed to change its sign. As a consequence, the random operators depend, in the sense of quadratic forms, non-monotonically on the random parameters. However, the existing methods (multiscale analysis and fractional moment method) for studying localization phenomena of random operators strongly rely on the fact that the operator depends monotonically on the random parameters. For this reason one has to develop further the methods in order to prove localization despite of the lack of monotonicity.

Concerning the discrete alloy-type model we have the following theses.

(1) [Regularity properties] Localization for random operators on $\ell^2(\mathbb{Z}^d)$ where the potential values are not independent have been studied earlier in the
literature by imposing certain regularity assumptions on the joint distribution of the random potential values [AM93, vDK91, AG98, Hun00, ASFH01, Hun08]. These regularity assumptions are not satisfied for the discrete alloy-type model in general.

(2) **Deterministic spectrum** The spectrum of the discrete alloy-type model is almost surely a non-random set. The same holds true for the spectral components (i.e. pure point, absolutely continuous and singular continuous spectrum). This holds also true for the alloy-type model.

(3) **The deterministic spectrum is an interval** Let $\text{supp} \, \nu$ be a bounded interval. Then the spectrum of the discrete alloy-type model is almost surely an interval.

(4) **Exponential localization** Assume that $\Theta = \text{supp} \, u$ is a finite set, the measure $\nu$ has a density $\rho \in L^\infty(\mathbb{R})$, and the function $u$ satisfies $u(k) > 0$ for all $k$ at the boundary of $\Theta$ (we call this Assumption (C)). Let further $\lambda$ be sufficiently large. Then the spectrum of the discrete alloy-type model is almost surely only of pure point type and the eigenfunctions corresponding to the eigenvalues decay exponentially.

For the proof of exponential localization for the discrete alloy-type model we use the fractional moment method. The concept of this method is to control the expectation value of fractional powers of the Green function $G_\omega(z; x, y) = \langle \delta_x, (H_\omega - z)^{-1} \delta_y \rangle$ or the finite volume Green function $G_\Lambda(z; x, y) = \langle \delta_x, (H_\Lambda - z)^{-1} \delta_y \rangle$, where $\Lambda \subset \mathbb{Z}^d$ is a finite set and $H_\Lambda$ denotes the natural restriction of $H_\omega$ to $\ell^2(\Lambda)$. The main goal of the method is to show the so-called fractional moment decay from which exponential localization follows by separate arguments.

(5) **Fractional moment decay** Let Assumption (C) be satisfied and $\lambda$ be sufficiently large. Then the discrete alloy-type model satisfies a so-called fractional moment decay. This means that averaged fractional powers of the Green function decay exponentially.

(6) **Fractional moment decay implies exponential localization** Let $\Theta$ be a finite set. Then the fractional moment decay implies exponential localization, i.e., the discrete alloy-type model has almost surely only pure point spectrum and the eigenfunctions corresponding to the eigenvalues decay exponentially. Let us note that this implication does not rely on the assumptions that the single-site potential has fixed sign at the boundary of its support and that the measure $\nu$ has a density.

For a proof of the fractional moment decay one typically first shows the boundedness of an averaged fractional power of Green’s function, called the a priori
bound. Via a decoupling argument one then shows the so-called finite volume criterion from which the fractional moment decay follows directly in the case of sufficiently strong disorder using the a priori bound.

(7) **[A priori bound]** If Assumption (C) is satisfied, the expectation value of fractional powers of the Green function is bounded, where the expectation is only taken with respect to finitely many random variables. Moreover, the upper bound depends in a quantitative way on the disorder parameter $\lambda$, and the bound gets small if the disorder gets large.

(8) **[Finite volume criterion]** The discrete alloy type model satisfies a finite volume criterion if Assumption (C) is satisfied. This is a criterion which permits us to conclude fractional moment decay from some boundedness condition of the finite volume Green function.

There is an alternative a priori bound to the a priori bound from theses (7). However, it is not applicable to show a finite volume criterion, since the average over the randomness is non-local.

(9) **[Another a priori bound]** Let $\Theta$ be a finite set and $\sum_k u(k) \neq 0$. Then the expectation value of fractional powers of the finite volume Green functions is bounded uniformly in the volume, and the bound gets small if the disorder gets large.

If one pursues a proof of exponential localization not via the fractional moment method but using the multiscale analysis, then there is a need for a Wegner estimate. A Wegner estimate is an estimate on the expected number of eigenvalues of a finite volume operator in some energy interval $I$.

(10) **[Wegner estimate, discrete alloy-type model]** Let the measure $\nu$ have a density $\rho$ of finite total variation and that $u$ decays exponentially. Then the discrete alloy-type model satisfies a Wegner estimate. This Wegner estimate is suitable for a proof of localization according to the multiscale analysis.

Let us now switch from the discrete alloy-type model to the alloy-type model on $L^2(\mathbb{R}^d)$ with sign-changing single-site potential. In analogue of theses (10) and (6) we have the following.

(11) **[Wegner estimate, alloy-type model]** Assume that the measure $\nu$ has a density $\rho$ of finite total variation and $U$ is a generalized step-function with an exponentially decaying convolution vector. Then the alloy-type model satisfies a Wegner estimate. This Wegner estimate can be used for a proof of localization via multiscale analysis.
Consider the alloy-type model with a single-site potential of compact support. Then the typical fractional moment decay implies exponential localization. Note that there is no additional assumption on the measure $\nu$ and that the single-site potential may change its sign arbitrarily.
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