Iterative process of order 2 without inverting the derivative
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Abstract

We prove the sufficient conditions for convergence of a certain iterative process of order 2 for solving nonlinear functional equations, which does not require inverting the derivative. We translate and detail our results for a system of nonlinear equations, and apply it for some numerical example which illustrates our theorems.
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1 Introduction

Many problems in Applied Mathematics and Engineering are solved by solution of nonlinear equations or its systems. Usually, finding the exact solution of those equations is a very hard task at best, or even impossible sometimes. In these cases, we usually seek a numerical approximation of the solution by iterative methods, and Newton’s method is one of the most popular, due to its simplicity.

However, Newton’s method requires inverting the derivative on each step. For example, for solving systems of many nonlinear equations, this could mean inverting large size matrices, involving a large amount of computations.

Due to that, in 1974, one of the authors (Kogan [13]) suggested an iterative method for a given nonlinear functional equation, which does not require inverting the derivative, starting from the second step. Yet, the order of this method is the same as that of Newton’s, as will be proved in the sequel.

In this paper we also focus on applications of our results to the problem of solving systems of nonlinear equations. We provide two theorems, regarding sufficient conditions for convergence of our process and for existence of a solution to the system. In the numerical example, our theoretical results are illustrated by computation and drawn in Figure (1).
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1.1 General Setup

We consider equations of the form:

\[ P(x) = 0, \quad (1) \]

where \( P \) is a twice-derivable (in the sense of Frechet) operator, which transforms a Banach space \( X \) to a space of the same type.

In [13] was suggested the following iterative method:

\[ x_{n+1} = x_n - U_n P(x_n), \quad n = 1, 2, \ldots, \quad (2) \]

where

\[ U_0 = [P'(x_0)]^{-1} \]

\[ U_n = [2I - U_{n-1}P'(x_n)]U_{n-1} \quad n = 1, 2, \ldots \]

and \( I \) is the identity operator.

1.2 Structure of the Paper

The paper is organized as follows: Section 2 describes several previous results. Subsection 2.1 presents a brief fundamental research, starting from Kantorovich [7, 8] and up until modern time results. Subsection 2.2 provides one of the formulation of Newton-Kantorovich Theorem.

Section 3 provides our main results and consists of two parts. In Subsection 3.1 we state and provide the principal ideas of the proof of Theorem 1, which determines the order of convergence of this process and sufficient conditions for the existence of a solution in a certain domain of Banach space. The proof is based on the methodology of Kantorovich. In Subsection 3.2 we apply the suggested method for solving a system of nonlinear equations

\[ f_i(x_1, \ldots, x_n) = 0, \quad i = 1, \ldots, n \quad (3) \]

In Section 4 we supply a numerical example. In this section we illustrate our main results (Theorem 2 and Theorem 3) for proving the existence of solution of a certain system of equations and the convergence of our method to the solution.

Section 5 concludes the paper with a brief summary.

A full proof of our general theorem – Theorem 1 – is included in the appendix.

---

[1] A fully detailed proof can be found in the appendix.
2 Previous Results

2.1 Iterative Methods for Functional Equations

One of the first fundamental researches of iterative processes appeared in 1948. In that research, L.V. Kantorovich [7, 8] obtained the range and the rate of convergence of Newton’s method for nonlinear functional equation in Banach spaces and sufficient conditions for the existence of the solution.

By choosing specific spaces, Kantorovich managed to transform his results to solving of non-linear equations, system of equations and also differential and integral equations.

Following the methodology of L.V. Kantorovich, beginning in the 60’s, many analogical results for other iterative processes have been found out (see, for example, [15, 11]).

In recent decades, there was a significant advancement in tackling this problem, as can be seen in [1, 2, 4, 6, 9, 16, 17, 18, 19]. An interesting book [3] by Sergio Amat and Sonia Busquier presents many results and advancements.

2.2 Newton-Kantorovich Theorem

Let the following conditions hold:

1. For an initial approximation \( x_0 \), there exists an operator \( \Gamma_0 = [P'(x_0)]^{-1} \) and \( \|\Gamma_0\| \leq B_0 \).
2. \( \|\Gamma_0 \cdot P(x_0)\| \leq \eta_0 \)
3. \( \|P''(x)\| \leq K \) in the region
   \[ \|x - x_0\| \leq N(h_0) \cdot \eta_0 = \frac{1 - \sqrt{1 - 2h_0}}{h_0} \cdot \eta_0 \]

4. \( h_0 = B_0 \cdot \eta_0 \cdot K \leq \frac{1}{2} \).

Then equation (1) has the solution \( x^* \) in the region (4) and

\[ \|x^{(n)} - x^*\| \leq \frac{1}{2n-1} \cdot (2h_0)^{2n-1} \eta_0. \]

2.3 Non-linear systems of equations

We consider the following system of nonlinear equations:

\[
\begin{align*}
  f_1(x_1, x_2, \ldots, x_n) &= 0 \\
  f_2(x_1, x_2, \ldots, x_n) &= 0 \\
  \vdots \\
  f_n(x_1, x_2, \ldots, x_n) &= 0,
\end{align*}
\]

(5)
which can be equivalently written in the form:

\[ P(\vec{X}) = \vec{0}, \quad (6) \]

where: \( P = \begin{pmatrix} f_1 \\ \vdots \\ f_n \end{pmatrix}, \quad \vec{X} = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} \) and \( \vec{0} = \begin{pmatrix} 0 \\ \vdots \\ 0 \end{pmatrix} \).

The operator \( P \) maps the \( n \)-dimensional space \( X \) to itself. It is known that \( P'(\vec{X}) \) is the Jacobian matrix. That is, \( P'(\vec{X}) = \left( \frac{\partial f_i}{\partial x_j} \right) \) and \( P''(\vec{X}) = \left( \frac{\partial^2 f_i}{\partial x_j \partial x_k} \right) \), \( i, j, k = 1, \ldots, n \) (See, for example, \( [7, 8] \)).

By choosing different metrics in the \( n \)-dimensional space, Kantorovich \( [7, 8] \) obtained different formulations of Newton-Kantorovich Theorem. In the sequel, we use his estimates \( (7) \) – \( (11) \).

In the case \( \|\vec{X}\| = \max_i |x_i| \), he got:

\[ \|\Gamma_0\| = \left\| \left( P'(\vec{X}(0)) \right)^{-1} \right\| \leq \max_i \frac{1}{|\Delta|} \sum_{j=1}^{n} |A_{ij}|, \quad (7) \]

and

\[ \left\| P''(\vec{X}) \right\| \leq L \cdot n^2, \quad (8) \]

where:

\[ \Delta = \det \left( \frac{\partial f_i}{\partial x_j} \right) \bigg|_{\vec{x}=\vec{x}(0)}, \]

\( A_{ij} \) is \( (i, j) \)-cofactor of \( \left( \frac{\partial f_i}{\partial x_j} \right) \bigg|_{\vec{x}=\vec{x}(0)}, \)

and \( |\frac{\partial^2 f_i}{\partial x_j \partial x_k}| \leq L \) for any \( 1 \leq i, j, k \leq n \) in the considered area.

For \( \|\vec{X}\| = \sqrt{n \sum_{i=1}^{n} x_i^2} \), he got:

\[ \|\Gamma_0\| \leq \left( \frac{1}{|\Delta|} \sum_{i,k=1}^{n} A_{ik}^2 \right)^\frac{1}{2}, \quad (9) \]

and

\[ \left\| P''(\vec{X}) \right\| \leq L \cdot n \cdot \sqrt{n}, \quad (10) \]

where \( |\frac{\partial^2 f_i}{\partial x_j \partial x_k}| \leq L \) for any \( 1 \leq i, j, k \leq n \) in the considered domain.

Moreover, if the eigenvalue \( \lambda \) of a maximal modulus of the matrix \( \Gamma_0 \cdot \Gamma_0^T \) is known, then a more accurate estimate is:

\[ \|\Gamma_0\| \leq \sqrt{\lambda} \quad (11) \]
3 Main Results

3.1 Convergence of Iterative Process

Recall, that we solve Equation
\[ P(x) = 0, \]  
where \( P(x) \) is a twice-derivable (in the sense of Frechet) operator which transforms a Banach space \( X \) to a space of the same type. Assume that \( U_0 = [P'(x_0)]^{-1} \) exists, where \( x_0 \in X \) is an initial approximation to the solution of (1).

For solving (1) we use the following iterative process:
\[ x_{n+1} = x_n - U_n P(x_n), \quad (n = 0, 1, \ldots), \]
where:
\[ U_n = [2I - U_{n-1}P'(x_n)]U_{n-1}, \quad (12) \]
and \( I \) is the identity operator.

We show that Process (2) converges at the same order as Newton-Kantorovich, yet requires only a single inversion of \( P'(x_0) \).

3.1.1 Sufficient Conditions for Convergence

Theorem 1. Let \( a \) be a real root of the equation:
\[ a^3 + 2a^2 + 3a - 2 = 0, \quad 0.477 < a < 0.478 \]
Assume that for \( B, \eta, K \) it holds that:
\begin{align*}
1^o & \quad \|U_0\| \leq B; \quad \|P(x_0)\| \leq \eta. \\
2^o & \quad \|P''(x)\| \leq K, \text{ for any } x \in G, \text{ where} \\
G &= \left\{ x \left| \|x - x_0\| \leq \frac{2 - a - a^2}{2(1 - a - a^2)}B\eta \right. \right\} \quad (13) \\
3^o & \quad h = B^2\eta K \leq a.
\end{align*}

Then (1) has a solution \( x^* \) in the region \( G \), the sequence of (2) converges and:
\[ \|x_n - x^*\| = \frac{h(1 + h)}{2} \frac{S^{n-1}}{1 - S} (N_1h)^{2^n - 2} B\eta \]
where:
\[ S = \frac{2(1 + h)}{h^2 + 2h + 3}, \quad N_1 = \frac{h^2 + 2h + 3}{2} \]
3.1.2 **Sketch of Convergence Proof**

In this subsection we will show only the principal ideas of the proof. This is intended for readers who are interested in the practical aspects of the question. The detailed proof appears in the appendix.

We show that, for any $k = 1, 2, 3, \ldots$, the following inequalities:

\begin{align*}
\|x_k - x_{k-1}\| & \leq \alpha_k h^{2^{k-1}-1} B \eta \\
\|P(x_k)\| & \leq \beta_k h^{2^{k-1}} \eta \\
\|I - P'(x_k) U_{k-1}\| & \leq A_k h^{2^{k-1}} \\
\|U_k\| & \leq c_k B \\
\|x_k - x_0\| & \leq \gamma_k B \eta
\end{align*}

hold, where $\alpha_k, \beta_k, A_k, c_k, \gamma_k$ are bounded constants.

From these inequalities we obtain by induction, that all the approximations $x_k \in G$ and $\{x_k\}$ is a fundamental sequence.

By properties of Banach Space and fundamentality of $\{x_k\}$ emanates existence of $x^* = \lim_{n \to \infty} x_n$, which is the solution of (11).

3.2 **Nonlinear systems of equations**

Here we apply our method to solve the following system of nonlinear equations:

\[
\begin{cases}
  f_1(x_1, x_2, \ldots, x_n) = 0 \\
  f_2(x_1, x_2, \ldots, x_n) = 0 \\
  \vdots \\
  f_n(x_1, x_2, \ldots, x_n) = 0,
\end{cases}
\]

As we mention in [2.3] it can be equivalently written in the form:

\[ P(\vec{X}) = \vec{0}, \]

where $P = \begin{pmatrix} f_1 \\ \vdots \\ f_n \end{pmatrix}$, $\vec{X} = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix}$ and $\vec{0} = \begin{pmatrix} 0 \\ \vdots \\ 0 \end{pmatrix}$.

The suggested iterative process can be written as following:

\[ \vec{X}^{(k+1)} = \vec{X}^{(k+1)} - U_k P(\vec{X}^{(k)}), \quad k = 0, 1, 2, \ldots \]

The matrix $U_{k+1}$ can be expressed by the recursive expression

\[ U_{k+1} = \left[ 2I - U_k P'(\vec{X}^{(k+1)}) \right] U_k, \]

where: $\vec{X}^{(0)}$ is an initial approximation to the solution $\vec{X}^*$, $P'(\vec{X}) = \left( \frac{\partial f_i}{\partial x_j} \right)$, $U_0 = \left( P'(\vec{X}^{(0)}) \right)^{-1}$ and $I$ is the identity matrix.
\[ P''(\vec{X}) = \left( \frac{\partial^2 f_i}{\partial x_j \cdot \partial x_k} \right), \quad 1 \leq i, j, k \leq n \]

The operator \( P \) maps the \( n \)-dimensional space \( X \) to itself.

Choosing distinct metrics for the \( n \)-dimensional space, we obtain 2 theorems.

The first case is \( \|\vec{X}\| = \max_i |x_i| \). In this case, we obtain:

**Theorem 2.** If the following conditions hold for \( B, \eta, K \):

1° \( \max_i |f_i(\vec{X}(0))| \leq \eta \),

2° \( \frac{1}{|\Delta|} \sum_{i,k=1}^{n} |A_{i,k}| \leq B \) (recall that \( A_{i,k} \) is \((i, k)\)-cofactor of \( \left( \frac{\partial f_i}{\partial x_k} \right) |_{X=\vec{X}(0)} \)),

3° \( n^2 \cdot L \leq K \) for \( L = \max_{i,j,k} \left| \frac{\partial^2 f_i}{\partial x_j \cdot \partial x_k} \right| \) in our region,

4° \( B^2 \cdot \eta \cdot K \leq a \) (where \( 0.477 < a < 0.478 \)).

Then the iterative process (2) converges to the solution \( \vec{X}^* \) of the system, and

\[ \|\vec{X}^{(n)} - \vec{X}^*\| = \max_i |\vec{x}_i^{(n)} - \vec{x}_i^*| \leq \frac{h(1 + h)}{2} \frac{S^{n-1}}{1 - S} (N_1 h)^{2n-2} B \eta. \]

The second case we consider is when \( \|\vec{X}\| = \sqrt{\sum_{i=1}^{n} x_i^2} \). Here, we obtain:

**Theorem 3.** If the following conditions hold for \( B, \eta, K \):

1° \( \sqrt{\sum_{i=1}^{n} x_i^2} \leq \eta \),

2° \( \|U_0\| \leq \sqrt{\lambda} = B \), where \( \lambda \) is the eigenvalue of a maximal modulus of the matrix \( U_0 \cdot U_0^T \),

3° \( \|P''(x)\| \leq n \cdot \sqrt{n} \cdot L \),

4° \( B^2 \cdot \eta \cdot K \leq a \) (where \( 0.477 < a < 0.478 \)).

Then the iterative process (2) converges to the solution \( \vec{X}^* \) of the system, and

\[ \|\vec{X}^{(n)} - \vec{X}^*\| = \sqrt{\sum_{i=1}^{n} (\vec{x}_i^{(n)} - \vec{x}_i^*)^2} \leq \frac{h(1 + h)}{2} \frac{S^{n-1}}{1 - S} (N_1 h)^{2n-2} B \eta. \]

For the above theorems we employed inequalities (7), (8), (9) and (11).

\(^2\)If finding \( \lambda \) is a complicated task, we can require \( \|U_0\| \leq \sqrt{\frac{1}{|\Delta|} \sum_{i,k} A_{i,k}^2} \) instead.
4 Numerical Results

The following example illustrates the suggested method. Consider the system of non-linear equations:

\[
\begin{align*}
    f(x_1, x_2) &= 2x_1^3 - x_2^2 - 1 = 0 \\
    f(x_1, x_2) &= x_1 \cdot x_2^3 - x_2 - 4 = 0
\end{align*}
\]  

(21)

whereas the solution is in the domain:

\[
\begin{align*}
    0 &\leq x_1 \leq 1.3 \\
    0 &\leq x_2 \leq 1.8
\end{align*}
\]  

(22)

In the case where the domain is unknown, one can construct it by using the algorithm in [10], or by any other mean.

Let \( \overrightarrow{X}(0) = \begin{pmatrix} 1.2 \\ 1.7 \end{pmatrix} \).

Let us now verify the conditions of Theorem 2.

1° \( f_1(\overrightarrow{X}(0)) = -0.434 \), \( f_2(\overrightarrow{X}(0)) = 0.1956 \)
\( \eta = \max \{0.434, 0.1956\} = 0.434 \)

2° \( P'(\overrightarrow{X}) = \begin{pmatrix} 6x_1^2 & -2x_2 \\ x_2^3 & 3x_1x_2^2 - 1 \end{pmatrix} \), \( P'(\overrightarrow{X}(0)) = \begin{pmatrix} 8.64 & -3.4 \\ 4.913 & 9.404 \end{pmatrix} \)
\( \Delta = 97.95 \neq 0 \), \( B = \frac{9.404 + 4.913 + 3.4 + 8.64}{97.95} \leq 0.27 \)

3° \( \frac{\partial^2 f_1}{\partial x_1^2} = 12x_1 \), \( \frac{\partial^2 f_1}{\partial x_1 \partial x_2} = 0 \), \( \frac{\partial^2 f_1}{\partial x_2^2} = -2 \)
\( \frac{\partial^2 f_2}{\partial x_1^2} = 0 \), \( \frac{\partial^2 f_2}{\partial x_1 \partial x_2} = 3x_2^2 \), \( \frac{\partial^2 f_2}{\partial x_2^2} = 6x_1x_2 \)

These functions are increasing in the domain \( D \). Thus, we obtain

\[
L = \max_{i,j,k=1,2} \left| \frac{\partial^2 f_i}{\partial x_j \partial x_k} \right| = \left| \frac{\partial^2 f_1}{\partial x_1^2} \right| = 12 \cdot 1.3 = 15.6
\]

4° \( h = B^2 \cdot \eta \cdot L \cdot n^2 = 0.27^2 \cdot 0.434 \cdot 15.6 \cdot 4 > a \)

This means that the conditions of Theorem 2 do not hold. Hence, it cannot be applied to determine whether a solution exists or the process converges.

We turn to check whether we can apply Theorem 3. Let us now verify its conditions:

1. \( \eta = \sqrt{0.434^2 + 0.1956^2} = 0.476 \)

2. Since \( ||U_0|| = \sqrt{\lambda} \), where \( \lambda \) is an eigenvalue of the matrix \( U_0 \cdot U_0^T \):

\[
U_0 \cdot U_0^T = \begin{pmatrix}
    0.010421 & -0.001753 \\
    -0.001753 & 0.010295
\end{pmatrix}
\]

From the quadratic equation

\[
(0.010421 - \lambda) \cdot (0.010295 - \lambda) - 0.001753^2 = 0
\]
we obtain the following eigenvalues:

$$\lambda_1 = 0.0121, \lambda_2 = 0.0086,$$

and

$$B = \sqrt{0.0121} = 0.11.$$

3. $K \leq n \sqrt{a} \cdot L = 2\sqrt{2} \cdot 15.6 < 44.1235.$

4. $h = B^2 \cdot K \cdot \eta < 0.11^2 \cdot 44.1235 \cdot 0.476 < a.$

This means that the conditions for Theorem 3 hold.

Thus, the equation has a solution $\vec{X}^* = \begin{pmatrix} x_1^* \\ x_2^* \end{pmatrix}$ in the circle $G_0$ centered around $(1.2, 1.7)$ with the radius $r_0 = \frac{2 - a - a^2}{2(1 - a - a^2)} \cdot B \cdot \eta = 0.115$:

$$G_0 = \left\{ \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \mid (x_1 - 1.2)^2 + (x_2 - 1.7)^2 \leq r_0^2 \right\}$$

Yet, there exists a small probability of $\vec{X}^*$ not being inside $D$ (see Figure 1).

To overcome this, we tighten our region by computing $\vec{X}^{(1)}$ and its surrounding circle $G_1$:

$$\vec{X}^{(1)} = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} 1.23488 \\ 1.660982 \end{pmatrix},$$

$$G_1 = \left\{ \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \mid (x_1 - 1.23488)^2 + (x_2 - 1.660982)^2 \leq 0.028^2 \right\}.$$

It can be seen that $\vec{X}^* \in G_1 \subset D$.

Figure 1: Illustration of $D$, $G_0$ and $G_1$. 
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The values of $\overrightarrow{X}(i)$ and $P(\overrightarrow{X}(i))$, for $i = 1, 2, 3, 4$, are given in the table below:

| $i$ | $\overrightarrow{X}(i)$ | $P(\overrightarrow{X}(i))$ |
|-----|------------------------|--------------------------|
| 0   | (1.2, 1.7)             | (-4.34 \cdot 10^{-1}, 1.1956 \cdot 10^{-1}) |
| 1   | (1.234876263286, 1.660979680824) | (7.32 \cdot 10^{-3}, 2.28 \cdot 10^{-3}) |
| 2   | (1.234275470964, 1.661525517833) | (1.217 \cdot 10^{-5}, 4.225 \cdot 10^{-6}) |
| 3   | (1.2342744484119, 1.661526466792) | (5.287 \cdot 10^{-11}, -1.875 \cdot 10^{-11}) |
| 4   | (1.234274484114, 1.661526466796) | (-8.882 \cdot 10^{-20}, 0) |
5 Summary

We conclude with the following points:

1. The proposed iterative procedure has the same convergence order as Newton’s Method, yet it differs in that, starting from Step 2, it does not require inverting the matrix. This reduces the amount of calculations.

2. For practical usage, one may often encounter a scenario in which checking the conditions for convergence is more of a complicated task than calculating the solution’s approximations. In such cases, the authors recommend to compute $k$ approximations (for $k \geq 1$) and if $P(x_k)$ is small enough, one may check the conditions for existence of a solution with an initial approximation $x_k$. A small size (\( \|P(x_k)\| \leq \eta \)) of the parameter $\eta$ increases the probability of fulfillment of Theorem 2’s or Theorem 3’s conditions.

3. In the case of a single equation $f(x) = 0$, the efficiency index of our procedure is equal to that of Newton’s Method $I = \sqrt{2}$. The efficiency index can be increased ($I = 2$) if we build a nonstationary process of the same order of convergence as proposed in [12].
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Proof of Theorem 1: Define the numbers $\alpha_k$, $\beta_k$, $A_k$, $c_k$ by the formulae

\[
\begin{align*}
\alpha_1 &= 1, \quad \beta_1 = \frac{1}{2}, \quad c_1 = 1 + h, \quad A_1 = 1 \\
\alpha_k &= c_{k-1}\beta_{k-1} \\
\beta_k &= A_{k-1}^2\beta_{k-1} + \frac{1}{2}\alpha_k^2 \\
A_k &= A_{k-1}^2 + \alpha_k c_{k-1} \\
c_k &= c_{k-1} \left(1 + A_k h^{2k-1}\right)
\end{align*}
\]

(23) (24) (25) (26)

Let

\[
\varepsilon_k = \alpha_k h^{2k-1-1}, \quad q_k = A_k h^{2k-1}, \quad \gamma_k = \sum_{i=1}^{k} \varepsilon_i
\]

(27)

We will show by induction, that for any $k = 1, 2, 3, \ldots$, the following inequalities

\[
\begin{align*}
\|x_k - x_{k-1}\| &\leq \alpha_k h^{2k-1-1} B\eta \\
\|P(x_k)\| &\leq \beta_k h^{2k-1} \eta \\
\|I - P'(x_k)U_{k-1}\| &\leq A_k h^{2k-1}
\end{align*}
\]

(15) (16) (17)
\[\|U_k\| \leq c_k B \quad (18)\]

\[\|x_k - x_0\| \leq \gamma_k B \eta \quad (19)\]

hold, and all the approximations \(x_k\) are inside the region \(G\).

In the case of \(k = 1\), we obtain from (2), (12) and \(1^\circ - 3^\circ\) that:

\[\|x_1 - x_0\| \leq \|U_0\| \cdot \|P(x_k)\| \leq B \eta = \alpha_1 B \eta.\]

Since \(1 \leq \frac{2 - a - a^2}{2(1 - a - a^2)}\), we have that \(x_1\) lies inside \(G\)

\[\|P(x_1)\| = \|P(x_1) - P(x_0) - P'(x_0)(x_1 - x_0)\| \leq \frac{1}{2} \eta = \beta_1 \eta\]

\[\|I - P'(x_k)U_0\| \leq \|P'(x_0) - P'(x_1)\| \cdot \|U_0\| \leq KB^2 \eta = h = A_1 h\]

\[\|U_1\| \leq \|I + U_0 (P'(x_0) - P'(x_1))\| \cdot \|U_0\| \leq (1 + h)B = c_1 B\]

Assume that for \(k \leq n - 1\) the conditions (15) to (19) hold and also that \(\|x_k - x_0\| \leq \frac{2 - a - a^2}{2(1 - a - a^2)} B \eta\).

We will show that the same conditions apply for \(k = n\). Indeed, from (2), (27), (16), (18), (19) we have:

\[\|x_n - x_{n-1}\| \leq \|U_{n-1}\| \cdot \|P(x_{n-1})\| \leq c_{n-1} \alpha_{n-1} h^{2n-1-1} B \eta = \alpha_n h^{2n-1-1} B \eta\]

\[\|x_n - x_0\| \leq \|x_n - x_{n-1}\| + \|x_{n-1} - x_0\| \leq (\gamma_{n-1} + \alpha_n h^{2n-1-1}) B \eta = \gamma_n B \eta,\]

i.e. conditions (15) and (19) hold also for \(k = n\).

We now turn to prove several inequalities that will be later used in order to prove (16) - (18).

Multiplying the two sides of (25) by \(h^{2k-1}\), we obtain:

\[q_k = q_{k-1}^2 + c_{k-1} \alpha_k h^{2k-1}\quad (28)\]

Employing (23), (24), (26) leads to:

\[\alpha_k c_{k-1} = (1 + q_{k-1})^2 \alpha_{k-1} c_{k-2} \left[ A_{k-2}^2 + \frac{1}{2} \alpha_{k-1} c_{k-2} \right]\]
Multiplying the two sides of the above equality by $h^{2k-1}$ and employing (28), we obtain:
\[
\alpha k c_k - 1 h^{2k-1} = q_k - q_{k-1}^2, \quad \alpha k - 1 c_{k-2} h^{2k-2} = q_{k-1} - q_{k-2}^2,
\]
which leads to the relation:
\[
q_k = q_{k-1}^2 + \frac{1}{2} (1 + q_{k-1})^2 (q_{k-1}^2 - q_{k-2}^2),
\]
from which it emanates that:
\[
q_k \leq N_{k-1} q_{k-1}^2,
\]
where $N_{k-1} = 1 + \frac{1}{2} (1 + q_{k-1})^2$.

Recall that $q_1 = h$, $N_1 q_1 = \frac{h^3 + 2h^2 + 3h}{2}$, $0 \leq h \leq a$. Due to the increase of $\varphi(h) = h^3 + 2h^2 + 3h$ in $[0, a]$ from $a^3 + 2a^2 + 3a - 2 = 0$, it emanates that $N_1 q_1 \leq 1$ always holds.

By induction, (29) employs the following property: The sequences \(\{N_n\}, \{q_n\}\) are decreasing and $N_k q_k \leq 1$ for any natural $k$.

Substituting $k = n$ and then $k = n - 1$ in (28) together with condition (27) we get:
\[
q_n = q_{n-1}^2 + c_{n-1} h \varepsilon_n, \quad q_{n-1} = q_{n-2}^2 + c_{n-2} h \varepsilon_{n-1},
\]
leading to:
\[
\varepsilon_n = \varepsilon_{n-1} \frac{q_n - q_{n-1}^2}{(1 + q_{n-1}) (q_{k-1} - q_{k-2}^2)}.
\]
Since:
\[
\frac{q_n - q_{n-1}^2}{(q_{n-1} - q_{n-2}^2)} = \frac{1}{2} (1 + q_{n-1})^2 (q_{n-1} + q_{n-2}^2),
\]
we obtain:
\[
\varepsilon_n = \frac{1}{2} \varepsilon_{n-1} (1 + q_{n-1}) (q_{n-1} + q_{n-2}^2)
\]
From the above equality and condition (29) we obtain:
\[
\varepsilon_n < \frac{1}{2} (1 + q_{n-1}) (1 + N_{n-1}) q_{n-2}^2 \varepsilon_{n-1} < M q_{n-2}^2 \varepsilon_{n-1}
\]
where $M = \frac{1}{2} (1 + h) (1 + N_1)$.

By (29) and the above inequality, we get that for $n = 3, 4, 5 \ldots$ it holds that:
\[
\varepsilon_3 < M \varepsilon_2 q_1^2 = \frac{M}{N_1^2} \varepsilon_2 (N_1 q_1)^2
\]
\[
\varepsilon_4 < M^2 \varepsilon_2 N_1 q_1^6 = \left(\frac{M}{N_1^2}\right)^2 \varepsilon_2 (N_1 q_1)^6
\]
\ldots
\ldots
\[ \varepsilon_n < \left( \frac{M}{N_1} \right)^{n-2} \varepsilon_2 (N_1 q_1)^{2^{n-1}-2} \]  

(30)

\[
\frac{M}{N_1^2} = \frac{(1 + q_1)(1 + N_1)}{2N_1^2} < \frac{1}{1 + \frac{1+q_1}{2(1+q_1)}} = S < 1 .
\]

Note that \( \varepsilon_2 = \frac{1}{2} h (1 + h) \) and \( q_1 = h \). Hence, we obtain:

\[ \varepsilon_n \leq S^{n-2} \cdot \frac{h(1 + h)}{2} \cdot (N_1 h)^{2^{n-1}-2} \]

Denote \( \gamma = \sum_{n=1}^{\infty} \varepsilon_n = \lim_{n \to \infty} \gamma_n \). Inequality (30) emanates that:

\[ \gamma = 1 + \varepsilon_2 \sum_{i=2}^{\infty} \varepsilon_i \leq 1 + \varepsilon_2 \sum_{i=2}^{\infty} S^{i-2} (N_1 h)^{2^{i-1}-2} \leq 1 + \frac{\varepsilon_2}{1 - S (N_1 h)^2} \]

As we recall that:

\[ a^3 + 2a^2 + 3a - 2 = 0 , \]

, we obtain:

\[ S (N_1 h)^2 = \frac{h^2 (h^2 + 2h + 3)(1 + h)}{2} \leq \frac{a(a^3 + 2a^2 + 3a)(1 + a)}{2} = a(1+a) , \]

By the above inequality we get that:

\[ 1 \leq \gamma \leq \frac{2 - a - a^2}{2(1 - a - a^2)} \]

, and thus:

\[ \|x_n - x_0\| \leq \gamma B \eta < \gamma B \eta \leq \frac{2 - a - a^2}{2(1 - a - a^2)} B \eta \]

These inequalities will suffice for us. Let us resume to proving (16) - (18), for \( k = n \).

Since:

\[ I - P^\prime(x_n-1)U_{n-1} = I - P^\prime(x_n-1)U_{n-2} - P^\prime(x_n-1)(U_{n-1} - U_{n-2}) = [I - P^\prime(x_n-1)U_{n-2}]^2 \]

, we obtain that:

\[ \|I - P^\prime(x_n-1)U_{n-1}\| \leq A^2_{n-1} h^{2^{n-1}} \]

Recalling that \( x_n - x_{n-1} = -U_{n-1} P(x_n-1) \), we obtain:

\[ \|P(x_n-1) + P^\prime(x_n-1)(x_n - x_{n-1})\| \leq \|I - P^\prime(x_n-1)U_{n-1}\| : \|P(x_n-1)\| \leq A^2_{n-1} \beta_{n-1} h^2 \]
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By using Taylor’s formula, we then receive that:

\[ \| P(x_{n-1}) \| \leq \| P(x_{n-1}) + P'(x_{n-1})(x_n - x_{n-1}) \| + \frac{1}{2} K \| x_n - x_{n-1} \|^2 \]

\[ \leq \left( A_{n-1}^2 \beta_{n-1} + \frac{1}{2} \alpha_n^2 \right) h^{2n-1} \cdot \eta \]

\[ = \beta_n h^{2n-1} \eta \]

By the inequality:

\[ I - P'(x_n) U_{n-1} = I - P'(x_{n-1}) U_{n-1} - (P'(x_n) - P'(x_{n-1})) U_{n-1} \]

we obtain:

\[ \| I - P'(x_n) U_{n-1} \| \leq \left( A_{n-1}^2 + \alpha_n c_{n-1} \right) h^{2n-1} = A_n h^{2n-1} \]

from which it emanates that:

\[ \| U_n \| \leq \| U_{n-1} \| + \| U_{n-1} \| \cdot \| I - P'(x_n) U_{n-1} \| \leq c_{n-1} B \left( 1 + A_n h^{2n-1} \right) = c_n B \]

Now, let us prove that the sequence \( \{x_n\} \) is fundamental.

\[ \| x_{n+p} - x_n \| \leq \| x_{n+1} - x_n \| + \ldots + \| x_{n+p} - x_{n+p-1} \| \]

\[ \leq \sum_{k=n+1}^{n+p} \varepsilon_k B \eta \leq \varepsilon_{n+1} \left( 1 + \frac{\varepsilon_{n+2}}{\varepsilon_{n+1}} + \ldots \right) B \eta \leq \frac{\varepsilon_{n+1}}{1 - S} \cdot B \eta \]

(31)

and as \( X \) is a space of type \( B \), we know that there exists \( x^* = \lim_{n \to \infty} x_n \)

From (19) and the definition of \( \gamma \) we obtain, converting to limit, that \( x^* \) is in the ball \( G \).

Note that \( P(x) \) is a continuous operator. Thus, by (23), (24), (27) and (15) we obtain:

\[ \| P(x^*) \| = \lim_{n \to \infty} \| P(x_n) \| \leq \lim_{n \to \infty} \beta_n h^{2n-1} \eta \]

\[ \leq \lim_{n \to \infty} \left( \frac{\varepsilon_n q^2 - 2}{c_1} + \frac{1}{2} \varepsilon_n^2 h \right) \eta = 0 , \]

from which we can deduce that \( P(x^*) = 0 \). That is, \( x^* \) is a solution to this equation.

Converting to limit in inequality (31), we obtain the estimate of (14). Thus, the theorem is proved.

\[ \square \]