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Abstract: This paper provides an analytical framework to characterize the performance of heterogeneous networks (HetNets), where the positions of base stations and users are modeled by spatial Poisson point processes (stochastic geometry). We have been able to formally derive outage probability, rate coverage probability, and mean user bit-rate when a frequency reuse of $K$ and a novel prioritized SIR-based cell association scheme are applied. A simulation approach has been adopted in order to validate our analytical model; theoretical results are in good agreement with simulation ones. The results obtained highlight that the adopted cell association technique allows very low outage probability and the fulfillment of certain bit-rate requirements by means of adequate selection of reuse factor and micro cell density. This analytical model can be adopted by network operators to gain insights on cell planning. Finally, the performance of our SIR-based cell association scheme has been validated through comparisons with other schemes in literature.
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I. INTRODUCTION

MOBILE network operators are experiencing a significant traffic demand increase because of the emergence of bandwidth-consuming applications, such as video streaming over new-generation mobile devices [1]. Long term evolution-advanced (LTE-A) [2] systems have addressed this issue using both high-power nodes (macro cells) and low-power ones (small cells). These heterogeneous cellular networks (HetNets) [3], also denoted as multi-tier cellular systems, need inter-cell interference coordination (ICIC) mechanisms in order to deal with co-tier and cross-tier interference [4],[5]. The disparity between macro and micro cell transmission powers causes a load imbalance [6]. Hence, it is important to offload traffic from macro to micro cells in order to improve user experience [7]. In addition, the emergence of Fifth-Generation (5G) cellular networks will lead to ultra-dense cell deployments to meet the new capacity needs. Thus, interference and load imbalance issues are becoming more critical to network performance.

The commonly-used hexagonal arrangement of base stations has some limitations in modeling cellular networks. In the reality, the positions of base stations do not exactly follow a hexagonal regular layout because of both variable traffic demands among different locations (e.g., rural, urban) and obstacles (e.g., mountains, forests, etc.) [8]. Since it is difficult to achieve an analytical model in realistic conditions [9], [10], simulations are basically the only approach for performance evaluation in terms of capacity and outage probability.

On the other hand, stochastic geometry is a very powerful mathematical tool for modeling wireless networks with random topologies [11], [12]. The most famous point process applied to the study of HetNets is the Poisson point process (PPP) [11]. The PPP model was first proposed in [8] to describe the distribution of cells in classical cellular networks. Then, this study was extended to HetNets in [13]. The significant advantage in using PPP processes is that they can help to obtain closed-form formulas of important performance metrics, such as outage, average capacity, etc.

A. Related Works

In the literature, the papers using stochastic geometry analysis usually focus on two alternative cases, which are spectrum partitioning [14]–[17] and spectrum sharing schemes [13], [18], [19]. With spectrum sharing, the entire spectrum is reused in every cell; instead, the bandwidth is divided into different parts to be reused among cells in spectrum partitioning. For example, in two-tier HetNets, the bandwidth is divided into $F_1$ and $F_2$ segments with spectrum partitioning. There are two ways to use $F_1$ and $F_2$ as follows: (i) The macro cell tier uses $F_1$, while the micro cell tier uses $F_2$; (ii) The macro cell tier uses only $F_1$, while the micro cell tier can use both $F_1$ and $F_2$: $F_2$ is used by micro cells for biased User Equipments (UEs) only (i.e., those UEs, originally belonging to the macro cell tier, which are forced to associate with the micro cell tier) according to a traffic offloading scheme [20], [21]. Spectrum sharing and spectrum partitioning schemes cause UEs to suffer from co-tier and cross-tier interference.

Most of the papers adopting a stochastic geometry model assume a cell association scheme based on maximum received power (or maximum-biased received power) [13]–[19]. However, forcing UEs to associate with the cell providing the maximum (or the maximum-biased) received power does not necessarily mean having Signal-to-interference plus noise ratio (SINR) higher than a minimum SINR threshold so that UEs may experience outage. The works in [22]–[24] provide an analytical framework to study the performance of HetNets with
a max-SINR cell association scheme. However, these papers adopt the simplified assumption of frequency reuse of 1. Thus, co-tier and cross-tier interference cause a large number of UEs to experience outage conditions. Moreover, none of these papers takes the load balance issue into account so that the macro tier has associated more UEs than the micro tier. The survey paper [25] deals with stochastic geometry and frequency reuse, but in a single-tier scenario, thus oversimplifying the model without cross-tier interference and load balancing issues. Finally, the paper [26] uses reduced power transmissions for macrocells in some sub-frames for a two-tier system with PPP model. The association of UEs to micro-cells is privileged by means of a range expansion approach. The limit of this work is that only full frequency reuse is considered.

B. Contributions and Organization

In this study, we refer to downlink since it is more critical than uplink in terms of traffic demand. We consider a scenario with frequency reuse (FR) of $K$, so that the entire spectrum is divided into $K$ equal-size parts. In particular, each macro/micro cell in the system randomly uses one frequency band to reduce the interference from other cells. Moreover, we consider a cell association scheme based on the SINR at the UEs: We propose a SINR-based cell association scheme, where the micro tier has higher priority in the association to achieve load balancing with the macro tier. In particular, a UE associates with a micro cell as long as it experiences SINR greater than a minimum SINR threshold $T$ from the micro tier; if the UE is in the outage area of the micro cell tier, it will consider to associate with a macro cell.

Even if a SINR-based cell association is a common approach in cellular systems, its analysis in the PPP stochastic geometry case is not so common in the literature. We address this issue and we provide analytical derivations on outage probability, average cell load, and rate coverage probability, representing the probability that the UE bit-rate is bigger than a certain threshold $R_T$. On the basis of input parameters such as bit-rate threshold $R_T$, minimum SINR threshold $T$, transmission powers of base stations, and UEs density, the purpose of this study is to determine the $K$ value and the base station densities that allow to fulfill requirements in terms of outage probability (see Section III) and rate coverage probability (see Section IV). A simulation approach has also been provided in order to validate our analysis.

The original contributions of this work can be summarized as follows:

- The work in [22] adopts a max-SINR cell association scheme without differentiation between macro and micro cells. This approach tends to underutilize the resources of the micro cell layer. In our work, we remove this issue by giving a strict priority to the micro cells for the UE cell selection process (cell offloading). Only when there is no micro cell available to serve the UE, it is associated with a macro cell.

- The works in [13], [18], [19], and [22] adopt a full frequency reuse system. We remove such limitation so that our analysis considers $K$ frequency segments that can be assigned at random to both macro and micro cells.

- On the basis of the analysis provided in this paper, a cell planning optimization approach is proposed to select the reuse factor $K$ and the ratio of micro-to-macro cell densities, depending on the ratio of micro-to-macro transmission power levels and other system parameters.

The rest of this paper is organized as follows: Section II presents system model and assumptions for the study of two-tier HetNets with prioritized SINR-based cell association. In Section III, we derive the outage probability and average load on each tier. Section IV provides the analysis of rate coverage probability and mean UE bit-rate. Section V shows the simulation approach adopted in this study along with the settings of the LTE-A-based HetNet system. Results are presented in Section VI, followed by Section VII that provides the conclusions.

II. SYSTEM MODEL AND ASSUMPTIONS

A. Scenario Description

Let us consider a two-tier HetNet scenario, where macro cells, micro cells, and UEs are placed in the service area according to independent homogeneous PPPs. In particular, let $\Phi_M$ with density $\lambda_M$, $\Phi_M$ with density $\lambda_M$, and $\Phi_u$ with density $\lambda_u$ denote the PPPs characterizing macro eNBs (M-eNBs), micro eNBs ($\mu$-eNBs), and UEs, respectively; the densities represent the average number of points of the processes per area unit. $\gamma_M$ and $\gamma_\mu$ denote the path loss exponents for macro and micro cell layers. For the sake of simplicity, we assume $\gamma_M = \gamma_\mu = \gamma$. Moreover, M-eNBs use the transmission power $P_M$ that is higher than the transmission power $P_\mu$ used by $\mu$-eNBs. The system bandwidth is denoted by $W$. Let $h$ denote the channel gain (power factor) due to Rayleigh fading; $h$ has an exponential distribution with unitary mean. Vector $r_i$ denotes the location of eNB $i$ (being it a M-eNB or a $\mu$-eNB) assuming that a reference UE is in the origin. Fig. 1 shows an example of HetNet scenario according to our PPP assumption: dots indicate M-eNBs, while circles are $\mu$-eNBs. The lines among macro cells are obtained by using a Voronoi diagram for the macro tier, however, they do not reflect the actual cell association scheme adopted in our study (i.e., these lines are not real cell borders in this case).

In this study, because of the dense deployment of eNBs, we neglect the background noise with respect to the interference to simplify the analysis [14]; therefore, from now on SINR will simply become SIR. In this scenario, FR of $K$ is adopted to improve SIR of UEs, especially for those in edge areas, and to reduce outage probability. The entire frequency band is divided into $K$ equal segments, denoted as $\{F_1, F_2, \cdots, F_K\}$. Moreover, we assume that each cell randomly selects 1 out of the $K$ segments. An example of FR with $K = 3$ is shown in Fig. 2, where the macro cell selects $F_1$ and the two micro cells use $F_2$ and $F_3$, respectively. As we can see, interference is significantly reduced in this case with respect to spectrum sharing schemes.

B. SIR Model

Assuming that the reference UE is located in the origin and associates with cell $i$ using frequency segment $k$, where $k \in \{1, 2, \cdots, K\}$, its SIR can be expressed as follows:
Thus, the coverage probability of the entire network including all macro and micro cells can be expressed as follows:

$$P_c = P \left( \bigcup_{i \in \Phi_M \cup \Phi_\mu} \{\text{SIR}_i > T\} \right),$$

(2)

where $\Phi_M$ and $\Phi_\mu$ indicate the sets of macro and micro cells: $i \in \Phi_M \cup \Phi_\mu$ denotes one point (and then one eNB) belonging to the sum process $\Phi_M \cup \Phi_\mu$. This probability is difficult to obtain since it involves calculating the coverage probability of every cell (i.e., $P\{\text{SIR}_i > T\}$) and then to consider the union. Note that a UE could be in the coverage areas of different cells at the same time, so that their union is not empty. In order to deal with this issue, we consider $P_{c,k} = P(C_k)$, the probability of event $C_k$ that the reference UE is in the coverage area of at least one of the cells that use frequency $F_k$ (considering all together macro and micro cells using $F_k$). In other words, we study the coverage event $C_k$ of each frequency segment, considering all the tiers together; then, we take the union of the coverage events of all frequency segments. Thus, we have:

$$P_c = P \left( \bigcup_{k \in \{1, 2, \ldots, K\}} C_k \right).$$

(3)

By using the inclusion-exclusion property, we obtain:

$$P \left( \bigcup_{k \in \{1, 2, \ldots, K\}} C_k \right) = \sum_{k=1}^{K} (-1)^{k+1} \sum_{x_1 < x_2 < \ldots < x_k} P(C_{x_1 \cap C_{x_2} \cap \cdots \cap C_{x_k}}),$$

(4)

where $x_i \in \{1, 2, \ldots, K\}$. According to (4), for a given $k$, we select all possible sets of $x_i$ values satisfying the condition $x_1 < x_2 < \ldots < x_k$. For example, when $K = 3$, we have:

$$P_c = P(C_1) + P(C_2) + P(C_3) - [P(C_1 \cap C_2) + P(C_2 \cap C_3) + P(C_1 \cap C_3)] + P(C_1 \cap C_2 \cap C_3)$$

(5)

The difficulty is to compute the terms $P(C_1 \cap C_2), P(C_2 \cap C_3), P(C_1 \cap C_3)$, and $P(C_1 \cap C_2 \cap C_3)$. It is important to note that with FR of $K$ cells, using frequency $F_x$ does not interfere with cells using frequency $F_y$ when $x \neq y$, thus $C_x$ and $C_y$ are totally independent events; nevertheless, coverages of $C_x$ and $C_y$ can have some degree of overlap (their intersections can be non-empty). On the basis of this consideration, we can re-write the expressions in (5) as follows:

$$P(C_x \cap C_y) = P(C_x)P(C_y) = P_{c,x}P_{c,y}$$

(6)

We will not consider overlap among cells using the same frequency. As commented in Appendix A, this is true for SINR threshold $T \geq 1$; instead, this is approximate for $T < 1$. 

III. OUTAGE PROBABILITY

A. Outage Probability Analysis

Let $T$ denote the minimum SIR threshold. A UE is not in outage conditions if it experiences SIR higher than $T$ in at least one cell of the system. The outage probability is given by $O = 1 - P_c$, where $P_c$ denotes the coverage probability of the entire network. A UE is in the coverage area of an arbitrary cell $i$ (could it be a M-eNB or a $\mu$-eNB) in the network if $\text{SIR}_i > T$. 

$$\text{SIR}_i = \frac{P_i h_i \parallel r_i \parallel^{-\gamma}}{\sum_{j \in \{\Phi_M \cup \Phi_\mu\} \setminus i} P_j h_j \parallel r_j \parallel^{-\gamma}},$$

(1)

where $\Phi_{M,k} \cup \Phi_{\mu,k}$ denotes the sets of M-eNBs and $\mu$-eNBs using frequency segment $k$, $\parallel r_i \parallel$ denotes the distance from eNB $i$ to the reference UE. $P_i$ can be either $P_M$ or $P_\mu$ depending on $i$ being a macro cell or a micro cell. Note that the background noise has been neglected in this formula as explained in the previous subsection. Assuming that there is mapping from cell index $i$ and frequency segment $k$ assigned to cell $i$, index $k$ has been omitted from the above SIR notation.
and similarly
\[ P(C_1 \cap C_2 \cap C_3) = P_{c,1}P_{c,2}P_{c,3}. \] (7)

Moreover, due to the symmetry of the problem and assuming to have a sufficiently-large number of cells, we have \( P_{c,1} = P_{c,2} = P_{c,3} = \cdots = P_{c,K} \); thus, (4) can be further simplified by using the Newton binomial theorem as follows:
\[ P_c = \sum_{k=1}^{K} (-1)^{k+1} \binom{K}{k} p_{c,1}^k = 1 - (1 - P_{c,1})^K. \] (8)

From Theorem 1 below, we obtain the expression of \( P_{c,1} \) in the special case when both macro and micro tiers have the same SIR threshold \( T \) and noise is neglected (a more general expression of \( P_{c,1} \) is provided in Appendix A):
\[ P_{c,1} \approx D(\gamma, T) = \frac{\pi}{C(\gamma) T^{2/\gamma}}, \] (9)

where \( C(\gamma) = \frac{2\pi^2}{\gamma \sin(\frac{\pi}{\gamma})} \) and where probability \( D(\gamma, T) \) is defined in (9) itself.

In what follows, we will also use notations like \( P_c(T) \) and \( P_{c,1}(T) \) to stress that these quantities depend on SIR threshold \( T \).

Finally, the outage probability can be expressed as follows by means of (8):
\[ O = 1 - P_c = (1 - P_{c,1})^K. \] (10)

**Theorem 1:** The coverage probability \( P_{c,1} \) when only cells with frequency \( F_1 \) are considered, assuming that macro and micro tiers have SINR threshold \( T_M \) and \( T_\mu \) respectively, can be expressed as
\[ P_{c,1}(T_M, T_\mu) \approx \sum_{j=\{M, \mu\}} \frac{\lambda_j}{K} \times \int_{F_M^2} \exp \left[ - \left( \frac{T_j}{P_j} \right)^{2/\gamma} \| r_j \|^{2} \right] C(\gamma) \sum_{m=\{M, \mu\}} \frac{\lambda_m}{K} p_{2/\gamma}^{\gamma} m \right] \times \exp \left( -T_\mu \sigma^2 \| r_j \|^{\gamma} \right) dr_j, \] (11)

where notations are detailed in Appendix A.

This Theorem is adapted from Theorem 1 in [22] taking frequency reuse into account. The proof of this Theorem is provided in Appendix A. In this theorem, we only refer to (both macro and micro) cells using frequency \( F_1 \) out of all the cells using frequencies \( F_1, F_2, \cdots, F_K \). In Appendix A, we also explain the approximation we made to achieve the result in (11).

**B. Average Cell Load**

The average cell load represents the fraction of active UEs belonging to the micro or the macro tier or, equivalently, the probability that a random UE belongs to a tier given that this UE is under the coverage area of the network (i.e., not in outage condition). Cells with a higher number of associated UEs will have a higher average load. Usually, UEs experience the best SIR from the macro tier, causing this tier to be overloaded if a common max-SIR cell association scheme is adopted. In order to achieve a better load balancing between micro and macro cells, we adopt a prioritized SIR-based cell association scheme as follows:

1. The micro tier has higher priority than the macro tier when cell association is performed. In particular, a UE associates with the micro tier as long as it experiences SIR > \( T \) from this tier. Only if the UE has SIR < \( T \) (outage) from the micro tier, it will consider to associate with the macro tier if it can guarantee SIR > \( T \); otherwise, the UE experiences outage. This scheme allows reducing the number of UEs in macro cells while keeping the outage probability as low as possible.

The rationale of this scheme is that if a UE can be served by both macro and micro tiers, we prefer that this UE be associated with the micro tier every time this is possible, thus avoiding to use macro cell resources that could be more useful in those cases where UEs can only be covered by the macro tier. This requires macro and micro tiers to have some coverage overlap so that the UEs can be offloaded. Note that even if a UE associates with the cell providing the highest SIR, it does not mean that this UE will have SIR > \( T \) from the cell. As shown in Appendix A, when \( K = 1 \) and \( T \geq 0 \) dB, a UE cannot simultaneously be in the coverage area of two different cells [22]; in these circumstances, there is no overlap area among cells, so that a UE cannot be offloaded from one cell to another. With \( K = 1 \) and \( T < 0 \) dB, there is some coverage overlap among cells, however, we will neglect it to carry out the analysis in Appendix A. On the other hand, if \( K > 1 \), the coverage overlap can exist for any SIR threshold \( T \) value, as considered in sub-Section III.A. In this case, our prioritized SIR-based cell association scheme can allow a better load balancing between macro and micro tiers. Even though we assume an interference-limited HetNet scenario, the previous considerations are still correct when background noise is included.

**Proposition 1:** When prioritized SIR-based cell association with reuse of \( K \) is adopted, the probability that a UE associates with the micro tier under the condition that this UE is in the coverage area can be expressed as
\[ A_\mu = \frac{1 - (1 - P_{c,1,\mu})^K}{1 - (1 - P_{c,1})^K}, \] (12)

where \( P_{c,1,\mu} = \frac{\lambda_\mu \pi p_{2/\gamma}^{\gamma/T - 2/\gamma}}{C(\gamma) \sum_{i=\{M, \mu\}} \lambda_i p_{2/\gamma}^{\gamma}} \) is the coverage probability of the micro tier when only cells (both macro and micro) using frequency \( F_1 \) are considered.

The proof of Proposition 1 is provided in Appendix B, which is adapted from [22] taking our prioritized SIR-based cell association scheme into account.

According to our prioritized SIR-based cell association scheme, UEs in the coverage area of the network, but not in the coverage area of the micro tier will associate with the macro tier. Thus, the probability that a reference UE associates with the macro tier (i.e., average load on the macro tier under the condition that the UE is in the coverage area) is complementary with respect to (12) as shown below:
IV. RATE COVERAGE PROBABILITY

The rate coverage probability represents the probability that a reference UE can achieve a bit-rate greater than or equal to a certain minimum value denoted by $R_T > 0^2$ [17]. We consider $R_T$ as a given system value. Let $R$ denote the bit-rate (random value) of a reference UE in the network. When this UE is in outage conditions (not under the coverage area of any tier), its bit-rate is 0 so that the probability that this UE achieves the target age conditions (not under the coverage area of any tier), its bit-value) of a reference UE in the network. When this UE is in outage, then following the law of total probability, the probability of

\[ P(R \geq R_T, C_M) = P(R \geq R_T | C_M) P(C_M) \]

\[ + P(R \geq R_T | C_\mu) P(C_\mu) \]

\[ + P(R \geq R_T | (C_M \cap C_\mu)) P(C_M \cap C_\mu) \]

(14)

because $P(R \geq R_T | (C_M \cap C_\mu) = 0$ since the UEs in the outage area have no throughput. By using the Bayes rule, we obtain:

\[ P(R \geq R_T) = P(R \geq R_T, C_M) + P(R \geq R_T, C_\mu). \]

(15)

In order to calculate the rate coverage probability, we will separately derive the rate coverage probabilities of macro and micro tiers in the next sub-sections.

A. Micro UEs’ Rate Coverage Probability

In this sub-Section, we compute the term $P(R \geq R_T, C_M)$. The event $C_\mu$ tells us that the UE, belonging to the micro tier, associates with the micro cell providing the best SIR. We assume that a round robin (RR) scheduler is used to allocate resources to UEs within a cell. In particular, we divide the bandwidth assigned to a micro cell by the average number of UEs in the micro cell in order to obtain the average bandwidth available per UE in the micro cell. Thus, given that the reference UE associates to the micro tier, its bit-rate can be expressed as follows according to the Shannon capacity formula:

\[ R = \frac{W}{K} \log_2 \left( 1 + \max_{j \in C_\mu} SIR_j \right), \]

(16)

where $A_\mu P_c \frac{\lambda_\mu}{\gamma_\mu}$ denotes the average number of UEs per micro-cell.

Let $\rho_\mu = 2^{\frac{\rho_T K A_\mu P_c \lambda_\mu}{\gamma_\mu}} - 1$. We have:

\[ P(R \geq R_T, C_\mu) = \frac{W \lambda_\mu}{K A_\mu \lambda_\mu P_c} \log_2 \left( 1 + \max_{j \in C_\mu} SIR_j \right) \geq R_T, C_\mu \]

(17)

\[ = \rho_\mu, \max_{j \in C_\mu} \{ SIR_j \geq T \} \]

(18)

The event $\max_{j \in C_\mu} SIR_j \geq \rho_\mu$ is equivalent to $\cup_{j \in C_\mu} \{ SIR_j \geq \rho_\mu \}$ since if one of the SIR values from micro cells is higher than $\rho_\mu$, the maximum SIR among those values will be higher than $\rho_\mu$ as well and vice versa. Note that depending on the values of $K, R_T, \lambda_\mu, T$, and $\lambda_\mu, \rho_\mu$ can be bigger or smaller than $T$ (i.e., the rate coverage requirement can be more stringent or less stringent than the outage requirement). Let $T_\mu = \max(\rho_\mu, T)$. Then, (17) can be re-written as follows:

\[ P(R \geq R_T, C_\mu) = P \left( \cup_{j \in C_\mu} \{ SIR_j \geq T_\mu \} \right). \]

(19)

Equation (18) is fairly easy to interpret because if $\rho_\mu < T$, then the outage condition is more stringent than the $R_T$ constraint so that all UEs in the micro tier coverage area will have higher bit-rate than $R_T$. Otherwise, if $\rho_\mu \geq T$, (18) can be understood as the micro tier’s coverage probability when the SIR threshold is raised from $T$ to $\rho_\mu$ [see (2)]. Then, by adopting the same method as that used to obtain (8), we derive the coverage probability of the micro tier with SIR threshold $T_\mu$ as follows:

\[ P_c(\mu)(T_\mu) = 1 - \left[ 1 - P_c(\mu)(T_\mu) \right]^K, \]

(20)

where $P_c(\mu)(T_\mu) = \frac{\lambda_\mu P_c}{C_\mu \sum_{i \in C_\mu} \lambda_i P_i}$ is the micro tier coverage probability if only cells using frequency $F_1$ are considered and SIR threshold is $T_\mu$. Appendix B provides the details on the derivation of (19).

Finally, from (18) and (19) we obtain the rate coverage probability of the micro tier as a function of $R_T$ (and then $\rho_\mu$) as follows:

\[ P(R \geq R_T, C_\mu) = 1 - \left[ 1 - P_c(\mu)(T_\mu) \right]^K. \]

(20)

B. Macro UEs’ Rate Coverage Probability

In this subsection, we compute the term $P(R \geq R_T, C_M)$. We denote $\rho_M = 2^{\frac{\rho_T K A_\mu P_c \lambda_\mu}{\gamma_\mu}} - 1$. The event $C_M$ happens when the reference UE experiences SIR lower than $T$ for all micro cells, but it has SIR higher than $T$ for at least one macro cell. Thus, $C_M$ is characterized by two joint events as follows:

\[ C_M = \left( \cup_{i \in C_M} \{ SIR_i \geq T \} \right) \cap \left( \cap_{j \in C_\mu} \{ SIR_j < T \} \right). \]

(21)

Similar to the previous part, the rate coverage probability of the macro tier can be re-written as follows:

\[ P(R \geq R_T, C_M) = \rho_M, \max_{i \in C_M} \{ SIR_i \geq T \}, \cap_{j \in C_\mu} \{ SIR_j < T \} \]

\[ = \rho_M, \max_{i \in C_M} \{ SIR_i \geq \max(\rho_M, T) \}, \cap_{j \in C_\mu} \{ SIR_j < T \} \].

(22)
In order to write the above, we have exploited the fact that \( \max_{i \in \Phi_M} \text{SIR}_i \geq \rho_M \) is equivalent to \( \cup_{i \in \Phi_M} \{ \text{SIR}_i \geq \rho_M \} \), as in the previous case. Let \( T_M = \max(\rho_M, T) \) and \( D_M \) be the event \( \cup_{i \in \Phi_M} \{ \text{SIR}_i \geq T_M \} \). Note that the event \( \cap_{i \in \Phi_M} \{ \text{SIR}_i < T \} \) is exactly \( C_\mu \). We consider the following relation among events and corresponding probabilities:

\[
D_M \cup C_\mu = C_\mu \cup D_M \cap C_\mu \Rightarrow P(D_M \cup C_\mu) = P(C_\mu \cup D_M \cap C_\mu).
\]

Since \( C_\mu \) and \( D_M \cap C_\mu \) are disjoint events, we have:

\[
P(D_M \cup C_\mu) = P(C_\mu) + P(D_M \cap C_\mu).
\]

From (22) and (24), we have:

\[
P(R \geq R_T, C_M) = P(D_M \cap C_\mu) = P(D_M \cup C_\mu) - P(C_\mu)
\]

\[
= P((\cup_{i \in \Phi_M} \{ \text{SIR}_i \geq T_M \}) \cup (\cup_{j \in \Phi_M} \{ \text{SIR}_j \geq T \}))
\]

\[
- P((\cup_{i \in \Phi_M} \{ \text{SIR}_i \geq T \})
\]

\[
= 1 - [1 - P_c,1(M(T, T))^{K}] + 1 - [1 - P_c,1,M(T))^{K}
\]

\[
= [1 - P_c,1,M(T))^{K} - [1 - P_c,1(M(T, T))]^{K},
\]

where \( P((\cup_{i \in \Phi_M} \{ \text{SIR}_i \geq T_M \}) \cup (\cup_{j \in \Phi_M} \{ \text{SIR}_j \geq T \})) \) has been derived in Appendix A, referring only to the cells using \( F_1 \); then, we generalize to all frequency segments analogously to what is shown in (8). Still in Appendix A, we show in (40) that 

\[
P_{c,1}(T_M, T) = \frac{\gamma}{c(\gamma)} \frac{\lambda_M P_M^{2/\gamma} T^{-2/\gamma} + \lambda_u P_u^{2/\gamma} T^{-2/\gamma}}{\sum_{\alpha}(\lambda_{\alpha} P_{\alpha}^{2/\gamma} T^{-2/\gamma}}.
\]

The coverage probability of the network (including both macro and micro tiers) when only the sub-set of cells using frequency \( F_1 \) are considered and the SIR threshold of the macro tier is \( T_M = \max(\rho_M, T) \).

C. Combination of the Two Cases and Mean Bit-Rate

From (15), (20), and (25), we obtain the rate coverage probability as follows:

\[
P(R \geq R_T) = 1 - [1 - P_{c,1,M}(T)]^{K} + [1 - P_{c,1,U}(T)]^{K}
\]

\[
- [1 - P_{c,1}(M(T, T))]^{K}.
\]

Further elaborating (26) by means of the Newton Binomial formula, we obtain the expression in (27) that is shown at the top of the next page, where the only terms depending on \( R_T \) are \( T_M \) and \( T_M \). This expression is useful in what follows for performing the integration over \( R_T \).

We expect that \( P(R \geq R_T) \) increases as \( R_T \) decreases to 0. When \( R_T \) is sufficiently small so that \( \max(\rho_M, \rho_u) \leq T \), we have 

\[
P_{c,1,M}(T_M) \equiv P_{c,1,M}(T), P_{c,1}(M(T, T)) \equiv P_{c,1}(T)
\]

and the following rate coverage probability formula:

\[
P(R \geq R_T) \equiv 1 - (1 - P_{c}(T))^{K},
\]

which is exactly the coverage probability of the network, \( P_{c} \). In this case, all UEs in the coverage area have bit-rate satisfying the rate threshold. Thus, the maximum value of the rate coverage probability is equal to the coverage probability of the network.

We can also consider the average of the UE bit-rate, \( R \), that represents an important parameter characterizing the performance provided to a UE. We can compute this by using the distribution corresponding to the rate coverage probability as follows:

\[
E[R] = \int_0^{\infty} P \{ R > R_T \} \, dR_T.
\]

The mean UE bit-rate can be obtained by applying the above integral to the rate coverage probability expression in (27); then, by exploiting the linearity of the integral operator, we resort to apply the integral to two types of terms, as detailed below:

\[
\int_0^{\infty} \left[ T_M \cdot \int_0^{\infty} P \{ \rho_M \geq R_T \} \, dR_T \right] \, dR_T = \int_0^{\infty} \left[ \max \{ \rho_M, T \} \right] \, dR_T,
\]

\[
\int_0^{\infty} \left[ \int_0^{\infty} P \{ \rho_M \geq R_T \} \, dR_T \right] \, dR_T = \int_0^{\infty} \left[ \max \{ \rho_M, T \} \right] \, dR_T.
\]

These integrals can be expressed by means of the incomplete Beta function \( B_{\alpha, \beta} \) [27] as shown in (31) at the top of the next page, where \( \rho = \rho_M \text{ or } M \), \( a = a_M \text{ or } M \) = \( \frac{K A_{\alpha} \cdot A_M}{W \lambda_M} \), and \( b = 2k/\gamma \). Note that the minimum rate value for the macro cell coverage is \( \frac{1}{\gamma} \log_2 (1 + T) \), and the minimum rate value for the micro cell coverage is \( \frac{1}{\gamma} \log_2 (1 + T) \). However, in (26) and (27), \( R_T \) can also be below the previous minimum bit-rate values (so that the integral in (29) starts from \( R_T = 0 \), because in these circumstances, the rate coverage probability coincides with the coverage probability and its value is independent of \( R_T \). Finally, numerical methods have to be used to compute (30) to determine the mean UE bit-rate.

Note that the approach in (29) to determine the mean UE bit-rate is different from that adopted in [22], because in that work the authors refer to a mean UE bit-rate (not considering that there are many UEs that share the cell capacity as we do here introducing coefficients \( a_M \) and \( a_M \) conditioned on the coverage and referring to a simple max-SINR cell association scheme with no frequency reuse.

In analysis of outage, cell load, and rate coverage probabilities, basic parameters are: \( \gamma \), \( T \), \( W \), and \( K \). Instead, the other parameters \( \lambda_M, \lambda_u, P_M, P_u, \lambda_u / \lambda_M \) influence the numerical results only via the following ratios: \( \lambda_M / \lambda_u, P_M / P_u \), and \( \lambda_u / \lambda_M \). Thus, in Section VI, we present an optimization approach for both \( K \) and \( \lambda_u / \lambda_M \) (given the other parameters). Hence, using the obtained model and analysis, network operators can select both \( K \) and decide when it is convenient to increase the density of \( M \)-eNBs (\( \lambda_u / \lambda_M \)) in the system, so that users’ quality of experience is satisfied (see Figs. 15 and 16 in Section VI).

Even if we consider a two-tier HetNet system, this work could be extended to more than two tiers. In particular, we could add a femto layer, where each cell selects a frequency segment at random as well. Then, we can apply our prioritized SIR-based cell association scheme, using a priority order for cell associations as femto > micro > macro. The detailed scheme with more than two tiers is left to a future study.
\[ P(R \geq R_T) = \sum_{k=1}^{K} (-1)^{k+1} \binom{K}{k} \left\{ \left[ P_{c,1,\mu}(T_{\mu}) \right]^k - \left[ P_{c,1,\mu}(T) \right]^k + \left[ P_{c,1}(T_M,T) \right]^k \right\} \]

\[ = \sum_{k=1}^{K} (-1)^{k+1} \binom{K}{k} D^k(\gamma,T) \frac{\left( T_T \right)^{-2\alpha}}{T_T} + \sum_{i=1}^{K} \binom{K}{i} \left[ \left( \frac{\lambda_M}{\lambda} \right) \left( \frac{P_{\mu}}{P_T} \right)^{\frac{2}{\alpha}} \left( T_M \right)^{2-\gamma} \right]^k \left( 1 + \left( \frac{\lambda_M}{\lambda} \right) \left( \frac{P_{\mu}}{P_T} \right)^{\frac{2}{\alpha}} \right)^{K-k} \]

(27)

\[ \int_0^{+\infty} \left[ \max \{ \rho, T \} \right]^{-b} dR_T = \int_0^{\frac{1}{aT} T} dR_T + \int_{\frac{1}{aT} T}^{+\infty} \left( \frac{2^{aR_T-1}}{aT} \right)^b dR_T = \frac{1}{aT} \log_2 (1 + T) + \frac{B \log_2 (b, 1 - b)}{a \ln (2)} \]  

(31)

V. SIMULATION APPROACH AND SETTINGS

It is important to notice that the simulation of a PPP-based cellular system is quite different from that of a hexagonal-regular system, but the main idea is the same. In the case of a hexagonal-regular cellular network, a simulation is basically implemented PPP on a very large area with the reference UE at the center so that the interference from cells outside the area to the UE is negligible and border effects are eliminated. All macro and micro eNBs are placed on a plane with sizes \( L \times L \), where \( L \) is the length of the side of the plane (thus, the average number of macro cells is \( N_c = \lambda_M L^2 \), the average number of micro cells is \( N_{\mu} = \lambda_{\mu} L^2 \), and the average number of UEs is \( N_u = \lambda_u L^2 \)). To generate points according to PPPs, we first determine the number of points in \( L^2 \) using Poisson random variables with mean values \( N_c, N_{\mu}, \) and \( N_u \). Then, conditioning on the number of points in the \( L^2 \) area of the PPPs of M-eNBs, \( \mu \)-eNBs, and UEs, the position of each point is determined according to a uniform distribution in \( L^2 \).

Each simulation is repeated \( N = 10,000 \) times, regenerating at each run the positions of M-eNBs, \( \mu \)-eNBs, and UEs according to the corresponding homogeneous PPP processes. In each simulation, depending on the topology, the reference UE can associate with macro or micro tier or can be in the outage area. By repeating the simulation \( N \) times and observing the results, we can obtain the probability that the UE is in the coverage area or in outage conditions, and the probability that the UE belongs to the macro tier or the micro tier.

The LTE-A HetNet scenario has been implemented in a Matlab simulator, using the Monte Carlo approach. In details, we simulate a square area with side \( L = 20 \) km and an average number of 80 M-eNBs (\( \lambda_M = 80/400 = 0.2 \) M-eNBs/km²). The density of UEs is \( \lambda_u = 100 \lambda_M \). The transmission power of M- (\( \mu \)-) eNBs is 46 dBm (30 dBm). The system bandwidth is \( W = 20 \) MHz. If not differently stated, SIR threshold \( T \) is set to 0 dB, micro cells density is \( \lambda_{\mu} = 4 \lambda_M \), pathloss exponent \( \gamma \) is 4, and rate threshold \( R_T \) is set to 1 Mbps.

VI. RESULTS

In this Section, we verify our analysis via simulations. Moreover, we compare our prioritized SIR-based cell association scheme with other schemes in the literature, which are: Max-reference signal received power (RSRP)\(^3\) with spectrum sharing [13], [18], max-biased RSRP with spectrum partitioning [14]–[17], and max-SIR with frequency reuse of \( K \). Our aim is to show the advantages of our prioritized SIR-based scheme in terms of outage probability, load balancing, and rate coverage probability. We also validate the analysis of the mean UE bitrate by means of simulations. Finally, We propose an optimization approach to select \( K \) and \( \lambda_M/\lambda_{\mu} \) values to satisfy certain cell planning requirements.

A. Model and Analysis Validation

Let us focus on the first set of results (Figs. 3–5), where we vary the frequency reuse factor \( K \) from 1 to 8. Note that \( K = 1 \) means that every cell uses the entire spectrum, which is equivalent to the spectrum sharing scheme proposed in [22]. The path loss exponent can assume different values such as 3.5, 4, or 5, which are compatible with a urban environment. We can see from Fig. 3 that the outage probability rapidly reduces with \( K \).

In particular, the outage probability for \( \gamma = 4 \) decreases from 36% when \( K = 1 \) to 13% when \( K = 2 \) and to 5% when \( K = 3 \); with \( K \geq 5 \), there is almost no UEs in outage conditions. Fig. 4

\(^3\)In the LTE-A standard, RSRP is defined as the linear average over the power contributions of the resource elements (REs) that carry cell-specific reference signals within the considered measurement frequency bandwidth [28].
shows that the average load on the micro tier $A_{\mu}$ increases from 38% to nearly 60% when $K$ increases from 1 to 3. The reason is that the micro tier can provide better SIR to UEs with larger $K$ value so that more UEs associate with the micro tier by means of the prioritized SIR-based cell association scheme. The rate coverage probability is shown in Fig. 5. It can be observed that the micro tier provides better SIR to UEs with larger $K$ value so that more UEs associate with the micro tier by means of the prioritized SIR-based cell association scheme. The rate coverage probability has a maximum when $K = 2$ gives the best results in this case ($\lambda_{\mu} = 4\lambda_{M}$) for all the $\gamma$ cases. Beyond this $K$ value, the rate coverage probability reduces since the bandwidth share of each UE is smaller. The optimal value of $K$ will change when the ratio between micro cells density and macro cell density changes, as discussed later in this Section. When the path loss exponent is higher, we achieve better performance. The reason is that in this dense HetNet scenario, the high path loss exponent makes each cell to become more isolated from the rest of the network, thus reducing the interference among cells. As a final remark, we can see that the analysis results are very close to simulation ones, thus validating our theoretical approach.

Figs. 6, 7, and 8 show the outage probability, average load, and rate coverage probability for SIR threshold $T$ (both macro tier and micro tier) from $-4$ dB to $20$ dB with different values of $K$. We can see from Fig. 6 that the outage probability reduces with $K$. When $K = 1$, analytical results closely follow simulation ones for $T \geq -2$ dB; if $T < -2$ dB, however, the analysis provides a lower outage probability as compared with simulation results because of the approximation of disjoint cells in the coverage analysis, as explained in Appendix A (see (35)). Instead, the analysis provides very close results to simulations for $K > 1$ even if $T < 0$ dB, because the approximation improves with $K$ as stated in the Appendix A. SIR threshold $T$ has also impact on both the average load on the micro tier, $A_{\mu}$, and the rate coverage probability, $P(R \geq R_T)$, as shown in Figs. 7 and 8. In particular, with lower $T$ values, there are more UEs under the coverage area, which leads to more UEs associated with the micro tier as a result of our prioritized SIR-based cell association scheme. Thus, SIR threshold $T$ can be used as a parameter to control the average load on each tier. Fig. 7 also shows that the average load from analysis does not depend on $T$ when $K = 1$, because, as we can see from (12), $A_{\mu}$ is independent of $T$. The rate coverage probability has a maximum when $T = 0$ dB and $K = 2$ as shown in Fig. 8. The reason is that when $T$ increases there are more UEs in outage conditions, thus leading to more resources for UEs which are still under the coverage area; however, the number of UEs in the coverage area reduces, so that the rate coverage probability reduces as well.

Fig. 9 shows that there are different $K$ values maximizing the rate coverage probability for different $\lambda_{\mu}/\lambda_M$ values and $T = 0$ dB. In fact, when $\lambda_{\mu} = \lambda_M$, we should use $K = 1$. On the other hand, when $\lambda_{\mu} = 4\lambda_M$, it is better to use $K = 2$; instead, $K = 3$ should be adopted when $\lambda_{\mu} = 8\lambda_M$ or higher. This result can be justified because the more the micro cells, the higher the interference in the network, so that bigger $K$ values should be adopted.

In Fig. 10, we show the rate coverage probability as a function of the rate threshold $R_T$ ranging from 200 kbps to 2 Mbps. We can observe that higher $\lambda_{\mu}/\lambda_M$ values provide better performance for the same $K$. We note that $K = 3$ provides higher rate coverage probability than $K = 2$ for small rate threshold $R_T$. In fact, $K = 3$ can help to better control interference in the network, thus improving bit-rate of edge UEs. Moreover, with $K = 3$, there are more UEs served by the micro tier as shown in
Fig. 6. Outage probability as function of SIR threshold $T$ in dB.

Fig. 7. Average load on the micro tier as function of SIR threshold $T$ in dB.

Fig. 8. Rate coverage probability as function of SIR threshold $T$ in dB.

Fig. 9. Rate coverage probability with different micro density-to-macro density ratios $\lambda_{\mu}/\lambda_{M}$.

B. Comparisons with Other Schemes

In this subsection, we compare our prioritized SIR-based cell association with other schemes in the literature. In particular, the following schemes are considered for comparisons:

- Max-RSRP cell association with spectrum sharing [13], [18]: in this scheme, all macro and micro cells share the same frequency band ($K = 1$). A generic UE associates with the cell providing the highest RSRP value.

- Max-RSRP cell association with $K = 3$: This scheme uses the same frequency reuse technique as in our study, but with an RSRP-based cell association criterion.

- Max-RSRP cell association with resource partitioning 1 (RP1) [14], [15]: In this scheme, the frequency band is divided into 2 parts, $F_1$ and $F_2$. All macro cells use $F_1$, while all micro cells use $F_2$. Thus, the two tiers do not interfere with each other.

- Max-RSRP cell association with resource partitioning 2 (RP2): This scheme is used in [16] and [17]. Radio resources are allocated differently from the previous RP1 scheme as described below, considering three groups of UEs, such as macro UEs, micro UEs, and biased UEs. In particular, macro UEs experience higher received power (i.e., RSRP) from the macro tier even though bias is applied to the micro tier. Micro UEs experience higher received power

- Max-biased RSRP cell association with resource partitioning 2 (RP2): This scheme is used in [16] and [17]. Radio resources are allocated differently from the previous RP1 scheme as described below, considering three groups of UEs, such as macro UEs, micro UEs, and biased UEs. In particular, macro UEs experience higher received power (i.e., RSRP) from the macro tier even though bias is applied to the micro tier. Micro UEs experience higher received power
from the micro tier even when bias is not used at the micro tier. Finally, biased UEs experience the best received power from the macro tier when bias is not applied, but they obtain better received power from the micro tier when bias is applied to them, so that these UEs are forced to associate with the micro tier. Hence, the difference between max-RSRP and max-biased RSRP is in the association of biased UEs (associated with the macro tier with max-RSRP scheme and associated with the micro tier with max-biased RSRP). Frequency band $F_1$ is used for both macro and micro UEs, while $F_2$ is dedicated only to biased UEs to avoid strong interference from the macro tier. Thus, the macro tier uses only $F_1$, while the micro tier uses both $F_1$ and $F_2$ for separate groups of UEs. Note that in this case, macro UEs and micro UEs suffer from both cross-tier and co-tier interference, while biased UEs only suffer from co-tier interference.

- **Max-SIR cell association**: Max-SIR cell association scheme, where a UE always associates with the cell providing the highest SIR (it does not matter if it is a macro or a micro cell), has been studied in [22]–[24] with frequency reuse factor of 1. We adopt here max-SIR cell association with $K = 1$ to represent the case of the scheme in [22] where no frequency reuse is adopted and max-SIR with $K = 2$ and $K = 3$ to improve interference conditions.

For the sake of fair comparisons, we use the same numerical settings as in [17], where $\lambda_M = 1 \text{ M-eNBs/km}^2$, $P_t = 26 \text{ dBm}$, and $\lambda_\mu = 5\lambda_M$. The other parameters are the same as described in Section V. With this configuration, according to [17], the optimal bias value (RP2 case) of the micro tier to maximize the rate coverage probability is $15 \text{ dB}$ and the fraction of bandwidth for biased UEs ($F_2$) is 0.47.

Fig. 12 shows the outage probability of our cell association scheme [denoted as “prioritized SIR(-based)""] and of the other schemes in the literature obtained from simulations. We can see that our cell association scheme with $K = 3$ achieves much lower outage probability than the other RSRP-based schemes. This is because in our scheme UEs associate with cells providing SIR greater than the minimum SIR threshold $T$. Max-RSRP with $K = 1$ (spectrum sharing) is characterized by the highest outage probability because of the high interference: all cells use the same frequency band. Max-biased RSRP cell association scheme with RP2 is also quite bad at managing interference, because both micro and macro UEs suffer from cross-tier and co-tier interference; using a larger bias value can also cause a higher outage probability because of co-tier interference experienced by biased UEs. With max-RSRP and RP1 scheme, macro and micro tiers use different frequency segments and UEs also associate with cells providing the best received power, thus having lower outage probability since cross-tier interference is eliminated. Finally, max-SIR scheme achieves the same outage probability as our scheme for $K = 3$, because the prioritized SIR-based scheme does not change the coverage condition of max-SIR. On the other hand, max-SIR has a much worse outage probability for $K = 1$; this is a further proof that the reuse of resources is a very important strategy for reducing outage probability.

The rate coverage probabilities of the different schemes are shown in Fig. 13.\textsuperscript{4} We can see that our scheme outperforms

\textsuperscript{4}Note that the study in [17] for max-biased RSRP considers that UEs in outage
max-RSRP with $K = 3$. This occurs because max-RSRP causes most of the UEs to associate with the macro tier, so that macro UEs suffer from lack of resources (they cannot attain the required bit-rate). Instead, other schemes (such as max-biased RSRP and our prioritized SIR-based schemes) include load balancing mechanisms, so that they can achieve better performance. Our scheme with $K = 3$ outperforms max-biased RSRP RP2 scheme when $R_T < 1$ Mbps, because our scheme provides better SIR (see Fig. 12) and exploits better the capacity of micro cells (higher $A_u$ value), thus UEs in edge areas can satisfy the rate requirement. For $R_T \geq 1$ Mbps, prioritized SIR-based scheme with $K = 3$ has a lower rate coverage probability because of the smaller amount of bandwidth available for each UE.5 Then, it would be better to use $K = 2$ with our scheme for $R_T \geq 1$ Mbps in order to outperform max-biased RSRP. Moreover, our prioritized SIR-based scheme also obtains better rate coverage probability than max-SIR scheme for a wide range of $R_T$ values for both $K = 2$ and $K = 3$; in the $K = 1$ this is true only for small-to-medium $R_T$ values. These results of the comparison between our scheme and max-SIR depending on $K$ can be justified because more UEs associate with the micro tier (denoted below as ‘micro UEs’s) with prioritized SIR-based scheme than with max-SIR, thus spending the radio resources of the macro tier for those UEs that can only associate with macro cells. On the other hand, max-SIR is better than prioritized-SIR using the same $K$ value when $R_T$ is very high. This occurs because micro UEs have higher bit-rates with max-SIR rather than with prioritized SIR-based scheme. In fact, prioritized-SIR causes more UEs to be associated with micro cells than with max-SIR. Thus, each micro UE can only have a smaller amount of bandwidth and its bit-rate is lower. Hence, only max-SIR can allow to satisfy the rate coverage probability requirement with high $R_T$ values.

\[ \min_{K, \gamma, \lambda_M} \frac{\lambda_u}{\lambda_M} \]

\[ \text{s.t.} \quad O < 10\% \]

\[ P \{ R > R_T \} \geq 50\% , \]

where $T$, $\lambda_u/\lambda_M$, $P_M/P_u$, $\gamma$, $W$, and $R_T$ are given.

In this study, $P \{ R > R_T \}$ is given by (26). We assume that the above rate coverage constraint is feasible and defines a curve $\gamma : P \{ R > R_T \} - 0.5 = 0$ in the $K - \lambda_u/\lambda_M$ plane, which is verified under a certain range of $R_T$ values; if higher $R_T$ values have to be guaranteed, a larger $W$ and/or a lower $\lambda_u/\lambda_M$ are needed. If the planning has to guarantee a better performance it is possible to increase the $R_T$ value and/or to consider a larger value than 50% for the rate coverage probability constraint.

The outage probability constraint $O < 10\%$ can be further elaborated according to (10) as a function of $P_{c,\Gamma}(T)$ given in (9). In particular, we have:

\[ K > \frac{1}{\log_{10} \left( 1 - D(\gamma, T) \right)} \]

Let us denote $d \triangleq \left\lfloor - \log_{10} \left( 1 - D(\gamma, T) \right) \right\rfloor$; then, the set of $K$ values fulfilling the above outage constraint is $\{d+1, d+2, \ldots\}$.

Other optimization approaches based on the maximization of the mean UE bit-rate could be considered, but the mean UE bit-rate increases with $\lambda_u/\lambda_M$ and then a limit due to cost constraints should be adopted for $\lambda_u/\lambda_M$ values and in most of the cases the optimization would just imply to select the maximum allowed $\lambda_u/\lambda_M$ value. This is the reason why these approaches are less interesting. As an alternative, we could substitute the rate coverage probability constraint with a constrain on the mean UE bit-rate; doing this way we would obtain a problem that can be solved with the same approach shown below, but with more complexity due to the integration needed to obtain the mean UE bit-rate. This is the reason why we do not deal with this case here.

Since $K$ is integer, the optimization in (32) is a mixed-integer programming problem that is basically non-convex. The classical approach for solving this problem requires to find the optimal solution considering $K$ as a continuous variable (relaxation)
\[
\left\{ \begin{align*}
\frac{\partial}{\partial P} P(R > R_T) &= 0 \\
\frac{\partial}{\partial \mu} P(R > R_T) - 0.5 &= 0
\end{align*} \right. \quad \Leftrightarrow \quad \left\{ \begin{align*}
\frac{\partial}{\partial \mu} \left\{ [1 - P_{c,1,\mu}(T_{\mu})]^K - [1 - P_{c,1,\mu}(T)]^K + [1 - P_{c,1}(T_M, T)]^K \right\} = 0 \\
0.5 - [1 - P_{c,1,\mu}(T_{\mu})]^K + [1 - P_{c,1,\mu}(T)]^K - [1 - P_{c,1}(T_M, T)]^K &= 0
\end{align*} \right. \tag{34}
\]

and then applying the branch and bound method. This optimization has been solved by means of a heuristic approach that can be explained using the graphical example in Fig. 14, showing level curves of the rate coverage probability in the \(K - \lambda_\mu/\lambda_M\) plane for \(R_T = 1\) Mbit/s and \(P_\mu = 30\) dBm. In this figure, we have to select the point in the plane with the lowest \(\lambda_\mu/\lambda_M\) value that is fulfilling both the outage constraint (i.e., \(K \geq 3\), \(d = 2\)) and the rate coverage probability constraint. Because of the behavior of the rate coverage probability, this point can be found on the level curve \(\Gamma\) (i.e., rate coverage probability equal to 0.5) as the point with the lowest \(\lambda_\mu/\lambda_M\) value for integer \(K \geq 3\). Then, in our example, the optimum point is achieved for \(K = 3\) and \(\lambda_\mu/\lambda_M \approx 5\). This graphical solution suggests the following method to solve our problem.

We consider that the relaxed constraints (corresponding to curves \(\Gamma\) and \(K > d\)) define a feasibility area in the \(K - \lambda_\mu/\lambda_M\) plane where we have to find the point with minimum \(\lambda_\mu/\lambda_M\). Then, as shown in the example in Fig. 14, the solution point is on the border of the area on the \(\Gamma\) curve; this is an implicit function of \(K\) for which we can find the minimum by means of the null derivative condition in (34) at the top of this page [29], where unknown variables are \(K\) and \(\lambda_\mu/\lambda_M\) and the other parameters are given. Because of the complexity in formally expressing the solution of (34), this system has been solved numerically. We have two cases:

- If (34) has a solution \(K^*\), then we consider the corresponding integer values of \(K\), denoted as \([K^*]\) and \([K^*] + 1\), and we choose among them as follows:

  \[
  \left\{ \begin{align*}
  \text{if} \quad \frac{d + 1}{K^*} \quad \Rightarrow \quad \text{we select} \quad K = \frac{K^*}{2} \\
  \text{or} \quad K = \frac{K^*}{2} + 1 \quad \text{depending on whichever of the}
  \end{align*} \right.

  \text{two allows the lower} \frac{\lambda_\mu}{\lambda_M} \text{value on} \Gamma;

  \[
  \left\{ \begin{align*}
  \text{if} \quad \frac{K^*}{2} + 1 \leq d + 1 \quad \Rightarrow \quad \text{we select} \quad K = d + 1 \text{ and}
  \end{align*} \right. \text{the corresponding} \frac{\lambda_\mu}{\lambda_M} \text{value on} \Gamma.

- If (34) has no solution, we just select \(K = d + 1\) and the corresponding \(\lambda_\mu/\lambda_M\) value on the \(\Gamma\) curve.

By applying our optimization approach, Figs. 15 and 16 show the selected \(K\) and \(\lambda_\mu/\lambda_M\) values for different \(P_\mu\) values (and \(P_M = 46\) dBm). We can see that the optimized values of \(\lambda_\mu/\lambda_M\) decrease with \(P_\mu\), because increasing the transmission power of \(\mu\)-eNB we enlarge the macro cell service area; a similar effect on the optimized values of \(\lambda_\mu/\lambda_M\) can be obtained by reducing \(R_T\). Moreover, the selected \(K\) values tend to have \(P_\mu\), because the rate coverage constraint is satisfied with lower \(K\) values if \(P_\mu\) increases; starting from a certain \(P_\mu\) value, we can use the lowest (integer) \(K\) value fulfilling the outage probability constraint, that is \(d + 1\) with our notations. By means of (27) we can also compute the mean UE bit-rate corresponding to the different optimized configurations depending on \(\mu\)-eNB transmission power; we have that the mean UE bit-rate decreases with \(P_\mu\) (or, equivalently, increases with \(\lambda_\mu/\lambda_M\)) and increases with \(R_T\). Hence, a good planning approach based on Figs. 15 and 16 should select a lower \(P_\mu\) value as much as possible considering the cost of a higher \(\mu\)-eNB density.

**VII. CONCLUSIONS**

Using small cells in combination with macro ones is a key approach towards 5G cellular systems. In this paper, we have presented an analytical framework to characterize the performance of HetNets with stochastic geometry, frequency reuse of \(K\), and prioritized SIR-based cell association scheme. Analytical results have been achieved that allow us to character-
Fig. 16. Optimized $K$ as a function of $P_\mu$ for different $R_T$ values.

ize outage probability, average load, rate coverage probability, and mean UE bit-rate. Simulation and analytical results show that our prioritized SIR-based cell association scheme can obtain low outage probability values, while providing better rate coverage probability than other key schemes in the literature. The study carried out in this paper provides a closed-form analytical method that may help network operators when planning future cellular systems.

A further work will be needed to provide an analytical framework for other frequency reuse schemes, such as Soft Frequency Reuse. Finally, more than two tiers (e.g., femtocells) will be included in a future study.

APPENDIX A
PROOF OF THEOREM 1

We provide the proof of Theorem 1. Out of all the cells of the cellular system, we consider here only those cells of the different tiers where $F_1$ is used (considering any other frequency segment would be the same). Let $\Phi_{M,1}, \Phi_{\mu,1}$ be the sub-sets of M-eNBs and $\mu$-eNBs, which use frequency $F_1$. $P_{c,1}(T_M, T_{\mu})$ denotes the coverage probability for the reference UE in the origin and only referring to those cells using $F_1$ and adopting threshold $T_M$ for macro and threshold $T_{\mu}$ for micro cells.

The following derivations are carried out in the most general case with background noise with power $\sigma^2$ so that we refer here to SINR rather than to SIR. Note that the derivations in this Appendix are obtained by modifying the approach shown in [22] to take the reuse of frequency with factor $K$ into account. In particular, we can express $P_{c,1}(T_M, T_{\mu})$ as follows:

$$P_{c,1}(T_M, T_{\mu}) = P\left( \bigcup_{i \in \Phi_{M,1} \cup \Phi_{\mu,1}} \{\text{SINR}_i \geq T_i\} \right)$$

$$= P\left( \bigcup_{i \in \Phi_{M,1} \cup \Phi_{\mu,1}} B_i \right),$$

(35)

where $B_i$ is the event $\{\text{SINR}_i \geq T_i\}$ and where $T_i$ has one of the two values $T_M$ or $T_{\mu}$, depending on subscript $i$ corresponding to a M-eNB or to a $\mu$-eNB. We apply Lemma 1 of [22] to solve (35). In particular, when $T_i \geq 1$ (0 dB) and $K = 1$, Lemma 1 states that $P(B_i \cap B_j) = 0$, i.e., events $B_i$ and $B_j$ cannot happen at the same time (the coverage areas of different cells are disjoint). We can explain this fact as follows. Let us consider a simple scenario where there are three signals from three eNBs using frequency $F_1$ that are received at the reference UE with power levels $b_1$, $b_2$, and $b_3$ ($b_1, b_2, b_3 > 0$). We assume that SIR threshold $T$ is 1 (0 dB). Then, if $\text{SIR}_1 = \frac{b_1}{b_1 + b_2 + b_3} > 1$ from eNB #1, we have $b_1 > b_2 + b_3$, which leads to $\text{SIR}_2 = \frac{b_2}{b_1 + b_2 + b_3} < 1$ from eNB #2 and $\text{SIR}_3 = \frac{b_3}{b_1 + b_2 + b_3} < 1$ from eNB #3. Thus, the reference UE can experience a SIR greater than $T = 1$ from at most one eNB, that is eNB #1 in this example. This result can be extended to the cases $T \geq 1$. Using the same reasoning, we can also prove that the coverage areas are not disjoint when $T < 1$ (0 dB). In order to solve (35) and to simplify the analysis, we consider that cell coverage areas are always disjoint, even if this is true only as a first approximation when $T < 1$ (0 dB). Note that, power $K$ in formula (10) reduces the effects of such approximation so that the differences between analysis and simulations are very small when $K > 1$ (see Fig. 6). With $B_i$’s being disjoint events, the probability of the union of events in (35) is equal to the sum of individual probabilities as follows:

$$P_{c,1}(T_M, T_{\mu}) = P\left( \bigcup_{i \in \Phi_{M,1} \cup \Phi_{\mu,1}} B_i \right) \approx E \left[ \sum_{j \in \Phi_{M,1} \cup \Phi_{\mu,1}} P(B_j) \right]$$

$$= \sum_{j \in \{M, \mu\}} E \left[ \sum_{i \in \Phi_{j,1}} P(B_i) \right],$$

(36)

where operator $E[.]$ is over Ph processes.

Note that this approximation provides a upper bound to the coverage probability. Let us consider a stationary point process $\Phi$ with constant density $\lambda$ and a function $f : \mathbb{R}^2 \to \mathbb{R}$ that is applied to the generic point $x \in \Phi$ in $\mathbb{R}^2$. Then, applying the Campbell-Mecke Theorem [11], we have:

$$E \left[ \sum_{x \in \Phi} f(x) \right] = \lambda \int_{\mathbb{R}^2} f(x)dx.$$  

(37)

Then, in our case, $x$ is the generic position of macro or micro eNBs that use $F_1$ according to sub-process $\Phi_{j,1}$. Moreover, $\lambda$ is the density of macro or micro cells of the sub-process $\Phi_{j,1}$, being $\lambda$ equal to $\lambda_j/K$ since the process with density $\lambda_j$ is split in $K$ parts because of the division of the spectrum in $K$ parts [10], [30]. $f(x)$ corresponds to the probability $P(B_j) = P(\text{SINR}_j \geq T_j)$. Thus, we obtain:

$$P_{c,1}(T_M, T_{\mu}) \approx \sum_{j \in \{M, \mu\}} \frac{\lambda_j}{K} \int_{\mathbb{R}^2} P(\text{SINR}_j \geq T_j) dr_j$$

$$= \sum_{j \in \{M, \mu\}} \frac{\lambda_j}{K} \int_{\mathbb{R}^2} P\left( \frac{P_j h_j}{I_j + \sigma^2} \geq T_j \right) dr_j,$$

(38)
where \( r_j \) denote the distances between the reference UE and eNBs in tier \( j \) (points in tier \( j \) correspond to points \( x \) according to the previous notation). \( I_j \) denotes the interference power received from other eNBs in tier \( j \) using \( F_1 \), and \( \sigma^2 \) denotes the noise power.

By using the same approach as that in [22], we consider the expression of \( P_{c,1}(T_M, T_\mu) \) with frequency reuse of \( K \) as shown in (39) at the top of the next page, where \( C(\gamma) = \frac{2\pi^2}{\gamma \sin(\gamma/2)} \).

If noise is ignored (\( \sigma^2 = 0 \)), and changing to polar coordinates, we have: \( r_j = v^2, dr_j = v/\pi dv \). Then, equation (39) becomes equation (40), as shown at the top of the next page; if \( T_M = T_\mu = T \), we obtain:

\[
P_{c,1} = P_{c,1}(T, T) \approx D(\gamma, T) \triangleq \frac{\pi}{C(\gamma)T^{2/\gamma}}, \tag{41}
\]

which completes our proof.

\section*{APPENDIX B PROOF OF PROPOSITION 1}

Let \( P_{c,1,\mu}(T_\mu) \) denote the coverage probability (for the reference UE in the origin) of the micro tier with SINR threshold \( T_\mu \) when only the subset of micro cells using frequency \( F_1 \) is considered. We have:

\[
P_{c,1,\mu}(T_\mu) = P \left( \bigcup_{j \in \Phi_\mu, 1} \{\text{SINR}_j \geq T_\mu\} \right). \tag{42}
\]

By using the same method as in Appendix A and assuming no noise, we obtain the formula of \( P_{c,1,\mu}(T_\mu) \) as follows:

\[
P_{c,1,\mu}(T_\mu) = \frac{\lambda_\mu \pi P^{2/\gamma} T_\mu^{2-2/\gamma}}{C(\gamma) \sum_{m=1}^\infty \lambda_m P_m^{2\gamma}} \left( \frac{\gamma}{T} \right)^{-\gamma} \frac{1}{1 + \left( \frac{\lambda_\mu}{\lambda_m} \right) \left( \frac{P_{\mu}}{P_m} \right)^{\frac{\gamma}{2}}}. \tag{43}
\]

If we consider \( T_\mu = T \), we obtain the expression of \( P_{c,1,\mu} \) that is used in Proposition 1. Moreover, by means of the same approach as in Section III.A, we obtain the coverage probability \( P_{c,\mu} \) of the micro tier as:

\[
P_{c,\mu} = 1 - (1 - P_{c,1,\mu})^K. \tag{44}
\]

Now let us derive the average load on the micro tier. According to the prioritized SIR-based cell association scheme, the reference UE will associate with the micro tier if it experiences a SIR value higher than threshold \( T \) from at least one cell of this tier. Thus, we have:

\[
A_\mu = P \left( \bigcup_{j \in \Phi_\mu} \{\text{SINR}_j \geq T\} \bigcup \bigcup_{i \in \Phi_{\mu,1} \cup \Phi_\mu} \{\text{SINR}_i \geq T\} \right) = \frac{P \left( \bigcup_{j \in \Phi_\mu} \{\text{SIR}_j \geq T\}, \bigcup_{i \in \Phi_{\mu,1} \cup \Phi_\mu} \{\text{SIR}_i \geq T\} \right)}{P \left( \bigcup_{i \in \Phi_{\mu,1} \cup \Phi_\mu} \{\text{SIR}_i \geq T\} \right)} \tag{45}
\]

where at the third step we have simplified the joint probability because \( \{\text{SIR}_j \geq T\} \) is a subset of \( \bigcup_{i \in \Phi_{\mu,1} \cup \Phi_\mu} \{\text{SIR}_i \geq T\} \). This completes the proof.
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