Quotients of the Highwater algebra and its cover
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Abstract

Axial algebras are a class of non-associative algebra with a strong link to finite (especially simple) groups which have recently received much attention. Of primary interest are the axial algebras of Monster type \((\alpha, \beta)\), of which the Griess algebra (with the Monster as its automorphism group) is an important motivating example. In this paper, we complete the classification of the symmetric 2-generated primitive axial algebras of Monster type \((\alpha, \beta)\).

By previous work of Yabe [17], and Franchi and Mainardis [2], any such algebra is either explicitly known, or is a quotient of the infinite-dimensional Highwater algebra \(H\), or its characteristic 5 cover \(\hat{H}\). In this paper, we classify the ideals of \(H\) and \(\hat{H}\) and thus their quotients. Moreover, we give explicit bases for the ideals. In fact, we proceed in a unified way, by defining a cover \(\hat{H}\) of \(H\) in all characteristics and classifying its ideals. Our new algebra \(\hat{H}\) has a previously unseen fusion law and provides an insight into why the Highwater algebra has a cover which is of Monster type only in characteristic 5.

1 Introduction

Recently several collections of finite simple groups, such as 3-transposition groups and many of the sporadic groups including the Monster, have been realised as an automorphism group of an axial algebra of Monster type \((\alpha, \beta)\). In fact, the originating example of an axial algebra is the Griess algebra, which has the Monster sporadic simple group as its automorphism group. The Griess algebra turns out to be an axial algebra of Monster type \((\frac{1}{2}, \frac{1}{27})\).

As for many algebraic structures (Lie algebras being one notable example), a crucial step towards an understanding of the structure of these
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algebras is the classification of the 2-generated objects. The primitive 2-generated axial algebras of Monster type \((\frac{1}{4}, \frac{1}{32})\) were first classified by Pasechnik, Ivanov, Seress, and Shpectorov in [6], extending earlier work of Norton [12] and Sakuma [15], and are known as Norton-Sakuma algebras. It was Rehren in [13, 14] who first introduced the generalisation to Monster type \((\alpha, \beta)\) and began a systematic study of the primitive 2-generated algebras that are symmetric – those that admit an automorphism switching the two generators. He generalised the eight Norton-Sakuma algebras to eight families of examples. Vijay Joshi introduced some new families of Monster type \((2\beta, \beta)\) in [7, 4]. In an unexpected development, Franchi, Mainardis, and Shpectorov in [3], and independently Yabe in [17], found the infinite-dimensional 2-generated Highwater algebra \(H\), which is of Monster type \((2, \frac{1}{2})\).

A major breakthrough came from Yabe, who gave in [17] an almost complete classification of the symmetric 2-generated primitive axial algebras of Monster type in characteristic other than 5. The remaining case was considered by Franchi and Mainardis in [2], who introduced a characteristic 5 cover \(\hat{H}\) of the Highwater algebra and showed that all the cases not included in Yabe’s classification are factors of \(\hat{H}\). Putting these all together we have the following:

**Theorem 1.1.** [17, 2] A symmetric 2-generated primitive axial algebra of Monster type \((\alpha, \beta)\) is isomorphic to one of the following:

1. a 2-generated primitive axial algebra of Jordan type \(\alpha\), or \(\beta\);
2. a quotient of \(H\), or \(\hat{H}\) in characteristic 5;
3. one of the algebras in a family listed in [17, Table 2].

The 2-generated primitive axial algebras of Jordan type, were classified by Hall, Rehren and Shpectorov in [5] and are of dimension at most 3. Every algebra in case (3) above is known and of dimension at most 8. In this paper, we complete the classification by classifying all the quotients of the Highwater algebra \(H\) and of its characteristic 5 cover \(\hat{H}\). Moreover, we give explicit bases for the ideals and so also the quotients.

Before discussing our results, we briefly recall the definition of axial algebras. An *axial algebra* is a non-associative algebra \(A\) generated by a set \(X\) of *axes*. These axes are primitive semisimple idempotents, whose eigenvectors multiply according to a so-called *fusion law* \(F\). When the fusion law is \(C_2\)-graded (which the Monster fusion law \(M(\alpha, \beta)\) is), then we have an algebra automorphism \(\tau_a\) called a *Miyamoto involution*, associated to each axis \(a \in X\). The group generated by all these automorphisms is called the Miyamoto group.

In order to give a unified proof of our main result for the Highwater algebra and its characteristic 5 cover, we introduce a new algebra \(\hat{H}\) which
is a cover of the Highwater algebra in all characteristics. By Theorem 1.1 in characteristics other than 5, this cannot be an axial algebra of Monster type \((\alpha, \beta)\). In fact, we show that \(\hat{H}\) has a new fusion law \(F\) with entries \(\{1, 0, \frac{5}{2}, 2, \frac{1}{2}\}\) (note that in characteristic 5, \(\frac{5}{2} = 0\)). This algebra has a basis given by axes \(a_i, i \in \mathbb{Z}\), and additional elements \(s_j\) and \(p_{r,j}\), for \(j \in \mathbb{N}\) and \(r = 1, 2\). For the multiplication, see the full definition in Definition 3.2.

**Theorem 1.2.** The algebra \(\hat{H}\) is a symmetric 2-generated primitive axial algebra with fusion law given in Table 1.

|     | 1   | \(\frac{5}{2}\) | 0   | 2   | \(\frac{1}{2}\) |
|-----|-----|-----------------|-----|-----|-----------------|
| 1   | 1   | \(\frac{5}{2}\) | 0   | 2   | \(\frac{1}{2}\) |
| \(\frac{5}{2}\) | \(\frac{5}{2}\) | \(\frac{5}{2}\) | \(\frac{5}{2}\) | \(\frac{1}{2}\) |
| 0   | \(\frac{5}{2}\) | \(\frac{5}{2}\) | 0   | \(\frac{5}{2}\) | \(\frac{1}{2}\) |
| 2   | 2   | \(\frac{5}{2}\) | 0   | \(\frac{5}{2}\) | \(\frac{1}{2}\) |
| \(\frac{1}{2}\) | \(\frac{1}{2}\) | \(\frac{1}{2}\) | \(\frac{1}{2}\) | \(\frac{5}{2}\) | 0, 2 |

Table 1: The fusion law \(F\) for \(\hat{H}\)

In Proposition 3.7, we show that the full automorphism group \(\text{Aut}(\hat{H})\) of \(\hat{H}\) is isomorphic to \(D_\infty\) and it acts naturally on the indices of the set of axes \(X = \{a_i : i \in \mathbb{Z}\}\). In particular, there is an automorphism \(\tau_{1/2}\) which switches the two generating axes \(a_0\) and \(a_1\) and so \(\hat{H}\) is indeed symmetric. The Miyamoto group \(\text{Miy}(\hat{H}) = \langle \tau_i : i \in \mathbb{Z} \rangle \cong D_\infty\) has index 2 in \(\text{Aut}(\hat{H})\).

The algebra \(\hat{H}\) has a distinguished ideal \(J\) given by the subspace \(\langle p_{r,j} : j \in \mathbb{N}, r = 1, 2 \rangle\).

**Theorem 1.3.** \(J\) is an ideal of \(\hat{H}\) and the quotient \(\hat{H}/J\) is isomorphic to the Highwater algebra \(H\). In characteristic 5, \(H\) coincides with the characteristic 5 cover of the Highwater algebra defined in [2].

So our algebra \(\hat{H}\) is indeed a cover of the Highwater algebra as claimed. Thus classifying the ideals, whence the quotients, of \(\hat{H}\) will simultaneously classify the quotients of the Highwater algebra and its characteristic 5 cover. By [3], every ideal in an axial algebra is invariant under the action of the Miyamoto group. In fact, we show a stronger result for \(\hat{H}\) which will prove crucial in classifying the ideals.

\(^1\)Note that the Highwater algebra does not exist in characteristics 2 and, in characteristic 3, it is not of Monster type. So we exclude these throughout the paper.
Theorem 1.4. All ideals of $\hat{\mathcal{H}}$ are $\text{Aut}(\hat{\mathcal{H}})$-invariant. In particular, every quotient of $\hat{\mathcal{H}}$ and so also every quotient of $\mathcal{H}$ is symmetric.

Using a sort of Euclidean division algorithm on $\hat{\mathcal{H}}$, we show the following.

Theorem 1.5. Every ideal of $\hat{\mathcal{H}}$ is principal.

This has the following important consequence which highlights the distinguished nature of the ideal $J$. Note that, by definition, $J$ has infinite codimension.

Corollary 1.6. An ideal $I \subseteq \hat{\mathcal{H}}$ has finite codimension if and only if it is not contained in the ideal $J$. Every non-trivial ideal which is contained in $J$ has finite codimension in $J$.

Based on this, we may split our ideals into two classes, those which are contained in $J$ and those which are not.

Consider first an ideal $I$ which is not contained in $J$; this has finite codimension in $\mathcal{H}$. In particular, the images of the axes in $\mathcal{H}/I$ span a subspace of some finite dimension $D$ and so we say that $I$ has axial codimension $D$. Using the fact that $I$ is $\text{Aut}(\hat{\mathcal{H}})$-invariant, we show that there exists $x = \sum_{i=0}^{D} \alpha_i a_i \in I$, for some $\alpha_i \in \mathbb{F}$ where $\alpha_0 \neq 0 \neq \alpha_D$. Moreover, $x$ generates an ideal of axial codimension $D$. Since any ideal containing $x$ can be recovered by finding the corresponding ideal of the finite dimensional quotient $\mathcal{H}/(x)$, we restrict ourselves to classifying the minimal ideals of axial codimension $D$.

For such an ideal $I = (x)$, we want to find conditions on the tuple of elements $(\alpha_0, \ldots, \alpha_D)$. We begin by showing in Proposition [54] that $\hat{\mathcal{H}}$ is a baric algebra. That is, there is an algebra homomorphism $\lambda: \hat{\mathcal{H}} \to \mathbb{F}$ which is given by $\lambda(a_i) = 1$ and $\lambda(s_j) = 0 = \lambda(p_{r,j})$. This immediately gives a (Frobenius) symmetric bilinear form $(\cdot, \cdot): \hat{\mathcal{H}} \times \hat{\mathcal{H}} \to \mathbb{F}$ defined by $(y, z) = \lambda(y) \lambda(z)$. Using standard results from [8], we show that any proper ideal $I$ of $\hat{\mathcal{H}}$ lies in the radical $\hat{\mathcal{H}}^\perp = \ker(\lambda)$ of the form $(\cdot, \cdot)$. Thus if

$$\sum \alpha_i a_i + \sum \beta_j s_j + \sum \gamma_{r,k} p_{r,k}$$

is an element of $I$, then $\sum \alpha_i = 0$. In particular this has to hold for the coefficients of $x$. This is our first key observation. For our second key observation, we use a minimality argument and the $\text{Aut}(\hat{\mathcal{H}})$-invariance of $I$ to see that there exists $\varepsilon = \pm 1$ such that $\alpha_i = \varepsilon \alpha_{D-i}$, for all $i = 0, \ldots, D$. We say that $x$ and the tuple $(\alpha_0, \ldots, \alpha_D)$ are of $\varepsilon$-type.

In fact, these two key observations are the only two restrictions on the generator $x = \sum_{i=0}^{D} \alpha_i a_i$ of a such and ideal $I$. We define a tuple $(\alpha_0, \ldots, \alpha_D) \in \mathbb{F}^{D+1}$ to be of ideal-type if $\alpha_0 \neq 0 \neq \alpha_D$, $\sum_{i=0}^{D} \alpha_i = 0$, and $(\alpha_0, \ldots, \alpha_D)$ is of $\varepsilon$-type, for $\varepsilon = \pm 1$. 
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**Theorem 1.7.** For every $D \in \mathbb{N}$, there is a bijection between the set of ideal-type $(D + 1)$-tuples $(\alpha_0, \ldots, \alpha_D) \in \mathbb{F}^{D+1}$, up to scalars, and the set of minimal ideals of axial codimension $D$ of $\hat{H}$ given by

$$(\alpha_0, \ldots, \alpha_D) \mapsto \left( \sum_{i=0}^{D} \alpha_i a_i \right).$$

Moreover, in Theorem 9.6, we give an explicit basis for each such ideal $I$ and hence all the maximal quotients of $\hat{H}$.

Since the Highwater algebra $H$ is isomorphic to $\hat{H}/J$, no non-trivial ideal of the Highwater algebra corresponds to an ideal contained in $J$ and so the above results explicitly describe all the quotients of $H$ with maximal axial codimension. To complete the classification of the symmetric 2-generated primitive algebras of Monster type, we now turn to classifying the ideals of our algebra $\hat{H}$ which are contained in $J$.

**Theorem 1.8.** There is a bijection between the set of tuples $(\beta_3, \ldots, \beta_{3k}) \in \mathbb{F}^k$, for $k \in \mathbb{N}$, up to scalars, and the ideals $I \subseteq J$ of $\hat{H}$, given by

$$(\beta_3, \ldots, \beta_{3k}) \mapsto \left( \sum_{j=1}^{k} \beta_{3j} p_{j,3j} \right).$$

Again, in Theorem 7.2, we give an explicit basis for each such ideal $I$ contained in $J$.

We end the paper by describing all isomorphisms between quotients of $\hat{H}$ and $\mathcal{M}(2, \frac{1}{2})$-axial algebras in cases (1) and (3) of Theorem 1.1. The other possibility is if the quotient of $\hat{H}$ also has a grading with respect to the eigenvalue $2 \in \mathbb{F}$ and if $A$ is a $\mathcal{M}(\frac{1}{2}, 2)$-axial algebra. In Theorem 11.9, we determine all such examples and find that the only possibilities for such isomorphisms are with $3C(2), 6Y(2, \frac{1}{2})$, or $IY_3(2, \frac{1}{2}, \mu)$, for $\mu \in \mathbb{F}$, $IY_5(2, \frac{1}{2})$ and $6A(2, \frac{1}{2})$ in characteristic 5, (and their quotients).

(See Section 11 for the explicit ideals for each isomorphism.) All the above isomorphisms are with algebras $A$ which are $\mathcal{M}(2, \frac{1}{2})$-axial algebras.

The paper is organised as follows. In Section 2, we give a brief overview of axial algebras. Our main actor $\hat{H}$ is introduced in Section 3 where we show that it is a cover of the Highwater algebra and determine its automorphism...
group. In Section 4, we prove that $\hat{H}$ has the fusion law given in Table 1 and hence is an axial algebra. We give its Frobenius form and some preliminary results on ideals in the brief Section 5. We show in Section 6 that ideals of $\hat{H}$ are Aut($\hat{H}$)-invariant. Ideals contained in $J$ are classified in Section 7, showing also that they are principal. Principality of the remaining ideals is shown in Section 8. Ideals which are not contained in $J$ are classified in Section 9, where we also give explicit bases for them. Two important families of examples are given in Section 10 which allows us to show our exceptional isomorphisms in Section 11.

2 Background

For an algebra $A$ over a field $F$ and $X \subseteq A$, we'll denote by $\langle X \rangle$ the linear span of the set $X$ and by $\langle \langle X \rangle \rangle$ the subalgebra generated by $X$.

For an element $a \in A$, denote by $A_\lambda(a) = \{v : av = \lambda v\}$ the $\lambda$-eigenspace for the adjoint $\text{ad}_a$. For ease of notation, for $\mathcal{N} \subseteq F$, define

$$A_\mathcal{N}(a) := \bigoplus_{\lambda \in \mathcal{N}} A_\lambda(a).$$

A fusion law is a pair $\mathcal{F} = (\mathcal{F}, \ast)$ where $\mathcal{F}$ is a non-empty set and $\ast : \mathcal{F} \times \mathcal{F} \to 2^\mathcal{F}$ is a symmetric map. It will be convenient to extend the map $\ast$ to subsets of $\mathcal{F}$ in the obvious way.

Given a non-associative algebra $A$ over $F$ and a fusion law $\mathcal{F}$, an $\mathcal{F}$-axis (or simply an axis when there no ambiguity in the choice of $\mathcal{F}$) is an idempotent element $a$ of $A$ such that

(Ax1) $ad_a : v \mapsto av$ is a semisimple endomorphism of $A$ with spectrum contained in $\mathcal{F}$;

(Ax2) for every $\lambda, \mu \in \mathcal{F}$,

$$A_\lambda(a)A_\mu(a) \subseteq A_{\lambda \ast \mu}(a) = \bigoplus_{\nu \in \lambda \ast \mu} A_\nu$$

Furthermore, $a$ is called primitive if

(Ax3) the 1-eigenspace of $ad_a$ is $\langle a \rangle$.

An axial algebra over $F$ with a fusion law $\mathcal{F}$ is a commutative non-associative $F$-algebra $A$ generated by a set $X$ of $\mathcal{F}$-axes. If all the elements of $X$ are primitive, $A$ is called primitive.

For an abelian group $T$, a $T$-grading of the fusion law $\mathcal{F}$ is a map $\text{gr} : \mathcal{F} \to T$ such that, for every $\lambda, \mu$ in $\mathcal{F}$

$$\text{gr}(\lambda \ast \mu) \subseteq \{\text{gr}(\lambda)\text{gr}(\mu)\}.$$
A $T$-grading of $\mathcal{F}$ is a finest grading if every other grading of $\mathcal{F}$ factors through the grading $T$. By [11 Proposition 3.2], every fusion law admits a unique finest grading. A $T$-grading $\text{gr}$ is adequate if the image $\text{gr}(\mathcal{F})$ generates $T$. So we may always assume that our grading is adequate. We are most interested in the case where $T = \mathbb{Z}_2$. Taking $\mathbb{Z}_2 = \{+, -\}$, for a $\mathbb{Z}_2$-grading $\text{gr}$, denote by $\mathcal{F}_+$ and $\mathcal{F}_-$ the full preimages via $\text{gr}$ of $+$ and $-$ respectively. For every axis $a$ of $A$, a grading on the fusion law induces a grading on the algebra: for $\varepsilon \in \{+, -\}$, we set
\[ A_\varepsilon(a) := A_{\mathcal{F}_\varepsilon}(a). \]

A straightforward computation shows that the map that negates $A_-(a)$ and induces the identity on $A_+(a)$ is an involutory algebra automorphism called Miyamoto involution associated to the axis $a$ (see [11, 6]). The group generated by all the Miyamoto involutions associated to the axes in $X$ is called the Miyamoto group $\text{Miy}(X)$ (see [8]). Note that the Miyamoto group is not always the full automorphism group of the algebra, as is the case for the algebra $\mathcal{H}$ considered in this paper.

An axial algebra $A$ is 2-generated if there are two axes $a$ and $b$ in $A$ such that $A = \langle \langle a, b \rangle \rangle$. Further, we say that $A$ is symmetric if there exists an involutory automorphism $f$ of $A$ (which could be in the Miyamoto group) that switches the two generating axes $a$ and $b$.

The fusion law $\mathcal{M}(\alpha, \beta)$ in Table 2 is called the Monster fusion law (in the table, we omit the set symbols for the entries $\lambda \ast \mu$ and so in particular empty entries correspond to the empty set). Manifestly, this fusion law is $\mathbb{Z}_2$-graded, with $\mathcal{F}_+ = \{1, 0, \alpha\}$ and $\mathcal{F}_- = \{\beta\}$. We say an axial algebra $A$ is of Monster type $(\alpha, \beta)$ if it has the Monster fusion law $\mathcal{M}(\alpha, \beta)$.

|       | 1   | 0   | $\alpha$ | $\beta$ |
|-------|-----|-----|----------|---------|
| 1     | 1   | $\alpha$ | $\beta$ |
| 0     | 0   | $\alpha$ | $\beta$ |
| $\alpha$ | $\alpha$ | 1, 0 | $\beta$ |
| $\beta$ | $\beta$ | $\beta$ | 1, 0, $\alpha$ |

Table 2: Fusion law $\mathcal{M}(\alpha, \beta)$

A Frobenius form on an $\mathbb{F}$-algebra $A$ is a non-zero symmetric bilinear form
\[ \kappa : A \times A \to \mathbb{F} \]
that associates with every element of $A$, that is, for every $x, y, z$ in $A$,
\[ \kappa(x, yz) = \kappa(xy, z). \]
From the above formula it follows immediately that the radical of a Frobenius form on $A$ is a (two-sided) ideal.

3 The algebra $\mathcal{H}$

In this section, we will define the main actor in this paper, the algebra $\mathcal{H}$ which will be a cover of the Highwater algebra in all characteristics. We first give a definition in the style of the characteristic 5 cover of the Highwater algebra as given in [2] and we then introduce a second definition with respect to a different basis. This new basis will be more useful for us throughout the rest of the paper, simplifying many arguments. We will show that in characteristic other than 3, the two definitions are equivalent. (Since the Highwater algebra is not 2-generated in characteristic 3, this will not matter for our goal.)

Throughout the paper, we adopt the following notation. Let $\mathbb{F}$ be a field of characteristic not 2. For $r \in \mathbb{Z}$, we denote by $\overline{\tau} \in \mathbb{Z}_3$ the congruence class $r + 3\mathbb{Z}$.

Define $\delta : \mathbb{Z}_3 \to \mathbb{F}$ by $\delta(0) = 0$, $\delta(1) = 1$ and $\delta(2) = -1$.

Definition 3.1. Let $\mathcal{H}$ be an algebra over $\mathbb{F}$ with basis $\{a_i : i \in \mathbb{Z}\} \cup \{s_{\overline{\tau},3j} : j \in \mathbb{N}\} \cup \{s_{\overline{\tau},3j} : j \in \mathbb{N}\}$. We set $s_{\overline{\tau},0} = 0$ and $s_{\overline{\tau},j} = s_{\overline{\tau},j}$ when $j \notin 3\mathbb{N}$. Define multiplication on $\mathcal{H}$ by

1. $a_ia_j := \frac{1}{3}(a_i + a_j) + s_{\overline{\tau},|i-j|}$

2. $a_is_{\overline{\tau},j} := -\frac{3}{2}a_i + \frac{3}{2}(a_{i-j} + a_{i+j}) + \frac{3}{2}s_{\overline{\tau},j} + \delta(\overline{\tau} - \overline{\tau})(s_{\overline{\tau},j} - s_{\overline{\tau},j})$

3. $s_{\overline{\tau},j}s_{\overline{\tau},k} := \frac{3}{2}(s_{\overline{\tau},j} + s_{\overline{\tau},k}) - \frac{3}{2}\sum_{x=0}^{2}(s_{\overline{\tau},j-x} + s_{\overline{\tau},j+x})$, if $\{i, j\} \not\subseteq 3\mathbb{N}$

4. $s_{\overline{\tau},3j}s_{\overline{\tau},3k} := \frac{4}{3}\sum_{h=j,k}(s_{\overline{\tau},3h} + s_{\overline{\tau},3h} + s_{\overline{\tau},3h} - s_{\overline{\tau},3h}) - \frac{3}{2}\sum_{h=j-k, j+k}(s_{\overline{\tau},3h} + s_{\overline{\tau},3h} - s_{\overline{\tau},3h})$

Note that if $\{\overline{\tau}, \overline{b}, \overline{\tau}\} = \{\overline{0}, \overline{1}, \overline{2}\}$, then $-(\overline{\tau} + \overline{b}) = \overline{\tau}$, but if $\overline{b} = \overline{\tau}$, then $-(\overline{\tau} + \overline{b}) = \overline{\tau}$.

It is clear that if char($\mathbb{F}$) = 5, then $\mathcal{H}$ is precisely the cover of the Highwater algebra as defined by Franchi and Mainardis in [2]. They showed that there is an ideal $J = \langle s_{\overline{\tau},j} - s_{\overline{\tau},j}, s_{\overline{\tau},j} - s_{\overline{\tau},j} : j \in 3\mathbb{N}\rangle$ and $\mathcal{H}/J \cong \mathcal{H}$.

So in characteristic 5, the differences of the $s_{\overline{\tau},j}$ span $J$ and thus play a fundamental role in $\mathcal{H}$. We mirror this by defining some new elements of $\mathcal{H}$ in any characteristic other than 3.

$$s_j := \frac{1}{3}\sum_{\overline{\tau} \in \mathbb{Z}_3} s_{\overline{\tau},j}$$

$$p_{\overline{\tau},j} := \frac{1}{3}(s_{\overline{\tau}-\overline{\tau},j} - s_{\overline{\tau}+\overline{\tau},j})$$

$$z_{\overline{\tau},j} := p_{\overline{\tau},j} - p_{\overline{\tau},j}$$
Note that if \( j \notin 3\mathbb{N} \), then \( s_j = s_{\overline{r_j}j} \), \( p_{\overline{r_j}j} = 0 \) and so \( \overline{r_j}j = 0 \). Also \( \sum_{r \in \mathbb{Z}_3} p_{rj} = 0 \) and so \( \sum_{r \in \mathbb{Z}_3} \overline{r_j}j = 0 \) also.

We now give our second definition which has a more natural basis.

**Definition 3.2.** Let \( \check{H} \) be an algebra over \( \mathbb{F} \) with basis

\[
B := \{ a_i : i \in \mathbb{Z} \} \cup \{ s_j : j \in \mathbb{N} \} \cup \{ p_{r,j,k}, \overline{r,j} : r, j, k \in \mathbb{Z}_3 \}
\]

We set \( s_0 = 0 \), \( p_{\overline{r_j}j} = 0 \) for all \( r, j \in \mathbb{Z}_3 \) if \( j \notin 3\mathbb{N} \), \( p_{p,j} := -p_{\overline{r_j}j} - p_{\overline{r_j}j} \) and \( r_j := p_{r+\overline{r_j}j} - p_{r-\overline{r_j}j} \). Define multiplication on \( \check{H} \) by

\[
\begin{align*}
H1 & : a_ia_j := \frac{1}{2}(a_i + a_j) + s_{i-j} + z_{\overline{r_j}i-j} \\
H2 & : a_is_j := -\frac{3}{8}a_i + \frac{3}{8}(a_{i-j} + a_{i+j}) + \frac{3}{8}s_j - r_j \\
H3 & : a_ip_{r,j} := \frac{3}{8}p_{r,j} - p_{r-\overline{r_j}j} \\
H4 & : s_js_l := \frac{3}{8}(s_j + s_l) - \frac{3}{8}(s_{j-l} + s_{j+l}) \\
H5 & : s_jp_{r,k} := \frac{3}{8}(p_{r,j} + p_{r,k}) - \frac{3}{8}(p_{r,j-k} + p_{r-j+k}) \\
H6 & : p_{r,j}p_{r,k} := \frac{1}{8}(z_{-\overline{r_j}r_k}h + z_{-(\overline{r_j}+\overline{r_k})h}) - \frac{1}{8}(z_{-(\overline{r_j}+\overline{r_k})h-k} + z_{-(\overline{r_j}+\overline{r_k})h+k})
\end{align*}
\]

where \( i \in \mathbb{Z}, j, l, m, h, k \in 3\mathbb{N} \) and \( r, s, \overline{r}, \overline{s} \in \mathbb{Z}_3 \).

Note that, as \( p_{\overline{r_j}j} + p_{r,j} + p_{\overline{r_j}j} = 0 \), we have \( 3p_{r,j} = z_{\overline{r_j}j} - z_{\overline{r_j}j+1} \).

We now immediately justify our use of the same letter \( \overline{r} \) for both algebras.

**Lemma 3.3.** Suppose that \( \text{char}(\mathbb{F}) \neq 3 \), then the algebras in Definitions 3.2 and 3.1 are isomorphic. The isomorphism is given by

\[
a_i \mapsto a_i, \quad s_j \mapsto \frac{1}{4} \sum_{r \in \mathbb{Z}_3} s_{\overline{r}j}, \quad p_{r,j} \mapsto \frac{1}{4}(s_{\overline{r}j} - s_{\overline{r}j+1}).
\]

Note that the inverse maps \( a_i \mapsto a_i \) and \( s_{\overline{r}j} \mapsto s_j + z_{\overline{r}j} \).

**Proof.** This is immediate from checking the multiplication. \( \square \)

Where we do not rule out characteristic 3 going forward, we will use the second definition.

For all characteristics \( \check{H} \) is a cover of the Highwater algebra, extending the definition in \([2]\).

**Lemma 3.4.** Let \( J \) be the subspace \( \langle p_{\overline{r}_j}j, p_{\overline{r}_j}j, j \in \mathbb{N} \rangle \) of \( \check{H} \). Then \( J \) is an ideal of \( \check{H} \) and the quotient \( \check{H}/J \) is isomorphic to the Highwater algebra \( H \).

**Proof.** From H3, H5, and H6 it is clear that \( AJ \subseteq J \) and so \( J \) is an ideal. It is now straightforward to see that \( \check{H}/J \cong H \) from the definition of \( H \). \( \square \)
We begin by determining the automorphism group of \( \hat{H} \). For \( k \in \frac{1}{2} \mathbb{Z} \), let \( \tau_k : \mathbb{Z} \to \mathbb{Z} \) be the reflection in \( k \) given by \( i \mapsto 2k - i \). Then \( D := \langle \tau_0, \tau_1/2 \rangle \) is the infinite dihedral group acting naturally on \( \mathbb{Z} \). Let \( sgn : D \to \mathbb{Z} \) be the sign representation of \( D \). That is, \( sgn(\rho) = -1 \) if \( \rho \) is a reflection and \( sgn(\rho) = 1 \) if \( \rho \) is a translation.

For \( \rho \in D \), define \( \varphi_\rho : \hat{H} \to \hat{H} \) to be the linear map given by
\[
\varphi_\rho a_i = a_i \varphi, \quad \varphi_\rho s_j = s_j, \quad \varphi_\rho r,k = (\text{sgn } \rho) \varphi r,k
\]
Note that, we have \( \varphi_\rho r,k = \varphi r,k \).

**Proposition 3.5.** For every \( \rho \in D \), \( \varphi_\rho \) is an automorphism of \( \hat{H} \) and the map \( \rho \mapsto \varphi_\rho \) defines a faithful representation of \( D \) as a subgroup of automorphisms of \( \hat{H} \).

**Proof.** By the above formulas, the products H2-H6 are preserved by \( \varphi_\rho \).

For \( H1 \), observe that the action of \( D \) on \( \mathbb{Z} \) preserves distance, whence \( |i - j| = |i^\rho - j^\rho| \) for all \( i, j \in \mathbb{Z} \). It is then clear that \( \varphi \) is an injective group homomorphism since every \( \varphi_\rho \) acts non-trivially on \( \{a_i : i \in \mathbb{Z}\} \) if \( \rho \neq 1 \).

By an abuse of notation, from now on we identify \( \varphi_\rho \) with \( \rho \). To determine the automorphism group of \( \hat{H} \) we use the following fact.

**Lemma 3.6.** If \( \text{char}(F) \neq 3 \), then the only non-trivial idempotents in \( \hat{H} \) are the \( a_i \)s, \( i \in \mathbb{Z} \).

**Proof.** The proof is analogous to that of \[3\, \text{Lemma 2.3}].

**Proposition 3.7.** If \( \text{char}(F) \neq 3 \), then \( \text{Aut}(\hat{H}) \cong D \).

**Proof.** The proof is a modified version of \[3, \text{Proposition 2.4}\], which we sketch here. Since \( \text{char}(F) \neq 3 \), we may use Definition 3.1. By Lemma 3.6 \( \text{Aut}(\hat{H}) \) permutes the non-trivial idempotents \( \{a_i : i \in \mathbb{Z}\} \) and so it permutes the set of \( s_{\tau_j} = a_i a_j - \frac{1}{2}(a_i + a_j) \). For the pair \( (\tau, k) \), where \( \tau \in \mathbb{Z}_3 \) and \( k \in \mathbb{N} \), we define a graph \( \Gamma_{(\tau, k)} \) with vertices \( \{a_i : i \in \mathbb{Z}\} \) and an edge between \( a_i \) and \( a_j \) if and only if \( s_{\tau k} = a_i a_j - \frac{1}{2}(a_i + a_j) \). It is easy to see that if \( k \notin 3\mathbb{Z} \), then \( \Gamma_{(\tau, k)} \) has exactly \( k \) connected components, while if \( k \in 3\mathbb{Z} \), \( \Gamma_{(\tau, k)} \) has \( \frac{k}{3} \) connected components. Since two graphs \( \Gamma_{(\tau, k)} \) and \( \Gamma_{(\tilde{\tau}, \tilde{k})} \) are isomorphic if and only if \( k = l \in 3\mathbb{Z} \), it follows that \( \text{Aut}(\hat{H}) \) fixes every \( s_{\tau k} \), if \( k \notin 3\mathbb{Z} \) and permutes the set \( \{s_{\tau_0 k}, s_{\tau_{1/2} k}, s_{\tau_{2/3} k}\} \) when \( k \in 3\mathbb{Z} \).

It will turn out that the Miyamoto automorphism \( \tau_{a_l} \) associated to an axis \( a_l \) coincides with the reflection \( \tau_l \) and the automorphism swapping \( a_0 \) with \( a_1 \) (usually denoted by \( f \) in the context of symmetric axial algebras of Monster type) is \( \tau_{1/2} \). We let \( \theta_j \), for \( j \in \mathbb{Z} \), be the automorphism of \( \hat{H} \) induced by the translation on \( \mathbb{Z} \) by \( j \).

We record in the next lemma the products with \( s_{\tau_j} \) which will be useful later.
Lemma 3.8. For $i \in \mathbb{Z}$, $j \in \mathbb{N}$, $h, k \in 3\mathbb{N}$ and $\{r, t\} \subseteq \mathbb{Z}_3$, we have the following.

1. $a_i z_{r,j} = \frac{3}{2} \tau_j + z_{-(r+\tau),j}$

2. $s_j z_{r,k} = \frac{3}{4}(z_{r,j} + z_{r,k}) - \frac{3}{8}(z_{r,j-k} + z_{r,j+k})$

3. $p_{r,h} z_{t,k} = \frac{3}{4}(p_{-(\tau+t),h} + p_{-(\tau+\tau),h}) - \frac{3}{8}(p_{-(\tau+t),h-k} + p_{-(\tau+\tau),h+k})$

4. $z_{r,h} z_{t,k} = -\frac{3}{4}(z_{-(\tau+t),h} + z_{-(\tau+\tau),k}) + \frac{3}{8}(z_{-(\tau+t),h-k} + z_{-(\tau+\tau),h+k})$

Proof. These follow immediately from the multiplication in $\hat{H}$.

We close this section with the following observation. Define $\lambda : \hat{H} \to \mathbb{F}$ by $\lambda(a_i) = 1$ and $\lambda(s_j) = 0 = \lambda(p_{r,k})$ and extend linearly.

Proposition 3.9. The map $\lambda$ is an algebra homomorphism and so $\hat{H}$ is a baric algebra.

Proof. The proof is analogous to that of [3, Lemma 2.2].

As an immediate consequence, the map $(\cdot, \cdot) : \hat{H} \times \hat{H} \to \mathbb{F}$, defined by $(x, y) = \lambda(x)\lambda(y)$, is a Frobenius form.

4 The fusion law

Let $\mathcal{F}$ be the fusion law on the set $\{1, 0, \frac{5}{2}, 2, \frac{1}{2}\} \subseteq \mathbb{F}$ described in Table 1 on page 3. In this section we prove Theorem 1.2.

Theorem 1.2. If $\text{char}(\mathbb{F}) \neq 2, 3$, then $\hat{H}$ is a symmetric 2-generated primitive axial algebra with fusion law $\mathcal{F}$ given in Table 1.

We begin by showing that $a_0$ is an $\mathcal{F}$-axis. By the action of Aut($\hat{H}$), this implies that, for all $i \in \mathbb{Z}$, $a_i$ is an $\mathcal{F}$-axis. Similarly to [3] and [2], we consider an ‘$i$-slice’ of the algebra. Let

$$U^i := \langle a_0, a_{-i}, a_i, s_i, p_{\tau,i}, p_{2\tau,i} \rangle$$

Note that, if $i \notin 3\mathbb{N}$, then $p_{\tau,i} = 0$ and $U^i$ is 4-dimensional. Otherwise, if $i \in 3\mathbb{N}$, then $U^i$ is 6-dimensional. Since $\text{ad}_{a_0}$ preserves $U^i$, for all $i \in \mathbb{N}$, and $\hat{H} = \bigoplus_{i \in \mathbb{N}} U^i$, we restrict to $U^i$ to find the eigenvectors of $\text{ad}_{a_0}$. For $i \notin 3\mathbb{N}$, the analysis is the same as in [3] and $\text{ad}_{a_0}$ is semisimple with eigenvalues 1, 0, 2 and $\frac{1}{2}$. So let $i \in 3\mathbb{N}$. Then the action of $\text{ad}_{a_0}$ on $U^i$, with respect to
the basis \((a_0, a_{-1}, a_1, s_i, p_{\mathcal{T},i}, p_{\mathcal{P},i})\), is represented by the following matrix

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 & 1 & 1 & -1 \\
\frac{1}{2} & 0 & \frac{1}{2} & 1 & 1 & -1 \\
-\frac{3}{4} & \frac{3}{4} & \frac{3}{4} & \frac{3}{4} & -1 & 1 \\
0 & 0 & 0 & \frac{3}{4} & -1 & 1 \\
0 & 0 & 0 & 0 & -1 & \frac{3}{2}
\end{pmatrix}
\]

which has eigenspaces \(U_1^i = \langle a_0 \rangle, \ U_0^i = \langle u_i \rangle, \ U_2^i = \langle v_i \rangle, \ U_3^i = \langle z_i \rangle\) and \(U_4^i = \langle w_i, \bar{w}_i \rangle\), where

\[
\begin{align*}
u_i & := 6a_0 - 3(a_{-1} + a_1) + 4s_i + 4z_{\mathcal{P},i} \\
v_i & := 2a_0 - (a_{-1} + a_1) - 4s_i - 4z_{\mathcal{P},i} \\
w_i & := a_{-1} - a_1 \\
z_i & := p_{\mathcal{T},i} - p_{\mathcal{P},i} = \varpi_{0,i} \\
\bar{w}_i & := p_{\mathcal{T},i} + p_{\mathcal{P},i} = -\varpi_{0,i}
\end{align*}
\]

Notice that, in any characteristic other than 2, if \(i \notin 3\mathbb{N}\), \(\langle a_0, u_i, v_i, w_i, z_i, \bar{w}_i \rangle\) is a basis for \(U^1\). On the other hand, when \(i \in 3\mathbb{N}\), since \(p_{\mathcal{T},i} = p_{\mathcal{P},i} = 0\), \(z_i\) and \(\bar{w}_i\) are zero and \(\langle a_0, u_i, v_i, w_i \rangle\) is a basis for \(U^1\). We set \(\mathcal{H}_1 := \langle a_0 \rangle, \ \mathcal{H}_u := \langle u_i \mid i \in \mathbb{N} \rangle, \ \mathcal{H}_z := \langle z_i \mid i \in \mathbb{N} \rangle, \ \mathcal{H}_v := \langle v_i \mid i \in \mathbb{N} \rangle\) and \(\mathcal{H}_w := \langle w_i, \bar{w}_i \mid i \in \mathbb{N} \rangle\). Moreover, define \(\mathcal{H}^+ := \mathcal{H}_1 \oplus \mathcal{H}_u \oplus \mathcal{H}_z \oplus \mathcal{H}_v\) and \(\mathcal{H}^- := \mathcal{H}_w\).

Finally, it will be convenient to set \(u_0 := v_0 := w_0 := z_0 := \bar{w}_0 := 0\). We immediately have the following.

**Lemma 4.1.** With the above notation, \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_u \oplus \mathcal{H}_z \oplus \mathcal{H}_v \oplus \mathcal{H}_w = \mathcal{H}^+ \oplus \mathcal{H}^-\).

**Lemma 4.2.** The involution \(\tau_0\) acts as the identity on \(\mathcal{H}^+\) and as minus identity on \(\mathcal{H}^-\). In particular, \(\mathcal{H}^+\) is the fixed subalgebra of \(\tau_0\), \(\mathcal{H}^+ \mathcal{H}^- \subseteq \mathcal{H}^+\) and \(\mathcal{H}^- \mathcal{H}^+ \subseteq \mathcal{H}^+\).

**Proof.** It follows immediately from the definition of \(\tau_0\), since \(\tau_0\) is an algebra automorphism. \(\square\)

Recall from Proposition 4.3.13 that \(\mathcal{H}\) is baric with respect to the algebra homomorphism \(\lambda : \mathcal{H} \to \mathbb{F}\) defined by \(\lambda(a_i) = 1\) and \(\lambda(s_j) = 0 = \lambda(p_{\mathcal{T},k})\). We can use this to refine the condition that \(\mathcal{H}^- \mathcal{H}^- \subseteq \mathcal{H}^+\).

**Lemma 4.3.** We have \(\mathcal{H}^- \mathcal{H}^- \subseteq \mathcal{H}_u \oplus \mathcal{H}_z \oplus \mathcal{H}_v\).
Proof. It is immediate to see that, for every $\eta \in \{u, v, z, w\}$ and $x \in \hat{\mathcal{H}}_\eta$, $\lambda(x) = 0$, whereas $\lambda(\hat{\mathcal{H}}_1) = 1$. Since $\lambda$ is an algebra homomorphism and $\hat{\mathcal{H}}^- \hat{\mathcal{H}}^- \subseteq \hat{\mathcal{H}}^+$, the result follows immediately.

To calculate the fusion law, it will be convenient to use different elements, which generalise those in [2]. We set $c_0 := 0$ and, for $i \in \mathbb{N}$, we define

$$c_i := 2a_0 - (a_{-i} + a_i)$$

which allows us to rewrite $u_i$ and $v_i$ as

$$u_i = 3c_i + 4s_i + 4z_i$$
$$v_i = c_i - 4s_i - 4z_i.$$

In order to calculate the products of such elements, we also introduce the following. For $i, j \in \mathbb{N}$ we define

$$c_{i,j} := -2(c_i + c_j) + c_{|i-j|} + c_{i+j}$$
$$t_{i,j} := -2(s_i + s_j) + s_{|i-j|} + s_{i+j}$$
$$u_{i,j} := -2(u_i + u_j) + u_{|i-j|} + u_{i+j}$$
$$v_{i,j} := -2(v_i + v_j) + v_{|i-j|} + v_{i+j}$$
$$z_{i,j} := -2(z_i + z_j) + z_{|i-j|} + z_{i+j}.$$

Firstly, note that all the above expressions are symmetric in $i$ and $j$. Secondly, $u_{i,j} \in \hat{\mathcal{H}}_u$, $v_{i,j} \in \hat{\mathcal{H}}_v$ and $z_{i,j} \in \hat{\mathcal{H}}_z$. To calculate the products of our basis vectors, we begin by computing the products with our new elements.

**Lemma 4.4.** For all $i, j \in \mathbb{N}$, we have

1. $c_ic_j = \begin{cases} 2t_{i,j} + 2z_{i,j} & \text{if } i \in 3\mathbb{N} \\ 2t_{i,j} + 2z_{i,j} - 3(z_{|i-j|} + z_{i+j}) & \text{otherwise} \end{cases}$
2. $c_is_j = \begin{cases} \frac{3}{2} c_{i,j} & \text{if } i \in 3\mathbb{N} \\ \frac{3}{2} c_{i,j} - 3z_j & \text{otherwise} \end{cases}$
3. $c_iz_j = \begin{cases} 0 & \text{if } i \in 3\mathbb{N} \\ 3z_j & \text{otherwise} \end{cases}$
Proof. A straightforward computation gives:
\[ c_i c_j = (2a_0 - (a_{-i} + a_i))(2a_0 - (a_{-j} + a_j)) \]
\[ = 4a_0 - 2 \left[ \frac{1}{2}(a_{-i} + a_0) + s_i + z_{\tau,i} + \frac{1}{2}(a_i + a_0) + s_j + z_{\tau,j} \right] \]
\[ - 2 \left[ \frac{1}{2}(a_0 + a_{-j}) + s_j + z_{\tau,j} + \frac{1}{2}(a_0 + a_j) + s_j + z_{\tau,j} \right] \]
\[ + \left[ \frac{1}{2}(a_{-i} + a_{-j}) + s_{i-j} + z_{\tau,i-j} + \frac{1}{2}(a_i + a_{-j}) + s_{i+j} + z_{\tau,i+j} \right] \]
\[ + \left[ \frac{1}{2}(a_{-i} + a_j) + s_{i+j} + z_{\tau,i+j} + \frac{1}{2}(a_i + a_j) + s_{i-j} + z_{\tau,i-j} \right] \]
\[ = -4(s_i + s_j) + 2(s_{i-j} + s_{i+j}) - 4(z_{\tau,i} + z_{\tau,j}) \]
\[ + z_{\tau,i-j} + z_{\tau,i+j} + z_{\tau,i+j} + z_{\tau,i-j} + z_{\tau,i+j} + z_{\tau,i-j}. \]

Since \( z_{\tau,i} + z_{\tau,j} + z_{\tau,j} = 0 \) if \( i \not\in 3N \), the result follows. For the second assertion we have
\[ c_is_j = [2a_0 - (a_{-i} + a_i)]s_j \]
\[ = 2 \left[ -\frac{3}{4}a_0 + \frac{3}{4}(a_{-j} + a_j) + \frac{3}{2}s_j - z_{\tau,j} \right] \]
\[ - \left[ -\frac{3}{4}a_{-i} + \frac{3}{4}(a_{-i} + a_{i+j}) + \frac{3}{2}s_j - z_{\tau,j} \right] \]
\[ - \left[ -\frac{3}{4}a_i + \frac{3}{4}(a_{-i} + a_{i+j}) + \frac{3}{2}s_j - z_{\tau,j} \right] \]
\[ = -\frac{3}{4}c_i - \frac{3}{4}c_j + \frac{3}{4}a_{i-j} + \frac{3}{4}a_{i+j} - 2z_{\tau,j} + z_{\tau,j} + z_{\tau,j}. \]

As above, the result follows. For the third assertion we have
\[ c_iz_j = [2a_0 - (a_{-i} + a_i)]z_{\tau,j} = \]
\[ = 2 \left( \frac{3}{2}z_{\tau,j} + z_{\tau,j} \right) - \left( \frac{3}{2}z_{\tau,j} + z_{\tau,j} \right) \]
\[ = 2z_{\tau,j} - z_{\tau,j} - z_{\tau,j} \]

and the result follows as in the previous case. \qed

We can also express the products of the \( s_j \)'s and \( z_j \)'s in a compact form using our new elements.

**Lemma 4.5.** For all \( i, j \in N, h, k \in 3N \) we have

1. \( s_is_j = -\frac{3}{8}t_{i,j} \)
2. \( z_hz_k = \frac{3}{8}z_{h,k} \)
3. \( s_is_h = -\frac{3}{8}z_{i,h} \).

**Proof.** This is immediate from the definition of \( t_{i,j} \) and H4 and the definition of \( z_{i,j} \) and Lemma 3.8. \qed
We now use our new elements to rewrite \( u_{i,j} \) and \( v_{i,j} \).

**Lemma 4.6.** For all \( i, j \in \mathbb{N} \), we have

1. \( u_{i,j} = 3c_{i,j} + 4t_{i,j} + 4z_{i,j} \),
2. \( v_{i,j} = c_{i,j} - 4t_{i,j} - 4z_{i,j} \).

**Proof.** By the definition of our basis elements we have

\[
u_{i,j} = -2(3c_i + 4s_i + 4z_i) - 2(3c_j + 4s_j + 4z_j) + (3c_{i-j} + 4s_{i-j} + 4z_{i-j}) + (3c_{i+j} + 4s_{i+j} + 4z_{i+j}) = 3c_{i,j} + 4t_{i,j} + 4z_{i,j}.
\]

and similarly for \( v_{i,j} \).

We may now determine the fusion law, by finding the products between the elements which span the different parts.

**Lemma 4.7.** For all \( i, j \in \mathbb{N} \), we have

1. \( u_iu_j = \begin{cases} 3u_{i,j} & \text{if } ij \in 3\mathbb{N} \\ 3u_{i,j} - 21z_{i,j} & \text{otherwise} \end{cases} \)
2. \( u_iv_j = \begin{cases} -3v_{i,j} & \text{if } ij \in 3\mathbb{N} \\ -3v_{i,j} - 15z_{i,j} & \text{otherwise} \end{cases} \)
3. \( v_iv_j = \begin{cases} -u_{i,j} & \text{if } ij \in 3\mathbb{N} \\ -u_{i,j} + 3z_{i,j} & \text{otherwise} \end{cases} \)
4. \( u_iz_j = \begin{cases} 0 & \text{if } i \in 3\mathbb{N} \\ 12z_j & \text{otherwise} \end{cases} \)
5. \( v_iz_j = 0 \)

**Proof.** By the definition of \( u_i \) and Lemmas 4.4 and 4.5 we have

\[
u_iu_j = (3c_i + 4s_i + 4z_i)(3c_j + 4s_j + 4z_j) = 9c_ic_j + 12(s_is_j + s_iz_j + s_jz_i + c_iz_j) + 16(s_is_j + s_iz_j + s_jz_i + z_iz_j) = 9c_{i,j} - 6t_{i,j} + 9c_ic_j + 16(s_is_j + s_iz_j + s_jz_i + z_iz_j)
\]

If \( i, j \notin 3\mathbb{N} \), then \( z_i = 0 = z_j \) and \( (z_{i-j} + z_{i+j}) = z_{i,j} \). By Lemma 4.4 \( c_{i,j} = 2t_{i,j} + 2z_{i,j} - 3(z_{i-j} + z_{i+j}) = 2t_{i,j} - z_{i,j} \) and hence \( u_iu_j = 9c_{i,j} - 6t_{i,j} + 18t_{i,j} - 9z_{i,j} = 3u_{i,j} - 21z_{i,j} \). Now suppose that \( i \in 3\mathbb{N} \) and \( j \notin 3\mathbb{N} \) (by symmetry the case where \( i \notin 3\mathbb{N} \) and \( j \in 3\mathbb{N} \) is equal to this). By Lemma 4.4 and
Lemma [4,3] we get $u_iu_j = 9c_{i,j} - 6t_{i,j} + 18t_{i,j} + 18z_{i,j} - 6z_{i,j} = 3u_{i,j}$. Finally, if $i, j \in 3\mathbb{N}$, we get $u_iu_j = 9c_{i,j} - 6t_{i,j} + 18t_{i,j} + 18z_{i,j} - 6z_{i,j} = 3u_{i,j}$.

For the second and third formulas we have

$$u_iv_j = (3c_j + 4s_i + 4z_i)(c_j - 4s_j - 4z_j)$$

$$= 3c_ic_j - 12c_i(s_j + z_j) + 4c_j(s_i + z_i) - 16s_is_j - 16s_zj$$

$$- 16s_jz_i - 16z_iz_j$$

$$= 6t_{i,j} - 3c_i + 3c_j - 16(s_i z_j + s_j z_i + z_i z_j)$$

and

$$v_iv_j = (c_i - 4s_i - 4z_i)(c_j - 4s_j - 4z_j)$$

$$= c_ic_j - 4(c_i(s_j + z_j) + c_j(s_i + z_i))$$

$$+ 16(s_i s_j + s_i z_j + s_j z_i + z_i z_j)$$

$$= -3c_{i,j} - 6t_{i,j} + c_i c_j + 16(s_i z_j + s_j z_i + z_i z_j)$$

and the result follows from Lemma [4,4] and Lemma [4,5] as in the previous case. The last two claims follow in a similar way.

We may now prove the main result of this section.

**Proof of Theorem 1.2**. It is clear from the multiplication that $a_0$ is an idempotent and, by Lemma 1.1, $\text{ad}_{a_0}$ is semisimple with eigenvalues 1, $\frac{5}{2}$, 0, 2 and $\frac{1}{2}$. The fusion law follows from Lemmas 4.3, 4.4 and 4.5 and so $a_0$ is an $F$-axis. By Proposition 5.3 using the action of $D_6$ (which is $\text{Aut}(\mathcal{H})$ if $\text{char}(F) \neq 3$), $a_i$ is an $F$-axis, for all $i \in \mathbb{Z}$. Therefore $\mathcal{H}$ is a primitive axial algebra with the fusion law given in Table 1.

Observe that, for every $i \in \mathbb{Z}$, the map $\tau_i$ is precisely the Miyamoto involution associated to the axis $a_i$. The fact that $\mathcal{H}$ is 2-generated and symmetric follows in a similar way to [3, Theorem 2.1] and [2, Theorem 6], but is more involved. Since $\tau_0$ maps $a_1$ to $a_{-1}$, $\langle a_0, a_1 \rangle = \langle a_0, a_1, a_{-1} \rangle$. Now $\langle a_0, a_1, a_{-1} \rangle$ is invariant under $\tau_{\frac{1}{2}}$, whence $\langle a_0, a_1 \rangle$ is invariant under $\text{Aut}(\mathcal{H}) = \langle \tau_0, \tau_{\frac{1}{2}} \rangle$. However, $\text{Aut}(\mathcal{H})$ acts transitively on the $a_i$, so $a_i \in \langle a_0, a_1 \rangle$, for all $i \in \mathbb{Z}$. By H1, $s_j + z_{j,0} \in \langle a_0, a_1 \rangle$, for all $j \in \mathbb{N}$, $\tau \in \mathbb{Z}_3$. As $\sum_{\tau \in \mathbb{Z}_3} z_{j, \tau} = 0$ and $\text{char}(F) \neq 3$, we may take linear combinations to get $s_j, z_{j,0} \in \langle a_0, a_1 \rangle$, for all $j \in \mathbb{N}, \tau \in \mathbb{Z}_3$. Finally, taking linear combinations of $z_{j,0} = p_{j,0} - p_{j,0}$ and $z_{j,0} = p_{j,0} - p_{j,0} + 2p_{j,0}$, we get $p_{j,0}, p_{j,0} \in \langle a_0, a_1 \rangle$, for all $j \in \mathbb{N}$.  

Finally, we consider the case where $\text{char}(F) = 3$; then $\frac{5}{2} = 1$ and $2 = \frac{1}{2}$. However, the five part decomposition and the multiplication between those parts remains true, so $\mathcal{H}$, with respect to the set of axes $\{a_i \mid i \in \mathbb{Z}\}$, is an axial decomposition algebra as defined in [2]. One can show that it is also a (non-primitive) axial algebra with the fusion law in Table 3.
Unlike the Highwater algebra, the idempotents $a_i$ do not satisfy the Jordan type fusion law, so $\mathcal{H}$ is not a Jordan algebra (see [16, p. 33]).

Moreover, every pair of axes $a_i, a_j$ generates a 3-dimensional Jordan algebra $\langle a_i, a_j, s_{|i-j|} + \mathcal{S}_{|i-j|} \rangle$, which is isomorphic to the algebra $\hat{S}(2)^s$ using the notation from [9] (this was called $\mathcal{C}P^{00}(\mathbb{F}, b_2)$ in [5, Theorem (1.1)]). In particular, $\mathcal{H}$ is not 2-generated any more – it is not even finitely generated.

Hence for the remainder of the paper we will assume that $\text{char}(\mathbb{F}) \neq 2, 3$.

## 5 The Frobenius form and the radical

In this short section, we prove some preliminary results about ideals of $\mathcal{H}$. Recall from the end of Section 3 that $\mathcal{H}$ has a Frobenius form $\langle \cdot, \cdot \rangle$ defined by $(x, y) = \lambda(x)\lambda(y)$. Hence we may apply some general results from [8] about ideals in axial algebras with a Frobenius form to $\mathcal{H}$.

We can split ideals into two classes: those which don’t contain any axes and those which do. The radical is the unique largest ideal which doesn’t contain any axes.

**Lemma 5.1.** The radical of $\mathcal{H}$ is a codimension 1 ideal spanned by the set $\{a_i - a_j, s_k, p_{\tau,k} : i, j \in \mathbb{Z}, k \in \mathbb{N}, \tau \in \mathbb{Z}_3\}$.

**Proof.** Since $\langle \cdot, \cdot \rangle$ is a Frobenius form on $\mathcal{H}$ that is non-zero on the axes, by [8, Theorem 4.9], the radical equals the radical of the Frobenius form.

Ideals which contain an axis are controlled by the projection graph.

**Lemma 5.2.** The projection graph for $\mathcal{H}$ is connected.

**Proof.** We have $(a, b) = \lambda(a)\lambda(b) = 1$ for all axes $a$ and $b$. So, by [8, Lemma 4.17], the projection graph is undirected and connected.

**Corollary 5.3.** Every proper ideal of $\mathcal{H}$ is contained in the radical, in particular no proper ideal of $\mathcal{H}$ contains any axes.

Since every proper ideal $I$ is contained in the radical, we have the following result which we will use frequently.

Table 3: The fusion law for $\mathcal{H}$ when $\text{char}(\mathbb{F}) = 3$

|   | 1   | 0   | $\frac{1}{2}$ |
|---|-----|-----|--------------|
| 1 | 1   | 0   | $\frac{1}{2}$ |
| 0 |     |     | 1, $\frac{1}{2}$ |
| $\frac{1}{2}$ | $\frac{1}{2}$ | 1, $\frac{1}{2}$ | 0, 1, $\frac{1}{2}$ |
Corollary 5.4. Let $I$ be an ideal of $\hat{H}$, $v \in I$. Then the sum of the coefficients of the $a_i$ elements of $v$ is 0.

We finish this section by noting two results which will be important for us. Firstly, by [8, Corollary 3.11], ideals of an axial algebra are invariant under the Miyamoto group, so we get the following.

**Lemma 5.5.** Every ideal of $\hat{H}$ is $\tau_i$-invariant, for every $i \in \mathbb{Z}$.

Secondly, the decomposition of the algebra into eigenspaces induces a decomposition of an ideal $I$ into a sum of eigenspaces.

**Lemma 5.6.** Let $I \triangleleft A$ be an ideal of an $\mathcal{F}$-axial algebra $A$ and $a \in A$ be an axis. Then $I = \bigoplus_{\lambda \in \mathcal{F}} I_{\lambda}$, where $I_{\lambda} = I_{\lambda}(a) = I \cap A_{\lambda}(a)$ for all $\lambda \in \mathcal{F}$.

6 Invariance of ideals under automorphisms

As we have seen, in an axial algebra, every ideal is invariant under the action of the Miyamoto group. For $\hat{H}$, the Miyamoto group is an index 2 subgroup of the full automorphism group. In this section, we show that ideals of $\hat{H}$ are in fact invariant under the full automorphism group.

**Theorem 6.1.** If $\text{char}(\mathcal{F}) \neq 2, 3$, then all ideals of $\hat{H}$ are $\text{Aut}(\hat{H})$-invariant.

**Corollary 6.2.** If $\text{char}(\mathcal{F}) \neq 2, 3$, then every quotient of $\hat{H}$ is a symmetric 2-generated axial algebra.

**Proof.** Let $I \triangleleft \hat{H}$. By Corollary 5.3, no axis is contained in $J$. So the quotient $\hat{H}/I$ is generated by the images $\bar{a}_0 = a_0 + I$ and $\bar{a}_1 = a_1 + I$. Since $I^{\tau_1/2} \subseteq I$, $\tau_1/2$ induces an automorphism of $\hat{H}/I$ which switches the two generators.

We will prove Theorem 6.1 via a series of lemmas using the following strategy. Let $I$ be a proper ideal of $\hat{H}$. We must show that $I^\sigma \subseteq I$ for all $\sigma \in \text{Aut}(\hat{H})$. By Lemma 5.6, $I = \bigoplus_{\lambda \in \mathcal{F}} I_{\lambda}$, where $I_{\lambda} := I \cap \hat{H}_{\lambda}(a_0)$. So, since an automorphism is a linear map, it suffices to show that $I_{\lambda}^\sigma \subseteq I$ for all $\lambda \in \mathcal{F}$. In fact, by Corollary 5.3, no non-trivial ideal contains an axis, so $I_1 = 0$ and we only need to consider $\lambda \in \mathcal{F} \setminus \{1\}$.

Recall that $\langle \text{Miy}(X), \tau_{1/2} \rangle = \text{Aut}(\hat{H})$. Since ideals are invariant under the action of the Miyamoto group, it is enough to show that $I_{\lambda}^\sigma \subseteq I$, for some element $\sigma \in \text{Aut}(\hat{H})$ such that $\langle \text{Miy}(X), \sigma \rangle = \text{Aut}(\hat{H})$. For some values of $\lambda$ the most convenient choice for $\sigma$ is $\tau_{1/2}$ itself. However, for other values, it is more convenient to use $\tau_{1/2} = \tau_{1/2}^{\tau_{1/2}}$ instead. (This is because, for $j \in \mathbb{N}$, $\tau_{1/2}$ fixes $\tau_{1,j}$ and swaps $\tau_{T,j}$ and $\tau_{T,j}$.)

For each $\lambda \in \mathcal{F} \setminus \{1, \frac{1}{2}\}$, we will show that for all $x \in \hat{H}_{\lambda}$,

$$x^\sigma = F_{\lambda}(x)$$
where $F_\lambda$ is contained in the subalgebra of $\text{End}_F(\hat{H})$ generated by the adjoint maps and the elements of the Miyamoto group. Since these map $I$, and hence $I_\lambda$, into $I$, the result follows. When $\lambda = \frac{1}{2}$, the argument is similar except that we further split $\hat{H}_{1/2}$ into two direct summands and treat each summand separately.

Finally, since $F_\lambda$ is linear, it suffices to show that $x^\sigma = F_\lambda(x)$ holds for $x$ in a basis of $\hat{H}_\lambda$. We must pay special attention to the characteristics where any of $\frac{5}{2}, 0, \frac{1}{2}$ coincide. In particular, since we already assumed $\text{char} (F) \neq 2, 3$, the only possibility is in characteristic 5, where $\frac{5}{2} = 0$, in which case the 0-eigenspace is generated by the $u_i$’s and the $z_i$’s.

From the definitions we immediately have the following.

**Lemma 6.3.** For every $i \in \mathbb{N}$ we have

1. $z_i^{\tau_3/2} = z_i$
2. $u_i^{\tau_3/2} = -\bar{u_i}$.

**Corollary 6.4.** If $\text{char} (F) \neq 5$, $I_{3/2}^{\text{Aut}(\hat{H})} \subseteq I$.

**Proof.** Since $\text{char} (F) \neq 5$, we have $\hat{H}_{3/2} = \hat{H}_z$ and the result follows from Lemma 6.3(1).

We now compute the action of $\tau_{3/2}$ on the $u_i$ and $v_i$ eigenvectors for $a_0$.

**Lemma 6.5.** For every $i \in \mathbb{N}$,

1. $u_i^{\tau_3/2} = 6a_3 - 3(a_{3-i} + a_{3+i}) + 4s_i + 4z\overline{3}_i$,
2. $v_i^{\tau_3/2} = 2a_3 - (a_{3-i} + a_{3+i}) - 4s_i + 4z\overline{3}_i$,
3. $c_{3,i} = \frac{1}{3}(-2u_i + u_i^{\tau_3/2} + u_i^{\tau_3/2}\tau_0) = -2v_i + v_i^{\tau_3/2} + v_i^{\tau_3/2}\tau_0$.

**Proof.** The first two formulas follow immediately from the definitions of $u_i$, $v_i$ and $\tau_{3/2}$. For the last formula, assume first that $i > 3$. Then $|3 - i| = 3 - i$ and we have

$$c_{3,i} = -2(c_3 + c_i) + c_{i-3} + c_{i+3}$$

$$= -2c_i - 2(2a_0 - (a_{-3} + a_3)) + 2a_0 - (a_{3-i} + a_{i-3}) + 2a_0 - (a_{-3-i} + a_{i+3})$$

$$= -2c_i + 2a_3 - (a_{3-i} + a_{3+i}) + 2a_{-3} - (a_{-3-i} + a_{-3+i})$$

$$= -2c_i + c_i^{\tau_3/2} + c_i^{\tau_3/2}\tau_0.$$

A similar argument holds for $i = 1, 2, 3$. Since $s_i$ and $z\overline{3}_i$ are invariant under $\tau_{3/2}$ and $\tau_0$ and $c_i = \frac{1}{3}(u_i - 4s_i - 4z\overline{3}_i) = v_i + 4s_i + 4z\overline{3}_i$, we get the last claim. □
Lemma 6.6. For every \( i \in \mathbb{N} \) we have
1. \( u_i^{\tau_0/2} = u_i - \frac{3}{2}a_3u_i + \frac{3}{2}a_{-3}u_i + s_3u_i + z_3u_i \)
2. \( v_i^{\tau_0/2} = \frac{7}{12}a_3v_i - \frac{1}{12}a_{-3}v_i + \frac{1}{3}s_3v_i + \frac{1}{3}z_3v_i \).

Proof. For the first claim, multiply \( u_i \) by \( a_3 \) and use Lemmas 3.8 and 6.5 to get
\[
a_3u_i = a_3\left(3c_i + 4s_i + 4z_{0,i}\right)
= \frac{3}{4}c_i + 6s_3 + 6\tau_3,3 - 3(s_{i-3} + z_{3,i-3}) + s_{i+3} + z_{3,i+3}
= -3a_3 + \frac{3}{4}(a_{3-i} + a_{3+i}) + 6s_i + 6z_{0,i}
= \frac{1}{2}(3c_i + 4s_i + 4\tau_{0,i}) - \frac{1}{2}(6a_3 - 3(a_{3-i} + a_{3+i}) + 4s_i + 4\tau_{0,i})
+ 6(s_3 + s_i) - 3(s_{i-3} + s_{i+3}) + 6(\tau_{0,3} + \tau_{0,i}) - 3(\tau_{0,i-3} + \tau_{0,i+3})
= \frac{1}{2}(u_i - u_i^{\tau_0/2}) - 3(t_{3,i} + z_{3,i}).
\]

Apply the map \( \tau_0 \) to the above equality (noting that \( t_{3,i}^{\tau_0} = t_{3,i} \) and \( z_{3,i}^{\tau_0} = z_{3,i} \) and sum this with the above equality to get
\[
a_3u_i + a_{-3}u_i = u_i - \frac{1}{2}(u_i^{\tau_0/2} + u_i^{\tau_3/2}) - 6(t_{3,i} + z_{3,i}). \tag{1}
\]
Similarly, multiply \( u_i \) by \( s_3 + z_3 \) using Lemmas 3.8, 4.4, and 6.5 and we get
\[
(s_3 + z_3)u_i = (s_3 + z_3)\left(3c_i + 4s_i + 4z_{0,i}\right)
= \frac{9}{4}c_{3,i} - \frac{3}{4}(t_{3,i} + z_{3,i})
= -\frac{3}{4}u_i + \frac{3}{4}(u_i^{\tau_0/2} + u_i^{\tau_3/2}) - \frac{3}{4}(t_{3,i} + z_{3,i}).
\]
We sum this last equation with \( \frac{3}{4} \) of Equation (1) to obtain
\[
t_{3,i} + z_{3,i} = -\frac{1}{6}s_{0,i}u_i - \frac{1}{8}(a_3u_i + a_{-3}u_i). \tag{2}
\]
Finally, the result for \( u_i \) follows by substituting this expression for \( t_{3,i} + z_{3,i} \) in the expression for \( a_3u_i \) and rearranging. The proof for \( v_i \) is obtained analogously, by taking a suitable linear combination of the expressions for \( a_3v_i \) and \( s_3v_i \).

Corollary 6.7. \( I_2^{\text{Aut}(\hat{H})} \subseteq I \).

Proof. Since \( \hat{H}_2 = \hat{H}_v \), the result follows from Lemma 6.6 (2). \[\square\]

We now consider the case where \( \lambda = 0 \). If \( \text{char}(\mathbb{F}) \neq 5 \), then \( I_0^{\text{Aut}(\hat{H})} \subseteq I \) follows immediately from Lemma 6.6 (1). However if \( \text{char}(\mathbb{F}) = 5 \), then \( 5/2 = 0 \), so the 0-eigenspace is \( \hat{H}_0 \oplus \hat{H}_z \) and has basis given by the \( u_i \)'s and the \( z_i \)'s.
Lemma 6.8. If \( \text{char}(\mathbb{F}) = 5 \), then, for all \( x \in \mathcal{H}_a \oplus \mathcal{H}_z \),

\[
x^{\tau_{\mathcal{H}}} = x + 2a_{-3}x + s_3x + z_3x.
\]

Proof. If \( x \in \mathcal{H}_a \), the result follows immediately by Lemma 6.6 (note that \( \frac{3}{4} = 2 \) in characteristic 5). Whereas for \( \mathcal{H}_z \), we have \( a_{-3}z_i = (a_0z_i)^{\tau_{\mathcal{H}}} = 0 \), so, by Lemma 4.5 and Lemma 6.3, \( z_i + 2a_{-3}z_i + s_3z_i + z_3z_i = z_i^{\tau_{\mathcal{H}}} + 0 + 0 + 0 = z_i^{\tau_{\mathcal{H}}} \).

Corollary 6.9. \( I_0^\text{Aut}(\mathcal{H}) \subseteq I \).

Proof. If \( \text{char}(\mathbb{F}) \neq 5 \), then \( I_0 = I \cap \mathcal{H}_a \) and the result follows by Lemma 6.6 (1). If \( \text{char}(\mathbb{F}) = 5 \), the result follows by Lemma 6.8.

It now remains to consider the case where \( \lambda = \frac{1}{2} \). Here, the \( \frac{1}{2} \)-eigenspace \( \mathcal{H}_w \) has a basis given by two different types of vectors, \( w_i = a_{-i} - a_i \), for \( i \in \mathbb{N} \), and \( w_i = p_{\tau_{\mathcal{H}}}j + p_{\tau_{\mathcal{H}}j} - p_{\tau_{\mathcal{H}}}j \), where \( j \in \mathbb{Z}^M \). We first compute \( w_i^{\tau_{\mathcal{H}}} \) (here in fact it is more convenient to use \( \tau_{\mathcal{H}} / 2 \), rather than \( \tau_{\mathcal{H}} / 2 \)).

Lemma 6.10. For every \( i \in \mathbb{N} \) we have

\[
w_i^{\tau_{\mathcal{H}}} = \frac{1}{9}a_0(w_1w_i) - \frac{4}{9}s_1w_i - \frac{4}{9}w_i - 2(a_1w_i - \frac{1}{2}w_i) + \frac{4}{9}(a_1w_i - \frac{1}{2}w_i)^{\tau_{\mathcal{H}} - \tau_{\mathcal{H}}/2}.
\]

Proof. We begin by calculating

\[
s_1w_i = s_1(a_{-i} - a_i) = -\frac{2}{9}w_i + \frac{2}{9}(a_{-i-1} + a_{-i+1} - a_{i-1} - a_i)
\]

Now, noting that \( \tau_{\mathcal{H}} / 2 \) acts on indices of the \( a_j \)'s by \( j \mapsto 1 - j \) and \( \tau_{\mathcal{H}} / 2 \) acts by translation by \( -1 \), we have \( w_i^{\tau_{\mathcal{H}}} = a_{i+1} - a_{i+1} \) and \( w_i^{\tau_{\mathcal{H}}/2} = a_{i-1} - a_{i-1} \).

So the above is \( s_1w_i = -\frac{2}{9}w_i + \frac{2}{9}(w_i^{\tau_{\mathcal{H}}/2} - w_i^{\tau_{\mathcal{H}}/2}) \).

Also by calculation \( a_0(w_1w_i) = \frac{1}{9}w_i + s_{i+1} - s_{i+1} + 1 - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}} - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}/2} \).

Multiplying by \( a_0 \), we get

\[
a_0(a_1w_i) = \frac{1}{9}a_0w_i + a_0(s_{i+1} - s_{i+1} + 1 - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}} - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}/2})
\]

Note that \( s_{i+1} - s_{i+1} + 1 - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}} - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}/2} = (a_1w_i - \frac{1}{2}w_i)^{\tau_{\mathcal{H}}} \) and similarly, \( s_{i+1} - s_{i+1} + 1 - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}} - w_{\tau_{\mathcal{H}}}^{\tau_{\mathcal{H}}/2} = (a_1w_i - \frac{1}{2}w_i)^{\tau_{\mathcal{H}}/2} \).

We can now combine these two expressions with those for \( s_1w_i \) and \( a_0(a_1w_i) \) to get the result.
When char($\mathbb{F}$) = 5, the formula in Lemma 6.10 holds also for the $\tilde{w}_i$'s:

**Lemma 6.11.** Suppose that char($\mathbb{F}$) = 5. Then, for every $i \in \mathbb{N}$, we have

$$\tilde{w}_i^{\tau/2} = \frac{4}{9}a_0(a_1\tilde{w}_i) - \frac{4}{3}s_1\tilde{w}_i - \frac{4}{3}\tilde{w}_i - 2(a_1\tilde{w}_i - \frac{1}{2}\tilde{w}_i) + \frac{4}{3}(a_1\tilde{w}_i - \frac{1}{2}\tilde{w}_i)^{\tau_2-\tau_1}.$$

**Proof.** Since $\tilde{w}_i = -\tilde{p}_{\tilde{\tau},i}$, by H3, we have

$$a_1\tilde{w}_i = -a_1\tilde{p}_{\tilde{\tau},i} = -\frac{2}{3}p_{\tilde{\tau},i} + p_{\tilde{\tau},i} = -\frac{5}{2}p_{\tilde{\tau},i} + p_{\tilde{\tau},i} = -p_{\tilde{\tau},i} = -\tilde{w}_i^{\tau/2}$$

and hence

$$a_0(a_1\tilde{w}_i) = -a_0\tilde{w}_i^{\tau/2} = -(a_1\tilde{w}_i)^{\tau/2} = -(-\tilde{w}_i^{\tau/2})^{\tau/2} = \tilde{w}_i$$

By H5, we get $s_1\tilde{w}_i = -s_1\tilde{p}_{\tilde{\tau},i} = -\frac{2}{3}p_{\tilde{\tau},i} + \frac{5}{2}(0) = \frac{2}{3}\tilde{w}_i$.

Now observe that $\tau_2$ and $\tau_1$ have the same action on $S_i := (s_1,p_{\tilde{\tau},i},p_{\tilde{\tau},i})$. Hence $\tau_2\tau_1$ and $\tau_1\tau_2$ also have the same action on $S_i$. In particular, noting that $\tilde{w}_i^{\tau/2} = p_{\tilde{\tau},i}$ and so $\tilde{w}_i = -\tilde{w}_i^{\tau/2} = \tilde{p}_{\tilde{\tau},i} = \tilde{w}_i - \tilde{w}_i^{\tau/2}$, we have

$$(a_1\tilde{w}_i - \frac{1}{2}\tilde{w}_i)^{\tau_2-\tau_1} = (-\tilde{w}_i^{\tau_2} - \frac{1}{2}\tilde{w}_i)^{\tau/2} - (-\tilde{w}_i^{\tau_2} - \frac{1}{2}\tilde{w}_i)^{\tau/2} = -\tilde{w}_i - \frac{1}{2}\tilde{w}_i^{\tau_2} = -\tilde{w}_i^{\tau_2} - \frac{1}{2}\tilde{w}_i^{\tau_2} = -2\tilde{w}_i^{\tau_2}$$

Thus, the right hand side of the required expression is

$$\frac{4}{9}a_0(a_1\tilde{w}_i) - \frac{4}{3}s_1\tilde{w}_i - \frac{4}{3}\tilde{w}_i - 2(a_1\tilde{w}_i - \frac{1}{2}\tilde{w}_i) + \frac{4}{3}(a_1\tilde{w}_i - \frac{1}{2}\tilde{w}_i)^{\tau_2-\tau_1}$$

$$= \frac{4}{9}\tilde{w}_i - \tilde{w}_i - \frac{4}{3}\tilde{w}_i - 2(-\tilde{w}_i^{\tau/2} - \frac{1}{2}\tilde{w}_i) = \frac{2}{3}(\tilde{w}_i^{\tau/2})^2$$

$$= \frac{3}{2}\tilde{w}_i^{\tau/2}.$$

**Corollary 6.12.** If char($\mathbb{F}$) = 5, then $I_{\frac{3}{2}} \text{Aut} \mathbb{N} \subseteq I$.

**Proof.** The result follows from Lemma 6.10 and Lemma 6.11.

When the characteristic is not 5, we will show that we can in fact further decompose $I_{\frac{3}{2}}$, as $I_{\frac{3}{2}} = I_{\frac{3}{2}} \oplus I_{\tilde{w}}$, where $I_{\tilde{w}} := I \cap \langle w_i : i \in \mathbb{N} \rangle$ and $I_{\tilde{w}} := I \cap \langle \tilde{w}_j : j \in 3\mathbb{N} \rangle$. Recall that, for $k \in \mathbb{Z}$, $\theta_k = (\tau_0\tau_1)^k$ and $\theta_k$ maps $a_i$ to $a_{i+k}$ for all $i \in \mathbb{Z}$, fixes $s_j$ and maps $p_{\tilde{\tau},i}$ to $p_{\tilde{\tau}+\tilde{\tau},j}$, for all $i \in \mathbb{N}$ and $\tilde{\tau} \in 3\mathbb{N}$. In particular, $\theta_{2k} = \theta_k \theta_k \in \text{Miy}(X)$.

**Lemma 6.13.** For every $i \in \mathbb{N}$, $j \in 3\mathbb{N}$, $k \in \mathbb{N} \setminus 3\mathbb{N}$ we have

1. $\tilde{w}_j + \tilde{w}_j^{\theta_{2k}} + \tilde{w}_j^{\theta_{2k}} = 0$;
2. if $i \not\in 3\mathbb{N}$, $s_i\tilde{w}_j = \frac{3}{7}\tilde{w}_j$.
3. \(w_i = -\frac{3}{4}w_i + (w_i^{\theta_k} + w_i^{\theta_{-k}})\).

**Proof.** This is immediate from the definitions. \(\square\)

**Lemma 6.14.** If \(\text{char}(F) \neq 5\), then \(I_2 = I_w \oplus I_{\tilde{w}}\).

**Proof.** Let \(x \in I_2\) and write \(x = w + \tilde{w}\), where \(w \in \langle w_i : i \in \mathbb{N} \rangle\) and \(\tilde{w} \in \langle \tilde{w}_j : j \in 3\mathbb{N} \rangle\). We must show that \(w, \tilde{w} \in I\). By Lemma 6.13, we have

\[
x^{\theta_2} + x^{\theta_{-2}} + x^{\theta_4} + x^{\theta_{-4}} = w^{\theta_2} + w^{\theta_{-2}} + w^{\theta_4} + w^{\theta_{-4}} + \tilde{w}^{\theta_2} + \tilde{w}^{\theta_{-2}} + \tilde{w}^{\theta_4} + \tilde{w}^{\theta_{-4}} = \frac{3}{2}w + (s_2 + s_4)w - 2\tilde{w} = \frac{3}{2}w + (s_2 + s_4)(w + \tilde{w}) - \frac{3}{2}\tilde{w} - 2\tilde{w} = (s_2 + s_4)(w + \tilde{w}) + \frac{3}{2}w - \frac{7}{2}\tilde{w}
\]

Since \(I\) is invariant under the Miyamoto group and \(\theta_{2k} \in \text{Miy}(X)\), for \(k \in \mathbb{Z}\), we have \(x^{\theta_2} + x^{\theta_{-2}} + x^{\theta_4} + x^{\theta_{-4}} - (s_2 + s_4)x = \frac{3}{2}w - \frac{7}{2}\tilde{w} \in I\). Hence, \(5w = \frac{3}{2}w - \frac{7}{2}\tilde{w} + \frac{7}{2}(w + \tilde{w}) \in I\). Therefore, since the characteristic is not 5, \(w\) and hence \(\tilde{w}\) are both in \(I\). \(\square\)

**Corollary 6.15.** If \(\text{char}(F) \neq 5\), then \(I^\text{Aut} \hat{H} \subseteq I\).

**Proof.** By Lemma 6.14, we may decompose \(I_2\) as \(I_w \oplus I_{\tilde{w}}\). By Lemmas 6.10 and 6.3(2), \(I_w^\text{Aut} \hat{H}\) and \(I_{\tilde{w}}^\text{Aut} \hat{H}\) are both in \(I\). \(\square\)

**Proof of Theorem 6.1.** The result follows from Corollaries 6.4, 6.7, 6.9, 6.12, and 6.13. \(\square\)

### 7 Ideals in \(J\)

In this section, we characterise ideals contained in \(J\). Every element \(x \in J\) can be written in a unique way as

\[
x = \sum_{j=1}^{3k} \beta_{\mathbf{r},j}p_{\mathbf{r},j}
\]

with \(\beta_{\mathbf{r},j} \in \mathbb{F}\) and \(\beta_{\mathbf{r},3k} \neq 0\) for some \(\mathbf{r} \in \{\mathbf{1}, \mathbf{2}\}\). We define the \(p\)-level of \(x\) to be \(l_p(x) := 3k\) and \(\beta_{\mathbf{1},3k}p_{\mathbf{1},3k} + \beta_{\mathbf{2},3k}p_{\mathbf{2},3k}\) to be the tail of \(x\). Furthermore, for \(x \in J\) of \(p\)-level \(3k\) we define the \(J\)-degree of \(x\) as

\[
\deg_J(x) := 3k + \sum_{\mathbf{r} \in \{1,2\} \atop \beta_{\mathbf{r},3k} \neq 0} \mathbf{r}
\]
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Lemma 7.4. Let $x$ there is a unique element with Theorem 7.2.

Proof. We may write $x$ has tail $J/I$ a basis for $\mathfrak{F}$, minimal $J$ and the inverse is given by taking the tuple of coefficients of an element of minimal $J$-degree. In particular, all ideals $I \subseteq J$ are principal.

This theorem will follow from the next theorem.

Theorem 7.2. Let $x := \sum_{j=1}^{k} \beta_{3j}p_{\mathfrak{F},3j}$. Then $I = (x)$ has basis given by

\[ x, x^{3j}, s_i x, (s_i x)^{3j} \]

for all $i \in 3\mathbb{N}$.

Note that, after scaling, $x$ has tail $p_{\mathfrak{F},3k}$, $x^{3j}$ has tail $p_{\mathfrak{F},3k}$, $s_i x$ has tail $p_{\mathfrak{F},3k+i}$ and $(s_i x)^{3j}$ has tail $p_{\mathfrak{F},3k+i}$, for $i \in 3\mathbb{N}$. So we have an immediate corollary.

Corollary 7.3. Let $I$ be a non-zero ideal of $\mathfrak{H}$ contained in $J$ and let $x$ be a non-zero element of minimal $J$-degree in $I$. Then $I$ has codimension $2(k - 1)$ in $J$, where $l_p(x) = 3k$.

Proof. By Theorem 7.1, $I$ is generated by $x$, which we may assume has tail $p_{\mathfrak{F},3k}$ and now by Theorem 7.2 the image of \{ $p_{\mathfrak{F},3h}, p_{\mathfrak{F},3h} : 1 \leq h \leq k - 1$ \} is a basis for $J/I$.

We now prove the above two theorems via a series of lemmas, beginning with Theorem 7.2.

It is clear from the definition of the $J$-degree that in every ideal $I \subseteq J$, there is a unique element $x$, up to scaling, of minimal $J$-degree.

Lemma 7.4. Let $x$ be an element of minimal $J$-degree in $I \subseteq J$. Then, $x = \sum_{j=3}^{3k} \beta_j p_{\mathfrak{F},j}$ for some $\beta_j \in \mathbb{F}$.

Proof. We may write $x = \sum_{j=1}^{3k} \beta_{j}p_{\mathfrak{F},j}$, for some $\beta_{j} \in \mathbb{F}$. First, we claim that, for the tail, $\beta_{3k} = 0$. For a contradiction suppose not. If $\beta_{3k} = 0$, then $x^{3j}$ has tail $-\beta_{3k}p_{\mathfrak{F},3k}$ and so has lower $J$-degree than $x$, a contradiction. So suppose that $\beta_{3k}$ and $\beta_{3k}$ are both non-zero. Then $x^{3j}$ has tail $-\beta_{3k}p_{\mathfrak{F},3k} + \beta_{3k}(p_{\mathfrak{F},3k} + p_{\mathfrak{F},3k}) = (\beta_{3k} - \beta_{3k})p_{\mathfrak{F},3k} + \beta_{3k}p_{\mathfrak{F},3k}$ and
Lemma 7.5. For all \( i, j, k \in 3\mathbb{N} \), \( \overline{a}, \overline{b} \in \mathbb{Z}_3 \), we have

\[
\begin{align*}
\mathrm{s}_k (s_j \mathrm{p}_{i,j}) &= (s_k s_j) \mathrm{p}_{i,i} \\
\frac{8^2}{3} s_j \mathrm{p}_{b,k} (s_j \mathrm{p}_{i,i}) &= 8 (p_{b,k} [2(p_{i,i} + p_{i,j}) - (p_{i,i} | i-j) + p_{i,i+j}])
\end{align*}
\]

Proof. We prove the second of these. The first follows from an analogous, but easier argument. Let \( \overline{c} = -(\overline{a} + \overline{b}) \). By H5, we have

\[
\begin{align*}
\frac{8^2}{3} s_j \mathrm{p}_{b,k} (s_j \mathrm{p}_{i,i}) &= 8 p_{b,k} [2(p_{i,i} + p_{i,j}) - (p_{i,i} | i-j) + p_{i,i+j}] \\
&= 2 \left[ 8 p_{b,k} \left( s_{i,k} + 2(z_{i,k} + z_{i,j}) - (z_{i,j-k} + z_{i,j+k}) \right) \\
&\quad - 2(z_{i,j-k}) - (z_{i,j-i}) - (z_{i,j-i} - k) + (z_{i,i+j} + k) \\
&\quad + 2(z_{i,j-k} + z_{i,j+k}) - (z_{i,j+i}) - (z_{i,j+i} + k) \right] \\
&= 8 \left( 2(p_{b,k} + p_{b,j}) \right) (p_{i,i}) - 2(z_{i,j-k} + z_{i,i}) - 2(z_{i,j+i} + z_{i,i}) \\
&\quad - (z_{i,j-k} + z_{i,j+i} + k) + (z_{i,j+i} + k) \\
&= 8 \left( 2(p_{b,k} + p_{b,j}) \right) (p_{i,i}) - 2(z_{i,j-k} + z_{i,i}) - 2(z_{i,j+i} + z_{i,i}) \\
&\quad - (z_{i,j-k} + z_{i,j+i} + k) + (z_{i,j+i} + k)
\end{align*}
\]

If the sum in the square brackets is equal to \( 8(p_{b,k} + p_{b,j}) (p_{i,i}) \), then the above is equal to \( 8 \left( 2(p_{b,k} + p_{b,j}) - p_{b,k} | i-j - k, i-j + k \right) \) and hence the result follows. This is equivalent to the two sets \( A := \{|i-j-k|, |i-j| + k, |i+j-k|, i+j+k\} \) and \( B := \{|i-j-i|, |j-k| + i, |j+k-i|, j+k+i\} \) being equal. Since \( s_j \mathrm{p}_{i,i} \) is symmetric in \( i \) and \( j \), without loss of generality we may assume that \( i - j \geq 0 \). The result now follows after a case analysis on the parity of \( j - k \). \( \square \)

Proof of Theorem 7.3. Let \( B = \{x, x^{\tau_0}, s_3 x, (s_3 x)^{\tau_0} : i \in \mathbb{N}\} \). First, note that by H5, \( s_3 x \) has \( J \)-degree \( 3(i+k) + 1/3 \) and so \( (s_3 x)^{\tau_0} \) has \( J \)-degree \( 3(i+k) + 1/2 \). So it is clear that \( B \) is a linearly independent set. Moreover, since by Theorem 6.1 ideals of \( \mathcal{H} \) are invariant under \( \text{Aut}(\mathcal{H}) \), it is clear that \( B \subseteq (x) \).

So to show that \( B \subseteq (x) \), it suffices to show that \( \langle B \rangle \) is closed under multiplication by \( \mathcal{H} \) and so is an ideal. Since \( \langle B \rangle \) is clearly invariant under
the action of \( \text{Aut} (\hat{\mathcal{H}}) \), it is enough to show that \( a_j x, s_k x, p_{r,k} x, a_j (s_{3k} x), s_k (s_{3k} x) \) and \( p_{r,k} (s_{3k} x) \) are in \( \langle B \rangle \), for all \( j \in \mathbb{Z}, i, k \in \mathbb{N} \), \( r, \bar{r} \in \{ 1, 2 \} \). By \( \text{H2} \), for \( l \in 3\mathbb{N} \), we have

\[
 a_j p_{T,l} - p_{-T-\bar{T},l} = \frac{3}{2} p_{T,l} + p_{T,l}^\tau
\]

and hence \( a_j x = \frac{3}{2} x + x^{\tau} \in \langle B \rangle \). Similarly, \( a_j (s_{3k} x) = \frac{3}{4} (s_{3k} x) + (s_{3k} x)^{\tau} \in \langle B \rangle \). For \( s_k \), note that if \( k \notin 3\mathbb{N} \), then by \( \text{H5} \), \( s_k x = \frac{3}{4} x \in \langle B \rangle \). Again similarly, \( s_k (s_{3k} x) = \frac{3}{4} (s_{3k} x) \in \langle B \rangle \). If \( k \in 3\mathbb{N} \), then by definition, \( s_k x \in \langle B \rangle \).

By Lemma 7.5, \( s_{3k} (s_{3k} x) = (s_{3k} s_{3k}) x \in \langle B \rangle \), for all \( k \in \mathbb{N} \). Now we consider \( p_{r,k} \). For \( l \in 3\mathbb{N} \), note that \( z_{-(\bar{T}+\bar{T}),l} = p_{-T,l} - p_{1-T,l} = -\hat{\tau} \frac{(1-r-\bar{r})}{2} \). Now, by \( \text{H6} \), for \( k, l \in 3\mathbb{N} \), we have

\[
p_{r,k} p_{T,l} = \frac{1}{4} (z_{-(\bar{T}+\bar{T}),l} + z_{-(\bar{T}+\bar{T}),l}) - \frac{1}{8} (z_{-(\bar{T}+\bar{T}),l} + z_{-(\bar{T}+\bar{T}),l} + z_{-(\bar{T}+\bar{T}),l} + z_{-(\bar{T}+\bar{T}),l})
\]

Hence, \( p_{r,k} x = -\frac{1}{4} (s_k x)^{\tau (1-r-\bar{r})/2} \in \langle B \rangle \). Finally, by Lemma 7.5, \( p_{r,k} (s_{3k} x) = (p_{r,k} s_{3k}) x \), for all \( k \in 3\mathbb{N} \), which is in \( \langle B \rangle \) by \( \text{H5} \) and the above results. Therefore, \( \langle B \rangle \) is closed under multiplication by \( \hat{\mathcal{H}} \) and hence \( \hat{\mathcal{H}} \) is a basis for the ideal \( (x) \).

We can now complete the proof of the remaining theorem.

**Proof of Theorem 7.4** Let \( I \subseteq J \). Then \( I \) contains an element \( x \) of minimal \( J \)-degree which is unique up to scaling. It is clear that \( (x) \subseteq I \), so we must show that \( I = (x) \). Suppose for a contradiction \( 0 \neq y \in I \setminus (x) \). By Lemma 7.3, \( x = \sum_{j=1}^{k} \beta_{3j} p_{T,3j} \), for some \( \beta_{3j} \in \mathbb{F} \), and we may scale so that \( \beta_{3k} = 1 \). Since \( x \) has minimal \( J \)-degree in \( I \), \( y \) has \( J \)-degree strictly greater than \( x \). Now, by Theorem 7.2, \( (x) \) has a basis \( B := \{ x, x^{\tau_0}, s_{3k} x, (s_{3k} x)^{\tau_0} : i \in \mathbb{N} \} \). Note that the tails of the elements in \( B \) are \( p_{T,3k}, p_{T,3k} p_{T,3k(i+k)}, p_{T,3k(i+k)} \), respectively. So by taking a suitable linear combination \( b \) of elements of \( B \), we obtain an element \( z := y - b \in I \) with \( J \)-degree strictly less than that of \( x \). Since \( y \notin (x), z \neq 0 \), which is a contradiction. Hence \( I = (x) \) as claimed.

We close this section with an observation which will be used in Section 8.

**Lemma 7.6** Let \( I \) be a non-zero ideal of \( \hat{\mathcal{H}} \) contained in \( J \) and let \( x \) be a non-zero element of minimal \( J \)-degree in \( I \). Then \( I = (x') \) for every element \( x' \) of \( I \) with the same \( p \)-level as \( x \).

**Proof** Suppose that \( x \) has tail \( \beta_{T,3k} p_{T,3k} \) and let \( x' \) be an element of \( I \) of \( p \)-level \( 3k \). By arguing as in the proof of Lemma 7.3, we see that \( (x') \) contains an element \( x'' \) with tail \( \beta_{T,3k} p_{T,3k} \). Then \( x - x'' \) has \( p \)-level at most \( 3(k-1) \) and the minimality of \( x \) implies \( x = x'' \), whence \( I = (x) = (x'') \subseteq (x') \subseteq I \).
8 Ideals are principal

Our goal for this section is to prove the following.

**Theorem 8.1.** Every ideal in \( \hat{H} \) is principal.

We already showed in the previous section that ideals that are contained in \( J \) are principal. So for the remainder of this section, let \( I \) be an ideal of \( \hat{H} \) which is not contained in \( J \).

We will choose a nice candidate \( y \) for a generator of the ideal \( I \) and then use a sort of Euclidean division algorithm to show that every other element \( x \in I \) is in fact in \((y)\).

We begin by defining a partial order on \( \hat{H} \), which we will use to define our candidate \( y \). Every element \( x \in \hat{H} \) can be written in a unique way as

\[
x = x_a + x_s + x_p
\]

where \( x_a \in \langle a_i \mid i \in \mathbb{Z} \rangle \), \( x_s \in \langle s_i \mid i \in \mathbb{N} \rangle \), and \( x_p \in \langle p_{\mathfrak{r},i} \mid i \in 3\mathbb{N}, \mathfrak{r} \in \{1, 2\} \rangle \).

We call \( x_a \) the \( a \)-part of \( x \), \( x_s \) the \( s \)-part of \( x \), and \( x_p \) the \( p \)-part of \( x \). Finally, we call

\[
x_s := \sum_{j=1}^k \beta_j s_j, \quad x_p := \sum_{j=1}^l \beta_{\mathfrak{r},j} p_{\mathfrak{r},j}
\]

the tail of \( x \).

We can now define a partial order on \( \hat{H} \) by setting

\[
x \leq y \iff (l_a(x), l_s(x), l_p(x)) \leq (l_a(y), l_s(y), l_p(y))
\]

with respect to the lexicographic order on \( \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \). The following lemma is immediate.

**Lemma 8.2.** \( l_a, l_s, l_p \) and so \( \leq \) are invariant under the action of \( \text{Aut}(\hat{H}) \).

A minimal element of \( I \) is a non-zero element of \( I \) minimal with respect to the order \( \leq \). An element is called \( a \)-minimal if its \( a \)-part is non-trivial and it is minimal (with respect to \( \leq \)) with this property. An element is called \( as \)-minimal if its \( a \)-part and \( s \)-part are both non-trivial and it is minimal with this property. An element is called pure \( a \)-minimal if it has non trivial \( a \)-part, trivial \( a' \)-part and it is minimal with this property. Note that, by
the above Lemma 8.2 being minimal, or (pure) $a$-minimal, or as-minimal is $\text{Aut}(\hat{H})$-invariant.

We will now see that $I$ contains elements with non-trivial $a$-part and so, in particular, $a$-minimal elements of $I$ exist.

Lemma 8.3. Every ideal $I$ of $\hat{H}$ not contained in $J$ contains an element with non-zero $a$-part and trivial $a'$-part.

Proof. Let us show first that $I$ contains an element with non-trivial $a$-part. Let $x \in I \setminus J$. If $x$ has non-trivial $a$-part, we are done. Otherwise $x = x_s + x_p$, where $x_s \neq 0$ as $x \notin J$. So, $x + x^{\theta_1} + x^{\theta_2} = 3x_s \in I$. Now, by H2, we see that $y := a_0x_s \in I$ has non-trivial $a$-part. Since $\theta_3$ fixes the $s$-part and the $p$-part of $y$ and maps $a_i$ to $a_{i+3}$, for all $i \in \mathbb{Z}$, $y - y^{\theta_3} \in I$ has non-trivial $a$-part and trivial $s$-part and $p$-part.

We now want to see that as-minimal elements exist. To do this we prove the Folding Lemma which will also be useful in later sections. Here and from now on we adopt the following useful notation.

Notation: Where we have a sum of elements $x_a = \sum_{i \in \mathbb{Z}} \alpha_i a_i$, for example, we may ease notation and write $x_a = \sum_{i \in \mathbb{N}} \alpha_i a_i$ instead by adopting the convention that $\alpha_i := 0$ for $i < l$ and $i > m$. We also do this for sums of $s_j$, or $p_{r,j}$. Note however that any sum is still always finite.

Lemma 8.4 (Folding Lemma). Let $x = \sum_{i \in \mathbb{Z}} \alpha_i a_i$. For $k \in \mathbb{Z}$, we have

$$a_kx - \frac{1}{2}x = \sum_{i \in \mathbb{Z}} \alpha_i (s_{i|k}|i-k|) = \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i})(s_i + z_{k,i})$$

and so

$$(a_k x - \frac{1}{2}x)^{1+\theta_1 + \theta_2} = 3 \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i})s_i$$

$$(a_k x - \frac{1}{2}x)^{\theta_1 - \theta_2} = 3 \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i})p_{k,i}$$

Proof. By Lemma 5.4 $\sum_{i \in \mathbb{Z}} \alpha_i = 0$ and so, by H1, we get

$$a_kx - \frac{1}{2}x = \sum_{i \in \mathbb{Z}} \alpha_i (s_{i|k}|i-k|)$$

$$= \sum_{i < k} \alpha_i (s_{k-i} + z_{k,k-i}) + \sum_{i > k} \alpha_i (s_{i-k} + z_{i,k-i})$$

$$= \sum_{j \in \mathbb{N}} \alpha_{k-j}(s_j + z_{k-j}) + \sum_{j \in \mathbb{N}} \alpha_{k+j}(s_j + z_{k,j})$$

$$= \sum_{j \in \mathbb{N}} (\alpha_{k-j} + \alpha_{k+j})(s_j + z_{k,j})$$
Recall that \( s_j \) is fixed by the action of \( \text{Aut}(\mathcal{H}) \). Now, since \( z^1_{r,j} + \theta_1 + \theta_2 = z_{r,j} + \epsilon \tau_{r,j} + z_{r,j} = 0 \) and \( z^0_{r,j} - \theta_1 = \epsilon \tau_{r,j} - z_{r,j} = 3p\tau_{r,j} \), the results follow.

So by Lemmas \ref{lem:8.3} and \ref{lem:8.4}, there exists elements \( x \in I \) with non-trivial \( a \)- and \( s \)-parts and hence \( I \) contains as-minimal elements. Also by the above two lemmas, note that \( I \cap J \neq 0 \).

**Lemma 8.5.** Let \( y \) be an as-minimal element of \( I \). If \( x \in I \) has non-zero \( a \)-part, then \( l_a(x) \geq l_a(y) \).

**Proof.** Suppose that \( y \) is an as-minimal element and \( l_a(x) < l_a(y) \). By the as-minimality of \( y \), \( x = 0 \). Let \( y = \sum \alpha_i a_i + y_p \). Since \( I \) is \( \text{Aut}(\mathcal{H}) \)-invariant, we may assume that \( x = \sum \beta_i a_i + x_p \). Then \( y - \frac{\alpha_i}{\beta_i} x^\theta_{m-n} \) has non-trivial \( a \)-part with length strictly less than \( l_a(y) \) and non-trivial \( s \)-part (equal to \( y_s \)), a contradiction.

So every as-minimal element is \( a \)-minimal. In fact, the coefficients of the \( a \)-part of an \( a \)-minimal element satisfy precise conditions. The following is an adaptation of [17, Lemma 2.2].

**Lemma 8.6.** Let \( y \in I \) be a-minimal (pure a-minimal), where \( l_a(y) = D+1 \).

1. If \( x \in I \) is another a-minimal (pure a-minimal) element, then up to scaling and the action of \( \text{Aut}(\mathcal{H}) \), \( x_a \) and \( y_a \) are equal.

2. Suppose \( y_a := \sum \alpha_i a_i \). Then there exists \( \varepsilon = \pm 1 \) such that, for all \( \{0, \ldots, D\} \), \( \alpha_i = \varepsilon \alpha_{D-i} \).

**Proof.** We prove the case where \( y \) is an \( a \)-minimal element; the pure \( a \)-minimal case follows similarly. To prove the first claim, by scaling and using the action of \( \text{Aut}(\mathcal{H}) \), we may assume that \( y_a := \sum \alpha_i a_i \) and \( x_a = \sum \beta_i a_i \), where \( \alpha_D = \beta_D \). Now \( x - y \) has length strictly less than \( D+1 \). So by minimality, \( x_a - y_a = 0 \) and the result follows.

Let \( k := \frac{D+1}{2} \); then \( \tau_k \) is the reflection in \( \text{Aut}(\mathcal{H}) \) that maps \( a_0 \) to \( a_D \). So \( y^{\tau_k} = \sum \alpha_{D-i} a_i + y_a^{\tau_k} \) is also an element of \( I \) with length \( D+1 \) and thus, by the first part of the lemma, its \( a \)-part is a multiple of \( x_a \). So there exists \( \varepsilon \in F \) such that \( \alpha_i = \varepsilon \alpha_{D-i} \) for all \( i = 0, \ldots, D \). Hence \( \alpha_0 = \varepsilon \alpha_D = \varepsilon^2 \alpha_0 \) and \( \varepsilon = \pm 1 \) as required.

For an \( a \)-minimal (resp. pure \( a \)-minimal) \( y \), with \( y_a = \sum \alpha_i a_i \), define \( \sigma = \sigma(y) := \tau_{(m-1)/2} \). We can reword Lemma \ref{lem:8.3} as saying that there exists \( \varepsilon = \pm 1 \) such that \( y_a^{\varepsilon} = \varepsilon y_a \). In this case, we say that \( y \) is of \( \varepsilon \)-type. Since every \( a \)-minimal \( y \) is of \( \varepsilon \)-type for the same value of \( \varepsilon \), we make the following definition.

**Definition 8.7.** We say \( I \) is of \( \varepsilon \)-type if \( y \) is of \( \varepsilon \)-type, for any \( a \)-minimal element \( y \in I \).
Let $y$ be as-minimal in $I$: we now consider the $p$-part of $y$. By Lemma 8.4, $I \cap J \neq 0$ and by Theorem 7.1, $I \cap J$ is principal. Hence $I \cap J = (e)$ where $e = e_p$ has $p$-level $3h$, for some $h \in \mathbb{N}$. Note that, by Theorem 7.2, for all $z \in I \cap J$, $l_p(z) \geq 3h$.

**Lemma 8.8.** Let $y \in I$ be as-minimal. Then $l_p(y) < 3h$.

**Proof.** By Theorem 7.2, for every $j \in 3\mathbb{N}$ such that $j \geq 3h$, there exist elements in $(e) = I \cap J$ with tail $p^r_j$, for all $r \in \{1, 2\}$. It follows that $l_p(y) < 3h$ by as-minimality.

**Corollary 8.9.** Let $y \in I$ be an a-minimal $\varepsilon$-type element. Then $y_p^\varepsilon = \varepsilon y_p$. Furthermore, if $\varepsilon = -1$, then $y_s \in I$.

**Proof.** By Lemma 8.6, $y_p^\varepsilon = \varepsilon y_p$. Define $z := y - \varepsilon y^\sigma$. Since $y^\sigma_s = y_s$, $z = y_s - \varepsilon y_s + y_p - \varepsilon y_p^\sigma \in I$. If $\varepsilon = 1$, then $z = y_p - y_p^\sigma \in I \cap J$. By Lemma 8.8, $l_p(z) \leq l_p(y) < 3h$. So $z = 0$ and hence $y_p^\varepsilon = y_p$. If $\varepsilon = -1$, then $z = 2y_s + y_p + y_p^\sigma$. Since $p \sigma_{3j} + p \sigma_{3j} + p \sigma_{3j} = p \sigma_{3j} + p \sigma_{3j} + p \sigma_{3j} = 0$, for every $j \in \mathbb{N}$ and $r \in \{1, 2\}$, we have $6y_s = z + z^3 + z^3 \in I$. Hence $y_s \in I$ and $y_p + y_p^\sigma \in I \cap J$. A similar argument as above on the $p$-level gives $y_p^\varepsilon = -y_p$, as required.

By Lemmas 7.6 and 8.2, $I \cap J$ is generated by $e^g$ for any $g \in Aut(\mathcal{H})$. In particular, given an as-minimal element $y$ and setting $\sigma = \sigma(y)$, we can always choose $e \in I \cap J$ so that $e^\sigma \neq \varepsilon e$.

**Definition 8.10.** An element $\bar{y} \in I$ is good, if $\bar{y} = y + e$, where $y \in I$ is as-minimal and $(e) = I \cap J$ such that $e^\sigma(y) \neq \varepsilon e$.

Note that $\bar{y}_s = y_s$, $\bar{y}_s = y_s$ and, as $\bar{y}$ is still a-minimal, $\sigma(\bar{y}) = \sigma(y)$.

Moreover, every ideal $I$ not contained in $J$ contains a good element since it contains an as-minimal element. We will show that $\bar{y}$ generates $I$. We begin with the following.

**Lemma 8.11.** Let $\bar{y} = y + e \in I$ be good, with $y$ as-minimal and $(e) = I \cap J$ such that $e^\sigma(y) \neq \varepsilon e$. Then $e, y \in (\bar{y})$.

**Proof.** Let $I$ be of $\varepsilon$-type. Define $z := \bar{y} - \varepsilon \bar{y}^\sigma \in (\bar{y})$. By Corollary 8.9, $y_p = \varepsilon y_p$, so $z = y_s - \varepsilon y_s + e - \varepsilon e^\sigma$. If $\varepsilon = 1$, then $z = e - e^\sigma \in (\bar{y}) \cap J$, which is non-zero by choice, and so $z$ generates $I \cap J$ by Lemma 7.6. Hence $e \in (\bar{y})$ and so $y = \bar{y} - e \in (\bar{y})$ also. If $\varepsilon = -1$, then $z = 2y_s + e + e^\sigma \in (\bar{y})$. By Corollary 8.9, $y_s = \bar{y}_s \in (\bar{y})$ and hence by a similar argument to before we get $e, y \in (\bar{y})$.

We now explore those elements of ideals which have non-trivial $s$-part.
**Lemma 8.12.** Let \( x \in \mathcal{H} \) with \( x_s \neq 0 \) and \( l_s(x) = k \). Then, for each \( j \in \mathbb{N} \) such that \( j \geq k \), \((x)\) contains an element \( x' \) such that \( l_s(x') = j \). Moreover, if \( x \) has trivial \( a \)-part, then \( x' \) does too.

**Proof.** Decompose \( x = x_a + x_s + x_p \) and define \( x' = s_{j-k}x \). If \((x) = \mathcal{H}\), then the claim follows immediately. So assume that \((x) \neq \mathcal{H}\); now by Corollary 5.4, the sum of the coefficients of \( x_a \) is zero. Hence by H2, \( s_{j-k}x_a \) has no \( s \)-part and as \( J \) is an ideal \( s_{j-k}x_p \) has no \( s \)-part. Then it is clear by H3 that \( s_{j-k}x_s \) has \( s \)-level \( j \). Note that, as \( \langle s_i, p_{r,j} : i \in \mathbb{N}, j \in 3\mathbb{N}, r \in \{1, 2\} \rangle \) is a subalgebra of \( \mathcal{H} \), if \( x \) has trivial \( a \)-part, then \( x' \) does too. \( \square \)

We can now prove a first version of our Euclidean algorithm with respect to the \( s \)-level.

**Proposition 8.13.** Let \( y \in \mathcal{H} \) such that \( y_s \neq 0 \). Then, for every \( x \in \mathcal{H} \), there exist \( q \in (y) \) and \( r \in \mathcal{H} \) such that \( x = q + r \) and \( l_s(r) < l_s(y) \).

**Proof.** We proceed by induction on \( l_s(x) \). If \( l_s(x) < l_s(y) \neq 0 \), the claim is true with \( q = 0 \) and \( r = x \). So suppose \( l_s(x) \geq l_s(y) \). By Lemma 8.12 there exists \( y' \in (y) \) such that \( l(y'_s) = l_s(x) \). So there exists \( \lambda \in \mathbb{F} \) such that \( l_s(x - \lambda y') < l_s(x) \). Hence, by the inductive hypothesis, there exist \( q \in (y) \) and \( r \in \mathcal{H} \) with \( l_s(r) < l_s(y') \) such that \( x - \lambda y' = q + r \).

Now we see that \( x = (q + \lambda y') + r \) and \( q + \lambda y' \in (y) \) as required. \( \square \)

With the above, we can now show another version of a Euclidean algorithm with respect to the \( a \)-length and the \( s \)-level.

**Proposition 8.14.** Let \( y \) be an element with non-trivial \( a \)-part and non-trivial \( s \)-part. Then, for every \( x \in \mathcal{H} \), there exist \( q \in (y) \) and \( r \in \mathcal{H} \) such that \( x = q + r \), \( l_a(r) < l_a(y) \), and \( l_s(r) < l_s(y) \).

**Proof.** Suppose first that \( l_s(x) < l_s(y) \). We proceed by induction on \( l_a(x) \).

If \( l_a(x) < l_a(y) \), then the result is trivially true with \( q = 0 \) and \( r = x \).

So for the inductive step, assume that \( l_a(x) \geq l_a(y) \) and that the result is true for \( a \)-length strictly less that \( l_a(x) \). Suppose that \( y_a = \sum_{i=1}^m \alpha_i a_i \) and \( x_a = \sum_{i=k}^n \beta_i a_i \), where \( \alpha_1, \alpha_m, \beta_k, \beta_n \neq 0 \). Since \( a_{m-n} = a_n \), there exists \( \lambda \in \mathbb{F} \), so that \( l_a(x - \lambda y) < l_a(x) \). Hence, by the inductive hypothesis, there exist \( q' \in (y) \) and \( r \in \mathcal{H} \) such that \( x - \lambda y = q' + r \)

and \( l_a(r) < l_a(y), l_s(r) < l_s(y) \). Therefore the claim holds with \( q = q' + \lambda y \) and \( r = r \).
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Finally, suppose that \( l_s(x) \geq l_s(y) \). By Proposition \( 8.13 \) there exist \( q' \in (y) \) and \( r' \in \mathcal{H} \) such that \( x = q' + r' \) and \( l_s(r') < l_s(y) \). Now, by the first part of the proof, there exist \( q'' \in (y) \) and \( r \in \mathcal{H} \) such that \( r'' = q'' + r \) and the result holds with \( q = q' + q'' \) and \( r = r' \).

The following proposition now completes the proof of Theorem \( 8.1 \).

**Proposition 8.15.** Any good element of a non-trivial proper ideal \( I \) not contained in \( J \) generates \( I \).

**Proof.** Suppose \( \bar{y} \) is a good element in \( I \), where \( y \) is an \( a \)-minimal element and \( (e) = I \cap J \), and let \( x \in I \). By Lemma \( 8.11 \) \( e, y \in (\bar{y}) \).

By Proposition \( 8.11 \) there exists \( q \in (y) \) and \( r \in \mathcal{H} \) such that \( x = q + r \), where \( l_a(r) < l_a(y) \) and \( l_s(r) < l_s(y) \). Then \( r = x - q \in I \). As \( y \) is \( a \)-minimal, by Lemma \( 8.5 \) \( l_a(r) = 0 \) and so \( r \) has trivial \( a \)-part. If \( l_s(r) \neq 0 \), then by Lemma \( 8.12 \) there exists \( r' \in (r) \subseteq I \) such that \( l_s(x') = l_s(y) \). Moreover, as \( r \) has trivial \( a \)-part, so does \( r' \). Then some linear combination of \( y \) and \( r' \) has minimal \( a \)-length, but \( s \)-level strictly less than that of \( y \), contradicting the \( a \)-minimality of \( y \). So \( l_s(r) = 0 \) and hence \( r \in I \cap J = (e) \subseteq (\bar{y}) \). Since \( r \in (y) \), we have \( x = q + r \in (y) \subseteq (\bar{y}) \) as required.

**Corollary 8.16.** Let \( I \) be an ideal of \( \mathcal{H} \). Then \( I \) has finite codimension if and only if it is not contained in \( J \).

**Proof.** Since \( J \) has infinite codimension, it is clear that every ideal contained in it also has infinite codimension. For the converse, let \( I \) be a proper ideal of \( \mathcal{H} \) not contained in \( J \). By Proposition \( 8.15 \) \( I \) is generated by a good element \( \bar{y} = y + e, \) where \( y \) is an \( a \)-minimal element and \( (e) = I \cap J \). Let \( x \in \mathcal{H} \).

By Lemma \( 8.14 \) \( x = q + r \), where \( q \in I \), \( l_a(r) < l_a(y) \), and \( l_s(r) < l_s(y) \).

By Theorem \( 7.2 \) there exists \( r' \in I \cap J \) such that \( l_p(r - r') < l_p(e) \). Setting \( x' = r - r' \), we see that \( x + I = x' + I \) and the result follows.

9 Ideals not contained in \( J \)

In Section 7 we got a complete characterization of ideals contained in \( J \). To get a similar characterization for ideals not contained in \( J \) is much more difficult, since the picture is more complicated. Hence, in this section we classify ideals not contained in \( J \) satisfying a certain minimality condition and also give an explicit basis for such ideals.

Let \( I \) be an ideal of \( \mathcal{H} \). We define the **axial codimension** of \( I \) as the (possibly infinite) dimension of the subspace of \( \mathcal{H}/I \) generated by the images of the \( a_i \)'s (note that this is precisely the **axial dimension** of \( \mathcal{H}/I \) defined in [17, Section 2.2]).

If \( I \) is not contained in \( J \), then, by Theorem \( 8.16 \), \( I \) has finite codimension and so it has finite axial codimension. Conversely, since \( J \) has infinite axial
codimension, if \( I \) is contained in \( J \), then \( I \) has also infinite axial codimension. Hence an ideal has finite axial codimension if and only if it is not contained in \( J \).

**Lemma 9.1.** Let \( I \) be an ideal of \( \hat{\mathcal{H}} \) and assume \( I \) contains an element \( x := \sum_{i=0}^{D} \alpha_i a_i \). Then \( I \) has axial codimension at most \( D \).

**Proof.** Since \( I \) is \( \text{Aut}(\hat{\mathcal{H}}) \)-invariant, \( \sum_{i=0}^{D} \alpha_i a_{i+j} \in I \) for all \( j \in \mathbb{Z} \). So, for all \( k \in \mathbb{Z} \), there exists an element \( a_k - \sum_{i=1}^{D} \beta_i a_i \in I \) for some \( \beta_i \in \mathbb{F} \). Hence, the images of the axes in \( \hat{\mathcal{H}}/I \) span a subspace of dimension at most \( D \). \( \square \)

**Corollary 9.2.** Let \( I \) be an ideal of axial codimension \( D \), then \( I \) contains a pure \( a \)-minimal element \( x = \sum_{i=0}^{D} \alpha_i a_i \) with \( \alpha_0 \neq 0 \neq \alpha_D \).

**Proof.** By assumption, the images of \( a_0, \ldots, a_D \) in \( \hat{\mathcal{H}}/I \) are linearly dependent, i.e. \( I \) contains a non zero element \( x = \sum_{i=0}^{D} \alpha_i a_i \). If either \( \alpha_0 \), or \( \alpha_D \) were zero, then \( x \) would have \( a \)-length strictly less than \( D \) and so, by Lemma 9.1, \( I \) would have axial codimension strictly less than \( D \), a contradiction. \( \square \)

**Definition 9.3.** Let \( I \) be an ideal of finite axial codimension \( D \) in \( \hat{\mathcal{H}} \) and let \( x = \sum_{i=0}^{D} \alpha_i a_i \in I \), where \( \alpha_0 \neq 0 \neq \alpha_D \) be pure \( a \)-minimal. Then we say \( I \) has pattern \( (\alpha_0, \ldots, \alpha_D) \).

Such a pure \( a \)-minimal element \( x \) in \( I \) is of \( \varepsilon \)-type, for some \( \varepsilon = \pm 1 \) (cf. Lemma 8.6). It also satisfies \( \sum_{i=0}^{D} \alpha_i = 0 \).

**Definition 9.4.** A tuple \( (\alpha_0, \ldots, \alpha_D) \in \mathbb{F}^{D+1} \) is said to be of ideal type if \( \alpha_0 \neq 0 \neq \alpha_D \), \( \sum_{i=0}^{D} \alpha_i = 0 \) and \( (\alpha_0, \ldots, \alpha_D) \) is of \( \varepsilon \)-type, for \( \varepsilon = \pm 1 \).

Since any ideal \( I \) with pattern \( (\alpha_0, \ldots, \alpha_D) \) contains \( x := \sum_{i=0}^{D} \alpha_i a_i \), it must contain the ideal \( (x) \) generated by \( x \). In other words, \( (x) \) is the unique minimal ideal with pattern \( (\alpha_0, \ldots, \alpha_D) \). Hence we have the following theorem.

**Theorem 9.5.** For every \( D \in \mathbb{N} \), there is a bijection between the set of ideal-type \( (D+1) \)-tuples \( (\alpha_0, \ldots, \alpha_D) \in \mathbb{F}^{D+1} \), up to scalars, and the set of minimal ideals of axial codimension \( D \) of \( \hat{\mathcal{H}} \) given by

\[
(\alpha_0, \ldots, \alpha_D) \mapsto \left( \sum_{i=0}^{D} \alpha_i a_i \right).
\]

If \( I' \) is a (non-minimal) ideal of pattern \( (\alpha_0, \ldots, \alpha_D) \), it contains some minimal ideal \( I \) with the same pattern. In particular, \( I' \) corresponds to an ideal of the finite-dimensional algebra \( \hat{\mathcal{H}}/I \).
We now give an explicit basis for a minimal ideal with pattern \((\alpha_0, \ldots, \alpha_D)\), but first we introduce some notation. If \(\alpha := (\alpha_0, \ldots, \alpha_D)\) is an ideal-type tuple, for \(T \in \mathbb{Z}_d\), we define
\[
\alpha_T := \sum_{i \in \mathbb{Z}, \ i \equiv T} \alpha_i = \sum_{t \equiv T} \alpha_t
\]
Since \(\sum_{i \in \mathbb{Z}} \alpha_i = 0\), we have \(\alpha_0 + \alpha_1 + \alpha_2 = 0\).

**Theorem 9.6.** Let \(I\) be a minimal ideal of \(\hat{H}\) with pattern \((\alpha_0, \ldots, \alpha_D)\) and \(x := \sum_{i=0}^D \alpha_i a_i\).

1. If \(\alpha_T = \alpha_{T} = 0\), then \(I\) is spanned by
\[
x_k := x^{\delta_k} = \sum_{i \in \mathbb{Z}} \alpha_i a_{i+k}
\]
\[
y_k := \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) s_i
\]
\[
p_k(T) := \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) p_{T,i}
\]

2. Otherwise, \(J \subset I\) and so \(I\) is spanned by the above \(x_k\) and \(y_k\) and all \(p_{T,j}, p_{T,j}\), for \(j \in \mathbb{Z}\).

The above elements are a basis unless \(D\) is even and \(\varepsilon = -1\). In that case, by restricting \(k < \frac{D}{2}\) for \(y_k\) and \(p_k(T)\) we get a basis.

Note that if \(I\) is an ideal with pattern \((\alpha_0, \ldots, \alpha_D)\) where \(\alpha_T = \alpha_{T} = 0\), then we could still have that \(J \subset I\). We have the following immediate corollary.

**Corollary 9.7.** Let \(I\) be a minimal ideal of axial codimension \(D\). Then \(\hat{H}/I\) has dimension at most \(D + \left\lfloor \frac{D}{2} \right\rfloor + 2 \left\lfloor \frac{D}{6} \right\rfloor\).

**Proof.** Let \(k = \left\lfloor \frac{D}{2} \right\rfloor\). By Theorem 9.6, \(\hat{H}/I\) is spanned by the images of \(a_1, \ldots, a_D, s_1, \ldots, s_k, p_{T,3}, \ldots, p_{T,k}\), for \(T = 1, 2\).

We prove Theorem 9.6 via a series of lemmas. We will first show that all the above elements are indeed contained in the ideal generated by \(x\), then we will show that the subspace spanned by them is an ideal.

Firstly, since \(I\) is \(\text{Aut}(\hat{H})\)-invariant, it is immediate that \(x_k = x^{\delta_k}\) is in \(I\), for \(k \in \mathbb{Z}\). Secondly, by Lemma 8.4, \(I\) contains \(y_k, p_k(\overline{1})\) and \(p_k(\overline{2})\) for all \(k \in \mathbb{Z}\). It remains to see when \(J \subset I\).

**Lemma 9.8.** For all \(j \in \mathbb{N}\), we have
\[
s_j x + \frac{3}{4} x - \frac{3}{5} (x_{-j} + x_j) = -3\alpha_T p_{T,j} + 3\alpha_T p_{T,j}.
\]
Proof. By H2 and as \( \sum_{i \in \mathbb{Z}} \alpha_i = 0 \), we get
\[
 s_jx = -\frac{3}{4}x + \frac{3}{8} \sum_{i \in \mathbb{Z}} \alpha_i(a_{i-j} + a_{i+j}) - \sum_{i \in \mathbb{Z}} \alpha_i x_{i,j} \\
= -\frac{3}{4}x + \frac{3}{8}(x_{-j} + x_j) - \sum_{i \in \mathbb{Z}} \alpha_i x_{i,j}.
\]
Now, by the definition of \( x_{i,j} \) and since \( \alpha_1 + \alpha_2 + \alpha_3 = 0 \), we get \( \sum_{i \in \mathbb{Z}} \alpha_i x_{i,j} = 3\alpha_1 \overline{\mathcal{I}}_{j} - 3\alpha_2 \overline{\mathcal{I}}_{j} \).

**Corollary 9.9.** If either \( \alpha_1 \) or \( \alpha_2 \) is non-zero, then \( J \subset I \).

**Proof.** By Lemma 9.8, as \( \text{char}( \mathbb{F} ) \neq 3 \), \( \alpha_1 \overline{\mathcal{I}}_{j} - \alpha_2 \overline{\mathcal{I}}_{j} \) is a non-zero element of \( I \) for all \( j \in 3\mathbb{N} \). Then, Lemma 7.6 implies \( J \subset I \).

So all the elements listed in Theorem 9.6 are contained in \( I \). We now show that these elements span a subspace \( Y \) which is closed under multiplication by \( H \) and hence \( I \) is indeed equal to \( Y \).

**Proof of Theorem 9.6.** First note that the subspace \( Y \) is closed under the action of \( \text{Aut}( \mathcal{H} ) \) since its generating set is. Secondly, as \( \alpha_i = \varepsilon \alpha_{D-i} \) for all \( i \in \mathbb{Z} \), we have \( y_k = \varepsilon y_{D-k} \) and \( \mathcal{P}_k(\mathcal{I}) = \varepsilon y_{D-k}(\mathcal{I}) \), and hence these are in \( Y \) for all \( k \in \mathbb{Z} \).

We begin by considering the products with the elements \( x_k \). Since \( a_i x_k = a_i x^d_k = (a_{i-k} x^d_k) \), \( s_j x_k = (s_j x_k)^d_k \), and \( \mathcal{P}_j x_k = (\mathcal{P}_j x_k)^d_k \) by the \( \text{Aut}( \mathcal{H} ) \)-invariance of \( Y \) we just need to consider the products with \( x \). By Lemma 8.4, \( a_i x = \frac{1}{2} x + y_j + p_j(\mathcal{I}) \in Y \) for all \( j \in \mathbb{Z} \). By Lemma 9.8 and Corollary 9.9, \( s_j x \in Y \) for all \( j \in \mathbb{N} \). For \( \mathcal{P}_j x \), by H3, \( \mathcal{P}_j x = -\sum_{i \in \mathbb{Z}} \alpha_i p_{\mathcal{P}_j(i)} x_i = -\sum_{i \in \mathbb{Z}} \alpha_i \mathcal{P}_j x_i \) which is zero if \( \alpha_1 = \alpha_2 = 0 \). Hence, in all cases, \( \mathcal{P}_j x \in Y \).

We now consider the products with \( y_k = \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) s_i \). For products \( a_i y_k \), again using the \( \text{Aut}( \mathcal{H} ) \)-invariance of \( Y \), it suffices to just consider \( a_0 y_k \). By H2, we have
\[
a_0 y_k = -\frac{3}{4} \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) a_0 + \frac{3}{8} \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i})(a_{i-i} + a_i) \\
+ \frac{3}{2} y_k - \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) x_{i,i}.
\]
As \( \sum_{i \in \mathbb{Z}} \alpha_i = 0 \), we have \( \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) = \sum_{j \neq k} \alpha_j = -\alpha_k \). So, for the
\( a \)-part of the above, we have
\[
2\alpha_k a_0 + \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i})(a_{-i} + a_i)
\]
\[
= 2\alpha_k a_0 + \sum_{i < 0} \alpha_{k+i}(a_i + a_{-i}) + \sum_{i > 0} \alpha_{k+i}(a_{-i} + a_i)
\]
\[
= \sum_{i \in \mathbb{Z}} \alpha_{k+i}(a_{-i} + a_i)
\]
\[
= \sum_{j \in \mathbb{Z}} \alpha_j(a_{k-j} + a_{k+j}).
\]
Noting that \( x_{-k}^{70} = \sum_{i \in \mathbb{Z}} \alpha_i a_{k-i} \), we obtain
\[
a_0 y_k = \frac{8}{3}(x_{-k}^{70} + x_{-k}) + \frac{2}{3} y_k - (p_k(\overline{1}) - p_k(\overline{2}))
\]
which is in \( Y \). For the products \( s_j y_k \), we have
\[
\frac{8}{3} s_j y_k = \frac{8}{3} s_j \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) s_i
\]
\[
= \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i})(2s_j + 2s_i - s_{j-i} - s_{j+i})
\]
\[
= -2\alpha_k s_j + 2y_k - \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) s_{j-i} - \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) s_{j+i}
\]
where we again use that \( \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) = -\alpha_k \). Now we rewrite the last two sums by taking \( l \) to be \(|j - i|\) and \( j + i \)
\[
\frac{8}{3} s_j y_k = -2\alpha_k s_j + 2y_k - \sum_{l=1}^{j-1} (\alpha_{k-j+l} + \alpha_{k+j-l}) s_l
\]
\[
- \sum_{l=1}^{j-1} (\alpha_{k-j-l} + \alpha_{k+j+l}) s_l - \sum_{l > j} (\alpha_{k+j-l} + \alpha_{k-j+l}) s_l
\]
\[
= 2y_k - \sum_{l \in \mathbb{Z}} (\alpha_{k-j+l} + \alpha_{k-j+l} + \alpha_{k+j-l} + \alpha_{k+j-l}) s_l
\]
\[
= 2y_k - y_{k-j} - y_{k+j}
\]
which is in \( Y \). Replacing \( s_j \) by \( p_{\overline{r},j} \), the same argument proves that \( p_{\overline{r},j} y_k \in Y \) for all \( j \in \mathbb{N}, r \in \{1, 2\} \).
We are left with the products with \( p_k(\overline{r}) = \sum_{i \in \mathbb{N}} (\alpha_{k-i} + \alpha_{k+i}) p_{i,r} \). For the products \( a_d p_k(\overline{r}) \), as above, by the \( \text{Aut}(\mathcal{H}) \)-invariance of \( Y \), it suffices to consider \( a_0 p_k(\overline{r}) \). By \( H_3 \), \( a_0 p_k(\overline{r}) = \frac{8}{3} p_k(\overline{r}) - \frac{2}{3} p_k(-\overline{1} + \overline{r}) \in Y \). Since by \( H_5 \), \( s_j p_{\overline{r},i} = s_j p_{\overline{r},j} \), it follows that \( s_j p_k(\overline{r}) = p_{r,k} y_j \in Y \). Finally, setting \( \overline{s} = -(\overline{r} + \overline{1}) \), an analogous argument to that for \( s_j y_k \) and \( p_{\overline{r},j} y_k \) shows that
\[
8 p_{\overline{r},j} p_k(\overline{r}) = 2 (p_k(\overline{s} + \overline{1}) - p_k(\overline{s} - \overline{1})) - (p_k(\overline{s} + \overline{1}) - p_k(\overline{s} - \overline{1})) - (p_k(\overline{s} + \overline{1}) - p_k(\overline{s} + \overline{1})) \in Y.
\]
Finally, as $l_s(y_k) = D - k = l_p(p_k(\mathfrak{r}))$, it is clear that the elements given form a basis unless one of the elements is zero. This can only happen if $D$ is even, $\varepsilon = -1$ and $k = D/2$.

\section{Two families of quotients}

In this section, we detail two families of ideals and their quotients in $\hat{\mathcal{H}}$.

Firstly, suppose that $\hat{\mathcal{H}}/I$ is a quotient with finitely many axes. If $\hat{\mathcal{H}}/I$ has $n$ axes, then $a_0 - a_n \in I$. In particular, $I_n := (a_0 - a_n)$ is the minimal ideal such that the quotient has $n$ axes.

Corollary 10.1.

1. If $3 \nmid n$, then $J \subset I_n$ and $I_n$ has a basis given by

$$a_i - a_{i+n} \quad \text{for } i \in \mathbb{Z}$$

$$s_j - s_{j+n}, \ s_{jn} \quad \text{for } j \in \mathbb{N}$$

$$s_j - s_{n-j} \quad \text{for } 1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor$$

and a basis for $J$.

2. If $3|n$, then $I_n$ has basis given by the above elements and

$$p\tau_{3j} - p\tau_{3j+n}, \ p\tau_{jn} \quad \text{for } j \in \mathbb{N}, r = 1, 2$$

$$p\tau_{3j} - p\tau_{n-3j} \quad \text{for } 1 \leq j \leq \left\lfloor \frac{n}{2} \right\rfloor, r = 1, 2$$

Proof. The ideal $I_n$ has pattern $(\alpha_0, \ldots, \alpha_n) = (1, 0, \ldots, 0, -1)$. So $\alpha_T = 0$ if and only if $3|n$. By Theorem 9.6 $J \subset I$ if $3 \nmid n$. In both cases we have basis elements $x_k = a_k - a_{k+n}$ for $k \in \mathbb{Z}$ and $y_k$. If $k < 0$, then $y_k = s_{|k|} - s_{n-|k|}$, if $k = 0$, then $y_0 = s_n$, and if $1 \leq k \leq \left\lfloor \frac{n}{2} \right\rfloor$, then $y_k = s_k - s_{n-k}$. Similarly, in the case where $3|n$, we get the corresponding expressions for the $p_k(\mathfrak{r})$’s. \hfill \Box

Define $\hat{\mathcal{H}}_n := \hat{\mathcal{H}}/I_n$ and $\mathcal{H}_n := \hat{\mathcal{H}}/(J + I_n)$. Then $\mathcal{H}_n$ is isomorphic to a quotient of $\hat{\mathcal{H}}_n$ and, since $\hat{\mathcal{H}}/J \cong \mathcal{H}$, it is also isomorphic to a quotient of $\mathcal{H}$.

Corollary 10.2. For every $n \in \mathbb{N}$, $\mathcal{H}_n$ is a primitive 2-generated axial algebra of Monster type $(2, \frac{1}{2})$ of dimension $n + \left\lfloor \frac{n}{2} \right\rfloor$. If additionally $3|n$ and $\text{char}(\mathbb{F}) = 5$, then $\hat{\mathcal{H}}_n$ is a primitive 2-generated axial algebra of Monster type $(2, \frac{1}{2})$ of dimension $n + \left\lfloor \frac{n}{2} \right\rfloor + 2\left\lfloor \frac{n}{6} \right\rfloor$.

Note that $I_n$ is generated by a $-1$-type element $x$. We now give an example of an ideal of $1$-type. Let $L_n$ be the ideal generated by $2a_0 - (a-n + a_n)$. 
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Corollary 10.3.

1. If $3 \nmid n$, then $J \subset L_n$ and $L_n$ has a basis given by
   \[
   2a_i - (a_{i-n} + a_{i+n}) \quad \text{for } i \in \mathbb{Z}
   \]
   \[
   s_j - 2s_{j+n} + s_{j+2n}, \ s_{jn} \quad \text{for } j \in \mathbb{N}
   \]
   \[
   s_j - 2s_{j-n} + s_{2n-j} \quad \text{for } 1 \leq j < n
   \]
   and a basis for $J$.

2. If $3|n$, then $L_n$ has basis given by the above elements and
   \[
   p_{r,j} - 2p_{r,3j+n} + p_{r,3j+2n}, \ p_{r,jn} \quad \text{for } j \in \mathbb{N}, r = 1, 2
   \]
   \[
   p_{r,3j} - 2p_{r,2n-3j} + p_{r,2n-3j} \quad \text{for } 1 \leq j < n, r = 1, 2
   \]

Proof. The proof is obtained using Theorem 9.6 in an analogous way to Corollary 10.1.

We also set $\hat{L}_n := \hat{H}/L_n$ and $L_n := \hat{H}/(J+L_n)$. Similarly to the previous case, $L_n$ is isomorphic to a quotient of $\hat{L}_n$ and also to a quotient of $\mathcal{H}$.

Corollary 10.4. For every $n \in \mathbb{N}$, $L_n$ is a 2-generated primitive axial algebra of Monster type $(2, \frac{1}{2})$ of dimension $3n - 1$. If additionally $3|n$ and $\text{char}(\mathbb{F}) = 5$, then $\hat{L}_n$ is a primitive 2-generated axial algebra of Monster type $(2, \frac{1}{2})$ of dimension $3n - 1 + 2 \left\lfloor \frac{n-1}{3} \right\rfloor$.

Note that, according to the characteristic of $\mathbb{F}$, $L_n$ and $\hat{L}_n$ may have finitely or infinitely many axes. In fact, if $\text{char}(\mathbb{F}) = 0$, they both have infinitely many axes, whereas if $\text{char}(\mathbb{F}) = p$, one can show that they both have $pn$ axes.

11 Exceptional isomorphisms

In [17], Yabe classifies symmetric 2-generated primitive axial algebras of Monster type $(\alpha, \beta)$ in characteristic not 5 (the characteristic 5 case was completed by Franchi and Mainardis in [2]).

Theorem 11.1. [17, 2] A symmetric 2-generated primitive axial algebra of Monster type $(\alpha, \beta)$ is isomorphic to one of the following:

1. a 2-generated primitive axial algebra of Jordan type $\alpha$, or $\beta$;
2. a quotient of $\mathcal{H}$, or $\hat{\mathcal{H}}$ in characteristic 5;
3. one of the algebras listed in [17] Table 2.
We wish to know which quotients of $\mathcal{H}$, or $\hat{\mathcal{H}}$, are actually isomorphic to one of the algebras in cases 1, or 3 above. Clearly, we must have $(\alpha, \beta) = (2, \frac{1}{2})$. A direct check of [17, Table 2] gives the following list of the symmetric 2-generated primitive axial algebras of Monster type $(2, \frac{1}{2})$ (we use the notation from [9]):

1. 3C(2);
2. one of the Jordan algebras (of Jordan type $\frac{1}{2}$) $S(\delta)$, for $\delta \neq 2$, $S(2)\circ$ or $\hat{S}(2)\circ$;
3. IY$_3(2, \frac{1}{2}, \mu)$, for $\mu \in \mathbb{F}$, and the quotient IY$_3(2, \frac{1}{2}, 1)\times$;
4. IY$_5(2, \frac{1}{2})$ and the quotient IY$_5(2, \frac{1}{2})\times$;
5. in characteristic 7, 4A(2, $\frac{1}{2}$) and its quotient 4A(2, $\frac{1}{2}$)×;
6. in characteristic 5, 6A(2, $\frac{1}{2}$).

Note that, since every ideal $I$ of $\hat{\mathcal{H}}$ is contained in the radical which is the kernel of the map $\lambda$, we have an induced weight function $\bar{\lambda}$ on $\hat{\mathcal{H}}/I$ and $\hat{\mathcal{H}}/I$ must be baric. So, the only algebras in the list above which can be isomorphic to a quotient of $\hat{\mathcal{H}}$ are ones which are also baric. By [9, Proposition 5.5], $S(\delta)$ is simple if $\delta \neq \pm 2$, so it cannot be baric. Also by [9, Proposition 5.5], $S(-2)$ has precisely two codimension 1 ideals, but in both cases, one of the generators is contained in a codimension 1 ideal. Since in a quotient of $\mathcal{H}$ neither generator is contained in the kernel of $\bar{\lambda}$, $S(-2)$ cannot be isomorphic to any quotient of $\mathcal{H}$. The remaining possibilities and their quotients do indeed all occur as quotients of $\mathcal{H}$.

**Theorem 11.2.** The algebras 3C(2), $S(2)\circ$, $\hat{S}(2)\circ$, IY$_3(2, \frac{1}{2}, \mu)$, for $\mu \in \mathbb{F}$, IY$_5(2, \frac{1}{2})$ and 6A(2, $\frac{1}{2}$) in characteristic 5, (and their quotients) are all quotients of $\mathcal{H}$.

In fact we will see below that all the algebras except 6A(2, $\frac{1}{2}$) are quotients of the Highwater algebra $\mathcal{H}$. The algebra 6A(2, $\frac{1}{2}$) in characteristic 5 is not a quotient of the Highwater algebra $\mathcal{H}$, but is a quotient of the cover $\hat{\mathcal{H}}$.

We will prove this theorem via a series of lemmas. Since the algebras in the statement are finite dimensional, their axes satisfy a non-trivial linear relation. For each algebra $A$, we will exhibit an element $x \in \hat{\mathcal{H}}$ so that

---

2These algebras were written $\text{Cl}^J(F^2, b)$, $\text{Cl}^0(F^2, b)$ and $\text{Cl}^{00}(F^2, b)$, respectively, in [3]. Note also that 3C($\frac{1}{2}$) $\cong$ $S(-1)$.

3These are the algebras III(2, $\frac{1}{2}$, $-2\mu - 1$) and the quotient III(2, $\frac{1}{2}$, $-3$) × in [17, Table 2]. Note also that 3A(2, $\frac{1}{2}$) $=$ IY$_3(2, \frac{1}{2}, -\frac{1}{2})$.

4These are $V_2(2, \frac{1}{2})$ and $V_2(2, \frac{1}{2})$ $\times$ in [17, Table 2]. Note that the algebra $V_1(2, \frac{1}{2})$ is defined in characteristic 5 and it coincides with $V_2(2, \frac{1}{2})$.
\( \mathcal{H}/(x) \cong A \). In fact, in all but two cases, \( x \) has trivial s-part. For \( v \in \mathcal{H} \), we will write \( \bar{v} \) for the image of \( v \) in \( \mathcal{H}/I \). For the proof we will require some details about each of the target algebras. We do not give those here, but they can be found in [9] and [17].

**Lemma 11.3.** We have \( \mathcal{H}_2 = \mathcal{H}_2 \cong 3C(2) \) and \( \mathcal{L}_1 = \mathcal{L}_1 \cong S(2) \).

**Proof.** By Corollary [10.1], \( \mathcal{H}_2 \) has basis \( \bar{a}_0, \bar{a}_1, \bar{s}_1 \). Since \( a_{-i} - a_i \in I_2 \) for all \( i \in \mathbb{N} \), the \( \frac{1}{2} \)-eigenspace for \( ad_{\bar{a}_0} \) is trivial and so \( \mathcal{H}_2 \) is a primitive 2-generated axial algebra of Jordan type 2. Hence, by [3] Theorem 1.1, it is isomorphic to \( 3C(2) \).

Similarly, by Corollary [10.4], \( \mathcal{L}_1 = \mathcal{L}_1 = \langle \bar{a}_0, \bar{a}_1 \rangle \) is 2-dimensional. Since \( a_{-1} - a_1 \notin L_1 \), \( \tau_0 \) induces a non-trivial automorphism on \( \mathcal{L}_1 \), so \( \mathcal{L}_1 \) is a primitive 2-dimensional axial algebra of Jordan type \( \frac{1}{2} \) and therefore must be isomorphic to \( S(2) \) by [3] Theorem 1.1].

We note that \((1,0,−1)\) and \((−1,2,−1)\) are the only two ideal tuples of length 3 up to scaling (cf. Theorem [9.5]).

The following gives a positive answer to an open question in [10] Question 4.5.

**Lemma 11.4.** Let \( I_\delta := \langle a_0 + \delta a_1 - \delta a_2 - a_3 \rangle \) for \( \delta \in \mathbb{F} \). Then the quotient \( \mathcal{H}/I_\delta \) is isomorphic to \( IY_3(2, \frac{1}{2}, \mu) \), where \( \delta = -2\mu - 1 \).

**Proof.** By Theorem [4.6] \((1 - \delta)s_1 - s_2, s_j + \delta s_{j+1} - \delta s_{j+2} - s_{j+3} \) and \( \pi_{3j} \) are in \( I_\delta \), for all \( j \geq 0 \) and \( r = 1,2 \). Hence \( a_{-1}, \bar{a}_0, \bar{a}_1, \bar{s}_1 \) is a basis for \( A := \mathcal{H}/I_\delta \). (In particular, \( J \subset I_\delta \), even if \( \delta = 0 \).) Define \( q := -\frac{1}{4}(\delta + 1)a_0 + a_{-1} + a_1 + s_1 \) and hence \( s_1 = q + \frac{3}{4}((\delta + 1)a_0 + a_{-1} + a_1) \). We claim that \( \bar{a}_{-1}, \bar{a}_0, \bar{a}_1, \bar{q} \) satisfy the same products as given by Yabe in [17] Section 3.2.

It is immediate that \( \bar{a}_i \bar{a}_{i+1} = \frac{1}{2}(\bar{a}_i + \bar{a}_{i+1}) + \bar{s}_1 = \frac{1}{2}(\bar{a}_i + \bar{a}_{i+1}) + \bar{q} + \frac{3}{4}((\delta + 1)a_0 + a_{-1} + a_1) \), where \( i = 0,1 \), and \( \bar{a}_{-1} \bar{a}_1 = \frac{1}{2}(\bar{a}_{-1} + \bar{a}_1) + \bar{s}_2 = \frac{1}{2}(\bar{a}_{-1} + \bar{a}_1) + (1 - \delta)s_1 = \frac{1}{2}(\bar{a}_{-1} + \bar{a}_1) + (1 - \delta)(\bar{q} + \frac{1}{4}((\delta + 1)a_0 + a_{-1} + a_1)) \) as required. It is a straightforward, but somewhat long calculation to show that \( \bar{q} \bar{x} = \frac{3}{4}(\delta + 3)x \) for all \( x \in A \).

Recall from Section 4 that \( v_1 = 2a_0 - (a_{-1} + a_1) - 4s_1 \in A_2(a_0) \).

**Corollary 11.5.** We have \( \mathcal{H}/(v_1) \cong \hat{S}(2) \).

**Proof.** Observe that \( v_1^{7/2} = 2a_1 - (a_2 + a_0) - 4s_1 \) and so \( v_1^{7/2} - v_1 = a_{-1} - 3a_0 + 3a_1 - a_2 \). Hence \( (v_1) \leq (a_0 - 3a_1 + 3a_2 - a_3) = L_{-3} \) and so, by Lemma [11.4] \( \mathcal{H}/(v_1) \) is a quotient of \( B := IY_3(2, \frac{1}{2}, 1) \). Note that the image \( \bar{v}_1 \) of \( v_1 \) in \( B \) is non-trivial and so it is a 2-eigenvector for \( \bar{a}_0 \) in \( B \). Since the eigenvalues of \( \bar{a}_0 \) in the 4-dimensional \( B \) are known to be \( 1,0,2,1 \), \( B_2(\bar{a}_0) \) is 1-dimensional and hence is spanned by \( \bar{v}_1 \). Since \( v_1^{7/2} - v_1 \in L_{-3} \), we have \( \bar{v}_1 = \bar{v}_1^{7/2} \) in \( B \). However, \( \langle \bar{v}_1^{7/2} \rangle = \langle \bar{v}_1 \rangle^{7/2} = B_2(\bar{a}_0)^{7/2} = B_2(\bar{a}_1) \).

Therefore, as \( B \) is generated by \( \bar{a}_0 \) and \( \bar{a}_1, (\bar{v}_1) \) is a 1-dimensional ideal in
Therefore, $\mathcal{H}/(v_1) \cong B/(\tilde{v}_1)$ is a 3-dimensional primitive axial algebra of Jordan type $\frac{1}{2}$. From our list, the only possibility of dimension 3 is $S(2)$ (and $\tilde{s}_1$ is the nilpotent element).

From [17] Section 3.6, $IY_5(2, \frac{1}{2})$ has basis $(\hat{a}_{-2}, \hat{a}_1, \hat{a}_0, \hat{a}_1, \hat{p}_1)$ and the axes satisfy the relation $\hat{a}_{-2} - 5\hat{a}_0 - 10\hat{a}_1 + 5\hat{a}_2 - \hat{a}_3 = 0$.

Lemma 11.6. Let $y := a_{-2} - 4a_{-1} + 6a_0 - 4a_1 + a_2$ and $y_1 := y - 16s_1 + 4s_2$. Then $(y_1) \subseteq (y)$, $\mathcal{H}/(y_1) \cong IY_5(2, \frac{1}{2})$ and $\mathcal{H}/(y) \cong IY_5(2, \frac{1}{2})^\times$.

Proof. We just sketch the proof as it is similar to those above. Note that, by Lemma 11.7.

Let $IY_5(2, \frac{1}{2})$.

We now consider the two exceptional cases in finite characteristic.

Lemma 11.7. Let $F$ have characteristic 7. The algebras $4A(2, \frac{1}{2})$ and $4A(2, \frac{1}{2})^\times$ are not quotients of $\mathcal{H}$.

Proof. Suppose for a contradiction that $4A(2, \frac{1}{2})$, or $4A(2, \frac{1}{2})^\times$, is a quotient of $\mathcal{H}$. In both cases, the algebra has a closed set of four axes and so must be isomorphic to some quotient $\mathcal{H}_4/I$ of $\mathcal{H}_4$. Also in both algebras, $\langle a_i, a_{i+2} \rangle \cong 2B$. So in $\mathcal{H}_4$, $\tilde{a}_0\tilde{a}_2 = \frac{1}{2}(\tilde{a}_0 + \tilde{a}_2) + \tilde{s}_2 \in I$. Now

\[
\tilde{a}_0(\tilde{a}_0\tilde{a}_2) = \frac{1}{2}\tilde{a}_0 + \frac{1}{2}(\frac{1}{2}(\tilde{a}_0 + \tilde{a}_2) + \tilde{s}_2) - \frac{3}{4}\tilde{a}_0 + \frac{3}{4}(\tilde{a}_{-2} + \tilde{a}_2) + \frac{3}{8}\tilde{s}_2
\]

is in $I$ and hence $\tilde{a}_0 = 2\tilde{a}_0\tilde{a}_2 - \tilde{a}_0(\tilde{a}_0\tilde{a}_2) \in I$. By Theorem 6.1 $\tilde{a}_1 \in I$ and so $I = \mathcal{H}_4$, a contradiction.

Finally, we consider $6A(2, \frac{1}{2})$ in characteristic 5 (see also [2] p. 208]). In [9] Table 1, we see that $6A(2, \frac{1}{2})$ has basis $\hat{a}_0, \ldots, \hat{a}_5, \hat{c}, \hat{z}$ and $\langle \hat{a}_i, \hat{a}_{i+3} \rangle \cong 3C(2)$ with the third axis equal to $\hat{c}$, for every $i$ modulo 6.

Lemma 11.8. Let $F$ have characteristic 5. Then, $\mathcal{H}/(a_0 - a_1 + a_3 - a_4 + pT_3) \cong 6A(2, \frac{1}{2})$.

Proof. Set $x := a_0 - a_1 + a_3 - a_4 + pT_3$. By Corollary 10.1 $\mathcal{H}_6$ is 11-dimensional with basis $\tilde{a}_0, \ldots, \tilde{a}_5, \tilde{s}_1, \tilde{s}_2, \tilde{s}_3, \tilde{p}_{T_3}$ and $\tilde{p}_{T_3}$. One can check
that the linear map from \( \hat{H}_6 \) to \( 6A(2, \frac{1}{2}) \) defined by
\[
\bar{a}_i \mapsto \hat{a}_i \text{ for } i \in \{0, \ldots, 5\},
\]
\[
s_1 \mapsto \sum_{i=0}^{5} \hat{a}_i - \hat{c} - \hat{z}, \quad s_2 \mapsto \hat{z}, \quad s_3 \mapsto \sum_{i=0}^{5} \hat{a}_i - \hat{c},
\]
\[
\bar{p}_{1,3} \mapsto \hat{a}_0 - \hat{a}_2 + \hat{a}_3 - \hat{a}_5, \quad \bar{p}_{2,3} \mapsto -\hat{a}_0 + \hat{a}_1 - \hat{a}_3 + \hat{a}_4,
\]
is a surjective algebra homomorphism and \( \bar{x} \) belongs to the kernel \( I \) of this map. Hence \( \bar{x}^2 = \bar{s}_1 + \bar{s}_2 - \bar{s}_3 \in I \) and, by Theorem [6.1] also \( x^{b_1} \in I \). Since \( \bar{x}, \bar{x}^2, \) and \( x^{b_1} \) are linearly independent, \( (\bar{x}) \) has dimension at least 3. As \( I \) has dimension 3, we get \( I = (\bar{x}) \), whence \( \hat{H}/(a_0 - a_6, x) \cong 6A(2, \frac{1}{2}) \). Finally, note that \( a_0 - a_6 = x - x^{s_3} + x^{b_1} \) and hence \( (a_0 - a_6, x) = (x) \).

This completes the proof of Theorem [11.2]

There are however other possibilities for isomorphisms with algebras on Yabe’s list, namely if the quotient is isomorphic to an \( M(\frac{1}{2}, 2) \)-axial algebra.

Such a quotient \( A \) of \( \hat{H} \) would have a fusion law which admits a \( C_2 \)-grading with respect to both \( \frac{1}{2} \) and 2.

**Theorem 11.9.** Let \( A \) be a non-trivial quotient of \( \hat{H} \) with fusion law \( F_A \) naturally induced from \( F \). Suppose that \( \text{gr}: F_A \rightarrow T \) is a finest adequate grading of \( F_A \) such that \( \text{gr}(2) \neq 1_T \). Then \( A \) is isomorphic to a quotient of one of

1. \( \hat{H}_2 \cong 3C(2) \),
2. \( \hat{H}/(a_{-1} - a_0 - a_1 + a_2 + 2s_2) \cong 6Y(\frac{1}{2}, 2) \),
3. \( \hat{H}/I_{-3} \cong 1Y(2, \frac{1}{2}, 1) \), or
4. \( \hat{H}/(3(a_{-1} - a_0 - a_1 + a_2) - 2s_2) \), a 5-dimensional algebra.

In particular, \( A \) is a quotient of the Highwater algebra \( \hat{H} \).

**Proof.** Let \( A = \langle [\bar{a}_0, \bar{a}_1] \rangle = \hat{H}/I \). By Corollary 6.2 \( A \) is symmetric and hence \( \text{ad}_{\bar{a}_0} \) and \( \text{ad}_{\bar{a}_1} \) have the same eigenvalues. Since \( F_A \) is induced from \( F \), we have \( F_A \subseteq \{ 1, \frac{3}{2}, 0, 2, \frac{1}{2} \} \), with \( \lambda \ast F_A \mu \subseteq \lambda \ast F \mu \), but this containment may be proper in some cases. By hypothesis, \( 2 \in F_A \) and so \( A_2 \neq 0 \). In particular, \( A \) is not a quotient of \( S(2) \cong \hat{H}/(v_1) \), where \( \bar{a}_0 \) has trivial 2-eigenspace. Hence \( v_1 \notin I \).

If \( \frac{3}{2} \notin F_A \), then \( A_{\frac{3}{2}}(\bar{a}_0) = 0 \). In particular, \( w_1 \in I \) and so \( A \) is a quotient of \( \hat{H}/(a_{-1} - a_1) \cong \hat{H}_2 \cong 3C(2) \), by Lemma 11.3. Hence from now on, we assume that \( \frac{3}{2} \in F_A \) and \( v_1 \neq 0 \). By Lemma 4.2 \( F \) has a \( C_2 \)-grading where \( \frac{1}{2} \) is graded non-trivially and so \( F_A \) also has a grading where \( \frac{1}{2} \) is graded non-trivially. Moreover, as every grading factors through the finest
grading, $g_{1/2} := \text{gr}(\frac{1}{2}) \neq 1_T$ (however $g_{1/2}$ may have infinite order, or any order divisible by 2).

Observe that if $\lambda \in \lambda * F_A \mu$ for $\lambda, \mu \in F$, then $\text{gr}(\lambda) = \text{gr}(\lambda) \text{gr}(\mu)$ and so $\text{gr}(\mu) = 1$. In particular, if $\frac{1}{2} \in 2 * F_A \frac{1}{2}$, then $g_2 := \text{gr}(2) = 1_T$, a contradiction. Hence $2 * F_A \frac{1}{2} = \emptyset$ and so $\tilde{w}_1 \tilde{v}_1 = 0$ in $A$. Since

$$w_1 v_1 = (a_1 - a_1)(2a_0 - (a_1 + a_1) - 4a_1) = (a_1 - a_1) - (a_1 - a_1) - 4\left(\frac{-3}{4}(a_1 - a_1) + \frac{3}{8}(a_2 + a_0 - a_0 - a_2)\right) = -\frac{3}{2}(a_2 - 2a_1 + 2a_1 - a_2),$$

we must have $r := a_2 - 2a_1 + 2a_1 - a_2 \in I$. By Theorem 9.6, $J \subset (r) \subseteq I$, and so $A_{1/2}(\tilde{a}_0) = \emptyset$. Moreover, $-s_1 - 2s_2 + s_3$ and $s_j - 2s_{j+1} + 2s_{j+3} - s_{j+4}$ are in $(r) \subseteq I$ for all $j \geq 0$. Hence, $\hat{H}/(r)$ is 6-dimensional with basis given by the images of $a_1, a_0, a_1, a_2, s_1, s_2$. We will work inside $\hat{H}/(r)$: for $v \in \hat{H}$, we denote by $\check{v}$ its image in $\hat{H}/(r)$. Note that $\tilde{a}_2$ and $\check{v}_2$ are both non-zero.

We split now into two cases: either $2 \in \frac{1}{2} * F_A \frac{1}{2}$, or not. We have

$$w_1^2 = (a_1 - a_1)^2 = a_1 - a_1 - (a_1 - a_1) - 2s_2 = -2s_2 = -\frac{1}{2}(u_2 - 3v_2).$$

Assume first that $2 \notin \frac{1}{2} * F_A \frac{1}{2}$. Then $\tilde{a}_2^2 \in A_0(\tilde{a}_0)$ and hence Equation (1) implies $v_2 \in I$. We claim that $\check{v}_2^{1/2} = \check{v}_2$. We have $\check{c}_2^{1/2} = (2a_0 - (\tilde{a}_2 + \tilde{a}_2))^{1/2} = 2\tilde{a}_1 - (\tilde{a}_2 + \tilde{a}_2) = 2\tilde{a}_1 - 2(\tilde{a}_2 + \tilde{a}_2) = 2\tilde{a}_0 - (\tilde{a}_2 + \tilde{a}_2) = \check{c}_2$. Hence $\check{v}_2^{1/2}$ is $\check{v}_2$ in $\hat{H}/(r)$ as claimed. Since $\check{v}_2$ is invariant under $\tau_0$ and $\tau_{1/2}$, it is fixed by the action of every automorphism induced by $\text{Aut}(\hat{H})$ on $\hat{H}/(r)$. Hence $\check{v}_2$ is a common 2-eigenvector for all axes $\tilde{a}_i$. As $\hat{H}/(r)$ is generated by $\tilde{a}_0$ and $\tilde{a}_1$, $(\check{v}_2)$ is a 1-dimensional ideal. So $\hat{H}/(r, v_2)$ is 5-dimensional. Note that $-\frac{1}{2}(u_2 - 3v_2) = a_2 - a_0 - a_1 + a_2 + 2s_2 = := x$. Conversely, $x^{1/2} - x = r$ and $-x^{1/2} - x = v_2$ and so $(x) = (r, v_2)$.

We claim that $\hat{H}/(x) \cong 6Y(\frac{1}{2}, 2)$. Let $\tilde{y}$ now denote the image of $y \in \hat{H}$ in $\hat{H}/(x)$. Set $b_0 := \tilde{a}_0$, $b_2 := \frac{1}{4}(3a_0 + 2\tilde{a}_1 - \tilde{a}_2 - s_1)$, $b_3 := \frac{1}{4}(\tilde{a}_1 - a_0 + 3a_1 - \tilde{a}_2)$, $d := a_1 - b_4 = \frac{1}{4}(\tilde{a}_1 - a_0 + a_1 + \tilde{a}_2)$ and $z := \frac{1}{8}s_2 = \frac{1}{8}(\tilde{a}_1 - a_0 + a_1 - \tilde{a}_2)$. A calculation shows that $(b_0, b_2, b_4, d, z)$ is a basis for $\hat{H}/(x)$ that satisfies the multiplication table for $6Y(\frac{1}{2}, 2)$ as given in [9] (and $b_1 = \tilde{a}_1$). One can check that the fusion law here is $C_2 \times C_2$-graded with generators $g_{1/2}$ and $g_2$.

Assume now that $2 \in \frac{1}{2} * F_A \frac{1}{2}$. We have two subcases depending on whether $0 \in \frac{1}{2} * F_A \frac{1}{2}$. If $0$ is in $\frac{1}{2} * F_A \frac{1}{2}$, then $g_0 := \text{gr}(0) = g_2 \neq 1_T$. So, as we observed above, $0 \notin 0 * F_A 0$, whence $0 * F_A 0 = \emptyset$. Hence, by Lemma 4.1, we have $u_1^2 = 3(-4u_1 + u_2) \in I$. Setting $y := -4u_1 + u_2$, we have $y - y^{1/2} = 3(-a_2 + 5a_1 - 10a_0 + 10a_1 - 5a_2 + a_2) \in I$ and so $\frac{1}{3}(y - y^{1/2}) + r^{1/2} = 4(a_1 - 3a_0 + 3a_1 - a_2) \in I$. Let $x := a_1 - 3a_0 + 3a_1 - a_2$. 
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We claim that \((x) = (r, y)\). Clearly \((x) \subseteq (r, y)\). Conversely, we have \(x + x^{y-1} = r\). By Theorem 9.6, \(-4s_1 + s_2 \in (x)\) and so \(y = 3(x - x^{y-1}) - 4(4s_1 - s_2) \in (x)\). Hence \((x) = (r, y)\) as claimed. By Lemma 11.4, \((x) = I_{-3}\), so \(\mathcal{H}/(x) \cong \text{IY}_3(2, \frac{1}{2}, 1)\) and \(A\) is isomorphic to a quotient of \(\text{IY}_3(2, \frac{1}{2}, 1)\).

One can check that, apart from \(\frac{1}{2} \in C, \frac{1}{2} = \{0, 2\}\), we have \(\lambda \ast F, \mu = 0\) for all \(\lambda, \mu \neq 1\). So the fusion law for \(\text{IY}_3(2, \frac{1}{2}, 1)\) is \(\mathbb{Z}\)-graded, with \(\langle g_1/2 \rangle \cong \mathbb{Z}\) and \(g_0 = g_2 = g_{1/2}^2\).

Finally, if \(0\) is not in \(\frac{1}{2} \ast F, \frac{1}{2}\), then \(\tilde{w}^2 \in A_2(\tilde{a}_0)\) and hence, by Equation 4, \(u_2 \in I\). Recall from above that \(\tilde{c}_{2}^{1/2} = \tilde{c}_2\) in \(\mathcal{H}/(r)\). Hence, similarly to \(\tilde{v}_2, \tilde{a}_2 \tau_1^{1/2} = \tilde{u}_2\) and so \(\tilde{u}_2\) is a 1-dimensional ideal of \(\mathcal{H}/(r)\). Let \(x := 3(a_{-1} - a_0 - a_1 + a_2) - 2s_2 = -\frac{3}{2}(u_2 + 3r)\). So clearly \((x) \subseteq (r, u_2)\). Since \(x - x^{y-1} = -3r\) and \(u_2 = -2x - 3r\), we have \((x) = (r, u_2)\) and hence \(\mathcal{H}/(x)\) is 5-dimensional. When \(A = \mathcal{H}/(x)\), since \(\frac{1}{2} \ast F, \frac{1}{2} = \{2\}, 2 \ast F, 2 = \{0\}\), and \(0 \ast F, 0 = \{0\}\), we observe that the fusion law is \(C_4\)-graded, with \(\langle g_1/2 \rangle \cong C_4\) and \(g_0 = g_2 = g_{1/2}^2\).

Note that the above algebras are graded by \(C_2, C_2 \times C_2, \mathbb{Z}\) and \(C_4\), respectively. For \(\mathcal{H}_2 \cong 3C(2)\), the set of three axes \(\tilde{a}_0, \tilde{a}_1\) and \(\tilde{a}_0 + \tilde{a}_1 - \tilde{a}_0\tilde{a}_1\) is closed under the action of the Miyamoto group (with respect to the grading \(C_2\) on the 2-part).

The fusion law for \(6Y(\frac{1}{2}, 2)\) is \((C_2 \times C_2)\)-graded. Specifically, for an axis \(a\), there are three distinct non-trivial Miyamoto involutions associated to \(a\) (and belonging to the axis subgroup corresponding to \(a\); see [8, Definition 3.2]): the map \(\tau_a(2)\) inverting the 2-part and fixing the remaining eigenspaces, the map \(\tau_a(\frac{1}{2})\) inverting the \(\frac{1}{2}\)-part and fixing the remaining eigenspaces and the product of these two. As \(6Y(\frac{1}{2}, 2) \cong \mathcal{H}/(a_{-1} - a_0 - a_1 + a_2 + 2s_2)\), we see that \(X = \{\tilde{a}_i : i \in \mathbb{Z}\}\) is generically an infinite set of axes closed under the action of the infinite dihedral group \(\langle \tau_0(\frac{1}{2}), \tau_1(\frac{1}{2}) \rangle\) (both these can be finite in finite characteristic). Hence taking only the \(C_2\)-grading with respect to the \(\frac{1}{2}\)-eigenspace, \(6Y(\frac{1}{2}, 2)\) is a 2-generated \(M(2, \frac{1}{2})\) axial algebra with infinitely many axes.

However, taking just the \(C_2\)-grading with respect to the 2-eigenspace, \(6Y(\frac{1}{2}, 2)\) is a 2-generated \(M(\frac{1}{2}, 2)\)-axial algebra [17]. Its Miyamoto group is \(\langle \tau_0(2), \tau_1(2) \rangle \cong S_3\) and the closure under the Miyamoto group of the generating set \(\{\tilde{a}_0, \tilde{a}_1\}\) has size 6 [9, Section 7.2] (the 6 in the name \(6Y(\frac{1}{2}, 2)\) gives the number of axes in a closed set of generators). Note that in this case, it does not appear that the closure of \(\{\tilde{a}_0, \tilde{a}_1\}\) is a subset of \(X\). Taking the full \(C_2 \times C_2\) grading we would get a much larger set of axes closed under the action of the Miyamoto group.

For the third and fourth cases above, we need to take a field with sufficiently many roots of unity in order to exhibit the full Miyamoto group. Recall from [8, Section 3] that for each axis \(a\) and character \(\chi \in T^*\), we get a Miyamoto automorphism \(\tau_a(\chi)\) defined by \(v \mapsto \chi(t) v\) where \(v\) is an eigen-
vector in a $t$-graded part. The axis subgroup $T_a := \langle \tau_a(\chi) : \chi \in T^* \rangle \cong T^*$ is isomorphic to a quotient group of $T$ depending on the field. The fourth case $\mathcal{H}/(3(a_1 - a_0 - a_1 + 2s_2))$ is $C_4$-graded, so taking a field which contains $4^{th}$ roots of unity, we get the axis subgroup $T_a \cong C_4$ and the Miyamoto group is as ‘large’ as possible. To exhibit the full Miyamoto group for the third case, $\text{IY}_3(2, \frac{1}{2}, 1)$, in characteristic 0, we need to work over $\mathbb{C}$.
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