MorphMLP: A Self-Attention Free, MLP-Like Backbone for Image and Video
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Abstract

Self-attention has become an integral component of the recent network architectures, e.g., Transformer, that dominate major image and video benchmarks. This is because self-attention can flexibly model long-range information. For the same reason, researchers make attempts recently to revive Multiple Layer Perceptron (MLP) and propose a few MLP-Like architectures, showing great potential. However, the current MLP-Like architectures are not good at capturing local details and lack progressive understanding of core details in the images and/or videos. To overcome this issue, we propose a novel MorphMLP architecture that focuses on capturing local details at the low-level layers, while gradually changing to focus on long-term modeling at the high-level layers. Specifically, we design a Fully-Connected-Like layer, dubbed as MorphFC, of two morphable filters that gradually grow its receptive field along the height and width dimension. More interestingly, we propose to flexibly adapt our MorphFC layer in the video domain. To our best knowledge, we are the first to create a MLP-Like backbone for learning video representation. Finally, we conduct extensive experiments on image classification, semantic segmentation and video classification. Our MorphMLP, such a self-attention free backbone, can be as powerful as and even outperform self-attention based models.

1. Introduction

Since the seminal work of Vision Transformer (ViT) \cite{dosovitskiy2020}, self-attention based architectures have been pushing the envelope in a variety of computer vision tasks: (i) Image domain: several works \cite{dosovitskiy2020, caron2020, chen2020, lin2021} make remarkable progress on enabling Transformer architecture to become a general backbone on many downstream image tasks.
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\caption{Comparisons between our MorphMLP and other state-of-the-art Transformer, CNN and MLP-Like methods. Left: ImageNet-1K \cite{deng2009}; Right: Something-Something V2 \cite{goyal2017}.}
\end{figure}

(ii) Video domain: a couple of methods \cite{li2020, liu2021, li2022, huang2022} explore space-time self-attention for video understanding, achieving amazing performance. We conjecture that the effectiveness of Transformer thanks to the self-attention layer, which can dynamically capture long-range dependencies. However, an interesting question has been raised: \textit{Is self-attention a must-have?}

Convolutional Neural Network (CNN) is a popular self-attention free architecture. Typical convolutional operators (e.g., $3 \times 3$ convolution) excel at capturing local structure. Yet, CNN is not good at modeling long-term dependencies. To tackle this problem, a couple of methods \cite{caron2020, chen2020, lin2021, zhang2021} integrate self-attention mechanism to obtain long-range information. Such methods still rely on self-attention to supplement local features and boost performance.

Alternatively, researchers recently have made attempts to replace self-attention with Multiple Layer Perceptron (MLP) because the Fully-Connected (FC) layer can also model the long-term dependencies. Surprisingly, such MLP-Like architecture \cite{vinyals2015, chen2020, lin2021} can achieve comparable results with Transformers, which indicates that self-attention may not be a must-have. Yet, there are two critical challenges for SOTA MLP-Like models: (i) \textbf{Cannot cope
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with different scale images. Because the number of parameters in their FC layers is fixed and equal to originally input image size $H \times W$. (ii) Inferior performance due to overlooking local details. Like in ViP [25], even at the low-level layers, the receptive field of each filter spans a long range, making it difficult to learn to capture local details. Furthermore, this makes MLP-Like architectures not suitable for dense prediction, e.g., semantic segmentation which requires fine-grained local features.

To tackle the above issues of MLP-Like architectures, we propose a simple yet effective self-attention free architecture named MorphMLP as shown in Fig. 2. MorphMLP consists of a stack of novel MorphFC layers. At the low-level layers, our MorphFC acts similarly to Convolution or window-wise self-attention, capturing local details. As going deeper, our MorphFC gradually changes to being similar to the conventional MLP and focusing on long-range information.

Specifically, for each MorphFC layer, we split the input tokens along horizontal and vertical directions into chunks (each group of blue grids in Fig. 2) according to the predefined length. We pass each chunk using a conventional FC filter to get a new chunk of the same size. As the network goes deeper, we gradually expand the chunk length. Each MorphFC layer has two separate pathways that one’s chunk length grows larger in height while another pathway’s chunk length grows larger in width, and these two pathways do not share the FC filter’s weights. Finally, at the high-level layers, the chunk covers the whole spatial region and thus excels at modeling long-range dependencies. Such hierarchical expansions enable MorphMLP to capture short-to-long range information.

This design also resolves the aforementioned issue of fixed input size. Similar to that the number of parameters in convolution filters is decided by window size, the number of parameters in our FC filter is determined by chunk size instead of input image size. Therefore, our MorphMLP can cope with multi-scale images.

In this paper, we take a step further to extend our MorphMLP from image to video. To our best knowledge, this is the first self-attention free, MLP-Like backbone architecture in the video domain. Specifically, in addition to the horizontal and vertical pathways, we introduce another temporal pathway to capture long-term temporal information in videos, which concatenates the features from the same spatial locations across all frames into a chunk. Meanwhile, each chunk is processed by the FC filter to get a new chunk of the same size. Based on the new MorphFC layer, we extensively explore various ways of building up the backbone for video. Through experiments, we decide to model the spatial and temporal information sequentially to efficiently learn spatial-temporal representation.

As shown in Fig. 1, our MorphMLP achieves outstanding results. This indicates that self-attention free architecture can perform as well as and even outperform self-attention based model.

We summarize our contributions as follows:

- We propose the MorphFC, which focuses on local details in early layers, while the network deepens, gradually changes to model long-range information, overcoming the issues of the current CNN and MLP-Like models.
- We extend our MorphMLP to video recognition and set new state-of-the-art results. To the best of our knowledge, this is the first MLP-Like video backbone.
- MorphMLP can achieve state-of-the-art performance on image classification, semantic segmentation and video classification tasks including ImageNet-1K [12], Something-Something V1&V2 [22], Kinetics400 [6] and ADE20K datasets [78].
- Given the strong performances of our method, we shed light on studying whether self-attention is a must-have or a manner of capturing local details and long-range dependencies might be more important. These results demonstrate that the self-attention free model can be as powerful as self-attention based architecture and show the great potential that MLP-Like architecture can become a new paradigm of versatile backbone.

2. Related Work

Self-Attention based backbones. Vision Transformer (ViT) [14] firstly applies Transformer architecture to a sequence of image tokens. It utilizes multi-head self-attention
to capture long-range dependencies, thus achieving amazing results on image classification. Following works [13, 40, 53, 67, 70, 76] make a series of breakthroughs to achieve state-of-the-art performance on several image tasks, i.e., semantic segmentation [31, 72] and object detection [5, 79]. In video domain, a couple of works [3, 16, 36, 42, 48, 74] explore space-time self-attention to model spatial-temporal relation and achieve state-of-the-art performance. It seems that self-attention based architectures have been gradually dominating the computer vision community.

In this paper, we aim to explore a simple yet effective self-attention free architecture, which builds upon the FC layer to extract features. Our comparisons show that MorphMLP can outperform Transformers in essential vision applications, indicating that self-attention is not critical. CNN based backbones. CNNs [26, 27, 49, 51, 73] have dominated vision tasks in the past few years. In image domain, beginning with AlexNet [33], more effective and deeper networks, VGG [52], GoogleNet [54], ResNet [24], DenseNet [28] and EfficientNet [55] are proposed and achieve great success in computer vision. In the video domain, several works [7, 19, 60, 62] explore how to utilize convolution to learn effective spatial-temporal representation. However, the typical spatial and temporal convolution are so local that they struggle to capture long-range information well even if stacked deeper. A series of works propose efficient modules (e.g., Non-local [68], Double Attention [9]) to enhance local features via integrating long-range relation. The improvement of these methods can not be achieved without the supplement of self-attention layers.

In contrast, we propose the MorphFC, which is self-attention free but can capture short-to-long range information by progressively adding the length of chunks as the network goes deeper.

MLP-Like based backbones. Recent works [39, 58, 75] try to replace self-attention layer with FC layer to explore the necessity of self-attention in Transformer architecture. But they suffer from dense parameters and computation. [23, 25, 56] apply FC layer along horizontal, vertical, and channel directions, respectively, in order to reduce the number of parameters and computation cost. However, the parameters of FC layer are still determined by the input resolution, so it is hard to handle different image scales. CycleMLP [8] addresses such problem with padding, but it only focuses on global information, ignoring local inductive bias. Meanwhile, the ability of MLP-Like architecture for temporal modeling has not been explored.

On the contrary, our MorphMLP can cope with diverse scales via splitting the sequence of tokens into chunks. Furthermore, it is able to effectively capture local to global information by gradually expanding chunk length. More importantly, we are the first to extend MLP-Like architecture on videos to explore its generalization ability as a new paradigm of versatile backbone.

3. Method

3.1. MorphMLP in the Image Domain

MorphFC layer. As discussed above, typical CNN and previous MLP-Like architectures only focus on either local or global information modeling. Moreover, the number of parameters of current MLP-Like architecture is determined by fixed image size, which makes it difficult to handle different image resolutions. Motivated by the window used in convolution, we propose a novel MorphFC layer to address the above two issues. Our MorphFC processes the image tokens in horizontal and vertical pathways. We take the horizontal one (blue chunks in Fig. 3) for example.

Specifically, given an input image \( \mathbf{X} \in \mathbb{R}^{H \times W \times C} \) that has been projected into a sequence of image tokens, we first split \( \mathbf{X} \) along horizontal direction. We set chunk length to \( L \) and thus obtain \( \mathbf{X}_i \in \mathbb{R}^{L \times C} \), where \( i \in \{1, ..., HW/L\} \). Furthermore, to reduce computation cost, we also split each \( \mathbf{X}_i \) into multiple groups along channel dimension, where each group has \( D \) channels. To this point, we get split chunks and each single chunk is \( \mathbf{X}_k^i \in \mathbb{R}^{L \times D} \), where \( k \in \{1, ..., C/D\} \). Next, we flatten each chunk into 1D vector and apply a FC weight matrix \( \mathbf{W} \in \mathbb{R}^{LD \times LD} \) to transform each chunk, yielding

\[
\mathbf{Y}_i^k = \mathbf{X}_i^k \mathbf{W}.
\]  

After feature transformation, we reshape all chunks \( \mathbf{Y}_i^k \) back to the original dimension \( \mathbf{Y} \in \mathbb{R}^{H \times W \times C} \). The vertical way (green chunks in Fig. 3) does likewise except splitting the sequence of image tokens along vertical direction. To make communication among groups along channel dimension, we also apply a FC layer to process each image.

Figure 3. Our MorphFC Layer.
token individually. Finally, we get the output by element-wise summing horizontal, vertical, and channel features together. The chunks lengths hierarchically increase as the network deepens, aiming at capturing short-to-long range information progressively.

**Difference between our MorphFC and convolution. (i)** Typical convolution utilizes fixed $3 \times 3$ kernel size, which only aggregates local context. On the contrary, the chunks lengths in MorphFC hierarchical increase as the network deepens, which can model short-to-long range information progressively. Obviously, the kernel size for 2D convolution can also be set larger but its computation cost is much higher than MorphFC.

(ii) Convolution uses sliding windows to obtain overlapping tokens, which requires cumbersome operations, including unfold, reshape and fold. In contrast, we simply reshape the feature map to obtain our chunks with non-overlapping tokens.

(iii) As shown in Fig. 5, given a $1 \times 3$ input, to get the $1 \times 3$ output, the convolution kernel of $1 \times 3$ window size needs to slide three times, and each $1 \times 1$ output is generated by the shared weight matrix $W_{conv} \in \mathbb{R}^{3 \times 1}$. In contrast, FC layer applies weight matrix $W_{fc} \in \mathbb{R}^{3 \times 3}$ to the input yielding $1 \times 3$ output. Each $1 \times 1$ output is equivalent to being generated by non-shared weight matrix $W \in \mathbb{R}^{3 \times 1}$, which brings more flexible spatial encoding than convolution. We show the quantitative comparisons in Table 10.

**MorphMLP block in the image domain.** As shown in Fig. 4, we follow [63] to construct a MorphMLP block by replacing the standard multi-head attention (MSA) module in the Transformer block with MorphFC, and the other layers remain unchanged. Within the MorphMLP block, LayerNorm (LN) [2] is applied before MorphFC and MLP module, MorphFC is followed by GELU activation function, residual connection [24] is used after MorphFC and MLP module.

**Network architecture.** For image recognition, as shown in Fig. 4, we hierarchically stack MorphMLP blocks to build up our network. Given an image $X \in \mathbb{R}^{H \times W \times 3}$, taking $H=W=224$ for example, our MorphMLP backbone first performs patch embedding on image and gets a sequence of tokens with dimension $56 \times 56 \times C_1$. Then, we have four sequential stages and each of them contains a couple of MorphMLP blocks. The feature size remains unchanged as passing through layers inside the same stage. At the end of each stage excluding the last one, we expand the channel dimension and downsample the spatial resolution of features by ratio 2.

Note that we set chunk lengths of MorphFC to be 14, 28, 49 for stage 1-4, respectively. Horizontal/vertical chunks with lengths 14, 28, 49 of stage 1-4 can cover quarter, one, two, all rows/columns of feature maps of stage 1-4, respectively. In shallow layers, our network can learn detailed representation from the local spatial context in small chunk length, e.g., length 14 for $56 \times 56 \times C_1$ feature map. In deep layers, our network can capture long-range information from the global semantic context in considerable chunk length, e.g., length 49 for $7 \times 7 \times C_4$ feature map. By downsampling the spatial resolution and expand-
ing chunk length progressively as the network goes deeper, our MorphMLP is capable of modeling short-to-long range information efficiently.

As shown in Table 1, we provide four model variants including MorphMLP-Tiny(T), Small(S), Base(B) and Large(L).

3.2. MorphMLP in the Video Domain

**Extension on temporal dimension.** To extend our MorphMLP for temporal modeling, in addition to the horizontal and vertical pathways in MorphFC, we introduce another temporal pathway MorphFC to capture long-term temporal information. Specifically, as shown in Fig. 7, given an input video clip tokens \( X \in \mathbb{R}^{H \times W \times T \times C} \), we first split \( X \) into a couple of groups along channel dimension (\( D \) channels in each group) to reduce computation cost and get \( X^k \in \mathbb{R}^{H \times W \times T \times D} \), where \( k \in \{1, ..., C/D\} \). For each spatial position \( s \), we concatenate features across all frames into a chunk \( X^k_s \in \mathbb{R}^{TD} \), where \( s \in \{1, ..., HW\} \). Then we apply a FC matrix \( W \in \mathbb{R}^{TD \times TD} \) to transform temporal features and get

\[
Y^k_s = X^k_s W. \tag{2}
\]

Finally, we reshape all chunks \( Y^k_s \in \mathbb{R}^{TD} \) back to original video clips tokens dimension and output \( Y \in \mathbb{R}^{H \times W \times T \times C} \).

**MorphMLP block in the video domain.** We propose a factorized spatial-temporal MorphMLP block in the video domain for efficient video representation learning. As shown in Fig. 6, our MorphMLP block in the video domain contains MorphFC, MorphFC and MLP [63] modules in a sequential order. As indicated in [3], it is difficult for joint spatial-temporal optimization. Therefore, we place temporal and spatial MorphFC layers in the sequential style. The LN [2] layer is applied before each module, and the standard residual connections are used after MorphFC and MLP module. Instead of applying a standard residual connection [24] after MorphFC, we add a skip residual connection (red line) between the original input and output features from MorphFC layer. We found that such connection can make training more stable.

**Network Architecture.** Compared with the network architecture in the image domain, we just need to simply replace the MorphMLP block in the image domain (Fig. 4) with the video domain (Fig. 6) to build up our network for video. For the temporal dimension, the number of frames \( T \) is downsampled by ratio 2 in the patch embedding layer. It remains unchanged until the average pooling layer, which is at the end of the network.

### 4. Experiment

In this section, we first examine the performance of MorphMLP for ImageNet-1K [12] image classification. Then
we verify its effectiveness of spatial-temporal modeling on Kinetics-400 [6], and Something-Something V1&V2 [22]. Moreover, we demonstrate its strong ability in dense prediction tasks, e.g., semantic segmentation on ADE20K [78].

### 4.1 Image Classification on ImageNet-1K

**Settings.** We train our models from scratch on the ImageNet-1K dataset [12], which consists of 1.2M training images and 50K validation images from 1,000 categories. Our code is implemented based on DeiT [59] repository, and we follow the same training strategy proposed in DeiT [59], including strong data augmentation and regularization. Different stochastic depth rates are set for our different model variants as shown in Table 1. We adopt AdamW [44] optimizer with cosine learning rate schedule [45] for 300 epochs, while the first 20 epochs are used for linear warm-up [21]. The total batch size, weight decay, and initial learning rate are set to 1024, 5×10−2 and 0.01 respectively.

**Results.** (i) **Comparisons with self-attention free architectures.** As shown in Table 2, our MorphMLP outperforms the state-of-the-art CNN and MLP-Like architectures. Compared with ViP-S [25], our method can get much higher accuracy (82.6% vs. 81.5%) with similar GFLOPS (7.0G vs. 6.9G). This demonstrates the effectiveness of our progressively short-to-long range pattern.

(ii) **Comparisons with self-attention based architectures.** In Table 2, our MorphMLP can achieve competitive results with popular self-attention based models. Compared with other tiny models, e.g., Swin-T [40], our method can achieve better results (81.6% vs. 81.3%) with fewer parameters and GFLOPS (23M vs. 29M, 3.9G vs. 4.5G). As for larger settings, our method also outperforms Swin-B [40] (83.4% vs. 83.3%) with lower computation (12.5G vs. 15.4G). Even compared with hybrid models which consist of self-attention and convolution, our method can still surpass them or achieve comparable results. These results show that without spatial interaction dynamically parameterized by self-attention, our self-attention free MorphMLP with static parameters can still achieve better results.

### 4.2 Video Classification on Kinetics-400

**Settings.** Kinetics-400 [6] is a large-scale scene-related video benchmark. It contains around 240K training videos and about 20K validation videos in 400 classes. Our code heavily relies on PySlowFast [15] repository and the
training recipe mainly follows MViT [16]. We directly load the parameters of MorphFC pre-trained on ImageNet and randomly initialize the parameters of MorphFC in the video domain. We adopt a dense sampling strategy [68] and AdamW optimizer to train the whole network. The warm-up epoch, total epoch, batch size, base learning rate, and weight decay are 10, 60, 64, 2e-4, and 0.05 respectively. We utilize the same stochastic depth rates in Table 1.

**Results.** As shown in Table 3, our method achieves outstanding performance with fewer computation costs. Compared with CNN models such as SlowFast [19], our MorphMLP requires 8× fewer GFLOPS but achieves 1.9% accuracy improvement (80.8% vs. 79.8%). With only ImageNet-1K pre-training, our method surpasses most of the self-attention based Transformer backbones with large dataset pre-training. For example, compared with ViViT-L [1] pre-trained on ImageNet-21K, our MorphMLP obtains better performance with 20× fewer computations. When our model is scaled larger, the accuracy increases as well. Since the computation cost is relatively low, our method still has great potential for better performance. Such results demonstrate that our MorphMLP is a strong MLP-Like backbone for video recognition.

### 4.3. Video Classification on Something-Something

**Settings.** Something-Something [22] is another large-scale dataset, in which the temporal relationship modeling is critical for action understanding. It includes two versions, i.e., V1 and V2, both of which contain plentiful videos over 174 categories. We adopt the same training setting as used for Kinetics-400, except that a random horizontal flip is not applied. We utilize the sparse sampling strategy. The warm-up epoch, total epoch, batch size, base learning rate, and weight decay are 5, 50, 64, 4e-4, and 0.05, respectively. We double the same stochastic depth rates in Table 1.

**Results.** The comparison results on Something V2&V1 are shown in Table 4 and Table 5 respectively. For SSV2, CNN architectures perform worse than Transformer architectures since they are limited to capturing local spatial and temporal information and struggle to model long-term dependencies. Transformer architectures can achieve better results, but they heavily rely on large-scale dataset pre-training which requires high computation. Compared with CT-Net [34], our MorphMLP can reduce 2.5× computation but achieves 1.2% accuracy gain. Compared with the state-of-the-art method MViT [16], which is pre-trained on large video dataset Kinetics-600, our MorphMLP only pre-trained on ImageNet-1K can obtain better performance (70.1% vs. 68.7%) with smaller GFLOPS (591G vs. 708G). For SSV1, our MorphMLP also achieves outstanding results.

Note that even if we do not add any complicated and unique temporal operation, our simple method can achieve such great performance. This indicates that our model can serve as a strong backbone for further improvement.

### 4.4. Semantic Segmentation on ADE20K

**Settings.** We conduct semantic segmentation experiments on ADE20K [78], which consists of 20K training images and 2K validation images over 150 semantic categories. Our code is based on mmsegmentation [10] toolbox and we follow the experiment setting used in PVT [67]. We simply apply Semantic FPN [32] for fair comparisons, and all the backbones are pre-trained on ImageNet-1K. We adopt AdamW [44] optimizer with cosine learning rate schedule [45], while the initial learning rate is set to 1e-4. The input images are randomly resized and cropped to 512×512 for training, and the shorter sides of images are set to 512 while testing.

**Results.** The results on ADE20k dataset are shown in Table 6. Our MorphMLP outperforms ResNet [49] and PVT [67] significantly. Compared with Swin-T, our MorphMLP-T can achieve better mIoU (43.0% vs. 41.5%) with fewer parameters (26.4M vs. 31.9M). Our scaled MorphMLP consistently beats the Swin Transformer [40] as well. Note that compared with GFNet-H-T [50], our MorphMLP-T achieves a slight accuracy gain (81.6% vs. 81.3%) on ImageNet-1K but outperforms it significantly on semantic segmentation task (43.0% vs. 41.0%), in which short-to-long range information capture pattern plays a critical role.

### 4.5. Ablation Study

We conduct ablation studies to verify the effectiveness of our design. For Table 7, 8, 9, and 10, we train all the models based on MorphMLP-T for 100 epochs on ImageNet. To explore the variants of our spatial-temporal design, we adopt MorphMLP-S as the backbone for Table 11.

**Impact of chunk length.** In the MorphMLP, we expand the chunk length gradually. The spatial resolutions of features in the MorphMLP are equipped with Semantic FPN [32].

| Method                | Arch     | #Param.(M) | mIoU   |
|-----------------------|----------|------------|--------|
| ResNet50 [24]         | CNN      | 28.5       | 36.7   |
| PVT-S [67]            | Trans    | 28.2       | 39.8   |
| Swin-T [40]           | Trans    | 31.9       | 41.5   |
| GFNet-H-T [50]        | FFN      | 26.6       | 41.0   |
| CycleMLP-B2 [8]       | MLP-Like | 30.6       | 42.4   |
| MorphMLP-T            | MLP-Like | 26.4       | 43.0   |
| ResNet101 [24]        | CNN      | 47.5       | 38.3   |
| ResNeXt101-32x4d [73] | CNN      | 47.1       | 39.7   |
| PVT-M [67]            | Trans    | 48.0       | 41.6   |
| GFNet-H-S [50]        | FFN      | 47.5       | 42.5   |
| CycleMLP-B3 [8]       | MLP-Like | 42.1       | 44.5   |
| MorphMLP-S            | MLP-Like | 41.0       | 44.7   |
| PVT-L [67]            | Trans    | 65.1       | 42.1   |
| Swin-S [40]           | Trans    | 53.2       | 45.2   |
| CycleMLP-B4 [8]       | MLP-Like | 55.6       | 45.1   |
| MorphMLP-B            | MLP-Like | 59.3       | 45.9   |

Table 6. Semantic segmentation on ADE20K [78] val. All models are equipped with Semantic FPN [32].
Table 7. Impact of chunk lengths.

| #Channels | #Param.(M) | GFLOPs | ImageNet Top-1 |
|-----------|------------|--------|----------------|
| C / (2L)  | 22.0       | 3.7    | 78.6           |
| C / L     | 23.4       | 4.0    | **79.6**       |
| 2C / L    | 28.9       | 4.6    | 78.4           |

Table 8. Dimension of channel groups.

For the horizontal/vertical directions, chunk lengths 14, 28, 28, 49 in Stages1-4 can cover quarter, one, two and all rows/columns of the tokens, respectively, which can progressively capture short-to-long range relations.

As shown in Table 7, there are some alternative ways to set chunk length in each stage. The first line represents that MorphFC in each stage covers one row of image tokens, which only models global information, The second and third line utilize the small chunk length, which only captures local structure. The results show that our short-to-long range pattern can perform better than the solely local or global pattern. The reason is that, in the shallow layer, the original spatial texture information of the image is relatively intact. Therefore, it is critical to capture detailed structures in the early stage, especially for downstream tasks, i.e., semantic segmentation, which needs fine grained feature. The features in the deep layers cover more semantic information, thus long-range relation modeling is significant.

**Dimension of channel groups.** We study the influence of the dimension $D$ for each channel group of MorphFC. As shown in Table 8, $D = C / L$ achieves the best trade-off between accuracy and computation.

**Detail designs of architecture.** We explore the detailed designs of our architecture in Table 9. First, we evaluate the necessity of FC layers from three directions. It shows that each direction plays an important role. Second, we replace the $3 \times 3$ convolution with our MorphFC layer in ResNet [24] and the result shows that Transformer structure is more suitable for our MorphFC than the bottleneck block of CNN. Third, following the ViP [25], we utilize a weighted sum after three directions FC layers. Results show that weighted sum can bring a slight improvement (0.3%).

**Comparisons with convolution.** We replace the MorphFC layer with typical $3 \times 3$ and $7 \times 7$ convolution to make the comparisons. As shown in Table 10, our MorphFC can outperform typical convolution by a large margin. This demonstrates that typical convolution is difficult to capture long-range information, which is crucial to the recognition problem.

**Table 9. Detailed designs of MorphMLP.**

| Operation | #Param.(M) | GFLOPs | Throughput (images/s) | ImageNet Top-1 |
|-----------|------------|--------|-----------------------|----------------|
| 3 × 3 Conv| 34.5       | 6.2    | 320                   | 77.3           |
| 7 × 7 Conv| 113        | 20.6   | 207                   | 77.7           |
| Group Conv| 23.4       | 4.0    | 305                   | 79.0           |
| Ours      | 23.4       | 4.0    | 418                   | **79.6**       |

**Table 10. Comparisons with convolution.** Throughput is tested on a single V100 GPU with batch size 32.

| Method | Order | Standard Residual | Skip Residual | SSV1 Top-1 |
|--------|-------|-------------------|---------------|------------|
| Parallel | T || S | ✓ | 49.2 | |
| Sequential | T+S | ✓ | 49.8 | |
|          | S+T | ✓ | 50.2 | |
|          | S+T | ✓ | **50.6** | |
|          | S+T | ✓ | 31.7 | |

**Table 11. Detail designs of MorphMLP block in the video domain.**

![Image](image.png)

In this paper, we propose a self-attention free, MLP-Like backbone for images and videos, named MorphMLP. MorphMLP is capable of progressively understanding core
details in the images/videos. To our best knowledge, we are the first to apply MLP-Like architecture in the video domain. The experiments demonstrate that self-attention free models can be as strong as and even outperform self-attention based architectures.

Limitations. Through our experiments, we found that the MLP-Like architectures are easier to be over-fitting than CNNs and Vision Transformers. In the future, we will explore more sparse weight connections in MLP-Like structures to alleviate over-fitting. The effects of distillation and pruning on MLP-Like models will be studied.
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