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ABSTRACT
Large-scale replicated data type stores often resort to eventual consistency to guarantee low latency and high availability. It is widely accepted that programming over eventually consistent data type stores is challenging, since arbitrary divergence among replicas is allowed. Moreover, pragmatic protocols actually achieve consistency guarantees stronger than eventual consistency, which can be and need to be utilized to facilitate the reasoning of and programming over replicated data types. Toward the challenges above, we propose the ViSEARCH framework for precise measurement of eventual consistency semantics. ViSEARCH employs the visibility-arbitration specification methodology in concurrent programming, which extends the linearizability-based specification methodology with a dynamic visibility relation among operations. The consistency measurement using ViSEARCH is NP-hard in general. To enable practical and efficient consistency measurement in replicated data type stores, the ViSEARCH framework refactors the existing brute-force checking algorithm to a generic algorithm skeleton, which further enables efficient pruning of the search space and effective parallelization. We employ the ViSEARCH framework for consistency measurement in two replicated data type stores Riak and CRDT-Redis. The experimental evaluation shows the usefulness and cost-effectiveness of ViSEARCH in realistic scenarios.
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1 INTRODUCTION
Large-scale distributed systems often resort to replication techniques to achieve fault-tolerance and load distribution [14, 17, 27]. For a large class of applications, user-perceived latency and overall service availability are widely regarded as the most critical factors. Thus, many distributed systems are designed for low latency and high availability in the first place [24]. These systems have to trade data consistency for high availability and low latency [12, 19]. A common approach is to resort to eventual consistency, i.e., allowing data replicas to temporarily diverge, and making sure that these replicas will eventually converge to the same state in a deterministic way. The Conflict-free Replicated Data Type (CRDT) framework provides a principled approach to maintaining eventual consistency [14, 27].

CRDTs are key components in modern geo-replicated systems, such as Riak [1], Redis-Enterprise [2], and Cosmos DB [3]. Though CRDT designs and implementations widely use the notion of eventual consistency, this is a rather fuzzy consistency term and covers a broad range of actual consistency behaviors. Providing only eventual consistency makes programming over CRDTs difficult, in the sense that there can be arbitrary divergence between the replicas [10, 24].

The tension between the wide use of eventual consistency and the difficulty of programming over eventually consistent CRDTs motivates the measurement of eventual consistency [9, 13, 21]. On the one hand, both providers and consumers of the distributed storage service benefit from knowing the precise degree of data (in)consistency. Quantifying the degree of data inconsistency can even enable consumers and service providers to negotiate compensations proportional to the severity of violations in certain scenarios [20]. On the other hand, pragmatic protocols, e.g., in Cassandra, MongoDB, and Eiger, actually achieve consistency guarantees stronger than eventual consistency [24]. Such stronger consistency semantics can be and should be utilized. Precise reasoning about the consistency semantics will significantly ease the burden of programming over CRDT data stores.

Existing consistency measurement schemes are mainly based on certain metrics delineating the staleness of data, e.g., how long the data has been stale [21] and how many new versions of data have been generated [22]. Since the number of time units and that of data versions are numerical values, they simplify the issue of comparing different consistency semantics. However, these consistency measurement schemes are external, i.e., they only describe in a black-box manner how consistent the data observed is. We argue that, in order to better facilitate the programming over CRDTs, we need white-box consistency measurement schemes which can give insights into how the data updates are propagated and observed across data replicas.

In this work we investigate a methodology for the precise measurement of eventual consistency semantics for CRDTs. We employ a formal specification framework for concurrent objects [10, 15, 16], which is based on the visibility and arbitration relation over operations in a data type access trace. We name it the Visibility-Arbitration
framework (Vis-Ar in short). The Vis-Ar framework extends the linearizability-based specification methodology with a dynamic visibility relation among operations, in addition to the standard dynamic happen-before and linearization relations. The arbitration relation is a total order and indicates how the system resolves conflicts among concurrent events. The visibility relation is an acyclic relation that describes the relative timing of update propagation among operations. The weaker the visibility relation, the more an operation is allowed to ignore the effects of concurrent operations that are linearized before it. We use diverse constraints on the visibility relation to define different levels of data consistency.

Existing consistency measurement schemes based on the Vis-Ar framework are mainly designed for concurrent objects, which are optimized for high-performance multi-threaded code [15, 16]. Since concurrent objects often employ lock-free implementations and do not provide atomicity, the Vis-Ar framework is designed to measure the deviation from atomicity. However, in our scenarios, the replicated data types are designed to provide eventual consistency in the first place. Our main objective is not to measure the deviation from strong consistency, but to measure the augmentation over weak consistency.

Though consistency measurement using the Vis-Ar framework is NP-hard in general [15, 18], brute-force checking algorithms are employed in practice [16]. The key insight to circumvent the NP-hardness obstacle is that the violations are often local. That is, only a few operations can witness the violation. The small workload is repeated a sufficient number of (often millions of) times to find and measure the deviation from atomicity. However, the problem of eventual consistency measurement does not have the locality existing brute-force checking algorithms depend on. We are confronted with the challenge of further optimizing existing checking algorithms.

Our intuition is that semantic knowledge of the data type under checking can be leveraged to reduce the measurement cost, while moderately sacrificing the generality of the measurement scheme. Following this intuition, our first challenge is to refactor the brute-force consistency checking algorithm to a generic algorithm skeleton, which can conveniently incorporate semantic-aware optimizations. The second challenge is to find the semantic information which can effectively reduce the checking cost while ensuring correct consistency measurement.

Toward the challenges above, we transform the brute-force checking algorithm for consistency measurement to a non-recursive algorithm skeleton. Note that, the basic rationale of the measurement based on Vis-Ar is to enumerate all possible permutations of operations as well as all possible visibility relations among operations. In the non-recursive algorithm skeleton, the intermediate state of enumeration is explicitly maintained at runtime.

Semantic knowledge of the data type under checking is expressed as pruning predicates. As indicated by its name, the pruning predicate prunes the state space while ensuring correct consistency checking. We extract the pruning predicates from subhistories pertaining to one single data element. We enumerate all valid abstract executions over the subhistory and extract “facts” which hold for all possible abstract executions. Such facts are expressed as pruning predicates. Given the generic algorithm skeleton for consistency checking, the pruning predicates can be flexibly “plugged” into the ViSearch skeleton. Whenever ViSearch finds violation of the pruning predicates, it can safely terminate the current search. Moreover, since the construction of different abstract executions is independent, the search can be parallelized in a straightforward way. We also periodically balance the load among the parallel worker threads.

We conduct consistency measurement experiments with ViSearch on two replicated data type stores Riak [1] and CRDT-Redis [4]. The measurement quantifies the differences between different conflict resolution strategies, as well as the differences between different configurations of the replicated data type store. The consistency measurement results are useful for both replicated data type designers and upper-layer application developers. The experiments also show the effects of our two optimizations and demonstrate the cost-effectiveness of ViSearch.

The rest of this work is organized as follows. Section 2 introduces the preliminaries of CRDTs and the Vis-Ar framework. Section 3 presents the ViSearch framework, and Section 4 presents the experimental evaluation. Section 5 discusses the related work. In Section 6, we conclude this work and discuss the future work.

2 PRELIMINARIES

In this section, we first introduce the basic concepts of Conflict-free Replicated Data Types (CRDTs). Then we introduce the Visibility-Arbitration (Vis-Ar) framework and the consistency measurement based on visibility relaxation.

2.1 Replicated Data Type

We basically adopt the system model in [23]. We consider a replicated data store storing objects of some abstract data type.

Definition 1. (Abstract Data Type). An abstract data type \( \tau \in Type \) is a pair \( \tau = (Op, Val) \) such that:

- \( Op \) is the set of operations supported by \( \tau \);
- \( Val \) is the set of values allowed by \( \tau \). We use \( \bot \in Val \) to denote that there is no return value for some operation.

Definition 2. (Sequential Semantics). The sequential semantics of a data type \( \tau \in Type \) is defined by a function \( F_\tau : Op^* \times Op \rightarrow Val \). It means that given a sequence of operations \( S \) and an operation \( o \), the return value of \( o \) is \( F_\tau(S, o) \in Val \) when \( o \) is performed right after \( S \).

We use \( m(\text{arg}_1, \ldots, \text{arg}_n) \Rightarrow r \) to denote the invocation of a method \( m \), with arguments \( \text{arg}_1, \ldots, \text{arg}_n \), resulting in a return value \( r \). We use the sequential semantics to explain the execution of operations. The return value of an operation is determined by a certain sequence of operations that are performed before or concurrent with it.

In this work, we consider operations which are either queries or updates. Query operations only inspect state of the data type and do not change the state, while update operations modify state of the data type. Some data types may provide query-update primitives. For example, the extract-max() primitive of a priority queue is a query-update primitive. We can decompose each query-update operation into a pair of query and update [28]. So we only consider query operations and update operations in this work.
2.2 Vis-Ar Framework

A consistency model acts as the contract between the underlying data type store and the upper-layer applications. The Vis-Ar framework is an axiomatic consistency specification of concurrent objects [10, 15, 16]. It extends the linearizability-based specification methodology with a dynamic visibility relation among operations, in addition to the standard dynamic happens-before and linearization relations. The weaker the visibility relation, the more an operation is allowed to ignore the effects of concurrent operations that are linearized before it. Tuning the definition of the visibility relation gives us different levels of data consistency. We use various predicates (i.e., constraints) on the visibility relations to define different levels of data consistency.

Histories, i.e., traces of data type access, are observable behaviors of a data store. The history defines how the clients interact with the data type store, and specifies what information is recorded about this interaction.

Definition 3. (History). A history is an event graph represented by a tuple \( H = (E, op, real, so) \) such that:

- \( E \) is the set of all events of operations performed by clients in a single execution;
- \( op : E \to Op \) describes the operation of an event;
- \( real : E \to Val \) describes the return value of the operation \( op(e) \) of an event \( e \);
- \( so \subseteq E \times E \) is a partial order over \( E \), called session order. It describes the order of operations invoked by clients within a session.

In this work, we only record the order between operations within the same session. The happen-before relation is limited to events/operations within the same session. We do not record the return-before order over events which captures the real-time ordering of non-overlapping operations [13], since we do not have a global time in distributed scenarios.

In order to tell whether a history is consistent or not, the basic rationale underlying the Vis-Ar framework is that, a history is consistent if and only if we can justify it, by augmenting it with some additional information that explains the observed return values.

Based on the Vis-Ar framework, we add arbitration (i.e., linearization) and visibility relations to a history, and the augmented history is called an abstract execution.

Definition 4. (Abstract Execution). An abstract execution is a triple \( \mathcal{A} = (E, op, real, so), vis, ar \) such that:

- \( (E, op, real, so) \) is a history;
- Visibility relation \( vis \subseteq E \times E \) is an acyclic and natural relation. A relation \( R \subseteq A \times A \) is natural if \( \forall x \in A : |R^{-1}(x)| < \infty \);
- Arbitration relation \( ar \) is a total order on \( E \).

If an operation \( a \) is visible to \( b \) (denoted by \( a \xrightarrow{vis} b \)), it means that the effect of \( a \) is visible to the client performing \( b \). If an operation \( a \) is arbitrated before \( b \) (denoted by \( a \xrightarrow{ar} b \)), it means that the system considers operation \( a \) to happen earlier than operation \( b \). We use \( lin \) to denote the linearization of operations after we decide the arbitration for concurrent operations.

Definition 5. (Consistency Model). A consistency model is a set of consistency guarantees on abstract executions. A consistency guarantee \( \phi \) is a constraint or property of an abstract execution \( \mathcal{A} \).

We write \( \mathcal{A} \models \phi \) if the abstract execution \( \mathcal{A} \) satisfies the consistency guarantee \( \phi \). We can define a large variety of consistency guarantees by formulating conditions on the various attributes and relations appearing in the abstract execution. An abstract execution \( \mathcal{A} \) satisfies consistency model \( \Phi = \{ \phi_1, \phi_2, \ldots, \phi_n \} \), if it satisfies every consistency guarantees in \( \Phi \). A history \( H \) satisfies the consistency model \( \Phi \), denoted \( H \models \Phi \), if it can be extended (by adding visibility and arbitration) to an abstract execution that satisfies consistency model \( \Phi \). Formally, \( H(E, op, real, so) \models \Phi \iff \exists vis, ar : ((E, op, real, so), vis, ar) \models \Phi \).

There are mainly two types of consistency guarantees. One is about the ordering of operations. This type of guarantees mainly consists of constraints on arbitration and visibility relations. The other is about the data type semantics that gives meanings to the operations.

2.3 Consistency Measurement via Visibility Relaxation

In [16], a consistency spectrum consisting of six consistency levels is defined by visibility relaxation. These consistency levels, from weak to strong, are weak, basic, monotonic, peer, causal, and complete visibility. The two ends of the consistency spectrum are weak and complete visibility. The weak visibility permits any observation made by an operation, while the complete visibility requires that operations observe all operations which are arbitrated before them.

Between these two ends, the basic visibility requires operations to see their happen-before predecessors which corresponds to a strengthening of the read-your-writes guarantee. The monotonic visibility requires each operation to see those operations its happen-behind predecessors see. On the basis of the monotonic visibility, the peer visibility requires a read to observe an update only if it has observed all the predecessors from the update’s session. This corresponds to the monotonic writes guarantee. The causal visibility requires that the visibility relation be transitive. It means that each operation is required to see those operations visible to the operations it sees.

We define a set of predicates which constraint the observation made by a given operation. Formally, a visibility predicate \( \varphi(o, \mathcal{A}) \) is a first-order predicate on operation \( o \) in an abstract execution \( \mathcal{A} \). Given an abstract execution \( \mathcal{A} \), we define \( vis(o) \) is a set of operations visible to \( o \); \( hh(o) \) is a set of operations that happens before \( o \) according to the session order \( so \); \( lin(o) \) is a set of operations arbitrated before \( o \).

- weak\((o, \mathcal{A}) \equiv \text{true} \)
- basic\((o, \mathcal{A}) \equiv hh(o) \subseteq vis(o) \)
- monotonic\((o, \mathcal{A}) \equiv \forall o’ \in hh(o) : vis(o’) \subseteq vis(o) \)
- peer\((o, \mathcal{A}) \equiv \text{monotonic}(o, \mathcal{A}) \land \forall o’ \in vis(o) : hh(o’) \subseteq vis(o) \)
- causal\((o, \mathcal{A}) \equiv \text{basic}(o, \mathcal{A}) \land \forall o’ \in vis(o) : vis(o’) \subseteq vis(o) \)
- complete\((o, \mathcal{A}) \equiv \text{lin}(o) \subseteq vis(o) \)

In Fig. 1 we illustrate these four consistency levels by examples, which are inspired from [16]. The operations (rounded rectangle) visible to the given operation (bold rounded rectangle) depend on
the visibility level. The basic visibility implies visibility (solid arrow) of happens-before predecessors (horizontal line) while the monotonic visibility implies visibility of those visible (dashed arrow) to predecessors. The peer visibility implies visibility of predecessors of visible operations, and the causal visibility implies transitive visibility. In the rest of this work, we use this 6-level scale of consistency levels for the consistency measurement.

Basically, the consistency measurement is conducted on one history or trace of replicated data type access. Theoretically speaking, to measure the consistency level of one data type, we need to measure all possible (infinitely many) traces of this data type, which is simply not possible. Moreover, it is usually quite difficult to strictly prove the consistency level certain replicated data type provides. In this work, when we say consistency measurement for one data type, we mean that a sufficiently large number of traces generated by this data type are measured, and the result of this measurement is a sufficiently accurate approximation of the consistency level provided by this data type (more details can be found in Section 4.2).

3 VISEARCH FRAMEWORK

In this section, we first overview the basic design rationale behind the VISEARCH framework. Then we present the key techniques. In the next Section 4, we will demonstrate how to apply ViSEARCH in realistic data type store scenarios.

3.1 ViSEARCH Overview

Consistency measurement using ViSEARCH boils down to the search of an abstract execution satisfying certain constraints on the arbitration and visibility relations. This search process involves enumerating the linearizations, i.e. arbitrations of all operations, as well as the visibility relations among operations. To prove that one trace satisfies certain consistency model, it is sufficient to find one single abstract execution that satisfies all the constraints. We name this abstract execution the certificate abstract execution (there could be more than one certificate execution).

The search process is intractable in general [15, 16, 18]. However, the search can still be practical and cost-effective in replicated data type store scenarios. To enable efficient search of abstract executions, we first refactor the existing recursive search algorithm to a non-recursive algorithm skeleton. The intermediate states for construction of the abstract executions are explicitly maintained by the algorithm skeleton at runtime.

Based on the ViSEARCH skeleton, we propose optimizations from two orthogonal dimensions. First, the non-recursive algorithm skeleton enables efficient pruning of the search space. We can flexibly plug pruning predicates into the algorithm skeleton to avoid the unnecessary search of certain abstract executions. The pruning predicates can be automatically extracted from the subhistory concerning multiple update operations and one query operation on one single data element. Second, we find that the enumeration of different candidate executions is independent. Thus we further parallelize the search. The non-recursive search skeleton also facilitates the load balancing among the parallel worker threads.

3.2 ViSEARCH Algorithm Skeleton

We first briefly review the existing recursive search algorithm [15, 16]. Then we present the non-recursive algorithm skeleton.

3.2.1 The Original Recursive Search Algorithm. Consistency measurement using the ViSEARCH framework can simply use a recursive backtracking algorithm to search the possible arbitration and visibility relations among operations in a brute-force manner. We use \((\text{lin}, \text{vis})\) to denote an abstract execution. If an abstract execution \((\text{lin}, \text{vis})\) satisfies a consistency model \(\Phi\), we have \((\text{lin}, \text{vis}) \models \Phi\). During the search process, we manipulate some prefix of \(\text{lin}\), denoted by \(\text{lin}_i\). We use \(\text{vis}_i\) to denote the visibility relation on operations in \(\text{lin}_i\). The search algorithm can be viewed as extending candidate executions from \((\text{lin}_{i-1}, \text{vis}_{i-1})\) to \((\text{lin}_{i+1}, \text{vis}_{i+1})\).

The search algorithm tries all possible extensions from the current “candidate execution” \((\text{lin}_i, \text{vis}_i)\). When valid extensions cannot be obtained, the current candidate is discarded and the search algorithm backtracks to another candidate execution. When we finally extend the prefix to a whole abstract execution containing all the operations in the data type access trace, we successfully get the certificate abstract execution, and the search algorithm returns \text{TRUE}. If no certificate execution can be obtained after trying all possible candidates, the search algorithm returns \text{FALSE}.

3.2.2 The Refactored Non-recursive Search Skeleton. The main improvement made to the recursive search algorithm is that we refactor it to a non-recursive algorithm skeleton. This means that, the algorithm skeleton itself maintains a double-ended queue (deque in short) to store the intermediate search states \((\text{lin}_i, \text{vis}_i)\) at runtime. The explicit maintenance of intermediate search states greatly facilitates further pruning of unnecessary searches.

The non-recursive ViSEARCH algorithm searches abstract executions through phases, as shown in Fig. 2. In each phase, it extends \((\text{lin}_{i-1}, \text{vis}_{i-1})\) to \((\text{lin}_{i+1}, \text{vis}_{i+1})\). There are two steps in each phase. In the "ar step", we add one operation to \(\text{lin}_i\) and obtain \(\text{lin}_{i+1}\). In the "vis step", we extend \(\text{vis}_{i+1}\) to \(\text{vis}_{i+1}\) by adding visibility relations concerning the newly added operation.

As shown in Fig. 2, the algorithm has already constructed a certificate abstract execution \((\text{lin}_2, \text{vis}_2)\) that contains operations \(\text{add}(1)\) and \(\text{add}(2)\). Then the algorithm starts phase 3. In the ar step, the algorithm first appends operation \(\text{size}()\) to the \(\text{lin}_2\) and obtains \(\text{lin}_3\). In this example, we require each operation be visible to operations within the same session. So the operation \(\text{size}()\) can return 1 if \(\text{add}(1) \rightarrow \text{vis} \rightarrow \text{size}()\), or return 2 if \(\text{add}(1), \text{add}(2) \rightarrow \text{vis} \rightarrow \text{size}()\). But neither of these two visibility relations bring the required
Then we extend visibility relations according to the newly added elements in the deque. In the next step, the search algorithm will get a candidate abstract execution which can be extended to a certificate abstract execution.

Figure 2: Search of the certificate execution.

return value size \(\Rightarrow 0\). Thus the algorithm backtracks for other candidates.

Then we append operation remove(2) to the lin2. We can construct a certificate abstract execution \((\text{lin}_2, \text{vis}_2)\) and finish phase 3. Then we proceed to phase 4, and the algorithm appends the last operation size \(\Rightarrow 0\) to the linearization. There are four possible cases of visibility extension concerning the newly added operation size \(\Rightarrow 0\):

\[
\begin{align*}
\text{add}(2) & \rightarrow \text{size()} \Rightarrow 0, \ (\text{add}(1), \text{add}(2)) \rightarrow \text{size()} \Rightarrow 0, \\
\text{add}(2), \text{remove}(2) & \rightarrow \text{size()} \Rightarrow 0, \\
\text{add}(1), \text{add}(2), \text{remove}(2) & \rightarrow \text{size()}.
\end{align*}
\]

We only show two of the four possible cases in Fig. 2, due to the limit of space. The operation size() returns 0 only if \(\text{add}(2), \text{remove}(2) \Rightarrow \text{size}()\). Finally, we find a certificate abstract execution, and prove that the history satisfies the basic consistency level.

Upon initialization, we build a search state deque with the initial search state \((\text{lin}_0, \text{vis}_0)\). State \((\text{lin}_0, \text{vis}_0)\) contains no operation and has an empty visibility relation. During the search process, we keep polling search states from the head of the deque. The newly popped search state is verified by the method isValidAbstractExecution (Line 6 in Algorithm 1). This method basically checks whether the return values of all query operations in the current search state are allowed by the sequential semantics Impl of the data type. Invalid search states are discarded and valid ones are extended as follows.

For a given valid search state \((\text{lin}_i, \text{vis}_i)\), we first extend the linearization by linExtend (Line 10 in Algorithm 1), and get a set of new search states:

\[
\text{newLin} = \left\{ \text{lin}^{1}_{i+1}, \text{vis}^{1}_{i+1}, \text{lin}^{2}_{i+1}, \text{vis}^{2}_{i+1}, \ldots, \text{lin}^{p}_{i+1}, \text{vis}^{p}_{i+1} \right\}.
\]

Then we extend visibility relations according to the newly added operation. Each newly-extended search state \((\text{lin}^{1}_{i+1}, \text{vis}^{1}_{i+1})\) will be extended to a set of search states:

\[
\text{newVis}_{\text{vis}} = \left\{ \langle \text{lin}^{r}_{i+1}, \text{vis}^{1}_{i+1} \rangle, \langle \text{lin}^{r}_{i+1}, \text{vis}^{2}_{i+1} \rangle, \ldots, \langle \text{lin}^{r}_{i+1}, \text{vis}^{q}_{i+1} \rangle \right\}.
\]

Each search state in \(\bigcup_{i=1}^{p} \text{newVis}_{\text{vis}}\) is a possible extension of \((\text{lin}_i, \text{vis}_i)\). We push all these candidate states into the head of the deque. In the next step, the search algorithm will get a candidate from the head of the deque and repeat this extension process. Once the search state cannot be extended any more, the algorithm will backtrack by polling older candidates from the head of the deque.

The ViSearch algorithm returns TRUE if it obtains a certificate abstract execution. The algorithm returns FALSE if it runs out of candidates but still cannot obtain any certificate execution. The pseudocode of the ViSearch algorithm skeleton is listed in Algorithm 1.

3.3 Pruning of the Search Space

The key to circumventing the NP-hardness obstacle of abstract execution search is to leverage the semantic knowledge of the data type under search and prune the search space. Thus, we inspect the data type access trace and automatically extract pruning predicates, which can be plugged into the ViSearch algorithm skeleton (Algorithm 1). For each candidate abstract execution, the search algorithm checks the pruning predicates. Once any pruning predicate is detected FALSE, the candidate abstract execution is directly discarded. We will prove that the pruning process is “safe”, in the sense that the pruning process never discards any candidate abstract execution which can be extended to a certificate abstract execution.

In this section, we first present the basic rationale of the pruning algorithm with three illustrative examples. Then we present the design and correctness proof of the pruning algorithm.

3.3.1 Rationale of Pruning. The search algorithm enumerates every valid abstract execution in a brute-force way. The insight behind our pruning scheme is that, for a given data element in a container type, the update and query operations concerning this element...
cannot be linearized in an arbitrary way. Moreover, the visibility relations among can only have limited patterns.

For example, for each read operation \( r \), there exists a unique write operation \( w \). The operation \( w \) must happen before \( r \). The rule mentioned above can be formally defined as the write-to order [29]. However, the ViSEARCH algorithm is ignorant of this type of knowledge concerning one specific data element, and enumerates all abstract executions it thinks that is possible. Thus, we can extract this type of knowledge and express it as pruning predicates. We will use these pruning predicates before adding new search states into the deque (Line 13 in Algorithm 1).

Based on the observation above, we introduce the notion of query cluster. All operations in the query cluster are associated with the same data element. The query cluster contains exactly one query operation, which is denoted the dictated query. The query cluster contains one or more update operations, which are denoted the dictating updates. The dictating updates are those update operations which can potentially affect the return value of the dictated query.

We consider two situations in extraction of the pruning predicates. One situation is that the update operations are the necessary and sufficient condition for the result of a query operation. For example, whether the set contains the element \( x \) is determined by the arbitration and visibility of all \( add \) and \( remove \) operations associated with element \( x \). The other situation is that the update operations are only the necessary condition for the result of a query operation. For example, \( get\_max \) returns that the maximum element of the priority queue is \( x \) with value \( v \). All update operations associated with element \( x \) only guarantee that there exists an element \( x \) with value \( v \) in the priority queue at that point. But only these update operations cannot decide the return value of \( get\_max() \).

Fortunately, the necessary condition is enough to ensure the safety of the pruning algorithm. In extraction of the pruning predicates, we do not consider operations which correspond to multiple data elements, e.g., the \( is\_Empty() \) operation, which returns whether the data container is empty.

We will use two data types \( set \) and \( priority\_queue \) as illustrative examples. The set is a container of elements, in which each element is identified by its unique \( id \). The following primitives are involved in our examples:

- \( add(e) \) : add element \( e \).
- \( remove(e) \) : remove element \( e \).
- \( contains(e) \) : return TRUE if \( e \) is in the set.

The priority queue is a container of elements of the form \( e \equiv (id, priority) \). The following primitives are involved in the examples:

- \( insert(e, x) \) : enqueue element \( e \) with initial priority \( x \).
- \( inc(e, \delta) \) : increase the priority of element \( e \) by \( \delta \) (may be negative).
- \( get\_pri(e) \) : return the priority value of \( e \).
- \( get\_max() \) : return the \( id \) and \( priority \) of the element with the highest priority.

The pruning predicate is obtained by inspecting the query cluster pertaining to one specific data element. There can be two types of pruning predicates. The first type is simpler, which only considers the arbitration relation between operations, while the second type considers both the arbitration and the visibility relations.

By in-depth inspection of the data type access trace and manual exploration of the brute-force checking process, we come up with three predicate templates, i.e., patterns of pruning predicates we want to extract. The first predicate template focuses on the arbitration relation. It aims to find that two operations always have the arbitration relation, no matter how you construct the linearization of operations. Specifically, \( \mathcal{T}_{arb} \) states that operation \( x \) must be arbitrated before operation \( y \) in every search state \( (lin, vis) \):

\[
\mathcal{T}_{arb}(x, y) \equiv \forall (lin, vis) : (x, y) \in lin
\]

To extract pruning predicates following the template \( \mathcal{T}_{arb} \), we enumerate all valid abstract executions of the subhistory consisting of all operations in one query cluster.

For example, assume that there is a subhistory with two client sessions, as shown in Fig. 3. One session has operation \( insert(x, 5) \), followed by \( inc(x, 1) \). The second session has one single operation \( get\_pri(x) \Rightarrow 6 \). For ease of illustration, we simply assume that there are no other operations on \( x \) in the whole trace. It is evident that the return value of \( get\_pri(x) \) can be 6 only if it is linearized after \( inc(x, 1) \). All valid abstract executions of this query cluster must have this arbitration order \( inc(x, 1) \rightarrow get\_pri(x) \Rightarrow 6 \). This fact must also hold for all candidate abstract executions the ViSEARCH algorithm constructs. Thus it can be extracted as a pruning predicate and plugged into the ViSEARCH algorithm skeleton to avoid unnecessary searches.

There are two more predicate templates of the second type, which concern both the arbitration and the visibility relations. As for the \( \mathcal{T}_{vis} \) example in Fig. 3, if the arbitration relations among operations have been decided, we can infer that there must be the visibility relation between \( remove(z) \) and \( contains(z) \Rightarrow FALSE \). Otherwise, the semantics of the set type are violated. The \( \mathcal{T}_{not-vis} \) template is the dual of \( \mathcal{T}_{vis} \). If the return value of \( contains(z) \) is \( TRUE \), there should be no visibility relation between \( remove(z) \) and \( contain(z) \).

Generalizing the examples above, \( \mathcal{T}_{vis} \) states that certain arbitration relations and certain visibility relation always co-exist:

\[
\mathcal{T}_{vis}(S_{lin}, x, y) \equiv \forall (lin, vis) : S_{lin} \subseteq lin \rightarrow (x, y) \in vis
\]

where \( S_{lin} \) is a subset of the arbitration relation (a subset of operation pairs having the arbitration relation). The dual template \( \mathcal{T}_{not-vis} \) states that if there are certain arbitration relations, certain
We scan all valid abstract executions of the query cluster and check whether there are operation patterns that can be matched by the valid abstract executions of a query cluster as a whole. The visibility relation cannot occur:

\[ \forall (\text{lin}, \text{vis}) : S_{\text{lin}} \subseteq \text{lin} \rightarrow (x, y) \notin \text{vis} \]

We can scan all valid abstract executions of the query cluster and check whether there are operation patterns that can be matched by the two predicate templates \( \mathcal{T}_{\text{VS}} \) and \( \mathcal{T}_{\text{NOT-VS}} \).

### 3.3.2 Extraction of Pruning Predicates

Extraction of the pruning predicates is similar to the “string matching” process. The predicate template is analogous to the pattern string to be searched, while all valid abstract executions of a query cluster as a whole is analogous to the text string being scanned. Note that we are interested in predicates which are TRUE for all abstract executions of a given query cluster. The query cluster can simply be treated like normal traces of data type access, and we can directly use the brute-force ViSEARCH algorithm (Algorithm 1) to search all valid abstract executions. We extract concrete pruning predicates following the templates \( \mathcal{T}_{\text{ARB}} \), \( \mathcal{T}_{\text{VS}} \) and \( \mathcal{T}_{\text{NOT-VS}} \) from the abstract executions. We assume that the size of the query cluster is bounded and the extraction of predicates takes constant time. We validate our assumption and study the cost of predicate extraction in Section 4.3.

For an abstract execution \( \pi_t = (\text{lin}^t, \text{vis}^t) \), we define that \( \text{lin}(\pi_t) = \text{lin}^t, \text{vis}(\pi_t) = \text{vis}^t \). We define the not-visible relation of an abstract execution \( \pi_t \) by \( \text{notvis}(\pi_t) = \{(x, y) \mid (x, y) \in \text{lin}^t \land (x, y) \notin \text{vis}^t \} \). It is straightforward to extract pruning predicates of template \( \mathcal{T}_{\text{ARB}} \) from valid abstract executions. We just need to intersect every linearization of valid abstract executions, as shown in Algorithm 2. Specifically, linearization of an abstract execution \( \pi_t \) is a total order of operations. For each pair of operations, \( (x, y) \in \text{lin}(\pi_t) \) means that operation \( x \) is arbitrated before operation \( y \) in abstract execution \( \pi_t \). The intersection of all linearization is the arbitration order that every valid abstract execution must obey. Each concrete operation pair \((op1, op2)\) in the final intersection of linearizations can generate a concrete pruning predicate \( \mathcal{T}_{\text{ARB}}(op1, op2) \).

To extract pruning predicates following the template \( \mathcal{T}_{\text{VS}} \), we union the visibility relation of all valid abstract executions: \( \forall \mathcal{V} = \bigcup_{\forall \mathcal{V}} \text{vis}(\pi) \). For each pair \((x, y) \in \mathcal{V}\), it means that operation \( x \) is visible to operation \( y \) in some valid abstract execution. Then we try to generate a concrete predicate of template \( \mathcal{T}_{\text{VS}} \) for every pair \((x, y) \in \mathcal{V}\).

We first intersect the linearization of valid abstract executions that contains the pair \((x, y)\). Any valid abstract execution whose visibility relation contains pair \((x, y)\) must obey the arbitration order in the intersection \( S_{\text{arb}} \).

Next we need to ensure that there exists no counterexample for this concrete predicate. Because we extract this concrete predicate only from valid abstract executions which contain pair \((x, y)\) in their visibility relation. We must check whether it is a necessary condition for those valid abstract executions which do not contain pair \((x, y)\) in their visibility relation. We discard this concrete predicate, if there is a valid abstract execution whose visibility relation does not contain pair \((x, y)\) but it obeys all arbitration order in the intersection \( S_{\text{arb}} \). The pseudocode of the extraction algorithm for \( \mathcal{T}_{\text{VS}} \) are listed in Algorithm 3.

Since the template \( \mathcal{T}_{\text{NOT-VS}} \) is just the dual of \( \mathcal{T}_{\text{VS}} \), the extraction of concrete predicates for \( \mathcal{T}_{\text{NOT-VS}} \) is similar to the extraction for \( \mathcal{T}_{\text{VS}} \). We just replace the visibility relation in the \( \mathcal{T}_{\text{VS}} \) extraction algorithm with the not-visibility relation. The pseudocode of the extraction algorithm for \( \mathcal{T}_{\text{NOT-VS}} \) are listed in Algorithm 4.

### 3.3.3 Correctness of Pruning

We now prove that the pruning is safe, i.e., no certificate abstract execution will be falsely discarded by the pruning predicates. Here we present a sketch of the proof.

Given a history \( \mathcal{H} \) and a consistency model \( \Phi \), if \( \mathcal{H} \not\models \Phi \), it means that there exists no certificate abstract execution for \( \Phi \). So the pruning must be safe. Therefore in the rest of the proof, we focus on the case in which history \( \mathcal{H} \) has a certificate abstract execution satisfying the consistency model \( \Phi \).

The ViSEARCH algorithm prunes abstract executions during the construction of a candidate execution at runtime. So we need to prove that no candidate execution, which can be extended to a certificate abstract execution in the future, is pruned. If an abstract execution violates a pruning predicate, all of its extensions violate the pruning predicate too. Hence, we only need to prove that there does not exist a certificate abstract execution which violates the pruning predicate.
We assume for contradiction that there exists a certificate abstract execution π of history H which violates a pruning predicate P. The pruning predicate P is extracted from some query cluster in history H. We project the abstract execution π on the query cluster and get the sub-execution π′. The sub-execution π′ is an abstract execution of the query cluster from which the predicate P is extracted. The arbitration and visibility relations among \textit{dictated updates} and \textit{dictated query} is reserved after projection. So π′ still violates the predicate P. Moreover, the \textit{dictated query} of the query cluster has the same return value after the projection.

Since π is a certificate abstract execution, each operation in π can see all the operations it is required to see by the visibility constraint of Φ. In other words, each operation in π does not ignore any operation it is required to see. Compared to π, each operation in π′ only omits those operations discarded in the projection to a query cluster. It means that each operation in π′ does not ignore any operation it is required to see. Thus the projection π′ still satisfies the visibility constraint. This means that the projection π′ still satisfies the consistency model Φ.

We can also prove that the abstract execution π′ still satisfies the visibility constraint of the consistency model Φ in a formal way.

As we construct the abstract execution by operation, the visibility relation of the first k−1 operations is fixed when we choose the visibility of the k-th operation o_k. We define a set \mathcal{V}_k consisting of operations that is visible to the k-th operation. We extend the abstract execution \langle \text{lin}_{k-1}, o_{vis_{k-1}} \rangle to \langle \text{lin}_k, o_{vis}_k \rangle by adding \mathcal{V}_k to o_{vis}_{k-1} and adding o_k to the end of \text{lin}_k.

We define a function \mathcal{G} mapping a tuple \langle \langle \text{lin}_{k-1}, o_{vis_{k-1}} \rangle, \mathcal{V}_k, o_k \rangle to a set M. The set M is the visibility relation that describes what o_k must see according to the visibility constraint of the consistency model. If M \subseteq \mathcal{V}_k, \mathcal{V}_k is a legal visibility extension for the consistency model Φ. For example, we list some function \mathcal{G} according to the visibility predicates in 2.3.

- \mathcal{G}_{\text{weak}} (\langle \_, o_k \rangle) = \emptyset, which has no constraint for visibility.
- \mathcal{G}_{\text{basic}} (\langle \_, o_k \rangle) = \{ (x, o_k) \mid \forall x : (x, o_k) \in \mathcal{S} \}, which means o_k must see all the operations that happens before it according to the session order.
- \mathcal{G}_{\text{monotonic}} (\langle \text{lin}_{k-1}, o_{vis_{k-1}} \rangle, o_k) = \{ (x, o_k) \mid \forall x \exists y : (y, o_k) \in \mathcal{S} \wedge (x, y) \in \text{lin}_{k-1} \}, which means o_k must see the operations that its predecessors see. For the sake of simplicity, each operation is visible to itself.
- \mathcal{G}_{\text{causal}} (\langle \text{lin}_{k-1}, o_{vis_{k-1}} \rangle, \mathcal{V}_k, o_k) = \{ (x, o_k) \mid \forall x : (x, o_k) \in o_{vis}_{k-1} \cup \mathcal{V}_k \} \cup \mathcal{G}_{\text{basic}} (\_, o_k), which means o_k must see operations visible to those o_k sees, and the visibility is a transitive closure.
- \mathcal{G}_{\text{complete}} (\langle \text{lin}_{k-1}, o_{vis_{k-1}} \rangle, o_k) = \{ (x, o_k) \mid \forall x : (x, o_k) \in \text{lin}_{k-1} \}

The set \mathcal{R} contains relation pairs in the abstract execution π but not in the projection π. \mathcal{V}_k is the visibility relation that describes operations visible to the k-th operation in π, i.e. the k′-th operation in π′ after projection. All relation pairs in \mathcal{R} are removed from \mathcal{V}_k after projection, so \mathcal{V}_k = \mathcal{V}_k \setminus \mathcal{R}. Also operations in \mathcal{R} are removed from \mathcal{M} after projection. Considering the transitivity, some operations cannot see another operation via removed operations in \mathcal{R} any more.

\mathcal{M}′ = \mathcal{G} (\langle \text{lin}_{k-1}, o_{vis_{k-1}} \rangle, \mathcal{V}_k, o_k) \subseteq \mathcal{G} (\langle \text{lin}_{k-1}, o_{vis_{k-1}} \rangle, \mathcal{V}_k, o_k) \setminus \mathcal{R} = \mathcal{M} \setminus \mathcal{R}.

As the original abstract execution π satisfies the visibility constraint of the consistency model Φ, we can conclude that M \subseteq \mathcal{V}_k and further deduce that M \setminus \mathcal{R} \subseteq \mathcal{V}_k \setminus \mathcal{R}. Combining the transitivity of \subseteq, we can conclude that M′ \subseteq \mathcal{V}_k. Therefore, the projection π′ still satisfies the visibility constraint of the consistency model Φ.

Because the pruning predicate P is extracted from all valid abstract executions of the query cluster, each valid abstract execution of the query cluster must satisfy predicate P according to the extraction algorithm. This leads to contradiction, since we have π′ must satisfy P and violate P at the same time. Therefore, the pruning in ViSearch is safe, in the sense that the candidate abstract executions discarded can never be extended to a valid certificate one.

### 3.4 Parallelization of ViSEARCH

All legal search states of a history are organized as a tree, as shown in Fig. 4. Each search state is a node in the tree, and the root node is the empty abstract execution (\text{lin}_{0}, o_{vis}). For a node (\text{lin}, o_{vis}) in the tree, search states which are possible extensions of (\text{lin}, o_{vis}) in the next phase are the children of (\text{lin}, o_{vis}). There may exist many candidate extensions in one phase, and different choices of extensions result in the search of different subtrees.

Consistency checking with ViSearch is principally a depth-first search, aiming to find a search state which constructs a certificate abstract execution. Therefore, there exists natural parallelization for the search. Subtrees do not share any nodes and are independent of each other. We can search the subtrees in parallel. If we find a certificate execution in any subtree, we terminate the search. If no certificate executions could be found in any subtree, the history does not satisfy the consistency model.

In preparation for the parallel search, the central coordinator runs the sequential ViSearch algorithm and generates a batch of
search states. These search states are evenly allocated to different threads. Then each thread runs an instance of the sequential ViSearch algorithm. Note that here we use the term “thread” in a broad sense. The thread is more like an abstract worker. It can also be, for example, a virtual or physical machine. As shown in the example in Fig. 4, we generate four search states (the root node of each subtree in the dashed box). Each of the four states is allocated to a worker thread. The four threads extend the search states in parallel and obtain four different subtrees (the colored subtrees in four dashed boxes).

Since the search cost for different subtrees may vary quite a lot, we further design a load balancing scheme for the coordinator. Specifically, when a thread finishes its search task, it asks the coordinator for more tasks. Meanwhile, the fully loaded threads periodically contact the coordinator to see whether there are idle threads which they can share their workloads with. In this way, the working thread can allocate part of its own tasks to other threads via the coordinator. Since the thread maintains its tasks as search states in the deque (see detailed design in Section 3.2.2), it simply transfers part of its workloads from the tail of its deque to other threads via the coordinator.

We let the working threads periodically contact the coordinator, instead of letting the coordinator interrupt the working threads. This is mainly because interrupting a running thread usually imposes more overhead. Based on the statistics from running ViSearch without load balancing, we let the working thread contact the coordinator every 1000 search states in our experiments in the following Section 4.

4 EXPERIMENTAL EVALUATION

In this section, we apply the ViSearch framework to consistency measurement in two open-source replicated data type stores. The experiments are aimed at two research questions:

- RQ1. Can the ViSearch framework enable precise measurement of consistency semantics for eventually consistent replicated data types?
- RQ2. Is the consistency measurement based on ViSearch efficient?

We first present our experiment setup and design, and then discuss the evaluation results. The implementation of the ViSearch framework, as well as implementations, configurations and experiment scripts over the two replicated data type stores are available in our online GitHub repository [6].

4.1 Experiment Setup

We employ ViSearch to conduct consistency measurement for Riak [1] and CRDT-Redis [4]. Riak is a distributed NoSQL key-value database, which provides Riak-specific data types based on CRDTs. CRDT-Redis revises Redis, a popular in-memory data structure store with built-in replication, into a multi-master architecture and supports CRDT-based conflict resolution for concurrent updates on multiple master nodes.

We select three widely-used data container types, set, map, and priority queue. We further configure each container type we select as follows. Riak exposes a parameter \( r \) to the clients, which denotes how many replicas a query request must contact. The two data types with different parameters \( r (r = 1 \text{ or } 2) \) are denoted Set-r1, Set-r2, Map-r1 and Map-r2 in our experiment. Each data type in CRDT-Redis is designed with different conflict-resolution strategies: add-win (\( A \) in short), remove-win (\( R \) in short), and the RWf framework (\( F \) in short [32]). Data types with different conflict-resolution strategies are denoted Set-A, Set-R, Set-F, PQ-A, PQ-R, and PQ-F.

We run both data type stores in the Alibaba Cloud Elastic Compute Service (ECS) [5]. Each ECS server has two Intel Xeon Platinum CPU (2.50GHz), 4GB RAM, 40GB ESSD and 1MB/s network bandwidth. We build a Riak cluster with 5 servers, and replicate data types on 3 servers in the cluster. The CRDT-Redis cluster consists of 3 servers, and data types are replicated on all 3 servers. Another ECS server is dedicated to running the clients. The checking of data type access traces using ViSearch is conducted on one workstation with an Intel i9-9900X CPU (3.50GHz), with 10 cores and 20 threads, and 32GB RAM, running Ubuntu Desktop 16.04.6 LTS.

The basic workflow of consistency measurement using ViSearch is shown in Fig. 5. We first generate the workloads for each data type. The clients record both the query and update invocation info, and the return values for all queries issued. All the info of data type access collected by the clients in one experiment forms one trace and the return values for all queries issued. All the info of data type access collected by the clients in one experiment forms one trace. Multiple traces of data type access are imported into the ViSearch module and ViSearch tells us the consistency levels of the traces measured. Detailed definitions of the consistency levels can be found in Section 2.3.

4.2 Experiment Design

The optimized trace checking using ViSearch (as detailed in Section 3) still requires exponential time in the worst case. Thus we cannot directly apply ViSearch over CRDT access traces of arbitrary length. As inspired by the measurement in [16], we explore locality in consistency measurement over CRDT traces to circumvent the NP-hardness obstacle.

As for a CRDT, any replica can be modified without coordination with other replicas. Thus the replicas may temporarily diverge. We call the period when the replicas diverge the divergence interval. Our key observation for consistency measurement is that, the consistency level of given trace is decided by the divergence intervals.
As discussed above, each workload contains about 15 operations in transmission resulting in the weakest consistency level. We can estimate the divergence interval by monitoring how large the number of updates in transmission can be. We find that the number of operations in transmission is bounded by 15 in our experiments. Therefore we set the size of the workload, i.e., the number of operations to be sent to the data type, to 15. We let the clients launch the operations as quickly as possible to produce the maximal divergence. Note that the specific value of the divergence interval is not essential in our experiment. In different experiment scenarios, we can estimate the divergence interval in the same way.

In our workloads, about 60% operations are updates, and about 40% queries. We randomly choose the parameters from a small interval of 0−5, which is no more than 1/3 of the workload size. This ensures that there exists sufficient collisions among operations. As discussed above, each workload contains about 15−17 operations and 3−5 client threads share the operations in a workload.

Note that the consistency measurement based on ViSEARCH is an approximation of the actual consistency semantics provided by the data type, since ViSEARCH cannot traverse the infinite space of possible traces. To ensure the accuracy of our consistency measurement, we decide whether we have checked a sufficient number of traces in the Las Vegas manner [25]. We keep running ViSEARCH over the data type access traces round by round. In each round, we check 100,000 traces. According to our experience in CRDT implementation and testing, 100,000 traces are large enough to cover all corner cases in the CRDT design. The weakest consistency level measured over all the 100,000 traces is the measurement result in this round. We stop the measurement when the measure results remain unchanged in 3 consecutive rounds.

4.3 Evaluation Results

In light of our two research questions, we first discuss what the application developers and CRDT designers can obtain from our consistency measurement. Then we study the checking cost. We also study the effects of the two optimization techniques we develop.

4.3.1 Consistency Measurement Results. We measure the consistency levels of 10 replicated data types from two data type stores. Due to different data type configurations and conflict resolution strategies, these replicated data types provide different consistency levels. We expect ViSEARCH can differentiate the consistency semantics of the 10 data types we study. The measurement results are listed in Table 1. Each row of the table corresponds to one data type. For each of the 6 consistency levels, we list the number of violations found by ViSEARCH. The strongest consistency level with 0 violation (colored gray in the table) is the consistency level of the data type. The '/' means that the checking is unnecessary and the violation must be zero, since there is no violation for stronger consistency levels.

We demonstrate the usefulness of the consistency measurement results from the perspective of the "consistency-latency tradeoff", which is a refinement of the widely-used CAP theorem [12, 19] and the PACELC tradeoff [8] in CRDT scenarios. Different CRDT designs and implementations principally have the same data update delay, since the replica is updated locally and the updates are propagated asynchronously. The query delay is also principally the same if the query only contacts one replica. In some data stores like Riak, the client can choose to contact multiple replicas, sacrificing certain query delay and improving the consistency level of the query. Thus, from the perspective of the consistency-latency tradeoff, it is the consistency semantics of the data type which captures the primary differences in CRDT designs and implementations.

The consistency measurement of CRDT-Redis data types demonstrates the different consistency semantics resulting from different conflict resolution strategies. The priority queue PQ-R with the remove-win strategy merely provides the "Weak" consistency level, while the priority queue PQ-A with the add-win strategy and PQ-F with the RWF framework both provide the stronger consistency level "peer". Moreover, the number of violations of the remove-win strategy is much larger than that of the other two strategies on the causal consistency level.

Considering the high level design rationale, we may reasonably think that the remove-win strategy and the add-win strategy are dual of each other and are principally the same. However, the measurement by ViSEARCH shows important differences in the consistency semantics. The RWF framework is an improvement on the traditional remove-win strategy. The remove-win strategy puts the remove operation behind the non-remove operation. In RWF, the remove-operation just removes the element from the container, thus avoiding the conflict. This RWF strategy, seen as an improvement of the traditional remove-win strategy, strengthens the consistency semantics to the same level with the semantics of the add-win strategy. The consistency measurement results can help the CRDT designers to further understand the semantics of different resolution strategies. The application developers can also use the measurement results to choose appropriate data types they actually need.

The consistency measurement results of the set data type have important differences with those of the priority queue data type. As for the add-win and RWF resolution strategies, the consistency level of Set-A and Set-F is still "Peer", which is the same with the level of their counterparts PQ-A and PQ-F. The main difference appears when considering the remove-win strategy. As for the set type, Set-R also provides "Peer", while PQ-R only provides "Weak". The difference mainly results from that the priority queue has much more complex semantics than the set. When coping with complex semantics of the data type, the remove-win strategy will
Table 1: Consistency measurement results.

| Data Type | Violations | # of Histories | Total Time |
|-----------|------------|----------------|------------|
| Set-r1    | Co         | Ca             | P           | M           | B           | W           | 300k        | 8h 3min     |
| Set-r2    | 0          | /              | /           | /           | /           | /           | 300k        | 0h 11min    |
| Map-r1    | 788        | 734            | 732         | 712         | 542         | /           | 300k        | 24h 26min   |
| Map-r2    | 0          | /              | /           | /           | /           | /           | 300k        | 0h 11min    |
| PQ-A      | 478        | 3              | 0           | /           | /           | /           | 300k        | 4h 49min    |
| PQ-R      | 704        | 131            | 130         | 119         | 119         | 0           | 300k        | 14h 17min   |
| PQ-F      | 1153       | 3              | 0           | /           | /           | /           | 300k        | 0h 18min    |
| Set-A     | 45         | 1              | 0           | /           | /           | /           | 500k        | 0h 19min    |
| Set-R     | 15         | 4              | 0           | /           | /           | /           | 400k        | 8h 9min     |
| Set-F     | 5          | 1              | 0           | /           | /           | /           | 500k        | 0h 19min    |

As for the Riak case, the configuration of parameter $r$ plays the most important role in the consistency measurement. The effect of $r$ can be quantified by the consistency measurement based on ViSearch. We find that both data types merely provide the “Weak” consistency level when $r = 1$. When $r = 2$, a query request must contact a majority of replicas before returning. According to quorum-based protocol, data types with $r = 2$ cannot strictly guarantee strong consistency. However, Set-r2 and Map-r2 actually provide strong consistency (the “Complete” consistency level) in the experiment. The measurement results show that when the network condition is relatively reliable and the communication delay is low, e.g., in an intra-datacenter environment, the "r = 2" configuration actually provides strong consistency, at least with high probability. This result is quite useful for applications which want strong consistency, but can tolerate data inconsistency in rare cases [26, 30].

4.3.2 Consistency Measurement Cost. To obtain the consistency measurement results in Table 1, the checking time of ViSearch varies from 11 minutes to 24 hours. The consistency measurement time varies significantly for different data types. In our experiment 4 out of 10 types, Set-r1, Set-r2, Map-r1, and Set-R, require significantly more time than other data types. Thus for most data types, the number of traces checked can be increased to a much larger number (e.g., 1 million) in reasonable time. The checking time results demonstrate that consistency measurement using ViSearch can be accomplished under reasonable testing budget. Also note that, the measurement process is not on the critical path of CRDT design, implementation, testing and maintenance. The consistency measurement can "borrow" the traces from the testing process and be finished in parallel with the testing of CRDT implementations.

Besides the total checking time using ViSearch, we further study the effects of the optimizations we propose, namely the pruning of search space and the parallelization of checking. We use ViSearch without pruning and parallelization as our baseline. As for the parallelization of consistency measurement, we study two data types Set-r1 and PQ-F. We measure 100,000 traces and change the number of threads of checking from 1 to 16. As shown in Fig. 6, the checking time decreases as we increase the number of threads, using pruning or not. The decrease in time is quite significant when we increase the thread number from 1 to 6 in the cases of PQ-F and Set-r1. As we add more threads, the checking time decreases approximately linearly. This means that the time decreases slowly than the ideal case where the time decreases to $\frac{1}{k}$ (k is the number of threads). This is mainly because the cost for thread scheduling increases when the thread number increases, which impacts the efficiency of parallelization. Also, when the thread number increases, the load balancing among threads becomes harder and more overloading/starvation of the threads will impact the efficiency of parallelization. This evaluation results can tell us what the sweet points are, in order to choose the appropriate number of threads. It also motivates us to design better schemes to divide workloads among threads more efficiently.

As for the pruning, we use the pruning ratio as the performance metric. As for the checking of one data type access trace, we count the number of explored search states. We calculate the pruning ratio, i.e. the ratio of the number of explored search states checked with the pruning to the number of states explored without the pruning. For data types studied in the experiment, we pick one representative from multiple configurations of this data type. Specifically, we calculate the pruning ratio of four data types: Set-r1, Map-r1, Set-F, and PQ-F.

As for the pruning ratio, we find that the effects of pruning significantly vary, as the number of search states (without pruning) increases. Our intuition is that the effects of pruning are more significant when there are more states to be explored by ViSearch, and the evaluation results prove this intuition correct. Specifically, we divide the number of explored states without the pruning into four grades: small ([0, 30]), moderate ([31, 300]), large ([301, 3000]) and huge ([3001, $\infty$]). As shown in Fig. 6, except for the 'small' grade, the pruning can reduce the number of search states approximately by half. Note that, for ‘small’ traces, the checking time is quite limited, with or without the pruning. This shows that, for the total checking time using the ViSearch framework, the pruning can significantly reduce the checking time (approximately by half).

One exception is Set-r1. The pruning ratio of Set-r1 is more than 70%, even for huge traces. This is mainly because Set-r1 provides weak visibility (see Table 1), and the weak visibility checking takes most of the time. However, the weak visibility consistency predicate imposes few constraints on the visibility relation. We can find few pruning predicates conforming to the predicate template over all possible abstract executions. Therefore, the effect of pruning for
Set-r1 is limited. We can further find that the pruning does not work well for the set type. Because the semantics of set only cares about the existence of elements and imposes fewer constraints on operations. So we find fewer pruning predicates for the set type.

Besides the pruning ratio, we also directly compare the checking time with and without the pruning. Note that the checking cost with pruning (the orange bars in Fig. 6) includes the time for the extraction of pruning predicates. In Fig. 7, PQ-F has a better pruning ratio than Set-r1, and this is reflected in the time cost. In Fig. 6, the pruning also has a better effect in PQ-F than in Set-r1. The pruning reduces the checking time by half in most cases for PQ-F, while the pruning reduces the checking time by less than 30% for Set-r1.

We also find in Fig. 6 that the effect of pruning becomes less significant as the number of threads increases. Note that there is a sharp decrease in checking time as the number of threads goes beyond 4 in the PQ-F case. It costs 0.36(0.30), 0.35(0.26), 0.26(0.21), 0.16(0.14) hours without(with) pruning when the number of parallel threads is 6, 8, 12, and 16. The parallelization negatively affects the effect of the pruning, mainly because if any worker finds a certificate abstract execution, the searching process can be directly terminated. Parallel checking greatly increases the odds of this type of early termination (in our searching, we can find some certificate abstract execution in most cases). In light of the increased odds of early termination, the effects of pruning is significantly restricted as the number of worker threads increases.

5 RELATED WORK
The fuzzy nature of eventual consistency and its wide adoption motivate the quantification of severity of consistency violations [20–22]. Existing quantification techniques can be viewed from two perspectives. From the micro-perspective, existing consistency measurement schemes are mainly based on certain metrics delineating the staleness of data, e.g., how long the data has been stale and how many new versions of data have been generated. Time-based quantification techniques, e.g. \( \Delta \)-atomicity [20] and \( \Gamma \)-atomicity [21], are adopted for applications sensitive to realtime consistency requirements. Time-based techniques measure data consistency by how many time units the value returned has been stale. For applications sensitive to the frequency of data updates, version-based quantification techniques, e.g. \( k \)-atomicity [22], are proposed. Version-based techniques measure data consistency by how many times the data has been updated when the returned value is obtained. From the macro-perspective, Yu and Vaishat propose TACT (Tunable Availability and Consistency Tradeoffs), a middleware layer that supports application-dependent consistency semantics expressed as a vector of metrics defined over a logical consistency unit or conit [31]. Inconsistencies in the observed value of a conit are bounded using three metrics: numerical error, order error, and staleness.

The consistency measurement schemes above are from the end user’s perspective. In order to better facilitate the development of upper-layer applications, we need measurement schemes which focus on how data items are updated, in a similar way with how linearizability is specified. To this end, in this work we borrow the ViSearch framework which is an axiomatic consistency specification framework of concurrent objects. The ViSearch framework extends the linearizability-based specification methodology with a dynamic visibility relation among operations, in addition to the standard dynamic happens-before and linearization relations. The ViSearch framework is more suitable for developers to reason about the correctness of the implementation of a replicated data type. It is also suitable for upper-layer application developers to reason about the correctness of applications.

The checking of data type access traces is NP-Complete in general [18]. However, this intractability result can be circumvented by reasonable assumptions in specific scenarios. For example, the write values are often assumed to be unique [18]. This assumption is reasonable and easy to satisfy, since we can append certain metadata to the values written to make them unique. In replicated data type store scenarios, the number of concurrent writes is often assumed to be bounded by some constant [22]. Practitioners can also limit the pattern of the input and derive an input specific efficient checking algorithm [11].

The checking of data type access traces using ViSearch is also intractable in the worst case. As inspired by the existing techniques to circumvent the NP-hardness obstacle, we refactor the brute-force checking algorithm to a generic algorithm skeleton. This refactoring enables practical pruning of the exponential search space. We also employ the locality of the checking of CRDT access traces to make the consistency measurement practical in realistic replicated data type store scenarios.

6 CONCLUSION AND FUTURE WORK
In this work, we develop the ViSearch framework for consistency measurement of eventually consistent replicated data type stores. In our framework, different consistency levels are specified via the relaxation of the visibility relations among operations. The measurement of data consistency is based on the ViSearch algorithm skeleton, which enables efficient pruning of the search space and effective parallelization. We employ the ViSearch framework for consistency measurement in two replicated data type stores Riak and CRDT-Redis. The experimental evaluation shows the usefulness and cost-effectiveness of consistency measurement based on the ViSearch framework in realistic scenarios.

Currently, the ViSearch framework is being integrated into the Jepsen framework [7] for black-box testing of distributed data stores (see details in the online repository of ViSearch [6]). We will
conduct more case studies to further demonstrate the usefulness of ViSearch on the basis of Jepsen testing. In our future work, we will also investigate how to propose more predicate templates and extract efficient pruning predicates to further reduce the consistency measurement cost. Moreover, efficient heuristics can also be employed to reduce the search cost.
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