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HIGHLIGHTS

- We propose a general class of LRV estimators in the GMM framework.
- The LRV estimator includes some recently developed estimators as special cases.
- First order asymptotics of the Wald statistics based on general LRV estimators.
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ABSTRACT

This note proposes a class of estimators for estimating the asymptotic covariance matrix of the generalized method of moments (GMM) estimator in the stationary time series models. The proposed estimator is general enough to include the traditional heteroskedasticity and autocorrelation consistent (HAC) covariance estimator and some recently developed estimators, such as the cluster covariance estimator and projection-based covariance estimator, as special cases. We also study the first order asymptotics of the Wald statistics based on the general covariance estimators when the underlying smoothing parameter is held fixed.
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1. Introduction

In stationary time series models, the asymptotic covariance matrix of the generalized method of moments (GMM) estimator is usually estimated nonparametrically by the kernel-based methods, where the bandwidth parameter is assumed to grow slowly with the sample size in the asymptotics (see Newey and West, 1987; Andrews, 1991). Recent studies on heteroskedasticity and autocorrelation consistent (HAC) based robust inference have developed alternative first order asymptotic theory (as compared to the traditional $\chi^2$-based approximation), which was shown to provide more accurate approximation to the sampling distributions of the associated test statistics. For example, Kiefer and Vogelsang (2005, KV, hereafter) developed a first order asymptotic theory where the proportion of the bandwidth involved in the HAC estimator to the sample size $T$, denoted as $b$, is held fixed in the asymptotics. Using the higher-order Edgeworth expansions, Jansson (2004), Sun et al. (2008), Sun (2010) and Zhang and Shao (forthcoming) rigorously proved that the fixed-$b$ asymptotics provides a high order refinement over the traditional small-$b$ asymptotics in the Gaussian location model. Sun (2013) developed a procedure for hypothesis testing in time series models by using the nonparametric series method. The basic idea is to project the time series onto a space spanned by a set of Fourier basis functions (see Phillips, 2005, for an early development) and construct the covariance matrix estimator based on the projection vectors with the number of basis functions held fixed. Also see Sun (2011) for the use of a similar idea in the inference of the trend regression models. Ibragimov and Müller (2010) proposed a subsampling based $t$-statistic for robust inference where the unknown dependence structure can be in the temporal, spatial or other forms. In their paper, the number of non-overlapping blocks is held fixed. The $t$-statistic based approach was extended by Bester et al. (2011) to the inference of spatial and panel data with group structure. In the context of misspecification testing, Chen and Qu (forthcoming) proposed a modified $M$ test of Kuan and Lee (2006) which...
Involves dividing the full sample into several recursive subsamples and constructing a normalization matrix based on them. In the statistical literature, Shao (2010) developed the self-normalized approach to inference for time series data that uses an inconsistent long run variance (LRV) estimator based on recursive subsample estimates. The self-normalized method is an extension of Lobato (2001) from the sample autocovariances to more general approximately linear statistics and it coincides with KV’s fixed-b approach in the inference of the mean of a stationary time series by using the Bartlett kernel and letting b = 1. Although the above inference procedures are proposed in different settings and for different problems and data structure, they share a common feature in the sense that the underlying smoothing parameters in the asymptotic covariance matrix estimator such as the number of basis functions, the number of cluster groups and the number of recursive subsamples, play a similar role as the bandwidth in the HAC estimator.

The goal of this note is to introduce a general class of estimators for estimating the LRV matrix in the inference of stationary time series models estimated by GMM. Our proposal includes the traditional lag window type (or HAC) covariance estimator, the projection-based covariance estimator, the cluster-based covariance estimator and the blockwise recursive subsampling-based covariance estimator as special cases. The general covariance estimator considered here involves projecting the original data onto a space spanned by a sequence of basis functions (not necessarily orthogonal), where the number of basis functions K plays a key role in determining asymptotic properties of the estimator. Under the fixed-K asymptotics, we show that the Wald statistic based on the general LRV estimator converges to an (approximate) F distribution with a scale constant depending only on K and the number of restrictions being tested. Thus our result provides a unification of the various recently proposed fixed-smoothing inference procedures in the first order sense.

We introduce some notation. Denote by [a] the integer part of a real number a. Let Λ[0, 1] be the space of square integrable functions on [0, 1], Denote by D[0, 1] the space of functions on [0, 1] which are right continuous and have left limits, endowed with the Skorokhod topology (see Billingsley, 1999). Denote by “⇒” weak convergence in the R[0, ·]-valued function space D[0, 1] where q0 ∈ N. Define “→” d -convergence in distribution. We use “⊗” to denote the Kronecker product in matrix algebra. The notation N(μ, Σ) is used to denote the multivariate normal distribution with mean μ and covariance Σ. Let χk be a random variable following χ2 distribution with k degrees of freedom.

2. Basic setup and assumptions

In linear and nonlinear models with moment conditions, it is standard to employ GMM to estimate the model parameters. We follow the GMM setup as described in KV. Consider a d × 1 vector of parameters θ ∈ Θ ⊂ R of interest, where Θ is the parameter space. Denote θ0 the true parameter of θ which is an interior point of θ. Let y, denote a vector of observed data and assume the moment conditions

\[ Ef(y, θ) = 0, \quad t = 1, 2, \ldots, T \]

hold if and only if θ = θ0, where f(·) is a m × 1 vector of functions with m ≥ d and rank(E[f(y, θ) / θ0]) = d. When m > d, the parameter θ is over-identified with the degree of over-identification v = m − d. Define the partial sum \( g_t(θ) = T^{-1} \sum_{j=1}^T f(y_t, θ) \). Then the GMM estimator of θ0 is given by

\[ \hat{θ}_T = \text{argmin}_{θ ∈ Θ} \sum_{j=1}^T f(y_t, θ), \]

where W1 is a m × m semi-positive definite weighting matrix. Further define

\[ G_t(θ) = (G_t(θ), \ldots, G_{m}(θ))' = \frac{1}{T} \sum_{j=1}^T \frac{df(y_t, θ)}{dθ}. \]

Using the mean value theorem for each element of Gt, we have

\[ g_t(θ') = g_t(θ) + G_t(θ - θ), \]

where \( G_t(θ, t) \) and \( G_t(θ, t) \) are the first and second derivatives of Gt(θ), respectively. Thus our result provides a unification of the various recently proposed fixed-smoothing inference procedures in the first order sense.

3. LRV estimators

To present the idea, we focus on the hypothesis testing problem that \( H_0 : r(θ_0) = 0 \) versus the alternative that \( H_a : r(θ_0) \neq 0 \), where r(θ) is a p × 1 continuously differentiable function with the first order derivative matrix R(θ) = ∂r(θ) / ∂θ and p ≤ d. Let

\[ V_t = (G_T(θ_T)'W_TG_T(θ_T))^{-1} \times (G_T(θ_T)'W_TG_T(θ_T)G_T(θ_T)'W_TG_T(θ_T))^{-1}, \]

be an estimator of V0, where \( Ω_T \) is the LRV estimator of Ω. The Wald statistic for testing \( H_0 \) against \( H_a \) is defined as

\[ F_T = Tr(Ω_T)'Ω_T - 1'r(θ)' / p, \]

where \( S_T = R(θ)'V_TG_T(θ_T)' \). The widely used lag window type LRV estimator is given by

\[ \hat{Ω}_T = T^{-1} \sum_{i=1}^T \sum_{j=1}^T K(i-j) (i-j) f(y_t, θ_t)'f(y_t, θ_t), \]
where $\mathcal{K}(\cdot)$ is a kernel function and $b$ is the proportion of the truncation lag to the sample size. By setting

$$
\hat{u}_i = R(\hat{\theta}_T)(G_T(\hat{\theta}_T)W_TG_T(\hat{\theta}_T))^{-1}G_T(\hat{\theta}_T)W_Tf(y_i, \hat{\theta}_T),
$$

we have

$$
\hat{D}_T = \frac{1}{T} \sum_{i=1}^{T} \mathcal{K}\left(\frac{i-j}{bT}\right)\hat{u}_i\hat{u}_j.
$$

When $\mathcal{K}(\cdot)$ is semi-positive definite, by Mercer's theorem, we have the spectral decomposition,

$$
\mathcal{K}(r - t) = \sum_{j=1}^{+\infty} \lambda_j \phi_j(r)\phi_j(t), \quad 0 \leq r, t \leq 1/b,
$$

where $\lambda_j$ and $\phi_j$ are the eigenvalues and orthonormal eigenfunctions corresponding to the kernel function respectively. We thus have the representation,

$$
\hat{D}_T = \frac{1}{T} \sum_{j=1}^{K} \lambda_j \left\{ \frac{1}{\sqrt{T}} \sum_{i=1}^{T} \phi_j\left(\frac{i-j}{bT}\right)\hat{u}_i \right\} \left\{ \frac{1}{\sqrt{T}} \sum_{j=1}^{T} \phi_j\left(\frac{j}{bT}\right)\hat{u}_j \right\},
$$

with $K = +\infty$. In the traditional asymptotics, $b$ goes to zero as $T$ increases which is referred as the small-$b$ asymptotics. When $b \in (0, 1)$ is held fixed, it corresponds to the fixed-$b$ asymptotics in $K$-asymptotics. As pointed out in some recent studies (see e.g., Bester et al., 2011; Sun, 2011, 2013; Chen and Qu, forthcoming), $K$ can also be held as a fixed positive integer, which can lead to a more accurate first order approximation. In light of these recent findings, we introduce a general class of estimators to estimate the LRV matrix. With a slight abuse of notation, we let $\{\phi_i(t)\}_{i=1}^{K}$ be a sequence of linearly independent functions in $L^2[0, 1/b]$ and $\lambda_i$ be a sequence of nonnegative weights such that $\sum_{i=1}^{K} \lambda_i = 1$. A set of elements $\{\psi_r\}_{r=1}^{K}$ in a real valued vector space is called linearly independent if and only if $\sum_{i=1}^{K} a_i \psi_r = 0 \Rightarrow a_i = 0$ for $i = 1, 2, \ldots, K$. Here $0$ denotes the null element in the vector space. Note that $\lambda_i$s in (5) are nonnegative when we consider semi-positive definite kernels in (4). Further let $V_i = \frac{1}{\sqrt{T}} \sum_{j=1}^{T} \phi_j\left(\frac{i-j}{bT}\right)\hat{u}_i$, be the normalized inner product between $[\hat{u}_1, \ldots, \hat{u}_T]$ and $[\phi_1, \ldots, \phi_T]$, Define $R = (R_{ij})_{i,j=1}^{K}$ with $R_{ij} = \int_0^1 \phi_i(t)\phi_j(t)dt$, then $\hat{D}_T = \frac{1}{T} \sum_{i=1}^{T} V_i V_j^\ast$ and $V^\ast = (V_1^\ast, V_2^\ast, \ldots, V_K^\ast)^\ast = (L \otimes I_p)V$, where $V_i^\ast = \sum_{j=1}^{K} L_{ij} V_j$ for $1 \leq i \leq K$. Then the general LRV estimator is given by

$$
\hat{D}_T = \frac{1}{T} \sum_{i=1}^{K} \lambda_i V_i^\ast V_i^\ast = \frac{1}{T} \sum_{i=1}^{T} \sum_{j=1}^{K} \sum_{m=1}^{K} \lambda_i L_{ij} \phi_m\left(\frac{i-j}{bT}\right) \hat{u}_i \hat{u}_j,\nonumber
$$

and the test statistic based on the general LRV estimator is defined as

$$
F_T = \left[\sqrt{T} \hat{\lambda}_T\right] \hat{D}_T^{-1} \left[\sqrt{T} \hat{\lambda}_T\right] / p.
$$

The matrix $R$ is introduced for orthogonalization so that the limiting distribution of the test statistic $F_T$ does not depend on the basis functions. Note that the choice of $R$ is not unique (see Example 3.3). In what follows, we shall show that the recently developed nonparametric series covariance estimator (Sun, 2011, 2013), the recursive subsampling-based covariance estimator (Chen and Qu, forthcoming) and the cluster covariance estimator (CCE) (Bester et al., 2011) are all special cases of the general LRV estimator. Throughout Examples 3.1-3.3, we set $b = 1$ and $\lambda_j = 1/K$ for $j = 1, 2, \ldots, K$.

**Example 3.1.** Let $\{\phi_i(t)\}_{i=1}^{K}$ be a sequence of orthonormal basis functions with $\int_0^1 \phi_i(t)\phi_i(t)dt = 0$. Then we have $R = (K_{x \times K})$ and $\hat{D}_T = \frac{1}{K} \sum_{j=1}^{K} V_j V_j^\ast$, where $V_j = \frac{1}{\sqrt{T}} \sum_{i=1}^{T} \phi_i(i/T)\hat{u}_i$. When $\phi_i(t) = \sqrt{2} \sin(2\pi st) \lor \phi_i(t) = \sqrt{2} \cos(2\pi st)$, $s = 1, 2, \ldots, K$, it is straightforward to see that the LRV estimator corresponds to the series estimator considered in Sun (2011, 2013). In this case, the LRV estimator involves projecting the data onto a set of orthonormal basis and using the sample variance of the projection vectors, namely $\hat{D}_T$.

**Example 3.2.** For any fixed $K$ with $K \leq T$, we consider the basis function $\phi_i(t) = 1[0 < t \leq s/(K + 1)]$, $s = 1, 2, \ldots, K$, where $I$ denotes the indicator function. Simple calculation gives us $R_{ij} = \int_0^1 \phi_i(t)\phi_j(t)dt = \min(i, j)/(K + 1) - (ij)/(K + 1)^2$, and $\hat{D}_T = \frac{1}{K} \sum_{i=1}^{K} V_i V_i^\ast$, where $V_i = \sqrt{\frac{K + 1}{T}} \left( \sum_{s=1}^{T} \frac{1}{s} \sum_{i=1}^{T} \hat{u}_i - \sum_{s=1}^{T} \frac{1}{s + 1} \sum_{i=1}^{T} \hat{u}_i \right)$.

with $s = 1, 2, \ldots, K$ and $V_{K+1} = 0$. Therefore, the general LRV estimator reduces to the recursive subsampling-based estimator in Chen and Qu (forthcoming), where the idea is to divide the full sample into $K + 1$ recursive subsamples and construct a normalization matrix based on the subsamples.

**Example 3.3.** Let $\{A_i\}_{i=1}^{K}$ be a partition of the unit intervals $[0, 1]$ with $K > p$. Suppose $A_i$ is a finite union of disjoint intervals in $[0, 1]$. Let $\phi_i(t) = 1(t \in A_i)$, $s = 1, 2, \ldots, K$. If we set $R_{ij} = \int_0^1 \phi_i(t)\phi_j(t)dt$, then $L = \diag\left(1/\sqrt{|A_1|}, 1/\sqrt{|A_2|}, \ldots, 1/\sqrt{|A_K|}\right)$, where $|A|$ denotes the Lebesgue measure of the set $A$. Further assume $|A_1| = |A_2| = \cdots = |A_K| = 1/K$, then we have

$$
\hat{D}_T = \frac{1}{T} \sum_{i=1}^{T} \sum_{j=1}^{K} \sum_{s=1}^{K} I(i/T \in A_s) I(j/T \in A_s) \hat{u}_i \hat{u}_j
$$

where $i$ is in group $s$ if and only if $i/T \in A_s$, $s = 1, 2, \ldots, K$. In this case, the general LRV estimator is the same as the CCE considered in Bester et al. (2011), where the idea is to utilize the group structure in the observations and construct a covariance estimator based on the parameter estimates in each group. Using similar arguments in Sun (2010), we can show that

$$
\frac{1}{\sqrt{T}} \sum_{i=1}^{T} \hat{u}_i \Rightarrow A \Lambda \beta(r),
$$

where $A$ is an invertible matrix such that

$$
A \Lambda \Lambda' = R(I_0)(G_0W_0G_0)^{-1}G_0W_0\Omega W_0G_0(G_0W_0G_0)^{-1}R(I_0)
$$
and $B_p(r)$ denotes a $p$-dimensional vector of independent Brownian bridges. It implies that

$$\frac{1}{\sqrt{T}} \sum_{i \in \text{ith group}} \tilde{u}_i \rightarrow^d A \int_{A_i} dB_p(r) = \frac{1}{\sqrt{K}} \Lambda(Z_r - \tilde{Z}),$$

and

$$\tilde{D}_T \rightarrow^d \frac{1}{K} \Lambda \sum_{i=1}^K (Z_r - \tilde{Z})(Z_r - \tilde{Z})',$$

where $(Z_1', Z_2', \ldots, Z_K') \sim N(0, I_K \otimes I_p)$ and $\tilde{Z} = \sum_{i=1}^K Z_i/K$. When $p = 1$, it is well known that

$$\sum_{i=1}^K (Z_r - \tilde{Z})^2 = \frac{x^2}{K - 1},$$

which implies $\sqrt{F_T} \rightarrow^d \sqrt{\frac{K - 1}{T}}$ under $H_0$. Note that $\sqrt{\frac{K - 1}{T}}$ coincides with the subsampling-based $t$-statistic in Ibragimov and Müller (2010) when we consider a location model and $r(\theta_0) = \theta_0 - \theta^*$ for a specific value $\theta^*$. When $p > 1$, we have $F_T \rightarrow^d \frac{1}{K} \sum_i D_p,\tilde{D}_p$. It is worth noting that the choice of $K = (R_i)$ with $R_i = \int_0^r \tilde{\phi}_i(t) \tilde{\theta}(t) \, dt$ is also valid. In this case, the limiting distribution of $F_T$ would be a scaled $F$ distribution with $p$ numerator and $K - p + 1$ denominator degrees of freedom (see Proposition 4.1).

**Remark 3.1.** For the subsampling-based inference, Assumption 2.2 can be relaxed to allow the finite dimensional convergence of $\left( \frac{1}{\sqrt{T}} \sum_{i=1}^{[tr]} \tilde{u}_i, \ldots, \frac{1}{\sqrt{T}} \sum_{i=1}^{[tr]} \tilde{u}_i \right)$. Here $g_i$ is the set index for the ith group and $[.]$ denotes the cardinality. When heteroscedasticity is present across different groups, the $t$-statistic tends to be conservative (see Ibragimov and Müller, 2010).

### 4. First order fixed-smoothing asymptotics

In what follows, we consider the first order fixed-smoothing asymptotics of the test statistic $F_T$ based on the general LRV estimator under the null hypothesis and local alternatives. To emphasize the dependence on the smoothing parameter $K$, we shall use the notation $F_T(K)$ instead of $F_T$.

**Proposition 4.1.** Suppose $p \leq K < \infty$ and $b \in (0, 1)$ are both fixed. Let $R_i = (R_i)'$, with $R_i = \int_0^r \tilde{\phi}_i(t) \tilde{\theta}(t) \, dt$ in the general LRV estimator. Further assume that $\phi(t)$ is continuously differentiable almost everywhere for $j = 1, 2, \ldots, K$. Under Assumptions 2.1–2.4 and $H_0$, we have

$$F_T(K) \rightarrow^d \mathbb{P}_{Q_{K,0}} := U_p' D_p^{-1} U_p/p,$$

where $D_p = \sum_{j=1}^K \lambda_j \eta_j \eta_j'$ and $U_p$ are independent and identically distributed (iid) as $N(0, I_p)$. In particular, if $\lambda_j = 1/K$ for $j = 1, 2, \ldots, K$, we get

$$F_T(K) \rightarrow^d \frac{1}{K - p + 1} \int_{R_{p,K}}^d,$$

**Remark 4.1.** When the weights $\lambda_j$’s are not equal and $p = 1$, $D_p$ is a weighted sum of independent $\chi^2_1$ random variables. The limiting null distribution $Q_{K,0}$ can be further approximated by a scaled $F$ distribution with the parameters chosen properly to match the first two moments (see Sun, 2010). Compared to Sun (2013), we do not make the assumption that $\int_0^1 \tilde{\phi}_i(t) \, dt = 0$ and we allow the basis functions to be non-orthonormal (see Example 3.2). It is also worth noting that the above results hold when $\phi_i(t) = I(t \in A_i)$ with $A_i$ being a finite union of disjoint intervals in $[0, 1]$.

**Proposition 4.2.** Consider the local alternatives $H'_r: r(\theta_0) = c/\sqrt{T}$ with $c \in \mathbb{R}$. Under the same assumptions in Proposition 4.1 with $\lambda_j = 1/K$, we have

$$F_T(K) \rightarrow^d \frac{K}{K - p + 1} \int_{R_{p,K} + c}^d,$$

where $F_{a,b,d}$ denotes the noncentral $F$ distribution with degrees of freedom $a$ and $b$, and noncentral parameter $\delta$.

The proposition shows that the test $F_T(K)$ has non-trivial power against the local alternatives of order $1/\sqrt{T}$ and it is seen to be consistent if $\|c\| \rightarrow +\infty$ as $T \rightarrow +\infty$.

**Proof of Proposition 4.1.** Define $S_t(\hat{\theta}_r) = \sum_{i=1}^t \tilde{u}_i$. Using the continuous mapping theorem, we can show that

$$\sqrt{T}S_{[tr]}(\hat{\theta}_r) = \sum_{i=1}^{[tr]} \tilde{u}_i \Rightarrow \mathbb{A}_B(r),$$

where $\mathbb{A}$ is invertible such that $\mathbb{A}' = R(\theta_0)(G_p W_0 G_0)^{-1} G_p W_0 \Omega W_0 G_0 (G_p W_0 G_0)^{-1} R(\theta_0)'$ and $W_p(r)$ is a $p$-dimensional vector of independent Brownian motions. Using summation by parts, we get

$$V_t = \frac{1}{bT} \sum_{i=1}^{[tr]} [\phi_i(t/(bT))] - \phi_i((t + 1)/(bT)) \sqrt{T}S_t(\hat{\theta}_r)$$

$$+ \sqrt{T} \phi_i(1/b) S_t(\hat{\theta}_r),$$

where the last term disappears by recalling the fact that $G_t(\hat{\theta}_r)' W_{TGr}(\hat{\theta}_r) = 0$. By the continuous mapping theorem, we have

$$\begin{pmatrix} V_1 \\ \vdots \\ V_K \end{pmatrix} \rightarrow^d \begin{pmatrix} -\frac{\Lambda}{b} \int_0^1 \phi_1(r/b) B_p(r) \, dr \\ \vdots \\ -\frac{\Lambda}{b} \int_0^1 \phi_K(r/b) B_p(r) \, dr \end{pmatrix}$$

$$\sqrt{T}S(\hat{\theta}_r) \Rightarrow \begin{pmatrix} \Lambda W_p(1) \\ \vdots \\ \Lambda W_p(1) \end{pmatrix}.$$
for $1 \leq s, t \leq K$, which implies
\[ V = \left(V_1', V_2', \ldots, V_K', \sqrt{T}T(\hat{\theta}_T)\right) \models d N(0, \tilde{R} \otimes \Lambda A'), \]
where $\tilde{R} = \begin{pmatrix} R & 0 \\ 0 & 1 \end{pmatrix}$.

We thus get $V^* = (I \otimes I_p)V \models d N(0, LR' \otimes \Lambda A') \models d N(0, I_K \otimes \Lambda A')$. In other words, $V^*$ is free of the effect of the basis functions asymptotically. Recall that $\hat{\theta}_T = N \hat{\theta}_T$, which implies
\[ \hat{\theta}_T \hat{\Lambda} \hat{\Lambda} \models d N(0, \hat{\Lambda} \hat{\Lambda}). \]

\[ \begin{aligned} F_T(K) &= \left( A^{-1} \sqrt{T}T(\hat{\theta}_T) \right) / p \rightarrow d U_p' D_p^{-1} U_p / p, \end{aligned} \]
where $D_p = \sum_{j=1}^{K} \lambda_j \eta_j' \eta_j'$ and $U_p$ are iid with distribution $N(0, I_p)$. When $\lambda_j = 1/K, j = 1, 2, \ldots, K$, it is straightforward to see that $F_T(K) \rightarrow d \begin{pmatrix} K \\ K - p + 1 \end{pmatrix} F_p K - p + 1$.

\section*{Proof of Proposition 4.2.}
Notice that $\sqrt{T}T(\hat{\theta}_T) \rightarrow d N(c, \Lambda A')$ under the local alternatives. The result follows from the arguments in the proof of Proposition 4.1 and Theorem 5.2.2 in Anderson (2003).
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