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The academic social networks (ASNs) play an important role in promoting scientific collaboration and innovation in academic society. Accompanying the tremendous growth of scholarly big data, finding suitable scholars on ASNs for collaboration has become more difficult. Different from friend recommendation in conventional social networks, scholar recommendation in ASNs usually involves different academic entities (e.g., scholars, scientific publications, and status updates) and various relationships (e.g., collaboration relationship between team members, citations, and co-authorships), which forms a complex heterogeneous academic network. Our goal is to recommend potential similar scholars for users in ASNs. In this article, we propose to design a graph embedding-based scholar recommendation system by leveraging academic auxiliary information. First, we construct enhanced ASNs by integrating two types of academic features extracted from scholars’ academic information with original network topology. Then, the refined feature representations of the scholars are obtained by a graph embedding framework, which helps the system measure the similarity between scholars based on their representation vectors. Finally, the system generates potential similar scholars for users in ASNs for the final recommendation. We evaluate the effectiveness of our model on five real-world datasets: SCHOLAT, Zhihu, APS, Yelp and Gowalla. The experimental results demonstrate that our model is effective and achieves promising improvements than the other competitive baselines.
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1 INTRODUCTION

Recent years have witnessed the fast-growing scholarly big data [1,2]. Against this background, academic social networks (ASNs) systems have aroused widespread attention; these systems provide scholars with an integrated platform to share their academic achievements and interact and collaborate with other scholars [3,4]. As a particular type of social networking, ASNs usually involve different academic entities and relationships. In ASNs, scientific collaboration plays an important role in promoting research and innovation. Scholar recommendation aims to help scholars in ASNs discover potential collaborators by measuring the correlation between scholars. Some research shows that collaboration is more likely to be undertaken between similar scholars [5]. Some studies explore scholarly recommendations in various real-world ASNs. For example, in [6], a user-based experimental approach to find experts on ResearchGate was proposed. Collaborator...
recommendation on ScholarMate is based on network topology [7,8] or academic information [9,10]. However, recommending suitable scholars in ASNs is not a trivial task. As pointed out by [2], ASNs are complex heterogeneous networks, which contain multiple types of nodes (e.g., scholars and papers) and links (e.g., citations and co-authorships). Therefore, how to characterize this heterogeneous academic information in scholarly recommendation system becomes very important.

Previous works have tried to integrate various academic information (e.g., different entity and relationship data) in conventional recommendation systems. However, these methods usually lead to biased recommendation results and fail to apply in large-scale networks [11]. Recently, studies [12,13] have proved the success of graph embedding models in heterogeneous network-based recommendation systems, as they are able to learn the latent features of nodes in large-scale networks, which in turn facilitates recommendations. The effectiveness of graph embedding-based models has been applied in various recommendation scenarios, such as movie recommendations [14] and POI recommendations [15].

Different from friend recommendations in conventional social networks, we aim to recommend potential similar scholars to users in heterogeneous academic social networks. In this article, we propose a graph embedding-based scholar recommendation approach in ASNs called GESRec. We break down the scholar recommendation process of our model into three stages. First, we construct the enhanced academic social networks by combining two types of academic features (e.g., attributes features and textual features) from scholar’s academic information with user-user relationships, and the correlations between the scholar’s academic features are calculated by the similarity of the corresponding embedding vectors. Then, the refined feature representations of the scholars are obtained from the enhanced ASNs by the graph embedding framework. Finally, top-n potential scholars are generated based on the final recommendation. The main contributions of this work can be summarized as follows:

- We study an important yet challenging problem of recommending scholars in heterogeneous academic social networks that pose challenges beyond existing friend recommendation systems.
- We propose a graph embedding-based scholar recommendation system in ASNs by taking advantage of academic auxiliary information. The enhanced ASNs module integrates two types of academic features from scholars’ academic information with user-user relationships, and the refined feature representations of the scholars are further obtained by graph embedding framework for scholar recommendation task.
- We conduct extensive experiments on three real-world datasets: SCHOLAT, Zhihu, and APS. The experimental results demonstrate that the proposed GESRec is effective and achieves promising improvements than the other competitive baselines.

The remainder of this article is organized as follows. Section 2 introduces the related work. Section 3 provides the problem formulation and components of our model in detail. Then, experimental evaluations and detailed analysis are discussed in Sections 4, 5. Finally, the conclusions and the future work are presented in Section 6.

2 RELATED WORK

In this section, we review several existing studies related to our work. They are generally classified into three types: 1) academic social networks, 2) scholar recommendation, and 3) graph embedding-based recommendation.

2.1 Academic Social Networks

In recent years, academic social networks have received widespread attention due to the large volume of scholarly big data, e.g., entities (publications, scholars, etc.) and their relationships (citations, co-authorships, etc.) [2]. ASNs provide various research topics, such as community detection [16,17], knowledge sharing [18,19], and recommendation systems [20,21]. A line of research focuses on making use of ASNs for particular recommendations [21]. A course recommendation model in ASNs was proposed, which combines association rules algorithm with an improved multi-similarity algorithm of multi-source information. By constructing a weighted co-authorship network [22], a method called VOPRec is proposed, which utilizes the node embedding technology to explore text information and network structure information for papers recommendation. Overall, most of these studies focus on analyzing ASNs for the specific type of recommendation services.

2.2 Scholar Recommendation

Scholar recommendation is one of the main tasks in the scholarly recommendation, which can be useful in finding similar scholars for potential collaborations. A related research topic is the expert recommendation, which means trying to detect the most knowledgeable people in some specific topics [23]. For example, in [24], an expert recommendation system based on the Pearson correlation coefficient and the FP-growth association rule was proposed. A multilevel profile-based expert finding method for expert recommendation in online scientific communities is proposed in [25]. Some works focus on constructing expert recommendation systems based on social networks [26–28]. Besides, in [9], a context-aware researcher recommendation system to encourage university-industry collaboration on industrial R&D projects was introduced [6]. Moreover, a pathway-based approach was proposed that takes into consideration both pages and navigations, which aims to identify the right experts with relevant expertise or experience for a given topic.

There are some previous works that are similar to our study. For example, in [29], a research-fields-based graph in ASNs was built, and a community-based scholar recommendation model was proposed [30]. The previous study was extended by processing the problem of subset community through the GraphChi framework in parallel and recommending the
scholars within the community according to the relevant recommendation rules [10]. Moreover, a heterogeneous network-based scholar recommendation approach was designed by integrating researchers’ characteristic and relationship information [11]. Recommending potential friends for scholars in ASNs was proposed by considering both network topology and scholars’ academic information.

As mentioned above, previous scholar recommendation methods usually fail to fully explore the auxiliary information in ASNs. In this article, we enhance the academic social networks with full auxiliary information for scholar recommendations.

2.3 Graph Embedding-Based Recommendation
Graph embedding techniques have attracted a great deal of attention. A line of research attempts to apply graph embedding in recommendation systems. One of the advantages of graph embedding is the ability to learn the low-dimensional representations of nodes in large-scale networks [10]. Graph embedding has been exploited in heterogeneous networks for various recommendation scenarios, such as “co-author recommendation,” “social recommendation,” and “movie recommendation” [13]. A heterogeneous co-occurrence network was constructed to learn the latent representations of users and items. Some works focus on using meta-path-aware similarity between user and item for recommending items [31–33]. In [15], a graph embedding-based model for POI recommendation was proposed, by decomposing the high-order interrelationships among users, POIs and items to a set of pairwise interaction relationships to address data sparsity and cold start problems.

Different from the above methods, our study focuses on scholar recommendation in ASNs and we build enhanced ASNs by considering two types of academic features of scholars (attributes features and textual features), which in turn can be fully explored by graph embedding. Moreover, our work is complementary to the scholar recommendation task as our model can be extended to other graph embedding-based frameworks to recommend scholars in different scenarios.

3 METHODS
In this section, first, we present the formulation of the scholar problem in ASNs. Then, we introduce the details of the proposed model: Graph Embedding for Scholar Recommendation (GESRec) model in Figure 1, including enhancing academic social networks with auxiliary information modules and graph embedding for scholar recommendation framework. Finally, we show the overall algorithm and details.

3.1 Problem Formulation
We denote the academic social networks as \( G = (V, E) \), where \( V = \{v_1, v_2, \ldots, v_{|V|}\} \) denotes the set of scholars, \( E = \{e_{ij} | v_i \in V, v_j \in V\} \), and the edge \( e_{ij} \) between nodes \( v_i \) and \( v_j \) indicates that there are academic connections between these scholars. \( f = \{x_1, x_2, \ldots, x_k\} \) represents the scholar \( v_j \) that contains a set of \( k \) academic features. We define the set of academic features shared by all scholars together constituted as \( F = \bigcup_{i} F_i \). We define the correlation between scholars \( v_i \) and \( v_j \) as \( p(v_i, v_j) = sim(w_i, w_j) \), where \( w_i \) denotes the embedding vector of scholar \( v_i \) learned by graph embedding technique and \( sim(\bullet, \bullet) \) means an assigned similarity calculation method.

The scholar recommendation in academic social networks problem takes the scholars \( U = \{u_1, u_2, \ldots, u_{|U|}\} \) and academic social networks \( G = (V, E) \) as input and then calculates the correlation \( p(u_i, u_j) | u_i \in U, u_j \in U, i \neq j \) by iterations through all scholars in \( U \). It outputs top-\( n \) similar scholars list for each scholar, where each list is ranked by the calculated correlation \( p(\bullet, \bullet) \).

3.2 Enhancing Academic Social Networks With Auxiliary Information
Different from other social networks platforms (e.g., Twitter and Facebook), academic social networks usually contain various types of academic data. Some recent researches have pointed out that additional academic data can be used as auxiliary information to extract better academic relationships between scholars and improve scholar recommendation performances [18]. In academic social networks, we divide the academic features into attributes features and textual features. In particular, attribute features include scholar’s biographical information, research interests, and collaborative team;
these features can usually be expressed as lists of academic terminology. Textural features include a group of the scholar’s academic achievements, such as scientific papers, patents, and research projects, and these features usually contain the title, abstract and other textual information of the academic achievement. In this study, we process the two features in separate ways, and the extracted academic relationships networks $E'$ are added to the original user-user networks $E$ to jointly construct enhanced academic social networks $E' = E' \cup E$, and $G' = (V, E', F)$ is used for subsequent scholar recommendations.

Academic features can be expressed as the intuitive representation of the scholar’s academic information, which is represented in the form of terminology vocabulary. To better mining the underlying semantics of these academic features, we utilize a pre-trained word embedding model [34] to get the academic features embedding vectors, which are further processed to calculate the similarity among scholars. The set of academic features $f_j = \{ a_1, a_2, \ldots, a_k \}$ means that the scholar $u_j$ contains $k$ academic features, which are divided into attribute features $f_j^a$ and text features $f_j^t$.

For the attribute features, we get the representation vectors by the pre-trained word embedding model and then calculate the correlation between these vectors by the cosine similarity. Meanwhile, in order to avoid heavy computational burdens, we set a threshold $\theta_a$ to filter low correlations, and for the textual features $\text{attrSim}_{u_i, u_j}$, we get the representation vectors by the pre-trained word embedding model and then calculate the similarity between attribute features, we also use thresholds $\theta_a$ and $k_t$ to determine whether to add an edge $e_{ij}$ between scholar’s textual features correlation.

By combining the multiple academic relationships between scholars with user-user connection, we define the enhanced academic social networks as follows:

$$E^C = E \cup E^A \cup E^T$$

$$G' = (V, E', F)$$

where $E^A = \{ a_i \in U, u_j \in U \}$ represents the set of scholar’s attribute features correlations, $E^T$ denotes the set scholar’s textual features correlations, and $G'$ is a directed weighted academic social networks.

### 3.3 Graph Embedding for Scholar Recommendation

In order to utilize multiple academic relationships for better scholar recommendation performance, we try to adopt the graph embedding method to learn the latent feature representations of the scholars for scholar recommendation. As we get enhanced academic social networks $G' = (V, E', F)$ from previous section, we aim to learn a low-dimensional embedding $v \in \mathbb{R}^d$ for each node $v \in V$, where $d = |V|$ is the dimension of the representation space. The learned embeddings are considered to contain informative academic characteristics, which are useful in the scholar recommendation task. The whole algorithm framework is shown in Algorithm 1. First, we obtain two types of scholar’s academic features (attributes features $f_j^a$ and textual features $f_j^t$). Second, we calculate the corresponding correlation between scholar’s attribute features $\text{attrSim}(u_i, u_j)$ and textual features $\text{textSim}(u_i, u_j)$. Third, we construct enhanced ASNs by combining the multiple academic relationships between scholars with user-user connections in Eqs. 5, 6. Then, we get the refined feature representations $v_i$ of the scholars by the graph embedding framework. Finally, the top-$n$ list of $(\text{sorSimList}(U))$ similar scholars is recommended to the user $u_i$ as the potential recommendation list.

For each node $v \in V$, we construct the neighborhood $N_v$, by the skip-gram with negative sampling strategy. We formulate the overall objective of representation learning in our network as follows:

$$ \max_{f} \sum_{v \neq \emptyset} \log \Pr(N_v | f(v))$$

where $f: V \rightarrow \mathbb{R}^d$ is a mapping function from node to $d$-dimensional representation space and $N_v \subset V$ is the neighborhood of node $v$. Following LINE [35], we define $\Pr(N_v | f(v))$ by the softmax function as follows:
Algorithm 1. Graph embedding for scholar recommendation model.

```
Input: the scholars G', the academic social networks G = (V,E,A), the attribute features threshold \( R_e \), \( R_e \), the textual features threshold \( R_v \).
Output: top\( N \)学者s list \( S \).

1. for \( u \in V \) do
2. \( f_v(u) \leftarrow 0, f_e(u) \leftarrow 0 \);
3. for \( e \in E \) do
4. \( f_e(u) = w_e \cdot o_{ei} = o_e(u) \cdot o_i(e) \);  
5. for \( v \in V \) do
6. \( \text{emb}_v \leftarrow v \);
7. end
8. for \( u \in V \) do
9. \( \text{emb}_u \leftarrow u \);
10. end
11. end
```

1. Output: top\( N \)学者s list \( S \).

```
\[ \Pr(N_v \mid f(v)) = \frac{\exp(f(N_v) \cdot f(v))}{\sum_{c \in v} \exp(f(c) \cdot f(v))} \] (8)
```

Considering the heavy cost of computing when the number of nodes in the network is relatively large, we employ negative sampling [36] to maximize the log probability of the softmax as follows:

\[ \log \sigma(f(N_v) \cdot f(v)) + \sum_{e \in E} \log \sigma(-f(\nu_{ie}) \cdot f(v)) \] (9)

where \( M \) is the number of negative samples and \( \sigma(\bullet) \) denotes the sigmoid function. \( P(V) \) is the noise distribution of nodes. We apply stochastic gradient descent (SGD) to optimize this objective (9).

Based on the graph embedding module, we get the low-dimensional embedding of all scholars \( U \). We calculate the similarity between two scholars based on the cosine similarity of these two low-dimensional embedding vectors as follows:

\[ \text{Sim}(u_i, u_j) = \frac{u_i \cdot v_j}{\|u_i\| \cdot \|v_j\|} \] (10)

Finally, the top-\( n \) similar scholars are recommended to the selected scholar as the potential recommendation list.

4 EXPERIMENT SETUP

In this section, we first describe the statistics of five real-world datasets. Then, we describe the evaluation metrics used for experimental results. Finally, we conduct detailed experiments and a case study to demonstrate the effectiveness of the proposed model. The following subsections introduce the design of the experiment setup.

4.1 Datasets

We conduct experiments on five widely used real-world datasets: SCHOLAT, Zhihu, APS, Yelp, and Gowalla. These datasets are publicly accessible, real-world data with various sizes, sparsity and domains (e.g., academic social networks domain: SCHOLAT, Zhihu, and APS; popular social networks domain: Yelp and Gowalla). The statistics of the datasets are listed in Table 1.

- **SCHOLAT** is an emerging vertical academic social networking system designed and built specifically for researchers in China. The main goal of SCHOLAT is to enhance collaboration and social interactions focused on scholarly and learning discourses among the community of scholars. In addition to social networking capabilities, SCHOLAT also incorporates various modules to encourage collaborative and interactive discussions, for example, chat, email, events, and news posts. We constructed the SCHOLAT dataset based on [37]. More specifically, first, we only select scholars with more than ten friends to ensure that the relationship network is not too sparse. Then, we clean and desensitize these data. Finally, we collected 19,841 scholars and 63,686 friends relations between them. We also extracted 3,309 academic attributes and 67,462 textual features for the scholars.

- **Zhihu** is China’s most popular Q&A platform. Users ask questions, express their opinions on different issues, and share, exchange, and discuss knowledge. We use the same version of the Zhihu dataset from [38], which contains 10,000 active users and 43,894 friends relations between them, and the context describing the user’s topic of interest is used as the textual features. Since Zhihu is mainly a platform for users to ask and answer questions, users do not usually have academic attributes features.

- **APS** (American Physical Society, APS) is a non-profit academic organization, which aims to promote the development of research in physics through academic journals, scientific conferences, and exhibitions. The APS database contains over 600,000 papers from 18 core physics journals, including paper metadata and citations. We select PRA (Physical Review A: Atomic, Molecular, and Optical Physics) journals to construct the APS dataset. First, we process the corresponding JSON metadata to extract co-author relationships between the authors as friend relationships. Then, we extract the authors’ academic attributes by the glove.6B.200d pre-trained word vector, which is obtained from the English corpus using the GloVe model [39]. In order to ensure that the relationship network is not too sparse, we also only select scholars with more than

---

1. https://www.scholat.com/research/opendata
2. https://www.zhihu.com
3. https://www.aps.org/index.cfm
4. https://www.kaggle.com/incorpes/glove6b200d
ten friends. Overall, we collect 14,279 scholars and 446,685 co-authorship relations between them. We also extract 6,221 academic attributes and 81,088 textual features for the scholars.

- **Yelp** is a popular online directory for local business reviewing and social networking sites. The Yelp dataset is a subset of Yelp’s businesses, reviews, and user data. This dataset consists of 16,239 users, 14,282 businesses, and 198,397 ratings ranging from 1 to 5. In addition, this dataset contains social relations and attribute information of businesses.

- ** Gowalla** is a location-based social networking website where users share their locations by checking in. Same as in [40], this dataset consists of 29,858 users, 40,981 items, and 1,027,370 interaction.

For each dataset, we train the academic attributes by pre-trained word vector models to obtain the corresponding embedding vectors. We pre-process the textual features by tokenization, lower-casing, and stemming, and then we transform the pre-processed textual features into the corresponding feature vectors by the pre-trained word vector models. We randomly split all the datasets into training, validation, and testing sets by the partition 80%:10%:10%, respectively.

### 4.2 Evaluation Metrics

In this researcher recommendation task, given a scholar, a practical recommendation model generates a top-n ranked list of researchers. We evaluate the performance of our model and other baseline models by four evaluation metrics: Precision@N, Recall@N, F1 score, and NDCG@N. The first three evaluation metrics are formulated as follows:

\[
\text{Precision}@N = \frac{1}{m} \sum_{i=1}^{m} \frac{R_i \cap T_i}{R_i} \\
\text{Recall}@N = \frac{1}{m} \sum_{i=1}^{m} \frac{R_i \cap T_i}{T_i} \\
\text{F1}@N = \frac{2 \times \text{Precision}@N \times \text{Recall}@N}{\text{Precision}@N + \text{Recall}@N}
\]

where \(m\), \(R_i\), and \(T_i\) represent the number of scholars, the predicted list of items, and the ground-truth items associated with scholar \(i\), respectively. F1 score is the harmonic mean of Precision and Recall. Besides, we also adopt NDCG@N (Normalized Discounted Cumulative Gain) as the evaluation metric to judge the quality of the top-n ranking list.

### 4.3 Comparison Methods

To verify the effectiveness of our proposed model, we employ the following methods as baselines:

- **ItemPop**: ItemPop is a simple method that recommends the most popular items. Items are ranked based on the observed frequency of each aspect in this item’s historical reviews. All scholars are recommended with the same top-n item lists.

- **ALS** [41]: ALS (Alternating Least Squares) is a matrix factorization model that attempts to estimate the user-item rating matrix as the product of two lower-rank matrices. ALS minimizes two loss functions alternatively.

- **BPR** [42]: BPR (Bayesian Personalized Ranking) is a matrix factorization-based model that utilizes pairwise ranking loss, which is tailored to learn from implicit feedback.

- **DeepWalk** [43]: DeepWalk is a word2vec based network embedding model, which learns latent representations by predicting the local neighborhood of nodes sampled from random walks on the graph.

- **HERec** [31]: HERec is a heterogeneous information network embedding-based approach that utilizes auxiliary information for recommendation. This model designs a random walk strategy to filter the node sequence for network embedding.

- **Multi-GCCF** [40]: Multi-GCCF is a graph convolution-based recommendation framework, which employs a multi-graph encoding layer to integrate the information provided by the user-item, user-user, and item-item graphs.

GESRec_NW, GESRec_A, and GESRec_T are three variants of our proposed model GESRec. To verify the importance of academic relationships between scholars, GESRec_NW treats all relationships between scholars equally important. GESRec_A and GESRec_T only use attribute information and textual feature, respectively, as supplementary information to extend the interaction between scholars.

### 5 RESULTS AND DISCUSSIONS

In this section, we report and analyze the results of our experiments with Precision, Recall NDCG, and F1 metrics on five real-world datasets in various domains. In particular, we first
provide detailed performance of our proposed model with six different baselines (for Yelp and Gowalla datasets, we evaluate our experiments with the same setting in this work [40]). Then, we analyze the impact of different factors of our model on scholar recommendation in academic social networks. Finally, we provide a visualization of scholars embedding vectors on the SCHOLAT dataset.

### 5.1 Performance Comparison

Tables 2–5 report the results of our proposed model and baselines across SCHOLAT, Zhihu, APS, Yelp, and Gowalla datasets. We adopt Precision@N, Recall@N, and NDCG@N as the evaluation metrics for these datasets. As can be seen, in academic social networks datasets, our model outperforms all of the baseline models on the Precision and Recall metrics on SCHOLAT and APS datasets and has comparable performance with the Multi-GCCF model [40] on the Zhihu dataset. In other popular social networks datasets. Our model has the best performance on the Recall and NDCG metrics on Yelp dataset and has comparable performance with the best baseline MultiGCCF model on the Gowalla dataset.

#### 5.1.1 Performance Results

**Table 2** | Experimental results on SCHOLAT dataset with Precision@N and Recall@N metrics.

| Metrics  | N  | ItemPop | ALS | BPR | DeepWalk | HERec | Multi-GCCF | GESRec_NW | GESRec_A | GESRec_T | GESRec |
|----------|----|---------|-----|-----|----------|-------|------------|-----------|---------|---------|-------|
| Precision| 10 | 0.055   | 0.006| 0.135| 0.142    | 0.188 | 0.190      | 0.076    | 0.077   | 0.087   | 0.192 |
|          | 20 | 0.046   | 0.007| 0.115| 0.120    | 0.140 | 0.158      | 0.060    | 0.059   | 0.066   | 0.162 |
|          | 30 | 0.041   | 0.006| 0.096| 0.105    | 0.125 | 0.135      | 0.048    | 0.048   | 0.053   | 0.143 |
|          | 40 | 0.039   | 0.006| 0.062| 0.067    | 0.096 | 0.105      | 0.134    | 0.041   | 0.044   | 0.114 |
|          | 50 | 0.036   | 0.006| 0.053| 0.065    | 0.096 | 0.105      | 0.073    | 0.035   | 0.038   | 0.088 |
| Recall   | 10 | 0.102   | 0.005| 0.226| 0.264    | 0.289 | 0.307      | 0.125    | 0.129   | 0.138   | 0.318 |
|          | 20 | 0.145   | 0.013| 0.297| 0.325    | 0.364 | 0.374      | 0.185    | 0.188   | 0.198   | 0.407 |
|          | 30 | 0.213   | 0.018| 0.331| 0.394    | 0.433 | 0.440      | 0.214    | 0.220   | 0.226   | 0.442 |
|          | 40 | 0.240   | 0.023| 0.363| 0.426    | 0.465 | 0.47       | 0.233    | 0.241   | 0.242   | 0.487 |
|          | 50 | 0.289   | 0.024| 0.409| 0.462    | 0.483 | 0.495      | 0.245    | 0.253   | 0.252   | 0.501 |

The best performance in each case is highlighted.

**Table 3** | Experimental results on Zhihu dataset with Precision@N and Recall@N metrics.

| Metrics  | N  | ItemPop | ALS | BPR | DeepWalk | HERec | Multi-GCCF | GESRec_NW | GESRec_A | GESRec_T |
|----------|----|---------|-----|-----|----------|-------|------------|-----------|---------|---------|
| Precision| 10 | 0.024   | 0.001| 0.038| 0.056    | 0.068 | 0.096      | 0.085     | —       | —       |
|          | 20 | 0.020   | 0.001| 0.029| 0.049    | 0.057 | 0.084      | 0.073     | —       | —       |
|          | 30 | 0.018   | 0.001| 0.020| 0.041    | 0.051 | 0.076      | 0.065     | —       | —       |
|          | 40 | 0.015   | 0.001| 0.018| 0.033    | 0.042 | 0.072      | 0.051     | —       | —       |
|          | 50 | 0.011   | 0.001| 0.016| 0.029    | 0.036 | 0.065      | 0.042     | —       | —       |
| Recall   | 10 | 0.130   | 0.003| 0.159| 0.213    | 0.296 | 0.347      | 0.245     | —       | —       |
|          | 20 | 0.203   | 0.014| 0.201| 0.266    | 0.324 | 0.378      | 0.283     | —       | —       |
|          | 30 | 0.244   | 0.017| 0.247| 0.315    | 0.372 | 0.411      | 0.311     | —       | —       |
|          | 40 | 0.263   | 0.022| 0.278| 0.378    | 0.402 | 0.462      | 0.338     | —       | —       |
|          | 50 | 0.271   | 0.027| 0.286| 0.401    | 0.427 | 0.474      | 0.347     | —       | —       |

The best performance in each case is highlighted.

**Table 4** | Experimental results on APS dataset with Precision@N and Recall@N metrics.

| Metrics  | N  | ItemPop | ALS | BPR | DeepWalk | HERec | Multi-GCCF | GESRec_NW | GESRec_A | GESRec_T | GESRec |
|----------|----|---------|-----|-----|----------|-------|------------|-----------|---------|---------|-------|
| Precision| 10 | 0.136   | 0.002| 0.327| 0.333    | 0.341 | 0.356      | 0.326     | 0.316   | 0.340   | 0.362 |
|          | 20 | 0.088   | 0.002| 0.242| 0.246    | 0.243 | 0.251      | 0.224     | 0.217   | 0.232   | 0.257 |
|          | 30 | 0.070   | 0.002| 0.193| 0.182    | 0.185 | 0.189      | 0.170     | 0.165   | 0.175   | 0.201 |
|          | 40 | 0.056   | 0.002| 0.151| 0.145    | 0.154 | 0.156      | 0.137     | 0.132   | 0.141   | 0.168 |
|          | 50 | 0.042   | 0.002| 0.133| 0.130    | 0.133 | 0.133      | 0.114     | 0.111   | 0.117   | 0.135 |
| Recall   | 10 | 0.184   | 0.002| 0.446| 0.451    | 0.466 | 0.494      | 0.456     | 0.415   | 0.484   | 0.520 |
|          | 20 | 0.221   | 0.003| 0.588| 0.602    | 0.618 | 0.622      | 0.578     | 0.531   | 0.605   | 0.630 |
|          | 30 | 0.248   | 0.005| 0.612| 0.644    | 0.664 | 0.688      | 0.629     | 0.582   | 0.656   | 0.699 |
|          | 40 | 0.262   | 0.007| 0.649| 0.676    | 0.687 | 0.705      | 0.657     | 0.611   | 0.682   | 0.726 |
|          | 50 | 0.267   | 0.009| 0.665| 0.698    | 0.711 | 0.720      | 0.673     | 0.629   | 0.699   | 0.733 |

The best performance in each case is highlighted.
For the APS dataset, we observe similar results of our model in Table 4, which are similar to those of the SCHOLAT dataset. Although Multi-GCCF is the strongest baseline on all datasets, our model outperforms Multi-GCCF by up to 1.2 and 2.6% in terms of Precision and Recall. ALS performs the worst among all the models, as ALS is a matrix factorization-based model, but the user-user relations matrix is generally too sparse. We also notice that the overall experimental results on APS are better than Zhihu and SCHOLAT, which prove the validity of improving the performance of scholar recommendations by leveraging the academic features and relationships among scholars in ASNs. Due to the similarity of the SCHOLAT and APS datasets, we do not provide qualitative analysis in this experiment.

To further investigate the effectiveness of our proposed model, we also investigate the performance for all the models in other popular social networks domain datasets: Yelp and Gowalla. In Table 5, we find similar results as we observed in academic social networks datasets. ItemPop and ALS models give the worst performance on all datasets since these traditional recommendation methods fail to consider auxiliary information (i.e., the information of user-item interactions). We further notice that BPR outperforms ItemPop and ALS models because BPR is able to learn individual users’ preference information. However, ItemPop is a simple model and ALS fails to deal with the sparse users-items interaction matrix.

We observe that the deep graph embedding-based models (GESRec, Multi-GCCF, HERec, and DeepWalk) consistently outperform the general methods (ItemPop, ALS, and BPR), which indicates the advantages of deep graph embedding-based model in processing graph structure. Compared to the best baseline, Multi-GCCF, our model achieves better performance in the Yelp dataset but has slightly worse performance in the Gowalla dataset. One reason could be that the Multi-GCCF model provides better representations of the users when the Gowalla is relatively dense than Yelp. However, our model is able to capture better representations of the users when the Yelp dataset contains more auxiliary information of user-item interactions.

The advantages of Precision@N and Recall@N scores on all academic social networks datasets suggest that our model is able to make better scholar recommendations in academic social networks by building better academic learning representation vectors of the scholars. In addition, the comparison results of Recall@20 and NGCG@20 on two popular social networks datasets further confirm the effectiveness of our proposed model.

### 5.2 Impact of Different Factors

GESRec model converts scholars’ multiple academic data (i.e., attributes features and textual features) into academic relationships between scholars, which are further utilized as auxiliary information to enhance the original user-user relationships. GESRec shows obvious superiority against all the baselines. However, the differences between the embedding vectors of attributes features and textual features may affect the quality of academic relationships between scholars, which in turn may affect the effectiveness of recommendations.

---

**TABLE 5** | Experimental results on Yelp and Gowalla datasets with Recall@20 and NDCG@20 metrics.

|        | Yelp | Gowalla |
|--------|------|---------|
|        | Recall@20 | NDCG@20 | Recall@20 | NDCG@20 |
| ItemPop| 0.0086 | 0.0117  | 0.0362 | 0.1081 |
| ALS    | 0.0004 | 0.0007  | 0.0006 | 0.0008 |
| BPR    | 0.0494 | 0.0662  | 0.1291 | 0.1878 |
| DeepWalk| 0.0534  | 0.0712  | 0.1395 | 0.1960 |
| HERec  | 0.0599  | 0.0732  | 0.1547 | 0.2037 |
| Multi-GCCF | 0.0667   | 0.0810   | 0.1595 | 0.2126 |
| GESRec | 0.0669  | 0.0816  | 0.1587 | 0.2119 |

The best performance in each case is highlighted.
FIGURE 2 | Heatmap of the similarities between academic features from SCHOLAT. (A) Similarity between attributes features. (B) Similarity between textual features.

FIGURE 3 | Impact of the attributes features on SCHOLAT dataset. (A) Top list of attribute features $K_a$. (B) Attributes features of similarity $\theta_a$.

FIGURE 4 | Impact of the textual features on SCHOLAT dataset. (A) Top list textual features $K_r$. (B) Textual features of similarity $\theta_r$. 
We take the real academic social networks SCHOLAT as an example. We select the 30 most frequent attributes features and textual features from SCHOLAT, respectively. We plot the heatmap of the similarity between these academic features as shown in Figure 2, where the darker the color is, the higher the similarities are. As we can observe from Figure 2, similarities between attributes features are higher than similarities between textual features, and the attributes features are more semantically related, indicating similar scholars share higher degrees of academic attributes features relevance. So attribute features-based user-user relationships could be better in building scholar’s academic friendships.

Impact of attribute features: the threshold parameters of academic features could affect the effectiveness of building academic scholar’s friendships, which in turn affects the results of scholar recommendations. Due to limited space, we only select Precision and Recall at $N = \{10, 20\}$. Figure 3 shows how the attributes features affect the recommendation performance on the SCHOLAT dataset. We see that with the increase of $k_a$ (threshold of the top list of attributes features), the number of relationships shows nearly linear growth. However, the Precision and Recall values are continuously declined with $k_a = \{15, 20, 25, 30, 35, 40, 45, 50\}$. The only exception is when $k_a$ is 10. This result suggests that the proper number of relationships is able to boost the recommendation performance. When a threshold is breached, a larger number of relationships will bring more noise data, which in turn harms the recommendation performance. We also observe that the number of relationships drops with the increase of $\theta_a$ (threshold of attributes features similarity). The Recall values reach a turning point when $\theta_a = 0.7$. However, the Precision values slightly decline with the increase of parameter $\theta_a$. Similarly,
we find that only a proper number (100,000–200,000) of relationships brings good recommendation performance.

Impact of textual features: in Figure 4, similar observations can be obtained for the impact of textual features on SCHOLAT datasets. We notice that there is a steady growth in the number of relationships but a smooth decline in the Precision and Recall values with the increase of $k_t$ (threshold of the top list of textual features). These results suggest that the more the relationships, the worse the Precision and Recall results. We also find a large increase in decline in the number of relationships when the textual features similarity $\theta_t$ is over 0.7. On the contrary, the performance of Precision and Recall gets better with the increase of $\theta_t$, except for a minor drop at $\theta_t = 0.7$. From Figures 3, 4, we see that the impact of the attributes features threshold $k_a$ is larger than the textual features threshold $k_t$ due to the higher similarities between attributes features. This confirms previous findings in the heatmap of the similarities of academic features from SCHOLAT, where attribute features based on user-user relationships are more representative of scholars’ academic relationships.

Impact of graph embedding module: to investigate the effectiveness of graph embedding module in scholar recommendation in academic social networks task, we implement two different network representation learning models, SDNE [44] and Node2Vec [45], as the replacement of our graph embedding module. Figure 5 shows the impact of different graph embedding-based models on SCHOLAT and APS datasets. Recommendation performance on the SCHOLAT dataset shows that the GESRec model outperforms SDNE and Node2Vec in all Precision, Recall, and F1 score metrics. Similar results can be observed on the APS dataset. However, the advantages of performance have been decreased. The possible reason might be that the dataset is based on co-author relationships instead of rich academic correlations between scholars on the SCHOLAT dataset. Overall, these improvements on both datasets verify the effectiveness of the graph embedding in scholar recommendation in ASN tasks.

5.3 Visualizing Scholar Embedding Vectors
In this section, we visualize the scholar embedding vectors extracted from the SCHOLAT dataset in Figure 6. Besides, we randomly select three research teams (e.g., 56 scholars in “data management,” 149 scholars in “social networks,” and 110 scholars in “natural language processing”). Figure 7 provides a visualization of the scholar embedding vectors in three research teams with different research interests. Nodes with the same color mean they are from the same research team. Specifically, we first get the scholar embedding vectors by the GESRec model and then map these vectors into a low-dimensional space. Finally, we further map the low-dimensional vectors to a 2D space using the t-SNE [46]. In Figure 6, we observe that there are many clusters in which the scholars belong to the same cluster, meaning they share similar academic features. These scholar embedding vectors are used on the following scholar recommendation task. In Figure 7, we find that except for a few blue nodes, other nodes from the same research team tend to close one another. This is because scholars in the same research team usually share similar research interests, making their scholar embedding vectors have a higher academic similarity. Hence, these visualizations of the scholar embedding vectors show that our GESRec model is able to recommend potential similar scholars to users with high academic similarities.

6 CONCLUSION AND FUTURE WORK
In this article, we tackle the problem of recommending potential similar scholars for users in academic social networks (ASNs). We propose a novel graph embedding-based scholar recommendation system by leveraging academic auxiliary information. The proposed model consists of three steps: First, we construct the enhanced academic social networks by combining two types of academic features (e.g., attributes features and textual features) from scholar’s academic information with user-user relationships, and the correlations between the scholar’s academic features are calculated by the similarity of the corresponding embedding vectors. Then, the refined feature representations of the scholars are obtained from the enhanced ASNs by the graph embedding framework. Finally, top-n potential scholars are generated for final recommendation. In the future, we would like to consider more academic information to improve the performance of our model.
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