Machine Learning Approaches to Identify Factors Associated with Women’s Vasomotor Symptoms Using General Hospital Data
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ABSTRACT

Background: To analyze the factors associated with women’s vasomotor symptoms (VMS) using machine learning.

Methods: Data on 3,298 women, aged 40–80 years, who attended their general health check-up from January 2010 to December 2012 were obtained from Korea University Anam Hospital in Seoul, Korea. Five machine learning methods were applied and compared for the prediction of VMS, measured by the Menopause Rating Scale. Variable importance, the effect of a variable on model performance, was used for identifying the major factors associated with VMS.

Results: In terms of the mean squared error, the random forest (0.9326) was much better than linear regression (12.4856) and artificial neural networks with one, two, and three hidden layers (1.5576, 1.5184, and 1.5833, respectively). Based on the variable importance from the random forest, the most important factors associated with VMS were age, menopause age, thyroid-stimulating hormone, and monocyte, triglyceride, gamma glutamyl transferase, blood urea nitrogen, cancer antigen 19-9, C-reactive protein, and low-density lipoprotein cholesterol levels. Indeed, the following variables were ranked within the top 20 in terms of variable importance: cancer antigen 125, total cholesterol, insulin, free thyroxine, forced vital capacity, alanine aminotransferase, forced expired volume in 1 second, height, homeostatic model assessment for insulin resistance, and carcinoembryonic antigen.

Conclusion: Machine learning provides an invaluable decision support system for the prediction of VMS. For managing VMS, comprehensive consideration is needed regarding thyroid function, lipid profile, liver function, inflammation markers, insulin resistance, monocyte count, cancer antigens, and lung function.
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INTRODUCTION

Vasomotor symptoms (VMS), referring to hot flashes and sweating, are major symptoms of peri-menopausal and post-menopausal women and a main cause of their hospital visit.1 Once
Several risk factors of VMS have been addressed in epidemiologic studies, including age, body mass index, race, smoking, and depressive symptoms. Based on increasing evidence, VMS are also expected to associate with major chronic diseases such as cognitive impairment, sleep disorder, diabetes mellitus, osteoporosis, and cardiovascular disease. However, the interaction between these various factors has not been fully elucidated, and it is unclear which variables are actually more important than others for the prediction of VMS. These limitations might be due to the traditional statistical methods such as regression analysis used in most previous epidemiologic studies, which were based on an unrealistic assumption of \textit{ceteris paribus}, “all the other variables staying constant.” However, machine learning methods are free from unrealistic assumptions. Machine learning is a statistical tool that uses artificial intelligence to allow computers to perform tasks by learning from examples without being explicitly programmed. As data from electronic medical records become available, machine learning extracts knowledge from this large data pool and produces output that can be used for individual outcome prediction analysis and clinical decision making. To our knowledge, no study has applied a machine learning approach to investigate the determinants of menopausal symptoms.

The purpose of the present study was to investigate which factors are more closely associated than others with the severity of VMS in Korean women using the machine learning methods.

**METHODS**

**Participants and variables**

Data on 3,298 women, aged 40–80 years, who attended their health check-ups from January 2010 to December 2012, were obtained from Korea University Anam Hospital in Seoul, Korea. In the early 1990s, the Menopause Rating Scale (MRS) was introduced as a standardized scale to measure women’s aging symptoms and health-related quality of life. The MRS consists of 11 items, including VMS (MRS-1), heart discomfort (MRS-2), and sleep problems (MRS-3), and each item has a scoring system from 0 (no symptoms) to 4 (very severe symptoms). The dependent variable in the present study was VMS measured by the MRS item on hot flashes and sweating (MRS-1), and 104 independent variables, including age (years), menopause age (years), thyroid-stimulating hormone (μU/mL), monocytes (%), and triglyceride (mg/dL) (see Tables 1 and 2 for details) were evaluated.

**Analysis**

Five machine learning approaches were used for predicting VMS, the dependent variable of this study: linear regression, random forest, and artificial neural networks (ANNs) with one, two, and three hidden layers. Based on linear regression, a linear line is found in such a way that it minimizes, among an infinite number of linear lines, the sum of the squares of errors (errors are gaps between actual and predicted values of the dependent variable). A decision tree consists of 1) internal nodes (each meaning a test on an independent variable),
Table 1. Descriptive statistics of continuous variables

| Continuous variables                                                                 | Values (mean ± SD) |
|--------------------------------------------------------------------------------------|--------------------|
| MRS-1 (vasomotor symptoms)                                                           | 0.81 ± 0.99        |
| Age, yr                                                                               | 51.54 ± 7.81       |
| Age at menopause, yr                                                                  | 49.24 ± 4.70       |
| Years since menopause, yr                                                             | 6.85 ± 6.78        |
| Age at menarche, yr                                                                   | 14.88 ± 2.20       |
| Age at marriage, yr                                                                   | 25.41 ± 3.90       |
| Abortion, spontaneous (frequency)                                                     | 0.34 ± 0.76        |
| Abortion, artificial (frequency)                                                      | 1.10 ± 1.29        |
| Menopausal hormone replacement therapy, yr                                           | 0.49 ± 1.73        |
| Height, cm                                                                            | 157.37 ± 5.24      |
| Body weight, kg                                                                       | 5715 ± 7.79        |
| Body mass index, kg/m²                                                                | 23.04 ± 3.17       |
| Pulse, beats/min                                                                      | 65.11 ± 9.43       |
| Blood pressure, systolic, mmHg                                                        | 106.88 ± 15.26     |
| Blood pressure, diastolic, mmHg                                                       | 64.88 ± 10.81      |
| Waist/hip ratio                                                                       | 0.88 ± 0.05        |
| Hip circumference, cm                                                                 | 94.11 ± 6.02       |
| Neck circumference, cm                                                                | 31.59 ± 2.89       |
| Waist circumference, cm                                                               | 82.46 ± 13.76      |
| Thigh circumference, cm                                                               | 48.05 ± 11.41      |
| Percent body fat, %                                                                   | 31.20 ± 9.87       |
| Skeletal muscle mass, kg                                                              | 20.50 ± 4.96       |
| Body fat mass, kg                                                                     | 18.06 ± 6.12       |
| Lean body mass, kg                                                                    | 39.45 ± 10.37      |
| Basal metabolic rate, kcal                                                            | 1,255.48 ± 89.60   |
| InBody score                                                                          | 72.92 ± 3.81       |
| Edema index (extracellular water/total body water)                                    | 0.35 ± 0.02        |
| Visceral fat area, cm²                                                                 | 79.11 ± 20.31      |
| Physical exercise grade                                                               | 1.97 ± 1.04        |
| L1 spine BMD, g/cm²                                                                   | 0.84 ± 0.14        |
| L1 spine T-score                                                                      | −1.26 ± 2.36       |
| L2 spine BMD, g/cm²                                                                   | 0.93 ± 1.71        |
| L2 spine T-score                                                                      | −0.71 ± 1.24       |
| L3 spine BMD, g/cm²                                                                   | 0.95 ± 0.33        |
| L3 spine T-score                                                                      | −0.74 ± 1.29       |
| L4 spine BMD, g/cm²                                                                   | 0.95 ± 0.17        |
| L4 spine T-score                                                                      | −0.97 ± 1.41       |
| Lumbar spine total BMD, g/cm²                                                         | 1.76 ± 27.98       |
| Lumbar spine total T-score                                                            | −0.81 ± 1.21       |
| Femur neck BMD, g/cm²                                                                 | 1.29 ± 19.47       |
| Femur neck T-score                                                                    | −0.97 ± 1.02       |
| Trochanter BMD, g/cm²                                                                 | 0.87 ± 11.35       |
| Trochanter T-score                                                                    | −0.11 ± 0.87       |
| Intertrochanter BMD, g/cm²                                                            | 1.03 ± 0.14        |
| Intertrochanter T-score                                                                | 0.20 ± 0.97        |
| Hip total BMD, g/cm²                                                                  | 0.85 ± 0.11        |
| Hip total T-score                                                                     | −0.02 ± 0.96       |
| Ward’s BMD, g/cm³                                                                     | 0.55 ± 0.14        |
| Ward’s T-score                                                                         | −1.13 ± 1.25       |
| HOMA-IR index                                                                         | 1.83 ± 1.07        |
| FVC, L                                                                               | 2.94 ± 0.45        |
| FVC, % Adamczyk                                                                       | 97.04 ± 11.45      |
| FEV1, L Adamczyk                                                                      | 2.45 ± 0.39        |
| FEV1, % Adamczyk                                                                       | 107.02 ± 13.56     |
| PEFR, L/sec                                                                           | 5.54 ± 1.13        |
| PEFR, % Adamczyk                                                                      | 97.23 ± 18.21      |
| FEV1/FVC, % Adamczyk                                                                   | 83.16 ± 5.46       |
| Hemoglobin, g/dL                                                                       | 13.06 ± 1.09       |

(continued to the next page)
| Continuous variables                      | Values (mean ± SD) |
|------------------------------------------|--------------------|
| Hematocrit, %                            | 38.61 ± 2.97       |
| Erythrocyte sedimentation rate, mm/hr   | 10.34 ± 8.05       |
| White blood cell count, ×10³/mL         | 5.46 ± 1.98        |
| Neutrophils, %                           | 53.88 ± 9.12       |
| Lymphocytes, %                           | 36.67 ± 8.44       |
| Monocytes, %                             | 6.47 ± 1.71        |
| Eosinophils, %                           | 2.40 ± 2.08        |
| Basophils, %                             | 0.56 ± 0.37        |
| Total protein, g/dL                      | 7.10 ± 0.40        |
| Albumin, g/dL                            | 4.24 ± 0.20        |
| C-reactive protein, mg/L                 | 1.20 ± 3.73        |
| Total cholesterol, mg/dL                 | 193.40 ± 33.73     |
| High-density lipoprotein cholesterol, mg/dL | 57.08 ± 13.59     |
| Low-density lipoprotein cholesterol, mg/dL | 95.89 ± 20.28     |
| Triglyceride, mg/dL                      | 104.19 ± 60.16     |
| Aspartate aminotransferase, IU/L         | 21.93 ± 10.34      |
| Alanine aminotransferase, IU/L           | 19.36 ± 15.0       |
| Alkaline phosphatase, IU/L               | 50.33 ± 16.52      |
| Amylase, U/L                             | 50.21 ± 16.45      |
| Gamma glutamyl transferase, IU/L         | 23.25 ± 25.25      |
| Fasting glucose level, mg/dL             | 93.46 ± 16.19      |
| Blood urea nitrogen, mg/dL               | 12.44 ± 3.63       |
| Creatinine, mg/dL                        | 0.75 ± 0.12        |
| Hemoglobin A1c, %                        | 5.71 ± 0.62        |
| Rheumatoid factor, IU/mL                 | 7.16 ± 19.04       |
| Free thyroxine, ng/dL                    | 1.26 ± 0.19        |
| Thyroid-stimulating hormone, mU/L        | 2.97 ± 3.15        |
| Serum fasting insulin level, uIU/mL      | 7.72 ± 3.72        |
| Alpha fetoprotein, ng/mL                 | 2.53 ± 1.50        |
| Carcinoembryonic antigen, ng/mL          | 1.13 ± 0.93        |
| Cancer antigen 19-9, U/mL                | 14.73 ± 22.38      |
| Cancer antigen 125, U/mL                 | 7.50 ± 7.66        |

SD = standard deviation, MRS = menopause rating scale, BMD = bone mineral density, HOMA-IR = homeostatic model assessment for insulin resistance, FVC = forced vital capacity, FEV1 = forced expiratory volume in 1 second, PEFR = peak expiratory flow rate.

### Table 2. Descriptive statistics of categorical variables

| Categorical variables                      | Percentage |
|------------------------------------------|------------|
| Hypertension                             | 15.6%      |
| Diabetes mellitus                        | 4.5%       |
| Thyroid disease                          | 8.8%       |
| Dyslipidemia                             | 1.1%       |
| Metabolic syndrome (AHA/NHLBI)           | 17.1%      |
| Metabolic syndrome (IDF)                 | 16.3%      |
| Parity                                   |            |
| 0                                        | 3.3%       |
| 1                                        | 10.5%      |
| 2                                        | 70.9%      |
| > 3                                      | 15.3%      |
| Alcohol intake                           |            |
| Never                                    | 93.9%      |
| Yes                                      | 3.4%       |
| Quit                                     | 2.7%       |
| Atrophic change on Papanicolaou test     |            |
| Non-alcoholic fatty liver disease        | 34%        |
| Positive for hepatitis B virus surface antigen | 2.6%    |
| Positive for anti-hepatitis B virus surface antibody | 83.7% |
| Positive for anti-hepatitis B core antibody | 43.6%    |

AHA/NHLBI = American Heart Association/National Heart, Lung and Blood Institute, IDF = International Diabetes Federation.
2) branches (each denoting an outcome of the test), and 3) terminal nodes (each representing a value of the dependent variable). A random forest creates many training sets, trains many decision trees, and makes a prediction with a majority vote (“bootstrap aggregation”). An ANN includes one input layer, one, two or three hidden layers, and one output layer. Neurons in a previous layer combine with “weights” in the next layer (Here, the weights are numerical values showing how much effect neurons in a previous layer have on neurons in the next layer). This operation is done in the order of weights in a layer next to the input layer, its following layer, and so on. This process is called the feedforward algorithm. Then, these weights are adjusted based on how much contribution they made to the errors of the ANN (Here, errors are gaps between actual and predicted values of the dependent variable). This operation is done in the order of weights in the output layer, its previous layer, and so on. This process is called the backpropagation algorithm. These algorithms are repeated until a certain standard is achieved for the accurate prediction of the dependent variable.14

Data on 3,298 participants were divided into training and validation sets with a 75:25 ratio. The models were built (or trained) based on the training set with 2,474 observations then the models trained were validated based on the validation set with 824 observations. The mean squared error (MSE), the average of the squares of errors among 824 observations, was introduced as a criterion for validating the models trained. Here, errors are gaps between actual and predicted values of the dependent variable, VMS. Variable importance from the random forest, a mean-impurity gap between a complete model and a model excluding a certain variable, was adopted for identifying major associated factors of VMS (mean impurity, or the degree of data being mixed at a node on average, is proportional to the MSE). The greater “mean-impurity increase” is defined as the greater variable importance. R-Studio was employed for the analysis in April 2020.

**Ethics statement**
This retrospective study complied with the tenets of the Helsinki Declaration and was approved by the Institutional Review Board (IRB) of Korea University Anam Hospital on January 20, 2020 (2020AN0031). Informed consent was waived by the IRB.

**RESULTS**

Descriptive statistics for continuous and categorical variables in this study are summarized in **Tables 1** and **2**, respectively. The mean MRS-1 scores (VMS), age, and menopause age of 3,298 participants were 0.8093, 52 years, and 49 years, respectively. Their mean thyroid-stimulating hormone, monocyte, and triglyceride levels were 2.98 μU/mL, 6.47%, and 104.20 mg/dL, respectively. The MSEs of the five machine learning models are shown in **Table 3**. A single 75:25 split of the training and validation sets would reduce the validity and generalizability of the results. Therefore, the random split and the statistical analysis were repeated three times and their average MSE was calculated for each of the five statistical methods, i.e.,

| Model                              | Run 1  | Run 2  | Run 3  | Average |
|------------------------------------|-------|-------|-------|---------|
| Linear regression                  | 6.9343| 1.0119| 29.5104| 12.4856 |
| Random forest                      | 0.9180| 0.9351| 0.9448| 0.9326 |
| Artificial neural network 1 layer | 1.5894| 1.5616| 1.5218| 1.5576 |
| Artificial neural network 2 layers| 1.4014| 1.4321| 1.7217| 1.5184 |
| Artificial neural network 3 layers| 1.5652| 1.3787| 1.8060| 1.5833 |

https://jkms.org
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linear regression, random forest and ANNs with one, two and three hidden layers. The random forest was the best model for predicting VMS. Its average MSE (0.9326) was much smaller than those of linear regression and the ANNs (12.4856, 1.5576, 1.5184, 1.5833, respectively). Linear regression was the worst model and it registered a great variation in terms of MSE, from 1.0119 (run 2) to 29.5104 (run 3).

Based on the variable importance from the random forest, the most important factors associated with VMS were age, menopause age, and thyroid-stimulating hormone, monocyte, triglyceride, gamma glutamyl transferase, blood urea nitrogen, cancer antigen 19-9, C-reactive protein, and low-density lipoprotein cholesterol (LDL-C) levels (run 1 in Table 4, Fig. 1). Indeed, the following variables were ranked within the top 20 in terms of variable importance: cancer antigen 125, total cholesterol, insulin, free thyroxine, forced vital capacity, alanine aminotransferase, forced expiratory volume in 1 second, height, homeostatic

| Variables                                | Random forest | Linear regression |
|-------------------------------------------|---------------|-------------------|
| Age                                       | 89.33         | 0.004263          |
| Age at menopause                          | 48.20         | 0.032260          |
| Thyroid-stimulating hormone               | 47.03         | 0.036000          |
| Monocyte                                  | 46.11         | 0.015550          |
| Triglyceride                              | 45.03         | 0.000068          |
| Gamma glutamyl transferase                | 44.18         | 0.000925          |
| Blood urea nitrogen                       | 44.13         | 0.002123          |
| Cancer antigen 19-9                       | 42.54         | 0.001309          |
| C-reactive protein                        | 39.60         | 0.005826          |
| Low-density lipoprotein cholesterol       | 37.02         | 0.005414          |
| Cancer antigen 125                        | 36.90         | 0.0000274         |
| Total cholesterol                         | 36.90         | 0.005096          |
| Serum fasting insulin level               | 36.62         | 0.010670          |
| Free thyroxine                            | 34.61         | 0.139400          |
| Forced vital capacity                     | 33.99         | 0.303000          |
| Alanine aminotransferase                  | 33.66         | 0.002964          |
| Forced expiratory volume in 1 sec         | 33.24         | 0.026300          |
| Height                                    | 33.14         | 0.055580          |
| Homeostatic model assessment for insulin resistance | 32.83  | 0.006738          |
| Carcinoembryonic antigen                  | 32.83         | 0.036780          |
| Hematocrit                                | 31.48         | 0.004060          |
| Lymphocyte                                | 31.40         | 0.038240          |
| Thigh circumference                       | 31.28         | 0.001295          |
| White blood cell count                    | 31.16         | 0.004046          |
| Aspartate aminotransferase                | 30.82         | 0.001866          |
| Body mass index                           | 30.81         | 0.008785          |
| Amylase                                   | 30.77         | 0.000919          |
| Alpha fetoprotein                          | 29.68         | 0.007071          |
| Erythrocyte sedimentation rate            | 29.65         | 0.002115          |
| Peak expiratory flow rate                 | 29.64         | 0.057640          |
| Heart rate                                | 29.46         | 0.003075          |
| Neutrophil                                | 29.36         | 0.037360          |
| Fasting glucose level                     | 29.05         | 0.001390          |
| Edema index (extracellular water/total body water) | 28.97  | 0.681500          |
| High-density lipoprotein cholesterol      | 28.60         | 0.005087          |
| Eosinophil                                | 28.52         | 0.053860          |
| Alkaline phosphatase                      | 28.37         | 0.000088          |
| Hemoglobin                                | 27.78         | 0.161003          |
| Creatinine                                | 27.45         | 0.416000          |
| Visceral fat area                         | 26.11         | 0.001338          |

VI = variable importance.
The findings of linear regression present useful information about the effect of a major factor associated with VMS. For example, VMS will decrease by 0.03 if menopause age increases by 1 year. Likewise, VMS will increase by 0.01 if thyroid-stimulating hormone increases by 1 unit (μU/mL). It should be noted, however, that the linear regression results are based on an unrealistic assumption of ceteris paribus, that is, “all the other variables staying constant.” In this context, the linear regression findings are considered as supplementary information to the variable importance from the random forest.

**DISCUSSION**

The results of this study are consistent with previous findings on the association of VMS with age, liver function, inflammation markers, and insulin resistance. A previous cohort study reported that VMS were associated with higher low-density lipoprotein cholesterol, high-density lipoprotein cholesterol, and triglyceride levels, and our machine learning results also showed that low-density lipoprotein cholesterol and triglyceride are important factors even when they were analyzed simultaneously with more than 100 variables.

This study provides the following additional information to the existing literature as well. First, menopause age was the second most important factor associated with VMS, and their linkage was found to be negative in this study. Few studies have been conducted on this topic, and only a few independent suggestions have been made on a negative association between menopause age and cardiovascular disease and a positive linkage between cardiovascular disease and VMS. In a similar context, one would expect a negative relationship between menopause age and VMS, and this study supports this expectation given the high ranking of menopause age from the random forest in this study (second highest). More effort should be made to identify the underlying mechanism of this relationship. Second, thyroid-stimulating
hormone was one of the top three factors associated with VMS, and this association was found to be positive for participants aged 40–80 years in this study. According to previous results, however, the linkage was 1) neutral for pre- or perimenopausal women aged 42–52 years and 2) negative for euthyroid menopausal women aged 49–59 years. Age and thyroid status would be important mediating variables here, and further examination is needed to determine the relationship among thyroid-stimulating hormone, VMS, and their mediating variables.

Third, monocyte count ranked fourth among the most important variables associated with VMS in this study. It has been reported that the ratio of monocyte to high-density lipoprotein cholesterol is positively associated with the risks of coronary artery disease, metabolic syndrome, and polycystic ovary syndrome. One possible explanation for these results is that a higher monocyte ratio is associated with systematic inflammation, which leads to the higher risks of these diseases. This explanation can be extended to an association between monocytes and VMS. More effort needs to be made in this direction, and this study makes a good starting point. Fourth, it was unexpected that cancer antigen 19-9, cancer antigen 125, and carcinoembryonic antigen would be among the top 20 factors associated with VMS. There have been a couple of studies on the effect of hormone replacement therapy on these cancer antigens among postmenopausal women. However, no study has been conducted and more investigation is needed on a direct relationship between VMS and these cancer antigens. In a similar vein, forced vital capacity and forced expiratory volume in 1 second ranked 15th and 17th, respectively, among the most important factors associated with VMS in this study. There have been a few studies on the impact of hormone replacement therapy on these lung function indicators among postmenopausal women. However, no literature on this subject is available, and more research is needed on a direct relationship between VMS and these lung function indicators. Other unexpected variables such as gamma glutamyl transferase, blood urea nitrogen, and height were addressed; however, the meaning of those findings is unclear owing to a lack of evidence supporting them. It is noteworthy that height was an important factor, rather than body weight or body mass index which have been regarded as important determinants of VMS. Further studies are needed to confirm our findings and the actual relative importance of these variables to predict VMS in women.

This study is the first machine-learning study to predict women’s VMS and analyze their associated factors. Based on the results of this study, the random forest could determine which variables are more important for the prediction of VMS, and its performance was much better and much more stable than that of linear regression, a popular statistical approach in conventional studies. In addition, the study population and factors evaluated in this study are greater than those in previous studies: 3,298 women and 104 independent variables. The findings of this study demonstrate that machine learning provides an invaluable decision support system for the prediction of VMS. The following application can be a good example. Age at menopause, thyroid-stimulating hormone, and total cholesterol ranked around the top 10 and their coefficients were statistically significant at 10% in this study. Eight subgroups can be defined, that is, (Low, Low, Low), (Low, Low, High), ..., (High, High, Low), (High, High, High) in terms of age at menopause, thyroid stimulating hormone and total cholesterol. Then, a random forest can be trained and a decision tree can be obtained from the random forest as a clinically effective decision rule for each of the 8 subgroups regarding the diagnosis and prognosis of women’s VMS.

This study had some limitations. First, this study adopted a cross-sectional design. Expanding data with a longitudinal design is expected to significantly improve the accuracy.
of machine learning. Second, this study did not consider possible mediating effects among variables. Third, data came from a single center in this study. Expanding data with a multicenter design will be a good topic for future research. Fourth, our data from health check-ups lacked information on sex hormones, such as follicle-stimulating hormone and estradiol levels. Because these hormones are important for understanding menopausal symptoms and their associated factors, further studies are warranted to confirm our findings by adjusting for major sex hormone levels. Fifth, deep learning (the deep neural network) was not included in this study. Deep learning is the ANN with five or more hidden layers, including the convolutional neural network and the recurrent neural network. Usually, the former is popular for image data and the latter for sequence data (e.g., electronic health records). But these cutting-edge methods require big data, hence they are not useful when big data is not available (as in the case of women’s VMS). However, this situation might change and more effort needs to be made in this direction.

In conclusion, machine learning provides an invaluable decision support system to predict women’s VMS and analyze the major factors associated with these symptoms. To manage VMS, it is necessary to comprehensively consider various factors including age, menopausal age, thyroid function, lipid profile, liver function, inflammation markers, insulin resistance, monocyte count, cancer antigens, and lung function. Further studies are warranted to confirm the causal relationships of our findings and to implement a practical system that makes the best use of those findings.
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