ABSTRACT

The establishment of an experimental basis for the dependence of a mechanical property on certain structural features (and the associated micro-mechanical properties) would require extensive, cumbersome and complicated testing: mechanical testing for defining the very property, quantitative (section) image analysis and stereological three-dimensional assessment of the relevant structural features. ‘Realistic’ simulation of material structure by computer would therefore offer an interesting alternative. This paper introduces the SPACE system (Software Package for the Assessment of Compositional Evolution) as the most recent development in this field. It has been developed to assess the composition as well as configuration characteristics of dense random packing situations in opaque materials. This paper presents an introduction to the system and will thereupon highlight by means of illustrative examples of typical applications on different levels of the microstructure the system’s capabilities. Although only a single application can be presented in this framework, they all concern areas of major engineering interest.
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INTRODUCTION

Cementitious materials can be considered consisting of particulate elements on the various levels of the microstructure. In an ordered fashion, they build up a crystalline structure in the hydrated state. The binder particles in fresh concrete form on microlevel the so-called matrix. When matured, the matrix stabilises the skeleton of aggregate particles on meso-level. To realistically simulate this densely packed particulate matter, the common simulation methods based on so called ‘random generators’ (RG-systems) will reveal serious limitations. Particles of a certain range of particles sizes are sequentially positioned inside a container by RG-systems. Each location is ‘randomly’ generated. With such high densities as met in this category of problems, ‘overlap’ will occur to an increasing degree during the generation process. The solution is to reject such overlap situations, whereupon the generation process is continued. Obviously, ‘dense random packings’ can not easily be generated in this way. So, this approach is unpractical due to the excessive computer time requirements at high particle densities. Moreover, a more uniform structure is obtained, under-estimating a natural phenomenon such as clustering of particles. As a consequence, the results are unreliable, because the rejection procedure leads to biases in particle configuration that are dramatically increasing with particle density (Stroeven and Stroeven, 1996). Therefore, a more realistic computer system for simulating particulate materials would be appropriate, particularly for studying structure-sensitive properties of such materials.

After World War II, the awareness grew that the material structure exerted a major influence on mechanical behaviour of concrete. This was evidenced by increased research interest that resulted in a large number of publications issued since the sixties. As an example, reference should be given to those dealing with extensive and concentrated research performed at Cornell University (Hsu et al., 1963) and at Imperial College (Pigeon, 1969; McGreath, 1968). Computer simulation of damage evolution by finite element approaches started in the seventies, an example being the so-called ‘numerical concrete’ (Zaitsev and Wittmann, 1977). Sections of concrete specimens with a low areal content of randomly dispersed multi-facet particle sections were used for this purpose. The serious drawbacks of random generation methods to correctly reproduce actual conditions in cementitious materials asked for more ‘realistic’ approaches, however. Our first efforts to do so go back a quarter of a century; the idea of a ‘dynamic’ stage was implemented in a computer simulation system of particulate matter that was developed halfway the 1970s. For results, see Stroeven (1979). A more advanced dynamic computer simulation system for particulate materials was made in a PhD study during the 1980s. The idea was to simulate the production process of the material (in
the case of concrete: mixing of aggregates, water and cement). A mixture could consist of spherical or polyhedron-shaped particles (simulating aggregate of fluvial origin and of crushed rock, respectively) and fibres (Stroeven and Guo, 1989). This system was employed, among other things, for studying the dependence on the aggregate composition of the fibre reinforcement efficiency in the boundary zone of fibre reinforced concrete elements (Stroeven and Guo, 1989; Guo and Stroeven, 1989).

A final start could be made during the mid-1990s in the framework of a PhD study of the second author. This resulted in the development of the newest version of the dynamic computer simulation system with the acronym SPACE (i.e., Software Package for the Assessment of Compositional Evolution). The capabilities of the system will be illustrated by three applications in different fields of engineering interest. These illustrative applications will deal with

- **Optimisation of aggregate composition in concrete.**

  Hence, this is an application on macro-level, whereby representative quantities of the different sieve fractions of the aggregate are concerned.

- **Characterisation of the interfacial transition zone in concrete.**

  This is an application on micro-level, dealing with the packing structure of binder particles in the fresh state (an hydration algorithm is available for studying the structural changes during this hardening process).

- **Simulation of crack development in concrete.**

  This is an application on meso-level. A number of simulated concrete specimen are subjected to a finite element simulation.

A major field of experimental research in concrete technology deals with the hydration process. The simulation concept is omitted, however, because of space limitations (see, Stroeven, 1999; Stroeven and Stroeven, 1997). Yet, some early applications of SPACE to cement hydration will be given as an illustration of the system’s capabilities as to this highly relevant topic.

**SIMULATION SYSTEM SPACE**

The non-homogeneous, or granular, nature of the internal material structure is represented by a set of **distinct elements.** Each element corresponds to a distinguishable, characteristic phase in the material. For example, concrete is modelled as a set of elements representing the aggregate particles. The elements are dispersed in a presumably homogeneous mortar matrix moulded in a container. Similarly, cement paste is modelled as a set of elements representing cement particles dispersed in water. The parameters describing the static conditions of the internal structure are the locations, orientations, and shapes of the various individual elements. Since the elements represent real physical phases in the material, physical properties can be assigned to each element along with its shape and size, at least in principle. The most difficult task, however, is the derivation of the location and the orientation of these non-overlapping elements.

**Static simulation of particle positions**

In a static simulation system, the particles will be sequentially located inside a container. Each location is governed by randomly generated co-ordinates. ‘Overlap’ with earlier generated particles will result in rejection, whereupon the generation process is continued. The number of rejections will increase dramatically at high volume fractions, making the generation process very time-consuming, if not impossible at all in the highest density range. Simulation of a multi-size particle composite requires starting with the largest particles in the mix. The system obviously excludes the mechanism of **mutual particle interaction,** which is so characteristic for the production stage of cementitious materials. The re-generation after rejection inevitably leads to an under-estimation of a natural phenomenon as particle clustering. The generated nearest neighbour distribution of the particles will reveal, as a consequence, dramatically large biases at higher particle densities (Stroeven and Stroeven, 1999b).

Three of the more popular systems in this category were developed by Roelofstra (1989), by Dieckämper (1984), and at NIST (Bentz et al., 1993). An example of a statically simulated material structure is given on Fig. 1 (top).

**Dynamic simulation of particle positions**

The SPACE system is based on a dynamic concept of simulating the production process of composite materials, i.e., in case of concrete: mixing of aggregates and paste, or cement and water. The details of the generation system have been published by the authors elsewhere (Stroeven and Stroeven, 1996; Stroeven, 1999). To be able to simulate effects such as clustering and to reach high volume densities, element motion and inter-element collision are modelled (Brach, 1991), leading to effective ingredient mixing. This stage is referred to as the **dynamic stage.**

The general simulation concept can be described as follows:
Initially, a structured or random 3-D *dilute* distribution of elements is generated within the boundaries of a container, using the static ‘rejection’ mechanism mentioned earlier. So far, only spherical particles can be conceived by SPACE. Next, random linear and rotational velocity vectors are assigned to each element.

The second step, the actual dynamic stage, is an iterative procedure where location and orientation of all elements are changed at each time step according to a Newtonian motion model. This motion model relates the element’s linear and angular displacement to a set of conditions enforced on the element (*e.g.*, gravity, friction, etc.). When elements meet during this time interval, a contact model defines the effect of contact on the motion/rotation update. Inter-particle influences - one of the requirements for achieving a more versatile system - are incorporated in the contact model. Additionally, electrical or chemical inter-particle forces may be added to the motion model. This will allow to more accurately adjust SPACE simulations to the particle aggregation conditions (*i.e.* flocculation) of the fresh cement paste. In the present concept, the use of this facility was considered to needless complicate matters, because no quantitative estimation of the ITZ thickness was pursued. The density can be varied during this stage by gradually moving the container walls towards each other (compaction) or away from each other, or by applying a gravitational force.

Finally, the iteration stops when certain conditions are reached, such as the relevant volume fraction of aggregate, or the required water to cement ratio (W/C ratio).

The final distribution state can incorporate effects due to gravity and to inter-particle influences. Simple physical laws may be used to define the inter-particle relationships, by introducing parameters such as specific mass and energy dissipation. Maximum packing densities can easily be simulated by the SPACE system. Such densities are relevant for aggregate packing problems on engineering level, or for binder particle packing problems particularly at low water to cement ratios, appropriate for High Strength Concrete (HSC) or High Performance Concrete (HPC) systems. A densely packed material structure is shown on the bottom of Fig. 1 which is the result of the dynamic compaction of the structure displayed on the top of Fig. 1.

---

**Fig. 1.** Example of a 3D material structure (top) after the static simulation and (bottom) after the dynamic densification process.

It should be noted finally, that the dynamic stage is a built-in mechanism to achieve high densities that can not be realised by static simulation systems. The dynamic stage is supposed to imitate, moreover, the production stage of the material. All forces added to the system can be manipulated, so that ‘sticky’ particle contacts during the production of the model material can also be simulated. The *dynamic* (Newtonian) simulation mechanism has no significance after completion of the simulation, hence, is not connected with the rheological properties of the model material. Once mixed, the aggregated cement particles constitute a static system that is the basis for application of the hydration algorithm. Space limitations prevent giving here further details on the modelling procedures underlying the hydration process. The contributions coming from a single particle largely follow the hydration description presented by van Breugel (1991). For the details on
the more complicated situation of multiple merging particles, see Stroeven (1999).

PARTICLE PACKING ON MACRO-LEVEL

One of the features of the SPACE system is the capability to densify the structure during the mixing process. This option is frequently used to obtain a particular density for a mixture, which cannot always easily be obtained by random generation methods. The question could now be posed whether the densification method could be applied as well for the estimation of the ultimate density of a mixture with a given particle size distribution function or sieve curve.

A series of experiments were performed in which six different mixtures (A–F) each consisting of 15,000 particles were generated by the SPACE system and densified up to their ultimate density (Donker, 1998). The solid lines in Figure 2 refer to the cumulative size distribution functions of these aggregates. Additionally, six gravel/sand mixtures were experimentally densified. The corresponding cumulative fractional density values were quite close to the simulation curves in Figure 2. Note that the numerical size distribution graphs contain more information on the particle mixtures than a sieve curve which is based on a very limited number of sieve opening sizes only. Curves C and F roughly correspond to the limits of the sieve curve area in the Dutch building code (NEN 2560). Of the intermediate mixes, D corresponds to the Fuller curve.

Fig. 2. Cumulative particle size distribution function for particles between 1 and 32 mm on a semi-logarithmic scale. The functions represented by the solid lines correspond to the numerical mixtures.

Of course, expectations on correspondence between outcomes of experiments and simulations cannot run too high, because of inevitable differences between both approaches. First of all, it is well-known that among the various experimental methods to evaluate maximum packing density of aggregates, experimental results will vary significantly (SCRC, 1978). But the conditions can be varied even for one particular method, thereby additionally influencing the outcomes. In the present case, use was made of an 8 litre cylindrical container, in which the mixture of dry sand and gravel particles was compacted for 10 seconds. So, at least the container size can be added to the factors having influenced the experimental data. On the computer side, periodic boundaries were selected for correctly simulating bulk characteristics.

In the iterative procedures of the earlier described dynamic stage of the SPACE system, some particle overlap is only a temporary feature. A certain amount of residual overlap has to be accepted, however, when maximum density is approached. In the present case, the acceptance level was set at 1% overlap by volume, a choice influencing the simulation outcomes. Obvious differences between the two approaches further concern the particle shape (spherical in the simulation), and the particle size distribution curve (the sieve curve underlying the experiments is well-known to only poorly reflect the actual size distribution of the particles (Vieser, 1926)).

Together with the experimental data, the outcomes of the simulation are plotted in Fig. 3 as a function of the fineness modulus.

Fig. 3. Simulated and experimental values of maximum density of the mixes indicated in Fig. 2 plotted as a function of the specific surface area; particle size ranges from 1 to 32 mm. The grey strips indicate the scatter among a series of similar simulations.

Fig. 3 reveals for both approaches the highest density to be obtained for mix E, ‘somewhere halfway’ between Fuller and equal volume fraction curves (on semi-logarithmic scale), a result of practical significance, and in qualitative agreement with published data (Sedran and de Larrard, 1996).
Maximum volume density increases with declining fineness modulus from mix A to mix E. After passing this optimum, a drop occurs from mix E to mix F. In the light of the foregoing, the agreement between simulated and experimental outcomes can be considered very satisfactory. These tendencies are accompanied by characteristic changes in the underlying particulate structure. As an example, Fig. 4 visualises these differences in structure by way of section images of simulated mixes B and F, which have (about) the same density (≈ 0.74).

The second step in trying to assess volume density of sand/gravel mixes by the SPACE system is going from densified ‘gravel’ to ‘densified gravel and sand’. The last problem would involve extending the particle size range to the micrometer level. Aggregates with such a wide range of particle sizes cannot be dealt with realistically, because of the excessive number of particles involved. But the problem can be approached in a qualitative way. It is demonstrated by Fig. 4 that curve B leads to dispersed ‘pores’ between the particles, that are larger than those in mix F. This is due to the larger number of small particles in the latter case, which subdivide the open space into smaller pores. These smaller pores are less easily accessible by the sand without increase in overall volume. Hence, of the two, curve B should lead to higher densities after mixing with the sand. SPACE is used partly in a quantitative and partly in a qualitative sense to estimate the sand-accumulation capacity of the gravel at optimum density. For additional details, see Stroeven and Stroeven (1999a).

**PARTICLE PACKING ON MICRO-LEVEL**

The paramount interest in the Interfacial Transition Zone (ITZ) in cementitious composites is derived from the recognition that in normal concretes the ITZ constitutes the weakest link in the mechanical system. Hence, methods for upgrading concrete into the high strength or even high performance ranges should be in the first place effective in disproportionately improving the ‘quality’ of the ITZ (Jiang and Roy, 1994). In doing so, the impact of the ITZ on material performance can be eliminated, leading to high strength but also to extreme brittleness. A significant reduction in the water to cement ratio, rendered possible by the use of a superplasticizer, has been demonstrated as a way in achieving this goal. Increasing the range of particle sizes in the binder by adding fine-ground fly ash or rice husk ash, also works out favourably (Fidjestøl and Frearson, 1994). The underlying particle packing mechanism is strongly reinforced by adding the much finer silica fume, leading to DSP-(Densified with Small Particles)-Concrete. Almost the same mechanical effects were obtained by replacing these pozzolanic particles by inert ones of similar fineness (i.e. of carbon black (Detwiler and Mehta, 1989)). Hence, physical binding forces of Van der Waals type, that are relying on the pattern of inter-particle distances, provide an important contribution to material strength. Experimental studies into the structural features of the ITZ are difficult, time-consuming and liable to yield biased information.
STROEVEN P ET AL: Computer simulation of concrete (Stroeven, 2000a; Scrivener, 1989). Hence, computer-simulation could offer an attractive alternative. This is pursued in the forthcoming example of an application of the SPACE system to particle packing problems on micro-level. To describe such packing characteristics, a distinction should be made between composition and configuration (Freudenthal, 1950; Holliday, 1966; Stroeven and Stroeven, 2001).

Composition gradient in the ITZ

Fig. 5 offers information on an interesting effect of the packing of particles near a rigid boundary, i.e., size segregation.

![Fig. 5. Volumetric density of different size fractions of particles from model cement PCA, plotted as function of the distance to the interface; data are the average of six simulations.](image)

A model cement with particles between 1.9 and 50 µm is considered. Although the size range is limited because of computational reasons, this will not fundamentally change the size segregation phenomenon. The particle sizes are grouped into a number of classes. As illustrated, the peak density is proportional to the average particle size in the class. In other words, the smallest particles concentrate near the rigid interface as a natural phenomenon. For composition effects only the total volume fraction curve is used, however.

Fig. 6 presents the Particle size Distribution Functions (pdf’s) and Blaine numbers (surface areas per gram) of the model cement pastes PCA (Portland cement type A) and PCC (Portland cement type C) that have been used throughout the remainder of this section. Note that the Blaine numbers are relatively low, because of the cut off limit in the lower size range. The pdf of the model cements is made to closely match the Rosin-Rammler curve, \( G(d) = 1 - \exp(-bd^n) \), \( n \) and \( b \) being constants with values \( n = 1.3, b = 0.0175 \) for PCA, and \( n = 1.4, b = 0.033 \) for PCC (Stroeven, 1999; van Breugel, 1991). The Rosin-Rammler curve is generally accepted to represent the particle size distribution of ordinary Portland cements. The well-established Hymostruc system (van Breugel, 1991) for simulation of hydration and structure formation is based on a similar concept (same pdf of spherical particles).

![Fig. 6. The particle size distribution functions of model cements PCC and PCA, that are at the basis of the simulations of Figs. 5–11.](image)

The volume fraction of particles in the ITZ is analysed for step-wise reduced water to cement ratios in the range from 0.6 to 0.2. To do so, a total of 10,000 spherical grains were dispersed in a cubic container of which the size was gradually reduced until the desired water to cement ratio was reached. The bulk value of volume fraction is used to normalise the data. This total number of grains ensures that the number of larger particles in the model cement is so large that the actual pdf does not seriously deviate from the (truncated) continuous Rosin-Rammler function. Increasing the maximum grain size would require to proportionally increase the container size. The effect would be to the third power on the total number of particles. Despite economic algorithms in SPACE that avoid considering the position of all particles in studying the ‘neighbourhood’ of an arbitrary particle, this would have a very significant effect on computation time. Results are obtained by an automated analysis of serial sections parallel to the interface surface, discussed later. Stereological interpretation yields the 3-D density information plotted as function of the distance to the interface. Note that all data represent the average of six simulations.
Fig. 7. Effect of water to cement ratio of the model cement paste (PCA) on volume density of the paste as function of the distance to the interface. The average results of six simulations are normalised by the bulk value of volume density.

Fig. 7 demonstrates an increase of the ITZ’s thickness with increasing value of the water to cement ratio. The parameter at issue is the local value of particle volume fraction normalised by its bulk value. This is a composition criterion. Thickness of the ITZ is increased over the full range of water to cement ratios by a factor of about 2 (Stroeven, 1999). More accurate estimates could be obtained by increasing the number of simulations and averaging the data, but main purpose here is to reveal trends.

Fig. 8. Effect of the fineness of the model cement paste (PCA versus PCC) on the volume density gradient over the ITZ. The average results of six simulations are normalised by the respective bulk values of volume density (W/C=0.2).

Fig. 8 reveals the change in ITZ thickness due to cement fineness for a paste with a water to cement ratio of 0.2. Data are normalised by the respective bulk values of volume fraction. Additionally, porosity (interpreted here as complementary to particle volume density) declines significantly faster away from the interface in case of the finer cement. It can be expected that the addition of fine mineral admixtures such as silica fume will significantly enhance this rate in porosity decline in the vicinity of the interface.

Configuration gradient in the ITZ

The curves of the various size classes in Fig. 5 demonstrate the particle grading to change over a larger distance away from the interface than reflected by the total volume fraction curve (Stroeven and Stroeven, 2000). This is a direct effect of the size segregation phenomenon. Configuration in fine particle packing systems is important because of physical contributions to crack initiation strength or even to tensile strength. These contributions have been proven very significant even in the hardened state (Fidjestøl and Frearson, 1994). The most relevant parameter would be the distribution function of the surface-to-surface spacing to the nearest neighbour particle, $f(\Delta s)$, expressed as a function of the distance to the interface, but for the present purpose this is too complicated. Instead, the mean free spacing, $\lambda$, in \( \mu m \) is used. Although a three-dimensional parameter defining the average of all unobstructed surface-to-surface distances to neighbouring particles (Fullman, 1953) is rather complicated to measure, it can easily and unambiguously be determined in sections, \( \lambda = 4(1 - V_S)/S_V \), whereby $S_V$ is the specific surface area of the particles, and $V_V$ the volume fraction. The total perimeter length of the circular cross-sections of the particles per unit of area in the section plane, $L_A$, is related to the surface area per unit of volume by $S_V = \frac{L_A}{4L_A}$. This allows for an unbiased and exact estimation of $\lambda$. The mean free spacing was employed earlier by Stroeven for the experimental assessment of particle packing characteristics in concrete (Stroeven, 1973). It should be noted here, that the averaging procedures (in this case over distances to more neighbours, instead of using only the minimum value) reduces the configuration-sensitivity. Hence, structural effects revealed in forthcoming pictures will certainly not exaggerate the fundamental difference between composition and configuration homogeneity.

Under the assumption that physical strength (due to van der Waals-type of bonding forces) would be proportional to $\lambda^{-3}$, this parameter can be used to investigate effects of technological parameters on a moderately structure-sensitive parameter like this ‘global bond strength’. Figs. 9 to 11 deal with effects of water to cement ratio and fineness of the binder on the global bond strength. The same PCA and PCC as defined in Fig. 6 are employed for this purpose.
The average results of six simulations are presented.

Data of Figs. 10 and 9 with $W/C = 0.2$ normalised by the respective bulk ordinate values. $\lambda =$ mean free spacing in $\mu$m. The average results of six simulations are presented.

Note that the centre of the smallest particles in the mixtures will be at least at a distance of 1 $\mu$m from the interface. Maximum bond capacity of the finest cement (PCC) is attained at a distance of about 2.5 $\mu$m. In

Fig. 11 presents data normalised by the relevant bulk values. Hence, sufficiently far away from the interface the ordinate value is 1 (apart from statistical variation). With a reduction in water to cement ratio, the inter-particle bond capacity rises steeper in the immediate vicinity of the interface to a level that at lower water to cement ratios even exceeds bulk value. Hence, also the bond between the cement particles and the aggregate surface will increase proportionally. At increasing distance to the interface, unit value is gradually approached. The disproportional improvement of bond in the part of the ITZ immediately neighbouring the interface surface is restricted to the range of $W/C = 0.2$ to 0.3 (relevant for HPC). This is accompanied by a significant increase in the ITZ thickness.

Fig. 9 presents data of the fine-grained cement. The disproportional bond strength increase in the ITZ neighbouring the interface becomes already apparent at $W/C = 0.4$. The strength increase is more dramatic than in case of the coarser model cement (PCA) (Fig. 10). The latter effect is clearly revealed by Fig. 11 that presents the global bond capacity data normalised by the relevant bulk values. Data are pertaining to the two model cements used in pastes with a water to cement ration of 0.2. Size segregation causes an accumulation of the smaller particles close to the interface (as demonstrated in Fig. 5). This gives rise to a more rapid growth in inter-particle bond to a level that is 2.25 times exceeding the bulk property. This is about 40% exceeding the peak bond level of the PCA paste. Hence, selecting a fine-grained cement (larger Blaine number) or adding a mineral admixture with particles smaller than those of the cement (silica fume) will lead to a similar size-segregation phenomenon and a further disproportional improved bond capacity. A comparison between Figs. 9 and 10 learns the average level of the plotted parameter (that is supposed to be proportional to a global bond capacity) to be in all cases on a significantly higher level for the fine-grained model cement (PCC). The ITZ thickness increases with reduced water to cement ratios and is of the order of maximum grain size in the model cement for $W/C = 0.2$. Hence, the extent of the ITZ depends on the composition of the material ($W/C$ ratio) and on the position of the measuring parameter in the range between composition and configuration. The latter conclusion can be derived from a comparison of similar cases.
case of the second cement (PCA), this is about 4 µm. Hence, the building up of maximum bond capacity takes place over distances of approximately 1.5 µm for PCC and 3.0 µm for PCA, respectively; a difference of 100%. Since inter-particle distances in the layer immediately bordering the interface will be similar to particle-interface distances, the same conclusion can be drawn as to the level of physical bond between the particles and the interface surface.

Although not targeted in this paper, it would be of interest to see whether the gap can be bridged between experimental data and the presented simulation results on model cements. The SPACE system allows assigning forces to the particles in the dynamic stage of the simulation process to more closely simulate aggregation mechanisms, such as flocculation. Particle shape could be remodelled, although computational efforts for ‘contact detection’ will increase significantly. But, of course, simulating material structure inevitably asks for making structural simplifications. Nevertheless, the detection of trends in the aggregation of particular matter can be accomplished in a relatively easy way, whereby outcomes can be checked by comparison with actual measurements. The SPACE system provides a couple of additional parameters (like internal energy dissipation during the dynamic stage) that influence the aggregation process. For examples, see Stroeven (1999). This would allow narrowing the gap between a real material and a model ‘material’ in a specific situation.

In comparing ITZ measurements on real materials and simulation data, we should account for the larger size range of real cements. This will exert a direct effect on the ITZ’s extent (see, e.g., Fig. 5). For the sake of the argument, proportionality is therefore assumed between the ITZ’s thickness and the maximum grain size. For a cement with a noticeable fraction of grains in the 80 to 100 µm size range, this would lead to a roughly 20 to 25 µm thick ITZ shell for composition, and an 80 to 100 µm one for configuration. Of course, water to cement ratio and fineness of the binder will influence these data in a moderate way for composition measurements, and strongly for configuration parameters, as demonstrated herein. In comparing with experimental data, we have to acknowledge that experimental data on the ITZ’s thickness may reflect other mechanisms than ‘packing’, although a common one as interface bleeding is probably of minor importance in the HPC range. Finally, experimental observations cannot easily be obtained on ITZ sections perpendicular to the aggregate grain’s surface, leading to biased information. Even averaging over a series of random observations on apparent ITZ sections in a single large-scale section of the specimen would lead to estimates about 50% too large (Stroeven, 2000a). A general but fundamental problem is that the ITZ has no clear and obvious boundaries. Determination of the ITZ’s thickness from gradient measurements, either experimental or simulated ones, can therefore neither be very accurate nor completely objective. Of more importance is therefore the recognition that the extent of the ITZ, though hard to delineate, will depend on material composition, as well as on the degree the parameter being studied is depending on material configuration. This phenomenon has been highlighted in this paper. The reader is referred for a more thorough treatment of this subject to a recently published paper of the authors (Stroeven and Stroeven, 2001).

Part 2 of this paper, presenting conclusions on both Part 1 and Part 2, will be published in the IAS Vol 22, No.2, 2003.
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