NONSTANDARD TECHNIQUES AND NOWHERE DIFFERENTIABLE FUNCTIONS I: A DENSE FAMILY OF GENERALIZED BLANCMANGE FUNCTIONS

TOM MCGAFFEY

Abstract. We will give an elementary nonstandard proof that the family of generalized blancmange functions are nowhere differentiable. The proof follows from the intuitive characterization of differentiability at a point as almost $\delta$ affine along with the transfer of the functional equations these functions satisfy. We also give elementary nonstandard proofs of the uniform density of these functions among continuous functions. Finally, we discuss work done with the Python programming language in displaying these functions.
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1. Introduction: Monsters and nonstandard characterization of differentiability

As far back as Bolzano, continuous nowhere differentiable functions have been objects of fascination for mathematicians. Beginning sometimes during the first third of the 19th century, mathematicians began constructing these functions (often called “monsters” in that earlier period) to understand, refine and contrast the notions of continuity and differentiability; all in a context where the very notion of function was in contention. For a perspective embedding the production of such “pathological” functions in the controversies over generality and rigor in the nineteenth century, see e.g., the paper of Chorley, [3]. We became interested in these while reading the interesting study of mathematical conceptualization by Katz and Tall, [8]. Their infinitesimal microscopic perspective and discussion of the Takagi function, appropriately dubbed blancmange function, piqued the author’s curiosity about possible infinitesimal approaches to proving nowhere differentiability of functions defined in the manner of the blancmange function. We should note that with respect to properties of this specific nowhere differentiable function, there has been a wide range of investigations; the paper of Allaart and Kawamura, [1], is a good summary of this research.

With some thought, the author realized that, using some elementary tools from nonstandard analysis, he could give an almost trivial proof that the blancmange function is nowhere differentiable. In particular, we will use no estimates of difference quotients. Instead, a use of the transfer of the functional equations satisfied by this function along with some elementary nonstandard tools are sufficient to give this short proof. More specifically, we used the transfer of the sequence functional equations (see the first sentence in Lemma 3.1) evaluated at an infinite index along with essentially crude order of magnitude algebraic characterizations of differentiability.

The idea to analyze the functional equation at an infinite index is inspired by the author’s recent awakening (due to the gentle prodding of Mikhail Katz) to the ingenious use of such “tricks” by Euler. (The recent paper [2] is a good introduction to the important and accumulating historical works of M. Katz and his coauthors on e.g., the early history of the calculus, including recent work on Euler in manuscript form.) We believe that the arguments in e.g., Theorem 3.1 and Theorem 4.1 were influenced by the exposure to Euler’s remarkable facility with e.g., infinite sums as long finite sums and orders of magnitude numerics in place of forbidden zones of ill defined products and quotients.
Maybe the best place to see these displayed is his wonderful text [4], where these brilliantly orchestrated strategies occur many times. Note that Euler typically was no more than cryptically brief in his justifications of such gymnastics. For our project, we think that viewing the infinite series defining the blancmange function as a ‘long finite sum’ (and hence being able to apply the functional relation for infinitely long sums), as well as investigating the ‘end terms’ beyond this long sum for simplifying manifestations was influenced by reading Euler. Note that the text of Kanovei and Reeken, [7], gives an enlightening non-standard rendition of Euler’s proof of his famous product formula for sine (that appears eg., in the text of Euler already cited.) The “non-standard analysis” text of Kanovei and Reeken and that of Gordon, Kusraev and Kutateladze, [5] contains several gems on the history of the calculus and eg., on Euler.

We then realized that we could use almost identical arguments to establish that a wide variety of “generalized blancmange functions” are nowhere differentiable. In fact, we will show that our family, \( \mathcal{B} \), of continuous nowhere differentiable functions is dense in the space of continuous functions on \([0, 1]\) with value 0 at 0 and 1, see Corollary 4.1. Of course, it is an old standard fact, see eg., Thim’s paper, that continuous nowhere differentiable functions are not only dense, but second countable. Our fact is much different (and is apparently new): it asserts the density of \( \mathcal{B} \), the set of functions defined via fractal type self-similarities on a set \( S \), of continuous piecewise linear functions. In other words, this is the family of such functions concretely defined in terms of a piecewise continuous function \( s \) and a positive integer \( c \) via a sequence of self similar functional identities. (For the definitions of \( S \) and \( \mathcal{B} \), see the constructions around Equation 11 and Equation 12.) In summary, we believe that the import of this paper can be summarized as follows. First, we give a concrete construction of a dense family of continuous, nowhere differentiable functions with large subfamilies having quite novel behaviors. Second, the proofs of nowhere differentiability (and density) are essentially order of magnitude algebraic arguments.

Our primary references on the technical history of such functions are the extensive master’s thesis of Thim, [14] which masterfully covers the technical history of these constructions, as well as the earlier paper of van Embe Boas, [15] giving some alternative perspectives on these constructions. In perusing the history of such functions in the papers of van Embe Boas and Thim, it appears that some of the nowhere differentiable functions constructed here have not been discussed before.

We have on the one hand the wide variety of structural features of our generalized blancmange functions and on the other apparently only
a handful of visual descriptions of continuous nowhere differentiable functions in the literature. So with the hope of supplementing this deficit, in the last section we will discuss work we did utilizing the Python programming language. Specifically, we wrote code to display a sequences of magnifications of a tuple of approximations of an arbitrary generalized blancmange function. We will summarize the specifications of the codes as well as display two example (using much simpler code) with the intention of giving some impression of the diversity of these functions.

2. Nonstandard preliminaries

2.1. Almost affine internal functions. We will assume the rudiments of (Robinsonian) nonstandard analysis; e.g., elementary use of transfer for functions on Euclidean spaces and an isolated use of overflow not directly related to our proof. Good elementary introductions abound, e.g., see the classic introduction of Lindstrøm, [9]. The central idea underlying this section is the following. To require that a function \( f : \mathbb{R}^m \to \mathbb{R}^n \) be differentiable at \( x \in \mathbb{R}^m \) is to require that, for each positive infinitesimal \( \delta \), its restriction to \( \mathbb{R}^m_\delta(x) \) (the \( \delta \)-module at \( x \), see below) visually looks like an affine map, at least up to magnitudes infinitely smaller than \( \delta \). This is the import of Proposition 2.1. So to test for differentiability of a map at a point is to check that the map has such an almost affine structure for arbitrary positive infinitesimal \( \delta \). Below we will develop a few basic tools around this notion of almost affineness in order to exploit our criterion for differentiability in the following sections.

We need some basic notation. Let \( ^*\mathbb{R} \) denote the field of nonstandard real numbers and \( ^*\sigma \mathbb{R} \) denote the external subfield isomorphic to the real numbers. Let \( ^*\mathbb{R}_{nes} \) denote the subring of those that are nearstandard, i.e., those \( v \in ^*\mathbb{R} \) that are infinitesimally close to a real number \( a \in ^*\sigma \mathbb{R} \), denoted \( v \sim a \). Therefore, these are those nonstandard numbers \( v \) with a standard part, denoted \( \text{st}(v) \), in \( \mathbb{R} \). It’s basic that \( \text{st} : ^*\mathbb{R}_{nes} \to \mathbb{R} \) is a surjective ring homomorphism with kernel the ideal (in \( ^*\mathbb{R}_{nes} \)) of infinitesimals, \( \mu(0) \), i.e., those numbers \( \delta \sim 0 \).

**Definition 2.1.** If \( \tau \) is a positive infinitesimal, we write \( ^*\mathbb{R}_\tau \) for the \( ^*\mathbb{R}_{nes} \)-submodule of \( ^*\mathbb{R} \) of all numbers \( v \) with \( |v| < a\tau \) for some \( a \in \mathbb{R}_+ \), i.e., \( \tau ^*\mathbb{R}_{nes} \). Of course, then \( ^*\mathbb{R}_\tau \) will be the \( ^*\mathbb{R}_{nes} \) submodule of \( ^*\mathbb{R}^m \) given by the \( m \)-fold Cartesian product of \( ^*\mathbb{R}_\tau \). The \( ^*\mathbb{R}_{nes} \)-submodules \( ^*\mathbb{R}_\tau^k \), for integers \( k \leq m \) will be called \( \tau \)-subspaces of \( ^*\mathbb{R}^m \). If \( ^*\sigma \mathbb{R} \) is the external subfield of standard numbers in \( ^*\mathbb{R} \), then \( ^*\mathbb{R}_\tau \) will denote the external subring of \( ^*\mathbb{R} \) given by \( \tau \cdot ^*\mathbb{R} \). We similarly define the
\( \mathbb{R} \)-submodule \( \sigma \mathbb{R}^m_\tau \) of \( \mathbb{R}^m_\tau \). We will call these the \( \tau \)-standard vectors (in \( \mathbb{R}^m_\tau \)). If \( \tau, s \in \sigma \mathbb{R}^m_\tau \), we will let \( s = o(\tau) \) denote the statement \( s/\tau \sim 0 \) and let \( \mathbb{R}^m_\tau(o(\tau)) \) denotes those \( s \) with \( s = o(\tau) \) (we include 0 here by convention). Given this, we clearly have the decomposition \( \mathbb{R}^m_\tau = \sigma \mathbb{R}^m_\tau + \mathbb{R}^m_\tau(o(\tau)) \) with \( \sigma \mathbb{R}^m_\tau \cap \mathbb{R}^m_\tau(o(\tau)) = \{0\} \). In particular, there is a surjective ring homomorphism \( st_\tau : \mathbb{R}^m_\tau \rightarrow \sigma \mathbb{R}^m_\tau \), the \( \tau \)-standard part map satisfying \( st_\tau \) is the identity on \( \sigma \mathbb{R}^m_\tau \). Note that the kernel of the map is clearly \( \mathbb{R}^m_\tau(o(\tau)) \). Clearly, also we have the \( \sigma \mathbb{R}^m_\tau \)-module version of the above, ie., a split exact sequence of \( \sigma \mathbb{R}^m_\tau \)-modules.

\[
\begin{align*}
\sigma \mathbb{R}^m_\tau(o(\tau)) & \longrightarrow \mathbb{R}^m_\tau \longrightarrow \sigma \mathbb{R}^m_\tau \\
\sigma \mathbb{R}^m_\tau & \rightarrow \mathbb{R}^m_\tau & \rightarrow \sigma \mathbb{R}^m_\tau
\end{align*}
\]

If \( u \in \mathbb{R}^m \), let \( \mathbb{R}^m_\tau(u) = \{ v + u : v \in \mathbb{R}^m_\tau \} \). Note that \( \mathbb{R}^m_\tau(u) \) has the property that if \( \alpha, \beta \in \mathbb{R}^m_\tau \) with \( \alpha + \beta = 1 \) and \( v, w \in \mathbb{R}^m_\tau(u) \), then \( \alpha v + \beta w \in \mathbb{R}^m_\tau(u) \). Hence \( \mathbb{R}^m_\tau(u) \) will be called an \( \tau \)-affine subspace of \( \mathbb{R}^m \). In the usual way (via the transfer of the canonical standard affine identification \( u + v \mapsto v \)) one can identify the \( \tau \)-almost affine subspace \( \mathbb{R}^m_\tau(u) \) with the \( \tau \)-almost affine subspace \( \mathbb{R}^m_\tau \). Suppose that \( f : (\mathbb{R}^m, 0) \rightarrow (\mathbb{R}^m, 0) \) is an internal function. We say that \( f \) is \( \tau \)-almost linear if for all \( \alpha, \beta \in \mathbb{R}^m_\tau \) and \( v, w \in \mathbb{R}^m_\tau \), we have that \( f(\alpha v + \beta w) - \alpha f(v) - \beta f(w) = o(\tau) \).

**Remark 2.1.** Note that arbitrary \( \ast \)-linear internal maps are \( \tau \)-almost linear for all \( \tau \), but don’t send \( \mathbb{R}^m_\tau \) into \( \mathbb{R}^m_\tau \). If such an \( f \) send a \( \mathbb{R}^m_\tau \)-basis of \( \mathbb{R}^m_\tau \) into \( \mathbb{R}^m_\tau \), then we do have \( f((R^m_\tau)) \subset R^m_\tau \). In the case that \( \tau = 1 \), then \( f \) is 1-almost linear implies that restricted to \( R^m_1 = \mathbb{R}^m_\tau \) it’s graph is infinitesimally close to a (possibly nonstandard) affine subspace, ie., it’s standard part is an affine subspace (with possibly vertical subspaces).

Since standard functions (eg., our function \( B \) below) will typically not satisfy \( f(v_0) = v_0 \) (\( v_0 \) being the point in the domain where we are testing for differentiability of \( f \)), we will need the corresponding nearness notion for affine maps. First, note that if we are looking at an internal map \( f : \mathbb{R}^m_\tau \rightarrow \mathbb{R}^m_\tau \) restricted to \( \mathbb{R}^m_\tau(u_0) \), then the statement in the previous paragraph implies that this restriction can be considered as a map on \( \mathbb{R}^m_\tau \). If \( u_0 \in \mathbb{R}^m_\tau \), \( v_0 \in \mathbb{R}^m_\tau \) and \( f((\mathbb{R}^m_\tau(u_0))) \subset \mathbb{R}^m_\tau(v_0) \), we say that \( f \) is \( \tau \)-almost affine at \( u \) if \( f(\alpha v + \beta w) - \alpha f(v) - \beta f(w) = o(\tau) \) holds for all \( \alpha, \beta \in \mathbb{R}^m_\tau \) with \( \alpha + \beta = 1 \) and \( v, w \in \mathbb{R}^m_\tau \). Clearly, the sum of two \( \tau \)-almost affine maps (defined on \( \mathbb{R}^m_\tau(u) \) for some \( u \)) is also \( \tau \)-almost affine (with a different range). There are many other elementary properties of an \( \tau \)-affine category (and relations between
Lemma 2.1. Suppose that \( \mathcal{A} : \ast \mathbb{R}^m \to \ast \mathbb{R}^n \) is \( \tau \)-almost affine (on \( \mathbb{R}^m(u_0) \)) and \( t_0 = \mathcal{A}(u_0) \). Considering \( \mathcal{A} \) as a map on \( \mathbb{R}^m \) via the above identification, we have that \( \mathcal{A} - t_0 \) is \( \tau \)-almost linear. In particular, suppose that \( \mathcal{A} \) is \( \tau \)-almost affine. Considering \( \mathcal{A} \) as a map on \( \mathbb{R}^m \), we have that if \( \mathcal{A}(0) = 0 \), then \( \mathcal{A} \) is \( \tau \)-almost linear. In particular, \( \tau \)-almost affine maps are just internal translates of \( \tau \)-almost linear maps.

Proof. Our proof of the first statement is essentially the usual proof that an affine function fixing the origin is linear. Letting \( L = \mathcal{A} - t_0 \), we must first verify that for \( \xi, \zeta \in \mathbb{R}^m \), \( L(\xi + \zeta) \sim L(\xi) + L(\zeta) \). Using the definition of \( \tau \)-almost affine in the case of a \( \ast \)affine sum with three terms ie., \( \alpha + \beta + \gamma = 1 \), in the case where \( \alpha = \beta = 1 \) and \( \gamma = -1 \), we get

\[
0 = L(0) = L(\alpha \xi + \beta \zeta - \gamma(\xi + \zeta)) \sim L(\xi) + L(\zeta) - L(\xi + \zeta).
\]

We must second verify that, for \( \lambda \in \ast \mathbb{R}_{nes} \) and \( v \in \mathbb{R}^m \), \( L(\lambda v) \sim \lambda L(v) \). In this case, we again use three term affine sums \( \alpha \xi + \beta \zeta + \gamma \sigma \) where \( \alpha + \beta + \gamma = 1 \). That is, we apply \( \tau \)-almost affineness in the case where \( \alpha = 1, \beta = -\lambda, \gamma = \lambda \) and \( \xi = \lambda v, \zeta = v \) and \( \sigma = 0 \) to get

\[
0 = L(\lambda v - \lambda v + 0) \sim L(\lambda v) - \lambda L(v).
\]

Clearly, the second statement in the lemma follows from the first. \( \square \)

If \( \mathcal{f} : \ast \mathbb{R}^m \to \ast \mathbb{R}^n \) is internal and \( \tau \in \ast \mathbb{R} \) is positive, we define the \( \tau \)-dilation of \( \mathcal{f} \) to be the map \( \tau^{-1} \circ \mathcal{f} \circ \tau : \ast \mathbb{R}^m \to \mathbb{R}^n \), i.e., the map \( v \mapsto \tau^{-1} \mathcal{f}(\tau v) \). An \( \tau \)-disk in \( \mathbb{R}^m(u) \) is a \( \ast \)open, \( \ast \)convex subset \( D \subset \mathbb{R}^m(u) \) of the form \( \tau \ast D + u_0 \) where \( D \subset \mathbb{R}^m \) is convex, open and bounded. The following lemma is essentially tautological; nonetheless, it is included due to its importance in our argument.

Lemma 2.2. Suppose that \( \mathcal{f} : \ast \mathbb{R}^m \to \ast \mathbb{R}^n \) is \( \tau \)-almost affine on an \( \tau \)-disk \( \tau \cdot D + u \subset \mathbb{R}^m(u) \). Then \( \tau \mathcal{f} = \tau^{-1} \circ \mathcal{f} \circ \tau \) is \( 1 \)-almost affine on \( \ast D + \tau^{-1} \cdot u \).

Proof. By the previous lemma, without loss of generality assume that \( \mathcal{f} \) is \( \tau \)-almost linear. We must show that for all \( \alpha, \beta \in \ast \mathbb{R}_{nes} \) and \( \xi, \zeta \in \ast \mathbb{R}_{nes} \), we have

\[
\tau \mathcal{f}(\alpha \xi + \beta \zeta) - \alpha \tau \mathcal{f}(\xi) - \beta \tau \mathcal{f}(\zeta) = o(1).
\]
Writing $\xi = \xi / r$ and $\zeta = \zeta / r$ for some $\xi, \zeta \in \mathbb{R}_r^m$, and noting that $\xi \mapsto \xi / r$ is a bijection $\mathbb{R}_r^m \to \mathbb{R}_{nes}^m$, we see that the previous expression holds if and only if
\[ r^{-1} \left[ \beta f_0\left(r(\alpha \xi / r + \beta \zeta / r)\right) - \alpha f_0\left(r(\xi / r)\right) - \beta f_0\left(r(\zeta / r)\right) \right] = o(1). \]
for all $\xi, \zeta \in \mathbb{R}_r^m$. Noting that for a vector $v \in \mathbb{R}^n$, we have $r^{-1}v = o(1)$ if and only if $v = o(r)$, we see that the previous expression is equivalent to
\[ \beta f_0(\alpha \xi + \beta \zeta) - \alpha f_0(\xi) - \beta f_0(\zeta) = o(r), \]
for all $\alpha, \beta \in \mathbb{R}_{nes}$ and $\xi, \zeta \in \mathbb{R}_r^m$, as we wanted. □

**Remark 2.2.** Note that if $A : \mathbb{R}^m \to \mathbb{R}^n$ is *affine and $f$ is $r$-almost affine at $u_0$, then $f + A$ is $r$-almost affine at $u$.

### 2.2. Nonstandard criterion for differentiability

We begin with a general fact connecting differentiability given the setup in the previous part. The following facts follow essentially from basics contained in Stroyan and Luxemburg, [13] and an analog is stated and proved in another form in the author’s work on the inverse function theorem, [10]. The following definition and proposition are stated in stronger forms than needed in this paper. The full strength will be needed in the following paper.

**Definition 2.2.** We say that $f : \mathbb{R}^m \to \mathbb{R}^n$ is $r$-almost affine at $u_0$ stably for all positive infinitesimals $r$ if the following holds.

There is a linear $L : \mathbb{R}^m \to \mathbb{R}^n$ such that $f$ satisfies the following for all positive infinitesimals $r$. The map restricted to $\mathbb{R}_r^m(u_0)$, ie., $f_r : \mathbb{R}_r^m(u_0) \to \mathbb{R}^n$ is $r$-almost affine at $u_0$ such that the $r$-standard part of the $r$-almost linear part of $f$ exists and is $L$.

If $f : \mathbb{R}^m \to \mathbb{R}^n$, $u \in \mathbb{R}^m$ and $r$ is a positive infinitesimal, let $f^r_u$ denote the internal map $f$ restricted to $\mathbb{R}_r^m(u)$. If $u = 0$, we write $f^r$ for $f^r_0$.

**Proposition 2.1.** Suppose that $f : \mathbb{R}^m \to \mathbb{R}^n$ and $x_0 \in \mathbb{R}^m$. Then the following are equivalent.

1. $f$ is differentiable at $x_0$.
2. $f^r_{x_0}$ is $r$-almost affine at $x_0$ stably for all positive infinitesimals $r$.

**Proof.** Suppose that $f$ is differentiable at $x_0$ and let $L : \mathbb{R}^m \to \mathbb{R}^n$ denote its derivative there. Let $r_0$ be a positive infinitesimal. Then we
clearly have that if $v \in \mathbb{R}^m$, then $f(x_0 + v) = f(x_0) + L(v) + o(r)$. In particular, if $w \in \mathbb{R}_r^m$ also and we have nearstandard $\alpha, \beta$ with $\alpha + \beta = 1$, then

$$f(\alpha v + \beta w) = f(x_0) + L(\alpha v + \beta w) + o(r).$$

Similarly, we have (1) $\alpha f(v) = f(x_0) + \alpha L(v) + o(r)$ and (2) $\beta f(v) = f(x_0) + \beta L(v) + o(r)$. Subtracting (1) and (2) from Equation 7, the linearity of $L$ implies

$$f(\alpha v + \beta w) - \alpha f(v) - \beta f(w) = f(x_0) - (\alpha + \beta)f(x_0) + o(r),$$

and so $\alpha + \beta = 1$ finishes the first half of the proof.

Now suppose that $f$ is $r$-almost affine at $u$, stably for all $r$ with (standard) linear map $L$. This just says for each positive infinitesimal $r$ and $v \in \mathbb{R}_r^m$, we have $f(x_0 + v) = f(x_0) + L(v) + o(r)$. That is, fixing $r$, we have (3): $v \in \mathbb{R}_r \Rightarrow \frac{1}{r}(f(x_0 + v) - f(x_0)) - \frac{1}{r}L(v) = o(1)$. We need to make internal statements in order to construct a sufficiently consequential overflow. The following statements (special restrictions of the previous) will be sufficient. Let $U_r$ denote the ball consisting of those $v \in \mathbb{R}_r$ with $\|v\| \leq r$. Then, for all $0 < r \sim 0$, (3) certainly implies the weaker assertion

$$f(x_0 + v) - f(x_0) - L(v) = o(1).$$

The argument is finished as follows. Replacing $= o(1)$ by $< c$ for an arbitrary standard positive number $c$, we get an internal statement $S(r, c)$ which holds for all positive infinitesimals $r$ and hence for some positive standard $b$ by overflow. But we therefore have the statement: for every positive real $c$, there is positive real $b$ such that $S(b, c)$ holds, the criterion for differentiability at $x_0$. \hfill $\square$

3. Nowhere differentiability of the blancmange function

3.1. Preliminaries. The blancmange function is defined as follows. (See Katz and Tall’s paper for a conceptual discussion and Thim’s paper for a conventional proof.) First define $s$ on the unit interval by $s(t) = t$ for $0 \leq t \leq 1/2$ and $s(t) = 1 - t$ for $1/2 < t < 1$ and extend $s$ to a function on all of $\mathbb{R}$ by defining it to have period 1; i.e., for all $j \in \mathbb{Z}$ and $t \in [0, 1)$ define $s(t + j) = s(t)$. By definition, $s$ is piecewise linear and continuous. Next, define it’s dyadic dilations as follows. For $k \in \mathbb{N}$ and $t \in \mathbb{R}$, let $s_k(t) = s(2^k t)/2^k$. Finally, define, for $n \in \mathbb{N}$ and
$t \in \mathbb{R}$

\begin{equation}
B_n(t) = \sum_{j=0}^{n-1} s_k(t) \quad \text{and} \quad B(t) = \lim_{n \to \infty} B_n(t).
\end{equation}

It’s clear that the above limit exists and is continuous as $|s_k(t)| \leq 2^{k+1}$ for all $t \in \mathbb{R}$; and so is a uniform limit of continuous functions on $[0, 1]$. Letting $B^n(t) = B(t) - B_n(t) = \sum_{k=n}^{\infty} s_k(t)$, it’s easy to verify the following critical facts.

**Lemma 3.1.** For each $n \in \mathbb{N}$ and $t \in \mathbb{R}$, we have the following functional equation $B(t) = B_n(t) + B(2^n t)/2^n$. For each $n \in \mathbb{N}$, the function $B_n$ is an affine function on the interval $(j2^{-n+1}, (j+1)2^{-n+1})$ for all $j \in \mathbb{Z}$.

**Remark 3.1.** It’s easy to see that if $C : \mathbb{R} \to \mathbb{R}$ is another function and there is $x \in \mathbb{R}$ and $k \in \mathbb{N}$ with $C$ affine on $x + (k2^{-n+1}, (k+1)2^{-n+1})$, then for some interval $I \subset (k2^{-n+1}, (k+1)2^{-n+1})$ of length at least $2^{-n}$, $B_n + C$ is affine on $x + I$. Although it is not relevant for our proof, the “slope” of $B_n$ on the interval $(j2^{-n+1}, (j+1)2^{-n+1})$ is a function (of $n$) and the dyadic expansion of the integer $j$; it will have values given by an integer between $-n$ and $n$.

### 3.2. Proof of nowhere differentiability.

**Theorem 3.1.** The blancmange function is a continuous function that is differentiable at no point in $\mathbb{R}$.

**Proof.** Suppose, by way of contradiction, that $B$ is differentiable at $t_0 \in \mathbb{R}$. Let $\omega \in ^*\mathbb{N}_\infty$, so that $\delta = 1/2^\omega$ is a positive infinitesimal. Now $B$ is differentiable at $t_0$ implies that $^*B$ is $\delta$-almost affine on $^\mathbb{R}_\delta(t_0) = t_0 + \cup_{k \in \mathbb{N}} [k\delta, (k+1)\delta]$. Also by the transfer of Lemma 3.1, we have that $^*B_{\omega}$ is $^*\text{affine}$ on $(l\delta/2, (l+1)\delta/2)$ for all $l \in ^*\mathbb{Z}$ (and so eg., $\delta$-almost affine in each of these intervals, see Remark 2.2). And Remark 3.1 then says there is an interval $I \subset (0, \delta)$ of length at least $\delta/2$ so that $^*B - B_{\omega}$ is $\delta$-almost affine on $t_0 + I$. Hence, this and the transfer of the functional equation gives that $\delta \circ ^*B \circ \delta^{-1} = ^*B - B_{\omega}$ is $\delta$-almost affine on $t_0 + I$.

But the dilation lemma, Lemma 2.2, applied in dimension 1, then implies that $^*B$ is 1-almost affine on $t_0/\delta + \delta^{-1} I$, which is an interval of length at least 1/2, an absurdity by Remark 2.1 and as $B$ is a continuous function that is not affine on any interval of length 1/2. $\square$

**Remark 3.2.** First, note that this argument cannot work if the dilation of domain and range is not a conjugation automorphism; eg., if it is not the identity operator on the linear part of affine maps. In particular,
our argument fails if we consider \( s_k(t) = s(a^k t)/b^k \) for \( b > a \). In fact, such functions are often differentiable, e.g., see the paper of Thompson and Hagler, [6], where the authors show that, in the case \( a = 2, b = 4 \), \( B \) is just part of a parabolic curve! Next, our construction shows that \( B \) fails the nonstandard test for differentiability in a very big way. That is, it fails the test for \( \delta \)-almost linearity for \( \delta = 1/2^\omega \) for all \( \omega \in \#\mathbb{N}_\infty \). This is not too surprising as \( B \) is standard.

4. Generalized blancmange functions

4.1. Construction of \( B \). Here we will see that our proof, with minor alterations, works for very large families of analogously defined functions. First, instead of the continuous piecewise affine function \( s \), we will now have an open subset \( S \) of an infinite dimensional vector space of such piecewise affine continuous function, where the function \( s \) of the previous section is essentially the simplest element of this set \( S \). (As this vector space will not play a roll here, we will leave its description to a later paper.) Further, for a given \( s \in S \), instead of the single sequence of functional equations (generating \( B \) ) \( s_k(t) = s(2^k)/2^k \) for \( k = 0, 1, 2, \ldots \), we will have a one parameter family of such sequences \( s_k(t) = s(b^k t)/b^k \) for \( 2 < b \in \mathbb{N} \) a multiple of an integer determined by \( s \). Hence, we will generate a quite large family of nowhere differentiable functions, an issue we will address after our theorem. In the following, hopefully the reader should see how the previous proof is very close to our proof below for these generalized blancmange functions.

First of all, let’s define an infinite general family of generating functions, \( S \) for which our generator \( s \) is a single instance. As before our generator \( s \) will be defined on the interval \( [0, 1] \) so that it can be extended to a continuous function on \( \mathbb{R} \) with a period 1. Define \( s(0) = s(1) = 0 \) and for some \( p \in \mathbb{N} \), if \( 0 < i < p \), let \( s(i) \in \mathbb{R} \) be arbitrary with \( s(i_0/p) \) nonzero for some \( i_0 \). Given that \( s \) is now defined at the points \( i/p \) for \( 0 \leq i \leq p \), extend \( s \) to a function on all of \( [0, 1] \) by linear interpolation so that \( s \) will be a continuous function on \( [0, 1] \) that is affine on each of the intervals \( (i/p, (i + 1)/p) \) for \( 0 \leq i < p \). As \( s(0) = s(1) = 0 \), we can extend \( s \) to a continuous function on all of \( \mathbb{R} \) by defining \( s(j + t) = s(t) \) for \( j \in \mathbb{Z} \setminus \{0\} \) and \( t \in [0, 1] \). Let \( S_p \) consist of the set of all such \( s \) for our given integer \( p > 1 \) and let \( S \) denote the union of all \( S_p \) as \( p > 1 \) varies in \( \mathbb{N} \). It is no problem that this is not a disjoint union. Note that the \( s \) defining our blancmange function has \( p = 2 \) and \( b = 2 \). For \( s \in S_p \) and \( c \in \mathbb{N} \), let \( b = cp \) for some \( c \in \mathbb{N} \) and, for \( k \in \mathbb{N} \cup \{0\} \), define

\[
(11) \quad s_k(t) = s(b^k t)/b^k.
\]
As before, for \( n \in \mathbb{N} \), defining \( B_n(t) = \sum_{j=0}^{n-1} s_j(t) \), we find that the sequence of piecewise continuous functions \( B_n \) viewed on \([0, 1]\) converge uniformly to a continuous function \( B = B(s, c) \) on \([0, 1]\). So applying periodicity, we get uniform convergence on all of \( \mathbb{R} \). Given this, for \( s \in S_p \), let

\[
\mathcal{B}(s) = \{ B(s, c) : c \in \mathbb{N} \}, \quad \mathcal{B}(p) = \cup \{ \mathcal{B}(s) : s \in S_p \}
\]

and \( \mathcal{B} = \cup \{ \mathcal{B}(p) : p > 1 \text{ is an integer} \} \)

denote the set of all of these continuous functions defined by a given generating function \( s \in \mathcal{G} \) and compatible dilation factor \( c \in \mathbb{N} \).

4.2. **Nowhere differentiability of elements of \( \mathcal{B} \).** Given the above constructions, we need a pair of lemmas before we can prove nowhere differentiability of elements of \( \mathcal{B} \). We begin with a simple analog of Lemma 3.1.

**Lemma 4.1.** Assume that \( p > 2 \) for our piecewise linear function \( s \) defined above. For each \( n \in \mathbb{N} \) and \( t \in \mathbb{R} \), we have the functional equation \( B(t) = B_n(t) + B(b^n t)/a^n \). For each \( n \in \mathbb{N} \), the function \( B_n \) is an affine function on the interval \((j/(pb^n), (j + 1)/(pb^n))\) for all \( j \in \mathbb{Z} \).

**Proof.** The functional equations are easy to verify as before. On the other hand, note that the vertices of the affine function \( s_k(t) \) are the points \( V_k = \{ i/(pb^k) : i \in \mathbb{Z} \} \). In particular, as \( V_j \subset V_k \) for \( j \leq k \), then all of the functions \( s_k \) for \( k \leq n - 1 \) are affine on each of the intervals that \( s_{n-1} \) is (ie., those of the form \((i/(pb^{n-1}), (i + 1)/(pb^{n-1}))) \) for \( i \in \mathbb{Z} \). Therefore, the sum \( s + s_1 + s_2 + \cdots + s_{n-1} \) is affine on each such interval. \( \square \)

For a replay of our earlier proof to work, we need to prove, in contrast, that the function \( B(s, b) \) is not affine on any interval of positive length in \([0, 1]\), (a fact that is obvious with the original blancmange function). We prove this in the next lemma by a simple combinatorial argument. First, we need some notation. For a fixed \( p > 1 \) in \( \mathbb{N} \), \( s \in S_p \) and \( B = B(s, b) \), if \( n \in \mathbb{N} \), write \( B = B_n + B^n \) where \( B_n = \sum_{j<n} s_j \) and \( B^n = \sum_{j\geq n} s_j \).

**Lemma 4.2.** Suppose that \( s \in \mathcal{S} \) with subdivision number \( p \in \mathbb{N} \) and \( b = cp \) for some \( c \in \mathbb{N} \) and \( B = B(s, b) \) is the function defined above. Then there is no open interval \( I \subset [0, 1] \) such that \( B|I \) is affine.

**Proof.** Suppose, to the contrary, such an interval \( I \subset [0, 1] \) exists. That is, all points on the graph of \( B \) on the interval \( I \) are colinear. Then,
there is a minimum $m \in \mathbb{N}$ and some $j$ so that
\begin{equation}
I_{m,j} = \left( \frac{j}{pb^m}, \frac{j+1}{pb^m} \right) \subset I.
\end{equation}

Now one can check the following facts. (1) We have $s_{m+1}(\frac{j}{pb^m}) = \frac{j+1}{pb^m}$, $s_{m+1}(\frac{j}{pb^{m+2}}) = 0$, but $s_{m+1}(\frac{j}{pb^{m+2}}) \neq 0$ for some $\frac{j+1}{pb^{m+2}} \in I_{m,j}$. (2) For all positive integers $k \leq m$, $s_k$ is affine on $I_{m,j}$. (3) For all integers $k \geq m + 2$, $s_k(\frac{j}{pb^m}) = s_k(\frac{j+1}{pb^m}) = s_k(\frac{j}{pb^{m+2}}) = 0$. Given these three facts, we can deduce the following. First, (1) and (2) clearly imply (4): the points $B_{m+2}(\frac{j}{pb^m})$, $B_{m+2}(\frac{j+1}{pb^m})$, and $B_{m+2}(\frac{j}{pb^{m+2}})$ are not colinear on the graph of $B_{m+2}$. On the other hand, fact (3) implies that (5): $B_{m+2}(\frac{j}{pb^m}) = B_{m+2}(\frac{j+1}{pb^m}) = B_{m+2}(\frac{j}{pb^{m+2}}) = 0$. Clearly then, as $B(t) = B_{m+2}(t) + B_{m+2}(t)$ for all $t$, facts (4) and (5) imply that the points $B(\frac{j}{pb^m})$, $B(\frac{j+1}{pb^m})$, and $B(\frac{j}{pb^{m+2}})$ on the graph of $B$ are not colinear. As these points lie in the part of the graph over $I$, we have a contradiction. 

We can now verify our assertion.

**Theorem 4.1.** Suppose that $s \in G_\rho$ is one of our generating functions with $p > 2$, and $B \in B(s,c)$ for a given $c \in \mathbb{N}$. Then $B$ is continuous and nowhere differentiable.

**Proof.** We just need to prove nowhere differentiability. Suppose, to the contrary, that $B$ is differentiable at some $t_0 \in (0,1)$. Let $\omega \in ^*\mathbb{N}$ be an infinite integer and let $\delta = 1/(pb^{\omega-1})$. As $\delta$ is a positive infinitesimal, then our contrary hypothesis implies that $^*B$ is $\delta$-almost affine on $\mathbb{R}(t_0) \supset \cup \{t_0 + (k\delta,(k+1)\delta) : k \in \mathbb{Z}\}$, eg., on $t_0 + (0,\delta)$. We also have that the transfer of Lemma 3.1 (or statement (2) in the previous lemma) evaluated at $\omega$ implies that $^*B_\omega$ is $^*\text{affine on } (j\delta, (j+1)\delta)$ for all $j \in ^*\mathbb{Z}$. But there is $j_0 \in ^*\mathbb{Z}$ so that $j_0\delta, (j_0+1)\delta)$ and $t_0 + (0,\delta)$ intersect in an interval $I$ of length at least $\delta/2$. That is, $\delta \circ ^*B \circ \delta^{-1} = ^*B - B_\omega$ is $\delta$-almost affine on $I$. Hence, the dilation lemma, Lemma 2.2, implies that $^*B$ is $1$-almost affine on $\delta^{-1}I$, a $^*\text{interval in } ^*\mathbb{R}$ of length at least $1/2$. That is, as $^*B$ has $^*\text{period 1}$, then $B = st(^*B)$ must be affine on an interval of length at least $1/2$. Our contradiction then follows from Lemma 4.2. 

**Remark 4.1.** Note that our proof seems capable of giving the same conclusion with a weaker hypothesis. That is, although differentiability of $B$ at $t_0$ implies that $^*B$ is $\delta$-almost affine on all of $\mathbb{R}_\delta(t_0)$, we arrived at our conclusion using the $\delta$ almost affineness of $B$ only on the small segment $t_0 + (0,\delta)$ of $\mathbb{R}_\delta(t_0)$. Further, the assumption of $\delta$ almost affineness on any of the segments $t_0 + (k\delta,(k+1)\delta)$ would yield a
contradiction by the same argument. This seems to imply, for example, that \( B \) does not even have one sided derivatives at any \( t_0 \in [0, 1] \). These implications will be pursued in a later paper.

4.3. Density of \( B \). There are a fair number of constructions of continuous nowhere differentiable functions in terms of continuous piecewise affine functions. Detailed description of this work occurs in Thim’s work, [14]. A more limited, but more graphic display of such functions can be found in Google images under the keywords “nowhere differentiable”, “Weierstrass function”, “Takagi function”, et cetera. Beyond the blancmange function, our family of functions \( B \) includes some described in Thim’s paper, but also includes many not yet described. For example, \( B \) includes functions generated by elements \( s \in S \) with arbitrarily small support. Furthermore, we can also choose \( s \in S \) that are arbitrarily Lipschitz close to, eg., \( \sin(\pi x) \). (For crude, but hopefully suggestive, examples of both, see the last section.) In fact, our family is sufficiently numerous to uniformly approximate any continuous functions \( f : [0, 1] \to \mathbb{R} \) sending 0 and 1 to 0. Let \( C^0 \) denote this set of continuous functions on \([0, 1] \). First, we have a lemma that is a slight generalization of Lemma 4.3 in Thim. One might notice, that besides being distinctly shorter than his proof (see pages 74-75 of his text), we use no estimates, only simple order of magnitude arguments made available by nonstandard methods. Although he claims the proof is taken essentially from Oxtoby’s classic text, [11], we could not find the relevant text in Oxtoby. For a function \( g : [0, 1] \to \mathbb{R} \), let \( \|g\| \) denote \( \sup \{|g(t)| : t \in [0, 1]\} \), the supremum norm. We will also use this notation in the internal realm.

**Lemma 4.3.** \( S \) is dense in \( C^0 \) with respect to the uniform norm.

**Proof.** Let \( f \in C^0 \) and \( E \subset \mathbb{R}_+ \) denote the set of \( e \in \mathbb{R}_+ \) such that there is \( s \in S \) with \( \|f - s\| < e \). It suffices to prove that \( ^*E \) contains infinitesimals. So we just need to show that there is \( \sigma \in ^*S \) with \( \|f - \sigma\| \sim 0 \). Choose \( p \in ^*\mathbb{N}_\infty \) with \([p] = \{0, 1, \ldots, p-1, p\}\). Let \( \mathcal{P} = \{j/p : j \in [p]\} \) and \( \mathcal{I}_j = [j/p, (j+1)/p] \), a *compact interval. Define \( \sigma(j/p) = ^*f(j/p) \) for all \( j \in [p] \) extending it to be *affine on each \( \mathcal{I}_p \). Clearly, \( \sigma \in ^*S \). Fixing \( j \in [p] \setminus \{p\} \), by standard continuity of \( f \), \( ^*f(t) \sim ^*f(j/p) \) for all \( t \in \mathcal{I}_j \) and so by *affineness of \( \sigma \) on \( \mathcal{I}_j \), we have \( \sigma(t) \sim \sigma(j/p) \).

Put together, these say that \( ^*f(t) \sim \sigma(t) \). That is, \( ^*f(t) - \sigma(t) \sim 0 \) for all \( t \in \mathcal{I}_j \). As \( \mathcal{I}_j \) is *compact and \( ^*f - \sigma \) is *continuous, \( \epsilon_j = \) \( ^*\max\{\|f(t) - \sigma(t)\| : t \in \mathcal{I}_j\} \) exists and is infinitesimal. But \( \mathcal{A} = \{\epsilon_j : j \in \{0, 1, \ldots, p-1\}\} \) is a *finite (eg., internal) set of infinitesimals and so \( ^*\max\mathcal{A} \in \mathcal{A} \), eg., is infinitesimal. \(\)
From the above lemma, we have our assertion.

**Corollary 4.1.** \( \mathcal{B} \) is dense in \( C^0 \) in the uniform topology.

**Proof.** By the above lemma, it suffices to verify that for a fixed \( s \in S_p \), there is \( \mathcal{B} \in \mathcal{B}(s) \) with \( \| s - \mathcal{B} \| \sim 0 \). Choose \( c \in \mathcal{N}_\infty \), with \( \mathcal{B} = \mathcal{B}(s, c) \). Now \( b = c \cdot p \in \mathcal{N}_\infty \), and so letting \( M = \| s \| \), we have for all \( t \in [0, 1] \) that

\[
|s(t) - B(s, c)(t)| \leq \frac{M}{b} \cdot \sum_{i=0}^{\infty} b^{-i} \sim 0
\]  

as we wanted. \( \square \)

4.4. **Perspective.** In order to prove the above results, we only needed the following facts. First, we needed a (fairly crude) nonstandard characterization of differentiability at a point \( t_0 \), i.e., that for all positive infinitesimals \( r \), the function restricted to \( \mathbb{R}_r(t_0) \) is \( r \)-almost affine. Second, we needed the fact that dilation sends almost affine maps to almost affine maps. Finally, third we needed the transfer of the set of functional equations as well as the fact that approximations were affine on sufficiently large intervals. In particular, we did not need nuanced versions of the nonstandard characterizations of differentiability. Although such a transcription is theoretically possible, from the author’s perspective, a rewriting of this proof in standard language would seem to be a nontrivial task. One must standardize our strategy: we fixed an infinite index and did some fairly detailed combinatorics on the geometric configurations existing at that index.

In our second installment, we will consider functions not generated in terms of functional equations and will use an alternative nonstandard characterization of differentiability at a point. More specifically, for a function to be differentiable at a point \( t_0 \), not only does \( *f \) need to be \( \delta \) almost affine on \( \mathbb{R}_\delta \) for all infinitesimal scales, \( \delta \); but crudely, dilation from one infinitesimal scale to another carries our almost affine maps into each other.

5. A computational view of elements of \( \mathcal{B} \)

Due to the constructive nature and broad types of behavior of these functions, the author decided to investigate some computer visualization schemes with hopes of getting some insight into the natures of these (continuous) nowhere differentiable functions. Others, e.g., Thompson and Hagler, [6], have used numerical computational tools in attempting to gain insight into continuous nowhere differentiable functions; in fact, going at least as far back as the 1961 work of Salzer and Levine,
After weeks of investigations (of Tikz, Gnuplot, Sage and other open source tools), the author decided the open source Python suite (python(x,y)) of abstract computational and graphing tools was best suited for this goal. The author invested two months to learn sufficient python (and matplotlib) syntax to construct a piece of code allowing at least a multiscaled impressionistic view of these functions.

We have two versions of the code. After compiling, both yield a full page with six coordinate chart “snapshots”. Each of the first five snapshots is followed by another that is a magnification (around a fixed magnification point) of the graphs on the previous coordinate chart. Each coordinate chart displays the same multicolored tuple of graphs of approximations $B_{N_1}, \ldots, B_{N_k}$ of a given element $B \in \mathcal{B}$. Among other parameter choices, the user can choose the center of magnification, the magnification factor and the choice of the tuple of $N_1, \ldots, N_k$, although the author has constructed the coordinate legend for a tuple of length six or less. (The legend is not totally debugged. It’s off screen on some displays, but can be pulled in using the hspace toggle of the subplot configuration tool.) Of the two code choices, the first can be copied to an interactive console (we used Spyder lite) where it runs with little prompting. To run the code with different parameters, one must manually alter the code at eg., the number and values of the vertices, the magnification point etc. Alternatively, the second version is written to prompt for these parameters, eg., for the vertices of the generator $s$, where $B = B(s, 1)$ (see subsection 4.1), the focal point, etc. After first saving the code as a python file (by eg., copying it to the Spyder text editor which can save it properly on prompting), one can then “run” it on Spyder with the accompanying console prompting for the desired parameters.

The above is an outline of our procedure; in either case, hopefully the code is sufficiently clear (to one with an elementary knowledge of python) so that the prompts can be extended by alterations of the code allowing a more refined sequence of magnifications of the tuple of approximations of the given element of $\mathcal{B}$ (for a reader who has at hand more computational power than the author’s pedestrian resources). Furthermore, the author is struggling to build computationally more efficient code (eg., using python’s multiprocessing module) and welcomes the input of pythonistas. Whatever the case, a reader who might be interested in viewing the sequence of graphs of a particular element of $\mathcal{B}$ is welcome to copies of the code from the author upon request at the author’s gmail account.

We have structured the above discussed code precisely to probe the manner in which a sequence of approximations “fall away” one at a
time as we continue to magnify, leaving the more intense core. On the other hand, as noted above, the family $\mathcal{B}$ includes numerous examples whose graphs display novel properties. Using a greatly simplified and redirected version of the code, we’ve included graphs of a pair of such examples in figure Figure 1 formatted for this article. We display the generator $s$ and the generalized blancmange function $B(s, c)$ with $c = 1$ arising from it. The graphs are given in terms of the approximation $B_{12} = \sum_{j=0}^{11} s_j$ of our function $B$. Recall that if $p \in \mathbb{N}$ and $s \in S_p$ is a generator for $B = B(s, 1) \in \mathcal{B}$, then $s$ is defined by the $p + 1$ values $v_j = s(j/p)$ for $0 \leq j \leq p$. We will denote this by $s = [v_0, \ldots, v_p]$ in the graphs below. The first has a curious smooth look and the second a sparse quality. Obviously, $p$ here is a small integer; by making $p$ arbitrarily large (or $c$ a large integer) we can accentuate these behaviors greatly.
Figure 1. very different elements of $\mathcal{B}$
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