Establishing a National Cardiovascular Disease Surveillance System in the United States Using Electronic Health Record Data: Key Strengths and Limitations
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ABSTRACT: Cardiovascular disease surveillance involves quantifying the evolving population-level burden of cardiovascular outcomes and risk factors as a data-driven initial step followed by the implementation of interventional strategies designed to alleviate this burden in the target population. Despite widespread acknowledgement of its potential value, a national surveillance system dedicated specifically to cardiovascular disease does not currently exist in the United States. Routinely collected health care data such as from electronic health records (EHRs) are a possible means of achieving national surveillance. Accordingly, this article elaborates on some key strengths and limitations of using EHR data for establishing a national cardiovascular disease surveillance system. Key strengths discussed include the: (1) ubiquity of EHRs and consequent ability to create a more “national” surveillance system, (2) existence of a common data infrastructure underlying the health care enterprise with respect to data domains and the nomenclature by which these data are expressed, (3) longitudinal length and detail that define EHR data when individuals repeatedly patronize a health care organization, and (4) breadth of outcomes capable of being surveilled with EHRs. Key limitations discussed include the: (1) incomplete ascertainment of health information related to health care–seeking behavior and the disconnect of health care data generated at separate health care organizations, (2) suspect data quality resulting from the default information-gathering processes within the clinical enterprise, (3) questionable ability to surveil patients through EHRs in the absence of documented interactions, and (4) the challenge in interpreting temporal trends in health metrics, which can be obscured by changing clinical and administrative processes.
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Despite dramatic improvements in cardiovascular disease (CVD)–related mortality over the past several decades, CVD remains a leading cause of death and morbidity in the United States.1–4 Quantifying the evolving population-level burden of CVD and its risk factors over time are the sphere of surveillance, although a more complete definition goes beyond measurement by including information dissemination, prioritization, intervention, and remeasurement in a continuous cycle (Figure 1).5,6 The essence of surveillance can be perceived graphically with time along the horizontal axis and some health metric(s) along the vertical (Figure 2): absolute values of a metric quantify the state of an issue, while contemporary values interpreted in the context of historical trends describe its trajectory (ie, improving, worsening, or stable).7 As a recent exemplar of surveillance in the CVD arena, improving age-adjusted death rates attributable to heart disease over time were shown to be attenuating in recent years, while the overall number of deaths attributable to heart disease increased (Figure 3).1
IMPORTANCE OF CVD SURVEILLANCE

Despite multiple exhortations for a dedicated national CVD surveillance system over the past 15 years, such a system does not currently exist.5–13 CVD inflicts a major physical and economic burden on the country.14 Population-level surveillance of the appropriate metrics serves to quantify this burden at the national level and enables contrasts between metrics such that prioritizations can be made and impactful public health and/or clinical interventions can be planned and applied.5,6,8,10,15,16 Continuous surveillance efforts allow assessing the collective impact of applied interventions on the metrics they are designed to improve.6,10,13,15,16

IDEAL NATIONAL CVD SURVEILLANCE SYSTEM

The ideal national CVD surveillance system would cost-efficiently follow a large, representative set of US residents over extended periods while tracking a broad range of metrics such that a comprehensive picture of the nation’s cardiovascular health emerges. The ideal system would have wide geographic coverage; include all sociodemographic subgroups including those related to age (ie, very young and very old), race and ethnicity, and socioeconomic status; and measure a wide range of cardiovascular-related metrics including those related to primary, secondary, and tertiary prevention. The information gleaned from the system would be disseminated to interested stakeholders who would prioritize metrics for remediation, plan and apply widespread corrective interventions to improve high-priority metrics, and remeasure important metrics on a regular basis to determine progress.

CURRENT STATE OF CVD SURVEILLANCE IN THE UNITED STATES

Several ongoing efforts provide valuable surveillance metrics related to CVD, many of which have been recently summarized.8 Each has strengths and limitations and only a subset is mentioned here. Prospective epidemiologic cohort studies such as the ARIC (Atherosclerosis Risk in Communities), MESA (Multi-Ethnic Study of Atherosclerosis), and REGARDS (Reasons for Geographic and Racial Differences in Stroke) studies, employ rigorous methodology with extended follow-up, but often enroll closed cohorts, have limited geographic reach, tend to focus on primary prevention, and are costly to execute.17–19 The Centers for Disease Control and Prevention (CDC) sponsors multiple public health surveillance projects including the National Health and Nutrition Examination Survey (NHANES) and the Behavioral Risk Factor Surveillance System (BRFSS).20–22 These initiatives employ standardized, rigorous methodology; measure several important exposures relevant to CVD (eg, diet and exercise); and intend national representativeness. However, they involve repeat cross-sectional assessments.

Nonstandard Abbreviations and Acronyms

| Acronym | Description |
|---------|-------------|
| ARIC    | Atherosclerosis Risk in Communities |
| BRFSS   | Behavioral Risk Factor Surveillance System |
| CDC     | Centers for Disease Control and Prevention |
| EHR     | Electronic Health Record |
| GBD     | Global Burden of Disease |
| HCPCS   | Healthcare Common Procedure Coding System |
| HCSRN   | Healthcare Systems Research Network |
| LOINC   | Logical Observation Identifiers Names and Codes |
| MESA    | Multi-Ethnic Study of Atherosclerosis |
| NCHS    | National Center for Health Statistics |
| NDC     | National Drug Code |
| NHANES  | National Health and Nutrition Examination Survey |
| OMOP    | Observational Medical Outcomes Partnership |
| PCORnet | National Patient-Centered Clinical Research Network |
| REGARDS | Reasons for Geographic and Racial Differences in Stroke |

Figure 1. The cycle of surveillance. Surveillance begins with measurement, followed by dissemination of information, prioritization of metrics for remediation, intervention designed to improve high-priority metrics, and then quantification of improvements through remeasurement in a continuous cycle.
without concerted follow-up of individuals across assessments, have limited sample size, have declining participation rates, and lack exclusive focus on CVD, collecting only a limited number of CVD metrics. The GBD (Global Burden of Disease) study is a noteworthy international effort aggregating data from multiple sources that permits surveillance of cardiovascular and other disease metrics in the United States and beyond.23 Insurance claims databases serve as another possible means of CVD surveillance.24– 27 Such databases passively track insurance plan members for extended periods with presumably exhaustive capture of clinically relevant health events during enrollment periods, but typically represent limited patient populations and collect a limited number of elements relevant to CVD.28 Finally, electronic health records (EHRs) have recently emerged, with the National Patient-Centered Clinical Research Network (PCORnet) and the Health Care Systems Research Network (HCSRN) being multi-institution consortiums capable of surveillance with EHRs.24,29 Both insurance claims and EHRs as avenues to surveillance are discussed in greater detail below.

SURVEILLANCE WITH EHRS

Although the expected value of a national CVD surveillance system has not been questioned, financial and logistical challenges have likely been impediments to implementing such a system prospectively.8–13 Indeed, active surveillance requires prospective enrollment and tracking, which, for a national CVD surveillance system with the desired geographic coverage capturing the many important facets of cardiovascular health, are likely cost-prohibitive. Passive surveillance through the repurposing of existing data sources has obvious appeal by significantly contracting the time and cost requirements. Such existing data sources capable of achieving national surveillance with long-term person tracking include insurance claims and EHRs. Both data sources originate from patients receiving services through health care organizations. Such data are often referred to as routinely collected health care data to signify their origin in the routine operations of health care delivery organizations.

Insurance claims data have existed in electronic form for multiple decades and are increasingly being used for research and public health.30 Multiple features of insurance claims data are appealing for national surveillance. First, claims databases often consist of large patient numbers with few geographic constraints. Indeed, the most popular insurance claims data sources include Medicare and large, aggregated employer-based insurance databases spanning large segments of the country. Enrollment periods clearly define surveillance intervals in claims data, and identification of salient health events within that interval is presumed exhaustive. However, claims databases also have important limitations with respect to surveillance. Being largely restricted to information...
necessary for reimbursement, claims data are often limited to diagnostic, procedural, and medication codes, while frequently omitting certain metrics relevant to CVD such as blood pressure (BP), smoking, body mass index, laboratory test results, and sometimes death. The availability of claims data for analysis can be subject to significant lag times, sometimes ≥2 years, which impedes timely delivery of corrective interventions suggested by the data—an important feature of surveillance. Finally, individual claims data sources reflect limited patient populations. Medicare primarily reflects individuals aged ≥65 years, while employer-based claims databases reflect working individuals who are typically younger and healthier than the broader population. The latter often have relatively brief average enrollment intervals given the rate at which Americans change employers.

The recent proliferation of EHRs in the United States has generated enthusiasm for using EHR data for research, assessing quality improvement initiatives, and monitoring public health, including establishment of a national CVD surveillance system. As with claims data, EHR data are a byproduct of the documented, routine interactions of patients with health care delivery organizations. While claims data are often limited to elements necessary for billing and reimbursement, EHR data tend to possess richer clinical detail including vital signs (eg, BP), lifestyle information (eg, smoking), laboratory test results (eg, lipids), and, in some cases, death—key components of a comprehensive CVD surveillance system. EHR data also tend to represent broader patient populations than isolated claims data sources and are more available in real time. Although EHR data possess some obvious strengths as a potential resource for surveillance—and some work has been done in this area—some inherent features of EHR data cast uncertainty on its value as a surveillance data source. The remainder of this article goes into detail on some of the more relevant strengths and limitations of using EHR data for establishing a national CVD surveillance system (Table).

**STRENGTHS OF EHRS FOR NATIONAL CVD SURVEILLANCE**

**Strength #1: EHRs Are Ubiquitous**

In 2009, federal legislation in the United States provided financial incentives to health care organizations to implement EHRs in a meaningful way or face penalties for nonadoption. EHR utilization rates subsequently rose to the point where EHR penetrance is universal or nearly so (Figure 4). The pervasive implementation of EHRs within the health care enterprise has obvious implications for a potential national CVD surveillance system. First, the sheer volume of individuals with EHR data is immense, exceeding 100 million persons—several-fold more than could be feasibly enrolled in any active surveillance system. Furthermore, the geographic reach of EHR-based surveillance could extend well beyond any current surveillance efforts, thus making such a system more “national.” This extended reach should enable better surveillance of subpopulations that have been more challenging to account for in volunteer-based surveillance systems. For instance, an EHR-based surveillance system in Colorado captured...
greater proportions of Hispanics and people living in high-poverty neighborhoods relative to traditional survey methods. In general, EHR-based surveillance cohorts should be more similar to the general population than cohorts identified for active surveillance, enhancing generalizability of findings to the entire country, and more accurately reflecting the nation’s demographic diversity while providing ample sample size for less common subgroups.

Strength #2: A Common Data Infrastructure Exists

EHR data reflect the documented, routine interactions of patients with health care organizations. Generally, a common set of data domains are documented in the medical record for describing a patient’s medical profile and services rendered. These common data domains include demographics, vital signs, clinical signs and symptoms, social history (eg, smoking), encounter diagnoses (primary and secondary), problem lists, medications, diagnostic and interventional procedures, and laboratory test results, among others. EHR data types can be broadly divided into structured versus unstructured. Structured data refer to elements represented quantitatively (eg, systolic BP) or according to some taxonomy (see below); unstructured data refer to elements gleaned from text such as clinical notes. To facilitate administrative and other organizational functions, nonquantitative structured data are typically expressed according to universal coding systems such as the International Classification of Diseases (ICD) for diagnoses and inpatient procedures, the Current Procedural Terminology (CPT) system and Healthcare Common Procedure Coding System (HCPCS) for procedures, the Logical Observation Identifiers Names and Codes (LOINC) system for medical laboratory observations, and the National Drug Code (NDC) and RxNorm systems for medications. Such structured data permit consistency

### Table. Strengths and Limitations of Using EHRs for National CVD Surveillance

| Strengths | Limitations |
|-----------|-------------|
| EHRs are ubiquitous | Incomplete ascertainment of health information |
| • In 2009, federal legislation in the United States provided financial incentives for health care organizations to implement EHRs in a meaningful way | • In the United States, features of the health care delivery system and varying levels of patient engagement with this system affect data availability and ability to surveil |
| • Currently, nearly all health care organizations document clinical care in an EHR; >100 million US residents have EHR data available | • To the extent health information from separate organizations cannot be linked, health profiles based on a single organization’s EHR may be incomplete |
| • EHR-based surveillance may generalize well to the entire country and accurately reflect the nation’s demographic diversity | • Surveillable subsets must be derived by organizations according to geography, insurance coverage, receipt of primary care, or other factors |
| A common data infrastructure exists | Data quality |
| • Generally, a common set of data domains are documented in the medical record for describing a patient’s medical profile and services rendered | • The nature of health care service provision within the United States creates significant interpatient variation in how much, when, and what data are collected and recorded |
| • Data are often expressed according to universal coding systems such as ICD; thus, a common data infrastructure underlies the health care enterprise | • Default information-gathering processes in usual clinical care will generate data fraught with measurement error, misclassification, and missing information |
| • A common data machinery can be implemented across surveillance sites; data models developed through PCORnet and HCSRN may serve as a starting point | • More frequent health care utilisers have better data quality; EHR data reflect patient health but also how patients interact with health care organizations |
| Longitudinal length and detail | Vague denominators |
| • A health care organization’s EHR data collectively reflect a dynamic cohort—individuals enter and exit the cohort according to EHR-documented encounters | • Confidence in denominator tracking with EHRs is limited as care may have been received at outside organizations between documented encounters |
| • Many patients within EHR systems have dense, longitudinal data; this detail can be capitalized on for achieving robust surveillance | • Younger, healthier individuals are more likely to have long, encounter-free time intervals, making them more challenging to surveil with EHRs |
| • The longitudinal nature of EHRs enables measurement of certain surveillance metrics difficult to estimate through cross-sectional surveys, eg, incidence rates | • Assumptions regarding patient observability between encounters may be necessary for a surveillance system to take advantage of the EHR’s most valuable strengths |
| Breadth of outcomes | Deciphering trends |
| • EHR-based surveillance is constrained by what is measured during clinical care, yet an extensive list of outcomes and risk factors are surveillance candidates | • Temporal trends in metrics derived from EHR-based surveillance will be sensitive to parallel changes in clinical and administrative processes |
| • The large size of a national, EHR-based surveillance system may allow surveillance of less common conditions unachievable with current methodology | • Several factors could affect documentation of diagnoses over time irrespective of true changes in disease properties, eg, changing diagnostic criteria |
| • EHR-based surveillance could also track more clinically oriented metrics, such as uptake of new medications, procedure use, and health care utilization | • Changes in case-mix over time could affect interpretation of outcome trends, eg, more subclinical disease leading to improved outcomes |

EHR indicates electronic health record; HCSRN, Healthcare Systems Research Network; ICD, International Classification of Diseases; and PCORnet, National Patient-Centered Clinical Research Network.
of expression; thus, to the extent this expression is applied broadly across diverse health care organizations, in a sense, a common data infrastructure underlies the entire health care enterprise.48,50

A national CVD surveillance system could leverage this near-universal language provided by structured EHR data into a common data machinery that could be largely standardized across surveillance sites. This data machinery would consist of, among other things, case definitions (or “computable phenotypes”)—the set of rules applied to EHR data for defining the presence of medical diagnoses. Case definitions typically incorporate structured data from ≥1 of the aforementioned data domains to (indirectly) identify disease positives. The most common data domain applied is diagnostic codes, but case definitions could also include some combination of medications, laboratory test results, and/or procedures specific to the diagnosis.51–54 For case definitions, diagnostic code lists must be developed for which there may not be universal agreement.55–58 Furthermore, the care setting from which information was drawn (eg, office versus hospital) and diagnostic position (primary versus secondary diagnosis) may also affect diagnostic confidence.

As apparent from the above, the development of case definitions and other data machinery components involves many decisions large and small, but the common set of data elements available among health care organizations makes creating a scalable data machinery a tenable task. Several health care organizations in the United States already apply common data machineries (also known as data models) to facilitate multisite research with EHRs, the most notable being those employed by PCORnet and the HCSRN.29,59,60 Other popular common data models are widely employed, including the Observational Medical Outcomes Partnership (OMOP) data model. Certain components of these existing machineries may serve as a starting point for a national EHR-based surveillance system. Notably, applying a data machinery to an organization’s EHR data enables creating a post hoc surveillance system dating back nearly to EHR inception. A common data machinery also facilitates adding future surveillance sites not involved in initial development. Importantly, developing the appropriate data machinery for achieving national surveillance is expected to require substantial effort at initial development but much less effort over time as adjustments are needed.

Strength #3: Longitudinal Length and Detail

A desirable feature of a surveillance system accommodated by many organizations’ EHRs is the longitudinal tracking of individuals over extended periods. This feature contrasts with many existing surveillance-capable systems limited to repeat cross-sectional assessments where overlap of individuals across assessments may be minimal (eg, NHANES). Any health care organization’s EHR data collectively reflect a dynamic cohort—individuals enter the cohort at an initial post-EHR inception encounter with the organization and exit at the last EHR-documented encounter. Subsequent encounters with the organization effectively serve as follow-up updates, akin to postbaseline reexaminations in epidemiologic cohort studies. When patients repeatedly patronize a particular health care organization, a longitudinal data stream develops that increases in value over time as encounters and data accrue.48 A surveillance system can be executed by applying a specified data machinery to this data stream.61 Index dates (ie, beginning surveillance dates) are typically assigned 6 to 24 months after the first EHR-documented encounter so a more complete assessment of medical history at the index date can be attained. EHR-based surveillance is then achieved through information acquired at postindex date encounters. Many patients within EHR systems have dense, longitudinal data, including repeat measurement of vital signs and laboratory tests, newly developed diagnoses, and repeatedly
documented medications via orders and medication reconciliations. All of this detail can be capitalized on for achieving a robust, national surveillance system.

The longitudinal nature of person-level EHR data enables measurement of several valuable surveillance metrics that are difficult or impossible to track through cross-sectional evaluations such as incidence rates, repeat event rates (eg, recurrent myocardial infarction following a first myocardial infarction), and individual-level risk factor trajectories (eg, serial BP readings).62 The calculation of incidence rates showcases a particular strength of longitudinal EHR data. Disease incidence is often considered one of the most valuable surveillance metrics but is costly and laborious to measure through prospective studies and challenging to estimate through cross-sectional surveys. Tracking incident disease through EHRs first requires identifying a “disease-free” interval of time and encounters where there is no documentation of the disease of interest.61,63,64 Multiple authors have demonstrated the sensitivity of incidence rates to disease-free interval length, with the optimal interval suggested to be ≥2 years.63–66 A surveillance interval for incident disease begins where the disease-free interval ends, with incident events identified through the end of the surveillance interval. Clearly, the number of identified incident cases and thus statistical power are directly associated with the longitudinal length of the data source.

**Strength #4: Breadth of Outcomes**

Prioritizing cardiovascular outcomes and risk factors for interventional action via surveillance requires tracking a wide range of each so informed decisions can be made. Although EHR-based surveillance is constrained by what is measured during usual clinical care, an extensive list of outcomes (ie, “diagnoses” in EHR nomenclature) and risk factors (ie, “diagnoses,” “vital signs,” and “laboratory tests”) remain candidates for surveillance. Notably, several metrics measurable through EHR-based surveillance are also captured by existing surveillance systems such as NHANES (eg, systolic BP); comparing numerical findings across different surveillance data sources might be informative for understanding biases inherent to different methods. Importantly, the large anticipated size of a national, EHR-based surveillance system may allow surveillance of less common conditions unachievable with existing surveillance methodology. Furthermore, although insurance claims–based surveillance could match the cohort sizes achievable with EHRs, several important cardiovascular-related metrics are typically not available through claims databases, as discussed earlier, including smoking, body mass index, BP, laboratory test results such as low-density lipoprotein cholesterol, and sometimes death. Finally, in EHR-based surveillance, outcomes do not need to be prespecified from the outset as recommended for an active, prospective surveillance system. Outcomes can be added to the system ad hoc as priorities shift, and historical trends for the added outcomes can be quantified fairly expeditiously.

By nature of the data source, an EHR-based surveillance system could also track more clinically oriented metrics typically outside the purview of conventional public health surveillance systems, such as uptake of new medications, procedure use, and health care utilization (eg, emergency department visits). Indeed, an interesting feature of the suggested surveillance system may be the ability to quantify adherence to appropriate or guideline-based care on a large scale (eg, β-blocker use following myocardial infarction). Such metrics might be valuable to a wider range of stakeholders in the clinical and policy arenas as they affect outcomes, drive costs, and reflect care delivery processes and quality of care.50 Also worth noting are some key cardiovascular risk factors and outcomes that are not routinely tracked through EHRs, including dietary patterns, physical activity, and cause of death. Notably, cause of death is currently the only cardiovascular-related health metric surveilled nationwide through the National Center for Health Statistics (NCHS).7,2

**LIMITATIONS OF EHRS FOR NATIONAL CVD SURVEILLANCE**

**Limitation #1: Incomplete Ascertainment of Health Information**

The ideal national CVD surveillance system would monitor a representative sample of the US population while thoroughly describing their cardiovascular risk factors and outcomes in a manner that generalizes to the entire nation. Multiple phenomena render this ideal a challenging goal with EHR data. EHR data inherently encompass patient populations receiving services through health care–providing organizations, and, as such, cannot surveil individuals never patronizing such organizations. Some estimates suggest up to 50% of the population has no contact with the health care industry in a given year.67 Logically, this underrepresented group is younger and healthier.68,69 Then, among individuals who do utilize formal health care services, interpatient variation persists in the frequency and types of services sought based on the presence and severity of medical conditions, personal preferences, insurance coverage, ability to access health care, and other factors. Some seek services through formal health care channels infrequently or only under dire circumstances; EHR-derived information from such individuals may not contain the requisite detail for proper surveillance. Ultimately, these varying levels of engagement with the health care enterprise affect
Another relevant impediment to a high-functioning, EHR-based, national CVD surveillance system is the disconnect of information generated at separate health care organizations. In the United States, EHR data are typically confined to the organization generating the data. Data sharing with outside organizations may be discouraged by lack of data transfer mechanisms, for privacy or competitive reasons or other factors. Importantly, individuals often seek care at multiple health care organizations (ie, care fragmentation), and, thus, to the extent health information generated at separate organizations cannot be linked, an individual’s medical profile based on a single organization’s EHR may be incomplete. This concern may be more relevant in urban areas where people naturally have more health care options. For instance, a recent study conducted at 2 urban health care centers noted that only 20% to 30% of potentially linkable health care encounters documented in Medicare claims data were observed in their respective EHRs. Importantly, study patients with a smaller proportion of their health care encounters documented in their local EHR had increased EHR-based misclassification of certain diseases (ie, undercounting) compared with a Medicare gold standard. Although the percentage of total encounters captured by the local EHRs was disappointingly low in this study, nationally, this percentage likely varies greatly according to contextual factors, especially the number of distinct health care organizations in a geographic region, which also relates to population density. Unfortunately, most health care organizations cannot easily quantify how frequently their clientele seek care at outside organizations. Also of relevance, certain health care organizations provide only a limited set of services (eg, a standalone hospital), and such organizations’ EHRs have limited capacity to fully describe a patient’s medical profile. Studies have quantified the loss of information when patients are tracked through an incomplete array of care settings. All of these factors place limitations on which health care organizations can meaningfully participate in a national EHR-based CVD surveillance system.

As suggested above, certain features of the health care delivery system in the United States, and variability in how individuals interact with this system, create challenges for EHR-based surveillance. An “all-comers” approach to EHR surveillance (ie, include every patient in an organization’s EHR) is difficult to endorse, as many patients likely have critical data shortcomings. Thus, at issue is identifying EHR-derived “surveillable” subsets, which adequately reflect the entire nation. As surveillable implies some minimal level of EHR data availability, and, perhaps synonymously, data completeness, no definition is without limitation as completeness associates with certain patient attributes such as health consciousness and degree of illness—factors that may introduce selection biases. Although data completeness is a nebulous construct in the context of EHR data, some generalities may prove useful, as demonstrated here by example. Health care organizations have created empirical rules for identifying patient subsets with presumed greater data completeness. For example, the Rochester Epidemiology Project identifies individuals residing in proximity to an exhaustive group of health care organizations within a circumscribed geographic region of the Upper Midwest. Kaiser Permanente, a health insurer and provider, supplies health insurance to many patients seeking care at its organization, which allows better longitudinal tracking. Geisinger Health System researchers frequently employ a receipt of primary care criterion as a means of identifying patients in a closer relationship with their organization. Notably, the aforementioned organizations are all integrated health care delivery networks—organizations capable of providing the entire spectrum of health care services from office to hospital care and other specialized services. Furthermore, 2 of these organizations predominantly provide services in relatively isolated geographic areas, where health care options are fewer and outmigration rates tend to be lower. Although such features—integrated delivery networks and geographic isolation—have obvious appeal from a surveillance standpoint, they also limit generalizability.

The underlying concepts suggested above—geographic proximity, insurance coverage through the organization, receipt of primary care—may be just a few of several definitions that organizations might apply to identify surveillable subsets. More generally, however, many organizations may need to identify this subset by applying some sort of EHR footprint rule to its patient population. That is, patients with a larger EHR footprint—more encounters, more data, more information—should be closer to the data completeness ideal and thus more appropriate for surveillance. Unfortunately, this strategy also identifies a subset predictably biased toward a less healthy group, creating difficulties when generalizing findings to the entire country. Ultimately, any functional EHR-derived surveillance system will need to make imperfect trade-offs between data completeness and external validity.
**Limitation #2: Data Quality**

Beyond the data completeness concerns related to care (data) fragmentation and infrequent health care utilizers discussed earlier, other EHR data quality issues pose challenges for surveillance.31,32,37,49,63,84,92,93 Two distinct aspects of data quality are considered related to: (1) measurement and documentation within the clinical enterprise, and (2) their implications for operationalizing a surveillance system.

The intrinsic nature of service provision within US health care organizations creates significant interpatient variation in how much, when, and what information is collected and recorded. 32,37,94 This reality is far from the epidemiologic ideal of standardized measurement according to a structured protocol and time schedule, applied uniformly across all study participants. Much of the care provided by US health care organizations revolves around addressing specific complaints (eg, symptoms) or managing chronic disease. Accordingly, the information-gathering tactics of providers often focus on these specific needs and are thus limited.37,86,94 Providers vary in how information is elicited, as do patients in their willingness to disclose certain disorders.32 Clinical documentation tends to reflect only presence of certain conditions, while absence is seldom documented, making disease absence versus disease status unknown indistinguishable.74,94,95

Quantitative measurements made in routine practice can be subject to meaningful degrees of measurement error when clinical protocols are not adhered to. For example, systolic BP measurements made in clinical practice have greater variability and are often biased high when protocols maximizing validity are not followed, while quantitative blood glucose measurements are highly sensitive to fasting status.96–98 Furthermore, laboratory tests are often ordered based on demographic characteristics, disease(s) present, disease suspicion, or for monitoring treatment efficacy.99 Thus, missing data are seldom missing completely at random, complicating application of common imputation techniques that extrapolate from nonmissing data patterns.31,99,100

In short, the default information-gathering processes within the clinical enterprise will generate data fraught with measurement error, misclassification, and missingness—all of which create inferential challenges.54,82,86,94,101 Inevitably, more frequent health care utilizers will have better data quality—especially less misclassification and missing data—simply by having more interaction with the health care enterprise. Likewise, more ill patients will tend to have better data quality given their greater need for health care services.99 This variable data quality directly related to health care utilization frequency can impact quantitative findings derived from the resulting data.102,103

For instance, valid identification of true diagnoses is partially dependent on the frequency of health care encounters—the sensitivity and specificity of case definitions are simply enhanced when more encounters can be incorporated into the case-finding process.84,65,77,104 Thus, health care encounter frequency is positively associated with the number of documented diagnoses, which can distort associations between diagnoses sensitive to this phenomenon.103,105

How to account for the effect of these health care processes analytically remains a significant challenge, as data reflect not only patient health but also the ways patients interact with health care organizations.86,102

**Limitation #3: Vague Denominators**

In surveillance parlance, point denominator refers to the set of patients purportedly being surveilled at a single point in time. Extending this definition, a surveillance interval is a continuous time interval where a surveilled patient appropriately contributes person-time to a denominator for rate calculations. These concepts are requisite components of 2 valuable surveillance metrics—prevalence proportions and incidence rates—as both rely on accurate enumeration of denominators (and numerators) for proper calculation. Correct denominator enumeration with EHRs is seemingly achieved at instances of actual patient contact with health care organizations but vaguely achieved otherwise. Confidence that accurate denominator tracking has been achieved through an EHR is weakened by the care fragmentation phenomenon described earlier—patient-level time intervals in an organization’s EHR devoid of documented patient contact may not be properly attributed to the surveillance interval as care may have been received at outside organizations.

The issue of vague denominators is of greater concern when calculating metrics relying on extended surveillance intervals such as incidence rates. Notably, the bookends of an extended surveillance interval can be objectively defined within EHRs according to actual patient encounters, but whether exhaustive surveillance has been achieved during intervening periods is less clear. In EHR-based cohort studies, continuous follow-up intervals are typically applied as there is rarely a suitable empirical argument for allowing multiple, discontinuous follow-up intervals.90 This characteristic of EHR-based epidemiology contrasts with insurance claims–based epidemiology, where beginning and ending enrollment dates define a clear surveillance interval wherein capture of salient health events within that interval is presumably exhaustive. Long, encounter-free time intervals in EHRs may be more likely among younger, healthier individuals who utilize health care services less frequently, and decrease confidence in
the ability to surveil this important subset with EHRs. Indeed, confident denominator enumeration will depend partially on context—eg, tracking metrics among patients with heart failure might be more easily accomplished as heart failure is a resource-intensive disorder requiring frequent interaction with health care organizations, but tracking rates of incident acute myocardial infarction in the young will be less easily accomplished as the relevant denominator will be undercounted with EHRs.

At many health care organizations, establishing surveillance interval criteria with EHR data might be closely tied to the surveillable subset principle previously described. Again, such criteria might involve geographic proximity to, insurance coverage or receipt of primary care through, or having a significant EHR “footprint” within the health care organization; or other criteria implying a closer, ongoing relationship between patient and the organization. In many instances, however, some strong assumptions regarding patient observability between encounters may be necessary if a national surveillance system is to take full advantage of the EHR’s most valuable strengths.

Limitation #4: Deciphering Trends
A fundamental goal of surveillance is tracking health metrics over time. Measuring trends quantifies trajectories and serves to evaluate the population-level effects of deployed interventions. Ideally, when a surveillance system reveals an adverse trend in some metric over time, a true worsening attributable to some biologically plausible underlying cause(s) is operating. Likewise, when surveillance detects improvements over time, ideally the trend has a rational explanation, such as improved risk factor control or uptake of effective therapies. Unfortunately, in EHR-based surveillance, multiple artifacts could obscure these desired interpretations.

EHR-based surveillance is a byproduct of ever-evolving clinical and administrative processes, thus quantitative findings derived from an EHR-based surveillance system will necessarily be sensitive to such process changes. Specifically, several factors could cause increased documentation of diagnoses over time irrespective of a change in the underlying disease properties, including changing diagnostic criteria, increased utilization and/or access to diagnostic technology, more sensitive diagnostic testing such as through imaging or biomarkers, and/or simply increased coding of a condition as a result of greater awareness or for administrative (eg, financial) reasons. For example, a recent study reporting increasing atrial fibrillation incidence rates over time with EHR data observed a parallel increase in the use of short-term ECG, which may have partially explained the trend. In the United States, temporal trends in metrics may also be affected by the transition from International Classification of Diseases, Ninth Revision (ICD-9), to International Classification of Diseases, Tenth Revision (ICD-10), coding schemes in October 2015. Furthermore, medical history profiles of more recently identified disease cases may appear worse as more historical information is available for determining such profiles relative to cases identified in prior years (ie, more recent cases have more documented conditions because of longer lookback periods). All of these factors may have a true or perceived impact on changing case-mix over time, which could subsequently cloud interpretation of outcome trends. For instance, increasing disease incidence over time attributable to more subclinical (ie, less severe) cases identified via sensitive diagnostic technology could logically translate into improved outcome trends.

WHAT NEXT?
Although this document expresses optimism for EHRs in achieving national CVD surveillance, its ultimate realization will require resolution of some of the more critical limitations outlined here. Unfortunately, many of the limitations discussed have no viable solution (eg, using EHRs to surveil nonhealth care seekers) or can be addressed analytically but only after data procurement (eg, accounting for changing clinical processes when interpreting temporal trends in a health metric). Thus, in our view, the most important potentially resolvable outstanding issue remains the challenge of combining EHR data from disparate health care organizations at the person level such that comprehensive pictures of individual medical profiles can be formed. A detailed discussion of this topic was provided earlier. Apart from limiting surveillance to sites with “good enough” data, multiple possible solutions warrant consideration. First, some of the larger EHR vendors have begun to utilize their data for research. As, presumably, all data generated through a particular EHR vendor’s system are available through the particular vendor, different health care organizations using the same vendor could link their data. Having all this data housed within a single entity would also facilitate application of a common data machinery as previously described. Furthermore, linkage of EHR data at the vendor- or health care organization–level with other data sources such as insurance claims has been accomplished. Linking data sources would fill some gaps that result when limiting to a single organization’s EHR. Second, multiple health information exchanges have been formed around the country as a means to share electronic data across different health care organizations in a restricted geographic region. Although health information exchanges were developed primarily to support clinical care, the
ability to aggregate data across health care organizations participating in a health information exchange may facilitate surveillance in that region. Finally, multiple members of PCORnet and the HCSRN likely possess sufficient criteria for adequate surveillance as outlined here, with the additional benefit of an established common data infrastructure. These and other potential avenues to national surveillance could be investigated. Any proposed methodology investigated at a subset of candidate surveillance sites would ideally be compared with some gold standard such as a prospective epidemiologic cohort study tracking individuals for extended periods.

CONCLUDING COMMENTS

The promise of a national CVD surveillance system built around EHR data lies in the ubiquity of EHRs in the United States, the large number of US residents with available EHR data, wide geographic reach, and cost-efficiency relative to prospective alternatives. Many organizations’ EHRs can track patients for extended time intervals with rich clinical detail, and the range of possible surveillance metrics is large. The inescapable imperfections of EHR-based surveillance include reliance on noisy data generated during usual clinical operations, exclusive inclusion of health care seekers, the current difficulties in linking EHR data across separate health care organizations, and the imposing of minimum data requirements that may overselect a less healthy subpopulation. While these limitations may restrict which health care organizations can meaningfully participate in EHR-based surveillance, a scalable system nonetheless appears feasible given the common data infrastructure across diverse health care organizations. The proposed system may ultimately consist of a restricted subset of geographically diverse yet representative health care organizations. The proposed system may ultimately consist of a restricted subset of geographically diverse yet representative health care organizations meeting necessary criteria, some of which have been suggested here. Such a system has enormous potential toward achieving its laudable aims of quantifying the cardiovascular health of our nation, providing stimulus for widespread judicious actions, and, ultimately, improving the cardiovascular health of our country.
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