Abstract. We consider the Cauchy problem of fifth order dispersive equations on the torus. We assume that the initial data is sufficiently smooth and the nonlinear term is a polynomial depending on $\partial^3_x u, \partial^2_x u, \partial_x u$ and $u$. We prove that the local well-posedness holds on $[-T, T]$ when the nonlinear term satisfies a condition and otherwise, the local well-posedness holds with a smoothing effect only on either $[0, T]$ or $[-T, 0]$ and nonexistence result holds on the other time interval, which means that the nonlinear term can not be treated as a perturbation of the linear part and the equation has a property of parabolic equations by an influence of the nonlinear term. As a corollary, we also have the same results for $(2j + 1)$-st order dispersive equations.

1. Introduction

We consider the Cauchy problem of fifth order dispersive equations on $\mathbb{T}(:= \mathbb{R}/2\pi \mathbb{Z})$:

$$\begin{align*}
(\partial_t + \gamma_0 \partial^5_x + \gamma_1 \partial^3_x + \gamma_2 \partial_x)u(t, x) &= N(\partial^3_x u, \partial^2_x u, \partial_x u, u), \quad (t, x) \in [-T, T] \times \mathbb{T}, \\
u(0, \cdot) &= \varphi(\cdot),
\end{align*}$$

where the initial data $\varphi$, the unknown function $u$ are real valued and $\gamma_0, \gamma_1$ and $\gamma_2$ are real constants with $\gamma_0 \neq 0$. We assume that the nonlinear term $N$ is a polynomial which depends only on $u, \partial_x u, \partial^2_x u$ and $\partial^3_x u$ and does not include any constants and linear terms. That is to say, $N$ can be expressed by

$$N(\partial^3_x u, \partial^2_x u, \partial_x u, u) = \sum_{j=1}^{j_0} N_j(u), \quad N_j(u) = \lambda_j (\partial^3_x u)^{a_j} (\partial^2_x u)^{b_j} (\partial_x u)^{c_j} u^{d_j}$$

where $\lambda_j \in \mathbb{R}, j_0 \in \mathbb{N}, a_j, b_j, c_j, d_j \in \mathbb{N} \cup \{0\}$ and $p_j := a_j + b_j + c_j + d_j \geq 2$. Put $p_{\text{max}} := \max_{1 \leq j \leq j_0} p_j$. In this paper, we are interested in the case of initial data being
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sufficiently smooth. Here, we define a functional $P_N(f)$ to categorize the nonlinear terms.

**Definition 1.** Put

$$P_N(f) := \sum_{j=1}^{j_0} P_{N_j}(f), \quad P_{N_j}(f) := \frac{\lambda_j b_j}{2\pi} \int_{\mathbb{T}} (\partial_x^2 f)^{a_j} (\partial_x^2 f)^{b_j-1} \partial_x^c f^k dx.$$  

We say that $N$ is non-parabolic resonance type if $P_N \equiv 0$, namely, $P_N(f) = 0$ for any $f \in C^\infty(\mathbb{T})$. Otherwise, we say $N$ is parabolic resonance type.

Remark that

$$P_N(f) = \frac{1}{2\pi} \int_{\mathbb{T}} \frac{\partial}{\partial \omega_2} N(\omega_3, \omega_2, \omega_1, \omega_0) \bigg|_{(\omega_3, \omega_2, \omega_1, \omega_0) = (\partial_x^2 f, \partial_x^2 f, \partial_x f, f)} dx.$$  

For instance, put $N_1 := 2 \partial_x^2 u(\partial_x u)^2$, $N_2 := (\partial_x^2 u)^2 u$ and $N := N_1 + N_2$. Then,

$$P_{N_1}(f) = \frac{1}{\pi} \int (\partial_x f)^2 dx > 0, \quad P_{N_2}(f) = \frac{1}{\pi} \int f \partial_x^2 f dx = -P_{N_1} < 0 \quad \text{and} \quad P_N = 0$$

for any $f \in C^\infty(\mathbb{T})$. Therefore, $N_1$ and $N_2$ are parabolic resonance type and $N$ is non-parabolic resonance type.

Now, we state our main results.

**Theorem 1.1** (L.W.P. for non-parabolic resonance type). Let $P_N \equiv 0$, $s \in \mathbb{N}$ and $s \geq 13$. Then, we have the followings.

(Existence) Let $\varphi \in H^s(\mathbb{T})$. Then, there exist $T = T(\|\varphi\|_{H^1}) > 0$ and a solution to (1.1)–(1.2) on $[-T, T]$ satisfying $u \in C([-T, T]; H^s(\mathbb{T}))$.

(Uniqueness) Let $T > 0$, $u_1, u_2 \in L^\infty([-T, T]; H^{12}(\mathbb{T}))$ be solutions to (1.1)–(1.2) on $[-T, T]$. Then, $u_1(t) = u_2(t)$ on $[-T, T]$.

(Continuous dependence on initial data) Assume that $\{\varphi^j\}_{j \in \mathbb{N}} \subset H^s(\mathbb{T})$, $\varphi \in H^s(\mathbb{T})$ satisfy $\|\varphi^j - \varphi\|_{H^s} \to 0$ as $j \to \infty$. Let $u^j$ (resp. $u$) be the solution obtained above with initial data $\varphi^j$ (resp. $\varphi$) and $T = T(\|\varphi\|_{H^1})$. Then $\sup_{t \in [-T, T]} \|u^j(t) - u(t)\|_{H^s} \to 0$ as $j \to \infty$.

**Theorem 1.2** (L.W.P. for parabolic resonance type). Let $P_N \neq 0$, $s \in \mathbb{N}$ and $s \geq 13$. Then, we have the followings.

(Existence) Let $\varphi \in H^s(\mathbb{T})$ and $P_N(\varphi) > 0$ (resp. $P_N(\varphi) < 0$). Then, there exist $T = T(P_N(\varphi), \|\varphi\|_{H^1}) > 0$ and a solution to (1.1)–(1.2) on $[0, T]$ (resp. $[-T, 0]$) satisfying $u \in C([0, T]; H^s(\mathbb{T})) \cap C^\infty((0, T) \times \mathbb{T})$ and $P_N(u(t)) \geq P_N(\varphi)/2$ on $[0, T]$ (resp. $u \in C([-T, 0]; H^s(\mathbb{T})) \cap C^\infty([-T, 0) \times \mathbb{T})$ and $P_N(u(t)) \leq P_N(\varphi)/2$ on $[-T, 0]$).

(Uniqueness) Let $T > 0$, $u_1, u_2 \in L^\infty([0, T]; H^{12}(\mathbb{T}))$ (resp. $u_1, u_2 \in L^\infty([-T, 0]; H^{12}(\mathbb{T}))$) be solutions to (1.1)–(1.2) and $P_N(u_1(t)) \geq 0$ on $[0, T]$ (resp. $P_N(u_1(t)) \leq 0$ on $[-T, 0]$). Then, $u_1(t) = u_2(t)$ on $[0, T]$ (resp. $[-T, 0]$).
(continuous dependence on initial data) Assume that \( \{\varphi^j\}_{j \in \mathbb{N}} \subset H^s(\mathbb{T}), \varphi \in H^s(\mathbb{T}) \) satisfy \( P_N(\varphi) > 0 \) (resp. \( P_N(\varphi) < 0 \)) and \( \|\varphi^j - \varphi\|_{H^s} \to 0 \) as \( j \to \infty \). Let \( u^j \) (resp. \( u \)) be the solution obtained above with initial data \( \varphi^j \) (resp. \( \varphi \)) and \( T = T(P_N(\varphi), \|\varphi\|_{H^2}) \). Then \( \sup_{t \in [0,T]} \|u^j(t) - u(t)\|_{H^s(\mathbb{T})} \to 0 \) (resp. \( \sup_{t \in [-T,0]} \|u^j(t) - u(t)\|_{H^s(\mathbb{T})} \to 0 \)) as \( j \to \infty \).

**Theorem 1.3** (non existence for parabolic resonance type). Let \( \varphi \not\in C^\infty(\mathbb{T}) \) and \( P_N(\varphi) < 0 \) (resp. \( P_N(\varphi) > 0 \)). Then, for any small \( T > 0 \), there does not exist any solution to (1.1)–(1.2) on \([0,T]\) (resp. \([-T,0]\)) satisfying \( u \in C([0,T]; H^{13}(\mathbb{T})) \) (resp. \( u \in C([-T,0]; H^{13}(\mathbb{T})) \)).

**Remark 1.1.** Theorem 1.1 is a typical result for dispersive equations in the following sense: they can be solved on both positive and negative time intervals and the regularity of the solution is same as that of initial data. Theorems 1.2 and 1.3 are typical results for parabolic equations in the following sense: they can be solved on either positive or negative time interval with strong smoothing effect and they are ill-posed on the other time interval. Since (1.1) are semilinear dispersive equations, Theorem 1.1 is a natural result. On the other hand, Theorems 1.2 and 1.3 are somewhat surprising. These theorems mean that when the nonlinear term is parabolic resonance type, the nonlinear term cannot be treated as a perturbation of the linear part and the effect by the second derivative in the nonlinear part is dominant.

**Remark 1.2.** Put \( J_{N,\varepsilon}^{(j)} = \frac{\partial}{\partial U} P_N(u_\varepsilon(t)) \big|_{t=0} \) for \( \varepsilon \in [0,1], j = 1, 2, \ldots \) and \( u_\varepsilon \) satisfying (1.17)–(1.18) with \( \varphi \in H^{3+5j}(\mathbb{T}) \). Note that we can express \( J_{N,\varepsilon}^{(j)} \) only by \( \varphi \) if we use (1.17)–(1.18). For instance,

\[
J_{N,\varepsilon}^{(1)} = \sum_{j=1}^{j_0} \frac{\lambda_j b_j}{2\pi} \int_{\mathbb{T}} \left( a_j (\partial_x^3 \varphi)^{a_j-1} (\partial_x^2 \varphi)^{b_j-2} (\partial_x \varphi)^{c_j} \varphi^{d_j} \partial_x^3ight.
+ (b_j - 1) \partial_x^2 \varphi)^{a_j} (\partial_x^2 \varphi)^{b_j-2} (\partial_x \varphi)^{c_j} \varphi^{d_j} \partial_x^2
+ c_j (\partial_x^3 \varphi)^{a_j} (\partial_x^2 \varphi)^{b_j} (\partial_x \varphi)^{c_j-1} \varphi^{d_j} \partial_x
+ d_j (\partial_x^3 \varphi)^{a_j} (\partial_x^2 \varphi)^{b_j} (\partial_x \varphi)^{c_j} \varphi^{d_j-1})
\times \left( (-\varepsilon \partial_x^4 - \gamma_0 \partial_x^5 - \gamma_1 \partial_x^3 - \gamma_2 \partial_x) \varphi + N(\varphi, \partial_x \varphi, \partial_x^2 \varphi, \partial_x^3 \varphi) \right) \, dx.
\]

Obviously, \( J_{N,\varepsilon}^{(j)} \to J_{N,0}^{(j)} \) when \( \varepsilon \to 0 \). When \( N \) is parabolic resonance type and \( P_N(\varphi) = J_{N,0}^{(1)} = \cdots = J_{N,0}^{(j-1)} = 0 \), the direction of the existence time depends on the sign of \( J_{N,0}^{(j)} \). Precisely, if \( s \geq 13 + 5j, \varphi \in H^s(\mathbb{T}), P_N(\varphi) = J_{N,0}^{(1)} = \cdots = J_{N,0}^{(j-1)} = 0 \) and \( J_{N,0}^{(j)} > 0 \) (resp. \( J_{N,0}^{(j)} < 0 \)), then there exists a unique solution \( u \in C([0,T]; H^s(\mathbb{T})) \cap C^\infty((0,T) \times \mathbb{T}) \) (resp. \( C([-T,0]; H^s(\mathbb{T})) \cap C^\infty((-T,0) \times \mathbb{T}) \)) and
there does not exist any solution \( u \in C([-T, 0]; H^{13+5j}(\mathbb{T})) \) (resp. \( C([0, T]; H^{13+5j}(\mathbb{T})) \)).

We can prove this by using Taylor’s expansion instead of the mean value theorem in the proof of Lemma 4.3 and replacing (4.2) with
\[
\inf_{t \in [0, T_*]} \frac{P_N(u_\varepsilon(t))}{t^j} \geq \frac{1}{2} \frac{d^j}{dt^j} P_N(u_\varepsilon(t)) \bigg|_{t=0},
\]
the second term of the left-hand side of (4.3) with
\[
J^{(j)}_{N, \varepsilon} \int_0^t (t')^j \| \partial_x^{j+1} u_\varepsilon(t') \|_{L^2}^2 dt'
\]
and (4.4) with
\[
\inf_{t \in [0, T_*]} \frac{P_N(u_\varepsilon(t))}{t^j} \geq \frac{1}{2} J^{(j)}_{N, \varepsilon}.
\]

Here, we give some examples which satisfies (1.1). The fifth order KdV equation:
\[
(\partial_t + \partial_x^5)u - 5\partial_x(\partial_x u)^2 + 10\partial_x^2(\partial_x u) + \partial_x(u^3) = 0,
\]
(1.4)
is the second equation in the KdV hierarchy. The fifth order modified KdV equation:
\[
(\partial_t + \partial_x^5)u + 5\partial_x(u\partial_x^2(u^2)) \pm 6\partial_x(u^5) = 0
\]
is the second equation in the modified KdV hierarchy. In [2], Benney introduced the following equation to describe interactions between short and long waves:
\[
(\partial_t + \partial_x^5)u = u\partial_x^3 u + 2\partial_x u\partial_x^2 u.
\]
(1.6)
In [21], Lisher proposed the following equation in the study of anharmonic lattices:
\[
(\partial_t + \partial_x^5 + \partial_x^3)u = -\frac{1}{2} u\partial_x^3 u - u^2\partial_x^3 u - (1 + 4u)\partial_x u\partial_x^2 u - (\partial_x u)^3 - (u + u^2)\partial_x u.
\]
(1.7)
The nonlinear terms of (1.4)–(1.7) are non-parabolic resonance type. Let \( p \) is an odd number greater than 4.
\[
(\partial_t + \gamma_0 \partial_x^5)u = \partial_x(|\partial_x u|^{p-2} \partial_x u)
\]
is called the parabolic p-Laplacian equation when \( \gamma_0 = 0 \). Let \( q \) is a natural number greater than 2.
\[
(\partial_t + \gamma_0 \partial_x^5)u = \partial_x^2(u^q)
\]
is called the porous medium equation when \( \gamma_0 = 0 \). These are degenerated parabolic equations. The second derivative with \( x \) of (1.8) (resp. (1.9)) vanished at the point such that \( \partial_x u(t, x) = 0 \) (resp. \( u(t, x) = 0 \)). Therefore, it does not have the parabolic
smoothing effect when the initial data $\varphi$ satisfy $\partial_x \varphi(x) = 0$ (resp. $\varphi(x) = 0$) at some points $x \in \mathbb{T}$. However, when $\gamma_0 \neq 0$, (1.8) and (1.9) are the fifth order dispersive equations with the parabolic resonance type nonlinearity. Therefore, they have the parabolic smoothing effect by Theorem 1.2. This means that the dispersion recovers the smoothing effect of the degenerated parabolic equations.

For the case of $x \in \mathbb{R}$, there are many results related to fifth order dispersive equations ([7], [8], [14], [15], [16], [17], [19], [22], [27]). In [19], Kenig, Ponce and Vega consider the following $(2j+1)$-st order dispersive equations:

$$\left( \partial_t + \partial_x^{2j+1} \right) u = N(\partial_x^{2j} u, \ldots, \partial_x u, u).$$

Employing the gauge transformation introduced by Hayashi [10], Hayashi and Ozawa [11], [12] and the smoothing effect for the linear part:

$$\| \partial_x^{2j} e^{i \partial_x^{2j+1}} \varphi \|_{L_\infty^\infty L_2^2} \lesssim \| \varphi \|_{L^2},$$

they proved the local well-posedness in $H^{s_1}(\mathbb{R}) \cap H^{s_2}(\mathbb{R}; x^2 \, dx)$ for sufficiently large integers $s_1, s_2$. The result means that the local solution is controlled by the linear part of the equation in the case $x \in \mathbb{R}$ unlike the parabolic resonance type in the case $x \in \mathbb{T}$. In [15], Kwon proved the local well-posedness of

$$\left( \partial_t + \partial_x^5 \right) u = c_1 \partial_x u \partial_x^2 u + c_2 u \partial_x^3 u$$

in $H^s(\mathbb{R})$ for $s > 5/2$. The standard energy method gives only the following:

$$\frac{d}{dt} \| \partial_x^s u(t) \|_{L_2^2}^2 \lesssim \| \partial_x^2 u \|_{L_\infty^\infty} \| \partial_x^s u(t) \|_{L_2^2} + \int_\mathbb{R} \partial_x u \partial_x^{s+1} u \partial_x^{s+1} u \, dx.$$  

It is the main difficulty in this problem that the last term can not be estimated by $\| u(t) \|_{H^s}$. To overcome the difficulty, Kwon introduced the following energy:

$$E_s(u(t)) := \| D^s u(t) \|_{L_2^2}^2 + \| u(t) \|_{L_2^2}^2 + C_s \int_\mathbb{R} u(t) D^{s-2} \partial_x u(t) D^{s-2} \partial_x u(t),$$

where $D := \mathcal{F}^{-1} |\xi| \mathcal{F}_x$. The last term is the correction term and used to cancel out the last term in (1.11).

For the case of $x \in \mathbb{T}$, the linear part does not have any smoothing effect and only a few results are known. In [23], Saut proved the existence of global weak solutions to nonlinear $(2j+1)$-st order dispersive equations which have Hamiltonian structure. In [24], Schwarz Jr. proved the unique existence of the global solution to the higher order KdV equations of the member of the KdV hierarchy. In [20], Kwak proved the global well-posedness of the fifth order KdV equation (1.4) in $H^s(\mathbb{T})$ for
s ≥ 2. All these results require some special structure to the nonlinear terms and parabolic resonance type nonlinearities are excluded.

Our proof based on the method by Kwon in [15] mentioned above (see also Segata [25] and Kenig-Pilod [18]). Since the nonlinear term depends on ∂^2_x u and ∂^3_x u, the standard energy method does not work. Therefore, we employ the following energy:

\[
E_s(u) := \frac{1}{2} \| \partial^s_x u \|^2_{L^2} + \frac{1}{2} \| u \|^2_{L^2} \left( 1 + C_s \sum_{j=1}^{j_0} \| u \|_{H^{(p_j-1)}}^s \right) + \sum_{j=1}^{j_0} \Gamma^{(p_j)} \left( \frac{(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi^{(p_j)}} ; u, \ldots, u \right). \quad (1.13)
\]

See section 2 for the definitions of \( \Gamma^{(p_j)} \), \( M_{NR,j} \) and \( \Phi^{(p_j)} \). We will show the following energy inequality for sufficiently smooth solutions (see Corollary 4.1):

\[
\frac{d}{dt} E_s(u(t)) + P_N(u(t)) \| \partial^{s+1} u(t) \|^2_{L^2} \lesssim E_s(u(t))(1 + E_s(u(t)))^{s/s}. \quad (1.14)
\]

Note that the second term of the left hand side has the parabolic smoothing effect when \( P_N(u(t)) \neq 0 \). The difference between our proof and the proof by Kwon is how to define the correction term of the energy and the presence of the term having the parabolic effect in the energy inequality. Remark that the nonlinear term of (1.10) is non-parabolic resonance type and quadratic. As mentioned in Remark 2.1, it seems difficult to find the resonance part exactly when \( p_j \geq 4 \). Therefore, we use Lemma 2.5 and the normal form reduction to recover the derivative losses. Then, naturally we obtain the correction term of (1.13) and the second term in the left-hand side of (1.14) (see Proposition 3.6). The normal form reduction has been applied for many nonlinear dispersive equations to study the global behavior of solution with small initial data and unconditional uniqueness of local solutions (see e.g. [1], [6], [9], [26]).

Here, we give a generalization of the main theorems. We have the same results for the following \((2j+1)\)-st order dispersive equations:

\[
(\partial_t + \gamma_0 \partial^2_{xx} + \gamma_1 \partial^2_{xx} + \cdots + \gamma_{j-1} \partial^2_{xx} + \gamma_j \partial_x)u(t, x)
= N(\partial^2_x u, \partial^2_x u, \partial_x u, u), \quad (t, x) \in [-T, T] \times T,
\]

where \( j \geq 3 \), \( \gamma_0, \gamma_1, \ldots, \gamma_j \) are real constants with \( \gamma_0 \neq 0 \). Since the nonlinear term \( N \) of (1.15) is exactly same as (1.1), it has the same difficulty with the derivative loss. On the other hand, the dispersive effect of the linear part of (1.15) is stronger than that of (1.1). Therefore, the normal form reduction works better (see (4.15)) and we easily obtain the following result as a corollary of Theorems 1.1, 1.2 and 1.3.
Corollary 1.4. Theorems 1.1, 1.2 and 1.3 hold even if we replace (1.1) with (1.15).

Finally, we give a remark on the KdV hierarchy. We consider the \((2j + 1)\)-st order dispersive equations in the following form:

\[
(\partial_t + \partial_x^{2j+1})u(t, x) = \sum_{k=2}^{j+1} N_{j,k}(u), \quad N_{j,k}(u) = \sum_{|l|=2(j-k)+3} \gamma_{j,k,l} \partial_x^0 \prod_{i=1}^{k} \partial_x^{l_i} u,
\]

where \(|l| = l_0 + \cdots + l_k, l_0 \geq 1, l_i \in \mathbb{N} \cup \{0\}\) for \(i = 1, \ldots, k\) and \(\gamma_{j,k,l} \in \mathbb{R}\). We define the rank \(r\) of monomial \(\partial_x^{l_0} \prod_{i=1}^{k} \partial_x^{l_i} u\) by \(r = k + |l|/2\) where \(k\) is the number of factors (degree) and \(|l|\) is the total number of differentiations (derivative index). Note that the rank of all monomials contained in the nonlinear term of (1.16) equals \(j + 3/2\) and the nonlinear term is in divergence form. When the coefficients \(\gamma_{j,k,l}\) satisfy a condition, (1.16) is the \((2j + 1)\)-st order KdV equation of the member of the KdV hierarchy (see [7], [24] for more details). For general \(\gamma_{j,k,l}\), (1.16) is not an integrable system and is not even a Hamiltonian system. In [7], Grunrock proved the local well-posedness of (1.16) in \(\hat{H}_s^r(\mathbb{R})\) for general \(\gamma_{j,k,l}\) when \(x \in \mathbb{R}\). In contrast, the local well-posedness does not always hold for general \(\gamma_{j,k,l}\) when \(x \in \mathbb{T}\). For instance, we have non-existence result for

\[
(\partial_t + \partial_x^{11})u(t, x) = \partial_x (\partial_x u)^4
\]

when \(x \in \mathbb{T}\) by Corollary 1.4 because \(P_N(u) = \frac{2}{\pi} \int_\mathbb{T} (\partial_x u)^3 dx \neq 0\) when \(N = \partial_x (\partial_x u)^4\). This means that the divergence form and the rank are not enough and we need to assume a condition on \(\gamma_{j,k,l}\) to prove the local well-posedness of (1.16) when \(x \in \mathbb{T}\). In fact, Schwarz Jr. used a property of complete integrability to show the unique existence of the solution to the higher order KdV equations of the member of the KdV hierarchy in [24].

The rest of the paper is organized as follows. In Section 2, we give some notations, preliminaries and show the local well-posedness of the following parabolic regularized equation:

\[
(\partial_t + \varepsilon \partial_x^4 + \gamma_0 \partial_x^5 + \gamma_1 \partial_x^4 + \gamma_2 \partial_x)u_\varepsilon(t, x) = N(\partial_x^3 u_\varepsilon, \partial_x^2 u_\varepsilon, \partial_x u_\varepsilon, u_\varepsilon), \quad (t, x) \in [0, T_\varepsilon) \times \mathbb{T},
\]

\[
u_\varepsilon(0, \cdot) = \varphi(\cdot),
\]

when \(\varepsilon \in (0, 1]\). In Section 3, we show the energy inequality for the difference of two solutions to (1.17), which is the main estimate in this paper. In Section 4, we show the main theorems by combining the local well-posedness for the regularized equation (Proposition 2.8), the comparison lemma between the Sobolev norm and
the energy (Lemma 2.7) and the energy inequality (Proposition 3.1) with Bona-Smith’s approximation argument. At the end of Section 4, we give an outline of the proof of Corollary 1.4.
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2. Notations, Preliminaries and Parabolic regularized equation

First, we give some notations. The Fourier transform and the Sobolev norm are defined as below:

\[ \mathcal{F}[f](k) := \hat{f}(k) := \frac{1}{2\pi} \int_T f(x)e^{-ikx} \, dx, \quad \mathcal{F}^{-1}[\hat{f}](x) := \sum_{k=-\infty}^{\infty} \hat{f}(k)e^{ikx}, \]

\[ \|f\|_{H^s} := \|\langle k \rangle^s \hat{f}(k)\|_{L^2}, \quad \langle k \rangle := (1 + |k|^2)^{1/2}. \]

By the Plancherel theorem, for the \( L^2 \)-inner product, we have

\[ (f, g)_{L^2} = \frac{1}{2\pi} \int_T fg \, dx = \sum_{k \in \mathbb{Z}} \hat{f}(k)\hat{g}(-k) = (\hat{f}, \hat{g})_{\ell^2}. \]

Put \( \mathbb{Z}_0^{(p)} := \{(k_1, \ldots, k_p, k_{p+1}) \in \mathbb{Z}^{p+1} \mid k_{(1,p+1)} = 0\} \) where \( k_{(l,m)} \) means \( \sum_{j=1}^{m} k_j \). Put \( \phi(k) := i(\gamma_0 k^5 - \gamma_1 k^3 + \gamma_2 k) \) and \( \Phi^{(p)}(\vec{k}^{(p)}) := -\sum_{l=1}^{p+1} \phi(k_l) = \phi(k_{(1,p)}) - \sum_{l=1}^{p} \phi(k_l) \) for \( \vec{k}^{(p)} := (k_1, \ldots, k_p, k_{p+1}) \in \mathbb{Z}_0^{(p)}. \)

Definition 2. A multiplier is a function on \( \mathbb{Z}_0^{(p)} \). For a multiplier \( M \) and functions \( \{f_l\}_{l=1}^{p+1} \) on \( T \), we define multilinear operators:

\[ \Gamma^{(p)}(M; f_1, \ldots, f_p, f_{p+1}) := \mathcal{F}^{-1}\left[ \sum_{\vec{k}^{(p)} \in \mathbb{Z}_0^{(p)}} M(\vec{k}^{(p)}) \prod_{l=1}^{p+1} \hat{f}_l(k_l) \right]. \]

Put

\[ D_{a,b,c} := \prod_{l=1}^{a} (ik_l)^3 \prod_{l=a+1}^{a+b} (ik_l)^2 \prod_{l=a+b+1}^{a+b+c} (ik_l), \]

which is used to describe nonlinear terms. For the \( L^2 \)-inner product \((\cdot, \cdot)_{L^2}\), it follows that

\[ (N_j(f), g)_{L^2} = \Gamma^{(p)}(\lambda_j D_{a,j,b,j,c}; f, \ldots, f, g). \quad (2.1) \]
For an integer $p \geq 2$, we define multipliers $M^{(p)}_H$ and $M^{(p)}_{NZ}$ as below:

\[
M^{(p)}_H(\vec{k}^{(p)}) := \begin{cases} 
1, & \text{when } \min\{|k_p|^{4/5}, |k_{p+1}|^{4/5}\} \geq C \max\{|k_1|, \ldots, |k_{p-1}|\}, \\
0, & \text{otherwise}, 
\end{cases}
\]

\[
M^{(p)}_{NZ}(\vec{k}^{(p)}) := \begin{cases} 
1, & \text{when } k_{(1,p-1)} \neq 0, \\
0, & \text{when } k_{(1,p-1)} = 0, 
\end{cases}
\]

where $C$ in the definition of $M^{(p)}_H$ is a sufficiently large constant, which is determined by Lemma 2.5 and Lemma 2.6.

**Lemma 2.1.** Let $\vec{k}^{(p)} \in \text{supp} (1 - M^{(p)}_H) \subset \mathbb{Z}_0^{(p)}$. Then,

\[
\max\{|k_p|, |k_{p+1}|\} \lesssim \max_{1 \leq l \leq p-1} |k_l|^{5/4}.
\]

**Proof.** By symmetry, we only need to consider the case $|k_p| \leq |k_{p+1}|$. When $\vec{k}^{(p)} \in \text{supp} (1 - M^{(p)}_H) \subset \mathbb{Z}_0^{(p)}$, it follows that $|k_p| \lesssim \max_{1 \leq l \leq p-1} |k_l|^{5/4}$. Thus, $|k_{p+1}| = |k_{(1,p)}| \lesssim \max_{1 \leq l \leq p-1} |k_l|^{5/4}$. □

Put

\[
M_{NR,j} := M^{(p)}_H M^{(p)}_{NZ} \lambda_j \left( (s - 3/2) a_j (ik_{(1,p-1)}) D_{a_j, b_j, c_j} + b_j D_{a_j, b_j-1, c_j} \right).
\]

Obviously, it follows that

\[
|M_{NR,j}| \lesssim |k_{(1,p-1)}| \prod_{l=1}^{p_j-1} \langle k_l \rangle^{3}, \tag{2.2}
\]

where the implicit constant depends on $s$.

**Lemma 2.2.** Let $M^{(p)}(\vec{k}^{(p)})$ be symmetric with respect to $k_p$ and $k_{p+1}$. Then,

\[
\Gamma^{(p)}((ik_p) M^{(p)}; f, \ldots, f, g, g) = \Gamma^{(p)}((ik_{p+1}) M^{(p)}; f, \ldots, f, g, g)
\]

\[
= - \frac{1}{2} \Gamma^{(p)}((ik_{(1,p-1)}) M^{(p)}; f, \ldots, f, g, g), \tag{2.3}
\]

\[
\Gamma^{(p)}((ik_p)^3 M^{(p)}; f, \ldots, f, g, g) = - \frac{1}{2} \Gamma^{(p)}((ik_{(1,p-1)})^3 M^{(p)}; f, \ldots, f, g, g)
\]

\[
+ \frac{3}{2} \Gamma^{(p)}((ik_{(1,p-1)})(ik_p)(ik_{p+1}) M^{(p)}; f, \ldots, f, g, g). \tag{2.4}
\]

**Proof.** By symmetry,

\[
\Gamma^{(p)}((ik_p) M^{(p)}; f, \ldots, f, g, g) = \Gamma^{(p)}((ik_{p+1}) M^{(p)}; f, \ldots, f, g, g)
\]

\[
= \Gamma^{(p)}\left(\frac{(ik_p + ik_{p+1}) M^{(p)}}{2}, f, \ldots, f, g, g\right).
\]
Since $ik_p + ik_{p+1} = -ik_{(1,p-1)}$ for $k^{(p)} \in \mathbb{Z}_0^{(p)}$, we obtain \([2.3]\). By symmetry,

$$
\Gamma^{(p)}((ik_p)^3 M^{(p)}; f, \ldots, f, g, g) = \Gamma^{(p)}((ik_{p+1})^3 M^{(p)}; f, \ldots, f, g, g)
= \Gamma^{(p)}(\frac{(ik_p)^3 + (ik_{p+1})^3}{2} M^{(p)}; f, \ldots, f, g, g).
$$

Since $(ik_p)^3 + (ik_{p+1})^3 = -(ik_{(1,p-1)})^3 + 3(ik_p)(ik_{p+1})(ik_{(1,p-1)})$ for $k^{(p)} \in \mathbb{Z}_0^{(p)}$, we obtain \((2.4)\).

The following lemma is the Gagliardo-Nirenberg inequality for periodic functions. For the proof, see Section 2 in \([24]\).

**Lemma 2.3.** Assume that integers $l$ and $m$ satisfy $0 \leq l \leq m - 1$ and a real number $p$ satisfies $2 \leq p \leq \infty$. Put $\alpha = (l + 1/2 - 1/p)/m$. Then, we have

$$
\|\partial_x^l f\|_{L^p} \lesssim \begin{cases} 
\|f\|_{L^2}^{1-\alpha} \|\partial_x^m f\|_{L^2}^{\alpha}, & \text{(when } 1 \leq l \leq m - 1), \\
\|f\|_{L^2}^{1-\alpha} \|\partial_x^m f\|_{L^2}^{\alpha} + \|f\|_{L^2}, & \text{(when } l = 0),
\end{cases}
$$

for any $f \in H^m(\mathbb{T})$. Particularly, $\|\partial_x^l f\|_{L^p} \lesssim \|f\|_{L^2}^{1-\alpha} \|f\|_{H^m}^\alpha$.

**Lemma 2.4.** (i) Let $m, p \in \mathbb{N}$, $m \leq p$, $a, b, c \in \mathbb{N} \cup \{0\}$ and $M^{(p)}(k^{(p)})$ be a multiplier such that

$$
|M^{(p)}(k^{(p)})| \lesssim \langle k_{p+1} \rangle^c \max_{m \leq l \leq p} \langle k_l \rangle^b \prod_{l=1}^p \langle k_l \rangle^a.
$$

Then, it follows that

$$
|\Gamma^{(p)}(M^{(p)}; f, \ldots, f, h) - \Gamma^{(p)}(M^{(p)}; f, \ldots, f, g, \ldots, g, h)|
\lesssim \|h\|_{H^\alpha} \|f\|_{H^{a+1}} + \|g\|_{H^{a+1}}
= \frac{p-2}{2} \times \|f - g\|_{H^{a+b}} \|f\|_{H^{a+1}} + \|g\|_{H^{a+1}} + \|f - g\|_{H^{a+b}} + \|g\|_{H^{a+b}})
$$

(2.5)

where the components from the first to $(m - 1)$-st are $f$ and the components from the $m$-th to $p$-th are $g$ in the second term of the left-hand side of \((2.5)\).

(ii) Let $m, p \in \mathbb{N}$, $m \leq p - 1$, $a, b, c, d \in \mathbb{N} \cup \{0\}$ and $M^{(p)}(k^{(p)})$ be a multiplier such that

$$
|M^{(p)}(k^{(p)})| \lesssim \langle k_p \rangle^d \langle k_{p+1} \rangle^c \max_{m \leq l \leq p-1} \langle k_l \rangle^b \prod_{l=1}^{p-1} \langle k_l \rangle^a.
$$
Then, it follows that
\[
\left| \Gamma^{(p)}(M^{(p)}; f, \ldots, f, h_1, h_2) - \Gamma^{(p)}(M^{(p)}; f, \ldots, f, g, \ldots, g, h_1, h_2) \right|
\lesssim \|h_1\|_{H^a} \|h_2\|_{H^c} (\|f\|_{H^{a+1}} + \|g\|_{H^{a+1}})^{p-3}
\times \{\|f - g\|_{H^{a+b+1}} (\|f\|_{H^{a+1}} + \|g\|_{H^{a+1}})
+ \|f - g\|_{H^{a+1}} (\|f\|_{H^{a+b+1}} + \|g\|_{H^{a+b+1}})\}
\]  
(2.6)

where the components from the first to \((m-1)\)-st are \(f\) and the components from the \(m\)-th to \((p-1)\)-st are \(g\) in the second term of the left-hand side of (2.6).

**Proof.** Since
\[
\Gamma^{(p)}(M^{(p)}; f, \ldots, f, f, g, \ldots, g, h)
= \Gamma^{(p)}(M^{(p)}; f, \ldots, f, g, h) + \Gamma^{(p)}(M^{(p)}; f, \ldots, f, f - g, g, h)
+ \cdots + \Gamma^{(p)}(M^{(p)}; f, \ldots, f, f - g, g, \ldots, g, h),
\]
by the Sobolev inequality, we get (2.5). In the same manner we have (2.6). \(\Box\)

**Lemma 2.5.** Let \(p \geq 2\), \(|k_p|^{4/5} \geq C \max_{1 \leq l \leq p-1} \{|k_l|\}\) and \(C\) be sufficiently large. Then,
\[
|\Phi^{(p)}(\vec{k}^{(p)})| \gtrsim |k_p|^4 |k_{(1,p-1)}| \sim |k_{p+1}|^4 |k_{(1,p-1)}| \quad (2.7)
\]
for \(\vec{k}^{(p)} \in \mathbb{Z}^{(p)}_0\).

**Remark 2.1.** We have the following factorization formulas:
\[
\Phi^{(2)} = i \frac{5}{2} k_1 k_2 (k_1 + k_2) (k_1^2 + k_2^2 + (k_1 + k_2)^2),
\]
\[
\Phi^{(3)} = i \frac{5}{2} (k_1 + k_2)(k_2 + k_3)(k_3 + k_1) ((k_1 + k_2)^2 + (k_2 + k_3)^2 + (k_3 + k_1)^2).
\]
Therefore, we can easily solve
\[
\Phi^{(p)}(\vec{k}^{(p)}) = 0 \quad (2.8)
\]
for \(\vec{k}^{(p)} \in \mathbb{Z}^{(p)}_0\) when \(p = 2\) or 3. On the other hand, no factorization formula is known for \(p \geq 4\) and the distribution of the solutions seems to be complicated. For instance, \(\vec{k}^{(p)} = (24, 28, 67, -3, -54)\) satisfies (2.8) when \(p = 5\). Therefore, it seems difficult to solve (2.8) when \(p \geq 4\).
Proof of Lemma 2.6. It is obvious when \( k_{(1,p-1)} = 0 \). Therefore, we assume \(|k_{(1,p-1)}| \geq 1\). Obviously,

\[
|\Phi^{(p)}(\vec{k}^{(p)})| = |\phi(k_{(1,p)}) - \sum_{l=1}^{p} \phi(k_l)|
\]
\[
\geq |\gamma_0| |k_{(1,p)}^{5} - \sum_{l=1}^{p} k_l^5| - C|\gamma_1||k_p|^3
\]
\[
\gtrsim |k_p|^4|k_{(1,p-1)}| - C \max_{1 \leq l \leq p-1} |k_l|^5 - C |\gamma_1||k_p|^3
\]
\[
\gtrsim |k_p|^4|k_{(1,p-1)}|.
\]

\[\square\]

Definition 3. Let \( 1 \leq l < m \leq p + 1 \). \( T(k_l, k_m) \) is the transportation with respect to variables of a multiplier:

\[
T(k_l, k_m)[M(\vec{k}^{(p)})] := M(k_1, \ldots, k_{l-1}, k_m, k_{l+1}, \ldots, k_{m-1}, k_l, k_{m+1}, \ldots, k_{p+1}),
\]

and \( S(k_l, k_m) \) is the symmetrization operator:

\[
S(k_l, k_m)[M(\vec{k}^{(p)})] := \frac{1 + T(k_l, k_m)}{2}[M(k_1, \ldots, k_{p+1})]. \quad (2.9)
\]

Obviously, \( S(k_l, k_m)[M(\vec{k}^{(p)})] \) is symmetric with \( k_l \) and \( k_m \), that is to say,

\[
T(k_l, k_m)[S(k_l, k_m)[M(\vec{k}^{(p)})]] = S(k_l, k_m)[M(\vec{k}^{(p)})].
\]

Lemma 2.6. Let \( p \geq 2, q \geq 2 \) and \(|k_{p+q-1}|^{4/5} \sim |k_{p+q}|^{4/5} \geq C \max_{1 \leq l \leq p+q-2} |k_l| \)
for sufficiently large \( C = C(p, q) > 0 \). Then,

\[
\left|\left(1 - S(k_{p+q-1}, k_{p+q})\right)\left[\frac{1}{\Phi^{(p)}(k_1, \ldots, k_{p-1}, k_{p+p-q-1}, k_{p+q})}\right]\right|
\]
\[
\gtrsim \max_{1 \leq l \leq p+q-2} \frac{|k_l|^2}{|k_{p+q-1}|^5} \sim \max_{1 \leq l \leq p+q-2} \frac{|k_l|^2}{|k_{p+q}|^5}
\]

when \( \vec{k}_{(p+q-1)} \in \mathbb{Z}_0^{(p+q-1)} \) and \( k_{(1,p-1)} \neq 0 \).

Proof. The left-hand side of (2.10) is equal to

\[
\left|\frac{1}{2\Phi^{(p)}} - \frac{1}{2T(k_{p+q-1}, k_{p+q})[\Phi^{(p)}]}\right| = \left|\frac{T(k_{p+q-1}, k_{p+q})[\Phi^{(p)}] - \Phi^{(p)}}{2\Phi^{(p)}T(k_{p+q-1}, k_{p+q})[\Phi^{(p)}]}\right|, \quad (2.11)
\]
By direct calculation, we have
\[
|T(k_{p+q-1}, k_{p+q})[\Phi^{(p)}(k_1, \ldots, k_{p-1}, k_{(p,p+q-1)}, k_{p+q})] \\
- \Phi^{(p)}(k_1, \ldots, k_{p-1}, k_{(p,p+q-1)}, k_{p+q})| \\
\lesssim \left| \left( - \sum_{l=1}^{p-1} \phi(k_l) \right) - \phi(k_{(p,p+q)} - k_{p+q-1}) \right| \\
- \left( - \sum_{l=1}^{p-1} \phi(k_l) \right) \phi(k_{p+q}) \right| \\
\lesssim \left| -(k_{(p,p+q)} - k_{p+q-1})^5 + k_{p+q}^5 - k_{p+q-1}^5 + k_{(p,p+q-1)}^5 \right| + |k_{p+q}|^3 \\
\lesssim |k_{p+q}|^3 \max_{1 \leq k \leq p+q-2} |k_l|^2.
\] (2.12)

Combining Lemma 2.5, (2.11) and (2.12), we conclude (2.10). □

Put
\[
F_s(f, g) := \frac{1}{2} \|\partial_x^s(f - g)\|^2_{L^2} + \frac{1}{2} \|f - g\|^2_{L^2} \left( 1 + C_s \sum_{j=1}^{j_0} \|f\|^s_{H^s} \right) \\
+ \sum_{j=1}^{j_0} \Gamma^{(p_j)} \left( \frac{(i k_{p_j})^{s+1} (i k_{p_j+1})^{s+1} M_{NR,j}}{\Phi^{(p_j)}} ; f, \ldots, f, f - g, f - g \right),
\] (2.13)

where \(C_s\) is a sufficiently large constant such that Lemma 2.7 holds and monotonically increasing with respect to \(s\). We can easily check that \(F_s(f, g)\) is real valued because \(M_{NR,j}(\tilde{k}^{(p_j)}) = M_{NR,j}(-\tilde{k}^{(p_j)})\) and \(\Phi^{(p_j)}(\tilde{k}^{(p_j)}) = \Phi^{(p_j)}(-\tilde{k}^{(p_j)})\). Note that
\[
E_s(f) = F_s(f, 0).
\] (2.14)

**Lemma 2.7** (comparison lemma). Let \(s \in \mathbb{N}\) and \(C_s\) be sufficiently large. Then, for any \(f \in H^s(\mathbb{T}) \cap H^4(\mathbb{T})\) and \(g \in H^s(\mathbb{T})\), it follows that
\[
F_s(f, g) \leq \|\partial_x^s(f - g)\|^2_{L^2} + \|f - g\|^2_{L^2} \left( 1 + C_s \sum_{j=1}^{j_0} \|f\|^s_{H^s} \right) \leq 4F_s(f, g).
\]

Particularly, by (2.14),
\[
E_s(f) \leq \|\partial_x^s f\|^2_{L^2} + \|f\|^2_{L^2} \left( 1 + C_s \sum_{j=1}^{j_0} \|f\|^s_{H^s} \right) \leq 4E_s(f).
\]
Proof. By the definition (2.13), we only need to show
\[
I := \left| \Gamma^{(p_j)} \left( \frac{(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi(p_j)} ; f, \ldots, f, f - g, f - g \right) \right|
\leq \frac{1}{2j_0} \| \partial_x^s (f - g) \|_{L^2}^2 + \frac{C_s}{2} \| f - g \|_{L^2}^2 \| f \|_{H^4}^{s(p_j-1)}.
\]
By Lemma 2.5 and (2.2), we get
\[
\left| \frac{(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi(p_j)} \right| \lesssim |k_{p_j}|^{-1}|k_{p_j+1}|^{-1} \prod_{l=1}^{p_j-1} |k_l|^3.
\]
Therefore, by the Sobolev inequality, we obtain
\[
I \lesssim \| \partial_x^{s-1} (f - g) \|_{L^2}^2 \| f \|_{H^4}^{p_j-1}.
\]
It follows that \( \| \partial_x^{s-1} (f - g) \|_{L^2} \lesssim \| \partial_x^s (f - g) \|_{L^2}^{1-1/s} \| f - g \|_{L^2}^{1/s} \) by Lemma 2.3. Therefore, we obtain
\[
I \leq C \| \partial_x^s (f - g) \|_{L^2}^{2-2/s} \| f - g \|_{L^2}^{2/s} \| f \|_{H^4}^{p_j-1} \leq \frac{1}{2j_0} \| \partial_x^s (f - g) \|_{L^2}^2 + \frac{C_s}{2} \| f - g \|_{L^2}^2 \| f \|_{H^4}^{s(p_j-1)}.
\]
\( \square \)

Remark 2.2. Though \( E_s(f) \) is not monotonically increasing with respect to \( s \), by Lemma 2.7 we have
\[
E_{s_1}(f) \leq 4E_{s_2}(f) \quad (2.15)
\]
for any \( s_1 \leq s_2 \) and \( f \in H^{s_2}(\mathbb{T}) \).

Proposition 2.8 (L.W.P. for the regularized equation). Let \( \varepsilon \in (0, 1] \) and \( \varphi \in H^s(\mathbb{T}) \) with \( s \geq 4 \). Then, there exist \( T_\varepsilon \in (0, \infty) \) and the unique solution \( u_\varepsilon(t) \in C([0, T_\varepsilon); H^s(\mathbb{T})) \) to (1.17)-(1.18) on \([0, T_\varepsilon)\) such that (i) \( \liminf_{t \to T_\varepsilon} \| u_\varepsilon(t) \|_{H^4} = \infty \) or (ii) \( T_\varepsilon = \infty \) holds. Moreover, we assume \( \{ \varphi^j \} \subset H^s(\mathbb{T}) \) satisfies \( \| \varphi^j - \varphi \|_{H^s} \to 0 \) as \( j \to \infty \). Let \( w^j(t) \in C([0, T_\varepsilon); H^s(\mathbb{T})) \) be the solution to (1.17) with initial data \( \varphi^j \). Then, for any \( T \in (0, T_\varepsilon], \) we have \( \sup_{t \in [0, T]} \| w^j(t) - u(t) \|_{H^4} \to 0 \) as \( j \to \infty \).

Proof of Proposition 2.8. The result follows from the standard argument by the Banach fixed point theorem. Therefore, we mention only the outline. Fix \( \varepsilon \in (0, 1] \).

First we consider the case \( s = 4 \). Put \( U_\varepsilon(t) \) be the propagator of the linear part of (1.17), that is to say, \( U_\varepsilon(t) = F^{-1} \exp \left( -\varepsilon t k^4 - it(\gamma_0 k^5 - \gamma_1 k^3 + \gamma_2 k^1) \right) F \). Then (1.17)-(1.18) is written into the integral equation:
\[
u_\varepsilon = M(u_\varepsilon) \quad \text{where} \quad M(u_\varepsilon(t)) = U_\varepsilon(t) \varphi + \int_0^t U_\varepsilon(t - t') N(u_\varepsilon(t')) dt'. \quad (2.16)
\]
For sufficiently small $T > 0$, we will show that $M(u_\varepsilon)$ is a contraction map on

$$X := \{ u_\varepsilon \in C([0, T]; H^4(\mathbb{T})) : \| u_\varepsilon(t) \|_X \leq 2 \| \varphi \|_{H^4} \},$$

where $\| u_\varepsilon \|_X := \sup_{t \in [0, T]} \| u_\varepsilon(t) \|_{H^4}$. First we show $M(u_\varepsilon)$ is a map from $X$ into $X$. Obviously,

$$\| M(u_\varepsilon(t)) \|_{H^4} \leq \| \varphi \|_{H^4} + \int_0^T \| U_\varepsilon(t - t') N(u_\varepsilon(t')) \|_{H^4} \, dt'.$$

By Plancherel’s identity, we have

$$\int_0^T \| U_\varepsilon(t - t') N(u_\varepsilon(t')) \|_{H^4} \, dt' = C \int_0^T \| \langle k \rangle^3 \exp \left( -\varepsilon(t - t') k^4 - i(t - t') (\gamma_0 k^5 - \gamma_1 k^3 + \gamma_2 k) \right) \times \langle k \rangle F_x[N(u_\varepsilon(t'))] \|_{l_2^\varepsilon} \, dt'.$$

By the Sobolev inequality, we obtain

$$\| \langle k \rangle F_x[N(u_\varepsilon(t'))] \|_{l_2^\varepsilon} \lesssim \sum_{j=1}^{j_0} \| U_\varepsilon(t') \|_{H^4}^{p_j}.$$

Since

$$\sup_{k \in \mathbb{Z}} \| \langle k \rangle^3 \exp \left( -\varepsilon(t - t') k^4 - i(t - t') (\gamma_0 k^5 - \gamma_1 k^3 + \gamma_2 k) \right) \| \lesssim 1 + \varepsilon^{-3/4} (t - t')^{-3/4},$$

we conclude

$$\sup_{t \in [0, T]} \| M(u_\varepsilon(t)) \|_{H^4} \leq \| \varphi \|_{H^4} + C(T + \varepsilon^{-3/4} T^{1/4}) \sum_{j=1}^{j_0} \| \varphi \|_{H^4}^{p_j} < 2 \| \varphi \|_{H^4}$$

for sufficiently small $T = T(\| \varphi \|_{H^4}, \varepsilon) > 0$ and any $u_\varepsilon \in X$. By a similar argument, we can easily show that $\| M(u_{1, \varepsilon}) - M(u_{2, \varepsilon}) \|_X \leq 2^{-1} \| u_{1, \varepsilon} - u_{2, \varepsilon} \|_X$ when $u_{1, \varepsilon}, u_{2, \varepsilon} \in X$. Therefore, $M(u)$ is a contraction map and we obtain the fixed point in $X$, which is the solution to (2.16) on $[0, T]$. Since $\| u(T) \|_{H^4}$ is finite, we can repeat the argument above with initial data $u(T)$ to obtain the solution on $[T, T + T']$. Iterating this process, we can extend the solution on $[0, T_\varepsilon)$ where $T_\varepsilon = \infty$ or $\lim inf_{t \to T_\varepsilon} \| u(t) \|_{H^4} = \infty$ holds.

Next, we consider the case $s > 4$. The solution obtained by the argument above satisfies

$$u_\varepsilon = U_\varepsilon(t) \varphi + \int_0^t U(t - t') N(u_\varepsilon(t')) \, dt'.$$  (2.17)
By a similar way as above with Lemma 2.3, we obtain
\[
\sup_{t \in [0,T]} \|u_\varepsilon(t)\|_{H^s} \leq \|\varphi\|_{H^s} + C(s)(T + \varepsilon^{-3/4}T^{1/4}) \sum_{j=1}^{j_0} \|\varphi\|_{H^{s-1}}^{p_j-1}.
\]
We take sufficiently small \(T = T(\|\varphi\|_{H^s}, \varepsilon, s) > 0\) such that
\[
C(s)(T + \varepsilon^{-3/4}T^{1/4}) \sum_{j=1}^{j_0} \|\varphi\|_{H^{s-1}}^{p_j-1} < 1/2.
\]
Then, we obtain \(\sup_{t \in [0,T]} \|u_\varepsilon(t)\|_{H^s} < 2\|\varphi\|_{H^s}\). By using (2.17), we also obtain \(u_\varepsilon \in C([0,T]; H^s(\mathbb{T}))\). Since \(\|u(T)\|_{H^s}\) is finite, we can repeat the argument above with initial data \(u(T)\) to obtain \(u_\varepsilon \in C([T,T+T']; H^s(\mathbb{T}))\). We can iterate this process as far as \(\|u_\varepsilon(t)\|_{H^s} < \infty\). Therefore, we conclude \(u_\varepsilon \in C([0,T_\varepsilon]; H^s(\mathbb{T}))\). We omit the proof of the uniqueness and the continuous dependence because it follows from the standard argument. \(\square\)

3. Refined Energy Estimate and Existence of Solution

This section is devoted to show the following proposition, which is the main estimate in this paper.

**Proposition 3.1** (energy inequality for the difference of two solutions). Let \(s, \varepsilon, s_1, s_2 \in [0,1]\) and \(u \in L^\infty([0,T]; H^s(\mathbb{T}))\) (resp. \(v \in L^\infty([0,T]; H^{s+4}(\mathbb{T}))\)) be a solution to (1.17) with \(\varepsilon = \varepsilon_1\) (resp. \(\varepsilon = \varepsilon_2\)) on \([0,T]\). Then, it follows that
\[
\frac{d}{dt} F_s(u(t), v(t)) + P_N(u(t))\|\partial_x^{s+1}(u(t) - v(t))\|_{L^2}^2 \\
\lesssim F_s(u(t), v(t))(1 + E_s(u(t)) + E_s(v(t)))r(s) \\
+ (F_s(u(t), v(t))(1 + E_s(u(t)) + E_s(v(t)))p_{\max}^{s-2} + |\varepsilon_1 - \varepsilon_2|^2) \\
\times (E_s(u(t)) + E_{s+4}(v(t))),
\]
on \([0,T]\), where \(r(s) := s(p_{\max} - 1)\) and the implicit constant depends on \(s\) and does not depend on \(u, v, \varepsilon_1, \varepsilon_2,\) and \(T\).

Before we proceed to the proof of Proposition 3.1, we prepare some lemmas and propositions.

**Lemma 3.2.** Let \(s, \varepsilon \in \mathbb{N} \cup \{0\}\). Then, for any \(f \in H^s(\mathbb{T})\) and \(g \in H^s(\mathbb{T})\), it follows that
\[
|\Gamma(p_j) (\lambda_j a_j (ik_{p_j})^{s+2}(ik_{p_j+1})^{s+1}D_{a_j-1,b_j \varepsilon_j} f, \ldots, f, g, g) \\
- \Gamma(p_j) (M_{1,s}; f, \ldots, f, g, g, g) | \\
\lesssim \|f\|_{H^s}^{p_j-2} \|f\|_{H^s} \|g\|_{H^s}^2, \tag{3.1}
\]
where $M_{1,*} := -\frac{1}{2} \lambda_j a_j (ik_{1,j-1})(ik_{p,j})^{s+1} (ik_{j+1})^{s+1} D_{a_j-1,b_j,c_j} M_H^{(p_j)} M_{NZ}^{(p_j)}$.

Proof. By Lemma 2.2 we have

$$
\Gamma^{(p_j)} (\lambda_j a_j (ik_{p,j})^{s+2} (ik_{p,j+1})^{s+1} D_{a_j-1,b_j,c_j} f, \ldots, f, g, g)
= -\frac{1}{2} \Gamma^{(p_j)} (\lambda_j a_j (ik_{1,j-1})(ik_{p,j})^{s+1} (ik_{j+1})^{s+1} D_{a_j-1,b_j,c_j} M_{NZ}^{(p_j)} f, \ldots, f, g, g).
$$

Therefore, the left-hand side of (3.1) is bounded by

$$
\frac{1}{2} |\Gamma^{(p_j)} (\lambda_j a_j (ik_{1,j-1})(ik_{p,j})^{s+1} (ik_{j+1})^{s+1} D_{a_j-1,b_j,c_j} (1 - M_H^{(p_j)}) M_{NZ}^{(p_j)} f, \ldots, f, g, g)|
$$

(3.2)

By Lemma 2.1 we have

$$
\left| (ik_{1,j-1})(ik_{p,j})^{s+1} (ik_{j+1})^{s+1} D_{a_j-1,b_j,c_j} (1 - M_H^{(p_j)}) M_{NZ}^{(p_j)} \right|
\lesssim |k_{p,j}|^s |k_{j+1}|^s \max_{1 \leq l \leq p_j-1} \{|k_l|^{7/2}\} \prod_{l=1}^{p_j-1} (k_l)^3.
$$

Therefore, (3.2) is bounded by $\|f\|_{H^{s-2}}^{(p_j)} \|f\|_{H^s} \|g\|_{H^s}^2$, by the Sobolev inequality. □

Lemma 3.3. Let $s \in \mathbb{N} \cup \{0\}$. Put

$$
M_{2,*} := \lambda_j b_j (ik_{p,j})^{s+1} (ik_{p,j+1})^{s+1} D_{a_j,b_j-1,c_j} M_{NZ}^{(p_j)} M_{p_j},
$$

$$
M_{4,*} := \lambda_j a_j (ik_{1,j-1})(ik_{p,j})^{s+1} (ik_{j+1})^{s+1} D_{a_j-1,b_j,c_j} M_H^{(p_j)} M_{NZ}^{(p_j)}.
$$

Then, it follows that

$$
\left| \Gamma^{(p_j)} (\lambda_j b_j (ik_{p,j})^{s+1} (ik_{p,j+1})^{s+1} D_{a_j,b_j-1,c_j} f, \ldots, f, g, g) - P_{N_j} (f) \|\partial_x^{s+1} g\|_{L^2}^2
- \Gamma^{(p_j)} (M_{2,*}; f, \ldots, f, g, g) \right|
\lesssim \|f\|_{H^{s-2}}^{(p_j)} \|f\|_{H^s} \|g\|_{H^s}^2
$$

(3.3)

for any $f \in H^s(\mathbb{T})$ and $g \in H^s(\mathbb{T})$, and it follows that

$$
\left| \Gamma^{(p_j)} (\lambda_j a_j (ik_{1,j-1})(ik_{p,j})^{s+1} (ik_{j+1})^{s+1} D_{a_j-1,b_j,c_j} f, \ldots, f, g, g)
- \Gamma^{(p_j)} (M_{4,*}; f, \ldots, f, g, g) \right|
\lesssim \|f\|_{H^{s-2}}^{(p_j)} \|f\|_{H^s} \|g\|_{H^s}^2
$$

(3.4)

for any $f \in H^s(\mathbb{T})$ and $g \in H^s(\mathbb{T})$.

Proof. Since

$$
P_{N_j} (f) \|\partial_x^{s+1} g\|_{L^2}^2 = \Gamma^{(p_j)} (\lambda_j b_j (ik_{p,j})^{s+1} (ik_{p,j+1})^{s+1} D_{a_j,b_j-1,c_j} (1 - M_{NZ}^{(p_j)}) f, \ldots, f, g, g)
$$
and
\[ 1 - (1 - M_{NZ}^{(p_j)}) - M_H^{(p_j)} M_{NZ}^{(p_j)} = (1 - M_H^{(p_j)}) M_{NZ}^{(p_j)}, \]

the left-hand side of (3.3) is equal to
\[ |\Gamma^{(p_j)}(\gamma_j b_j (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} D_{a_j, b_j-1, c_j} (1 - M_H^{(p_j)}) M_{NZ}^{(p_j)}; f, \ldots, f, g, g)| \quad (3.5) \]

By Lemma 2.1, we have
\[ |(ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} D_{a_j, b_j-1, c_j} (1 - M_H^{(p_j)}) M_{NZ}^{(p_j)}| \]
\[ \lesssim |k_{p_j}|^s |k_{p_j+1}|^s \max_{1 \leq t \leq p_j-1} \{|k_t|^{5/2}\} \prod_{t=1}^{p_j-1} \langle k_t \rangle^3. \]

Therefore, (3.5) is bounded by \( \|f\|_{H^{s-2}}^2 \|f\|_{H^s} \|g\|_{H^s}^2 \) by the Sobolev inequality. In the same manner, by Lemma 2.1 we have
\[ |(ik_{(1,p_j-1)}) (ik_{p_j+1})^{s+1} (ik_{p_j+1})^{s+1} D_{a_j-1, b_j, c_j} (1 - M_H M_{NZ})| \]
\[ = |(ik_{(1,p_j-1)}) (ik_{p_j+1})^{s+1} (ik_{p_j+1})^{s+1} D_{a_j-1, b_j, c_j} (1 - M_H M_{NZ})| \]
\[ \lesssim |k_{p_j}|^s |k_{p_j+1}|^s \max_{1 \leq t \leq p_j-1} \{|k_t|^{7/2}\} \prod_{t=1}^{p_j-1} \langle k_t \rangle^3. \]

Therefore, by the Sobolev inequality, we get (3.4). \( \square \)

**Lemma 3.4.** Let \( s \in \mathbb{N}, s \geq 7 \) and put
\[ K_i := \Gamma^{(p_j)}(\frac{(ik_{p_j+1})^{s+1} M_{NR,j}}{\Phi^{(p_j)}}; f, \ldots, f, \partial_x^{s+1}(N_i(f) - N_i(g)), f - g). \]

Then, for any \( f \in H^s(\mathbb{T}) \cap H^8(\mathbb{T}) \) and \( g \in H^{s+4}(\mathbb{T}) \), we have
\[ |K_i| \lesssim \|f - g\|^2_{H^s} (\|f\|_{H^s} + \|g\|_{H^s})^{p_i + p_j - 2} \]
\[ + \|f - g\|_{H^s} \|f - g\|_{H^s} (\|f\|_{H^s} + \|g\|_{H^s}) (\|f\|_{H^s} + \|g\|_{H^s})^{p_i + p_j - 3} \]
\[ + \|f - g\|_{H^{s+3}} \|f - g\|_{H^{s+3}} (\|f\|_{H^{s+3}} + \|g\|_{H^s})^{p_i + p_j - 3}. \]

**Proof.** Since
\[ \partial_x^{s+1}(N_i(f) - N_i(g)) = \lambda_i a_i (\partial_x^2 f)^{a_i-1} (\partial_x^2 f)^{b_i} (\partial_x^2 f)^{c_i} (f)^{d_i} (\partial_x^{s+4} (f - g)) \]
\[ + \lambda_i a_i (\partial_x^2 f)^{a_i-1} (\partial_x^2 f)^{b_i} (\partial_x^2 f)^{c_i} (f)^{d_i} (\partial_x^{s+4} g) \]
\[ - \lambda_i a_i (\partial_x^2 g)^{a_i-1} (\partial_x^2 g)^{b_i} (\partial_x^2 g)^{c_i} (g)^{d_i} (\partial_x^{s+4} g) \]
\[ + \partial_x^{s+1} N_i(f) - \lambda_i a_i (\partial_x^{s+4} f) (\partial_x^{s+4} f)^{a_i-1} (\partial_x^{s+4} f)^{b_i} (\partial_x^{s+4} f)^{c_i} (f)^{d_i} \]
\[ - \partial_x^{s+1} N_i(g) + \lambda_i a_i (\partial_x^{s+4} g) (\partial_x^{s+4} g)^{a_i-1} (\partial_x^{s+4} g)^{b_i} (\partial_x^{s+4} g)^{c_i} (g)^{d_i}, \]
we have

\[ K_i = \Gamma^{(p_i+p_j-1)}((ik_{p_i+p_j-1})^3 M_{i,1}; f, \ldots, f, f - g, f - g) \]

\[ \quad + \left( \Gamma^{(p_i+p_j-1)}((ik_{p_i+p_j-1})^3 M_{i,1}; f, \ldots, f, g, f - g) \right) \]

\[ \quad - \Gamma^{(p_i+p_j-1)}((ik_{p_i+p_j-1})^3 M_{i,1}; f, \ldots, f, g, g, f - g) \]

\[ \quad + \left( \Gamma^{(p_i+p_j-1)}(M_{H,1} M_{i,2}; f, \ldots, f, f - g) \right) \]

\[ \quad - \Gamma^{(p_i+p_j-1)}(M_{H,1} M_{i,2}; f, \ldots, f, g, g, f - g) \]

\[ \quad + \left( \Gamma^{(p_i+p_j-1)}((1 - M_{H,1}) M_{i,2}; f, \ldots, f, f - g) \right) \]

\[ \quad - \Gamma^{(p_i+p_j-1)}((1 - M_{H,1}) M_{i,2}; f, \ldots, f, g, g, f - g) \]

\[ =: K_{i,1} + K_{i,2} + K_{i,3} + K_{i,4} \]

where the multipliers on \( Z_0^{(p_i+p_j-1)} \) are defined by

\[ M_{i,1} := \frac{\lambda_i a_i (ik_{p_i+p_j-1})^{s+1} (ik_{p_i+p_j})^{s+1} \widetilde{M}_{NR,i} \widetilde{D}_{a_i-1,b_i,c_i}}{\tilde{\Phi}_i^{(p_i+p_j-1)}} \]

\[ M_{i,2} := \frac{\lambda_i (ik_{p_i+p_j})^{s+1} \widetilde{M}_{NR,i} \widetilde{D}_{a_i,b_i,c_i}}{\tilde{\Phi}_i^{(p_i+p_j-1)}} \times \left( (ik_{(p_j+p_i-1)})^{s+1} - \sum_{l=p_j}^{p_j+a_i-1} (ik_l)^{s+1} \right) \]

\[ \tilde{\Phi}_i^{(p_i+p_j-1)} := \Phi(p_j)(k_1, \ldots, k_{p_j-1}, k_{(p_j+p_i-1)}, k_{p_i+p_j}) \]

\[ \widetilde{M}_{NR,i} := M_{NR,j}(k_1, \ldots, k_{p_j-1}, k_{(p_j+p_i-1)}, k_{p_i+p_j}), \]

\[ \prod_{l=p_j}^{p_j+a_i-1} (ik_l)^{s+1} \prod_{l=p_j+a_i}^{p_j+a_i+b_i} (ik_l) \]

\[ =: D_{a_i,b_i,c_i}(k_{p_j}, \ldots, k_{p_j+p_i-1}), \]

\[ M_{H,1} := \begin{cases} 1, & \text{when } |k_{(p_j+p_i-1)}| \ll \max_{p_j \leq l \leq p_j+p_i-1} |k_l|, \\ 0, & \text{otherwise.} \end{cases} \]

Note that

\[ |\tilde{D}_{a_i-1,b_i,c_i}| \lesssim \prod_{l=p_j}^{p_j+p_j-2} |k_l|^3, \quad (3.6) \]

\[ |\tilde{D}_{a_i,b_i,c_i}((ik_{(p_j+p_i-1)})^{s+1} - \sum_{l=p_j}^{p_j+a_i-1} (ik_l)^{s+1})| \lesssim \max_{p_j \leq l \leq p_j+p_i-1} |k_l|^{s-1} \prod_{l=p_j}^{p_j+p_j-1} |k_l|^4. \]

\[ (3.7) \]
By Lemma 2.6 and (2.2),
\[
|\tilde{M}_{NR,i}/\tilde{\Phi}_i^{(p_i+p_j-1)}| \lesssim |k_{p_i+p_j}|^{-1} \prod_{l=1}^{p_j-1} \langle k_l \rangle^3 \sim |k_{(p_j,p_i+p_j-1)}|^{-1} \prod_{l=1}^{p_j-1} \langle k_l \rangle^3. \tag{3.8}
\]

By (3.6) and (3.8),
\[
|(ik_{p_i+p_j-1})^3 M_{i,1}| \lesssim |k_{p_i+p_j-1}|^{s+4} |k_{p_i+p_j}|^{s-3} \prod_{l=1}^{p_i+p_j-2} \langle k_l \rangle^3.
\]

Thus, by (ii) of Lemma 2.4 with \(p = p_i + p_j - 1, m = p_j, d = s + 4, c = s - 3, b = 0, a = 3\), we obtain
\[
|K_{i,2}| \lesssim \|f - g\|_{H^{s-3}} \|g\|_{H^{s+4}} \|f - g\|_{H^s} (\|f\|_{H^s} + \|g\|_{H^s})^{p_i+p_j-3}.
\]

When \(\tilde{k}^{(p_i+p_j-1)} \in \text{supp} M_{H,s}\), there exist \(l_1, l_2\) such that \(p_j \leq l_1 \leq l_2 \leq p_i + p_j - 1\) and
\[
|k_{l_1}| \sim |k_{l_2}| \sim \max_{p_j \leq l \leq p_i + p_j - 1} |k_l|.
\]

By (3.7), (3.8) and (3.9), we get
\[
|M_{H,s} M_{i,2}| \lesssim |k_{p_i+p_j}|^{s-3} \langle k_{l_1} \rangle^{s-4} \langle k_{l_2} \rangle^3 \prod_{1 \leq l \leq p_i+p_j-1} \langle k_l \rangle^4.
\]

Therefore, by (i) of Lemma 2.4 with \(p = p_i + p_j - 1, m = p_j, c = s - 3, b = s - 7, a = 7\), we obtain
\[
|K_{i,3}| \lesssim \|f - g\|_{H^{s-3}} (\|f\|_{H^s} + \|g\|_{H^s})^{p_i+p_j-3} \times (\|f - g\|_{H^s} (\|f\|_{H^s} + \|g\|_{H^s}) + \|f - g\|_{H^s} (\|f\|_{H^s} + \|g\|_{H^s})).
\]

By (3.7) and (3.8),
\[
|(1 - M_{H,s}) M_{i,2}| \lesssim |k_{p_i+p_j}|^s \max_{p_j \leq l \leq p_i + p_j - 1} |k_l|^{s-4} \prod_{l=1}^{p_i+p_j-1} \langle k_l \rangle^4.
\]

Thus, by Lemma 2.4 (i) with \(p = p_i + p_j - 1, m = p_j, c = s, b = s - 4, a = 4\), it follows that
\[
|K_{i,4}| \lesssim \|f - g\|_{H^s} (\|f\|_{H^s} + \|g\|_{H^s})^{p_i+p_j-3} \times \{|f - g|_{H^s} (\|f\|_{H^s} + \|g\|_{H^s}) + \|f - g\|_{H^s} (\|f\|_{H^s} + \|g\|_{H^s})\}.
\]

Finally, we estimate \(K_{i,1}\). It still has one derivative loss because \((ik_{p_i+p_j-1})^3 M_{i,1}\) includes \((ik_{p_i+p_j-1})^{s+4}(ik_{p_i+p_j})^{s+1}\) and (3.8) is not enough to cancel \(|k_{p_i+p_j-1}|^4 |k_{p_i+p_j}|\).

We would like to recover it by symmetry and Lemma 2.2 However, \(M_{i,1}\) is not
symmetric with respect to \( k_{p_i+p_j-1} \) and \( k_{p_i+p_j} \), because of \( \Phi_i^{(p_i+p_j-1)} \) and \( \Phi_i^{(p_i+p_j)} \). To avoid this difficulty, we introduce

\[
\tilde{M}_{NR,i}^{\text{sym}} := T(k_{p_i+p_j-1}, k_{p_i+p_j}) \left[ M_H^{(p_i)}(k_1, \ldots, k_{p_j-1}, k_{p_j+p_j-1}, k_{p_i+p_j}) \right]\tilde{M}_{NR,i}
\]

\[
= M_H^{(p_j)}(k_1, \ldots, k_{p_j-1}, k_{p_j+p_j-2}, k_{p_i+p_j}, k_{p_i+p_j-1})\tilde{M}_{NR,i}
\]

and decompose \( M_{i,1} \) into four parts:

\[
M_{i,1} = \lambda_i a_i (ik_{p_i+p_j-1})^{s+1} (ik_{p_i+p_j})^{s+1} \tilde{D}_{a_i-b_i-c_i} \left( (\tilde{M}_{NR,i}^{\text{sym}} - \tilde{M}_{NR,i}^{\text{sym}}) / \Phi_i^{(p_i+p_j-1)} \right)
\]

\[
+ (1 - S(k_{p_i+p_j-1}, k_{p_i+p_j})) \left[ \tilde{M}_{NR,i}^{\text{sym}} / \Phi_i^{(p_i+p_j)} \right]
\]

\[
+ S(k_{p_i+p_j-1}, k_{p_i+p_j}) \left[ M_{H,s}^{\text{sym}} / \Phi_i^{(p_i+p_j)} \right]
\]

\[
+ S(k_{p_i+p_j-1}, k_{p_i+p_j}) \left[ (1 - M_{H,s}) \tilde{M}_{NR,i}^{\text{sym}} / \Phi_i^{(p_i+p_j-1)} \right]
\]

\[
= :M_{i,11} + M_{i,12} + M_{i,13} + M_{i,14}.
\]

Note that \( \tilde{M}_{NR,i}^{\text{sym}} \) is symmetric with respect to \( k_{p_i+p_j-1} \) and \( k_{p_i+p_j} \). Recall that \( S(k_{p_i+p_j-1}, k_{p_i+p_j}) \) is the symmetrization operator defined by (2.9). Thus, \( M_{i,14} \) is symmetric with respect to \( k_{p_i+p_j-1} \) and \( k_{p_i+p_j} \). By Lemma 2.2, we have

\[
\Gamma^{(p_i+p_j-1)} \left( ((ik_{p_i+p_j-1})^3 M_{i,14}; f, \ldots, f, f - g, f - g) \right)
\]

\[
= - \frac{1}{2} \Gamma^{(p_i+p_j-1)} \left( ((ik_{1,p_i+p_j-2})^3 M_{i,14}; f, \ldots, f, f - g, f - g) \right)
\]

\[
+ \frac{3}{2} \Gamma^{(p_i+p_j-1)} \left( ((ik_{1,p_i+p_j-2})(ik_{p_i+p_j-1})(ik_{p_i+p_j}) M_{i,14}; f, \ldots, f, f - g, f - g) \right).
\]

It follows that \( |k_{p_i+p_j-1}| \lesssim |k_{(p_i+p_j-1)}| \) when \( k_{(p_i+p_j-1)} \in \text{supp} 1 - M_{H,s} \). Thus, by (3.8),

\[
|S(k_{p_i+p_j-1}, k_{p_i+p_j}) \left[ (1 - M_{H,s}) \tilde{M}_{NR,i}^{\text{sym}} / \Phi_i^{(p_i+p_j-1)} \right]| \lesssim |k_{p_i+p_j-1}|^{-2} \left| k_{p_i+p_j} \right|^{-2} \prod_{l=1}^{p_j-1} \langle k_l \rangle^3.
\]

Therefore, we obtain

\[
|((ik_{1,p_i+p_j-2})(ik_{p_i+p_j-1})(ik_{p_i+p_j}) M_{i,14})|
\]

\[
\lesssim |k_{p_i+p_j-1}|^8 |k_{p_i+p_j}|^8 \max_{1 \leq l \leq p_i+p_j-2} |k_l| \prod_{l=1}^{p_i+p_j-2} \langle k_l \rangle^3.
\]

In the same manner,

\[
|((ik_{1,p_i+p_j-2})^3 M_{i,14})| \lesssim |k_{p_i+p_j-1}|^{s-1} |k_{p_i+p_j}|^{s-1} \max_{1 \leq l \leq p_i+p_j-2} |k_l|^{3} \prod_{l=1}^{p_i+p_j-2} \langle k_l \rangle^3.
\]
Thus, applying the Sobolev inequality for (3.10), we conclude
\[
\left| \Gamma^{(p_i+p_j-1)}((ik_{p_i+p_j-1})^3 M_{i,14}; f, \ldots, f, f - g, f - g) \right| \lesssim \| f - g \|_{H^s}^2 \| f \|_{H^7}^{p_i+p_j-2}.
\] (3.11)

By (3.8) and (3.9),
\[
|M_{H^s, \tilde{M}_{NR,i}^\text{sym}}(\tilde{\Phi}_1^{(p_i+p_j-1)})| \lesssim |k_{l_1}|^4 |k_{p_i+p_j-1}|^{-4} |k_{p_i+p_j}|^{-4} \prod_{l=1}^{p_j-1} \langle k_l \rangle^3,
\]
where \( p_j \leq l_1 \leq p_i + p_j - 2 \). Thus, by (3.6),
\[
|ik_{p_i+p_j-1})^3 M_{i,13}| \lesssim \| k_{p_i+p_j-1} \| |k_{p_i+p_j}|^{s-3} |k_{l_1}|^4 \prod_{l=1}^{p_i+p_j-2} \langle k_l \rangle^3.
\]

Thus, by the Sobolev inequality, we obtain
\[
\left| \Gamma^{(p_i+p_j-1)}((ik_{p_i+p_j-1})^3 M_{i,13}; f, \ldots, f, f - g, f - g) \right| \lesssim \| f - g \|_{H^s}^2 \| f \|_{H^7}^{p_i+p_j-2}.
\] (3.12)

By Lemma 2.6 and (2.2),
\[
|1 - S(k_{p_i+p_j-1}, k_{p_i+p_j})| [\tilde{M}_{NR,i}^\text{sym} / \tilde{\Phi}_1^{(p_i+p_j-1)}] | \lesssim |k_{l_{p-j-1}}| \prod_{l=1}^{p_j-1} \langle k_l \rangle^3 |k_{p_i+p_j-1}|^{-4} |k_{p_i+p_j}|^{-1} \max_{1 \leq l \leq p_i+p_j-2} |k_l|^2.
\]

Thus, by (3.6)
\[
|ik_{p_i+p_j-1})^3 M_{i,12}| \lesssim \| k_{p_i+p_j-1} \| |k_{p_i+p_j}|^{s} \max_{1 \leq l \leq p_i+p_j-2} |k_l|^3 \prod_{l=1}^{p_i+p_j-2} \langle k_l \rangle^3.
\]

Therefore, by the Sobolev inequality, we obtain
\[
\left| \Gamma^{(p_i+p_j-1)}((ik_{p_i+p_j-1})^3 M_{i,12}; f, \ldots, f, f - g, f - g) \right| \lesssim \| f - g \|_{H^s}^2 \| f \|_{H^7}^{p_i+p_j-2}.
\] (3.13)

Since
\[
\tilde{M}_{NR,i} - \tilde{M}_{NR,i}^\text{sym} = (1 - M_H^{(p_i)}(k_1, \ldots, k_{p_j-1}, k_{p_j, p_i+p_j-2} + k_{p_i+p_j}, k_{p_i+p_j-1})) \tilde{M}_{NR,i},
\]
there exists \( l_3 \) such that \( 1 \leq l_3 \leq p_j - 1 \), \( |k_{l_3}|^5 \gtrsim |k_{p_i+p_j-1}|^4 \) if \( \tilde{k}_{(p_i+p_j-1)} \in \text{supp} \left( \tilde{M}_{NR,i} - \tilde{M}_{NR,i}^\text{sym} \right) \). Thus, by (3.6) and (3.8)
\[
|ik_{p_i+p_j-1})^3 M_{i,11}| \lesssim |k_{l_3}|^5 |k_{p_i+p_j-1}|^{s} |k_{p_i+p_j}|^{s-3} \prod_{l=1}^{p_i+p_j-2} \langle k_l \rangle^3.
\]
By the Sobolev inequality, we obtain
\[
\left| \Gamma^{(p_i+p_j-1)}((ik_{p_i+p_j-1})^3 M_{i,11}; f, \ldots, f, f-g, f-g) \right| \lesssim \|f - g\|_{H^s}^2 \|f\|_{H^s}^{p_i + p_j - 2}. \tag{3.14}
\]

Collecting (3.11) - (3.14), we conclude \(|K_{i,1}| \lesssim \|f - g\|_{H^s}^2 \|f\|_{H^s}^{p_i + p_j - 2}\). \hfill \square

**Proposition 3.5.** Let \(s \in \mathbb{N}, s \geq 7\). Then, it follows that
\[
\begin{align*}
|(-1)^s(N_j(f) - N_j(g), \partial_x^{2s}(f-g))_{L^2} &+ P N_j(f)\|\partial_x^{s+1}(f-g)\|_{L^2}^2 \\
&+ \Gamma(p_j)((ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1} M_{NR,j}; f, \ldots, f, f-g, f-g) | \\
\lesssim & \|f - g\|_{H^s}^2 \|f\|_{H^s}^s + \|g\|_{H^s}^s \|f\|_{H^s}^{p_j - 1} \\
&+ \|f - g\|_{H^s}^2 \|f\|_{H^s}^2 \|g\|_{H^s}^2 (\|f\|_{H^s} + \|g\|_{H^s})^p - 3 \\
&+ \|f - g\|_{H^s}^2 \|g\|_{H^s}^2 (\|f\|_{H^s} + \|g\|_{H^s})^{p_j - 3}
\end{align*}
\]

for any \(f \in H^s(\mathbb{T}) \cap H^s(\mathbb{T})\) and \(g \in H^{s+3}(\mathbb{T})\).

**Proof.** By (2.1),
\[
(-1)^s((N_j(f) - N_j(g), \partial_x^{2s}(f-g))_{L^2} = (-1)^s \Gamma(p_j) (\lambda_j (ik_{p_j+1})^{2s} D_{a_j,b_j,c_j}; f, \ldots, f, f-g) \tag{3.15}
\]
\[-(-1)^s \Gamma(p_j) (\lambda_j (ik_{p_j+1})^{2s} D_{a_j,b_j,c_j}; g, \ldots, g, f-g).
\]

For \(\vec{k}(p_j) \in \mathbb{Z}^{(p_j)}_0\), it follows that
\[
(-1)^s((ik_{p_j+1})^{s-1} = -(ik_{(1,p_j)})^{s-1} = - \sum_{n=1}^{7} S_n, \tag{3.16}
\]
where
\[
S_1 := \sum_{l=1}^{a_j} (ik_l)^{s-1}, \quad S_2 := \sum_{l=a_j+1}^{a_j+b_j} (ik_l)^{s-1}, \quad S_3 := \sum_{l=a_j+b_j+1}^{a_j+b_j+c_j} (ik_l)^{s-1},
\]
\[
S_4 := (s-1) \sum_{l=1}^{a_j} (ik_l)^{s-2}(ik_{(1,p_j)} - ik_l), \quad S_5 := (s-1) \sum_{l=a_j+1}^{a_j+b_j} (ik_l)^{s-2}(ik_{(1,p_j)} - ik_l),
\]
\[
S_6 := \frac{(s-1)(s-2)}{2} \sum_{l=1}^{a_j} (ik_l)^{s-3}(ik_{(1,p_j)} - ik_l)^2, \quad S_7 := (ik_{(1,p_j)})^{s-1} - \sum_{n=1}^{6} S_n.
\]

From (3.15) and (3.16), we have
\[
(-1)^s(N_j(f) - N_j(g), \partial_x^{2s}(f-g))_{L^2} = - \sum_{n=1}^{7} (I_n(f) - I_n(g)) \tag{3.17}
\]
where
\[ I_n(h) := \Gamma^{(p_j)}(\lambda_j(i k_{p_j + 1})^{s+1} D_{a_j, b_j, c_j} S_n; h, \ldots, h, f - g). \]

Since
\[ |S_7| \lesssim \max_{1 \leq l \leq p_j} |k_l|^s \prod_{l=1}^{a_j} \langle k_l \rangle^{s-7} \prod_{l=a_j+b_l}^{a_j+b_j+c_j} \langle k_l \rangle^4 \prod_{l=a_j+b_j+1}^{a_j+b_j+c_j} \langle k_l \rangle^5 \prod_{l=a_j+b_j+c_j}^{p_j} \langle k_l \rangle^6, \]
and \( |k_{p_j + 1}| = |k_{(p_j)}| \lesssim \max_{1 \leq l \leq p_j} |k_l| \), we have
\[ |(i k_{p_j + 1})^{s+1} D_{a_j, b_j, c_j} S_7| \lesssim |k_{p_j + 1}|^s \max_{1 \leq l \leq p_j} |k_l|^s \prod_{l=1}^{p_j} \langle k_l \rangle^6. \]

Therefore, by (ii) of Lemma 2.4 with \( p = p_j, m = 1, c = s, b = s - 6, a = 6 \), we have
\[
|I_7(f) - I_7(g)| \lesssim \|f - g\|_{H^s} (\|f\|_{H^7} + \|g\|_{H^7})^{p_j-2} \\
\times \{\|f - g\|_{H^s} (\|f\|_{H^7} + \|g\|_{H^7}) + \|f - g\|_{H^7} (\|f\|_{H^7} + \|g\|_{H^7})\} \\
\lesssim \|f - g\|^2_{H^s} (\|f\|_{H^7} + \|g\|_{H^7})^{p_j-1} \\
+ \|f - g\|^2_{H^7} (\|f\|_{H^7} + \|g\|_{H^7})^2 (\|f\|_{H^7} + \|g\|_{H^7})^{p_j-3}. \tag{3.18}
\]

Since \( D_{a_j, b_j, c_j} S_1 \) is symmetric with respect to \( k_1, \ldots, k_a \), we have
\[ I_1(h) = \Gamma^{(p_j)}(\lambda_j a_j(i k_1)^{s-1} (i k_{p_j + 1})^{s+1} D_{a_j, b_j, c_j} S_1; h, \ldots, h, f - g). \]

Changing the role of \( k_1 \) and \( k_{p_j} \), we have
\[ I_1(h) = \Gamma^{(p_j)}(M_1; h, \ldots, h, f - g), \quad M_1 := \lambda_j a_j(i k_{p_j})^{s+2} (i k_{p_j + 1})^{s+1} D_{a_j-1, b_j, c_j}. \]

Note that \( D_{a_j, b_j, c_j} S_2 \) and \( D_{a_j, b_j, c_j} S_5 \) are symmetric with respect to \( k_{a_j+1}, \ldots, k_{a_j+b_j} \), \( D_{a_j, b_j, c_j} S_4 \) and \( D_{a_j, b_j, c_j} S_6 \) are symmetric with respect to \( k_1, \ldots, k_a \) and \( D_{a_j, b_j, c_j} S_3 \) is symmetric with respect to \( k_{a_j+b_j+1}, \ldots, k_{a_j+b_j+c_j} \). Therefore, in the same manner as \( I_1(h) \), we obtain
\[ I_n(h) = \Gamma^{(p_j)}(M_n; h, \ldots, h, f - g), \]
for \( 2 \leq n \leq 6 \), where
\[
M_2 := \lambda_j b_j(i k_{p_j})^{s+1} (i k_{p_j + 1})^{s+1} D_{a_j, b_j-1, c_j} \\
M_3 := \lambda_j c_j(i k_{p_j})^{s} (i k_{p_j + 1})^{s+1} D_{a_j, b_j, c_j-1}, \\
M_4 := (s-1) \lambda_j a_j(i k_{(p_j-1)}) (i k_{p_j})^{s+1} (i k_{p_j + 1})^{s+1} D_{a_j-1, b_j, c_j}, \\
M_5 := (s-1) \lambda_j b_j(i k_{(p_j-1)}) (i k_{p_j})^{s} (i k_{p_j + 1})^{s+1} D_{a_j, b_j-1, c_j}, \\
M_6 := (s-1)(s-2) \lambda_j a_j(i k_{(p_j-1)})^2(i k_{p_j})^{s} (i k_{p_j + 1})^{s+1} D_{a_j-1, b_j, c_j}/2.
\]
Moreover, for $1 \leq n \leq 6$, we have

$$I_n(f) - I_n(g) = \Gamma^{(p_j)}(M_n; f, \ldots, f, f - g, f - g) + \Gamma^{(p_j)}(M_n; f, \ldots, f, g, f - g) - \Gamma^{(p_j)}(M_n; g, \ldots, g, g, f - g).$$

(3.19)

Since

$$|k_{p_j+1}| = |k_{(1,p_j)}| \lesssim \langle k_{p_j} \rangle \max_{1 \leq l \leq p_j-1} |k_l|,$$

it follows that

$$|M_n| \lesssim \langle k_{p_j+1} \rangle^{s} \langle k_{p_j} \rangle^{s+3} \max_{1 \leq l \leq p_j-1} |k_l|^{3} \prod_{l=1}^{p_j-1} \langle k_l \rangle^{3}$$

for $1 \leq n \leq 6$. Thus, by (ii) of Lemma 2.4 with $p = p_j, m = 1, d = s, c = s + 3, b = 3, a = 3$, we obtain

$$\left| \Gamma^{(p_j)}(M_n; f, \ldots, f, g, f - g) - \Gamma^{(p_j)}(M_n; g, \ldots, g, g, f - g) \right| \lesssim \|f - g\|_{H^s} \|g\|_{H^{s+3}} (\|f\|_{H^4} + \|g\|_{H^4})^{p_j-3}$$

(3.20)

$$\times \{\|f - g\|_{H^7} (\|f\|_{H^4} + \|g\|_{H^4}) + \|f - g\|_{H^4} (\|f\|_{H^7} + \|g\|_{H^7})\}$$

$$\lesssim \|f - g\|_{H^4}^{p_j-1} \|f\|_{H^4} \|g\|_{H^4} \|f\|_{H^7} \|g\|_{H^7}^{p_j-3}$$

for $1 \leq n \leq 6$. By Lemmas 3.2, we obtain

$$\left| \Gamma^{(p_j)}(M_1; f, \ldots, f, f - g, f - g) - \Gamma^{(p_j)}(M_1; f, \ldots, f, f - g, f - g) \right| \lesssim \|f\|_{H^4}^{p_j-2} \|f\|_{H^8} \|g\|_{H^4}^{p_j-3}$$

(3.21)

By Lemmas 3.3, we obtain

$$\left| \Gamma^{(p_j)}(M_2; f, \ldots, f, f - g, f - g) - P_{N_j}(f)\|\partial_x^{s+1}(f - g)\|_{L^2} \right.$$

$$- \Gamma^{(p_j)}(M_{2,s}; f, \ldots, f, f - g, f - g)$$

$$+ \left| \Gamma^{(p_j)}(M_4; f, \ldots, f, f - g, f - g) \right.$$

$$- \Gamma^{(p_j)}((s - 1)M_{4,s}; f, \ldots, f, f - g, f - g) \right|$$

$$\lesssim \|f\|_{H^4}^{p_j-2} \|f\|_{H^8} \|f - g\|_{H^4}^{2}$$

(3.22)

For $n = 3, 5, 6$, by Lemma 2.2

$$\Gamma^{(p_j)}(M_n; f, \ldots, f, f - g, f - g) = \Gamma^{(p_j)}(M_{n,s}; f, \ldots, f, f - g, f - g)$$
where
\[ M_{3,*} := -\lambda_j c_j (ik_{p_j})^s (ik_{p_j+1})^s (ik_{(1,p_j-1)}) D_{a_j,b_j,c_j-1}/2, \]
\[ M_{5,*} := -(s-1) \lambda_j b_j (ik_{(1,p_j-1)})^2 (ik_{p_j})^s (ik_{p_j+1})^s D_{a_j,b_j-1,c_j}/2, \]
\[ M_{6,*} := -(s-1)(s-2) \lambda_j a_j (ik_{(1,p_j-1)})^3 (ik_{p_j})^s (ik_{p_j+1})^s D_{a_j-1,b_j,c_j}/4. \]
Since
\[ |M_{n,*}| \lesssim (k_{p_j})^s(k_{p_j+1})^s \max_{1 \leq l \leq p_j-1} |k_l|^3 \prod_{l=1}^{p_j-1} \langle k_l \rangle^3 \]
for \( n = 3, 5, 6 \), by the Sobolev inequality, we obtain
\[ \left| \Gamma^{(p_j)}(M_n; f, \ldots, f, f - g, f - g) \right| \lesssim \|f - g\|_{H^s}^2 \|f\|_{H^7} \|f\|_{H^4}^{p_j-2} \quad (3.23) \]
for \( n = 3, 5, 6 \). Note that \((ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1} M_{NR,j} = M_{1,*} + M_{2,*} + (s-1)M_{4,*}\).
Therefore, collecting (3.17)–(3.23), we conclude the desired result. \( \square \)

**Proposition 3.6.** Let \( s \in \mathbb{N}, s \geq 7, \varepsilon_1, \varepsilon_2 \in [0, 1] \) and \( u \in L^\infty([0, T[; H^s(\mathbb{T}) \cap H^8(\mathbb{T})) \) (resp. \( v \in L^\infty([0, T[; H^{s+4}(\mathbb{T})) \)) be a solution to (1.17) with \( \varepsilon = \varepsilon_1 \) (resp. \( \varepsilon = \varepsilon_2 \)) on \([0, T[\). Then, we have
\[ \frac{d}{dt} \Gamma^{(p_j)} \left( \frac{(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1} M_{NR,j}}{\Phi^{(p_j)}}; u, \ldots, u, u - v, u - v \right) \]
\[ \leq \frac{\varepsilon_1}{4j_0} \|\partial_x^{s+2}(u - v)\|_{L^2}^2 + C|\varepsilon_1 - \varepsilon_2|^2 \|v\|_{H^{s+2}}^2 \]
\[ + C \|u - v\|_{H^s}^2 (1 + \|u\|_{H^8} + \|v\|_{H^8})^2(p_{\text{max}}-1) \]
\[ + C \|u - v\|_{H^s}^2 (\|u\|_{H^s} + \|v\|_{H^s})^2(1 + \|u\|_{H^8} + \|v\|_{H^8})^2(p_{\text{max}}-2) \]
\[ + C \|u - v\|_{H^s}^2 \|v\|_{H^{s+4}}^2(1 + \|u\|_{H^8} + \|v\|_{H^8})^2(p_{\text{max}}-2). \]

**Proof.** Let \( \tilde{u}(t) := U(-t)u(t), \tilde{v}(t) := U(-t)v(t) \) where \( U(t) := \mathcal{F}^{-1}e^{-t\phi(k)}\mathcal{F}_x \). By the Leibniz rule, we have
\[ \frac{d}{dt} \Gamma^{(p_j)} \left( \frac{(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1} M_{NR,j}}{\Phi^{(p_j)}}; u, \ldots, u, u - v, u - v \right) \]
\[ = \frac{d}{dt} \Gamma^{(p_j)} \left( e^{ik_{p_j}}(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1} M_{NR,j}/\Phi^{(p_j)}; \tilde{u}, \ldots, \tilde{u}, \tilde{u} - \tilde{v}, \tilde{u} - \tilde{v} \right) \]
\[ = I_0 + I_1 + \cdots + I_{p_j-1} + J_1 + J_2, \]
where

\[ I_0 := \Gamma^{(p_j)} \left( (\partial_4 e^{\Phi(p_j)}) (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); \tilde{u}, \tilde{u}, \ldots, \tilde{u}, \tilde{u} - \tilde{v}, \tilde{u} - \tilde{v} \right) \]

\[ I_1 := \Gamma^{(p_j)} \left( e^{\Phi(p_j)} (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); \partial_4 \tilde{u}, \tilde{u}, \ldots, \tilde{u}, \tilde{u} - \tilde{v}, \tilde{u} - \tilde{v} \right) \]

\[ I_2 := \Gamma^{(p_j)} \left( e^{\Phi(p_j)} (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); \tilde{u}, \partial_4 \tilde{u}, \ldots, \tilde{u}, \tilde{u} - \tilde{v}, \tilde{u} - \tilde{v} \right) \]

\[ : \]

\[ I_{p_j-1} := \Gamma^{(p_j)} \left( e^{\Phi(p_j)} (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); \tilde{u}, \tilde{u}, \ldots, \partial_4 \tilde{u}, \tilde{u} - \tilde{v}, \tilde{u} - \tilde{v} \right) \]

\[ J_1 := \Gamma^{(p_j)} \left( e^{\Phi(p_j)} (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); \tilde{u}, \tilde{u}, \ldots, \tilde{u}, \partial_4 (\tilde{u} - \tilde{v}), \tilde{u} - \tilde{v} \right) \]

\[ J_2 := \Gamma^{(p_j)} \left( e^{\Phi(p_j)} (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); \tilde{u}, \tilde{u}, \ldots, \tilde{u}, \tilde{u} - \tilde{v}, \partial_4 (\tilde{u} - \tilde{v}) \right). \]

Since

\[ I_0 = \Gamma^{(p_j)} \left( (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j}; u, \ldots, u, u - v, u - v \right), \]

the left-hand side of \ref{eq:3.24} is equal to \( I_1 + \cdots + I_{p_j-1} + J_1 + J_2 \). We estimate only \( |I_1| \) and \( |J_1| \) because we can easily estimate \( |J_2|, \ldots, |I_{p_j-1}| \) and \( |J_2| \) in the same manner. Note that \( \tilde{u}, \tilde{v} \) satisfy

\[ \partial_4 \tilde{u} = U(-t)(-\varepsilon_1 \partial_4^4 u + N(u)), \quad \partial_4 \tilde{v} = U(-t)(-\varepsilon_2 \partial_4^4 v + N(v)). \] (3.25)

We substitute \ref{eq:3.25} for \( \partial_4 \tilde{u} \) in \( I_1 \). Then, we have

\[ I_1 = -\varepsilon_1 \Gamma^{(p_j)} \left( (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); \partial_4^4 u, u, \ldots, u, u - v, u - v \right) \]

\[ + \Gamma^{(p_j)} \left( (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j); N(u), u, \ldots, u, u - v, u - v \right). \]

By Lemma \ref{lem:2.5} and \ref{lem:2.2}, it follows that

\[ \left| (ik_{p_j})^{s+1} (ik_{p_j+1})^{s+1} M_{NR,j} / \Phi(p_j) \right| \lesssim |k_{p_j}|^s |k_{p_j+1}|^s \langle k_1 \rangle^{1/2} \prod_{i=2}^{p_j-1} (k_i)^3. \]

Therefore, by the Sobolev inequality,

\[ |I_1| \lesssim \| u - v \|_H^2 \varepsilon_1 \| \partial_4^4 u \|_H^2 \| u \|_H^{p_j-2} + \sum_{i=1}^{j_0} \| N_i(u) \|_H^2 \| u \|_H^{p_j-2} \]

\[ \lesssim \| u - v \|_H^2 (1 + \| u \|_H^6)^{2(p_{\text{max}} - 1)}. \]
We substitute (3.25) for \( \partial (\tilde{u} - \tilde{v}) \) in \( J_1 \) to have
\[
J_1 = \Gamma(p_j) \left( \frac{(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi(p_j)} ; u, \ldots, u, -\varepsilon_1 \partial_x^4 u + \varepsilon_2 \partial_x^4 v + N(u) - N(v), u - v \right)
\]
\[
= -\varepsilon_1 \Gamma(p_j) \left( \frac{(ik_{p_j})^{s+5}(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi(p_j)} ; u, \ldots, u, u - v, u - v \right)
- (\varepsilon_1 - \varepsilon_2) \Gamma(p_j) \left( \frac{(ik_{p_j})^{s+5}(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi(p_j)} ; u, \ldots, u, v, u - v \right)
+ \sum_{i=1}^{j_0} \Gamma(p_j) \left( \frac{(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi(p_j)} ; u, \ldots, u, \partial_x^{s+1}(N_i(u) - N_i(v)), u - v \right)
\]
\[
=: J_{1,1} + J_{1,2} + \sum_{i=1}^{j_0} K_i
\]
By Lemma 2.45 and (2.2),
\[
\left| \left( \frac{(ik_{p_j})^{s+5}(ik_{p_j+1})^{s+1}M_{NR,j}}{\Phi(p_j)} \right) \right| \lesssim |k_{p_j}|^{s+1}|k_{p_j+1}|^{s+1} \prod_{l=1}^{p_j-1} \langle k_l \rangle^3 \sim |k_{p_j}|^{s+2}|k_{p_j+1}|^s \prod_{l=1}^{p_j-1} \langle k_l \rangle^3.
\]
Therefore, by the Sobolev inequality and Lemma 2.3, we have
\[
|J_{1,1}| \leq C \varepsilon_1 \| u \|_{H^{p_j-1}}^{p_j-1} \| \partial_x^{s+1} (u - v) \|_{L^2}^2
\]
\[
\leq C \varepsilon_1 \| u \|_{H^4}^{p_j-1} \| \partial_x^s (u - v) \|_{L^2} \| \partial_x^{s+2} (u - v) \|_{L^2}
\]
\[
\leq C \varepsilon_1 \| u \|_{H^4}^{2(p_j-1)} \| \partial_x^s (u - v) \|_{L^2}^2,
\]
and
\[
|J_{1,2}| \lesssim |\varepsilon_1 - \varepsilon_2| \| u \|_{H^4} \| v \|_{H^{p_j-2}} \| u - v \|_{H^s} \lesssim |\varepsilon_1 - \varepsilon_2| \| u \|_{H^4}^2 \| v \|_{H^{p_j-2}}^2 + \| u - v \|_{H^s} \| u \|_{H^4}^{2(p_j-1)}.
\]
By Lemma 3.4, \( |K_i| \) is bounded by the right-hand side of (3.24). \( \square \)

**Proposition 3.7.** Let \( q \in \mathbb{N}, \varepsilon_1, \varepsilon_2 \in [0, 1] \) and \( u \in L^{\infty}([0, T]; H^7(\mathbb{T})) \) (resp. \( v \in L^{\infty}([0, T]; H^4(\mathbb{T})) \)) be a solution to (1.17) with \( \varepsilon = \varepsilon_1 \) (resp. \( \varepsilon = \varepsilon_2 \)) on \([0, T]\). Then, we have
\[
\frac{d}{dt} \| u - v \|_{L^2}^2 \lesssim |\varepsilon_1 - \varepsilon_2| \| v \|_{L^2} \| u - v \|_{H^4} + \| u - v \|_{H^s}^2 \sum_{j=1}^{j_0} (\| u \|_{H^4} + \| v \|_{H^4})^{p_j-1}, \tag{3.26}
\]
and
\[
\frac{d}{dt} \| u \|_{H^4}^q \lesssim \| u \|_{H^7} \sum_{j=1}^{j_0} \| u \|_{H^4}^{p_j+q-2} \tag{3.27}
\]
and
Proof.

\[ (\partial_t(u - v), u - v)_{L^2} = (-\varepsilon_1 \partial_x^4 u + \varepsilon_2 \partial_x^4 v, u - v)_{L^2} + (N(u) - N(v), u - v)_{L^2} \]

\[ = -\varepsilon_1 (\partial_x^4 (u - v), u - v)_{L^2} - (\varepsilon_1 - \varepsilon_2) (\partial_x^4 v, u - v)_{L^2} + \sum_{j=1}^{j_0} (N_j(u) - N_j(v), u - v)_{L^2} \]

Thus,

\[ \frac{1}{2} \frac{d}{dt} \|u - v\|^2_{L^2} \leq |\varepsilon_1 - \varepsilon_2| \|v\|_{L^2} \|\partial_x^4 (u - v)\|_{L^2} + \|u - v\|_{L^2} \sum_{j=1}^{j_0} \|N_j(u) - N_j(v)\|_{L^2}. \]

Therefore, by the Sobolev inequality, we obtain (3.26). Put \( v \equiv 0 \). Then, by the same manner, we have

\[ \frac{d}{dt} \|u\|^2_{L^2} \lesssim \|u\|_{L^2} \sum_{j=1}^{j_0} \|u\|^{p_j}_{H^4}. \] (3.28)

Since

\[ (\partial_t \partial_x^4 u, \partial_x^4 u)_{L^2} = -\varepsilon_1 (\partial_x^8 u, \partial_x^4 u)_{L^2} + \sum_{j=1}^{j_0} (\partial_x^4 N_j(u), \partial_x^4 u)_{L^2}, \]

by Lemma 2.3 we have

\[ \frac{d}{dt} \|\partial_x^4 u\|^2_{L^2} \lesssim \sum_{j=1}^{j_0} \|\partial_x^4 N_j(u)\|_{L^2} \|\partial_x^4 u\|_{L^2} \lesssim \|u\|_{H^7} \sum_{j=1}^{j_0} \|u\|^{p_j}_{H^4}. \] (3.29)

From (3.28) and (3.29), we obtain

\[ 2\|u\|_{H^4} \frac{d}{dt} \|u\|_{H^4} = \frac{d}{dt} \|u\|_{H^4}^2 \lesssim \|u\|_{H^7} \sum_{j=1}^{j_0} \|u\|^{p_j}_{H^4}, \]

which imply (3.27) with \( q = 1 \) and \( q = 2 \). We easily obtain (3.27) with \( q \geq 3 \) from

\[ \frac{d}{dt} \|u\|_{H^4}^q = q \|u\|_{H^4}^{q-1} \frac{d}{dt} \|u\|_{H^4}. \]

Now, we prove Proposition 3.1.
Proof of Proposition 3.1. Put
\[ I_j := (-1)^s(N_j(u) - N_j(v), \partial_x^{2s}(u - v))_{L^2} + P_{N_j}(u)\|\partial_x^{s+1}(u - v)\|_{L^2}^2 \]
\[ + \frac{d}{dt} \Gamma(p_j) \frac{(ik_{p_j})^{s+1}(ik_{p_j+1})^{s+1} M_{N_{R,j}}}{\Phi(p_j)}; u, \ldots, u, u - v, u - v. \]

Then, by Propositions 3.5, 3.6 and Lemma 2.7, we have
\[
\left| \sum_{j=1}^{j_0} I_j \right| \leq \frac{\varepsilon_1}{4} \|\partial_x^{s+2}(u - v)\|_{L^2}^2 + C|\varepsilon_1 - \varepsilon_2|^2 E_{s+2}(v) + CF_s(u, v)(1 + E_s(u) + E_s(v))^{p_{\text{max}}-1} \]
\[ + CF_s(u, v)(E_s(u) + E_s(v))(1 + E_s(u) + E_s(v))^{p_{\text{max}}-2} + CF_T(u, v)E_{s+4}(v)(1 + E_s(u) + E_s(v))^{p_{\text{max}}-2}. \]

By Proposition 3.7 and Lemma 2.7, we have
\[
\frac{d}{dt}(\|u - v\|_{L^2} + \|u - v\|_{H^4}^2 \sum_{j=1}^{j_0} \|u\|_{H^4}^{s(p_j-1)}) \leq \left( |\varepsilon_1 - \varepsilon_2| \|v\|_{L^2} \|u - v\|_{H^4} + \|u - v\|_{H^4}^2 (1 + \|u\|_{H^4} + \|v\|_{H^4})^{p_{\text{max}}-1} \right) (1 + \|u\|_{H^4})^{s(p_{\text{max}}-1)}
\]
\[ + \|u - v\|_{L^2}^2 \|u\|_{H^4} + (1 + \|u\|_{H^4})^{p_{\text{max}}+s(p_{\text{max}}-1)-2} \leq |\varepsilon_1 - \varepsilon_2|^2 E_1(v) + F_4(u, v)(1 + E_T(u) + E_4(v))^{s(p_{\text{max}}-1)}. \]

By integration by parts,
\[
(\partial_t \partial_x^s(u - v), \partial_x^s(u - v))_{L^2} = - (\varepsilon_1 \partial_x^{s+4}u - \varepsilon_2 \partial_x^{s+4}v, \partial_x^s(u - v))_{L^2} + \sum_{j=1}^{j_0} (-1)^s(N_j(u) - N_j(v), \partial_x^{2s}(u - v))_{L^2}.
\]

Thus,
\[
\frac{1}{2} \frac{d}{dt} \|\partial_x^s(u - v)\|_{L^2}^2 + \varepsilon_1 \|\partial_x^{s+2}(u - v)\|_{L^2}^2
\]
\[ - \sum_{j=1}^{j_0} (-1)^s(N_j(u) - N_j(v), \partial_x^{2s}(u - v))_{L^2} \leq - (\varepsilon_1 - \varepsilon_2)(\partial_x^{s+4}v, \partial_x^s(u - v))_{L^2} \leq F_s(u, v) + |\varepsilon_1 - \varepsilon_2|^2 E_{s+4}(v). \]

Collecting (3.30)–(3.32), we obtain the desired result. \( \square \)
4. Proofs of the main theorems

In this section, we prove Theorems 1.1, 1.2, 1.3 and 1.4. The existence, uniqueness and continuous dependence results on \([-T, 0]\) with \(P_N \leq 0\) in Theorems 1.1 and 1.2 follows from the results on \([0, T]\) with \(P_N \geq 0\). Thus, we show only the results on \([0, T]\) with \(P_N \geq 0\). By the same reason we prove Theorem 1.3 only on \([0, T]\) with \(P_N(\varphi) < 0\). First, we show the uniqueness results in Theorems 1.1 and 1.2.

Proof of the uniqueness results. Since \(u_1, u_2 \in L^\infty([0, T]; H^{12}(\mathbb{T}))\), by Lemma 2.7 there exist \(M > 0\) such that \(\sup_{t \in [0, T]}(E_{12}(u_1(t)) + E_{12}(u_2(t))) \leq M\). By Proposition 3.1 with \(\varepsilon_1 = \varepsilon_2 = 0\), \(s = 8\), we have

\[
\frac{d}{dt} F_s(u_1(t), u_2(t)) \lesssim F_s(u_1(t), u_2(t))(1 + M)^{r(s)}
\]

on \([0, T]\). Thus, by Lemma 2.7 and Gronwall’s inequality, we have

\[
\|u_1(t) - u_2(t)\|_{H^8}^2 \lesssim F_s(u_1(t), u_2(t)) \leq F_s(\varphi, \varphi)e^{C(1+M)^{r(s)}t} = 0,
\]

which implies \(u_1(t) = u_2(t)\) on \([0, T]\).

Next, we show the existence of a solution \(u\) to (1.1)–(1.2) as a limit of the solutions \(\{u_\varepsilon\}\) to (1.17)–(1.18) which are obtained by Proposition 2.8. In this process, it is important to ensure that \(T_\varepsilon\) does not go to 0 when \(\varepsilon \to 0\). For that purpose, we prepare a priori estimate below. By (2.14) and substituting \(v \equiv 0\), we obtain the following energy inequality as a corollary of Proposition 3.1.

**Corollary 4.1** (energy inequality). Assume that \(s \in \mathbb{N}, s \geq 8\) and \(\varepsilon \in [0, 1]\). Let \(u_\varepsilon \in L^\infty([0, T]; H^s(\mathbb{T}))\) be a solution to (1.17) on \([0, T]\). Then, it follows that

\[
\frac{d}{dt} E_s(u_\varepsilon(t)) + P_N(u_\varepsilon(t))\|\partial_x^{s+1} u_\varepsilon(t)\|_{L^2}^2 \lesssim E_s(u_\varepsilon(t))(1 + E_8(u_\varepsilon(t)))^{r(s)}
\]

on \([0, T]\), where \(r(s) := s(p_{\text{max}} - 1)\) and the implicit constant depends on \(s\) and does not depend on \(\varepsilon, u_\varepsilon, \) and \(T\).

**Lemma 4.2.** Assume the assumption in Corollary 4.1 and \(P_N(u_\varepsilon) \geq 0\) on \([0, T_0]\). Let \(T_1 := \min\{T, T_0, (2C_1)^{-1}(1 + E_8(\varphi))^{-r(s)}\}\). Then, it follows that

\[
E_s(u_\varepsilon(t)) + \int_0^t P_N(u_\varepsilon(t'))\|\partial_x^{s+1} u_\varepsilon(t')\|_{L^2}^2 dt' \leq C_2 E_s(\varphi),
\]

on \([0, T_1]\), where \(C_1, C_2\) are sufficiently large constants, \(C_1\) does not depend on \(\varepsilon, u_\varepsilon, s, \varphi\) and \(C_2 = C_2(s, E_8(\varphi))\) does not depend on \(\varepsilon\) and \(u_\varepsilon\).
Proof. By Corollary 4.1
\[ \frac{d}{dt} E_s(u_\varepsilon(t)) \leq C(s) E_s(u_\varepsilon(t))(1 + E_8(u_\varepsilon(t)))^{r(s)}, \]
on \([0,T_1]\). Let \(s = 8\). Then, we obtain
\[ E_8(u_\varepsilon(t)) \leq \frac{1 + E_8(\varphi)}{(1 - C_1 t(1 + E_8(\varphi))^{r(8)}))^{1/r(8)} \lesssim 1 + E_8(\varphi) \]on \([0,T_1]\). Combining Corollary 4.1 and (4.1), we have
\[ \frac{d}{dt} E_s(u_\varepsilon(t)) + P_N(u_\varepsilon(t)) \| \partial_x^{s+1} u_\varepsilon(t) \|_{L^2}^2 \lesssim E_s(u_\varepsilon(t))(1 + E_8(\varphi))^{r(s)} \]
on \([0,T_1]\). Therefore, we obtain
\[ \frac{d}{dt} E_s(u_\varepsilon(t)) + \int_0^t P_N(u_\varepsilon(t')) \| \partial_x^{s+1} u_\varepsilon(t') \|_{L^2}^2 \, dt' \leq E_8(\varphi)e^{C(s)(1 + E_8(\varphi))^{r(8)}t} \leq C_2(s, E_8(\varphi)) E_s(\varphi) \]
on \([0,T_1]\).

Lemma 4.3. Let \(\varepsilon \in [0,1]\) and \(u_\varepsilon \in L^\infty([0,T]; H^8(\mathbb{T}))\) be a solution to (1.17)–(1.18) on \([0,T]\). Assume that \(K > 0\) satisfies \(\sup_{t \in [0,T]} E_8(u_\varepsilon(t)) \leq K\) and \(P_N(\varphi) > 0\). Then, there exists \(T_+ = T_+(K, P_N(\varphi))\) such that \(0 < T_+ \leq T\) and
\[ \inf_{t \in [0,T_+]} P_N(u_\varepsilon(t)) \geq P_N(\varphi)/2. \] (4.2)

Proof. By (1.17), the Sobolev inequality and Lemma 2.7,
\[ \sup_{t \in [0,T_+]} \| \partial_t u_\varepsilon(t) \|_{H^3} \lesssim \sup_{t \in [0,T_+]} (1 + \| u_\varepsilon(t) \|_{H^8})^{p_{\text{max}}} \lesssim C(K). \]
Thus, by the Sobolev inequality and Lemma 2.7, we have
\[ \sup_{t \in [0,T_+]} \left\| \frac{d}{dt} P_N(u_\varepsilon(t)) \right\| \lesssim \sup_{t \in [0,T_+]} \| \partial_t u_\varepsilon(t) \|_{H^3}(1 + \| u_\varepsilon(t) \|_{H^8})^{p_{\text{max}}-2} \leq C(K). \]
Put \(T_+ := \min\{T, P_N(\varphi)/2C(K)\}\). Then, by the mean value theorem,
\[ \sup_{t \in [0,T_+]} |P_N(u_\varepsilon(t)) - P_N(\varphi)| \leq C(K)T_+ \leq P_N(\varphi)/2. \]

Proposition 4.4 (a priori estimate). Assume the assumption in Corollary 4.1. If \(P_N \equiv 0\) or \(P_N(\varphi) > 0\), then there exists \(T_\ast = T_\ast(E_8(\varphi), P_N(\varphi)) \in (0,T]\) such that
\[ \sup_{t \in [0,T_\ast]} \left\{ E_s(u_\varepsilon(t)) + P_N(\varphi) \int_0^t \| \partial_x^{s+1} u_\varepsilon(t') \|_{L^2}^2 \, dt' \right\} \lesssim E_s(\varphi), \] (4.3)
\[ \inf_{t \in [0,T_\ast]} P_N(u_\varepsilon(t)) \geq P_N(\varphi)/2, \] (4.4)
where the implicit constant does not depend on $\varepsilon, u_\varepsilon$ and may depend on $s, E_{8}(\varphi)$.

**Proof.** The case $P_{N} \equiv 0$ immediately follows from Lemma 4.2. For the proof of the case $P_{N}(\varphi) > 0$, we use the continuity argument. Obviously, it follows that

$$P_{N}(u(t)) \geq P_{N}(\varphi)/2 > 0 \quad (4.5)$$

at $t = 0$. Let $T_{*} := \min\{T, (2C_{1})^{-1}(1 + E_{8}(\varphi))^{-r(8)}, T_{+}(C_{2}(E_{8}(\varphi))E_{8}(\varphi), P_{N}(\varphi))\}$ and $0 < t_{*} \leq T_{*}$. We assume $P_{N}(u(t)) \geq 0$ on $[0, t_{*}]$. Then, by Lemma 4.2,

$$E_{8}(u_{\varepsilon}(t)) \leq C_{2}(E_{8}(\varphi))E_{8}(\varphi) \quad \text{on} \quad [0, t_{*}]$$

by Lemma 4.3 with $K = C_{2}(E_{8}(\varphi))E_{8}(\varphi)$, we obtain (4.3) on $[0, t_{*}]$. Since $P_{N}(u(t))$ is continuous, we conclude that (4.5) holds on $[0, T_{*}]$, that is (4.4). By Lemma 4.2, we obtain (4.3) on $[0, T_{*}]$. \hfill \Box

When $P_{N} \equiv 0$ or $P_{N}(\varphi) > 0$ and $\varphi \in H^{s}(\mathbb{T})$ with $s \geq 12$, we have a priori estimate of $E_{s}(u_{\varepsilon})$ on $[0, T_{*}]$. Therefore, by Proposition 3.1 and Lemma 2.7, we can easily conclude that $\{u_{\varepsilon}\}$ is a Cauchy sequence in $C([0, T_{*}); H^{s-4}(\mathbb{T})]$ and the limit is a solution to (1.1)–(1.2). However, this argument is not enough for our purpose because the regularity of the solution obtained by this argument is weaker than that of initial data. We introduce Bona-Smith’s approximation argument ([3]) to obtain a solution in $C([0, T_{*}); H^{s}(\mathbb{T})]$.

**Definition 4.** For $\eta \in (0, 1]$, $s \geq 0$, $f \in H^{s}(\mathbb{T})$, we put

$$\hat{J}_{\eta,s}f(k) := \exp(-\eta(1 + |k|^{2})^{s/2})\hat{f}(k).$$

For the proof of the following lemma, see Lemma 6.14 in [13].

**Lemma 4.5.** Let $0 \leq j \leq s, 0 \leq l$ and $f \in H^{s}(\mathbb{T})$. Then, $J_{\eta,s}f \in H^{\infty}(\mathbb{T})$ satisfies

$$
\|J_{\eta,s}f - f\|_{H^{s}} \to 0 \quad (\eta \to 0),
\|J_{\eta,s}f - f\|_{H^{s-j}} \lesssim \eta^{j/s}\|f\|_{H^{s}}, \quad \|J_{\eta,s}f\|_{H^{s-j}} \lesssim \|f\|_{H^{s-j}},
\|J_{\eta,s}f\|_{H^{s+l}} \lesssim \eta^{-l/s}\|f\|_{H^{s}}.
$$

Next, we show the existence results in Theorems 1.1, 1.2

**Proof of the existence results.** Fix $s \geq 13$. Let $\eta = \varepsilon \in (0, 1]$ and $\varphi_{\eta} := J_{\eta,s}\varphi \in H^{\infty}(\mathbb{T})$. By Proposition 2.8 we have the solution $u_{\varepsilon,\eta} \in C([0, T_{\varepsilon}); H^{\infty}(\mathbb{T})]$ to (1.17) with initial data $\varphi_{\eta}$. Since $P_{N} \equiv 0$ or $P_{N}(\varphi_{\eta}) \to P_{N}(\varphi) > 0$ as $\eta \to 0$, by Proposition 4.4, Lemma 2.7 and Lemma 4.5 there exists $T_{*,\eta} = T_{*,\eta}(E_{8}(\varphi_{\eta}), P_{N}(\varphi_{\eta})) \in (0, T_{\varepsilon}]$.
such that

$$
\sup_{t \in [0,T_*,\eta]} E_{12}(u_{\varepsilon,\eta}(t)) \lesssim E_{12}(\varphi_{\eta}) \lesssim \|\varphi_{\eta}\|_{H^{12}}^2 + (1 + \|\varphi_{\eta}\|_{H^8})^{12p_{\max}}
$$

(4.6)

$$
\sup_{t \in [0,T_*,\eta]} E_{s}(u_{\varepsilon,\eta}(t)) \lesssim E_{s}(\varphi_{\eta}) \lesssim \|\varphi_{\eta}\|_{H^s}^2 + (1 + \|\varphi_{\eta}\|_{H^8})^{s p_{\max}}
$$

(4.7)

$$
\sup_{t \in [0,T_*,\eta]} E_{s+4}(u_{\varepsilon,\eta}(t)) \lesssim E_{s+4}(\varphi_{\eta}) \lesssim \|\varphi_{\eta}\|_{H^{s+4}}^2 + (1 + \|\varphi_{\eta}\|_{H^8})^{(s+4)p_{\max}}
$$

(4.8)

$$
\inf_{t \in [0,T_*,\eta]} P_N(u_{\varepsilon,\eta}(t)) \geq P_N(\varphi_{\eta})/2 \geq P_N(\varphi),
$$

(4.9)

for sufficiently small \( \eta > 0 \). Since \( P_N(\varphi_{\eta}) \gtrsim P_N(\varphi) \) and \( \|\varphi_{\eta}\|_{H^8} \lesssim \|\varphi\|_{H^8} \), there exists \( T_*=T_*(\|\varphi\|_{H^8},P_N(\varphi)) \in (0,T_*) \) for sufficiently small \( \eta > 0 \). Thus, by Proposition 3.1 with \( s=8 \) and (2.15), we have

$$
\frac{d}{dt} F_8(u_{\varepsilon_1,\eta_1}(t), u_{\varepsilon_2,\eta_2}(t)) \leq C(\|\varphi\|_{H^{12}})(F_8(u_{\varepsilon_1,\eta_1}(t), u_{\varepsilon_2,\eta_2}(t)) + |\varepsilon_1 - \varepsilon_2|^2),
$$

on \([0,T_*] \). Here we assumed \( 0 < \varepsilon_1 = \eta_1 \leq \varepsilon_2 = \eta_2 \leq 1 \). By Gronwall’s inequality, there exists \( T = T(\|\varphi\|_{H^{12}}, P_N(\varphi)) \in (0,T_*) \) such that

$$
\sup_{t \in [0,T]} F_8(u_{\varepsilon_1,\eta_1}(t), u_{\varepsilon_2,\eta_2}(t)) \lesssim F_8(\varphi_{\eta_1}, \varphi_{\eta_2}) + |\varepsilon_1 - \varepsilon_2|^2
$$

(4.10)

$$
\lesssim \|\varphi_{\eta_1} - \varphi_{\eta_2}\|_{H^8}^2 + \|\varphi_{\eta_1} - \varphi_{\eta_2}\|_{L^2}^2 (1 + \|\varphi_{\eta_1}\|_{H^4})^{8(p_{\max}-1)} + \eta_2^2
$$

$$
\lesssim \eta_2^{2(s-8)/s} (1 + \|\varphi\|_{H^8})^{8p_{\max}}.
$$

Here, we used Lemma 2.7 and Lemma 4.5. By Proposition 3.1, (2.15), (4.6), (4.7), (4.8) and (4.10),

$$
\frac{d}{dt} F_s(u_{\varepsilon_1,\eta_1}(t), u_{\varepsilon_2,\eta_2}(t)) + P_N(u_{\varepsilon_1,\eta_1}(t))\|\partial_x^{s+1}(u_{\varepsilon_1,\eta_1}(t) - u_{\varepsilon_2,\eta_2}(t))\|_{L^2}^2
$$

$$
\lesssim F_s(u_{\varepsilon_1,\eta_1}(t), u_{\varepsilon_2,\eta_2}(t))(1 + \|\varphi\|_{H^{12}}^2 + (1 + \|\varphi\|_{H^8})^{12p_{\max}})^r(s)
$$

$$
+ \left\{ (\eta_2^{2(s-8)/s} (1 + \|\varphi\|_{H^8})^{8p_{\max}} (1 + \|\varphi\|_{H^{12}}^2 + (1 + \|\varphi\|_{H^8})^{12p_{\max}})^{p_{\max}-2} + |\varepsilon_1 - \varepsilon_2|^2 \right\}
$$

$$
\times (\eta_2^{-8/s} \|\varphi\|^2_{H^8} + \|\varphi\|_{H^4}^{(s+4)p_{\max}})
$$

$$
\lesssim C(s, \|\varphi\|_{H^8})(F_s(u_{\varepsilon_1,\eta_1}(t), u_{\varepsilon_2,\eta_2}(t)) + \eta_2^{2(s-12)/s}).
$$
By Gronwall’s inequality, Lemma 2.7 and (4.9), we conclude

\[
\sup_{t \in [0, T]} ||u_{\varepsilon_1, \eta_1}(t) - u_{\varepsilon_2, \eta_2}(t)||^2_{H^s} + P_N(\varphi) \int_0^T \|\partial_x^{s+1}(u_{\varepsilon_1, \eta_1}(t) - u_{\varepsilon_2, \eta_2}(t))\|^2_{L^2} dt \\
\lesssim \sup_{t \in [0, T]} F_s(u_{\varepsilon_1, \eta_1}(t), u_{\varepsilon_2, \eta_2}(t)) + \int_0^T P_N(u_{\varepsilon_1, \eta_1}(t)) \|\partial_x^{s+1}(u_{\varepsilon_1, \eta_1}(t) - u_{\varepsilon_2, \eta_2}(t))\|^2_{L^2} dt \\
\lesssim F_s(\varphi_{\eta_1}, \varphi_{\eta_2}) + \eta_2^{2(s-12)/s} \\
\lesssim ||\varphi_{\eta_1} - \varphi_{\eta_2||^2_{H^s}} + ||\varphi_{\eta_1} - \varphi_{\eta_2||^2_{L^2}(1 + ||\varphi_{\eta_1||_{H^s}})^{s(p_{\max}-1)} + \eta_2^{2(s-12)/s} \rightarrow 0
\]

(4.11)
as \theta < \eta_1 \rightarrow 0. Thus, \{u_{\varepsilon, \eta}\}_{\varepsilon = \eta} is a Cauchy sequence in \(C([0, T]; H^s(\mathbb{T}))\). By using (1.17), we also have that \{\partial_t u_{\varepsilon, \eta}\}_{\varepsilon = \eta} is a Cauchy sequence in \(C([0, T]; H^{s-5}(\mathbb{T}))\).

Therefore, there exists the limit \(u \in C([0, T]; H^s(\mathbb{T})) \cap C^1([0, T]; H^{s-5}(\mathbb{T}))\) as \(\varepsilon = \eta \rightarrow 0\), which satisfies (1.1)–(1.2). Finally, we assume \(P_N(\varphi) > 0\) and prove \(u \in C^\infty((0, T] \times \mathbb{T})\). We have \(u \in L^2([0, T]; H^{s+1}(\mathbb{T}))\) by the second term of the left-hand side of (4.11). Let \(0 < \delta < T\). Since \(u(t) \in H^{s+1}(\mathbb{T})\) a.e. \(t \in [0, T]\), we can choose \(t_0\) such that \(0 < t_0 < \delta/2\) and \(u(t_0) \in H^{s+1}(\mathbb{T})\). Applying the same argument above with initial data \(\varphi := u(t_0) \in H^{s+1}(\mathbb{T})\), we conclude \(u \in C([t_0, T]; H^{s+1}(\mathbb{T})) \cap L^2([t_0, T]; H^{s+2}(\mathbb{T}))\). We can choose \(t_1\) such that \(\delta/2 < t_1 < \delta(1/2 + 1/4)\) and \(u(t_1) \in H^{s+2}(\mathbb{T})\). Applying the same argument above with initial data \(\varphi := u(t_1) \in H^{s+2}(\mathbb{T})\), we conclude \(u \in C([t_1, T]; H^{s+2}(\mathbb{T})) \cap L^2([t_1, T]; H^{s+3}(\mathbb{T}))\). By repeating this process, we conclude \(u \in C([\delta, T]; H^\infty(\mathbb{T}))\). By using (1.1) and the Sobolev inequality, we also have \(u \in C^\infty([\delta, T] \times \mathbb{T})\). Because we can take arbitrarily small \(\delta > 0\), we conclude \(u \in C^\infty((0, T] \times \mathbb{T})\).

Next, we show the continuous dependence results in Theorems 1.1, 1.2.

Proof of the continuous dependence results. Taking \(0 < \varepsilon_1 = \eta_1 \rightarrow 0\) in (4.11), we have

\[
\sup_{t \in [0, T]} ||u(t) - u_{\varepsilon, \eta}(t)||^2_{H^s} \lesssim C(s, ||\varphi||_{H^s})(||\varphi - \varphi_{\eta}||_{H^s}^2 + \eta_2^{2(s-12)/s})
\]

(4.12)
for any sufficiently small \(\varepsilon = \eta > 0\). We show that for any \(\delta_0 > 0\), there exists \(N_0 \in \mathbb{N}\) such that if \(j \geq N_0\), then \(\sup_{t \in [0, T]} ||u(t) - u^j(t)||_{H^s} \lesssim \delta_0\). There exists \(N_1 \in \mathbb{N}\) such that for any \(j \geq N_1\), \(||J_{\eta,s}(\varphi^j - \varphi)||_{H^s} \leq ||\varphi^j - \varphi||_{H^s} \leq \delta_0\). Thus, by Lemma 4.5

\[
||\varphi^j - \varphi_{\eta}||_{H^s} \leq ||\varphi^j - \varphi||_{H^s} + ||\varphi - \varphi_{\eta}||_{H^s} + ||\varphi_{\eta} - \varphi_{\eta}||_{H^s} \lesssim \delta_0
\]
for any \(j \geq N_1\) if we take \(\eta > 0\) sufficiently small. Thus, by (4.12)
\[
\sup_{t \in [0,T]} \|u(t) - u_{\varepsilon,\eta}(t)\|_{H^s} + \sup_{t \in [0,T]} \|u^j(t) - u_{\varepsilon,\eta}^j(t)\|_{H^s} \lesssim \delta_0
\]
(4.13)
for any \(j \geq N_1\) and sufficiently small \(\eta\). Here we fix sufficiently small \(\eta > 0\) such that (4.13) holds. By Proposition 2.8, there exists \(N_2 \in \mathbb{N}\) such that for any \(j \geq N_2\),
\[
\|u_{\varepsilon,\eta}(t) - u_{\varepsilon,\eta}^j(t)\|_{H^s} \leq \delta_0.
\]
Therefore, for any \(j \geq N_0 := \max\{N_1, N_2\}\), we obtain
\[
\sup_{t \in [0,T]} \|u(t) - u^j(t)\|_{H^s} \leq \sup_{t \in [0,T]} \left( \|u(t) - u_{\varepsilon,\eta}(t)\|_{H^s} + \|u_{\varepsilon,\eta}(t) - u_{\varepsilon,\eta}^j(t)\|_{H^s} + \|u_{\varepsilon,\eta}^j(t) - u^j(t)\|_{H^s} \right) \lesssim \delta_0.
\]

Next, we show Theorem 1.3.

**Proof of Theorem 1.3** We prove it by contradiction. Assume that there exists a solution \(u \in C([0,T]; H^{13}(\mathbb{T}))\) to (1.1)–(1.2). We take \(\delta > 0\) sufficiently small. Then, we have \(P_N(u(t)) \leq P_N(\varphi)/2 < 0\) on \([0,\delta]\) and the lifetime \(T = T(P_N(\varphi)|_{H^{12}})\) in Theorem 1.2 satisfies \(T \geq \delta\). Applying Theorem 1.2 with initial data \(u(\varphi)|_{H^{12}}\), we have \(u \in C^\infty([0,\delta] \times \mathbb{T})\) since \(P_N(u(\varphi)) < 0\). This contradicts the assumption \(\varphi \notin C^\infty(\mathbb{T})\).

Finally we give the outline of the proof of Corollary 1.4.

**Outline of the proof of Corollary 1.4** We consider the following parabolic regularized equation:
\[
(\partial_t + \varepsilon \partial_x^3 + \gamma_0 \partial_x^{2j+1} + \gamma_1 \partial_x^{2j-1} + \cdots + \gamma_j \partial_x)u_{\varepsilon}(t, x) = N(\partial_x^3 u_{\varepsilon}, \partial_x^2 u_{\varepsilon}, \partial_x u_{\varepsilon}, u_{\varepsilon}), \quad (t, x) \in [0, T_{\varepsilon}] \times \mathbb{T},
\]
(4.14)
instead of (1.17). We can prove Proposition 2.8 replaced (1.17) with (4.14) in the same manner. We replace the definition of \(\phi\) with \(\phi(k) := i((-1)^j \gamma_0 k^{2j+1} + \cdots + (-1)^{j-1} \gamma_1 k^{2j-1} + \cdots + \gamma_j k)\). Then, Lemma 2.5 holds for this new definition of \(\phi\). Precisely, in the same manner, we have much better estimate
\[
|\Phi^{(p)}(k^{(p)})| \gtrsim |k_p|^{2j}|k_{(p-1)}| \sim |k_{p+1}|^{2j}|k_{(p-1)}|.
\]
(4.15)

However, (2.7) is enough for our proof. Though \(\Phi^{(p)}, E_s, F_s\) depend on the definition of \(\phi\), all propositions and lemmas in Section 2 and Section 3 with this new definition of \(\phi\) hold if we replace (1.17) with (4.14). Therefore, The proofs in Section 4 are valid if we replace (1.1) and (1.17) with (1.15) and (4.14). Thus, we obtain Corollary 1.4. 

\[\square\]
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