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Abstract. Tables present important information concisely in many scientific documents. Visual features like mathematical symbols, equations, and spanning cells make structure and content extraction from tables embedded in research documents difficult. This paper discusses the dataset, tasks, participants’ methods, and results of the ICDAR 2021 Competition on Scientific Table Image Recognition to LaTeX. Specifically, the task of the competition is to convert a tabular image to its corresponding LaTeX source code. We proposed two subtasks. In Subtask 1, we ask the participants to reconstruct the LaTeX structure code from an image. In Subtask 2, we ask the participants to reconstruct the LaTeX content code from an image. This report describes the datasets and ground truth specification, details the performance evaluation metrics used, presents the final results, and summarizes the participating methods. Submission by team VCGroup got the highest Exact Match accuracy score of 74% for Subtask 1 and 55% for Subtask 2, beating previous baselines by 5% and 12%, respectively. Although improvements can still be made to the recognition capabilities of models, this competition contributes to the development of fully automated table recognition systems by challenging practitioners to solve problems under specific constraints and sharing their approaches; the platform will remain available for post-challenge submissions at https://competitions.codalab.org/competitions/26979.
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1 Introduction

Scientific documents contain tables that hold meaningful information such as final results of an experiment or comparisons with earlier baselines in a concise manner, but accurately extracting the information proves to be a challenging task [17][19]. In recent years, we witness the widespread usage of several typesetting tools for document generation. In particular, tools like \LaTeX help in typesetting complex scientific document styles and subsequent electronic exchange documents. It has been shown in a study [1] that 26% of submissions to 54 randomly selected scholarly journals from 15 different
scientific disciplines use \LaTeX typesetter, and there is a significant difference between \LaTeX-using and non-\LaTeX-using disciplines. Tables can be presented in a variety of ways visually, such as spanning multiple columns or rows, with or without horizontal and vertical lines, non-standard spacing and alignment, and text formatting [6]. The table detection task involves predicting the bounding boxes around tables embedded within a PDF document, while the table recognition task involves the table structure and content extraction. We find significantly large number of datasets for table detection and table structure recognition [7,9,13,18,27]. Comparatively, table content recognition is a least explored task with a very few datasets [3,10,26]. Interestingly, the majority of these datasets are insufficient to perform end-to-end neural training. For instance, ICDAR 2013 table competition task [10] includes only 150 table instances. Besides, several datasets comprise simpler tables that might not generalize in real-world extraction scenarios. Tables written in \LaTeX utilizes libraries like booktabs, array, multirow, longtable, and graphicx, for table creation and libraries like amsmath, amssymb, amsbsy, and amsthm, for various scientific and mathematical writing. Such libraries help in creating complex scientific tables that are difficult to recognize by the current systems accurately [19]. Deng et al. [3] proposed a table recognition method for \LaTeX generated documents. However, due to minimal data processing like word-level tokenization and no fine-grained task definitions, they predict the entire \LaTeX code leading to poor recognition capabilities. To understand and tackle this challenging problem of table recognition, we organized a competition with the objective to convert a given image of the table to its corresponding (i) structure \LaTeX code and (ii) content \LaTeX code. This report presents the final results after analyzing the submissions received.

**The paper outline:** The entire paper is organized as follows. Section 2 describes the organization of the competition. Section 3 describes the tasks descriptions. Section 4 describes the dataset used in the competition. Section 5 details about the performance evaluation metrics. Section 6 presents the description of baselines and methods submitted by the participants. Section 7 presents the final results and discussions.

## 2 Competition Organization

The Competition on Scientific Table Image Recognition to \LaTeX was organized with the objective to evaluate structure recognition capabilities and content recognition capabili-
ties of the current state-of-the-art systems. We use the Codalab\(^5\) platform for submission and automatic evaluation of methods. Multiple submissions were allowed for each team. After each submission, evaluation metrics were computed, and the leaderboard was updated accordingly based on the highest score. The competition ran between October 2020 and March 2021 and was divided into three phases, validation, testing, and post-evaluation. In the validation phase, participants were given training and validation dataset and were allowed to test their system on the validation set. In the testing phase held in March 2021, participants submitted their solutions on the test dataset on which final results are evaluated. For the testing phase, the leaderboard was hidden from the participants. In the post-evaluation phase, participants are allowed to submit their solutions and improve their rankings on the leaderboard.

3 Task Description

The task of generating LATEX code from table images is non-trivial. Similar features of the table can be encoded in different ways in the LATEX code. While the content in a tabular image is in sequential form, structural information is encoded in the form of structural tokens like \texttt{\textbackslash multicolumn} and column alignment tokens like \texttt{c}, \texttt{l}, and \texttt{r} in LATEX. The proposed recognition models generate a sequence of tokens given the input table image. We examine the task of generating LATEX code from table image by dividing it into two sub-tasks — Table Structure Recognition and LATEX Optical Character Recognition. The extracted structure information aids in reconstructing the table structure. In comparison, the extracted content information can help fill the textual placeholders of the table.

3.1 Task I: Table Structure Reconstruction(TSR)

This subtask recognizes the structural information embedded inside the table images. Figure \ref{fig:tsr} shows a TSR output from a sample tabular image (see Figure \ref{fig:sample_table}). Structural information such as multiple columns (defined using the command \texttt{\textbackslash multicolumn}{cols}{pos}{text}), multiple rows (defined using the command \texttt{\textbackslash multirow}{rows}{width}{text}), the column alignment specifiers (\texttt{c}, \texttt{l}, or \texttt{r}), horizontal lines (\texttt{\textbackslash hline}, \texttt{\textbackslash toprule}, \texttt{\textbackslash midrule}, or \texttt{\textbackslash bottomrule}), etc., are recognized in this task. Note that, content inside the third argument (\{text\}) of \texttt{\textbackslash multicolumn} or \texttt{\textbackslash multirow} commands are recognised in L-OCR task (defined in the next section). A special placeholder token \texttt{CELL} represents a content inside a specific cell of the table. Specifically, the vocabulary of TSR task comprises \{0, 1, 2, 3, 4, 5, 6, 7, 8, 9, CELL, \}, \texttt{\textbackslash hline}, \texttt{\textbackslash hspace}, \texttt{\textbackslash multirow}, \texttt{\textbackslash multicolumn}, \texttt{\textbackslash toprule}, \texttt{\textbackslash midrule}, \texttt{\textbackslash bottomrule}, \texttt{c}, \texttt{l}, \texttt{r}, \texttt{\}, \texttt{\}, and \texttt{\}}.

3.2 Task II: Table Content Reconstruction(TCR)

This subtask extracts content information from the table images. Content information includes alphanumeric characters, symbols, and LATEX tokens. While the table's basic
Structure is recognized in the TSR task, the more nuanced structural information is captured by the L-OCR task. Instead of predicting all possible tokens leading to vocabulary size in millions, we demonstrate a character-based recognition scheme. A delimiter token (¦) is used to identify words among the characters. Figure 2c shows the TCR output from a sample tabular image (see Figure 2a). The terms (Accuracy, (%) ) together produces the first cell in the first row of the table. Accuracy is recognized as A <dim> c <dim> c <dim> u <dim> r <dim> a <dim> c <dim> y. The keyword <dim> (delimiter token) is removed in the post-processing step. Overall, 235 unique tokens comprises the vocabulary of L-OCR sub-task. This includes all the alphabets and their case variants (a-z and A-Z), digits (0-9), \LaTeX{} environment tokens (\vspace, \hspace, etc.), brackets (\{},\{, etc.), modifier character (\), accents (\^\, \^\), etc.) and symbols (\%,\#,\&, etc.).

### 4 Dataset

The dataset contains table images and its corresponding \LaTeX{} code representing structure and content information. We only consider papers corresponding to the topics in Computer Science, from the preprint repository ArXiv. We preprocess \LaTeX{} code before compiling them to images and post-process the \LaTeX{} code to make them more suitable for the text generation task. The \LaTeX{} source code is processed to generate table images and post-processed to get corresponding ground truth representation. We extract the table snippet during preprocessing, which begins with \begin{tabular} command and ends with \end{tabular} command. We remove commands like \cite{}, \ref{} along with the commented text that cannot be predicted from the tabular images. The filtered tabular \LaTeX{} code is compiled as PDF and then converted into JPG images with 300dpi resolution using Wand library. To keep a smaller vocabulary for faster training, we mask \LaTeX{} environment (beginning with \ character) tokens with corpus frequency less than 1000 as a special token \LaTeX{} \_TOKEN. We separate the structure and content-related token of the table from the \LaTeX{} source code during post-processing to create the dataset for TSR and TCR tasks, respectively. The structural tokens contain tabular environment parameters, spanning rows and columns tokens, horizontal and vertical content tokens, etc.
line tokens. The content tokens include alphanumeric characters, mathematical symbols, and other \LaTeX{} environment tokens. Dataset for the TSR task and TCR task is created by considering ground truth \LaTeX{} code with a maximum length of 250 and 500, respectively.

### 5 Evaluation metrics

We use exact match accuracy and exact match accuracy @ 95% similarity as our core evaluation metrics for evaluating both tasks. Consider that if the model generates a hypothesis $y^*$ consisting of tokens $y_1^*, y_2^*, \cdots, y_{n_1}^*$, during the test phase. We evaluate by comparing it with the ground truth token sequence code $y$ consisting of tokens $y_1, y_2, \cdots, y_{n_2}$, where $n_1$ and $n_2$ are the number of tokens in model-generated code and ground truth code, respectively.

1. **Exact Match Accuracy (EM):** For a correctly identified sample, $y_1^* = y_1, y_2^* = y_2, \cdots, y_{n_1}^* = y_{n_2}$.

2. **Exact Match Accuracy @95% (EM @95%):** For a correctly identified sample, $y_1^* = y_j, y_{i+1}^* = y_{j+1}, \cdots, y_{i+l}^* = y_{j+l}$ and $l >= 0.95 \times n_2$. In this metric there are no insertions/deletions allowed in between and move is towards $(i+1, j+1)$ from $(i,j)$.

In addition, we also employ task-specific metrics that provide intuitive criteria to compare different models trained for the specific task. For the TSR task, we use row accuracy and column accuracy as evaluation metrics.

1. **Row Accuracy (RA):** For a correctly identified sample, the number of rows in $y^*$ is equal to the number of rows in $y$.

2. **Column Accuracy (CA):** For a correctly identified sample, the number of columns in $y^*$ is equal to the number of columns in $y$.

We use Alpha-Numeric characters prediction accuracy, \LaTeX{} Token accuracy, \LaTeX{} symbol accuracy, and Non-\LaTeX{} symbols prediction accuracy for the TCR task. Each token in $y^*$ and $y$ is classified into four exhaustive categories: (i) Alpha-Numeric Tokens (Alphabets and Numbers), (ii) \LaTeX{} Tokens (tokens that are defined in and used by \LaTeX{} markup language like \ldots, \times, \textbf{}, etc.), (iii) \LaTeX{} Symbols (symbols with escape character (\) like \%, $\$, \{, \}, etc.), and (iv) Non-\LaTeX{} Symbols (symbols like =, $\$, (, ) , etc.).

| Dataset | ML | Samples | Train | Val  | Test | T/S   |
|---------|----|---------|-------|------|------|-------|
| TSRD    | 250| 46.141  | 43.138| 800  | 2.203| 76.09 |
| TCRD    | 500| 37.917  | 35.500| 500  | 1.917| 213.95|

Table 1: Summary of datasets. ML denotes the maximum sequence length of target sequence. Samples denote the total number of image-text pairs. T/S is the average number of tokens per sample.
1. **Alpha-Numeric Tokens Accuracy (AN):** We form strings $y^*_{AN}$ and $y_{AN}$ from $y^*$ and $y$, respectively, by keeping the alpha-numeric tokens and discarding the rest and preserving the order. Then, for a correctly identified sample, $y^*_{AN} = y_{AN}$.

2. **\LaTeX Tokens Accuracy (LT):** We form strings $y^*_{LT}$ and $y_{LT}$ from $y^*$ and $y$, respectively, by keeping the \LaTeX tokens and discarding the rest and preserving the order. Then, for a correctly identified sample, $y^*_{LT} = y_{LT}$.

3. **\LaTeX Symbols Accuracy (LS):** We form strings $y^*_{LS}$ and $y_{LS}$ from $y^*$ and $y$, respectively, by keeping the \LaTeX symbol tokens and discarding the rest and preserving the order. Then, for a correctly identified sample, $y^*_{LS} = y_{LS}$.

4. **Non-\LaTeX Symbols Accuracy (NLS):** We form strings $y^*_{NLS}$ and $y_{NLS}$ from $y^*$ and $y$, respectively, by keeping the non-\LaTeX symbol tokens and discarding the rest and preserving the order. Then, for a correctly identified sample, $y^*_{NLS} = y_{NLS}$.

# 6 Baseline and Participating Methods

## 6.1 CNN-Baseline

The image-to-markup model proposed by Deng et al. [5] extracts image features using a convolutional neural network (CNN) and arranges the features in a grid. CNN consists of eight convolutional layers with five interleaved max-pooling layers. Each row is then encoded using a bidirectional LSTM with the initial hidden state (called positional embeddings) kept as trainable to capture semantic information in the vertical direction. An LSTM decoder then uses these encoded features with a visual attention mechanism to predict the tokens given the previously generated token history and the features as input.

## 6.2 Transformer-Baseline

Recently, Transformer [21] based architectures have shown state-of-the-art performance for several Image-to-Text tasks [16,22]. We utilize a ResNet-101 [11] layer that encodes the table image and a Transformer model for text generation. This model is based on architecture proposed in [8].

## 6.3 VCGroup

Their model is based on MASTER [15] originally developed for scene recognition task. MASTER uses a novel multi-aspect non-local block and fuses it into the conventional CNN backbone, enabling the feature extractor to model a global context. The proposed multi-aspect non-local block can learn different aspects of spatial 2D attention, which can be viewed as a multi-head self-attention module. The proposed solution is a highly optimized version of the original MASTER model. The task wise optimizations and techniques used by them are explained below:

**Task 1: Table Structure Reconstruction.** In the TSR task, they use the following strategies to improve performance.
| Method          | EM  | EM@95% | RA | CA |
|-----------------|-----|--------|----|----|
| VCGroup         | 0.74| 0.88   | 0.95| 0.89|
| Transformer-Baseline | 0.69| 0.85   | 0.93| 0.86|
| CNN-Baseline    | 0.66| 0.79   | 0.92| 0.86|
| Format*         | 0.57| 0.80   | 0.91| 0.87|
| asda*           | 0.50| 0.75   | 0.90| 0.86|

Table 2: Table Structure Reconstruction Results. *Method description unavailable.

| Method          | EM  | EM@95% | AN  | LT  | LS  | NLS |
|-----------------|-----|--------|-----|-----|-----|-----|
| VCGroup         | 0.55| 0.74   | 0.85| 0.76| 0.96| 0.62|
| Transformer-Baseline | 0.43| 0.64   | 0.74| 0.67| 0.94| 0.54|
| CNN-Baseline    | 0.41| 0.67   | 0.76| 0.67| 0.94| 0.48|
| Format*         | 0.0 | 0.52   | 0.67| 0.54| 0.92| 0.35|

Table 3: Table Content Reconstruction Results. *Method description unavailable.

- **Ranger Optimizer.** Ranger integrates Rectified Adam [14], LookAhead [25], and GC (gradient centralization) [23] into one optimizer. LookAhead can be considered as an extension of Stochastic Weight Averaging (SWA) in the training stage.

- **Data Augmentation.** Data augmentation methods include shear, affine transformation, perspective transformation, contrast, brightness, and saturation augment is used in our tasks.

- **Synchronized Batch Normalization.** Synchronized BatchNorm (SyncBN) [24] is an effective type of batch normalization used for multi-GPU training. Standard batch normalization only normalizes the data within each device (GPU). SyncBN normalizes the input within the whole mini-batch.

- **Feature Concatenation of Layers in Transformer Decoder.** Different from the original MASTER model, they concatenate the outputs of the last two transformer layers and apply a linear projection on the concatenated feature to obtain the last-layer feature. The last-layer feature is used for the final classification.

- **Model Ensemble.** Model ensemble (by voting and bagging) is a very widely used technique to improve the performance on many deep learning tasks and is used by the participant to improve performance.

**Task II: Table Content Reconstruction.** For the TCR task, ranger optimizer, SyncBN, data augmentation, feature concatenation, and model ensemble are used along with the following additional strategies.

- **Multiple Resolutions.** They experimented with various input image sizes apart from the 400x400 size images provided, e.g., 400x400, 440x400, 480x400, 512x400, 544x400, 600x400.

- **Pre-train Model.** They use a large-scale data set [4] sharing similar objective (table recognition to LaTeX) with this competition to pre-train their model. To match the target vocabulary, they trim down this dataset to 58,000 samples from the original 450,000 samples.

More details about their method can be found in [12].
Fig. 3: Average EM score of VCGroup and Transformer-Baseline for both (a) TSR task and (b) TCR task.

(a) Example 1: Table Image

(b) Example 1: Outputs

(c) Example 2: Table Image

(d) Example 2: Outputs

Fig. 4: Examples of correct cases by VCGroup method in the TSR task.
7 Results and discussion

Table 2 and 3 shows the results of the TSR and TCR tasks, respectively. VCGroup achieved the highest EM score of 74% and 55% for the TSR and TCR task, respectively. This shows the method’s superior capability in producing better \LaTeX code sequences. The difference in RA and CA metrics for all the methods is less compared to EM metric, which shows that while VCGroup has superior overall detection, the other methods have similar row and column detection capabilities. VCGroup showcases significant improvement in recognition capability of Alpha-Numeric characters, \LaTeX tokens, and non-\LaTeX symbols, thus justifying their higher EM score for the TCR task. Figure 3 presents the average EM scores of the top two performing methods for different lengths of sequences. The plot shows that VCGroup performs significantly better for a longer length of sequences in both tasks. Figure 4 and 5 presents some examples of input tabular image and the corresponding ground truth code, Transformer-Baseline and VCGroup outputs. The examples are chosen to portray the cases where VCGroup outperforms the Transformer-Baseline. For the TSR task, in both examples, the Transformer-Baseline fails to output the last line of the table. For the TCR task, the Transformer-Baseline model fails to predict the dollar ($) token multiple times and, in the other example, outputs the
alternative token \textbf{while the ground truth contains} \textbf{to bold text. Figure 6 shows an example of a failure case of both VCGroup and Transformer-Baseline in the TSR task. VCGroup incorrectly predicts tabular alignment tokens and the number of columns in the spanning cells. Additionally, it incorrectly predicts \texttt{\textbackslash multicolumn} token in place of \texttt{\textbackslash multirow} token. Similarly, the Transformer-Baseline also incorrectly predicts the number of columns in spanning cells and \texttt{\textbackslash multicolumn} token in place of \texttt{\textbackslash multirow} token. Figure 7a and 7b shows an example where the VCGroup predicts extra dollar ($) tokens around the numeric tokens as compared to the Transformer-Baseline. Figure 7c and 7d shows an example where both VCGroup and Transformer-Baseline outputs the alternative token \textbf{. Additionally, the Transformer-Baseline is not able to correctly predict dollar tokens ($)} as present in the ground truth.

8 Conclusion

This paper discusses the dataset, tasks, and participants’ methods for the ICDAR 2021 Competition on Scientific Table Image Recognition to \LaTeX. The participants were asked to convert a given tabular image to its corresponding \LaTeX source code for this competition. The competition consisted of two tasks. In task I, we ask the participants to reconstruct the \LaTeX structure code from an image. In task II, we ask the participants to reconstruct the \LaTeX content code from an image. The competition winner was chosen based on the highest EM score separately for both the tasks. The competition portal received a total of 101 registrations, and finally, three teams participated in the test phase of the TSR task, and two teams participated in the test phase of the TCR task. We attribute this low participation to the difficulty of the proposed tasks. In future, we would increase the size of the dataset and include tables from more sources. We would also run the competition for a longer duration to provide the participants ample time to come up with competing solutions.
Fig. 7: Examples of failure cases of VCGroup method and Transformer-Baseline in the TCR task.

9 Acknowledgments

This work was supported by The Science and Engineering Research Board (SERB), under sanction number ECR/2018/000087.

References

1. Brischoux, F., Legagneux, P.: Don’t format manuscripts. The Scientist 23(7), 24 (2009)
2. Córte-Real, J., Mantadelis, T., Dutra, I., Roha, R., Burnside, E.: Skill-a stochastic inductive logic learner. In: 2015 IEEE 14th International Conference on Machine Learning and Applications (ICMLA). pp. 555–558. IEEE (2015)
3. Deng, Y., Rosenberg, D., Mann, G.: Challenges in end-to-end neural scientific table recognition. In: 2019 International Conference on Document Analysis and Recognition (ICDAR). pp. 894–901 (2019)
4. Deng, Y., Rosenberg, D.S., Mann, G.: Challenges in end-to-end neural scientific table recognition. 2019 International Conference on Document Analysis and Recognition (ICDAR). pp. 894–901 (2019)
5. Deng, Y., Kanervisto, A., Ling, J., Rush, A.M.: Image-to-markup generation with coarse-to-fine attention. In: Proceedings of the 34th International Conference on Machine Learning-Volume 70. pp. 980–989. JMLR. org (2017)

6. Embley, D.W., Hurst, M., Lopresti, D., Nagy, G.: Table-processing paradigms: a research survey. International Journal of Document Analysis and Recognition (IJDAR) 8(2-3), 66–86 (2006)

7. Fang, J., Tao, X., Tang, Z., Qiu, R., Liu, Y.: Dataset, ground-truth and performance metrics for table detection evaluation. In: 2012 10th IAPR International Workshop on Document Analysis Systems. pp. 445–449. IEEE (2012)

8. Feng, X., Yao, H., Yi, Y., Zhang, J., Zhang, S.: Scene text recognition via transformer. arXiv preprint arXiv:2003.08077 (2020)

9. Gao, L., Huang, Y., Déjean, H., Meunier, J.L., Yan, Q., Fang, Y., Kleber, F., Lang, E.: Icdar 2019 competition on table detection and recognition (ctdar). In: 2019 International Conference on Document Analysis and Recognition (ICDAR). pp. 1510–1515. IEEE (2019)

10. Göbel, M., Hassan, T., Oro, E., Orsi, G.: Icdar 2013 table competition. In: 2013 12th International Conference on Document Analysis and Recognition. pp. 1449–1453. IEEE (2013)

11. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition (2015)

12. He, Y., Qi, X., Ye, J., Gao, P., Chen, Y., Li, B., Tang, X., Xiao, R.: Pingan-vggrp’s solution for icdar 2021 competition on scientific table image recognition to latex (2021)

13. Li, M., Cui, L., Huang, S., Wei, F., Zhou, M., Li, Z.: Tablebank: Table benchmark for image-based table detection and recognition. In: LREC 2020 (May 2020), https://www.microsoft.com/en-us/research/publication/tablebank-table-benchmark-for-image-based-table-detection-and-recognition/

14. Liu, L., Jiang, H., He, P., Chen, W., Liu, X., Gao, J., Han, J.: On the variance of the adaptive learning rate and beyond. CoRR abs/1908.03265 (2019), http://arxiv.org/abs/1908.03265

15. Lu, N., Yu, W., Qi, X., Chen, Y., Gong, P., Xiao, R.: MASTER: multi-aspect non-local network for scene text recognition. CoRR abs/1910.02562 (2019), http://arxiv.org/abs/1910.02562

16. Lyu, P., Yang, Z., Leng, X., Wu, X., Li, R., Shen, X.: 2d attentional irregular scene text recognizer. arXiv preprint arXiv:1906.05708 (2019)

17. Niklaus, C., Cetto, M., Freitas, A., Handschuh, S.: A survey on open information extraction. In: Proceedings of the 27th International Conference on Computational Linguistics. pp. 3866–3878 (2018)

18. Siegel, N., Lourie, N., Power, R., Ammar, W.: Extracting scientific figures with distantly supervised neural networks. In: Proceedings of the 18th ACM/IEEE on joint conference on digital libraries. pp. 223–232 (2018)

19. Singh, M., Sarkar, R., Vyas, A., Goyal, P., Mukherjee, A., Chakrabarti, S.: Automated early leaderboard generation from comparative tables. In: European Conference on Information Retrieval. pp. 244–257. Springer (2019)

20. Tsourtis, A., Harmandaris, V., Tsagkarogiannis, D.: Parameterization of coarse-grained molecular interactions through potential of mean force calculations and cluster expansion techniques. Thermodynamics and Statistical Mechanics of Small Systems 19, 245 (2017)

21. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, Ł., Polosukhin, I.: Attention is all you need. In: Advances in neural information processing systems. pp. 5998–6008 (2017)

22. Yang, L., Wang, P., Li, H., Gao, Y., Zhang, L., Shen, C., Zhang, Y.: A simple and strong convolutional-attention network for irregular text recognition. arXiv preprint arXiv:1904.01375 (2019)

23. Yong, H., Huang, J., Hua, X., Zhang, L.: Gradient centralization: A new optimization technique for deep neural networks (2020)

24. Zhang, H., Dana, K.J., Shi, J., Zhang, Z., Wang, X., Tyagi, A., Agrawal, A.: Context encoding for semantic segmentation. CoRR abs/1803.08904 (2018), http://arxiv.org/abs/1803.08904
25. Zhang, M.R., Lucas, J., Hinton, G.E., Ba, J.: Lookahead optimizer: k steps forward, 1 step back. CoRR abs/1907.08610 (2019), http://arxiv.org/abs/1907.08610
26. Zhong, X., Bavani, E.S., Yepes, A.J.: Image-based table recognition: data, model, and evaluation (2019)
27. Zhong, X., Tang, J., Yepes, A.J.: Publaynet: largest dataset ever for document layout analysis. In: 2019 International Conference on Document Analysis and Recognition (ICDAR). pp. 1015–1022. IEEE (Sep 2019). https://doi.org/10.1109/ICDAR.2019.00166