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Abstract

The high-dimensional rank lasso (hdr lasso) model is an efficient approach to deal with high-dimensional data analysis. It was proposed as a tuning-free robust approach for the high-dimensional regression and was demonstrated to enjoy several statistical advantages over other approaches. The hdr lasso problem is essentially an \(L_1\)-regularized optimization problem whose loss function is Jaeckel’s dispersion function with Wilcoxon scores. Due to the nondifferentiability of the above loss function, many classical algorithms for lasso-type problems are unable to solve this model. In this paper, inspired by the adaptive sieving strategy for the exclusive lasso problem \cite{1}, we propose an adaptive-sieving-based algorithm to solve the hdr lasso problem. The proposed algorithm makes full use of the sparsity of the solution. In each iteration, a subproblem with the same form as the original model is solved, but in a much smaller size. We apply the proximal point algorithm to solve the subproblem, which fully takes advantage of the two nonsmooth terms. Extensive numerical results demonstrate that the proposed algorithm (AS-PPA) is robust for different types of noises, which verifies the attractive statistical property as shown in \cite{2}. Moreover, AS-PPA is also highly efficient, especially for the case of high-dimensional features, compared with other methods.

Keywords: Adaptive sieving, proximal point algorithm, semismooth Newton’s based augmented Lagrangian method, high-dimensional rank lasso

MSC Classification: 90C06, 90C25

1 Introduction

In this paper, we will design a highly efficient and robust algorithm for solving the convex composite optimization problems including the following high-dimensional rank lasso (hdr lasso) problem

\[
\min_{x \in A} h(Ax - b) + \lambda \|x\|_1,
\]

where \(h : \mathcal{Y} \to \mathbb{R}\) is a nonsmooth convex function, \(A : \mathcal{X} \to \mathcal{Y}\) is a linear map whose adjoint is denoted as \(A^*\), and \(\lambda > 0\) is a given data. Here \(\mathcal{X}\) and \(\mathcal{Y}\) are two finite real dimensional Euclidean spaces, equipped with standard inner product \(\langle \cdot, \cdot \rangle\) and \(\|\cdot\|_1\) is the \(L_1\) norm.

With the development of information technology and artificial intelligence, people face great challenges in data analysis due to the high dimensional features and the large-scale datasets. In the low-dimensional
In terms of solving the hdr lasso problem, very recently, Tang et al. [18] applied a proximal-proximal majorization-minimization algorithm. It can be seen from the numerical results that this method can efficiently solve the hdr lasso problem.
Taking the sparsity of solutions into account, there are many literatures trying to use sieving strategies to solve the lasso problems. Ghaoui et al. [19] proposed a strategy (referred to as the safe screening rule) in 2010 to eliminate features that are guaranteed not to exist after solving the learning problem. Tibshirani et al. [20] proposed the so-called strong rules that are very simple and yet screened out far more predictors than the safe rules in [19]. As explained in [20], the cost of this improvement is the possibility of mistakenly discarding active predictors. In 2014, Bonnefoy et al. [21] proposed a dynamic safe rule which speeds up many optimization algorithms by reducing the size of the dictionary during iterations, discarding elements that are not part of the lasso solution. Wang et al. [22] proposed an efficient and effective screening rule via dual polytope projections (DPP), which is mainly based on the uniqueness and nonexpansiveness of the optimal dual solution due to the fact that the feasible set in the dual space is a convex and closed polytope. In [23], Fercoq et al. leveraged the computations of duality gaps to propose a simple strategy unifying both the safe rule [19] and the dynamic safe rule [21].

To summarize, all the above sieving algorithms aim at solving the lasso problem, and filter active variables through dual problems or dual gaps. In [1], an adaptive sieving strategy was proposed to solve the exclusive lasso problem where the $L_1$ regularizer is replaced by the weighted exclusive lasso regularizer. Different from the safe rules as in [19, 20, 22], the adaptive sieving strategy in [1] starts with a few nonzero components and gradually adds more nonzero components by checking the KKT condition of the exclusive lasso problem. Very recently, based on the dual problem of (1), Shang et al. [24] applied the dual circumscribed sphere technique to build up a safe feature screening rule for the rank lasso problem in the scenario that the number of features $p$ is much larger than the number of samples $n$. Numerical results in [24] indicate that this screening method can shorten the time by about half. In [25], Yuan et al. generalized the results of [1] to apply this adaptive sieving strategy to the case where $x$ after a linear map is sparse.

To summarize, based on the above analysis, to solve (1) in the high-dimensional case, the efficient Ssnal proposed in [14] can not be applied since $h(\cdot)$ in (1) is nonsmooth. Meanwhile, the above sieving strategies mentioned in [1, 19, 20, 22, 23] can not be applied to the rank lasso problem directly. Therefore, a natural question is whether one can design a sieving algorithm and proposes an efficient algorithm to solve the hdr lasso problem in (1). This motivates the work in this paper.

In this paper, inspired by [1], we design an adaptive sieving (AS) strategy for (1). Here we would like to highlight that for the lasso problem, there is only one non-differentiable term (which is the $L_1$ norm term). It leads to only one block of constraints in the dual problem, and the variables can be screened by checking whether such block of constraint is satisfied. However, for the rank lasso problem, it contains two non-differentiable terms. The corresponding dual problem has two blocks of constraints. Due to the above observations, there are two challenges to design the AS strategy for (1). One is the non-differentiability of the loss function $h(\cdot)$ in (1), which brings difficulty in extending the AS strategy in [1] to solving (1). The second challenge is how to solve the resulting subproblem efficiently. We tackle the first challenge by introducing an extra variable to decouple the problem. By doing this, a new efficient sieving criterion is developed. For the second challenge, we apply the proximal point algorithm (PPA) to solving the subproblem.

The contributions of the paper are mainly in three aspects. Firstly, we propose an AS strategy to reduce the scale of the hdr lasso problem, based on checking the KKT conditions of the problem. We also prove the convergence of the AS algorithm. Secondly, taking into account of the nonsmoothness of the loss function and the $L_1$ regularizer in the hdr lasso problem, we apply PPA for solving the subproblem. Finally, for each subproblem of PPA, we use the semismooth Newton’s based augmented Lagrangian method. Numerical results demonstrate that the proposed adaptive sieving strategy is very efficient in reducing the scale of the hdr lasso problem and the resulting AS-PPA significantly outperforms other methods.

The organization of the paper is as follows. In Sect. 2, we propose our AS strategy and prove the convergence. In Sect. 3, we propose PPA to solve the subproblems in AS and illustrate the convergence of PPA. In Sect. 4, we use the augmented Lagrange method (ALM) to solve each subproblem in PPA. In Sect. 5, we apply the semismooth Newton’s method (SSN) to solve the subproblems in ALM. Numerical results on different datasets are presented in Sect. 6, which verify the efficiency of our proposed AS-PPA for the hdr lasso problem. Final conclusions are given in Sect. 7.

**Notations:** Denote $\mathbb{B}_\infty$ as the infinity norm unit ball. For $z \in \mathbb{R}^n$, $\text{sign}(z) = \{\text{sign}(z_1), \ldots, \text{sign}(z_n)\}$, where $\text{sign}(z_i)$ denotes the sign function of $z_i$, $i = 1, \ldots, n$. Denote $\text{Diag}(z)$ as the diagonal matrix whose diagonal elements are given by vector $z$. We use $\text{Diag}(Z_1, \ldots, Z_n)$ as the block diagonal matrix whose $i$-th diagonal block is the matrix $Z_i, i = 1, \ldots, n$. $A_J$ represents the matrix formed by the corresponding columns of $A$ with $J$ as the index set. Denote the identity matrix of order $n$ by $I_n$. Similarly, $O_n$ and $E_n$ denote the $n \times n$ zero matrix and the $n \times n$ matrix of all ones, respectively. We use $\text{dist}(x, C)$ to denote the Euclidean distance of $x \in \mathbb{R}^n$ to a set $C \subset \mathbb{R}^n$. That is, $\text{dist}(x, C) := \inf_{x' \in C} \|x - x'\|$. 

3
2 Adaptive Sieving Strategy (AS) for (1) and Its Convergence

In this section, we will propose an adaptive sieving (AS) strategy to solve (1) and discuss the convergence of AS.

2.1 AS Strategy for (1)

Due to the $L_1$ norm in (1), the optimal solution of (1) enjoys the sparsity property. However, different from the exclusive lasso problem that is considered in [1], the function $h(\cdot)$ in (1) is not differentiable. Moreover, there is a composition $Ax$ as the variable of $h(\cdot)$ rather than $x$. Consequently, compared with the adaptive sieving strategy in [1], in order to design an adaptive sieving strategy for (1), we face the following challenges: how to deal with the composition $Ax$ in $h(\cdot)$ and how to deal with the nondifferentiability of $h(\cdot)$. We leave the second challenge to the subproblem in Section 3, where the proximal point method is applied to deal with the nondifferentiability of $h(\cdot)$.

To tackle the first challenge, we will introduce a new variable to decouple the problem. Let $u \in \mathbb{R}^n$ be defined by $u = b - Ax$. We have the equivalent form of (1) as follows

$$
\begin{align*}
\min_{x \in \mathbb{R}^n, u \in \mathbb{R}^n} & \quad h(u) + \lambda \| x \|_1 \\
\text{s.t.} & \quad u = b - Ax.
\end{align*}
$$

(4)

To derive our AS strategy, we need the KKT conditions of (4). The Lagrangian function of (4) can be written as

$$
L(x, u; \alpha) = h(u) + \lambda \| x \|_1 - \langle u - b + Ax, \alpha \rangle,
$$

where $\alpha \in \mathbb{R}^n$ is the Lagrange multiplier corresponding to the equality constraints in (4). The KKT conditions of (4) are given as follows

$$
\begin{align*}
0 & \in \partial h(u) - \alpha, \\
0 & \in \lambda \partial \| x \|_1 - A^\top \alpha, \\
u & = b - Ax.
\end{align*}
$$

(5)

Define the following two sets: $\Omega_u := \partial h(u)$, $\Omega_x := \partial \| x \|_1$. Define the residual function $\text{Res}(x, u, \alpha)$ as follows

$$
\text{Res}(x, u, \alpha) := \left( x - \text{Prox}(\lambda \partial \| x \|_1) (x + A^\top \alpha), u - \text{Prox}_h(\alpha + \epsilon), u + b - Ax \right).
$$

(6)

Therefore, (5) is equivalent to $\text{Res}(x, u, \alpha) = 0$.

The idea of our AS strategy is as follows. In each iteration $l$, let $I^l$ be the set of indices corresponding to the nonzero elements in $x^l$. To estimate the set of indices $I^{l+1}$ in the next iteration, we check whether the KKT conditions in (5) are satisfied approximately. That is,

$$
\| \text{Res}(x^l, u^l, \alpha^l) \| \leq \epsilon,
$$

(7)

where $\epsilon > 0$ is a prescribed parameter. If (7) fails, we select the following indices based on the violation of KKT conditions:

$$
J^{l+1} := \left\{ j \in \bar{I} \mid (A^\top \alpha^l)_j \notin \left( \lambda \partial \| x^l \|_1 + \frac{\epsilon - \tilde{\epsilon}}{\sqrt{|I^l|}} \mathbb{S}_\infty \right)_j \right\},
$$

where $\tilde{\epsilon} < \epsilon$ is a prescribed parameter that represents the accuracy of solving the subproblem

$$
\min_{x \in \mathbb{R}^n, u \in \mathbb{R}^n} \left\{ h(u) + \lambda \| x \|_1 \mid u = b - Ax, x_{I^l} = 0 \right\},
$$

that is, $\| \text{Res}(x^l_{J^{l+1}}, u^l, \alpha^l) \| \leq \tilde{\epsilon}$, where $\alpha^l$ is the Lagrange multiplier. Here, $\bar{I} = \{1, \ldots, p\} \setminus I^l$. The set of nonzero elements in the next iteration is given by $I^{l+1} = I^l \cup J^{l+1}$.

The details of our AS strategy are summarized as below.
Algorithm 1 AS Algorithm for (1)

Input: $A \in \mathbb{R}^{n \times p}, b \in \mathbb{R}^n, \lambda \in \mathbb{R}^+, \text{tolerance } \epsilon > \bar{\epsilon} > 0.$

Initialization: Choose a fast algorithm to find an approximate solution $\tilde{x} \in \mathbb{R}^p$ to problem (1).

S0: Let $I^0 := \{j \mid \tilde{x}_j \neq 0, j = 1, \ldots, p\}.$ Solve the problem

$$
(x^0, u^0) \in \arg \min_{x \in \mathbb{R}^p, u \in \mathbb{R}^n} \{h(u) + \lambda \|x\|_1 \mid u = b - Ax, x_{I^0} = 0\},
$$

such that $\|\text{Res}(x^0_{I^0}, u^0, \alpha^0)\| \leq \bar{\epsilon},$ where $\alpha^0$ is the Lagrange multiplier corresponding to the equality constraints $u = b - Ax, U := \{1, \ldots, p\}, J^0 := U \setminus I^0.$ Set $l = 0.$

S1: Create $J^{l+1}$ by

$$
J^{l+1} := \left\{ j \in I \mid (A^\top \alpha^l)_j \not\in \left( \lambda \partial \|x^l\|_1 + \frac{\epsilon - \bar{\epsilon}}{\sqrt{|I|}} B_{\infty} \right) \right\},
$$

Let $\bar{I}^{l+1} = I^l \cup J^{l+1}.$

S2: Solve the following problem:

$$
(x^{l+1}, u^{l+1}) \in \arg \min_{x \in \mathbb{R}^p, u \in \mathbb{R}^n} \{h(u) + \lambda \|x\|_1 \mid u = b - Ax, x_{J^{l+1}} = 0\},
$$

such that $\|\text{Res}(x^{l+1}_{J^{l+1}}, u^{l+1}, \alpha^{l+1})\| \leq \bar{\epsilon},$ where $\alpha^{l+1}$ is the Lagrange multiplier corresponding to the equality constraints $u = b - Ax.$

S3: Let $I^{l+1} = U \setminus \bar{I}^{l+1}, x^{l+1}_{J^{l+1}} = 0.$

S4: If $\|\text{Res}(x^{l+1}, u^{l+1}, \alpha^{l+1})\| \leq \epsilon,$ stop; otherwise, $l := l + 1,$ go to S1.

2.2 Convergence of Algorithm 1

In Algorithm 1, we check the violation of KKT conditions by $J^{l+1},$ and gradually add the elements in $\bar{I}^l$ to $I^{l+1}.$ As long as the required accuracy is not achieved, the set $J^{l+1}$ is not empty. This is demonstrated in the following theorem.

Theorem 1. If the residual function $\text{Res}(x^l, u^l, \alpha^l)$ does not satisfy (7), the set $J^{l+1}$ is not empty.

Proof. For contradiction, assume that $J^{l+1} = \emptyset.$ There is

$$(A^\top \alpha^l)_j \in \left( \lambda \partial \|x^l\|_1 + \frac{\epsilon - \bar{\epsilon}}{\sqrt{|I|}} B_{\infty} \right), \forall j \in \bar{I}^l.$$

Then there exists $\tilde{\delta} \in \mathbb{R}^{|I^l|},$ such that $\|\tilde{\delta}\|_{\infty} \leq \frac{\epsilon - \bar{\epsilon}}{\sqrt{|I|}}$ and $(A^l)^\top \alpha^l \in \lambda \partial \|x^l_{I^l}\|_1 - \tilde{\delta}.$ So we can get

$$(A^l)^\top \alpha^l + \tilde{\delta} \in \lambda \partial \|x^l_{I^l}\|_1,$$

which means

$$x^l_{I^l} = \text{Prox}_{\lambda\|\cdot\|_1} \left( x^l_{I^l} + (A^l)^\top \alpha^l + \tilde{\delta} \right).$$

On the other hand, note that $(x^l, u^l, \alpha^l)$ is the approximate solution of the following problem

$$\min_{x \in \mathbb{R}^p, u \in \mathbb{R}^n} \{h(u) + \lambda \|x\|_1 \mid u = b - Ax, x_{I^l} = 0\},$$

which satisfies $\|\text{Res}(x^l_{I^l}, u^l, \alpha^l)\| \leq \bar{\epsilon},$ that is

$$\left\| \left( x^l_{I^l} - \text{Prox}_{\lambda\|\cdot\|_1} \left( x^l_{I^l} + (A^l)^\top \alpha^l \right), u^l - \text{Prox}_{\lambda\|\cdot\|_1} \left( u^l + \alpha^l \right) \right) \right\| \leq \bar{\epsilon}.$$
Together with (9), we have
\[
\|\text{Res} (x^l, u^l, \alpha^l) \|
\]
\[
= \left\| (x^l - \text{Prox}_{\| \cdot \|_1} (x^l + A^\top \alpha^l), u^l - \text{Prox}_{h(\cdot)} (u^l + \alpha^l), u^l - b + Ax^l) \right\|
\]
\[
= \left\| (x^l + (A^\top \alpha^l), x^l - \text{Prox}_{\| \cdot \|_1} (x^l + (A^\top \alpha^l)), x^l - \text{Prox}_{h(\cdot)} (x^l + (A^\top \alpha^l)) - (u^l + \alpha^l), u^l - b + Ax^l) \right\|
\]
\[
\leq \epsilon + \| \text{Prox}_{\| \cdot \|_1} (x^l + (A^\top \alpha^l), x^l + (A^\top \alpha^l), x^l + (A^\top \alpha^l)) - \text{Prox}_{\| \cdot \|_1} (x^l + (A^\top \alpha^l)) \|
\]
\[
\leq \epsilon + \sqrt{\frac{\epsilon - \epsilon}{\epsilon}} \left( \text{by } \| \delta \|_{\infty} \leq \epsilon - \epsilon \right)
\]
\[
\leq \epsilon.
\]
It implies that \(\|\text{Res} (x^l, u^l, \alpha^l) \| \leq \epsilon\), which means if \(J^{l+1} = \emptyset\), the condition (7) must be satisfied. It contradicts with the assumption that \((x^l, u^l, \alpha^l)\) violates (7). Therefore if the condition (7) is not satisfied, the set \(J^{l+1}\) must be nonempty.

**Remark 1.** Theorem 1 shows that Algorithm 1 is well-defined. In other words, notice that the number of the components in \(x\) is finite, Algorithm 1 must be terminated in a finite number of iterations and meets the required stopping criterion in (7).

**Remark 2.** Our AS strategy is different from that in [25]. Firstly, in [25], Yuan et al. exploit the sparsity of \(x\) after a linear map, based on which, the AS strategy is designed. However, for problem (1), we have the sparsity of \(x\). The term \(b - Ax\) in \(h(\cdot)\) does not enjoy the sparsity property, but brings challenge in designing AS strategy. Secondly, we have one extra nonsmooth term \(h(\cdot)\) in (1) whereas in [25], there is only one nonsmooth term.

### 2.3 An Enhanced Adaptive Sieving Technique

In this part, we adopt the idea in [25], that is an enhanced technique to construct the best multiplier. For simplicity, in this subsection we denote the optimal solution \((x^{l+1}, u^{l+1})\) to the problem (8) as \((\tilde{x}, \tilde{u})\), denote the index sets \(I^{l+1}\) and \(I^{l+1}\) as \(I\) and \(\bar{I}\) respectively. Define a new index set \(\bar{I}\) as follows:
\[
\bar{I} := \{ i \in [p] \mid \tilde{x}_i \neq 0 \}, \quad \bar{I}^C = \{ i \in [p] \mid \tilde{x}_i = 0 \}.
\]
It is obvious that \(\bar{I} \subset \bar{I}^C\) and \(\bar{I} \subset I\). In fact, \((\tilde{u}, \tilde{x})\) is an optimal solution to the following constrained optimization problem:
\[
\min_{x \in \mathbb{R}^p, u \in \mathbb{R}^n} h(u) + \lambda \| x \|_1
\]
\[
\text{s.t. } u = b - Ax,
\]
\[
x_{\bar{I}^C} = 0.
\]
(10)
The corresponding KKT conditions of (10) is
\[
\begin{align}
(A^\top \beta)_{\bar{I}} & \in \lambda \partial \| \tilde{x}_{\bar{I}} \|_1, \\
(A^\top \beta)_{\bar{I}^C} & \in \lambda \partial \| \tilde{x}_{\bar{I}^C} \|_1 - y, \\
\beta & \in \partial h(\tilde{u}), \\
\tilde{u} & = b - A\tilde{x},
\end{align}
\]
(11)
where \(\beta\) and \(y\) are the corresponding Lagrange multipliers, respectively.

Since \(\partial \| \tilde{x}_{\bar{I}^C} \|_1\) and \(\partial h(\tilde{u})\) are both sets, there may be more than one pair of Lagrange multipliers \((\beta, y)\) that satisfy the above KKT conditions. If there exists a \(\beta\) such that \((\beta, 0)\) is a Lagrange multiplier pair...
satisfying (11), then the current solution \( \tilde{x} \) is an optimal solution to (4). Based on this consideration, we propose to construct the pair \((\beta, y)\) such that \(y\) has the minimum Euclidean norm.

We further analyze the properties brought by \(I\) and \(I\). Since \( \tilde{x}_f \neq 0, \partial \| \tilde{x}_f \|_1 = [-\lambda \epsilon_{1-1}, \lambda \epsilon_{1-1}] \), where \(\epsilon_{1-1} \in [1, 1, \ldots, 1] \in \mathbb{R}^{11}\). According to (8) in the appendix, \(\partial h(\tilde{u})\) takes the following form

\[
\partial h(\tilde{u}) = \left\{ g + s \in \mathbb{R}^n \mid g_i = c_i - d_i, i = 1, \ldots, m, s = \sum_{k=1}^{m} s^k \right\},
\]

where \(c_i\) is the number of \(\tilde{u}\) less than \(\tilde{u}_i\), \(d_i\) is the number of \(\tilde{u}\) greater than \(\tilde{u}_i\), \(m\) is the number of equal groups in the vector \(\tilde{u}\), \(Q_k\) is the index corresponding to each equality group and each \(s^k \in \mathbb{R}^n, s^k_{Q_k} = 0, \sum_{p \in Q_k} s^k_p = 0, s^k_p \in [-|Q_k| + 1, |Q_k| - 1], \forall p \in Q_k\). It can be noted that \(s_Q = 0\), where \(Q = \bigcup_{k=1}^{m} Q_k\). Since \((\partial h(\tilde{u}))_Q\) is a vector equal to \(g_Q\). We can just set \(\beta_Q = g_Q\). Thus the KKT conditions (11) is equal to

\[
\begin{align*}
A_{Q,f}^T \hat{\beta}^Q &+ A_{Q,c}^T g_Q = (A^T \alpha)_I, \\
A_{Q,f}^T \hat{\beta}^Q &+ A_{Q,c}^T g_Q + y \in [-\lambda \epsilon_{1-1}, \lambda \epsilon_{1-1}], \\
\hat{\beta} &\in (\partial h(\tilde{u}))_Q, \\
\tilde{u} &\in b - A \hat{x}.
\end{align*}
\]

Then we can get the Lagrange multiplier \((\beta, y)\) by solving the following problem:

\[
\begin{align*}
\min_{\beta \in \mathbb{R}^{|Q|}, y \in |J|} \frac{1}{2} ||y||^2 \\
\text{s.t.} \quad A_{Q,f}^T \hat{\beta}^Q &+ A_{Q,c}^T g_Q = (A^T \alpha)_I, \\
A_{Q,f}^T \hat{\beta}^Q &+ A_{Q,c}^T g_Q + y \in [-\lambda \epsilon_{1-1}, \lambda \epsilon_{1-1}], \\
\hat{\beta} &\in (\partial h(\tilde{u}))_Q.
\end{align*}
\]

Actually, it is a quadratic programming problem that can be solved by many mature solvers, such as Gurobi, etc. After obtaining \((\hat{\beta}, y)\) from (13), we can construct \(\beta\) by letting \(\beta_Q = \hat{\beta}, \beta_Q = g_Q\). Now, we present the enhanced adaptive sieving technique in Algorithm 2.

**Algorithm 2** An Enhanced Adaptive Sieving Technique for (1)

**Input:** An approximate solution of (8), denoted as \((\tilde{u}, \tilde{x})\), and the Lagrange multiplier \(\alpha\) corresponding to the equality constraints \(\tilde{u} = b - A \tilde{x}\).

**S1:** Define new index sets \(I := \{i \in [p] \mid \tilde{x}_i \neq 0\}, \bar{I}_c := \{i \in [p] \mid \tilde{x}_i = 0\}\), calculate \(\partial h(\tilde{u})\) and \(g, s, c, d, Q\) in (12).

**S2:** Find a solution of (13), denote as \(\hat{\beta}, y\).

**S3:** Let \(\beta_Q = \hat{\beta}, \beta_Q = g_Q\), stop.

### 3 Proximal Point Algorithm for Subproblem (8)

In order to make full use of the AS strategy, we must design an efficient method to solve subproblem (8), which is the second challenge of designing an efficient sieving algorithm for (1). We will address this challenge in this section. Comparing problem (1) with subproblem (8), the differences lie in the dimension of \(x_I\) and the corresponding coefficient matrix \(A_{1 \rightarrow I}\). That is, subproblem (8) can be regarded as solving problem (1) in a subspace indexed by \(I\). Therefore, we consider how to solve problem (1) instead.

Since the two terms in (1) are both nonsmooth, we apply PPA [26] to solve it. For any starting point \(x^0 \in \mathbb{R}^p\), PPA generates a sequence \(\{x^k\}\) by solving the following problem [26]:

\[
P_k(x^k) := \arg \min_{x \in \mathbb{R}^p} h(b - Ax) + \lambda \|x\|_1 + \frac{1}{2\sigma_k} \|x - x^k\|^2.
\]

\[
(14)
\]
Here \( \{\sigma_k\} \) is a sequence of positive real numbers such that \( 0 < \sigma_k \uparrow \sigma_\infty \leq +\infty \). Now, we present PPA in Algorithm 3.

**Algorithm 3 PPA for (1)**

**Input:** \( A \in \mathbb{R}^{n \times p}, \ b \in \mathbb{R}^n, \ \lambda \in \mathbb{R}^+, \ \sigma_0 > 0. \)

**Initialization:** choose \( x^0 \in \mathbb{R}^p, \ k := 0. \)

**S1:** Find an approximate solution of (14), denoted as \( x^{k+1} \).

**S2:** If the stopping criteria of PPA are satisfied, stop; otherwise, go to **S3**.

**S3:** Update \( \sigma_{k+1} \uparrow \sigma_\infty \leq \infty; \ k := k + 1. \)

In order to analyze the convergence, we first give the termination criteria. Define \( T: \mathbb{R}^p \rightarrow \mathbb{R}^p \) as \( T(x) = -A^T \partial h(b-Ax) + \lambda \partial \|x\|_1 \). According to [26, Theorem 23.9 and Theorem 23.8], \( x^* \in \arg\min_{x \in \mathbb{R}^p} h(b-Ax) + \lambda \|x\|_1 \)
is equal to \( 0 \in T(x^*) \). Define \( S_k(x) := -A^T \partial h(b-Ax) + \lambda \partial \|x\|_1 + \frac{1}{\sigma_k} (x-x^k) \), and

\[
\text{dist}(0, S_k(x^{k+1})) = \text{dist}
\left(0, -A^T \partial h(b-Ax) + \lambda \partial \|x\|_1 + \frac{1}{\sigma_k} (x-x^k) \right)
\]

\[
= \text{dist}
\left(0, -A^T (\partial h(b-Ax) - \alpha) + \lambda \partial \|x\|_1 + \frac{1}{\sigma_k} (x-x^k) \right)
\]

\[
\leq \text{dist}
\left(0, -A^T (\partial h(b-Ax) - \alpha) \right) + \text{dist}
\left(0, -A^T \alpha + \lambda \partial \|x\|_1 + \frac{1}{\sigma_k} (x-x^k) \right)
\]

\[
\leq \|A\| \text{dist}
\left(0, \partial h(b-Ax) - \alpha \right) + \text{dist}
\left(0, -A^T \alpha + \lambda \partial \|x\|_1 + \frac{1}{\sigma_k} (x-x^k) \right)
\]

\[
\leq \text{dist}
\left(0, \begin{pmatrix} 0 & 0 & 0 \\ I & 0 & 0 \\ 0 & 0 & 0 
\end{pmatrix}
\right)
\]

\[
S_k(x^{k+1}, u^{k+1}, \alpha), \quad (\text{if } u^{k+1} = b-Ax^{k+1})
\]

where

\[
\tilde{S}_k(x, u, \alpha) = \tilde{T}(x, u, \alpha) + \frac{1}{\sigma_k} \begin{pmatrix} x-x^k \\ 0_n \\
0_n \end{pmatrix}
\]

\[
\tilde{T}(x, u, \alpha) = \left\{ (\begin{array}{c} A^T \alpha + t, v - \alpha, -u + b - Ax \end{array}) : t \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \mid t \in \lambda \partial \|x\|_1, \ v \in \partial h(u) \right\}
\]

and \( \alpha \) is the Lagrange multiplier.

In practice, we adopt the following criteria, which are analogous to those proposed in [26]:

\[
(A) \quad \text{dist}
\left(0, \begin{pmatrix} I & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 
\end{pmatrix}
\right)
\]

\[
\tilde{S}_k(x^{k+1}, u^{k+1}, \alpha) \leq \frac{\gamma_k}{\sigma_k}, \ \gamma_k \geq 0, \ \sum_{k=0}^{\infty} \gamma_k < \infty,
\]

\[
(B) \quad \text{dist}
\left(0, \begin{pmatrix} I & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 
\end{pmatrix}
\right)
\]

\[
\tilde{S}_k(x^{k+1}, u^{k+1}, \alpha) \leq \frac{(\delta_k)}{\sigma_k} \|x^{k+1} - x^k\|, \ \delta_k \geq 0, \ \sum_{k=0}^{\infty} \delta_k < \infty.
\]

According to the above definition of \( T \) and its properties, we can get the convergence result in [26].

**Theorem 2.** Let \( \{x^k\} \) be an infinite sequence generated by Algorithm 3 under stopping criterion (A) for solving (1), and \( h(\cdot) \) is a proper convex function. The sequence \( \{x^k\} \) converges to a solution \( \bar{x} \) of (1). Furthermore, if the criterion (B) is also executed in Algorithm 3, there exists \( k \geq 0 \) such that for all \( k \geq \bar{k} \), there is

\[
\|x^{k+1} - \bar{x}\| \leq \theta_k \|x^k - \bar{x}\|,
\]

the convergence rate is given by

\[
1 > \theta_k := \frac{\mu_k + \delta_k}{1 - \delta_k} \rightarrow \mu_\infty = \frac{\kappa}{(\kappa^2 + \sigma_\infty^2)^{1/2}}, \ (\mu_\infty = 0 \text{ if } \sigma_\infty = \infty), \ \mu_k := \kappa (\kappa^2 + \sigma_k^2)^{-1/2}.
\]
where $\kappa \geq 0$ is a constant.

Proof. In order to obtain similar convergence results as in [26], we only need to verify three conditions: (i) the defined operator $T$ is maximal monotone; (ii) $\{x^k\}$ is bounded; (iii) $T^{-1}$ satisfies the error bound condition at the zero point.

Notice that $T$ is the subdifferential of the lasso problem defined in (1) and the objective function in (1) is a continuous proper convex function. Therefore, $T$ is maximal monotone [27, Theorem A].

According to the convexity of the lasso problem, we know that there is at least one solution $\bar{x}$ satisfy $T(\bar{x}) = 0$. Together with stopping criterion (A) and $T$ is maximal monotone, the sequence $\{x^k\}$ is bounded [26].

By [28, Proposition 2.2.4], we know that $T$ is a polyhedral multivalued function. Therefore, the error bound condition holds at the origin with modulus $\kappa \geq 0$ [29]. That is, $\exists \epsilon' > 0$ such that $\forall x \in \{x \mid \text{dist}(0, T(x)) < \epsilon'\}$, there is

$$\text{dist}(x, T^{-1}(0)) \leq \kappa \text{dist}(0, T(x)).$$

Then we can get $\{x^k\}$ converges to a solution $\bar{x}$ of (1) by [26, Theorem 1]. If the criterion (B) is also executed, the rate of convergence in (15) is established by [26, Theorem 2].

4 ALM for (14)

In this part, we present ALM for (14) and discuss its convergence. Note that what we need to consider now is how to efficiently solve subproblem (14) in PPA at each iteration $k$. By introducing $z \in \mathbb{R}^p$, $u \in \mathbb{R}^n$, we solve the following equivalent form of (14):

$$\begin{align*}
\min_{x \in \mathbb{R}^n, u \in \mathbb{R}^n, z \in \mathbb{R}^p} & \quad h(u) + \lambda \|z\|_1 + \frac{1}{2\sigma_k} \|x - x^k\|^2 \\
\text{s.t.} & \quad u = b - Ax, \\
& \quad z = x.
\end{align*}$$

(16)

Note that there are only equality constraints in (16). A natural choice to solve (16) is the augmented Lagrangian function of (14) is given as follows

$$L_{\rho}(x, u, z, \alpha) = h(u) + \lambda \|z\|_1 - \langle u - b + Ax, \alpha_1 \rangle - \langle z - x, \alpha_2 \rangle + \frac{\rho}{2} \|u - b + Ax\|^2 + \frac{\rho}{2} \|z - x\|^2 + \frac{1}{2\sigma_k} \|x - x^k\|^2$$

$$= h(u) + \frac{\rho}{2} \left\| u - b + Ax - \frac{1}{\rho} \alpha_1 \right\|^2 + \lambda \|z\|_1 + \frac{\rho}{2} \left\| z - x - \frac{1}{\rho} \alpha_2 \right\|^2 + \frac{1}{2\sigma_k} \|x - x^k\|^2 - \frac{1}{2\rho} \|\alpha_1\|^2 - \frac{1}{2\rho} \|\alpha_2\|^2,$$

where $\rho > 0$, and $\alpha = (\alpha_1, \alpha_2) \in \mathbb{R}^{n+p}$. Here $\alpha_1 \in \mathbb{R}^n, \alpha_2 \in \mathbb{R}^p$ are the Lagrangian multipliers corresponding to the two types of equality constraints in (16).

At the $j$-th iteration, the augmented Lagrangian method generates $(x^{j+1}, u^{j+1}, z^{j+1}, \alpha^{j+1})$ in the following way ($\rho_j > 0$):

$$\begin{align*}
(x^{j+1}, u^{j+1}, z^{j+1}) &= \arg\min_{x \in \mathbb{R}^n, u \in \mathbb{R}^n, z \in \mathbb{R}^p} L_{\rho_j}(x, u, z, \alpha^j), \\
\alpha^{j+1} &= \alpha^j - \rho_j \left[ u^{j+1} - b + Ax^{j+1} \right].
\end{align*}$$

(17a)

(17b)

The key point is how to solve (17a). Note that $L_{\rho_j}$ is a function of three variables $x, u, z$. It is difficult to find the minimum value of the function with respect to the three variables simultaneously. Notice that there is no coupling term between $u$ and $z$, and they are only related to $x$ respectively. Another fact is that with $x$ fixed, one can have closed form solutions for $u$ and $z$ respectively, by using the property of Moreau-Yosida regularization. Therefore, we first represent $u$ and $z$ by $x$ through the Moreau-Yosida regularization,
denoted by $u = f_u(x)$, $z = f_z(x)$, respectively. Then we solve the resulting minimization problem with respect to $x$, that is, $\min_{x \in \mathbb{R}^n} L_{\rho_j}(x, f_u(x), f_z(x))$.

Firstly, we introduce the properties of Moreau-Yosida regularization. For any given proper closed convex function $q : \mathbb{R}^n \to (-\infty, +\infty]$, the Moreau-Yosida regularization of $q$ is defined by

$$M_{q}(x) := \min_{y \in \mathbb{R}^n} \left\{ q(y) + \frac{1}{2} \| y - x \|^2 \right\}, \quad \forall \, x \in \mathbb{R}^n. \tag{18}$$

The proximal mapping associated with $q$ is the unique minimizer of (18) denoted by $\text{Prox}_q(x)$ and it is Lipschitz continuous with modulus 1 [30]. Moreover, $M_q(x)$ is a continuously differentiable convex function [31], and its gradient is given by $\nabla M_q(x) = x - \text{Prox}_q(x)$, $\forall \, x \in \mathbb{R}^n$.

Next, we show how to use Moreau-Yosida regularization to derive $f_u(x)$ and $f_z(x)$. Denote $f_1(x) = b - Ax + \frac{1}{\rho_j} \alpha_1^j$ and $f_2(x) = x + \frac{1}{\rho_j} \alpha_2^j$. There is

$$\min_{u \in \mathbb{R}^n} L_{\rho_j}(x, u, z, \alpha) \Leftrightarrow \min_{u \in \mathbb{R}^n} \{ F_1(u, x) \}$$

$$= \rho_j \min_{u \in \mathbb{R}^n} \left\{ \frac{1}{\rho_j} h(u) + \frac{1}{2} \| u - f_1(x) \|^2 \right\} \tag{19}$$

$$= \rho_j M_{\rho_j h(\cdot)}(f_1(x)) \triangleq G_1(x),$$

where $M_{\rho_j h(\cdot)}(\cdot)$ is defined as in (18). The optimal solution to (19) is $u = \text{Prox}_{\frac{1}{\rho_j} h(\cdot)}(f_1(x))$. Similarly, for $z$, there is

$$\min_{z \in \mathbb{R}^p} L_{\rho_j}(x, u, z, \alpha) \Leftrightarrow \min_{z \in \mathbb{R}^p} \{ F_2(z, x) \}$$

$$= \rho_j \min_{z \in \mathbb{R}^p} \left\{ \frac{\lambda}{\rho_j} \| z \|_1 + \frac{1}{2} \| z - f_2(x) \|^2 \right\} \tag{20}$$

$$= \rho_j M_{\frac{\lambda}{\rho_j} \| \cdot \|_1}(f_2(x)) \triangleq G_2(x),$$

where the unique minimizer of (20) is $z = \text{Prox}_{\frac{\lambda}{\rho_j} \| \cdot \|_1}(f_2(x))$. Then, we have

$$\min_{x \in \mathbb{R}^n, u \in \mathbb{R}^n, z \in \mathbb{R}^p} L_{\rho_j}(x, u, z, \alpha)$$

$$\Leftrightarrow \min_{x \in \mathbb{R}^n} \left\{ \min_{u \in \mathbb{R}^n} \{ F_1(u, x) \} + \min_{z \in \mathbb{R}^p} \{ F_2(z, x) \} + F_3(x) \right\}$$

$$\Leftrightarrow \min_{x \in \mathbb{R}^n} \{ G_1(x) + G_2(x) + F_3(x) \} \quad \text{(by (19) and (20))}$$

$$:= \min_{x \in \mathbb{R}^n} \varphi_j(x). \tag{21}$$

Now we are ready to present ALM for (14) in Algorithm 4.

**Algorithm 4 ALM for (14)**

**Input:** $A \in \mathbb{R}^{n \times p}$, $b \in \mathbb{R}^{n}$, $\lambda \in \mathbb{R}^{+}$, $\sigma_k > 0$, $x^k \in \mathbb{R}^{p}$, $\rho_0 > 0$.

**Initialization:** choose $x^0 \in \mathbb{R}^{p}$, $\alpha^0 \in \mathbb{R}^{n}$, set $j = 0$.

**S1:** Solve

$$x^{j+1} = \arg \min_{x \in \mathbb{R}^p} \varphi_j(x). \tag{21}$$

**S2:** Calculate $u^{j+1} = \text{Prox}_{\frac{1}{\rho_j} h(\cdot)}(f_1(x^{j+1}))$, $z^{j+1} = \text{Prox}_{\frac{\lambda}{\rho_j} \| \cdot \|_1}(f_2(x^{j+1}))$.

**S3:** If the stopping criteria are satisfied, stop; otherwise, go to **S4**.

**S4:** Update $\alpha^{j+1}$ by (17b); $j := j + 1$.  
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We will use the following stopping criteria considered by Rockafellar [26, 32] for terminating Algorithm 4:

\[(C) \quad L_{\rho_j} (x^{j+1}, u^{j+1}, z^{j+1}) - \inf L_{\rho_j} \leq \frac{\epsilon_j^2}{2\rho_j}, \quad \epsilon_j \geq 0, \quad \sum_{j=0}^{\infty} \epsilon_j < \infty.\]

The global convergence result of ALM has been extensively studied in [14, 26, 32, 33]. ALM is applied to solve a general form of (14), i.e., problem (D) in [14]. The convergence result is obtained therein. Therefore, as a special case of problem (D) in [14], we can get the following global convergence of Algorithm 4.

**Theorem 3.** Let \(\{(x^{j}, u^{j}, z^{j}, \alpha^{j})\} \) be the infinite sequence generated by Algorithm 4 with stopping criterion (C). The dual problem of (14) is as follows

\[
\max_{\alpha \in \mathbb{R}^{1+p}} \left\{ -\phi(\alpha) := -\frac{\sigma_k}{2} \|A^\top \alpha_1 - \alpha_2\|^2 + \langle y, \alpha_1 \rangle - \langle x^k, A^\top \alpha_1 - \alpha_2 \rangle - h^*(\alpha_1) - f^*(\alpha_2) \right\},
\]

where \(\alpha = (\alpha_1, \alpha_2)^\top\), \(f(z) = \lambda \|z\|_1\), \(h^*(\cdot)\) and \(f^*(\cdot)\) are the conjugate functions of \(h(\cdot)\) and \(f(\cdot)\). Then, the sequence \(\{\alpha^{j}\}\) is bounded and converges to an optimal solution of (22). In addition, \(\{(x^{j}, u^{j}, z^{j})\}\) is also bounded and converges to the unique optimal solution \((x^*, u^*, z^*)\) of (14).

To state the local convergence rate, we need the following stopping criteria which are popular used such as in [34] and [14]:

\[(D1) \quad L_{\rho_j} (x^{j+1}, u^{j+1}, z^{j+1}) - \inf L_{\rho_j} \leq (\kappa_j^2/2\rho_j) \|\alpha^{j+1} - \alpha^{j}\|^2, \quad \sum_{j=0}^{\infty} \kappa_j < +\infty,\]

\[(D2) \quad \|\nabla \varphi_j (x^{j+1})\| \leq (\kappa_j'/\rho_j) \|\alpha^{j+1} - \alpha^{j}\|, \quad 0 \leq \kappa_j' \to 0.\]

Define the Lagrangian function of (16) as

\[
L_k(x, u, z; \alpha) = h(u) + \lambda \|z\|_1 - \langle u - b + Ax, \alpha_1 \rangle - \langle z - x, \alpha_2 \rangle + \frac{1}{2\sigma_k} \|x - x^k\|^2.
\]

Correspondingly, define the maximal monotone operator \(T_\alpha\) and \(T_{L_k}\) by

\[
T_\alpha = \partial \phi(\alpha), \quad T_{L_k} (x, u, z, \alpha) = \{ (x', u', z', -\alpha') \in \partial L_k (x, u, z, \alpha) \}.
\]

By [28, Proposition 2.2.4], we know that the corresponding operator \(T_\alpha\) defined in (23) is a polyhedral multivalued function. Therefore, by [35, Proposition 3.8], the error bound condition holds at the origin with modulus \(a_{L_k}\). Similarly, \(T_{L_k}\) defined in (23) also satisfies the error bound condition at the origin with modulus \(a_{L_k}\). We can get the following theorem.

**Theorem 4.** Let \(\{(x^{j}, u^{j}, z^{j})\}\) be the infinite sequence generated by ALM with stopping criteria (D1) and (D2). The following results hold.

(i) The sequence \(\{\alpha^{j}\}\) converges to \(\alpha^*\), one of the optimal solutions of (22), and for all \(j\) sufficiently large, there is

\[
\text{dist} (\alpha^{j+1}, \Omega) \leq \theta_j \text{dist} (\alpha^{j}, \Omega),
\]

where \(\Omega\) is the set of the optimal solutions of (22) and \(\theta_j = a_\phi \left( a_\phi^2 + \rho_j^2 \right)^{-1/2} + 2\rho_j/(1 - \rho_j) \to \theta_{\infty} = a_\phi \left( a_\phi^2 + \rho_{\infty}^2 \right)^{-1/2} < 1\) as \(j \to +\infty\).

(ii) If the stopping criterion (D2) is also used, then for all \(j\) sufficiently large, there is

\[
\| (x^{j+1}, u^{j+1}, z^{j+1}) - (x^*, u^*, z^*) \| \leq \theta_j' \|\alpha^{j+1} - \alpha^j\|,
\]

where \(\theta_j' = a_{L_k} (1 + \kappa_j') / \rho_j \to a_{L_k} / \rho_{\infty} \) as \(j \to +\infty\).

Proof. The proof is similar to that in [14, Theorem 3.3]. By definition 2.2.1 in [28], (22) is a convex piecewise linear quadratic programming problem. According to the optimal solution set is not empty, \(T_{L_k}^{-1}(0) \neq \emptyset\), so \(T_{L_k}\) is metrically subregular at \((x^*, u^*, z^*, \alpha^*)\) for the origin. Following Theorem 3.3 in [14], (i), (ii) holds. The proof is finished. \(\square\)
5 The SSN Method for (21)

To solve (21), since \( \varphi_j \) is strongly convex and continuously differentiable, the minimization problem (21) has a unique solution \( x^* \) which can be obtained via solving the following system of equation:

\[
0 = \nabla \varphi_j(x) = \nabla G_1(x) + \nabla G_2(x) + \frac{1}{\sigma_k} (x - x^k), \tag{24}
\]

where

\[
\nabla G_1(x) = -\rho_j A^T \left( f_1(x) - \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (f_1(x)) \right), \quad \nabla G_2(x) = \rho_j \left( f_2(x) - \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (f_2(x)) \right).
\]

We know that \( \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (\cdot) \) and \( \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (\cdot) \) are strongly semismooth everywhere as special cases in [36, Theorem 2]. Therefore, we apply the SSN method to solve the nonsmooth equation (24).

A key point is to characterize the generalized Jacobian of \( \nabla \varphi_j (x) \). To that end, define the multivalued mapping \( \partial^2 \varphi_j (\cdot) : \mathbb{R}^p \rightarrow \mathbb{R}^p \times \mathbb{R}^p \) as follows: at \( x \in \mathbb{R}^p \),

\[
\partial^2 \varphi_j (x) := \left\{ \rho_j (A^T (I - V_1) A + I - V_2) + \frac{1}{\sigma_k} I \left| V_1 \in \mathcal{M} (f_1(x)), \ V_2 \in \partial \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (f_2(x)) \right. \right\},
\]

where \( \mathcal{M}(\cdot) \) is a multivalued mapping defined in the following Proposition 6, which can be viewed as the generalized Jacobian of \( \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (f_1(x)) \) [37, Proposition 2.9], \( \partial \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (\cdot) \) is the Clarke’s subdifferential of \( \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (\cdot) \).

According to the chain rules in [38], there is \( \partial^2 \varphi_j (x) d = \partial^2 \varphi_j (x) d, \ \forall \ d \in \mathbb{R}^p \), where \( \partial^2 \varphi_j (x) \) is the Clarke’s generalized Jacobian of \( \varphi_j(x) \).

Now we are ready to present the globalized version of SSN method for (21) which is used in [39–42]. To demonstrate the convergence of Algorithm 5, we need the characterization of \( \partial \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (\cdot) \) and \( \mathcal{M}(\cdot) \). It is easy to show that

\[
\partial \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (x) = \{ \text{Diag}(v) \in \mathbb{R}^{p \times p} \mid v_1 = 1, \text{ if } |x_1| > \tau; \ v_1 = 0, \text{ if } |x_1| < \tau; \ v_i \in [0, 1], \text{ if } |x_i| = \tau \}.
\]

The following results about \( \text{Prox}_{\frac{1}{\lambda} \| \cdot \|_1} (\cdot) \) come from [37].

---

**Algorithm 5** Globalized version of the SSN method for (21)

**Input:** \( \mu \in (0, \frac{1}{4}) \), \( \delta \in (0, 1) \), \( \epsilon_{SSN} > 0 \), \( \bar{\eta} > 0 \), and \( \bar{\eta}_i > 0 \).

**Initialization:** choose \( x^0 \in \mathbb{R}^p \), \( i = 0 \).

**S1:** Select an element \( H_i \in \partial^2 \varphi_j (x^i) \). Apply the conjugate gradient (CG) method to find an approximate solution \( d^i \in \mathbb{R}^p \) of the following system

\[
H_i (d^i) = -\nabla \varphi_j (x^i),
\]

such that

\[
\| H_i (d^i) + \nabla \varphi_j (x^i) \| \leq \eta_i \| \nabla \varphi_j (x^i) \|,
\]

where \( \eta_i := \min (\bar{\eta}_0, \bar{\eta}_i \| \nabla \varphi_j (x^i) \|) \).

**S2:** Let \( \gamma_i = \delta^m_i \), where \( m_i \) is the smallest nonnegative integer \( m \) such that the following holds

\[
\varphi_j (x^i + \delta^m d^i) \leq \varphi_j (x^i) + \mu \delta^m (\nabla \varphi_j (x^i))^\top d^i.
\]

**S3:** Let \( x^{i+1} = x^i + \gamma_i d^i \).

**S4:** If \( \| \nabla \varphi_j (x^{i+1}) \| \leq \epsilon_{SSN} \), stop; otherwise, \( i := i + 1 \), go to **S1**.
Proposition 5. [37, Proposition 2.3] Given \( y \in \mathbb{R}^n \), there exists a permutation matrix \( P_y \in \mathbb{R}^{n \times n} \) such that \( y^i = P_y y \), and \( y_1^i \geq y_2^i \geq \cdots \geq y_n^i \). Then it holds

\[
\text{Prox}_{\tau h} (y) = P_y^T \Pi_{\mathcal{D}} \left( P_y y - \frac{2\tau}{n(n-1)} w \right),
\]

where the vector \( w \in \mathbb{R}^n \) is defined by \( w_k = n - 2k + 1 \), \( k = 1, \ldots, n \), \( \mathcal{D} = \{ x \in \mathbb{R}^n \mid Cx \geq 0 \} \), and \( C \) is a matrix such that \( Cx = [x_1 - x_2 ; \ldots; x_{n-1} - x_n] \in \mathbb{R}^{n-1} \). \( \Pi_{\mathcal{D}}(z) \) is the optimal solution of

\[
\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \| x - z \|^2 \mid x \in \mathcal{D} \right\}.
\]

Define \( \tilde{y} := P_y y - \frac{2\tau}{n(n-1)} w \), denote the active index set by

\[
\mathcal{I}_\mathcal{D} (\tilde{y}) := \{ i \mid C_i \Pi_{\mathcal{D}} (\tilde{y}) = 0, \ i = 1, 2, \ldots, n-1 \},
\]

where \( C_i \) is the \( i \)-th row of \( C \). Define a collection of index subsets \( \{1, \ldots, n-1\} \) as follows: \( Q_D(\tilde{y}) := \{ Q \mid \exists \lambda \in W_D(\tilde{y}), \ s.t. \ \text{supp}(\lambda) \subset Q \subset \mathcal{I}_\mathcal{D} (\tilde{y}), \ C_Q \text{ is of full row rank} \} \), where \( \text{supp}(\lambda) \) denotes the support of \( \lambda \), \( C_Q \) is the matrix consisting of the rows of \( C \) indexed by \( Q \), and \( W_D(\tilde{y}) := \{ \lambda \in \mathbb{R}^{n-1} \mid (\tilde{y}, \lambda) \text{ satisfies the KKT conditions of } (25) \} \). Let \( \Sigma_Q \in \mathbb{R}^{(n-1)\times(n-1)} \) is a diagonal matrix, where

\[
\Sigma_{Q} = \begin{cases} 1, & i \in Q, \\ 0, & \text{otherwise.} \end{cases}
\]

Proposition 6. [37, Proposition 2.6] Given \( y \in \mathbb{R}^n \), we define

\[
\mathcal{M} (y) := \{ U \in \mathbb{R}^{n \times n} \mid U = P_y^T (I_n - C_Q^T C_Q^{-1} C_Q) P_y, \ Q \in Q_D(\tilde{y}) \},
\]

which can be viewed as the generalized Jacobian of \( \text{Prox}_{\tau h}(\cdot) \). We can get

\[
P_y^T \left( I_n - C^T (\Sigma_Q C^T C_Q^{-1}) C \right) P_y = P_y^T \left( I_n - C_Q^T (C_Q C_Q^{-1}) C \right) P_y,
\]

where \( \Sigma_Q \) is defined in (27), \( C \) and \( P_y \) are defined in Proposition 5, \( (\cdot)^\dagger \) denotes the pseudoinverse.

To guarantee the quadratic convergence rate of the SSN method, one need to verify that each element in \( \partial^2 \varphi_j(x) \) is positive definite. Below we confirm the result in Lemma 1 with the proof postponed in Appendix.

Lemma 1. Any \( \mathcal{H} \in \partial^2 \varphi_j(x) \) is symmetric and positive definite.

Based on Lemma 1, the convergence rate of the SSN method is given below.

Theorem 7. [43, Theorem 3.2] Let \( x^* \) be the solution of (24). Then the sequence \( \{x^i\} \) generated by Algorithm 5 is quadratically convergent to \( x^* \).

Proof. According to Lemma 1, each element in \( \partial^2 \varphi_j(x) \) is positive definite, and since \( \text{Prox}_{\tau h}(\cdot) \) and \( \text{Prox}_{\tau\|\cdot\|_1}(\cdot) \) are strongly semismooth everywhere, \( \nabla \varphi_j(x) \) is also strongly semismooth [36]. By [14, Theorem 3.2], the sequence \( \{x^i\} \) generated by Algorithm 5 converges to \( x^* \) quadratically. \( \square \)

According the strong convexity of \( \varphi_j \), we have

\[
L_{\rho_j} (x^{i+1}, u^{i+1}, z^{i+1}) = \inf_{\rho_j} L_{\rho_j} = \varphi_j (x^{j+1}) - \inf \varphi_j \leq \frac{1}{2} \| \nabla \varphi_j (x^{j+1}) \|^2.
\]

Therefore, the stopping criteria (C) and (D1) can be simplified to

\[
\text{(C')} \quad \| \nabla \varphi_j (x^{j+1}) \| \leq \frac{\epsilon_j}{\sqrt{\rho_j}}, \ \epsilon_j \geq 0, \ \sum_{j=0}^{\infty} \epsilon_j < \infty,
\]

\[
\text{(D1')} \quad \| \nabla \varphi_j (x^{j+1}) \| \leq (\kappa_j/\sqrt{\rho_j}) \| \alpha^{j+1} - \alpha^i \|, \ \sum_{j=0}^{\infty} \kappa_j < +\infty.
\]
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6 Numerical Results

In this section, we conduct numerical experiments to evaluate the performance of AS-PPA for solving (1). It contains five parts. In the first part, we provide the test problems and the implementation of the algorithm. In the second part, we investigate the performance of Algorithm 1 based on different parameters. Furthermore, we verified the effect of the enhanced technique proposed in subsection 2.3 applied to the hdl lasso problem. In the third and fourth parts, we compare Algorithm 1 with other methods for small-scale and large-scale hdl lasso problems. In the last part, we compare Algorithm 1 with other methods for Square-Root Lasso models with different scales. All of our results are obtained by running Matlab R2020a on a windows workstation (Intel Core i5-7200U @ 2.50GHz, 12G RAM).

6.1 Test Problems

We test the following examples.

E1 [2] We simulate random data from the regression model $Y_i = X_i^T x^* + \varepsilon_i, \ i = 1, \ldots, n$, where $X_i$ is generated from a $p$-dimensional multivariate normal distribution $N_p(0, \Sigma)$ and is independent of $\varepsilon_i$, $x^* = (\sqrt{3}, \sqrt{3}, 0, \ldots, 0)^T \in \mathbb{R}^p$. The correlation matrix $\Sigma$ has a compound symmetry structure: $\Sigma_{(i,j)} = 0.5$ for $i \neq j$; and $\Sigma_{(i,i)} = 1$ for $i = j$. We consider six different distributions for $\varepsilon_i$: (i) normal distribution with mean 0 and variance 0.25 (denoted by $N(0,0.25)$); (ii) normal distribution with mean 0 and variance 1 (denoted by $N(0,1)$); (iii) normal distribution with mean 0 and variance 2 (denoted by $N(0,2)$); (iv) mixture normal distribution $\sim 0.95N(0,1) + 0.05N(0,100)$ (denoted by $MN$); (v) $\varepsilon \sim \mathcal{N}(0,1)$, where $\mathcal{N}(0,1)$ denotes the standard Cauchy distribution.

E2 [2] Similar as in E1, we take $x^* = (2, 2, 2, 1.75, 1.75, 1.75, 1.5, 1.5, 1.5, 1.5, 1.25, 1.25, 1.25, 1.1, 1.0, 0.75, 0.75, 0.5, 0.5, 0.5, 0.25, 0.25, 0.25, 0_{p-25})^T$, where $0_{p-25}$ is a ($p-25$)-dimensional vector of zeros. Comparing with E1, this is a considerably more challenging scenario with 25 active variables and a number of weak signals, such as 0.5, 0.25, etc.

E3 [2] $x^*$ is the same as in E1. We use the following three different choices of $\Sigma$: (i) the compound symmetry correlated correlation matrix with correlation coefficient 0.8, denoted as $\Sigma_1$; (ii) the compound symmetry correlation matrix with correlation coefficient 0.2, denoted as $\Sigma_2$; and (iii) the compound symmetry correlation matrix with correlation coefficient 0.5, denoted as $\Sigma_3$. For each choice of $\Sigma$, we consider three different error distributions: $N(0,1)$, the mixture normal distribution in E1, and the Cauchy distribution in E1.

E4 [24] The simulation data is generated from $Y = X^T x^* + \varepsilon$ with $n = 10$ and $p \in \{5000, 10000, 150000\}$. Here, elements of $X$ are randomly generated from the exponential distribution $\varepsilon(3)$ and the error $\varepsilon \sim N(0,0.01)$. The number of nonzero coefficients of $x^*$ is 20% * $p$, and the nonzero part of $x^*$ is generated from the standard normal distribution.

E5 [44] $X_i$ is generated from a $p$-dimensional multivariate normal distribution $N_p(0, \Sigma)$. The correlation matrix is the Toeplitz correlation matrix, i.e., $\Sigma_{jk} = (1/2)^{|j-k|}, \varepsilon_i \sim N(0,1), x^* = (1, 1, 1, 1, 0_{p-5})$.

E6 [44] Similar as in E5, we take $\varepsilon_i \sim \xi_i \sqrt{2} / \sqrt{2}$.

We choose $\lambda$ following the way in [2, Theorem 1]. The parameters are taken as $\epsilon = 1.0 \times 10^{-6}, \epsilon_{SSN} = 1.0 \times 10^{-6}$. $\{\xi_i\} = \{\xi_1\} = \{0.8, 0.8^2, \ldots\}$.

Taking account of numerical rounding errors, we define the number of nonzero elements of a vector $x \in \mathbb{R}^p$ and the index set of nonzero components of $x$ as follows (see [18, Page 17])

$$
\hat{k} := \min \left\{ k \mid \sum_{i=1}^{k} |\tilde{x}_i| \geq 0.9999 \|x\|_1 \right\}, \quad I(x) = \left\{ i \mid x_i \geq \tilde{x}_k, i = 1, \ldots, p \right\},
$$

where $\tilde{x}$ is sorted, i.e., $|\tilde{x}_1| \geq |\tilde{x}_2| \geq \cdots \geq |\tilde{x}_p|$. Let $I(x) = \{1, \ldots, p\} \setminus I(x)$.

$^1 \lambda = c G_{\gamma N}^{-1} (1 - \alpha_0),$ where $\alpha_0 = 0.10$, $c = 1.1$ and $G_{\gamma N}^{-1} (1 - \alpha_0)$ denotes the $(1 - \alpha_0)$-quantile of the distribution of $\|S_n\|_\infty, S_n := -2[n(n + 1)]^{-1}X^T \xi, X$ is the design matrix, the random vector $\xi := 2r - (n + 1) \in \mathbb{R}^n$, with $\tilde{x}$ following the uniform distribution on the permutations of the integers $\{1, 2, \ldots, n\}$. 


We report the following information: the relative KKT residual ($\eta_{KKT}$) calculated by
\[
\max \left\{ \frac{\| u - \text{Prox}_\lambda(\lambda) (u + \alpha \lambda) \|}{1 + \| u \|}, \frac{\| x - \text{Prox}_\lambda(\lambda) (x + A^\top \alpha) \|}{1 + \| x \|}, \frac{\| u - b + A x \|}{1 + \| u \|} \right\};
\]
the function value of (1) (val); the $L_1$ estimation error $\| x_1 - x^* \|_1$; the $L_2$ estimation error $\| x^1 - x^* \|_2$; the model error $\text{ME} = (x^1 - x^*)^\top \Sigma_X (x^1 - x^*)$ where $\Sigma_X$ is the population covariance matrix of $X$; the number of false positive variables $\text{FP} = |I(x^1) \cap I(x^*)|$; the number of false negative variables $\text{FN} = |I(x^1) \cap I(x^*)|$; the correct component ratio $\text{CR} = \frac{|\hat{I}(x)|}{|I(x^*)|}$, where $\hat{x}$ is the solution of the original problem by taking $I^0 = \{1, 2, \ldots, p\}$; the running time in second ($\hat{t}$). Moreover, we additionally report the number of iterations in Algorithm 1 (It-AS), the total number of iterations in Algorithm 3 (It-PPA), the total number of iterations in Algorithm 4 (It-ALM), the total number of iterations in Algorithm 5 (It-SSN) and the total time of SSN ($t_{SSN}$).

### 6.2 Role of Parameters

The **number of components added to $I^i$**. In Algorithm 1, the number of components we choose to add to $I^i$ in each iteration may affect the performance of the algorithm. We first fix the maximum number of added components (denoted as $M$) as 25, that is, if the sieved components are less than or equal to 25, then all are added. We use $m$ to represent the number of components added to $I^i$ each time. We conduct experiments on E2 with $n = 200$, $p = 1000$, $\varepsilon$ of (i) for $m = \{ \frac{p}{200}, \frac{p}{100}, \frac{3p}{200}, \frac{p}{50} \}$, that is, $m \in \{ 5, 10, 15, 20 \}$. The results are shown in Figure 1 and Table 1. We can see from Figure 1 that with the iteration of AS, new components are gradually added to $I^i$, and the relative KKT residuals are getting smaller and smaller. Furthermore, $I^i$ gradually covers $I(x)$. For the different numbers of components added each time, the relative KKT residuals decline differently. Obviously, the larger $m$ is, the faster the decline is. For the comparison of CR, we can see that the smaller $m$ is, the higher the CR will be. From $t_{SSN}$, we can see that $t_{SSN}$ grows in the slowest way if $m$ takes the smallest value. However, because the number of AS iterations increases, the overall time of SSN may be longer. The results in Table 1 show the overall performance for the four values of $m$. It can be seen that four choices of $m$ lead to similar quality of output whereas $m = 10$ leads to the smallest time. Therefore, we choose $m = \frac{p}{100}$ in our following test.

### Table 1 Results for different $m$’s in AS-PPA on E2 ($n = 200$, $p = 1000$).

| $m$ | $\eta_{KKT}$ | val | $L_1$ | $L_2$ | ME | FP | FN | $t(\hat{t})$ | It-AS | It-PPA | It-ALM | It-SSN | $t_{SSN}$ |
|-----|--------------|-----|-------|-------|----|----|----|------------|-------|--------|--------|--------|---------|
| 5   | 4.9-7        | 9.60 | 4.42  | 0.68  | 0.15 | 64  | 0   | 3.24       | 15    | 239    | 820    | 4343    | 3.13    |
| 10  | 9.5-7        | 9.60 | 4.42  | 0.68  | 0.15 | 64  | 0   | 2.87       | 10    | 211    | 665    | 3438    | 2.78    |
| 15  | 3.8-7        | 9.60 | 4.42  | 0.68  | 0.15 | 64  | 0   | 3.96       | 8     | 191    | 537    | 3526    | 3.83    |
| 20  | 6.0-7        | 9.60 | 4.42  | 0.68  | 0.15 | 64  | 0   | 3.63       | 7     | 132    | 460    | 3318    | 3.54    |

The role of the maximum number added to $I^i$ (denoted as $M$). We still test on E2. That is, $n = 200$, $p = 1000$, and $M \in \{ \frac{p}{100}, \frac{p}{50}, \frac{3p}{200}, \frac{p}{100} \} = \{ 25, 50, 75, 100 \}$. The results are reported in Figure 2 and Table 2. We can see from Figure 2 that in the first five iterations of AS, the results of the four choices are almost the same. This is because the maximum number of additions is not reached. In this case, only 10 components are added each time, so the results of the four choices of $M$ are the same. From iteration $l = 6$, different $M$’s lead to different CR’s and $t_{SSN}$’s. Specifically, a higher value of $M$ results in lower residuals $\eta_{KKT}$ as well as lower CR’s, but it also requires more cputime, as indicated by $t_{SSN}$. On the other hand, different values of $M$ hardly affect the function value. From Table 2, one can see that $M = 25$ is a reasonable choice compared with other choices since it leads to less cputime. Therefore, in our following test, we choose $M = \frac{p}{100}$.

### Table 2 Results for $M = \{ 25, 50, 75, 100 \}$ in AS-PPA on E2 ($n = 200$, $p = 1000$).

| $M$ | $\eta_{KKT}$ | val | $L_1$ | $L_2$ | ME | FP | FN | $t(\hat{t})$ | It-AS | It-PPA | It-ALM | It-SSN | $t_{SSN}$ |
|-----|--------------|-----|-------|-------|----|----|----|------------|-------|--------|--------|--------|---------|
| 25  | 9.5-7        | 9.60 | 4.42  | 0.68  | 0.15 | 64  | 0   | 2.87       | 10    | 211    | 665    | 3438    | 2.78    |
| 50  | 6.3-7        | 9.60 | 4.42  | 0.68  | 0.15 | 64  | 0   | 3.24       | 9     | 155    | 313    | 3132    | 3.14    |
| 75  | 6.3-7        | 9.60 | 4.42  | 0.68  | 0.15 | 64  | 0   | 3.20       | 9     | 155    | 573    | 3132    | 3.19    |
| 100 | 7.6-7        | 9.60 | 4.42  | 0.68  | 0.15 | 63  | 0   | 4.10       | 8     | 163    | 515    | 3628    | 4.02    |
Fig. 1 $\eta_{KKT}$, CR, val and $t_{SSN}$ for different $m$'s in AS-PPA on E2.

Fig. 2 $\eta_{KKT}$, CR, val and $t_{SSN}$ for different $M$'s in AS-PPA on E2.
The initial points in the subproblem. For the initial point $x^{t+1}$ in the subproblem, notice that $x^t$ has been obtained in the last iteration, so we set $x^{t+1} = x^t$. For the added index set $J$, we compare four different options $J^t_{\mu} = \{0, 1, J^t_{\mu} \setminus \{0\}, J^t_{\mu} \}$. The results for four different initial points are in Table 3. From the results, we can see that there is no big difference between the four initial points in the effect of the solution, for example, $L_1$, $L_2$, etc. have basically no difference. Considering the total time of SSN, the method of taking 0 as the initial point will be faster in time. Therefore, we take 0 as the initial points for the following test.

| $x^{t+1}$ | $\eta_{KKT}$ | vol | $L_1$ | $L_2$ | ME | FP | FN | $t(s)$ | It-AS | It-PPA | It-ALM | It-SSN | $t_{SSN}$ |
|----------|--------------|-----|-------|-------|----|----|----|-------|-------|--------|--------|--------|--------|
| 0        | 9.1-7        | 9.60| 4.42  | 0.68  | 0.15| 64 | 0  | 2.87  | 10    | 211    | 665    | 3438   | 2.78   |
| $\frac{1}{2}$ | 9.1-7 | 9.60| 4.42  | 0.68  | 0.15| 64 | 0  | 3.08  | 10    | 190    | 656    | 3386   | 2.98   |
| $\frac{1}{4}$ | 9.1-7 | 9.60| 4.42  | 0.68  | 0.15| 64 | 0  | 3.42  | 10    | 191    | 657    | 3442   | 3.30   |
| $\frac{1}{8}$ | 9.1-7 | 9.60| 4.42  | 0.68  | 0.15| 64 | 0  | 4.00  | 10    | 162    | 572    | 4496   | 3.91   |

Comparison between eaAS-PPA, eAS-PPA and AS-PPA. To evaluate the performance of the enhanced technique, we compare the following three versions, eaAS-PPA, eAS-PPA and AS-PPA, where eAS-PPA is the enhanced AS-PPA that we initially utilize this approach to recompute the optimal values of the Lagrange multipliers; eAS-PPA is the enhanced AS-PPA that we choose to employ the enhanced technique only when approaching the optimal solution of the original problem, that is, $h(x^t) + \lambda \|x^t\| - h(x^t_{\mu}) < 1.0 \times 10^{-5}$. We conduct 50 experiments on E2 with $n = 200$ and $p = 1000$. The results are presented in Table 4. It can be observed that the quality of solutions obtained by the three methods are almost the same. This is evidenced by the fact that, apart from slight differences in $\eta_{KKT}$, other values such as $L_1$ and $L_2$ are equal. Moreover, the number of iterations in Algorithm 1 are also identical, indicating that the multiplier only slightly improves the sieving strategy. This might be caused by the fact that the function $h$ lacks sparsity. According to the definition in $\lambda$, most components $(\partial h)_i$ in $\partial h$ are single-valued. Even for those components where $(\partial h)_i$ is a set, too few equal components in the vector $u$ results in a small size for the set $(\partial h)_i$. Consequently, the difference between the optimal Lagrange multipliers and those obtained from the subproblem is small. Given that the enhanced technique introduces additional computation cost due to the quadratic programming solver, AS-PPA surprisingly exhibits the shortest computation time. Even eAS-PPA, which involves fewer quadratic programming solver iterations, tends to be faster than eaAS-PPA. Therefore, we use AS-PPA in our following experiments.

| Error | Method | $\eta_{KKT}$ | vol | $L_1$ | $L_2$ | ME | FP | FN | $t(s)$ | It-AS | It-PPA | It-ALM | It-SSN | $t_{SSN}$ |
|-------|--------|--------------|-----|-------|-------|----|----|----|-------|-------|--------|--------|--------|--------|
| $N(0,0.25)$ | AS-PPA | 7.8-7 | 9.5967 | 6.12 | 0.88 | 0.18 | 70 | 0.2 | 5.1 | 12.4 | 223.2 | 539.0 | 5132.7 |
| eaAS-PPA | 8.0-7 | 9.5967 | 6.12 | 0.88 | 0.18 | 70 | 0.2 | 5.2 | 12.4 | 222.3 | 534.0 | 5120.0 |
| eAS-PPA | 7.6-7 | 9.5967 | 6.12 | 0.88 | 0.18 | 70 | 0.2 | 5.9 | 12.4 | 218.5 | 523.0 | 5120.0 |
| $N(0,1)$ | AS-PPA | 7.5-7 | 9.9378 | 11.48 | 1.66 | 0.69 | 68 | 1.8 | 4.8 | 11.9 | 209.8 | 558.0 | 5283.7 |
| eAS-PPA | 7.3-7 | 9.9378 | 11.48 | 1.66 | 0.69 | 68 | 1.8 | 5.8 | 11.9 | 207.8 | 558.0 | 5283.4 |
| eaAS-PPA | 7.0-7 | 9.9378 | 11.48 | 1.66 | 0.69 | 68 | 1.8 | 6.4 | 11.9 | 207.0 | 544.0 | 5290.1 |
| $N(0,2)$ | AS-PPA | 6.9-7 | 10.2903 | 15.37 | 2.24 | 1.32 | 68 | 3.0 | 4.8 | 11.6 | 206.4 | 610.0 | 5370.3 |
| eAS-PPA | 7.3-7 | 10.2903 | 15.37 | 2.24 | 1.32 | 68 | 3.0 | 5.8 | 11.6 | 207.9 | 610.0 | 5367.5 |
| eaAS-PPA | 7.3-7 | 10.2903 | 15.37 | 2.24 | 1.32 | 68 | 3.0 | 6.2 | 11.6 | 209.4 | 619.0 | 5366.5 |
| $MN$ | AS-PPA | 6.9-7 | 9.9725 | 12.16 | 1.76 | 0.78 | 68 | 2.0 | 4.7 | 11.6 | 202.2 | 561.0 | 5260.7 |
| eAS-PPA | 6.7-7 | 9.9725 | 12.16 | 1.76 | 0.78 | 68 | 2.0 | 5.7 | 11.6 | 202.3 | 561.0 | 5270.3 |
| eaAS-PPA | 6.8-7 | 9.9725 | 12.16 | 1.76 | 0.78 | 68 | 2.0 | 6.2 | 11.5 | 199.6 | 616.0 | 5264.6 |
| $\sqrt{2k}$ | AS-PPA | 6.6-7 | 10.5935 | 18.58 | 2.71 | 2.07 | 65 | 4.2 | 4.3 | 11.1 | 193.6 | 489.0 | 5146.6 |
| eAS-PPA | 6.5-7 | 10.5935 | 18.58 | 2.71 | 2.10 | 65 | 4.2 | 4.6 | 11.1 | 193.6 | 489.0 | 5148.6 |
| eaAS-PPA | 6.5-7 | 10.5935 | 18.58 | 2.71 | 2.07 | 65 | 4.2 | 5.1 | 11.1 | 197.1 | 490.0 | 5149.2 |
| Cauhthy | AS-PPA | 6.1-7 | 18.1334 | 26.03 | 3.81 | 5.03 | 62 | 2.8 | 3.9 | 10.5 | 194.8 | 551.0 | 5112.7 |
| eAS-PPA | 6.3-7 | 18.1334 | 26.03 | 3.81 | 5.03 | 62 | 2.8 | 4.5 | 10.5 | 194.3 | 529.0 | 5107.0 |
| eaAS-PPA | 6.8-7 | 18.1334 | 26.03 | 3.81 | 5.03 | 62 | 2.8 | 5.1 | 10.5 | 196.0 | 508.0 | 5068.3 |

Effect of sieving strategy. In order to visualize the effect of our sieving strategy, we draw the following diagram for $m = 10$, $M = 25$ on E2. In this way, we can observe whether the added components gradually cover $I(\bar{x})$ after each iteration of AS. In Figure 3, the white circles represent the nonzero components of the true solution $\bar{x}$, and the black circles represent the components selected in each sieving. We can find that as
the number of iterations increases, the white circles are gradually covered. This indicates that AS gradually selects the real nonzero components. It verifies that our AS strategy can effectively sieve the components that are nonzero after adding new components each time.

Fig. 3 Schematic diagram of sieving effect in AS-PPA.

6.3 Comparison with Other Methods

In this part, we compare Algorithm 1 with other methods for (1), including Gurobi for the linear programming formulation of (1), Barrodale-Roberts modified simplex algorithm [16] (BR) for LAD formulation of (1) and the iteratively reweighted least squares (IRWLS). The following linear programming formulation is used to solve (1) [2, Page 1709]:

\[
\begin{align*}
\min_{\xi, \eta} & \quad 2[n(n-1)]^{-1} \sum_{i \neq j} \left( \xi_{ij}^+ + \xi_{ij}^- \right) + \lambda \sum_{k=1}^{p} \eta_k \\
\text{s.t.} & \quad \xi_{ij}^+ - \xi_{ij}^- = (b_i - b_j) - (a_i - a_j)^\top x, \quad i, j = 1, 2, \ldots, n, \ i \neq j, \\
& \quad \xi_{ij}^+ \geq 0, \ \xi_{ij}^- \geq 0, \quad i, j = 1, 2, \ldots, n, \ i \neq j, \\
& \quad \eta_k \geq x_k, \ \eta_k \geq -x_k, \quad k = 1, 2, \ldots, p.
\end{align*}
\]  

(28)

We use the Gurobi 9.5.1 package\(^1\) to solve (28)\(^2\). There are \(\frac{n(n-1)}{2}\) equality constraints, \(n(n-1)\) box constraints, \(2p\) inequality constraints, and the dimension of variables is \(n(n-1) + 2p\). For LAD, we use the Fortran code in [45]. For IRWLS, we use IRWLS provided in the RobustSP toolbox\(^3\) by Zoubir et al. [17].

Table 5 and 6 summarizes the results for the small-scale test problems with \(n = 100\), \(p = 400\). All the results are taken average over 50 random runs. From Table 5, we can see that AS-PPA, BP and Gurobi return almost the same solutions due to almost the same function values in \(L_1\), \(L_2\), ME, FP and FN. For IRWLS, FN is significantly different from those given by AS-PPA and Gurobi, indicating that the returned solutions by IRWLS may provide extra false negative components. In terms of cputime, both AS-PPA and Gurobi are much faster than IRWLS and BR, whereas AS-PPA is the fastest one. This can be explained by the fact that BR, Gurobi and IRWLS do not explore the sparsity of solutions. Furthermore, the linear programming problem contains 4950 equality constraints, 9900 box constraints, 800 inequality constraints, and variable dimension is 10700. In BR algorithm, the LAD problem is an \(L_1\) minimization problem on a 5350-dimensional vector. For our AS-PPA, there are 900 variables and 500 equality constraints. This also explains why AS-PPA is faster than Gurobi and BR.

To further investigate the cputime consumed by each method, we choose E2 as a typical example with error \(N(0, 0.25)\) for different \(n\)'s and \(p = 5n\). As we can see from Figure 4(a), the cputime taken by BR and IRWLS increases dramatically whereas Gurobi increases in a slower trend than the above two. In order to see the time comparison more clearly, we show the results of Figure 4(a) in the Table 7. In Table 7, ‘\(-\)’ indicates the cputime is more than one hour, that is after \(n\) reaches 150, the cputime taken by BR exceeds

\(^1\)https://www.gurobi.com/

\(^2\)The ‘deterministic concurrent’ method is used in Gurobi.

\(^3\)https://github.com/RobustSP/toolbox
Table 5 Results on E1 ($n = 100$, $p = 400$).

| Method | Σ | Error | val | $L_1$ | $L_2$ | ME | FP | FN | $\hat{t}(\text{s})$ |
|--------|---|-------|-----|------|------|----|----|----|-----------------|
|        | $N(0, 0.25)$ |        |      |      |      |    |    |    |                 |
| AS-PPA | $\Sigma$   | 2.712 | 0.77 | 0.34 | 0.08 | 8.4 | 0  | 0  | 0.1             |
| Gurobi | $\Sigma$   | 2.712 | 0.77 | 0.34 | 0.08 | 8.4 | 0  | 0  | 4.2             |
| IRWLS  | $\Sigma$   | 2.712 | 0.77 | 0.34 | 0.08 | 8.4 | 0  | 0  | 67.1            |
| BR     | $\Sigma$   | 2.712 | 0.77 | 0.34 | 0.08 | 8.4 | 0  | 0  | 21.5            |
|        | $N(0, 1)$   |        |      |      |      |    |    |    |                 |
| AS-PPA | $\Sigma$   | 3.188 | 1.53 | 0.68 | 0.32 | 8.5 | 0  | 0  | 0.1             |
| Gurobi | $\Sigma$   | 3.188 | 1.53 | 0.68 | 0.32 | 8.5 | 0  | 0  | 4.1             |
| IRWLS  | $\Sigma$   | 3.189 | 1.53 | 0.68 | 0.32 | 39.9| 0  | 0  | 66.7            |
| BR     | $\Sigma$   | 3.189 | 1.53 | 0.68 | 0.32 | 8.5 | 0  | 0  | 20.6            |
|        | $N(0, 2)$   |        |      |      |      |    |    |    |                 |
| AS-PPA | $\Sigma$   | 3.583 | 2.17 | 0.97 | 0.65 | 8.5 | 0  | 0  | 0.1             |
| Gurobi | $\Sigma$   | 3.583 | 2.17 | 0.97 | 0.65 | 8.5 | 0  | 0  | 4.4             |
| IRWLS  | $\Sigma$   | 3.583 | 2.17 | 0.97 | 0.65 | 51.6| 0  | 0  | 72.9            |
| BR     | $\Sigma$   | 3.583 | 2.17 | 0.97 | 0.65 | 8.5 | 0  | 0  | 20.1            |
|        | $\Sigma_3$ |        |      |      |      |    |    |    |                 |
| AS-PPA | $\Sigma_3$ | 2.537 | 1.64 | 0.74 | 0.38 | 8.2 | 0  | 0  | 0.1             |
| Gurobi | $\Sigma_3$ | 2.537 | 1.64 | 0.74 | 0.38 | 8.2 | 0  | 0  | 4.3             |
| IRWLS  | $\Sigma_3$ | 2.538 | 1.64 | 0.74 | 0.38 | 44.9| 0  | 0  | 72.1            |
| BR     | $\Sigma_3$ | 2.537 | 1.64 | 0.74 | 0.38 | 8.2 | 0  | 0  | 20.4            |
|        | $\sqrt{2t_4}$ |      |      |      |      |    |    |    |                 |
| AS-PPA | $\sqrt{2t_4}$ | 4.039 | 2.62 | 1.17 | 0.95 | 8.6 | 0  | 0  | 0.1             |
| Gurobi | $\sqrt{2t_4}$ | 4.039 | 2.62 | 1.17 | 0.95 | 8.6 | 0  | 0  | 4.5             |
| IRWLS  | $\sqrt{2t_4}$ | 4.039 | 2.62 | 1.17 | 0.95 | 61.5| 0  | 0  | 73.3            |
| BR     | $\sqrt{2t_4}$ | 4.039 | 2.62 | 1.17 | 0.95 | 8.6 | 0  | 0  | 20.3            |
|        | Cauthy      |        |      |      |      |    |    |    |                 |
| AS-PPA | Cauthy     | 14.191 | 3.44 | 1.53 | 1.84 | 7.5 | 0  | 0  | 0.2             |
| Gurobi | Cauthy     | 14.191 | 3.44 | 1.53 | 1.84 | 7.5 | 0  | 0  | 4.5             |
| IRWLS  | Cauthy     | 14.191 | 3.44 | 1.53 | 1.84 | 81.7| 0  | 0  | 72.5            |
| BR     | Cauthy     | 14.191 | 3.44 | 1.53 | 1.84 | 7.5 | 0  | 0  | 18.8            |

One hour, while Gurobi and IRWLS exceed one hour after $n$ reaches 300. For those results that take more than an hour, we do not show them in Figure 4(a). In contrast, the time taken by AS-PPA increases the slowest as $n$ grows. Figure 4(b) further zooms in to demonstrate the cputime taken by AS-PPA and Gurobi. As $n$ grows, it can be seen that the cputime by AS-PPA grows slowly whereas the cputime by Gurobi increases dramatically. For $n = 250$, $p = 1250$, AS-PPA takes less than 10 seconds which is much smaller than 150 seconds by Gurobi. The fast speed of AS-PPA can be further explained by the smaller scale of subproblems due to the efficient adaptive sieving strategy, as shown in Figure 5. In Figure 5, the size of each subproblem is much smaller (less than 11%), compared with the scale of the original problem. Due to the above observations, below we only compare with Gurobi.

![Fig. 4 $\hat{t}(\text{s})$ for different methods ($p = 5n$)](image)
Table 6 Results on E2 - E3 (n = 100, p = 400).

| Σ     | Method | val | $l_1$ | $l_2$ | ME   | FP  | FN   | $t(s)$ |
|-------|--------|-----|-------|-------|------|-----|------|--------|
| E2    |        |     |       |       |      |     |      |        |
| $N(0, 0.25)$ | AS-PPA | 12.5636 | 15.79 | 2.49  | 0.60 | 45.4 | 3.2  | 3.5   |
|        | Gurobi | 12.5636 | 15.79 | 2.49  | 0.60 | 45.4 | 3.2  | 5.8   |
|        | IRWLS  | 12.5638 | 15.80 | 2.49  | 0.60 | 45.4 | 3.2  | 71.4  |
|        | BR     | 12.5636 | 15.79 | 2.49  | 0.60 | 45.4 | 3.2  | 583.9 |
| $N(0, 1)$    | AS-PPA | 12.7503 | 20.87 | 3.32  | 1.43 | 44.5 | 5.1  | 3.9   |
|        | Gurobi | 12.7503 | 20.87 | 3.32  | 1.43 | 44.5 | 5.1  | 5.4   |
|        | IRWLS  | 12.7504 | 20.89 | 3.33  | 1.43 | 44.8 | 5.1  | 71.3  |
|        | BR     | 12.7503 | 20.87 | 3.32  | 1.43 | 44.5 | 5.1  | 430.6 |
| $N(0, 2)$    | AS-PPA | 12.9379 | 24.09 | 3.86  | 2.33 | 42.8 | 6.4  | 2.4   |
|        | Gurobi | 12.9379 | 24.09 | 3.86  | 2.33 | 42.9 | 6.4  | 5.4   |
|        | IRWLS  | 12.9380 | 24.10 | 3.87  | 2.34 | 43.0 | 6.4  | 71.5  |
|        | BR     | 12.9379 | 24.09 | 3.86  | 2.33 | 42.9 | 6.4  | 381.4 |
| $M_N$  |        |     |       |       |      |     |      |        |
| $\sqrt{2t_4}$ | AS-PPA | 13.2316 | 26.61 | 4.31  | 3.40 | 41.1 | 7.8  | 2.1   |
|        | Gurobi | 13.2316 | 26.61 | 4.31  | 3.40 | 41.0 | 7.8  | 5.1   |
|        | IRWLS  | 13.2317 | 26.61 | 4.31  | 3.40 | 41.1 | 7.8  | 70.9  |
|        | BR     | 13.2316 | 26.61 | 4.31  | 3.40 | 41.0 | 7.8  | 281.8 |
| Cauchy |        |     |       |       |      |     |      |        |
| $N(0, 0.1)$ | AS-PPA | 2.9327 | 2.76  | 1.09  | 0.29 | 11.5 | 0.0  | 0.1   |
|        | Gurobi | 2.9327 | 2.76  | 1.09  | 0.29 | 11.5 | 0.0  | 4.4   |
|        | IRWLS  | 2.9328 | 2.76  | 1.09  | 0.29 | 127.4 | 0.0  | 70.7  |
|        | BR     | 2.9327 | 2.76  | 1.09  | 0.29 | 11.5 | 0.0  | 24.7  |
| $\Sigma_1$ |       |     |       |       |      |     |      |        |
| $N(0, 1)$ |        |     |       |       |      |     |      |        |
| Cauchy |        |     |       |       |      |     |      |        |
| $N(0, 1)$ |        |     |       |       |      |     |      |        |
| Cauchy |        |     |       |       |      |     |      |        |
| $\Sigma_2$ |       |     |       |       |      |     |      |        |
| Cauchy |        |     |       |       |      |     |      |        |
| $N(0, 1)$ |        |     |       |       |      |     |      |        |
| Cauchy |        |     |       |       |      |     |      |        |
| $\Sigma_3$ |       |     |       |       |      |     |      |        |
| Cauchy |        |     |       |       |      |     |      |        |
Next, we test E1 - E3 on larger-scale problems. That is, \( n = 200, p = 1000 \). As we can see from Table 8, the quality of solutions provided by AS-PPA and Gurobi are the same, indicate by the same values in val, \( L_1 \), \( L_2 \), ME, FP and FN. However, AS-PPA is much faster than Gurobi. Even for E2, which is a difficult case, the cputime consumed by AS-PPA is ten times faster than Gurobi. The reason is that the linear programming problem has 41800 variables with 19900 equality constraints, 39800 box constraints and 2000 inequality constraints. In contrast, for AS-PPA, there are only 2200 variables and 1200 equality constraints and the subproblem in AS algorithm is even in a much smaller scale.

To further demonstrate the performance of AS-PPA, we expand the data scale to \( n = 2000, p = 10000 \). This scale is already beyond the reach of Gurobi, because it needs to generate a matrix of 1999000 \( \times \) 10000, occupying nearly 150G of memory, exceeding the capacity of our laptop. So we only show the results of AS-PPA in Table 9. It can be seen that AS-PPA is quite efficient, even for the difficult example E2. In particular, for the Cauchy distribution of \( \Sigma_3 \) in E2, it takes less than one minute to return a solution.

### 6.4 Comparison with the Safe Feature Screening Method

In this part, we compare AS-PPA with the safe feature screening method proposed in [24]. The method is denoted as Safe-PPA, where PPA is also used to solve the subproblem. We test a sequence of \( \lambda \) with \([0.1\lambda_{\text{max}} : 0.1\lambda_{\text{max}} : \lambda_{\text{max}}]\), where \( \lambda_{\text{max}} \) is derived in [24]. We report the following information as in [24]. The rejection ratio (RR) is the ratio between the number of discarded features by the screening rules and the actual inactive features corresponding to \( \lambda_{\text{max}} \), that is, \( \text{RR} = \frac{|I|}{|\bar{I}|} \), where \( \bar{I} = \{i \mid x_i = 0, i = 1, \ldots, p\} \) is for the solution \( x \) obtained for the original problem, and \( I^s \) is the set of components that are removed after screening, that is, the components that the screening rule takes zeros. The ratio of speed up (Rsp) is defined as \( \frac{T_f}{T_s} \), where \( T_f \) is the time of solving the original problem before screening, \( T_s \) is the time of solving the subproblem after screening.

Table 10 shows the results under different dimensions, where \( \hat{t} \) is the total time of taking 10 values for \( \lambda = [0.1\lambda_{\text{max}} : 0.1\lambda_{\text{max}} : \lambda_{\text{max}}] \). From Table 10, we can see that AS-PPA is the winner in every way. It takes the smallest cputime after using our sieving strategy, and the ratio of speeding up (Rsp) by AS strategy is more than 80 times. For \( n = 10, p = 40000 \), the ratio of speeding up even reaches about 2148 times, which verifies that AS strategy is indeed very efficient. For the datasets with larger \( n \), the sieving efficiency decreases.
of Safe-PPA decreases. Especially on $n = 100, p = 5000$ and $n = 100, p = 10000$ datasets, Safe-PPA can hardly remove the components which is reflected in the RR value of 0. AS-PPA can still remove more than 90% of nonzero components.

### 6.5 Comparison on Square-Root Lasso Model

In addition to the hdr model, a model named square-root lasso is also of the form (1). The square-root lasso model has the form of

$$\min_{x \in \mathbb{R}^p} ||Ax - b||_2 + \lambda ||x||_1.$$
Table 10 Results on E4.

| (n, p)   | Method   | RR  | T₁   | T₂   | Rep  |
|---------|----------|-----|------|------|------|
| (10,5000) | AS-PPA   | 0.9908 | 8.685 | 0.023 | 377.90 |
|         | Safe-PPA | 0.9345 |       | 0.258 | 33.67 |
| (10,10000) | AS-PPA  | 0.9904 | 14.583 | 0.019 | 781.89 |
|         | Safe-PPA | 0.9966 |       | 0.339 | 42.99 |
| (10,40000) | AS-PPA  | 0.9902 | 145.436 | 0.068 | 2148.60 |
|         | Safe-PPA | 0.9892 |       | 3.289 | 44.22 |
| (50,5000) | AS-PPA  | 0.9904 | 14.583 | 0.019 | 781.89 |
|         | Safe-PPA | 0.9966 |       | 0.339 | 42.99 |
| (50,10000) | AS-PPA  | 0.9902 | 145.436 | 0.068 | 2148.60 |
|         | Safe-PPA | 0.9892 |       | 3.289 | 44.22 |
| (50,40000) | AS-PPA  | 0.9902 | 145.436 | 0.068 | 2148.60 |
|         | Safe-PPA | 0.9892 |       | 3.289 | 44.22 |

In [44], the authors transformed the square-root lasso problem into a cone programming problem (CCP) to solve. In [46], Tang et al. proposed a proximal majorization-minimization (PMM) algorithm to solve the square-root lasso problem. In this subsection, we contrast our method with these two methods of square-root lasso model. PMM can solve the square-root lasso model with proper nonconvex regularizations. For comparison, we only fix its loss function as \( L_1 \) norm and do not compare with non-convex regularizations. We choose \( \lambda \) following the way in [44].

We report the numerical results in Tables 11 for different scales of test problems. We report the primal objective value (val), and the computation time (\( \hat{t} \)) in seconds. All the results are taken average over 50 random runs. On the small-scale test problems, we can see that AS-PPA and PMM return the same solutions due to the same objective value. For CCP, the value is slightly larger than the other two. Nevertheless, CCP still takes more time to solve the problem, 20 times as long as AS-PPA. In contrast, the performance of PMM is much better, even though it also takes more than 0.05s. For the problems with \( n = 1000, p = 5000 \), the solutions obtained by AS-PPA and PMM are still basically the same, and the quality is higher than that of CCP. It can be seen that the time consumption of CCP is still the longest, and that of PMM is also longer than that of AS-PPA. This may be because PMM also exploits the sparsity of the model, so although the scale increases, the time increase is not particularly large.

Table 11 Results on E5 - E6.

| Dataset | Error | (n, p) | Method   | val  | \( \hat{t} \) (s) | (n, p) | Method   | val  | \( \hat{t} \) (s) |
|---------|-------|-------|----------|------|------------------|-------|----------|------|------------------|
| E5      | \( N(0,1) \) | (100, 500) | AS-PPA   | 26.8793 | 0.0100 | AS-PPA | 247.6759 | 1.2942 |
|         |       |       | CCP      | 26.9093 | 0.2145 | CCP    | 247.6897 | 9.0384 |
|         |       |       | PMM      | 26.8793 | 0.1162 | PMM    | 247.6759 | 2.2582 |
| E6      | \( \mu/\sqrt{2} \) | (1000, 5000) | AS-PPA | 34.3528 | 0.0093 | AS-PPA | 272.2574 | 1.2861 |
|         |       |       | CCP      | 34.4057 | 0.1754 | CCP    | 272.2851 | 8.9201 |
|         |       |       | PMM      | 34.3528 | 0.0620 | PMM    | 272.2574 | 2.1847 |

7 Conclusion

In this paper, we designed an adaptive sieving algorithm for the hdl lasso problem, which takes full advantage of the sparsity of the solution. When solving the subproblem with the same form as the original model but with a small scale, we used PPA to solve it, which takes full use of the nondifferentiability of the loss function. Extensive numerical results demonstrate that AS-PPA is robust for different types of noises, which verifies the attractive statistical property as shown in [2]. Moreover, AS-PPA is also highly efficient, especially for the case of high-dimensional features, compared with other methods.
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**Appendix A  Calculation of $\partial h(u)$**

**Proposition 8.** Let $h(\cdot)$ be defined as in (2). The following result holds

$$\partial h(u) = \left\{ g + s \in \mathbb{R}^n \mid g_i = c_i - d_i, i = 1, \ldots, n, s = \sum_{k=1}^m s_{Q_k} \right\},$$

where $c_i$ is the number of $u$ less than $u_i$, $d_i$ is the number of $u$ greater than $u_i$. Define the index $Q := \left\{ j \mid \exists u_i, \text{ s.t. } u_i = u_j, i = 1, \ldots, n, j = 1, \ldots, n, i \neq j \right\}$, i.e. $Q$ is the index corresponding to equal components in $u$. $Q = \bigcup_{i=1}^m Q_i$, where $m$ is the number of equal groups in the vector $u$, $Q_k$ is the index corresponding to each equality group. Each $s_{Q_k}$ satisfies $\sum_{p \in Q_k} s_p = 0$, $s_p \in [-|Q_k| + 1, |Q_k| - 1]$, $p \in Q_k$.

**Proof.** Define $f(r) = ||r||_1$ and

$$T = \begin{pmatrix} 1 & -1 & 0 & 0 & \ldots & 0 & 0 \\ 1 & 0 & -1 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & 0 & 0 & 0 & \ldots & 0 & -1 \\ 0 & 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & 0 & -1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 1 & 0 & 0 & \ldots & 0 & -1 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & 1 & -1 \end{pmatrix} \in \mathbb{R}^{\frac{n(n-1)}{2} \times n}, \quad Tu = \begin{pmatrix} u_1 - u_2 \\ u_1 - u_3 \\ \vdots \\ u_1 - u_n \\ u_2 - u_3 \\ u_2 - u_4 \\ \vdots \\ u_2 - u_n \\ u_n - u_{n-1} \end{pmatrix} \in \mathbb{R}^{\frac{n(n-1)}{2}},$$

thus $h(u) = f(Tu)$, $\text{dom} f = \mathbb{R}^{\frac{n(n-1)}{2}}$, the range of $A$ contains at least a point of $\text{ri} (\text{dom} f)$. So

$$\partial h(u) = T^\top \partial f(Tu) = T^\top \partial f(r), \quad \text{(A1)}$$

where $r = Tu$, according to [26, Theorem 23.9].

We define an index $P := \left\{ i \mid r_i = 0, i = 1, \ldots, \frac{n(n-1)}{2} \right\}$, $\bar{P} := \left\{ i \mid r_i \neq 0, i = 1, \ldots, \frac{n(n-1)}{2} \right\}$,

$\partial f(r) := v + \Xi$, where

$$v_i = \begin{cases} \text{sign}(r_i) & i \in P, \\ 0 & i \in \bar{P}, \end{cases} \quad \Xi = \left\{ x \in \mathbb{R}^{\frac{n(n-1)}{2}} \mid x_i \in [-1, 1], \forall i \in P, x_i = 0, \forall i \in \bar{P} \right\}.$$

By (A1), it holds that

$$\partial h(u) = T^\top v + T^\top \Xi = (T^\top)_P v_P + \left\{ s \in \mathbb{R}^n \mid s = (T^\top)_P u, u \in \mathbb{R}^{|P|}, u_i \in [-1, 1], i \in P \right\}.$$
Next, we consider the two parts in the above equation separately.

For the first part, we first define the function \( \delta_{i,j}(u) = \begin{cases} 1 & u_i > u_j \\ -1 & u_i < u_j \\ 0 & u_i = u_j \end{cases} \). For any \( i \)-th row of \( T^\top \),

\[
\sum_{t=1}^{n(s-1)} (T^\top)_{i,t} v_t = \sum_{t \in P} (T^\top)_{i,t} v_t = \sum_{j=1}^{n-1} (-1) \delta_{j,j}(u) + \sum_{j=1}^{n} \delta_{i,j}(u) = \sum_{j=1}^{n} \delta_{i,j}(u) = c_i - d_i,
\]

where \( c_i \) is the number of \( u \) less than \( u_i \), \( d_i \) is the number of \( u \) greater than \( u_i \).

For the second part, the index of zero in \( r \) corresponding to \( Q_k \) of \( u \) is marked as \( P_k \). Obviously, \( Q_p \cap Q_q = \emptyset \), \( P_p \cap P_q = \emptyset \), \( p \neq q \), and \( \bigcup_{k=1}^{m} P_k = P \). We continue to analyze \( \{ s \in \mathbb{R}^n \mid s = (T^\top)_p u, u \in \mathbb{R}^{|P|}, u_i \in [-1,1], i \in P \} \),

\[ s = (T^\top)_p u = \sum_{k=1}^{m} (T^\top)_{p_k} u_{P_k}. \]

In fact, \( (T^\top)_{P_k} \) is all zero except the rows indexed by \( Q_k \) := \{ \( q^1_k, q^2_k, \ldots, q^m_k \) \}. The components of \( (T^\top)_{P_k} u_{P_k} \) is all equal to zero except the components indexed by \( q^1_k, q^2_k, \ldots, q^m_k \). Actually,

\[
(T^\top)_{P_k} u_{P_k} = \begin{bmatrix} 0, \ldots, 0, s^T_{q^1_k}, 0, \ldots, 0, s^T_{q^2_k}, 0, \ldots, 0, s^T_{q^m_k}, 0, \ldots, 0 \end{bmatrix}^\top.
\]

As a result, \( s_Q = 0 \), \( s_Q \) can be divided into \( s_{Q_1}, s_{Q_2}, \ldots, s_{Q_m} \) according to the equal parts in \( u \), and

\[ s_{Q_k} = (T^\top)_{Q_k, P_k} u_{P_k}, \]

where \( (T^\top)_{Q_k, P_k} \) represents a matrix consisting of rows indexed by \( Q_k \) and columns indexed by \( P_k \) of \( T^\top \). This is equivalent to removing the rows in \( (T^\top)_{P_k} \) that are all zeros.

Now we only focus on the part about \( s_{Q_k} \), after removing the part that is 0, it holds that

\[
(T^\top)_{Q_k, P_k} u_{P_k} = \begin{pmatrix} 1 & 1 & \ldots & 1 & 0 & 0 & \ldots & 0 & \ldots & 0 \\ -1 & 0 & \ldots & 0 & 1 & 1 & \ldots & 1 & \ldots & 0 \\ 0 & -1 & \ldots & 0 & -1 & 0 & \ldots & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 & 0 & -1 & \ldots & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 & \ldots & 1 \\ 0 & 0 & \ldots & -1 & 0 & 0 & \ldots & -1 & \ldots & -1 \end{pmatrix} u_{P_k} = s_{Q_k},
\]

We can find

\[
\sum_{p \in Q_k} s_p = (1, \ldots, 1) (T^\top)_{Q_k, P_k} u_{P_k} = (0, \ldots, 0) u_{P_k} = 0.
\]

Overall, the form of \( \partial_h(u) \) is \( \{ g + s \in \mathbb{R}^n \mid g_i = c_i - d_i, i = 1, \ldots, n, s = \sum_{k=1}^{m} s_{Q_k} \} \).

\[ \square \]

**Appendix B Proof of Lemma 1**

To prove Lemma 1, we need the following proposition.

**Proposition 9.** [37, Proposition 2.8] \( \Sigma_Q \) and \( C \) have the same definitions as above, \( \Sigma_Q \) can be expressed as \( \Sigma_Q = \text{Diag}(\Lambda_1, \ldots, \Lambda_N) \), where \( \Lambda_i \) is either the \( n_i \times n_i \) zero matrix \( O_{n_i} \) or the \( n_i \times n_i \) identity matrix \( I_{n_i} \), and any two consecutive blocks cannot be of the same type. Denote \( K := \{ k \mid \Lambda_k = I_{n_k}, k = 1, \ldots, N \} \). Then it holds that

\[
I_n - C^\top (\Sigma_Q C C^\top \Sigma_Q)^{-1} C = \text{Diag}(\Gamma_1, \ldots, \Gamma_N),
\]
where

\[ \Gamma_i = \begin{cases} 
\frac{1}{n_i+1}E_{n_i+1}, & \text{if } i \in K, \\
I_{n_i}, & \text{if } i \notin K \text{ and } i \in \{1, N\}, \\
I_{n_i-1}, & \text{otherwise.}
\end{cases} \]

**Proof of Lemma 1.** For any \( \mathcal{H} \in \partial^2 \varphi_j(x) \), there is

\[ \mathcal{H} = \rho_j (A^\top (I - V_1) A + I - V_2) + \frac{1}{\sigma_k}I, \]

where \( V_1 \in \mathcal{M}(f_1(x)) \) and \( V_2 \in \partial \text{Prox}_{\varphi_j} \| \cdot \|_1(f_2(x)) \). For any \( d \in \mathbb{R}^p \), \( d \neq 0 \), there is

\[ d^\top \mathcal{H} d = \rho_j d^\top (A^\top (I - V_1) A + I - V_2) d + \frac{1}{\sigma_k}d_2^2. \]

Notice that by (26), \( V_2 = \text{Diag}(v) \), where \( v_i \in [0, 1] \). We can see that \( I - V_2 \) is also a diagonal matrix with diagonal elements in \([0, 1]\). Therefore, we have \( d^\top (I - V_2) d \geq 0 \).

On the other hand, by Proposition 6 and Proposition 9, we have

\[ V_1 = P_y P_y^\top (\text{Diag}(\Gamma_1, \ldots, \Gamma_N)) P_y, \]

where \( y = f_1(x) \), \( P_y \in \mathbb{R}^{n \times n} \) is a permutation matrix such that \( y^I = P_y y \). \( \Gamma_i \) and \( K \) are defined as in Proposition 9. Therefore, for \( i \in N \), define

\[ \Theta_i = \begin{cases} 
I_{n_i+1} - \frac{1}{n_i+1}E_{n_i+1}, & \text{if } i \in K, \\
O_{n_i}, & \text{if } i \notin K \text{ and } i \in \{1, N\}, \\
O_{n_i-1}, & \text{otherwise.}
\end{cases} \quad (B2) \]

It is easy to verify that

\[ d^\top A^\top (I - V_1) A d = d^\top A^\top P_y P_y^\top (I - \text{Diag}(\Gamma_1, \ldots, \Gamma_N)) P_y A d 
\]

\[ = d^\top (I - \text{Diag}(\Gamma_1, \ldots, \Gamma_N)) \hat{d} 
\]

\[ = d^\top \text{Diag}(\Theta_1, \ldots, \Theta_N) \hat{d} \quad \text{(by (B2))} \]

\[ = \sum_{i=1}^{N} \hat{d}_{\Theta_i}^2 \Theta_i \hat{d}_{\Theta_i}, \quad (B3) \]

where \( \hat{d} = P_y A d \) and \( \hat{d}_{\Theta_i} \) represents the components of \( \hat{d} \) corresponding to \( \Theta_i \), \( i = 1, \ldots, N \).

Obviously, for \( i \notin K \), \( \hat{d}_{\Theta_i}^2 \Theta_i \hat{d}_{\Theta_i} = 0 \). If \( i \in K \), we only need to show that for any \( v \in \mathbb{R}^r \),

\[ v^\top (I_r - \frac{1}{r} E_r) v \geq 0. \]

Here \( r \in \{n_i + 1 \mid i \in K\} \). Indeed, note that

\[ v^\top \left( I_r - \frac{1}{r} E_r \right) v = \|v\|^2 - \frac{1}{r} \sum_{1 \leq j \leq r} v_j \left( \sum_{1 \leq i \leq r} v_i \right) \]

\[ = \|v\|^2 - \frac{1}{r} \|v\|^2 - \frac{1}{r} \sum_{1 \leq i < j \leq r} 2v_i v_j \]

\[ = \|v\|^2 - \frac{1}{r} \|v\|^2 - \frac{1}{r} \sum_{1 \leq i < j \leq r} (v_i^2 + v_j^2) + \frac{1}{r} \sum_{1 \leq i < j \leq r} (v_i - v_j)^2 \]

\[ = \|v\|^2 - \frac{1}{r} \|v\|^2 - \frac{1}{r} (r-1) \|v\|^2 + \frac{1}{r} \sum_{1 \leq i < j \leq r} (v_i - v_j)^2 \]

\[ = \frac{1}{r} \sum_{1 \leq i < j \leq r} (v_i - v_j)^2 \geq 0. \]

Together with (B3), we have \( d^\top A^\top (I - V_1) A d \geq 0 \), for any \( d \neq 0 \). Consequently, for any \( d \in \mathbb{R}^p \), \( d \neq 0 \), there is \( d^\top \mathcal{H} d \geq \frac{1}{\sigma_k^2} \|d\|_2^2 > 0 \). That is, \( \mathcal{H} \) is positive definite. The proof is finished. \( \Box \)
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