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**A B S T R A C T**

This research aims to develop the methodology to assess effectiveness of distributed information systems (hereinafter IS). The effectiveness of information systems is reviewed along with their reliability. The article underlines the importance of reliability assessment for large geographically distributed systems. We suggest the approach based on the hierarchical presentation of reliability scheme that constitutes the core of the mathematical model for reliability of a distributed system. The key advantage of the suggested approach is its applicability on geographically distributed systems of different architecture. Successful testing during effectiveness and reliability assessment on 3 geographically distributed IS allows to suggest that the developed methodology is ready to be used in IS reliability assessment projects.

1. Introduction

Rapid development of information and communication technologies contributed to the design and development of new large-scale geographically distributed systems that have become an integral part in the progress of state and transnational corporations. A large-scale geographically distributed system can be viewed as a set of interconnected hard and software. If an IS is unreliable or ineffective then a failure of one or several of the critical nodes can crash the whole system. Thus, it is crucial to be able to detect risks in due time and check operation performance of an IS. Regular reliability and effectiveness assessment will help to eliminate these risks [1]. In large geographically distributed IS, these problems are aggravated by the complexity and heterogeneity of IS hardware and software architecture. Thus, effectiveness and reliability assessment becomes especially important [2].

However, if the term reliability is quite clearly defined [3] then the term IS effectiveness is rather vague. Thus, according to the Russian state standard - GOST 34.003-90 – the effectiveness of an automated system means «the extent to which the goal set at the development of an IS is reached» [4]. In order to be able to measure IS effectiveness at the start of IS design developers have to define quality parameters by which system effectiveness will be assessed during operation [5], [6].

The following parameters are specified when an IS operational effectiveness is discussed from a technical point of view [7]:
- Adaptability – the IS property defining the ability to correlate to different functionalities and change accordingly;
- Availability - the IS property defining the availability of system functions and data stored in it at any time;
- Response time - the IS property defining the ability to guarantee timeliness and appropriate performance with consideration of declared performance indicators [8];
- IS reliability;
- Some studies identify other parameters, e.g. usability [9] or information security [10], resistance to external actions, including disaster recovery etc.

Practice has proved that the system of the abovementioned parameters is quite universal [7]. Besides, if we set one of the parameters as a primary one, e.g. reliability, then the rest of the parameters will be considered as restrictions. Alternatively, reliability may be considered as a restriction to other quality parameters. For example, the system may be “absolutely reliable”
but it does not ensure availability of data or timeliness (reasonable response time), thus it cannot be considered effective.

Over the last 25 years there have been many researches dedicated to reliability in the context of IS architecture, data inside this IS and automated processes [5], [6]. However, none of these researches allows to clearly correlate the system reliability with certain distributed nodes and get a unified assessment that can be used in different projects. This article continues the reliability assessment research [11] and is dedicated to the modelling of methodology to assess effectiveness of geographically distributed information systems. The main quality parameter for the purposes of this article is IS reliability, while other parameters are regarded as restrictions.

2. Modelling the reliability of geographically distributed information systems

Reliability is definitely an important parameter of IS effectiveness. According to [12], reliability is an IS property enabling to preserve in time assigned parameters required to fulfill the main function under the influence of malfunctions (failures and breakdowns) of hardware, software and data errors, personnel and users mistakes in standard operational conditions and working environment when maintenance and servicing parameters are specified.

IS consisting of many parts distributed over a large territory have much longer operational lifespan than general life cycle for computer technologies that is normally 5-7 years [13, 14]. For example, reviewed herein IS - Russian Federation Automated System “Vyborg” and “Electronic archive for personal record keeping” of the Russian State Pension Fund –have been operating not less than 20 years [15].

2.1. Task setting for modelling of the methodology to assess effectiveness of distributed information systems

IS reliability assessment in a dynamic environment with the purpose of detection of vulnerable spots in terms of reliability will allow to identify beforehand the areas of possible failures. Besides, it will enable to make a targeted modernization of an IS, and, finally, to save money. Providing this, the task setting for IS reliability assessment method can be formulated as follows:

Given:
1. The set of soft and hardware of an IS (TSSH) \( PT = \{ PT_i \} \)
2. Parametric perturbations on the \( PT \) set in time \( t \):
3. \( \varepsilon(t) – \) reliability violation on the \( PT \) set,
4. Requirements towards reliability parameters \( T = \{ \rho T \} \) on the \( PT \) set

Find:
- A set of reliability parameters assessment models \( PT: \rho \)

Solution:
- Make an IS reliability scheme.
- Develop a general reliability model for this scheme.
- Develop a reliability assessment method.

Supplementary notes:
Reliability can serve as a restriction for other IS quality parameters: availability, response time etc.

Within this task, we do not consider the issues of mass nodes failures of a distributed IS for reasons of catastrophic character.

2.2. The modelling of a reliability scheme for geographically distributed information systems

The development of reliability scheme is the key stage at effectiveness modelling in general and reliability modelling specifically. It is convenient to introduce a reliability scheme for hierarchical geographically distributed IS in the form of graph \( G(V, E) \), where \( V = \{ v_i \} \) is a set of reliability nodes \( v_i \). Every node consists of all soft and hardware stored on a certain closed territory (an office, a building, an organization). \( E = \{ e_j \} \) is a set of communication channels (CC) \( e_j \). Every element of the set \( E \) connects a couple of elements of the set \( V \).

The development of a mathematical reliability assessment model by (network) graph is a difficult task. However, the majority of geographically distributed IS is designed hierarchically, which makes the task considerably easier.

Statement. Reliability scheme of a large hierarchical geographically distributed IS can be introduced in the form of a tree or a forest.

Let us consider an IS structure consisting of one central node and two regional nodes. Let us assume that CC \( e_j \) have communication bandwidth of 4 Mb/s on the region-center level, 2 Mb/s between regions. The formed reliability graph is a network consisting of three nodes and three arcs (see fig.1). Let us assume that data processing power on \( v_i \) nodes of the center-region graph correlates as 2:1 (proportionally to the number of lower-level nodes to one upper-level node). It is useless to make evenly powerful nodes because this will result in overspending at the development of an IS.

The use of Prim algorithm [15] to form a graph tree (in our case a maximum tree) with the starting vertex in the root of the tree (vertex Center) produces a spanning tree without region-region arc. Maximum tree is formed because there is a need to create communication channels that will guarantee implementation of timeliness restrictions at reliability assessment.

Increasing the number of levels in the IS hierarchy by one will produce an IS containing 3 levels of reliability nodes hierarchy \( v_i \): center, region, district. In this IS every region has two districts. Let us assume that CC \( e_j \) have communication bandwidth of 4 Mb/s on the region-center level, 2 Mb/s on the district – region level, 1 Mb/s between districts of the same region, and 2 Mb/s between regions.

The formed reliability graph is a network consisting of seven nodes and nine arcs (see fig.2). Let us assume that data processing power on \( v_i \) nodes of the center-region-district graph correlates as
4:2:1 (proportionally to the number of lower-level nodes to one upper-level node).

Using the same modified Prim algorithm [16] we produce a spanning graph tree without arcs region-region and district-district. Thus, we got the same result for a three-level scheme as for a two-level one (providing we take into account the restriction that CC between nodes of the same hierarchy level are less powerful than CC between nodes of different hierarchy levels).

By applying a mathematical induction method, i.e. increasing the number of levels by addition of child nodes to the leaf node (fig.2) it is possible to form more complex graphs and maximum trees for them.

Providing the above we can formulate the task for reliability scheme modelling in the form of a tree or a forest based on the IS graph scheme.

A graph describing the IS scheme \( G(V, E) \), Where \( V = \{ v_i \} \) is a set of IS reliability nodes. Every node \( v_i = \{ \text{TSSH}_i \} \), \( \text{TSSH}_i \) is a certain set of soft and hardware of a node. \( E = \{ e_j \} \) is a weighted set of all communication channels (CC) \( e_j \). Every element of the set \( E \) connects a couple of elements of the set \( V \). The weight of \( e_j \) means CC communication bandwidth.

Find:
The set of tree-type reliability schemes \( Tr = \{ G'(V, E') \} \), where \( G'(V, E') \) is the maximum tree \( l, V = \{ v_i \} \) is the set of all reliability nodes \( v_i \). \( E' = \{ e_j \} \) is the set of IS communication channels (CC) of the maximum total weight that does not form a cycle. Every element of the set \( E' \) connects a couple of elements of the set \( V \).

Restrictions:
- IS is hierarchically designed;
- The tree is formed by passing the arcs \( G(V, E) \) from the root to the leaves (downwards) with the ban to pass the arcs upwards along the tree.

When a graph has a complex structure (see fig. 3), it may be difficult to locate a maximum tree (trees) because the use of classic Prim algorithm allows inclusion into the tree the arcs from lower levels to upper levels. This is possible, for example, when a starting vertex is Center 3 and there is no CC 5 (see fig.3). It is also possible to get a tree without arcs from vertex Center 3 to regions (see fig.3). Such solution will contradict the flow of main data in an IS.

For such cases, the Prim algorithm should be modified either by addition of the option allowing marking vertices in the data structure as non-visitoble (e.g. in case of a failure) or the introduction into the algorithm of a vertex level label and a forced ban to consider arcs from lower to upper levels of the hierarchy (see fig.4).

If there is a backup data processing center for the central node (e.g. nodes Center 4 and 3 on fig. 3) then end-user processes are still addressing the same data copy at a time. Thus, the central node is considered as single (e.g. by combining vertexes Center 4 and 3 on fig. 3) but in the model it is necessary to consider its backup (e.g. in the basic case using the formula \( K_{c,b} = 1 - (1 - K_c)^n \), where \( n \) is the number of backup nodes for which reliability is defined as \( K_c \)).

If central nodes and communication channels have nominally the same processing power, it is possible to form several different trees if we choose different starting graph vertices, i.e. it is possible to form not a tree but a forest. Forming a forest does not significantly complicate the initial task. According to the reliability assessment model presented below it is necessary to make calculations by several trees and take the minimal assessment.

Forming one or several maximum trees (critical sections) in the general reliability graph is justified because the calculation and reliability scheme is much easier and there is no significant distortion of reliability assessment parameters.

Generally, for every tree (or section) of the initial reliability scheme there is a need to assess reliability according to the further suggested reliability assessment model and choose a minimal model. The complexity of reliability scheme algorithmic modelling depends on the number of vertices in every maximum
After the analysis of such as:

The authors suggested this approach after the analysis of application of reliability assessment methods for large geographically distributed IS [17].

2.3. General reliability assessment model

IS reliability model for vi nodes in general is formed based on the reliability scheme. Then, it is detailed for every vi node depending on available soft and hardware PT = {PTvi} of the vi node.

The general reliability model scheme for a three-level hierarchical distributed IS (see fig.2) is as follows [18]:

\( \rho = K_{r,IS} = K_{r,1} \sum_{j=1}^{N_{l,l,i}}(b_j K_{r,cc,m,j} l_i K_{r,m,m,j} (\sum_{j=1}^{N_{l,l,i}} a_j K_{r,cc,t,i,j} K_{r,t,i,j})) \)

where \( K_{r,1} \) – a reliability parameter for IS top-level objects (a non-detailed object reliability model for objects like data processing centers, central servers, software of central database etc.);

\( b_i = O_{b,i}/\sum_{j=1}^{N_{l,l,i}}O_{b,j} \) – the share of objects serviced by i-node of the middle level IS, \( O_{b} \) – a number of reliability elements serviced by i-node of the middle level IS (\( \sum_{j=1}^{N_{l,l,i}} b_j = 1 \));

\( N_{l,l,i} \) – the number of elements of the middle level IS;

\( K_{r,cc,m,i} \) – TSSH CC reliability parameter between top and middle level;

\( K_{r,m,i,j} \) – parameter of i-node reliability of the middle level IS;

\( a_j = O_{b,j}/\sum_{j=1}^{N_{l,l,i}}O_{b,j} \) – the share of objects serviced by j-node of the low level IS node connected with the middle level i (\( \sum_{j=1}^{N_{l,l,i}} a_j = 1 \)) against general number of low level objects connected with i-node of the middle level IS;

\( N_{l,l,i} \) – the number of low-level nodes connected with i-node of the middle level;

\( K_{r,cc,t,i,j} \) - the TSSH CC reliability parameter of the middle level i-node – low level j-node;

\( K_{r,t,i,j} \) – the reliability parameter of the low level j-node connected with the middle level i-node.

A general model for reliability assessment is formed for availability parameter \( K_r \) (probability that the IS will be functioning at any given time), i.e. for a complex parameter for failure-free performance and recoverability of an IS. However, the choice of a reliability parameter is not crucial in this situation – the methodology shows how to design a reliability scheme, how to transform it into a tree (or a forest), how to form a reliability assessment model according to the scheme (schemes). Similarly, it is possible to form a reliability models for other parameters, such as:

- Planned use parameter \( (K_p) \) is a part of use period when the object must not be on planned maintenance or repair.

- Effectiveness parameter \( (K_d) \) is a ratio of the value of effectiveness parameter when the object is used for its intended purposes for a certain period of operation to the nominal value of this parameter calculated under the condition that the object failures does not happen over the same period. The effectiveness parameter specifies the influence of object failures on its effectiveness when used for its intended purposes.

The suggested model for reliability assessment allows by induction to increase or decrease the number of levels, by calculation of corresponding weighting factors and by addition of the next level standard reliability parameters sum. It should be noted that the failure of a node of any level equals to the failure of all its child nodes. This partly takes into account mass failures.

3. Reliability assessment methodology

Now that the mathematical reliability assessment model is developed, it is time to start modelling the methodology to ensure reliability. It should be started with the elaboration of the terms failure and crash for a certain system, the choice of reliability parameters (availability rate, probability of failure-free performance, operational availability rate).

For the purpose of this research, IS is considered as a complex geographically distributed multifunctional system. Thus, in addition to «Full availability» and «Total crash» states there are many intermediate states with different levels of availability and corresponding performance effectiveness.

The developed model allows defining an IS total crash state - a total system crash is possible at the failure of upper level object and/or failure of all middle level objects and/or all low level objects.

Partial IS failure – the failure of one middle level object, which equals to the failure of all lower level objects handled by this middle level sector of an IS.

3.1. Modelling the methodology for reliability assessment

Summing up the methodology modelling in three major projects (Russian State Automated System “Vybor” [15], Electronic archive for personal record keeping” of the Russian Pension Fund and management system for the concept «Smart City Skolkovo» [16]) we came to the conclusion that it is necessary to undertake the following steps to develop a quantitative reliability assessment methodology and make the actual assessment:

1) Develop a reliability scheme in the form of a graph and detect one or several trees.
2) For every formed tree develop a mathematical model for reliability assessment according to the presented above model specifying the number of node levels.
3) Elaborate the terms for failure and crash of an IS according to its functionality. For example, the system failure is registered if function \( f_i \in F \) cannot be executed for a period of time more than 7 minutes (seconds), where \( F \) is a set of functions, crucial to IS if not executed.
4) Define the terms failure and crash according to the critical number of IS operating nodes. For example, the failure of an IS node is registered if less than \( N \) automated working
stations (AWS) of an IS does not perform required functionality $F$ for a period of time more than $T$ minutes (seconds).

5) Define reliability parameter (parameters), principles of failure and crash probability distributions, restrictions and assumptions at reliability assessment.

6) Define the effect other IS have on the system reliability and adjust the mathematical model taking into account this effect.

7) Develop the form and procedure for the collection of IS reliability statistics data, which include every node and element of IS scheme and reliability model.

8) Collect statistic data on the nodes and reliability elements of the IS.

9) It is recommended to develop mathematical models for reliability parameters, e.g. for timeliness and IS function execution, and the scheme for the use of these parameters at the system reliability assessment. For example, if at the current reliability rate timeliness is not sufficient, then the failure of a node or IS in general is registered. Thus, in the most general case reliability parameters serve as reliability model restrictions.

10) Specify the general mathematical reliability model by every node and reliability element taking into account possibility of backup and influence of other parameters and systems.

11) Calculate system reliability parameters taking into account restrictions (including timeliness and function execution). The calculations are made for every formed i-tree. Then a pessimistic approach is applied, i.e. $K_{r IS} = \min(K_i, IS)$ is chosen.

12) Calculate reliability parameters according to the model described above for every node of every level of the reliability scheme.

13) For reliability nodes for which there are no failure statistics calculate anticipated reliability as the lowest among the same calculated reliability nodes of an IS.

14) If necessary, specify parameters calculations for every node or reliability element.

15) At the end of the calculation make an IS “health chart”, i.e. IS scheme where risky nodes and reliability elements are marked.

16) The overall risk and weaknesses chart used at the detailed reliability assessment is defined by detected critical nodes.

17) If the risks are confirmed by the detailed assessment, it is necessary to develop an action plan to eliminate these risks.

3.2. Specifics of the interpretation of calculation results in the reliability model

Consider a more complex case. A distributed IS consists of several top level nodes, thus it is necessary to form a maximum tree for every vertex and calculate the assessment for every such tree.

As a result we have a set of assessments: $K_{r IS} = \{ K_{r IS} \}$.

In IS reliability assessment we apply a pessimistic approach, i.e. choose $K_{r IS} = \min(K_{r IS})$.

The produced indicators both for IS in general and for every separate reliability node and element are compared against the reliability set $T = \{ P_T \}$ existing on the $PT$ set.

Reliability assessment can be done quite fast with the use of the suggested method. And with the use of some software for calculations even faster. However, the assessment is not too accurate and can be used only for estimated rough calculations.

4. Modelling the effectiveness of distributed information systems

In order to assess effectiveness it is needed not only to model reliability but also develop models of other IS quality performance parameters.

The authors developed the following mathematical models of IS quality parameters for the assessment of IS effectiveness: IS availability and response time (timeliness). These models can be supplemented by IS reliability assessment models as additional restrictions.

4.1. The model for the assessment of IS functions performance availability

Here is the formal task formulation for the IS availability assessment by listed functions.

Given:

1) Functionality volume $F$ (total number of all IS operations by all operation types).
2) Data volume $D$ (total data volume stored in IS database).
3) Restriction $F_d$ (maximum admissible $F$ value that allows to consider IS functional).
4) Restriction $D_d$ (maximum admissible $D$ value that allows to consider IS functional).
5) IS reliability ($K_r$).

Find:

- Probability of availability of the minimum admissible IS functionality and data volume.

Solution:

Mathematical model of availability is the probability to perform IS operation $s$ by a user:

$$P_p(F \geq F_d) = P(F \geq F_d) K_{r IS}$$

And the probability of IS data availability to a user:

$$P_d(D \geq D_d) = P(D \geq D_d) K_{r IS}$$

where $P(F \geq F_d)$ – the probability of performing functionality volume $F$, i.e. performing of IS functions not less than directly set (or admissible) $F_d$ subject to failure-free performance of IS soft and hardware;

$P(D \geq D_d)$ – the probability of availability of data volume $D$ not less than directly set (or admissible) $D_d$ subject to failure-free performance of IS soft and hardware;

$K_{r IS}$ – IS reliability indicator calculated according to the reliability assessment model (see above the general IS reliability assessment) that serves as a restriction of the model.

$$P(F \geq F_d) = n_i / N(i),$$

where $n_i$ – the number of operation of $i$-type (see the list of operation types above) that satisfies the inequation $F \geq F_d$,

$N(i)$ – the total number of operation of $i$-type performed in an IS at the collection and processing of information.

$$P(D \geq D_d) = d / D,$$

where $d$ – the volume of available data.
D – total data volume in an IS.
Additional parameters specifying availability:
- Average percent of IS functions \( F \) availability over a period of \( T \);
- Average percent of IS data \( D \) availability over a period \( T \).

4.2. The model for the assessment of IS functions timeliness (response time)

Here is the formal task formulation for the IS timeliness assessment.

Given:
1) Functionality volume \( F \) (total number of all IS operations by all operation types).
2) Restriction \( T_d \) (maximum admissible time value that provides an IS user with acceptable result of the IS function performance).
3) IS reliability \( K_{R IS} \)

Find:
The probability of IS performance of its functionality in full over a period not less than maximum admissible time

Solution:
The mathematical model for timeliness is defined as the probability of information processing over a period of \( t \) that is not more than the set (admissible) \( T_d \) with reliability restriction:

\[
P_r(t \leq T_d) = P (t \leq T_d) K_{R IS}
\]

where \( P (t \leq T_d) \) – the probability of information processing during operations performance (the types of operations are listed in the first paragraph of the section) in an IS over a period of \( t \) that is not more than the set (admissible) \( T_d \) subject to failure-free performance of soft and hardware;

\( K_{R IS} \) – IS availability indicator (see section 2.4).

In order to calculate all time intervals \( T \) it is necessary to obtain statistics data and find admissible time \( T_d \) allowing to get the probability assessment of function timeliness.

Probability assessment of \( i \)-type function timeliness over a period not exceeding admissible is calculated by the following formula:

\[
P(T_l \leq T_d) = n_i/N(i)
\]

where \( n_i \) – the number of performed \( i \)-type operations \( T_i \) that satisfy the inequation \( T_i \leq T_d \);

\( N(i) \) – the number of operations of \( i \)-type from the set of operations \( F \) \( l=[1,N(i)] \).

5. Practical implementation of reliability assessment methodology

Effectiveness and reliability assessment methods developed according to the suggested by the authors methodology are described in [13, 18]. This methodology can be easily automated. For example, software complex for the assessment of effectiveness and reliability of the Russian Federation Automated System “Vybor” was created based on this methodology.

The suggested methodology formed the basis for the methods used by the Russian Federation Automated System “Vybor” and soft and hardware complex “Electronic archive for personal record keeping” of the Russian Federation Pension Fund. The calculations made according to the implemented methods revealed reliability bottlenecks in IS nodes, which allowed to make their targeted modernization.

Besides, the developed methodology was used at the development of the logic-mathematical model for Skolkovo “Smart city” management system concept for the Skolkovo Innovation center [17]. This allowed to design the management system with regard to reliability and effectiveness on the concept stage and set justified criteria for the selection of soft and hardware solutions at the detailed design stage.

6. Comparison with other approaches and model restrictions

First researches on the reliability assessment of distributed systems were focused on the solution of individual tasks - assessment of mistakes at data transfer or instability of communication channels bandwidth between IS nodes [19], [20]. Engineering approach and special set of tools to assess IS reliability is described in [5] and [6].

The most detailed IS effectiveness assessment model that takes into account not only the quality of the system itself but also the data circulating in it, user experience and other business-oriented parameters is D&M IS Success Model [7]. According to classification [7] the described model assess only technical aspect of the system performance and is similar to approaches based on IS architecture assessment [20], [21]. It can be used along with D&M IS Success Model and supplement it with regard to geographically distributed systems.

Another possible application of the suggested method is its use with IS effectiveness assessment models based on machine learning and data analyses [22]. During machine learning the reliability scheme in force (or any other parameter of IS effectiveness) is adjusted and used for the presentation of the current situation and fast calculation of IS effectiveness parameters.

The majority of researches focuses on “reliability of data” circulating in the system (a process approach) [23] or on failure probability [24] not taking into account architecture specifics of the assessed IS.

The most recent researches on the reliability assessment of distributed systems are mainly based on the use of Markov chains [2], [25] that allow to understand the correlation between the states of different system components, define bottlenecks of a small distributed system. However, it does not allow to get a clear IS reliability assessment comprising over 100 nodes in a dynamic state.

In section 1.2 it is demonstrated that reliability scheme modelling with the use of Prim algorithm is applied for hierarchical systems. The same approach may be employed in the non-hierarchical systems. To do so it is needed to locate one or several central nodes and form the reliability scheme for each of them.

It should be noted that the suggested model does not take into account some important parameters, e.g. it does not cover the issue of data deterioration at the reliability assessment [26] that in future could be considered at the development of reliability scheme or any other parameter of IS effectiveness. A simplified description of the mathematical model was presented in the suggested methodology.
7. Conclusion

This article describes methodology for modelling IS effectiveness that was brought up to the level of applied operational methods that were implemented during the development of the major federal level information systems: the Russian Federation State Automated System “Vyborg”, “Electronic archive for personal record keeping” of the Russian Federation Pension Fund, Skolkovo “Smart city” concept, which is undoubtedly the advantage of this work.

Another advantage of the developed mathematical model is that it takes into consideration a geographically distributed architecture of an IS and has a great potential for extensibility into more complex distributed IS configuration.

In further studies, it is planned to improve Prim algorithm convergence at the formation of critical sections (maximum trees of the reliability scheme), to develop a method for specification of nodes reliability models of the reliability scheme and its automatization with the help of specialized software, to develop a methodology to model other IS quality parameters such as adaptability, resistance to external actions (including actions of catastrophic character).

We plan to develop the software allowing to improve the reliability scheme calculation of certain nodes and elaborate modelling methodology for such effectiveness parameters as adaptability and disaster recovery. The focus of the research will be on the analysis of Prim algorithm convergence at the calculation of several maximum trees.
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