Transfer learning (TL) leverages previously obtained knowledge to learn new tasks efficiently and has been used to train deep learning (DL) models with limited amount of data. When TL is applied to DL, pretrained (teacher) models are fine-tuned to build domain specific (student) models. This fine-tuning relies on the fact that DL model can be decomposed to classifiers and feature extractors, and a line of studies showed that the same feature extractors can be used to train classifiers on multiple tasks. Furthermore, recent studies proposed multiple algorithms that can fine-tune teacher models’ feature extractors to train student models more efficiently. We note that regardless of the fine-tuning of feature extractors, the classifiers of student models are trained with final outputs of feature extractors (i.e., the outputs of penultimate layers). However, a recent study suggested that feature maps in ResNets across layers could be functionally equivalent, raising the possibility that feature maps inside the feature extractors can also be used to train student models’ classifiers. Inspired by this study, we tested if feature maps in the hidden layers of the teacher models can be used to improve the student models’ accuracy (i.e., TL’s efficiency). Specifically, we developed ‘adaptive transfer learning (ATL)’, which can choose an optimal set of feature maps for TL, and tested it in the few-shot learning setting. Our empirical evaluations suggest that ATL can help DL models learn more efficiently, especially when available examples are limited.

1 Introduction

Deep learning (DL) has been used in a broad range of domains, as it learns abstract rules from examples [1, 2, 3]. For instance, DL can generalize visual features from given examples, which are superior to those selected by human experts.
However, DL requires a huge amount of labelled examples and computing resources to learn complex tasks, making its deployment in the real world challenging. Transfer learning (TL), which leverages previously obtained knowledge from one task to learn new tasks more efficiently, may alleviate the demanding requirements of DL. Specifically, when TL is applied to DL, the features/feature maps of pretrained teacher models are reused to build new student models.

Interestingly, it has been thought that initial layers of deep neural networks (DNNs), closer to input layers, learn low-level features (e.g., shapes and edge), and top layers, closer to output layers, learn high-level complex features (e.g., eye and ears). Further, the high-level visual features can often be shared between tasks. For example, cats’ eyes can be used to detect dogs’ eyes. Inspired by this line of thoughts, the last layer (or a few of top layers) of teacher models, which are pretrained on ‘source’ tasks, are fine-tuned to build student models on new ‘target’ tasks. In this fine-tuning (FT) of teacher models, the outputs of feature maps in penultimate layers are used to train final classification layers (FCL) on target tasks. A line of studies suggests that FT, a realization of TL in DL, can train student models rapidly with limited amount of examples, raising the possibility that FT could effectively address the high cost of DL; see [4] for a review.

However, it is not guaranteed that high-level features in the top layers (e.g., penultimate layers) are the optimal features to learn new target tasks. If target and source tasks are significantly different, low-level features would be more suitable to reuse than the high-level ones. Further, an earlier study [10] suggested that ResNet behaves like a collection of shallow networks, which indicates that feature maps in the initial layers can be as valuable as those in top layers. Then, the question is: how do we select the best features? We hypothesized that the best feature maps for target tasks would selectively respond to the classes of target tasks. For instance, if student models need to learn about canine breeds, teacher models’ feature maps, which respond to retrievers but not to corgis, would be the best ones to transfer to student models. To address this hypothesis, we developed ‘adaptive transfer learning (ATL)’ that uses response characteristics of feature maps to identify the best features for target tasks. Once the best feature maps are selected, their outputs are used to train a final classification layer (FCL). In this study, we used ResNet50 pretrained on ImageNet as teacher models, since ResNet [11] may contain equally valuable feature maps across layers [10].

Since TL is commonly used to train DL models with limited amount of training examples, we focused on evaluating ATL’s advantage in the few-shot learning. To this end, we synthesized the few-shot learning problems by selecting a subset of classes in 5 popular benchmark problems (CUB_200_2011 [12], FGVC-Aircraft [13], CIFAR100 [14], Fruits_360 [15] and Omniglot [16]). Specifically, we randomly drew 30 classes from the benchmark datasets and used 5, 10, 15, 20, 25 and 30 classes to mimic 5, 10, 15, 20, 25 and 30-way learning. After choosing the classes, 3, 5 and 10 examples were randomly chosen from the training set as training examples to mimic 3, 5 and 10-shot learning. To evaluate the benefit of ATL, we measured the accuracy of FCL on all available test examples, and our empirical evaluations suggest that ATL can outperform the baseline model, in which the last layer is fine-tuned on target tasks. Based on our results, we propose that ATL can be a simple yet effective solution to DL’s demanding requirements of labelled data.

2 ATL and its evaluation

2.1 Related Works

FT falls into three categories depending on the training methods of student models. First, only the last synaptic layer from penultimate to classification layers is fine-tuned on target tasks [17]. In this approach, the feature extractor is not fine-tuned. Second, a few top layers of the student models are fine-tuned on target tasks. As a few layers of feature extractors are fine-tuned, the feature maps used to train student models’ classifiers are also customized for target tasks [18][19]. Third, all layers of student models can be retrained. Although all layers are retrained, pretrained weights of teacher models allow student models to learn fast with limited amount of examples.

Notably, regardless of the number of layers retrained, the outputs of penultimate layers are used to train FCL on target tasks. The outputs of penultimate layers (i.e., the feature maps in the layer) are flattened to train fully connected classifiers. Multiple studies explored the most effective way to utilize penultimate layers’ features. For instance, high-order interactions between features were estimated by bilinear pooling [24] to train FCL more accurately. Also, two recent studies proposed the algorithms that can dynamically freeze or unfreeze layers (Adaptive filter [25]) or feature maps (Spot Tune [26]) in teacher models. Despite differences in details, both algorithms trained the secondary network models to determine the best policy of feature map selection and thus require sufficient amount of data to train the secondary networks.

We note that ResNet behaves like a collection of shallow networks [10] and that earlier layers (than penultimate layers) of teacher models were found to be more valuable than the late layers for digital pathology (biomedical research) [27].
Inspired by these studies, we sought algorithms to select the optimal features/feature maps across all layers of teacher models. Fig. 1 illustrates our newly proposed approach (ATL). ATL first evaluates the relevance of individual layers to target tasks and select the best (most selective) feature maps in relevant layers. Finally, the outputs of best feature maps are used to train FCL on target tasks. In this study, ResNet50, pretrained on ImageNet, is used as a teacher model. Below, we describe our selection rules of relevant layers and feature maps in detail and discuss the experimental protocols.

### 2.2 Evaluation of relevance of layers to the target tasks

Inspired by earlier studies [28, 29] suggesting that penultimate layers’ activations can reflect the inputs’ classes (i.e., labels), we hypothesized that the relevance of layers to the target tasks could be estimated by examining how well the layers’ outputs are clustered according to the inputs’ classes. That is, if the outputs are well clustered, the selected layers are relevant. In the experiments, we measured how well the layer’s outputs are clustered in three steps. First, we estimated feature maps’ activations induced by training examples and determined the maximal activations in individual maps (Fig. 1B). These maximal activations (i.e., max-pooling) were used to represent the feature maps’ outputs, and we constructed the layers’ reduced activation vector \( LAV^r \) by aggregating the feature maps’ maximal activations. Second, we estimated the centroids of classes by using normalized \( LAV^r \) (Eq. 1).

\[
C_k = \frac{1}{N} \sum_{i=1}^{N} \frac{LAV^r_i}{\| LAV^r \|},
\]

where \( N \) and \( k \) represent the number of examples and the selected class.

Third, we estimated the distances between all pairs of classes’ centroids to obtain the minimum distances (Eq. 2) in layers, which indicates the layers’ relevance scores \( R \); higher minimum distances indicate more relevant layers. We
used R to select the most relevant layers. The exact number of layers is a hyperparameter. In the experiments, top-3 relevant layers were used unless stated otherwise.

\[ R = \min(||C_i, C_j||), \] (2)
where \( C_{i,j} \) represents the centroid of the class i, j (Eq. 1).

2.3 Selection of feature maps in relevant layers

After selecting the relevant layers, we tested if the feature maps in the layers selectively respond to any class of training examples by using ‘t-test’. If feature maps selectively respond to any class, their responses significantly vary depending on the inputs’ classes. For instance, if a feature map is selective to class 1, its responses to class 1 examples will differ from those to other class examples. The t-test computes the probability (p-value) that the two distributions are drawn from the same distribution. That is, lower p-values indicate that the two distributions are significantly different. To use this t-test to evaluate feature map’s selectivity, we estimated \( LAV^r \) to all training examples and used them to build two distributions; that is, we considered the maximal outputs of the feature maps. The first distribution contains \( LAV^r \) induced by a target class, whereas the second distribution contains those induced by all other classes. In k-way learning problems, we estimated p-values for all k classes and determined the minimum p-value for individual feature maps. Finally, the feature maps were selected for the final classification when the minimum p-values are smaller than the predefined threshold value (\( P^\theta \)), which is determined by the maximum threshold value (\( P_{\text{max}} \)) and R (Eq. 2).

\[ P^\theta_l = P_{\text{max}} \frac{R_l}{R_{\text{max}}} \] (3)
where l and \( R_{\text{max}} \) denote layer i.d. and maximum relevance scores.

In the experiments, we noted the strong bias in class preference. That is, many feature maps selectively respond to popular classes, but only a fraction of feature maps respond to non-popular classes. This bias can lead to poor training of FCL. To avoid this problem, we selected the same number of features maps for all classes. Specifically, we estimated the numbers of selective feature maps for all classes and obtained the minimum number of feature maps (\( N_{\text{feature}} \)). Then, we limited the number of feature maps for all classes to be \( N_{\text{feature}} \).

2.4 Experimental protocol

ATL selects feature maps and use their outputs to train FCL on target tasks with two hyperparameters, which are the maximal threshold for p-value \( P_{\text{max}} \) and the number of the layers \( N_{\text{layer}} \). We used \( P_{\text{max}} = 0.4 \) and \( N_{\text{layer}} = 3 \) in the experiments unless stated otherwise. For each benchmark dataset, we chose 30 classes and then used the first 5, 10, 15, 20, 25 and 30 classes to create 5, 10, 15, 20, 25 and 30-way learning problems. That is, a 5-way problem is a subset of 10-way or higher-way problems, and a 10-way problem is a subset of 15-way or higher-way problems. After selecting classes, 3, 5 and 10 examples were randomly drawn from all available training examples to train FCL, and the entire test set was used to evaluate FCL’s accuracy. In this study, we used the original test and training split when available. All models are implemented using Pytorch, open-source python DL library [30]. FCL was trained with ‘Adam’ optimizer [31] for 50 epochs. The initial learning rate \( \lambda \) was 0.01 and then was reduced by 20% at every 10 epochs; other parameters are adopted from the default values of Pytorch implementation of Adam optimizer.

During training, we estimated FCL’s accuracy on the test set at every 5 epoch and selected the best test accuracy as the FCL’s accuracy. We trained 5 independent FCLs for ATL to calculate the average accuracy (\( A_{\text{ATL}} \)). In this study, to build the baseline model, we fine-tuned the last layer of ResNet50 on the same learning problems. For each problem, 5 baseline models were trained and tested to obtain the average accuracy (\( A_{\text{base}} \)). Finally, the performance gain of ATL (\( G = A_{\text{ATL}} - A_{\text{base}} \)) is estimated and reported. If ATL is more beneficial than the traditional FT, \( A_{\text{ATL}} \) would be higher than the accuracy (\( A_{\text{base}} \)) of the baseline model.

3 Results

This section describes the performance gain of ATL in the few-shot learning setting. In the experiments, we created 18 different learning problems (3-different shots \( \times \) 6 different-ways) from a single benchmark problem. Specifically, we tested 3-shot, 5-shot and 10-shot in 5, 10, 15, 20, 25 and 30 ways, and 5 benchmark problems were used.
3.1 Relevance of ResNet50’s layers

To evaluate the relevance of ResNet50’s layers, we estimated the centroids of each class using the normalized activations ($LAV^r$) in individual layers (Eq. 1). Fig. 2A shows the maximum, mean and minimum distances in 48 layers in ResNet50, when 3 training examples are drawn from 5 classes of cub (CUB_200_2011); we excluded the first convolutional layer in our analysis. As shown in the figure, maximum, average and minimum distances show similar envelopes across layers, and the maximum distances vary the most strongly. As penultimate layers’ activations can reflect inputs’ classes [28, 29], we expected them to show the biggest separation (i.e., biggest distance) between classes, but the layer before the penultimate layer shows the greatest separation between classes. We further noted that 1) distances between centroids increase and decrease (roughly) periodically, as the layers go deeper and 2) top layers show homogeneous behaviors across problems (Fig. 2). In fact, the envelopes of the distances between the centroids are strikingly similar even across datasets (Fig. 2B-E). The reasons behind these observations remain unclear, but the results may still provide some insights into ResNet50’s learning process.

3.2 Accuracy of ATL on cub

By using relevance scores ($R$) and t-test (Sections 2.2 and 2.3), we selected feature maps relevant to a 3-shot and 5-way learning problem derived from the cub dataset and used them to train ATL’s FCL (Fig. 1B). The mean values and standard deviations of accuracies of 5 ATL and the baseline models are displayed in Fig. 3A, suggesting that ATL outperforms the baseline model. We added additional classes to the training set until the way (number of classes to learn) reached 30. As shown in Fig. 3A, both ATL and the baseline model become less accurate, as the way increases. Importantly, ATL’s accuracy declines more slowly, and ATL consistently outperforms the baseline model. Further, the performance gain increases, when the way increases.

The result above is encouraging, but we cannot rule out the possibility that the selected training set (30 classes from the cub dataset) selected could accidentally favor ATL over the baseline. Thus, we tested 4 more sets of classes and repeated the same experiments. It should be noted that the same parameters are used in all experiments. In each set, we estimated the performance gains ($G = A_{ATL} - A_{base}$) between ATL and the baseline model in all 90 learning problems (5 sets × 3 possible shots × 6 possible ways). As shown in Fig. 3B, the performance gains in all 5 sets of cub dataset are positive except one (out of 90 problems). We made two germane observations. First, the performance gain and the way are also positively correlated, suggesting that ATL’s benefit grows when the way is bigger. Second, the performance gain is most pronounced in 3-shot learning problems. These results suggest that ATL can become more efficient when problems are more challenging.
Figure 3: Evaluation of ATL depending on the number of classes (i.e., way). (A), Accuracies of the baseline models and ATL on 3-shot learning problems derived the cub dataset. The mean values and standard deviations of 5 experiments are estimated with a single set. (B), Performance gain in all 5 sets of cub. Red, blue and green denotes 3-shot, 5-shot and 10-shot problems. The ‘x’ marks correspond to the mean values over all five sets.

3.3 Accuracy of ATL on other datasets

Encouraged by the results, we applied ATL to learning problems derived from 4 more datasets (aircraft, CIFAR100, Fruits_360 and Omniglot). DL’s performance varies significantly depending on hyperparameters, making empirical evaluation of DL difficult. Both ATL and the baseline models have multiple hyperparameters, which can be optimized for individual learning problems. In this study, instead of empirically optimizing them on each problem, we used the same parameters for all experiments, which are adopted from the cub experiments mentioned above. That is, the results described here may not be the optimal performances of both ATL and the baseline models, but we assume that a better learning algorithm (ATL or the baseline FT) can outperform, on average, with reasonable hyperparameters. Using 4 different datasets (360 learning problems derived from them) and the same hyperparameters, the comparison between ATL and the baseline should still be (approximately) accurate.

Fig. 4 shows the performance gains in all 360 learning problems depending on the way and shot. Each dot represents the performance gain ($A_{ATL} - A_{base}$). We note that 1) ATL consistently outperforms the baseline models in learning problems derived from the aircraft dataset (FGVC-Aircraft), Omniglot and CIFAR 100 and 2) the performance gains on the problems derived from Fruits_360 are negative. We further note that the performance gain is low, when the baseline model is highly accurate, but it is high when the baseline model becomes less accurate (Fig. 5A). For instance, when the baseline models are highly accurate (98.7% for 5-way and 92.1 % for 30-way problems) on learning problems derived from Fruits_360 (see red line in Fig. 5A), ATL cannot provide any benefit (Fig. 4). The performance gain is higher when ATL is trained on learning problems derived from CIFAR100 (purple line in Fig. 5A). These results suggest that ATL can be an effective alternative TL solution when the conventional TL struggles in the few-shot learning setting.

If feature maps are dynamically selected from multiple layers, a large number of feature maps could be chosen. In this case, it is necessary to train a large-scale FCL, which may reduce ATL’s utility. To assess ATL’s required computing resources, we estimated the number of feature maps (i.e., the input size of ATL’s FCL) during 3-shot learning problems. As shown in Fig. 5B, the input size is largely comparable to the size of ResNet50’s penultimate layer. We observed that the input size does not increase rapidly even when the $N_{layer}$ and $P_{max}$ are higher than the default values.

3.4 ATL depending on hyperparameters

ATL requires two hyperparameters ($p_{max}$ and $N_{layer}$) to choose feature maps, and thus we evaluated the performance gain’s dependency on $p_{max}$ and $N_{layer}$ by using 3-shot learning problems derived from the cub and aircraft datasets. Fig. 6 shows the performance gain depending on $N_{layer}$ and $p_{max}$. As shown in the figure, ATL outperforms the baseline model in a wide range of hyperparameters, suggesting that ATL does not require extensive fine-tuning of hyperparameters.

3.5 Multilayer perceptrons as FCL

So far, we have used linear classifiers as FCL, but multilayer perceptrons can be used instead of linear classifiers. Thus, we evaluated ATL by replacing linear classifiers with single hidden layer perceptrons (MLP). The number of hidden
Figure 4: Evaluation of ATL on 4 datasets. (A)-(D), Performance gain on problems derived from the aircraft, omniglot, fruits_360 and CIFAR100. In all panels, red, blue and green denote 3-shot, 5-shot and 10-shot problems. The ‘x’ marks correspond to the mean values over all five sets.

Figure 5: (A), Accuracy of the baseline models on 3-shot problems derived from the cub (blue), aircraft (orange), omniglot (green), fruits_360 (red) and CIFAR100 (purple). (B), Number of selected feature maps for 3-shot learning problems. These numbers correspond to the size of input layers for FCL in ATL. The black dashed line represents the size of ResNet50’s penultimate layer (i.e., the input layer size for conventional FT’s FCL).

Discussion

Here we asked if feature maps in earlier layers of pretrained teacher models can be used to train final classifiers on new target tasks more accurately. To address this question, we developed ATL that selects feature maps from relevant layers. Our empirical evaluations suggest that ATL can outperform the baseline model (the most common TL model) in few-shot learning problems (Figs. 3 and 4) and that the input size of ATL’s FCL are comparable to the size of ResNet50’s penultimate layer (i.e., the input size of the baseline model’s FCL) (Fig. 5B). Based on these results, we propose that ATL can be an effective alternative to the traditional FT/TL, especially when only a few examples are available for a large number of classes (i.e., low-shot but high-way problems).
4.1 ResNet’s operating principles

The normalized distances in ResNet50’s layers are remarkably similar across datasets/problems (Fig. 2). Even top-layers of Omniglot, which is substantially different from other datasets, are almost identical to the top layers of other datasets, leading us to speculate that the normalized distance may reflect the computations occurring in ResNet, instead of the properties of datasets. Specifically, we assume that ResNet repeatedly stretches and shrinks embedding spaces to find the best embeddings in penultimate layers to solve given problems, which we will address in the future.

4.2 Extension to other teacher models

In this study, we tested ResNet50 as a possible teacher model because the earlier study [10] suggested that ResNet can be considered as a collection of shallow models. However, it would be interesting to see if ATL can be extended to other popular pretrained models (teacher models) such as VGG19 [17] or DenseNet [32]. If ATL can be applied to
diverse pretrained models, we could extend ATL to aggregate diverse feature maps from multiple teacher models with different architectures to obtain higher performance gains. We plan to address this possibility in the future.

4.3 Limitation

Lastly, we discuss the limitations of our study. First, we focused on comparing ATL and the baseline model under the same condition and did not perform full hyperparameter search for both ATL and the baseline models. That is, the performance discussed above may not reflect the truly optimal performances of both ATL and the baseline model. Second, ATL is not always better than the baseline model. In the experiments with Fruts_360 problems, ATL is inferior to the baseline model that is highly accurate (Fig. 5A). Third, ATL needs to estimate the relevance of layers and feature maps, requiring additional overhead cost. The price of overhead cost may not be high (Fig. 5B), when ATL is applied to few-shot learning problems, but it would pose some challenges, when ATL is applied to problems with substantial amounts of data. Despite these limitations, our experiments raise the possibility that ATL can be a good alternative to the conventional TL, when the available data is limited.
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