Reinforcement Learning from Partial Observation: Linear Function Approximation with Provable Sample Efficiency

Qi Cai 1  Zhuoran Yang 2  Zhaoran Wang 1

Abstract

We study reinforcement learning for partially observed Markov decision processes (POMDPs) with infinite observation and state spaces, which remains less investigated theoretically. To this end, we make the first attempt at bridging partial observability and function approximation for a class of POMDPs with a linear structure. In detail, we propose a reinforcement learning algorithm (Optimistic Exploration via Adversarial Integral Equation or OP-TENET) that attains an $\epsilon$-optimal policy within $O(1/\epsilon^2)$ episodes. In particular, the sample complexity scales polynomially in the intrinsic dimension of the linear structure and is independent of the size of the observation and state spaces. The sample efficiency of OP-TENET is enabled by a sequence of ingredients: (i) a Bellman operator with finite memory, which represents the value function in a recursive manner, (ii) the identification and estimation of such an operator via an adversarial integral equation, which features a smoothed discriminator tailored to the linear structure, and (iii) the exploration of the observation and state spaces via optimism, which is based on quantifying the uncertainty in the adversarial integral equation.

1. Introduction

Partial observability poses significant challenges for reinforcement learning, especially when the observation and state spaces are infinite. Given full observability, reinforcement learning is well studied empirically (Mnih et al., 2015; Silver et al., 2016; 2017) and theoretically (Auer et al., 2008; Osband et al., 2016; Azar et al., 2017; Jin et al., 2018; Yang & Wang, 2020; Jin et al., 2020b; Ayoub et al., 2020; Kakade et al., 2020; Du et al., 2021). In particular, for infinite state spaces, neural function approximators achieve remarkable successes empirically (Mnih et al., 2015; Berner et al., 2019; Arulkumaran et al., 2019), while linear function approximators become better understood theoretically (Yang & Wang, 2020; Jin et al., 2020b; Ayoub et al., 2020; Kakade et al., 2020; Du et al., 2021). In contrast, reinforcement learning in partially observed Markov decision processes (POMDPs) is less investigated theoretically despite its prevalence in practice (Cassandra et al., 1996; Hauskrecht & Fraser, 2000; Brown & Sandholm, 2018; Rafferty et al., 2011).

More specifically, partial observability poses both statistical and computational challenges. From a statistical perspective, it is challenging to predict future rewards, observations, or states due to a lack of the Markov property. In particular, predicting the future often involves inferring the distribution of the state (also known as the belief state) or its functionals as a summary of the history, which is already challenging even assuming the (observation) emission and (state) transition kernels are known (Vlassis et al., 2012; Golowich et al., 2022). Meanwhile, learning the emission and transition kernels faces various issues commonly encountered in causal inference (Zhang & Bareinboim, 2016). For example, they are generally nonidentifiable (Kallus et al., 2021). Even assuming they are identifiable, their estimation possibly requires a sample size that scales exponentially in the horizon and dimension (Jin et al., 2020a). Such statistical challenges are already prohibitive even for the evaluation of a policy (Nair & Jiang, 2021; Kallus et al., 2021; Bennett & Kallus, 2021), which forms the basis of policy optimization. From a computational perspective, it is known that policy optimization is generally intractable (Vlassis et al., 2012; Golowich et al., 2022). Moreover, infinite observation and state spaces amplify both statistical and computational challenges. On the other hand, most existing results are restricted to the tabular setting (Azizzadenesheli et al., 2016; Guo et al., 2016; Jin et al., 2020a; Xiong et al., 2021), where the observation and state spaces are finite.

In this paper, we study linear function approximation in POMDPs to address the statistical challenges amplified by infinite observation and state spaces. In particular, our con-
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distribution is fourfold. First, we define a class of POMDPs with a linear structure and identify an ill conditioning measure for sample-efficient reinforcement learning. Such an ill conditioning measure corresponds to the undercompleteness in the tabular setting (Jin et al., 2020a). Second, we propose a reinforcement learning algorithm (OP-TENET), which applies to any POMDP admitting the aforementioned linear structure. Moreover, we use a minimax optimization formulation in OP-TENET such that the algorithm can be implemented in a computation-efficient manner even if the dataset is large. Third, we prove in theory that OP-TENET attains an $\epsilon$-optimal policy within $O(1/\epsilon^2)$ episodes. In particular, the sample complexity scales polynomially in the intrinsic dimension of the linear structure and is independent of the size of the observation and state spaces. Fourth, our algorithm and analysis are based on new tools. In particular, the sample efficiency of OP-TENET is enabled by a sequence of ingredients: (i) a Bellman operator with finite memory, which represents the value function in a recursive manner, (ii) the identification and estimation of such an operator via an adversarial integral equation, which features a smoothed discriminator tailored to the linear structure, and (iii) the exploration of the observation and state spaces via optimism, which is based on quantifying the uncertainty in the adversarial integral equation.

1.1. Related Work

Our work is related to a line of recent work on the sample efficiency of reinforcement learning for POMDPs. In detail, Azizzadenesheli et al. (2016); Guo et al. (2016); Xiong et al. (2021) establish sample complexity guarantees for searching the optimal policy in POMDPs whose models are identifiable and can be estimated by spectral methods. However, Azizzadenesheli et al. (2016) and Guo et al. (2016) add extra assumptions such that efficient exploration of the POMDP can always be achieved by running arbitrary policies. In contrast, the upper bound confidence (UCB) method is used in Xiong et al. (2021) for adaptive exploration. However, they require strictly positive state transition and observation emission kernels to ensure fast convergence to the stationary distribution. The more related work is Jin et al. (2020a), which considers undercomplete POMDPs, in other words, the observations are more than the latent states. Their proposed algorithm can attain the optimal policy without estimating the exact model, but an observable component (Jaeger, 2000; Hsu et al., 2012), which is the same for our algorithm design, while only applies to tabular POMDPs.

In a broader context of reinforcement learning with partial observability, our work is related to several recent works on POMDPs with special structures. For example, Kwon et al. (2021) considers latent POMDPs, where each process has only one latent state, and the proposed algorithm efficiently infers the latent state using a short trajectory. Kozuno et al. (2021) considers POMDPs having tree-structured states with their positions in certain partitions being the observations. Compared with general POMDPs, these special structures reduce the complexity of finding the optimal actions, and the corresponding algorithms use techniques closer to those for MDPs. Also, the aforementioned literature only consider tabular POMDPs.

In the context of reinforcement learning with function approximations, our work is related to a vast body of recent progress (Yang & Wang, 2020; Jin et al., 2020b; Cai et al., 2020; Du et al., 2021; Kakade et al., 2020; Agarwal et al., 2020; Zhou et al., 2021; Ayoub et al., 2020) on the sample efficiency of reinforcement learning for MDPs with linear function approximations. These works characterize the uncertainty in the regression for estimating either the model or value function of an MDP and use the uncertainty as a bonus on the rewards to encourage exploration. However, none of these approaches directly apply to POMDPs due to the latency of the states.

1.2. Notation

For any discrete or continuous set $\mathcal{X}$ and $p \in \mathbb{N}$, we denote by $L^p(\mathcal{X})$ the $L^p$ space of functions over $\mathcal{X}$, and $\Delta(\mathcal{X})$ the set of probability density functions over $\mathcal{X}$ when $\mathcal{X}$ is continuous or probability mass functions when $\mathcal{X}$ is discrete. For any $d \in \mathbb{N}$, we denote by $\left[0, d\right]$ the set of integers from 1 to $d$. For a vector $v$ and a matrix $M$, we denote by $[v]_i$ the $i$-th entry of $v$ and $[M]_{i,j}$ the entry of $M$ at the $i$-th row and $j$-th column. We denote by $\| \cdot \|_\mu$ the $L^p$-norm of a vector or value function of an MDP and use the uncertainty as a bonus on the rewards to encourage exploration. However, none of these approaches directly apply to POMDPs due to the latency of the states.

2. Background

2.1. POMDPs

We consider an episodic POMDP $(\mathcal{S}, \mathcal{A}, \mathcal{O}, H, T, \mathcal{E}, \mu, r)$, where $\mathcal{S}$, $\mathcal{A}$, and $\mathcal{O}$ are the state, action, and observation spaces, respectively, $H$ is the length of each episode, $T$ is the state transition kernel from a state-action pair to the next state, $\mathcal{E}$ is the observation emission kernel from a state to its observation, $\mu$ is the initial state distribution, and $r: \mathcal{O} \times \mathcal{A} \rightarrow [0, 1]$ is the reward function defined on the observation and action for each step. We assume that the action space $\mathcal{A}$ has a finite size $A \in \mathbb{N}$, but the state space $\mathcal{S}$ and observation space $\mathcal{O}$ can be infinite (with finite dimensions). Also, we consider the nonhomogeneous setting so that the state transition kernel and observation emission kernel can be different across each step. Hence, we use a
Without loss of generality and for ease of presentation, we assume that the parameter of the state transition kernel $\theta$ and the actions follow the policy $\pi$. In the sequel, we drop the subscript $h$ if the expectation does not depend on it.

Additional Notation: Recall that we denote by $\Pi$ the set of all policies. For notational simplicity, we denote by $\overline{\Pi}$ the set of mixing policies. A mixing policy selects a policy from $\Pi$ randomly and executes such a policy throughout the episode. For any $h \in \mathbb{N}$, we denote by $\tau_h$ the full history,

$$\tau_h = (o_1, a_1, \ldots, o_{h-1}, a_{h-1}, o_h),$$

which includes the action history. We denote by $\Gamma_h$ and $\overline{\Gamma}_h$ the sets of all histories $\tau_h$ and $\tau_h$, respectively. Throughout the paper, we use bold letters for states, actions, and observations to emphasize that they are random variables in a POMDP, whose parameter and policy are specified in the context, while we use regular letters when they are deterministic values.

2.2. Linear Function Approximations

We specify the candidate class of the state transition kernel $T$ and observation emission kernel $E$. We define the following function classes of the conditional state distribution. In detail, we define

$$\mathcal{F}_s = \{p_\theta(s_h = s | s_{h-1} = s, a_{h-1} = a) : (h, \theta, s, a) \in [H] \times \Theta \times \mathcal{S} \times \mathcal{A}\},$$

$$\mathcal{F}_o = \{p_{\theta, \pi}(o_h = o | o_{h+1} = o, a_h = a) : (h, \theta, o, a, \pi) \in [H] \times \Theta \times \mathcal{O} \times \mathcal{A} \times \Pi\}.$$
observation history, while the agent takes the other actions following the policy $\pi$ as specified in the subscript. In the causal inference literature (Pearl, 2009), our notation corresponds to $do(a_k = a)$, which denotes the interventional distribution and differs from the observational distribution. Throughout this paper, we follow such a convention. Also, note that $F_{s}$ corresponds to the state distribution conditioning on the past, while $F'_{s}$ corresponds to that conditioning on the future. As a special case, we have $\mu \in F_{s}$ for $h = 1$ since $s_0$ and $a_0$ do not exist. We define the following function class of the conditional observation distribution,

$$F_o = \{p_{\theta,\pi}(o_{h:h+2} = \cdot \mid a_h = a, a_{h+1} = a') : (h, \theta, a, a', \pi) \in [H] \times \Theta \times A^2 \times \Pi\}. $$

The following assumption restricts the above function classes to two low-dimensional subspaces.

**Assumption 2.1 (Linear Function Approximations).** There exist $d_s, d_o \in \mathbb{N}$ and known distribution functions $\{\psi_i\}_{i=1}^{d_s} \subset \Delta(S)$ and $\{\phi_i\}_{i=1}^{d_o} \subset \Delta(O^3)$ such that we have

- $F_{s}, F'_{s} \subset \text{conh}(\{\psi_i\}_{i=1}^{d_s})$.
- $F_{o} \subset \text{conh}(\{\phi_i\}_{i=1}^{d_o})$.

For ease of presentation, we denote $\{\psi_i\}_{i=1}^{d_s}$ and $\{\phi_i\}_{i=1}^{d_o}$ by $\psi$ and $\phi$, respectively, for the rest of the paper. Assumption 2.1 requires that $F_{s}$, $F'_{s}$, and $F_{o}$ are linearly represented by known bases $\psi$ and $\phi$. See, for example, Du et al. (2021) for the corresponding assumption in MDPs. Note that, when $\psi$ and $\phi$ are the one-hot functions over $S$ and $O^3$, respectively, we recover the tabular setting (Jin et al., 2020a).

The following assumption ensures that the observation is informative for the state. For any $(h, \theta) \in [H] \times \Theta$, we define the observation operator $O_{h}^{\theta} : L^1(S) \rightarrow L^1(O)$ by

$$(O_{h}^{\theta} f)(o) = \int_{S} E_h^{\theta}(o \mid s) \cdot f(s) ds, \quad (2.4)$$

for any $f \in L^1(S)$ and $o \in O$, which maps a state distribution to the observation distribution.

**Assumption 2.2 (Invertible Observation Operators).** For any $(h, \theta) \in [H] \times \Theta$, there exist a known function $Z_{h}^{\theta} : S \times O \rightarrow \mathbb{R}$ and the linear operator $Z_{h}^{\theta} : L^1(O) \rightarrow L^1(S)$ defined by

$$(Z_{h}^{\theta} f)(s) = \int_{O} Z_{h}^{\theta}(s, o) \cdot f(o) do, \quad (2.5)$$

for any $f \in L^1(O)$ and $s \in S$ such that we have

- $Z_{h}^{\theta} O_{h}^{\theta} f = f$ for any $f \in \text{linspan}(\psi)$,
- $\|Z_{h}^{\theta}\|_{1 \rightarrow 1} \leq \gamma$ for a constant $\gamma > 0$.

Assumption 2.2 requires that the observation operator $O_{h}^{\theta}$ defined on linspan($\psi$) is injective, which implies that it has a left inverse $Z_{h}^{\theta}$. Note that the domain of $Z_{h}^{\theta}$ naturally extends to $L^1(O)$. In other words, the observation distribution carries the full information of the state distribution. The (upper bound of the) operator norm $\gamma$ is a measure of ill conditioning, which quantifies the fundamental difficulty, in terms of the information-theoretic limit, of reinforcement learning in the POMDP. See more discussion in Section B, where we prove that both Assumptions 2.1 and 2.2 hold if the state transition kernel and observation emission kernel admit certain a structure. Correspondingly, we provide a detailed form of the function $Z_{h}^{\theta}$ in Section B. Also, we illustrate the connection to the tabular setting (Jin et al., 2020a) therein.

### 3. Algorithm

In this section, we first introduce the finite-memory Bellman operator in Section 3.1 and discuss its estimation in Section 3.2. Then, we present Algorithm 1, which performs optimistic exploration on top of operator estimation, in Section 3.3.

#### 3.1. Finite-Memory Bellman Operator

To cast a POMDP as an MDP, it is necessary to aggregate the observation history and action history as the “state” in an MDP to retrieve the Markov property. In detail, for any $(h, \theta, \pi) \in [H] \times \Theta \times \Pi$, we define the full-memory Bellman operator $F_{h}^{\theta,\pi} : L^\infty(\Gamma_{h+1}) \rightarrow L^\infty(\Gamma_{h})$ by

$$F_{h}^{\theta,\pi} f(\tau_{h}) = E_{\theta,\pi}[f(\tau_{h+1}) \mid \tau_{h} = \tau_{h}],$$

$$= \int O f(o_{h+1} = o_{h+1} \mid \tau_{h} = \tau_{h}, a_{h} = \pi(\tau_{h})) \cdot f(\tau_{h}, \pi(o_{h+1}) do_{h+1}, \quad (3.1)$$

for any $f \in L^\infty(\Gamma_{h+1})$ and $\tau_{h} \in \Gamma_{h}$. Here, the second equality follows from $\tau_{h+1} = (\tau_{h}, a_{h}, o_{h+1})$ with $a_{h} = \pi(\tau_{h})$, which is defined in (2.3). In the sequel, the function $f$ is set as the expected total reward conditioning on the $(h+1)$-step full history $\tau_{h+1} \in \Gamma_{h+1}$ and $F_{h}^{\theta,\pi}$ maps it to the $h$-step counterpart, which resembles backward induction or dynamic programming in MDPs. We denote by $R : \Gamma_{h+1} \rightarrow [0, H]$ the function that maps the $(H+1)$-step full history to the total reward, that is,

$$R(\tau_{H+1}) = r(o_1, a_1) + \cdots + r(o_H, a_H),$$

for any $\tau_{H+1} \in \Gamma_{H+1}$. For any $h \in [H]$, the expected total reward satisfies

$$E_{\theta,\pi}[\sum_{i=1}^{H} r_i \mid \tau_{h} = \tau_{h}] = (F_{h}^{\theta,\pi} \cdots F_{H}^{\theta,\pi} R)(\tau_{h}), \quad (3.3)$$
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for any \( \tau_h \in \Gamma_h \), where the equality follows from recursively applying (3.1) and the tower property of conditional expectation. A direct idea is to evaluate a policy \( \pi \) by estimating the parameter \( \theta \) in (3.3) and optimize \( \pi \) in an iterative manner. However, estimating the operator \( \mathbb{B}_h^{\theta, \pi} \) suffers from the curse of dimensionality since it requires estimating a distribution conditioning on the \( h \)-step full history \( \tau_h \), which is high-dimensional.

**From Full Memory to Finite Memory:** We propose to bypass such an issue by exploiting the independence between the past observation and future observation conditioning on the current state. In detail, for any \((h, \theta, \pi) \in [H] \times \Theta \times \Pi\), we define the finite-memory Bellman operator \( \mathbb{B}_h^{\theta, \pi} : L^\infty(\Gamma_h + 1) \rightarrow L^\infty(\Gamma_h) \) by

\[
(\mathbb{B}_h^{\theta, \pi} f)(\tau_h) = \int_{O^2} f(\pi_h, \tau_h, \tilde{o}_{h+1}) \cdot \mathbb{B}_h^{\theta, \pi}(\tilde{o}_h, \tilde{o}_{h+1}) d\tilde{o}_h d\tilde{o}_{h+1},
\]

for any \( f \in L^\infty(\Gamma_h + 1) \) and \( \tau_h \in \Gamma_h \). Here, the tail-mirrored full history \( \tau_h^f \) and tail-mirrored observation history \( \tau_h^\tilde{f} \) are defined by

\[
\tau_h^f = (\tau_h - a_h, \tilde{o}_h), \quad \tau_h^\tilde{f} = (\tau_h, \tilde{o}_h),
\]

which switch the last observation \( o_h \) by \( \tilde{o}_h \) in the full history \( \tau_h \) and observation history \( \tilde{\tau}_h \), that is, \( \tau_h = (\tau_h - 1, o_h - 1) \) and \( \tilde{\tau}_h = (\tau_h - 1, o_h) \). Also, the function \( \mathbb{B}_h^{\theta, \pi, \sigma} : O^3 \rightarrow \mathbb{R} \) is defined by

\[
\mathbb{B}_h^{\theta, \pi, \sigma}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) = \int_S p_\theta(\tilde{o}_h = \tilde{o}_h, \tilde{o}_{h+1} = \tilde{o}_{h+1} | \tilde{s}_h = \tilde{s}_h, \tilde{a}_h = a) \cdot Z_h^{\theta, \pi, \sigma}(\tilde{s}_h, o_h) d\tilde{s}_h,
\]

for any \( o_h, \tilde{o}_h, \tilde{o}_{h+1} \in O \) and \( a \in A \), where the function \( Z_h^{\theta, \pi, \sigma} \) is defined in Assumption 2.2. Figure 2 illustrates the (random) variables in (3.4) and (3.6). In detail, \( \tilde{s}_h \) is an independent replicate of \( s_h \), that is, they are independent and identically distributed conditioning on \( s_{h-1} \) and \( a_{h-1} \). Note that \( \tilde{s}_h \) is constructed for ease of presentation, and does not exist in practice. Then, the action \( \tilde{a}_h \), state \( \tilde{s}_{h+1} \), and observations \( \tilde{o}_h, \tilde{o}_{h+1} \) are similarly defined. In other words, their distribution conditioning on \( \tilde{s}_h \) and \( \tilde{\tau}_h - 1 \) mirrors the distribution of the action \( a_h \), state \( s_{h+1} \), and observations \( o_h, o_{h+1} \) conditioning on \( s_h \) and \( \tau_{h-1} \). When the state transition kernel and observation emission kernel have a specific parametrization, the function \( Z_h^{\theta, \pi, \sigma} \) has a corresponding parametrization by Assumption 2.2, which allows us to parametrize the function \( \mathbb{B}_h^{\theta, \pi, \sigma} \) in (3.6). See Section B for an example where the state transition kernel and observation emission kernel admit a linear structure. Compared with the full-memory Bellman operator \( \mathbb{B}_h^{\theta, \pi} \), the finite-memory Bellman operator \( \mathbb{B}_h^{\theta, \pi} \) does not involve the distribution of \( o_{h+1} \) conditioning on \( \tau_h \) and \( a_h \). Instead, it involves the distribution of \( \tilde{o}_h \) and \( \tilde{o}_{h+1} \) conditioning on \( \tilde{s}_h \), where the distribution of \( \tilde{s}_h \) is implied by the distribution of the single observation \( o_h \) via the function \( Z_h^{\theta, \pi, \sigma} \). See the following paragraph for more discussion. Moreover, estimating \( \mathbb{B}_h^{\theta, \pi} \) for each \( h \in [H] \) only involves the distribution of \( o_{h-1}, o_h \), and \( o_{h+1} \), which is low-dimensional. See Section 3.2 for more discussion.

**How Finite Memory Works:** For notational simplicity, we denote by \( \sigma_{h-1} \) the event

\[
\tau_{h-1} = \tau_{h-1}, \quad a_{h-1} = a_{h-1}
\]

for any \( h \in [H + 1] \). The following lemma implies that the finite-memory Bellman operator \( \mathbb{B}_h^{\theta, \pi} \) is identical to the full-memory Bellman operator \( \mathbb{B}_h^{\theta, \pi, \sigma} \) in expectation conditioning on \( \sigma_{h-1} \), which allows us to use \( \mathbb{B}_h^{\theta, \pi} \) as a surrogate of \( \mathbb{B}_h^{\theta, \pi, \sigma} \).

**Lemma 3.1 (Operators Equivalence in Expectation).** For any \((h, \theta, \pi, \tau_{h-1}, a_{h-1}) \in [H] \times \Theta \times \Pi \times \Gamma_{h-1} \times A \) and \( f \in L^\infty(\Gamma_h) \), we have

\[
\mathbb{E}_\theta[(\mathbb{B}_h^{\theta, \pi} f)(\tau_h) - (\mathbb{B}_h^{\theta, \pi} f)(\tau_h) | \sigma_{h-1}] = 0.
\]

**Proof.** See Section D.1 for a detailed proof.

To see the intuition behind Lemma 3.1, note that by the definition of \( Z_h^{\theta, \pi, \sigma} \) in Assumption 2.2, we have

\[
\mathbb{E}_\theta[Z_h^{\theta, \pi, \sigma}(\tilde{s}_h, o_h) | \sigma_{h-1}] = p_\theta(\tilde{s}_h = \tilde{s}_h | \sigma_{h-1}),
\]

for any \((\tilde{s}_h, \tau_{h-1}, a_{h-1}) \in S \times \Gamma_{h-1} \times A \). See Section D.1 for a derivation. In other words, \( Z_h^{\theta, \pi, \sigma} \) serves as the bridge function in causal inference (Shi et al., 2020), which recovers the conditional distribution of \( \tilde{s}_h \) from the conditional distribution of \( o_h \). Then, by taking the same conditional expectation on both sides of (3.6), we have

\[
\mathbb{E}_\theta[\mathbb{B}_h^{\theta, \pi, \sigma}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) | \sigma_{h-1}] = p_\theta(\tilde{o}_h = \tilde{o}_h, o_{h+1} = \tilde{o}_{h+1} | \sigma_{h-1}, \tilde{a}_h = a)
\]

which is connected to the integral kernel \( p_\theta(o_{h+1} = \tilde{o}_{h+1} | \tau_{h} = \tau_{h}, \tilde{a}_h = a) \) on the right-hand side of (3.1) via the same conditional expectation

\[
\mathbb{E}_\theta[\mathbb{B}_h^{\theta, \pi, \sigma}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) | \sigma_{h-1}] = \mathbb{E}_\theta[p_\theta(o_{h+1} = \tilde{o}_{h+1} | \sigma_{h-1}, o_h, \tilde{a}_h = a)]
\]

\[
= \int_{O} p_\theta(o_h = \tilde{o}_h, o_{h+1} = \tilde{o}_{h+1} | \sigma_{h-1}, a_h = a) d\tilde{o}_h.
\]

Here the second equality in (3.8) follows from the fact that \((\tilde{a}_h, \tilde{o}_h, \tilde{a}_h)\) is an independent replicate of \((a_h, o_h, o_{h+1}), \)
Figure 2: Illustration of the variables in the definition of $B_h^θ,π$ in (3.4) and (3.6). In detail, $\tilde{s}_h$ is an independent replicate of $s_h$, that is, they are independent and identically distributed conditioning on $s_{h-1}$ and $a_{h-1}$. Note that $s_h$ is constructed for ease of presentation, and does not exist in practice. Then, the action $a_h$, state $s_{h+1}$, and observations $\tilde{o}_h, o_{h+1}$ are similarly defined. In other words, their distribution conditioning on $s_h$ and $\tau_{h-1}$ mirrors the distribution of the action $a_h$, state $s_{h+1}$, and observations $o_h, o_{h+1}$ conditioning on $s_h$ and $\tau_{h-1}$. For notational simplicity, we define the tail-mirrored full history $\tau^i_h = (\tau_{h-1}, a_{h-1}, \tilde{o}_h)$ and tail-mirrored observation history $\tau^i_h$.

that is, they follow the same distribution conditioning on $\sigma_{h-1}$.

**Backward Bellman Recursion:** For any $(h, \theta, \pi) \in [H + 1] \times \mathcal{A} \times \Pi$, we define the value function $V^θ,π_h \in L^∞(\Gamma_h)$ by

$$V^θ,π_h(\tau_h) = (B^θ,π_h \cdots B^θ,π_H R)(\tau_h),$$

for any $\tau_h \in \Gamma_h$, which gives the backward Bellman recursion

$$V^θ,π_h(\tau_h) = (B^θ,π_h V^θ,π_{h+1})(\tau_h),$$

for any $\tau_h \in \Gamma_h$. The following corollary is implied by Lemma 3.1, which relates the value function $V^θ,π_h$ to the expected total reward. Note that $V^θ,π_h$ does not correspond to the “reward-to-go” in the usual value function definition in MDPs since it involves all rewards across the $H$ steps.

**Corollary 3.2.** For any $(h, \theta, \pi) \in [H + 1] \times \Theta \times \Pi$, we have

$$E_{\theta,\pi}[V^θ,π_h(\tau_h) - \sum_{i=1}^H r_i(\sigma_{h-1})] = 0,$$

for any $\tau_{h-1}, \sigma_{h-1} \in \Gamma_{h-1} \times \mathcal{A}$. For $h = 1$, we have $J(\theta, \pi) = E[V^θ,π_1(o_1)]$ since $\tau_1 = o_1$ and $\sigma_0 = \emptyset$, which follows from the definition of $\tau_h$ in (2.3).

**Proof.** See Section D.2 for a detailed proof.

Corollary 3.2 allows us to evaluate a policy $\pi$ by estimating $\{B^θ,π_h\}_{h=1}^H$ instead of $\{P^θ,π_h\}_{h=1}^H$. Meanwhile, $\{V^θ,π_h\}_{h=1}^H$ play a critical role in analyzing the sample complexity.

**3.2. Operator Estimation via Minimax Optimization**

Although the finite-memory Bellman operator $B^θ,π_h$ defined in (3.4) does not involve the observation distribution conditioning on the history, that is, the distribution of $o_{h+1}$ conditioning on $\tau_h$ and $o_h$, it remains unclear how to estimate $B^θ,π_h$ in a sample-efficient manner. Note that, by the definition of $B^θ,π_h$, it suffices to estimate functions $\{B^θ,π_h\}_{a \in \mathcal{A}}$. To this end, we define the operator $\Pi^θ_{h,a} : L^∞(\mathcal{O}^3) \rightarrow L^∞(\mathcal{O}^3)$ for any $(h, a, \theta) \in \{2, \ldots, H\} \times \mathcal{A} \times \Theta$ by

$$\Pi^θ_{h,a}f(o_{h-1}, o_h, o_{h+1}) = \int_{\mathcal{O}^3} f(o_{h-1}, o_h, o_{h+1}) \Pi^θ_{h,a}(o_h, o_{h+1}) d\bar{o}_h d\bar{o}_{h+1},$$

for any $f \in L^1(\mathcal{O}^3)$ and $o_{h-1}, o_h \in \mathcal{O}$. Note that $\Pi^θ_{h,a}$ is a truncated version of $B^θ,π_h$, which drops a few variables that are redundant for operator estimation. The following lemma motivates the estimator of $\Pi^θ_{h,a}$, which uses the definition of $\Pi^θ_{h,a}$.

**Lemma 3.3.** For any $(h, a, a', \pi) \in \{2, \ldots, H\} \times \mathcal{A}^2 \times \Pi$,
we have
\[ \mathbb{E}_X \sim \rho_{h,a,a'}^{\pi} | (\mathbb{E}^g_{h,a} f - f)(X) | = 0, \]
for any \( f \in L^\infty(O^3) \). Here, the distribution \( \rho_{h,a,a'}^{\pi} \in \Delta(O^3) \) is defined by
\[
\rho_{h,a,a'}^{\pi}(o_{h-1}, o_h, o_{h+1}) = \rho^{\pi}(o_{h-1} = o_h, o_h = o_{h+1} = o_{h+1} | a_{h-1} = a, a_h = a'),
\]
for any \( o_{h-1}, o_h, o_{h+1} \in \mathcal{O} \). Also, we have
\[
\| \mathbb{E}^g_{h,a} f - f \|_{\infty} \leq \gamma.
\]

**Proof.** See Section D.3 for a detailed proof. \( \square \)

**Minimax Optimization:** For any \( (h,a',\pi) \in \{2, \ldots, H\} \times \mathcal{A} \times \Pi \), Lemma 3.3 allows us to estimate \( \mathbb{E}^g_{h,a} f \) based on a dataset \( \{D_{h,a,a'}\}_{a,a'} \), where the data points in \( D_{h,a,a'} \) are collected from the distribution \( \rho_{h,a,a'}^{\pi} \). In other words, each episode involves three steps: (a) we execute the exploration policy \( \pi \), which takes the actions \( a_1, \ldots, a_{h-2} \), (b) we take the actions \( a_{h-1} = a \) and \( a_h = a' \) regardless of the observations, and (c) we add the observation tuple \( (o_{h-1}, o_h, o_{h+1}) \) to \( D_{h,a,a'} \). Based on \( \{D_{h,a,a'}\}_{(h,a,a') \in \{2, \ldots, H\} \times \mathcal{A}^2} \), we estimate \( \mathbb{E}^g_{h,a} f \) by solving the following minimax optimization problem,
\[
\min_{\theta \in \Theta} \max_{f \in L^\infty(O^3), \|f\|_{\infty} \leq 1} \mathbb{E}_{X \sim D_{h,a,a'}} [(\mathbb{E}^g_{h,a} f - f)(X)]. \tag{3.14}
\]
Here, \( D_{h,a,a'} \) is the empirical distribution induced by the dataset \( D_{h,a,a'} \). Also, the projection operator \( \mathcal{S} : L^1(O^3) \rightarrow L^1(O^3) \) satisfies that
\[
\mathbb{E}_{X \sim p} [(\mathcal{S} f)(X)] = \int_{O^3} f(x) \cdot p^\dagger(x) \, dx, \tag{3.15}
\]
for any \( f \in L^\infty(O^3) \) and \( p \in \Delta(O^3) \). Here, \( p^\dagger \in L^1(O^3) \) is the projection of \( p \) onto \( \text{linspan}\{ \phi_i \}_{i=1}^{d_o} \). See the definition of \( \mathcal{S} \) in the next paragraph. The minimax optimization problem in (3.14) is motivated by generative adversarial networks. To see the intuition behind (3.14), note that \( f \) serves as the discriminator and \( \mathbb{E}^g_{h,a} f \) serves as the generator. In detail, note that the function \( \mathbb{E}^g_{h,a} f \) in (3.13) is constant with respect to the variable \( o_{h+1} \). Thus, Lemma 3.3 implies that the true generator \( F^g_{h,a} \) recovers the distribution of \( (o_{h-1}, o_h, o_{h+1}) \sim \rho_{h,a,a'}^{\pi} \) (corresponding to the true parameter \( \theta^\ast \)) from the marginal distribution of \( (o_{h-1}, o_h) \). In this case, the true distribution and the (fake) distribution recovered by the generator can not be distinguished by any discriminator in \( L^\infty(O^3) \). When we train the generator and discriminator on a dataset, the discriminator class \( L^\infty(O^3) \) has a too large capacity. Therefore, we employ the projection operator \( \mathcal{S} \) to enforce the finite-dimensional linear structure of \( d_{h,a,a'}^{\pi} \), which reduces the capacity of the discriminator class. Such a projection operator guarantees the generalization power of the solution to (3.14).

**Projection Operator via RKHS:** In the following, we define the projection operator \( \mathcal{S} \). To this end, we consider an RKHS \( \mathcal{H} \) induced by a kernel function \( \mathcal{K} : O^3 \times O^3 \rightarrow \mathbb{R} \). We define the corresponding RKHS embedding \( \mathcal{K} : L^1(O^3) \rightarrow \mathcal{H} \) by
\[
(\mathcal{K} p)(x) = \int_{O^3} \mathcal{K}(x,y) p(y) \, dy, \tag{3.16}
\]
for any \( p \in L^1(O^3) \) and \( x \in O^3 \). Moreover, we define the matrix \( G \in \mathbb{R}^{d_o \times d_o} \) by
\[
[G]_{i,j} = \langle \mathbb{K} \phi_i, \mathbb{K} \phi_j \rangle_{\mathcal{H}} \tag{3.17}
\]
for any \( i, j \in [d_o] \). Recall that the distribution functions \( \{ \phi_i \}_{i=1}^{d_o} \) are defined in Assumption 2.2. The following assumption specifies the regularity condition on \( \mathcal{K} \) and \( \{ \phi_i \}_{i=1}^{d_o} \).

**Assumption 3.4.** The kernel function \( \mathcal{K} \) is bounded and continuous. In particular, we have \( |\mathcal{K}(x,y)| \leq 1 \) for any \( x, y \in O^3 \). Also, we have \( \alpha = \lambda_{\min}(G) > 0 \), where we denote by \( \lambda_{\min}(\cdot) \) the minimum eigenvalue of a matrix and the matrix \( G \) is defined in (3.17).

Here, the continuity of \( \mathcal{K} \) is defined with respect to the topology space \( O^3 \). For example, \( O^3 \) is (embedded as) a subset of some Euclidean space and the continuity of \( \mathcal{K} \) is defined with respect to the corresponding Euclidean distance. The boundedness of \( \mathcal{K} \) is satisfied by many kernel functions, for example, the radial basis function (RBF) kernel \( \text{Smola and Schölkopf, 1998} \). For the positive definiteness of the matrix \( G \), note that, for any \( v = (v_1, \ldots, v_d_o) \in \mathbb{R}^{d_o} \), we have
\[
v^T G v = \sum_{i,j=1}^{d_o} v_i v_j \cdot \langle \mathbb{K} \phi_i, \mathbb{K} \phi_j \rangle_{\mathcal{H}} = \left\| \sum_{i=1}^{d_o} v_i \cdot \mathbb{K} \phi_i \right\|_{\mathcal{H}}^2.
\]
Therefore, to make \( G \) positive definite, it suffices to require \( \mathbb{K} \phi_1, \ldots, \mathbb{K} \phi_{d_o} \) to be linearly independent in \( \mathcal{H} \). With the the kernel function \( \mathcal{K} \) and matrix \( G \) defined above, we can verify that (3.15) holds for the operator \( \mathcal{S} \) defined by
\[
(\mathcal{S} f)(x) = \sum_{i,j \in [d_o]} |G^{-1}|_{i,j} \cdot \mathbb{E}_{Y \sim \mathcal{K}, \phi_j} \left[ \mathcal{K}(x,y) \cdot f(Y') \right], \tag{3.18}
\]
for any \( f \in L^\infty(O^3) \) and \( x \in O^3 \). Here, the distance in the projection from \( p \) to \( p^\dagger \) in (3.15) is defined by
\[
d(p_1,p_2) = \left\| \mathbb{K} p_1 - \mathbb{K} p_2 \right\|_{\mathcal{H}}, \tag{3.19}
\]
for any $p_1, p_2 \in L^1(O^3)$. See Section G.1 for a derivation.

### 3.3. Online Exploration via Optimistic Planning

We present the **Optimistic Exploration via Adversarial Integral Equation (OP-TENET)** algorithm, which incorporates operator estimation into optimistic planning to perform online exploration. In other words, we update the exploration policy in Section 3.2 in an iterative manner. We initialize OP-TENET with any policy $\pi_0 \in \Pi$ and a dataset

$$\{D_{h,a,a'} \mid (h,a,a') \in \{2, \ldots, H\} \times A^2 \} = \emptyset,$$

which are updated subsequently in the $K$ iterations. Each iteration consists of an exploration phase and a planning phase. In the following, we describe the $k$-th iteration for any $k \in [K]$.

**Exploration Phase:** Given the exploration policy $\pi_{k-1}$, we run an episode of the POMDP for each tuple $(h, a, a') \in \{2, \ldots, H\} \times A^2$ following the data collecting scheme defined in Section 3.2 to add an observation tuple $(o_{h-1}, o_h, o_{h+1})$ into the dataset $D_{h,a,a'}$. After the exploration phase of the $k$-th iteration, we have $k$ observation tuples in the dataset $D_{h,a,a'}$ for any $(h, a, a')$. Although the dataset is collected by the exploration policies $\pi_0, \ldots, \pi_{k-1}$ in the $k$ iterations, we can regard it as a dataset collected by the mixing policy

$$\bar{\pi}_k = \text{mixing}\{\pi_0, \ldots, \pi_{k-1}\}.$$  

(3.21)

where each policy is sampled uniformly at random as defined in Section 2.1.

**Planning Phase:** We apply the operator estimation method defined in Section 3.2 to the updated dataset in (3.20) and construct a confidence set of the model parameter $\theta$

$$\Theta_k = \left\{ \theta \in \Theta : L(\theta) \leq \beta \cdot k^{-1/2} \right\},$$  

(3.22)

for a constant $\beta > 0$, where $L(\theta)$ is defined as

$$L(\theta) = \max_{f \in L^{\infty}(O^3) : \|f\|_{\infty} \leq 1} \max_{(h,a,a') \in \{2, \ldots, H\} \times A^2} \mathbb{E}_{X \sim D_{h,a,a'}}\left[|\mathbb{E}_{f \mid X}(X) - \mathbb{E}_{f}(X)|\right].$$  

(3.23)

Given the confidence set defined in (3.22), we update the exploration policy by

$$\pi_k = \arg\max_{\pi \in \Pi} \max_{\theta \in \Theta_k} J(\theta, \pi),$$  

(3.24)

which is the optimal policy with respect to the optimistic value estimator over parameters $\theta$ in the confidence set $\Theta_k$. Recall that $J(\theta, \pi)$ is defined in (2.2). Note that we can perform the computation of (3.24) via a planning oracle for POMDPs (Golowich et al., 2022). In detail, we can reformulate (3.24) as

$$\theta_k = \arg\max_{\theta \in \Theta_k} J\left(\theta, \hat{\pi}(\theta)\right), \quad \pi_k = \hat{\pi}(\theta_k),$$

where the planning oracle $\hat{\pi}(\cdot)$ outputs the optimal policy with respect to any parameter. The constraint $\theta \in \Theta_k$ can further be transformed as a part of the objective via the Lagrangian relaxation. Then, we can apply the stochastic gradient method to obtain $\theta_k$ in a computation-efficient manner. See Section C for more details. At the $(k+1)$-th iteration, we execute the exploration policy $\pi_k$ to collect data, which serves as the next exploration phase. We present OP-TENET in Algorithm 1.

### 4. Theory

In this section, we analyze OP-TENET in Algorithm 1. In Section 4.1, we prove that the policies generated by Algorithm 1 converge to the optimal policy with a polynomial sample complexity. Due to space limit, we defer the proof sketch to Section A in the appendix, where we sketch the proof by three key lemmas.

#### 4.1. Sample Efficiency

The following theorem characterizes the sample complexity of OP-TENET in Algorithm 1.

**Theorem 4.1.** Under Assumptions 2.1, 2.2, and 3.4, for any $\delta > 0$, if we choose a confidence level $\beta$ in Algorithm 1 to such that

$$\beta \geq \delta^{3/2}(\gamma + 1)/\alpha \cdot \sqrt{8 \log(2KH^2/\delta)},$$

(4.1)
Assumption 2.1. Also, quantities $\gamma$ (upper bound of the) operator norm to our best knowledge, Theorem 4.1 is the first polynomial
Recall that $d_o$ and $d_o$ are defined in Assumption 2.1, $\gamma$ is defined in Assumption 2.2, and $\alpha$ is defined in Assumption 3.4.
Note that the first term on the right-hand side of (4.2) is the leading term for a sufficiently large number of iterations $K$. Recall that the state distribution dimension $d_s$ and observation distribution dimension $d_o$ are defined in Assumption 2.1. Also, quantities $\gamma$ and $\alpha$ are defined in Assumptions 2.2 and 3.4, respectively. By Theorem 4.1, if we run OP-TENET for $K$ iterations and sample a policy from $\{\pi_1, \pi_K\}$ uniformly at random, the expected suboptimality of such a policy converges to zero with high probability at the rate of $K^{-1/2}$ up to logarithmic factors. Meanwhile, such a rate depends on $H, A, d_s, d_o, \gamma$, and $1/\alpha$ polynomially. In other words, to obtain an $\varepsilon$-optimal policy for any suboptimality $\varepsilon > 0$, it suffices to run

$$K = \text{poly}(H, A, d_s, d_o, \gamma, 1/\alpha) \cdot O(1/\varepsilon^2)$$

(4.3)

iterations in OP-TENET to collect the data set. Note that the total number of episodes in $K$ iterations is $(H-1)A^2K$. To our best knowledge, Theorem 4.1 is the first polynomial sample complexity upper bound for reinforcement learning in POMDPs that is independent of the number of states and observations. Moreover, the order of $\varepsilon$ is optimal even in the MDP setting (Ayoub et al., 2020), which is a special case of POMDPs. In contrast to the sample complexity results in MDPs, a key difference of Theorem 4.1 is that it involves the (upper bound of the) operator norm $\gamma$ of the bridge operator $\mathcal{O}_H$, which is the left inverse of the observation operator $\mathcal{O}_H$.
Recall that such a left inverse is defined with respect to the finite-dimensional subspace $\text{linspan}(\{\phi_i\}_{i=1}^{d_o})$ of $L^1(\mathcal{O}_H)$ in Assumption 2.2. The (upper bound of the) operator norm $\gamma$ is a measure of ill conditioning, which quantifies the fundamental difficulty, in terms of the information-theoretic limit, of reinforcement learning in the POMDP. In the degenerate case where $\mathcal{O}_H$ is not invertible, Theorem 4.1 provides a trivial upper bound since we have $\gamma = \infty$. On the other hand, such a case contains examples that are fundamentally impossible to solve in a sample-efficient manner, which is implied by information theory (Jin et al., 2020a).
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A. Proof Sketch

In this section, we sketch the proof of Theorem 4.1. In detail, we prove the theorem by three key lemmas. The following lemma provides a decomposition of the difference of expected total rewards in two POMDPs when the parameters are different and the policies are identical. Recall that the function $J$ is defined in (2.2).

Lemma A.1 (Value Decomposition). Under Assumptions 2.1 and 2.2, we have

$$J(\theta, \pi) - J(\theta', \pi) = \sum_{h=1}^{H} E_{\theta', \pi} [(B_{h}^{\theta', \pi} V_{h+1}^{\theta', \pi}(\mathcal{T})_{h}) - (B_{h}^{\theta', \pi} V_{h+1}^{\theta', \pi}(\mathcal{T})_{h})],$$

for any $\theta, \theta' \in \Theta$ and $\pi \in \Pi$. Here, the function $V_{h+1}^{\theta', \pi}$ is defined in (3.10).

Proof. See Section F.1 for a detailed proof.

For any $k \in [K]$, we denote by $\theta_{k} \in \Theta$ the model parameter that is selected in the planning phase of the $k$-th iteration OP-TENET (Algorithm 1), which is defined in (3.24), that is,

$$\theta_{k} = \arg\max_{(\theta, \pi) \in \Theta \times \Pi} J(\theta, \pi).$$

We define the state-dependent error $e_{h}^{k} : S \rightarrow \mathbb{R}$ by

$$e_{h}^{k}(s_{h-1}) = |E_{\theta_{k}, \pi_{k}} [(B_{h}^{\theta_{k}, \pi_{k}} V_{h+1}^{\theta_{k}, \pi_{k}})(\mathcal{T})_{h}) - (B_{h}^{\theta_{k}, \pi_{k}} V_{h+1}^{\theta_{k}, \pi_{k}})(\mathcal{T})_{h}) | s_{h-1} = s_{h-1}|,$$

for any $(k, h, s_{h-1}) \in [K] \times [H] \times S$. Conditioning on the event $\theta_{k} \in \Theta_{k}$, which is shown to occur with high probability in the following lemma, we have

$$J(\theta^{*}, \pi^{*}) - J(\theta_{k}, \pi_{k}) \leq J(\theta_{k}, \pi_{k}) - J(\theta^{*}, \pi_{k}) \leq \sum_{h=1}^{H} E_{\theta_{k}, \pi_{k}} [e_{h}^{k}(s_{h-1})],$$

which follows from Lemma A.1. Also, the following lemma characterizes the right-hand side of (A.3) when we replace the policy $\pi_{k}$ by the mixing policy $\pi_{k}$ defined in (3.21).

Lemma A.2 (Statistical Guarantee). Under Assumptions 2.1, 2.2, and 3.4, for any $\delta > 0$, by choosing the confidence level $\beta$ in OP-TENET (Algorithm 1) such that it satisfies (4.1), with probability at least $1 - \delta$, we have

- $\theta^{*} \in \Theta_{k},$
- $E_{\theta^{*}, \pi_{k}} [e_{h}^{k}(s_{h-1})] \leq 2H A^{2} \gamma^{2} \beta \cdot k^{-1/2},$

for any $(k, h) \in [K] \times [H]$.

Proof. See Section F.2 for a detailed proof.

To characterize the right-hand side of (A.3), it remains to connect $E_{\theta^{*}, \pi_{k}} [e_{h}^{k}(s_{h-1})]$ with $E_{\theta^{*}, \pi_{k}} [e_{h}^{k}(s_{h-1})]$, which involve different state distributions. The connection is established in the following lemma.

Lemma A.3 (Telescope of Error). Under Assumptions 2.1 and 2.2, for any $h \in [H]$, we have

$$\sum_{k=1}^{K} E_{\theta^{*}, \pi_{k}} [e_{h}^{k}(s_{h-1})] \leq 4\gamma d_{s} H + 2d_{s} \log K \cdot \max_{k \in [K]} (k \cdot E_{\theta, \pi_{k}} [e_{h}^{k}(s_{h-1})]).$$

Proof. See Section F.3 for a detailed proof.

Combining (A.3) with Lemmas A.2 and A.3, we obtain Theorem 4.1. See Section E for a detailed proof.
B. Examples: Linear Kernel POMDPs

In this section, we show examples of the candidate class of the state transition kernels and observation emission kernels, which satisfy our assumptions in the main paper. In particular, we consider the following definition of linear kernel POMDPs.

**Definition B.1 (Linear Kernel POMDPs).** We say that

$$\mathcal{L} = \{(S, A, O, H, \mathcal{T}^{\theta}, \mathcal{E}^{\theta}, \mu, r) : \theta \in \Theta\}$$

is a linear kernel POMDP set, if each state transition kernel \(\mathcal{T}^{\theta}\) and observation emission kernel \(\mathcal{E}^{\theta}\) in the set take the form,

$$\mathcal{T}^{\theta}_{h}(s' | s, a) = u(s')^{\top} M_{h,a}^{\theta} v(s), \quad \mathcal{E}^{\theta}_{h}(o | s) = q(o)^{\top} g_{h}^{\theta}(s),$$  \hspace{1cm} (B.1)

for any \((h, \theta, s, s', a, o) \in [H] \times \Theta \times S^2 \times A \times O\). Here, \(u, v, q, \) and \(g_{h}^{\theta}\) are non-negative vector-valued functions with dimensions \(d_u, d_v, d_q,\) and \(d_q\), respectively. The matrix \(M_{h,a}^{\theta} \in \mathbb{R}^{d_u \times d_v}\) has non-negative entries. Moreover, we have

$$[u(\cdot)]_i \in \Delta(S), \quad [q(\cdot)]_e \in \Delta(O), \quad \text{for any } (i, j) \in [d_u] \times [d_q].$$

The following lemma shows that tabular POMDPs are linear kernel POMDPs.

**Lemma B.2.** For any finite state space \(S\), finite observation space \(O\), action space \(A\), episode length \(H\), initial distribution \(\mu\), and reward function \(r\), we can define a linear kernel POMDP set \(\{(S, A, O, H, \mathcal{T}^{\theta}, \mathcal{E}^{\theta}, \mu, r) : \theta \in \Theta\}\) following **Definition B.1**, which consists of all possible POMDPs with the aforementioned elements.

**Proof.** We define \(\Theta\) as the set of all possible pair \((\mathcal{T}, \mathcal{E})\) such that \(\mathcal{T}\) is a state transition kernel and \(\mathcal{E}\) is an observation emission kernel with respect to the state space \(S\), action space \(A\), observation space \(O\), and episode length \(H\). We let \(d_u = d_v = |S|\) and \(d_q = |O|\). For any \(\theta = (\mathcal{T}, \mathcal{E}) \in \Theta\), we define

$$[M_{h,a}^{\theta}]_{s',s} = \mathcal{T}_{h}(s' | s, a), \quad [q_{h}^{\theta}]_{o} = \mathcal{E}_{h}(o | \cdot),$$

for any \((h, s, s', a, o) \in [H] \times S^2 \times A \times O\). Also, we define

$$[u(\cdot)]_s = 1\{s = \cdot\}, \quad [v(\cdot)]_s = 1\{s = \cdot\}, \quad [q(\cdot)]_o = 1\{o = \cdot\},$$

for any \((s, o) \in S \times O\). Then, by noting that we have \(\mathcal{T}^{\theta} = \mathcal{T}\) and \(\mathcal{E}^{\theta} = \mathcal{E}\) following the definitions of \(\mathcal{T}^{\theta}\) and \(\mathcal{E}^{\theta}\) in **Definition B.1**, we conclude the proof of Lemma B.2.

\[ \Box \]

B.1. Verification of Assumption 2.1

Recall that in reinforcement learning for a POMDP, the state transition kernel and observation emission kernel are unknown elements of the POMDP. We say that the candidate class of the POMDP is a linear kernel POMDP set \(\mathcal{L} = \{(S, A, O, H, \mathcal{T}^{\theta}, \mathcal{E}^{\theta}, \mu, r) : \theta \in \Theta\}\) when the candidate class of the state transition kernel and observation emission kernel is \(\{\mathcal{T}^{\theta}, \mathcal{E}^{\theta}\} : \theta \in \Theta\}\) and other elements of the POMDP are determined as \((S, A, O, H, \mu, r)\). The following lemma shows that any linear kernel POMDP set satisfies the linear function approximation assumption (Assumption 2.1).

**Lemma B.3.** When the candidate class of the POMDP is a linear kernel POMDP set \(\mathcal{L}\) as defined in **Definition B.1**, we have that Assumption 2.1 holds with

$$d_u \leq d_a(d_v + 1) \quad \text{and} \quad d_o \leq d_q^3.$$  

Recall that \(d_u, d_v,\) and \(d_q\) are the vector-valued function dimensions in the definition of \(\mathcal{L}\), and \(d_a, d_o\) are the number of basis distribution functions in Assumption 2.1.

**Proof.** We prove the lemma by constructing the basis distribution functions \(\{\psi_i\}_{i=1}^{d_u}\) and \(\{\phi_i\}_{i=1}^{d_u}\) satisfying Assumption 2.1.
**State Distribution:** Note that to make \( \mathcal{F}_s \in \text{conh}\{\psi_i\}_{i=1}^{d_s} \), it suffices to let \( \{u_i\}_{i=1}^{d_u} \) be a subset of \( \{\psi_i\}_{i=1}^{d_s} \). In the following, we construct the rest elements of \( \{\psi_i\}_{i=1}^{d_s} \) to make \( \mathcal{F}_s \in \text{conh}\{\psi_i\}_{i=1}^{d_s} \). For any \((h, \theta, \pi, s_h, a_h, o_h+1) \in [H] \times \Theta \times S \times A \times O\), we have

\[
p_{\theta, \pi}(s_h = s_h, o_{h+1} = o_{h+1} | a_h = a_h)
= \int_{S} \mathcal{E}_{h+1}^\theta(o_{h+1} | s_{h+1}) \cdot \mathcal{T}_h^\theta(s_{h+1} | s_h, a_h) \, ds_{h+1} \cdot p_{\theta, \pi}(s_h = s_h)
= \left( \int_{S} \mathcal{E}_{h+1}^\theta(o_{h+1} | s_{h+1}) \cdot u(s_{h+1})^T M_{h, a_h}^\theta \, ds_{h+1} \right) v_h(s_h) \cdot p_{\theta, \pi}(s_h = s_h), \tag{B.2}
\]

where the second equality is by the form of \( \mathcal{T}_h^\theta \) in Definition B.1. Similarly, we have

\[
p_{\theta, \pi}(s_h = s_h) = \mathbb{E}_{\theta, \pi}[\mathcal{T}_{h-1}^\theta(s_h | s_{h-1}, a_{h-1})]
= u(s_h)^T \mathbb{E}_{\theta, \pi}[M_{h, a_{h-1}}^\theta v_{h-1}(s_{h-1})]. \tag{B.3}
\]

For notational simplicity, we define the vectors

\[
\zeta_1 = \left( \int_{S} \mathcal{E}_{h+1}^\theta(o_{h+1} | s_{h+1}) \cdot u(s_{h+1})^T M_{h, a_h}^\theta \, ds_{h+1} \right)^T,
\]

\[
\zeta_2 = \mathbb{E}_{\theta, \pi}[M_{h, a_{h-1}}^\theta v_{h-1}(s_{h-1})]. \tag{B.5}
\]

Then, combining (B.2)-(B.5), we can write

\[
p_{\theta, \pi}(s_h = s_h | o_{h+1} = o_{h+1}, a_h = a_h)
= \frac{p_{\theta, \pi}(s_h = s_h, o_{h+1} = o_{h+1} | a_h = a_h)}{p_{\theta, \pi}(o_{h+1} = o_{h+1} | a_h = a_h)}
= \frac{\zeta_1^T v_h(s_h) u(s_h)^T \zeta_2}{p_{\theta, \pi}(o_{h+1} = o_{h+1} | a_h = a_h)}. \tag{B.6}
\]

Note that we can rewrite (B.6) in a linear form,

\[
p_{\theta, \pi}(s_h = \cdot | o_{h+1} = o_{h+1}, a_h = a_h) = \left\langle v(\cdot) u(\cdot)^T, \frac{\zeta_1^T v_h(s_h) u(s_h)^T \zeta_2}{p_{\theta, \pi}(o_{h+1} = o_{h+1} | a_h = a_h)} \right\rangle_{tr},
\]

where \( \langle \cdot, \cdot \rangle_{tr} \) represents the trace inner product of matrices. Therefore, we know that any function in \( \mathcal{F}_s' \) can be represented as a convex combination of the functions

\[
\{v(\cdot)_i \cdot u(\cdot)_j\}_{1 \leq i \leq [d_u], j \leq [d_s]}.
\tag{B.7}
\]

Then, by normalizing each function in (B.7) as a probability distribution function, we obtain \( d_u d_s \) distribution functions, whose convex combination contains all elements of \( \mathcal{F}_s' \). Thus, by denoting the set of such distribution functions plus \( \{u_i\}_{i=1}^{d_u} \) by \( \{\psi_i\}_{i=1}^{d_s} \), we have

\[
d_s = d_u (d_v + 1), \quad \text{and} \quad \mathcal{F}_s \cup \mathcal{F}_s' \subset \text{conh}\{\psi_i\}_{i=1}^{d_s}.
\]

**Observation Distribution:** In the following, we construct the basis distribution functions \( \{\phi_i\}_{i=1}^{d_u} \) such that \( \mathcal{F}_o \subset \text{conh}\{\phi_i\}_{i=1}^{d_u} \). Note that, for any \((h, \pi, o_h, o_{h+1}, o_{h+2}, a_h, a_{h+1}) \in [H - 1] \times \Theta \times O^3 \times A^2\), we have

\[
p_{\theta, \pi}(o_h = o_h, o_{h+1} = o_{h+1}, o_{h+2} = o_{h+2} | a_h = a_h, a_{h+1} = a_{h+1})
= \int_{S^3} p_{\theta, \pi}(s_h = s_h) \cdot \mathcal{E}_h^\theta(o_h | s_h, a_h) \cdot \mathcal{T}_h^\theta(s_{h+1} | s_h, a_h) \cdot \mathcal{E}_{h+1}^\theta(o_{h+1} | s_{h+1})
\cdot \mathcal{T}_{h+1}(s_{h+2} | s_{h+1}, a_{h+1}) \cdot \mathcal{E}_{h+2}^\theta(o_{h+2} | s_{h+2}) \, ds_h \, ds_{h+1} \, ds_{h+2}
= \sum_{i,j,\ell=1}^d \omega_{i,j,\ell} \cdot q_i(o_h) \cdot q_j(o_{h+1}) \cdot q_{\ell}(o_{h+2})
\tag{B.8}
\]
where \( \{\omega_{i,j,\ell}\}_{i,j,\ell \in [d_o]} \) are defined by
\[
\omega_{i,j,\ell} = \int_{S^3} p_{\theta,\pi}(s_h = s_h) \cdot T^\theta_{h+1}(s_{h+1} \mid s_h, a_h) \cdot T^\theta_{h+2}(s_{h+2} \mid s_{h+1}, a_{h+1}) \cdot [g^\theta_h(s_h)]_i \cdot [g^\theta_h(s_{h+1})]_j \cdot [g^\theta_h(s_{h+2})]_\ell \, ds_h \, ds_{h+1} \, ds_{h+2}.
\]
following the definition of \( \mathcal{E}^\theta \) in Definition B.1. For any \( i, j, \ell \in [d_q] \), we define the distribution function \( \phi_{i,j,\ell} \in \Delta(O^3) \) by
\[
\phi_{i,j,\ell}(o_h, o_{h+1}, o_{h+2}) = q_i(o_h) \cdot q_j(o_{h+1}) \cdot q_\ell(o_{h+2})
\]
for any \( o_h, o_{h+1}, o_{h+2} \in O \). Then, by (B.8), we have \( \mathcal{F}_\alpha \subset \text{conh}(\{\phi_{i,j,\ell}\}_{i,j,\ell=1}^{d_q}) \). Reorganizing the index, we can write \( \{\phi_i\}_{i=1}^{d_h} = \{\phi_{i,j,\ell}\}_{i,j,\ell=1}^{d_q} \) with \( d_o = d_q^3 \).

Therefore, we conclude the proof of Lemma B.3. \( \square \)

### B.2. Verification of Assumption 2.2

For any \( (h, i) \in [H] \times [d_i] \), we define \( \nu_{h,i} \in \Delta(O^3) \) by
\[
\nu_{h,i}(o) = \int_{S} \mathcal{E}^\theta(o_h \mid s_h) \cdot \psi_i(s_h) \, ds_h \tag{B.9}
\]
for any \( o \in O \). Recall that \( \{\psi_i\}_{i=1}^{d_h} \) are the basis distribution functions in Assumption 2.1, and we prove their existence when the candidate class of the POMDP is a linear kernel POMDP set in Section B.1. Let \( \tilde{K} \) be a kernel function (different from the kernel function \( K \) in Section 3.2) defined on \( O \times O \). For any \( h \in [H] \), we define the matrix \( \Lambda_h \in \mathbb{R}^{d_i \times d_i} \) by
\[
[\Lambda_h]_{i,j} = \mathbb{E}_{a \sim \nu_{h,i}, o \sim \nu_{h,j}} [\tilde{K}(o, o')], \quad \text{for any } i, j \in [d_i]. \tag{B.10}
\]

Similar to Assumption 3.4, the following assumption specifies the regularity condition on \( \tilde{K} \) and \( \{\nu_{h,i}\}_{h \in [H], i \in [d_i]} \).

**Assumption B.4.** The kernel function \( \tilde{K} \) is bounded. In particular, we have \( |\tilde{K}(x, y)| \leq 1 \) for any \( x, y \in O \). Also, we have \( \Lambda_h \succ 0 \) for any \( h \in [H] \).

Note that for any \( h \in [H] \), similar to the discussion under Assumption 3.4, the positive definiteness of the matrix \( \Lambda_h \) requires the RKHS embedding of \( \nu_{h,1}, \ldots, \nu_{h,d_i} \) to be linearly independent. Here, the RKHS and the corresponding RKHS embedding (operator) are defined with respect to the kernel function \( \tilde{K} \). As a special case, when the state space \( S \) and observation space \( O \) are finite, we let

\[
\tilde{K}(x, y) = 1\{x = y\}, \quad \text{for any } x, y \in O,
\]

and \( \{\psi_i\}_{i=1}^{d_h} = \{1\{s = \cdot\}\}_{s \in S} \) with \( d_s = |S| \). Note that for a finite state space \( S \), the integral in (B.9) is defined with respect to the counting measure over \( S \). Then, Assumption B.4 is equivalent to requiring the vectors \( \{\mathcal{E}_h(\cdot \mid s) \in \mathbb{R}^{d_o}\}_{s \in S} \) be linearly independent for any \( h \in [H] \), which recovers the undercompleteness assumption in (Jin et al., 2020a).

The following lemma shows that any linear kernel POMDP set satisfies the invertible observation operators assumption (Assumption 2.2), given the aforementioned linear independence condition.

**Lemma B.5.** Suppose the candidate class of the POMDP is a linear kernel POMDP set \( \mathcal{L} \) as defined in Definition B.1 and Assumption B.4 holds. Then, we have that Assumption 2.2 holds with

\[
\mathcal{Z}^\theta_h (s, o) = \sum_{i,j=1}^{d_i} \psi_i(s) \cdot [(\Lambda_h)^{-1}]_{i,j} \cdot \mathbb{E}_{a \sim \nu_{h,i}} [\tilde{K}(o, o)] \tag{B.11}
\]

for any \( (h, \theta, s, o) \in [H] \times \Theta \times S \times O \) and

\[
\gamma = d \cdot \max_{h \in [H]} \| (\Lambda_h)^{-1} \|_{1 \rightarrow 1} = d \cdot \max_{(h, j) \in [H] \times [d_i]} \sum_{i=1}^{d_i} |[\Lambda_h]_{i,j}|.
\]

Here, the matrix \( \Lambda_h \) is defined in (B.10).
Proof. By the definitions of the operators $Z^0_h$ and $\bigcirc^0_h$, and function $Z^0_h$ in Assumption 2.2, (2.4), and (B.11), respectively, for any $f \in L^1(S)$, we have

$$(Z^0_h \bigcirc^0_h f)(s) = \sum_{i,j=1}^{d_a} \int_{S \times \Theta^2} \psi_i(s) \cdot ((\Lambda_h)^{-1})_{i,j} \cdot \nu_{h,j}(o') \cdot \tilde{K}(o', o) \cdot \mathcal{E}^0_h(o \mid s') \cdot f(s') \, ds' \, do'.$$  \hspace{1cm} (B.12)

When $f \in \text{linspan}(\{\psi_i\}_{i=1}^{d_a})$ with $f = \sum_{i=1}^{d_a} \psi_i \cdot c_i$, we have

$$\int_S \mathcal{E}^0_h(o' \mid s') \cdot f(s') \, ds' = \int_S \sum_{\ell=1}^{d_a} \mathcal{E}^0_h(o' \mid s') \cdot \psi_i(s') \cdot c_\ell = \sum_{\ell=1}^{d_a} \nu_{h,\ell}(o') \cdot c_\ell,$$  \hspace{1cm} (B.13)

where the last equality is by the definition of $\nu_{h,\ell}$ in (B.9). Plugging (B.13) into the right-hand side of (B.12), we obtain

$$(Z^0_h \bigcirc^0_h f)(s) = \sum_{i,j=1}^{d_a} \psi_i(s) \cdot ((\Lambda_h)^{-1})_{i,j} \cdot \nu_{h,j}(o') \cdot \tilde{K}(o', o) \cdot \sum_{\ell=1}^{d_a} \nu_{h,\ell}(o') \cdot c_\ell \, do' \ns = \sum_{i,j=1}^{d_a} \psi_i(s) \cdot ((\Lambda_h)^{-1})_{i,j} \cdot \left( \int_{\Theta^2} \nu_{h,j}(o') \cdot \tilde{K}(o', o) \cdot \nu_{h,\ell}(o') \, do' \right) \cdot c_\ell \ns = \sum_{i,j=1}^{d_a} \psi_i(s) \cdot ((\Lambda_h)^{-1})_{i,j} \cdot [\Lambda_h]_{j,\ell} \cdot c_\ell.
$$

Here, the last equality uses the definition of the matrix $\Lambda_h$ in (B.10). By the definition of the inverse matrix, we have

$$\sum_{j=1}^{d_a} [(\Lambda_h)^{-1}]_{i,j} \cdot [\Lambda_h]_{j,\ell} = \mathbb{1}\{i = \ell\},$$

which implies

$$(Z^0_h \bigcirc^0_h f)(s) = \sum_{i=1}^{d_a} \psi_i(s) \cdot c_i = f(s), \quad \text{for any } s \in S.$$

In the following, we characterize the operator norm $\| \cdot \|_{1 \rightarrow 1}$ of $Z^0_h$. For any $(h, \theta, o) \in [H] \times \Theta \times \Theta$, we have

$$\int_S |Z^0_h(s, o)| \, ds = \int_S \sum_{i,j=1}^{d_a} \psi_i(s) \cdot ((\Lambda_h)^{-1})_{i,j} \cdot \int_{\Theta^2} \nu_{h,j}(o') \cdot \tilde{K}(o', o) \, do' \, ds \ns \leq \int_S \sum_{i=1}^{d_a} \psi_i(s) \cdot \sum_{j=1}^{d_a} [(\Lambda_h)^{-1}]_{i,j} \cdot \int_{\Theta^2} \nu_{h,j}(o') \cdot \tilde{K}(o', o) \, do' \, ds \ns = \sum_{i=1}^{d_a} \sum_{j=1}^{d_a} [(\Lambda_h)^{-1}]_{i,j} \cdot \int_{\Theta^2} \nu_{h,j}(o') \cdot \tilde{K}(o', o) \, do' \ns \leq \sum_{i=1}^{d_a} \sum_{j=1}^{d_a} |(\Lambda_h)^{-1}|_{i,j} \cdot \left| \int_{\Theta^2} \nu_{h,j}(o') \cdot \tilde{K}(o', o) \, do' \right| \ns \leq \left( \max_{j \in [d_a]} \sum_{i=1}^{d_a} |(\Lambda_h)^{-1}|_{i,j} \right) \cdot \sum_{j=1}^{d_a} \left| \int_{\Theta^2} \nu_{h,j}(o') \cdot \tilde{K}(o', o) \, do' \right|.$$  \hspace{1cm} (B.15)
For any \((h, j) \in [H] \times [d_s]\), because the kernel function \(\tilde{K}\) is uniformly bounded by 1, following Assumption B.4, and \(\nu_{h,j}\) is a distribution function over \(\mathcal{O}\), we have
\[
\left| \int_{\mathcal{O}} \nu_{h,j}(o') \cdot \tilde{K}(o', o) \, do' \right| \leq 1. \tag{B.16}
\]
Combining (B.14)-(B.16), we have
\[
\int_{\mathcal{S}} |Z^\theta_h(s, o)| \, ds \leq \left( \max_{j \in [d_s]} \sum_{i=1}^{d_s} \left| \left( (\Lambda_h)^{-1} \right)_{i,j} \right| \right) \cdot d, \tag{B.17}
\]
for any \((h, \theta, o) \in [H] \times \Theta \times \mathcal{O}\). Note that for any \(f \in L^1(\mathcal{O})\), we have
\[
\|Z^\theta_h f\|_1 = \int_{\mathcal{S}} \left| \int_{\mathcal{O}} Z^\theta_h(s, o) \cdot f(o) \, do \right| \, ds \\
\leq \int_{\mathcal{S} \times \mathcal{O}} |Z^\theta_h(s, o)| \cdot |f(o)| \, do \, ds \\
= \int_{\mathcal{S}} \left( \int_{\mathcal{O}} |Z^\theta_h(s, o)| \, ds \right) \cdot |f(o)| \, do,
\]
combining which with (B.17), we obtain
\[
\|Z^\theta_h f\|_1 \leq \left( \max_{j \in [d_s]} \sum_{i=1}^{d_s} \left| \left( (\Lambda_h)^{-1} \right)_{i,j} \right| \right) \cdot d \cdot \|f\|_1.
\]
Therefore, we conclude the proof of Lemma B.5. \(\square\)

C. Minimax Optimization in OP-TENET

In this section, we discuss the details on how to implement the computation of OP-TENET in practice. Recall that in the planning phase (introduced in Section 3.2) of each iteration of OP-TENET, we only consider the parameter \(\theta\) such that
\[
L(\theta) = \max_{f \in L^\infty(\mathcal{O}^2) : \|f\|_\infty \leq 1} \max_{(h, a, a') \in \{2, \ldots, H\} \times A^2} \mathbb{E}_{X \sim \hat{D}_{h,a,a'}}[\mathcal{SF}^\theta_{h,a,a'} f - \mathcal{S} f(X)]
\]
is sufficiently small. Here, \(\mathcal{S}\) and \(\mathcal{SF}^\theta_{h,a,a'}\) are operators defined in (3.18) and (3.13), respectively. Also, \(\hat{D}_{h,a,a'}\) is the empirical distribution induced by \(D_{h,a,a'}\), which consists of \(k\) observation tuples with \(k\) being the iteration index. For ease of presentation, we assume that we have access to the following planning oracle.

**Oracle C.1.** We denote by \(\hat{\pi}\) a planning oracle for any given POMDP. In other word, the mapping \(\hat{\pi} : \Theta \rightarrow \Pi\) satisfies \(\hat{\pi}(\theta) \in \text{argmax}_{\pi \in \Pi} J(\theta, \pi)\) for any \(\theta \in \Theta\).

With the planning oracle defined above, we select the parameter \(\theta_k\) by solving the following constrained optimization problem,
\[
\min_{\delta \in \Theta} J\left(\theta, \hat{\pi}(\theta)\right) \quad \text{s.t.} \quad L(\theta) \leq \beta \cdot k^{-1/2}. \tag{C.1}
\]
Then, we select the policy \(\pi_k = \hat{\pi}(\theta_k)\).

C.1. Lagrangian Relaxation

In the sequel, we handle the constraint in (C.1) via the Lagrangian relaxation. In detail, solving (C.1) is equivalent to solving the minimax optimization problem,
\[
\min_{\theta \in \Theta} \max_{\lambda \geq 0} - J(\theta, \hat{\pi}(\theta)) + \sum_{(h, a, a') \in I} \lambda_{h,a,a'} \cdot (\hat{L}_{h,a,a'}(\theta) - \beta \cdot k^{-1/2}), \tag{C.2}
\]
where \( \lambda = (\lambda_{h,a,a'})_{(h,a,a') \in \mathcal{I}} \in \mathbb{R}^{(H-1)A^2} \) and \( \tilde{L}_{h,a,a'}(\theta) \) is defined by

\[
\tilde{L}_{h,a,a'}(\theta) = \max_{f \in L^\infty(\mathcal{O}^3), \|f\|_\infty \leq 1} \mathbb{E}_{X \sim \mathcal{D}_{h,a,a'}} \left[ \left( \mathbb{E}_{f \sim \mathcal{F}_{h,a,a'}} [f - \mathbb{S}f(X)] \right) \right].
\]

(C.3)

Here, for notational simplicity, we denote by \( \mathcal{I} \) the set \( \mathcal{I} = \{2, \ldots, H\} \times A^2 \). Note that for each \( (h, a, a') \in \mathcal{I} \), we need to search a function within a ball in \( L^\infty(\mathcal{O}^3) \). To this end, we propose to search functions within a large function approximator class, for example, a sufficiently large neural network. In detail, we denote by \( f_{h,a,a'}^w \) the parametrization of the function approximator, where \( w \) is the parameter with a candidate set \( \mathcal{W} \). For example, we can build a neural network whose input space is \( \mathcal{O}^3 \) and output space is \( \mathbb{R}^{(H-1)A^2} \). Then, \( w \) represents the weights of all layers and

\[
(f_{h,a,a'}^w(x))_{(h,a,a') \in \mathcal{I}} \in \mathbb{R}^{(H-1)A^2}
\]

is the output of the neural network corresponding any input \( x \in \mathcal{O}^3 \). Moreover, by properly choosing the activation function of the output layer, we are able to make \( \|f_{h,a,a'}^w\|_\infty \leq 1 \) for any \( w \in \mathcal{W} \) and \( (h, a, a') \in \mathcal{I} \). Then, we approximately compute \( \tilde{L}_{h,a,a'}(\theta) \) in (C.3) by computing \( \max_{w \in \mathcal{W}} \tilde{L}_{h,a,a'}^w(\theta) \), where

\[
\tilde{L}_{h,a,a'}^w(\theta) = \mathbb{E}_{X \sim \mathcal{D}_{h,a,a'}} \left[ \left( \mathbb{E}_{f \sim \mathcal{F}_{h,a,a'}} [f_{h,a,a'}^w(x)] - \mathbb{S}f_{h,a,a'}(X) \right) \right],
\]

(C.4)

for any \( w \in \mathcal{W} \). Combining (C.2)-(C.4), we approximately solve the constrained optimization problem in (C.1) by solving

\[
\min_{\theta \in \Theta} \max_{\lambda \geq 0, w \in \mathcal{W}} -J(\theta, \hat{\pi}(\theta)) + \sum_{(h,a,a') \in \mathcal{I}} \lambda_{h,a,a'} \cdot (\tilde{L}_{h,a,a'}^w(\theta) - \beta \cdot k^{-1/2}).
\]

(C.5)

### C.2. Stochastic Gradient Method

We denote by

\[
\mathcal{L}(\theta, \lambda, w) = -J(\theta, \hat{\pi}(\theta)) + \sum_{(h,a,a') \in \mathcal{I}} \lambda_{h,a,a'} \cdot (\tilde{L}_{h,a,a'}^w(\theta) - \beta \cdot k^{-1/2})
\]

the minimax objective in (C.5). In the sequel, we consider the stochastic gradient method for solving the minimax optimization problem in (C.5). In detail, suppose that we have unbiased stochastic gradient estimators \( g_\theta, g_\lambda, \) and \( g_w \) such that

\[
\mathbb{E}[g_\theta(\theta, \lambda, w)] = \nabla_\theta \mathcal{L}(\theta, \lambda, w),
\]

\[
\mathbb{E}[g_\lambda(\theta, \lambda, w)] = \nabla_\lambda \mathcal{L}(\theta, \lambda, w),
\]

\[
\mathbb{E}[g_w(\theta, \lambda, w)] = \nabla_w \mathcal{L}(\theta, \lambda, w),
\]

for any \( (\theta, \lambda, w) \in \Theta \times \mathbb{R}^{(H-1)A^2} \times \mathcal{W} \). Also, computing \( g_\theta, g_\lambda, \) and \( g_w \) does not require access to the full data set \( \mathcal{D} = \{D_{h,a,a'}\}_{h \in \{2, \ldots, H\} \times A^2} \) and thus has a low computation cost. In each iteration, starting from any \( (\theta, \lambda, w) \) within the candidate set, we first update \( \lambda \) and \( w \) by running

\[
\lambda \leftarrow \lambda + \eta_\lambda \cdot g_\lambda(\theta, \lambda, w), \quad w \leftarrow w + \eta_w \cdot g_w(\theta, \lambda, w)
\]

for \( N_{\text{dual}} \) steps. Then, we update \( \theta \) by running

\[
\theta \leftarrow \theta - \eta_\theta \cdot g_\theta(\theta, \lambda, w).
\]

for \( N_{\text{primal}} \) steps. Here, \( \eta_\theta, \eta_\lambda, \eta_w \) are constant stepsizes. Note that after each update, if the updated parameter is not in the candidate set, we need to run an extra projection step, which replaces the updated parameter by its closest neighbor within the candidate set. Because we need to call the planning oracle \( \hat{\pi} \) after updating \( \theta \), which has a relatively high computation cost, it is better to set \( N_{\text{primal}} = 1 \) and set \( N_{\text{dual}} \) as a large number.

In the sequel, we construct unbiased gradient estimators for the objective \( \mathcal{L}(\theta, \lambda, w) \).
Construction of $g_\lambda$: To construct $g_\lambda(\theta, \lambda, x)$, note that we have
\[
\partial_{h,a,a'} L(\theta, \lambda, w) = \tilde{T}_h^w(a, a') (\theta) - \beta \cdot k^{-1/2}
\]
for any $(h, a, a') \in \{2, \ldots, H\} \times \mathcal{A}^2$. Let $\mathcal{B}$ be a batch of data sampled from $\mathcal{D}_{h,a,a'}$ uniformly at random. Then, by computing the batch average, we have
\[
\mathbb{E} \left[ \frac{1}{|\mathcal{B}|} \sum_{x \in \mathcal{B}} (\mathbb{S}_f^\theta h,a,a') - \mathbb{S}_f^w h,a,a') (x) - \beta \cdot k^{-1/2} \right] = \partial_{h,a,a'} L(\theta, \lambda, w). \tag{C.6}
\]

For any $(i,j,x) \in [d_x] \times [d_x] \times \mathcal{O}^3$, let $Y_{i,j,x}$ and $Y'_{i,j,x}$ be independent random variables in $\mathcal{O}^3$ sampled from the distributions $\phi_i$ and $\phi_j$, respectively. Then, by the definition of the operator $\mathbb{S}$ in (3.18), we have
\[
(\mathbb{S}_f^w h,a,a') (x) = \sum_{i,j \in [d_x]} \mathbb{E} \left[ (G^{-1})_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot f^w h,a,a'(Y'_{i,j,x}) \right]. \tag{C.7}
\]

Similarly, applying the definition of $\mathbb{S}_f^\theta h,a,a'$ in (3.13), we have
\[
(\mathbb{S}_f^\theta h,a,a') (x) = \sum_{i,j \in [d_x]} \mathbb{E} \left[ (G^{-1})_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot \int_{\mathcal{O}^2} f^w h,a,a'(o_{h-1}, \tilde{o}_h, \tilde{o}_h) \cdot \mathbb{B}_\mathbb{S}^\theta h,a(a, \tilde{o}_h, \tilde{o}_h) \, d\tilde{o}_h \, d\tilde{o}_h+1 \right], \tag{C.8}
\]

where we denote $Y'_{i,j,x} = (o_{h-1}, \tilde{o}_h, o_{h+1})$. Moreover, let $\hat{\phi}_{ip}$ be a distribution supported on $\mathcal{O}^2$ and $\hat{Y}_{i,j,x} = (\tilde{o}_h, o_{h+1})$ be a random variable in $\mathcal{O}^2$ sampled from $\hat{\phi}_{ip}$. Then, following the idea of importance sampling, we can rewrite (C.8) as
\[
(\mathbb{S}_f^\theta h,a,a') (x) = \sum_{i,j \in [d_x]} \mathbb{E} \left[ (G^{-1})_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot \int_{\mathcal{O}^2} f^w h,a,a'(o_{h-1}, \tilde{o}_h, \tilde{o}_h) \cdot \mathbb{B}_\mathbb{S}^\theta h,a(a, \tilde{o}_h, \tilde{o}_h+1) \right]. \tag{C.9}
\]

Combining (C.6)-(C.9), we construct $g_\lambda(\theta, \lambda, x)$ by
\[
[g_\lambda(\theta, \lambda, x)]_{h,a,a'} = \frac{1}{|\mathcal{B}|} \sum_{x \in \mathcal{B}} (\mathbb{S}_f^\theta h,a,a') (x) - \mathbb{S}_f^w h,a,a') (x) - \beta \cdot k^{-1/2}
\]
for any $(h, a, a') \in \{2, \ldots, H\} \times \mathcal{A}^2$, where
\[
\begin{align*}
\mathbb{S}_f^\theta h,a,a'(x) &= \sum_{i,j \in [d_x]} \mathbb{E} \left[ (G^{-1})_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot \int_{\mathcal{O}^2} f^w h,a,a'(o_{h-1}, \tilde{o}_h, \tilde{o}_h) \cdot \mathbb{B}_\mathbb{S}^\theta h,a(a, \tilde{o}_h, \tilde{o}_h+1) \right], \\
\mathbb{S}_f^w h,a,a'(x) &= \sum_{i,j \in [d_x]} \mathbb{E} \left[ (G^{-1})_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot f^w h,a,a'(Y'_{i,j,x}) \right].
\end{align*}
\]

Construction of $g_w$: To construct $g_w(\theta, \lambda, x)$, note that we have
\[
\nabla_w L(\theta, \lambda, w) = \sum_{(h,a,a') \in \mathcal{I}} \lambda_{h,a,a'} \cdot \nabla_w \tilde{T}_h^w(a, a')(\theta)
\]
\[
= \sum_{(h,a,a') \in \mathcal{I}} \lambda_{h,a,a'} \cdot \mathbb{E}_{x \sim \mathbb{D}_{h,a,a'}} \left[ (\nabla_w \mathbb{S}_f^\theta h,a,a') f^w h,a,a' - \nabla_w \mathbb{S}_f^w h,a,a' \right] (x).
\]

Thus, following the similar argument as in (C.7)-(C.9), we construct $g_w(\theta, \lambda, w)$ as
\[
g_w(\theta, \lambda, w) = \sum_{(h,a,a') \in \mathcal{I}} \lambda_{h,a,a'} \cdot \frac{1}{|\mathcal{B}|} \sum_{x \in \mathcal{B}} (\nabla_w \mathbb{S}_f^\theta h,a,a') f^w h,a,a'(x) - \nabla_w \mathbb{S}_f^w h,a,a'(x) \right).
where
\[
\nabla_w \widehat{\mathbb{E}}_{\theta, \pi}^\rho f^w_{h,a,a'}(x) = \sum_{i,j \in \{d\}} [G^{-1}]_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot \frac{\nabla_w f^w_{h,a,a'}(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) \cdot B^\theta_{h,a}(o_h, \tilde{o}_h, \tilde{o}_{h+1})}{\phi_{ip}(\tilde{o}_h, \tilde{o}_{h+1})},
\]
\[
\nabla_w \widehat{\mathbb{E}}_{h,a,a'}^\rho f^w_{h,a,a'}(x) = \sum_{i,j \in \{d\}} [G^{-1}]_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot \nabla_w f^w_{h,a,a'}(Y_{i,j,x}).
\]

Here, \(Y_{i,j,x}, o_{h-1}, o_h, \tilde{o}_h, \text{ and } \tilde{o}_{h+1}\) are random variables defined the same as in the construction of \(g_\lambda\).

Construction of \(g_\rho\): To construct \(g_\rho(\theta, \lambda, x)\), note that we have
\[
\nabla_w L(\theta, \lambda, w) = -\nabla_\theta J(\theta, \tilde{\pi}(\theta)) + \sum_{(h,a,a') \in \mathcal{I}} \lambda_{h,a,a'} \cdot \nabla_\theta \hat{I}^w_{h,a,a'}(\theta)
\]
\[
= -\nabla_\theta J(\theta, \tilde{\pi}(\theta)) + \sum_{(h,a,a') \in \mathcal{I}} \lambda_{h,a,a'} \cdot \mathbb{E}_{X \sim \mathbb{D}_{h,a,a'}}[(\nabla_\theta \widehat{\mathbb{E}}_{\theta, \pi}^\rho f^w_{h,a,a'}(X)]. \tag{C.10}
\]
Following the similar argument as in (C.8)-(C.9), we have the following unbiased estimator of the expectation in the second term on the right-hand side of (C.10),
\[
\frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{X}} \nabla_\theta \widehat{\mathbb{E}}_{\theta, \pi}^\rho f^w_{h,a,a'}(x)
\]
\[
= \frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{X}} \sum_{i,j \in \{d\}} [G^{-1}]_{i,j} \cdot \mathcal{K}(x, Y_{i,j,x}) \cdot \frac{f^w_{h,a,a'}(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) \cdot \nabla_\theta B^\theta_{h,a}(o_h, \tilde{o}_h, \tilde{o}_{h+1})}{\phi_{ip}(\tilde{o}_h, \tilde{o}_{h+1})}.
\]
It remains to construct an unbiased estimator of the first term on the right-hand side of (C.10). Note that \(\tilde{\pi}(\theta)\) is the maximizer of \(J(\theta, \cdot)\). Thus, by the envelopel theorem, it suffices to estimate
\[
(\nabla_\theta J(\theta, \pi))_{\pi = \tilde{\pi}(\theta)}. \tag{C.12}
\]
Note that for any \((\theta, \pi) \in \Theta \times \Pi\), we have
\[
J(\theta, \pi) = \int_{\mathcal{O} \times \mathcal{O}_H} R(o_1, \pi(\tau_1), \ldots, o_H, \pi(\tau_H)) \cdot \mu(s_1) \cdot \mathcal{E}_1(o_1 \mid s_1)
\]
\[
\cdot \left( \prod_{h=1}^{H-1} \mathcal{T}_h^\theta(s_{h+1} \mid s_h, \pi(\tau_h)) \cdot \mathcal{E}_{h+1}^\theta(o_{h+1} \mid s_{h+1}) \right) do_1 \cdots do_H ds_1 \cdots ds_H.
\]
Then, using the chain rule of the derivative, we have
\[
\nabla_\theta J(\theta, \pi) = \sum_{i=1}^{H-1} \int_{\mathcal{O} \times \mathcal{O}_H} R(o_1, \pi(\tau_1), \ldots, o_H, \pi(\tau_H)) \cdot \mu(s_1) \cdot \mathcal{E}_1(o_1 \mid s_1)
\]
\[
\cdot \left( \nabla_\theta \mathcal{T}_h^\theta(s_{h+1} \mid s_h, \pi(\tau_h)) \cdot \mathcal{E}_{h+1}^\theta(o_{h+1} \mid s_{h+1}) 
\cdot \mathcal{T}_h^\theta(s_{h+1} \mid s_h, \pi(\tau_h)) \cdot \nabla_\theta \mathcal{E}_{h+1}^\theta(o_{h+1} \mid s_{h+1}) \right) 
\cdot \left( \prod_{h=1, h \neq i}^{H-1} \mathcal{T}_h^\theta(s_{h+1} \mid s_h, \pi(\tau_h)) \cdot \mathcal{E}_{h+1}^\theta(o_{h+1} \mid s_{h+1}) \right) do_1 \cdots do_H ds_1 \cdots ds_H.
\]
Using the relation \(\nabla \ln f = \nabla f / f\), we can rewrite the right-hand side of (C.13) to obtain
\[
\nabla_\theta J(\theta, \pi) = \sum_{i=1}^{H-1} \int_{\mathcal{O} \times \mathcal{O}_H} R(o_1, \pi(\tau_1), \ldots, o_H, \pi(\tau_H)) \cdot \mu(s_1) \cdot \mathcal{E}_1(o_1 \mid s_1)
\]
\[
\cdot \left( \nabla_\theta \ln \mathcal{T}_i^\theta(s_{i+1} \mid s_i, \pi(\tau_i)) + \nabla_\theta \ln \mathcal{E}_{i+1}^\theta(o_{i+1} \mid s_{i+1}) \right) 
\cdot \left( \prod_{h=1, h \neq i}^{H-1} \mathcal{T}_h^\theta(s_{h+1} \mid s_h, \pi(\tau_h)) \cdot \mathcal{E}_{h+1}^\theta(o_{h+1} \mid s_{h+1}) \right) do_1 \cdots do_H ds_1 \cdots ds_H.
Therefore, we have the following unbiased estimator of $\nabla_\theta J(\theta, \pi)$,

$$
\nabla_\theta J(\theta, \pi) = R(o_1, a_1, \ldots, o_H, a_H) \cdot \sum_{i=1}^{H-1} (\nabla_\theta \ln T_i^\theta(s_{i+1} | s_i, a_i) + \nabla_\theta \ln C_{i+1}^\theta(o_{i+1} | s_{i+1})),
$$

where $(s_1, o_1, a_1, \ldots, s_H, o_H, a_H)$ is a trajectory of the POMDP with respect to the parameter $\theta$ and policy $\pi$. Note that for the given parameter $\theta$, the trajectory can be obtained from a simulator rather than the real environment, which does not affect the sample complexity result in the main paper. Combining the above estimator with (C.10)-(C.12), we construct $g_\theta(\theta, \lambda, w)$ as

$$
g_\theta(\theta, \lambda, w) = \nabla_\theta J(\theta, \hat{\pi}(\theta)) + \sum_{(h, a', a) \in I} \lambda_{h, a', a'} \cdot \frac{1}{|B|} \sum_{x \in B} \nabla_\theta \mathbb{E}_o^\theta f_{h, a', a'}^w(x),
$$

where the second term is defined in (C.11).

**D. Proofs for Section 3**

In this section, we present the proofs for the results in Section 3.

**D.1. Proof of Lemma 3.1**

**Proof.** Following the notation in Lemma 3.1 and by the definition of $\mathbb{E}_h^{\theta, \pi}$ in (3.4), we have

$$
\mathbb{E}_\theta[\{\mathbb{E}_h^{\theta, \pi} f(\tau_h) | \sigma_{h-1}\}] = \int_{\mathcal{S} \times \mathcal{O}^3} f(\tau_h^1, \pi(\tau_h^1), \bar{o}_{h+1}) \cdot p_\theta(o_h = \bar{o}_h, o_{h+1} = \bar{o}_{h+1} | s_h = \bar{s}_h, a_h = \pi(\tau_h^1)) \cdot Z_h^\theta(\bar{s}_h, o_h) \cdot p_\theta(o_h = o_h | \sigma_{h-1}) \, do_h \, d\bar{o}_h \, d\bar{o}_{h+1} \, d\bar{s}_h.
$$

Here, invoking Lemma G.1, we have

$$
\int_{\mathcal{O}} Z_h^\theta(\bar{s}_h, o_h) \cdot p_\theta(o_h = o_h | \sigma_{h-1}) \, do_h = p_\theta(s_h = \bar{s}_h | \sigma_{h-1}).
$$

Thus, we can rewrite (D.1) as

$$
\mathbb{E}_\theta[\{\mathbb{E}_h^{\theta, \pi} f(\tau_h) | \sigma_{h-1}\}] = \int_{\mathcal{S} \times \mathcal{O}^3} f(\tau_h^1, \pi(\tau_h^1), \bar{o}_{h+1}) \cdot p_\theta(o_h = \bar{o}_h, o_{h+1} = \bar{o}_{h+1} | s_h = \bar{s}_h, a_h = \pi(\tau_h^1)) \cdot p(s_h = \bar{s}_h | \sigma_{h-1}) \, do_h \, d\bar{o}_h \, d\bar{o}_{h+1} \, d\bar{s}_h
$$

where the second equality uses the independence between $(o_h, o_{h+1})$ and $\tau_{h-1}$ conditioning on $(s_h, a_h)$. Replacing the notations $\bar{o}_h$ and $\bar{o}_{h+1}$ of the integral variables on the right-hand side of (D.2) by $o_h$ and $o_{h+1}$, respectively, we obtain

$$
\mathbb{E}_\theta[\{\mathbb{E}_h^{\theta, \pi} f(\tau_h) | \sigma_{h-1}\}] = \int_{\mathcal{O}^2} f(\tau_h, \pi(\tau_h), o_{h+1}) \cdot p_\theta(o_h = o_h, o_{h+1} = o_{h+1} | \sigma_{h-1}) \, do_h \, do_{h+1}
$$

where we denote $\tau_h = (\tau_h, a_{h-1}, o_h)$ and $\tau_h = (\tau_{h-1}, o_h)$. On the other hand, by the tower property of the expectation and the definition of $\mathbb{E}_h^{\theta, \pi}$ in (3.1), we have

$$
\mathbb{E}_{\theta, \pi}[f(\tau_{h+1}) | \sigma_{h-1}] = \mathbb{E}_{\theta, \pi}[\mathbb{E}_{\theta, \pi}[f(\tau_{h+1}) | \tau_h] | \sigma_{h-1}] = \mathbb{E}_{\theta, \pi}[\mathbb{E}_{\theta, \pi}[f(\tau_h) | \tau_h] | \sigma_{h-1}] = \mathbb{E}_{\theta, \pi}[\mathbb{E}_{\theta, \pi}[f(\tau_h) | \sigma_{h-1}]].
$$

Combining (D.3) and (D.4), we conclude the proof of Lemma 3.1. □
We prove a more general version of Lemma 3.3. In detail, we replace the true parameter $\theta$ with $\rho$. Here, the distribution (General Version of Lemma 3.3).

**D.2. Proof of Corollary 3.2**

**Proof.** We prove the result in (3.12) by induction over $h \in [H+1]$. When $h = H + 1$, by the definition of the value function in (3.10), we have

$$E_{\theta,\pi}[V_{H+1}^\theta(\tau_{H+1}) | \sigma_H] = E_{\theta,\pi}[R(\tau_{H+1}) | \sigma_H] = E_{\theta,\pi} \left[ \sum_{i=1}^{H} r_i | \sigma_H \right].$$

for any $(\tau_H, a_H) \in \Gamma_H \times A$. Recall that the variables $\tau_H$ and $a_H$ appear in the event $\sigma_H$, which is defined in (3.7). Assume that (3.12) holds when $h = j + 1$ for some fixed $j \leq H$. In other words, assume that we have

$$E_{\theta,\pi}[V_{j+1}^\theta(\tau_{j+1}) | \sigma_j] = E_{\theta,\pi} \left[ \sum_{i=1}^{H} r_i | \sigma_j \right]$$

(D.5)

for any $(\tau_j, a_j) \in \Gamma_j \times A$. Then, by the definition of the value function in (3.10) and invoking Lemma 3.1, we have

$$E_{\theta,\pi}[V_j^\theta(\tau_j) | \sigma_{j-1}] = E_{\theta,\pi}[(E_j^\theta V_{j+1}^\theta(\tau_j) | \sigma_{j-1}]$$

(D.6)

$$= E_{\theta,\pi}[(E_j^\theta V_{j+1}^\theta(\tau_j) | \sigma_{j-1}] = E_{\theta,\pi}[V_{j+1}^\theta(\tau_{j+1}) | \sigma_{j-1}],$$

where the second equality uses the tower property of the conditional expectation. Combining (D.6) with the induction assumption in (D.5), we have that (3.12) holds when $h = j$. Thus, by induction we have that (3.12) holds for any $h \in [H+1]$. Therefore, we conclude the proof of Corollary 3.2.

**D.3. Proof of Lemma 3.3**

We prove a more general version of Lemma 3.3. In detail, we replace the true parameter $\theta^*$ in Lemma 3.3 by any parameter $\theta \in \Theta$.

**Lemma D.1 (General Version of Lemma 3.3).** For any $(h, \theta, a, a', \pi) \in \{2, \ldots, H\} \times \Theta \times A^2 \times \Pi$, we have

$$E_{X \sim \rho_{h, a, a'}^\theta}[(\mathcal{E}_{h, a'}^\theta | f - f)(X)] = 0, \text{ for any } f \in L^\infty(O^3).$$

Here, the distribution $\rho_{h, a, a'}^\theta \in \Delta(O^3)$ is defined by

$$\rho_{h, a, a'}^\theta(o_{h-1}, o_h, o_{h+1}) = p_{\theta, \pi}(o_{h-1} = o_{h-1}, o_h = o_h, o_{h+1} = o_{h+1} | a_{h-1} = a, a_h = a'),$$

for any $o_{h-1}, o_h, o_{h+1} \in O$. Also, we have $\|\mathcal{E}_{h, a'}^\theta\|_{\infty} \leq \gamma$.

**Proof.** By the definition of $\mathcal{E}_{h, a'}^\theta$ in (3.13), we have

$$E_{X \sim \rho_{h, a, a'}^\theta}[(\mathcal{E}_{h, a'}^\theta | f)(X)]$$

(D.7)

$$= \int_{O^3} (\mathcal{E}_{h, a'}^\theta | f)(o_{h-1}, o_h, o_{h+1}) \cdot \rho_{h, a, a'}^\theta(o_{h-1}, o_h, o_{h+1}) \, do_{h-1} \, do_h \, do_{h+1}$$

$$= \int_{O^5} f(o_{h-1}, o_h, o_{h+1}) \cdot B_{h, a'}^\theta(o_h, o_{h+1})$$

$$\cdot \rho_{h, a, a'}^\theta(o_{h-1}, o_h, o_{h+1}) \, do_{h-1} \, do_h \, do_{h+1} \, do_h \, do_{h+1}.$$ 

Here, by the definition of $\rho_{h, a, a'}^\theta$ in Lemma 3.3, we have

$$\int_{O^5} \rho_{h, a, a'}^\theta(o_{h-1}, o_h, o_{h+1}) \, do_{h+1} = p_{\theta, \pi}(o_{h-1} = o_{h-1}, o_h = o_h | a_{h-1} = a).$$

(D.8)
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Combining (D.7) and (D.8), we obtain

\[
\mathbb{E}_{X \sim \rho_{h,a,a^{\prime}}} \left[ (F_{h,a,a^{\prime}}^\theta f)(X) \right] 
= \int_{\mathcal{O}^3} f(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) \cdot B^\theta_{h,a,a^{\prime}}(o_h, \tilde{o}_h, \tilde{o}_{h+1})
\cdot p_{\theta,\pi}(o_{h-1} = o_{h-1}, o_h = o_h \mid a_{h-1} = a) \, do_{h-1} \, do_h \, do_{h+1} \, d\tilde{o}_h \, d\tilde{o}_{h+1},
\]

where \( B^\theta_{h,a,a^{\prime}}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) \) takes the form

\[
B^\theta_{h,a,a^{\prime}}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) = \int_S p_h(o_h = \tilde{o}_h, o_{h+1} = \tilde{o}_{h+1} \mid s_h = \tilde{s}_h, a_h = a') \cdot Z^\theta_h(\tilde{s}_h, o_h) \, d\tilde{s}_h
\]

following the definition in (3.6). By the Markov property of the POMDP, we can write

\[
p_{\theta,\pi}(o_{h-1} = o_{h-1}, o_h = o_h \mid a_{h-1} = a) 
= \int_{S^2} \mathcal{E}^\theta_h(o_h \mid s_h) \cdot \mathcal{T}^\theta_h(s_h \mid s_{h-1}, a) \cdot p_{\theta,\pi}(s_{h-1} = s_{h-1}, o_{h-1} = o_{h-1}) \, ds_h \, ds_{h-1}
\]

By Assumptions 2.1 and 2.2, we have

\[
\int_{S \times \mathcal{O}} Z^\theta_h(\tilde{s}_h, o_h) \cdot \mathcal{E}^\theta_h(o_h \mid s_h) \cdot \mathcal{T}^\theta_h(s_h \mid s_{h-1}, a) \, do_h \, ds_h = T^\theta_h(\tilde{s}_h \mid s_{h-1}, a).
\]

Combining (D.10) and (D.11), we obtain

\[
\int_{\mathcal{O}} Z^\theta_h(\tilde{s}_h, o_h) \cdot p_{\theta,\pi}(o_{h-1} = o_{h-1}, o_h = o_h \mid a_{h-1} = a) \, do_h \, ds_h 
= \int_S T^\theta_h(\tilde{s}_h \mid s_{h-1}, a) \cdot p_{\theta,\pi}(s_{h-1} = s_{h-1}, o_{h-1} = o_{h-1}) \, ds_h \, ds_{h-1}
\]

which implies

\[
\int_{\mathcal{O}} B^\theta_{h,a,a^{\prime}}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) \cdot p_{\theta,\pi}(o_{h-1} = o_{h-1}, o_h = o_h \mid a_{h-1} = a) \, do_h 
= p_{\theta,\pi}(o_{h-1} = o_{h-1}, o_h = \tilde{o}_h, o_{h+1} = \tilde{o}_{h+1} \mid a_{h-1} = a, a_h = a')
\]

\[
= \rho_{h,a,a^{\prime}}(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}).
\]

Then, combining (D.9) and (D.12), we have

\[
\mathbb{E}_{X \sim \rho_{h,a,a^{\prime}}} \left[ (F_{h,a,a^{\prime}}^\theta f)(X) \right] 
= \int_{\mathcal{O}^3} f(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) \cdot \rho_{h,a,a^{\prime}}(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) \, do_{h-1} \, d\tilde{o}_h \, d\tilde{o}_{h+1}
= \mathbb{E}_{X \sim \rho_{h,a,a^{\prime}}} [f(X)].
\]

In the sequel, we prove \( \|F_{h,a,a^{\prime}}^\theta f\|_\infty \leq \gamma \). It suffices to prove

\[
\|F_{h,a,a^{\prime}}^\theta f\|_{o_{h-1}, o_h, o_{h+1}} = \left| \int_{\mathcal{O}^3} f(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) \cdot B^\theta_{h,a,a^{\prime}}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) \, d\tilde{o}_h \, d\tilde{o}_{h+1} \right| \leq \gamma,
\]

for any \( f \in L^\infty(\mathcal{O}^3) \) such that \( \|f\|_\infty \leq 1 \) and \( o_{h-1}, o_h, o_{h+1} \in \mathcal{O} \). By the definition of the function \( B^\theta_{h,a} \) in (3.6), we have

\[
\left| \int_{\mathcal{O}^2} f(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) \cdot B^\theta_{h,a}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) \, d\tilde{o}_h \, d\tilde{o}_{h+1} \right|
\leq \int_{\mathcal{O}^2} |B^\theta_{h,a}(o_h, \tilde{o}_h, \tilde{o}_{h+1})| \, d\tilde{o}_h \, d\tilde{o}_{h+1}
\leq \int_S \int_{\mathcal{O}^2} p_h(o_h = \tilde{o}_h, \tilde{o}_{h+1} = \tilde{o}_{h+1} \mid s_h = \tilde{s}_h, a_h = a) \cdot |Z^\theta_h(\tilde{s}_h, o_h)| \, d\tilde{s}_h \, d\tilde{o}_h \, d\tilde{o}_{h+1}
\leq \int_S |Z^\theta_h(\tilde{s}_h, o_h)| \, d\tilde{s}_h,
\]
for any \( o_{h-1}, o_h \in \mathcal{O} \). Note that by Assumption 2.2, we have
\[
\int_S |Z^0_\theta(\tilde{s}_h, o_h)| \, d\tilde{s}_h = \|Z^0_\theta(\delta_{o_h})\|_1 \leq \gamma \cdot \|\delta_{o_h}\|_1 = \gamma,
\]
(D.15)
for any \((h, \theta, o_h) \in [H] \times \Theta \times \mathcal{O}\). Here, \(\delta_{o_h}\) is the Dirac delta function defined on \(\mathcal{O}\), whose value is zero everywhere except at \(o_h\), and whose integral over \(\mathcal{O}\) is equal to one. Combining (D.14) and (D.15), we have that (D.13) holds.

Therefore, we conclude the proof of Lemma D.1.

E. Proof of Theorem 4.1

Proof. For any \(\delta > 0\), by the definition of \((\theta_k, \pi_k)\) in (A.1) and the first statement in Lemma A.2, with probability at least \(1 - \delta\), it holds that
\[
J(\theta^*, \pi^*) - J(\theta^*, \pi_k) \leq J(\theta_k, \pi_k) - J(\theta^*, \pi_k)
\]
(E.1)
for all \(k \in [K]\). By further applying Lemma A.1 to the right-hand side of (E.1) and using the definition of the error function \(e^k_h\) in (A.2), we obtain
\[
J(\theta^*, \pi^*) - J(\theta^*, \pi_k) \leq \sum_{h=1}^H \sum_{k=1}^K E_{\theta^*, \pi_k} [e^k_h(s_{h-1})],
\]
(E.2)
where the equality uses the tower property of the expectation. Telescoping both sides of (E.2) for \(k \in [K]\) and applying Lemma A.3, we obtain
\[
\sum_{k=1}^K J(\theta^*, \pi^*) - J(\theta^*, \pi_k) \leq \sum_{h=1}^H \sum_{k=1}^K E_{\theta^*, \pi_k} [e^k_h(s_{h-1})] \leq H d_s \left(4\gamma H + 2 \log K \cdot \max_{k \in [K]} \left(k \cdot E_{\theta^*, \pi_k} [e^k_h(s_{h-1})]\right)\right)
\]
(E.3)
By applying the second statement of Lemma A.2 to the right-hand side of (E.3), we further obtain
\[
\sum_{k=1}^K J(\theta^*, \pi^*) - J(\theta^*, \pi_k) \leq H d_s \left(4\gamma H + 2 \log K \cdot \max_{k \in [K]} \left(k \cdot 2HA^2\gamma^2 \beta \cdot k^{-1/2}\right)\right)
\]
\[
\leq H d_s \left(4\gamma H + 2 \log K \cdot 2HA^2\gamma^2 \beta \cdot K^{1/2}\right),
\]
which concludes the proof of Theorem 4.1.

F. Proofs for Section A

In this section, we present the proofs for the results in Section A.
F.1. Proof of Lemma A.1

Proof. By Corollary 3.2 and the definition of the value function in (3.10), we can write
\[ J(\theta, \pi) = \mathbb{E}_{\theta', \pi}[V^\theta, \pi_1(\mathbf{r}_1)], \quad J(\theta', \pi) = \mathbb{E}_{\theta', \pi}[V^\theta, \pi_{H+1}(\mathbf{r}_{H+1})], \]
which implies
\[ J(\theta, \pi) - J(\theta', \pi) = \sum_{h=1}^{H} \left[ \mathbb{E}_{\theta', \pi}[V^\theta, \pi_h(\mathbf{r}_h)] - \mathbb{E}_{\theta', \pi}[V^{\theta'}, \pi_h(\mathbf{r}_h)] \right]. \]  
(F.1)

By the definition of \( V^\theta, \pi_h \) in (3.10), we have
\[ \mathbb{E}_{\theta', \pi}[V^\theta, \pi_h(\mathbf{r}_h)] = \mathbb{E}_{\theta', \pi}[(\mathbb{E}_h^{\theta', \pi} V^\theta, \pi_h)(\mathbf{r}_h)]. \]  
(F.2)

Also, by Lemma 3.1, we have
\[ \mathbb{E}_{\theta', \pi}[V^{\theta'}, \pi_h(\mathbf{r}_h)] = \mathbb{E}_{\theta', \pi}[(\mathbb{E}_h^{\theta', \pi} V^{\theta'}, \pi_h)(\mathbf{r}_h)] = \mathbb{E}_{\theta', \pi}[(\mathbb{E}_h^{\theta', \pi} V^{\theta, \pi}_h)(\mathbf{r}_h)], \]  
(F.3)

Plugging (F.2) and (F.3) into the right-hand side of (F.1), we obtain
\[ J(\theta, \pi) - J(\theta', \pi) = \sum_{h=1}^{H} \mathbb{E}_{\theta', \pi}[(\mathbb{E}_h^{\theta, \pi} V^{\theta, \pi}_h)(\mathbf{r}_h)] - (\mathbb{E}_h^{\theta, \pi} V^{\theta, \pi}_h)(\mathbf{r}_h)], \]
which concludes the proof of Lemma A.1.

F.2. Proof of Lemma A.2

Before proving Lemma A.2, we present several auxiliary lemmas for the proof of Lemma A.2. Recall that we define the projection operator \( \mathbb{S} \) in (3.18). The following lemma verifies the projection property of \( \mathbb{S} \) as mentioned in (3.15).

**Lemma F.1.** For any \( f \in L^\infty(\mathcal{O}^3) \) and \( \rho \in \Delta(\mathcal{O}^3) \), we have
\[ \mathbb{E}_{X \sim \rho}[(\mathbb{S}_f)(X)] = \int_{\mathcal{O}^3} f(x) \cdot \hat{\rho}(x) \, dx, \]
where \( \hat{\rho} \) is the projection of \( \rho \) onto \( \text{linspan}(\{\phi_i\}_{i=1}^d) \) with respect to the distance defined in (3.19) and takes the form
\[ \hat{\rho}(o_{h-1}, o_h, o_{h+1}) = \sum_{j \in [d_o]} \phi_j(o_{h-1}, o_h, o_{h+1}) \cdot \sum_{i \in [d_x]} |G^{-1}|_{i,j} \cdot \mathbb{E}_{X \sim \phi_j, Y \sim \rho} [\mathcal{K}(X, Y)], \]  
(F.4)

for any \( o_{h-1}, o_h, o_{h+1} \in \mathcal{O}^3 \).

Proof. See Section G.1 for a detailed proof.

Recall that \( \{D_{h, a, a'}\}_{(h, a, a') \in \{2, \ldots, H\} \times \mathcal{A}^2} \) is the dataset in Algorithm 1, which is updated in each iteration. For any \( k \in [K] \), we denote by \( D^k_{h, a, a'} \) the status of \( D_{h, a, a'} \) after the exploration phase of the \( k \)-th iteration of Algorithm 1. We denote by \( \hat{D}^k_{h, a, a'} \) the empirical distribution induced by the dataset \( D^k_{h, a, a'} \). For any \( (k, h, a, a') \in [K] \times \{2, \ldots, H\} \times \mathcal{A}^2 \), as a special case of Lemma F.1 for \( \rho = \hat{D}^k_{h, a, a'} \), we define the function \( \hat{\rho}^k_{h, a, a'} : \mathcal{O}^3 \rightarrow \mathbb{R} \) by
\[ \hat{\rho}^k_{h, a, a'}(o_{h-1}, o_h, o_{h+1}) = \sum_{j \in [d_o]} \phi_j(o_{h-1}, o_h, o_{h+1}) \cdot [\hat{w}^k_{h, a, a'}]_j, \]
where the vector \( \hat{w}^k_{h, a, a'} \in \mathbb{R}^{d_o} \) is defined by
\[ [\hat{w}^k_{h, a, a'}]_j = \sum_{i \in [d_x]} |G^{-1}|_{i,j} \cdot \mathbb{E}_{X \sim \phi_j, Y \sim \hat{D}^k_{h, a, a'}} [\mathcal{K}(X, Y)], \]  
(F.5)

for any \( j \in [d_o] \). Here, the matrix \( G \in \mathbb{R}^{d_x \times d_o} \) is defined in (3.17). The following lemma shows that, with high probability, \( \hat{\rho}^k_{h, a, a'} \) converges to \( \rho^k_{a, a'} \) as \( k \) goes to infinity. The convergence is with respect to the \( L^1 \)-norm in \( \mathcal{O}^3 \), which guarantees the generalization power of the solution to the minimax problem in (3.14).
Lemma F.2. For any fixed $\delta > 0$, we define the event $\mathcal{G}$ as

$$\|\hat{\rho}_h^{k,a} - \hat{\rho}_h^k\|_1 \leq d^{3/2}/\alpha \cdot \sqrt{\Delta \log(2KA^2/\delta)} \cdot k^{-1/2},$$

for any $(k, h, a, a') \in [K] \times \{2, \ldots, H\} \times \mathcal{A}^2$. Then, it holds that $\mathcal{G}$ happens with probability at least $1 - \delta$.

Proof. See Section G.2 for a detailed proof.

Moreover, for ease of presentation, we define the operator $\hat{\mathcal{V}}^\theta_{h,a}: L^1(O^3) \rightarrow L^1(O^3)$ for any $(h, a, \theta) \in \{2, \ldots, H\} \times \mathcal{A} \times \Theta$ by

$$\hat{\mathcal{V}}^\theta_{h,a} f(o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1}) = \int_{O^2} B^\theta_{h,a}(o_h, \tilde{o}_h, \tilde{o}_{h+1}) \cdot f(o_{h-1}, o_h, o_{h+1}) \, do_h \, do_{h+1}, \quad (F.6)$$

for any $f \in L^1(O^3)$ and $o_{h-1}, \tilde{o}_h, \tilde{o}_{h+1} \in O$, which is the conjugate (i.e., transpose) of the operator $\mathcal{F}^\theta_{h,a}$ defined in (3.13). Recall that we define $\hat{\rho}^\theta_{h,a,a'}$ in Lemma D.1, which is the general form of $\rho^\theta_{h,a,a'}$ for any $\theta \in \Theta$. The following lemma mirrors Lemma D.1.

Lemma F.3. For any $(h, \theta, a, a', \pi) \in \{2, \ldots, H\} \times \Theta \times \mathcal{A}^2 \times \Pi$, we have

$$\|\hat{\mathcal{V}}^\theta_{h,a} \hat{\rho}^\theta_{h,a,a'} - \hat{\rho}^\theta_{h,a,a'}\|_1 = 0.$$  

Also, we have $\|\hat{\mathcal{V}}^\theta_{h,a}\|_{1 \rightarrow 1} \leq \gamma$.

Proof. See Section G.3 for a detailed proof.

Proof of Lemma A.2:

Proof. In the following, we condition on the event $\mathcal{G}$ defined in Lemma F.2, which happens with probability at least $1 - \delta$.

Proof of the first statement: Recall that we denote by $D^k_{h,a,a'}$ the status of $D_{h,a,a'}$ after the exploration phase of the $k$-th iteration of Algorithm 1. Correspondingly, we define the function $L^k : \Theta \rightarrow \mathbb{R}$ by

$$L^k(\theta) = \max_{f \in L^1(O^3) \setminus f \|_\infty \leq 1} \max_{(h,a,a') \in \{2, \ldots, H\} \times \mathcal{A}^2} \mathbb{E}_{X \sim D^k_{h,a,a'}}[(\hat{\mathcal{V}}^\theta_{h,a,a'} f - S f)(X)],$$

for any $\theta \in \Theta$, which corresponds to the function $L$ in (3.23) in the planning phase of the $k$-th iteration of Algorithm 1. To prove $\theta^* \in \Theta^k$, it suffices to prove that

$$L^k(\theta^*) \leq \beta \cdot k^{-1/2}. \quad (F.7)$$

For notational simplicity, we write $\hat{\rho}^k_{h,a,a'}$ in short for $\rho^\theta_{h,a,a'}$. For any $f \in L^\infty(O^3)$ such that $\|f\|_\infty \leq 1$ and $(k, h, a, a') \in [K] \times \{2, \ldots, H\} \times \mathcal{A}^2$, we have

$$\mathbb{E}_{X \sim D^k_{h,a,a'}}[(\hat{\mathcal{V}}^\theta_{h,a,a'} f - S f)(X)] \quad (F.8)$$

$$= \mathbb{E}_{X \sim D^k_{h,a,a'}}[(\hat{\mathcal{V}}^\theta_{h,a,a'} f - S f)(X)] - \mathbb{E}_{X \sim \hat{\rho}^k_{h,a,a'}}[(\hat{\mathcal{V}}^\theta_{h,a,a'} f - f)(X)]$$

$$= \left( \int_{O^3} (\hat{\rho}^k_{h,a,a'} f)(x) \cdot \hat{\rho}^k_{h,a,a'}(x) \, dx - \mathbb{E}_{X \sim \hat{\rho}^k_{h,a,a'}}[(\hat{\mathcal{V}}^\theta_{h,a,a'} f)(X)] \right)$$

$$+ \left( \int_{O^3} f(x) \cdot \hat{\rho}^k_{h,a,a'}(x) \, dx - \mathbb{E}_{X \sim \hat{\rho}^k_{h,a,a'}}[f(X)] \right),$$

where the first equality uses

$$\mathbb{E}_{X \sim \hat{\rho}^k_{h,a,a'}}[(\hat{\mathcal{V}}^\theta_{h,a,a'} f - f)(X)] = 0,$$
following Lemma 3.3 and the second equality is by Lemma F.1. Recall that \( \|f\|_\infty \leq 1 \). By Holder’s inequality and the definition of the event \( G \) in Lemma F.2, we have

\[
\int_{\mathcal{X}^3} f(x) \cdot \hat{\rho}_{h,a,a'}^k(x) \, dx - \mathbb{E}_{X \sim \rho_{h,a,a'}}[f(X)] \\
\leq \|f\|_\infty \cdot \|\hat{\rho}_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1 \\
\leq d_0^{3/2}/\alpha \cdot \sqrt{8\log(2KH^2/\delta)} \cdot k^{-1/2}.
\] 

Similarly, we have

\[
\int_{\mathcal{X}^3} (\hat{\mathbb{P}}_{h,a,a'}^f(x) \cdot \hat{\rho}_{h,a,a'}^k(x) \, dx - \mathbb{E}_{X \sim \rho_{h,a,a'}}[\hat{\mathbb{P}}_{h,a,a'}^f(x)] \\
\leq \|\hat{\mathbb{P}}_{h,a,a'}^f\|_\infty \cdot \|\hat{\rho}_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1 \\
\leq d_0^{3/2} \gamma/\alpha \cdot \sqrt{8\log(2KH^2/\delta)} \cdot k^{-1/2},
\]

where the second inequality uses the fact \( \|\hat{\mathbb{P}}_{h,a,a'}^f\|_\infty \to \infty \leq \gamma \) from Lemma 3.3. Then, by combining (F.8), (F.9), and (F.10) with the condition of \( \beta \) in (4.1), we have that the inequality in (F.7) holds for all \( k \in [K] \).

**Proof of the second statement:** Invoking Lemma G.5, we have

\[
\mathbb{E}_{\theta^*, \pi_k} [c_h^k(s_h)] \leq \gamma^2 H \cdot \sum_{a,a' \in A} \|\nabla_{h,a} \rho_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1,
\]

for any \( (k, h) \in [K] \times \{2, \ldots, H\} \). By the triangle inequality, we can write

\[
\|\nabla_{h,a} \rho_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1 \\
\leq \|\nabla_{h,a} \rho_{h,a,a'}^k - \gamma_{h,a}^k \rho_{h,a,a'}^k\|_1 + \|\gamma_{h,a}^k \rho_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1 + \|\rho_{h,a,a'}^k - \rho_{h,a,a'}^{k}\|_1.
\]

By the definition of \( \Theta_k \) in (3.22) and the fact \( \theta_k \in \Theta_k \), we have

\[
\|\nabla_{h,a} \rho_{h,a,a'}^k - \gamma_{h,a}^k \rho_{h,a,a'}^k\|_1 \leq \beta \cdot k^{-1/2}
\]

By the definition of the event \( G \) in Lemma F.2, we have

\[
\|\rho_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1 \leq d_0^{3/2} / \alpha \cdot \sqrt{8\log(2KH^2/\delta)} \cdot k^{-1/2}.
\]

Similarly, we have

\[
\|\nabla_{h,a} \rho_{h,a,a'}^k - \gamma_{h,a}^k \rho_{h,a,a'}^k\|_1 \leq \|\nabla_{h,a} \rho_{h,a,a'}^k\|_{1\to1} \cdot \|\rho_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1 \\
\leq d_0^{3/2} \gamma/\alpha \cdot \sqrt{8\log(2KH^2/\delta)} \cdot k^{-1/2},
\]

where the second inequality uses the fact \( \|\nabla_{h,a} \rho_{h,a,a'}^k\|_{1\to1} \leq \gamma \) from Lemma F.3. Combing (F.11)-(F.12) with the condition of \( \beta \) in (4.1), we obtain

\[
\mathbb{E}_{\theta, \pi_k} [c_h^k(s_h)] \leq 2\gamma^2 \beta HA^2 \cdot k^{-1/2},
\]

for any \( (k, h) \in [K] \times \{2, \ldots, H\} \).

Therefore, we conclude the proof of Lemma A.2. \( \square \)

**F.3. Proof of Lemma A.3**

**Proof.** For any \( h \in [H] \) and \( \pi \in \Pi \), we denote by \( \mu_h^\pi \) the marginal distribution of \( s_h \) with respect to the policy \( \pi \) and the true parameter \( \theta^* \). By Assumption 2.1, we have

\[
\mu_h^\pi \in \text{conh}(\psi), \quad \mu_h^\pi = \frac{1}{K} \sum_{i=0}^{k-1} \mu_h^{\pi_i} \in \text{conh}(\psi),
\]
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for any \((k, h) \in \{0, \ldots, K\} \times [H]\). Here, \(\pi_0\) is the initial policy and \(\pi_k\) with \(k \in [K]\) is the trained policy in the \(k\)-th iteration of Algorithm 1. Thus, there exist vector \(c_h^k, \bar{c}_h^k \in \mathbb{R}^{d_h}\) such that

\[
\mu_{\pi_h}^k (\cdot) = \psi (\cdot)^\top c_h^k, \quad \mu_{\bar{\pi}_h}^k (\cdot) = \psi (\cdot)^\top \bar{c}_h^k, \quad c_h^k = (1/k) \sum_{i=0}^{k-1} c_h^i.
\]

Also, we define the vector \(b_h^k \in \mathbb{R}^{d_h}\) by

\[
[b_h^k]_i = \mathbb{E}_{s_h, \sim \psi_i} [e_h^{k+1} (s_h)], \quad \text{for any } i \in [d_h].
\] (F.13)

Then, it holds that

\[
\mathbb{E}_{\theta^*, \pi_h} [e_h^{k+1} (s_h)] = (b_h^k)^\top c_h^k, \quad \mathbb{E}_{\theta^*, \bar{\pi}_h} [e_h^{k+1} (s_h)] = (b_h^k)^\top \bar{c}_h^k.
\] (F.14)

For any \(i \in [d_h]\), we define \(k_i\) by

\[
k_i = \min \left\{ k \in [K]: \sum_{j=1}^k [c_h^j]_i \geq 1 \text{ or } k = K \right\}.
\] (F.15)

Then, we can write

\[
\sum_{k=1}^K \mathbb{E}_{\theta^*, \pi_h} [e_{h+1}^k (s_h)] = \sum_{k=1}^d \sum_{i=1}^{k_i} [b_h^k]_i \cdot [c_h^k]_i
\]

\[
= \sum_{i=1}^{d_h} \left( \sum_{k=1}^{k_i} [b_h^k]_i \cdot [c_h^k]_i + \sum_{k=k_i+1}^K [b_h^k]_i \cdot [c_h^k]_i \right)
\] (F.16)

The first summation term on the right-hand side of (F.16) can be upper bounded as

\[
\sum_{i=1}^{d_h} \sum_{k=1}^{k_i} [b_h^k]_i \cdot [c_h^k]_i \leq 2 \gamma H \sum_{i=1}^{d_h} \sum_{k=1}^{k_i} [c_h^k]_i \leq 4d_h \gamma H.
\] (F.17)

Here, the first inequality uses Lemma G.6, which provides an upper bound \(2 \gamma H\) for each \([b_h^k]_i\). Recall that \([b_h^k]_i\) is defined in (F.13). Also, the second inequality uses the fact

\[
\sum_{k=1}^{k_i} [c_h^k]_i = [c_h^k]_i + \sum_{k=1}^{k_i-1} [c_h^k]_i \leq 1 + 1 \leq 2,
\]

which is by the definition of \(k_i\) in (F.15) and the fact \([c_h^k]_i \leq 1\) since \(c_h^k \in \Delta([d_h])\). In the sequel, we characterize the second summation term on the right-hand side of (F.16). For any \(i \in [d_h]\) and \(k \geq k_i + 1\), we have

\[
[b_h^k]_i \cdot [c_h^k]_i \leq \mathbb{E}_{\theta^*, \pi_h} [e_h^{k+1} (s_h)] \cdot \frac{[c_h^k]_i}{[b_h^k]_i \cdot [\bar{c}_h^k]_i}
\]

\[
= (k \cdot \mathbb{E}_{\theta^*, \pi_h} [e_h^{k+1} (s_h)]) \cdot \frac{[c_h^k]_i}{\sum_{j=0}^{k-1} [c_h^j]_i}
\]

\[
\leq \left( \max_{j \in [K]} \ell \cdot \mathbb{E}_{\theta^*, \bar{\pi}_h} [e_{h+1}^j (s_h)] \right) \cdot \frac{[c_h^k]_i}{\sum_{j=0}^{k-1} [c_h^j]_i},
\] (F.18)

where the first inequality is by (F.14) and the second inequality uses the fact \([c_h^k]_i \geq 0\). Note that for any \((i, k)\) specified above, we have

\[
\frac{[c_h^k]_i}{\sum_{j=0}^{k-1} [c_h^j]_i} \in [0, 1]
\]
since it holds that \([c^k_i] \in [0, 1]\) and \(\sum_{j=0}^{k-1} [c^j_i] \geq 1\) by the definition of \(\tilde{c}_i\). Then, by applying the inequality \(x \leq 2 \log(1 + x)\) for any \(x \in [0, 1]\), we have

\[
\frac{[c^k_i]}{\sum_{j=1}^{k-1} [c^j_i]} \leq 2 \log \left(1 + \frac{[c^k_i]}{\sum_{j=1}^{k-1} [c^j_i]}\right) = 2 \log \sum_{j=1}^{k} [c^j_i] - 2 \log \sum_{j=1}^{k-1} [c^j_i].
\] (F.19)

Combining (F.18) and (F.19), we obtain

\[
\sum_{i=1}^{d_a} \sum_{k=K+1}^{K} [b^k_i] \cdot [c^k_i] \leq \left( \max_{\ell \in [K]} \ell \cdot \mathbb{E}_{\theta^*, \pi}[c^\ell_{h+1}(s_h)] \right) \cdot \sum_{i=1}^{d_a} \sum_{k=K+1}^{K} \left(2 \log \sum_{j=1}^{k} [c^j_i] - 2 \log \sum_{j=1}^{k-1} [c^j_i] \right)
\]

\[
= 2 \left( \max_{\ell \in [K]} \ell \cdot \mathbb{E}_{\theta^*, \pi}[c^\ell_{h+1}(s_h)] \right) \cdot \sum_{i=1}^{d_a} \left( \log \sum_{j=1}^{K} [c^j_i] - \log \sum_{j=1}^{K-1} [c^j_i] \right)
\]

\[
\leq 2 \left( \max_{\ell \in [K]} \ell \cdot \mathbb{E}_{\theta^*, \pi}[c^\ell_{h+1}(s_h)] \right) \cdot d_a \cdot \log K.
\] (F.20)

Plugging (F.17) and (F.20) into the right-hand side of (F.16), we obtain

\[
\sum_{k=1}^{K} \mathbb{E}_{\theta^*, \pi}[c^k_{h+1}(s_h)] \leq 4d_a c H + 2 \left( \max_{\ell \in [K]} \ell \cdot \mathbb{E}_{\theta^*, \pi}[c^\ell_{h+1}(s_h)] \right) \cdot d_a \cdot \log K,
\]

which concludes the proof of Lemma A.3.

\[\square\]

**G. Auxiliary Lemmas**

In this section, we present (the proofs for) the auxiliary lemmas invoked in previous sections.

**G.1. Proof of Lemma F.1**

**Proof.** To see that \(\hat{\rho}\) defined in (F.4) is the projection, we consider the minimization problem

\[
\min_{\rho \in \text{linspan}\{\phi_i\}^{d_a}_{i=1}} \|\mathbb{K}\rho' - \mathbb{K}\rho\|^2_H
\] (G.1)

for any \(\rho \in \Delta(\mathcal{O}^3)\). Note that the objective can be written as

\[
\|\mathbb{K}\rho' - \mathbb{K}\rho\|^2_H
\]

\[
= (\langle \mathbb{K}\rho', \mathbb{K}\rho' \rangle_H - 2 \langle \mathbb{K}\rho', \mathbb{K}\rho \rangle_H + (\mathbb{K}\rho, \mathbb{K}\rho')_H)
\]

\[
= \mathbb{E}_{X \sim \rho', Y \sim \rho}[\mathcal{K}(X, Y)] - 2 \cdot \mathbb{E}_{X \sim \rho', Y \sim \rho}[\mathcal{K}(X, Y)] + \mathbb{E}_{X \sim \rho, Y \sim \rho}[\mathcal{K}(X, Y)].
\] (G.2)

Since we have \(\rho' \in \text{linspan}\{\phi_i\}^{d_a}_{i=1}\), there exists \(w = (w_1, \ldots, w_{d_a})^\top \in \mathbb{R}^{d_a}\) such that

\[
\rho'(x) = \sum_{j \in [d_a]} w_j \cdot \phi_j(x), \quad \text{for any } x \in \mathcal{O}^3.
\]

By the above form of \(\rho'\) and the definition of the matrix \(G\) in (3.17), we can further rewrite the right-hand side of (G.2) to obtain

\[
\|\mathbb{K}\rho' - \mathbb{K}\rho\|^2_H = w^\top G w - 2 \cdot \sum_{i=1}^{d_a} w_i \cdot \mathbb{E}_{X \sim \phi_i, Y \sim \rho}[\mathcal{K}(X, Y)] + \mathbb{E}_{X \sim \rho, Y \sim \rho}[\mathcal{K}(X, Y)].
\] (G.3)

Plugging (G.3) into (G.1) and solving the obtained quadratic programming problem, we see that \(\hat{\rho}\) defined in (F.4) is the projection of \(\rho\).
where $X, Y, Y'$ are independent variables in $O^3$. By reorganizing terms in the summation, we can further write the right-hand side of (G.4) as

$$
\sum_{i,j \in [d_u]} [G^{-1}]_{i,j} \cdot \mathbb{E}_{X \sim p, Y \sim \bar{p}_i, Y' \sim \bar{p}_j} [\mathcal{K}(X, Y) \cdot f(Y)] \\
= \sum_{j \in [d_u]} \mathbb{E}_{Y' \sim \bar{p}_j} [f(Y')] \cdot \sum_{i \in [d_u]} [G^{-1}]_{i,j} \cdot \mathbb{E}_{X \sim p, Y \sim \bar{p}_i} [\mathcal{K}(X, Y)] \\
= \int_{O} f(x) \cdot \sum_{j \in [d_u]} \phi_j(x) \cdot \sum_{i \in [d_u]} [G^{-1}]_{i,j} \cdot \mathbb{E}_{X \sim p, Y \sim \bar{p}_i} [\mathcal{K}(X, Y)] \, dx,
$$

combining which with the definition of $\bar{\rho}$ in (F.4), we conclude the proof of Lemma F.1.

### G.2. Proof of Lemma F.2

**Proof.** For any $(k, h, a, a') \in [K] \times [2, \ldots, H] \times \mathcal{A}^2$, let $w^k_{h,a,a'} \in \mathbb{R}^{d_u}$ be the vector such that

$$
\bar{\rho}_{h,a,a'}(o_{h-1}, o_h, o_{h+1}) = \sum_{j \in [d_u]} \phi_j(o_{h-1}, o_h, o_{h+1}) \cdot [w^k_{h,a,a'}]_j,
$$

for any $o_{h-1}, o_h, o_{h+1} \in O$, where $\{\phi_j\}_{j=1}^{d_u}$ are distribution functions defined in Assumption 2.1 and the existence of $w^k_{h,a,a'}$ is guaranteed by the assumption therein. Also, recall that we define $\bar{\omega}^k_{h,a,a'} \in \mathbb{R}^{d_u}$ in (F.5) and we have

$$
\bar{\rho}_{h,a,a'}^k(o_{h-1}, o_h, o_{h+1}) = \sum_{j \in [d_u]} \phi_j(o_{h-1}, o_h, o_{h+1}) \cdot [\bar{\omega}^k_{h,a,a'}]_j.
$$

For notational simplicity, we denote $\phi = (\phi_1, \ldots, \phi_{d_u})$ and write $\bar{\rho}_{h,a,a'}^k$ in short for $\bar{\rho}_{h,a,a'}^k$. Then, we can rewrite (G.5) and (G.6) as

$$
\bar{\rho}_{h,a,a'}^k(\cdot) = \phi(\cdot)^T w^k_{h,a,a'}, \quad \bar{\rho}_{h,a,a'}^k(\cdot) = \phi(\cdot)^T \bar{\omega}^k_{h,a,a'}.
$$

Following the above definitions, we have

$$
\|\bar{\rho}_{h,a,a'}^k - \bar{\rho}_{h,a,a'}^k\|_1
$$

$$
= \int_{O^3} |\phi(o_{h-1}, o_h, o_{h+1})^T (\bar{\omega}^k_{h,a,a'} - w^k_{h,a,a'})| \, do_{h-1} \, do_h \, do_{h+1}
$$

$$
\leq \int_{O^3} \|\phi(o_{h-1}, o_h, o_{h+1})\|_2 \cdot \|\bar{\omega}^k_{h,a,a'} - w^k_{h,a,a'}\|_2 \, do_{h-1} \, do_h \, do_{h+1}
$$

$$
\leq d_o \cdot \|\bar{\omega}^k_{h,a,a'} - w^k_{h,a,a'}\|_2,
$$

where the first inequality is by the Cauchy-Schwarz inequality and the last inequality uses

$$
\int_{O^3} \|\phi(o_{h-1}, o_h, o_{h+1})\|_2 \, do_{h-1} \, do_h \, do_{h+1}
$$

$$
\leq \int_{O^3} \|\phi(o_{h-1}, o_h, o_{h+1})\|_1 \, do_{h-1} \, do_h \, do_{h+1}
$$

$$
= \sum_{j=1}^{d_u} \int_{O^3} \phi_j(o_{h-1}, o_h, o_{h+1}) \, do_{h-1} \, do_h \, do_{h+1} = d_o,
$$

$$
\|\bar{\rho}_{h,a,a'}^k - \bar{\rho}_{h,a,a'}^k\|_1
$$

$$
= \sum_{j=1}^{d_u} \int_{O^3} |\phi_j(o_{h-1}, o_h, o_{h+1})| \, do_{h-1} \, do_h \, do_{h+1}
$$

$$
\leq \sum_{j=1}^{d_u} \int_{O^3} \phi_j(o_{h-1}, o_h, o_{h+1}) \, do_{h-1} \, do_h \, do_{h+1} = d_o.
$$
where the matrix \( G \in \mathbb{R}^{d \times d} \) is defined in (3.17). Then, we have
\[
\| \hat{\omega}^k_{h,a,a'} - w^k_{h,a,a'} \|_2 = \| G^{-1} U^k_{h,a,a'} - G^{-1} G w^k_{h,a,a'} \|_2 \leq 1/\alpha \cdot \| U^k_{h,a,a'} - G w^k_{h,a,a'} \|_2.
\] (G.9)

Moreover, by the definition of \( G \) in (3.17), we have
\[
(Gw^k_{h,a,a'})_i = \sum_{j \in [d_i]} [G]_{i,j} \cdot [w^k_{h,a,a'}]_j = \sum_{j \in [d_i]} \mathbb{E}_{X \sim \phi_i, Y \sim \rho^k_{h,a,a'}} [\mathcal{K}(X,Y)] \cdot [w^k_{h,a,a'}]_j = \int_{\mathcal{O}^3 \times \mathcal{O}^3} \phi_i(x) \cdot \mathcal{K}(x,y) \cdot \sum_{j \in [d_i]} \rho^k_{h,a,a'}(y) \cdot [w^k_{h,a,a'}]_j \, dx \, dy.
\] (G.10)

By the definition of \( w^k_{h,a,a'} \) in (G.5), we can write (G.10) as
\[
(Gw^k_{h,a,a'})_i = \int_{\mathcal{O}^3 \times \mathcal{O}^3} \phi_i(x) \cdot \mathcal{K}(x,y) \cdot \rho^k_{h,a,a'}(y) \, dx \, dy = \mathbb{E}_{X \sim \phi_i, Y \sim \rho^k_{h,a,a'}} [\mathcal{K}(X,Y)]
\] (G.11)

Using the notation of the RKHS \( \mathcal{H} \), we can further rewrite (G.8) and (G.11) as
\[
[U^k_{h,a,a'}]_i = \langle \mathcal{K} \phi_i, \mathbb{K} \hat{\mathcal{D}}^k_{h,a,a'} \rangle_\mathcal{H}, \quad [Gw^k_{h,a,a'}]_i = \langle \mathcal{K} \phi_i, \mathbb{K} \rho^k_{h,a,a'} \rangle_\mathcal{H}.
\]

Recall that \( \mathbb{K} \) is defined in (3.16). Therefore, using the Cauchy-Schwarz inequality for the inner product in \( \mathcal{H} \), we have
\[
\| U^k_{h,a,a'} - G w^k_{h,a,a'} \|_2^2 = \sum_{i \in [d_i]} \left( \| \mathcal{K} \phi_i, \mathbb{K} \hat{\mathcal{D}}^k_{h,a,a'} - \mathbb{K} \rho^k_{h,a,a'} \|_\mathcal{H} \right)^2 \leq \sum_{i \in [d_i]} \| \mathcal{K} \phi_i \|_\mathcal{H}^2 \cdot \| \mathbb{K} \hat{\mathcal{D}}^k_{h,a,a'} - \mathbb{K} \rho^k_{h,a,a'} \|_\mathcal{H}^2.
\] (G.12)

Since \( \mathcal{K} \) is uniformly bounded by 1 as specified in Assumption 3.4, we have
\[
\| \mathcal{K} \phi_i \|_\mathcal{H}^2 = \mathbb{E}_{X \sim \phi_i, Y \sim \rho^k_{h,a,a'}} [\mathcal{K}(X,Y)] \leq 1.
\] (G.13)

In the sequel, we characterize \( \| \mathbb{K} \hat{\mathcal{D}}^k_{h,a,a'} - \mathbb{K} \rho^k_{h,a,a'} \|_\mathcal{H} \) on the right-hand side of (G.12) for any fixed \( (h,a,a') \in \{2, \ldots, H\} \times \mathcal{A}^2 \). For notational simplicity, we denote by \( Y_j \) the data point that is added to \( D_{h,a,a'} \) in the \( j \)-th iteration of Algorithm 1. In other words, we have
\[
D^k_{h,a,a'} = \{ Y_1, \ldots, Y_k \}, \quad \text{for any } k \in [K].
\]

Then, the random function process \( \{ \mathcal{M}_j \}_{j \geq 1} \) defined by
\[
\mathcal{M}_j(\cdot) = (1/k) \cdot \left( \sum_{i=1}^{\min(j,k)} \mathcal{K}(Y_i, \cdot) - \sum_{i=1}^{\min(j,k)} \mathbb{K} \rho^i_{h,a,a'}(\cdot) \right)
\] (G.14)
is a martingale in \( \mathcal{H} \) adapted to the data filtration \( \{ \mathcal{U}_j \}_{j \geq 0} \) of Algorithm 1. In detail, for any \( j \in [K] \), we have that \( \mathcal{U}_j \) contains the information of all data collected in the first \( j \) iterations of Algorithm 1. Note that the data point \( Y_j \) follows from the distribution \( \rho_{h,a,a'}^{\pi_{j-1}} \) conditioning on \( \mathcal{U}_{j-1} \). Therefore, we have

\[
\mathbb{E}[\mathcal{K}(Y_j, x) - (\mathbb{K}\rho_{h,a,a'}^{\pi_{j-1}})(x) | \mathcal{U}_{j-1}] = \mathbb{E}[\mathcal{K}(Y_j, x) | \mathcal{U}_{j-1}] - \mathbb{E}_{Y \sim \rho_{h,a,a'}^{\pi_{j-1}}}[\mathcal{K}(Y, x)] = 0,
\]

for any fixed \( x \in \mathcal{O}^3 \), which implies that \( \{ \mathcal{M}_j \}_{j \geq 1} \) defined above is a martingale. Moreover, we have that the total quadratic variation of \( \{ \mathcal{M}_j \}_{j \geq 1} \) is upper bounded by

\[
\sum_{i=1}^{k} (1/k^2) \cdot ||\mathcal{K}(Y_i, \cdot) - (\mathbb{K}\rho_{h,a,a'}^{\pi_{i}})(\cdot)||^2_{\mathcal{H}} \leq \sum_{i=1}^{k} (1/k^2) \cdot 4 = 4/k,
\]

where the inequality uses the fact

\[
||\mathcal{K}(Y_i, \cdot) - (\mathbb{K}\rho_{h,a,a'}^{\pi_{i}})(\cdot)||^2_{\mathcal{H}} = \mathcal{K}(Y_i, Y_i) + \mathbb{E}_{Y \sim \rho_{h,a,a'}^{\pi_{i}}, Y' \sim \rho_{h,a,a'}^{\pi_{i}}}[\mathcal{K}(Y, Y')] - 2 \cdot \mathbb{E}_{Y \sim \rho_{h,a,a'}^{\pi_{i}}}[\mathcal{K}(Y_i, Y)] \leq 4
\]

following the same argument of (G.13). Then, invoking Lemma G.7 with

\[
e^2 = 4/k \quad \text{and} \quad \varepsilon = \sqrt{8 \log(2KH^2/\delta)} \cdot k^{-1/2}
\]

for any \( \delta > 0 \), with probability at least \( 1 - \delta/(KH^2) \), it holds that

\[
||\mathcal{M}_k||_{\mathcal{H}} = ||\mathbb{K}\tilde{D}_{h,a,a'}^k - \mathbb{K}\rho_{h,a,a'}^k||_{\mathcal{H}} \leq \sqrt{8 \log(2KH^2/\delta)} \cdot k^{-1/2}.
\]

(G.15)

Here, the equality uses the definition of \( \rho_{h,a,a'}^k = \pi_k \). Recall that \( \pi_k \) is the mixing policy that uniformly selects a policy from \( \{ \pi_0, \ldots, \pi_{k-1} \} \) at random, which implies

\[
\rho_{h,a,a'}^k = \frac{1}{k} \sum_{i=0}^{k-1} \rho_{h,a,a'}^{\pi_i} \quad \text{and} \quad \mathbb{K}\rho_{h,a,a'}^k = \frac{1}{k} \sum_{i=0}^{k-1} \mathbb{K}\rho_{h,a,a'}^{\pi_i}.
\]

Then, by further applying the union bound, we have that, with probability at least \( 1 - \delta \), the inequality in (G.15) holds for any \( (k, h, a, a') \in [K] \times \{2, \ldots, H\} \times \mathcal{A}^2 \). Combining such an upper bound with (G.9), (G.12) and (G.13), we have

\[
\|\hat{w}_{h,a,a'}^k - w_{h,a,a'}^k\|_2 \leq d_0^{1/2}/\alpha \cdot \sqrt{8 \log(2KH^2/\delta)} \cdot k^{-1/2}.
\]

(G.16)

Combining (G.7) and (G.16), we know that, for any \( \delta > 0 \), we have

\[
\|\tilde{\rho}_{h,a,a'}^k - \rho_{h,a,a'}^k\|_1 \leq d_0^{3/2}/\alpha \cdot \sqrt{8 \log(2KH^2/\delta)} \cdot k^{-1/2},
\]

for any \( (k, h, a, a') \in [K] \times \{2, \ldots, H\} \times \mathcal{A}^2 \), with probability at least \( 1 - \delta \). Therefore, we conclude the proof of Lemma F.2. \( \square \)

**G.3. Proof of Lemma F.3**

*Proof.* By the definition of \( \mathbb{V}^\theta_{h,a} \) in (F.6), we have

\[
\mathbb{E}[X \sim \rho][(\mathbb{V}^\theta_{h,a} f)(X)] = \int_{\mathcal{O}^3} f(x) \cdot (\mathbb{V}^\theta_{h,a} \rho)(x) \, dx.
\]

(G.17)

for any \( f \in L^\infty(\mathcal{O}^3) \) and \( \rho \in \Delta(\mathcal{O}^3) \). By combining (G.17) and Lemma D.1, we have

\[
\int_{\mathcal{O}^3} f(x) \cdot (\mathbb{V}^\theta_{h,a} \rho_{h,a,a'} - \rho_{h,a,a'}) (x) \, dx,
\]
for any $f \in L^{\infty} (\mathcal{O}^3)$, which implies
\[ \| \mathbb{V}^{\theta}_{h,a} \rho^{\theta,a} - \rho^{\theta,a} \|_1 = 0. \]

For any $\rho \in L^1 (\mathcal{O}^3)$ such that $\| \rho \|_1 = 1$, we have
\[ \| \mathbb{V}^{\theta}_{h,a} \rho \|_1 = \int_{\mathcal{O}^3} \left| \int_{\mathcal{O}^2} B^{\theta}_{h,a} (o_h, \bar{o}_h, \bar{o}_{h+1}) \cdot \rho (o_{h-1}, o_h, o_{h+1}) \, do_h \, do_{h+1} \right| \, do_{h-1} \, d\bar{o}_h \, d\bar{o}_{h+1} \tag{G.18} \]
\[ \leq \int_{S \times \mathcal{O}^3} p_0 (\bar{o}_h = \bar{o}_h, \bar{o}_{h+1} = o_{h+1} \mid s_h = s_h, a_h = a) \cdot |Z_h^{\theta}_h (s_h, o_h)| \cdot \gamma \cdot |\rho (o_{h-1}, o_h, o_{h+1})| \, ds_h \, do_h \, do_{h+1} \, do_{h-1} \, d\bar{o}_h \, d\bar{o}_{h+1} \]
\[ = \int_{S \times \mathcal{O}^3} |Z_h^{\theta}_h (s_h, o_h)| \cdot \gamma \cdot |\rho (o_{h-1}, o_h, o_{h+1})| \, ds_h \, do_h \, do_{h+1} \, do_{h-1}, \]
where the inequality is by the definition of $B^{\theta}_{h,a}$ in (3.6). Combining (G.18) with (D.15) from the proof of Lemma D.1, we have
\[ \| \mathbb{V}^{\theta}_{h,a} \rho \|_1 \leq \int_S \gamma \cdot |\rho (o_{h-1}, o_h, o_{h+1})| \, do_h \, do_{h+1} \, do_{h-1} = \gamma, \]
which implies $\| \mathbb{V}^{\theta}_{h,a} \|_{1 \rightarrow 1} \leq \gamma$.

Therefore, we conclude the proof of Lemma F.3. \(\square\)

G.4. Property of the Bridge Operator

**Lemma G.1** (Bridge Property). Recall that we denote by $\sigma_{h-1}$ the event
\[ \overline{\tau}_{h-1} = \tau_{h-1}, \quad a_{h-1} = a_{h-1}. \]

For any $(h, \theta, \tau_{h-1}, a_{h-1}) \in [H] \times \Theta \times \overline{\Gamma}_{h-1} \times \mathcal{A}$, we have
\[ \mathbb{E}_\theta [Z_h^{\theta}_h (s_h, o_h) \mid \sigma_{h-1}] = \mathbb{E}_\theta [\mathbb{E}_\theta [Z_h^{\theta}_h (s_h, o_h) \mid s_{h-1}, a_{h-1} = a_{h-1}] \mid \sigma_{h-1}] \tag{G.19} \]

Note that, for any $s_{h-1} \in S$, we have
\[ \mathbb{E}_\theta [Z_h^{\theta}_h (s_h, o_h) \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}] \tag{G.20} \]
\[ = \int_{\mathcal{O}} Z_h^{\theta}_h (s_h, o_h) \cdot p_0 (o_h = o_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}) \, do_h \]
\[ = \int_{\mathcal{O} \times S} Z_h^{\theta}_h (s_h, o_h) \cdot \mathcal{E}_h^{\theta} (o_h \mid s_h) \cdot p_0 (s_h = s_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}) \, ds_h \, do_h. \]

We define the function $f : S \rightarrow \mathbb{R}$ by
\[ f (s_h) = p_0 (s_h = s_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}), \quad \text{for any } s_h \in S. \]

Then, we have $f \in \mathcal{F}_c$ and we can write the right-hand side of (G.20) as
\[ (Z_h^{\theta} \mathcal{E}_h^{\theta} f) (\bar{s}_h) = f (\bar{s}_h) = p_0 (s_h = \bar{s}_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}) \]
following Assumptions 2.1 and 2.2. In other words, we have
\[ \mathbb{E}_\theta [Z_h^{\theta}_h (s_h, o_h) \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}] = p_0 (s_h = \bar{s}_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}). \tag{G.21} \]
Combining (G.19) and (G.21) and using the Markov property of the POMDP, we obtain
\[
\mathbb{E}_\theta [\mathbb{L}_h^\theta (s_h, o_h) \mid \sigma_{h-1}]
\]
\[
= \int_{s} p_\theta (s_h = \tilde{s}_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}) \cdot p_\theta (s_{h-1} = s_{h-1} \mid \sigma_{h-1}) \, ds_{h-1}
\]
\[
= \int_{s} p_\theta (s_h = \tilde{s}_h \mid s_{h-1} = s_{h-1}, \sigma_{h-1}) \cdot p_\theta (s_{h-1} = s_{h-1} \mid \sigma_{h-1}) \, ds_{h-1}
\]
\[
= p_\theta (s_h = \tilde{s}_h \mid \sigma_{h-1}),
\]
which concludes the proof of lemma G.1.

The following lemma is a variant of Lemma 3.1, which adds the state information to the expectation condition.

**Lemma G.2** (Variant of Lemma 3.1). For any \((h, \theta, \pi, s_{h-1}, \tau_{h-1}, a_{h-1}) \in [H] \times \Theta \times \Pi \times S \times \Gamma_{h-1} \times A\) and \(f \in L^\infty(\Gamma_{h+1})\), we have
\[
\mathbb{E}_\theta (\mathbb{B}_h^\theta, \pi) (f(\tau_h)) - f(\tau_{h+1}) \mid s_{h-1} = s_{h-1}, \sigma_{h-1} = 0.
\]

**Proof.** The proof is very similar to the proof of Lemma 3.1. Following the notation in Lemma 3.1, by the definition of \(\mathbb{B}_h^\theta, \pi\) in (3.4), we have
\[
\mathbb{E}_\theta (\mathbb{B}_h^\theta, \pi) (f(\tau_h)) \mid s_{h-1} = s_{h-1}, \sigma_{h-1} = \int_{s \times \Theta} f'(\tau_h, \pi(\tau^1_h), \tilde{o}_{h+1}) \cdot p_\theta (o_h = \tilde{o}_h, o_{h+1} = \tilde{o}_{h+1} \mid s_{h} = \tilde{s}_h, a_h = \pi(\tau^1_h))
\]
\[
= \int_{s \times \Theta} Z_h^\theta (\tilde{s}_h, o_h) \cdot p_\theta (o_h = o_h \mid s_{h-1} = s_{h-1}, \sigma_{h-1}) \, do_h \, d\tilde{o}_h \, d\tilde{o}_{h+1} \, d\tilde{s}_h.
\]
Here, by (G.20)-(G.21) in the proof of Lemma G.1, we have
\[
= \int_{s} Z_h^\theta (\tilde{s}_h, o_h) \cdot p_\theta (o_h = o_h \mid s_{h-1} = s_{h-1}, \sigma_{h-1}) \, do_h
\]
\[
= \int_{s} Z_h^\theta (\tilde{s}_h, o_h) \cdot p_\theta (o_h = o_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}) \, do_h
\]
\[
= p_\theta (s_h = \tilde{s}_h \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1})
\]
\[
= p_\theta (s_h = \tilde{s}_h \mid s_{h-1} = s_{h-1}, \sigma_{h-1}).
\]
Thus, we can rewrite (G.22) as
\[
\mathbb{E}_\theta (\mathbb{B}_h^\theta, \pi) (f(\tau_h)) \mid s_{h-1} = s_{h-1}, \sigma_{h-1}
\]
\[
= \int_{s \times \Theta} f'(\tau_h, \pi(\tau^1_h), \tilde{o}_{h+1}) \cdot p_\theta (o_h = \tilde{o}_h, o_{h+1} = \tilde{o}_{h+1} \mid s_{h} = \tilde{s}_h, a_h = \pi(\tau^1_h))
\]
\[
= \int_{s \times \Theta} f'(\tau_h, \pi(\tau^1_h), \tilde{o}_{h+1}) \cdot p_\theta (o_h = o_h \mid s_h = \tilde{s}_h, a_h = \pi(\tau^1_h)) \, do_h \, d\tilde{o}_h \, d\tilde{o}_{h+1} \, d\tilde{s}_h.
\]
where the second equality uses the independence between \((o_h, o_{h+1})\) and \(\tau_{h-1}\) conditioning on \((s_h, a_h)\). Replacing the notations \(\tilde{o}_h\) and \(\tilde{o}_{h+1}\) of the integral variables on the right-hand side of (G.23) by \(o_h\) and \(o_{h+1}\), respectively, we obtain
\[
\mathbb{E}_\theta (\mathbb{B}_h^\theta, \pi) (f(\tau_h)) \mid s_{h-1} = s_{h-1}, \sigma_{h-1}
\]
\[
= \int_{o} f'(\tau_h, \pi(\tau_h), o_{h+1}) \cdot p_{\theta, \pi} (o_h = o_h, o_{h+1} = o_{h+1} \mid s_{h-1} = s_{h-1}, \sigma_{h-1}) \, do_h \, do_{h+1}
\]
\[
= \mathbb{E}_{\theta, \pi} [f(\tau_{h+1}) \mid s_{h-1} = s_{h-1}, \sigma_{h-1}],
\]
where we denote \(\tau_h = (\tau_{h-1}, a_{h-1}, o_h)\) and \(\tau_{h+1} = (\tau_h, o_{h+1})\). Therefore, we conclude the proof of Lemma G.2.
G.5. Properties of the Value Functions

Lemma G.3. For any \(( h, \pi, \theta, \tau_h ) \in [ H ] \times \Pi \times \Theta \times \Gamma_h\), it holds that

\[
V^\theta_{h, \pi}(\tau_h) = \int_S \mathbb{E}_{\theta, \pi} \left[ \sum_{i=1}^H r_i | s_h = s_h, \tau_{h-1} = \tau_{h-1}, a_{h-1} = a_{h-1} \right] \cdot Z_h^\theta(s_h, o_h) \, ds_h. 
\] (G.25)

Here, we denote \( \tau_h = ( \tau_{h-1}, a_{h-1}, o_h ) \) following the definition in (2.3).

Proof. We prove the lemma by induction over \( h \in [ H ] \). When \( h = H \), by the definition of the value function in (3.10) and the definition of \( \mathbb{B}_{H}^\theta \) in (3.4), we have

\[
V^\theta_{H, \pi}(\tau_H) = (\mathbb{B}_{H}^\theta R)(\tau_H) 
\] (G.26)

\[
= \int_{S^2} \left( \int (\tilde{o}_H, \tilde{\tau}_H) + \sum_{i=1}^{H-1} r(o_i, a_i) \right) \cdot \mathbb{B}_{h, \pi}(\tau_{H}^\dagger)(o_H, \tilde{o}_H, \tilde{o}_{H+1}) \, d\tilde{o}_H \, d\tilde{o}_{H+1} 
\]

\[
= \int_{S^2} \left( \int (\tilde{o}_H, \tilde{\tau}_H) + \sum_{i=1}^{H-1} r(o_i, a_i) \right) \cdot \left( \int \mathbb{B}_{h, \pi}(\tau_{H}^\dagger)(o_H, \tilde{o}_H, \tilde{o}_{H+1}) \, d\tilde{o}_H \right) \, d\tilde{o}_{H+1}. 
\]

Recall that \( \tau_{H}^\dagger \) is the tail-mirrored observation history defined in (3.5). Note that, by the definition of \( \{ B_{H}^\theta \}_{a \in A} \) in (3.6), we have

\[
\int_{S^2} \mathbb{B}_{h, \pi}(\tau_{H}^\dagger)(o_H, \tilde{o}_H, \tilde{o}_{H+1}) \, d\tilde{o}_{H+1} 
\] (G.27)

\[
= \int_{S \times S^2} p_0(\tilde{o}_H = \tilde{o}_H, \tilde{o}_{H+1} = \tilde{o}_{H+1} | s_H = s_H, a_H = a) \cdot Z_H^\theta(s_H, o_H) \, ds_H \, d\tilde{o}_{H+1} 
\]

\[
= \int_S p_0(o_h = \tilde{o}_H | s_H = s_H, a_H = a) \cdot Z_H^\theta(s_H, o_H) \, ds_H, 
\]

where we use the fact that \( s_H, a_H, \tilde{o}_H, \) and \( \tilde{o}_{H+1} \) in (3.6) have the same distribution of \( s_H, a_H, o_H, \) and \( o_{H+1} \). Combining (G.26) and (G.27), we have that (G.25) holds for \( h = H \).

Assume that (G.25) holds when \( h = j + 1 \) for some fixed \( j \leq H - 1 \). Then, by the definition of the value function in (3.10), we have

\[
V^\theta_{j, \pi}(\tau_j) = (\mathbb{B}_{j}^\theta, \pi V^\theta_{j+1, \pi})(\tau_j), \text{ for any } \tau_j \in \Gamma_j. 
\]

Applying the induction assumption and definition of \( \mathbb{B}_{j, \pi}^\theta \) in (3.4), we obtain

\[
(\mathbb{B}_{j}^\theta \cdot V^\theta_{j+1, \pi})(\tau_j) = \int_{S^2} \mathbb{E}_{\theta, \pi} \left[ \sum_{i=1}^H s_{j+1} = s_{j+1}, \tau_j = \tau_j, a_j = \pi(\tau_j) \right] \cdot Z_h^\theta(s_{j+1}, \tilde{o}_{j+1}) 
\]

\[
\cdot \mathbb{B}_{j, \pi}(\tau_j)(o_j, \tilde{o}_j, \tilde{o}_{j+1}) \, ds_{j+1} \, d\tilde{o}_j \, d\tilde{o}_{j+1}. 
\] (G.28)

Recall that \( \tau^\dagger_j \) and \( \tau^\sharp_j \) are the tail-mirrored observation history and full history defined in (3.5), respectively. Note that, by the definition of \( \{ B_{j,a}^\theta \}_{a \in A} \) in (3.6), we have

\[
\mathbb{B}_{j, \pi}(\tau_j)(o_j, \tilde{o}_j, \tilde{o}_{j+1}) 
\] (G.29)

\[
= \int_S p_0(a_j = \tilde{o}_j, o_{j+1} = \tilde{o}_{j+1} | s_j = s_j, a_j = \pi(\tau_j^\dagger)) \cdot Z^\theta_j(s_j, o_j) \, ds_j 
\]

\[
= \int_S \mathbb{E}_j(\tilde{o}_j | s_j) \cdot p_0(o_{j+1} = \tilde{o}_{j+1} | s_j = s_j, a_j = \pi(\tau_j^\dagger)) \cdot Z^\theta_j(s_j, o_j) \, ds_j 
\]
Recall that $\gamma$.

Therefore, we conclude the proof of Lemma G.3 by induction.

**Lemma G.4.** For any $(h, \theta, \tau_h, \pi) \in [H] \times \Theta \times \Gamma_h \times \Pi$, we have

$$|V_h^{\theta, \pi}(\tau_h)| \leq \gamma H.$$ 

Recall that $\gamma$ is defined in Assumption 2.2.

**Proof.** By Lemma G.3 and Assumption 2.2, we have

$$|V_h^{\theta, \pi}(\tau_h)| = \left| \int_S \mathbb{E}_{\theta, \pi} \left[ \sum_{i=1}^{H} r_i \bigg| s_h = s_h, \bar{\tau}_{h-1} = \tau_{h-1}, a_{h-1} = a_{h-1} \right] \cdot Z_h^{\theta}(s_h, o_h) \, ds_h \right|$$

$$\leq H \cdot \int_S |Z_h^{\theta}(s_h, o_h)| \, ds_h = H \cdot \|Z_h^{\theta} \delta_{o_h}\|_1 \leq \gamma H \cdot \|\delta_{o_h}\|_1 = \gamma H,$$

for any $(h, \theta, \tau_h, \pi) \in [H] \times \Theta \times \Gamma_h \times \Pi$. Here, $\delta_{o_h}$ is the Dirac delta function defined on $\mathcal{O}$, whose value is zero everywhere except at $o_h$, and whose integral over $\mathcal{O}$ is equal to one. Thus, we conclude the proof of Lemma G.4. \qed

**G.6. Properties of the State-Dependent Error**

**Lemma G.5.** For any $(k, h) \in [K] \times \{2, \ldots, H\}$, we have

$$\mathbb{E}_{\theta, \pi_k} [e_k^h(s_h)] \leq \gamma^2 H \cdot \sum_{a,a' \in A} \|\bar{\rho}_k^h \rho^k_{h,a,a'} - \rho^k_{h,a,a'}\|_1.$$
Proof. By the definition of $\epsilon^k_h$ in (A.2), we have
\[ \epsilon^k_h(s_{h-1}) = \mathbb{E}_{\theta^*, \pi_k}[(\mathbb{E}_{h}^{\theta_k, \pi_k} V^{\theta_k, \pi_k}_{h+1})(\tau_h) | s_{h-1} = s_{h-1}], \]  
(G.32)
for any $s_{h-1} \in S$. Note that, by the definition of $\mathbb{E}_{h}^{\theta, \pi}$ in (3.4), we have
\[
\mathbb{E}_{\theta^*, \pi_k}[(\mathbb{E}_{h}^{\theta_k, \pi_k} V^{\theta_k, \pi_k}_{h+1})(\tau_h) | s_{h-1} = s_{h-1}, \tau_{h-1} = \tau_{h-1}]
= \int_{O^3} V^{\theta_k, \pi_k}_{h+1}(s^*, \pi_k(\tau_h), \bar{a} + 1) \cdot \Delta B^{\theta_k, \theta^*}_{h, \pi_k}(o_h, \bar{o}, \bar{a} + 1)
\cdot p_{\theta^*}(o_h = o_h | s_{h-1} = s_{h-1}, \bar{a} = \pi_k(\tau_h - 1)) \, do_h \, d\bar{o}_h \, d\bar{a}_h + 1,
\]  
(G.33)
for any $((s_{h-1}, \tau_{h-1}) \in S \times \Gamma_{h-1}$, where $\tau_h = (\tau_{h-1}, a_{h-1}, \bar{o}_h)$, and $\tau^+_h = (\tau_{h-1}, \bar{o}_h)$, and
\[
\Delta B^{\theta_k, \theta^*}_{h, \pi_k}(o_h, \bar{o}, \bar{a} + 1) = B^{\theta_k, \pi_k}(o_h, \bar{o}, \bar{a} + 1) - B^{\theta^*, \pi_k}(o_h, \bar{o}, \bar{a} + 1).
\]  
(G.34)
By replacing the actions $\pi_k(\tau_h - 1)$ and $\pi_k(\tau^+_h)$ on the right-hand side of (G.33) by all possible action combinations, we have the inequality
\[
\mathbb{E}_{\theta^*, \pi_k}[(\mathbb{E}_{h}^{\theta_k, \pi_k} V^{\theta_k, \pi_k}_{h+1})(\tau_h) | s_{h-1} = s_{h-1}, \tau_{h-1} = \tau_{h-1}] 
\leq \sum_{a, a' \in A} \int_{O^3} V^{\theta_k, \pi_k}_{h+1}(s^*, a', \bar{a} + 1) \cdot \Delta B^{\theta_k, \theta^*}_{h, a'}(o_h, \bar{o}_h, \bar{a} + 1)
\cdot p_{\theta^*}(o_h = o_h | s_{h-1} = s_{h-1}, \bar{a} = a) \, do_h \, d\bar{o}_h \, d\bar{a}_h + 1.
\]  
(G.35)
Invoking Lemma G.4, we can further upper bound the left-hand side of (G.36) as
\[
\mathbb{E}_{\theta^*, \pi_k}[(\mathbb{E}_{h}^{\theta_k, \pi_k} V^{\theta_k, \pi_k}_{h+1})(\tau_h) - (\mathbb{E}_{h}^{\theta_k, \pi_k} V^{\theta_k, \pi_k}_{h+1})(\tau_h) | s_{h-1} = s_{h-1}, \tau_{h-1} = \tau_{h-1}] 
\leq \sum_{a, a' \in A} \sup_{s_{h-1} = s_{h-1}, a_{h-1} = a} |V^{\theta_k, \pi_k}_{h+1}(s^*, a', \bar{a} + 1)| \cdot \int_{O^2} |\Delta B^{\theta_k, \theta^*}_{h, a'}(o_h, \bar{o}_h, \bar{a} + 1)|
\cdot p_{\theta^*}(o_h = o_h | s_{h-1} = s_{h-1}, \bar{a} = a) \, do_h \, d\bar{o}_h \, d\bar{a}_h + 1.
\]  
(G.36)
Combining (G.32) and (G.36), and applying Jensen’s inequality, we obtain
\[
\epsilon^k_h(s_{h-1}) \leq \sum_{a, a' \in A} \gamma H \cdot \int_{O^2} |\Delta B^{\theta_k, \theta^*}_{h, a'}(o_h, \bar{o}_h, \bar{a} + 1)|
\cdot p_{\theta^*}(o_h = o_h | s_{h-1} = s_{h-1}, \bar{a} = a) \, do_h \, d\bar{o}_h \, d\bar{a}_h + 1.
\]  
(G.37)
for any $s_{h-1} \in S$.
In the sequel, we characterize the expectation of both sides of (G.37) with respect to the marginal distribution of $s_{h-1}$. We define the function $f : S \rightarrow \mathbb{R}$ by
\[
f(s_{h-1}) = \int_O \Delta B^{\theta_k, \theta^*}_{h, a'}(o_h, \bar{o}_h, \bar{a} + 1) \cdot p_{\theta^*}(a_{h-1} = a) \, do_h,
\]  
(G.38)
for any $s_{h-1} \in S$. With $f$ defined above and the inequality in (G.37), we have
\[
\mathbb{E}_{\theta^*, \pi_k}[\epsilon^k_h(s_{h-1})] = \gamma H \cdot \sum_{a, a' \in A} \int_O \|f\|_1 \, do_h \, d\bar{o}_h \, d\bar{a}_h + 1.
\]  
(G.39)
where we take the expectation of both sides of (G.37) with respect to the marginal distribution of \( s_{h-1} \), following the policy \( \bar{\pi}_k \). Note that we can write the probability on the right-hand side of (G.38) as

\[
p_{\theta^*, \pi_k}(o_h = o_h, s_{h-1} = s_{h-1} \mid a_{h-1} = a) = p_{\theta^*, \pi_k}(s_{h-1} = s_{h-1} \mid o_h = o_h, a_{h-1} = a) \cdot p_{\theta^*, \pi_k}(o_h = o_h \mid a_{h-1} = a),
\]

which implies \( f \in \mathcal{F}_s \subset \text{linspan}(\{\psi_i\}_{i=1}^d) \) following Assumption 2.1. Then, by further applying Assumption 2.2, we obtain

\[
\|f\|_1 = \|Z_{h-1}^f O_{h-1}^f f\|_1 \leq \gamma \cdot \|O_{h-1}^f f\|_1.
\]

With \( f \) defined in (G.38) and \( O_{h-1}^f \) defined in (2.4), we can write

\[
\|O_{h-1}^f f\|_1 = \int_\mathcal{O} \int_{\mathcal{O} \times S} \Delta \beta_{h,a}^\theta(o_h, \bar{o}_h, \bar{o}_{h+1}) \cdot p_{\theta^*, \pi_k}(o_h = o_h, s_{h-1} = s_{h-1} \mid a_{h-1} = a) \cdot \xi_{h-1}^\theta(o_{h-1} \mid s_{h-1}) \, d\theta_h \, ds_{h-1} \, d\theta_h
\]

or

\[
\int_\mathcal{O} \int_{\mathcal{O} \times S} \Delta \beta_{h,a}^\theta(o_h, \bar{o}_h, \bar{o}_{h+1}) \cdot p_{\theta^*, \pi_k}(o_{h-1} = o_{h-1}, o_h = o_h, s_{h-1} = s_{h-1} \mid a_{h-1} = a, a_h = a') \, d\theta_h \, ds_{h-1} \, d\theta_h
\]

Recall that \( \Delta \beta_{h,a}^\theta \) is defined in (G.34). Then, by applying the definition of \( \forall_{h,a}^\theta \) in (F.6) for \( \theta = \theta_k \) and \( \theta = \theta^* \) to the right-hand side of (G.41) and integrating for \( \bar{o}_h, o_{h+1} \) over \( \mathcal{O}^2 \) for both sides, we have

\[
\int_\mathcal{O} \int_{\mathcal{O}^3} \|O_{h-1}^f f\|_1 \, d\bar{o}_h \, d\bar{o}_{h+1} = \|\forall_{h,a}^\theta \bar{\pi}_k - \forall_{h,a}^{\theta^*} \bar{\pi}_k\|_1 = \|\forall_{h,a}^\theta \rho_{h,a,a'} - \rho_{h,a,a'}\|_1,
\]

where the second equality is by Lemma F.3. Then, by combining (G.39), (G.40) and (G.42), we obtain

\[
\mathbb{E}_{\bar{\theta}^*, \pi_k}[\epsilon_h^k(s_{h-1})] \leq \gamma H \cdot \sum_{a,a' \in A} \int_{\mathcal{O}^3} \|f\|_1 \, d\bar{o}_h \, d\bar{o}_{h+1}
\]

\[
\leq \gamma^2 H \cdot \sum_{a,a' \in A} \int_{\mathcal{O}^3} \|O_{h-1}^f f\|_1 \, d\bar{o}_h \, d\bar{o}_{h+1}
\]

\[
= \gamma^2 H \cdot \sum_{a,a' \in A} \|\forall_{h}^{\theta_k} \rho_{h,a,a'} - \rho_{h,a,a'}\|_1,
\]

which concludes the proof of Lemma G.5.

**Lemma G.6.** For any \((k, h) \in [K] \times \{2, \ldots, H\}\) and \(s_{h-1} \in S\), we have

\[
\epsilon_h^k(s_{h-1}) \leq 2\gamma H.
\]

**Proof.** For any \((k, h, s_{h-1}, \pi_h, a_{h-1}) \in [K] \times \{2, \ldots, H\} \times S \times \Gamma_h \times A\), we have

\[
\mathbb{E}_{\bar{\theta}^*, \pi_k}[\mathbb{E}_{\pi_k}[V_{h-1}^{\theta_k, \pi_k}(\pi_h) \mid s_{h-1} = s_{h-1}, a_{h-1} = a_{h-1}], s_{h-1} = s_{h-1}, \pi_h, a_{h-1} = a_{h-1}] \leq \gamma H,
\]

(4.3)
where the equality uses the definition of the value function in (3.10) and the inequality is by Lemma G.4. Similarly, by Lemma G.2, we have

\[
\bigg| \mathbb{E}_{\theta^*} [ (B_{\theta_k} V_{k+1} (\tau) ) | s_{h-1} = s_h, \tau_{h-1} = \tau_h, a_{h-1} = a_h ] \bigg| \leq \gamma H.
\] (G.44)

Combining (G.43) and (G.44), and using the triangle inequality, we have

\[
\bigg| \mathbb{E}_{\theta^*} [ (B_{\theta_k} V_{k+1} - B_{\theta_k}^* V_{k+1} ) (\tau) | s_{h-1} = s_h, \tau_{h-1} = \tau_h, a_{h-1} = a_h ] \bigg| \leq 2\gamma H,
\]

which, by Jensen’s inequality, implies

\[
e_k^h(s_{h-1}) = \bigg| \mathbb{E}_{\theta^*, \pi_k} [ (B_{\theta_k} V_{k+1} - B_{\theta_k}^* V_{k+1} ) (\tau) | s_{h-1} = s_h ] \bigg| \leq 2\gamma H.
\]

Therefore, we conclude the proof of Lemma G.6.

\[\square\]

G.7. Concentration Inequality

**Lemma G.7.** Suppose that \( \{M_j\} \) is a martingale defined on a Hilbert space \( \mathcal{H} \). For any \( c > 0 \), if we have

\[
\sum_{j=1}^{\infty} \|M_{j+1} - M_j\|_{\mathcal{H}}^2 \leq c^2,
\] (G.45)

then, for any \( \varepsilon > 0 \), it holds that

\[
P \left( \sup_{j \geq 1} \|M_j\|_{\mathcal{H}} \geq \varepsilon \right) \leq 2 \exp \left\{ -\frac{\varepsilon^2}{2c^2} \right\}.
\]

**Proof.** The lemma is a special case of Theorem 3.5 in (Pinelis, 1994) (see also, Theorem 3 in (Pinelis, 1992)), which is a more general result for martingales in Banach spaces. \[\square\]