Abstract

A common task in single particle electron cryomicroscopy (cryo-EM) is the rigid alignment of images and/or volumes. In the context of images, a rigid alignment involves estimating the inner-product between one image of $N \times N$ pixels and another image that has been translated by some displacement and rotated by some angle $\gamma$. In many situations the number of rotations $\gamma$ considered is large (e.g., $O(N)$), while the number of translations considered is much smaller (e.g., $O(1)$). In these scenarios a naive algorithm requires $O(N^3)$ operations to calculate the array of inner-products for each image-pair. This computation can be accelerated by using a fourier–bessel basis and the fast-fourier-transform (FFT), requiring only $O(N^2)$ operations per image-pair. We propose a simple data-driven compression algorithm to further accelerate this computation, which we refer to as the ‘radial-SVD’. Our approach involves linearly-recombining the different rings of the original images (expressed in polar-coordinates), taking advantage of the singular-value-decomposition (SVD) to choose a low-rank combination which both compresses the images and optimizes a certain measure of angular discriminability. When aligning multiple images to multiple targets, the complexity of our approach is $O(N(\log(N) + H))$ per image-pair, where $H$ is the rank of the SVD used in the compression above. A very similar strategy can be used to accelerate volume-alignment, using a spherical-harmonic based compression, which we’ll refer to as a ‘degree-SVD’. The advantage gained by this approach depends on the ratio between $H$ and $N$; the smaller $H$ is the better. In many applications $H$ can be quite a bit smaller than $N$ while still maintaining accuracy. We present numerical results in a cryo-EM application demonstrating that the radial- and degree-SVD can help save a factor of 5–10 for both image- and volume-alignment.
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1 Introduction

Rigid alignment of images and volumes is a ubiquitous task that arises in many computer vision problems, as well as in the analysis of biomedical data [1, 2, 3]. In this paper we focus on the application of single particle electron cryomicroscopy (cryo-EM) (see [4, 5, 6, 7, 8] for an overview).

Within this application there are two basic tasks, involving the comparison of either: (i) a pair of 2-dimensional images, or (ii) a pair of 3-dimensional volumes. During cryo-EM molecular-reconstruction the same images or volumes are typically compared multiple times against different targets [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. The images involved are typically sampled on a uniform square $N \times N$ grid, while the volumes are measured on a uniform cubic $N \times N \times N$ grid. The measure of similarity is typically the inner-product between the two objects, which is equivalent (up to scaling) to their correlation. In each case the goal is to find a rigid transformation – a rotation composed with a translation – that maximizes the inner-product between one object and the other.

In the cryo-EM setting the images and volumes involved are usually approximately centered to begin with. Thus, while the set of transformations to be considered still includes all rotations, the translations can be limited to small translations with a bounded magnitude. In this setting the translational degrees-of-freedom can be treated efficiently [25], and the problem reduces to a sub-problem where only rigid-rotations need be considered.

Within the context of images, the main challenge then becomes to solve the rotational-alignment problem quickly. In some applications only the optimal rotation is sought, while in other applications the entire landscape of inner-products is required, as sampled over rotation-angles $\in [0, 2\pi)$ [18, 23]. As described in [26, 27], the computational complexity of the latter task is no greater than the former, and can be performed efficiently by representing the images in a fourier-bessel basis and using the 1-dimensional fast-fourier-transform (FFT). For volumes, a very similar strategy can be applied: representing the volumes in a spherical-harmonic basis and using the 2-dimensional FFT [28]. In all of these cases the computational efficiency of the calculation depends on representing the objects – either images or volumes – in a basis that explicitly records the radial-direction (i.e., either image-rings or volume-shells, respectively).

In this paper we make a very simple observation: not all of the different radii are equally useful. Some are relevant for discriminating between the objects, while others carry little to no information. Motivated by this observation, we propose linearly recombinining the image-rings (or volume-shells, resp.) to reduce the number of degrees-of-freedom, while maintaining information relevant for alignment. This can easily be done by constructing an (application-dependent) quadratic objective-function which measures the quality of any given radial-recombination. This objective-function can then be optimized using the singular-value-decomposition (SVD), revealing radial-combinations that are useful for alignment. As we
demonstrate below, this ‘radial-SVD’ can be used to reduce the operation-count of image- and volume-alignment, often by a factor of 5–10 or more when aligning multiple images or volumes to multiple targets.

This paper is structured as follows. We first review some mathematical preliminaries, introducing our notation and referencing the standard strategies for the rotational-alignment of images. Then we describe our proposed radial-SVD in the context of images, and present an example using cryo-EM data. We then generalize our approach to volumes, using the degree-SVD as well as the radial-SVD. We conclude by pointing out some of the obvious applications for the radial-SVD, as well as some straightforward generalizations.

2 Mathematical Preliminaries

In this section we introduce the notation used in the rest of the manuscript, describe the objects we are dealing with in the context of cryo-EM, and review the standard strategies for calculating inner-products. We first discuss images, and then summarize the generalization to volumes in section 4. Many of the conventions we establish for the former will carry over to the latter. When possible, we will use the same notation as in [25].

2.1 Image notation

We use $x, k \in \mathbb{R}^2$ to represent spatial position and frequency, respectively. In polar-coordinates these vectors are represented as:

$$
    x = (x \cos \theta, x \sin \theta) \quad \text{(1)}
$$

$$
    k = (k \cos \psi, k \sin \psi). \quad \text{(2)}
$$

The Fourier transform of a two-dimensional function $A \in L^2(\mathbb{R}^2)$ is defined as

$$
    \hat{A}(k) := \int_{\mathbb{R}^2} A(x) e^{-ik \cdot x} \, dx. \quad \text{(3)}
$$

We recover $A$ from $\hat{A}$ using the inverse Fourier transform:

$$
    A(x) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} \hat{A}(k) e^{+ik \cdot x} \, dk. \quad \text{(4)}
$$

The inner-product between two functions $A, B \in L^2(\mathbb{R}^2)$ is written as

$$
    \langle A, B \rangle = \int_{\mathbb{R}^2} A(x) \overline{B(x)} \, dx, \quad \text{(5)}
$$

where $z^\dagger$ is the complex conjugate of $z \in \mathbb{C}$. We will also use Plancherel’s theorem [29],

$$
    \langle A, B \rangle = \frac{1}{(2\pi)^2} \langle \hat{A}, \hat{B} \rangle, \quad \forall A, B \in L^2(\mathbb{R}^2). \quad \text{(6)}
$$

We represent any given image as a function $A \in L^2(\mathbb{R}^2)$, with values corresponding to the image intensity at each location. As a consequence of Plancherel’s theorem, any inner-product between $A$ and $B$ can be calculated equally well in either real- or frequency-space. Because of recent image-alignment tools developed in the context of cryo-EM molecular-reconstruction [27, 25], we will typically refer to
images in frequency-space (i.e., \( \hat{A} \), rather than \( A \)). Nevertheless, all of the concepts we develop can be applied just as well in real-space \([15, 30, 8, 27, 25]\).

Abusing notation, we’ll refer to \( A(\mathbf{x}) \) and \( \hat{A}(\mathbf{k}) \) in polar-coordinates as:

\[
A(x, \theta) := \hat{A}(x) = A(x \cos \theta, x \sin \theta) \quad (7)
\]

\[
\hat{A}(k, \psi) := \hat{A}(k) = \hat{A}(k \cos \psi, k \sin \psi). \quad (8)
\]

With this notation each \( \hat{A}(k, \psi) \) for fixed \( k \) and \( \psi \in [0, 2\pi) \) corresponds to a ‘ring’ in frequency-space with radius \( k \).

### 2.2 Image inner-products in a continuous setting: the fourier-bessel basis

Using the notation above, a rotation \( R_\gamma \) by angle \( \gamma \) can be represented as:

\[
R_\gamma A(x, \theta) := A(x, \theta - \gamma). \quad (9)
\]

Since rotation commutes with the fourier-transform, we have:

\[
\hat{R_\gamma} \hat{A}(k, \psi) = R_\gamma \circ \hat{A}(k, \psi) = \hat{A}(k, \psi - \gamma). \quad (10)
\]

In this manner, a rotation of any image by \(+\gamma\) can be represented as an angular-shift of each image-ring by \( \psi \to \psi - \gamma \).

The inner-product between an image \( A \) and a rotated-version of image \( B \) is denoted by:

\[
\mathcal{X}(\gamma; A, B) := \langle A, R_\gamma B \rangle, \quad (11)
\]

and is equivalent (up to a prefactor, which we ignore) to:

\[
\mathcal{X}(\gamma; \hat{A}, \hat{B}) = \langle \hat{A}, R_\gamma \hat{B} \rangle \quad (12)
\]

\[
= \int \int \hat{A}(k, \psi)^* \hat{B}(k, \psi - \gamma) kdkd\psi. \quad (13)
\]

It is computationally expensive to calculate many such inner-products \( \mathcal{X}(\gamma) \) (across multiple \( \gamma \)) directly from the values of \( A \) and \( B \), because each unique \( \gamma \) corresponds to a different shift in the angular-component of each image-ring of \( B \). Put another way, the calculation of all \( \mathcal{X}(\gamma) \) for \( \gamma \in [0, 2\pi) \) amounts to a \( \psi \)-convolution of the image-rings \( \hat{A}(k, \psi) \) and \( \hat{B}(k, \psi) \). To calculate such a convolution efficiently, we represent the image-rings in a fourier-bessel basis \([30, 31, 27, 25]\). This basis transforms the action of the rotation-operator into elementwise multiplication, and transforms the convolution above into an elementwise product.

To define the fourier-bessel-coefficients of an image we recall that, for each fixed \( k \), the image-ring \( \hat{A}(k, \psi) \) is a \( 2\pi \)-periodic function of \( \psi \). Thus, we can represent each image-ring \( \hat{A}(k, \psi) \) as a fourier-series in \( \psi \), obtaining

\[
\hat{A}(k, \psi) = \sum_{q=-\infty}^{+\infty} a(k; q)e^{iq\psi}, \quad (14)
\]

for \( q \in \mathbb{Z} \). The fourier-bessel-coefficients \( a(k; q) \) of the image-ring \( \hat{A}(k, \psi) \) are given by

\[
a(k; q) = \frac{1}{2\pi} \int_0^{2\pi} \hat{A}(k, \psi)e^{-iq\psi} d\psi. \quad (15)
\]
These coefficients can be represented in a more traditional fashion by recalling that the bessel-function \( J_q(kx) \) can be written as:

\[
J_q(kx) = \frac{1}{2\pi} \int_0^{2\pi} e^{ikx \sin(\psi) - iqx} d\psi
\]

(16)

\[
= \frac{1}{2\pi} \int_0^{2\pi} e^{-ikx \cos(\psi/2) - iqx} d\psi ,
\]

(17)

which, when combined with the definition of the fourier-transform, immediately implies that:

\[
a(k; q) = \iint A(x, \theta) \frac{1}{2\pi} \int_0^{2\pi} e^{-ikx \cos(\psi - \theta) - iqx} dx \, d\theta
\]

(18)

\[
= \iint A(x, \theta)e^{i(\theta + \pi/2)} \frac{1}{2\pi} \int_0^{2\pi} e^{-ikx \cos(\psi/2) - iqx} dx \, d\theta
\]

(19)

\[
= \iint A(x, \theta)e^{i(\theta + \pi/2)} J_q(kx) dx \, d\theta ,
\]

(20)

which is the inner-product between the original image (in real-space) and a ‘fourier-bessel’ function.

The rotation \( R_\gamma \) can now be represented as:

\[
R_\gamma \hat{A}(k, \psi) = \hat{A}(k, \psi - \gamma)
\]

(21)

\[
= \sum_{q=-\infty}^{+\infty} a(k; q)e^{iq(\psi - \gamma)}
\]

(22)

\[
= \sum_{q=-\infty}^{+\infty} a(k; q) \cdot e^{-iq\gamma}e^{iq\psi},
\]

(23)

such that the fourier-bessel-coefficients of the rotated image-ring \( R_\gamma \circ \hat{A}(k, \cdot) \) are given by the original fourier-bessel-coefficients \( a(k; q) \), each multiplied by the phase-factor \( e^{-iq\gamma} \). Note that \( 23 \) naturally allows for rotation by any \( \gamma \), even values of \( \gamma \) that may not lie on the polar grid used to discretize the images.

Using Plancherel’s theorem in 1-dimension, we see that, for any pair of image-rings,

\[
\int_0^{2\pi} \hat{A}(k, \psi)^\dagger \hat{B}(k, \psi) d\psi = 2\pi \sum_{q=-\infty}^{+\infty} a(k, q)^\dagger b(k, q).
\]

(24)

Thus, the inner-product \( \mathcal{X}(\gamma) \) can be written in terms of fourier-bessel-coefficients of \( \hat{A} \) and \( \hat{B} \):

\[
\mathcal{X}(\gamma; \hat{A}, \hat{B}) = \langle \hat{A}, R_\gamma \hat{B} \rangle
\]

(25)

\[
= 2\pi \sum_{q=-\infty}^{+\infty} a(k; q)^\dagger b(k; q)e^{-iq\gamma} dk
\]

(26)

\[
= 2\pi \sum_{q=-\infty}^{+\infty} e^{-iq\gamma} \cdot \left[ \int a(k; q)^\dagger b(k; q) dk \right].
\]

(27)

This last expression can be interpreted as a relationship between the desired inner-products \( \mathcal{X}(\gamma) \) and the fourier transform of the term in brackets on the right-hand-side. That is:

\[
\hat{\mathcal{X}}(q; a, b) = 2\pi \left[ \int a(k; q)^\dagger b(k; q) dk \right].
\]

(28)
In a typical discretization scheme (see below) the images \( \hat{A} \) and \( \hat{B} \) each require the storage of \( \mathcal{O}(N^2) \) values, as do the fourier-bessel-representations \( a \) and \( b \). The calculation of the array \( \mathcal{X}(q) \) involves \( \mathcal{O}(N^2) \) operations and \( \mathcal{O}(N) \) storage. Once \( \mathcal{X} \) is calculated, the inner-products \( \mathcal{X}(\gamma) \) can be recovered on a uniform grid of \( \mathcal{O}(N) \) angles \( \gamma \in [0, 2\pi) \) with an additional \( \mathcal{O}(N \log(N)) \) operations using the FFT. More details are given in section 2.4 below, and in [27, 25].

### 2.3 Image discretization

We denote by \( \Omega_1 \) and \( \Omega_K \) the ball of radius 1 and \( K \), respectively, in either real- or frequency-space:

\[
\Omega_1 := \{ x \in \mathbb{R}^2 \text{ such that } \|x\| \leq 1 \}, \quad \Omega_K := \{ k \in \mathbb{R}^2 \text{ such that } \|k\| \leq K \},
\]

and we will assume that all the images considered are supported in \( x \in \Omega_1 \). Given that \( A(x) \) is supported on \( \Omega_1 \), the representation \( \hat{A}(k) \) will have a bandlimit of 1, implying that \( \hat{A} \) can be accurately reconstructed from its values sampled on a frequency-grid with spacing \( \mathcal{O}(1) \) [32].

We also assume that any relevant signal within the images has a maximum effective spatial-frequency magnitude of \( K \); i.e., that the salient features of \( \hat{A} \) are concentrated in \( k \in \Omega_K \). Consequently, we expect that the inversion

\[
A(x) \approx \frac{1}{(2\pi)^2} \int_{\Omega_K} \hat{A}(k)e^{+ik \cdot x} dk
\]

will hold to high accuracy. When these assumptions hold we can be sure that we won’t lose much accuracy when applying these transformations in a discrete setting (as discussed below).

As discussed in [25], an \( N \times N \) image spanning \([-1, +1]^2\) has a pixel-spacing of \( \Delta x = 2/N \), corresponding to a Nyquist spatial-frequency of \( K = \pi/\Delta x = (\pi/2)N \). We’ll assume that the maximum effective spatial-frequency \( K \) is always taken to be on the order of the Nyquist spatial-frequency. Thus, \( K = O(N) \), and scalings in \( K \) and \( N \) will be equivalent. Additionally, the fact that \( x \leq 1 \) implies that the bessel-coefficients \( a(k, q) \) will be concentrated in the range \( |q| \lesssim k \), meaning that the bessel-coefficients \( a \) across all \( k \in [0, K] \) will be concentrated in \( q \in [-Q/2, +Q/2 - 1] \) for \( Q = \mathcal{O}(K) = \mathcal{O}(N) \).

With the notation above, we can consider an \( N \times N \) image as a discrete set of pixel-averaged samples within \([-1, +1]^2\):

\[
A_{n_1, n_2} = \frac{1}{\Delta x^2} \int_{x_1 = n_1 \Delta x}^{(n_1+1)\Delta x} \int_{x_2 = n_2 \Delta x}^{(n_2+1)\Delta x} A(x) \, dx
\]

for indices \( n_1, n_2 \in \{0, \ldots, N-1\} \). We approximate the fourier transform \( \hat{A} \) at any \( k \in \mathbb{R}^2 \) via the simple summation:

\[
\hat{A}(k) = (\Delta x)^2 \sum_{n_2=0}^{N-1} \sum_{n_1=0}^{N-1} A_{n_1, n_2} \exp(-ik \cdot x_{n_1, n_2}),
\]

where \( x_{n_1, n_2} \) is the appropriately-chosen pixel-center \( \Delta x (n_1 + \frac{1}{2}, n_2 + \frac{1}{2}) \). Because we have assumed that the image is sufficiently well sampled (i.e., that \( \hat{A} \) contains little relevant frequency-content above the Nyquist-frequency \( K \)), we expect the simple sum to be accurate.

We will typically evaluate \( \hat{A}(k) \) for \( k \) on a polar-grid, with \( k- \) and \( \psi \)-values corresponding to a quadrature-scheme, using the NUFFT to compute \( \hat{A}(k, \psi) \) at the associated quadrature-nodes (see [32, 25]). As an example, for the application of image-alignment we use a Gauss-Jacobi quadrature for \( k \) built with a weight-function corresponding to the radial-weighting of \( kdk \). This quadrature-scheme produces a set of \( R \) quadrature-nodes \( k_1, \ldots, k_R \) and radial weights \( w_1, \ldots, w_R \) which can be used to approximate the integral

\[
\int_0^K g(k)kdk \approx \sum_{r=1}^R g(k_r)w_r
\]
to high accuracy for any function \( g(k) \) which is smooth on the scale of \( \mathcal{O}(1) \). The \( Q \) angular-nodes \( \psi_0, \ldots, \psi_{Q-1} \) will then be equispaced in the periodic interval \([0, 2\pi)\), with a spacing of \( \Delta \psi = 2\pi/Q \), and \( \psi_{q'} = q'\Delta \psi \). Equispaced \( \psi \)-nodes allow for spectrally-accurate trapezoidal-quadrature in the \( \psi \)-direction, and we approximate the fourier-bessel-coefficients of each image-ring \( \hat{A}(k, \psi) \) as follows:

\[
a(k, q) \approx \sum_{q'=0}^{Q-1} \hat{A}(k, q') \exp(-iq\psi_{q'}) \Delta \psi,
\]

with the index \( q \) considered periodically in the interval \([-Q/2 - 1, \ldots, +Q/2]\) (so that, e.g., the \( q \)-value of \( Q - 1 \) corresponds to the \( q \)-value of \(-1\)).

An example of some discretized images is given in Fig\,[1] This figure illustrates images of the TRPV1 molecule taken from the Electron Microscopy Public Image Archive dataset EMPIAR-10005 \[33\]. The top and bottom rows correspond to two different images, indexed by their order in the dataset. The original images \( A(x) \) (far left) are quite noisy, and we estimate their ‘true’ signals \( A^{\text{signal}} \) (shown adjacent) as follows. First, we project the 3-dimensional electron-density-function of the TRPV1-reference-molecule (taken from the Electron Microscopy Data Bank (EMDB) structure ‘EMD-5778’) onto the estimated viewing-angles of the images (in \( \text{SO}_3 \)). These projections form ‘templates’, which we then convolve with the fourier-transform of the contrast-transfer-function (CTF) associated with the imaging process. The two images have been chosen so that their estimated viewing-angles in \( \text{SO}_3 \) are roughly the same, up to an in-plane rotation of \( \sim 37^\circ \). Thus, the two images have approximately the same template (modulo in-plane rotation), which we refer to as \( S(x) \). These two images also have approximately the same CTF. Thus, the signal for both images can be estimated using the same ‘CTF-corrected template’ \( CTF \odot \hat{S} \). More specifically, we approximate the image signals \( \hat{B} := \hat{A}^{\text{signal}} \) as \( \mathcal{R}_\gamma \left[ CTF \odot \hat{S} \right](x) \) for some appropriately chosen image-specific in-plane angle \( \gamma \). Representations of \( \hat{A}(k, \psi) \) and \( \hat{A}^{\text{signal}}(k, \psi) \) are shown on the right side of Fig\,[1] These are displayed on a polar-grid out to \( K = 48 \), which is a typical frequency associated with low-resolution analysis and processing in this setting.

### 2.4 Image inner-products in a discrete setting

As alluded to in section 2.2, we can use the discrete fourier-bessel-coefficients \( a(k, q) \) and \( b(k, q) \) associated with images \( \hat{A} \) and \( \hat{B} \) to efficiently calculate the inner-products \( \mathcal{X} \) across a range of rotation-angles \( \gamma_{q'} = 2\pi q'/Q \). This calculation can be summarized as:

\[
\mathcal{X}(\gamma_{q'}; \hat{A}, \hat{B}) = 2\pi \sum_{q=0}^{Q-1} \exp(-i q \gamma_{q'}) \sum_{r=1}^{R} w_r a(k_r, q)^\dagger b(k_r, q).
\]

This calculation can be achieved in two steps:

**[Step 1]** \( \hat{\mathcal{X}}(q; \hat{A}, \hat{B}) = 2\pi \sum_{r=1}^{R} w_r a(k_r, q)^\dagger b(k_r, q), \)

**[Step 2]** \( \mathcal{X}(\gamma_{q'}; \hat{A}, \hat{B}) = \sum_{q=0}^{Q-1} \exp(-i q \gamma_{q'}) \hat{\mathcal{X}}(q; \hat{A}, \hat{B}). \)

The first step applies radial-quadrature to combine information from different image-rings, computing the fourier series coefficients \( \hat{\mathcal{X}}(q) \) in \( \mathcal{O}(RQ) \) operations. The second step can be evaluated using a 1-dimensional fast-fourier-transform of size \( Q \), requiring \( \mathcal{O}(Q \log(Q)) \) operations. If a finer resolution in \( \gamma \) is required then the array \( \hat{\mathcal{X}} \) can be zero-padded prior to the FFT. If a specific non-uniform set of \( \gamma \)-values are requested, then then non-uniform fast-fourier-transform (NUFFT) can be applied instead.
Figure 1: Images of the TRPV1 molecule taken from [33]. From left to right we illustrate \( A(x) \), \( \hat{A}^{\text{signal}}(x) \), \( \hat{A}(k, \psi) \) and \( \hat{A}^{\text{signal}}(k, \psi) \) for one image top, with analogous representations of another image on the bottom. Real-space images are shown in a box of 137 \( \times \) 137 pixels, corresponding to a 165Å side-length square mask. Fourier-space images (real-part only) are shown in a polar-grid with \( R = 49 \) radial quadrature-nodes with \( K = 48 \) and \( \Delta \psi = 2\pi/98 \). In each case the colormap is centered on the mean (black) and ranges across \( \pm 2.5 \) standard-deviations (magenta to cyan).

Two image-rings \( k_1 = 17.36 \) and \( k_2 = 29.18 \): \( \mathbf{d} = [-0.41, 0.91]^T \), \( C(\mathbf{d}) = 0.080 \), \( C(\mathbf{v}) = 0.031 \)

Figure 2: Here we show two different image-rings \( \hat{A}^{\text{signal}}(k_1, \psi) \) and \( \hat{A}^{\text{signal}}(k_2, \psi) \) in dashed- and solid-black lines, respectively. The principal-vector \( \mathbf{u} \) is selected to maximize the simple objective-function \( C \) described in the text. The orthogonal vector \( \mathbf{v} \) minimizes \( C \). The dominant principal-image-ring \( \mathbf{u}^\top \hat{A} \) is shown in red, and \( \mathbf{v}^\top \hat{A} \) is shown in cyan.
Figure 3: This figure has the same format as Fig 2 for a different pair of image-rings.

Figure 4: Here we show the eigenvalues of $C$ for the objective-function $C(u)$ described in the text. Note that, while the full rank of $C$ is $R = 49$, the spectrum of $C$ has decayed considerably by $H = 6 - 7$. 
Figure 5: Here we show the inner-product landscape $\mathcal{X}(\gamma; \hat{A}, CTF \odot \hat{S})$ as a function of $\gamma$, for both of the images shown in Fig 1. In this expression the ‘CTF’ refers to the contrast-transfer-function. The inner-products are calculated over a range of $H \in \{1, \ldots, 8\}$. Note that, even when $H$ is low and the function $\mathcal{X}(\gamma)$ is inaccurate, the optimal alignment-angle is usually still accurate.
Figure 6: This figure has the same format as Fig [6] except that it compares the two experimental images to one another.
In most cases the operation-count is dominated by the first step – i.e., the calculation of the $Q$ values $\hat{X}$. This operation-count scales with $R$, which is the number of image-rings (i.e., distinct $k$-values) in our polar quadrature-grid. The power-spectral-density of an arbitrary image-array $A_{n_1,n_2}$ is typically constant out to $k \leq K$, implying that an accurate calculation of $\hat{X}$ will generally require all $R$ of these radial quadrature-nodes. However, as we will emphasize below, images that arise within the context of cryo-EM are far from arbitrary, and have frequency-content which can usually be exploited to accelerate the calculation of $\hat{X}$.

In the simplest situation, one might imagine an image with all the relevant frequency content restricted to a single value of $k_r$, corresponding to a single image-ring:

$$\hat{A}(k) = \begin{cases} \hat{A}(k_r,\psi), & \text{if } k = k_r \\ 0, & \text{otherwise}. \end{cases}$$

In this idealized case one could consider only the single summand for $k_r$ in (36)-1, thus calculating $\hat{X}$ with only $O(Q)$ operations, saving a factor of $R$.

While real images are never quite this simple, they often allow for a similar reduction in operation-count. The strategy we will discuss later on in section 3 involves restructuring the image by taking linear-combinations of different image-rings. In order to explain which linear-combinations we choose (and why), we first review the standard noise-model for the images. As described later on in section 3.3, we will use this noise-model to motivate a simple quadratic objective-function to inform a rank-reducing transformation which compresses the frequency-content of the images. After this compression, fewer than $R$ terms will be needed to accurately compute $\hat{X}$. While this strategy may not amount to much of a computational savings when performing a single image-image alignment, it will be quite useful when aligning the same image multiple times to multiple targets, which is often done over the course of cryo-EM molecular-reconstruction.
Figure 8: Here we show the results after applying our radial-SVD to align the first 1024 images in the EMPIAR-10005 dataset to a set of 993 targets (see main text). We use the strategy of section 2.4 to calculate $X(\gamma; \hat{A}, \hat{B})$ for each image-target pair $(A, B)$. We approximate this inner-product array by using the radial-SVD, retaining $H$ principal-vectors of $C$ as described in the main text. For each $H$, we calculate $X_{\text{estim}}(\gamma; \hat{A}, \hat{B}; H)$, and compare the results to the full calculation (involving all $R$ radial quadrature-nodes). The relative error (using the frobenius-norm) between these two arrays is shown in black on the left. We emphasize that the frobenius-norm does not tell the whole story; our objective-function is designed to emphasize alignment accuracy, not the magnitude of the inner-product. This is reflected in the middle subplot, which shows two other measures of alignment accuracy (see main text). In the limit as the number of image-target pairs becomes very large, we expect a speedup of roughly $R/H$, as shown in cyan in the right subplot. The actual speedup in total runtime (which includes the necessary precomputations), for an implementation on a dell laptop with an i7 processor, is shown in red.
2.5 Image noise model

Because of our focus on cryo-EM molecular-reconstruction, we will assume that the images considered can be modeled as the sum of a ‘signal’ plus a ‘noise’. We assume that the signal corresponds to a 2-dimensional projection of a (smooth) molecular electron-density-function, while the noise corresponds to detector noise [34, 35, 36, 20]. We do not consider more complicated sources of noise, such as structural-noise associated with image-preparation (see [37]).

Based on these simple assumptions, we’ll model the noise in real-space as independent and identically-distributed (iid), with a variance of $\sigma^2$ on a unit-scale in 2-dimensional real-space. In this section and the next, we review this standard noise-model using the notation we’ve introduced above.

To begin with, we’ll model the discrete image values

$$A_{n_1,n_2} = A(x_{n_1,n_2}) = A_{n_1,n_2}^{\text{signal}} + A_{n_1,n_2}^{\text{noise}}, \quad (38)$$

where the signal and noise are represented by the arrays $A_{n_1,n_2}^{\text{signal}}$ and $A_{n_1,n_2}^{\text{noise}}$, respectively. Because each entry in $A_{n_1,n_2}^{\text{noise}}$ corresponds to an average over the area-element $\Delta x^2$ associated with a single pixel, we expect the variance of each $A_{n_1,n_2}^{\text{noise}}$ to scale inversely with $\Delta x^2$. That is to say, we’ll assume that each element of the noise-array $A_{n_1,n_2}^{\text{noise}}$ is drawn from the standard normal distribution $\mathcal{N}(0, \frac{\sigma^2}{\Delta x^2})$, with a mean of 0 and a variance of $\sigma^2/\Delta x^2$. With these assumptions, downsampling the image by averaging neighboring pixels will correspond to an increase in the pixel-size and a simultaneous reduction in the variance of the noise associated with each (now larger) pixel.

Given the assumptions above, we expect that $\hat{A}$ will be modeled by:

$$\hat{A}(k) = \hat{A}(k) = \hat{A}^{\text{signal}}(k) + \hat{A}^{\text{noise}}(k), \quad (39)$$

where $\hat{A}^{\text{noise}}$ is now complex and iid. Because the noise-term $A_{n_1,n_2}^{\text{noise}}$ is real, the noise-term $\hat{A}^{\text{noise}}$ will be complex, with the conjugacy-constraint that $A^{\text{noise}}(+k) = \hat{A}^{\text{noise}}(-k)$.\!

If we were to sample $k$ on the uniform $N \times N$ cartesian-grid associated with the standard 2-dimensional fast-fourier-transform, then $k_{n_1,n_2}$ will correspond to the frequency $\Delta k(n_1,n_2)$, with frequency-spacing $\Delta k = \pi$ and indices $(n_1,n_2)$ considered periodically in the range $[-N/2,\ldots,+N/2-1]$. In this case the transformation between $A_{n_1,n_2}$ and $\hat{A}_{n_1,n_2}$ will be unitary. When $(n_1,n_2)$ corresponds to an index-pair that is periodically reflected onto itself (i.e., the four index-pairs $(0,0)$, $(N/2,0)$, $(0,N/2)$ and $(N/2,N/2)$) then $\hat{A}^{\text{noise}}_{n_1,n_2}$ will be real and drawn from $\mathcal{N}(0, \frac{\sigma^2}{\Delta k^2})$. When $(n_1,n_2)$ corresponds to an index-pair that is not periodically reflected onto itself, the real- and imaginary-components of $\hat{A}^{\text{noise}}(k_{n_1,n_2})$ will each be drawn iid from $\mathcal{N}(0, \frac{\sigma^2}{\Delta k^2})$ subject to the conjugacy constraint above.

Motivated by this observation, we define $\hat{\sigma}^2 = \frac{\pi^2 \sigma^2}{\Delta x^2}$ as the variance on a unit-scale in 2-dimensional frequency-space. We expect that the noise-term $\hat{A}^{\text{noise}}(k)$ integrated over any area-element $\Delta k^2$ in frequency-space will have a variance of $\frac{\hat{\sigma}^2}{\Delta k^2}$. Recalling our polar quadrature described above, we typically record $k$ along $R$ radial quadrature-nodes $k_1,\ldots,k_R$ and $Q$ angular quadrature-nodes $\psi_0,\ldots,\psi_{Q-1}$, with radial- and angular-weights $w_r$ and $\Delta \psi$, respectively. In this quadrature-scheme each quadrature-node $k_{rq} = (k_r,\psi_q)$ is associated with the area-element $w_r \Delta \psi$, which approximates the ‘$kd\psi$’ integration weight. Consequently, we expect that the noise-term $\hat{A}^{\text{noise}}(k_{rq})$ evaluated at $(k_r,\psi_q)$ on our polar quadrature-grid will have a variance of $\frac{\sigma^2}{w_r \Delta \psi}$.

2.6 Image similarity: likelihood

Given one ‘noisy’ image $\hat{A} = \hat{A}^{\text{signal}} + \hat{A}^{\text{noise}}$ and another ‘noiseless’ image $\hat{B} = \hat{B}^{\text{signal}}$, we can derive the standard likelihood $P(\hat{A} \mid \hat{A}^{\text{signal}} = \hat{B})$ of observing any value of $\hat{A}$, given that the signals are the same.
We first note that, for a particular quadrature-node \( \mathbf{k}_{rq} = (k_r, \psi_q) \) on our polar-grid, the image-value \( \hat{A}(\mathbf{k}_{rq}) \) will be drawn from the gaussian-distribution:

\[
\hat{A}(\mathbf{k}_{rq}) \sim \mathcal{N}(\hat{A}_{\text{signal}}(\mathbf{k}_{rq}), \frac{\hat{\sigma}^2}{w_r \Delta \psi}).
\]  

(40)

Generally speaking, the variance of this distribution will depend on the choice of the image-ring (i.e., the index \( r \)). To match the variance of these distributions (across image-rings), we consider the rescaled image-values \( \hat{A}(\mathbf{k}_{rq}) \eta_r \) and \( \hat{B}(\mathbf{k}_{rq}) \eta_r \), with \( \eta_r = \sqrt{w_r \Delta \psi} \). The rescaled image-values will be drawn from the gaussian-distribution:

\[
\hat{A}(\mathbf{k}_{rq}) \eta_r \sim \mathcal{N}(\hat{A}_{\text{signal}}(\mathbf{k}_{rq}) \eta_r, \hat{\sigma}^2),
\]

(41)

with a variance that no longer depends on the choice of image-ring.

The likelihood of any observation of \( \hat{A}(\mathbf{k}) \), given the hypothesis that the signal \( \hat{A}_{\text{signal}}(\mathbf{k}) \) equals \( \hat{B}(\mathbf{k}) \) can be derived from the relationship:

\[
P(\hat{A}_{\text{signal}} = \hat{B} \mid \hat{A}) \cdot P(\hat{A}) = P(\hat{A} \mid \hat{A}_{\text{signal}} = \hat{B}) \cdot P(\hat{A}_{\text{signal}} = \hat{B}),
\]

(42)

which can be rearranged into:

\[
P(\hat{A}_{\text{signal}} = \hat{B} \mid \hat{A}) = \frac{P(\hat{A} \mid \hat{A}_{\text{signal}} = \hat{B}) \cdot P(\hat{A}_{\text{signal}} = \hat{B})}{P(\hat{A})}.
\]

(43)

Assuming a uniform prior \( P(\hat{A}_{\text{signal}} = \hat{B}) \), the posterior-probability \( P(\hat{A}_{\text{signal}} = \hat{B} \mid \hat{A}) \) is proportional to the likelihood \( P(\hat{A} \mid \hat{A}_{\text{signal}} = \hat{B}) \). For a single quadrature-node \( (k_r, \psi_q) \) this likelihood is given by:

\[
P(\hat{A}(\mathbf{k}_{rq}) \eta_r \mid \hat{A}_{\text{signal}}(\mathbf{k}_{rq}) \eta_r = \hat{B}(\mathbf{k}_{rq}) \eta_r; r, q \text{ fixed}) = \frac{1}{\sqrt{2\pi\hat{\sigma}}} \exp\left( -\frac{|\hat{A}(\mathbf{k}_{rq}) - \hat{B}(\mathbf{k}_{rq})|^2}{2\hat{\sigma}^2 w_r \Delta \psi} \right).
\]

(45)

Because the values of \( \hat{A}_{\text{noise}}(\mathbf{k}_{rq}) \) are independent from one another, the likelihood of observing the image-ring \( \hat{A}(\mathbf{k}_{rq}) \) given the hypothesis that one image-ring of \( \hat{A}_{\text{signal}}(\mathbf{k}_{rq}) \eta_q \) is equal to the corresponding image-ring \( \hat{B}(\mathbf{k}_{rq}) \eta_q \) (taken across \( q \)) is:

\[
P(\hat{A}(\mathbf{k}_{rq}) \eta_r \mid \hat{A}_{\text{signal}}(\mathbf{k}_{rq}) \eta_r = \hat{B}(\mathbf{k}_{rq}) \eta_r; r \text{ fixed}) = \prod_{q=0}^{Q-1} P(\hat{A}(\mathbf{k}_{rq}) \eta_r \mid \hat{A}_{\text{signal}}(\mathbf{k}_{rq}) \eta_r = \hat{B}(\mathbf{k}_{rq}) \eta_r; r, q \text{ fixed}).
\]

(47)

Taking the logarithm of this expression, we see that the log-likelihood is (up to an additive constant of \( Q \log(\sqrt{2\pi\hat{\sigma}}) \), which we ignore):

\[
\log P(\hat{A}(\mathbf{k}_{rq}) \eta_r \mid \hat{A}_{\text{signal}}(\mathbf{k}_{rq}) \eta_r = \hat{B}(\mathbf{k}_{rq}) \eta_r; r \text{ fixed}) = -\frac{1}{2\hat{\sigma}^2} \sum_{q=0}^{Q-1} |\hat{A}(\mathbf{k}_{rq}) - \hat{B}(\mathbf{k}_{rq})|^2 w_r \Delta \psi,
\]

(49)

which converges to

\[
\log P(\hat{A}(\mathbf{k}_{rq}) \eta_r \mid \hat{A}_{\text{signal}}(\mathbf{k}_{rq}) \eta_r = \hat{B}(\mathbf{k}_{rq}) \eta_r; r \text{ fixed}) = -\frac{1}{2\hat{\sigma}^2} w_r \int_0^{2\pi} |\hat{A}(k_r, \psi) - \hat{B}(k_r, \psi)|^2 d\psi
\]

(51)
as the number of quadrature-nodes \( Q \to \infty \). Similarly, the likelihood of observing the array \( \hat{A}(k_{rq}) \), given the hypothesis that the array \( A_{\text{signal}}(k_{rq}) \) is equal to the array \( \hat{B}(k_{rq}) \eta_r \) (taken across \( r, q \)) is:

\[
P(\hat{A}(k_{rq}) \eta_r \mid A_{\text{signal}}(k_{rq}) \eta_r = \hat{B}(k_{rq}) \eta_r) = \prod_{r=1}^{R} P(\hat{A}(k_{rq}) \eta_r \mid A_{\text{signal}}(k_{rq}) \eta_r = \hat{B}(k_{rq}) \eta_r; r \text{ fixed}),
\]

as the number of quadrature-nodes \( R \to \infty \). This final expression is exactly the standard result one would expect given iid-noise with a fixed variance on a unit-scale in frequency-space \([34, 35, 36, 20]\).

When dealing with two noisy images \( \hat{A} = A_{\text{signal}} + A_{\text{noise}} \) and \( \hat{B} = B_{\text{signal}} + B_{\text{noise}} \), the same general argument applies, so long as \( A_{\text{noise}} \) is independent from \( B_{\text{noise}} \). The only difference is that now the value \( B(k_{qm}) \eta_r \) for each quadrature-node will not be fixed, but will be drawn from \( \mathcal{N}(\hat{B}(k_{qm}) \eta_r, \sigma^2) \). Consequently, the log-likelihood of the observations \( \hat{A} \) and \( \hat{B} \), given the hypothesis that the array \( A_{\text{signal}} \) is equal to \( \hat{B}_{\text{signal}} \) is:

\[
\log P(\hat{A}, \hat{B} \mid \hat{A}_{\text{signal}} = \hat{B}_{\text{signal}}) = -\frac{1}{4\sigma^2} \int_{\Omega_K} |\hat{A}(k) - \hat{B}(k)|^2 dk.
\]

Note that, aside from a constant factor, this is identical to \( (57) \).

### 2.7 Image alignment: maximum-likelihood estimate

We now review the standard approach for aligning two images \( \hat{A} = \hat{A}_{\text{signal}} + \hat{A}_{\text{noise}} \) and \( \hat{B} = \hat{B}_{\text{signal}} + \hat{B}_{\text{noise}} \) to one another. If we assume that \( \hat{A}_{\text{signal}} \) is equal to \( \mathcal{R}_\gamma \hat{B}_{\text{signal}} \) for some unknown angle \( \gamma \), then the maximum-likelihood estimate for \( \gamma \) is given by:

\[
\gamma_{\text{optimal}} = \arg \max_\gamma \log P(\hat{A}_{\text{signal}} = \mathcal{R}_\gamma \hat{B}_{\text{signal}} \mid \hat{A}, \mathcal{R}_\gamma \hat{B})
\]

\[
= \arg \max_\gamma - \int_{\Omega_K} |\hat{A}(k) - \mathcal{R}_\gamma \hat{B}(k)|^2 dk.
\]

Note that, if we were to ignore the \( \gamma \)-independent terms in \( (60) \), we would obtain:

\[
\gamma_{\text{optimal}} = \arg \max_\gamma \mathcal{X}(\gamma),
\]

which is the reason why the inner-product \( \mathcal{X}(\gamma) \) is often used as a measurement of similarity in image-alignment \([34, 36]\).
3 Radial-SVD

In this section we introduce the radial-SVD, focusing on 2-dimensional images for ease of presentation. We first present an idealized case-study which motivates the radial-SVD using an objective-function for a single image-target pair. Then we generalize the objective-function to multiple image-target pairs and present an example.

3.1 Image case-study: a pair of image-rings

Given the standard noise-model and likelihood formula above, we now present a simple case-study that motivates this paper.

Imagine that we are given two different images \( \hat{A} = \hat{A}^{\text{signal}} + \hat{A}^{\text{noise}} \) and \( \hat{B} = \hat{B}^{\text{signal}} \) which are both observations of the same signal \( \hat{A}^{\text{signal}} = \hat{B}^{\text{signal}} \), but with only the first image \( \hat{A} \) affected by noise (the same argument will hold if \( \hat{B} \) is noisy as well, provided that \( \hat{A}^{\text{noise}} \) and \( \hat{B}^{\text{noise}} \) are independent). Furthermore, let’s assume for simplicity that there are only two distinct \( k \)-values \( k_1 \) and \( k_2 \) in our polar quadrature-grid (i.e., \( R = 2 \)) and that the quadrature is exact with unit weights (so \( w_1 = w_2 = 1 \)). Thus, the two images are both restricted to only two image-rings corresponding to two distinct \( k \)-values \( k_1 \) and \( k_2 \). The image \( \hat{A} \) comprises the two image-rings \( \hat{A}(k_1, \psi) \) and \( \hat{A}(k_2, \psi) \), each a function of \( \psi \); similar notation holds for \( \hat{B} \).

We now consider the problem of aligning these images to one another. That is, we assume that \( \hat{A}^{\text{signal}} \) is equal to \( \mathcal{R}_r \hat{B}^{\text{signal}} \) for some unknown angle \( \gamma \). As reviewed above, the maximum-likelihood estimate for \( \gamma \) is given by:

\[
\gamma_{\text{optimal}} = \arg\max_{\gamma} \log P(\hat{A}^{\text{signal}} = \mathcal{R}_\gamma \hat{B}^{\text{signal}} | \hat{A}, \mathcal{R}_\gamma \hat{B})
\]

\[
= \arg\max_{\gamma} -\int \int_{\Omega} |\hat{A}(k) - \mathcal{R}_\gamma \hat{B}(k)|^2 dk
\]

\[
= \arg\max_{\gamma} -\int_{0}^{2\pi} |\hat{A}(k_1, \psi) - \hat{B}(k_1, \psi - \gamma)|^2 + |\hat{A}(k_2, \psi) - \hat{B}(k_2, \psi - \gamma)|^2 d\psi,
\]

which, as shown in the last line, involves the sum of the log-likelihood associated with each image-ring.

If we have the computational resources available, then we can certainly calculate the log-likelihood for each image-ring, sum the results, and obtain the full log-likelihood. However, if we do not have the resources available to perform the full calculation, or if we simply want to approximate the full log-likelihood, we might restrict our calculation to only one of the \( \mathcal{R}_r \). That is, we might consider the approximate maximum-likelihood estimate:

\[
\gamma_{\text{estim}} = \arg\max_{\gamma} \log P(\hat{A}^{\text{signal}} = \mathcal{R}_r \hat{B}^{\text{signal}} | \hat{A}, \mathcal{R}_r \hat{B}; r \text{ fixed})
\]

\[
= \arg\max_{\gamma} -\int_{0}^{2\pi} |\hat{A}(k_r, \psi) - \hat{B}(k_r, \psi - \gamma)|^2 d\psi,
\]

for either \( r = 1 \) or \( r = 2 \). As described in section 2.4, the operation-count associated with calculating (67) will be lower than that for calculating the full likelihood in (65), simply because (67) involves only a single radial quadrature-node, whereas (65) involves two.

If we insist on such an approximation, the natural question is: which of the two image-rings is a better choice to use in (67)? To answer this question we can measure the ‘quality’ of the \( k_1 \)-image-ring by using the following simple objective-function:

\[
C_1 = \frac{1}{4\pi^2} \int_{0}^{2\pi} \int_{0}^{2\pi} |\hat{A}^{\text{signal}}(k_1, \psi) - \hat{A}^{\text{signal}}(k_1, \psi')|^2 d\psi d\psi',
\]
which, up to a normalization constant, is equivalent to:

$$C_1 = \frac{1}{4\bar{\sigma}^2} \int_0^{2\pi} \int_0^{2\pi} \left\{ \int_0^{2\pi} |R_\gamma \circ \hat{A}_{\text{signal}}(k_1, \psi) - R_{\gamma'} \circ \hat{A}_{\text{signal}}(k_1, \psi)|^2 d\psi \right\} d\gamma d\gamma'. \quad (69)$$

The value of $C_1$ is – up to an additive constant – equal to the negative-log-probability that a collection of observations of the image-ring $\hat{A}_{\text{signal}}(k_1, \psi)$ (each sampled at independent and uniformly-distributed values of $\psi$) is equal to another collection of observations of the image-ring $\hat{A}_{\text{signal}}(k_1, \psi')$ (each sampled at independent and uniformly-distributed values of $\psi'$). Equivalently, we can think of $C_1$ as an affine-transformation of the negative-log-probability that two independent randomly-rotated observations of the image-ring $\hat{A}_{\text{signal}}(k_1, \cdot)$ will equal one another, given random values of the rotation-angles chosen uniformly in $[0, 2\pi]$. If $C_1$ is low, then the $k_1$-image-ring contains very little useful information for alignment: a typical randomly-rotated observation of the ring $\hat{A}_{\text{signal}}(k_1, \cdot)$ can easily be confused for another. On the other hand, if $C_1$ is high, then the $k_1$-image-ring contains useful information: the ring $\hat{A}_{\text{signal}}(k_1, \cdot)$ will be quite different from most other rotated versions of itself, and the probability of confusing one orientation for another will be quite small. A similar measure of quality for the $k_2$-image-ring is obtained by replacing $k_1$ with $k_2$:

$$C_2 = \frac{1}{4\bar{\sigma}^2} \int_0^{2\pi} \int_0^{2\pi} \left\{ \int_0^{2\pi} |R_\gamma \circ \hat{A}_{\text{signal}}(k_2, \psi) - R_{\gamma'} \circ \hat{A}_{\text{signal}}(k_2, \psi)|^2 d\psi \right\} d\gamma d\gamma'. \quad (70)$$

The ring with the higher quality is the one we should use in (67).

### 3.2 Principal-image-rings

Now let’s imagine that we are given a choice of not merely measuring one of the image-rings for a specific $k_r$, but rather a more general linear-combination of the rescaled image-rings taken across all $k$. In terms of notation, we’ll assume that $u = [u_1, u_2]^T$ is a unit-vector (i.e., $\|u\| = 1$) and we’ll define $[u^T \hat{A}](\psi_q)$ as:

$$[u^T \hat{A}](\psi_q) = \sum_{r=1}^{R} u_r \hat{A}(k_r, \psi_q) \eta_r, \quad (71)$$

where the rescaling-factor $\eta_r = \sqrt{w_r \Delta \psi}$ (see [2.6]). In the two-ring case-study mentioned above, the linear-combination takes the form:

$$[u^T \hat{A}](\psi_q) = u_1 \hat{A}(k_1, \psi_q) \eta_1 + u_2 \hat{A}(k_2, \psi_q) \eta_2, \quad (72)$$

with $\eta_1 = \eta_2 = \sqrt{\Delta \psi}$.

In a moment we will choose our $u$ to be one of the principal-vectors of an $R \times R$ matrix, and we’ll refer to the linear combination $[u^T \hat{A}](\psi_q)$ as the ‘principal-image-ring’ associated with that principal-vector $u$. To foreshadow this perspective we note that, because the noise is iid across image-rings, the variance of the noise $[u^T \hat{A}_{\text{noise}}](\psi_q)$ will be equal to $\sum_r u_r^2 \sigma^2$, which is equal to $\|u\|^2 \sigma^2$. Because $u$ is a unit-vector, this last expression is simply $\sigma^2$, which is the same as the variance of any individual term $\hat{A}_{\text{noise}}(k_r, \psi_q)$ for any particular $k_r$. Moreover, if we consider two orthonormal vectors $u_1$ and $u_2$, then $[u_1^T \hat{A}_{\text{noise}}](\psi_q)$ and $[u_2^T \hat{A}_{\text{noise}}](\psi_q)$ will be independent random variables, each drawn from $\mathcal{N}(0, \sigma^2)$.

If we were to use the principal-image-rings $[u^T \hat{A}]$ and $[u^T \hat{B}]$ to align the two images, we would consider the approximate maximum-likelihood estimate:

$$\gamma_{\text{optimal}}(u) = \arg \max_{\gamma} - \sum_{q=0}^{Q} ||[u^T \hat{A}](\psi_q) - [u^T \hat{R}_\gamma \hat{B}](\psi_q)||^2, \quad (73)$$
where ‘off-grid’ values of $\gamma$ not equal to a multiple of $\Delta \psi$ are treated via (23). As the number of angular-quadrature-nodes $Q \to \infty$, this maximum-likelihood-estimate converges to:

$$
\gamma_{\text{estim}}(u) = \arg \max_{\gamma} - \int_{0}^{2\pi} \left[ \sum_{r} \left[ u_r \hat{A}(k_r, \psi) \sqrt{w_r} \right] - \sum_{r} \left[ u_r R_{\gamma} \hat{B}(k_r, \psi) \sqrt{w_r} \right] \right]^2 d\psi. \quad (74)
$$

Note that this is a straightforward generalization of our previous (and more limited) approximation (67). Indeed, (67) is obtained by considering (74) with $u$ chosen to be a column of the identity-matrix.

At this point we remark that the operation-count required to compress any image $\hat{A}$ onto the principal-image-ring $[u^\intercal \hat{A}]$ is $O(RQ)$. This is the same as the operation-count of a single image-image alignment, which is dominated by the operation-count of $O(30)-1$. Thus, if the goal is a single image-image alignment, the construction of a principal-image-ring may not seem computationally advantageous. However, in a typical cryo-EM application, the same image is often aligned many times against many other different images. In this standard scenario the construction of the principal-image-rings can be performed as a precomputation, with a total operation-count that is negligible when the number of images and targets is large. See section 3.5 for more details.

### 3.3 Image objective-function for a single target

Given the freedom to choose $u$, the natural question is: which choice of $u$ is the best for alignment? By generalizing our previous notion of ‘quality’ above, we can try and find the $u$ that maximizes:

$$
C(u; \hat{B}) = \frac{1}{4d^2} \int_{0}^{2\pi} \int_{0}^{2\pi} \left\{ \sum_{q=0}^{Q-1} \left[ u^\intercal R_{\gamma} \hat{B} \right](\psi_q) - \left[ u^\intercal R_{\gamma} \hat{B} \right](\psi_q) \right\}^2 d\gamma d\psi', \quad (75)
$$

Where we use the term $\hat{B}$ to denote $\hat{A}_{\text{signal}}$. Similar to before, the value of $C(u; \hat{B})$ is an affine-transformation of the negative-log-probability that an observation of the principal-image-ring $[u^\intercal \hat{B}]$ will equal a randomly-rotated observation of the same principal-image-ring. For the two-ring case-study, choices of $u$ for which $C(u; \hat{B})$ is low will correspond to linear combinations of the $k_1$- and $k_2$-image-rings which are not sensitive to the image-orientation, while choices of $u$ for which $C(u; \hat{B})$ is high will correspond to linear combinations which are highly informative for alignment.

While there are many different measures of ‘quality’ on might consider for $u$, we find that $C(u; \hat{B})$ is particularly convenient because $C(u; \hat{B})$ is a quadratic function of $u$ that is easy to maximize. More specifically, we can rewrite $C(u; \hat{B})$ as:

$$
C(u; \hat{B}) = \sum_{r'=1}^{R} \sum_{r=1}^{R} u_{r'} \cdot C_{r,r'}(\hat{B}) \cdot u_r,
$$

$$
= u^\intercal \cdot C \cdot u,
$$

where $C(\hat{B})$ is a real $R \times R$ symmetric positive-definite matrix.

In this form one can immediately recognize $C(u; \hat{B})$ as a rayleigh-quotient of the kernel $C(\hat{B})$. The $u$ which maximizes the rayleigh-quotient $C(u; \hat{B})$ is equal to the dominant principal-vector (i.e., eigenvector) of the kernel $C(\hat{B})$. Moreover, the dominant principal-value (i.e., eigenvalue) of $C(\hat{B})$ will be equal to the quality $C(u; \hat{B})$ for that principal-vector. The next best orthonormal choice of $u$ will be the second principal-vector, and so forth, with the orthonormal sequence of principal-vectors corresponding to the principal-vectors (i.e., eigenvectors) of $C(\hat{B})$. 


The matrix entries of $C(\hat{B})$ take the form:

$$C_{r,r'}(\hat{B}) = \frac{1}{4\bar{\sigma}^2} \int_0^{2\pi} \int_0^{2\pi} \sum_{q=0}^{Q-1} \ldots$$

$$\left[ \mathcal{R}_r \circ \hat{B}(k_r, \psi_q) \sqrt{w_r} - \mathcal{R}_r' \circ \hat{B}(k_r, \psi_q) \sqrt{w_r'} \right]^\dagger \times \ldots$$

$$\left[ \mathcal{R}_r \circ \hat{B}(k_{r'}, \psi_q) \sqrt{w_{r'}} - \mathcal{R}_{r'} \circ \hat{B}(k_{r'}, \psi_q) \sqrt{w_{r'}} \right] \Delta \psi d\gamma d\gamma'.$$ (78)

Using Plancherel’s theorem in 1-dimension, we note that

$$\int_0^{2\pi} \int_0^{2\pi} \sum_{q=0}^{Q-1} \mathcal{R}_r \circ \hat{A}(k_r, \psi_q)^\dagger \cdot \mathcal{R}_r \circ \hat{B}(k_{r'}, \psi_q) \Delta \psi d\gamma d\gamma' = (2\pi)^3 \sum_{q=0}^{Q-1} a(k_r, q)^\dagger b(k_{r'}, q),$$ (81)

and similarly

$$\int_0^{2\pi} \int_0^{2\pi} \sum_{q=0}^{Q-1} \mathcal{R}_r \circ \hat{A}(k_r, \psi_q)^\dagger \cdot \mathcal{R}_{r'} \circ \hat{B}(k_{r'}, \psi_q) \Delta \psi d\gamma d\gamma' = (2\pi)^3 a(k_r, 0)^\dagger b(k_{r'}, 0).$$ (82)

These two identities allow us to evaluate each matrix entry of $C_{r,r'}(\hat{B})$ easily:

$$C_{r,r'}(\hat{B}) = \frac{(2\pi)^3}{4\bar{\sigma}^2} \sum_{q=1}^{Q-1} b(k_r, q)^\dagger b(k_{r'}, q),$$ (83)

where the $q$-sum does not include the $q = 0$ term.

Once we have the $R \times R$ matrix $C(\hat{B})$, we can take its singular-value-decomposition to define the sequence of principal-vectors $u_1, \ldots, u_H$ (for some fixed maximum rank $H$). We can then use these principal-vectors to approximate the inner-product $\mathcal{X}(\gamma; \hat{A}, \hat{B})$. The steps in this approximation are analogous to (36):

[Step 1] $\mathcal{X}(q) = 2\pi \sum_{r=1}^{H} [u_r^\dagger a](q)^\dagger [u_r^\dagger b](q),$ (84)

[Step 2] $\mathcal{X}(\gamma q') = \sum_{q=0}^{Q-1} \exp(-i q q') \hat{X}(q).$

One instance of the two-ring case-study described above is illustrated in Fig 2, using two image-rings from the $\hat{A}_{\text{signal}}$ presented in Fig 1. These two image-rings are chosen so that they are both quite useful for alignment (see dashed- and solid-black lines). By using the radial-SVD, we can identify a linear-combination $u$ of the two rings (shown in red) which is even more useful than either of the image-rings individually.

Another two-ring case-study is shown in Fig 3 using two different image-rings from the same signal. These two image-rings are chosen so that the first has a very large amplitude (dashed-black), but is not particularly useful for alignment. The radial-SVD produces a linear-combination $u$ which gives the other image-ring (solid-black) a larger weight, even though the amplitude of this second image-ring is smaller than the first. The resulting linear-combination (red) is the dominant principal-image-ring, which is more useful for alignment than the next principal-image-ring (cyan).

If, instead of limiting ourselves to merely two rings, we consider the entire image shown in Fig 1, we can apply the same technique. An illustration of the eigenvalues of the kernel $C(CTF \odot S)$ is shown...
in Fig 4; one can clearly see that only a handful of principal-vectors are required to capture most of the structure. By considering only $H$ principal-vectors, we can approximate the inner-product array $\mathcal{X}(\gamma; \hat{A}, CTF \odot \hat{S})$, as described in (84). These approximate inner-product arrays are shown in Fig 5. Note that the inner-product landscape rapidly converges as $H$ increases. Note too that, even when $\mathcal{X}(\gamma; \hat{A}, CTF \odot \hat{S})$ is not very accurate (e.g., when $H = 2$ or 3), the optimal alignment-angle (i.e., the arg max of $\mathcal{X}$ over $\gamma$) is still quite accurate. This is because we have designed our objective-function to ignore the magnitude of the different image-rings, instead prioritizing the ability to discriminate between alignment-angles. Similar results hold if we use the principal-image-rings of $CTF \odot \hat{S}$ to align the images to one another, as shown in Fig 6.

3.4 Image objective-function for multiple targets

In many cryo-EM applications we are given a large set of $N_A$ experimental-images. A common goal is to align these experimental-images to a set of $N_B$ target-images. These targets might be constructed by averaging specially chosen groups of images (to form what are known as ‘class-averages’), or by projecting a reference-molecule and convolving with the micrograph-specific CTF (to form ‘templates’). Typically the number of images $N_A$ is $10^3$-$10^5$, while the number of targets $N_B$ can be $10^6$ or more. In these contexts it it not always necessary to construct principal-image-rings using a separate objective-function for each target. Instead, one can often make do with a target-averaged objective-function and kernel, such as:

$$C(u) = \frac{1}{N_B} \sum_{j=0}^{N_B} C(u; \hat{B}_j)$$

along with

$$C = \frac{1}{N_B} \sum_{j=0}^{N_B} C(\hat{B}_j),$$

(85)

where each summand involves a single target via (75) and (80), and the index $j$ sums over all the targets $\hat{B}_j$.

3.5 Image alignment example

An example of this approach is shown in Fig 7 and Fig 8. This example uses the first $N_A = 1024$ images in the EMPIAR-10005 dataset. The images span the first 17 micrographs in the dataset, corresponding to 17 distinct contrast-transfer-functions (CTFs). For each of the distinct CTFs, we construct $N_B = 993$ targets by first projecting the reference-molecule emd-5778 onto $N_B$ distinct viewing-angles, and then correcting each of the resulting templates with the CTF. For our numerical experiment, we will align the $N_A$ images to the $N_B$ targets. This numerical experiment simulates the kinds of image-alignment tasks performed in many standard molecular-reconstruction pipelines [14, 38, 39, 40]. A few of the images and targets are shown in Fig 7.

We first use the strategy of section 2.4 (taking into account all $R$ radial quadrature-nodes) to calculate the inner-products $\mathcal{X}(\gamma; \hat{A}, \hat{B})$ for each image-target pair $(A, B)$. We set this full calculation aside as our ‘ground-truth’. We then apply our radial-SVD to the same data-set. Because each CTF corresponds to a distinct set of $N_B$ targets, we construct the objective-function and kernel for each CTF separately using (85). For each CTF we use the $H$ dominant principal-image-rings to approximate the array of inner-products as described in (84). We’ll denote these approximate inner-products via $\mathcal{X}_{\text{estim}}(\gamma; \hat{A}, \hat{B}; H)$.

When $H = R$, we recover the full calculation (i.e., $\mathcal{X}_{\text{estim}}(\gamma; \hat{A}, \hat{B}; R) = \mathcal{X}(\gamma; \hat{A}, \hat{B})$ up to machine precision). When $H < R$ then $\mathcal{X}_{\text{estim}}(\gamma; \hat{A}, \hat{B}; R)$ is often still quite accurate. We can compare the values of $\mathcal{X}_{\text{estim}}(\gamma; \hat{A}, \hat{B}; R)$ to $\mathcal{X}(\gamma; \hat{A}, \hat{B})$ for each $H$ directly, calculating the relative-error in the frobenius-norm over the entire array, shown on the left of Fig 8. As one can see, once $H$ is greater than 16 or so the approximation is quite accurate.
It is important to note that the radial-SVD is often still useful for alignment even when the inner-product landscape is not accurate in terms of the absolute value. Indeed, we have structured our objective-function in (75) to ignore the overall magnitude of each image-ring (which only contributes a constant to the inner-product). Instead, $C$ prioritizes those image-rings which are useful for alignment and discrimination, even if their overall magnitude is not that large. Thus, the approximate inner-products $\mathcal{X}^\text{estim}(\gamma; \hat{A}, \hat{B}; H)$ can be correlated with the ground-truth, even when $H$ is small. This correlation (taken across the entire array) is shown in red in the middle of Fig 8. Notably, the correlation reaches over 95% for values of $H \sim 6$, even though $\mathcal{X}^\text{estim}(\gamma; \hat{A}, \hat{B}; H)$ is far from $\mathcal{X}(\gamma; \hat{A}, \hat{B})$ in terms of relative-error.

The utility of the radial-SVD is even more apparent when one considers the ‘backward-error’ associated with alignment. To formalize this notion, let’s first fix an image-target pair $(\hat{A}, \hat{B})$, and then define the ‘optimal’ alignment-angle for that pair to be:

$$\gamma_{\text{optimal}} = \arg \max_{\gamma} \mathcal{X}(\gamma),$$ (86)

with the associated optimal inner-product

$$\mathcal{X}_{\text{optimal}} = \mathcal{X}(\gamma_{\text{optimal}}),$$ (87)

where we have suppressed the arguments $\hat{A}, \hat{B}$ for readability. Clearly, all the inner-products $\mathcal{X}(\gamma)$ are less than (or equal to) the optimal $\mathcal{X}_{\text{optimal}}$; that is, the optimal alignment is at the 100th-percentile in the list of true inner-products.

Now let’s define the approximate optimal alignment-angle:

$$\gamma_{\text{optimal}}(H) = \arg \max_{\gamma} \mathcal{X}^\text{estim}(\gamma; H).$$ (88)

To evaluate this approximate optimal alignment-angle in terms of a backwards error, we can first calculate the true inner-product at this approximate alignment-angle:

$$\mathcal{X}^\text{estim}_{\text{optimal}}(H) = \mathcal{X}(\gamma_{\text{optimal}}(H)),$$ (89)

and then calculate the fraction $f$ of other true inner-products $\mathcal{X}(\cdot)$ which are less than (or equal to) $\mathcal{X}^\text{estim}_{\text{optimal}}$. In simpler terms, $f$ is the true percentile of the approximated alignment within the list of true inner-products.

Because our radial-SVD emphasizes alignment-accuracy instead of inner-product-magnitude, it is certainly possible for $\mathcal{X}^\text{estim}_{\text{optimal}}$ to be close to the ‘top of the list’ of true inner-products (i.e., for $f$ to be close to 1), even if the approximate inner-product $\mathcal{X}^\text{estim}(\gamma_{\text{optimal}}(H); H)$ is very far from the true inner-product $\mathcal{X}^\text{estim}_{\text{optimal}}$. We observed this phenomenon earlier on in Fig 5 and Fig 6 and we see it once again in this larger example as well. The average value of $f$ (taken across image-target pairs) is shown as a function of $H$ in cyan in the middle of Fig 8.

In terms of operation-count, we expect that it will take $O(N_A N_B R Q)$ operations to calculate $\mathcal{X}(\gamma; \hat{A}, \hat{B})$ for all the image-target pairs using the strategy of section 2.4. For our radial-SVD we have the following contributions to the operation-count of $\mathcal{X}^\text{estim}(\gamma; \hat{A}, \hat{B}; H)$:

1. Calculate $C$ using (83): $O(N_B Q R^2)$
2. Find the SVD of $C$: $O(R^3)$
3. Calculate the $[u^\top \hat{A}]$ and $[u^\top \hat{B}]$: $O(N_A R Q H + N_B R Q H)$
4. Calculate $\hat{X}$ using (84)-1: $O(N_A N_B H Q)$
5. Calculate $\mathcal{X}$ using (54)-2: $\mathcal{O}(N_A N_B Q \log(Q))$

Note that steps 1-3 are ‘precomputations’ that do not need to be performed for every image-target pair. Steps 4-5 are ‘computations’ that need to be performed once per image-target pair. In the limit as $N_A$ and $N_B$ both become very large, we expect the latter two steps to dominate. In this limit we hope for a speedup of roughly $R/H$, as shown in cyan in the right subplot of Fig 8. The actual speedup in runtime (including precomputations), for a straightforward implementation on a dell laptop with an i7 processor, is less dramatic, and is shown in red. Note that even though steps 1-3 above were repeated for each of the distinct CTFs, the total precomputation-time was still negligible.

4 Volume alignment

As mentioned earlier on, we can certainly apply the same techniques to align 3-dimensional volumes rather than 2-dimensional image. The same general strategy applies, with the only major change being that we can now compress both the radial magnitude $k$ as well as the spherical-harmonic-degree $l$ – as both are preserved under rotation. In this section we describe this strategy, highlighting the differences between the 2- and 3-dimensional situations. For clarity we will typically ignore the constant factors associated with fourier-transforms and integration on the sphere.

4.1 Volume notation

We use $x, k \in \mathbb{R}^3$ to represent spatial position and frequency, respectively. in spherical-coordinates the vector $k$ is represented as:

$$k = k \cdot \hat{k}, \text{ with } \hat{k} = (\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta), \quad (90)$$

with polar-angle $\theta$ and azimuthal-angle $\phi$ representing the unit vector $\hat{k}$ on the surface of the sphere $S^2$.

Using a right-handed basis, a rotation about the third axis by angle $\alpha$ is represented as:

$$\mathcal{R}_\alpha^z = \begin{pmatrix} +\cos \alpha & -\sin \alpha & 0 \\ +\sin \alpha & +\cos \alpha & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (91)$$

and a rotation about the second axis by angle $\beta$ is represented as:

$$\mathcal{R}_\beta^y = \begin{pmatrix} +\cos \beta & 0 & +\sin \beta \\ 0 & 1 & 0 \\ -\sin \beta & 0 & +\cos \beta \end{pmatrix}. \quad (92)$$

A rotation $\mathcal{R}_\tau$ of a vector $k \in \mathbb{R}^3$ can be represented by the vector of euler-angles $\tau = (\gamma, \beta, \alpha)$:

$$\mathcal{R}_\tau \cdot k = \mathcal{R}_\alpha^z \circ \mathcal{R}_\beta^y \circ \mathcal{R}_\gamma^z \cdot k. \quad (93)$$

We represent any given volume as a function $A \in L^2(\mathbb{R}^3)$, with values corresponding to the volume intensity at each location $x \in \Omega_1$. We’ll refer to $\hat{A}(k)$ in spherical-coordinates as $\hat{A}(k, \hat{k})$. With this notation, each $\hat{A}(k, \cdot)$ corresponds to a ‘shell’ in frequency-space with radius $k$. The rotation of any volume $\mathcal{R}_\tau \hat{A}(k, \hat{k})$ corresponds to the function $\hat{A}(k, \mathcal{R}_\tau^{-1} \hat{k})$. 
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4.2 Volume inner-products in a continuous setting: the spherical-harmonic basis

Using the notation above, we can represent a volume \( \hat{A}(k, \hat{k}) \) as:

\[
\hat{A}(k, \hat{k}) = \sum_{l=0}^{+\infty} \sum_{m=-l}^{+l} \hat{A}_l^m(k)Y_l^m(\hat{k}),
\]

where \( Y_l^m(\hat{k}) \) represents the spherical-harmonic of degree-\( l \) and degree-\( m \):

\[
Y_l^m(\theta, \phi) = Z_l^m e^{i\phi} P_l^m(\cos \theta),
\]

with \( P_l^m \) representing the (unnormalized) associated Legendre polynomial, and \( Z_l^m \) the normalization-constant:

\[
Z_l^m = \sqrt{\frac{2l+1}{4\pi}} \frac{(l-|m|)!}{(l+|m|)!}.
\]

The coefficients \( \hat{A}_l^m(k) \) define the spherical-harmonic expansion of the \( k \)-shell \( \hat{A}(k, \cdot) \).

Using this spherical-harmonic basis allows us to efficiently apply rotations. For example, given a rotation \( \tau = (\gamma, \beta, \alpha) \), we can represent the rotated volume \( \hat{B} := R_\tau \hat{A} \) as:

\[
\hat{B}_l^{m_2} = \sum_{m_2=-l}^{m_2=+l} e^{-im_1\alpha} d_{l_1, m_2}^l(\beta) e^{-im_2\gamma} \hat{A}_l^{m_2},
\]

where \( d_{m_1, m_2}^l(\beta) \) represents the degree-\( l \) wigner-d matrix associated with the interior euler-angle \( \beta \).

Given any two volumes \( \hat{A} \) and \( \hat{B} \), the inner-product

\[
\mathcal{X}(\tau; \hat{A}, \hat{B}) := \langle \hat{A}, \mathcal{R}_\tau \hat{B} \rangle
\]

\[
= \iint \hat{A}(k, \hat{k}) \hat{B}(k, \mathcal{R}_\tau^{-1} \hat{k}) k^2 dk d\hat{k}
\]

can be rewritten (up to a constant factor) as:

\[
\mathcal{X}(\tau; \hat{A}, \hat{B}) = \sum_{k=0}^{+\infty} \sum_{l=0}^{+\infty} \sum_{m_1=-l}^{m_1=+l} \sum_{m_2=-l}^{m_2=+l} e^{-im_1\alpha} d_{m_1, m_2}^l(\beta) e^{-im_2\gamma} \hat{A}_l^{m_1}(k) \hat{B}_l^{m_2}(k) k^2 dk
\]

\[
= \sum_{m_1=-\infty}^{m_1=+\infty} \sum_{m_2=-\infty}^{m_2=+\infty} e^{-im_1\alpha} e^{-im_2\gamma} \left[ \sum_{k=0}^{+\infty} d_{m_1, m_2}^l(\beta) \int_{k=0}^{+\infty} \hat{A}_l^{m_1}(k) \hat{B}_l^{m_2}(k) k^2 dk \right].
\]

This last expression can be interpreted as a relationship between the desired inner-products \( \mathcal{X}(\tau) \) and the 2-dimensional fourier-transform of the term in brackets on the right-hand-side:

\[
\hat{\mathcal{X}}(m_1, m_2; \beta; \hat{A}, \hat{B}) = \sum_{l=0}^{+\infty} d_{m_1, m_2}^l(\beta) \left[ \int_{k=0}^{+\infty} \hat{A}_l^{m_1}(k) \hat{B}_l^{m_2}(k) k^2 dk \right].
\]

Note that the right-hand-side involves accumulating information over both the radius \( k \) as well as the spherical-harmonic-degree \( l \). We will aim to compress both of these later on.
4.3 Volume discretization

Similar to our discretization of images, we assume that the volume $A(x)$ is supported in $\Omega_1$, and that most of the relevant frequency-content is contained in $\Omega_K$.

With these assumptions, we can discretize the radial component of $\Omega_K \in \mathbb{R}^3$ using a Gauss-Jacobi quadrature for $k$ built with a weight-function corresponding to a radial-weighting of $k^2 dk$; once again the number of radial quadrature-nodes $R$ will be $O(K)$. Each of the shells $A(k_r, \cdot)$ can be accurately described using spherical-harmonics with $l \leq O(k_r)$. Thus, the number of spherical-harmonic coefficients required for each shell $\hat{A}(k_r, \cdot)$ is $O(k_r^2)$. The total number of spherical-harmonic coefficients required to approximate $A(k, \hat{k})$ over $\Omega_K$ is $O(K^3)$, with a maximum degree of $L = O(K)$. The associated maximum order will be $M = 1 + 2L$, which is also $O(K)$. For brevity we will treat the order indices $m_1$ and $m_2$ periodically in the interval $[-L, \ldots, +L]$ (so, for example, the $m$-value of $L + 1$ corresponds to the $m$-value of $-L$); coefficients $\hat{A}_{\alpha}^m$ with $l < |m|$ will be identically 0.

4.4 Volume inner-products in a discrete setting

Using the formulae of section 4.2, we can calculate the inner-products $\mathcal{X}$ for any interior-angle $\beta$ across a range of azimuthal-angles $\alpha m_1' = 2\pi m_1/M$ and in-plane-angles $\gamma m_2' = 2\pi m_2/M$. The calculation can be summarized as:

$$\mathcal{X}(\tau_{m_1', m_2'}; \hat{A}, \hat{B}) = \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} \exp(-im_1 \alpha_{m_1'}) \exp(-im_2 \gamma_{m_2'}) \sum_{l=0}^{L} d_{m_1, m_2}^l(\beta) \sum_{r=1}^{R} w_r \hat{A}_{\alpha}^m(k_r) \hat{B}_{\gamma}^m(k_r),$$

where the euler-angle $\tau_{m_1', m_2'} = (\gamma m_2', \beta, \alpha m_1')$.

This calculation can be broken into the following three steps:

[Step 1] $\mathcal{X}(m_1, m_2; l; \hat{A}, \hat{B}) = \sum_{r=1}^{R} w_r \hat{A}_{\alpha}^m(k_r) \hat{B}_{\gamma}^m(k_r)$,  

[Step 2] $\mathcal{X}(m_1, m_2; \beta; \hat{A}, \hat{B}) = \sum_{l=0}^{L} d_{m_1, m_2}^l(\beta) \mathcal{X}(m_1, m_2; l; \hat{A}, \hat{B})$,  

[Step 3] $\mathcal{X}(\tau_{m_1', m_2'}; \hat{A}, \hat{B}) = \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} \exp(-im_1 \alpha_{m_1'}) \exp(-im_2 \gamma_{m_2'}) \mathcal{X}(m_1, m_2; \beta; \hat{A}, \hat{B})$.

The first step combines information from different $k$-shells, requiring $O(RLM^2)$ operations, but only needs to be performed once per volume-target pair; the results can be reused for different values of $\beta$. The second step combines information across different degrees, requiring $O(LM^2)$ operations for each value of $\beta$. The third step can be evaluated using a 2-dimensional fast-fourier-transform of size $M$, requiring $O(M^2 \log(M))$ operations for each $\beta$. Note that the first and second steps dominate the operation-count, as they are more expensive than the third. In order to resolve the landscape of inner-products over all $\tau$, it is typically necessary to repeat the second and third steps for a grid of $M$ different $\beta$-values in the interval $[-\pi, +\pi]$. Consequently, the total operation-count (using all $R$ radial quadrature-nodes and all $L$ degrees) is $O(K^4)$.

4.5 Principal-volume-shells

The calculation described in (104) involves a $\beta$-independent sum over the radial quadrature-nodes $k_r$, followed by a $\beta$-dependent sum over the spherical-harmonic-degree $l$. In order to accelerate this computation, we will need to compress both sums.
We’ll start with the radial-compression. In much the same manner as section 3.2, we can define the principal-volume-shells \([u^\top \hat{A}](k)\) as:

\[
[u^\top \hat{A}](k) = \sum_{r=1}^{R} u_r \hat{A}(k_r, \hat{k}) \eta_r. \tag{105}
\]

The \([u^\top \hat{A}]\) can be represented using spherical-harmonic coefficients as well, with:

\[
[u^\top \hat{A}]^m_l = \sum_{r=1}^{R} u_r \hat{A}_l^m(k_r) \eta_r. \tag{106}
\]

In these expressions the rescaling-factor \(\eta_r\) should be proportional to the square-root of the radial quadrature-weights \(w_r\). In the 2-dimensional case of images these weights \(w_r\) accounted for the radial-weighting of \(kdk\). This time, in the 3-dimensional case of volumes, these weights \(w_r\) will account for the radial-weighting of \(k^2dk\) associated with volumetric noise in \(\mathbb{R}^3\).

### 4.6 Volume objective-function for a single target

Given a target-volume of \(\hat{B} := \hat{A}^{\text{signal}}\), we can choose the radial principal-vector \(u\) to maximize the simple objective-function:

\[
C(u; \hat{B}) = \int_{SO3} \int_{SO3} \sum_{l=0}^{L} \sum_{m=0}^{M} \left[ u^\top R \hat{B} \right]_l^m(k_r) \sqrt{w_r} - \left[ u^\top R' \hat{B} \right]_l^m(k_r') \sqrt{w_r'} \right]^2 d\tau d\tau', \tag{107}
\]

where we integrate over the rotations \(\tau\) and \(\tau'\) using the uniform measure on the group of rotations \(SO3\). Just as before, this objective-function is an affine-transformation of the negative-log-probability that an observation of the principal-volume-shell \([u^\top \hat{B}]\) will equal a randomly rotated version of that same shell.

Dropping constant factors, the associated radial kernel \(C(\hat{B})\) takes the form:

\[
C_{r,r'}(\hat{B}) = \int_{SO3} \int_{SO3} \sum_{l=0}^{L} \sum_{m=0}^{M-1} \ldots \left[ \left[ R \hat{B} \right]_l^m(k_r) \sqrt{w_r} - \left[ R' \hat{B} \right]_l^m(k_r') \sqrt{w_r'} \right]^2 \times \ldots \tag{108}
\]

\[
\left[ \left[ R \hat{B} \right]_l^m(k_r) \sqrt{w_r} - \left[ R' \hat{B} \right]_l^m(k_r') \sqrt{w_r'} \right] d\tau d\tau'. \tag{109}
\]

Using the properties of spherical harmonics, as well as the orthogonality relations of the wigner-d matrix \([41]\), we can simplify the radial kernel to:

\[
C_{r,r'}(\hat{B}) = \sum_{l=1}^{L} \sum_{m=0}^{M-1} \hat{B}_l^m(k_r) \hat{B}_l^m(k_r'), \tag{111}
\]

where the \(l\)-sum does not include the \(l = 0\) term. As in the 2-dimensional case, we’ll use the singular-value-decomposition of the radial kernel \(C\) to define the radial principal-vectors \(u_1, \ldots, u_R\), which will be used below to construct principal-volume-shells.

An important distinction between the 2- and 3-dimensional cases is the overall operation-count of compressing the objects. In 2-dimensions, the formation of a single principal-image-ring required \(O(RQ)\) operations, which was equivalent to the operation-count of calculating the inner-products \(\mathcal{X}(\gamma; \hat{A}, \hat{B})\) for
a single image-target pair using all the $R$ radial quadrature-nodes. Forming all the principal-image-rings for a single image required $O(K^3)$ operations, as did finding all the entries of $C$; each of these tasks required an order-of-magnitude more operations than a single image-target alignment. Consequently, the radial-SVD was only computationally advantageous in 2-dimensions when aligning multiple images to multiple targets.

In 3-dimensions, by contrast, the formation of a single principal-volume-shell requires $O(RLM)$ operations, and all the principal-volume-shells for a given volume can be formed in $O(K^4)$. This is comparable to the $O(K^4)$ required to calculate the inner-products $\mathcal{X}(\tau; \hat{A}, \hat{B})$ using all $R$ radial quadrature-nodes and all $L$ degrees for a single volume-target pair. Moreover, the entries of $C$ can also be calculated in $O(R^2LM)$ operations, which is again comparable to the $O(K^4)$ operation-count required for a single volume-target alignment. Thus, as we’ll see below, the radial-SVD will be computationally advantageous even when aligning multiple volumes to a single target; we don’t necessarily need multiple volumes and multiple targets.

### 4.7 Principal-volume-degrees

Now we move on to compressing the spherical-harmonic-degree $l$. The basic idea is straightforward: the various degrees are each preserved under rotation, yet not all of them are equally important. Unsurprisingly, we search for linear-combinations of degrees which are useful for alignment.

In terms of notation, we can use any orthonormal vector $v \in \mathbb{R}^{1+L}$ as a weight to accumulate the entries of any array $g$ indexed by $l$:

$$[v^\top g] = \sum_{l=0}^{L} v_l g_l. \quad (112)$$

When applied to the wigner-d-matrix we get:

$$[v^\top d]_{m_1, m_2}(\beta) = \sum_{l=0}^{L} v_l d^l_{m_1, m_2}(\beta). \quad (113)$$

When applied to the spherical-harmonic coefficients of a volume we get:

$$[v^\top \hat{B}]^m(k_r) = \sum_{l=0}^{L} v_l \hat{B}_l^m(k_r). \quad (114)$$

Because the different degrees $l$ of $\hat{B}_l^m(k_r)$ will typically be associated with the same variance (for any specific value of $|m| \leq l$), there is no need for an $l$-dependent rescaling-factor.

### 4.8 Volume objective-function for degrees

To choose the $v$ for our principal-volume-degrees, we’ll construct an objective-function very similar to the $C(u)$ used in (107). In this case we choose $v \in \mathbb{R}^{1+L}$ to maximize:

$$D(v; \hat{B}) = \int_{SO3} \int_{SO3} \sum_{r=1}^{R} \sum_{m=0}^{M} \left| [v^\top \mathcal{R}_r \hat{B}]^m(k_r) - [v^\top \mathcal{R}_r \hat{B}]^m(k_r) \right|^2 w_r \text{d} \tau \text{d} \tau'. \quad (115)$$

Just as before, this is an affine-transformation of the negative-log-probability that an observation of the principal-volume-degree $[v^\top \hat{B}]$ will equal a randomly rotated version of that same degree.
The associated degree-wise kernel $D(\hat{B})$ is (up to constant factors):

$$D_{l,l'}(\hat{B}) = \delta_{0l}\delta_{0l'} \sum_{r=1}^{R} \sum_{m=0}^{M-1} \hat{B}_i^m(k_r) \hat{B}_i'^m(k_r) w_r, \quad (116)$$

where the kronecker-$\delta$ prefactors ensure that $D_{l,l'}$ is 0 whenever either $l$ or $l'$ is 0. We’ll choose our $v_1, \ldots, v_L$ to be the principal-vectors of the degree-wise kernel $D$. Below we’ll use these to compress various 3-dimensional arrays onto their principal-volume-degrees.

4.9 Volume alignment using principal-volumes

Putting together the components above, we can easily approximate the inner-products $X(\tau; \hat{A}, \hat{B})$. We start by fixing $H_C$ and $H_D$. These will be the number of radial- and degree-wise principal-vectors used in the approximation. The steps in the approximation are largely analogous to those of (104):

[Step 1] $\tilde{X}(m_1, m_2; l; \hat{A}, \hat{B}) = \sum_{r=1}^{H_C} \left\{ \left[ u_r^\top A \right]_{m_1} \right\}^\top \left[ u_r^\top B \right]_{m_2}$,

[Step 1b] form each $\left[ v_l^\top \tilde{X} \right](m_1, m_2; \hat{A}, \hat{B}) \forall l \in \{1, \ldots, H_D\}$,

[Step 2] $\hat{X}(m_1, m_2; \beta; \hat{A}, \hat{B}) = \sum_{l=1}^{H_D} \left[ v_l^\top d \right]_{m_1, m_2}(\beta) \left[ v_l^\top \tilde{X} \right](m_1, m_2; \hat{A}, \hat{B})$,

[Step 3] $X(\tau_{m'_1, m'_2}; \hat{A}, \hat{B}) = \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} \exp(-im_1\alpha_{m'_1}) \exp(-im_2\gamma_{m'_2}) \hat{X}(m_1, m_2; \beta; \hat{A}, \hat{B})$.

An additional step has been added in between steps one and two. This additional step-1b uses the $v_l$ to form the principal-degrees of the array $\tilde{X}$. Step-1b needs to be repeated for each volume-target pair, but the results can be used for all values of $\beta$.

When aligning multiple volumes $\hat{A}$ to a single target $\hat{B}$ (using an array of $M$ $\beta$-values for each volume-target pair), we have the following contributions to the operation-count:

1. Calculate $C(\hat{B})$ using (107): $O(LMR^2)$
2. Find the SVD of $C(\hat{B})$: $O(R^3)$
3. Calculate $D(\hat{B})$ using (115): $O(RML^2)$
4. Find the SVD of $D(\hat{B})$: $O(L^3)$
5. Calculate the $[v^\top d]$: $O(M^3H_D)$
6. Calculate the $[u^\top \hat{B}]$: $O(RMLH_C)$
7. Calculate the $[u^\top \hat{A}]$: $O(N_A RMLH_C)$
8. Calculate $\tilde{X}$ using (117)-1: $O(N_A H_C LM^2)$
9. Calculate the $[v^\top \tilde{X}]$ using (117)-1b: $O(N_A H_D LM^2)$
10. Calculate $\hat{X}$ using (117)-2: $O(N_A H_D M^3)$
11. Calculate $X$ using \((117)-3: \mathcal{O}(N_A M^3 \log(M))\)

Note that steps 1-6 are ‘precomputations’ that do not need to be performed for every volume-target pair. Steps 7-9 are computations that need to be performed once per volume-target pair, but are independent of $\beta$. Steps 10-11 are computations that involve the different values of $\beta$.

When the number of volumes $N_A$ is large, we expect the total operation-count to scale as $\mathcal{O}(N_A K^3 H)$, where $H = \max(H_C, H_D)$, as opposed to the $\mathcal{O}(N_A K^4)$ operation-count required by \((104)\). Consequently, as $N_A$ becomes large we expect a speedup of roughly $K/H$.

### 4.10 Volume alignment example

Here we present an example illustrating our approach within the context of cryo-EM molecular reconstruction. For this example we align $N_A = 96$ different volumes to a single target. Each of the volumes will correspond to an approximation of the TRPV1-molecule produced using a ‘de-novo’ reconstruction-pipeline applied to a subset of 1024 images taken from the EMPIAR-10005 dataset. The target will correspond to the reference-molecule from emd-5778. This numerical experiment simulates the kinds of crossvalidation and/or bootstrapping that are often applied to determine the quality of a dataset and/or a reference-molecule \([42, 43, 44, 45]\). The target is shown in Fig 9, alongside a few of the de-novo reconstructions.

We apply the strategy of section 4.9, using a straightforward implementation with the same choice of $H$ for both $H_C$ and $H_D$. The results are shown in Fig 10 and Fig 11. Note that the frobenius-norm error associated with our approximation is enormous. This is because our radial- and degree-wise principal-volumes are chosen to focus on alignment, and discard the rotationally-invariant (but large in magnitude) terms associated with the $k = 0$ shells and the $l = 0$ degrees. Nevertheless, the correlation between our approximation and the full calculation is still quite high, shown in red in the middle of Fig 11. Moreover, the ‘backwards-error’ is quite low, as indicated by the high fraction $f$ shown in cyan in the middle of Fig 11.

The examples in Figs 8 and 11 were constructed using the EMPIAR-10005 dataset for the TRPV1-molecule, but the same story holds for every other cryo-em data-set we have tried. Shown in Fig 12 is a collection of different molecules, along with the results of our image- and volume-alignment strategy.

### 5 Discussion

For image-alignment, the success of the radial-SVD depends critically on the decay of the spectrum of $C$. If the spectrum of $C(\hat{B})$ decays slowly – which will be the case if $C(\hat{B})$ is built using a very noisy $\hat{B}$ – then $H$ will need to be close to $R$ in order to maintain accuracy, and the radial-SVD will not be as computationally advantageous. On the other hand, if the $\hat{B}$ used to build $C$ is smooth – as is often the case in cryo-EM – then the spectrum of $C$ will decay relatively quickly, and $H$ can be significantly smaller than $R$ while still maintaining accuracy. As we demonstrate in section 3.5 the radial-SVD can be useful in this context even when the images are quite noisy. Moreover, as we show in Fig 8 a judiciously chosen $C$ can be used to generate principal-modes that are effective for aligning noisy images to one another.

The story for volumes is very similar; the success of the radial- and degree-SVD is linked to the decay of the spectrums of $C(\hat{B})$ and $D(\hat{B})$. Once again, when the $\hat{B}$ used to build these kernels is relatively smooth, then these kernels will be approximately low-rank, and the operation-count of the inner-product calculation can be reduced considerably.

The examples in Figs 8 and 11 were constructed using the EMPIAR-10005 dataset for the TRPV1-molecule, but the same story holds for every other cryo-em data-set we have tried. Shown in Fig 12 is a collection of different molecules, along with the results of our image- and volume-alignment strategy.
Figure 9: Here we show an array of subplots illustrating different reconstructions of the TRPV1-molecule. In the leftmost column we show the reference-molecule emd-5778. In the other three columns we show three other volumes, each created using a de-novo reconstruction applied to a small batch of images taken from EMPIAR-10005. Each row corresponds to a different percentile used for the isosurface (i.e., a different level-set of the volume).

Figure 10: Here we show the eigenvalues of $C$ and $D$ for the objective-functions $C(u)$ and $D(v)$, respectively.
Figure 11: Here we show the results after applying our radial- and degree-SVD to align \( N_A = 96 \) different volumes to a single target. Each of the volumes corresponds to a de-novo molecular reconstruction of the TRPV1-molecule using a subset of the EMPiAR-10005 dataset; three of these are shown on the right of Fig 9. The target is the single reference-molecule shown on the left of Fig 9. We use the strategy of section 4.4 to calculate \( \mathcal{X}(\tau; \hat{A}, \hat{B}) \) for each image-target pair \((A, B)\). We approximate this inner-product array by using the radial- and degree-SVD, retaining \( H \) principal-vectors of \( C \) and \( H \) principal-vectors of \( D \), as described in the main text. For each \( H \), we calculate \( \mathcal{X}^{\text{estim}}(\tau; \hat{A}, \hat{B}; H) \), and compare the results to the full calculation (involving all \( R \) radial quadrature-nodes and all \( L \) degrees). The relative error (using the frobenius-norm) between these two arrays is shown in black on the left. Because our principal-volumes are chosen to ignore the rotationally-invariant contributions of the \( l = 0 \) orders, the approximate inner-products \( \mathcal{X}^{\text{estim}} \) are very far from the true inner-products \( \mathcal{X} \) in terms of absolute-value. Nevertheless, the \( \mathcal{X}^{\text{estim}} \) still capture the features of the inner-product-landscape, as reflected in the middle subplot (see main text). In the limit as the number of image-target pairs becomes very large, we expect a speedup of roughly \( K/H \), as shown in cyan in the right subplot. The actual speedup in total runtime (which includes the necessary precomputations), for an implementation on a dell laptop with an i7 processor, is shown in red.
Figure 12: Here we apply the same strategy to a variety of other data-sets. In reading order we show the 97.5% level-set for a published molecule (see main text for list), followed by the correlation and backwards-error for image- and volume-alignment, each as a function of $H$.

Just as we did above, we used the first 1024 picked particle images for image-alignment, and multiple de-novo molecular reconstructions of the molecule for volume-alignment. The list of data-sets and molecules is:

EMPIAR-10028, emd-2660: Plasmodium falciparum 80S ribosome bound to the anti-protozoan drug emetine.

EMPIAR-10091, emd-8674: p28-Bound Human Proteasome Regulatory Particle, State T1.

EMPIAR-10536, emd-22116: MlaFEDB from E. coli in nanodisc.

EMPIAR-10482, emd-9718: ISWI-NCP complex in the ADPBeF-bound state.

EMPIAR-10278, emd-20244: TMEM16F in digitonin with calcium bound.

EMPIAR-10076, emd-8434: L17-Depleted 50S Ribosomal Intermediates, class A.

Note that, in each case, a low backwards-error is obtained even when $H$ is relatively small.

In this paper we have only presented the most idealized objective-functions, each of which integrates over the uniform distribution of rotations. Our approach can immediately be generalized to other objective-functions that account for a non-uniform distribution of rotations, and/or a distribution of translations. For example, if we consider rigid image-alignment over a distribution of rotations $\mu_\gamma$ on $[0, 2\pi)$, and a distribution of translations $\mu_\delta$ on $\mathbb{R}^2$, then the associated objective-function for a single target $\hat{B}$ would be proportional to:

$$C(u; \hat{B}) = \iiint \left\{ \sum_{q=0}^{Q-1} \left| \left[ u^T \mathcal{T}_\delta \mathcal{R}_\gamma \hat{B} \right] (\psi_q) - \left[ u^T \mathcal{T}_{\delta'} \mathcal{R}_{\gamma'} \hat{B} \right] (\psi_q) \right|^2 \right\} d\mu_\delta(\delta)d\mu_\gamma(\gamma)d\mu_{\delta'}(\delta')d\mu_{\gamma'}(\gamma'), \quad (118)$$
where $T_{\delta}$ represents translation (in real-space) by vector $\delta \in \mathbb{R}^2$. Once again, the target-averaged objective function can be obtained simply by summing over different targets $\hat{B}_j$, as in (85). Just as before, this objective function is quadratic in $u$, meaning that it can be optimized by finding the principal-vectors of the associated kernel.

In the context of cryo-EM, objectives of the form (118) arise naturally when aligning noisy images (which are only approximately centered) to targets which are formed by projecting a reference molecule. Indeed, if we assume (i) that $\mu_{\delta}$ is an isotropic gaussian in $\mathbb{R}^2$ centered at the origin with standard-deviation $\sigma_{\delta}$, and (ii) that the viewing-angles of each of the targets are uniformly distributed across $S03$, then the target-averaged kernel $C$ associated with (118) converges (up to a constant factor) to:

$$C_{r,r'} = \left[ \sum_{l=0}^{+\infty} \sum_{m=-l}^{+l} \hat{B}^m_l(k_r) \hat{B}_m^*(k_{r'}) \right] \cdot E^+(k_r, k_{r'}) - \left[ \hat{B}_0^0(k_r) \hat{B}_0^0(k_{r'}) \right] \cdot E^-(k_r) \cdot E^-(k_{r'}),$$

(119)
as $Q \to \infty$, where the terms $E^+$ and $E^-$ denote

$$E^+(k_r, k_{r'}) = \exp \left( -\frac{\sigma_{\delta}^2}{2} \left[ k_r^2 + k_{r'}^2 \right] \right) \cdot \exp \left( k_r k_{r'} \sigma_{\delta}^2 \right),$$

(120)

and

$$E^-(k_r) = \tilde{k}_r \sqrt{\frac{\pi}{2}} \exp \left( -\tilde{k}_r^2 \right) \left( I_{-1/2}(\tilde{k}_r^2) - I_{+1/2}(\tilde{k}_r^2) \right),$$

(121)

where $\tilde{k}_r = k_r \sigma_{\delta}/2$, and $I_q$ refers to the modified bessel function of first kind of order $q$. We remark that the translation-factorization of [25] combines naturally with the radial-SVD, further motivating an objective-function kernel of the form (119).

Finally, we comment that there are several strategies for alignment that involve coarsely sampling the landscape of inner-products, and then refining the landscape near regions that look promising [23]. The low backwards-error of our radial-SVD indicates that this approach might be quite useful for building an approximate inner-product landscape that highlights the appropriate regions of interest. The high correlation between our approximate inner-product landscape and the full calculation also implies that – as an alternative to the frequency-marching proposed by [27] – one might consider a version of ‘principal-mode-marching’, where a low value of $H$ is chosen initially to build a coarse approximation of the inner-product landscape, and then $H$ is successively increased to refine the calculation.

As one can readily see, the concepts described in this paper are not limited to image- and volume-alignment, and can be applied throughout the molecular-reconstruction pipeline. Indeed, the principal-volumes of the molecule can be reconstructed by solving a least-squares problem restricted to the same set of principal-modes that were used to align the principal-image-rings to the principal-template-rings. We defer this discussion to future work.
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