Abstract. We continue our investigation on cluster algebras arising from cluster tubes. Let $\mathcal{C}$ be a cluster tube of rank $n + 1$. For an arbitrary basic maximal rigid object $T$ of $\mathcal{C}$, one may associate a skew-symmetrizable integer matrix $B_T$ and hence a cluster algebra $\mathcal{A}(B_T)$ to $T$. We define an analogue Caldero-Chapoton map $X^T_M$ for each indecomposable rigid object $M \in \mathcal{C}$ and prove that $X^T_M$ yields a bijection between the indecomposable rigid objects of $\mathcal{C}$ and the cluster variables of the cluster algebra $\mathcal{A}(B_T)$.
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1. Introduction

Cluster algebras were introduced by Fomin and Zelevinsky [11] with the aim to set up a combinatorial framework for the study of total positivity in algebraic groups and canonical bases in quantum groups. Since their appearance, the combinatorial structure of cluster algebras has rapidly been found in many other branches of mathematics such as Poisson geometry, Teichmüller theory and representation theory of algebras (cf. [21]). The discovery in representation theory motivated the development of cluster-tilting theory in cluster categories [4] or more generally in (2-Calabi-Yau) triangulated categories [18, 22, 23]. Meanwhile, cluster-tilting theory provided us with additive categorifications for cluster algebras of skew-symmetric type. In the categorification theory, the cluster-tilting objects and the so-called Caldero-Chapoton map [7] or Palu’s cluster character [25] played central roles, which enable us to realize cluster algebra via the geometric structures of objects in the corresponding 2-Calabi-Yau category (cf. also [14, 26]). Despite great progress during the last decade, it is still an open question that how to construct suitable additive categorification and hence the Caldero-Chapoton map for a general cluster algebra which is not of skew-symmetric type but only of skew-symmetrizable type.
Cluster tubes are 2-Calabi-Yau triangulated categories, which admit no cluster-tilting objects but only maximal rigid objects. Nevertheless, Buan et al. [5] proved that the combinatorics of basic maximal rigid objects in cluster tubes provided categorifications for the combinatorics of cluster algebras of type C. Note that cluster algebras of type C are no longer skew-symmetric type. In [32], an analogue of Caldero-Chapoton map has been established with respect to a special choice of acyclic initial seed, which implies that cluster tubes do provide additive categorifications for cluster algebras of type C.

The present paper continues our investigation on cluster algebras arising from cluster tubes in a full generality initiated in [13]. Here we establish the Caldero-Chapoton formula with respect to an arbitrary initial seed (cf. Section 4 and Theorem 4.1), where \( T \) is a basic maximal rigid object. This generalizes the work of Zhou and Zhu [32] in a full generality. We remark that there are other generalization of the Caldero-Chapoton formula to the skew-symmetrizable case in [9, 27, 28, 16]. But all of them are restricted to the case of acyclic initial seeds. It seems likely that our consideration is the first attempt to establish the Caldero-Chapton formula for skew-symmetrizable cluster algebras with respect to a non-acyclic initial seed. Our definition of Caldero-Chapoton map \( X_T \) involves varieties consisting of locally free submodules over the endomorphism algebra of \( T \). We remark that the consideration of variety consisting of locally free submodules also appears in the recent work of Geiss et al. [16]. In [16], Geiss et al. obtained a Caldero-Chapoton formula for an arbitrary cluster algebra of finite type with acyclic initial seed via the category of locally free modules over certain Iwanaga-Gorenstein algebras introduced in [15]. Compare to [16], we only deal with cluster algebras of type C but with no restriction on initial seeds. Even for the case of cluster algebras of type C with acyclic initial seeds, our proof of Theorem 4.1 is also completely different from the one of [16]. In fact, our proof goes back to [7, 10]. However, it is not possible to apply the proof of [7] directly, since in general the intersection of locally free submodules is no longer locally free. The key step in our proof is to introduce an auxiliary Grassmanian which considers locally free submodules with an extra structure (cf. Section 5 for details).

The paper is organized as follows. In Section 2, we recall the required background from cluster algebras and cluster tubes. After introducing the necessary definitions and notations, we state the main result (Theorem 3.6) in Section 3. We restate the main result as Theorem 4.1 in Section 4 by using coindex. The rest of Section 4 is then devoted to study the properties of index and coindex. In Section 5, we introduce an auxiliary Grassmanian with respect to an Auslander-Reiten sequence and study the basic properties for Grassmanian of locally free submodules following [7, 10]. The results obtained in Section 4 and 5 are applied to prove our main result (Theorem 3.6) in Section 6.

Convention. Let \( K \) be an algebraically closed field. We denote by \( K^\times \) the set of nonzero elements in \( K \). Fix a positive integer \( n \), we denote by \( e_1, \ldots, e_n \) the standard basis of \( \mathbb{Z}^n \). For a matrix \( B \), we denote by \( B^\text{tr} \) the transpose of \( B \). For a vector \( \beta \in \mathbb{Z}^n \) and \( 1 \leq i \leq n \), let \( [\beta : i] \) be the \( i \)-th component of \( \beta \). For an object \( M \) in a category \( C \), denote by \( M^{\oplus n} \) the direct sum of \( n \) copies of \( M \) and \( |M| \) the number of non-isomorphic indecomposable direct summands of \( M \). Denote by \( \text{add} M \) the subcategory of \( C \) consisting of objects which are finite direct sum of direct summands of \( M \). For an arrow \( \alpha : i \to j \), we denote by \( s(\alpha) = i \) the source of \( \alpha \) and \( t(\alpha) = j \) the target of \( \alpha \).

2. Cluster algebras and cluster tubes

Throughout this article, we fix a positive integer \( n \).
2.1. Cluster algebras. For an integer \( a \), we set \([a]_+ = \max\{a, 0\}\) and \( \text{sgn}(a) = \begin{cases} \frac{a}{|a|} & a \neq 0 \\ 0 & a = 0 \end{cases} \). Let \( \mathcal{F} \) be the field of rational functions in \( n \) indeterminates with coefficients in \( \mathbb{Q} \). A seed of \( \mathcal{F} \) is a pair \((B, \mathbf{x})\) consisting of a skew-symmetrizable matrix \( B = (b_{ij}) \in M_n(\mathbb{Z})\) and a free generating set \( \mathbf{x} = \{x_1, \ldots, x_n\} \) of the field \( \mathcal{F} \).

For any \( 1 \leq k \leq n \), the seed mutation of \((B, \mathbf{x})\) in the direction \( k \) transforms \((B, \mathbf{x})\) into a new seed \( \mu_k(B, \mathbf{x}) = (B', \mathbf{x}') \), where

- the entries \( b'_{ij} \) of \( B' \) are given by
  \[
  b'_{ij} = \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k, \\ b_{ij} + \text{sgn}(b_{ik})b_{ik} & \text{else}. \end{cases}
  \]
- the cluster \( \mathbf{x}' = \{x'_1, \ldots, x'_n\} \) is given by \( x'_j = x_j \) for \( j \neq k \) and \( x'_k \in \mathcal{F} \) is determined by the exchange relation
  \[
  x'_k x_k = \prod_{i=1}^{n} x_i^{b_{ik} + |b_{ik}|}. 
  \]

Let \( T_n \) be the \( n \)-regular tree whose edges are labeled by the numbers \( 1, 2, \ldots, n \), so that the \( n \) edges emanating from each vertex receive different labels. Fix a seed \((B, \mathbf{x})\) as initial seed, a cluster pattern is the assignment of a seed \((B_t, \mathbf{x}_t)\) to each vertex \( t \) of \( T_n \) such that

- the seeds assigned to vertices \( t \) and \( t' \) linked by an edge labeled \( k \) are obtained from each other by the seed mutation \( \mu_k \);
- there exists a vertex \( t_0 \in T_n \) such that \((B_{t_0}, \mathbf{x}_{t_0}) = (B, \mathbf{x})\).

A cluster pattern is uniquely determined by an assignment of the initial seed \((B, \mathbf{x})\) to any vertex \( t_0 \in T_n \). The matrix \( B_t \) is the exchange matrix and \( \mathbf{x}_t \) is the cluster of the seed \((B_t, \mathbf{x}_t)\). Elements of the cluster \( \mathbf{x}_t \) are cluster variables of \((B_t, \mathbf{x}_t)\). Cluster variables in \( \mathbf{x}_{t_0} \) are initial cluster variables. The cluster algebra \( \mathcal{A}(B) := \mathcal{A}(B, \mathbf{x}) \) is the subalgebra of \( \mathcal{F} \) generated by all of the cluster variables. The cluster algebra \( \mathcal{A}(B) \) is of skew-symmetric type provided that \( B \) is skew-symmetric, otherwise \( \mathcal{A}(B) \) is of skew-symmetrizable type.

A cluster algebra is of finite type if it has only finitely many cluster variables. Fomin and Zelevinsky [12] proved that the cluster algebras of finite type are parametrized by the finite root systems. Let \( B = (b_{ij}) \in M_n(\mathbb{Z}) \) be a skew-symmetrizable matrix. The Cartan counterpart \( A(B) = (c_{ij}) \) of \( B \) is an \( n \times n \) integer matrix such that \( c_{ii} = 2 \) for \( i = 1, \ldots, n \) and \( c_{ij} = -|b_{ij}| \) for \( i \neq j \). In particular, \( A(B) \) is a generalized Cartan matrix. According to [12], the cluster algebra \( \mathcal{A}(B) \) is of type \( C_n \) if there is a vertex \( t \in T_n \) such that the Cartan counterpart \( A(B_t) \) is a generalized Cartan matrix of type \( C_n \).

2.2. Cluster tubes. Let \( \Delta_{n+1} \) be the cyclic quiver with \( n + 1 \) vertices. We label the vertex set by \( \{1, 2, \ldots, n + 1\} \) such that the arrows are precisely from vertex \( i \) to \( i + 1 \) (taken modulo \( n + 1 \)). Denote by \( \mathcal{T} := T_{n+1} \) the category of finite-dimensional nilpotent \( K \)-representations over the opposite quiver \( \Delta_{n+1}^\text{op} \). The category \( \mathcal{T} \) is called a tube of rank \( n + 1 \), which is a hereditary abelian category. Moreover, \( \mathcal{T} \) is standard, i.e. the subcategory of \( \mathcal{T} \) consisting of the indecomposable objects is equivalent to the mesh category of the Auslander-Reiten (AR for short) quiver of \( \mathcal{T} \). Each indecomposable object of \( \mathcal{T} \) is uniquely determined by its socle and its length. For \( 1 \leq a \leq n + 1 \) and \( b \in \mathbb{N} \), we will denote by \((a, b)\) the unique indecomposable object with socle the simple at vertex \( a \) and of length \( b \).
Let $D^b(T)$ be the bounded derived category of $T$ with suspension functor $\Sigma$. Let $\tau$ be the AR translation of $D^b(T)$, where $\tau(a, b) = (a - 1, b)$. The cluster tube of rank $n + 1$ is the orbit category $C := C_{n+1} = D^b(T)/\tau^{-1} \circ \Sigma$. The category $C$ admits a canonical triangle structure such that the canonical projection $\pi : D^b(T) \to C$ is a triangle functor (cf. [3, 3]). Moreover, it is a Calabi-Yau triangulated category with Calabi-Yau dimension of 2 (cf. [19]). The AR-translation $\tau$ and the suspension functor $\Sigma$ of $D^b(T)$ induce the AR-translation and the suspension functor of $C$. By abuse of notations, we still denote by $\tau$ and $\Sigma$ the AR-translation and the suspension functor of $C$ respectively. We remark that there is an isomorphism of functors $\tau \cong \Sigma$ in the category $C$. The composition of the embedding of $T$ into $D^b(T)$ with the canonical projection $\pi$ yields a bijection between the indecomposable objects of $T$ and the indecomposable objects of $C$. We always identify the objects of $T$ with the ones of $C$ by the bijection. In particular, we may say the length of an indecomposable object of $C$. For an indecomposable object $X \in C$, we will denote by $l(X)$ the length of $X$.

Let $X, Y$ be indecomposable objects of $T$, by definition of $C$ and the fact that $T$ is hereditary, we have

$$\text{Hom}_C(X, Y) = \text{Hom}_{D^b(T)}(X, Y) \oplus \text{Hom}_{D^b(T)}(X, \tau^{-1} \circ \Sigma Y).$$

According to the Auslander-Reiten duality, we obtain (cf. Lemma 2.1 of [5])

**Lemma 2.1.** Let $X, Y$ be indecomposable objects of $T$, we have

$$\text{Hom}_C(X, Y) \cong \text{Hom}_T(X, Y) \oplus D \text{Hom}_T(Y, \tau^2 X).$$

Following [5], morphisms in $\text{Hom}_{D^b(T)}(X, Y)$ are called $T$-morphisms from $X$ to $Y$ and morphisms in $\text{Hom}_{D^b(T)}(X, \tau^{-1} \circ \Sigma Y)$ are called $D$-morphisms from $X$ to $Y$. Each morphism from $X$ to $Y$ in $C$ can be written as the sum of a $T$-morphism with a $D$-morphism. It is also well-known that the composition of two $T$-morphisms is also a $T$-morphism, the composition of a $T$-morphism with a $D$-morphism is a $D$-morphism, and the composition of two $D$-morphisms is zero, and no $T$-morphism can factor through a $D$-morphism.

For each indecomposable object $X = (a, b) \in T$ with $b \leq n$, the wing $W_X$ determined by $X$ is the set of indecomposables whose position in the AR-quiver is in the triangle with $X$ on top. We also denote by $X^\infty$ the support of $\text{Hom}_T(X, -)$ in $T$. Namely, $X^\infty$ consists of indecomposable objects $Y$ of $T$ such that $\text{Hom}_{D^b(T)}(X, Y) \neq 0$. Dually, we may define $\tau^2 X$ to be the support of $\text{Hom}_T(-, X)$ in $T$. By Lemma 2.1, we clearly know that an indecomposable object $Y \in C$ satisfies that $\text{Hom}_C(X, Y) \neq 0$ if and only if $Y \in X^\infty \cup \tau^2 X$.

The following result is a consequence of Lemma 2.1 and the fact that $T$ is standard.

**Lemma 2.2.** Let $X$ and $Y$ be indecomposable objects of $C$ with $l(X) = n$. If $Y \in W_{rX}$, then $\text{Hom}_C(X, Y) = 0$; if $Y \in X^\infty \cap \tau^2 X$, then $\dim_K \text{Hom}_C(X, Y) = 2$.

### 2.3. Algebras arising from cluster tubes.

We first recall the definition of basic maximal rigid objects in a 2-Calabi-Yau triangulated category. Let $D$ be a Hom-finite 2-Calabi-Yau triangulated category with suspension functor $\Sigma$. An object $T \in D$ is rigid provided $\text{Ext}^1_D(T, T) = 0$ and it is maximal rigid if it is rigid and $\text{Ext}^1_D(X \oplus T, X \oplus T) = 0$ implies that $X \in \text{add} T$. A rigid object $T \in D$ is called a cluster-tilting object if $\text{Ext}^1_D(T, Y) = 0$ implies that $Y \in \text{add} T$.

It was proved in [5] that the cluster tube $C$ has no cluster-tilting objects but only maximal rigid objects. Moreover, the following descriptions of maximal rigid objects were given.

**Lemma 2.3.**

(1) An indecomposable object $X \in C$ is rigid if and only if it has length $l(X) \leq n$;
(2) Let $T$ be an arbitrary basic maximal rigid object of $\mathcal{C}$. Then $|T| = n$ and $T$ admits a unique indecomposable direct summand, say $T_1$, with length $n$. Moreover, each indecomposable direct summand of $T$ lies in the wing $\mathcal{W}_{T_i}$.

Let $T = \bigoplus_{i=1}^n T_i$ be a basic maximal rigid object of $\mathcal{C}$ with indecomposable direct summands $T_1, \ldots, T_n$. Denote by $A := \text{End}_\mathcal{C}(T)$ the endomorphism algebra of $T$ and $\text{mod} A$ the category of finitely generated right $A$-modules. An object $X \in \mathcal{C}$ is \textit{finitely presented} by $T$ if there is a triangle

\[ T_1^X \to T_0^X \to X \to \Sigma T_1^X \]

in $\mathcal{C}$, where $T_1^X, T_0^X \in \text{add } T$. Let $\text{pr } T$ be the full subcategory of $\mathcal{C}$ consisting of objects which are finitely presented by $T$. A general result of [31] implies that rigid objects of $\mathcal{C}$ belong to $\text{pr } T$. The functor

\[ F := \text{Hom}_\mathcal{C}(T, -) : \mathcal{C} \to \text{mod } A \]

induces an equivalence of categories

\[ F : \text{pr } T/ \text{add } \Sigma T \xrightarrow{\sim} \text{mod } A, \]

where $\text{pr } T/ \text{add } \Sigma T$ is the additive quotient of $\text{pr } T$ by morphisms factorizing through $\text{add } \Sigma T$. Moreover, the restriction of the functor $F$ to the subcategory $\text{add } T$ (resp. $\text{add } \Sigma^2 T$) yields an equivalence between $\text{add } T$ (resp. $\text{add } \Sigma^2 T$) and the category of finitely generated projective (resp. injective) $A$-modules. Let $\tau_A$ be the AR translation of $\text{mod } A$. Recall that an $A$-module $M$ is $\tau_A$-rigid if $\text{Hom}_A(M, \tau_A M) = 0$ (cf. [1]). The following bijection has been proved in [8, 24].

**Proposition 2.4.** The functor $F$ induces a bijection between the indecomposable rigid objects in $\mathcal{C} \setminus \text{add } \Sigma T$ and the indecomposable $\tau_A$-rigid $A$-modules.

We now associate a quiver $Q_T$ to $T$, whose vertices correspond to the indecomposable direct summands of $T$ and the arrows from the indecomposable direct summand $T_i$ to $T_j$ is given by the dimension of the space of irreducible maps $\text{rad}(T_i, T_j)/\text{rad}^2(T_i, T_j)$, where $\text{rad}(-, -)$ is the radical of the category $\text{add } T$. For simplicity, we will also denote the vertex set $Q_0$ of $Q_T$ by $Q_0 = \{1, 2, \ldots, n\}$, where the vertex $i$ corresponds to $T_i$ for $i = 1, \ldots, n$. It is clear that the quiver $Q_T$ coincides with the Gabriel quiver of $A$.

Let $Q_n$ be the set of quivers with $n$ vertices satisfying the following conditions:

(a) All non-trivial minimal cycles of length at least 2 in the underlying graph is oriented and of length 3;

(b) Any vertex has at most four neighbors;

(c) If a vertex has four neighbors, then two of its adjacent arrows belong to one 3-cycle, and the other two belong to another 3-cycle;

(d) If a vertex has three neighbors, then two of its adjacent arrows belong to one 3-cycle, and the third one does not belong to any 3-cycle;

(e) There is a unique loop $\rho$ at a vertex $t$ which has one neighbor, or has two neighbors and its traversed by a 3-cycle.

It has been proved in [29, 30] that the quiver $Q_T$ belongs to $Q_n$. Moreover, the endomorphism algebra $A$ of $T$ is determined by its underlying Gabriel quiver $Q_T$. Namely,

**Theorem 2.5.** An algebra is the endomorphism algebra of a basic maximal rigid object in the cluster tube $\mathcal{C}$ if and only if it is isomorphic to $K\mathcal{Q}/I$ for some $Q \in Q_n$, where $I$ is the ideal generated by the square of the unique loop $\rho$ and all paths of length 2 in a 3-cycle.
As a direct consequence of Theorem 2.5, the endomorphism algebra $A = \text{End}_C(T)$ is a gentle algebra and there is a unique loop $\rho$ in the Gabriel quiver $Q_T$ of $A$. It is clear that the source of the unique loop $\rho$ is the vertex corresponding to the unique indecomposable direct summand of $T$ with length $n$.

We refer to [6] for the definition and basic results for gentle algebras. For later use, let us recall the definition of string and the construction of string modules for the algebra $A$. Let $I_T$ be the ideal of $KQ_T$ as in Theorem 2.5.

For any arrow $\beta$ of $Q_T$, denote by $\beta^{-1}$ a formal inverse for $\beta$, with $s(\beta^{-1}) := t(\beta)$ and $t(\beta^{-1}) := s(\beta)$. A word $w = \alpha_n\alpha_{n-1}\cdots\alpha_1$ of arrows and their formal inverses is called a string of length $n \geq 1$ if $\alpha_i \neq \alpha_i^{-1}$, $t(\alpha_i) = s(\alpha_{i+1})$ for all $1 \leq i < n$, and no subword $\alpha_{i+r}\alpha_{i+r-1}\cdots\alpha_1$ nor its inverse belongs to $I_T$. For each vertex $u$ of $Q_T$, we define two strings $1_{(u,\delta)}$, $\delta = \pm1$, with both $s(1_{(u,\delta)}) = u$ and $t(1_{(u,\delta)}) = u$, and define $1_{(u,\delta)}^{-1} = 1_{(u,\delta)}$ for each string $w$ of $A$, one defines a unique string module $M(w)$ for $A$ following [6]. Note that a right $A$-module identifies a representation of $Q_T^\text{op}$ satisfying the opposite relations $I_T^\text{op}$. For any string $w = \alpha_n\alpha_{n-1}\cdots\alpha_1$ or $w = 1_{(u,\delta)}$ of $A$, we define a representation $M(w)$ of $Q_T^\text{op}$ as follows. Let $u(i) = s(\alpha_{i+1})$, $0 \leq i < n$ and $u(n) = t(\alpha_n) = t(w)$. For each vertex $v$ of $Q_T^\text{op}$, set $I_v = \{i \mid u(i) = v\} \subseteq \{0, 1, \ldots, n\}$. Let $M(w)_v$ be a vector space spanned by the base vectors $z_i$, $i \in I_v$. For any arrow $\beta$ in $Q_T$, if $\alpha_i = \beta$, define $\beta^{-1}(z_i) = z_{i-1}$; if $\alpha_i = \beta^{-1}$, define $\beta^{-1}(z_{i-1}) = z_i$ for $1 \leq i \leq n$; otherwise set the linear map associated to $\beta^{-1}$ to be zero. Then $M(w)$ is the right $A$-module associated to the string $w$.

**Example 2.6.** Let $A$ be the $K$-algebra given by the quiver $Q$

\[
\begin{array}{ccc}
1 & \overset{\gamma}{\longrightarrow} & 3 \\
\downarrow{\alpha} & & \downarrow{\beta} \\
3 & \overset{\gamma}{\longrightarrow} & 2.
\end{array}
\]

bound by the relations $\beta\alpha = 0, \gamma\beta = 0, \alpha\gamma = 0$ and $\rho^2 = 0$. We know that $A$ is the endomorphism algebra of a basic maximal rigid object, say $T = T_1 \oplus T_2 \oplus T_3$, in the cluster tube $C_4$ by Theorem 2.5.

Let $w_1 = \alpha\rho\gamma$ and $w_2 = \alpha\rho^{-1}\gamma$ be two strings for $A$. The right $A$-modules $M(w_1)$ and $M(w_2)$ are described as follows

\[
M(w_1) = \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
K \oplus K
\]

$\begin{bmatrix} 0 \ 0 \\ 1 \ 0 \end{bmatrix}$
$\begin{bmatrix} 1 \ 0 \\ 0 \ 1 \end{bmatrix}$

$K$

$K$

$K$

$K$

$K$

$K$

It has been proved in [29, 30] that $A$ is of representation-finite type. Hence each indecomposable $A$-module is a string module and has a presentation as $M(w)$ for some string $w$.

**Lemma 2.7.** Let $T = \bigoplus_{i=1}^n T_i$ be a basic maximal rigid object of $C$ with $l(T_1) = n$. Denote by $A = \text{End}_C(T)$ the endomorphism algebra of $T$. For each indecomposable $A$-module $M$, we have either $[\dim M : 1] = 0$ or $[\dim M : 1] = 2$.

**Proof.** By the assumption $l(T_1) = n$, we know that the source of the unique loop $\rho$ is the vertex 1. According to Theorem 2.5 and the description of $Q_n$, we conclude that for each string $w$, $\rho$ and its formal inverse $\rho^{-1}$ appear in $w$ at most once. Now the result follows from the construction of string modules. □
2.4. Cluster algebras arising from cluster tube. For a given basic maximal rigid object $T = T_1 \oplus T_k$ in $\mathcal{C}$ with indecomposable direct summand $T_k$, the mutation $\mu_k(T)$ of $T$ at $T_k$ is a basic maximal rigid object obtained by replacing $T_k$ by another indecomposable object $T_k'$. The objects $T_k^*$ and $T_k$ are related by the following exchange triangles

$$T_k^* \xrightarrow{f} U_{T_k \setminus T_k} \xrightarrow{g} T_k \rightarrow \Sigma T_k^*$$

and

$$T_k \xrightarrow{f'} U_{T_k \setminus T_k} \xrightarrow{g'} T_k^* \rightarrow \Sigma T_k,$$

where $f$, $f'$ are minimal left $\text{add} \mathcal{T}$-approximations and $g$, $g'$ are minimal right $\text{add} \mathcal{T}$-approximations. In this case, $\mathcal{T}$ is called an almost complete maximal rigid object and $(T_k, T_k^*)$ is an exchange pair of $\mathcal{C}$.

For each basic maximal rigid object $T = \bigoplus_{i=1}^{n} T_i$, we define a matrix $B_T = (b_{ij}) \in M_n(\mathbb{Z})$ as follows

$$b_{ij} = \alpha_{ij} - \alpha_{ij'},$$

where $\alpha_Y X$ denotes the multiplicity of $X$ as a direct summand of $Y$. The following observation interprets the matrix $B_T$ via the quiver $Q_T$ (cf. Lemma 2.12 of [13]).

Lemma 2.8. Let $T = \bigoplus_{i=1}^{n} T_i$ be a basic maximal rigid object of $\mathcal{C}$ with $l(T_i) = n$ and $Q_T$ its associated quiver. Let $B_T = (b_{ij}) \in M_n(\mathbb{Z})$ be the skew-symmetric matrix associated to $T$. Then for $i \neq j$, we have

$$b_{ij} = \begin{cases} |\{\text{arrows } T_i \to T_j\}| - |\{\text{arrows } T_j \to T_i\}| & j \neq 1; \\ 2|\{\text{arrows } T_i \to T_j\}| - 2|\{\text{arrows } T_j \to T_i\}| & j = 1. \end{cases}$$

The matrix $B_T$ is skew-symmetric and the associated cluster algebra $\mathcal{A}(B_T)$ is of type $C_n$ [5]. It is known that the matrix $B_T$ and the matrix of the mutation $\mu_k(T)$ are related by Fomin-Zelevinsky’s matrix mutation at $k$, i.e. $\mu_k(B_T) = B_{\mu_k(T)}$. Moreover, the following result was proved (cf. Theorem 3.5 of [5]).

Theorem 2.9. Let $T$ be a basic maximal rigid object of $\mathcal{C}$ and $\mathcal{A}_T := \mathcal{A}(B_T)$ the associated cluster algebra. There is a bijection between the set of indecomposable rigid objects of $\mathcal{C}$ and the set of cluster variables of $\mathcal{A}_T$. The bijection induces a bijection between the basic maximal rigid objects of $\mathcal{C}$ and the clusters of $\mathcal{A}_T$ such that $\Sigma T$ corresponds to the initial cluster of $\mathcal{A}_T$. Moreover, the bijection is compatible with mutations.

2.5. Another construction of the matrix $B_T$. In this subsection, we give another construction of the matrix $B_T$ for a basic maximal rigid object $T = \bigoplus_{i=1}^{n} T_i$. Recall that $A = \text{End}_{\mathcal{C}}(T)$ is the endomorphism algebra of $T$. Let $S_i$ be the simple $A$-module associated to the indecomposable direct summand $T_i$. Let $W$ be the sum of the cube of the unique loop $\rho$ and all 3-cycles of $Q_T$ which gives a potential on $Q_T$. Then $A$ is isomorphic to the Jacobian algebra $J(Q_T, W)$ associated to the quiver with potential $(Q_T, W)$ (cf. Section 6 in [30] for details). To the quiver with potential $(Q_T, W)$, one may construct a so-called Ginzburg dg algebra $\Gamma := \Gamma(Q_T, W)$ and we refer to [2] for the precisely construction of Ginzburg dg algebras and the Jacobian algebras associated to quivers with potentials (cf. also [17]).

Let $\mathcal{D}(\Gamma)$ be the derived category of $\Gamma$ with suspension functor $\Sigma$ and $\mathcal{D}_{fd}(\Gamma)$ the finite dimensional derived category of $\Gamma$. Namely, $\mathcal{D}_{fd}(\Gamma)$ is the full subcategory of $\mathcal{D}(\Gamma)$ of dg $\Gamma$-modules whose homology is of finite total dimension, which is a 3-Calabi-Yau triangulated category (cf. [20]). Denote by $G_0(\mathcal{D}_{fd}(\Gamma))$ the Grothendieck group of $\mathcal{D}_{fd}(\Gamma)$. Let $\langle - , - \rangle : G_0(\mathcal{D}_{fd}(\Gamma)) \times G_0(\mathcal{D}_{fd}(\Gamma)) \to K$ be the Euler bilinear form of $G_0(\mathcal{D}_{fd}(\Gamma))$ given by

$$\langle [X], [Y] \rangle := \sum_{i \in \mathbb{Z}} (-1)^i \dim_K \text{Hom}_{\mathcal{D}_{fd}(\Gamma)}(X, \Sigma^i Y),$$

where \( X, Y \in \mathcal{D}_{fd}(\Gamma) \). Note that \( \Gamma \) is a non-positive dg algebra, which implies that there is canonical bounded \( t \)-structure on \( \mathcal{D}_{fd}(\Gamma) \) whose heart is equivalent to the category \( \text{mod} \ A \) (cf. \cite{2}). In particular, the Euler form \((-,-)_\Gamma\) induces an anti-symmetric Euler bilinear form \((-,-)_a : \Gamma_0(\text{mod} \ A) \times \Gamma_0(\text{mod} \ A) \to K \) on \( \Gamma_0(\text{mod} \ A) \). More precisely, for any \( M, N \in \text{mod} \ A \), we may regard \( M, N \) as objects of \( \mathcal{D}_{fd}(\Gamma) \) and we have

\[
\langle [M], [N] \rangle_a := \langle [M], [N] \rangle_\Gamma = \sum_{n \in \mathbb{Z}} (-1)^n \dim_K \text{Hom}_{\mathcal{D}_{fd}(\Gamma)}(M, \Sigma^n N)
\]

\[
= \dim_K \text{Hom}_A(M, N) - \dim_K \text{Ext}^1_A(M, N) - \dim_K \text{Hom}_A(N, M) + \dim_K \text{Ext}^1_A(N, M),
\]

where the last equality follows from the 3-Calabi-Yau property of \( \mathcal{D}_{fd}(\Gamma) \).

We also introduce the truncated Euler form \((-,-)_{\leq 1} \) on \( \text{mod} \ A \). For any \( M, N \in \text{mod} \ A \), we define

\[
\langle M, N \rangle_{\leq 1} := \dim_K \text{Hom}_A(M, N) - \dim_K \text{Ext}^1_A(M, N).
\]

It is clear that \( \langle [M], [N] \rangle_a \neq \langle M, N \rangle_{\leq 1} \) if \( \langle M, N \rangle_{\leq 1} \neq - \langle N, M \rangle_{\leq 1} \). By definition of \( B_T \) and Lemma 2.8, we clearly have the following characterization of \( B_T \) via the anti-symmetric Euler bilinear form \((-,-)_a\).

**Proposition 2.10.** Let \( T = \bigoplus_{i=1}^n T_i \) be a basic maximal rigid object of \( \mathcal{C} \) with \( l(T_1) = n \) and \( B_T = (b_{ij}) \in M_n(\mathbb{Z}) \) the skew-symmetrizable matrix associated to \( T \). Then

\[
b_{ij} = \begin{cases} 
(S_i, S_j)_a, & j \neq 1; \\
2(S_i, S_j)_a, & j = 1.
\end{cases}
\]

### 3. The main theorem

Let \( T = \bigoplus_{i=1}^n T_i \) be a basic maximal rigid object of \( \mathcal{C} \) with \( l(T_1) = n \). Let \( A = \text{End}_\mathcal{C}(T) \) be the endomorphism algebra of \( T \) and \( \text{mod} \ A \) the category of finitely generated \( A \)-modules. Denote by \( \tau_A \) the AR translation of \( \text{mod} \ A \). Let \( e_1, \ldots, e_n \) be the primitive idempotents of \( A \) corresponding to \( T_1, \ldots, T_n \) respectively. Denote by \( I_i \) the indecomposable injective \( A \)-module associated to \( e_i \). Recall that we have an equivalence \( F : \text{pr} \mathcal{T}/ \text{add} \Sigma \mathcal{T} \to \text{mod} \ A \).

### 3.1. Locally free modules

An \( A \)-module \( M \) is locally free if \( Me_i \) is free as a right \( e_i Ae_i \)-module for each \( i = 1, \ldots, n \). It is known that the subcategory of locally free \( A \)-modules is closed under extensions. For a locally free \( A \)-module \( M \), the integer vector

\[
\text{rank} M = (r(Me_1), \ldots, r(Me_n))^T \in \mathbb{Z}^n
\]

is called the rank vector of \( M \), where \( r(Me_i) \) is the rank of \( Me_i \) as a free \( e_i Ae_i \)-module.

**Remark 3.1.** According to Lemma 2.3 and the assumption that \( l(T_1) = n \) we have

\[
e_i Ae_i \cong \text{End}_\mathcal{C}(T_i) \cong \begin{cases} 
K[x]/(x^2) & i = 1; \\
K & \text{else}.
\end{cases}
\]

Consequently, an \( A \)-module \( M \) is locally free if and only if \( Me_1 \) is a free \( e_1 Ae_1 \)-module. Moreover, if \( M \) is a locally free \( A \)-module with dimension vector \( \dim M = (m_1, m_2, \ldots, m_n)^T \), then \( \text{rank} M = (m_1^2, m_2, \ldots, m_n)^T \). By Lemma 2.7, we have either \( \text{rank} M : 1 = 0 \) or \( \text{rank} M : 1 = 1 \) for an indecomposable locally free \( A \)-module \( M \).

**Lemma 3.2.** Each indecomposable \( \tau_A \)-rigid \( A \)-module is locally free.
Proof. By Proposition 2.4, each indecomposable $\tau_A$-rigid $A$-module is isomorphic to $F(X)$ for some indecomposable rigid object $X \in C \setminus \text{add } \Sigma T$. According to Remark 3.1, it suffices to show that $F(X)c_1 = \text{Hom}_C(T_1, X)$ is a free $\text{End}_C(T_1)$-module. Each indecomposable rigid object $X$ lies either in $W_{\tau T_1}$ or $T_1^C \cap \tau^2 T_1$. If $X \in W_{\tau T_1}$, then $\text{Hom}_C(T_1, X) = 0$ and hence $F(X)$ is a locally free $A$-module.

Now assume that $X \in T_1^C \cap \tau^2 T_1$. Recall that we have

$$\text{Hom}_C(T_1, X) = \text{Hom}_{D^b(T)}(T_1, X) \oplus \text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma X).$$

In this case, we have

$$\dim_K \text{Hom}_{D^b(T)}(T_1, X) = 1 = \dim_K \text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma X).$$

To show that $\text{Hom}_C(T_1, X)$ is a free $\text{End}_C(T_1)$-module, it suffices to show that each non-zero morphism in $\text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma X)$ factors through a morphism in $\text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma T_1)$. Let $f \in \text{Hom}_T(T_1, X)$ be a non-zero morphism. By Lemma 2.11(iii) of [13], $f$ induces an isomorphism

$$\text{Hom}_T(X, \tau^2 T_1) \cong \text{Hom}_T(T_1, \tau^2 T_1)$$

which fits into the following commutative diagram

$$\begin{array}{ccc}
\text{Hom}_T(X, \tau^2 T_1) & \xrightarrow{\text{Hom}_T(f, \tau^2 T_1)} & \text{Hom}_T(T_1, \tau^2 T_1) \\
\cong & & \cong \\
D \text{Hom}_{D^b(T)}(\tau T_1, \Sigma X) & \xrightarrow{D \text{Hom}_{D^b(T)}(\tau T_1, \Sigma f)} & D \text{Hom}_{D^b(T)}(\tau T_1, \Sigma T_1).
\end{array}$$

Consequently, we have an isomorphism

$$\text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma T_1) \xrightarrow{\text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma f)} \text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma X),$$

which implies the desired result. \qed

**Lemma 3.3.** Assume moreover that $T_1 = (1,n)$. For each $1 \leq i < n$, the module $F((i,n+1))$ is locally free with

$$\dim F((i, n+1)) = \dim F((i+1, n-1)).$$

Consequently, if $F((i, n+1)) = M(a_1, \ldots, a_r \rho a_{s+1} \cdots a_r)$, then $F((i+1, n-1)) = M(a_1, \ldots, a_r \rho^{-1} a_{s+1} \cdots a_r)$, where $a_1, \ldots, a_r$ are (formal) arrows of the quiver $Q_T$ and $\rho$ is the unique loop.

**Proof.** Since $T$ is standard, we have

$$\dim_K \text{Hom}_{D^b(T)}(T_1, (i,n+1)) = 1 = \dim_K \text{Hom}_{D^b(T)}(T_1, \tau^{-1}\Sigma(i, n+1)).$$

Now similar to Lemma 3.2, one can show that $F((i, n+1))$ is locally free with $\dim F((i, n+1)) : 1 = 2$.

According to Lemma 2.3 (2), each indecomposable direct summand $T_i$ belongs to $W_{(1,n)}$. In order to prove $\dim F((i, n+1)) = \dim F((i+1, n-1))$, it suffices to show that for any indecomposable object $X \in W_{(1,n)}$, we have

$$\dim_K \text{Hom}_C(X, (i, n+1)) = \dim_K \text{Hom}_C(X, (i+1, n-1)).$$

The set $W_{(1,n)}$ can be divided into the following five disjoint subsets: $S_1 := W_{(1,n)} \setminus (W_{(1,i)} \cup W_{(i+1,n-1)})$, $S_2 := \cap (i,1) \cap W_{(1,n)}$, $S_3 := (i+1,1) \cap W_{(1,n)}$, $S_4 := W_{(1,i-1)}$, $S_5 := W_{(i+2,n-1)}$. A direct computation shows that

- for any $X \in S_1$, $\dim_K \text{Hom}_C(X, (i, n+1)) = 2 = \dim_K \text{Hom}_C(X, (i+1, n-1));$
- for any $X \in S_2 \cup S_3$, $\dim_K \text{Hom}_C(X, (i, n+1)) = 1 = \dim_K \text{Hom}_C(X, (i+1, n-1));$

and so on...
for each $X \in \mathcal{S}_4 \cup \mathcal{S}_5$, $\dim_K \text{Hom}_C(X, (i, n+1)) = 0 = \dim_K \text{Hom}_C(X, (i+1, n-1))$.

The remain statement follows from the description of $Q_n$ in Section 2.3. \hfill \Box

### 3.2. Grassmanian of locally free modules

For an integer vector $\underline{\alpha} = (a_1, a_2, \cdots, a_n)^T \in \mathbb{N}^n$, we set $\underline{x} = (2a_1, 2a_2, \cdots, a_n)^T \in \mathbb{N}^n$. For each locally free $A$-module $M$ and $\underline{x} \in \mathbb{N}^n$, we consider the following quasi-projective variety

$$\text{Gr}^I_{\underline{x}}(M) := \{ N \subseteq M \mid N \text{ is a locally free submodule of } M \text{ with } \text{rank} N = \underline{x} \}.$$

It is clear that $\text{Gr}^I_{\underline{x}}(M)$ is a subvariety of

$$\text{Gr}_x(M) := \{ N \subseteq M \mid N \text{ is a submodule of } M \text{ with } \dim N = \underline{x} \}.$$  

Moreover, if $M$ is indecomposable, then $\text{Gr}^I_{\underline{x}}(M) = \text{Gr}_x(M)$ by Remark 3.1. We denote $\chi(\text{Gr}^I_{\underline{x}}(M))$ the Euler-Poincaré characteristic with respect to the étale cohomology with proper support. The following result has been established in [16].

**Lemma 3.4.** Let $M$ and $N$ be locally free $A$-modules. For $\underline{x} \in \mathbb{N}^n$, we have

$$\chi(\text{Gr}^I_{\underline{x}}(M \oplus N)) = \sum_{\underline{z} \in \mathbb{Z}^n} \chi(\text{Gr}^I_{\underline{z}}(M)) \chi(\text{Gr}^I_{\underline{z}}(N)).$$

As an application of Lemma 3.3, we have

**Corollary 3.5.** Assume that $T_1 = (1, n)$. For each $\underline{x} \in \mathbb{N}^n$ and $1 \leq i < n$, we have

$$\chi(\text{Gr}^I_{\underline{x}}(F((i, n+1)))) = \chi(\text{Gr}^I_{\underline{x}}(F((i+1, n-1))))).$$

**Proof.** By Lemma 3.3 and the construction of indecomposable string modules(cf. Section 2.3), $F((i, n+1))$ and $F((i+1, n-1))$ can be written as

$$F((i, n+1)) : \cdots \to V_1 \xrightarrow{f_{21}} K \oplus K \xrightarrow{f_{13}} V_3 \to \cdots$$

$$F((i+1, n-1)) : \cdots \to V_1 \xrightarrow{f_{21}} K \oplus K \xrightarrow{f_{13}} V_3 \to \cdots.$$

Now it is not hard to see that for each $\underline{x} \in \mathbb{N}^n$

$$\text{Gr}^I_{\underline{x}}(F((i, n+1))) \cong \text{Gr}^I_{\underline{x}}(F((i+1, n-1)))$$

and hence $\chi(\text{Gr}^I_{\underline{x}}(F((i, n+1)))) = \chi(\text{Gr}^I_{\underline{x}}(F((i+1, n-1))))).$ \hfill \Box

### 3.3. The Caldero-Chapoton map

Let $x_1, \cdots, x_n$ be $n$ indeterminants and $\mathbb{Q}[\mathbb{Z}^n] = \mathbb{Q}[x_1^\pm, \cdots, x_n^\pm]$ the ring of Laurent polynomials in variables $x_1, \cdots, x_n$ with coefficients in $\mathbb{Q}$. For an integer vector $\alpha = (m_1, \cdots, m_n)^T \in \mathbb{Z}^n$ or an element $\alpha = m_1[T_1] + \cdots + m_n[T_n] \in \text{G}_0(\text{add} \ T)$, we write

$$x^\alpha := \prod_{i=1}^n x_i^{m_i}.$$
Let $B_T$ be the skew-symmetrizable matrix associated to $T$ (cf. Section 2.4). Denote by $A_T := A(B_T)$ the cluster algebra without coefficients associated to $T$. For a locally free $A$-module $M$ with a minimal injective resolution

$$0 \to M \to \bigoplus_{i=1}^{n} I_i^{\oplus a_i} \to \bigoplus_{i=1}^{n} I_i^{\oplus b_i},$$

we define $i(M) := (a_1 - b_1, \cdots, a_n - b_n)^T \in \mathbb{Z}^n$. The Caldero-Chapoton map or Palu’s cluster character $X_M$ of $M$ (with respect to $T$) is defined as follows

$$X_M = x^{-i(M)} \sum_{\mathbb{Z}} \chi(Gr_{ij}^L(M))x^{B_T x} \in \mathbb{Q}[x_1^\pm, \cdots, x_n^\pm].$$

The following is the main result of this paper and its proof will be postponed to Section 6.

**Theorem 3.6.** Let $T$ be a basic maximal rigid object of $\mathcal{C}$ with endomorphism algebra $A$. Denote by $A_T$ the cluster algebra associated to $T$. The Caldero-Chapoton map $X_?$ yields a bijection between the indecomposable $\tau_A$-rigid $A$-modules and the non-initial cluster variables of $A_T$.

According to the Laurent phenomenon [11], each cluster variable $X_M$ is a Laurent polynomial in the initial cluster variables $x_1, \cdots, x_n$. Thus there exists a unique polynomial $f(x_1, \cdots, x_n)$ which is not divisible by any $x_i$ such that

$$X_M = \frac{f(x_1, \cdots, x_n)}{x_1^{d_1} \cdots x_n^{d_n}}.$$

The denominator vector of $X_M$ is defined to be

$$\text{den}(X_M) = (d_1, \cdots, d_n)^T \in \mathbb{Z}^n.$$

As an immediately consequence of Theorem 1.3 of [13] and Theorem 3.6, we obtain

**Corollary 3.7.** For each indecomposable $\tau_A$-rigid $A$-module $M$, we have

$$\text{den}(X_M) = \text{rank } M.$$

4. **Index and coindex**

4.1. **Reformulation of the main result.** Recall that $\mathcal{C}$ is a cluster tube of rank $n + 1$. For a set $\mathcal{X}$ consisting of certain objects of $\mathcal{C}$, we define

$$\Sigma \mathcal{X} := \{ \Sigma X \mid X \in \mathcal{X} \}.$$

Let $T = \bigoplus_{i=1}^{n} T_i$ be a basic maximal rigid object of $\mathcal{C}$. Recall that $\text{pr} T$ is the full subcategory of $\mathcal{C}$ consisting of objects which are finitely presented by $T$. Set

$$\mathcal{F} := \{(a, b) \mid b \leq n\} \cup \{(a, b) \mid n + 1 \leq b \leq 2n, a + b \leq 2n + 1\}.$$

Note that $\Sigma T$ is also a basic maximal rigid object of $\mathcal{C}$. As shown in [30], if $T$ lies in the wing $W_{(1,n)}$, then an indecomposable object $X$ lies in $\text{pr} T$ if and only if $X \in \mathcal{F}$. Moreover, an indecomposable object $X$ lies in $\text{pr} \Sigma T$ if and only if $X \in \Sigma \mathcal{F}$ (cf. also [29]). Define

$$\mathcal{R} := \{(a, b) \mid b \leq n\}.$$

In particular, $\mathcal{R}$ consists of indecomposable rigid objects of $\mathcal{C}$. It is clear that

$$\Sigma \mathcal{R} = \mathcal{R} \subset \text{pr} T \cap \text{pr} \Sigma T.$$
Let \( G_0(\text{add} T) \) be the split Grothendieck group of \( \text{add} T \). For each \( X \in \text{pr} T \), we have a triangle

\[
T_1^X \to T_0^X \to X \to \Sigma T_1^X
\]

with \( T_1^X, T_0^X \in \text{add} T \). The index \( \text{ind}_T(X) \) of \( X \) with respect to \( T \) is defined to be

\[
\text{ind}_T(X) := [T_0^X] - [T_1^X] \in G_0(\text{add} T),
\]

where \([*]\) stands for the image of the object \(*\) in the Grothendieck group \( G_0(\text{add} T) \). Similarly, for each object \( X \in \text{pr} \Sigma T \), there is a triangle

\[
X \to \Sigma^2 T_X^1 \to \Sigma^2 T_X^0 \to X
\]

with \( T_X^0, T_X^1 \in \text{add} T \). The coindex \( \text{coind}_T(X) \) of \( X \) with respect to \( T \) is defined to be

\[
\text{coind}_T(X) := [T_X^1] - [T_X^0] \in G_0(\text{add} T).
\]

It is not hard to see that the index and coindex are well-defined. In particular, for each object \( X \in \text{pr} T \cap \text{pr} \Sigma T \), \( \text{ind}_T(X) \) and \( \text{coind}_T(X) \) are defined. For an object \( X \in \text{pr} T \cap \text{pr} \Sigma T \) such that \( F(X) \) is locally free, we define the Caldero-Chapoton map or Palu’s cluster character \( \mathcal{X}_T^X \) of \( X \) with respect to \( T \) as follows

\[
\mathcal{X}_T^X = x^{-\text{coind}_T(X)} \sum G_{ij}^{F(X)}(x^{Br}) x^{Br} \in \mathbb{Q}[x_1^\pm, \ldots, x_n^\pm].
\]

If \( X \) is an indecomposable rigid object in \( \mathcal{C} \setminus \text{add} \Sigma T \), we clearly have \( \text{coind}_T(X) = i(F(X)) \). Consequently, \( \mathcal{X}_{F(X)} = \mathcal{X}_X^T \) in this case. On the other hand, we also have

\[
\mathcal{X}_{\Sigma T_i}^X = x_i \text{ for } i = 1, \ldots, n,
\]

which are precisely the initial cluster variables of \( \mathcal{A}_T \). The main result Theorem 3.6 can be restated as follows.

**Theorem 4.1.** Let \( T \) be a basic maximal rigid object of \( \mathcal{C} \) and \( \mathcal{A}_T \) the associated cluster algebra. The Caldero-Chapoton map \( \mathcal{X}_T^X \) yields a bijection between the indecomposable rigid object of \( \mathcal{C} \) and the cluster variables of \( \mathcal{A}_T \).

### 4.2. Behavior of index and coindex

In this subsection, we establish some basic properties for index and coindex with respect to triangles in \( \mathcal{C} \). Throughout this section, we fix a basic maximal rigid object \( T = \bigoplus_{i=1}^n T_i \) of \( \mathcal{C} \) with \( T_1 = (1, n) \). We begin with the following result which is a direct consequence of the definitions and the fact that \( \mathcal{R} = \Sigma \mathcal{R} \) (cf. Lemma 2.1 of [25]).

**Lemma 4.2.** For any \( X \in \mathcal{R} \), we have \( \text{ind}_T(X) = -\text{coind}_T(X) \).

Recall that \( A = \text{End}_C(T) \) is the endomorphism algebra of \( T \) and \( \text{mod} A \) is the category of finitely generated right \( A \)-modules. Let \( S_1, \ldots, S_n \) be the simple \( A \)-modules associated to \( T_1, \ldots, T_n \) respectively. Denote by \( P_i \) (resp. \( I_i \)) the projective cover (resp. injective hull) of \( S_i \). We have a truncated Euler form \( \langle -, - \rangle \leq_1 \) on \( \text{mod} A \) and an equivalence

\[
F = \text{Hom}_C(T, -) : \text{pr} T/ \text{add} \Sigma T \to \text{mod} A.
\]

The following result has been proved in [25] (cf. Lemma 2.3 of [25]).
**Lemma 4.3.** Let $X$ be an indecomposable object of $\mathcal{C}$. If $X \in \text{pr} T$, then

$$\text{ind}_T(X) = \begin{cases} [T_i], & X \cong \Sigma T_i; \\ \sum_{i=1}^n (F(X), S_i)_{\leq i} [T_i], & \text{else}. \end{cases}$$

If $X \in \text{pr} \Sigma T$, then

$$\text{coind}_T(X) = \begin{cases} [T_i], & X \cong \Sigma T_i; \\ \sum_{i=1}^n (F(X), S_i)_{\leq i} [T_i], & \text{else}. \end{cases}$$

**Corollary 4.4.** Let $X \in \text{pr} T \cap \text{pr} \Sigma T$ such that $F(X)$ is a locally free $A$-module, the coordinate vector of $\text{coind}_T(X) - \text{ind}_T(X)$ with respect to the basis $[T_1], \cdots, [T_n]$ of $\text{G}_0(\text{add} T)$ is $B_T \text{rank } F(X)$.

**Proof.** It suffices to prove the statement for indecomposables. For an indecomposable object $X \in \text{pr} T \cap \text{pr} \Sigma T$, the index $\text{ind}_T(X)$ and the coindex $\text{coind}_T(X)$ are well-defined. It is clear that the equality holds for $X \cong \Sigma T_i$ by Lemma 4.3. Now assume that $X \not\cong \Sigma T_i$ for any $i$. Again by Lemma 4.3, we obtain

$$\text{coind}_T(X) - \text{ind}_T(X) = \sum_{i=1}^n (F(X), S_i)_{a} [T_i] = ([T_1], \cdots, [T_n]) B_T \text{rank } F(X),$$

where the last equality follows from Proposition 2.10.

We now turn to the behavior of index and coindex with respect to triangles. The following proposition is a special case of Proposition 2.2 of [25].

**Proposition 4.5.** Let $X \rightarrow Y \xrightarrow{g} Z \xrightarrow{h} \Sigma X$ be a triangle in $\mathcal{C}$.

- If $F(g)$ is surjective and $X, Y, Z \in \text{pr} T$, then $\text{ind}_T(Y) = \text{ind}_T(X) + \text{ind}_T(Z)$;
- If $F(f)$ is injective and $X, Y, Z \in \text{pr} \Sigma T$, then $\text{coind}_T(Y) = \text{coind}_T(X) + \text{coind}_T(Z)$.

**Proposition 4.6.** Let $\Sigma X \xrightarrow{f} Y \xrightarrow{g} X \xrightarrow{h} \Sigma^2 X$ be an AR-triangle in $\mathcal{C}$ with $X \in R$ and $Y \in \text{pr} T \cap \text{pr} \Sigma T$.

(a) if neither $X$ nor $\Sigma X$ belongs to $\text{add} \Sigma T$, then $0 \rightarrow F(\Sigma X) \xrightarrow{F(f)} F(Y) \xrightarrow{F(g)} F(X) \rightarrow 0$ is an AR-sequence of $\text{mod } A$. Consequently,

$$\text{ind}_T(Y) = \text{ind}_T(X) + \text{ind}_T(\Sigma X) \text{ and } \text{coind}_T(Y) = \text{coind}_T(X) + \text{coind}_T(\Sigma X).$$

(b) if $X \cong \Sigma T_k$ for some $k$, then $k \neq 1$ and $F(Y)$ is the maximal locally free factor of $F(\Sigma X) = I_k$.

Moreover, the coordinate vector of $\text{coind}_T(Y)$ with respect to $[T_1], \cdots, [T_n]$ is $-B_{T_k} 2k$.

(c) if $\Sigma X \cong \Sigma T_k$ for some $k$, then $k \neq 1$ and $F(Y)$ is the maximal locally free submodule of $F(X) = P_k$. Consequently, $\text{coind}_T(T_k) = \text{coind}_T(Y) + \text{coind}_T(\Sigma^2 T_k)$.

**Proof.** For (a), by the equivalence $F : \text{pr } T / \text{add } \Sigma T \rightarrow \text{mod } A$ and Proposition 4.5, it suffices to show that

$$0 \rightarrow F(\Sigma X) \xrightarrow{F(f)} F(Y) \xrightarrow{F(g)} F(X) \rightarrow 0$$

is a short exact sequence. Equivalently, $F(g)$ is surjective and $F(f)$ is injective. Note that $\Sigma X \not\in \text{add } T$ implies that $X \not\in \text{add } T$. Therefore each morphism from $T$ to $X$ is not a retraction. We then deduce that $F(g) : F(Y) \rightarrow F(X)$ is surjective by the fact that $g : Y \rightarrow X$ is a right almost split morphism in $\mathcal{C}$. Let $t : T \rightarrow \Sigma X$ be a morphism such that $f \circ t = 0$. Then the morphism $t$ factors through $\Sigma^{-1} h$. 


Namely, there is a morphism $s : T \rightarrow \Sigma^{-1}X$ fitting into the following commutative diagram

\[
\begin{array}{ccc}
\Sigma^{-1}X & \xrightarrow{f} & \Sigma X \\
\downarrow{s} & & \downarrow{f} \\
\Sigma X & \xrightarrow{g} & Y \\
\downarrow{\Sigma t} & & \downarrow{h} \\
\Sigma^2 X & & \Sigma^2 X.
\end{array}
\]

Recall that we also have $X \not\in \text{add } \Sigma T$, which implies that $\Sigma s$ is not a retraction. Therefore $\Sigma t = h \circ \Sigma s = 0$. Consequently, $t = 0$ and $F(f)$ is injective.

Let us consider the statement (b). According to the description of $\text{pr } T$ and $\text{pr } \Sigma T$ in Section 4.1, it is not hard to see that $k \neq 1$ by $Y \in \text{pr } T \cap \text{pr } \Sigma T$. Applying the functor $F$, we obtain an exact sequence of $A$-modules

\[
P_k \xrightarrow{F(\Sigma^{-1}h)} I_k \xrightarrow{F(f)} F(Y) \rightarrow 0.
\]

It suffices to show that $\text{im } F(\Sigma^{-1}h) = S_k$. Note that

\[
\Sigma T_k \xrightarrow{\Sigma^{-1}f} \Sigma^{-1}Y \xrightarrow{\Sigma^{-1}g} T_k \xrightarrow{\Sigma^{-1}h} \Sigma^2 T_k
\]

is also an AR-triangle in $\mathcal{C}$. In particular, for $j \neq k$ and any morphism $t : T_j \rightarrow T_k$, the composition $\Sigma^{-1}ht$ vanishes. On the other hand, we clearly have $\dim_K \text{Hom}_\mathcal{C}(T_k, T_k) = 1$. Therefore $\text{im } F(\Sigma^{-1}h) = S_k$ and $F(Y)$ is the maximal locally free factor of $I_k$. Moreover, $\dim F(Y) = \dim I_k - \dim S_k$. Using Lemma 4.3, we have the following computation

\[
\text{coind}_T(Y) - \text{ind}_T(Y) = \sum_{i=1}^n \langle S_i, F(Y) \rangle_a [T_i]
\]

\[
= -\sum_{i=1}^n \langle S_i, S_i \rangle_a [T_i] + \sum_{i=1}^n \langle S_i, I_k \rangle_a [T_i]
\]

\[
= -([T_1], \cdots, [T_n])_{B^T T_k} + \text{coind}_T(\Sigma^2 T_k) - \text{ind}_T(\Sigma^2 T_k).
\]

On the other hand, by Proposition 4.5, we have $\text{ind}_T(\Sigma^2 T_k) = \text{ind}_T(T_k) + \text{ind}_T(Y)$. It follows that $\text{coind}_T(Y) = -([T_1], \cdots, [T_n])_{B^T T_k}$.

For (c), it is also easy to deduce that $k \neq 1$ by $Y \in \text{pr } T \cap \text{pr } \Sigma T$. Applying the functor $F$ to the triangle $\Sigma T_k \xrightarrow{g} Y \xrightarrow{h} T_k \xrightarrow{b} \Sigma^2 T_k$, we obtain an exact sequence

\[
0 \rightarrow F(Y) \xrightarrow{F(g)} P_k \xrightarrow{F(h)} I_k.
\]

Similar to the case (b), one can show that the image of $F(h)$ is the simple module $S_k$. Therefore $F(Y)$ is the maximal locally free submodule of $P_k$. The remaining statement is a direct consequence of Proposition 4.5.

For $k \neq 1$, Proposition 4.6 gives a characterization of the maximal locally free submodule (resp. factor) of the indecomposable projective (resp. injective) $A$-module $P_k$ (resp. $I_k$) via the structure of $\mathcal{C}$. Recall that we have $T_1 = (1, n)$. For the case $k = 1$, we have the following.

**Lemma 4.7.**

1. $F((1, n-1) \oplus (1, n-1))$ is the maximal locally free submodule of $F((1, n)) = P_1$;
2. $F((n+1, n-1) \oplus (n+1, n-1))$ is the maximal locally free factor of $F((n, n)) = I_1$.

**Proof.** We prove the statement (1) and the proof of (2) is similar. Let

\[
\Sigma T_1 \rightarrow (1, n-1)^{\oplus 2} \xrightarrow{g} T_1 \xrightarrow{h} \Sigma^2 T_1
\]


be one of the exchange triangles associated to the basic maximal rigid objects $M = (1, 1) \oplus \cdots (1, n - 1) \oplus (1, n)$ and $N = (1, 1) \oplus \cdots \oplus (1, n - 1) \oplus (n + 1, n)$. Applying the functor $F$ to the triangle above, we obtain an exact sequence of $A$-modules

$$0 \to F((1, n - 1)^{\oplus 2}) \xrightarrow{F(g)} P_1 \xrightarrow{F(h)} I_1.$$  

It suffices to show that $\dim \ker F(h) = 2e_1$. For any $i \neq 1$, noticing that $T_i \in \mathcal{W}_{T_1}$, it is not hard to show that any morphism $T_i \to T_1$ factors through the morphism $g$ (cf. Lemma 2.11 of [13]). On the other hand, any non-zero morphism $t : T_1 \to T_1$ does not factor through $g$ and we conclude that $\dim \ker F(h) = 2e_1$.

Lemma 4.8. Let $1 \leq i < n$. We have

$$\text{ind}_{T}(i, n + 1) = \text{ind}_{T}(i + 1, n - 1) \quad \text{and} \quad \text{coind}_{T}(i, n + 1) = \text{coind}_{T}(i + 1, n - 1).$$

Consequently, $\mathcal{X}_{T(i,n+1)} = \mathcal{X}_{T(i+1,n-1)}$.

Proof. For each $1 \leq i < n$, we have the following two triangles

$$\begin{array}{c}
(i, n) \to (i + 1, n - 1) \oplus (i, n + 1) \to (i + 1, n) \to \Sigma (i, n) \\
(i, n) \to (i + 1, n - 1)^{\oplus 2} \to (i + 1, n) \to \Sigma (i, n).
\end{array}$$

Note that the first triangle is an AR-triangle in $\mathcal{C}$. By Proposition 4.6 (1), we know that

$$0 \to F((i, n)) \to F((i + 1, n - 1)) \oplus F((i, n + 1)) \to F((i + 1, n)) \to 0$$

is a short exact sequence in $\text{mod} \ A$. Moreover,

$$\text{ind}_{T}(i + 1, n - 1) + \text{ind}_{T}(i, n + 1) = \text{ind}_{T}(i, n) + \text{ind}_{T}(i + 1, n)$$

and

$$\text{coind}_{T}(i + 1, n - 1) + \text{coind}_{T}(i, n + 1) = \text{coind}_{T}(i, n) + \text{coind}_{T}(i + 1, n).$$

Applying the functor $F$ to the second triangle yields a long exact sequence

$$\cdots \to F((i, n)) \to F((i + 1, n - 1)^{\oplus 2}) \to F((i + 1, n)) \to \cdots .$$

According to Lemma 3.3, we have $\dim F((i + 1, n - 1)) = \dim F((i, n + 1))$. In particular,

$$0 \to F((i, n)) \to F((i + 1, n - 1)^{\oplus 2}) \to F((i + 1, n)) \to 0$$

is also a short exact sequence. Consequently,

$$2 \text{ind}_{T}(i + 1, n - 1) = \text{ind}_{T}(i, n) + \text{ind}_{T}(i + 1, n)$$

and

$$2 \text{coind}_{T}(i + 1, n - 1) = \text{coind}_{T}(i, n) + \text{coind}_{T}(i + 1, n),$$

which imply the desired equalities. By Corollary 3.5, we have $\mathcal{X}_{T(i,n+1)} = \mathcal{X}_{T(i+1,n-1)}$. \hfill \Box

5. Grassmanian of locally free submodules

Throughout this section, we fix a basic maximal rigid object $T = \bigoplus_{i=1}^{n} T_i$ of $\mathcal{C}$ with $T_1 = (1, n)$. Denote by $A = \text{End}_{\mathcal{C}}(T)$ the endomorphism algebra of $T$. Recall that we have an equivalence $F : \text{pr} T / \text{add} \Sigma T \to \text{mod} A$. The aim of this section is to establish certain basic properties for Grassmanian of locally free submodules.
5.1. Identification of A-modules with representations. Let \( Q = (Q_0, Q_1) \) be the opposite Gabriel quiver of \( A \) with \( Q_0 = \{1, \ldots, n\} \) the set of vertices and \( Q_1 \) the set of arrows. By the assumption \( l(T_1) = n \), we know that vertex 1 is the unique vertex associated to the unique loop \( \rho \). Let \( I \) be the ideal of the path algebra \( kQ \) generated by the square of the unique loop and all paths of length 2 in a 3-cycle. Then \( \mod A \) is equivalent to the category \( \rep(Q, I) \) of finite dimensional representations of the quiver with relation \((Q, I)\). In the following, we will identify an \( A \)-module with a representation of \((Q, I)\).

Let \( X \) be an indecomposable object in \( \pr T \setminus \add \Sigma T \) such that \( F(X) \) is locally free. By abuse of notations, we still denote by \( F(X) = (F(X)_i, F(X)_\alpha)_{i \in Q_0, \alpha \in Q_1} \) the representation in \( \rep(Q, I) \) which corresponds to the module \( F(X) \in \mod A \). It is not hard to see that \( F(X)_i = \Hom_C(T_i, X) \). For any arrow \( \alpha : i \to j \) in \( Q \), there is a morphism \( \alpha : T_j \to T_i \) in \( C \), then \( F(X)_\alpha = \Hom_C(\alpha, X) \). Moreover, if \( \Hom_C(T_1, X) \neq 0 \), then \( \dim_K \Hom_C(T_1, X) = 2 \). In this case, \( F(X)_1 \) admits a canonical decomposition of one-dimensional vector spaces as follows:

\[
F(X)_1 = \Hom_{D^b(T)}(T_1, X) \oplus \Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, X),
\]

\[
F(X)_\rho = \Hom_{D^b(T)}(T_1, X) \oplus \Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, X)
\]

\[
\begin{bmatrix}
0 \\
\Hom_C(\rho, X) \\
0
\end{bmatrix} 
\rightarrow \Hom_{D^b(T)}(T_1, X) \oplus \Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, X).
\]

We remark that \( \Hom_C(\rho, X) \) is a \( K \)-linear isomorphism of one-dimensional \( K \)-vector spaces. Let \( Y \) be an indecomposable object of \( \pr T \setminus \add \Sigma T \) such that \( F(Y) \) is locally free with \( \dim_K \Hom_C(T_1, Y) = 2 \) and \( f : X \to Y \) a \( T \)-morphism. Then \( f \) induces a homomorphism of representations \( F(f) : F(X) \to F(Y) \) such that the linear map \( F(f)_1 \) has the following presentation

\[
F(f)_1 = \Hom_{D^b(T)}(T_1, X) \oplus \Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, X)
\]

\[
\begin{bmatrix}
\Hom_{D^b(T)}(T_1, f) \\
\Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, f)
\end{bmatrix} 
\rightarrow \Hom_{D^b(T)}(T_1, Y) \oplus \Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, Y).
\]

Similarly, if \( g : X \to Y \) is a \( D \)-morphism, we have

\[
F(g)_1 = \Hom_{D^b(T)}(T_1, X) \oplus \Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, X)
\]

\[
\begin{bmatrix}
0 \\
\Hom_{D^b(T)}(T_1, g)
\end{bmatrix} 
\rightarrow \Hom_{D^b(T)}(T_1, Y) \oplus \Hom_{D^b(T)}(\tau \Sigma^{-1} T_1, Y).
\]

5.2. An auxiliary Grassmanian. Let \( 0 \to L \overset{\iota}{\to} M \overset{\kappa}{\to} N \to 0 \) be an AR sequence of \( \mod A \) such that \( N \) is \( \tau_A \)-rigid. By Proposition 2.4, we may assume that \( N = F((a, b)) \) for some \( 1 \leq b \leq n \) such that neither \( (a, b) \) nor \( (a, b - 1) \) belong to \( \add \Sigma T \). Consequently, the AR sequence is the image of the AR triangle

\[
(a - 1, b) \xrightarrow{[\tau_1]} (a - 1, b + 1) \oplus (a, b - 1) \xrightarrow{[\tau_1, \tau_2]} (a, b) \to \Sigma(a - 1, b)
\]

of \( C \) by Proposition 4.6 (a). In particular, both \( L \) and \( M \) are locally free. Note that each AR triangle of \( C \) is the image of an AR triangle of \( D^b(T) \) under the projection \( \pi : D^b(T) \to C \). Therefore, without loss of generality, we may assume that \( \tilde{\tau}_1, \tilde{\tau}_2, \kappa_1, \kappa_2 \) are \( T \)-morphisms and hence \( \iota \) and \( \kappa \) are images of \( T \)-morphisms. For simplicity, we will also denote by \( \tilde{N} = (a, b), \tilde{X} = (a - 1, b + 1), \tilde{Y} = (a, b - 1) \) and \( \tilde{M} = \tilde{X} \oplus \tilde{Y} \).
For each \( q \in \mathbb{N}^n \), we introduce the following auxiliary Grassmanian of \( M \) with respect to the morphism \( \iota \) and \( \kappa \):

\[
\text{Gr}^{lf}_{q}(M, \iota, \kappa) := \{ U \in \text{Gr}^{lf}_{q}(M) \mid \text{both } \iota^{-1}(U) \text{ and } \kappa(U) \text{ are locally free} \}.
\]

**Proposition 5.1.** Keep the notations as above. For each \( q \in \mathbb{N}^n \), consider the following morphism

\[
\zeta_{q,lf}: \text{Gr}^{lf}_{q}(M, \iota, \kappa) \to \prod_{m \in \mathbb{N}^n} \text{Gr}^{lf}_{q}(L) \times \text{Gr}^{lf}_{q}(N)
\]

\[
U \mapsto (i^{-1}(U), \kappa(U)).
\]

Then the fibre \( \zeta_{0,lf}^{-1}(B, C) \) is an affine space isomorphic to \( \text{Hom}_{\Lambda}(C, L/B) \) if \( (B, C) \neq (0, N) \) and \( \zeta_{0,lf}^{-1}(0, N) = \emptyset \).

**Proof.** For each \( q \in \mathbb{N}^n \), consider the following morphism of varieties

\[
\zeta_{q}: \text{Gr}^{lf}_{q}(M) \to \prod_{m \in \mathbb{N}^n} \text{Gr}^{lf}_{q}(L) \times \text{Gr}^{lf}_{q}(N)
\]

\[
U \mapsto (i^{-1}(U), \kappa(U)).
\]

It has been proved in [10] that the fibre \( \zeta_{0,lf}^{-1}(B, C) \) is an affine space isomorphic to \( \text{Hom}_{\Lambda}(C, L/B) \) if \( (B, C) \neq (0, N) \) and \( \zeta_{0,lf}^{-1}(0, N) = \emptyset \). Note that we have \( \text{Gr}^{lf}_{q}(M, \iota, \kappa) \subseteq \text{Gr}^{lf}_{q}(M) \subseteq \text{Gr}_{q}(M) \). Consider the restriction \( \zeta_{q} \big|_{\text{Gr}^{lf}_{q}(M, \iota, \kappa)} \) of \( \zeta_{q} \) to \( \text{Gr}^{lf}_{q}(M, \iota, \kappa) \). It is clear that the image of \( \zeta_{q} \big|_{\text{Gr}^{lf}_{q}(M, \iota, \kappa)} \) lies in \( \prod_{m \in \mathbb{N}^n} \text{Gr}^{lf}_{q}(L) \times \text{Gr}^{lf}_{q}(N) \). Moreover, \( \zeta_{q,lf} \) coincides with \( \zeta_{q} \big|_{\text{Gr}^{lf}_{q}(M, \iota, \kappa)} \). Clearly, we have \( \zeta_{0,lf}^{-1}(0, N) = \emptyset \).

Let \( (B, C) \in \text{Gr}^{lf}_{q}(L) \times \text{Gr}^{lf}_{q}(N) \) such that \( (B, C) \neq (0, N) \) and \( U \) an object in \( \zeta_{0,lf}^{-1}(B, C) \). We have a short exact sequence

\[
0 \to B \to U \to C \to 0.
\]

In particular, \( U \) is a locally free \( \Lambda \)-module with rank vector \( \text{rank } U = q \). Consequently, \( U \in \text{Gr}^{lf}_{q}(M, \iota, \kappa) \). This shows that \( \zeta_{0,lf}^{-1}(B, C) = \zeta_{0,lf}^{-1}(B, C) \) and hence is isomorphic to the affine space \( \text{Hom}_{\Lambda}(C, L/B) \).

\( \square \)

We have the following main result of this section.

**Proposition 5.2.** Keep the notations as above. For each \( q \in \mathbb{N}^n \), we have

\[
\chi(\text{Gr}^{lf}_{q}(M)) = \chi(\text{Gr}^{lf}_{q}(M, \iota, \kappa)).
\]

Before proving the above result, let us first recall an interpretation of points of \( \text{Gr}^{lf}_{q}(M) \) as morphisms. Basing on the interpretation, we will define a \( K^\times \)-action on \( \text{Gr}^{lf}_{q}(M) \).

Fix a \( U \in \text{Gr}^{lf}_{q}(M) \). For each \( U' \in \text{Gr}^{lf}_{q}(M) \) such that \( U' \cong U \), the point \( U' \) can be represented by an injective morphism \( \varphi: U \to M \) of \( A \)-modules such that \( \text{im } \varphi = U' \). Moreover, if \( \varphi': U \to M \) is another injective morphism with \( \text{im } \varphi' = U' \), then there exists an automorphism \( \phi: U \to U \) such that \( \varphi' = \varphi \circ \phi \).

Denote by \( \hat{U} \) the preimage of \( U \) in \( \text{pr } T \setminus \text{add } \Sigma T \). Recall that we have an equivalence \( F: \text{pr } T / \text{add } \Sigma T \to \text{mod } A \cong \text{rep}(Q, I) \). In the following, we identify \( M \) with \( F(M) \). Let \( h_U : \hat{U} \to \hat{M} \) be a morphism in \( \mathcal{C} \) such that \( F(h_U) \) is injective with \( \text{im } F(h_U) = U \subset M = F(M) \). Since each morphism in \( \mathcal{C} \) can be written as a sum of a \( T \)-morphism with a \( D \)-morphism, we may write \( h_U = h_U,0 + h_U,1 \), where
$h_{U,0}: \hat{U} \to \hat{M}$ is a $T$-morphism and $h_{U,1}: \hat{U} \to \hat{M}$ is a $D$-morphism. We then define

$$
\bullet: \quad K^\times \times Gr^f_\omega(M) \to Gr^f_\omega(M) \\
(c, U) \mapsto \text{im} F(h_{U,0} + ch_{U,1}).
$$

**Lemma 5.3.** The map $\bullet$ defines a $K^\times$-action on $Gr^f_\omega(M)$.

**Proof.** It suffices to show that $\text{im} F(h_{U,0} + ch_{U,1}) \in Gr^f_\omega(M)$ and the definition is independent of the choice of the morphism $h_U$.

In order to prove $\text{im} F(h_{U,0} + ch_{U,1}) \in Gr^f_\omega(M)$, it suffice to show that $F(h_{U,0} + ch_{U,1})$ is injective. Let $g := g_0 + g_1: T_1 \to \hat{U}$ be a morphism such that $(h_{U,0} + ch_{U,1})g = 0$, where $g_0$ is a $T$-morphism and $g_1$ is a $D$-morphism. Note that the composition of two $D$-morphisms is zero. We have

$$0 = (h_{U,0} + ch_{U,1})g = h_{U,0}g_0 + ch_{U,1}g_0 + h_{U,0}g_1.$$ 

In particular, $h_{U,0}g_0 = 0$ and $ch_{U,1}g_0 + h_{U,0}g_1 = 0$. Consequently, $h_{U,0}(c_0) = 0$ and $h_{U,1}(c_0) + h_{U,0}g_1 = 0$, which implies that $(h_{U,0} + ch_{U,1})(c_0 + g_1) = 0$. Note that, as $F(h_{U,0} + h_{U,1})$ is injective, we have $c_0 + g_1 = 0$ and hence $g_0 = 0 = g_1$. That is, $F(h_{U,0} + ch_{U,1})$ is injective.

Let $f_U = f_{U,0} + f_{U,1}: \hat{U} \to \hat{M}$ be another morphism such that $F(f_U)$ is injective with $\text{im} F(f_U) = U$, where $f_{U,0}$ is a $T$-morphism and $f_{U,1}$ is a $D$-morphism. We need to show that $\text{im} (F(f_{U,0} + c f_{U,1})) = \text{im} F(h_{U,0} + ch_{U,1})$. Note that $\text{im} F(f_U) = \text{im} F(h_U)$ implies that there is an automorphism $\phi: \hat{U} \to F(\hat{U})$ such that $F(f_U) = F(h_U) \circ \phi$. Let $t = t_0 + t_1: \hat{U} \to \hat{U}$ be a lift of $\phi$, where $t_0$ is a $T$-morphism and $t_1$ is a $D$-morphism. Namely, $F(t) = \phi$. Then we obtain

$$F(f_U) = F(h_U)F(t) = F(h_U t),$$

which implies that there exists a morphism $s: \hat{U} \to \hat{M}$ factorizing through $\text{add} \Sigma T$ such that $f_U = h_U t + s$. We can also rewrite $s$ as $s = s_0 + s_1$ such that $s_0$ is a $T$-morphism and $s_1$ is a $D$-morphism. It is clear that both $s_0$ and $s_1$ factor through $\text{add} \Sigma T$. Putting all of these together, we compute

$$f_{U,0} + f_{U,1} = (h_{U,0} + h_{U,1})(t_0 + t_1) + s_0 + s_1 = (h_{U,0}t_0 + s_0) + (h_{U,0}t_1 + h_{U,1}t_0 + s_1).$$

In particular, $f_{U,0} = h_{U,0}t_0 + s_0$ and $f_{U,1} = h_{U,0}t_1 + h_{U,1}t_0 + s_1$. Consequently,

$$\text{im} F(f_{U,0} + c f_{U,1}) = \text{im} F(h_{U,0}t_0 + s_0 + ch_{U,1}t_1 + ch_{U,1}t_0 + cs_1) = \text{im} F(h_{U,0}t_0 + ch_{U,0}t_1 + ch_{U,1}t_0).$$

Recall that $\phi = F(t_0 + t_1)$ is an isomorphism of $F(\hat{U})$. Similar to the above discussion, one can show that $F(t_0 + ct_1)$ is also an isomorphism of $F(\hat{U})$. Hence we have

$$\text{im} F(f_{U,0} + c f_{U,1}) = \text{im} F((h_{U,0} + ch_{U,1})(t_0 + ct_1)) = \text{im} F(h_{U,0} + ch_{U,1})F(t_0 + ct_1) = \text{im} F(h_{U,0} + ch_{U,1}).$$

**Lemma 5.4.** Assume that $[g: 1] = 1$ and $\hat{N} = (a, b) \in (2, n) \cap \Sigma (n, n)$. If $Gr^f_\omega(M) \cap Gr^f_\omega(M, \iota, \kappa) \neq \emptyset$, then the map $\bullet$ induces a free $K^\times$-action on $Gr^f_\omega(M) \setminus Gr^f_\omega(M, \iota, \kappa)$.

**Proof.** By $\hat{N} \in (2, n) \cap \Sigma (n, n)$, we deduce that $\hat{M}$ has exactly two indecomposable direct summands $\hat{X}$ and $\hat{Y}$. Moreover, we have $\text{rank} M = 2$ and $\text{rank} L = 1 = \text{rank} N$ in this case.

For $U \in Gr^f_\omega(M) \setminus Gr^f_\omega(M, \iota, \kappa)$, denote by $\hat{U}$ the preimage of $U$ in $\text{pr} T \setminus \text{add} \Sigma T$. Let $h_U = \left[h_{\hat{X}, 0} + h_{\hat{X}, 1} \atop h_{\hat{Y}, 0} + h_{\hat{Y}, 1}\right]: \hat{U} \to \hat{X} \oplus \hat{Y} = \hat{M}$ be a morphism such that $F(h_U)$ is injective with $\text{im} F(h_U) = \text{im} F(h_{U,0} + ch_{U,1}).$
\[ U \subseteq \widehat{F(M)} = M, \text{ where } h_{\hat{X}, 0}, h_{\hat{V}, 0} \text{ are } \mathcal{T}\text{-morphisms and } h_{\hat{X}, 1}, h_{\hat{V}, 1} \text{ are } \mathcal{D}\text{-morphisms. As } [g : 1] = 1, \text{ we can decompose } \hat{U} \text{ as } \hat{U} = \hat{V} \oplus \hat{W} \text{ such that } \hat{V} \text{ is indecomposable and} \]

\[ \text{rank } F(\hat{V}) : 1] = 1, \text{ rank } F(\hat{W}) : 1] = 0. \]

Consequently, \( \hat{V} \in (1, n) \cong \cap \ominus (n, n) \) and \( F(\hat{U}) : 1] = F(\hat{V}) \cong \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{V}) \oplus \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{V}). \)

The morphism \( h_U \) induces a \( K\)-linear map \( F(h_U) \) as

\[ F(h_U) : \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{V}) \oplus \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{V}) \cong \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{X}) \oplus \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{X}) \oplus \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{Y}) \oplus \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{Y}). \]

As \( F(h_U) \) is injective, we conclude that at least one of \( h_{\hat{X}, 0} \) and \( h_{\hat{V}, 0} \) is non-zero. Without loss of generality, let us assume that \( h_{\hat{X}, 0} \neq 0 \). Note that, as \( \hat{V} \) and \( \hat{X} \) belong to \( (1, n) \cong \cap \ominus (n, n) \), we have \( \mathbf{Hom}_{\mathcal{T}}(T_1, h_{\hat{X}, 0}) \neq 0 = \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, h_{\hat{X}, 0}) \) (cf. Lemma 2.10 in [13]). In particular, both \( \mathbf{Hom}_{\mathcal{T}}(T_1, h_{\hat{X}, 0}) \) and \( \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, h_{\hat{X}, 0}) \) are isomorphisms of one-dimensional \( K\)-vector spaces.

On the other hand, by the assumption that \( \kappa : M \to N \) is the image of the \( \mathcal{T}\)-morphism \( \hat{\kappa}_1 \hat{\kappa}_2 \), we also have a \( K\)-linear map \( F(\hat{\kappa}_1 \hat{\kappa}_2) \) as

\[ F(\hat{\kappa}_1 \hat{\kappa}_2) : \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{X}) \oplus \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{X}) \oplus \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{Y}) \oplus \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{Y}) \cong \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{N}). \]

Moreover, all of \( \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{\kappa}_1), \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{\kappa}_1), \mathbf{Hom}_{\mathcal{T}}(T_1, \hat{\kappa}_2) \) and \( \mathbf{Hom}_{\mathcal{T}}(\tau\Sigma^{-1}T_1, \hat{\kappa}_2) \) are isomorphisms of one-dimensional \( K\)-vector spaces. We may identify each one-dimensional \( \mathbf{Hom}\)-space with \( K \) by choosing a suitable basis such that the morphisms have the following presentations:
 Consequently, we have
\[
F([\hat{r} \mathcal{L} \hat{a}])_1 F(h_U)_1 = \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ x & 1 \\ a & 0 \\ y & a \end{bmatrix} = \begin{bmatrix} 1 - a & 0 \\ x - y & 1 - a \end{bmatrix}.
\]

Note that \( U \in \text{Gr}^I(M) \setminus \text{Gr}^I(M, \iota, \kappa) \) implies that \( \kappa(U) \) is not a locally free \( A \)-module. Hence we have
\[
1 - a = 0 \quad \text{and} \quad x - y \neq 0. \quad \text{For} \ c \in K^\times, \ \text{denote by} \ U' := c \bullet U, \ \text{it is clear that} \ U'_1 = \im \begin{bmatrix} 1 & 0 \\ cx & 1 \\ 1 & 0 \\ cy & 1 \end{bmatrix}.
\]

\( K \oplus K \to K \oplus K \oplus K \oplus K. \) Consequently,
\[
\begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ cx & 1 \\ 1 & 0 \\ cy & 1 \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ c(x - y) & 0 \end{bmatrix},
\]

which implies that \( U' \in \text{Gr}^I(M) \setminus \text{Gr}^I(M, \iota, \kappa). \) In particular, the \( K^\times \)-action \( \bullet \) of \( \text{Gr}^I(M) \) induces an \( K^\times \)-action on \( \text{Gr}^I(M) \setminus \text{Gr}^I(M, \iota, \kappa). \) Now, it is routine to check that
\[
\im \begin{bmatrix} 1 & 0 \\ cx & 1 \\ 1 & 0 \\ cy & 1 \end{bmatrix} \neq \im \begin{bmatrix} 1 & 0 \\ x & 1 \\ 1 & 0 \\ y & 1 \end{bmatrix}
\]

for \( c \neq 1, \) which implies that the action is free.

\[\square\]

Now we are in a position to prove Proposition 5.2.

**Proof of Proposition 5.2:** We first note that an indecomposable rigid object \( Z \in \mathcal{C} \) satisfies that \( [\text{rank} F(Z) : 1] \neq 0 \) if and only if \( Z \in (1, n) \cup \nabla(n, n). \) Moreover, we have \( [\text{rank} F(Z) : 1] = 1 \) in this case (cf. Lemma 2.2). Recall that \( \hat{N} = (a, b) \) is rigid.

If \( \hat{N} \in W_{(1, n)} \), then \( \hat{N} \in W_{(n+1, n)} \) and hence \( [\text{rank} L : 1] = 0. \) Moreover, we also have \( [\text{rank} M : 1] = \text{rank} N : 1 \leq 1. \) Consequently, for each \( U \in \text{Gr}^I(M) \), we deduce that both \( \iota(U) \) and \( \kappa(U) \) are locally free. In particular, \( \text{Gr}^I(M) = \text{Gr}^I(M, \iota, \kappa) \) and hence \( \chi(\text{Gr}^I(M)) = \chi(\text{Gr}^I(M, \iota, \kappa)) \) provided that \( \hat{N} \in W_{(1, n)} \).

If \( \hat{N} \in (n + 1, 1) \), then \( [\text{rank} N : 1] = 0 \) and \( [\text{rank} L : 1] = [\text{rank} M : 1] = 1. \) Similar to the above case, one can show that \( \text{Gr}^I(M) = \text{Gr}^I(M, \iota, \kappa). \) Hence \( \chi(\text{Gr}^I(M)) = \chi(\text{Gr}^I(M, \iota, \kappa)) \) in this case.

Now it remains to consider the case \( \hat{N} \in (2, n) \cup \nabla(n, n). \) In this case, we have \( [\text{rank} L : 1] = [\text{rank} N : 1] = 1 \) and \( [\text{rank} M : 1] = 2. \) If \( [g : 1] = 0 \) or \( [g : 1] = 2, \) we clearly have \( \text{Gr}^I(M) = \text{Gr}^I(M, \iota, \kappa). \) Now assume that \( [g : 1] = 1. \) Applying Lemma 5.4, we conclude that \( \chi(\text{Gr}^I(M)) = \chi(\text{Gr}^I(M, \iota, \kappa)). \) This completes the proof of Proposition 5.2.

6. The proof of the main theorem
6.1. Exchange relations. We fix a basic maximal rigid object \( T = \bigoplus_{i=1}^{n} T_i \) with \( T_1 = (1, n) \) throughout this subsection. We begin with the multiplicativity of \( X_T^T \), which is a direct consequence of Lemma 3.4 and the definition of \( X_T^T \).

**Lemma 6.1.** Let \( X, Y \in \text{pr} T \cap \text{pr} \Sigma T \) such that \( F(X) \) and \( F(Y) \) are locally free, then

\[
X_T^T X_Y = X_X^T X_Y^T.
\]

Let \( R = (1, 1) \oplus \cdots (1, n-1) \oplus (1, n) \) and \( S = (1, 1) \oplus \cdots (1, n-1) \oplus (n+1, n) \) be two basic maximal rigid object of \( C \). There exist two exchange triangles associated to \( R \) and \( S \). Namely,

\[
(1, n) \to 0 \to (n+1, n) \to (n+1, n)
\]

and

\[
(n+1, n) \to (1, n-1) \oplus 2 \to (1, n) \to (n, n).
\]

The following result computes the exchange relation between the Caldero-Chapoton maps of \( T_1 = (1, n) \) and \( \Sigma T_1 \).

**Proposition 6.2.** We have

\[
X_{\Sigma T_1}^T X_{(1, n)} = 1 + (X_{(1, n-1)})^2
\]

and

\[
X_{\Sigma T_1}^T X_{(n, n)} = 1 + (X_{(n+1, n-1)})^2.
\]

**Proof.** By definition, we have \( X_{\Sigma T_1}^T = x_1 \) and

\[
X_{(1, n)}^T = x^{-\text{coind}_T(1, n)} \sum_f \chi(Gr^{ij}_f(P_1))x^{B_T L}.
\]

Denote by \( M = F((1, n-1)) \). According to Lemma 4.7, we may rewrite

\[
X_{(1, n)}^T = x^{-\text{coind}_T(T_1)} \sum_f \chi(Gr^{ij}_f(M^{\oplus 2}))x^{B_T L} + x^{-\text{coind}_T(T_1)}x^{B_T \text{rank} P_1}.
\]

On the other hand, by Proposition 4.5 we have

\[
\text{coind}_T T_1 - \text{coind}_T (\Sigma^2 T_1) = \text{coind}_T (1, n-1)^{\oplus 2},
\]

and by Corollary 4.4 we have

\[
\text{coind}_T T_1 - \text{ind}_T T_1 = ([T_1], \cdots, [T_n])^{B_T \text{rank} P_1}.
\]

Putting all of these together, we compute

\[
x_1 X_{(1, n)}^T = x^{\text{coind}_T(\Sigma^2 T_1) - \text{coind}_T T_1} \sum_f \chi(Gr^{ij}_f(M^{\oplus 2}))x^{B_T L} + 1
\]

\[
= 1 + x^{-\text{coind}_T(1, n-1)^{\oplus 2}} \sum_f \chi(Gr^{ij}_f(M^{\oplus 2}))x^{B_T L}
\]

\[
= 1 + (X_{(1, n-1)})^2.
\]

where the last equality follows from Lemma 6.1. This completes the proof of the first equality. The second equality can be proved similarly. \( \square \)

**Proposition 6.3.** For \( 1 \leq c < n \), we have

\[
X_{(c, n)}^T X_{(c+1, n)} = 1 + (X_{(c+1, n-1)})^2.
\]
Proof. Let 
\[(c, n) \rightarrow (c, n + 1) \oplus (c + 1, n - 1) \rightarrow (c + 1, n) \rightarrow (c - 1, n)\]
be the AR-triangle in \(C\) associated to \((c, n)\). The condition \(1 \leq c < n\) implies that \((c, n + 1) \in \text{pr} T \cap \text{pr} \Sigma T\). By Proposition 4.6 (a), we know that 
\[0 \rightarrow F((c, n)) \rightarrow F((c + 1, n - 1)) \oplus F((c, n + 1)) \rightarrow F((c + 1, n)) \rightarrow 0\]
is an AR sequence in \(\text{mod} A\) and 
\[
\text{coind}_T(c, n) + \text{coind}_T(c + 1, n) = \text{coind}_T(c, n + 1) + \text{coind}_T(c + 1, n - 1).
\]
Denote by 
\[L = F((c, n)), M = F((c + 1, n - 1)), M' = F((c, n + 1)), N = F((c + 1, n))\], we can compute 
\[
\chi_T^{X_T} X_T^{X_T} = x^{-\text{coind}_T(c, n) - \text{coind}_T(c + 1, n)} \sum_{i \in T} \chi(\text{Gr}^f_i(L)) \chi(\text{Gr}^f_i(N)) x^{B_{\text{pr}}(\omega + f)}
\]
\[
\overset{(1)}{=} x^{-\text{coind}_T(c, n) - \text{coind}_T(c + 1, n)} (x^{B_{\text{pr}} \text{rank} N} + \sum_{i} \chi(\text{Gr}^f_i(M \oplus M')) x^{B_{\text{pr}} g})
\]
\[
\overset{(2)}{=} 1 + x^{-\text{coind}_T(c, n) - \text{coind}_T(c + 1, n)} \sum_{i} \chi(\text{Gr}^f_i(M \oplus M')) x^{B_{\text{pr}} g}
\]
\[
= 1 + x^{-\text{coind}_T(c, n + 1) - \text{coind}_T(c + 1, n - 1)} \sum_{i} \chi(\text{Gr}^f_i(M \oplus M')) x^{B_{\text{pr}} g}
\]
\[
\overset{(3)}{=} 1 + \chi_T^{X_T} X_T^{X_T} X_T^{(c,n+1)}
\]
\[
\overset{(4)}{=} 1 + (X_T^{(c,n+1)})^2,
\]
where the equality (1) follows from Proposition 5.1 and 5.2 and the equality (2) is a consequence of Corollary 4.4, for the equalities (3) and (4), we use Lemma 6.1 and Lemma 4.8 respectively. \(\square\)

**Proposition 6.4.** For \(1 \leq b < n\), we have 
\[
\chi_T^{X_T^{(a,b)}} X_T^{(a+1,b)} = 1 + \chi_T^{X_T^{(a+1,b-1)}} X_T^{(a,b+1)}.
\]

**Proof.** Let 
\[(a, b) \rightarrow (a, b + 1) \oplus (a + 1, b - 1) \rightarrow (a + 1, b) \rightarrow (a - 1, b)\]
be the AR triangle in \(C\). We separate the proof into three cases.

**Case 1:** Neither \((a, b)\) nor \((a + 1, b)\) belongs to \(\text{add} \Sigma T\).

In this situation, we deduce that 
\[0 \rightarrow F((a, b)) \rightarrow F((a, b + 1)) \oplus F((a + 1, b - 1)) \rightarrow F((a + 1, b)) \rightarrow 0\]
is an AR sequence of \(A\)-modules and 
\[
\text{coind}_T(a, b) + \text{coind}_T(a + 1, b) = \text{coind}_T(a, b + 1) + \text{coind}_T(a + 1, b - 1)
\]
by Proposition 4.6 (a). Similar to Proposition 6.3, one can prove the required equality.

**Case 2:** \((a + 1, b) \in \text{add} \Sigma T\).
We may assume \((a, b) = \Sigma^2 T_k\) for \(k \neq 1\) and \((a + 1, b) = \Sigma T_k\). According to Proposition \ref{prop:indecomposable-rigid-object} (b), \(F(a, b + 1) \oplus F(a + 1, b - 1)\) is the maximal locally free factor of the injective module \(F(a, b) = I_k\). Moreover, \(\text{coind}_T(a, b + 1) \oplus (a + 1, b - 1) = -B_T x_k\). Using this, we compute

\[
\begin{align*}
X_T(a, b)X_T(a, b + 1) &= x_k^{\text{coind}_T(a, b)} \sum_F \chi(G^{IF}_T(I_k)) x^{B_T F} \\
&= 1 + \sum_F \chi(G^{IF}_T(F((a, b + 1)) \oplus F((a + 1, b - 1)))) x^{B_T F} \\
&= 1 + \sum_F \chi(G^{IF}_T(F((a, b + 1)) \oplus F((a + 1, b - 1)))) x^{B_T F} \\
&= 1 + x^{\text{coind}_T(a, b + 1) \oplus (a + 1, b - 1)} X_T(a, b + 1).
\end{align*}
\]

**Case 3:** \((a, b) \in \text{add} \Sigma T\).

Without loss of generality, we may assume \((a, b) = \Sigma T_k\) for \(k \neq 1\) and hence \(X_T(a, b) = x_k\). By Proposition \ref{prop:cluster-variables} (c), we know that \(F(a, b + 1) \oplus F(a + 1, b - 1)\) is the maximal locally free submodule of the projective module \(F(a + 1, b) = P_k\) and

\[
\text{coind}_T(a + 1, b) = e_k + \text{coind}_T(a, b + 1) \oplus (a + 1, b - 1).
\]

We compute

\[
\begin{align*}
X_T(a, b)X_T(a + 1, b) &= x_k^{\text{coind}_T(a + 1, b)} \sum_F \chi(G^{IF}_T(P_k)) x^{B_T F} \\
&= x_k^{\text{coind}_T(a + 1, b)} (x^{B_T \text{rank} P_k} + \sum_F \chi(G^{IF}_T(F((a, b + 1)) \oplus F((a + 1, b - 1)))) x^{B_T F}) \\
&= 1 + x^{\text{coind}_T(a, b + 1) \oplus (a + 1, b - 1)} \sum_F \chi(G^{IF}_T(F((a, b + 1)) \oplus F((a + 1, b - 1)))) x^{B_T F} \\
&= 1 + X_T(a, b + 1) X_T(a + 1, b - 1),
\end{align*}
\]

where (1) follows from Corollary \ref{cor:cluster-variables} and (2) is a consequence of Lemma \ref{lem:cluster-variables}.

\[
\square
\]

### 6.2. Proof of the Main Theorem

It suffices to prove Theorem \ref{thm:main-theorem}. Let \(T = T_1 \oplus \cdots \oplus T_n\) be a basic maximal rigid object of \(C\) with \(T_1 = (1, n)\) and \(A_T\) the associated cluster algebra without coefficients. Let \(T_n\) be the \(n\)-regular tree. We fix a cluster pattern for the cluster algebra \(A_T\) by assigning the initial cluster \(x = \{x_1, \ldots, x_n\}\) to the root vertex \(t_r\). On the other hand, we may also assign each vertex \(t \in T_n\) a basic maximal rigid object \(T_t = \bigoplus_{i=1}^n T_{t,i}\) such that

- \(T_{t_i} = \Sigma T_1 \oplus \cdots \oplus \Sigma T_n\).
- If \(t \rightarrow k t’\) is an edge of \(T_n\) labeled by \(k\), then \(\mu_k(T_t) = T_{t’}\).

By Theorem \ref{thm:bijection}, there is a bijection between the basic maximal rigid objects of \(C\) and the clusters of \(A_T\), which is compatible with the mutations. Note that \(A_T\) has only finitely many cluster variables and by the definition of the Caldero-Chapoton map, we already have \(X_{T_{t_i}} = x_i\). Thus, for each indecomposable rigid object \(M \in C\), to show \(X^T_M\) is the cluster variable associated to \(M\), it suffices to find a finite path in \(T_n\) such that

(a) each indecomposable rigid object appears as a direct summand for some basic maximal rigid objects associated to the vertices on the path;
(b) \(X^T_M\) is compatible with the exchange relations appears in the path.
Denote by
\[
\begin{align*}
t_0 & \rightarrow t_1 \rightarrow 2 \rightarrow \cdots \rightarrow n \rightarrow t_1 \rightarrow t_2 \rightarrow t_3 \rightarrow \cdots \rightarrow t_n \\
& \rightarrow t_{n+1} \rightarrow t_{n+2} \rightarrow \cdots \rightarrow t_{n^2},
\end{align*}
\]
a path of the \( n \)-regular tree \( \mathbb{T}_n \), where
\[
T_{t_0} = (n + 1, 1) \oplus (n + 1, 2) \oplus \cdots \oplus (n + 1, n)
\]
and for each \( 1 \leq i \leq n^2 \),
\[
T_{t_i} = (a + 1, 1) \oplus \cdots \oplus (a + 1, b) \oplus (a, b + 1) \oplus \cdots \oplus (a, n),
\]
where \( i = na + b, 0 \leq b < n \). It is clear that the path satisfies the condition \( (a) \). By applying Proposition 6.2, 6.3 and 6.4, we conclude that \( \mathcal{X}_M^T \) is compatible with the exchange triangles appears in the above path and we are done. \( \square \)

6.3. An example. In this subsection, we give a non-acyclic example to illustrate our result. Let \( A \) be the algebra as in Example 2.6. Let \( \text{mod} \ A \) be the category of finitely generated right \( A \)-modules. Let \( \tau \) be the AR translation of \( \text{mod} \ A \). The AR quiver of \( \text{mod} \ A \) is shown in Figure 1, where the indecomposable \( \tau \)-rigid modules are marked with rectangles. In particular, there are exactly 9 indecomposable \( \tau \)-rigid \( A \)-modules with different rank vectors.

Set
\[
B = \begin{bmatrix}
0 & 1 & -1 \\
-2 & 0 & 1 \\
2 & -1 & 0
\end{bmatrix}
\]
and let \( A = \mathcal{A}(B) \) be the cluster algebra associated to \( B \), which is a cluster algebra of type \( C_3 \).
Denote by $M_{\mathbf{z}}$ the unique indecomposable $\tau$-rigid $A$-module with the rank vector $\mathbf{c}$. Let $I_1, I_2, I_3$ be the indecomposable injective $A$-modules associated to the vertices $1, 2, 3$, respectively. For example, it is easy to obtain the minimal injective resolution of $M_{(1,0,2)}$:

$$0 \to M_{(1,0,2)} \to I_3^{(2)} \to I_1.$$ 

Hence we have

$$K_{M_{(1,0,2)}} = x^{(1,0,-2)} \sum_{e} \chi(G^{I_{(1,0,2)}}(M_{(1,0,2)})) x^e = x^{(1,0,-2)}(1 + 2x^{(-1,1,0)} + x^{(-2,0,2)} + x^{(-2,0,2)}) = \frac{x_1^2 + 2x_1x_2 + x_2^2 + x_3^2}{x_1x_3^2}.$$ 

Similarly, one can compute that

$$K_{M_{(0,1,0)}} = x^{(-1,2,0)}(1 + x^{(0,-2,2)}) = \frac{x_2^2 + x_3^2}{x_1};$$

$$K_{M_{(0,1,0)}} = x^{(0,-1,1)}(1 + x^{(1,0,-1)}) = \frac{x_1 + x_3}{x_2};$$

$$K_{M_{(1,0,1)}} = x^{(1,0,-1)}(1 + x^{(-1,1,0)}) = \frac{x_1 + x_2}{x_3};$$

$$K_{M_{(0,1,1)}} = x^{(0,-1,0)}(1 + x^{(1,0,-1)} + x^{(0,1,-1)}) = \frac{x_1 + x_2 + x_3}{x_2x_3};$$

$$K_{M_{(1,0,1)}} = x^{(0,1,-1)}(1 + x^{(-1,1,0)} + x^{(-1,-1,2)}) = \frac{x_1x_2 + x_2^2 + x_3^2}{x_1x_3};$$

$$K_{M_{(1,1,1)}} = x^{(0,0,-1)}(1 + x^{(-1,1,0)} + x^{(-1,-1,2)} + x^{(0,-1,1)}) = \frac{x_1x_2 + x_2^2 + x_3^2 + x_1x_3}{x_1x_2x_3};$$

$$K_{M_{(1,1,0)}} = x^{(-1,1,0)}(1 + x^{(0,-2,2)} + x^{(1,-2,1)}) = \frac{x_2^2 + x_3^2 + x_1x_3}{x_1x_2};$$

$$K_{M_{(1,2,0)}} = x^{(-1,0,0)}(1 + x^{(0,-2,2)} + 2x^{(1,-2,1)} + x^{(2,-2,0)}) = \frac{x_1^2 + x_2^2 + x_3^2 + 2x_1x_3}{x_1x_2x_3}.$$ 

By Theorem 3.6,

$$K_{M_{(1,0,0)}}, K_{M_{(0,1,0)}}, K_{M_{(0,0,1)}}, K_{M_{(1,0,1)}}, K_{M_{(1,0,2)}}, K_{M_{(1,0,1)}}, K_{M_{(1,0,1)}}, K_{M_{(1,1,0)}}, K_{M_{(1,2,0)}},$$

are precisely the non-initial cluster variables of $A$. Moreover, for each rank vector $\mathbf{c}$, the denominator vector of the cluster variable $K_{M_{\mathbf{z}}}$ is exactly $\mathbf{c}$. 
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