Linear perturbation constraints on multi-coupled dark energy
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Abstract. The Multi-coupled Dark Energy (McDE) scenario has been recently proposed as a specific example of a cosmological model characterized by a non-standard physics of the dark sector of the universe that nevertheless gives an expansion history which does not significantly differ from the one of the standard ΛCDM model. Thanks to a dynamical screening mechanism, in fact, the interaction between the Dark Energy field and the Dark Matter sector is effectively suppressed at the background level during matter domination. As a consequence, background observables cannot discriminate a McDE cosmology from ΛCDM for a wide range of model parameters. On the other hand, linear perturbations are expected to provide tighter bounds due to the existence of attractive and repulsive fifth-forces associated with the dark interactions. In this work, we present the first constraints on the McDE scenario obtained by comparing the predicted evolution of linear density perturbations with a large compilation of recent data sets for the growth rate $f\sigma_8$, including 6dFGS, LRG, BOSS, WiggleZ and VIPERS. Confirming qualitative expectations, growth rate data provide much tighter bounds on the model parameters as compared to the extremely loose bounds that can be obtained when only the background expansion history is considered. In particular, the 95% confidence level on the coupling strength $|\beta|$ is reduced from $|\beta| \leq 83$ (background constraints only) to $|\beta| \leq 0.88$ (background and linear perturbation constraints). We also
investigate how these constraints further improve when using data from future wide-field surveys such as supernova data from LSST and growth rate data from Euclid-type missions. In this case the 95% confidence level on the coupling further reduce to $|\beta| \leq 0.85$. Such constraints are in any case still consistent with a scalar fifth-force of gravitational strength, and we foresee that tighter bounds might be possibly obtained from the investigation of nonlinear structure formation in McDE cosmologies.
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1 Introduction

Understanding the fundamental origin of the observed accelerated expansion of the Universe [1–4] represents the driving scientific case for a large number of complex and ambitious international initiatives planned for the next decade of cosmological observations, including e.g. the Baryon Oscillation Spectroscopic Survey [BOSS, 5], the Dark Energy Survey [DES, 6], the Large Synoptic Space Telescope [LSST, 7] and the ESA satellite mission Euclid1. Besides an exquisite quality of observational data and a rigorous control of any possible systematics, such a challenging task will also require reliable predictions of how different theoretical scenarios might be scrutinised and possibly disentangled by efficiently combining different observational probes. More specifically, in order to discriminate a wide variety of Dark Energy (DE) or Modified Gravity (MG) models from the standard cosmological constant — presently assumed as the fiducial scenario — an appropriate combination of geometrical and dynamical observables is generally required, as competing models often feature strong degeneracies with the standard cosmological parameters when single observational probes are considered.

In this respect, it is particularly instructive to investigate cosmological scenarios that are practically indistinguishable from the fiducial ΛCDM model as far as some particular observational probes are concerned, while showing characteristic features through other observational channels. While the most widely investigated alternatives to the cosmological constant such as Quintessence [9, 10], k-essence [11], phantom [12] and quintom [13] DE models, or more complex scenarios like interacting DE [14–17], the Growing Neutrino model [18] and generic MG theories [as proposed e.g. by 19–24] generally affect both the background

\footnote{www.euclid-ec.org.}
and linear perturbations evolution of the universe, some specific realisations of these models were found to have the appealing (and challenging) feature of sharing the same expansion history of the $\Lambda$CDM cosmology to an extreme level of precision. Such models — which include e.g. the Hu & Sawicki realisation of $f(R)$ theories [21] and the Multi-coupled Dark Energy (McDE) scenario [25] discussed in the present work — represent an ideal benchmark to test the predictive power of future multi-probe observational surveys.

In particular, the McDE model was proposed as a particular realisation of the more general framework discussed by ref. [26] with the aim of providing an extension to the standard coupled Dark Energy (cDE) scenario in terms of a multi-particle nature of the CDM field, without introducing additional free parameters. In fact, the McDE model discussed in the present work is characterised by a hidden symmetry in the CDM sector associated with two distinct particle species with opposite couplings to a single DE scalar field, thereby requiring the same number of free parameters (a self-interaction potential slope $\alpha$ and a coupling constant $\beta$) as the widely investigated coupled Quintessence models. However, differently from the latter, the CDM internal symmetry that characterises McDE scenarios has been shown to provide a self-regulating mechanism of the effective interaction strength, thereby very effectively suppressing the DE-CDM interaction at the background level.

Such background screening of the DE-CDM interaction has been qualitatively demonstrated by [25] and subsequently investigated in full detail by our team in [27]. In the latter paper, we provided the first direct comparison of McDE cosmologies with real observational data consisting of the supernova luminosities of the publicly available Union2.1 sample [28]. Confirming the previous qualitative results of [25], our analysis directly showed how present observational data on the background expansion history of the Universe are fully consistent with McDE scenarios even for very large values of the DE coupling, up to three orders of magnitude larger than the present bounds on the coupling for standard cDE models ($\beta \lesssim 0.1$, see e.g. [29, 30]). In fact, the conclusion of our previous paper was that the background dynamics could hardly offer any significant constraint on the McDE model and anticipated that more severe constraints could be obtained by working out the behavior of perturbations.

This paper is devoted to such a task. Our primary goal is to derive observational constraints on the main parameters of the McDE model based on the latest available data on the growth of linear density perturbations, with the aim to significantly improve the extremely loose bounds derived through background observables, thereby reducing the viable parameter space. This task is also particularly relevant in view of the further extension of the investigation of the McDE scenario to the nonlinear regime of structure formation by means of dedicated N-body simulations. As the latter are in general quite computationally expensive, especially for large values of the coupling, constraining the viable region of the model’s parameter space through linear observables will avoid wasting precious computational resources. To this end, we will first derive the full set of linear perturbation equations in the McDE model and we will analytically solve them for the simplified cases of the background critical points in phase space. Then, we will integrate numerically the equations to obtain the full solution and check the analytical results. With the full numerical evolution of the linear perturbation growth at hand, we will finally compare the predictions obtained for different choices of model parameters with our sample of observational data by performing a detailed sampling of the parameter space. Our final result will be marginalised posterior bounds. As we will discuss below, such a procedure provides the most stringent constraints to date on this type of cosmological models.

The paper is organised as follows. In section 2 we introduce the full system of linear perturbation equations for the McDE scenario, in section 3 we derive analytical solutions
for the background critical points that determine a viable cosmological expansion history, and in section 4 we compute the full numerical solutions of the system. In section 5 we present the datasets adopted for our analysis and we describe the procedure for the direct comparison with observational data. In section 6 we discuss the main results of our work and provide observational constraints on the McDE parameters. Finally, in section 7 we conclude. Furthermore, in appendix A we consider the effect of the uncoupled baryonic component showing that this does not significantly affect our main results.

2 Linear perturbation equations

The McDE model, proposed and investigated by [25, 27, 31], is characterised by the existence of two different species of CDM particles with opposite couplings to the same classical DE scalar field. The system is therefore described by the following Lagrangian:

\[
S = \int d^4x \sqrt{-g} \left[ \frac{M_{\text{Pl}}^2}{2} R - \frac{1}{2} \phi^2 - \frac{\sqrt{2}}{3} \phi \psi \psi - \frac{\sqrt{2}}{3} \beta \phi M_{\text{Pl}}^2 \phi \right],
\]

where \( \phi \) is the dark energy scalar field, \( \psi \) represent the two CDM fields, \( \beta \) is a dimensionless parameter defining the strength of the interaction, and \( \mathcal{L}_r \) is the radiation Lagrangian. In eq. (2.1) we have discarded the uncoupled baryonic component as its contribution does not significantly alter the results of our analysis. However, in the appendix A we will drop this assumption and properly quantify the effect of baryons on our results. As we will see, these have a rather small impact, due to the low baryonic density observed today, which makes our simplified setup fully justified.

We restrict our attention to a spatially flat FLRW metric. Perturbation equations corresponding to the model of eq. (2.1) on sub-horizon scales for each species of dark matter have been derived in [25] and read:

\[
\ddot{\delta}_- = -2H \left( \frac{\beta}{\sqrt{6H}} \right) \dot{\delta}_- + 4\pi G \left( \rho_- \Gamma_\alpha \delta_\alpha + \rho_+ \Gamma_R \delta_+ \right),
\]

\[
\ddot{\delta}_+ = -2H \left( 1 - \frac{\beta}{\sqrt{6H}} \right) \dot{\delta}_+ + 4\pi G \left( \rho_- \delta_\alpha + \rho_+ \delta_+, \Gamma_\alpha \right),
\]

where \( \rho_\pm \) are the energy densities of the two CDM species, \( \delta_\pm \) their respective density contrasts, and where the \( \Gamma \) factors

\[
\Gamma_R = 1 - \frac{4}{3} \beta^2,
\]

\[
\Gamma_A = 1 + \frac{4}{3} \beta^2
\]

encode the effects of repulsive (R) and attractive (A) fifth-forces.

It is convenient to rewrite these equations employing the e-folding \( N \) as the time variable, \( N \equiv \ln a \), and to introduce the following dimensionless quantities:

\[
x^2 = \frac{\dot{\phi}^2}{6M_{\text{Pl}}^2 H^2}, \quad y^2 = \frac{V}{3M_{\text{Pl}}^2 H^2},
\]

\[
z^2_\pm = \frac{\rho_\pm}{3M_{\text{Pl}}^2 H^2}, \quad r^2 = \frac{\rho_r}{3M_{\text{Pl}}^2 H^2}.
\]
The linear perturbations equations with respect to $N$ then read

$$
\delta'' + \left[2(1 + \beta x) - \frac{1}{2}(3 - 3y^2 + 3x^2 + r^2)\right] \delta' = \frac{3}{2}(z^2 \Gamma_A \delta_- + z'^2 \Gamma_R \delta_+),
$$
(2.8)

$$
\delta'' + \left[2(1 - \beta x) - \frac{1}{2}(3 - 3y^2 + 3x^2 + r^2)\right] \delta' = \frac{3}{2}(z^2 \Gamma_R \delta_- + z'^2 \delta_+ \Gamma_A),
$$
(2.9)

where we have made use of the background equation

$$
\frac{H'}{H} = -\frac{1}{2}(3 - 3y^2 + 3x^2 + r^2).
$$
(2.10)

The background behavior was studied and compared to observations in [27], where it was shown that the background evolution on a spatially flat FLRW metric is characterized by several critical-points defined as solutions for which $x, y, z_\pm$ are constant. These are summarised in table 1. Among these, two critical points (point 2 and point 5) represent accelerated stable solutions, and two are metastable (saddle points) matter-dominated solutions (point 3 and point 4): viable cosmologies should connect one of the two matter eras to one of the two accelerated regimes. As points 3 and 4 are metastable points, their occurrence strongly depends on the initial conditions; the occurrence of the stable points, on the contrary, depends only on the values of the parameters $\alpha, \beta$. Therefore, by choosing the parameters in the appropriate range we will obtain either point 2 (in which dark energy dominates) or 5 (in which dark energy and dark matter coexist) as final state. The metastable matter eras will instead generally both occur for the same parameters, one after the other. However, point 3 will always be the last point before dark energy domination, since the matter density dilutes more slowly for point 3 than for point 4 (i.e. the equation of state is smaller for point 3, see table 1). Therefore, if the initial conditions are set far enough in the past we expect the phase relative to point 4 to end very early and not to affect the late-time observations (supernovae and growth rate) considered in this work. In the following we will therefore always assume that we can neglect the possible point 4 matter era.

In the next sections we will first solve the perturbation equations analytically on the background critical points, and then numerically along the full trajectory.

### 3 Analytical solutions of the perturbation equations

On the particular background solutions corresponding to the critical points of table 1, the perturbation equations become constant-coefficient linear equations and, therefore, exactly

| Point | $x$       | $y$       | $z_+$     | $z_-$     | $\Omega_{DE}$ | $w_{eff}$ | $\mu$ |
|-------|-----------|-----------|-----------|-----------|----------------|-----------|-------|
| 1     | $\pm 1$   | 0         | 0         | 0         | 0              | 1         | 1     |
| 2     | $\frac{a}{3}$ | $\frac{1}{3} \sqrt{9 - a^2}$ | 0         | 0         | 1              | $-1 + \frac{2a^2}{9}$ | 0     |
| 3     | 0         | 0         | $\frac{1}{\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ | 0              | 0         | 0     |
| 4     | $-\frac{2\beta}{3}$ | 0         | $\frac{1}{\sqrt{2}} \sqrt{1 - \frac{4\beta^2}{9}}$ | $\frac{1}{\sqrt{2}} \sqrt{1 - \frac{4\beta^2}{9}}$ | 0              | $\frac{4\beta^2}{9}$ | 1     |
| 5     | $\frac{3}{2(\alpha + \beta)} \sqrt{9 + 4\alpha \beta + 4\beta^2}$ | $\frac{1}{2(\alpha + \beta)} \sqrt{9 + 4\alpha \beta + 4\beta^2}$ | 0         | $\frac{9 + 2\alpha \beta}{2(\alpha + \beta)^2}$ | $\frac{-\beta}{(\alpha + \beta)}$ | 1     |
Point | \( f_+ \) | \( f_- \) | \( f \)  
--- | --- | --- | ---  
1 | \( \max[-\frac{1}{2} - 2\beta, 0] \) | \( -\frac{1}{2} + 2\beta \) or 0 | \( f_- \)  
2 | \( \max[\frac{1}{4}(-6 + \alpha^2 + 2\alpha \beta), 0] \) | \( \max[\frac{1}{4}(-6 + \alpha^2 - 2\alpha \beta), 0] \) | \( f_+ \)  
3 | \( \max[\frac{1}{4}(-1 + \sqrt{1 + 32\beta^2}), 1] \) | \( \max[\frac{1}{4}(-1 + \sqrt{1 + 32\beta^2}), 1] \) | \( f_- + 3 \)  
4 | \( \frac{1}{12}(-3 - 4\beta^2 + \sqrt{225 - 216\beta^2 - 112\beta^4}) \) | \( \max[f_+, -\frac{1}{2} + 2\beta^2, 0] \) | \( f_- \)  
5 | \( \frac{1}{4}(-1 - \frac{3\beta}{\alpha + \beta} + \Delta) \) | \( \max[f_+, -5 + \frac{9\alpha}{2(\alpha + \beta)}, 0] \) | \( f_- \)  

| Table 2. Growth functions for each species and total growth function at the background critical points. Here \( \Delta = \sqrt{\frac{4\alpha\beta(5 + 8\beta^2) + \alpha^2(25 + 32\beta^2) - 4(27 + 35\beta^2)}{(\alpha + \beta)^2}} \). |

solvable. Thus, the analytical solutions of perturbations on the background critical points will approximate the full solutions in the matter era (point 3) and final accelerated stage (point 2 or point 5), respectively, as shown in the following sections. We define the total matter perturbation as:

\[
\delta = \frac{\Omega_\delta - \Omega_\delta + \Omega_+ \delta_+}{\Omega_- + \Omega_+},
\]

and, correspondingly, the total and partial growth rates as:

\[
f = \frac{\delta'}{\delta}, \quad f_\pm = \frac{\delta'_\pm}{\delta_\pm}.
\]

We consider only one quadrant of the parameter plane, \( \{\alpha > 0, \beta > 0\} \), since due to the symmetry of the system it is sufficient to solve equations with positive values of parameters. Indeed, the sign of the coupling is completely irrelevant and all our constraints will refer to its absolute value \(|\beta|\). The analytical solutions of eq. (2.8) are presented in table 2 for each of the five critical points. Only the growing solutions of the dark matter components and total density perturbation, \( f_\pm, f \), respectively, are selected. For point 3 the perturbations \( \delta_+ \) and \( \delta_- \) have opposite signs and compensate each other so that the total growth function \( f \) is always unity. Nonetheless, near the transition between point 3 and point 2 (or point 5) the symmetry between the background densities of the two CDM species, that is ensured by the matter-dominated attractor, starts to be violated, which gives rise to the solution \( f = f_- + 3 \) in this region. This can be justified if we write \( f \) in more detail, as:

\[
f = \frac{\delta'}{\delta} = \left[ \frac{\Omega_- \delta_- + \Omega_+ \delta_+}{\Omega_- + \Omega_+} \right]' \left[ \frac{\Omega_- \delta_- + \Omega_+ \delta_+}{\Omega_- + \Omega_+} \right] = \frac{\Omega_- \delta_-' + \Omega_+ \delta_-' + \Omega_- \delta_- + \Omega_+ \delta_+ + \Omega_- \delta_- + \Omega_+ \delta_+ - \Omega_- \delta_- - \Omega_+ \delta_+}{\Omega_- + \Omega_+}.
\]

At point 3, the first term on the second line of eq. (3.3) is unity as long as \( \Omega_- \delta_- \) and \( \Omega_+ \delta_+ \) exactly compensate each other. However, as soon as \( \Omega_- \neq \Omega_+ \) (i.e. when the system is about to move out of point 3) it behaves as \( f_- \). In this case the second term is also different from
zero. In fact, analytical calculations show that $\Omega_- - \Omega_+ \sim e^{3N}$ when the system is about to go out of point 3, which leads to:

$$\frac{\Omega_- \delta_- + \Omega_+ \delta_+}{\Omega_- \delta_- + \Omega_+ \delta_+} \to 3,$$

as $\delta_- \approx -\delta_+$. Finally, the last term is zero at each critical point. It is important to mention that the growth function $f$ passes through a singularity as the total perturbation $\delta$ goes through zero. However, the observable is $\delta'/\delta_0$ (see eq. (5.6)), which is never singular.

For a more complete picture, we present the contour plots of the growth functions for point 2 and point 5 in the left and right panels of figure 1, respectively. From these contour plots we conclude that larger values of the McDE characteristic parameters correspond to larger growth rates; moreover, for a significant portion of the parameter space, the growth rate on the background critical point 2 is zero.

4 Numerical solutions of the perturbation equations

In this section we will illustrate the numerical solutions of the perturbed system of equations (2.8) and (2.9) defined in section 2 together with the background equations. Our numerical results show a very good agreement with the analysis of section 3. We will restrict the range of the model’s parameters to the stability and acceleration regions of the background critical points of table 1 [see ref. 27]. As a first test of our numerical integration, we display in figure 2 the total growth function of McDE with $\alpha = 0.1$ and $\beta = 0$ (i.e. for the uncoupled case, solid curve) and the growth function $f_{\text{LCDM}}$ for the standard $\Lambda$CDM model given by $f_{\text{LCDM}} = \Omega_m^{\gamma}$ with $\gamma = 0.54$ (dashed curve). The two curves show very good agreement, as expected for a standard Quintessence model with a shallow self-interaction potential (indeed the limiting case of $\alpha = 0$, $\beta = 0$ exactly corresponds to a $\Lambda$CDM cosmology).

As mentioned earlier, we set initial conditions far enough into the past such that the point 4 matter era has already decayed away, leaving only point 3. As we can see in table 2,
on point 3 there are two possible growth rates, unity and \(\frac{1}{4} \left( -1 + \sqrt{1 + 32\beta^2} \right)\). Let us now define the initial adiabaticity parameter:

\[
A_{ic} = \frac{\Omega_- \delta_{-i}}{\Omega_+ \delta_{+i}} = \frac{1 - \mu \delta_{-i}}{1 + \mu \delta_{+i}},
\]

(4.1)

where \(\mu\) is the asymmetry parameter [see ref. 25] defined as

\[
\mu = \frac{\Omega_+ - \Omega_-}{\Omega_+ + \Omega_-},
\]

(4.2)

and the contrasts \(\delta_{\pm i}\) are evaluated at the initial time. We see that \(A_{ic} = 1\) implies adiabatic initial conditions. We find that if one starts with \(A_{ic} = 1\) at very high redshifts, then initially the growth rate equals unity. However, this trajectory is unstable for \(|\beta| \geq \beta_G = \sqrt{3}/2\) such that soon the growth rate moves to the second value \(\frac{1}{4} \left( -1 + \sqrt{1 + 32\beta^2} \right)\). If \(|\beta| < \beta_G\), instead, the growth rate remains stably at unity. That is, adiabatic fluctuations are unstable, as already found in ref. [25], for \(|\beta| \geq \beta_G\). If instead one starts with \(A_{ic}\) substantially different from unity, then the growth rate goes directly to \(\max[1, \frac{1}{4} \left( -1 + \sqrt{1 + 32\beta^2} \right)]\).

It is instructive to find the transition point analytically. The full perturbation solutions of point 3 are the following:

\[
\delta_+ = \frac{\delta_{+i}}{2} \left[ (1 + A_{ic})e^{f_1(N - N_i)} + (1 - A_{ic})e^{f_2(N - N_i)} \right],
\]

(4.3)

\[
\delta_- = \frac{\delta_{+i}}{2} \left[ (1 + A_{ic})e^{f_1(N - N_i)} - (1 - A_{ic})e^{f_2(N - N_i)} \right],
\]

(4.4)

where \(A_{ic}\) and \(\delta_{+i}\) are the initial adiabaticity and initial perturbation for the CDM species with positive coupling at \(N_i\), respectively, and

\[
f_1 = 1, \quad f_2 = \frac{1}{4} \left( -1 + \sqrt{1 + 32\beta^2} \right).
\]

(4.5)

We can now find the point at which the second term starts to dominate, i.e. the transition time \(N_0\) at which the two terms in eqs. (4.3) and (4.4) are equal. This is given by:

\[
N_0 - N_i = \frac{1}{f_2 - f_1} \ln \left| \frac{1 + A_{ic}}{1 - A_{ic}} \right|.
\]

(4.6)
Therefore, as expected, the transition point \( N_0 \) is very close to the initial time \( N_i \), unless \( A_{ic} \) is extremely close to unity. For instance, when \( \beta = 1 \) and the initial adiabaticity is \( A_{ic} = 2 \) the transition point occurs 0.5 e-foldings after the initial time and if \( A_{ic} = 1.01 \) it occurs after 2.5 e-foldings. The above derivation explicitly shows that adiabatic initial conditions will rapidly evolve into a non-adiabatic state for coupling values \( |\beta| \geq \beta_G \), while for \( |\beta| < \beta_G \) the initial adiabaticity is preserved. As a consequence, possible observational effects associated with the transition between adiabatic and non-adiabatic initial conditions would be relevant only if the transition occurred in the redshift range covered by observational data, which is a condition that requires a high level of fine-tuning of the model parameters. Therefore, in the following we will restrict to the case of non-adiabatic initial conditions and we will assume \( A_{ic} = 2 \), without loss of generality.

The total growth rate \( f \) is presented in the right panel of figure 3 for some values of parameters that lie within the stable range of point 2, comparing with the exact solutions on the critical points. We also present the evolution of background fractional densities for the same values of parameters in the left panel of figure 3. For the same values of \( \beta \) but different \( \alpha = 0.9 \) we plot the different growth rates \( f_-, f_+, f \) in the last three panels of figure 4. Again, in the first panel of figure 4, we illustrate the corresponding evolution of background fractional densities \( \Omega_i \). We stress here that plots for fractional densities are made for one set of parameters only as the other cases do not differ at the background level. In these two figures, parameters are chosen in the stable range of point 2. Similarly, for parameters within the stable region of point 5, we illustrate the growth rate and the background fractional density evolution in figure 5.

The numerical integration of equations (2.8) and (2.9) together with the background equations shows a very interesting effect: during the observationally relevant range \( z \approx 1 \), the growth rate gets strongly enhanced when \( \beta \) grows larger than \( \beta_G \), before being driven back to a small value when dark energy fully dominates. In figure 6 we illustrate this behavior plotting the quantity \( \delta' / \delta_0 = f(z)G(z) \) (where \( G(z) \) is the growth factor normalized to unity today), since this is the observational quantity we will compare our model to in the next section. As can be seen, the McDE behavior suddenly deviates from the \( \Lambda \)CDM case as \( |\beta| \) grows larger than \( \beta_G \). This leads us to expect that for \( |\beta| \) larger than \( \beta_G \) the model becomes rapidly inconsistent with observations and that growth rate data can place tight constraints on the coupling value, as indeed we are going to find in the next section.
Figure 4. The top-left panel is the plot of $\Omega_i$ when $\alpha = 0.9$ and $\beta = 3$. In this panel, solid curves correspond to $\Omega_{DE}$ and dashed curves correspond to $\Omega_-$ and $\Omega_+$. The other panels are plots of $f_-, f_+, f$ for $\alpha = 0.9$ and $\beta = 0.5$ (blue solid curve), 3.5 (orange solid curve), 4 (red solid curve). The dashed horizontal lines are the analytical values for the matter era (dot-dashed) and the accelerated point 2 (dashed).

Figure 5. As figure 4 but for the stable region of point 5.
Figure 6. Left panel: the ratio $\Xi \equiv \frac{f(z)G(z)|_{\text{McDE}}}{f(z)G(z)|_{\text{LCDM}}}$ as a function of the coupling $\beta$ at $z = \{0.5, 1.0, 1.5\}$ and for parameters $\alpha = 0.1$ and $\Omega_{\text{DE},0} = 0.692$. As can be seen, the McDE behavior suddenly deviates from the $\Lambda$CDM case as $|\beta|$ grows larger than $\beta_G$. Right panel: evolution with respect to redshift of $\delta'/\delta_0 = f(z)G(z)$ for the McDE model with $\beta = 1.1$, $\alpha = 0.1$ and $\Omega_{\text{DE},0} = 0.692$ (red solid line) and for the $\Lambda$CDM model with the same dark-energy content (blue dotted line). The relative trend of the two curves at different redshifts explains the opposite behavior between the $z = 0.5$ and the $z \geq 1$ curves shown in the left panel.

5 Comparison to observations

In our previous work ref. [27] we employed the Union2.1 Compilation [28] of Type Ia supernovae to constrain the background behavior of the McDE model. We found that supernova data can constrain the slope of the self-interaction potential $\alpha$, which is found to be bound to values $\leq 1.5$ at the $3\sigma$ confidence level. On the other hand, we found a flat posterior likelihood for the initial asymmetry parameter, $\mu_{\text{ini}}$, which is therefore completely unconstrained by the data, and we derived an extremely loose bound $|\beta| \lesssim 83$ (at the $2\sigma$ confidence level) on the coupling parameter. This showed how efficient is the McDE model in mimicking the $\Lambda$CDM model at the background level. Here we will extend the previous analysis by confronting the McDE model with present growth rate data as well as forecasted future data from upcoming wide-field surveys: as we will see the study of linear perturbations in the McDE model will allow us to put much tighter constraints on the coupling parameter. We proceed by describing the different data sets entering our investigation, and the likelihood estimator adopted for the comparison with the theoretical predictions.

5.1 SN data

At the background level, we will make use of two different SN datasets. The first is the Union2.1 Compilation [28] of 580 Type Ia SNe in the redshift range $z = 0.015 - 1.414$. More precisely, we use the magnitude vs. redshift table (without systematic errors) publicly available at the Supernova Cosmology Project webpage. The second dataset corresponds instead to the forecasted sample of two years of observations by the Large Synoptic Survey Telescope and features a total of $10^5$ supernovae in the redshift range $z = 0.1 - 1.0$ with the redshift distribution as given in [32]. We will refer to this dataset at the “LSST 100k” catalog.

The predicted theoretical magnitudes are related to the luminosity distance $d_L$ by:

$$m(z) = 5 \log_{10} \frac{d_L(z)}{10\,\text{pc}},$$

(5.1)
which is computed under the assumption of spatial flatness:
\[
d_L(z) = (1 + z) \int_0^z \frac{d\tilde{z}}{H(\tilde{z})},
\] (5.2)

The luminosity distance \(d_L(z)\) is obtained by integrating numerically the background McDE equations as explained in ref. [27]. The \(\chi^2\) function, on which the likelihood analysis will be based, is then:
\[
\chi'^2_{SNIa} = \sum_i \frac{|m_i - m(z_i) + \xi|^2}{\sigma_i^2},
\] (5.3)

where the index \(i\) labels the elements of the supernova dataset. The parameter \(\xi\) is an unknown offset sum of the supernova absolute magnitudes, of \(k\)-corrections and other possible systematics. As usual, we marginalize the likelihood \(L'_{SNIa} = \exp(-\chi'^2_{SNIa}/2)\) over \(\xi\), leading to a new marginalized \(\chi^2\) function:
\[
\chi^2_{SNIa} = S_2 - \frac{S_{12}}{S_{01}},
\] (5.4)

where we neglected a cosmology-independent normalizing constant, and the auxiliary quantities \(S_n\) are defined as:
\[
S_n \equiv \sum_i \frac{|m_i - m(z_i)|^n}{\sigma_i^2}.
\] (5.5)

As \(\xi\) is degenerate with \(\log_{10} H_0\), we are effectively marginalizing also over the Hubble constant.

### 5.2 \(f\sigma_8(z)\) data

At the linear perturbation level, we will build the growth-rate likelihood using two different datasets. The first contains the latest data [see 33] from 6dFGS [34], LRG [35], BOSS [36], WiggleZ [37] and VIPERS [38]. The second dataset approximates instead the forecasted accuracy of a future Euclid-like mission and it has been obtained in ref. [39].

These different growth-rate data are given as a set of values \(d_i\) where \(i = \{6dFGS, LRG, BOSS, WiggleZ, VIPERS, Euclid\}\) and where
\[
d = f\sigma_8(z) = f(z)\sigma_8 G(z) = \sigma_8 \delta'/\delta_0.
\] (5.6)

Let us denote our theoretical estimates as \(t_i = \delta'_i/\delta_0\), where \(\delta\) indicates the total density perturbation. We can then build a \(\chi^2\) function that reads:
\[
\chi'^2_{f\sigma_8} = (d_i - \sigma_8 t_i) C_{ij}^{-1} (d_j - \sigma_8 t_j),
\] (5.7)

where \(C_{ij}\) is the covariance matrix of the data. Since we do not know \(\sigma_8\) and cannot use the standard estimates because they have been obtained assuming the standard \(\Lambda\)CDM model, we need to marginalize the likelihood \(L'_{f\sigma_8} = \exp(-\chi'^2_{f\sigma_8}/2)\) over \(\sigma_8\), such that \(L_{f\sigma_8} = \int d\sigma_8 L'_{f\sigma_8}\), leading to a new marginalized \(\chi^2\) function:
\[
\chi^2_{f\sigma_8} = S_{20} - \frac{S_{11}}{S_{02}},
\] (5.8)
Table 3. Best-fit values and 95% confidence intervals for the parameters of the model discussed in this paper (for point 2 and point 5 together) when using the combined Union2.1 supernova dataset and the latest $f\sigma_8$ data (2nd and 3rd columns), or using the combined LSST 100k supernova dataset and the forecasted Euclid-like $f\sigma_8$ data (4th and 5th columns), while the 6th and 7th columns report the results from [27] when using only background observables and analyzing only point 2.

| Parameter | Best Fit (SN+$f\sigma_8$) | 95% c.l. | Best Fit (LSST+$f\sigma_8$) | 95% c.l. | Best Fit (SN) | 95% c.l. |
|-----------|---------------------------|---------|----------------------------|---------|----------------|---------|
| $\Omega_{\text{DE},0}$ | 0.734 [0.684, 0.824] | 0.692 [0.688, 0.698] | 0.719 [0.680, 0.765] |
| $\alpha$ | 0.66 [0.1, 1.36] | 0.12 [0.54] | 0.62 [1.01] |
| $\beta$ | 0.79 [0.88] | 0.03 [0.85] | 6.4 [0.83] |

where we neglected a cosmology-independent normalizing constant, and the auxiliary quantities $S_{nm}$ are defined as:

$$S_{11} = diC^{-1}t_j,$$ (5.9)

$$S_{20} = diC^{-1}d_j,$$ (5.10)

$$S_{02} = tiC^{-1}t_j.$$ (5.11)

We are effectively marginalizing also over the initial value of $\delta_0$ as the latter is degenerate with $\sigma_8$.

5.3 Full likelihood

The full likelihood is based on the total $\chi^2$:

$$\chi^2_{\text{tot}} = \chi^2_{\text{SN}} + \chi^2_{f\sigma_8},$$ (5.12)

which depends on the three main parameters $\Omega_{\text{DE},0}, \alpha, |\beta|$ plus other parameters specifying the initial conditions, $\lambda_{\text{ic}}, \mu_{\text{in}}, \delta_{\pm,\text{in}}, \delta'_{\pm,\text{in}}$. As discussed above, we will solve the perturbation equations with non-adiabatic initial conditions at very early times: $\lambda_{\text{ic}} = 2$. This choice is conservative for coupling values $|\beta| \geq \beta_G$ since adiabatic initial conditions would affect the observable quantities only in the highly fine-tuned case where the departure from adiabaticity occurs at very recent times, while for $|\beta| < \beta_G$ any choice of $\lambda_{\text{ic}}$ is equivalent since adiabaticity is conserved. This together with the fact that we are effectively marginalizing over $\delta_{\pm,\text{in}}$ implies that the likelihood $L_{\text{tot}} = \exp(-\chi^2_{\text{tot}}/2)$ depends very weakly on the initial conditions parameters, which we have therefore fixed for convenience to $\lambda_{\text{ic}} = 2, \mu_{\text{in}} = 0, \delta'_{\pm,\text{in}} = \delta_{\pm,\text{in}} = \exp N_{\text{in}}, \delta_{+,\text{in}} = A_{\text{ic}}^{1+\mu}/\mu \delta_{+,\text{in}}, \delta'_{+,\text{in}} = \delta_{-,\text{in}}, \delta'_{-,\text{in}} = \delta_{-,\text{in}}$, consistently with the evolution of perturbations during matter domination.

6 Results

The results obtained with the Union2.1 supernova dataset (see section 5.1) and the latest $f\sigma_8$ data (see section 5.2) are shown in figure 7 (left panel), figure 8 and in the 2nd and 3rd columns of table 3. The best-fit values reported in the latter are relative to the full 3-dimensional likelihood. The last two columns of table 3 report the constraints obtained in [27] when using only background data. As we can see, the effect of including growth rate data in the analysis is dramatic: the 2$\sigma$ confidence region for the coupling $|\beta|$ shrinks from...
Figure 7. Best-fit McDE model (second and fourth columns of table 3 for left and right panel, respectively) together with $f\sigma_8$ data points for present (left panel) and future (right panel) data. The ΛCDM curve is displayed for comparison and is relative to a ΛCDM model with the same $\Omega_{DE,0}$. As the likelihood is marginalized over $\sigma_8$, a possible vertical shift is inconsequential.

$|\beta| \lesssim 83$ when using supernovae only to $|\beta| \lesssim 0.88$ when present growth rate data is included. This is indeed expected, since one of the main motivations for the introduction of the McDE model was to explore a case in which the ΛCDM expansion is followed closely while the perturbations deviate significantly and show new effects.

The results of the combined LSST 100k supernova dataset (see section 5.1) and the forecasted Euclid-like $f\sigma_8$ data (see section 5.2) are shown in figure 7 (right panel), figure 9 and in the 4th and 5th columns of table 3. These two forecasted catalogs are relative to a ΛCDM fiducial cosmology, using the best-fit cosmological parameters from the Planck Collaboration [40, table 5, last column]. As we can see in the plots of figure 9, with such kind of data we expect to improve constraints on all parameters with respect to present-day data. The 95% limit on $\alpha$ is reduced by more than a factor of 2. The 95% constraint on $|\beta|$ is instead only marginally improved. This shows how McDE models might be difficult to constrain even with the exquisite quality of future Euclid-like data. The constraints on $|\beta|$ are not strongly improved because the deviation of the McDE growth rate with respect to the ΛCDM one does not scale linearly with $\beta$, but it has a step-like behavior, as displayed in figure 6, which shows indeed that the McDE growth rate mimics the ΛCDM model for $|\beta| \lesssim \beta_G$, but departs from it for larger $|\beta|$ values. It is therefore very difficult to constrain the coupling parameter to values smaller than $|\beta| \sim \beta_G$. Nonlinear clustering data may prove necessary to further constrain McDE models. In particular, a first analysis of the nonlinear evolution of structures within a McDE scenario has been attempted in [31], highlighting for the first time very specific effects like the halo fragmentation process and a peculiar shape of the distortion of the matter power spectrum at small scales. A more detailed investigation of such effects with higher-resolution N-body simulations is presently ongoing, and will be discussed in an upcoming paper.

7 Conclusions

The Multi-coupled Dark Energy model has been recently proposed as a simple extension of the standard coupled Quintessence scenario with the intriguing feature of showing an effective screening of the interaction between Dark Energy and Cold Dark Matter particles, without requiring additional free parameters. As a consequence of such screening, the background
Figure 8. On the left: 1-dimensional marginalized posterior distributions (for point 2 and point 5 together) on the parameters \( \{ \Omega_{DE,0}, \alpha, \beta \} \) when fitting the model of this paper to the Union2.1 SN Compilation (see section 5.1) and the latest \( f \sigma_8 \) data (see section 5.2). See second and third columns of table 3 for best-fit values with 95\% confidence intervals. On the right: 1\( \sigma \), 2\( \sigma \) and 3\( \sigma \) confidence-level contours for the relevant 2-dimensional marginalized posterior distributions. The black squares mark the best-fit values. The degeneracy between \( \Omega_{DE,0} \) and the parameters \( \alpha, \beta \) makes values of \( \Omega_{DE,0} \approx 0.90 \) possible at the 3\( \sigma \) level.
Figure 9. On the left: 1-dimensional marginalized posterior distributions (for point 2 and point 5 together) on the parameters \( \{ \Omega_{DE,0}, \alpha, \beta \} \) when fitting the model of this paper to the LSST 100k SN dataset (see section 5.1) and the forecasted Euclid-like \( f\sigma_8 \) data (see section 5.2). See 4th and 5th columns of table 3 for best-fit values with 95\% confidence intervals. On the right: 1σ, 2σ and 3σ confidence-level contours for the relevant 2-dimensional marginalized posterior distributions. The black squares mark the best-fit values.
evolution of the universe closely follows the standard $\Lambda$CDM expansion history even for very large values of the coupling constant. This effect makes the Multi-coupled Dark Energy scenario an ideal benchmark to test the discriminating power of present and future multi-probe observational surveys since it maximises the degeneracy with the standard cosmological model in all probes that test only the background cosmic evolution. In a previous paper [27] we have quantified such degeneracy by comparing the predicted expansion history of Multi-coupled Dark Energy models with real observational data consisting of the recent Union2.1 Compilation [28] of Type Ia supernovae, confirming that the background expansion history has a very low constraining power with respect to this scenario. The present paper represents the natural extension of the analysis performed in our previous work to the linear evolution of density perturbations, which are expected to show new physics because of the attractive and repulsive fifth-forces acting between Cold Dark Matter particles, a consequence of their individual coupling to the Dark Energy field.

In order to compare the predicted behavior of linear density perturbations with both presently available and future forecasted data on the growth of structures, we have first derived the full system of perturbed dynamical equations at first order for a generic Multi-coupled Dark Energy cosmology, and analytically solved such set of equations on the few particular background solutions that we had identified as phase-space critical points of the system in our previous work. This has allowed us to obtain the exact solution for the linear growth rate in both the past matter-dominated epoch and future Dark Energy-dominated regime.

Then, we have numerically computed the full solution of linear perturbation equations along the whole expansion history of the universe, for a wide range of model parameters, and compared the numerical solutions with the analytical ones in the appropriate regimes, finding excellent matching between the two. With our numerical solver at hand we have then performed a likelihood analysis by sampling the model’s parameter space and comparing the derived evolution with recent observational data of the growth rate, including data sets from 6dFGRS, LRG, BOSS, WiggleZ and VIPERS, as well as with future data consistent with the forecasted accuracy of the Euclid satellite. Our analysis has shown that — as expected — the growth of density perturbations can strongly constrain Multi-coupled Dark Energy scenarios, putting tight bounds on the coupling constant which is constrained to $|\beta| \lesssim 0.88$ and $|\beta| \lesssim 0.85$ at 95% confidence level when considering present and future data sets, respectively.

Interestingly, we have also found that the evolution of linear density perturbations encoded by the growth rate shows a sharp deviation from the standard $\Lambda$CDM evolution when the coupling constant $|\beta|$ approaches and overcomes a critical value $\beta_G = \sqrt{3}/2$, corresponding to the coupling value that determines fifth-forces with the same strength as standard gravitational interactions. Nonetheless, as our 95% confidence levels on the coupling directly show, presently available data at the linear level are not yet capable of excluding a coupling value of $|\beta| = \beta_G$, and therefore cannot rule out scalar interactions of gravitational strength in the context of a Multi-coupled Dark Energy framework. The natural further extension of this analysis is then to investigate the effects of the Multi-coupled Dark Energy scenario in the nonlinear regime of structure formation by means of dedicated high-resolution N-body simulations, in order to highlight possible characteristic footprints of the model that might allow to further tighten its viable parameter space. Such task is ongoing and will be discussed in an upcoming dedicated paper.
### Table 4.

Additional critical points for background equations (A.1)–(A.7) when uncoupled baryons are included. Only the physical solutions for \(x, y, z_+, z_-, z_b\) are selected.

| Point | \(x\) | \(y\) | \(z_+\) | \(z_-\) | \(z_b\) | \(\Omega_{\text{DE}}\) | \(w_{\text{eff}}\) | \(\mu\) |
|-------|-------|-------|-------|-------|-------|----------------|----------------|-------|
| \(6\) | 0     | 0     | \(\sqrt{\frac{1-z_b^2}{2}}\) | \(\sqrt{\frac{1-z_b^2}{2}}\) | \(z_b\) | 0    | 0    | 0   |
| \(7\) | \(\frac{3}{2\alpha}\) | \(\frac{3}{2\alpha}\) | 0     | 0     | \(\sqrt{1-\frac{9}{2\alpha^2}}\) | \(\frac{9}{2\alpha^2}\) | 0    | 0   |
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### A Including a baryonic component

#### A.1 Equations

We will now consider the case in which, besides dark matter, there is also a baryonic component which does not couple to dark energy. We will fix the baryonic content of the universe to the best-fit value \(\Omega_{b,0} = 0.048\) from the Planck Collaboration [40, table 5, last column]. The background equations will be modified as follows:

\[
\frac{2H'}{H} = -(3 - 3y^2 + 3x^2 + r^2), \tag{A.1}
\]

\[
x' = -x \frac{H'}{H} - 3x + \alpha y^2 + \beta(z_2^2 - z_t^2), \tag{A.2}
\]

\[
y' = -y \frac{H'}{H} - \alpha xy, \tag{A.3}
\]

\[
z_+ = -z_+ \frac{H'}{H} - \frac{3}{2} z_+ + \beta x z_+, \tag{A.4}
\]

\[
z_- = -z_- \frac{H'}{H} - \frac{3}{2} z_- - \beta x z_, \tag{A.5}
\]

\[
r' = -r \frac{H'}{H} - 2r, \tag{A.6}
\]

\[
z_b' = -z_b \frac{H'}{H} - \frac{3}{2} z_b, \tag{A.7}
\]

where

\[
z_b^2 \equiv \frac{\rho_b}{3M_{\text{Pl}}^2 H^2}. \tag{A.8}
\]

The additional critical points, present when \(\Omega_b \neq 0\), are listed in table 4. The linear perturbation equations, including baryons, read now:

\[
\delta_-'' + \left(2(1 + \beta x) - \frac{1}{2}(3 - 3y^2 + 3x^2 + r^2)\right) \delta_-'' = \frac{3}{2}(z_-^2 \Gamma_A \delta_- + z_+^2 \Gamma_R \delta_+ + z_b^2 \delta_b), \tag{A.9}
\]

\[
\delta_+'' + \left(2(1 - \beta x) - \frac{1}{2}(3 - 3y^2 + 3x^2 + r^2)\right) \delta_+'' = \frac{3}{2}(z_+^2 \Gamma_R \delta_- + z_+^2 \Gamma_A + z_b^2 \delta_b), \tag{A.10}
\]

\[
\delta_b'' + \left(2 - \frac{1}{2}(3 - 3y^2 + 3x^2 + r^2)\right) \delta_b'' = \frac{3}{2}(z_-^2 \delta_- + z_+^2 \delta_+ + z_b^2 \delta_b). \tag{A.11}
\]
Figure 10. Left panel: the fractional densities $\Omega_i$ for $\alpha = 0.1$ and $\beta = 0.5$. Solid curves correspond to $\Omega_{DE}$, dot-dashed curves correspond to $\Omega_b$, dashed curves correspond to $\Omega_-$ and $\Omega_+$. Parameters are chosen in the stable range of point 2. Right panel: the evolution of $f$ for $|\beta| = 0.5$ (blue), 3.5 (orange), and 4 (red). The dashed horizontal lines are the analytical values for the matter era and the accelerated point 2.

| Point | $f_+$ | $f_-$ | $f$ | $f_b$ |
|-------|-------|-------|-----|-------|
| 6     | $f$   | $f$   | $\frac{1}{4} \left( -1 + \sqrt{1 + 64z_{cr}^2\beta^2} \right) + 3$ | 1     |
| 7     | ---   | ---   | $\frac{1}{4} \left( -1 + \sqrt{25 + \frac{108}{\alpha^2}} \right)$ | $\frac{1}{4} \left( -1 + \sqrt{25 + \frac{108}{\alpha^2}} \right)$ |

Table 5. Growth functions for additional critical points presented in table 4.

The analytical solutions for the new background critical points are listed in table 5. We plot the fractional densities for the new point 2 in the left panel of figure 10, while in the right panel we display the numerical solutions for $f$ (solid curves) and its analytical predictions in matter domination (dot-dashed) and DE domination (dashed). The matter point 3 is modified by the additional non-zero $\Omega_b$. For instance, in the matter era the dot-dashed curve shows $\Omega_b = 0.2$ and $\Omega_\pm = 0.4$ (dashed curve) instead of $\Omega_\pm = 0.5$. The growing solution found for the new critical point 6 in the matter era provided in table 4 is $f = 1$ or $\frac{1}{4} \left( -1 + \sqrt{1 + 64z_{cr}^2\beta^2} \right) + 3$ where $z_{cr}$, defined as $z_{cr} = \sqrt{\frac{1 - z_b}{2}}$, corresponds to the fractional density of each CDM species in the matter era, with $z_b$ the initial baryonic fractional density. Note that the additional 3 in the expression $\frac{1}{4} \left( -1 + \sqrt{1 + 64z_{cr}^2\beta^2} \right) + 3$ appears for the same reason as explained in section 3. This growing rate, in the previous case with no baryonic component (corresponding to $z_{cr} = \frac{\sqrt{2}}{2}$) goes back to the old solution (i.e. the present point 6 in table 4 goes back to the previous point 3 in table 1 in the appropriate limit). One can also see the differences between the numerical solutions with and without baryons by comparing figure 10 with figure 3.

A.2 Results

The results of the combined Union2.1 supernova dataset (see section 5.1) and the latest $f\sigma_8$ data (see section 5.2) for the case of $\Omega_{b,0} = 0.048$ are shown in figure 11 and in table 6 (2nd and 3rd columns). The results of the combined LSST 100k supernova dataset (see section 5.1) and the forecasted Euclid-like $f\sigma_8$ data (see section 5.2) for the case of $\Omega_{b,0} = 0.048$ are shown in figure 12 and in table 6 (4th and 5th columns). The last two columns of table 6 report the
Figure 11. On the left: 1-dimensional marginalized posterior distributions (for point 2 and point 5 together) on the parameters \( \{ \Omega_{\text{DE,0}}, \alpha, \beta \} \) when fitting the model of this paper with \( \Omega_{b,0} = 0.048 \) to the Union2.1 SN Compilation (see section 5.1) and the latest \( f\sigma_8 \) data (see section 5.2). See table 6 (2\textsuperscript{nd} and 3\textsuperscript{rd} columns) for best-fit values with 95\% confidence intervals. On the right: 1\( \sigma \), 2\( \sigma \) and 3\( \sigma \) confidence-level contours for the relevant 2-dimensional marginalized posterior distributions. The black squares mark the best-fit values. This plot should be compared to figure 8 where the baryonic content has been neglected.
Figure 12. On the left: 1-dimensional marginalized posterior distributions (for point 2 and point 5 together) on the parameters $\{\Omega_{DE,0}, \alpha, \beta\}$ when fitting the model of this paper with $\Omega_{b,0} = 0.048$ to the LSST 100k SN dataset (see section 5.1) and the forecasted Euclid-like $f\sigma_8$ data (see section 5.2). See table 6 (4th and 5th columns) for best-fit values with 95% confidence intervals. On the right: 1$\sigma$, 2$\sigma$ and 3$\sigma$ confidence-level contours for the relevant 2-dimensional marginalized posterior distributions. The black squares mark the best-fit values. This plot should be compared to figure 9 where the baryonic content has been neglected.
Table 6. As table 3 but for the case where the uncoupled baryonic fraction is also included.

| Parameter | Best Fit (SN+fσ8) | 95% c.l. | Best Fit (LSST+Euclid) | 95% c.l. | Best Fit (SN) | 95% c.l. |
|-----------|-------------------|---------|------------------------|---------|----------------|---------|
| ΩDE,0     | 0.734             | [0.684, 0.826] | 0.692                  | [0.688, 0.698] | 0.719          | [0.680, 0.765] |
| α         | 0.66              | [0.1, 1.37]  | 0.12                   | [0.5, 0.54]  | 0.62           | [0.1, 1.01]  |
| β         | 0.88              | [0.0, 0.98]  | 0.03                   | [0.0, 0.93]  | 6.4            | [0.83]   |

constraints from [27] obtained by using only background data. In both cases, the constraints on the model parameters ΩDE,0, α are basically unchanged, while the constraints on the coupling β are slightly weakened, but without substantial modification. This is expected since in the limit where all matter is composed of uncoupled baryons, the value of |β| becomes obviously irrelevant.
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