Dissipative pinning sampled-data control for function projective synchronization of neural networks with hybrid couplings and time-varying delays
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ABSTRACT This paper is concerned with the dissipative problem based pinning sampled-data control scheme. We investigate the problem for function projective synchronization of neural networks with hybrid couplings and time-varying delays. The main purpose is focused on designing a pinning sampled-data function projective synchronization controller such that the resulting function projective synchronization neural networks are stable and satisfy a strictly $H_{\infty}$, $L_2 - L_{\infty}$, passivity and dissipativity performance by setting parameters in the general performance index. It is assumed that the parameter uncertainties are norm-bounded. By construction of an appropriate Lyapunov-Krasovskii containing single, double and triple integrals, which fully utilize information of the neuron activation function and use refined Jensen’s inequality for checking the passivity of the addressed neural networks are established in linear matrix inequalities (LMIs). This result is less conservative than the existing results in literature. It can be checked numerically using the effective LMI toolbox in MATLAB. Numerical examples are provided to demonstrate the effectiveness and the merits of the proposed methods.

INDEX TERMS dissipative, function projective synchronization, neural networks, time-varying delays, sampled-data control.

I. INTRODUCTION For a long time, there has been a lot of interest in the study of artificial neural networks (NNs) because of their numerous applications, such as pattern recognition, image and signal processing, optimization, and so on [1]–[4]. Because time delay frequently occurs in many classes of NNs, it causes oscillation, degraded performance, divergence, and instability. Furthermore, time delay can be caused by the finite speed of information processing and the natural communication time between neurons. As a result, fruitful researchers have challenged the problem of delayed NNs [5]–[9].

Furthermore, synchronization is one of many types of neural network behaviors that have a significant and appealing scenario. It has been studied in a variety of sciences [10]–[12]. To date, the literature has reported a wide range of synchronization phenomena, including complete synchronization (CS) [12], generalized synchronization (GS) [13], phase synchronization [14], anticipated synchronization [15], projective synchronization (PS) [16], and so on. Another type of function projective synchronization (FPS), has been introduced and studied [17], [18]. FPS is a broader definition of chaotic synchronization that encompasses both complete and projective synchronization. It states that the driver and response systems can be synchronized up to a scaling function [19], [20]. FPS has drawn the interest of many researchers in plenty of fields [21]–[23]. FPS on memristive NNs has been
Synchronization of directed coupled NNs with mixed delays has been investigated by applying Lyapunov–Krasovskii function with double and triple integral time-varying delay has been introduced by Willems [46]. It is noted that the dissipative performance has gotten more attention from researchers because it not only dealt with $H_{\infty}$ and passivity performance [47], but it also indicates an excellent practicable control scheme in many varieties of sciences, including power converters [48] and chemical process control [49]. Recently, [50]–[53] has examined into $(Q,S,R)$-dissipativity analysis; however, in those works, the $L_2-L_\infty$ performance is not considered in the $(Q,S,R)$-dissipativity analysis. To address this concern, Zhang et al. [54] first introduced a general performance approach known as extended dissipativity, which involves these performances by adjusting weighting matrices in a unified framework. Furthermore, the study of extended dissipativity performance for NNs with time delays has been obtained more attention in the references [55]–[57]. As a result of incorporating the extended dissipative performance into the issue of synchronization for delayed coupled NNs, the analysis of the system will become more general, which has not yet been investigated.

By the above motivation, function projective synchronization and extended dissipativity performance are proposed for NNs with hybrid couplings and time-varying delays in this article. The main ideas of this work are given as follows:

- For the first time, we address the FPS problem for NNs including both discrete and distributed delays in the hybrid asymmetric coupling, which differs from the time-delay case in [58], [59]. Furthermore, the above delays are not necessarily differentiable functions, which can be easily be used into a real-world application. The output terms include the state vector with the disturbance and interval discrete time-varying delay.

- We develop a suitable Lyapunov–Krasovskii functional (LKf) for using in FPS stability and extended dissipativity analysis of delayed coupled NNs with new inequalities.

- We first obtained new FPS stability and extended dissipativity criteria that contain $H_\infty$, $L_2-L_\infty$, passivity, and dissipativity performance. New parameters in the general formulation has not yet been reported for delayed coupled NNs.

- Unlike previous work [60]–[62], we carefully study the FPS using mixed nonlinear and pinning sample-data controls for our control method.

The rest of paper is organized as follows: Section 2 provides some mathematical preliminaries and network model. Section 3 presents the passivity analysis of uncertain NNs with interval and distributed time-varying delays. Numerical examples are given in Section 4. Finally, the conclusion is provided in Section 5.
II. PROBLEM FORMULATION AND PRELIMINARIES

Notations: Throughout this paper, \( \mathcal{R}^n \) denotes \( n \)-dimensional Euclidean space and \( \mathcal{R}^{n \times n} \) is the set of all \( n \times n \) real matrices. For any matrix \( X \), the notation \( X > 0 \) means that the matrix \( X \) is symmetric positive definite. \( \lambda_{\max}(X) \) and \( \lambda_{\min}(X) \) denote the maximum and minimum eigenvalues of \( X \), \( \text{sym}\{X\} \) means \( X + X^T \). The superscript \( T \) stands for the transpose. The symbol * is used to represent the term of a symmetric matrix which can be inferred by symmetry. The symbol \( \otimes \) stands for Kronecker product and diag\{\cdots\} denotes the block diagonal matrix. \( \mathcal{C}([-g, 0], \mathcal{R}^n) \) represents the space of all continuous vector functions mapping \([-g, 0]\) into \( \mathcal{R}^n \), where \( g \in \mathcal{R}^+ \). \( \mathcal{L}_2[0, \infty) \) denotes the space of functions \( \phi: \mathcal{R}^+ \rightarrow \mathcal{R}^n \) with the norm \( \|\phi\|_{\mathcal{L}_2} = \left[ \int_0^\infty \|\phi(t)\|^2 dt \right]^{\frac{1}{2}}. \)

Given delayed NNs containing \( N \) identical nodes with hybrid couplings as follows:

\[
g_i(t) = -C y_i(t) + A_1 f(y_i(t)) + A_2 f(y_i(t-r(t))) + A_3 \int_{t-d(t)}^t f(y_i(s)) ds + \sum_{j=1}^N g_{ij} B_1 y_j(t) + \sigma_2 \sum_{j=1}^N g_{ij} B_2 y_j(t-r(t)) + \sigma_3 \sum_{j=1}^N g_{ij} B_3 \int_{t-d(t)}^t y_j(s) ds + E_1 \omega_i(t) + u_i(t),
\]

\[
\tilde{z}_i(t) = D_1 y_i(t) + D_2 y_i(t-r(t)) + E_2 \omega_i(t),
\]

where \( r_1 \), \( r_2 \) and \( d \) are real constants. The isolated node of network (1) is given by the following delayed neural network:

\[
\begin{align*}
\dot{w}(t) &= -C w(t) + A_1 f(w(t)) + A_2 f(w(t-r(t))) + A_3 \int_{t-d(t)}^t f(w(s)) ds, \\
z_w(t) &= D_1 w(t) + D_2 w(t-r(t)),
\end{align*}
\]

where \( w(t) = (w_1(t), w_2(t), \ldots, w_N(t))^T \in \mathcal{R}^n \) and the parameters \( C, A_1, A_2, A_3, D_1, D_2 \) and the nonlinear functions \( f(\cdot) \) have the same definitions as in (1). The network (1) is said to achieve FPS if there exists a continuously differentiable positive function \( \alpha(t) > 0 \) such that

\[
\lim_{t \to \infty} \|p_i(t)\| = \lim_{t \to \infty} \|y_i(t) - \alpha(t) w(t)\|,
\]

\( i = 1, 2, \ldots, N \), where \( \|\cdot\| \) stands for the Euclidean vector norm and \( w(t) \in \mathcal{R}^n \) can be an equilibrium point. Let \( p_i(t) = y_i(t) - \alpha(t) w(t) \), be the synchronization error. Then, by substituting it into network (1), it is easy to get the following:

\[
\begin{align*}
\dot{p}_i(t) &= \dot{y}_i(t) - \dot{\alpha}(t) w(t) - \alpha(t) \dot{w}(t), \\
&= -C p_i(t) + A_1 \left[ f(y_i(t)) - \alpha(t) f(w(t)) \right] + A_2 \left[ f(y_i(t-r(t))) - \alpha(t) f(w(t-r(t))) \right] + A_3 \int_{t-d(t)}^t f(y_i(s)) ds - \alpha(t) f(w(s)) ds + \sigma_2 \sum_{j=1}^N g_{ij} B_2 p_j(t-r(t)) + \sigma_3 \sum_{j=1}^N g_{ij} B_3 \int_{t-d(t)}^t p_j(s) ds - \dot{\alpha}(t) w(t) + E_1 \omega_i(t) + u_i(t), \\
\dot{\tilde{z}}_i(t) &= D_1 p_i(t) + D_2 p_i(t-r(t)) + E_2 \omega_i(t),
\end{align*}
\]

where \( \dot{\tilde{z}}_i(t) = \tilde{z}_i(t) - z_w(t) \).

Regarding to the pinning sampled-data control scheme, without loss of generality, the first \( l \) nodes are chosen and pinned with sampled-data control \( u_i(t) \), expressed as the following form

\[
u_i(t) = u_{i1}(t) + u_{i2}(t), \quad i = 1, 2, \ldots, N,
\]

where

\[
u_{i1}(t) = \alpha(t) w(t) - A_1 \left[ f(\alpha(t) w(t)) - \alpha(t) f(w(t)) \right] - A_2 \left[ f(\alpha(t) w(t-r(t))) - \alpha(t) f(w(t-r(t))) \right] - A_3 \int_{t-d(t)}^t \left[ f(\alpha(t) w(s)) - \alpha(t) f(w(s)) \right] ds, \quad i = 1, 2, \ldots, N,
\]

\[
u_{i2}(t) = \left\{ \begin{array}{ll}
K_p(t_k), & t_k \leq t < t_{k+1}, i = 1, 2, \ldots, l, \\
0, & i = l+1, l+2, \ldots, N,
\end{array} \right.
\]
where $K_i$ is a set of the sampled-data feedback controller gain matrices to be designed, for every $i = 1, 2, \ldots, N$, $p_i(t_k)$ is discrete measurement of $p_i(t)$ at the sampling interval $t_k$. Denote the updating instant time of the zero-order-hold (ZOH) by $t_k$

$$0 = t_0 < t_1 < \cdots < t_k < \lim_{k \to +\infty} t_k = +\infty,$$

$$t_{k+1} - t_k = \tau_k \leq \tau, \quad \forall k \geq 0, \quad (9)$$

where $\tau > 0$ represents the largest sampling interval.

By substituting (6) into (5), it can be derived that

$$\dot{p}_i(t) = -Cp_i(t) + A_1[f(y_i(t)) - f(\alpha(t)w(t))] + A_2[f(y_i(t - r(t))) - f(\alpha(t)w(t - r(t)))] + A_3 \int_{t-d(t)}^{t} [f(y_i(s)) - f(\alpha(t)w(s))] ds$$

$$+ \sigma_1 \sum_{j=1}^{N} g_{ij}^{(1)} B_1 p_j(t)$$

$$+ \sigma_2 \sum_{j=1}^{N} g_{ij}^{(2)} B_2 p_j(t - r(t))$$

$$+ \sigma_3 \sum_{j=1}^{N} g_{ij}^{(3)} B_3 \int_{t-d(t)}^{t} p_j(s) ds + E_1\omega_i(t)$$

$$+ K_i\dot{p}_i(t - \tau(t)),$$

$$i = 1, 2, \ldots, l,$$

where $\tau(t) = t - t_k$ satisfies $0 \leq \tau(t) \leq \tau$. The initial condition of (10) is defined by

$$p_i(\theta) = \phi_i(\theta), \quad -\omega \leq \theta \leq 0,$$

where $\omega = \max\{r_2, d, \tau\}$ and $\phi_i(\theta) \in C([-\omega, 0], \mathbb{R}^n)$, $i = 1, 2, \ldots, N$.

Let us define

$$K = \text{diag}\{K_1, K_2, \ldots, K_l, 0_{N}, \ldots, 0_{N}\},$$

$$p(t) = \begin{bmatrix} p_1(t) \\ p_2(t) \\ \vdots \\ p_N(t) \end{bmatrix},$$

$$\xi(p(\cdot)) = \begin{bmatrix} f(y_1(\cdot)) - f(\alpha(t)w(\cdot)) \\ f(y_2(\cdot)) - f(\alpha(t)w(\cdot)) \\ \vdots \\ f(y_N(\cdot)) - f(\alpha(t)w(\cdot)) \end{bmatrix},$$

$$\omega(t) = \begin{bmatrix} \omega_1(t) \\ \omega_2(t) \\ \vdots \\ \omega_N(t) \end{bmatrix},$$

$$z(t) = \begin{bmatrix} \hat{z}_1(t) \\ \hat{z}_2(t) \\ \vdots \\ \hat{z}_N(t) \end{bmatrix}.$$
If \( F_1 = 0, F_2 = I, F_3 = \gamma I, F_4 = 0, \) and \( \delta = 0 \) then the inequality (13) reduces to the passivity performance;

- If \( F_1 = Q, F_2 = S, F_3 = R - \gamma I, F_4 = 0, \) and \( \delta = 0 \) then the inequality (13) degenerates the \((Q, S, R) - \gamma -\) dissipativity performance.

The following assumptions are made throughout this paper.

**Assumption 1.** The activation functions \( f_i(\cdot), i = 1, 2, \ldots, n, \) satisfy Lipschitz with the Lipschitz constants \( f_i > 0: \)

\[
\|f_i(y(\theta)) - f_i(\alpha(t)w(\theta))\| \leq f_i \|y(\theta) - \alpha(t)w(\theta)\|,
\]

where \( \Gamma \) is positive constant matrix and \( \Gamma = \text{diag}\{f_i, \ i = 1, 2, \ldots, n\}. \)

**Assumption 2.** [55] For given real symmetric matrices \( F_1 \leq 0, F_3, F_4 \geq 0, \) and a real matrix \( F_2, \) the following conditions are satisfied:

1. \( \|E_2\| \cdot \|F_4\| = 0, \)
2. \( (\|F_1\| + \|F_2\|) \cdot \|F_4\| = 0, \)
3. \( E_2^T F_1 E_2 + E_2^T F_2 + F_2^T E_2 + F_3 > 0. \)

**Lemma 1.** (63). Cauchy inequality. For any symmetric positive definite matrix \( R \in \mathbb{R}^{n \times n} \) and \( x, y \in \mathbb{R}^n \) we have

\[
\pm 2x^T y \leq x^T R x + y^T R^{-1} y.
\]

**Lemma 2.** (63). For any constant symmetric matrix \( W \in \mathbb{R}^m, W = W^T > 0, b > 0, \) vector function \( p : [0, b] \to \mathbb{R}^m \) such that the integrations concerned are well defined, one has

\[
\left( \int_0^b p^T(s) ds \right)^T W \left( \int_0^b p(s) ds \right) \leq b \int_0^b p^T(s) W p(s) ds.
\]

**Lemma 3.** (64). For a positive definite matrix \( S > 0 \) and a function \( p : [a, b] \to \mathbb{R}^n \) whose derivative \( \dot{p} \in C([a, b], \mathbb{R}^n) \), the following inequalities hold:

\[
\int_a^b \dot{p}^T(s) S \dot{p}(s) ds \geq \frac{1}{b-a} \Pi_1^T S \Pi_1 + \frac{3}{b-a} \Pi_2^T S \Pi_2 + \frac{5}{b-a} \Pi_3^T S \Pi_3 + \frac{7}{b-a} \Pi_4^T S \Pi_4,
\]

\[
\int_a^b \int_\theta^b \dot{p}^T(s) S \dot{p}(s) ds d\theta \geq 2 \Pi_5^T S \Pi_5 + 4 \Pi_6^T S \Pi_6,
\]

where

\[
\begin{align*}
\Pi_1 &= p(b) - p(a), \\
\Pi_2 &= p(b) + p(a) - \frac{2}{b-a} \int_a^b p(s) ds, \\
\Pi_3 &= p(b) - p(a) + \frac{6}{b-a} \int_a^b p(s) ds \\
&\quad - \frac{12}{(b-a)^2} \int_a^b \int_\theta^b p(s) ds d\theta, \\
\Pi_4 &= p(b) + p(a) - \frac{12}{b-a} \int_a^b p(s) ds \\
&\quad + \frac{60}{(b-a)^2} \int_a^b \int_\theta^b p(s) ds d\theta d\theta, \\
\Pi_5 &= p(b) - \frac{1}{b-a} \int_a^b p(s) ds, \\
\Pi_6 &= p(b) + \frac{2}{b-a} \int_a^b p(s) ds \\
&\quad - \frac{6}{(b-a)^2} \int_a^b \int_\theta^b p(s) ds d\theta.
\end{align*}
\]

**Lemma 4.** (65). For any symmetric positive definite matrix \( \Lambda \in \mathbb{R}^{n \times n}, M_1, M_2 \in \mathbb{R}^{m \times n}, \Omega \in \mathbb{R}^{2n \times m}, \forall \beta \in (0, 1), \) the following inequality holds:

\[
- \Omega^T \left[ \frac{1}{\beta} \Lambda \ 0 \right] \Omega
\leq
-\Omega^T \Sigma(\beta) \Omega
-\text{sym} \left\{ \Omega^T \left[ (1-\beta) M_1^T \right] \right\} + \beta M_1 \Lambda^{-1} M_1^T
+ (1-\beta) M_2 \Lambda^{-1} M_2^T,
\]

where

\[
\Sigma(\beta) = \left[ \begin{array}{cc}
(2-\beta) \Lambda & 0 \\
0 & (1+\beta) \Lambda
\end{array} \right].
\]

**Lemma 5.** (65). Consider a parameter dependent symmetric matrix \( \Psi(\beta) \in \mathbb{R}^{m \times m}, \) such that the convex inequality

\[
\Psi(\beta) \leq (1-\beta) \Psi(0) + \beta \Psi(1),
\]

holds for all \( \beta \in [0, 1]. \) If there exist a symmetric positive definite matrix \( \Lambda \in \mathbb{R}^{n \times n} \) and two matrices \( M_1, M_2 \in \mathbb{R}^{m \times n}, \) such that the inequality

\[
\Psi(\beta) - \Omega^T \left[ \frac{1}{\beta} \Lambda \ 0 \right] \Omega < 0,
\]

holds for \( \beta = \{0, 1\}, \) then the following inequality holds:

\[
\Psi(\beta) - \Omega^T \left[ \frac{1}{\beta} \Lambda \ 0 \right] \Omega < 0, \ \forall \beta \in (0, 1).
\]
Lemma 6. ([63], Schur complement lemma). Given constant symmetric matrices \( P, Q, R \) with appropriate dimensions satisfying \( P = P^T, Q = Q^T > 0 \), one has \( P + R^T Q^{-1} R < 0 \) if and only if
\[
\begin{bmatrix} P & R^T \\ R & -Q \end{bmatrix} < 0 \quad \text{or} \quad \begin{bmatrix} -Q & R^T \\ R & P \end{bmatrix} < 0.
\]

Remark 2. The merit of our method is that hybrid couplings are considered for the first time, which contain constant, discrete, and distributed delay couplings. These additional tools are more practical than the references in [10], [58], [59]. Moreover, we obtain new FPS with extended dissipative containing, passive, and dissipative performance. Additionally, the conditions are more general than those in [35], [36], [39]–[41], [44], [45], [58]–[60], and these coupled systems are not inputted. We can notice that their conditions cannot be simulated to our examples.

Remark 3. Differing from references [10], [11], [58], [59], we are first concerned with the FPS problem for NNs, including both discrete and distributed delays. Moreover, these delays are not necessarily differentiable functions that can be easily used in a real-world application which different from [6], [22], [32]. For the first time, we obtained new FPS stability and extended dissipativity criteria that contain \( H_{\infty}, L_2 - L_{\infty} \), passivity, and dissipativity performance by setting parameters in the general formulation, which has not yet been reported for delayed coupled NNs. Additionally, we use mixed nonlinear and pining sampled-data controls, which are unlike previous work [60]–[62].

III. MAIN RESULTS

In this section, we present control scheme to synchronize the NNs (1) to the homogenous trajectory (3). Then, we will give some sufficient conditions in the FPS of NNs with mixed time-varying delays and hybrid coupling. Before proposing the main results, for the sake of presentation simplicity, we denote:

\[
X(t) = \begin{bmatrix} p^T(t), p^T(t - r_1), p^T(t - r_2), p^T(t - r(t)), \\
p(t), p^T(t - \tau), p^T(t - \tau(t)), \eta_1(t), \eta_2(t), \eta_3(t), \eta_4(t) \end{bmatrix}^T,
\]

\[
\eta_3(t) = \frac{1}{r_1} \int_{t-r_1}^t ds \int_\vartheta \int_{t-r_1}^t p^T(s) dsd\vartheta,
\]

\[
\frac{1}{r_2 - r(t)} \int_{t-r_2}^{t-r(t)} p^T(s) ds, \quad \frac{1}{r_2 - r(t)} \int_{t-r_2}^{t-r(t)} p^T(s) ds, \quad \frac{1}{r_2 - r(t)} \int_{t-r_2}^{t-r(t)} p^T(s) ds,
\]

\[
\eta_2(t) = \frac{1}{r_1} \int_{t-r_1}^t \int_\vartheta \int_{t-r_1}^t p^T(s) dsd\vartheta,
\]

\[
\eta_1(t) = \frac{1}{r_1} \int_{t-r_1}^t \int_\vartheta \int_{t-r_1}^t p^T(s) dsd\vartheta,
\]

\[
\eta_4(t) = \frac{1}{r_1} \int_{t-r_1}^t \int_\vartheta \int_{t-r_1}^t p^T(s) dsd\vartheta,
\]

where \( \eta_i \in \mathbb{R}^{n \times 18n} \) is defined as \( \eta_i = [0_{n \times (i-1)n}, I_n, 0_{n \times (18-i)n}] \) for \( i = 1, 2, \ldots, 18 \).

A. SYNCHRONIZATION ANALYSIS WITH SAMPLE-DATA CONTROL

The following stability theorem is given for system (12) with \( \omega(t) = 0 \).

\[
Y(\beta) = \begin{bmatrix} Y_{11} & \beta M_1 + (1 - \beta)M_2 & \tilde{Y}_{13} \\
* & -\Lambda & 0 \\
* & * & \tilde{Y}_{33} \end{bmatrix} < 0, \quad (16)
\]

for \( \beta = \{0, 1\} \), where

\[
\tilde{Y}_{13} = \begin{bmatrix} Y_{13} & Y_{14} & Y_{15} & Y_{16} & Y_{17} & Y_{18} \end{bmatrix},
\]

\[
\tilde{Y}_{33} = \begin{bmatrix} -\epsilon_1 I & -\frac{\epsilon_2}{2} I & -\epsilon_3 I & -\frac{\epsilon_4}{2} I & -\frac{\epsilon_5}{2} I & -\frac{\epsilon_6}{2} I \end{bmatrix},
\]

\[
Y_{11} = \sum_{i=1}^5 \Pi_i - \Omega^T \Sigma(\beta) \Omega,
\]

\[
Y_{13} = I_N \otimes Z_{A_1}, \quad Y_{14} = I_N \otimes Z_{A_2},
\]

\[
Y_{15} = I_N \otimes Z_{A_3}, \quad Y_{16} = I_N \otimes Z_{A_1},
\]

\[
Y_{17} = I_N \otimes Z_{A_2}, \quad Y_{18} = I_N \otimes Z_{A_3},
\]

\[
\Pi_i = \Theta_i^T P \Theta_i + \Theta_i^T P \Theta_1 - \Theta_3^T S_0 \Theta_3 - \Theta_5^T S_0 \Theta_4
\]

\[
+ \tau v_0^T S_0 v_0 + v_1^T Q_0 v_1 - v_6^T Q_0 v_6,
\]

\[
\Pi_2 = v_1^T (Q_1 + \Gamma T_2 \Gamma) v_1 - v_2^T (Q_1 + \Gamma T_2 \Gamma) v_2 + v_2^T (Q_3 + \Gamma T_4 \Gamma) v_2
\]

\[
- v_3^T (Q_3 + \Gamma T_4 \Gamma) v_3,
\]

\[
\Theta_i = \begin{bmatrix} \epsilon_1 I & \frac{\epsilon_2}{2} I & \epsilon_3 I & \frac{\epsilon_4}{2} I & \epsilon_5 I & \frac{\epsilon_6}{2} I \end{bmatrix},
\]

\[
\Omega = \begin{bmatrix} \Omega^T \left[ (1 - \beta)M_1^T \beta M_2^T \right] \end{bmatrix},
\]

\[
\Sigma(\beta) = \begin{bmatrix} -\operatorname{sym} \left[ \Omega^T \left[ (1 - \beta)M_1^T \beta M_2^T \right] \right] \end{bmatrix}.
\]
\[
\Pi_3 = v_3^T (r_2^2 S_1 + r_2^2 S_2) v_3 + d v_3^T T S_3 \Gamma v_1 \\
- v_3^T T S_3 \Gamma v_1 - \Theta_1^T S_1 \Theta_1 - 3 \Theta_2^T S_1 \Theta_2 \\
- 5 \Theta_2^T S_1 \Theta_2 - 7 \Theta_2^T S_1 \Theta_2,
\]
\[
\Pi_4 = -2 \Theta_2^T R_1 \Theta_1 - 40 \Theta_3^T R_2 \Theta_1 - 20 \Theta_3^T R_2 \Theta_1 \\
- 4 \Theta_2^T R_2 \Theta_2 - 20 \Theta_2^T R_2 \Theta_2 - 4 \Theta_2^T R_2 \Theta_2, 
\]
\[
\Pi_5 = v_4^T Z S_0 + S_0^T Z^T v_1 + v_4^T Z S_0 + S_0^T Z^T v_5 \\
+ v_4^T Y v_4 + v_4^T Y v_4 + v_4^T Y v_4 + v_4^T Y v_4, 
\]
\[
S_0 = [\sigma_1 (G^{(1)} \otimes B_1) - (I_N \otimes C)] v_1 \\
+ \sigma_2 (G^{(2)} \otimes B_2) v_2 \\
+ \sigma_3 (G^{(3)} \otimes B_3) \Theta_1 v_1 - v_5, 
\]
\[
\Lambda = \text{diag} \{S_2, S_2, 5 S_2, 7 S_2\}, 
\]
\[
\Omega = [\Theta_9^T \Theta_10^T \Theta_11^T \Theta_12^T \Theta_13^T \Theta_14^T \Theta_15^T \Theta_16^T]^T, 
\]

where
\[
V_1(p(t), t) = \mathcal{P}(t) P \mathcal{P}(t) + \int_{t-\tau}^t p^T(s) Q_0 p(s) ds \\
+ \int_{t-\tau}^t \int_{\theta}^t \dot{p}^T(s) S_0 \dot{p}(s) ds d\theta, 
\]
\[
V_2(p(t), t) = \int_{t-\tau_1}^t \left[ p^T(s) Q_1 p(s) \\
+ f^T(p(s)) Q_2 f(p(s)) \right] ds \\
+ \int_{t-\tau_2}^t \left[ p^T(s) Q_3 p(s) \\
+ f^T(p(s)) Q_4 f(p(s)) \right] ds, 
\]
\[
V_3(p(t), t) = r_1 \int_{t-r_1}^t \int_{\theta}^t \dot{p}^T(s) S_1 \dot{p}(s) ds d\theta \\
+ r_2 \int_{t-r_2}^t \int_{\theta}^t \dot{p}^T(s) S_2 \dot{p}(s) ds d\theta \\
+ d \int_{t-d}^t \int_{\theta}^t f^T(p(s)) S_3 f(p(s)) ds d\theta, 
\]
\[
V_4(p(t), t) = \int_{t-r_1}^t \int_{\theta}^t \dot{p}^T(s) R_1 \dot{p}(s) ds d\theta d\varphi \\
+ \int_{t-r_2}^t \int_{\theta}^t \dot{p}^T(s) R_2 \dot{p}(s) ds d\theta d\varphi, 
\]

By taking the derivative of \(V(p(t), t)\) along the trajectories of the error system (12), we get
\[
\dot{V}_1(p(t), t) = 2 \dot{p}^T(t) P \dot{p}(t) + p^T(t) Q_0 p(t) \\
- p^T(t-\tau) Q_0 p(t-\tau) + \tau \dot{p}^T(t) S_0 \dot{p}(t) \\
- \tau \int_{t-\tau}^t \dot{p}^T(s) S_0 \dot{p}(s) ds, 
\]
\[
\dot{V}_2(p(t), t) = p^T(t) Q_1 p(t) + f^T(p(t)) Q_2 f(p(t)) \\
- p^T(t-\tau_1) Q_1 p(t-\tau_1) \\
- f^T(p(t-\tau_1)) Q_2 f(p(t-\tau_1)) \\
+ p^T(t-\tau_2) Q_3 p(t-\tau_2) \\
+ f^T(p(t-\tau_2)) Q_4 f(p(t-\tau_2)) \\
- p^T(t-\tau_2) Q_3 p(t-\tau_2) \\
- f^T(p(t-\tau_2)) Q_4 f(p(t-\tau_2)), 
\]
\[
\leq p^T(t) (Q_1 + \Gamma T Q_2) p(t) \\
- p^T(t-\tau_1) (Q_1 + \Gamma T Q_2) p(t-\tau_1) \\
+ p^T(t-\tau_2) (Q_3 + \Gamma T Q_4) p(t-\tau_2) \\
- p^T(t-\tau_2) (Q_3 + \Gamma T Q_4) p(t-\tau_2), 
\]
\[
= \lambda^T(t) \Pi_2 \lambda(t), 
\]

then, the system (12) with \(\omega(t) = 0\) is asymptotically stable with the gain sampled-data feedback controller designed as \(K = Z^{-1} Y\).

**Proof.** We consider a candidate Lyapunov-Krasovskii functional:
\[
V(p(t), t) = \sum_{i=1}^{4} V_i(p(t), t), 
\]

where
\[
\text{This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/}
\]
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\[ \dot{V}_3(p(t), t) = r_1^2 \dot{p}^T(t) S_1 \dot{p}(t) - r_1 \int_{t-r_1}^{t} \dot{p}^T(s) S_1 \dot{p}(s) ds + r_2^2 \dot{p}^T(t) S_2 \dot{p}(t) - r_2 \int_{t-r_2}^{t} \dot{p}^T(s) S_2 \dot{p}(s) ds + d^2 \dot{p}^T(p(t)) T^T S_3 f(p(p(t))) - d \int_{t-d}^{t} f^T(p(s)) S_3 f(p(p(s))) ds, \]

\[ \leq \dot{p}^T(t) (r_1^2 S_1 + r_2^2 S_2) \dot{p}(t) + d^2 \dot{p}^T(p(t)) T^T S_3 f(p(p(t))) - d \int_{t-d}^{t} f^T(p(s)) S_3 f(p(p(s))) ds, \]

where \( \Pi_2 \) is defined in (17). Applying Lemma 2 and Lemma 3, it can be shown that

\[ - r_1 \int_{t-r_1}^{t} \dot{p}^T(s) S_0 \dot{p}(s) ds \]
\[ = - r_1 \int_{t-r_1(t)}^{t} \dot{p}^T(s) S_0 \dot{p}(s) ds \]
\[ - \int_{t-r_1}^{t} \dot{p}^T(s) S_0 \dot{p}(s) ds, \]
\[ \leq - \left[ p(t) - p(t - \tau(t)) \right]^T S_0 \left[ p(t) - p(t - \tau(t)) \right] \]
\[ - \left[ p(t - \tau(t)) - p(t - \tau) \right]^T S_0 \left[ p(t - \tau(t)) - p(t - \tau) \right]. \]

(23)

\[ - r_1 \int_{t-r_1}^{t} \dot{p}^T(s) S_1 \dot{p}(s) ds \]
\[ \leq - \Theta_6^T \Theta_6 - 3 \Theta_6^T S_1 \Theta_6 - 5 \Theta_7^T S_1 \Theta_7 - 7 \Theta_8^T S_1 \Theta_8. \]

(24)

Let \( \beta = \frac{r_1(t) - r_1}{r_2^2} \), and applying the auxiliary function-based inequality, Lemma 4 and Lemma 5 yields

\[ - r_2 \int_{t-r_2}^{t} \dot{p}^T(s) S_2 \dot{p}(s) ds \]
\[ = - r_2 \int_{t-r_2(t)}^{t} \dot{p}^T(s) S_2 \dot{p}(s) ds \]
\[ - r_2 \int_{t-r_2}^{t} \dot{p}^T(s) S_2 \dot{p}(s) ds, \]
\[ \leq - \frac{r_2}{r_2(t) - r_2} \left( \Theta_9^T S_2 \Theta_9 + 3 \Theta_9^T S_2 \Theta_9 + 5 \Theta_9^T S_2 \Theta_9 \right) \]
\[ + 7 \Theta_9^T S_2 \Theta_9 \]
\[ - \frac{r_2}{r_2 - r_2(t)} \left( \Theta_1^T S_2 \Theta_1 + 3 \Theta_1^T S_2 \Theta_1 + 5 \Theta_1^T S_2 \Theta_1 \right) \]
\[ + 7 \Theta_1^T S_2 \Theta_1 \]
\[ = - \frac{1}{\beta} \left( \Theta_9^T S_2 \Theta_9 + 3 \Theta_9^T S_2 \Theta_9 + 5 \Theta_9^T S_2 \Theta_9 \right) \]
\[ + 7 \Theta_9^T S_2 \Theta_9 \]
\[ - \frac{1}{1 - \beta} \left( \Theta_1^T S_1 \Theta_1 + 3 \Theta_1^T S_1 \Theta_1 + 5 \Theta_1^T S_1 \Theta_1 \right) \]
\[ + 7 \Theta_1^T S_1 \Theta_1 \]
\[ = - \Omega^T \left[ \frac{1}{\beta \Lambda} \right] \Omega, \]
\[ \leq - \Omega^T \Sigma(\beta) \Omega - \text{sym} \left\{ \Omega^T \left[ \frac{(1 - \beta) M_1^T}{\beta M_2^T} \right] \right\} \]
\[ + \beta M_1 \Lambda^{-1} M_1 + (1 - \beta) M_2 \Lambda^{-1} M_2, \]

(27)

where \( M_1, M_2 \in \mathbb{R}^{17n \times 4n}, \Lambda = \text{diag} \{ S_2, 3 S_2, 5 S_2, 7 S_2 \} \),
\[ \Omega = \left[ \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \Theta_9^T \right]^T \]

and
\[ \Sigma(\beta) = \left[ \begin{array}{cc} 2 - \beta & 0 \\ 0 & 1 + \beta \end{array} \right]. \]

On the other hand, we consider the following zero equation:

\[ 0 = 2 \left[ p^T(t) + \dot{p}^T(t) \right] Z \left[ - (I_N \otimes C) p(t) + (I_N \otimes A_1) \xi(p(t)) + (I_N \otimes A_2) \xi(p(t - r(t))) + (I_N \otimes A_3) \int_{t-d(t)}^{t} \xi(p(s)) ds + \sigma_1 (G_1 \otimes B_1) p(t) + \sigma_2 (G_2 \otimes B_2) p(t - r(t)) + \sigma_3 (G_3 \otimes B_3) \right. \]
\[ \left. \times \int_{t-d(t)}^{t} p(s) ds + K p(t - \tau(t)) - \dot{p}(t) \right]. \]
Applying Lemma 1 and Lemma 2, we have
\[
p^T(t)(I_N \otimes ZA_1)\xi(p(t)) \leq \frac{1}{2\epsilon_1} p^T(t)(I_N \otimes ZA_1A_1^T Z^T)p(t) + \frac{\epsilon_1}{2} \xi^T(p(t))(I_N \otimes I_n)\xi(p(t)),
\]
\[
\leq \frac{1}{2\epsilon_1} p^T(t)(I_N \otimes ZA_1A_1^T Z^T)p(t) + \frac{\epsilon_1}{2} p^T(t)(I_N \otimes \Gamma^T\Gamma)p(t),
\]
\[
= \frac{1}{2} p^T(t)(I_N \otimes ZA_1)\epsilon_1^{-1}(I_N \otimes A_1^T Z^T)p(t) + \frac{\epsilon_1}{2} p^T(t)(I_N \otimes \Gamma^T\Gamma)p(t),
\]
\[
(29)
\]
\[
p^T(t)(I_N \otimes ZA_2)\xi(p(t-r(t))) \leq \frac{1}{2\epsilon_2} p^T(t)(I_N \otimes ZA_2A_2^T Z^T)p(t) + \frac{\epsilon_2}{2} \xi^T((t-r(t)))(I_N \otimes I_n)\xi(p(t-r(t))),
\]
\[
\leq \frac{1}{2\epsilon_2} p^T(t)(I_N \otimes ZA_2A_2^T Z^T)p(t) + \frac{\epsilon_2}{2} p^T(t)(I_N \otimes \Gamma^T\Gamma)p(t-r(t)),
\]
\[
= \frac{1}{2} p^T(t)(I_N \otimes ZA_2)\epsilon_2^{-1}(I_N \otimes A_2^T Z^T)p(t) + \frac{\epsilon_2}{2} p^T(t)(I_N \otimes \Gamma^T\Gamma)p(t-r(t)),
\]
\[
(30)
\]
\[
p^T(t)(I_N \otimes ZA_3) \int_{t-d(t)}^{t} \xi(p(s))ds \leq \frac{1}{2\epsilon_3} p^T(t)(I_N \otimes ZA_3A_3^T Z^T)p(t) + \frac{\epsilon_3}{2} \left( \int_{t-d(t)}^{t} \xi^T(p(s))ds \right)^T(I_N \otimes I_n)
\times \left( \int_{t-d(t)}^{t} \xi(p(s))ds \right),
\]
\[
\leq \frac{1}{2\epsilon_3} p^T(t)(I_N \otimes ZA_3A_3^T Z^T)p(t) + \frac{\epsilon_3}{2} \left( \int_{t-d(t)}^{t} p^T(s)ds \right)^T(I_N \otimes \Gamma^T\Gamma)\left( \int_{t-d(t)}^{t} p(s)ds \right),
\]
\[
= \frac{1}{2} p^T(t)(I_N \otimes ZA_3)\epsilon_3^{-1}(I_N \otimes A_3^T Z^T)p(t) + \frac{\epsilon_3}{2} \left( \int_{t-d(t)}^{t} p^T(s)ds \right)^T(I_N \otimes \Gamma^T\Gamma)
\times \left( \int_{t-d(t)}^{t} p(s)ds \right).
\]
\[
(31)
\]
Then, from \( \dot{V}(p(t), t) \), and (23)-(34), can be estimated as
\[
\dot{V}(p(t), t) \leq \chi^T(t) \left\{ \sum_{i=1}^{5} \Pi_i - \Omega^T\Omega \right\} - \text{sym} \left\{ \Omega^T \left[ \begin{array}{c} (1 - \beta)M_1^T \\ \beta M_2^T \\ -(1 - \beta)M_2\Lambda^{-1}M_2^T + \frac{1}{2} v_1^T \Xi_1 v_1 + \frac{1}{2} v_5^T \Xi_2 v_5 \end{array} \right] \right\} \chi(t),
\]
\[
(35)
\]
where \( \Pi_i, (i = 1, 2, ..., 5) \) are defined in (17) and
\[
\Xi_1 = (I_N \otimes ZA_1)\epsilon_1^{-1}(I_N \otimes A_1^T Z^T) + (I_N \otimes ZA_2)\epsilon_2^{-1}(I_N \otimes A_2^T Z^T) + (I_N \otimes ZA_3)\epsilon_3^{-1}(I_N \otimes A_3^T Z^T),
\]
\[ \Xi_2 = (I_N \otimes ZA_1) \epsilon_1^{-1} (I_N \otimes A_1^T Z T) + (I_N \otimes ZA_2) \epsilon_2^{-1} (I_N \otimes A_2^T Z T) + (I_N \otimes ZA_3) \epsilon_6^{-1} (I_N \otimes A_3^T Z T). \]

Applying the Schur complement of Lemma 6, we have
\[ \dot{V}(p(t), t) \leq \lambda^T(t) \bar{\Upsilon}(\beta) \lambda(t), \quad (36) \]
where \( \bar{\Upsilon}(\beta) \) is defined in (16).

According to Lemma 4, if LMI (16) is verified for \( \beta = \{0, 1\} \), then the inequality \( \bar{\Upsilon}(\beta) < 0 \) holds for all \( \beta \in (0, 1) \). Then, the system (12) with \( \omega(t) = 0 \) is asymptotically stable. This completes the proof. \( \square \)

**Remark 4.** The FPS of NNs is implemented to mixed control in Theorem 1 where \( u_{i1}(t) \) is a nonlinear control (not pinning sampled-data control) and must be applied to each node. Relying on the pinning sampled-data control principle, \( u_{i2}(t) \) is a pinning sampled-data control intended to apply to the first \( l \) nodes \( 0 \leq i \leq l \). The selected or unselected pinning nodes don’t base on the estimation of node errors, where one avoids rearranging each node errors. For further study, there is another technique which doesn’t base on the estimation of node errors in the reference [66].

**Remark 5.** It is worth noting that sampled-data control has recently received much attention [33]–[36]. Because computation and communication resources are frequently limited in sampled-data implementation, reducing the data transmission load when using a sampled-data controller to achieve stability is critical. Furthermore, a neural network is typically composed of many high-dimensional nodes, and controlling all neurons is expensive and impractical. To address this issue, we introduce pinning control, which allows us to control a subset of all nodes. Thus, the benefits of using pinning sampled-data control include low control equipment costs, reliability, and ease of application.

### B. EXTENDED DISSIPATIVE ANALYSIS WITH SAMPLE-DATA CONTROL

For any non zero \( \omega(t) \in L_2[0, \infty) \), the extended dissipativity theorem can be obtained under the condition of assumption.

**Theorem 2.** For given scalars \( r_1, r_2, d, \tau \) and a positive scalar \( \kappa < 1 \), if there exist real positive matrices \( P \in \mathcal{S}^{5n \times 5n}, Q_0, S_0, Q_1, S_1, R_1, R_2 \in \mathcal{S}^{R \times R} \) (\( i = 1, 2, 3, 4 \)), \( M_1, M_2 \in \mathcal{S}^{18 \times 18} \), positive constants \( \epsilon_i \) \( (i = 1, 2, 3, \ldots, 6) \), and any matrices \( \tilde{Y} = \text{diag}\{Y_1, Y_2, \ldots, Y_6\}, Z = \text{diag}\{Z_1, Z_2, \ldots, Z_6\} \) with appropriate dimensions, such that the following holds:
\[ \tilde{\Upsilon}(\beta) = \begin{bmatrix} \bar{\Upsilon}_{11} & \beta M_1 + (1 - \beta) M_2 & \bar{\Upsilon}_{13} \\ * & - \Lambda & * \\ * & * & \bar{\Upsilon}_{33} \end{bmatrix} < 0, \quad (37) \]
\[ \kappa P - D_1^T F_1 D_1 \geq 0, \quad (38) \]
for \( \beta = \{0, 1\} \), where
\[ \bar{\Upsilon}_{11} = \sum_{i=1}^{4} \bar{\Pi}_i + \bar{\Pi}_5 + \bar{\Pi}_6 - \Omega^T \Sigma(\beta) \Omega \]
\[ - \text{sym} \{ \begin{bmatrix} - (1 - \beta) M_1^T \\ \beta M_2^T \end{bmatrix} \}, \]
\[ \bar{\Upsilon}_{5} = v_1^T Z S_0 + S_0^T v_1 + v_1^T Z S_0 + S_0^T Z T v_5 \]
\[ + v_1^T Y v_4 + v_1^T Y T v_5 + v_5^T Y v_4 + v_4^T Y T v_5, \]
\[ + \frac{1}{2} (\epsilon_1 + \epsilon_4) v_1^T (I_N \otimes \Gamma^{T}) v_1 \]
\[ + \frac{1}{2} (\epsilon_2 + \epsilon_5) v_4^T (I_N \otimes \Gamma^{T}) v_4 \]
\[ + \frac{1}{2} (\epsilon_3 + \epsilon_6) v_7^T (I_N \otimes \Gamma^{T}) v_7, \]
\[ \bar{\Upsilon}_{6} = - (D_1 v_1)^T F_1 D_1 v_1 - (D_1 v_1)^T F_1 D_2 v_4 \]
\[ -(D_1 v_1)^T F_1 E_2 v_{18} - (D_2 v_4)^T F_1 D_1 v_1 \]
\[ -(D_2 v_4)^T F_1 D_2 v_4 - (D_2 v_4)^T F_1 E_2 v_{18} \]
\[ -(E_2 v_{18})^T F_1 D_1 v_1 - (E_2 v_{18})^T F_1 D_2 v_4 \]
\[ -2 (D_1 v_1)^T F_2 v_{18} - 2 (D_2 v_4)^T F_2 v_{18} \]
\[ - v_{18}^T (E_2^T F_1 E_2 + E_2^T F_2 + F_3) v_{18}, \]
\[ S_0 = [\sigma_1 (G^{(1)} \otimes B_1) - (I_N \otimes C)] v_1 \]
\[ + [\sigma_2 (G^{(2)} \otimes B_2) v_4 + [\sigma_3 (G^{(3)} \otimes B_3)] v_{17} \]
\[ - v_5 + E_1 v_{18}, \]
then, the system (12) is asymptotically stable and extended dissipative with the gained sampled-data feedback controller designed as \( K = Z \bar{Y} \).

**Proof.** To show that the system (12) is extended dissipative, first, we use the LKFs candidate (18) and the following performance index for the system (12). Using inequality (36) in Theorem 1, equation (14), and LMIs (16) we obtain
\[ \dot{V}(p(t), t) - J(t) \leq \bar{\lambda}^T(t) \bar{\Upsilon}(\beta) \bar{\lambda}(t) \leq 0, \quad (39) \]
where \( \bar{\lambda}(\beta) \) is defined in (37). Then we integrate both sides of the inequality (39) from 0 to \( t \) and letting \( \delta \leq -V(p(0), 0) \), we get
\[ \int_0^t J(s) ds \geq V(p(t), t) - V(p(0), 0) \geq p(t) (P p(t) + \delta). \quad (40) \]

Next, we consider two cases:

**Case I:** \( F_4 = 0 \). For this case, from inequality (40) we obtain
\[ \int_0^{t_f} J(s) ds \geq \delta. \quad (41) \]
This implies Definition 1 with \( F_4 = 0 \).

**Case II:** \( F_4 \neq 0 \). From Assumption 2, it is clear that \( F_1 = 0, F_2 = 0, F_3 > 0, \) and \( E_2 = 0 \). Then, for any \( 0 \leq t \leq t_f \) and \( 0 \leq t \leq \lambda(t) \leq t_f, (40) \) lead to
\[ \int_0^{t_f} J(s) ds \geq \int_0^t J(s) ds \geq p(t) (P p(t) + \delta), \quad (42) \]
and
\[
\int_0^{t_f} J(s) \, ds \geq \int_0^{t-\lambda(t)} J(s) \, ds \\
\geq p^T(t - \lambda(t)) \, P \, p(t - \lambda(t)) + \delta. \tag{43}
\]

On the other hand, for \( t - \lambda(t) \leq 0 \), it can be shown that
\[
p^T(t - \lambda(t)) \, P \, p(t - \lambda(t)) + \delta \\
\leq \|P\| \sup_{-\delta \leq \theta \leq 0} |\phi(\theta)|^2 + \delta \\
\leq -V(p(0), 0) \\
\leq \int_0^{t_f} J(s) \, ds.
\]

Thus, there exists a positive scalar \( \kappa < 1 \) such that
\[
\int_0^{t_f} J(s) \, ds \geq \delta + \kappa p^T(t) P p(t) + (1 - \kappa) \times p^T(t - \lambda(t)) P p(t - \lambda(t)). \tag{45}
\]

By the relationship of output \( z(t) \) with (38):
\[
z^T(t) F_4 z(t) \\
= - \left[ \begin{array}{c} p(t) \\
\kappa P - D_1^T F_4 D_1 \\
D_2^T F_4 D_2 \\
-1 \end{array} \right] \times \left[ \begin{array}{c} p(t) \\
|\phi(\theta)|^2 + \delta \\
-1 \end{array} \right] \\
+ (1 - \kappa)p^T(t - \lambda(t)) P p(t - \lambda(t)). \tag{46}
\]

So, it is clear that for any \( t \) satisfying \( 0 \leq t \leq t_f \)
\[
\int_0^{t_f} J(s) \, ds \geq z^T(t) F_4 z(t) + \delta. \tag{47}
\]

Taking the supremum over \( t \) in inequalities (41) and (47), the system (12) is extended dissipative. This completes the proof.

IV. NUMERICAL EXAMPLES.

In this section, we provide three examples to illustrate the effectiveness of the results obtained above and applicability of the designed reliable pinning sampled-data controller in the previous section. Now, consider the FPS problem of the following network consisting of two-dimensional NNs (1) and two-dimensional isolated nodes of network by the following equation:
\[
\dot{w}(t) = -Cw(t) + A_1 f(w(t)) + A_2 f(w(t - r(t))) \\
+ A_3 \int_{t-d(t)}^t f(w(s)) \, ds, \tag{48}
\]

where \( w(t) = [w_1(t), w_2(t)]^T \in \mathbb{R}^n \) is the state vector of the network and the parameters \( C, A_1, A_2, A_3, r_1, r_2, d \) and the activation functions will be specified in the following two examples.

Example 1. Consider the isolated node of network (48) with the parameters as follows:
\[
C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 1.8 & 10 \\ 0.1 & 1.8 \end{bmatrix}, \quad A_2 = \begin{bmatrix} -1.5 & 0.1 \\ 0.1 & -1.5 \end{bmatrix}, \quad A_3 = \begin{bmatrix} -0.3 & 0.1 \\ 0.1 & -0.2 \end{bmatrix},
\]

\[
f(w_i(t)) = 0.5(|w_i+1| - |w_i-1|), \quad (i = 1, 2), \quad r(t) = 1, \quad d(t) = 0.2. \]

Then, the trajectory of the isolated node (48) with initial conditions \( w_1(\theta) = 0.9, \quad w_2(\theta) = 0.6, \quad \forall \theta \in [-1, 0] \) is shown in Figure 1.
constants $\epsilon_1 = 0.5$, $\epsilon_2 = 0.5$, $\epsilon_3 = 0.8$, $\epsilon_4 = 0.7$, $\epsilon_5 = 0.8$, $\epsilon_6 = 0.6$ the inner-coupling matrices are given by

$$B_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix},$$

$$B_3 = \begin{bmatrix} 0.2 & 0 \\ 0 & 0.2 \end{bmatrix},$$

and the outer-coupling matrices are described by

$$G^{(1)} = \begin{bmatrix} -2 & 1 & 1 \\ 1 & -2 & 1 \\ 1 & 1 & -2 \end{bmatrix},$$

$$G^{(2)} = \begin{bmatrix} -1 & 0 & 1 \\ 1 & -2 & 1 \\ 1 & 0 & -1 \end{bmatrix},$$

$$G^{(3)} = \begin{bmatrix} -1 & 1 & 0 \\ 0 & -1 & 1 \\ 1 & 1 & -2 \end{bmatrix}.$$  

By solving the LMI (16), the gain matrixes can be obtained as

$$K_1 = \begin{bmatrix} -0.0684 & 0 \\ 0 & -0.0684 \end{bmatrix},$$

$$K_2 = \begin{bmatrix} -0.0452 & 0 \\ 0 & -0.0452 \end{bmatrix},$$

$$K_3 = 0.$$ 

Moreover, the chaotic behavior of the network $y_i(t)$ and the isolate node $w_i(t)$, ($i = 1, 2$) with the time-varying scaling function $\alpha(t)$ are shown in Figure 2. Figure 3 shows the state trajectories of the isolated node $\alpha(t)w(t)$ and the network $y_i(t)$, ($i = 1, 2, 3$). Figure 4 shows errors between the states of the isolated node $\alpha(t)w(t)$ and the network $y_i(t)$, where $p_{ij}(t) = y_{ij}(t) - \alpha(t)w_{ij}(t) (i = 1, 2, 3, j = 1, 2)$ without control (6). In order to illustrate the efficiency of our method, we plot errors between the states of the isolated node $\alpha(t)w(t)$ and network $y_i(t)$ with control (6) shows in Figure 5, where $p_{ij}(t) = y_{ij}(t) - \alpha(t)w_{ij}(t) (i = 1, 2, 3, j = 1, 2)$. And Figure 6 shows the control input $u_i(t)$.

**Example 2.** In this example, the extended dissipativity performance of the FPS for delayed NNs (1) with pinning sample-data control is considered, which links all of the famous and important performance such as the $L_2 - L_\infty$, $H_\infty$, passivity, and dissipativity performances. We consider the isolated node of network (48) with the parameters as follows:

$$C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 2 & -0.1 \\ -5 & 3 \end{bmatrix},$$

$$A_2 = \begin{bmatrix} -1.5 & 0.1 \\ -0.2 & -2.5 \end{bmatrix}, \quad A_3 = \begin{bmatrix} -0.3 & 0.1 \\ 0.1 & -0.2 \end{bmatrix},$$

$$f(w_i(t)) = \tanh(w_i(t)), (i = 1, 2), \quad r(t) = 1 \quad \text{and} \quad d(t) = 0.2.$$  

Then, the trajectory of the isolated node (48) with initial conditions $w_1(\theta) = 0.01$, $w_2(\theta) = 0.01$, $\forall \theta \in [-1, 0]$ is shown in Figure 7. As presented in Theorem 2, we consider pinning sample-data control for the FPS of recurrent NNs (1), consisting of fifth linearly coupled identical models (48) with hybrid couplings. Choosing the time-varying scaling function $\alpha(t) = 0.1 + \cos(0.5t)$, the coupling strength $\sigma_1 = \sigma_2 = \sigma_3 = 0.1$, the positive constants $\epsilon_i = 0.5, (i = 1, 2, \ldots, 6)$, $\kappa = 0.5$ and the other parameters are as follows:

$$D_1 = D_2 = E_1 = E_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},$$

$$\omega(t) = \begin{bmatrix} e^{-0.5t} & 0 \\ 0 & e^{-0.2t} \end{bmatrix}.$$  

The inner-coupling matrices are given by

$$B_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix},$$

$$B_3 = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}.$$
The state trajectories of the network $y_i(t), (i = 1, 2, 3)$ and the isolate node $\alpha(t)w(t)$ in Example 1.

The outer-coupling matrices are simple directed NNs as shown in Figure 8 and described by

$$G_1 = \begin{bmatrix} -2 & 0 & 0 & 1 & 1 \\ 1 & -1 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 & 0 \\ 0 & 1 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 & 1 \end{bmatrix} ,$$

$$G_2 = \begin{bmatrix} -1 & 0 & 0 & 1 & 1 \\ 1 & -2 & 0 & 0 & 1 \\ 0 & 1 & -1 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 \\ 0 & 0 & 1 & 1 & -2 \end{bmatrix} .$$

By solving the LMIs (37)-(38), the gain matrixes can be obtained as

$$K_1 = \begin{bmatrix} -0.0346 & 0 \\ 0 & -0.0346 \end{bmatrix} ,$$

$$K_2 = \begin{bmatrix} -0.0090 & 0 \\ 0 & -0.0090 \end{bmatrix} ,$$

$$K_3 = \begin{bmatrix} -0.0366 & 0 \\ 0 & -0.0366 \end{bmatrix} ,$$

$$K_4 = K_5 = 0.$$
Moreover, the chaotic behavior of the network \( y_i(t) \) and the isolate node \( w_i(t) \), \((i = 1, 2)\) with the time-varying scaling function \( \alpha(t) \) are shown in Figure 9. Figure 10 shows the state trajectories of the isolated node \( \alpha(t)w(t) \) and the network \( y_i(t), (i = 1, 2) \). Figure 11 shows errors between the states of the isolated node \( \alpha(t)w(t) \) and the network \( y_i(t), (i = 1, 2, 3) \) without control (6). In order to illustrate the efficiency of our method, we plot errors between the states of the isolate node \( \alpha(t)w(t) \) and the network \( y_i(t), (i = 1, 2, 3) \) with control (6) shows in Figure 12, where \( p_{ij}(t) = y_{ij}(t) - \alpha(t)w_j(t) \) \((i = 1, 2, 3, j = 1, 2)\) is Gaussian noise with mean 0 and variance 1 and the initial condition \( \phi(t) = \begin{bmatrix} -0.2 & 0.2 \end{bmatrix}^T \).

Figure 13 shows the response solution \( p(t) \), where \( \omega(t) \) is Gaussian noise with mean 0 and variance 1 and the initial condition \( \phi(t) = \begin{bmatrix} 0.1 & 0.1 \end{bmatrix}^T \).

**Case 1.** \( L_2 - L_\infty \) performance: By using the LMIs in Theorem 2 and letting \( F_1 = 0, F_2 = 0, F_3 = \gamma^2 I, \) and \( F_4 = I \), the extended dissipativity performance is converted into the \( L_2 - L_\infty \) performance. Figure 15, shows the plot of 
\[
L(t) = \sqrt{\int_0^t \frac{p^T(s)p(s)}{\omega^T(s)\omega(s)} ds},
\]
versus time with the initial condition \( \phi(t) = \begin{bmatrix} 0.1 & 0.1 \end{bmatrix}^T \). Clearly, \( \sup_{0 \leq t \leq t_f} L(t) = 1.2773 \) is less than the prescribed \( L_2 - L_\infty \) performance index 1.5521 in Table 1. The \( L_2 - L_\infty \) performance index \( \gamma \) can be achieved for \( r_1 = 0.5, \) and different \( r_2, \) which are shown in Table 1.

**Case 2.** Passivity performance: By applying the LMIs in Theorem 2 and taking \( F_1 = 0, F_2 = I, F_3 = \gamma I, \) and \( F_4 = 0, \) the extended dissipativity performance degenerates the passivity performance. Figure 15, shows the plot of...
\[ P(t) = \frac{-2 \int_{t_0}^{t} p^T(s) \omega(s) \, ds}{\int_{t_0}^{t} \omega^T(s) \omega(s) \, ds}, \] versus time with the initial condition \( \phi(t) = [0.1 \ 0.1]^T \). Clearly, \( P(t) \) converges to 3.6932, which is less than the prescribed passivity performance index 4.3227 in Table 1. The passivity performance index \( \gamma \) can be gained for \( r_1 = 0.5 \), and various \( r_2 \), which are presented in Table 1.

Case 3. \( H_\infty \) performance: By using the LMIs in Theorem 2 and letting \( F_1 = -I \), \( F_2 = 0 \), \( F_3 = \gamma^2 I \), and \( F_4 = 0 \), the extended dissipativity performance becomes the \( H_\infty \) performance. Figure 16, shows the plot of \[ H(t) = \frac{1}{\int_{t_0}^{t} \omega^T(s) \omega(s) \, ds}, \] versus time with the initial condition \( \phi(t) = [0.1 \ 0.1]^T \). Clearly, \( H(t) \) converges to 0.1998. The maximum allowable values of \( r_2 \) with various \( \gamma \) can be obtained for \( r_1 = 0.5 \), which are depicted in Table 2.

Case 4. Dissipativity performance: By applying the LMIs in Theorem 2 and taking \( F_1 = -I \), \( F_2 = I \), \( F_3 = \mathcal{R} - \gamma I \), \( \mathcal{R} = 8I \), and \( F_4 = 0 \), the extended dissipativity performance determines the dissipativity performance. Figure 16, shows the plot of \[ D(t) = \frac{\int_{t_0}^{t} (-p^T(s) p(s) + 2p^T(s) \omega(s) + \gamma^2 \omega^T(s) \omega(s)) \, ds}{\int_{t_0}^{t} \omega^T(s) \omega(s) \, ds}, \] versus time with the initial condition \( \phi(t) = [0.1 \ 0.1]^T \). Clearly, \( D(t) \) converges to 7.7000. The maximum allowable values of \( r_2 \) with various \( \gamma \) can be achieved for \( r_1 = 0.5 \), which are shown in Table 2.
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**Figure 9.** The chaotic behavior of the network $y_i(t)$ and the isolate node $\alpha(t)w(t)$ in Example 2.

![Figure 10](image2.png)

**Figure 10.** The state trajectories of the network $y_i(t)$, $(i = 1, 2, 3, 4, 5)$ and the isolate node $\alpha(t)w(t)$ in Example 2.

**TABLE 2.** The maximum allowable values of $r_2$ for Case 3. and Case 4. in Example 2 with $r_1 = 0.5$ and various $\gamma$

| Methods       | $\gamma = 1.5$ | $\gamma = 1.6$ | $\gamma = 1.7$ | $\gamma = 1.8$ |
|---------------|----------------|----------------|----------------|----------------|
| $H_\infty$    | 0.8511         | 1.1426         | 1.3005         | 1.4893         |
| Dissipativity | 1.3178         | 1.2951         | 1.2446         | 1.1996         |

V. CONCLUSION

This research carried out dissipative FPS of NNs with mixed time-varying delays and hybrid couplings. First, we gain novel FPS criteria for delayed hybrid coupled using an appropriate Lyapunov–Krasovskii functional (LKF), a refined Wirtinger single and double integral inequality, and new convex combination lemmas. Furthermore, the coupled NNs and isolated systems could be synchronized up to the desired scaling functions by applying the pinning sampled-data control technique. The FPS result is then used to perform an extended dissipativity analysis, including $H_\infty$, $L_2 - L_\infty$, passivity and dissipativity performance, by adjusting parameters in the general index. Eventually, numerical examples are provided to demonstrate the effectiveness of the above theoretical results.
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