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Abstract. We consider model semilinear elliptic equations of the type
\[
\begin{cases}
-\text{div}(A(x)\nabla u) = fu^{-\lambda}, & u > 0 \text{ in } \Omega, \\
u \in H^1_0(\Omega), 
\end{cases}
\]
where \(\Omega\) is a bounded domain in \(\mathbb{R}^N\), \(N \geq 1\), \(A \in L^\infty(\Omega)^{N \times N}\) is a coercive matrix, \(0 < \lambda \leq 1\) and \(f\) is a nonnegative function in \(L^1_{\text{loc}}(\Omega)\), or more generally, nonnegative Radon measure on \(\Omega\). We discuss \(H^1\)-stability of \(u\) under a minimal assumption on \(f\). Additionally, we apply the result to homogenization problems.

1. Introduction and main results

Let \(\Omega\) be a bounded domain in \(\mathbb{R}^N\) \((N \geq 1)\). We consider model elliptic differential equations of the type
\[
\begin{cases}
-\text{div}(A(x)\nabla u) = \sigma u^{-\lambda}, & u > 0 \text{ in } \Omega, \\
u \in H^1_0(\Omega),
\end{cases}
\]
where \(H^1_0(\Omega)\) is the closure of \(C_0^\infty(\Omega)\) with respect to the norm \(\|\nabla \cdot \|_{L^2(\Omega)}\), \(A\) is a coercive matrix-valued function in \(M(\alpha, \beta, \Omega)\) (see Sect. \(4\) for details), \(\lambda\) is a fixed positive constant, and \(\sigma\) is a nonnegative function in \(L^1_{\text{loc}}(\Omega)\), or more generally, nonnegative (locally finite) Radon measure on \(\Omega\).

Elliptic boundary problems of the type (1.1) are said to be singular from the difficulty to control near \(u = 0\). The physical background of the problems lies in heat conduction in conductive materials, binary communication by signals, or the theory of pseudoplastic fluids. Mathematical study involved has been ongoing, especially since the work by Crandall, Rabinowitz and Tartar [10]. For basics of the singular elliptic problems, we refer to [39, 18, 26, 9, 44, 24, 35] and the references therein.

Traditionally, \(\sigma\) was assumed to be a continuous or locally bounded function. In [5], Boccardo and Orsina studied \(L^p\)-integrable \(\sigma\). After their work, singular elliptic problems with measure valued coefficients have been studied extensively (e.g., [25, 35, 16]). Boccardo and Casado-Díaz [4] applied the results to \(H\) (or \(G\))-convergence of elliptic operators. Extension to other types homogenization problems and further developments can be found in [15, 7, 13].

It is a delicate problem whether we may restrict the space for finding solutions to (1.1) to just \(H^1_0(\Omega)\). If \(u\) vanishes rapidly near the boundary, then its Dirichlet
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integral diverges. To avoid this, $\lambda$ and $\sigma$ must satisfy a certain relation. However, if we change the class to find solutions, for example, $H^{1}_{0}(\Omega) \cap C(\Omega)$, the relation between them changes naturally (see, e.g., [31], [22] and the above references). Note that there is no inclusion between $H^{1}_{0}(\Omega)$ and the class of classical solutions $C^{2}(\Omega) \cap C(\Omega)$.

Below, we only consider (finite energy) weak solutions in $H^{1}_{0}(\Omega)$. For simplicity, we assume that $A(x) = I$ and $N \geq 2$ (see [39] for $N = 1$). The first significant result was given by Lazer and McKenna [28]. They proved that if $0 < \sigma \in C^{\alpha}(\Omega)$ and $\partial \Omega$ is sufficiently smooth, then there exists a weak solution to (1.1) if and only if $\lambda < 3$. Zhang and Cheng [44] extended the result to $\sigma(x) : = \text{dist}(x, \partial \Omega) - s$. More generally, Díaz, Hernández and Rakotoson [12] considered

$$\sigma(x) = f(x) \text{dist}(x, \partial \Omega)^{-s}, \quad 0 < c \leq f(x) \in L^{\infty}(\Omega).$$

They proved that Eq. (1.1) has a weak solution if and only if

$$s < \frac{3 - \lambda}{2}.$$  

Meanwhile, Boccardo and Orsina [5] proved that if $0 \leq \sigma \in L^{m}(\Omega)$, $0 < \lambda \leq 1$ and

$$m \geq \left(\frac{2^{*}}{1 - \lambda}\right)^{\prime},$$

then there exists a weak solution to (1.1), where $2^{*}$ is the Sobolev conjugate of 2 (see, (3.3)). When $\lambda > 1$, the corresponding solution may not have finite energy in general. In fact, Sun and Zhang [38] proved that if $0 < \sigma \in L^{1}(\Omega)$ and $\lambda > 1$, then there exists a weak solution to (1.1) if and only if

$$\exists u_{0} \in H^{1}_{0}(\Omega) \text{ s.t. } \int_{\Omega} |u_{0}|^{1-\lambda} \sigma(x) \, dx < \infty.$$  

They also prove that there is no such a function if $\sigma \equiv 1$ and $\lambda \geq 3$. Further information can be found in the paper by Oliva and Petitta [35].

Let us assume that $0 < \lambda < 1$ and $A$ is symmetric. Then, we can consider the functional

$$J(u) = \frac{1}{2} \int_{\Omega} A\nabla u \cdot \nabla u \, dx - \frac{1}{1 - \lambda} \int_{\Omega} u^{1-\lambda}_{+} \, d\sigma.$$  

Since $J$ is convex on $K := \{u \in H^{1}_{0}(\Omega): u \geq 0 \text{ a.e. in } \Omega\}$, if it is bounded from below, we can get a unique minimizer $u$ by using the direct method. The Euler-Lagrange equation of $J$ can not be derived directly because it is not differentiable, but we can show that $u$ is a weak solution to (1.1) by making appropriate approximations (for the precise meaning, see, e.g., [5], Remark 5.4). The remaining problem, the boundedness of $J$, is equivalent to the validity of the $L^{2}(dx) - L^{1-\lambda}(d\sigma)$ trace inequality

$$\|\varphi\|_{L^{1-\lambda}(\Omega; \sigma)} \leq C \|\nabla \varphi\|_{L^{2}(\Omega)}, \quad \forall \varphi \in C_{c}^{\infty}(\Omega).$$

As mentioned in later, (1.2)-(1.3) or (1.4) are sufficient for (1.5), but not necessary. In [22], the author prove that there is a unique weak solution $u$ to (1.1) if and only if (1.5) holds. Note that if (1.5) holds, then $\sigma$ must be absolutely continuous with respect to the variational capacity.

In this paper, we define a distance of measures satisfying (1.5) and discuss continuous dependency of $u$ (Theorem 4.6). Additionally, we apply the result to homogenization problems (Theorem 5.3). In conclusion, we observe that weak solutions to (1.1) are stable for perturbations of $A$ and $\sigma$. These results can be regarded
as refinements of [4, Theorems 2.7 and 3.4]. The novelty of our results is that the class of $\sigma$ has been extended to be necessary and sufficient for the existence of $H^1_0$-weak solutions. We investigate various properties of measures satisfying (1.5) and compare them with concrete examples.

Basically, we do not assume the smoothness of $\partial \Omega$. It will be assumed when we observe specific examples of $\sigma$ satisfying (1.5). For example, bounded Lipschitz domains satisfy the conditions in Example 3.6.

**Organization of the paper.** In Sect. 2, we present auxiliary results from potential theory. In Sect. 3, we investigate some properties of $\sigma$ satisfying (1.5). In Sect. 4, we prove a stability result for weak solutions to the singular elliptic problems. In Sect. 5, we apply the results in Sections 3 and 4 to homogenization problems.
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**Notation.** We use the following notation. Throughout the paper, $\Omega$ is a domain (connected open subset) in $\mathbb{R}^N$.

- $1_E(x) :=$ the indicator function of a set $E$.
- $C_c^\infty(\Omega) :=$ the set of all infinitely-differentiable functions with compact support in $\Omega$.
- $M^+(\Omega) :=$ the set of all nonnegative Radon measures on $\Omega$.
- $L^p(\Omega; \mu) :=$ the $L^p$ space with respect to $\mu \in M^+(\Omega)$.
- $f^+ := \max\{f, 0\}$ and $f^- := \max\{-f, 0\}$.

For simplicity, we denote by $L^p(\Omega; dx)$ as $L^p(\Omega)$, where $dx$ is the Lebesgue measure.

For measures $\mu$ and $\nu$, we denote $\nu \leq \mu$ if $\mu - \nu$ is a nonnegative measure. For a sequence of extended real valued functions $\{f_j\}_{j=1}^\infty$, we denote $f_j \uparrow f$ if $f_{j+1} \geq f_j$ for all $j \geq 1$ and $\lim_{j \to \infty} f_j = f$. The letter $C$ denotes various constants with and without indices.

2. Sobolev spaces, capacity, smooth measures

We first recall some properties of Sobolev spaces from [27, 32, 23]. The Sobolev space $H^1(\Omega)$ is the set of all weakly differentiable functions $u$ such that $\|u\|_{H^1(\Omega)}$ is finite, where

$$\|u\|_{H^1(\Omega)} := \left( \int_\Omega |u|^2 + |\nabla u|^2 \, dx \right)^{1/2}.$$ 

Below, we assume the boundedness of $\Omega$. We denote by $H^1_0(\Omega)$ the closure of $C_c^\infty(\Omega)$ in $H^1(\Omega)$. By the Poincaré inequality, we can take $\|\nabla \cdot \|_{L^2(\Omega)}$ as the norm of $H^1_0(\Omega)$.

For simplicity, we denote by $\langle \cdot, \cdot \rangle$ the inner product of $H^1_0(\Omega)$. Also, we denote by $\langle \cdot, \cdot \rangle$ the duality pairing between $H^{-1}(\Omega)$ and $H^1_0(\Omega)$.

Let $O \subset \mathbb{R}^N$ be open, and let $K \subset O$ be compact. We define the (variational) capacity $\text{cap}(K, O)$ of the condenser $(K, O)$ by

$$\text{cap}(K, O) := \inf \left\{ \|\nabla u\|_{L^2(O)}^2 : u \geq 1 \text{ on } K, \ u \in C_c^\infty(O) \right\}.$$ 

For $E \subset O$, we define

$$\text{cap}(E, O) := \inf_{\substack{E \subset U \subset O \text{ open} \ K \subset U \text{ compact} \atop K \text{ compact}}} \text{cap}(K, O).$$
For $E \subset \mathbb{R}^N$, the *Sobolev capacity* of $E$ is defined by

$$C(E) = \inf_{\mathbb{R}^n} (|u|^2 + |\nabla u|^2) \, dx,$$

where the infimum is taken over all $u \in H^1(\mathbb{R}^N)$ such that $u = 1$ in a neighborhood of $E$. If $\Omega$ is bounded and $E \subset \Omega$, $C(E) = 0$ if and only if $\text{cap}(E, \Omega) = 0$. We say that a property holds *quasieverywhere* (q.e.) if it holds except on a set of capacity zero. An extended real valued function $u$ on $\Omega$ is called *quasicontinuous* if for every $\epsilon > 0$ there exists an open set $E$ such that $C(E) < \epsilon$ and $u|_{\Omega \setminus E}$ is continuous. Below, we denote $\tilde{u}$ by $u$ again for simplicity of notation.

We denote by $M^+_0(\Omega)$ the set of all Radon measures $\sigma$ that are absolutely continuous with respect to the capacity, that is, for any Borel set $E$,

$$\text{cap}(E, \Omega) = 0 \implies \sigma(E) = 0.$$

For simplicity, we use the following notations:

$$H^{-1}(\Omega)^+ := H^{-1}(\Omega) \cap M^+(\Omega),$$

$$M^+_{0, b}(\Omega) := \{\sigma \in M^+_0(\Omega): \sigma(\Omega) < \infty\}.$$

Let us introduce a class of smooth measures with compact support.

**Definition 2.1.** We define a class of smooth measures $S_c(\Omega)$ by

$$S_c(\Omega) := \left\{\sigma \in M^+(\Omega): \sup_{\Omega} G_{\Omega} \sigma < \infty \text{ and supp} \sigma \in \Omega \right\},$$

where $G_{\Omega} \sigma(x) := \int_{\Omega} G_{\Omega}(x, y) \, d\sigma(y)$ and $G_{\Omega}(\cdot, \cdot)$ is the Green function for the Dirichlet Laplace operator.

Note that the Green function $G_{\Omega}$ exists since $\Omega$ is bounded. The definition of $S_c(\Omega)$ is inspired by the theory of Dirichlet forms (see, [14]), but for the sake of later discussion, we assume the compactness of supp $\sigma$ unlike usual. If $\sigma \in S_c(\Omega)$, then the energy of $\sigma$,

$$\int_{\Omega} G_{\Omega} \sigma \, d\sigma$$

is finite. Therefore,

$$S_c(\Omega) \subset H^{-1}(\Omega)^+ \subset M^+_0(\Omega).$$

The following decomposition theorem holds. See, [14, Theorem 2.2.4] or [21, Theorem 3.6].

**Theorem 2.2.** Let $\sigma \in M^+(\Omega)$. Then, $\sigma \in M^+_{0, b}(\Omega)$ if and only if there exists an increasing sequence of compact sets $\{F_k\}_{k=1}^\infty$ such that $\sigma_k := 1_{F_k} \sigma \in S_c(\Omega)$ for all $k \geq 1$ and $\sigma(\Omega \setminus \bigcup_{k=1}^\infty F_k) = 0$.

**Lemma 2.3.** Assume that $\sigma \in S_c(\Omega)$. Then, the embedding

$$H^1_0(\Omega) \hookrightarrow L^2(\Omega; \sigma)$$

is continuous, and the embedding

$$H^1_0(\Omega) \hookrightarrow L^1(\Omega; \sigma)$$  \hspace{1cm} (2.1)

is compact.
Proof. Recall the following Picone-type inequality:

\begin{equation}
\nabla (v^2 u^{-1}) \cdot \nabla u \leq |\nabla v|^2, \quad \forall u, v \in C^1(\Omega), \: v \geq 0, \: u > 0
\end{equation}

(see, e.g., [6]). Setting \( M := \|G\|_{L^\infty(\Omega)} \) and using (2.2), we get

\begin{equation}
\int_{\Omega} \varphi^2 \, d\sigma \leq M \int_{\Omega} \frac{\varphi^2}{G\sigma} \, d\sigma \leq M \int_{\Omega} |\nabla \varphi|^2 \, dx, \quad \forall \varphi \in H^1_0(\Omega).
\end{equation}

Since \( \sigma(\Omega) \) is finite, (2.1) is also valid. The compactness of (2.1) follows from a general result for trace inequalities. Since \( \sigma \) has compact support, we can take \( \eta \in C^\infty_c(\Omega) \) such that \( \eta \equiv 1 \) on \( \text{supp} \sigma \). Therefore,

\begin{align*}
\|u\|_{L^1(\Omega; \sigma)} &= \|\eta u\|_{L^1(\Omega; \sigma)} \\
&\leq (\sigma(\Omega) M)^{\frac{1}{2}} \|\nabla (\eta u)\|_{L^2(\Omega)} \\
&\leq C\|u\|_{H^1(\mathbb{R}^N)}, \quad \forall u \in H^1(\mathbb{R}^N).
\end{align*}

Then, [32], Theorem 11.9.2 yields the desired compactness. \( \square \)

Corollary 2.4. Let \( \sigma \in \mathcal{M}_0^+(\Omega) \). Let \( \{u_j\} \subset H^1_0(\Omega) \), and let \( u \in H^1_0(\Omega) \). Assume that \( u_j \rightharpoonup u \) weakly in \( H^1_0(\Omega) \). Then, there exists a subsequence of \( \{u_j\} \) such that \( u_j \rightarrow u \) \( \sigma \)-a.e. in \( \Omega \).

Proof. Let \( \{F_k\} \) be a sequence of compact sets in Theorem 2.2. By the compact embedding result in Lemma 2.3, we can choose a subsequence of \( \{u_j\} \) such that \( u_j(x) \rightarrow u(x) \) for \( \sigma \)-a.e. \( x \in F_k \). By a diagonalization argument, we can choose a subsequence of \( \{u_j\} \) such that \( u_j(x) \rightarrow u(x) \) for \( \sigma \)-a.e. \( x \in \bigcup_{k=1}^\infty F_k \). This subsequence has the desired property. \( \square \)

3. Energy of measures

In order to control (1.5), we define a distance of measures.

Definition 3.1. Let \( 0 \leq \lambda \leq 1 \). We define a subset \( \mathcal{E}_\lambda(\Omega) \) of \( \mathcal{M}_0^+(\Omega) \) by

\[ \mathcal{E}_\lambda(\Omega) := \{ \sigma \in \mathcal{M}_0^+(\Omega) : \|\sigma\|_\lambda < \infty \} \]

where

\[ \|\sigma\|_\lambda := \sup \left\{ \int_{\Omega} |\varphi|^{1-\lambda} \, d\sigma : \forall \varphi \in H^1_0(\Omega), \|\nabla \varphi\|_{L^2(\Omega)} \leq 1 \right\} \]

for \( 0 \leq \lambda < 1 \), and

\[ \|\sigma\|_1 := \sigma(\Omega). \]

For \( \sigma, \nu \in \mathcal{E}_\lambda(\Omega) \) we define

\[ d_\lambda(\sigma, \nu) := \|\sigma - \nu\|_\lambda, \]

where \( |\sigma - \nu| \) is the total variation of \( \sigma - \nu \).

Clearly, \( \mathcal{E}_0(\Omega) = H^{-1}(\Omega)^+ \) and \( \mathcal{E}_1(\Omega) = \mathcal{M}_0^+(\Omega) \). By Hölder’s inequality,

\begin{equation}
\|\sigma\|_\lambda \leq \|\sigma\|_1^\lambda \|\sigma\|_0^{1-\lambda} = \sigma(\Omega)^\lambda \|\sigma\|_{H^{-1}(\Omega)}^{1-\lambda}.
\end{equation}

In particular,

\[ S_c(\Omega) \subset \mathcal{E}_\lambda(\Omega) \subset \mathcal{M}_0^+(\Omega). \]

By definition and the inequality \( |\sigma - \nu| \leq \sigma + \nu \),

\[ d_\lambda(\sigma, \nu) \leq \|\sigma + \nu\|_\lambda \leq \|\sigma\|_\lambda + \|\nu\|_\lambda, \quad \forall \sigma, \nu \in \mathcal{E}_\lambda. \]
Proposition 3.3. Let $\sigma \in E$.

The second statement follows from Theorem 2.2. $\square$

Set

\[ \sigma \in E \]

precisely, as in [21, Theorem 1.3], the following two-sided estimate holds:

\[ \| \sigma \|_\lambda \leq \left( \int_{\Omega} (G_{\Omega}\sigma)^{\frac{1-\lambda}{2}} d\sigma \right)^{-\frac{1}{2}} \leq \frac{1}{(1 - \lambda^2)^{\frac{1}{2}}} \| \sigma \|_\lambda. \]

This inequality is valid even if $\lambda = 1$ clearly.

Proposition 3.2. Let $\sigma \in E_\lambda(\Omega)$. (i) If $\{f_k\} \subset L^\infty(\Omega; \sigma)$ is a bounded sequence of nonnegative functions, and if $f_k \to f$ $\sigma$-a.e. in $\Omega$, then, $d_\lambda(f\sigma, f_k\sigma) \to 0$. (ii) There exists a sequence $\{\sigma_k\} \subset S_c(\Omega)$ such that $\sigma_k \uparrow \sigma$ and $d_\lambda(\sigma, \sigma_k) \to 0$.

Proof. Set $g_k = |f - f_k|$. By assumption, there is a constant $M$ independent of $k$ such that $g_k(x) \leq M$ for $\sigma$-a.e. $x \in \Omega$. Therefore,

\[ 0 \leq G_\Omega|g_k\sigma(x)| \leq M G_\Omega\sigma(x), \quad \forall x \in \Omega. \]

By [82] and the dominated convergence theorem,

\[ \int_{\Omega} G_\Omega|g_k\sigma|^{\frac{1-\lambda}{2}} g_k \sigma d\sigma \to 0. \]

The second statement follows from Theorem 2.2. $\square$

The following proposition shows that $E_\lambda(\Omega)$ has a rich structure.

Proposition 3.3. Let $0 \leq \lambda \leq 1$. (i) If $\mu \in H^{-1}(\Omega)^+$, then $(G_{\Omega}\mu)^{\frac{1}{2}} \mu \in E_\lambda(\Omega)$. (ii) If $\sigma \in E_\lambda(\Omega) \setminus \{0\}$, then $(G_{\Omega}\sigma)^{\frac{1}{2+\lambda}} \sigma \in H^{-1}(\Omega)^+$.

Proof. Since $\sigma \in M^+_0(\Omega)$, the measures $(G_{\Omega}\mu)^{\frac{1}{2}} \mu$ and $(G_{\Omega}\sigma)^{\frac{1}{2+\lambda}} \sigma$ are well-defined in the sense of integrals of quasicontinuous functions. [11] If $\lambda = 1$, then the statement holds clearly. Assume that $0 \leq \lambda < 1$. By Hölder’s inequality,

\[ \int_{\Omega} |\varphi|^{1-\lambda}(G_{\Omega}\mu)^{\lambda} d\mu \leq \left( \int_{\Omega} G_{\Omega}\mu d\mu \right)^{\frac{\lambda}{2}} \left( \int_{\Omega} |\varphi| d\mu \right)^{1-\lambda} \leq \|\sigma\|_{H^{-1}(\Omega)}^{1+\lambda} \|\nabla \varphi\|_{L^2(\Omega)}^{\frac{1}{2}}, \quad \forall \varphi \in H^1_0(\Omega). \]

(ii) Fix $\varphi \in C_0^{\infty}(\Omega)$ such that $\varphi \geq 0$ in $\Omega$. Let $\{\sigma_k\} \subset S_c(\Omega)$ be a sequence of measures in Theorem 2.2. By [2.23] and [3.2],

\[ \int_{\Omega} \frac{\varphi}{(G_{\Omega}\sigma_k)^{\frac{1}{1+\lambda}}} d\sigma_k \leq \left( \int_{\Omega} (G_{\Omega}\sigma_k)^{\frac{1}{1+\lambda}} d\sigma_k \right)^{\frac{1}{2}} \left( \int_{\Omega} \varphi^2 \frac{d\sigma_k}{G_{\Omega}\sigma_k} \right)^{\frac{1}{2}} \leq \frac{1}{(1 - \lambda^2)^{\frac{1}{2}}} \|\sigma\|^{\frac{1}{1+\lambda}} \left( \int_{\Omega} |\nabla \varphi|^2 d\sigma \right)^{\frac{1}{2}}. \]
Let $0 \leq \delta$ s.t. 

\[
|\nabla| \cdot || \leq |\nabla|.
\]

Then, the assertion follows from the inequality $|\nabla| \cdot || \leq |\nabla|$. 

Finally, we observe examples of functions in $E_\lambda(\Omega)$. For one-dimensional cases, we refer to the paper by Sinnamon and Stepanov [37].

**Example 3.4.** Suppose that $\Omega \subset \mathbb{R}^N$ is bounded. Set

\[2^* := \begin{cases} 
\frac{2N}{N-2} & N \geq 3, \\
\text{any finite constant} & N = 2, \\
\infty & N = 1.
\end{cases}\]

Let $0 \leq f \in L^m(\Omega)$, where $m$ is a constant satisfying $[1.4]$. By Sobolev’s inequality and Hölder’s inequality,

\[
\int_{\Omega} |\varphi|^{1-\lambda} f \, dx \leq C\|f\|_{L^m(\Omega)} \|\varphi\|_{L^{2^*}(\Omega)}^{1-\lambda}
\]

\[
\leq C'\|f\|_{L^m(\Omega)} \|\nabla \varphi\|_{L^2(\Omega)}^{1-\lambda}, \quad \forall \varphi \in H^1_0(\Omega).
\]

Therefore, $\|f\|_{\lambda} \leq C\|f\|_{L^m(\Omega)}$. In particular, if $f_k \to f$ strongly in $L^m(\Omega)$, then $d_\lambda(f, f_k) \to 0$.

**Example 3.5.** Assume that the following Hardy inequality holds:

\[
\int_{\Omega} \frac{\varphi^2}{\delta} \, dx \leq C \int_{\Omega} |\nabla \varphi|^2 \, dx, \quad \forall \varphi \in C_\infty^0(\Omega),
\]

where $\delta(x) := \text{dist}(x, \partial \Omega)$. Then, for any $0 \leq \lambda \leq 1$,

\[
\int_{\Omega} |\varphi|^{1-\lambda} f \, dx \leq \|f\|_{L^{\frac{2}{1-\lambda}}(\Omega)} \|\varphi\|_{L^\frac{2}{\lambda}(\Omega)}^{1-\lambda} \delta^{\lambda-1} \|\nabla \varphi\|_{L^2(\Omega)}^{1-\lambda}, \quad \forall \varphi \in H^1_0(\Omega),
\]

where $w_\lambda := \delta^{\frac{2(1-\lambda)}{1+\lambda}}$. Thus, $\|f\|_{\lambda} \leq C\|f\|_{L^{\frac{2}{1-\lambda}}(\Omega; w_\lambda)}$. We note that there is no inclusion between $L^{\frac{2}{1-\lambda}}(\Omega; w_\lambda)$ and $L^1(\Omega)$ (see, Example 3.6 below).

Lewis [29] and Wannebo [43] proved (3.4) under the capacity density condition

\[
\exists c > 0 \text{ s.t. } \forall x \in \partial \Omega, \forall r > 0, \quad \frac{\text{cap}(B(x, r) \setminus \Omega, B(x, 2r))}{\text{cap}(B(x, r), B(x, 2r))} \geq c.
\]

For further references, we refer to [32, Chapter 15].

**Example 3.6.** Assume (3.4) and that there exists $\vartheta \in (0, 1)$ such that

\[
\int_{\Omega} \delta^{-\vartheta} \, dx < \infty.
\]

Then, $\delta^{-s} \in L^{\frac{2}{1-\lambda}}(\Omega; w_\lambda)$ (and thus $\delta^{-s} \in E_\lambda(\Omega)$) if $0 \leq \lambda \leq 1$ and

\[
\lambda \leq \frac{2 - 2s + \vartheta}{2 - \vartheta}.
\]
Two sufficient conditions for (3.6) can be found in [20]. If \( \Omega \) has interior cone property, then (3.4) holds if and only if \( \vartheta < 1 \). Therefore, \( \delta^{-s} \in \mathcal{E}_s(\Omega) \) if (1.3) holds. In particular, \( \delta^{-1} \) is not integrable, but \( \delta^{-1} \in \mathcal{E}_s(\Omega) \) for any \( 0 \leq \lambda < 1 \). The other condition is more complicated. A bounded domain \( \Omega \) is called John domain if there are \( x_0 \in \Omega \) and \( C_J \geq 1 \) such that each \( x \in \Omega \) can be connected to \( x_0 \) by a rectifiable curve \( \gamma \subset \Omega \) with

\[
I(\gamma(x,z)) \leq C_J \delta(z) \quad \forall z \in \gamma,
\]

where \( \gamma(x,z) \) is the subarc of \( \gamma \) from \( x \) to \( z \) and \( I(\gamma(x,z)) \) is the length of \( \gamma(x,z) \).

Trochenko [10] proved that if \( \Omega \) is a bounded John domain, then (3.6) holds for some \( \vartheta > 0 \). For another more geometric proof, see [11, Lemma 4.4]. In this case, \( \delta^{-\vartheta} \in \mathcal{E}_s(\Omega) \) for all \( 0 \leq \lambda \leq 1 \).

We note that these conditions are independent of (3.5), because (3.5) is a condition for the outside of \( \Omega \).

4. Elliptic equations with singular nonlinearity

Fix constants \( 0 < \alpha \leq \beta < \infty \). We define the set of \( N \times N \)-matrix-valued functions \( M(\alpha, \beta, \Omega) \) by

\[
M(\alpha, \beta, \Omega) := \left\{ A \in L^\infty(\Omega)^{N \times N} : \begin{array}{ll}
A(x)\xi : \xi \geq \alpha|\xi|^2, \\
A^{-1}(x)\xi : \xi \geq \beta^{-1}|\xi|^2,
\end{array} \forall \xi \in \mathbb{R}^N, \text{ a.e. } x \in \Omega \right\}.
\]

If \( A \in M(\alpha, \beta, \Omega) \), then the differential operator

\[
Lu := -\text{div}(A(x)\nabla u)
\]

satisfies

\[
\begin{align}
|\langle Lu, v \rangle| &\leq \beta \|\nabla u\|_{L^2(\Omega)} \|\nabla v\|_{L^2(\Omega)}, \quad \forall u, v \in H^1_0(\Omega), \\
\langle Lu, u \rangle &\geq \alpha \|\nabla u\|^2_{L^2(\Omega)}, \quad \forall u \in H^1_0(\Omega).
\end{align}
\]

By the Lax-Milgram theorem, for any \( f \in H^{-1}(\Omega) \), there exists a unique function \( u \in H^1_0(\Omega) \) satisfying

\[
\langle Lu, \varphi \rangle = \langle f, \varphi \rangle \quad \forall \varphi \in H^1_0(\Omega).
\]

Assume also that \( f \) is a nonnegative distribution. Then, \( u \) is a supersolution to \( Lu = 0 \) in \( \Omega \), and its lsc-regularization

\[
u^*(x) := \lim \inf_{r \to 0} \text{ess inf}_{B(x,r)} u
\]

gives a quasicontinuous representative of \( u \). For details and more information, including De Giorgi-Nash-Moser theory, we refer to [23]. We always use this representative below.

The pointwise estimate for Green functions of divergence form elliptic operators was established in [30] (see also [19] for non-symmetric \( A \)). The following two-sided estimate is one corollary of it.

**Theorem 4.1** ([30 Corollary 7.1]). Let \( A \in M(\alpha, \beta, \Omega) \), and let \( K \) be a compact subset in \( \Omega \). Assume that \( \sigma \) is a nonnegative Radon measure in \( H^{-1}(\Omega) \) such that \( \text{supp} \sigma \subset K \). Let \( U \) be the weak solution to

\[
\begin{cases}
-\text{div}(A(x)\nabla U) = \sigma & \text{in } \Omega, \\
U \in H^1_0(\Omega),
\end{cases}
\]

...
Then
\[ \frac{1}{C} G_{\Omega} \sigma \leq U \leq C G_{\Omega} \sigma, \quad \text{on } K, \]
where \( C \) is a positive constant depending only on \( N, \alpha, \beta, \Omega \) and \( K \).

**Remark 4.2.** Note that the constant \( C \) is depending on \( K \). The boundary behavior of \( U \) is not comparable to \( G_{\Omega} \sigma \) in general (see, e.g., [17, Problem 3.9]). However, if \( \sigma \in S_c \), then \( U \) is bounded on \( \Omega \) from Theorem 4.1 and the complete maximum principle.

We understand Eq. (1.1) by the following weak sense.

**Definition 4.3.** Let \( A \in M(\alpha, \beta, \Omega) \), \( 0 < \lambda \leq 1 \) and \( \sigma \in M_+^0(\Omega) \setminus \{0\} \). We say that a function \( u \in H^1_0(\Omega) \) is a (finite energy) weak solution to (1.1) if \( u > 0 \) in \( \Omega \) and
\[
\int_{\Omega} A \nabla u \cdot \nabla \varphi \, dx = \int_{\Omega} \frac{\varphi}{u^\lambda} \, d\sigma \quad \forall \varphi \in C_c^\infty(\Omega).
\]

**Remark 4.4.** From the structure of the lower order term, we may assume that \( \sigma \) is absolutely continuous with respect to the capacity without loss of generality. For details, see [5, Theorem 3.4] and [35, Remark 2.2].

If there exists a weak solution \( u \) to (1.1), then the embedding \( H^1_0(\Omega) \hookrightarrow L^1(\Omega; \sigma/u^\lambda) \) is continuous. Thus, it follows from the completeness of \( L^1(\Omega; \sigma/u^\lambda) \) that every \( \varphi \in H^1_0(\Omega) \) is integrable with respect to \( \sigma/u^\lambda \). If \( v \) is a weak solution to
\[
\begin{cases}
- \text{div}(A(x) \nabla v) = \nu v^\lambda, & v > 0 \text{ in } \Omega, \\
v \in H^1_0(\Omega),
\end{cases}
\]
and if \( \sigma \leq \nu \), then
\[
\int_{\Omega} A \nabla (u - v) \cdot \nabla (u - v) \, dx = \int_{\Omega} \left( \frac{f}{u^\lambda} - \frac{1}{v^\lambda} \right) (u - v) \, d\nu \leq 0,
\]
where \( f = \frac{d\sigma}{d\nu} \) is the Radon-Nikodým derivative of \( \sigma \) with respect to \( \nu \). By (4.2), \( \nabla (u - v)_+ = 0 \) a.e. in \( \Omega \). Consequently, \( u \leq v \) in \( H^1_0(\Omega) \). In particular, if there exists a weak solution to (1.1), it is unique in \( H^1_0(\Omega) \).

Below, we always assume that \( \sigma \in E_{\lambda}(\Omega) \). This assumption is minimal in the following sense.

**Theorem 4.5.** Let \( A \in M(\alpha, \beta, \Omega) \), and let \( 0 < \lambda \leq 1 \). Then, there exists a unique weak solution \( u \in H^1_0(\Omega) \) to (1.1) if and only if \( \sigma \in E_{\lambda}(\Omega) \setminus \{0\} \). Moreover,
\[
\frac{1}{\beta^{1+\alpha}} \|\sigma\|_{\lambda^{-1}}^{\frac{1}{\lambda}} \leq \|\nabla u\|_{L^2(\Omega)} \leq \frac{1}{\alpha^{1+\alpha}} \|\sigma\|_{\lambda^{-1}}^{\frac{1}{\lambda}}.
\]
Assume also that \( \sigma \in S_c \). Then, \( u \) is bounded in \( \Omega \) and
\[
u u(x) \leq (1 + \lambda) \frac{1}{\lambda} U(x)^{\frac{1}{\lambda}}, \quad \forall x \in \Omega,
\]
where \( U \) is the weak solution to (4.3).

**Proof.** See the proof of [22, Theorem 1.2 and Corollary 6.5].

The following estimate play an essential role in the next section.
Theorem 4.6. Let \( \sigma, \nu \in E_\lambda(\Omega) \setminus \{0\} \). Let \( u \) be the weak solution to (1.1), and let \( v \) be the weak solution to (4.4). Then,

\[
\|\nabla (u - v)\|_{L^2(\Omega)} \leq \frac{1}{\alpha^{1/\lambda}} d_{\lambda}(\sigma, \nu)^{\frac{1}{1+\lambda}}.
\]

Proof. Let \( 0 < \lambda < 1 \). By assumption,

\[
\int_{\Omega} A \nabla u \cdot \nabla(u - v) \, dx = \int_{\Omega} (u - v)_+ \frac{1}{u^\lambda} \, d\sigma - \int_{\Omega} (u - v)_- \frac{1}{u^\lambda} \, d\sigma
\]

and

\[
\int_{\Omega} A \nabla v \cdot \nabla(u - v) \, dx = \int_{\Omega} (u - v)_+ \frac{1}{v^\lambda} \, d\nu - \int_{\Omega} (u - v)_- \frac{1}{v^\lambda} \, d\nu.
\]

If \( u > v \), then \( \frac{1}{u} < \frac{1}{v} \). Thus,

\[
\int_{\Omega} (u - v)_+ \frac{1}{u^\lambda} \, d\sigma - \int_{\Omega} (u - v)_+ \frac{1}{v^\lambda} \, d\nu \leq \int_{\Omega} (u - v)_+ \frac{1}{u^\lambda} \, d(\sigma - \nu)
\]

\[
\leq \int_{\Omega} (u - v)^{1-\lambda}_+ \, d(\sigma - \nu)_+,
\]

where \((\sigma - \nu)_+\) is the positive part of \(\sigma - \nu\). Similarly,

\[
\int_{\Omega} (u - v)_- \frac{1}{u^\lambda} \, d\sigma - \int_{\Omega} (u - v)_- \frac{1}{v^\lambda} \, d\nu \leq \int_{\Omega} (u - v)_-^{1-\lambda} \, d(\nu - \sigma)_+.
\]

Combining the four inequalities and using (4.2), we obtain,

\[
\alpha \int_{\Omega} |\nabla (u - v)|^2 \, dx \leq \int_{\Omega} |u - v|^{1-\lambda} \, d|\sigma - \nu|
\]

\[
\leq |||\sigma - \nu|||_{\lambda} |||\nabla (u - v)|||_{L^2(\Omega)}^{1-\lambda}.
\]

By the inequality \(|\nabla| \leq |\nabla \cdot |\), we arrive at the desired estimate. The same argument is valid even if \( \lambda = 1 \). \( \square \)

5. Homogenization

Let us recall the definition of \( H \)-convergence.

Definition 5.1. Let \( \{A_\varepsilon\} \subset M(\alpha, \beta, \Omega) \), and let \( A_0 \in L^\infty(\Omega)^{N \times N} \). We say that \( A_\varepsilon \) \( H \)-converges to \( A_0 \) \( (A_\varepsilon \rightharpoonup A_0) \) if for every \( f \in H^{-1}(\Omega) \), the sequence \( \{u_\varepsilon\} \) of weak solutions to

\[
\begin{aligned}
- \text{div}(A_\varepsilon(x) \nabla u_\varepsilon) &= f & \text{in } \Omega, \\
u_\varepsilon &\in H_0^1(\Omega),
\end{aligned}
\]

satisfies

\[
u_\varepsilon \rightharpoonup u_0 \text{ weakly in } H_0^1(\Omega),
\]

\[
A_\varepsilon \nabla u_\varepsilon \rightharpoonup A_0 \nabla u_0 \text{ weakly in } L^2(\Omega)^N,
\]

where \( u_0 \) is the weak solution to

\[
\begin{aligned}
- \text{div}(A_0(x) \nabla u_0) &= f & \text{in } \Omega, \\
u_0 &\in H_0^1(\Omega).
\end{aligned}
\]

(5.1)
The concept of $H$-convergence was introduced by Murat and Tartar in the late 1970s (see, e.g., [23, 2]). If $A_{\varepsilon} \rightharpoonup A_0$ a.e. in $\Omega$, then $A_{\varepsilon} \rightharpoonup A_0$. Many nontrivial examples can be found in periodic homogenization (e.g., [3]). If $\{A_{\varepsilon}\} \subset M(\alpha, \beta, \Omega)$ and $A_{\varepsilon} \rightharpoonup A_0$, then $A_0$ belongs to $M(\alpha, \beta, \Omega)$ again.

**Remark 5.2.** Assume that $A_{\varepsilon} \rightharpoonup A_0$ and $f_{\varepsilon} \rightarrow f$ strongly in $H^{-1}(\Omega)$. Let $\{u_{\varepsilon}\}$ be the sequence of weak solutions to

\[
\begin{align*}
-\text{div}(A_{\varepsilon}(x)\nabla u_{\varepsilon}) &= f_{\varepsilon} \quad \text{in } \Omega, \\
u_{\varepsilon} &\in H^1_0(\Omega).
\end{align*}
\]

Then, $u_{\varepsilon} \rightharpoonup u_0$ weakly in $H^1_0(\Omega)$, where $u_0$ is the weak solution to (5.1). The strong convergence of $f_{\varepsilon}$ can not be replaced by the weak convergence generally. Further information can be found in [3, Section 3.1.5].

Our main result is as follows.

**Theorem 5.3.** Let $\{A_{\varepsilon}\} \subset M(\alpha, \beta, \Omega)$, $0 < \lambda \leq 1$ and $\{\sigma_{\varepsilon}\} \subset E_\lambda(\Omega) \setminus \{0\}$. Let $\{u_{\varepsilon}\} \subset H^1_0(\Omega)$ be the sequence of weak solutions to

\[
\begin{align*}
-\text{div}(A_{\varepsilon}(x)\nabla u_{\varepsilon}) &= \frac{\sigma_{\varepsilon}}{u_{\varepsilon}^\lambda}, \quad u_{\varepsilon} > 0 \quad \text{in } \Omega, \\
u_{\varepsilon} &\in H^1_0(\Omega).
\end{align*}
\]

Assume that $A_{\varepsilon} \rightharpoonup A_0$ and that there exists $\sigma \in E_\lambda(\Omega) \setminus \{0\}$ such that $d_\lambda(\sigma, \sigma_{\varepsilon}) \rightarrow 0$. Then, $u_{\varepsilon} \rightharpoonup u_0$ weakly in $H^1_0(\Omega)$, where $u_0$ is the weak solution to

\[
\begin{align*}
-\text{div}(A_0(x)\nabla u_0) &= \frac{\sigma}{u_0^\lambda}, \quad u_0 > 0 \quad \text{in } \Omega, \\
u_0 &\in H^1_0(\Omega).
\end{align*}
\]

Moreover, $\sigma_{\varepsilon}/u_{\varepsilon}^\lambda \rightarrow \sigma/u_0^\lambda$ strongly in $H^{-1}(\Omega)$.

$H$-convergence can be rewritten as $\Gamma$-convergence by defining an appropriate functional, and stability of $\Gamma$-convergence with respect to continuous perturbations is well-known (see, [11, 3]). However, our lower-order term does not admit this framework. Hence, following [4], we reduce the problem and use elliptic regularity.

**Lemma 5.4.** Let $\{A_{\varepsilon}\} \subset M(\alpha, \beta, \Omega)$, $0 < \lambda \leq 1$ and $\sigma \in S_\tau(\Omega) \setminus \{0\}$. Let $\{u_{\varepsilon}\} \subset H^1_0(\Omega)$ be the sequence of weak solutions to

\[
\begin{align*}
-\text{div}(A_{\varepsilon}(x)\nabla u_{\varepsilon}) &= \frac{\sigma}{u_{\varepsilon}^\lambda}, \quad u_{\varepsilon} > 0 \quad \text{in } \Omega, \\
u_{\varepsilon} &\in H^1_0(\Omega).
\end{align*}
\]

Assume also that $A_{\varepsilon} \rightharpoonup A_0$. Then, $u_{\varepsilon} \rightharpoonup u_0$ weakly in $H^1_0(\Omega)$, where $u_0$ is the weak solution to (5.3). Moreover, $\sigma/u_{\varepsilon}^\lambda \rightarrow \sigma/u_0^\lambda$ strongly in $H^{-1}(\Omega)$.

**Proof.** By assumption and Theorem 4.16 $\|\nabla u_{\varepsilon}\|_{L^2(\Omega)}$ is bounded. Denote by $\{u_{\varepsilon}\}$ any subsequence of $\{u_{\varepsilon}\}$ again. By weak compactness and Lemma 2.3 we can choose a subsequence of $\{u_{\varepsilon}\}$ such that $u_{\varepsilon} \rightharpoonup u_0$ weakly in $H^1_0(\Omega)$ and $u_{\varepsilon} \rightarrow u_0$ $\sigma$-a.e. in $\Omega$. Since $\sigma \in S_\tau(\Omega)$, by Theorems 4.1 and 4.5

\[
\|u_{\varepsilon}\|_{L^\infty(\Omega; \sigma)} \leq C\|G_0\sigma\|_{L^\infty(\Omega; \sigma)} (=: M).
\]
Note that the right-hand side is independent of $\varepsilon$. Since
\[-\text{div}(A_\varepsilon(x)\nabla u_\varepsilon) \geq \frac{\sigma}{M_\lambda} > 0 \text{ in } \Omega,\]
using Theorem 4.1, we obtain
\[u_\varepsilon(x) \geq \frac{1}{C}G_\Omega \sigma(x) \geq m, \quad \forall x \in \text{supp} \sigma,\]
where $m$ is a positive constant independent of $\varepsilon$. By the dominated convergence theorem,
\[\frac{1}{u_\varepsilon^\lambda} \rightarrow \frac{1}{u_0^\lambda} \text{ strongly in } L^2(\Omega; \sigma).\]
Meanwhile, by Lemma 2.3 and Hölder’s inequality,
\[\varepsilon \leq \frac{1}{C}G_\Omega \sigma(x) \geq m, \quad \forall x \in \text{supp} \sigma,\]

Thus, $\sigma/u_\varepsilon^\lambda \rightarrow \sigma/u_0^\lambda$ strongly in $H^{-1}(\Omega)$. Since $A_\varepsilon \xrightarrow{H} A_0$, it follows from Remark 5.2 that $u_0$ satisfies (5.3). By the uniqueness of weak solutions, the entire sequence $\{u_\varepsilon\}$ converges to $u_0$ weakly in $H^1_0(\Omega)$. □

**Lemma 5.5.** The results in Lemma 5.4 are still valid for $\sigma \in E_\lambda(\Omega) \setminus \{0\}$.

**Proof.** By Theorem 4.5, $\{u_\varepsilon\}$ is bounded in $H^1_0(\Omega)$. Moreover, there exists a unique weak solution $u_0$ to (5.3). Using Theorem 2.2, we take a sequence $\{\sigma_k\} \subset S_\varepsilon(\Omega) \setminus \{0\}$ such that $\sigma_k \uparrow \sigma$. For $\varepsilon > 0$ and $\varepsilon = 0$, we consider the following approximating problems:

(5.5)
\[
\begin{cases}
-\text{div}(A_\varepsilon(x)\nabla u_\varepsilon^k) = \frac{\sigma_k}{(u_\varepsilon^k)^\lambda}, & u_\varepsilon^k > 0 \text{ in } \Omega, \\
u_\varepsilon^k \in H^1_0(\Omega).
\end{cases}
\]

Fix $\varphi \in H^1_0(\Omega)$. By Theorem 4.6
\[|(u_\varepsilon - u_0, \varphi)| = |(u_\varepsilon - u_\varepsilon^k, \varphi)| + |(u_\varepsilon^k - u_0, \varphi)| + |(u_\varepsilon^k - u_0, \varphi)| \leq \frac{2}{\alpha^\frac{1}{1+\lambda}}d_\lambda(\sigma, \sigma_k)^\frac{1}{1+\lambda} \|\nabla \varphi\|_{L^2(\Omega)} + |(u_\varepsilon^k - u_0, \varphi)|.
\]

By Lemma 5.4, the latter term goes to zero as $\varepsilon \rightarrow 0$. Thus,
\[\limsup_{\varepsilon \rightarrow 0} |(u_\varepsilon - u_0, \varphi)| \leq \frac{2}{\alpha^\frac{1}{1+\lambda}}d_\lambda(\sigma, \sigma_k)^\frac{1}{1+\lambda} \|\nabla \varphi\|_{L^2(\Omega)}.
\]

By Proposition 4.2, the right-hand side goes to zero as $k \rightarrow \infty$. Thus, $u_\varepsilon \rightarrow u_0$ weakly in $H^1_0(\Omega)$. Similarly, by Theorem 4.6 and (1.4),
\[\|\mathcal{L}_\varepsilon u_\varepsilon - \mathcal{L}_0 u_0\|_{H^{-1}(\Omega)} \leq \|\mathcal{L}_\varepsilon u_\varepsilon - \mathcal{L}_\varepsilon u_\varepsilon^k\|_{H^{-1}(\Omega)} + \|\mathcal{L}_\varepsilon u_\varepsilon^k - \mathcal{L}_0 u_0\|_{H^{-1}(\Omega)} \leq \frac{2\beta}{\alpha^\frac{1}{1+\lambda}}d_\lambda(\sigma, \sigma_k)^\frac{1}{1+\lambda} + \|\mathcal{L}_\varepsilon u_\varepsilon^k - \mathcal{L}_0 u_0\|_{H^{-1}(\Omega)}.
\]

By Lemma 5.4,
\[\|\mathcal{L}_\varepsilon u_\varepsilon^k - \mathcal{L}_0 u_0^k\|_{H^{-1}(\Omega)} = \left\|\frac{\sigma_k}{(u_\varepsilon^k)^\lambda} - \frac{\sigma_k}{(u_0^k)^\lambda}\right\|_{H^{-1}(\Omega)} \rightarrow 0 \quad \text{as } \varepsilon \rightarrow 0.
\]
Thus,
\[
\limsup_{\varepsilon \to 0} \|L_\varepsilon u_\varepsilon - L_0 u_0\|_{H^{-1}(\Omega)} \leq \frac{2\beta}{\alpha^{1+\alpha}} d_\lambda(\sigma, \sigma'_\varepsilon)^{\frac{1}{1+\alpha}}.
\]

Taking the limit $k \to \infty$, we find that $L_\varepsilon u_\varepsilon \to L_0 u_0$ strongly in $H^{-1}(\Omega)$. \hfill \square

**Proof of Theorem 5.3.** Let \{\{u_\varepsilon\}\} be the sequence of weak solutions to \eqref{5.6}. Fix $\varphi \in H_0^1(\Omega)$. By Theorem 4.6 and Lemma 5.5,
\[
\|(u_\varepsilon - u_0, \varphi)\| \leq \|(u_\varepsilon - u_\varepsilon, \varphi)\| + \|(u_\varepsilon - u_0, \varphi)\|
\leq \frac{1}{\alpha^{1+\alpha}} d_\lambda(\sigma, \sigma'_\varepsilon)^{\frac{1}{1+\alpha}} \|\nabla \varphi\|_{L^2(\Omega)} + \|(u_\varepsilon - u_0, \varphi)\| \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

Therefore, $u_\varepsilon \rightharpoonup u_0$ weakly in $H_0^1(\Omega)$. Similarly,
\[
\|L_\varepsilon u_\varepsilon - L_0 u_0\|_{H^{-1}(\Omega)} \leq \|L_\varepsilon u_\varepsilon - L_\varepsilon v_\varepsilon\|_{H^{-1}(\Omega)} + \|L_\varepsilon v_\varepsilon - L_0 u_0\|_{H^{-1}(\Omega)}
\leq \frac{\beta}{\alpha^{1+\alpha}} d_\lambda(\sigma, \sigma'_\varepsilon)^{\frac{1}{1+\alpha}} + \|L_\varepsilon v_\varepsilon - L_0 u_0\|_{H^{-1}(\Omega)} \to 0.
\]

This completes the proof. \hfill \square

**Remark 5.6.** If $A_\varepsilon \to A_0$ a.e. in $\Omega$, then Theorem yields the strong convergence of $u_\varepsilon$ in $H_0^1(\Omega)$ (see, e.g., \cite[Theorem 1.2.20]{2}).
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