The high-redshift star formation history from carbon monoxide intensity maps
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ABSTRACT

We demonstrate how cosmic star-formation history can be measured with one-point statistics of carbon-monoxide intensity maps. Using a P(D) analysis, the luminosity function of CO-emitting sources can be inferred from the measured one-point intensity PDF. The star-formation rate density (SFRD) can then be obtained, at several redshifts, from the CO luminosity density. We study the effects of instrumental noise, line foregrounds, and target redshift, and obtain constraints on the CO luminosity density of order 10%. We show that the SFRD uncertainty is dominated by that of the model connecting CO luminosity and star formation. For pessimistic estimates of this model uncertainty, we obtain an error of order 50% on SFRD for surveys targeting redshifts between 2 and 7 with reasonable noise and foregrounds included. However, comparisons between intensity maps and galaxies could substantially reduce this model uncertainty. In this case our constraints on SFRD at these redshifts improve to roughly 5–10%, which is highly competitive with current measurements.
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1 INTRODUCTION

In recent years, our understanding of the high-redshift universe has dramatically improved thanks to a variety of multiwavelength galaxy surveys. In particular, we have a much improved understanding of the history of star formation even in distant galaxies, indicating that the cosmic star formation rate density (SFRD) increases up to a maximum around \( z \sim 2 - 3 \) before declining until the present day (Madau & Dickinson (2014) and references therein). However, most of our knowledge of very high redshifts comes from a relatively small population of the brightest galaxies.

In this Letter we will discuss intensity mapping, a new means to study the distribution and properties of high-redshift galaxies. We will show how it is possible to obtain strong constraints on SFRD using this intensity mapping technique, in principle as strong as \( \sim 10\% \) for near future surveys targeting \( z = 2.6 \). This constraint does not diminish significantly at higher redshifts, which suggests that intensity mapping may be a powerful tool for constraining the high-redshift SFRD.

Instead of observing the emission of single galaxies, intensity mapping involves measuring how the intensity of a single spectral line varies on relatively large scales. With a beam much larger than a typical galaxy, an intensity mapping experiment measures the aggregate emission from a large number of galaxies, requiring neither the high sensitivity or high resolution of a traditional galaxy survey.

Intensity mapping is commonly discussed using the 21 cm neutral hydrogen line, specifically targeted at the epoch of reionization (Madau et al. 1997). However in recent years observers have contemplated using other lines. Proposed lines include CII (Gong et al. 2012; Silva et al. 2014) and Ly\( \alpha \) (Pullen et al. 2014; Gong et al. 2014), but we will consider here the 115 GHz CO(1-0) rotational transition. CO is a commonly-observed molecule in nearby galaxies as it provides an excellent tracer of molecular gas, which in turn traces star formation activity (Bolatto et al. 2013). In an intensity mapping experiment, CO could be used to measure star formation in high-redshift galaxies, without being restricted to the brightest sources. At least one such experiment, the Carbon Monoxide Mapping Array Pathfinder, is currently in the planning stages (Li et al. 2015).

The typical statistic used to study an intensity map is the power spectrum \( P(k) \), which can be written as

\[
P_{\mathrm{CO}}(k, z) = \langle T_{\mathrm{CO}} \rangle^2 (z) P_{\mathrm{gal}}(k, z) + P_{\mathrm{shot}}(z),
\]

where \( \langle T_{\mathrm{CO}} \rangle \) is the sky-averaged brightness temperature, \( P_{\mathrm{gal}} \) is the galaxy power spectrum, and \( P_{\mathrm{shot}} \) is scale-independent shot noise due to the discreteness of the CO sources. Both \( \langle T_{\mathrm{CO}} \rangle \) and \( P_{\mathrm{shot}} \) depend sensitively on the properties of the galaxy population, but both depend only on integrals over the CO luminosity function, which limits their ability to constrain its shape. On top of that, \( \langle T_{\mathrm{CO}} \rangle \) is degenerate with the galaxy bias and the matter growth function, and \( P_{\mathrm{shot}} \) may be degenerate with shot noise contributions from foreground lines such as HCN(1-0) (Breysse et al. 2015).

As the CO luminosity and star formation rate (SFR) of a galaxy may be related nonlinearly, these integral constraints are suboptimal for constraining SFRD. What we
would like is a full measurement of the CO luminosity function, which would allow us to make much better SFR estimates. For this, we turn to the one-point statistics of the map. Specifically, we use a technique known as P(D) analysis, first proposed by Scheuer (1957). P(D) analysis is a method for obtaining source number counts in a confusion-limited survey. Some recent examples of its use include studies of the cosmic infrared background (Glenn et al. 2010) and gamma-ray emission from our Galaxy (Lee et al. 2009, 2015). Below we will demonstrate how this technique can relate the one-point PDF of an intensity map to the underlying luminosity function and illustrate its potential for constraining high-redshift star formation.

2 P(D) ANALYSIS

The one-point PDF of a CO intensity map depends both on the CO luminosity function and the clustering properties of the galaxy population. These quantities are related by

\[ P(T) = \sum_{N=0}^{\infty} \mathcal{P}(N) P_N(T), \]

(2)

where \( P(T) \) is the probability of observing a pixel with brightness temperature \( T \), \( P_N(T) \) is the probability of observing intensity \( T \) in a pixel containing \( N \) sources, and \( \mathcal{P}(N) \) is the probability that a given pixel contains \( N \) sources (Lee et al. 2009). The PDF for a pixel containing zero sources is a delta function, and the PDF for a pixel with a single source can be determined from the luminosity function. For higher values of \( N \), \( P_N(T) \) can be determined through a series of convolutions:

\[ P_N(T) = \int_0^\infty P_{N-1}(T-T_1)P_1(T_1)dT_1. \]

(3)

We then need a model for the luminosity function. We follow Breysse et al. (2015) and assume that the CO luminosity \( L \) of a halo is related to its mass \( M \) by a power law, \( L = A M^\beta \), where \( A_{CO} = 2 \times 10^{-6} \) and \( b_{CO} = 1 \), and luminosity and mass are in Solar units. We consider only halos more massive than \( M_{\text{min}} = 10^9 \) Solar masses, and assume that only a fraction \( f_{\text{duty}} = t_{\text{age}}/(10^8 \text{ yr}) \) of them are emitting CO at any given time, where \( t_{\text{age}} \) is the age of the universe in years. The number density of halos with a given mass is then determined by a mass function \( dn/dM \) (Tinker et al. 2008). If \( \bar{n} \) is the mean number density of halos with masses greater than \( M_{\text{min}} \), calculated by integrating this mass function, then we can write \( P_1(L) = (1/\bar{n})dn/dM \). We can then convert this to \( P_1(L) \) using our mass-luminosity relation, and from there to a brightness temperature (Lizs et al. 2011).

If we assume that the sources are unclustered, then the probability \( \mathcal{P}(N) \) is a Poisson distribution with mean \( \mu = \bar{n}V_{\text{pix}} \) for pixels with volume \( V_{\text{pix}} \). However, the source clustering will alter the shape of this distribution (Barcons 1992). A perfect understanding of the clustering would require knowledge of the full multi-point statistics of the source population. However we can obtain a reasonable estimate of the clustering by assuming the sources are distributed log-normally (Coles & Jones 1991). For this work, we follow the assumptions made in Breysse et al. (2015) and assume that the number of sources \( N \) in a pixel is determined by drawing from a Poisson distribution \( P_{\text{poiss}}(N; \mu') \) with mean \( \mu' \) which is in turn drawn from a log-normal distribution \( P_{LN}(\mu') \). We then have

\[ \mathcal{P}(N) = \int_0^\infty P_{LN}(\mu')P_{\text{poiss}}(N; \mu')d\mu', \]

(4)

where

\[ P_{LN}(\mu) = \frac{1}{\mu \sqrt{2\pi \sigma^2_2}} e^{-[(\ln(\mu/\bar{n})+\sigma_2^2/2)]^2/2\sigma_2^2}, \]

and \( \sigma_2^2 \) is the variance parameter from Equation (3.6) of Breysse et al. (2015), which depends on the chosen form of the power spectrum (however it is of order unity and has a small impact on the final form of \( P(T) \)).

It should be noted that the proof-of-concept model considered here is simplified in several respects for ease of computation. For example, the duty cycle \( f_{\text{duty}} \), we use here is independent of halo mass, and we have a hard cutoff on SFR below \( M_{\text{min}} \). A more physical treatment would be to use a duty cycle that varies smoothly with mass and goes to zero at low masses (see for example Jaacks et al. (2012)). In addition, a realistic CO luminosity function likely has a “knee” at a fainter luminosity than our model predicts (Obruchkow et al. 2009), meaning that our calculation may over-predict the number counts of the brightest sources. It may be preferable to use a luminosity function model with more than two parameters which can accurately capture this “knee”, such as a Schechter function. We leave exploration of these issues and their effects on our results to future work (Breysse et al., in preparation).

With Equations (1-3) we can calculate the one-point PDF of a CO intensity map. However, a real map will include contributions from instrumental noise as well as foreground emission. For this Letter we ignore the effects of continuum foregrounds such as dust and synchrotron emission, but we do consider foregrounds with line spectra (Breysse et al. 2015), as well as instrumental noise. Specifically, we consider contamination from the 88 GHz HCN(1-0) line, which we model in the same way as CO, with \( A_{HCN} = 1.7 \times 10^{-15} \) and \( b_{HCN} = 5/3 \) (estimated based on Gao & Solomon (2004)). We assume the instrumental noise has a Gaussian PDF with zero mean and variance \( \sigma_N \). These contaminants can be added to the PDF by convolving \( P(T) \) for the original map with that of the contaminant.

We base our model survey on the “Full” CO mapping experiment described in Table 2 of Li et al. (2015). This experiment surveys 6.25 square degrees between \( z = 2.4 \) and 2.8, with \( \sigma_N = 5.8 \mu K \). For simplicity, we assume that neither the signal nor the foregrounds evolve significantly across the observed frequency range. We use information from all of the frequency channels to study the CO properties averaged over the full survey volume.

Figure 1 shows the predicted one-point PDFs for the CO signal and the two contaminants. We use 50 logarithmically spaced bins between \( T = 2 \) and 1000 \( \mu K \), neglecting intensities outside of this range. The number of pixels within each bin is computed by integrating \( P(T) \) over the width of each bin. Below \( T \sim 1 \mu K \), unphysical “ringing” effects come into the PDF due to the hard cutoff at \( M_{\text{min}} \). Since this regime would be noise dominated in a realistic experiment, the effect on the CO constraints should be small.

3 CO LUMINOSITY CONSTRAINTS

In order to determine the constraining power of such an experiment, we perform a Fisher analysis on our calculated \( P(T) \) curves. We calculate the Fisher matrix

\[ F_{ij} = \sum_{k=1}^{N_{\text{bin}}} \frac{\partial N_k}{\partial X_i} \frac{\partial N_k}{\partial X_j}, \]

(6)

where \( N_k \) is the predicted number of pixels in bin \( k \) and \( X_i = (A_{CO}, b_{CO}, A_{HCN}, b_{HCN}) \) are the four parameters.
we fit for. Note that we have assumed that the instrumental noise is well understood a priori. The derivatives in the Fisher calculation are evaluated at the maximum fiducial parameter values given above. We have assumed Poisson uncertainties on the number of pixels in each bin, so the error on \( N_k \) is \( \sqrt{N_k} \).

We can invert the Fisher matrix to obtain the covariance matrix, and marginalize over the foreground parameters to plot confidence regions for our CO parameters. Figure 2 shows the 95% confidence ellipses for a map containing just CO, as well as for maps contaminated by HCN and instrumental noise. With no foregrounds, the parameters \( A_{CO} \) and \( b_{CO} \) are fairly degenerate, since to linear order increasing one of the other simply makes every halo brighter. Even with both foregrounds and noise included, the uncertainties are around the ~ 20% level in \( A_{CO} \) and the ~ 1% level in \( b_{CO} \), so relying on one-point statistics, these intensity maps can provide excellent constraints on the CO luminosity function. For comparison, Breysse et al. (2014) estimated an uncertainty on \( A_{CO} \) of roughly an order of magnitude.

Now that we have constraints on \( A \) and \( b \), we can calculate constraints on other astrophysically interesting quantities, such as \( T_{(CO)} \), which in addition to being a useful astrophysical quantity in its own right, is important for understanding the power spectrum of an intensity map. The mean volume emissivity of CO emitters is simply

\[
j_{CO} = A_{CO} \int_{\text{min}}^{\infty} N_{\text{CO}} dV dM , \tag{7}
\]

which can then be easily converted to brightness temperature (Lidz et al. 2011).

4 STAR FORMATION CONSTRAINTS

The focus of this Letter is on high-redshift star formation, so we will now demonstrate how the P(D) analysis described above allows us to constrain SFRD from the CO luminosity function. Our mass-luminosity parameters \( A \) and \( b \) in Breysse et al. (2015) were originally derived from a set of empirical scaling relations discussed in Pullen et al. (2013) and Lidz et al. (2011). The CO and FIR luminosities of a galaxy have a well-known correlation which we write as

\[
\frac{L_{\text{FIR}}}{L_{\text{CO}}} = C_{\text{FIR}} \left( \frac{L_{\text{CO}}}{K \text{ km s}^{-1} \text{ pc}^2} \right)^{X_{\text{FIR}}} , \tag{8}
\]

where \( C_{\text{FIR}} \) and \( X_{\text{FIR}} \) are constants and \( L_{\text{CO}}/L_{\text{CO}} = 4.6 \times 10^{-5} (L_{\text{CO}}/K \text{ km s}^{-1} \text{ pc}^2) \) (Wang et al. 2010; Carilli & Walter 2013). The FIR luminosity of a galaxy can then be related to its SFR through the Kennicutt relation

\[
\frac{SFR}{M_\odot/yr} = C_{\text{SFR}} \frac{L_{\text{FIR}}}{L_{\text{CO}}} , \tag{9}
\]

for some constant \( C_{\text{SFR}} \) (Kennicutt 1998). The values for the above constants\(^1\) used in Breysse et al. (2015) are \( C_{\text{FIR}} = 1.35 \times 10^{-5} \), \( X_{\text{FIR}} = 5/3 \), and \( C_{\text{SFR}} = 1.5 \times 10^{-10} \). Pullen et al. (2013) stated that the weakest part of this process is the relation between SFR and halo mass; here we assume they are related by a power law and use the above relations to write it in terms of \( A \) and \( b \):

\[
\text{SFR}(M) = 9.8 \times 10^{-18} \left( \frac{A_{CO}}{2 \times 10^{-8}} \right)^{3} M_\odot \text{yr}^{-1} . \tag{10}
\]

We can then integrate this over the mass function to obtain the mean SFRD \( \psi \) in our survey, which turns out to be 0.12 \( M_\odot/yr/Mpc^3 \) for our fiducial model.

Constraints on our original parameters \( X \), are straightforward to convert to constraints on other parameters \( Y \). We simply need to multiply the Fisher matrix calculated in Equation (6) on both sides by the Jacobian matrix \( J_{ij} = \partial X_i/\partial Y_j \). If \( Y = (T_{CO}, \psi) \), we get the confidence regions plotted in Figure 3. The uncertainty on SFRD with noise and foregrounds included is on the order of ~ 10%. It should be noted that this is an optimistic calculation. When converting our Fisher matrix to SFRD and \( T_{CO} \), we assumed that the scaling relations used to connect \( L_{CO} \) to SFR are well constrained. In practice, the uncertainties in these relations will reduce the constraining power of such a measurement. More galaxy observations will be required to reach the constraints shown here. However, it is clear from these calculations that the potential of a CO intensity mapping experiment to constrain SFRD is quite high.

Up until now we have been considering a survey centered at \( z = 2.6 \). It is interesting to consider how the SFRD constraint varies with redshift, especially as the reliability of other methods diminishes with redshift. Figures 4 and 5 illustrate this redshift dependence. For this calculation, we hold all of the instrumental parameters constant except the central observing frequency. Figure 4 shows the fractional uncertainty in SFRD as a function of redshift. Figure 5 places the result with noise and foregrounds in context with results from the far ultraviolet (FUV) observations described in Madau & Dickinson (2014) and gamma-ray burst (GRB) observations described in Kistler et al. (2009). For Figure 5, we use a somewhat different form for \( \psi(z) \) than

\(^1\) In the notation of Li et al. (2015), \( \alpha = X_{\text{FIR}}, \beta = \log(C_{\text{FIR}}) \), and \( \delta_{\text{MF}} = 10^{10} C_{\text{SFR}} \).
we have used thus far. Our modeling, which is quite simplistic and only intended to serve as a proof-of-concept, gives a form for \( \psi(z) \) (dotted black line) which differs from the Madau & Dickinson (2014) fit (solid black line). To facilitate comparison with the data (grey points), the blue curves in Figure 5 show the 1-\( \sigma \) uncertainty on SFRD calculated assuming the Madau & Dickinson (2014) form for \( \psi(z) \).

As mentioned above, there is theoretical uncertainty regarding the relations in Equations (8) and (9). The magenta curves in Figures 4 and 5 show the effect of taking it into account. The dashed magenta curves in both figures assume a 10% uncertainty on \( C_{\text{FIR}} \) and \( C_{\text{SFR}} \). Current results such as Carilli & Walter (2013) tend to give a constraint on \( X_{\text{FIR}} \) which is roughly an order of magnitude better than the constraint on \( C_{\text{FIR}} \), similar to how in Figure 2 we obtain a much better fractional constraint on \( \sigma_{\text{CO}} \) than \( A_{\text{CO}} \). These curves therefore assume a 1% uncertainty on \( X_{\text{FIR}} \). These constraints are somewhat better than current values, but they are likely pessimistic compared to what will be available once intensity mapping data are available. If there are resolved CO emitters in the same volume, one could calibrate the CO-SFR relation and dramatically reduce this uncertainty. The solid magenta curve in Figure 4 shows a more optimistic scenario where the errors on \( C_{\text{FIR}} \) and \( C_{\text{SFR}} \) are 1% and the that on \( X_{\text{FIR}} \) is 0.1%.

In order to test the model dependence of our results, we consider two aspects of more sophisticated CO emission models which have been neglected thus far in our deliberately simplified analysis. First, results such as those of Obruchekow et al. (2009) show that the CO luminosity function cuts off considerably earlier than the halo mass function. In Li et al. (2015), this effect comes into play because the \( L_{\text{CO}}(M) \) relation turns over at a certain mass. We take this into account by adding an exponential cutoff to our \( L(M) \) at a halo mass of \( M_* = 2 \times 10^{12} \) solar masses, approximately where the Li et al. (2015) turnover appears. Secondly, semianalytic models such the one presented in Lagos et al. (2012) and Popping et al. (2014) show that the CO luminosity of a galaxy depends on many parameters besides its mass. Again following Li et al. (2015), we add lognormal scatter with \( \sigma = 0.3 \) dex to our \( L(M) \) model to account for this, preserving some mass dependence while allowing for fluctuations of other galaxy properties.

The dotted curves in Figure 4 show the effects of these changes for the cases with and without instrumental noise. We can see that increasing the model complexity and suppressing the bright end of the PDF has relatively little effect at low redshifts but noticeably worsens the constraints on SFR at high redshift, up to roughly a factor of 5 worse at \( z = 7 \). However, even at these high redshifts the overall uncertainty would still be dominated by the error on the CO-SFR conversion seen in the magenta curves.

5 CONCLUSIONS

From the above results we can get a good sense of the potential of this technique for constraining SFRD. In an ideal world with no foregrounds, noise, or modeling uncertainty, this 6.25 deg\(^2\) survey could constrain SFRD to \( \sim 1\% \) at \( z \sim 3 \). This scenario is obviously unrealistic, but we could reduce the modeling uncertainty with more observations and reduce the noise with more sensitive instruments. It may be possible to reduce the foreground contamination as well. The masking procedure described in Breysse et al. (2015) will have little effect on the one-point statistics since it would simply involve ignoring all pixels greater than some
$T_{\text{max}}$. However, as described for Lyα intensity mapping in Gong et al. (2014), it may be possible to reduce the foreground levels by using other data from the same area of the sky.

Counterintuitively, the constraint on SFRD in Figure 4 seems to improve with redshift when foregrounds and noise are neglected. This is because at higher redshifts, the same survey parameters correspond to a larger volume of space, which will include more sources. In our simple model, $A_{\text{CO}}$ and $b_{\text{CO}}$ do not evolve with redshift, so the only effect of moving to more distant sources comes from the evolution of the mass function. Eventually there will be few enough sources above $M_{\text{min}}$ that the constraint will worsen, but for our redshift range the volume increase outweighs this effect. When noise is included, the volume effect dominates at low redshift, but the amplitude of the noise relative to $\langle T_{\text{CO}} \rangle$ takes over at $z \sim 5$ or so. With foregrounds, the relative amplitude of CO and HCN decreases with redshift, starting to dominate over volume effects at around $z \sim 6$. The model uncertainties as we have considered them here are nearly redshift independent, so the constraint with these included depends weakly on redshift.

As seen in the dotted curves in Figure 4, our constraints do not change drastically when we consider a more sophisticated model. The model used for the dotted curves contains significant scatter around the mean $L(M)$ relation and adds a sharp cutoff to the luminosity of high mass halos, yet the change in fractional uncertainty on SFR is only order unity. Though even this more intricate model is still simpler than that of Li et al. (2015) or state of the art semianalytic models, our qualitative conclusions should still hold. We leave a detailed quantitative prediction for future work.

Currently there is substantial disagreement between high redshift SFRD’s measured using different methods, as illustrated by the roughly order-of-magnitude disagreement between the FUV and GRB data plotted in Figure 5. (Kistler et al. 2009) found that this discrepancy can be explained if the FUV analysis underpredicts the quantity of low-luminosity galaxies. Since intensity mapping is far more sensitive to the fainter population than other methods it could provide a powerful means to resolve this discrepancy.

An effect we have not taken into account here is contamination from continuum foregrounds. Though in principle these should be easy to clean out, it is unclear what form the residual contamination would take and how it would alter our results. Another effect worth considering is the dependence of these results on the beam size. It seems plausible that it would be easier to constrain the shape of the CO luminosity function with a smaller beam, since there would be fewer pixels with multiple galaxies. We leave consideration of both of these effects for future work.

It may also be possible to constrain other quantities related to star formation with these intensity maps besides global SFRD. For example, because the convolutions in Equation (3) depend on the full range of possible luminosities, the one-point PDF at all intensities depends on the chosen value of $M_{\text{min}}$. Thus, even though the faintest pixels will be noise-dominated, it could be possible to determine $M_{\text{min}}$ from our PDF. Another common unknown for high-redshift galaxies is what is the relative contribution to the overall intensity of high-mass vs. low-mass galaxies. This question is hard to answer with galaxy surveys, but it should be more tractable with intensity mapping. The methods described in this Letter should be readily applicable to these and many other problems of high-redshift star formation.

From Figure 5, it is clear that CO intensity mapping has great potential for constraining the high-redshift SFRD. Though we are currently limited by modeling uncertainty, this should improve with better models and more observations. The potential bound shown by the blue curves, though idealized, is remarkably strong despite using only a small survey area. In addition, the results shown above do not include any additional constraints from the two-point statistics of a map. Though they neglect all possible line foregrounds, Li et al. (2015) show that strong constraints on the CO luminosity function can be obtained from the power spectrum alone. Combining intensity mapping with existing multwavelength galaxy surveys should further improve the constraints. More work is necessary before CO intensity mapping can be used to accurately determine SFRs, but these results clearly demonstrate the value of this effort.
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