Many-body localized to ergodic transitions in a system with correlated disorder
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We study the transition from a many-body localized phase to an ergodic phase in spin chain with correlated random magnetic fields. Using multiple statistical measures like gap statistics and extremal entanglement spectrum distributions, we find the phase diagram in the disorder-correlation plane, where the transition happens at progressively larger values of the correlation with increasing values of disorder. We then show that one can use the average of sample variance of magnetic fields as a single parameter which encodes the effects of the correlated disorder. The distributions and averages of various statistics collapse into a single curve as a function of this parameter. This also allows us to analytically calculate the phase diagram in the disorder-correlation plane.

Introduction: Strongly disordered interacting systems in one dimension exhibit the phenomenon of many-body localization (MBL), characterized by absence of transport and breakdown of standard equilibrium statistical mechanics. This has now been established both theoretically and through experiments on ultra-cold atomic systems. The energy eigenstates of these systems (at finite energy density) exhibit low entanglement entropy, violate the eigenstate thermalization hypothesis (ETH) and show characteristic bimodal distribution of entanglement eigenvalues. They also show characteristic features in the distribution of the lowest entanglement spectra. These features clearly distinguish the MBL phase from the standard ergodic phase, which follow ETH, have large entanglement entropy, and show unimodal distribution of entanglement eigenvalues. By increasing the fluctuations of the random couplings, which are the microscopic manifestation of disorder, one can tune a system from the ergodic phase to the MBL phase. This is known as the MBL-ergodic phase transition.

The theoretical models of MBL have mostly used local Hamiltonians with random short-range couplings. These couplings are drawn independently from a distribution, leading to models with uncorrelated disorder. However, in a real experimental system, one would expect the random couplings to be correlated; e.g. in a solid state system with impurities, the disorder potential will decay with distance, leading to correlated disorder. For non-interacting systems, correlation in disorder is known to change the phenomenology of Anderson localization, with mobility edges appearing in systems that are completely localized in absence of correlations.

In this Letter, we explore the MBL-ergodic transition in a disordered spin chain in presence of correlated disorder in magnetic fields. We first construct a model of correlated disorder, where one can tune the overall scale of fluctuations and correlations in the disorder independently. This allows us to consider different scenarios ranging from weak to strong disorder with negligible to large correlations and tune between these limits using only two parameters. We track the MBL-ergodic transition in the fluctuation-correlation plane using several statistics from average value of the ratio of successive level spacings of the eigenstates to the distribution of the lowest few entanglement spectra of the eigenstates and find the corresponding phase diagram. The ergodic phase exists at all values of correlation at low disorder, while it exists only at very high correlations at strong disorder.

Increasing correlations in our model of disorder leads to less fluctuations between random couplings in a given realization. Using this idea, we define the average of sample variance as a single parameter which controls the phases and phase boundaries of the system. This is corroborated by the collapse of the gap statistics and the lowest entanglement spectrum distributions, obtained at different points in the fluctuation-correlation plane, into a single curve when the data is plotted as a function of the average sample variance. This allows us to analytically determine the phase boundary of the system. We note that the correlated disorder we consider is among the random couplings in real space, which is different from considerations of correlated randomness in Fock space. In fact, while correlated disorder in Fock space is thought to be essential for MBL phases to exist, increasing correlations in our disorder model actually favours the ergodic phase.

The model: We work with the spin-1/2 Heisenberg model on a one-dimensional chain of sites with nearest neighbour antiferromagnetic coupling. The spin-1/2 degrees of freedom also experience a random magnetic field along the z direction at each site, which breaks both translation invariance and the global SU(2) invariance of the underlying Heisenberg Hamiltonian. The Hamiltonian of this disordered model is given by

$$H = J \sum_i \sigma_i^z \sigma_{i+1}^z + \frac{1}{2} \left( \sum_i \sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y \right) - \sum_i h_i \sigma_i^z$$

We set $J = 1$ as a unit of energy. The magnetic fields $h_i$ are random variables drawn from a multivariate Gaussian distribution

$$P(h_1, h_2, \ldots h_L) = \frac{1}{(2\pi)^{L/2} \sqrt{\text{Det} C^{-1}}} e^{-\frac{1}{2} h_i C_{ij}^{-1} h_j}$$

where the covariance matrix $C_{ij} = \langle h_i h_j \rangle$ is given by

$$C_{ij} = \hbar^2 \left[ \delta_{ij} + \alpha (1 - \delta_{ij}) \right] \quad 0 \leq \alpha \leq 1$$
The parameter \( h \) denotes the standard deviation of \( h_i \), while their cross-correlators are given by \( \{ h_i h_j \} = h^2 \alpha \) for \( i \neq j \).

It is evident that \( \alpha = 0 \) corresponds to the case of \( h_i \) being uncorrelated Gaussian random variables, which was studied in Ref. 12. In this case, the system exhibits a MBL to ergodic phase transition at a critical disorder strength \( h_c(0) = 1.6 - 1.8 \), depending on the statistics used to track the transition.

At finite \( \alpha \), the \( h_i \)s are correlated random variables. To see how the distribution changes with \( \alpha \), it is instructive to look at the eigenvectors and eigenvalues of the covariance matrix. The eigenvectors represent the linear combinations of \( h_i \)s which are uncorrelated Gaussian random variables with the variances given by the eigenvalues. For our choice, \( (1, 1, \ldots, 1) \) is an eigenvector with eigenvalue \( h^2 [1 + (L - 1) \alpha] \) and the rest of the degenerate eigenvalues are equal to \( h^2 (1 - \alpha) \) with the eigenvectors lying in a \( L - 1 \) dimensional subspace orthogonal to \( (1, 1, \ldots, 1) \). As \( \alpha \to 1 \), the probability distributions along these orthogonal directions shrink to a delta function, i.e. all the coupling vectors lie along the \( (1, 1, \ldots, 1) \) direction. This is the extremely correlated limit, where the magnetic fields in each realization are exactly same on all lattice sites. The value of this common magnetic field varies from one realization to another.

A schematic representation of how the distribution of the vector of couplings change with \( h \) and \( \alpha \) is shown in Fig. 1 (a) in the \( h - \alpha \) plane (for \( L = 3 \)). Increasing \( h \) at fixed \( \alpha \) broadens the distribution of the length of these vectors while keeping their angular distribution same. Similarly increasing \( \alpha \) while keeping \( h \) fixed causes the angular distribution to narrow around the \( (1, 1, 1) \) direction. In Fig. 1 (b) we plot the unit vectors corresponding to different sample realizations of the coupling vector on a unit sphere for \( \alpha = 0, 0.8, 1.0 \). The change of the angular distribution from an uniform distribution at \( \alpha = 0 \) to a narrow distribution as \( \alpha \to 1 \) is clearly seen here. In Fig 1 (c), we plot the distribution of individual \( h_i \)s obtained from a single sample for a system of size \( L = 2000 \) for the same values of \( \alpha \) as in Fig. 1 (b). We plot two different distributions corresponding to two different samples. When the disorder is uncorrelated (\( \alpha = 0 \)), the distributions overlap, showing that the samples are statistically similar to each other. As \( \alpha \) is increased, the overlap decreases, showing that couplings in a sample are more narrowly distributed than couplings taken from different samples. In the extreme limit of \( \alpha = 1 \), we find that all couplings in a sample are same, but their value varies from one sample to another.

Our correlated disorder model has the simplicity that it can be tuned from uncorrelated to extremely correlated limit using a single parameter. Other models, where the covariance \( C_{ij} \) depends on the separation between \( i \) and \( j \), introduce additional lengthscales in the problem, and tuning them from uncorrelated to extremely correlated limits require going to large system sizes, which are numerically not accessible.

**MBL-ergodic transition with varying \( \alpha \):** We will first consider the fate of this system as \( \alpha \) is tuned from 0 to 1 at a fixed value of \( h \). We will focus our attention on the system at \( h = 4 \), where the uncorrelated system (\( \alpha = 0 \)) is in a many-body localized phase. As we increase \( \alpha \), the system undergoes a phase transition from the MBL to ergodic phase. We numerically diagonalize the Hamiltonian for a large number of disorder realizations and use the eigenvalues \( E_n \) and eigenstate wavefunctions \( \phi_n(i) \) in the middle third of the spectrum to construct several statistics to look at this transition.

---

**FIG. 1.** (a): A schematic showing how the distribution of the random coupling vectors change with \( h \) and \( \alpha \). Few sample vectors are shown for a \( L = 3 \) site system in different regions of the \( h - \alpha \) plane: (i) \( h = 1.5, \alpha = 0.1 \), (ii) \( h = 3.5, \alpha = 0.1 \), (iii) \( h = 1.5, \alpha = 0.99 \) and (iv) \( h = 3.5, \alpha = 0.99 \). As \( h \) increases, the distribution of length of the vectors broadens, while increasing \( \alpha \) narrows their angular distribution. (b): A representation of the unit vectors obtained from the random coupling vectors of the \( L = 3 \) site system for three different values of \( \alpha = 0, 0.8, 1 \) at fixed \( h = 4 \). This clearly shows the evolution of the angular distribution from an uniform distribution on the unit sphere at \( \alpha = 0 \) to a narrowly bunched distribution around the \( (1, 1, 1) \) direction. Note that the angular distribution has finite width at \( \alpha = 1 \) since we are looking at \( L = 3 \). This will approach a delta function as \( L \to \infty \). (c) The distribution of magnetic fields \( h_i \), obtained from a single sample realization, for a system of \( L = 2000 \) sites for \( \alpha = 0, 0.8, 1 \) at fixed \( h = 1 \). The sample distribution narrows to a delta function as \( \alpha \) is increased from 0 to 1, showing that fields at different sites in the system are getting correlated. Distributions obtained from two different samples are plotted in the same graph. At \( \alpha = 0 \) the distributions overlap, while the overlap decreases with increasing \( \alpha \). This shows that at large \( \alpha \) the inter-sample variation of \( h_i \) is much larger than its intra-sample variation.
system sizes, vary over a broad range, similar to the transition point, as measured from crossing of curves for increasing $\alpha$ and see that the system clearly shows a transition from MBL (1 of Dyson distribution for level statistics, and an average value of quantity, both over eigenstates in a disorder realization and deviation of the disorder has been kept fixed at $h_i$ the distributions close to the MBL-ergodic transition. The standard deviation of the disorder is expected to have an average value of $\alpha_i$ 0 $\sigma_i$, while $\lambda_i$ shows a prominent peak at $\alpha_i$ is increased. The location of the transition shows characteristic kink at $\lambda_i = 0$. From the projection of an eigenstate $|\psi_i\rangle$ on a set of complete basis states (say the eigenstates of $\sigma_i^z$, $|\mu\rangle = \otimes_i |\sigma_i^z\rangle$), defines a probability distribution $p_{\mu}^{(n)} = |\langle \psi_i | \mu \rangle|^2$. One can construct the Kullback-Leibler divergences of the probability distributions obtained from successive energy eigenstates, $D_{KL} = \sum_{\mu} p_{\mu}^{(n)} \left( \ln \frac{p_{\mu}^{(n)}}{p_{\mu}^{(1)}} \right)$ to compare how similar the successive eigenstates are. $D_{KL}$, averaged over adjacent pairs of eigenstates, and over disorder realizations, is expected to scale with system size in the MBL phase and should go to a value of 2 in the ergodic phase.\(^15\). In Fig. 2(b) we have plotted $D_{KL}$ as a function of $(1 - \alpha)$ for different system sizes. We notice that $D_{KL}$ reaches a constant value 2 when $\alpha \to 1$ (ergodic limit), and it scales with the system size as $\alpha$ decreases (MBL phase).\(^15\). Note that although $D_{KL}$ distinguishes the MBL phase from the ergodic phase, it is not a good indicator of the MBL-ergodic transition, since the crossover from $D_{KL} \sim L$ to $D_{KL} = 2$ takes place over a wide range of $\alpha$ and is sensitive to the system size.

While the statistics described above show a gradual change from MBL to ergodic behaviour as a function of $\alpha$, sharper distinctions can be drawn from the distribution of entanglement spectra of reduced density matrices constructed from the energy eigenstates of the system.\(^\pm 11,12,27\) To see this, we consider a subsystem of size $L_A$ ($L_A = L/2$ for numerical data presented here). We start with the eigenstate $|\phi_i\rangle$, trace out the degrees of freedom lying outside the subsystem to construct the reduced density matrix $\hat{\rho}_i$. Here we look at the distribution of the lowest two entanglement eigenvalues of $\ln |\hat{\rho}_i|$, $\lambda_i(2)$:

(i) $P_1(\lambda_1)$: The lowest entanglement eigenvalue $\lambda_1$ has a power law distribution in the range 0 to $\ln(2)$, $P_1(\lambda_1) \sim \lambda_1^{-b}$, with the exponent going from positive values in the MBL phase to negative values in the ergodic phase. The distribution shows characteristic kink at $\ln(2)$ in the MBL phase with an exponential decay at large values, while the ergodic phase shows a prominent peak at $\lambda_1 \sim 3.5$. In Fig. 2(c), we plot $P_1(\lambda_1)$ for three values of $\alpha = 0.4, 0.8$, and 0.94 with a fixed $h = 4$. We find that $\alpha = 0.4$ is in the deep MBL phase, while $\alpha = 0.94$ is in the ergodic phase. $\alpha = 0.8$ shows the distribution at a point close to the transition.

(ii) $P_2(\lambda_2)$: The second lowest entanglement eigenvalue $\lambda_2$ is always greater than $\ln(2)$. In the MBL phase the distribution is finite at $\lambda_2 = \ln(2)$, while the ergodic phase shows exponentially small weight at this point. We note that a finite value of $P_2(\lambda_2 = \ln(2))$ corresponds to the exchange of exactly one bit information between the subsystem and its surroundings.\(^22\) In Fig. 2(d), we plot $P_2(\lambda_2)$ for three values of $\alpha = 0.4, 0.8$, and 0.94 with a fixed $h = 4$. From the $P_2(\lambda_2)$ curves, we once again find that $\alpha = 0.4$ and 0.94 corresponds respectively to systems deep in the MBL and ergodic phases, while the intermediate value $\alpha = 0.8$ shows the distribution close to the transition point. Additionally, we have also looked at the distribution of all entanglement eigenvalues which changes from a unimodal distribution in the ergodic phase to a bimodal distribution in the MBL phase and find the same MBL to ergodic transition as a function of $\alpha$ (see Appendix A for details).

The phase diagram: Having established that there is a
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**FIG. 2.** (a)-(b): For the Heisenberg model with random magnetic fields drawn from a Gaussian distribution with correlation $\alpha$, the average ratio of adjacent many-body gaps $\langle r \rangle$ (a) and the Kullback-Leibler parameter $D_{KL}$ (b) are plotted as function of $(1 - \alpha)$ for different system sizes. As $\alpha$ changes from 0 (uncorrelated disorder) to 1 (extremely correlated disorder), the system transitions from the MBL to the ergodic phase. The value of $\langle r \rangle$ changes from its Poissonian value of 0.39 to the Wigner-Dyson value of 0.53. $D_{KL}$ goes to a constant value of 2 in the ergodic limit ($\alpha = 1$), and scales with system size in the MBL limit ($\alpha \to 0$). (c)-(d): The distribution of lowest two entanglement eigenvalues, $\lambda_1$ and $\lambda_2$ are plotted for $\alpha = 0.4, 0.8$ and 0.94. Here the system size $L = 16$ and the subsystem size $L_A = 8$. In the MBL phase ($\alpha = 0.4$), $P_1(\lambda_1)$ shows a decreasing power law up to $\ln(2)$ and $P_2(\lambda_2)$ develops a finite value at $\ln(2)$. In the ergodic phase ($\alpha = 0.94$), $P_2(\lambda_1)$ goes to 0 at $\lambda_1 = 0$, while $P_2(\lambda_2)$ goes to 0 at $\lambda_2 = \ln(2)$. $\alpha = 0.8$ shows the distributions close to the MBL-ergodic transition. The standard deviation of the disorder has been kept fixed at $h = 4$.\(^3\)
estimation of the exponent $b$.

The effective one-parameter model: If we consider the random magnetic fields at different sites in a particular disorder realization (or sample) as components of a vector, the parameter $\alpha$ controls the variation between these components. When $\alpha = 1$, all the couplings in a particular sample are same; hence each realization is translation invariant, and the system should behave ergodically. The MBL vs ergodic behaviour of the system should thus be controlled by a measure of variation of the couplings within a sample. This can be captured by defining a sample realization variance $\sigma^2 = \frac{1}{L} \sum_i b_i^2 - \left( \frac{1}{L} \sum_i h_i \right)^2$. $\sigma^2$ is a random variable, and its average over all disorder realizations is defined as $\eta^2 = \langle \sigma^2 \rangle$.

For uncorrelated disorder ($\alpha = 0$), one can easily show that...
for large system sizes, $\eta = h$ is just the standard deviation of the fields. On the other hand, for $\alpha = 1$, $\sigma^2 = 0$ for every realization and hence $\eta = 0$. For a generic $\alpha$, one can show that (see Appendix C for details)

$$\eta^2 = h^2 (1 - \alpha) \quad (4)$$

We will now show that the phases and the phase diagram in the $h - \alpha$ plane can be understood in terms of this single parameter $\eta$. We first plot the value of $\eta$ at the phase transition points, $\eta_c(h) = h \sqrt{1 - \alpha_c(h)}$, as a function of $h$ in Fig. 4(a). For $h > h_c(0)$, $\eta_c$ is constant, showing that the phase diagram can be understood in terms of this single parameter. Since $\eta_c = h_c(0)$ (for $\alpha = 0$), one can use this to analytically obtain the phase boundaries in the $h - \alpha$ plane,

$$\alpha_c(h) = 1 - \left(\frac{h_c(0)}{h}\right)^2 \quad \text{for } h \geq h_c(0)$$

$$= 0 \quad \text{for } h < h_c(0) \quad (5)$$

Beyond the phase boundary, we now show that the behaviour of the system in the two phases across the transition is a function of a single parameter $\eta$. To see this, in Fig. 4(b), we plot the gapmoment $\langle \epsilon \rangle$ obtained at different $(h, \alpha)$ points as a function of $\eta$ and show that the data collapses to a single curve with a small spread. This data collapse is even more remarkable if one looks at the distribution of lowest entanglement eigenvalues. In Fig. 4(c), we plot $P_2(\lambda_1)$ for three different values of $\eta$, in the MBL, ergodic and the critical phase. Each curve is actually three curves (three different $(h, \alpha)$ values corresponding to the same value of $\eta$). These three curves are indistinguishable due to data collapse. Similar trends are seen in $P_2(\lambda_2)$ plotted in Fig. 4(d). This conclusively shows that there is a single parameter $\eta$ which is relevant for understanding the phases and the phase transitions in the $h - \alpha$ plane.

Mobility edge: Long-range correlations in disorder models are known to lead to mobility edges, even in non-interacting systems$^{28,29}$. While the question of a many-body mobility edge has been debated$^{15,30–33}$ for spin chains with uncorrelated disorder, it has been shown$^{15}$ that at weak disorder, there is an energy range over which the gap statistics changes from its Wigner-Dyson distribution value of 0.51 to its value in the Poisson limit (0.39). Due to finite size of the system, the change happens over a finite energy window. At large disorder, all states are many-body localized, leading to the disappearance of the mobility edge. In Fig. 5(a)-(c), we plot the gap statistics $r$ as a color plot in the energy-$h$ plane for three different values of correlation, $\alpha = 0, 0.8$ and 0.96. In each case, we see a transition at weak disorder, with the ergodic states at the center of the spectrum extending to larger values of $h$ as $\alpha$ grows. This simply reflects the fact that the critical disorder increases with increasing $\alpha$. In addition, the transition energy range becomes larger as correlation $\alpha$ is increased, and a sharp “edge” is absent, as seen in Fig 5(a)-(c).

In summary, we have studied a spin chain with correlated disorder and have mapped out the phase diagram in the disorder-correlation plane. We show that the sample variance can be treated as a single parameter controlling the phases and phase transitions in the system. Using this, we can analytically find the phase boundary of the system. The usual picture of “mobility edges” separating localized and delocalized states at weak disorder in systems with uncorrelated disorder continues to hold in this case with some small modifications.
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Appendix A: Distribution of entanglement spectrum across the MBL-ergodic transition

In the main text we have studied the distribution of the lowest two entanglement eigenvalues, $P_1(\lambda_1)$ and $P_2(\lambda_2)$ to distinguish MBL and ergodic phases. We have also shown that the power law exponent of $P_1(\lambda_1)$ below $\ln(2)$ and $P_2(\lambda_2 = \ln(2))$ can be used to track the transition accurately in the $\alpha-h$ plane. However one can also look at the whole entanglement spectrum $P(\lambda)$ to study the phase transition. In Fig. 6 we
show $P(\lambda)$ for three values of $\alpha$, i.e. $\alpha = 0.4, 0.8$ and 0.94. The system size is $L = 16$ and the subsystem size is $L_A = 8$. In the ergodic phase all eigenvalues of the reduced density matrix scale as $\rho_n \sim 1/2^{L_A^3}$, and hence we see a peak in the distribution for $\alpha = 0.94$ around $\lambda \sim 8 \ln(2) \approx 5.5$. As the system moves from the ergodic to MBL phase, a large weight appears at $\lambda = 0$ which corresponds to the occurrence of product states. Therefore, MBL phase is characterized by the existence of two peaks, one near $\lambda = 0$ and another corresponding peak at large $\lambda$. The MBL-ergodic transition can be tracked by tracking the appearance of the $\lambda = 0$ peak. Using this metric, we see that we can reproduce the MBL-ergodic transition as a function of $\alpha$ discussed in the main text.

### Appendix B: Estimation of error in the phase diagram obtained from the power-law exponent $b$

To draw the phase diagram in the $h - \alpha$ plane, we have used three different criteria in the main text. We have seen that the phase boundary obtained from the sign change of the power-law exponent $b$ of $P_1(\lambda_1)$ has the weakest system size dependence. Therefore it is useful to estimate the error in drawing the phase boundary using this criterion. In Fig. 3(b) of the main text we have plotted the phase boundary and the corresponding error bars. Here we provide the technical details in the estimation of errors. For a given $h$, we move on a grid of $\alpha$ and fit $P_1(\lambda_1)$ for each $\alpha$ in the range $0 < \lambda_1 < \ln(2)$ with a power law $P_1(\lambda_1) \sim \lambda_1^b$. This gives us a standard error of fitting in $b$, $\Delta b$. We estimate $\alpha_\xi(h)$ by tracking the sign change in $b$ as a function of $\alpha$. Similarly we estimate the error in $\alpha_\xi(h)$ by tracking the sign change in $b + \Delta b$ and $b - \Delta b$ as a function of $\alpha$. This is used to construct the error bars shown in Fig. 2.

### Appendix C: Relation between $\eta$, $h$ and $\alpha$

In this Appendix we will calculate the relation between $\eta$, $h$ and $\alpha$ used in the main text. We consider a sample of $L$ random variables $h_i$, drawn from a correlated Gaussian distribution with standard deviation $h$ and correlation $\alpha$. We define $ar{h} = \frac{1}{L} \sum_i h_i$ and $\sigma^2 = \frac{1}{L} \sum_i \left( h_i \right)^2 - \left( \frac{1}{L} \sum_i h_i \right)^2$ to be the mean value and the variance within the sample respectively. The average of sample variance over all disorder realization $\overline{\eta^2} = \langle \sigma^2 \rangle$ is given by,

$$\eta^2 = 1 \left( \sum_{i=1}^L (h_i - \bar{h})^2 \right)$$

$$= (h^2 - \langle \bar{h}^2 \rangle) \quad \text{(C1)}$$

In this case,

$$\bar{h}^2 = 1 / L \left[ \sum_{i=1}^L h_i^2 + h_1(h_2 + h_3 + \ldots + h_L) + h_2(h_1 + h_3 + \ldots + h_L) + \ldots + h_L(h_1 + h_2 + \ldots + h_{L-1}) \right]$$

Disorder average of $\bar{h}^2$ yields $\langle \bar{h}^2 \rangle = \frac{1}{L^2} \left[ L h^2 + L(L-1) \alpha h^2 \right]$. Using this in Eqn. C1 we find $\eta^2 = (1 - \alpha)h^2 + \mathcal{O}(1/L)$, which reduces to Eq. 4 in the main text for large $L$.

---
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