GAN Data Augmentation for Improved Automated Atherosclerosis Screening from Coronary CT Angiography
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Abstract

INTRODUCTION: Atherosclerosis is a chronic medical condition that can result in coronary artery disease, strokes, or even heart attacks. Early detection can result in timely interventions and save lives.

OBJECTIVES: In this work, a fully automatic transfer learning-based model was proposed for Atherosclerosis detection in coronary CT angiography (CCTA). The model’s performance was improved by generating training data using a Generative Adversarial Network.

METHODS: A first experiment was established on the original dataset with a Resnet network, reaching 95.2% accuracy, 60.8% sensitivity, 99.25% specificity and 90.48% PPV. A Generative Adversarial Network (GAN) was then used to generate a new set of images to balance the dataset, creating more positive images. Experiments were made adding from 100 to 1000 images to the dataset.

RESULTS: adding 1000 images resulted in a small drop in accuracy to 93.2%, but an improvement in overall performance with 89.0% sensitivity, 97.37% specificity and 97.13% PPV.

CONCLUSION: This paper was one of the early research projects investigating the efficiency of data augmentation using GANs for atherosclerosis, with results comparable to the state of the art.

1. Introduction

Cardiovascular conditions are qualified as the most fatal diseases in the world; there severity grows silently in time, without showing clinical symptoms. Atherosclerosis is a chronic medical condition where fat build-up in the artery wall causes the arteries to harden and narrow, which causes a restriction in blood flow. When it becomes severe, this problem can result in coronary artery disease, stroke, and sometimes heart attacks. Early detection of coronary artery disease (CAD) could result in timely medical interventions and save lives.
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Cardiac computed tomography is the primeval diagnostic tool in the evaluation of possible coronary artery diseases [1]. This modality is traditionally used for the assessment of artery luminal stenosis, coronary artery calcification, and high-risk plaque features. However, one of the major restrictions of Cardiac CT is the difference of technical parameters used during the acquisition, reconstruction, and analysis of CT images across centers and patients which may cause an irregularity in analysis.

Recent fast advances in computer aided diagnosis systems caused a revolution in the prognosis of cardiovascular diseases allowing fast and accurate heartbeat classification [2] and arrhythmia detection from ECG recordings[3]. Which urged the need for...
a similarly efficient automatic analysis of cardiac CT to help physicians process images faster and more accurately, which saves time and effort and can lead to eventually preserving patients’ lives. Early research in automatic screening of atherosclerosis in CCTA focused mainly on recognizing and segmenting the cardiac arteries for a better analysis [4, 5]. Other papers were interested in segmenting stenosis [6] and plaques [7], which are the main index of atherosclerosis. Lately, White et al. [8] developed a model for direct atherosclerosis screening from CCTA with a high Negative Predictive Value (NPV) which makes it useful to confidently eliminate the presence of atherosclerosis and allow a safe discharge of patients with chest pain from the ER. In [9] the authors used a 3D CNN for feature extraction from coronary artery CT, those features are then fed to a recurrent neural network RCNN that detects and characterizes the plaque’s type and the anatomical significance of the coronary artery stenosis, simultaneously. The model achieved an accuracy of 77% for coronary plaque detection and characterization and 80% for stenosis detection and recognition. One of the first papers aiming to study the possibility of an intelligent model for atherosclerosis screening in CCTA was proposed in [10] where they used a 3D CNN. They started by locating and extracting the coronary arteries from CCTA by using a deformed mean shape model with the coronary ostia and cardiac chambers as anchor points. The initial centerline estimation was then refined through ROI masks, the surrounding volume was considered part of the vessels. The final multi-planar reformations (MPR) were straitened providing a longitudinal view of the vessels. After a pre-processing task, the MPR volumes went through a 3D CNN. The authors also ran a gradient-based class activation map (Grad-CAM) [11], to highlight images regions that affected the CNN’s decision. By doing so they identified the abnormalities in the images, in order to help the physician by noticing it for an easier diagnosis. The model achieved 90.9% of accuracy, 58.8% of Positive Predictive Value, 68.9% of sensitivity, 93.6% of specificity, and 96.1% of Negative Predictive Value (NPV).

Most of the existing studies are interested in the detection and characterization of stenosis and plaque, which are main indices of atherosclerosis. Very few papers take an interest in direct atherosclerosis detection which can be much faster and more efficient. In this paper we develop an automatic deep learning framework for atherosclerosis screening straight from coronary CT Angiography images. We used a pre-trained Resnet network for atherosclerosis screening, the network achieved a good accuracy of 95.2% but a low sensitivity of 60.8%.

In order to improve sensitivity, we assumed the poor performance was due to the imbalance dataset and the lack of positive images. As a solution, we applied data augmentation by generating new images using a Generative Adversarial Network. After a number of tests involving the new generated images, we improved the sensitivity up to 89.0%.

The remaining of this paper is organized as follows: we conserve the next section 2 for The material and methods used in this paper . In section 3 we present in detail the experimentation realised, and we finish up with discussions of the results in section 4 and conclusions 5.

2. Materials and methods
2.1. Dataset
The dataset we used was collected and provided by the Ohio State University Wexner Medical Center [12]. The images were obtained from 200 randomly selected CCTA exams, 108 of male patients and 92 of female patients. The subjects are around 50.6 years old with a deviation of 12.1 years. 100 patients have atherosclerosis, while the other 100 are atherosclerosis-free according to the reviewing of an investigator-expert (RDW with 33-year experience in cardiac imaging and ACC/AHA level III CCT certification). All images were acquired using a multi-detector CT system (Siemens Healthineers, Erlangen, Germany), and reviewed.[13] The dataset contains a Mosaic Projections View (MPV) of coronary artery images from 500 patients. Each image consists of a vertical series of 18 different straightened 2D projections of a coronary artery. The dataset is primarily divided into 500 training images, 100 test images and 100 validation images. 6-fold augmentation was applied to the Artery images derived from 300 training cases, creating 2,364 images; meanwhile, all the normal components of the training data, the entire validation, and the test datasets were kept intact. The training data contains 2364 positive images and 2304 negative images, test data contains 125 positive images and 1066 negative images, while the validation data contains 50 positive and 50 negative images.

2.2. Transfer learning/RESNET
Transfer learning is a modern machine learning technique that takes a model, trains it on a big available dataset, then keeps weights from the initial layers and only train the final layers on the target data for a better fine-tuning. It is usually used when: 1) there is not sufficient data to train a model from scratch leading to
lower performance, starting with a pre-trained model that has already learned basic features would make better use of the available data for tuning and reaching a better performance. 2) there is not enough time to build a new model, when working with new data it can be difficult to come up with the best architecture that can adopt to it, experimenting with a pre-trained models is the fastest way to solve the problem. 3) there is not enough computing power, as even with enough data, bigger models usually require powerful computers to perfectly train the model. Transfer learning had proven to be very efficient in medical image processing, if done right. Adequately fine-tuned pretrained models can compete with custom made neural networks, if not outperform them. In [14], the authors obtained a maximum accuracy of 88.3% for multi-class classification of diabetic eye disease using a pretrained VGG16 model. While in [15], the authors developed a new convolutional neural network (CNN) model from scratch for the same task that achieved a maximum accuracy of 81.33%. Most available pre-trained models have been developed by powerful research teams using the proper hardware and enough data, most of them were trained on ImageNet, a dataset containing more than 15 million labeled high-resolution images Transfer learning has proven particularly useful applications in medical problems where annotated data is unavailable and expensive to obtain. [16] We have tested several pre-trained models before settling on Resnet. Resnet or residual network was first introduced at ILSVRC 2015 (ImageNet Large Scale Visual Recognition Challenge). It came as a solution to avoid overfitting when allowing training of deeper networks, but without having a problem of exploding gradient, which is a recurrent issue with deeper models. It was trained on a subset of ImageNet composed of 1000 categories each containing 1000 images, coming down to about 1.2 million training images, 50,000 validation images and 100,000 testing images. Resnet uses “skip connections” to leave out training from a few layers and connects directly to the output. Instead of skipping to random layers, it uses “residual mapping” where it directly fits a desired underlying mapping, the ResNet explicitly lets these layers fit a residual mapping of:

$$F(x) = H(x)x$$  \hspace{1cm} (1)

where : $F(x) + x$. refers to the original. In order to find a solution for vanishing/exploding gradients, ResNet architecture uses “skip connections” to leave out training from a few layers and adds it directly to the output: Even if the weight layers caused a vanishing of the gradient, we would still have the identity $x$ added back to earlier layers as shown in Figure 1. We used a model with 101 layers. We tested a number of hyperparameters in order to fine-tune the model for optimal results. Every hyperparameter has a specific impact on the final result.

Minibatch is a subset sample from the training dataset, its size can vary from 1 the total number of examples in the training dataset. Stochastic gradient descent is sequential and computes the gradient on minibatches, as opposed to the entire training dataset, because it tends to converge more quickly, since it doesn’t need to make a full pass through the training data to update the weights. Using larger batch sizes permit a parallel computation [18], which speeds up model training. However, if too large, batch sizes generalize poorly on unseen data. The perfect balance is a batch size that significantly speed up training without sacrificing model accuracy. In our case we tried 32, 64 and 128. And eventually settled on a batch size of 64. Training epochs are the number of cycles the model would go through the whole dataset. Training for too long epochs can cause the model to overfit, while not training enough can lead to underfitting. As it is impossible to know the right epoch before training, it is best to assess learning curve graphs as the model learns. Figure 2 shows that reaching 25 epochs increase training performance without overfitting.

Learning rate is the hyperparameter that controls at which pace the model learns. It is the amount of error assigned to the layers’ weights at each update. Larger learning rates permit faster learning, at the cost of missing a convergence of weights. Smaller learning rates however allow more optimal learning but can be
significantly costly in terms of time and computation. We tested learning rates varying between 10^-3, 10^-4 and 10^-5. Using the latter caused the training time to triple, so we settled on 10^-4 for a better and slightly faster training.

**Dropout** is a regularization technique. It cancels out several neurons from the network at the training stage, following a predetermined probability, keeping them from contributing to forward and backward propagation. Thus, changing the model’s architecture at each iteration, which leads to more a robust training.

We trained our model without dropout, on a “rigid” network, then tested an increasing rate of dropout (10%, 20%, 30%, and 50%). The best performance was associated with a 50% dropout. Table 1 shows different rates of dropout (10%, 20%, 30%, and 50%). The best performance was associated with a 50% dropout. Table 1 shows different results of testing and finetuning the hyperparameters.

We finally settled on a residual network with 101 layers, trained it for 25 epochs, using a 64 minibatch size, an initial learning rate of 10^-4 and a drop rate of 30%. The model achieved an accuracy of 95.21%.

### 2.3. Generative Adversarial Networks and data augmentation

First defined in the paper “Generative Adversarial Networks” by Ian Goodfellow and colleagues in 2014 [20], Generative advertiser networks (GAN) are the type of deep learning networks that uses adversarial methods to understand and acquire the generative model of data distribution to produce new images as similar to the original images as possible, they contain the input vector, generator, and discriminator. The generative model produces fake samples of data that can fool the discriminator in order to learn the data distribution. The abstract mathematical explanation of Generative Adversarial Networks was illustrated in [21] as follows:

Considering how difficult it is to determine the fixed distribution of data \( P_{data}(x) \), it is conventional to consider that \( P_{data}(x) \) follows a Gaussian mixture distribution and make use of the maximum likelihood instead. However, when dealing with a complicated model, it is often impossible to calculate the distribution which restricts the end performance. As a result, the distribution \( P_{g}(x) \) can be calculated by using artificial neural networks (ANN).

The generator is an ANN with parameter \( g \). It starts by first collecting the random variable \( z \) from the preceding distribution, and then mapping it to the pseudo-sample distribution through the ANN, the new generated data is registered as \( G(z) \) while its distribution is registered as \( P_{g}(z) \). According to the parameter \( g \), several complex distributions can be generated from one simple input distribution. The generator’s goal is to minimize the difference between \( P_{g}(x) \), the images it generates and \( P_{data}(x) \), the input image distribution.

\[
G^* = \arg \min_{G} \text{Div}(P_{g}, P_{data})
\]  

Since the exact forms of the distributions are unknown, the difference can’t be calculated directly, which leads to building another neural network called the discriminator to learn the difference between the two distributions. In the original GAN [20] the authors used a binary classifier [22] with \( d \) as the discriminator, which outputs 1 for a real sample \( x \), and 0 otherwise. They measured the loss using binary cross entropy, a commonly used function for binary classification.

\[
\text{Loss} = -(y \log(\hat{y}) + (1 - y) \log(1 - \hat{y}))
\]

\( y \) : the sample label
\( \hat{y} \) : the odds for the prediction sample to be a positive example
If the model prediction sample is correctly classified, \( \hat{y} \) is set to 1; otherwise, \( \hat{y} \) is set to 0. The positive cases are substituted into \( P_{data} \), and the negative cases into \( P_{g} \). In short, The GANs are formulated so that the Discriminator works on minimizing its outcome \( V(D, G) \), while the Generator reduces the Discriminator’s outcome and increases its loss. This is summarized with the following formula:

\[
V(G, D) = E_{x \sim P_{data}}[\log D(x)] + E_{z \sim P_{g}}[\log(1 - D(z))]
\]

Where:
\( P(z) \) = distribution of generator
\( x \) = sample from \( P_{data}(x) \)
\( z \) = sample from \( P(z) \)
\( D(x) \) = Discriminator neural network
\( G(z) \) = Generator neural network

In order for the generator \( G \) to fool the discriminator \( D \), it works on maximizing the discriminator’s output when it is presented with a generated (fake) sample. On the other hand, the discriminator tries to differentiate real data from generated samples. Therefore, the discriminator works on maximizing \( V(G, D) \) as the generator minimizes it, which creates a minimax relationship.

\[
\min_{G} \max_{D} V(G, D) = \min_{G} \max_{D} E_{x \sim P_{data}}[\log D(x)] + E_{z \sim P_{g}}[\log(1 - D(G(z)))]
\]

The training of a Generative Adversarial Network happens in two steps:

**Step 1:** The parameters of the generator are fixed while the Discriminator trains. The network only forward
Table 1. Accuracy turnout during hyperparameter fine-tuning

| MiniBatch Size | 32 | 32 | 32 | 64 | 64 | 64 | 64 | 128 |
|----------------|----|----|----|----|----|----|----|-----|
| EPOCHS         | 10 | 25 | 10 | 6  | 10 | 20 | 20 | 25  |
| Learning rate  | 10-5 | 10-5 | 10-4 | 10-4 | 10-5 | 10-4 | 10-3 | 10-4 | 10-5 |
| dropout        | 0 | 0.2 | 0.3 | / | 0.1 | 0.5 | 0.5 | 0.5 |
| Accuracy (%)   | 91.10 | 91.94 | 94.71 | 90.43 | 86.15 | 94.29 | 89.50 | 95.21 | 91.18 |

The Discriminator is trained on a positive sample \( x \) from the real data set, while the generator creates a negative sample \( G(z) \).

**Step 2:** The parameters of the discriminator are fixed while the Generator trains. The generated data is fed to the discriminator, the difference between the output of the discriminator \( D(G(z)) \) and the sample label is calculated, and the error is used to update the generator’s parameters of using backpropagation algorithm.

The steps above are repeated until approaching \( P_{data}(x) = P_{g}(x) \).

Generative Adversarial Networks have gained an interest in image processing and computer vision as a mean of data augmentation, and they showed even more valuable added value in medical applications, as labeled medical data is more difficult to acquire. Even though traditional augmentation methods have been widely used in the past, the generated images usually have a comparable distribution to the original images and can’t mimic the differences that exist between different patients.

GANs have been widely used in cardiology for various tasks including generating realistic cardiac images [23], creating synthetic electrocardiography signals [24], synthetic CMR images [25], and imitations of electronic medical histories. [26] in order to increase and balance out our dataset, we propose in this work to use our dataset set to train a Generative Adversarial Network model allowing to generate new data. We trained our model with a mini-batch size of 128 for 50 epochs. We used Adam optimization with a learning rate of \( 2 \times 10^{-4} \), a gradient decay factor of 0.5, and a squared gradient decay factor of 0.999.

After training for approximately 1800 iterations (Figure 3), the synthetic images provided by the generator resembles real data, and looks identical to the naked eye (Figure 4).

3. Experimentations and results

We have applied ResNet to the original data from the dataset [12]. This first experiment achieves 95.2% of accuracy, 60.8% of sensitivity, 99.26% of specificity, 90.48% of positive predictive value and 95.57% of Negative Predictive value. Then we experimented by adding 100, 300, 500 and 1000 images to the dataset, Table 2 shows in detail the outcome of each test.

For this experimentation we have different tests that we describe in the following sections:

**First test:** we started by generating and adding 100 images to the positive training folder, and 100 images to the negative training folder. We recorded a slight drop in accuracy (94.0%), and an improvement in sensitivity (75.2%). This step served as a reference to check the impact of using generated data on the system accuracy, although there wasn’t a big loss of accuracy, the model had a 30% drawback in Positive Predictive Value, which went from 90.5% to 60.6%.

**Second test:** we then added 300 positive generated images to the training folder, we recorded a drop in both accuracy (86.9%) and sensitivity (61.6%). By adding more positive images to the training data, we expected that the model would learn to identify them better, instead we had a big drop in Positive Predictive Value from 90.5% in the first model to 43.4%.

**Third test:** we moved the extra 300 generated images from the second test into the test folder, in order to insure a better balance of the test dataset. We recorded an improvement in accuracy, sensitivity and Positive Predictive Value, which were 88.2%, 75.6%, 94.2%, respectively. This suggests that the best use of the generated data should be in balancing the testing dataset.
Fourth test: we moved 1000 positive images from the training dataset into the testing dataset and replace them with 1000 generated images. This was done to ensure that the testing samples were similar to unseen data, which would make the model more robust and prone to recognize new data. We recorded the best results yet: 93% accuracy, which is slightly less than the results of the first test, but with 89% sensitivity and 97.1% PPV.

4. Discussions

In this paper we have developed an automatic framework for screening atherosclerosis from Coronary CT angiography images, based on a pertained residual network. The initial model achieved a high accuracy of 95.2% . Interestingly, it obtained a high negative predictive value of 95.57% , which qualifies it to accurately predict the absence of atherosclerosis when suspected. This can be useful for safely discharging patients with chest pain in the ER, without need for further tests. However, this model presented a low sensitivity of 60.8%, and it was less prompt to recognize the cases with atherosclerosis. We assumed this was due to the lack of POSITIVE images in the test data set (125 positive images, vs. 1066 negative images). To confirm our theory, we enlarged the test set by adding new images generated from a GAN model. After number of experiences, we added 500 generated positive images to the dataset in order to balance it out. the final training with the new dataset resulted in a slight draw back in accuracy to 93.2%, and specificity to 97.37%, but an improvement in both sensitivity (89.0%) and positive predictive value (97.13%). Atherosclerosis screening straight from CCTA images is a new field of research, which makes comparing our results with state of the art a little challenging. Candemir et al. [10] stands out as a recent innovative study, their model achieved 90.9% of accuracy, 58.8% of Positive Predictive Value, 68.9% of sensitivity, 93.6% of specificity, and 96.1% of Negative Predictive Value (NPV). In comparison, the model proposed in this paper had a better performance. The drop in accuracy and specificity after adding the generated images can be due to the expand in the dataset’s size, which can be fixed by training the model for longer.

Table 2. Performance of Resnet after each test

| Test   | Accuracy | sensitivity | specificity | PPV   | NPV   |
|--------|----------|-------------|-------------|-------|-------|
| Original | 95.2     | 60.8        | 99.25       | 90.48 | 95.57 |
| Test 1  | 94.0     | 75.2        | 96.2        | 60.6  | 97.1  |
| Test 2  | 86.9     | 81.6        | 87.5        | 43.4  | 97.6  |
| Test 3  | 88.2     | 75.6        | 96.8        | 94.2  | 85.4  |
| Test 4  | 93.2     | 89.0        | 97.4        | 97.1  | 89.9  |

Figure 4. Images used during testing, (first line) positive images from the dataset, (second line) generated positive images, (third line) negative images from the dataset, (fourth line) generated negative images.
5. Conclusion

In this paper we have developed an automatic framework for screening atherosclerosis from Coronary CT angiography images, based on a pertained residual network with 101 layers. For fine tuning, we trained the model for 25 epochs using a 64 minibatch size, an initial learning rate of $10^{-3}$ and a drop rate of 30%. The model achieved an accuracy of 95.21%, 60.8% sensitivity, 99.25% specificity and 90.48% PPV. The model performed considerably well as is, but we tried to improve its sensitivity. We assumed the low sensitivity was due to the lack of positive images in the dataset. To overcome the issue, we used a Generative Adversarial Network to generate new images resembling the original data. After experimenting with generated data and distributing it during training, our model achieved 93.2% of accuracy, 89.0% of sensitivity, and 97.13% of Positive Predictive Value. The results obtained were comparable to the best results from state of the art studies.

To the best of our knowledge, this paper is one of the first papers studying the impact of using GAN for generating CCTA images for data augmentation to improve atherosclerosis screening. The results achieved are not only comparable to the state of the art, but also allow a fast and accurate automatic detection of atherosclerosis, which has important clinical implications.

Due to the lack of data, it was not possible to confirm whether training the model on a well-balanced dataset of native images (no GAN generated images) could get the same or better results. The study needs to be evaluated once enough data can be acquired.

For future work, it is important to find out the reason behind the slight drop in accuracy after using the GAN generated images, and how to avoid it.
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