Comparing the quantum switch and its simulations with energetically-constrained operations
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Quantum mechanics allows processes to be superposed, leading to a genuinely quantum lack of causal structure. For example, the process known as the quantum switch applies two operations \( A \) and \( B \) in a superposition of the two possible orders, \( A \) before \( B \) and \( B \) before \( A \). Experimental implementations of the quantum switch have been challenged by some on the grounds that the operations \( A \) and \( B \) were implemented more than once, thereby simulating indefinite causal order rather than actually implementing it. Motivated by this debate, we consider a situation in which the quantum operations are physically described by a light-matter interaction model. While for our model the two processes are indistinguishable in the infinite energy regime, restricting the energy available for the implementation of the operations introduces imperfections, which allow one to distinguish processes using different number of operations. We consider such an energetically-constrained scenario and compare the quantum switch to one of its natural simulations, where each operation is implemented twice. Considering a commuting-vs-anticommuting unitary discrimination task, we find that within our model the quantum switch performs better, for some fixed amount of energy, than its simulation. In addition to the known computational or communication advantages of causal superpositions, our work raises new questions about their potential energetic advantages.

I. INTRODUCTION

In the standard view of both the classical and quantum worlds, processes normally occur with a fixed causal order: the order of successive operations is classically well defined. Nonetheless, in quantum theory it is possible to consider causally indefinite processes [1, 2]. For example, by using a quantum system in a superposition to coherently control the order in which operations are applied, one can obtain quantum processes in which the causal order is indefinite [2, 3]. The question of whether or not there is an advantage (of any kind) in using superpositions of causal orders has been studied from different points of view. It has been shown, in particular, that the superposition of causal orders provides computational and communication advantages over any standard quantum circuit operating with a definite causal order [4–13].

The paradigmatic example of a quantum process with indefinite causal order is the “quantum switch” (QS) [2]. In this process, a two-level quantum control system \( C \) is used to coherently control the order in which two quantum operations—any two completely positive (CP) maps—\( A \) and \( B \) are applied to a target system \( S \). If \( C \) is in the state \( |0_C⟩ \) (resp. \( |1_C⟩ \)), then the order \( A \) before \( B \) (resp. \( B \) before \( A \)) is realized. When \( C \) is in a superposition of these two control states, however, the causal order between \( A \) and \( B \) is itself superposed and hence indefinite.

Formally, the QS is defined as a quantum supermap [14] that transforms the two operations \( A \) and \( B \) into a new one, which applies the latter in a coherently-controlled order. When \( A : ρ_S → U_A ρ_S U_A^† \) and \( B : ρ_S → U_B ρ_S U_B^† \) are unitary operations, then these are transformed into the new unitary operation \( U^{QS} : ρ_C ⊗ ρ_S → U^{QS} (ρ_C ⊗ ρ_S) U^{QS†} \) acting on the control and the target systems, with

\[
U^{QS} = U^{QS} (U_A, U_B) = |0_C⟩⟨0_C| ⊗ U_B U_A + |1_C⟩⟨1_C| ⊗ U_A U_B. \tag{1}
\]

A more general definition valid for any CP maps \( A \) and \( B \) (based on their Kraus decompositions) can be found in Ref. [2]. In the case of a control system initially prepared in the state \( |+_C⟩ = \frac{1}{\sqrt{2}} (|0_C⟩ + |1_C⟩) \)—which, for concreteness, we shall henceforth restrict ourselves to—and for unitary operations \( A \) and \( B \) as above, the quantum switch then effectively applies the transformation

\[
|+_C⟩ ⊗ |ψ_S⟩ \quad \mapsto \quad \frac{1}{\sqrt{2}} \left( |0_C⟩ ⊗ U_B U_A |ψ_S⟩ + |1_C⟩ ⊗ U_A U_B |ψ_S⟩ \right). \tag{2}
\]
for any arbitrary initial target system state $|\psi_S\rangle$. The fact that the evolution (2) is obtained using, or implementing, each operation $A$ and $B$ only once is crucial for the causal indefiniteness of the QS. Indeed, any quantum circuit with a well-defined causal structure simulating the evolution (2) would necessarily require at least two uses (or “implementations”) of either $A$ or $B$ [2]. This difference is behind many of the computational advantages offered by the QS [4–7, 11].

Over recent years, a number of experimental proposals [3, 5, 15] and implementations [16–24] of the QS have been presented. Depending on the details of the implementations, and on which degrees of freedom were employed, a debate emerged as to whether these experiments truly realized the quantum switch, or whether they instead simply simulated the evolution of Eq. (2) [25–30]. For example, for many of the photonic demonstrations it has been argued that the implementations of the operations $A$ and $B$ differed depending on which path the photon took (i.e., on the value of the control). Hence, were $A$ and $B$ each really implemented once, rather than twice?

Motivated by this debate, we investigate here a realistic scenario in which both the quantum switch and a natural simulation of it are applied to noisy operations. Indeed, simulations exactly reproducing Eq. (2) for perfect unitary operations may lead to different dynamics in the presence of imperfections. To this end, we introduce an operational definition of a “box”—a physical implementation of an abstract quantum operation—in which a system physically interacts once with an auxiliary quantum system in order to perform the desired operation. This allows us to concretely compare the QS, in which two boxes (realizing $A$ and $B$) are used, with simulations, such as the natural “four box” simulation (4B) in which four boxes (realizing $A_0, A_1$ and $B_0, B_1$) are used to superpose the causal orders “$A_0$ before $B_0$ and $B_1$ before $A_1$” rather than directly “$A$ before $B$ and $B$ before $A$”. We adopt a noise model—and thus a model for a box—that is motivated by the (approximate) implementation of unitary operations via the interaction with some auxiliary systems. Specifically, we consider a cavity quantum electrodynamics (QED) setup, consisting of an atom that passes inside a cavity containing a single-mode quantum field. We employ the Jaynes-Cummings Hamiltonian as a light-matter model of interaction for the implementation of the unitary operations on the atomic qubit system. Due to the quantum nature of the field, it can generally become entangled with the system, effectively leading to a noisy operation on the target system. Only when the field contains an infinite amount of energy is the ideal unitary operation recovered.

With this noise model, we show that the QS and the 4B lead to different dynamics and thus different final control-target states, allowing measurements to distinguish between these two setups. Furthermore, this allows us to assess the performance of this implementation of the QS from an energetic perspective. Considering a modified version of the commuting- vs- anticommuting discrimination task introduced in Ref. [4]—for which the QS is known, in the ideal case, to provide an advantage over all quantum circuits using two boxes in a fixed causal order—we find that in our model the QS also provides an energetic advantage over the 4B. Beyond the computational and communication advantages brought about by the causal indefiniteness of the QS, our work paves the way to study some of its potential energetic advantages as well. Thus, our results complement recent theoretical [31–36] and experimental [37–39] interest in the potential utility of causal indefiniteness in quantum thermodynamics.

Our paper is organized as follows. In Sec. II we introduce the key concepts we work with in this paper, introducing first our general definition of a box (Sec. II A) before presenting a specific box implementation based on the Jaynes-Cummings model (Sec. II B), which we will use to study the energetics of the QS and 4B protocols that we define in Sec. II C. In Sec. III A we define the discrimination task that we will use to benchmark the performance of the QS and the 4B. We then explain in Sec. III B how this allows us to compare the QS and the 4B under finite energy constraints on one of the operations, and we describe in Sec. III C how we extend the comparison to circuits with fixed causal orders. In Sec. IV we present and discuss our numerical and analytical results. We finally conclude in Sec. V.

II. PRELIMINARIES

We begin this section by first abstracting the notion of an implementation of a quantum operation through the definition of a “box”. Then, in the following subsection, we present the specific model of boxes as Jaynes-Cummings interactions that we will use throughout the paper. These models are independent of any particular experimental realization, which is beyond the scope of the present work. Nonetheless, in Appendix A (see also the caption of Fig. 1) we outline one possible realization for the QS and 4B within our framework.

A. Implementing an operation: our definition of a “box”

To clarify the differences between the QS and the 4B, let us properly define what we mean by a “box”. We consider a target system $S$ on which one wants to implement a given operation. First, we need to distinguish the ideal operation one wishes to realize from its actual implementation. The ideal operation can be, for instance, a rotation in the Hilbert space while its implementation is how this is realized in practice. Does this implementation perfectly realise a unitary operation on the target system? Or does it effectively act as a trace-preserving (CPTP) map, which only approximates the desired dynamics?

In order to implement a given, but otherwise arbitrary,
operation $\mathcal{A}$ in a controlled way on a quantum system $S$, one would typically couple $S$ with some auxiliary system $F_A$. The global Hamiltonian describing the evolution of $S$ and $F_A$ will generally have an expression of the form $H = H_S + H_{F_A} + H_{SF_A}^\text{int}$, where $H_S$ and $H_{F_A}$ are the free Hamiltonians of $S$ and $F_A$, respectively, and $H_{SF_A}^\text{int}$ is the interaction Hamiltonian. Here we will assume that the free Hamiltonians are given and always present, while the controllable quantities are $H_{SF_A}^\text{int}$ (choosing $F_A$ appropriately), the time of interaction and the initial state of $F_A$. We will consider that the operation $\mathcal{A}$ corresponds only to the controllable part of the dynamics, i.e. without the free evolution, by considering the interaction picture [40].

More formally, for the implementation of operation $\mathcal{A}$ through the Hamiltonian $H$, the time evolution operator in the interaction picture with respect to $H_S + H_{F_A}$ is given by $U_{A,F_A} = \mathcal{T} \exp \left\{ -i \int_0^t ds H_I(s) \right\}$, where $\mathcal{T}$ is the time-ordering operator, $t$ is the interaction time, and $H_I(t) = e^{i \int_0^t \mathcal{T}(H_S + H_{F_A})} H_{SF_A}^\text{int} e^{-i \int_0^t \mathcal{T}(H_S + H_{F_A})}$ is the interaction Hamiltonian in the interaction picture. The pair $\{U_{A,F_A}, |F_A\rangle\}$, where $|F_A\rangle$ is the initial state of the auxiliary system, thus describes the controllable quantities; this is what we take to define the “box” implementing operation $\mathcal{A}$, see Fig. 1(a).

Throughout this article we will take the ideal operations that one wishes to perform on the target systems to be unitary, described by unitary operators $U_A$ (or $U_B$). The goal of the interaction considered above is, ideally, to induce the evolution

$$U_{A,F_A} \left( |\psi_S\rangle \otimes |F_A\rangle \right) = \left( U_A |\psi_S\rangle \right) \otimes |F_A\rangle \quad \forall |\psi_S\rangle ,$$

(3)

where $|F_A\rangle$ is some final state of $F_A$ which does not depend on the target system’s initial state $|\psi_S\rangle$. However, in general, one may only be able to approximate such an evolution, the final state typically being entangled (at least for some initial state $|\psi_S\rangle$). The operation effectively performed on the target system will then be obtained by tracing out the auxiliary system from the output state, and will be found to be a noisy version of $U_A$ rather than its ideal implementation [41–44].

### B. Energetic model

The model of a box described above is deliberately rather general. In this paper, we will focus on a specific model of such an interaction, in which the auxiliary systems are electromagnetic fields with finite energy. The noise in the operations will thus originate from the fact that these fields become entangled with the system $S$; the less energy there is in the fields, the noisier the operations will be.

We thereby consider an atomic system, and take $S$ to be a two-level (i.e., qubit) system defined by two energy levels of the atom with the free Hamiltonian $H_S = -\hbar \omega_0 \sigma_z$, where $\omega_0$ is the frequency of the system $S$ (and $\sigma_z$ is the usual Pauli matrix). The atom is coupled to a resonant electromagnetic field through a Jaynes-Cummings interaction. Specifically, the free Hamiltonian of the field and the interaction Hamiltonian can be expressed using the bosonic annihilation (resp. creation) operator $a$ (resp. $a^\dagger$) and the lowering (resp. raising) operator of the atom $\sigma_-$ (resp. $\sigma_+ = \sigma_+^\dagger$) as

$$H_{F_A} = \hbar \omega_0 a^\dagger a \quad \text{(4)}$$

$$H_{SF_A}^\text{int} = \frac{\hbar \Omega_0}{2} \left( e^{i \phi} \sigma_+ \otimes a + e^{-i \phi} \sigma_- \otimes a^\dagger \right) \quad \text{(5)}$$

respectively, where $\Omega_0$ is the vacuum Rabi frequency and $\phi$ is a phase that will determine the axis of rotation of the qubit (see below). Since the electromagnetic field is resonant with the system qubit, it shares the same frequency $\omega_0$. In the interaction picture with respect to $H_S + H_{F_A}$, after having performed the rotating wave approximation [40], the effective Hamiltonian is simply that of the interaction, i.e., $H = H_{SF_A}^\text{int}$, with $H_{SF_A}^\text{int}$ as defined in Eq. (5).

We take the auxiliary system of the box in this model to be an electromagnetic field initialized in a coherent state

---

**FIG. 1.** (a) We describe the implementation of an operation $\mathcal{A}$ by a “box” consisting of the pair $\{U_{A,F_A}, |F_A\rangle\}$, where $U_{A,F_A}$ is a unitary operation acting on the target system and an auxiliary system initialized in the state $|F_A\rangle$. Such an implementation is meant to approximate an ideal operation $\mathcal{U}_A$ (in the unitary case) on the target system; see Subsec. II A. In the more specific model of Subsec. II B that we use in our study, the auxiliary system is taken to be a field in a cavity, initially prepared in a coherent state $|\alpha\rangle$ of the depicted paths and orange squares is to flip on which branch of the superposition the boxes act. As these sketches illustrate, the basic conceptual difference between the QS and 4B setups is the number of physical boxes needed to obtain the final target state. A possible way to physically realise both experiments (and in particular, the splitting by the orange squares) is proposed in Appendix A.
\[ |F_{A} \rangle = |\alpha \rangle = e^{-i|\alpha|^2} \sum_{n=0}^{+\infty} \frac{i^{n}}{\sqrt{n!}} |n\rangle, \] where \(|n\rangle\) are the Fock states (and where we take \(\alpha > 0\) without loss of generality). The average number of photons inside the coherent field is \(\bar{n} = |\alpha|^2\), the energy in the field simply being \(E = h\omega_0 \bar{n}\). The energy contained in the field defines the energy of the box, which we take to quantify the energy invested to realise the corresponding operation; and the energy invested in a process using more than one box will simply be the sum of the energies of each box.

As we show explicitly in Appendix B, for a time of interaction \(t = \theta/(\Omega_0 \sqrt{\bar{n}})\) and in the infinite-energy limit \(\bar{n} \to +\infty\), such a Jaynes-Cummings interaction with such an initial coherent state for the field allow one to implement a perfect rotation of angle \(\theta\) around the axis \(\mathbf{u} = (\cos \phi, \sin \phi, 0)_{x,y,z}\) in the Bloch sphere. In the finite-energy regime, this same choice of interaction time only gives an approximation—i.e., a noisy implementation—of the same rotation; see also Appendix C. We note that in such a model not all rotations can thus be approximated by means of this interaction, but only rotations around an axis in the equatorial plane of the Bloch sphere. This restriction is due (i) to the model of interaction we choose and (ii) to the initial field state, and this scheme is standard in light-matter experiments in cavity [40, 45]. This restriction will also motivate our choice of operations \(U_A\) that we will consider when benchmarking the QS and its 4B simulation in Sec. III below.

C. The quantum switch and its simulated implementation

As described in the introduction, the QS induces, in the ideal unitary case, the dynamics of Eq. (1) on a qubit “control” system \(C\) and a “target” system \(S\). The situation with noisy operations \(A\) and \(B\), implemented as boxes as per Sec. II A, is however more subtle, and different implementations or simulations of the QS will lead to different output states. To be able to distinguish the different cases, we shall define the evolution induced on the Hilbert spaces containing the control, target and auxiliary systems. The analysis here applies to the general box model of Sec. II A, and we will comment on the specific energetic model described in Sec. II B at the end of this section.

A first natural possibility is to consider using a unique box each for \(A\) and \(B\), and hence having one auxiliary system for the box \(A\) (living in the space \(F_A\)) and one auxiliary system for the box \(B\) (living in the space \(F_B\)), as sketched in Fig. 1(b). In such an implementation the (unitary) evolution induced by the QS on \(C, S, F_A\) and \(F_B\) becomes, following Eq. (1),

\[ U_{QS}(U_{A,F_A}, U_{B,F_B}) = |0 \rangle \langle 0| \otimes U_{B,F_B} U_{A,F_A} + |1 \rangle \langle 1| \otimes U_{A,F_A} U_{B,F_B}, \] (6)

where \(U_{A,F_A}\) (resp. \(U_{B,F_B}\)) makes \(S\) and \(F_A\) (resp. \(F_B\)) interact through the model of interaction considered above (and acts with the identity on any other system, which for simplicity we do not write explicitly). The final state of \(C, S\) and the auxiliary systems, recalling that for simplicity we take \(C\) to start in the state \(|+\rangle\), is then

\[ |\psi_{QS}^{f}_{CS,F_A,F_B} \rangle = \frac{1}{\sqrt{2}} \left( |0 \rangle \langle 0| |\Psi_0^Q \rangle + |1 \rangle \langle 1| |\Psi_1^Q \rangle \right), \] (7)

with

\[ |\Psi_0^Q \rangle = U_{B,F_B} U_{A,F_A} |\psi_S \rangle |F_A^0 \rangle |F_B^0 \rangle, \] (8)

\[ |\Psi_1^Q \rangle = U_{A,F_A} U_{B,F_B} |\psi_S \rangle |F_A^1 \rangle |F_B^1 \rangle \] (9)

(and with implicit tensor products). By tracing over the auxiliary degrees of freedom, one notices that the final density matrix obtained on \(CS\) corresponds to the one obtained from the general definition of the QS process for arbitrary CPTP operations \(A\) and \(B\) [2]. Hence, our vision of using one box for \(A\) and one box for \(B\) is consistent with the standard definition of the quantum switch for noisy operations.

A second possibility is to try and implement the evolution of Eq. (1) with what we call the “four box” (4B) setup, which would require two boxes for \(A\) and two boxes for \(B\), and hence four auxiliary systems living in the spaces \(F_{A0}, F_{A1}, F_{B0}, F_{B1}\); see Fig. 1(c). In this case, the induced (unitary) evolution of \(C, S\) and all \(F_X\)’s is

\[ U_{4B}(U_{A,F_A}, U_{B,F_B}) = |0 \rangle \langle 0| \otimes U_{B,F_B0} U_{A,F_A0} + |1 \rangle \langle 1| \otimes U_{A,F_A1} U_{B,F_B1}. \] (10)

Here again, the \(U_{A,F_A}\) (\(k \in \{0, 1\}\)) only make \(S\) and \(F_{A_k}\) interact, leaving any other degree of freedom intact, and we assume that \(U_{A,F_A1}\) and \(U_{A,F_A0}\) have identical actions on their respective spaces (with analogous behaviour for the \(U_{B,F_B}\)). For a control initially in \(|+\rangle\), the final state of \(C, S\) and the auxiliary systems is then

\[ |\psi_{QS}^{4B}_{CS,F_{A0},F_{A1},F_{B0},F_{B1}} \rangle = \frac{1}{\sqrt{2}} \left( |0 \rangle \langle 0| \right) \left| \Psi_0^{4B} \right\rangle + |1 \rangle \langle 1| \left| \Psi_1^{4B} \right\rangle, \] (11)

with

\[ \left| \Psi_0^{4B} \right\rangle = U_{B,F_B0} U_{A,F_A0} |\psi_S \rangle \left| F_{A0}^0 \right\rangle \left| F_{B0}^0 \right\rangle \left| F_{A1}^1 \right\rangle \left| F_{B1}^1 \right\rangle, \] (12)

\[ \left| \Psi_1^{4B} \right\rangle = U_{A,F_A1} U_{B,F_B1} |\psi_S \rangle \left| F_{A0}^1 \right\rangle \left| F_{B0}^1 \right\rangle \left| F_{A1}^0 \right\rangle \left| F_{B1}^0 \right\rangle \] (13)

We thus observe a mathematical difference between the QS and the 4B, even when the implementations of the operations are perfect as one can see from Eqs. (6) and (10). Formally, when including the description of the auxiliary systems, the mathematical structure of the evolution induced by the QS consists in taking the ideal evolution (when we can ignore the auxiliary systems, as in Eq. (1)), and performing for this case the mapping \(U_A \to U_{A,F_A}, U_B \to U_{B,F_B}, |\psi_S \rangle \to |\psi_S \rangle \left| F_A^0 \right\rangle \left| F_B^0 \right\rangle\). For the 4B, as two different boxes are used for the two implementations of both \(A\) and \(B\), there is
no such mapping. For instance, $U_A$ could be mapped to either $U_{A,F_{A_0}}$ or $U_{A,F_{A_1}}$. This remark highlights the fact that it is important to consider the way the operations are implemented to distinguish the QS from circuits that are simulating it, as our practical definition of a box allows us to do. Note finally that, in a noiseless scenario (i.e., in the infinite energy regime, when the auxiliary systems never become entangled with $S$), tracing out the auxiliary systems would give the same final state, and thus effective evolution, for both the 4B and the QS, thereby rendering the two setups indistinguishable.

In order to study the energetics of the QS and the 4B, we will naturally adopt the specific box model described in Sec. II B. There, the target is hence a qubit system corresponding to an atom flying through the setups of Fig. 1, while the control system $C$ is encoded in the spatial degree of freedom of the atom. An explicit possible implementation for both setups is outlined in more detail in Appendix A.

III. BENCHMARKING VIA A DISCRIMINATION TASK

As we saw above, the QS and 4B do not implement the same evolution in the noisy case. This motivates the main question we address in this work: is there an advantage in using one setup rather than the other when the energy we can invest is limited? For a fixed amount of energy to implement a given operation, should one concentrate all of it in one box and exploit causal indefiniteness (as in the QS), or do we get the same by distributing it in more boxes and only simulating the quantum switch (as in the 4B)?

Here, we use the concrete energetic model we introduced to study this question. To this end, we will benchmark the performance of the QS and the 4B in a concrete scenario—namely, at performing a commuting-vs-anticommuting discrimination task along the lines of Ref. [4]—when the available energy in the fields is constrained. As a baseline performance indicator, we will also compare these processes to the standard model of quantum circuits with fixed causal order (FCO), where one looks for the optimal quantum circuit to solve the same by distributing it in more boxes and only simulating the quantum switch (as in the 4B).

A. The commuting-vs-anticommuting discrimination task

Reference [4] introduced the following unitary discrimination task, for which an advantage of the QS was found over all FCO quantum circuits. Assume one is given two black boxes implementing some unitary operations $U_A$ and $U_B$, with the promise that they either commute or anticommute. The goal is to determine which of these two possibilities is the case. The probability that a given strategy or process does so defines its success probability.

Note that one only has “black-box” access to $U_A$ and $U_B$, meaning that one has no classical description of them. Here we will adapt the task as follows: instead of having access to a black box implementing $U_A$ perfectly, we assume one is given access to a noisy implementation of $U_A$, implemented as boxes in the finite-energy regime following the model described in Sec. II B. For simplicity we still assume, however, that $U_B$ can be implemented perfectly (not through a Jaynes-Cummings interaction). One is again asked to determine whether $U_A$ (the ideal unitary that the black-box is meant to approximate) and $U_B$ commute or anticommute.

For concreteness, it is necessary to fix the sets $S_{[\cdot]}$ and $S_{\{\cdot\}}$ of commuting and anticommuting unitaries that the pairs $(U_A, U_B)$ are drawn from, and how they are sampled: different sets, with different distributions of the unitaries, will indeed give different success probabilities for our task. Since we consider a two-level target system, the unitaries $U_A$ and $U_B$ are rotations on the Bloch sphere; we shall generically denote by $R_{\vec{u}}(\phi)$ a rotation by an angle $\phi$ around an axis specified by the unit vector $\vec{u}$ (irrespectively of the global phase that it may introduce, which is irrelevant in this paper). One can verify that two such rotations with nontrivial rotation angles (i.e., with $\theta \neq 0 \text{ mod } 2\pi$) commute if and only if their rotation axes are colinear, and they anticommute if and only if their rotation axes are orthogonal and the rotation angles are $\pi$. To comply with the physical model we introduced for the implementation of $U_A$, we will take its rotation axis in the equatorial plane $(Oxy)$ of the Bloch sphere (see Sec. II B), but we again do not impose any restriction on $U_B$. This leads us to define the sets $S_{[\cdot]}$ and $S_{\{\cdot\}}$ of pairs $(U_A, U_B)$ as follows:

\begin{align}
S_{[\cdot]} &= \{(R_{\vec{u}_A}(\theta_A), R_{\vec{u}_B}(\theta_B)), \vec{u}_A \in (Oxy)\}, \\
S_{\{\cdot\}} &= \{(R_{\vec{u}_A}(\pi), R_{\vec{u}_B}(\pi)), \vec{u}_A \in (Oxy), \vec{u}_B \perp \vec{u}_A\}.
\end{align}

In our task we will take the pairs $(U_A, U_B)$ to be drawn from either $S_{[\cdot]}$ or $S_{\{\cdot\}}$ with equal probability. Furthermore, we take the axes $\vec{u}$ and $\vec{u}_A$ above to be uniformly distributed in $(Oxy)$, $\vec{u}_B$ to be uniformly distributed in the plane orthogonal to $\vec{u}_A$, and the rotation angles $\theta_A, \theta_B$ to be uniformly distributed in $[-\pi, \pi]$. (Note that these sets of commuting or anticommuting unitaries differ from those considered in Ref. [47], which did not single out any particular orientation in the Bloch sphere.)

With this in place, we can now benchmark how the QS and 4B perform on this commuting-vs-anticommuting discrimination task by looking at how the probability of successfully guessing from which set, $S_{[\cdot]}$ or $S_{\{\cdot\}}$, $U_A$ and $U_B$ are drawn from depends on the energy available to approximate $U_A$ within the box model considered.
B. Formal description of the benchmark protocol

1. The QS and 4B strategies to perform the task

In the case of ideally implemented unitaries \( U_A, U_B \), the QS and 4B can perform the task perfectly \([4]\). To see this, note that the state of Eq. (2) can be rewritten in the \( \{ | +c \rangle, | -c \rangle \} \) basis for the control as

\[
| \psi_{CS}^{\uparrow} \rangle = \frac{1}{2} ( | +c \rangle \{ U_A, U_B \} | \psi_S \rangle - | -c \rangle \{ U_A, U_B \} | \psi_S \rangle),
\]

where \( \{ ., . \} \) and \( [ ., . ] \) are the anticommutator and commutator, respectively. Recall that one has the promise that one of the two is null; it then suffices to control the measure quantum qubit in the \( \{ | \pm \rangle \} \) basis to see which term survives in Eq. (16), and thereby determine perfectly (i.e., with probability 1) whether the unitaries commute or anticommute. Note that this strategy works for any distribution of the unitaries, and any initial state of the target system \( | \psi_S \rangle \).

In the finite-energy regime, we shall consider the same strategy for the QS and the 4B: simply measure the control qubit at the output in the \( \{ | \pm \rangle \} \) basis. If the result is \( | +c \rangle \), resp. \( | -c \rangle \), we shall make the guess that \( U_A \) and \( U_B \) commute, resp. anticommute. Here, the noise induced by the entanglement between the target qubit and the quantum field will make the success probability lower than 1. The situation we consider, where the operation \( U_B \) is ideal but the implementation of \( U_A \) is not, the QS uses one quantum field as an auxiliary system to approximate \( U_A \), while the 4B uses two, so one may expect their probabilities of correctly guessing the commuting-vs-anticommuting property to also be different. The question of the energetic costs associated to the QS and the 4B to solve this task is then legitimate to ask, so as to see what the most efficient way to invest the energy is. We will thus compare the two processes under the constraint that they use the same total amount of energy in the boxes implementing \( U_A \): an average of \( \bar{n} \) photons in the single box of the QS, and \( \bar{n}/2 \) in each of the corresponding two boxes of the 4B (for simplicity we take the natural choice of sharing the energy evenly between the boxes).

2. Success probabilities of the QS and 4B

For \((U_A, U_B) \in S_{(\uparrow)}\), the task is thus successfully completed if the outcome of the measurement on the control qubit is \( | +c \rangle \); for \((U_A, U_B) \in S_{(\downarrow)}\) on the other hand, it is successfully completed if one gets the result \( | -c \rangle \). From Eqs. (7) and (11), one easily finds that the probabilities for these events, for both the QS and 4B—denoted below by \( \epsilon \in \{\text{QS, 4B}\} \)—are

\[
p_{\text{success}}^{\epsilon \downarrow}(U_A, U_B) = \frac{1 + \text{Re} \{(\Phi_0^\epsilon(U_A, U_B)) \Phi_1^\epsilon(U_A, U_B)\}}{2},
\]

\[
p_{\text{success}}^{\epsilon \uparrow}(U_A, U_B) = \frac{1 - \text{Re} \{(\Phi_0^\epsilon(U_A, U_B)) \Phi_1^\epsilon(U_A, U_B)\}}{2},
\]

where we made the dependency on \((U_A, U_B)\) explicit, and with

\[
| \Phi_0^{\text{QS}}(U_A, U_B) \rangle = U_B U_{A,F_A} | \psi_S \rangle | \alpha_A \rangle,
\]

\[
| \Phi_0^{4B}(U_A, U_B) \rangle = U_B U_{A,F_A} | \psi_S \rangle | \alpha_A \rangle,
\]

\[
| \Phi_1^{4B}(U_A, U_B) \rangle = U_B U_{A,F_A} | \psi_S \rangle | \alpha_A \rangle,
\]

in accordance with Eqs. (8)–(9) and (12)–(13), recalling that \( U_A \) is approximated through the application of \( U_{A,F_A(k)} \) involving some auxiliary systems initialized in the states \( | F_{A(k)} \rangle = | \alpha_{A(k)} \rangle \) (cf. Fig. 1) and that \( U_B \) is assumed to be implemented perfectly (without involving any auxiliary system). As mentioned before, we shall ensure that the QS and 4B are provided with the same total amount of energy \( \hbar \omega \bar{n} \), so that we will take \( \alpha_A = \sqrt{\bar{n}} \) and \( \alpha_{A,1} = \sqrt{\bar{n}/2} \).

Averaging over the choice of unitaries \((U_A, U_B)\), either from \( S_{(\uparrow)} \) or from \( S_{(\downarrow)} \) with probability \( \frac{1}{2} \), we thus find that the average success probabilities in the commuting-vs-anticommuting discrimination task are

\[
\langle p_{\text{success}} \rangle = \frac{1}{2} \int_{S_{(\uparrow)}} \text{d} \mu_{\|}[U_A, U_B] \, p_{\text{success}}^{\epsilon \downarrow}(U_A, U_B) + \frac{1}{2} \int_{S_{(\downarrow)}} \text{d} \mu_{\perp}[U_A, U_B] \, p_{\text{success}}^{\epsilon \uparrow}(U_A, U_B),
\]

where \( \text{d} \mu_{\|} \) and \( \text{d} \mu_{\perp} \) are the measures on the sets \( S_{(\|)} \) and \( S_{(\perp)} \) that correspond to the way we chose to sample \((U_A, U_B)\) as described following Eqs. (14) and (15).

Note that the success probabilities in Eqs. (17)–(18) and (23) depend on the initial state \( | \psi_S \rangle \) of the target system. In fact, expanding these equations (using Eqs. (19)–(22)) it is easily seen that these are linear in \( | \psi_S \rangle \langle \psi_S | \). Hence, from these calculations we can also directly obtain the success probabilities for any mixed initial state \( \rho_S \), after replacing \( | \psi_S \rangle \langle \psi_S | \) by \( \rho_S \). For concreteness, and in order not to favour any specific orientation of the Bloch sphere, in the following we will take \( \rho_S = \frac{1}{2}; \) see however Appendix D for calculations that apply to any \( \rho_S \).

From here we can now compute and compare the success probabilities for the QS and 4B, for any fixed value of \( \bar{n} \). This will allow us to see which of the two setups performs the best at fixed energy—or reciprocally, for a fixed success probability that one targets, which process uses the least amount of energy, i.e., is the most energy efficient. To gain more insights
where $A$ and $B$ are the Choi matrices of the operations $A$ and $B$ (as defined in Eq. (C3) in Appendix C 2), and $T$ denotes the transpose. Hence, $(W_+, W_-)$ can be seen as a generalization for quantum processes of positive-operator valued measures (POVMs, i.e., general quantum measurements on quantum states). The fact that $A$ and $B$ are applied in a fixed order in the circuit imposes some specific constraints on $(W_+, W_-)$; the details are provided in Appendix E 1.

In our task, associating the measurement outcome ‘+’, resp. ‘−’, with the guess that $U_A$ and $U_B$—the unitaries that $A$ and $B$ are meant to implement—commute, resp. anticommute, one can obtain the success probability of a circuit with FCO at performing the task by integrating over the commuting and anticommuting sets $S_{(+)}$ and $S_{(-)}$, similarly to Eq. (23):

$$
\langle p_{\text{success}} \rangle = \frac{1}{2} \int_{S_{(+)}} d\mu_{(+)}(U_A, U_B) p(\{+, A, B\}) + \frac{1}{2} \int_{S_{(-)}} d\mu_{(-)}(U_A, U_B) p(\{-, A, B\})
$$

with

$$
G_+ = \int_{S_{(+)}} d\mu_{(+)}(U_A, U_B) (A \otimes B),
$$

$$
G_- = \int_{S_{(-)}} d\mu_{(-)}(U_A, U_B) (A \otimes B).
$$

To find the circuit with a given FCO that performs the best at the task under consideration, one can directly maximize the probability of success in Eq. (25) over all pairs $(W_+, W_-)$ satisfying the required constraints; see Appendix E 2.

As it turns out, by solving this optimization problem we find that one can obtain a success probability of 1 when using a FCO circuit with $B$ before $A$ in the ideal, unitary case. Indeed there exists a quantum circuit with FCO that allows one to perfectly discriminate between the sets of commuting or anticommuting operations considered here; see Appendix E 3. It is known, however, that for some other sets $S_{(+)}$ and $S_{(-)}$ the probability of the best circuit with FCO is strictly lower than 1 (in contrast with the QS) [4, 47]. The reason we could obtain a probability 1 for FCO circuits here is that the sets $S_{(+)}$ and $S_{(-)}$ we consider are too restrictive—restricted in particular to unitaries $U_A$ with a rotation axis in the equatorial plane defined by the orientation of the $z$-axis. The FCO strategy giving a success probability of 1 for the sets we use is optimized for this particular orientation: it would generally give a strictly lower success probability for unitaries with different rotation axes, i.e., for other more general sets of commuting or anticommuting operations.

The strategies of the QS or 4B, on the other hand, are oblivious to the specific choice of operations $(U_A, U_B)$, and therefore of the orientation used to define the sets $S_{(+)}$ and $S_{(-)}$. For a perhaps fairer comparison, and to obtain some more insight, we will look below at how FCO circuits perform when we moreover require that they should not single out any particular orientation. Instead, we require that (just as for the QS and the 4B) they act in the same way—i.e., give the same statistics—for all orientations of the axis used to define the equatorial
plane and the sets $S_{\uparrow\uparrow}$ and $S_{\uparrow\downarrow}$, making them “isotropic”. The restricted subset of such isotropic FCO circuits is formally defined in Appendix E.4.

IV. RESULTS

A. Comparing success probabilities across strategies

In this part, we study quantitatively the energetic differences between using the QS or the 4B. We find that, in the commuting-vs-anticommuting discrimination task we considered and within our specific energetic model, the QS is more efficient than the 4B for a fixed energy limitation. We then compare the QS and the 4B to the ensemble of all isotropic circuits with FCO. The energetic constraint is quantified by the average total number of photons $\bar{n}$ that each setup is given. We present numerical results for finite $\bar{n}$ and analytical results in the limit where $\bar{n}$ is large enough.

In Fig. 3, the average success probabilities for the QS and the 4B are shown for $1 \leq \bar{n} \leq 20$. As expected, the success probabilities of the QS and 4B tend to 1 for large $\bar{n}$. All success probabilities decrease when the amount of energy (i.e., $\bar{n}$) decreases, as the implementation of the operation $A$ becomes noisier. For a finite number of photons, we observe a clear advantage of the QS over the 4B, with its average success probability being above that of the 4B for any given value of $\bar{n}$. We also observe that for $\bar{n}$ large enough, the average success probabilities of the QS and the 4B are above those of the best isotropic FCO circuits, which are optimized (and in general different) for each value of $\bar{n}$, and whose limit for $\bar{n} \to \infty$ is only $\simeq 0.93$ (see Appendix E.4). In the lower $\bar{n}$ regime, we observe two crossings such that both the QS and the 4B are outperformed by the optimized isotropic FCO circuits. This can be understood by recalling that these FCO circuits are optimized for each $\bar{n}$, whereas the QS and the 4B use a fixed strategy that becomes very poor for low $\bar{n}$. (For $\bar{n}$ lower than the values shown in Fig. 3, the approximation of $U_A$ then becomes too bad for the QS and 4B strategies to be judicious, and for their analyses to be relevant.)

In Appendix D, we also perform perturbative expansions of the behaviour of the success probability for the QS and the 4B in the large $\bar{n}$ limit. For an initial target system in the state $\rho_S = \frac{1}{2}$, we found:

$$\langle \rho_{\text{success}}^{\text{QS}} \rangle = 1 - \frac{3 + \pi^2}{32\bar{n}} + O \left( \frac{1}{\bar{n}^2} \right),$$

(28)

$$\langle \rho_{\text{success}}^{\text{4B}} \rangle = 1 - \frac{6 + 4\pi^2/3}{32\bar{n}} + O \left( \frac{1}{\bar{n}^2} \right),$$

(29)

$$\langle \rho_{\text{success}}^{\text{QS}} \rangle - \langle \rho_{\text{success}}^{\text{4B}} \rangle = \frac{3 + \pi^2}{32\bar{n}} + O \left( \frac{1}{\bar{n}^2} \right),$$

(30)

which indeed shows formally that in this limit, the QS outperforms the 4B. The success probabilities reach 1 at order 0 in $1/\bar{n}$, in agreement with Fig. 3, and with the fact that the QS and 4B always succeed in the task when $U_A$ and $U_B$ are commuting or anticommuting unitaries [2, 47]. Graphically, the first-order approximation agrees well for $\bar{n} \gtrsim 8$ (see Fig. 3).

B. Connecting the success probability with entanglement

A natural question raised by these results is why the QS outperforms the 4B in the presence of noise in our benchmark task. We can gain some insight into this question by looking more closely at how and why the success probabilities decrease in both setups. In particular, we will see here that the success probabilities are directly related to a more fundamental quantity, the entanglement entropy between the control and the other systems.

The entanglement entropy between the control $C$ and the other systems ($S_{F_0}F_B$ for the QS and $S_{F_0}F_A^xF_{B_1}$ in the case of the 4B), for any fixed $(U_A, U_B)$, is defined as the von Neumann entropy $S(\rho_C(U_A, U_B))$ (with $\epsilon \in \{\text{QS, 4B}\}$) of the reduced state of the control. As we saw (see Eqs. (17) and (18)), for an initial pure state $|\psi_S\rangle$, the success probabilities for the QS and 4B are directly related to $\text{Re}[\langle \Phi_0(U_A, U_B) | \Phi_1(U_A, U_B) \rangle]$. One can easily show that, in this same case, $S(\rho_C(U_A, U_B))$ is directly related to $\left| \langle \Phi_0(U_A, U_B) | \Phi_1(U_A, U_B) \rangle \right|^2$,

$$S(\rho_C(U_A, U_B)) = H \left( \frac{1 + |\langle \Phi_0(U_A, U_B) | \Phi_1(U_A, U_B) \rangle|^2}{2} \right),$$

(31)

where $H(x) = -x \log(x) - (1 - x) \log(1 - x)$ is the binary entropy.

For the specific discrimination task we considered, the series expansions given in Appendix C.2 readily allow
us to see that $\text{Re}[[\Phi^\epsilon_0(U_A,U_B)|\Phi^\epsilon_1(U_A,U_B)] = \pm (1 - \frac{\epsilon}{n} + O(\frac{1}{n^2}))$ for some constants $\epsilon^c$ depending in general on $(U_A,U_B)$. A similar calculation shows that $\text{Im}[[\Phi^\epsilon_0(U_A,U_B)|\Phi^\epsilon_1(U_A,U_B)] = \frac{d^c}{n} + O(\frac{1}{n^2})$ for some other constants $d^c$ that again depend in general on $(U_A,U_B)$, from which we see

$$|\langle \Phi^\epsilon_0(U_A,U_B)|\Phi^\epsilon_1(U_A,U_B)\rangle| = 1 - \frac{\epsilon}{n} + O\left(\frac{1}{n^2}\right),$$

for the same constant $\epsilon^c$, independently of $d^c$. We thus observe that, at first order in $\frac{1}{n}$, there is a direct monotonous connection between the success probability and the entanglement entropy of the control: one has $S(\rho^\epsilon_c(U_A,U_B)) \simeq H(p_{\text{success}}^\epsilon(U_A,U_B))$, with $p_{\text{success}}^\epsilon = p_{\text{success}}^{\epsilon_1}$ for each pair $(U_A,U_B)$ in $S_\epsilon$ and $p_{\text{success}}^\epsilon = p_{\text{success}}(U_A,U_B)$ in $S_\epsilon$. 

In the large $\bar{n}$ limit (in which the QS and 4B induce the same effective transformation), the control does not become entangled with the other systems. The reduction in success probability for finite $\bar{n}$, i.e., when the operations become noisy, can thus be explained by the loss of information due to the control becoming entangled with the other systems (and, notably, the inaccessible fields). Moreover, the difference in performance for a given $\bar{n}$ between the QS and the 4B can hence primarily be attributed to the fact that less entanglement is created by the QS (which effectively reduces the length of the Bloch vector of $\rho^\epsilon_c(U_A,U_B)$), rather than, for example, being due to an effective rotation of the Bloch vector meaning a measurement in the $\{\{\pm C}\}$ basis may no longer be optimal. Understanding why less entanglement is created by the QS in this task, and whether this is a general feature beyond what we consider here, is an intriguing open question that may help to further understand the differences between the QS and the 4B.

V. CONCLUSIONS

The quantum switch (QS), and causal indefiniteness more generally, has attracted significant recent interest as a potential computational resource. This has led to some debate around different experiments striving to implement the quantum switch as to whether they are faithful implementations or just simulations [25–30]. Motivated by these questions, in this paper we introduced a practical definition of an operation as a “box” relating it to its physical implementation, and based on which we investigated some of the physical differences between the quantum switch (the QS) and a natural “four box” simulation of it (the 4B). We employed a novel energetic approach for this comparison, modelling the implemented operations as an atom interacting with a coherent state of light through the Jaynes-Cummings model, and where the noise is a consequence of the limited energy budget in the coherent state. We used this model to study which of these processes is the most energy efficient in performing a specific benchmark task, involving determining whether two operations commute or anti-commute.

More precisely, by considering a specific set of single-qubit rotations around the equatorial plane as in Eqs. (14)–(15), and assuming an ideal implementation of the unitary $U_B$, we showed numerically (and analytically in the high-energy limit) that the QS performs better than the 4B for a fixed amount of energy, or equivalently, that it requires less energy to reach a desired success probability for the benchmark task. We also showed that the QS and the 4B outperform (except in the very low-energy regime) a natural class of quantum circuits with fixed causal order (FCO) that, like both the QS and the 4B, are “isotropic” and thus operate independent to the reference frame used to define the operations of our benchmark task. We note, incidentally, that this class of isotropic circuits with FCO that we introduced here may be of independent interest beyond the context of this work.

In addition to shedding light on the differences between the QS and its simulations, these results highlight the potential of superpositions of causal orders as energy-efficient quantum processes. We provided some initial insight into why this might be the case, showing that the advantage of the QS in our benchmarking task over the 4B is closely related to the amount of entanglement the processes generate for a given energy budget. Nonetheless, much work remains to understand the generality of our results and the potential energetic advantages that can be obtained: to what extent can they be generalized beyond the specific physical model and task we considered here? Do they still hold if both $U_A$ and $U_B$ are taken to be noisy or if the energy is not required to be shared evenly (i.e., $\bar{n}/2$ photons per cavity) between the two “copies” of the operation? Our work thus motivates a more systematic study of the energetics of the QS, causally indefinite processes, and their simulations.
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Appendix A: Experimental implementation under consideration

In the last decade, there has been a number of experimental investigations of the quantum switch, and more generally the coherent control of unknown quantum operations, mainly using photonic setups [16–24], but also spins in nuclear magnetic resonance [37] or superconducting circuits [39, 49]. A proposal with trapped ions was also presented [15]. Contrarily to the model we considered, however, in these implementations the operations $\mathcal{A}$ and $\mathcal{B}$ are not implemented via the Jaynes-Cummings interaction with a single bosonic mode whose average number of excitations can be easily tuned. A natural setup to implement an energy constrained realization of the QS and 4B, as we considered in this work, would be a cavity quantum electrodynamics platform. Indeed, such coupling is naturally realized by the electric dipole Hamiltonian between atoms and field in the rotating wave approximation [40]. We therefore propose a new experimental implementation of the QS and 4B in this platform.

More specifically, we consider a four-level atom on which the control and target states are encoded. This atom interacts via a Jaynes-Cummings Hamiltonian with a single two-mode cavity in the case of the QS, and with two such two-modes cavities in the case of the 4B. These interactions mediate the implementation of the operations $\mathcal{A}$ and $\mathcal{B}$.

The four-level atom can be mapped to two effective qubits, encoding the target and control, respectively. By properly addressing the different levels, it is possible to change the state of one of them without affecting the other. Let us denote by $\{\{|1\rangle, |2\rangle, |3\rangle, |4\rangle\}$ these four atomic states. We consider the subspace spanned by the two lower levels to encode the target state when the control state is $|0\rangle$, and the subspace spanned by the two upper levels to encode the target state when the control state is $|1\rangle$. This defines the mapping $\{\{|1\rangle = |00\rangle, |2\rangle = |01\rangle, |3\rangle = |10\rangle, |4\rangle = |11\rangle\}$ between the Hilbert space of the atom and the Hilbert space of the two qubits. The initial state of the atom should be such that it corresponds to a product state between the system and the control.

For the QS, as illustrated in Fig. 4(a), the passage of the atom through the first half of the cavity will coherently implement the operations $\mathcal{A}$ and $\mathcal{B}$ depending on the state of the control, $|0\rangle$ or $|1\rangle$ respectively. When the atom reaches the middle of the cavity, a fast electric pulse is applied, inverting the populations between the upper and lower atomic subspaces and thus effectively implementing a Pauli $\sigma_x$ gate on the control qubit. In this way, the target state component that underwent operation $\mathcal{A}$ (i.e., that was encoded in the lower subspace) now becomes coupled to the field mode that implements operation $\mathcal{B}$ (i.e., that is encoded in the upper subspace). Similarly, the target state component previously encoded in the upper subspace is now encoded in the lower subspace. When the atom passes through the second half of the cavity, the operations $\mathcal{A}$ and $\mathcal{B}$ are again implemented, but to the target state component corresponding to the other control state; i.e., $\mathcal{B}$ is implemented to the component that underwent $\mathcal{A}$ in the first half, and vice versa. Just like the orange squares in Fig. 1, the role of $\sigma_x$ is to flip on which branch of the superposition the boxes act. When the atom exits the cavity, its state corresponds to the bipartite control and target qubit state after the operation of the quantum switch, as in Eq. (7) (up to a flip of the control qubit).

In order to implement the 4B, two such cavities can be used. The atom passes through the first cavity, coherently implementing $\mathcal{A}$ on the upper subspace and $\mathcal{B}$ on the lower subspace. In the passage through the second cavity, the gates $\mathcal{B}$ and $\mathcal{A}$ are coherently implemented in the upper and lower subspaces, respectively, thus implementing the 4B, see Fig. 4(b). In contrast to the quantum switch, which employs two quantum fields, one for each mode, the 4B employs four quantum fields, in agreement with the description of Sec. II C.

The implementation described above provides a potential means to experimentally observe an energy advantage of using superpositions of causal orders. We thereby challenge experimental groups to realise this novel implementation.

Appendix B: Approximating unitary evolutions in the Jaynes-Cummings model

Recall the Hamiltonian in the Jaynes-Cummings model:

$$ H = \frac{\hbar \Omega_0}{2} \left( e^{i \phi} \sigma_+ a + e^{-i \phi} \sigma_- a^\dagger \right) $$

with $\sigma_- = |g\rangle \langle c|$ and $\sigma_+ = \sigma_-^\dagger = |c\rangle \langle g|$ (and with $|g\rangle$ and $|c\rangle$ denoting the ground and excited states of the atom). Applying this Hamiltonian for a given time $t$, we get the unitary $U(t) = e^{-i H t/\hbar} = e^{-i \Omega t t (\sigma_+ a \sigma_- a^\dagger)}$. Extending the exponential, using the (easily verified) facts that $(e^{i \phi} \sigma_+ a + e^{-i \phi} \sigma_- a^\dagger)^{2k} = |g\rangle \langle g| \otimes |a(a\rangle)^k \langle c| \otimes (a^\dagger)^k$ and $(e^{i \phi} \sigma_+ a + e^{-i \phi} \sigma_- a^\dagger)^{2k+1} = e^{i \phi} |g\rangle \otimes a(a^\dagger)^k + e^{-i \phi} |c\rangle \otimes a^\dagger(a\rangle)^k$, and introducing the photon number operator $\hat{N} = a^\dagger a (= a a^\dagger - 1)$, we can write $U(t)$ in the $\{|g\rangle, |c\rangle\}$ basis for the atom, as a block operator

$$ U(t) = \begin{pmatrix}
\cos \left( \frac{\Omega t}{2} \sqrt{\hat{N}} \right) & -ie^{-i \phi} \frac{\sin \left( \frac{\Omega t}{2} \sqrt{\hat{N}+1} \right)}{\sqrt{\hat{N}+1}} \\
-ie^{i \phi} \frac{\sin \left( \frac{\Omega t}{2} \sqrt{\hat{N}} \right)}{\sqrt{\hat{N}}} & \cos \left( \frac{\Omega t}{2} \sqrt{\hat{N} + 1} \right)
\end{pmatrix}. $$

Consider applying this unitary to a product state $|\psi\rangle \otimes |\alpha\rangle$ of the atom-field system, with $|\psi\rangle = c_g |g\rangle + c_c |c\rangle$ and $|\alpha\rangle$ a coherent state with amplitude $|\alpha| > 0$ and mean photon

\footnote{Taking any complex value for $\alpha$ would simply shift the angle $\phi$ that defines the rotation axis: there is no loss of generality in considering $\alpha > 0$ here.}
number $\bar{n} = |\alpha|^2$—i.e., written in the Foch basis, $|\alpha\rangle = \sum_{n \geq 0} c^{(\bar{n})}_n |n\rangle$ with $c^{(\bar{n})}_n = e^{-\bar{n}/2} \sqrt{n/\sqrt{\bar{n}}}$. Using the above expression, we get

$$U(t) \ |\psi\rangle \otimes |\alpha\rangle = \sum_{n \geq 0} c^{(\bar{n})}_n \left[ \cos \left( \frac{\Omega t}{2} \sqrt{n} \right) c_g \ |g\rangle + \cos \left( \frac{\Omega t}{2} \sqrt{n+1} \right) c_e \ |e\rangle \right] \otimes |n\rangle \nonumber$$

$$- i e^{-i \phi} \sin \left( \frac{\Omega t}{2} \sqrt{n+1} \right) c_e \ |g\rangle \otimes |n+1\rangle - i e^{+i \phi} \sin \left( \frac{\Omega t}{2} \sqrt{n} \right) c_g \ |e\rangle \otimes |n-1\rangle \nonumber$$

$$= \sum_{n \geq 0} \left[ c^{(\bar{n})}_n \left( \cos \left( \frac{\Omega t}{2} \sqrt{n} \right) c_g \ |g\rangle + \cos \left( \frac{\Omega t}{2} \sqrt{n+1} \right) c_e \ |e\rangle \right) \right] \nonumber$$

$$- c^{(\bar{n}-1)}_{n-1} i e^{-i \phi} \sin \left( \frac{\Omega t}{2} \sqrt{n} \right) c_e \ |g\rangle - c^{(\bar{n})}_{n+1} i e^{+i \phi} \sin \left( \frac{\Omega t}{2} \sqrt{n+1} \right) c_g \ |e\rangle \right] \otimes |n\rangle. \quad (B3)$$

Assume now that $|\alpha\rangle$ has a large mean photon number: $\bar{n} \gg 1$. In that case the (Poissonian) distribution of the weights $|c^{(\bar{n})}_n|^2$ is peaked around $\bar{n}$, with a width of the order of $\sqrt{\bar{n}}$: beyond this peak, the weights $c^{(\bar{n})}_n$ are negligible. Expanding $\sqrt{\bar{n}}$ around its value for $n = \bar{n}$, we have $\sqrt{n} \approx \sqrt{n} + \frac{n-\bar{n}}{2\sqrt{n}}$, and we can thus write $\cos \left( \frac{\Omega t}{2} \sqrt{n} \right) \approx \cos \left( \frac{\Omega t}{2} \sqrt{n} + \frac{\Omega t}{2} \frac{n-\bar{n}}{2\sqrt{n}} \right)$. Assuming now that the interaction time $t$ is small enough so that $\Omega t \ll 1$, then for all $n$ whose corresponding weight $c^{(\bar{n})}_n$ is non-negligible (for which $\frac{n-\bar{n}}{2\sqrt{n}}$ is typically smaller than 1), the second term in the cosine above is negligible (and so would be all higher-order terms in $(n-\bar{n})$). We thus get, in the relevant range of $n$, $\cos \left( \frac{\Omega t}{2} \sqrt{n} \right) \approx \cos \left( \frac{\Omega t}{2} \sqrt{n} \right)$, and similarly, $\sin \left( \frac{\Omega t}{2} \sqrt{n} \right) \approx \sin \left( \frac{\Omega t}{2} \sqrt{n} \right)$.}

Notice now that $c^{(\bar{n})}_{n-1} = \frac{\sqrt{n}}{\sqrt{n+1}} c^{(\bar{n})}_n$ and $c^{(\bar{n})}_{n+1} = \frac{\sqrt{n}}{\sqrt{n+1}} c^{(\bar{n})}_n$. Still in the relevant range of $n$ around $\bar{n}$, we have $\frac{\sqrt{n}}{\sqrt{n+1}} \approx \frac{\sqrt{n}}{\sqrt{n+1}} \approx 1$, so that $c^{(\bar{n})}_{n-1} \approx c^{(\bar{n})}_{n+1} \approx c^{(\bar{n})}_n$. All in all, we can then approximate Eq. (B3) as [45]
\[
U(t) |\psi\rangle \otimes |\alpha\rangle \approx \sum_{n \geq 0} \left[ \cos\left(\frac{\Omega_0 t}{2} \sqrt{n} \right) (c_g |g\rangle + c_e |e\rangle) - i \sin\left(\frac{\Omega_0 t}{2} \sqrt{n} \right) (e^{-i\phi} c_e |g\rangle + e^{i\phi} c_g |e\rangle) \right] \otimes c^*_n |n\rangle,
\]

where \( R_\phi(\theta) = e^{-i\frac{\theta}{2} (\cos \phi \sigma_x + \sin \phi \sigma_y)} \) denotes a rotation on the Bloch sphere by an angle \( \theta \), around an equatorial axis defined by its azimuthal angle \( \phi \) (thus corresponding to the notation \( R_{\phi}(\theta) \) introduced in the main text, with \( \bar{u} = (\cos \phi, \sin \phi, 0) \)).

One thus recognises that in the large photon number limit, and under the above assumptions, the joint unitary \( U(t) \) applied to both the atom and the cavity initialized in a coherent state effectively approximates a rotation \( R_\phi(\Omega_0 t \sqrt{n}) \) of the state of the atom alone, while leaving the state of the cavity essentially unchanged. If one aims at approximating a rotation by a given angle \( \theta \), for a given (large enough) average number of photons \( \bar{n} \) in the cavity, one should thus choose the time of interaction \( t \) such that \( \Omega_0 t \approx \theta / \sqrt{n} \) (which indeed is such that \( \Omega_0 t \ll 1 \) when \( \bar{n} \gg 1 \), as assumed above).

Note that the somewhat hand-waving calculations and approximations presented here can be made rigorous: we will see in Appendix C how precisely the above choice approximates the desired rotations in the asymptotic limit of large \( \bar{n} \).

In the finite \( \bar{n} \) regime, \( U(t) \) does of course not induce a perfect rotation of the state of the atom only. The time of interaction \( t \) could in principle be optimized, for each finite value of \( \bar{n} \), so that the Jaynes-Cummings considered here gives the best possible approximation of a given desired rotation. However, for simplicity and as a rule of thumb we will simply take this time of interaction to be \( \Omega_0 t = \theta / \sqrt{\bar{n}} \), as dictated by the approximation in the large \( \bar{n} \) limit.\(^2\) In Fig. 5 we show the fidelity of the approximate rotation induced on the atom as a function of \( \bar{n} \) for various values of \( \theta \), to see how well this approaches the ideal unitary case. Note that the smaller (in absolute value) the angle \( \theta \), the better the approximation (for a fixed value of \( \bar{n} \)); in the large-\( \bar{n} \) limit, based on our analysis in Appendix C below, we find \( F = 1 - \frac{1 - \cos \theta + \theta^2/2}{2\bar{n}} + O\left(\frac{1}{\bar{n}^2}\right) \). In particular, one loses the \( 2\pi \)-periodicity for the approximations; in this paper we therefore consider all rotation angles to be in the interval \([-\pi, \pi]\).

\(^2\) We do not claim that this choice is necessarily optimal. E.g., choosing \( \Omega_0 t = \theta / \sqrt{\bar{n} + \delta} \), instead, or \( \Omega_0 t = \theta / \sqrt{\bar{n} + 2\delta} \) for some other value of \( \delta \), could give slightly larger fidelities in Fig. 5—and correspondingly, slightly larger success probabilities for the task considered in the main text, shown on Fig. 3. However, this would not qualitatively change our comparison between the QS and 4B setups or any of our results (e.g., our first order expansions in \( 1/\bar{n} \) of the fidelity above, and of the success probabilities in Appendix D\(^2\)) would not depend on the (fixed) value of \( \delta \), so for simplicity we will stick to the choice \( \Omega_0 t = \theta / \sqrt{\bar{n}} \).

**FIG. 5. Fidelity of the approximate rotations in the finite-energy regime.** Here the fidelity of an operation \( F \) with respect to a unitary \( U \) is defined as the fidelity of the output state with respect to the ideal one, averaged over all input states; for 2-dimensional systems it can be calculated as \( F = \frac{1}{2} + \frac{1}{4} \sum_{\sigma = x,y,z} \text{Tr}[U \sigma_i U^\dagger \sigma_j] \) [50]. The connected points are obtained numerically for different values of \( \bar{n} \), while the dashed lines are the analytical first-order expansions in \( 1/\bar{n} \) (namely, \( F = 1 - \frac{1 - \cos \theta + \theta^2/2}{12\bar{n}} + O\left(\frac{1}{\bar{n}^2}\right) \)).

**Appendix C: Kraus operators and asymptotic behaviours of the induced linear maps**

1. **Kraus operators**

From Eq. (B2), we can obtain the reduced dynamics of the two-level system induced by the Jaynes-Cummings Hamiltonian. For that, we consider as above that the field is initialized in a coherent state \( |\alpha\rangle \) where \( \alpha = \sqrt{\bar{n}} \), \( \bar{n} \) being the average number of photons in this field. We also consider a time of interaction \( t = \theta / (\Omega_0 \sqrt{\bar{n}}) \) (\( \theta \) being the angle of rotation we wish to perform), as prescribed in Appendix B, and denote by \( U^{(\bar{n})} \) the corresponding unitary operator: \( U^{(\bar{n})} = U\left(\frac{\theta}{\Omega_0 \sqrt{\bar{n}}}\right) \).

The reduced dynamics is then given by the map \( F^{(\bar{n})} \) such that for any initial density matrix \( \rho_S \) for the two level system,

\[
F^{(\bar{n})}(\rho_S) = \sum_{n=0}^{+\infty} A^{(\bar{n})}_n \rho_S A^{(\bar{n})}_n^\dagger,
\]
where the Kraus operators $A^{(n)}_{\alpha}$ are defined as

$$A^{(n)}_{\alpha} = (1 \otimes |n\rangle) U^{(n)} (1 \otimes |\alpha\rangle)$$

$$= \sum_{m \geq 0} c^{(n)}_{m} (1 \otimes |m\rangle) U^{(n)} (1 \otimes |\alpha\rangle)$$

$$= \left( e^{i\phi} n^{\frac{\sqrt{n}}{\sqrt{n}}} \cos \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right) - ie^{-i\phi} c^{(n)}_{n+1} \sin \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right) \right) e^{i\phi} n^{\frac{\sqrt{n}}{\sqrt{n}}} \cos \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right).$$

(2C)

2. Asymptotic behaviours

We aim here at describing the dynamics in the regime of large $n$. For this purpose, in order to make the calculations more compact, we will describe the maps under consideration by making use of their Choi representation [51]. The Choi matrix of a linear map $\mathcal{M} : \mathcal{L}(\mathcal{H}^I) \rightarrow \mathcal{L}(\mathcal{H}^O)$, from some “input” Hilbert space $\mathcal{H}^I$ to some “output” Hilbert space $\mathcal{H}^O$ and where $\mathcal{L}(\mathcal{H})$ represents the set of linear operators acting on the Hilbert space $\mathcal{H}$, is defined as

$$\mathcal{M} = \sum_{i,k} |i\rangle \langle k| \otimes \mathcal{M}(|i\rangle \langle k|) \in \mathcal{L}(\mathcal{H}^I) \otimes \mathcal{L}(\mathcal{H}^O),$$

(2C)

where $\{ |i\rangle \langle k| \}$ is a fixed (“computational”) basis of $\mathcal{H}^I$. The Choi matrix elements are thus $\langle i, j | \mathcal{M} | k, l \rangle = \langle j | \mathcal{M} (|i\rangle \langle k|) | l \rangle$.

We will look below at the asymptotic behaviors for two different linear maps, in the large $n$ regime. For that, using the facts that $c^{(n)}_{n-1} = \frac{\sqrt{n}}{\sqrt{n}} c^{(n)}_{n}$ and $c^{(n)}_{n+1} = \frac{\sqrt{n}}{\sqrt{n+1}} c^{(n)}_{n}$, it will be convenient to write the Kraus operators of Eq. (C2) above as

$$A^{(n)}_{\alpha} = e^{i\phi} n^{\frac{\sqrt{n}}{\sqrt{n}}} \cos \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right) - ie^{-i\phi} n^{\frac{\sqrt{n}}{\sqrt{n}}} \sin \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right)$$

$$= c^{(n)}_{n} \left( -ie^{i\phi} n^{\frac{\sqrt{n}}{\sqrt{n}}} \sin \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right) \right) \cos \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right)$$

$$= c^{(n)}_{n} \left( -ie^{i\phi} \sum_{p=0}^{\infty} \frac{(-1)^{p}}{(2p)!} \frac{\theta}{2} 2^{p} \frac{n^{p}}{n^{p}} \right) + \sum_{p=0}^{\infty} \frac{(-1)^{p}}{(2p+1)!} \frac{\theta}{2} 2^{p+1} \frac{(n+1)^{p}}{n^{p+1}} \right) \cos \left( \frac{\theta}{2} \frac{\sqrt{n}}{\sqrt{n}} \right).$$

(2C)

Using Eq. (C4), we have:

$$\langle 00 | F^{(n)} | 00 \rangle = \langle 0 | F^{(n)} | 0 \rangle | 0 \rangle | 0 \rangle$$

$$= \sum_{n \geq 0} c^{(n)}_{n} \langle 0 | A^{(n)}_{\alpha} | 0 \rangle \langle 0 | A^{(n)}_{\alpha} | 0 \rangle$$

$$= \sum_{n \geq 0} c^{(n)}_{n} \sum_{p \geq 0} \frac{(-1)^{p}}{(2p)!} \left( \frac{\theta}{2} \right)^{2p} \frac{n^{p}}{n^{p}} \sum_{q \geq 0} \frac{(-1)^{q}}{(2q)!} \left( \frac{\theta}{2} \right)^{2q} \frac{n^{q}}{n^{q}}$$

$$= \sum_{p, q \geq 0} \frac{(-1)^{q} \theta}{2^{2p+2q} (2p+2q)!} \frac{1}{n^{p+q}} \sum_{n \geq 0} c^{(n)}_{n} \sum_{p \geq 0} \frac{(-1)^{p+q}}{(2p)!} \left( \frac{\theta}{2} \right)^{2p+2q} \frac{n^{p+q}}{n^{p+q}},$$

(2C)

where we used the fact that the triple series is absolutely convergent to swap the sums in the last line.

In the last sum above we recognize the $(p + q)^{th}$ moment of the Poisson distribution with mean value $\tilde{n}$, which can be written as[52]

$$\sum_{n \geq 0} c^{(n)}_{n} \frac{1}{n^{p+q}} = \sum_{j=0}^{p+q} \left\{ p + q \right\} \tilde{n}^{p+q-j},$$

(2C)

where $\left\{ p + q \right\}$ denotes a Stirling number of the second kind. Inserting this into Eq. (C5) and taking the convention that $\left\{ p + q - j \right\} = 0$ for $j > p + q$, we can then swap the sums

3 Indeed, the summands $s_{n,p,q} = (c^{(n)}_{n})^{2} \frac{(-1)^{p}}{(2p)!} \frac{\theta}{2} 2^{p} \frac{n^{p}}{n^{p}} \frac{(-1)^{q}}{(2q)!} \frac{\theta}{2} 2^{q} \frac{n^{q}}{n^{q}}$ satisfy $|s_{n,p,q}| \leq (c^{(n)}_{n})^{2} \frac{1}{(2p)!} \frac{\theta}{2} 2^{p} \frac{n^{p}}{n^{p}} \frac{1}{(2q)!} \frac{\theta}{2} 2^{q} \frac{n^{q}}{n^{q}} \frac{2^{n}}{\tilde{n}^{n}}$, so that $\sum_{p,q} |s_{n,p,q}| \leq (c^{(n)}_{n})^{2} \frac{2^{n}}{\tilde{n}^{n}} \frac{2^{n}}{\tilde{n}^{n}}$, for each $n$. Using for instance Stirling’s formula, it is then straightforward to see that $\lim_{n \rightarrow +\infty} n^{2} (c^{(n)}_{n})^{2} \frac{2^{n}}{\tilde{n}^{n}} \frac{2^{n}}{\tilde{n}^{n}} = 0$, which ensures that $\sum_{n,p,q} |s_{n,p,q}| < +\infty$. 

\[ (00| F^{(n)} |00) = \sum_{j \geq 0} \left( \sum_{p \geq 0} \sum_{q \geq 0} \frac{(-1)^{p+q}}{(2p)!}(2q)! \left( \frac{\theta}{2} \right)^{p+2q} \{ p + q \} \right) \frac{1}{n^3}. \]  

(E7)

Evaluating the first two terms of the sum over \( j \) (using \( \{ p+q \} = 1 \) and \( \{ p+q \} = (p+q)/2p+q-1 \)) and truncating the higher-order terms in \( 1/n \), we obtain, after some algebraic manipulations,

\[ (00| F^{(n)} |00) = \frac{1}{2} (1 + \cos \theta) + \frac{1}{16n} (\theta \sin \theta - \theta^2 \cos \theta) + O \left( \frac{1}{n^2} \right). \]  

(C8)

Beyond this first term, the other elements of the \( n \)th Choi matrix are \( \langle i,j | F^{(n)} | k,l \rangle = \sum_{p} \langle j | A^{(n)}_{p} | k \rangle A^{(n)}_{p} | l \rangle \), and are obtained as sums over \( n \) of products of 2 elements (one being conjugated) of the Kraus operators of Eq. (C4) (from which we get 2 more sums \( \sum_{p} \sum_{q} \), as above). After exchanging the sums \( \sum_{p} \) with the sums \( \sum_{q} \) (as allowed by the fact that the series are still absolutely convergent), we get terms of the form \( \sum_{p,q} (c_{p,q})^{2} n^{r} (n+1)^{s} \), which can now be written (after expanding \( (n+1)^{s} \), using Eq. (C6) and rearranging the sums) as \( \sum_{p,q} (c_{p,q})^{2} n^{r} (n+1)^{s} \). After swapping the sums again, we can evaluate the leading terms (for \( j = 0,1 \)), as we did above.

For the case where \( \phi = 0 \), these calculations lead to

\[ F^{(n)} = R_{0}(\theta) + \frac{1}{16n} \left( \begin{array}{cccc}
\theta s_{0} - \theta^{2} c_{0} & -i (s_{0} - \theta(2-c_{0})+\theta^{2}s_{0}) & -i (s_{0} - \theta c_{0} + \theta^{2}s_{0}) & -i (s_{0} - \theta(2-c_{0}) + \theta^{2}s_{0}) \\
i (s_{0} - \theta(2-c_{0})+\theta^{2}s_{0}) & -\theta s_{0} + \theta^{2} c_{0} & -4(1-c_{0})+\theta s_{0} + \theta^{2} c_{0} & i (s_{0} - \theta c_{0} + \theta^{2}s_{0}) \\
i (s_{0} - \theta c_{0} + \theta^{2}s_{0}) & -4(1-c_{0})+\theta s_{0} + \theta^{2} c_{0} & 2\theta s_{0} + \theta^{2} c_{0} & i (s_{0} + \theta(2-3c_{0}) + \theta^{2}s_{0}) \\
\end{array} \right) + O \left( \frac{1}{n^{2}} \right). \]  

(C9)

with \( c_{0} = \cos \theta \), \( s_{0} = \sin \theta \), and where

\[ R_{0}(\theta) = \frac{1}{2} \left( \begin{array}{cccc}
1+c_{0} & is_{0} & is_{0} & 1+c_{0} \\
is_{0} & 1-c_{0} & 1-c_{0} & -is_{0} \\
is_{0} & 1-c_{0} & 1-c_{0} & -is_{0} \\
1+c_{0} & is_{0} & is_{0} & 1+c_{0} \\
\end{array} \right) \]  

is the Choi matrix of the map \( \rho \mapsto R_{0}(\theta) \rho R_{0}(\theta) \dagger \) that applies a perfect rotation by an angle \( \theta \) around the \( x \) axis of the Bloch sphere. For some azimuthal angle \( \phi \neq 0 \), one just has to multiply the 2nd row and 3rd columns of the Choi matrices above by \( e^{i\phi} \), and the 3rd row and 2nd columns by \( e^{-i\phi} \) (in accordance with how \( \phi \) appears in the Kraus operators \( A^{(n)}_{\phi} \), see Eq. (C2)).

Thus, we clearly see from Eq. (C9), that in the large-\( n \) limit, the operation \( F^{(\tilde{n})} \) (obtained as described above from the Jaynes-Cummings interaction, with the choice \( \Omega_{0}t = \theta/\sqrt{n} \)) indeed tends to a perfect rotation by an angle \( \theta \), which confirms the approximate calculations of Appendix B. One can also see that the elements of the first-order correction matrix in Eq. (C9) are null for \( \theta = 0 \), and increase (up to a certain point) with \( |\theta| \); in particular, as also noticed before, we lose the \( 2\pi \)-periodicity.

b. Induced map \( G^{(n)} : \rho \mapsto G^{(n)} \rho G^{(n)} \dagger \) with

\[ G^{(n)} = (1 \otimes (\alpha/\sqrt{2})) U^{(n/2)} (1 \otimes |\alpha/\sqrt{2}\rangle \langle \alpha/\sqrt{2}|) \]

In our calculations of the success probability of the 4B at the commuting-vs-anticommuting task we consider, we are also led to consider the linear map \( G^{(n)} \) defined in the title of this subsection. As we did for \( F^{(\tilde{n})} \) above, we will derive here a perturbative expansion in the large-\( \tilde{n} \) limit.

Contrary to \( F^{(\tilde{n})} \) that involved infinitely many Kraus operators \( A^{(n)}_{\phi} \), the map \( G^{(n)} \) is defined in terms of a single Kraus operator \( G^{(n)} \). We can thus first consider the expan-

---

Note that \( E^{(n)} \) thus remains Hermitian, and even positive semidefinite, as required for the Choi matrix of completely positive (CP) map.
sion of $G^{(\bar{n})}$ in the large-$\bar{n}$ limit. We do this in a similar way to what we did for $X^{(\bar{n})}$ above, noting that $G^{(\bar{n})} = \sum_n (r_n^{(\bar{n}/2)})^* A_n^{(\bar{n}/2)}$ and starting from the form of Eq. (C4) for the operators $A_n^{(\bar{n}/2)}$; the difference with the previous calculations being that here we only have single sums $\sum_p$ (as opposed to double sums $\sum_p \sum_q$), to be swapped with the sums $\sum_n$ and then $\sum_j$.

For the case where $\phi = 0$ we thus get

$$G^{(\bar{n})} = \left( \begin{array}{cc} \cos \left( \frac{\theta}{2} \right) & -i \sin \left( \frac{\theta}{2} \right) \\ -i \sin \left( \frac{\theta}{2} \right) & \cos \left( \frac{\theta}{2} \right) \end{array} \right) + \frac{1}{16\bar{n}} \left( \begin{array}{cc} 2\theta \sin \left( \frac{\theta}{4} \right) - \theta^2 \cos \left( \frac{\theta}{4} \right) & i \left( 4 \sin \left( \frac{\theta}{4} \right) - 2\theta \cos \left( \frac{\theta}{4} \right) + \theta^2 \sin \left( \frac{\theta}{4} \right) \right) \\ i \left( 4 \sin \left( \frac{\theta}{4} \right) - 2\theta \cos \left( \frac{\theta}{4} \right) + \theta^2 \sin \left( \frac{\theta}{4} \right) \right) & -6\theta \sin \left( \frac{\theta}{2} \right) - \theta^2 \cos \left( \frac{\theta}{2} \right) \end{array} \right) + O \left( \frac{1}{\bar{n}^2} \right),$$

(C11)

from which we then easily obtain the Choi matrix of the linear map $G^{(\bar{n})}$:

$$G^{(\bar{n})} = \mathcal{B}_0(\theta) + \frac{1}{8\bar{n}} \begin{pmatrix} \theta_{s\theta} - \frac{\theta^2}{2}(1 + c_0) & -i \left( s_{s\theta} - \theta + \frac{\theta^2}{2}s_{s\theta} \right) & -i \left( s_{s\theta} - \theta + \frac{\theta^2}{2}s_{s\theta} \right) & -\theta_{s\theta} - \frac{\theta^2}{2}(1 + c_0) \\ -i \left( s_{s\theta} - \theta + \frac{\theta^2}{2}s_{s\theta} \right) & -2(1 - c_0) + \theta_{s\theta} - \frac{\theta^2}{2}(1 - c_0) & -2(1 - c_0) + \theta_{s\theta} - \frac{\theta^2}{2}(1 - c_0) & -\theta_{s\theta} - \frac{\theta^2}{2}(1 - c_0) \\ -i \left( s_{s\theta} - \theta + \frac{\theta^2}{2}s_{s\theta} \right) & -2(1 - c_0) + \theta_{s\theta} - \frac{\theta^2}{2}(1 - c_0) & -2(1 - c_0) + \theta_{s\theta} - \frac{\theta^2}{2}(1 - c_0) & -\theta_{s\theta} - \frac{\theta^2}{2}(1 - c_0) \\ -\theta_{s\theta} - \frac{\theta^2}{2}(1 + c_0) & -i \left( s_{s\theta} + \theta(1 - 2c_0) + \frac{\theta^2}{2}s_{s\theta} \right) & -i \left( s_{s\theta} + \theta(1 - 2c_0) + \frac{\theta^2}{2}s_{s\theta} \right) & -\theta_{s\theta} - \frac{\theta^2}{2}(1 + c_0) \end{pmatrix} + O \left( \frac{1}{\bar{n}^2} \right),$$

(C12)

(again with $c_0 = \cos \theta$ and $s_\theta = \sin \theta$). As before, for $\phi \neq 0$ one just needs to multiply the appropriate rows or columns of the Choi matrices above by either $e^{i\phi}$ or $e^{-i\phi}$.

Appendix D: Success probabilities for the QS and 4B at the commuting-vs-anticommuting discrimination task

1. Exact expressions

Here we provide the exact analytic expressions for the success probabilities of Eqs. (17)–(18), when averaged following Eq. (23). For this purpose, we start by recognizing, using Eqs. (19)–(22), that

$$\langle \Phi_0^{QS}(U_A, U_B) | \Phi_1^{QS}(U_A, U_B) \rangle = \text{Tr} \left( \mathcal{F}(\bar{n}) (U_B \rho_S) U_B^\dagger \right),$$

(D1)

$$\langle \Phi_0^{4B}(U_A, U_B) | \Phi_1^{4B}(U_A, U_B) \rangle = \text{Tr} \left( G^{(\bar{n})} (U_B \rho_S) U_B^\dagger \right),$$

(D2)

where $\mathcal{F}(\bar{n})$ and $G^{(\bar{n})}$ are the linear maps previously defined in Secs. C2a and C2b (which appear in the calculation after tracing over the cavity fields), and where $\rho_S = |\psi_S\rangle \langle \psi_S|$. Note that these expressions, as well as the success probabilities below, are all linear in $\rho_S$, so that these remain valid for any mixed input states of the target system. The average success probabilities for the QS and 4B in the commuting and anticommuting scenarios can then be written as

$$\langle \rho_{\text{success}}^{(\bar{n})} \rangle_{\text{QS}} = \frac{1}{2} \left( 1 + \int_{S_{\bar{n}}} \text{d} \mu_{\bar{n}}(U_A, U_B) \text{ Re} \left[ \text{Tr} \left( \mathcal{F}(\bar{n},U_A) (U_B \rho_S) U_B^\dagger \right) \right] \right) \right) = \frac{1}{2} \left( 1 + \sum_{n=0}^{+\infty} X_{n,0,\bar{n}}^{(\bar{n})} \right),$$

(D3)

$$\langle \rho_{\text{success}}^{(\bar{n})} \rangle_{\text{QS}} = \frac{1}{2} \left( 1 - \int_{S_{\bar{n}}} \text{d} \mu_{\bar{n}}(U_A, U_B) \text{ Re} \left[ \text{Tr} \left( \mathcal{F}(\bar{n},U_A) (U_B \rho_S) U_B^\dagger \right) \right] \right) \right) = \frac{1}{2} \left( 1 - \sum_{n=0}^{+\infty} X_{n,0,\bar{n}}^{(\bar{n})} \right),$$

(D4)

$$\langle \rho_{\text{success}}^{(\bar{n})} \rangle_{\text{4B}} = \frac{1}{2} \left( 1 + \int_{S_{\bar{n}}} \text{d} \mu_{\bar{n}}(U_A, U_B) \text{ Re} \left[ \text{Tr} \left( G^{(\bar{n},U_A)} (U_B \rho_S) U_B^\dagger \right) \right] \right) \right) = \frac{1}{2} \left( 1 + \sum_{m=0}^{+\infty} \sum_{n=0}^{+\infty} X_{m,n,\bar{n}}^{(\bar{n})} \right),$$

(D5)

$$\langle \rho_{\text{success}}^{(\bar{n})} \rangle_{\text{4B}} = \frac{1}{2} \left( 1 - \int_{S_{\bar{n}}} \text{d} \mu_{\bar{n}}(U_A, U_B) \text{ Re} \left[ \text{Tr} \left( G^{(\bar{n},U_A)} (U_B \rho_S) U_B^\dagger \right) \right] \right) \right) = \frac{1}{2} \left( 1 - \sum_{m=0}^{+\infty} \sum_{n=0}^{+\infty} X_{m,n,\bar{n}}^{(\bar{n})} \right),$$

(D6)
where we used the notations $\mathcal{F}(\tilde{n}, U_A), \mathcal{G}(\tilde{n}, U_A)$ and $A_n(\tilde{n}, U_A)$ to indicate explicitly the ideal unitary operation $U_A$ that these correspond to.

To evaluate these expressions further, we can use the following parametrization for the unitaries in the sets $\mathcal{S}_{[i]}, \mathcal{S}_{\{i\}}$ and for their measures, in accordance with Eqs. (14)–(15):

$$S_{[i]} : \quad U_A = R_\theta(\theta_A) = R_\phi(\theta_A), \quad U_B = R_\theta(\theta_B) = R_\phi(\theta_B), \quad \int_{S_{[i]}} d\mu[\{U_A, U_B\}] = \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} \int_{-\pi}^{\pi} \frac{d\theta_A}{2\pi} \int_{-\pi}^{\pi} \frac{d\theta_B}{2\pi},$$

$$S_{\{i\}} : \quad U_A = R_{\phi_A}(\pi) = R_{\phi_A}(\pi), \quad U_B = R_{\phi_B}(\pi) = R_{\phi_A,\phi_B}(\pi), \quad \int_{S_{\{i\}}} d\mu[\{U_A, U_B\}] = \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} \int_{-\pi}^{\pi} \frac{d\phi_B}{2\pi},$$

where $R_\phi(\theta) = e^{-i\frac{\pi}{2}(\cos \phi \sigma_x + \sin \phi \sigma_y)}$ is again a rotation (in the Bloch sphere) of angle $\theta$ around an equatorial axis with azimuthal angle $\phi$, while $R_{\phi_A,\phi_B}(\pi) = e^{-i\frac{\pi}{2}(\sin \phi_A \sin \phi_B \sigma_x - \cos \phi_A \sin \phi_B \sigma_y + \cos \phi_B \sigma_z)}$ denotes a rotation of angle $\pi$ around an axis with zenithal angle $\phi_B$ and azimuthal angle $\phi_A = \pi/2$ (so that it is orthogonal to the equatorial axis with azimuthal angle $\phi_A$). In Eqs. (D7)–(D8), $A_n(\tilde{n}, U_A)$ is then given by Eq. (C2), with the same angles $(\theta, \phi)$ as $U_A = R_\phi(\theta)$ in the parametrizations above.

With this the terms of $X_{n,\{i\}}^{[\tilde{n}],Q}(\tilde{n})$ and $X_{n,\{i\}}^{[\tilde{n}],4B}(\tilde{n})$ in Eqs. (D7)–(D8) can be evaluated analytically, for any given state $\rho_S$. Their explicit forms are however rather tedious to write, so we omit them here, and we now focus on the asymptotic regime.

2. Asymptotic regime

Using $\text{Tr}[\mathcal{M}(\rho)v] = \text{Tr}[\mathcal{M} \cdot (q^T \otimes v)]$ and Eqs. (C9) and (C12) in Eqs. (D3)–(D6) (or using Eq. (C11) directly in Eqs. (D5)–(D6)), and with the explicit parametrization of the sets $\mathcal{S}_{[i]}$ and $\mathcal{S}_{\{i\}}$ as in Eqs. (D9)–(D10) above, we can evaluate the average success probabilities in the large-$\tilde{n}$ limit. We obtain

$$\langle p_{\text{success}}^{\text{Q}} \rangle_{\{i\}} = 1 - \frac{3 + \pi^2}{32\tilde{n}} + O \left( \frac{1}{\tilde{n}^2} \right),$$

$$\langle p_{\text{success}}^{\text{Q}} \rangle_{[i]} = 1 - \frac{4 + \pi^2}{32\tilde{n}} + O \left( \frac{1}{\til{n}^2} \right),$$

from which we then get

$$\langle p_{\text{success}}^{\text{Q}} \rangle_{\{i\}} = 1 - \frac{3 + \pi^2}{32\til{n}} + O \left( \frac{1}{\til{n}^2} \right),$$

$$\langle p_{\text{success}}^{\text{Q}} \rangle_{[i]} = 1 - \frac{4 + \pi^2}{32\til{n}} + O \left( \frac{1}{\til{n}^2} \right).$$

We thus see that for the task we considered, with the prescribed sets of commuting or anticommuting operations $(U_A, U_B)$, the QS always performs slightly better than the 4B in the asymptotic regime, whatever the initial state $\rho_S$ of the target system. The difference between the two is maximized for $\rho_S = |1\rangle \langle 1|$ and minimized for $\rho_S = |0\rangle \langle 0|$; for our comparison in the main text (and in Fig. 3 in particular) we take the average situation with $\rho_S = 1/2$.}

5 Note that, as expected from the rotational symmetries of the two sets of unitaries around the $z$-axis of the Bloch sphere, the results only depend on the $z$ component of the state $\rho_S$, $\text{Tr}[\sigma_z \rho_S]$ (as we see, in particular, in the asymptotic regime below).
Appendix E: Circuits with fixed causal order

1. Probabilistic circuits representation

The most general circuit that applies two operations (CPTP maps) $A$ and $B$ in a fixed causal order with $A$ preceding $B$ (each being applied once and only once), and that produces a binary classical outcome, is depicted on Fig. 2 of the main text. It consists in the composition of $A$ and $B$ with three fixed operations. The first of these operations initializes the target system as well as a “memory” system in some state $\rho \in \mathcal{L}(\mathcal{H}^{A_0})$, where $\mathcal{H}^{A_i}$ is the input Hilbert space of operation $A_i$, $\mathcal{H}^a$ is some memory Hilbert space, and where we use the short-hand notation $\mathcal{H}^{XY} = \mathcal{H}^X \otimes \mathcal{H}^Y$. The second fixed operation $C$ is a channel (a CPTP map) that connects the output space $\mathcal{H}^{A_0}$ of $A$ and the memory space $\mathcal{H}^a$ to the input space $\mathcal{H}^{B_1}$ of $B$ and some other memory space $\mathcal{H}^b$. After operation $B$ is applied, the output state of the target and memory systems is finally measured by the third fixed operation, namely a POVM $(E^+_+, E^-_-)$. The probabilities for each outcome $\pm A, B$ are, according to the Born rule:

$$p(\pm A, B) = \text{Tr} \left[ E^{\pm}_\pm \left( [B \otimes I^b] \circ C \circ (A \otimes I^a) \right)(\rho) \right],$$

(E1)

where $I^{a/b}$ is the identity channel on the memory space $\mathcal{H}^{a/b}$. It is easily verified that these probabilities can be written in terms of the Choi matrices of the various maps (defined as in Eq. (C3)) as in Eq. (24) of the main text, namely, as

$$p(\pm A, B) = \text{Tr} \left[ W^{T\pm}_\pm (A \otimes B) \right]$$

(E2)

with

$$W^{\pm} = \text{Tr}_{ab} \left[ (C^{T_{ab}} \otimes I^{A_0}) (\rho \otimes I^{A_0} B_0^{B_0} B_1^{B_1} \otimes I^{A_0}) \right]$$

(E3)

and where $\text{Tr}_{ab}$ denotes the partial trace over the memory systems in $\mathcal{H}^a$ and $\mathcal{H}^b$. $T_{ab}$ denotes the partial transpose, and $I^X$ is the identity operator in the spaces indicated as a superscript.

More technically speaking: $W^{\pm}$ is obtained as the so-called “link product” [46, 48] of the Choi matrices of the elements $\rho, C, E_{\pm}$ of the FCO circuit.\textsuperscript{7}

From Eq. (E3), and using the facts that all operators are positive semidefinite (PSD), that $E^+_+ + E^-_- = I^{B_0}$, and that $\text{Tr}_{B_1} C = I^{A_0}$ (which translates, into the Choi representation, the fact that the channel $C$ is trace-preserving), one can easily verify that the pair $(W^+, W_-)$ satisfies

$$W^+ \geq 0, \quad W^+ + W_- = W^{A_1 A_0 B_1} \otimes I^{B_0}, \quad \text{Tr}_{B_1} W^{A_1 A_0 B_1} = W^{A_1} \otimes I^{A_0}, \quad \text{Tr} W^{A_1} = 1,$$

(E4)

for some PSD matrices $W^{A_1 A_0 B_1} = \text{Tr}_{ab} \left[ (C^{T_{ab}} \otimes I^{A_1}) (\rho \otimes I^{A_0} B_0^{B_0} B_1^{B_1} \otimes I^{A_0}) \right]$ and $W^{A_1} = \text{Tr}_{a} \rho$. As it turns out, the converse is also true: any pair $(W^+, W_-)$—a so-called “quantum tester”—satisfying Eq. (E4) for some PSD matrices $W^{A_1 A_0 B_1} \in \mathcal{L}(\mathcal{H}^{A_1} \otimes \mathcal{H}^{A_0} \otimes \mathcal{H}^{B_1})$ and $W^{A_1} \in \mathcal{L}(\mathcal{H}^{A_1})$ can also be obtained from a quantum circuit with fixed causal order of the form of Fig. 2, for some appropriate choice of $\rho, C, (E^+_+, E^-_-)$ [46, 48]. Hence, optimizing over all possible FCO circuits amounts to optimizing over pairs of operators $(W^+, W_-)$ satisfying the constraints above—or similar constraints for the order where $B$ comes before $A$.

2. Success probabilities at the commuting-vs-anticommuting discrimination task

In the task under consideration, the outcomes $\pm$ of the POVM $(E^+_+, E^-_-)$, or equivalently of the quantum tester $(W^+, W_-)$, correspond to the guess that the ideal operations $U_A$ and $U_B$ under consideration commute or anticommute, which leads to the form of Eq. (25) for the success probability $p_{\text{success}}$. Optimizing it over all circuits with fixed causal order—i.e., over all testers $(W^+, W_-)$ satisfying the relevant constraints—is then a semidefinite programming (SDP) problem [47], which (for some fixed operators $G_{\pm}$) can be solved efficiently.

The operators $G_+$ and $G_-$ from Eqs. (26)–(27) are obtained from the Choi representations of the maps $A$ and $B$, and from the definitions of the sets $S_{\pm}$ given in Eqs. (14) and (15), which can be parametrized as in Eqs. (D9)–(D10). Recall that in the scenario we consider, the operations $B$ are always taken to be unitary, of the form $B : \rho \mapsto U_B \rho U_B^\dagger$. On the other hand, in the finite-energy case the operations $A$ are obtained from the Kraus operators $A_n^{(i)}$ of Eq. (C2), according to $A : \rho \mapsto \sum_n A_n^{(i)} \rho A_n^{(i)\dagger}$. These are meant to approximate the unitary operations $A : \rho \mapsto U_A \rho U_A^\dagger$, which are reached only in the infinite-energy limit.

Let us derive the explicit forms of $G_+$ and $G_-$ in the infinite-energy limit, precisely. Writing (according to Eqs. (26)–(27) and (D9)–(D10), and in terms of the Choi matrices $R_\phi(\theta)$ and $R_{\phi_A,\phi_B}(\pi)$ of the CPTP maps corresponding to the rotations $R_\phi(\theta)$ and $R_{\phi_A,\phi_B}(\pi)$

$$G_+ = \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} \int_{-\pi}^{\pi} \frac{d\theta_A}{2\pi} \int_{-\pi}^{\pi} \frac{d\theta_B}{2\pi} R_{\phi_A}(\theta_A) \otimes R_\phi(\theta_B),$$

(E5)

$$G_- = \int_{-\pi}^{\pi} \frac{d\phi}{2\pi} \int_{-\pi}^{\pi} \frac{d\phi_A}{2\pi} \int_{-\pi}^{\pi} \frac{d\phi_B}{2\pi} R_{\phi_A,\phi_B}(\phi) \otimes R_{\phi_A,\phi_B}(\phi),$$

(E6)

after some calculations one finds (written in the space $\mathcal{L}(\mathcal{H}^{A_1}) \otimes \mathcal{L}(\mathcal{H}^{A_0}) \otimes \mathcal{L}(\mathcal{H}^{B_1}) \otimes \mathcal{L}(\mathcal{H}^{B_0})$, with implicit tensor

\textsuperscript{6} The transpose and partial transpose are taken in the “computational basis”, used to define the Choi representation (see Appendix C2).

\textsuperscript{7} For the familiar reader: in terms of the link product, \( p(\pm A, B) = E^{T_+}_{\pm} \ast C \ast A \ast \rho = (E^{T_+}_{\pm} \ast C \ast \rho) \ast (B \ast A) = W^{\pm} \ast (A \otimes B) \), with \( W^{\pm} = E^{T_+}_{\pm} \ast C \ast \rho \).
products)

\[
G_+ = \frac{1}{4} \left[ (11 + \frac{1}{2}a_x + 2\frac{1}{2}a_y) (11 + \frac{1}{2}a_x + 2\frac{1}{2}a_y) + \frac{1}{8} (a_x + 2a_y) (a_x + 2a_y) \right]
\]

\[
G_- = \frac{1}{4} \left[ (11 - a_x) (11 - a_y) + \frac{1}{8} (a_x + 2a_y) (a_x + 2a_y) \right].
\]

With these operators \(G_{\pm}\), optimizing \(p_{\text{success}}^\text{FCO}\) from Eq. (25) under the constraints of Eq. (E4), i.e. for FCO circuits with \(\mathcal{A}\) before \(\mathcal{B}\), we found an optimal success probability \(p_{\text{success}}^\text{FCO} \approx 0.9489\).

However, for the analogous constraints corresponding to FCO circuits with \(\mathcal{B}\) before \(\mathcal{A}\), we found \(p_{\text{success}}^\text{FCO} = 1\). Indeed there exists such a circuit that allows one to discriminate perfectly commuting pairs \((\mathcal{A}, \mathcal{B})(U_A, U_B)\) drawn from \(\mathcal{S}_{\parallel}\), from anticommuting pairs drawn from \(\mathcal{S}_{\perp}\). This circuit can be reconstructed from the results of the SDP optimization; it is described in the next section.

The success probabilities for FCO circuits in the finite-energy regime are shown in Fig. 6. For both fixed orders between \(\mathcal{A}\) and \(\mathcal{B}\), we see that these success probabilities decrease when \(\bar{n}\) decreases, as the operation \(\mathcal{A}\) is more and more noisy. As in the ideal unitary case, the best FCO circuits with \(\mathcal{B}\) before \(\mathcal{A}\) are found to outperform the best circuits with \(\mathcal{A}\) before \(\mathcal{B}\).

3. Optimal FCO circuit for unitary operations \(U_A\) and \(U_B\) from \(\mathcal{S}_{\parallel}\) or \(\mathcal{S}_{\perp}\)

As just claimed, one can find a FCO circuit with \(\mathcal{B}\) before \(\mathcal{A}\) which correctly guesses whether \(U_A\) and \(U_B\) are drawn from \(\mathcal{S}_{\parallel}\) or \(\mathcal{S}_{\perp}\) (when both \(\mathcal{A}\) and \(\mathcal{B}\) implement \(U_A\) and \(U_B\) perfectly, i.e., in the infinite-energy limit). This circuit is of the form depicted on Fig. 2 of the main text, with the roles of \(\mathcal{A}\) and \(\mathcal{B}\) being exchanged.

Specifically, the input state \(\rho\) can be taken to be a maximally entangled state

\[
\rho = |\Phi^+\rangle \langle \Phi^+|_{B_1B_2}\]

with \(|\Phi^\pm\rangle_{B_1B_2} = \frac{1}{\sqrt{2}}(|00\rangle_{B_1B_2} \pm |11\rangle_{B_1B_2})\), where we introduced a 2-dimensional memory space \(\mathcal{H}_B\), while the channel \(\mathcal{C}\) can be taken to be an isometric channel \(\mathcal{C} : \rho \rightarrow C \rho C^\dagger\) with

\[
C = |\Phi^+\rangle^A a_1 |0\rangle^A a_2 |0\rangle^B b_1 + |\Phi^+\rangle^A a_1 |1\rangle^A a_2 |11\rangle^B b_1 + |01\rangle^A a_1 |2\rangle^A a_2 |00\rangle^B b_1 + |10\rangle^A a_1 |2\rangle^A a_2 |11\rangle^B b_1,
\]

where we introduced two more memory spaces: a 2-dimensional space \(\mathcal{H}^A_{\parallel}\) and a 3-dimensional space \(\mathcal{H}^B_{\parallel}\).

Let us indeed check that these choices allow one to solve the task perfectly. For any unitary operations \(U_A\) and \(U_B\), the output state of the circuit before the POVM is

\[
|\psi\rangle^A a_{\Omega a_1 a_2} = (U_A \otimes 1_{a_2}) C (U_B \otimes 1_{b_1}) |\Phi^+\rangle_{B_1B_2}.
\]

Considering that either \(U_A = R_\phi(\theta_A)\), \(U_B = R_\phi(\theta_B)\) if these are drawn from \(\mathcal{S}_{\parallel}\), or \(U_A = R_\phi(\theta_A)\), \(U_B = R_\phi(\theta_B)\) if these are drawn from \(\mathcal{S}_{\perp}\), (see Eqs. (D9)-(D10)), the corresponding output states are easily calculated to be

\[
|\psi_{\parallel}\rangle = \cos \theta_A |\Phi^+\rangle \Psi_{\phi_A} \phi_A_{a_1} |+\rangle_{a_2} \Psi_{\phi_A} \phi_A_{a_1} |+\rangle_{a_2} + \sin \theta_B |\Phi^-\rangle \Psi_{\phi_B} \phi_B_{a_1} |+\rangle_{a_2} \Psi_{\phi_B} \phi_B_{a_1} |+\rangle_{a_2},
\]

\[
|\psi_{\perp}\rangle = - \cos \varphi_B |\Phi^+\rangle \Psi_{\phi_A} \phi_A_{a_1} |+\rangle_{a_2} + \sin \varphi_B |\Phi^-\rangle \Psi_{\phi_B} \phi_B_{a_1} |+\rangle_{a_2} \Psi_{\phi_B} \phi_B_{a_1} |+\rangle_{a_2}.
\]

with \(|\Phi^\pm\rangle_{A a_1} = \frac{1}{\sqrt{2}}(|01\rangle_{A a_1} \pm |10\rangle_{A a_1})\) and \(|\pm\rangle_{a_2} = \frac{1}{\sqrt{2}}(|0\rangle_{a_2} \pm |1\rangle_{a_2})\). From these expressions we can clearly see (using in particular that \(|\Phi^+\rangle\) is orthogonal to both \(|\Phi^-\rangle\) and \(|\Psi_\phi\rangle\)) that \(|\psi_{\parallel}\rangle\) and \(|\psi_{\perp}\rangle\) are orthogonal (whatever the values of \(\phi, \theta_A, \theta_B, \phi_A, \varphi_B\)), so that one can find a POVM that discriminates the 2 states—and hence, the commuting and anticommuting cases—perfectly.

4. Isotropic FCO circuits

Despite the previous finding, it is known that no FCO circuit can perfectly discriminate between any general pairs of
either commuting or anticommuting unitaries [4, 47]. The existence of a FCO circuit that discriminates perfectly between pairs in $S_{11}$ or $S_{11}$ is due to the fact that these sets are restricted to certain orientations of the unitaries (e.g., the rotation axes of all $U_A$’s are in the equatorial plane of the Bloch sphere).

As discussed in the main text, it is also insightful to see how “isotropic” FCO circuits, which cannot take advantage of any specific orientation of the unitaries, perform at the discrimination task. By such circuits, we mean circuits of the form of Fig. 2 (or with $B$ before $A$) which are required, for any fixed operations (any CP maps) $A$ and $B$, to act in the same way on $(A, B)$ as on any operations $(\mathcal{V}^\dagger \circ A \circ \mathcal{V}, \mathcal{V}^\dagger \circ B \circ \mathcal{V})$, for any unitary channels $\mathcal{V} : \rho \mapsto \mathcal{V} \rho \mathcal{V}^\dagger$ and $\mathcal{V}^\dagger : \rho \mapsto \mathcal{V}^\dagger \rho \mathcal{V}$ (where $\mathcal{V}$ is some unitary operator): see Fig. 7.

Isotropic FCO circuits can most generally be obtained as in Fig. 7, by starting from any FCO circuit and averaging over the unitaries $\mathcal{V}$ sampled according to the Haar measure $d\mu_{\text{Haar}}(\mathcal{V})$. Technically speaking, in the case of circuits (or testers) with binary outcomes as considered here, these are of the form

$$W_{\pm} = \text{Tr}_{A} \left( W_{\pm}^{A} \mathcal{A} \mathcal{B} \right)$$

for some tester $(W_{\pm}^{A} \mathcal{A} \mathcal{B})$ satisfying Eq. (E4) (in the primed spaces, introduced as in Fig. 7) and with the Haar-randomized operator

$$\tilde{H}^\dagger = \int d\mu_{\text{Haar}}(\mathcal{V}) \mathcal{V}^\dagger \mathcal{A} \mathcal{B} \mathcal{V} \mathcal{B} \mathcal{A} \mathcal{B} \mathcal{V}$$

where $\mathcal{V}$ and $\mathcal{V}^\dagger$ are the Choi matrices of the unitary maps $\mathcal{V}$ and $\mathcal{V}^\dagger$ introduced above. The operator $\tilde{H}^\dagger$ can be calculated explicitly, but is too long and too tedious to write here. It is however possible to further simplify the characterization above: one indeed finds that matrices of the form of Eq. (12) are just restricted to be in the (only 14-dimensional) subspace $L_{\text{iso}} = \text{span}(I \circ A \circ B, I) \langle I | I \rangle$, $\{I \circ A \circ B, I \} \langle I | I \rangle$, $\{I \circ A \circ B, I \} \langle I | I \rangle$, and with implicit tensor products on the last four lines.

All in all, we thus find that isotropic FCO testers are simply required to satisfy Eq. (E4) (or the analogous conditions for $B$ before $A$), with the additional constraint that $W_{\pm} \in L_{\text{iso}}$. Optimizing Eq. (25) under these constraints gives, in the infinite-energy limit, an optimal probability of success $p_{\text{FCO}}^{\text{success}} \approx 0.9288$ for isotropic FCO circuits, for both orders where $A$ comes before $B$ and where $B$ comes before $A$. The results for the finite-energy regime are shown on Fig. 3 of the main text. As it turns out, we find here, for $1 \leq n \leq 20$, that FCO circuits with $B$ before $A$ outperform slightly those with $A$ before $B$ (with differences in the success probabilities of the order of $10^{-3}$).

Note that in general $\mathcal{V}^\dagger \neq (\mathcal{V})^\dagger = \mathcal{V}$. 

---

$\mathcal{V}$
Note, finally, that testing the performance of isotropic FCO circuits at discriminating between pairs of unitaries \((U_A, U_B)\) in \(S_A\) or \(S_B\) is equivalent to testing the performance of general FCO circuits at discriminating between pairs of unitaries of the form \((V^\dagger U_A V, V^\dagger U_B V)\) with \(U_A, U_B\) in \(S_A\) or \(S_B\) and with \(V\) a random unitary drawn according to the Haar measure (as both cases correspond to the same physical situation of Fig. 7). To analyse the latter situation, one can simply replace the sets \(S_A^{(′)}, S_B^{(′)}\) considered so far by the thus obtained sets \(S_A^{(′)}, S_B^{(′)}\) of such pairs, that include the Haar-randomization. Note that \((V^\dagger U_A V, V^\dagger U_B V)\) have the same commuting or anticommuting property as \((U_A, U_B)\), so that the interpretation of the task in terms of a commuting versus anticommuting discrimination problem is preserved; note also that both the QS and 4B would give the same probabilities of success when \(S_A^{(′)}, S_B^{(′)}\) is initialized in the state \(\rho_S = \frac{1}{2}\). However, by inserting the Haar-random \(V\)’s we lose the physical motivation coming from the Jaynes-Cummings model, which led us to restrict \(U_A\) to rotations around an equatorial axis.

Replacing \(S_A^{(′)}\) and \(S_B^{(′)}\) by \(S_A^{(′)}\) and \(S_B^{(′)}\) in Eqs. (26)–(27), the \(G_\pm\) operators calculated previously, in the infinite-energy limit (cf. Eqs. (E7)–(E8)), become

\[
G'_+ = \frac{1}{4} \left[ I + 3 A_i A_O + 3 A_i A_O B_i B_O + \frac{1}{2} A_i A_O B_i B_O \right],
\]

\[
G'_- = \frac{1}{4} \left[ I + 3 A_i A_O B_i B_O - 3 A_i A_O B_i B_O + \frac{1}{2} A_i A_O B_i B_O \right].
\]

with \(\rho_S = \sum_{i,j=1,2} \sigma_i \sigma_j \sigma_i \sigma_j \). (It can be verified that \(G'_\pm \in L_{\text{iso}}\), as expected.) Optimizing Eq. (25) for these operators, over all pairs \((W_+, W_-)\) satisfying Eq. (E4), we indeed find again \(p_{\text{FCO}}^{\text{success}} \approx 0.9288\) (for both orders between \(A\) and \(B\)), as in the case where we restricted to isotropic FCO circuits above.
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