A New Trajectory Privacy Protection Scheme for Resisting Similarity Attack
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Abstract. Aiming at trajectory privacy disclosure caused by high slope similarity in trajectory anonymous set, trajectory \((k, e)\) - anonymity model is proposed to resist the trajectory similarity attack. The algorithm uses the trajectory slope as sensitive value to select at least \(k\) different trajectories into an equivalence class and requires that the slope of different trajectories is at least \(e\). The experimental results show that the proposed algorithm can effectively prevent the trajectory similarity attack caused by the high similarity of the trajectory in the anonymity set and more effective trajectory privacy protection has been realized.

1. Introduction
With the rapid development of mobile devices and positioning technology, a large number of mobile object trajectory data are generated. With the issue of trajectory data, privacy protection technology not only protects the privacy of trajectory data, but also ensures the high availability of data. Therefore, how to protect the location of mobile objects and the privacy of trajectories has become a crucial problem.

At present, the technology of trajectory privacy protection is roughly divided into three categories. (1) False data: By adding false trajectories to interfere with the original data, the data can be protected. At the same time, the data of the disturbed data will not be seriously distorted, but this method has large storage capacity and low availability. (2) Generalization: By extending all the sampling points on the track to the corresponding anonymity regions to achieve the purpose of privacy protection, it is the mainstream trajectory privacy protection method. (3) Inhibition: There is a choice of release trajectory data, not the release of certain sensitive positions on the trajectory or the location of frequent visits, the disadvantage is that the loss of information is too large.

Trajectory similarity is an important factor affecting trajectory clustering and anonymity in trajectory privacy protection. If the similarity of \(k\) trajectories is very high, they will coincide at a certain track or a certain point or pass the same sensitive area, which will lead to privacy leakage. Literature [1] is proposed that there are some differences between the trajectories of \(k\) trajectories in \(k\)-anonymity groups, for reduce the risk of privacy leakage. It uses Minimum Bounding Rectangle (MBR) to ensure that the difference is greater than a threshold. Based on the literature [2], a personalized method based on graph partitioning is designed. Based on the distance and direction between trajectories, consider the weights between trajectories and transform the construction of \(k\)-anonymity sets into trajectory partitions. In literature [3], the method of using the angle and distance between the trajectories to measure the edge weight of the trajectory map is proposed. Literature [4] proposes a privacy preserving algorithm based on trajectory shape diversity. The algorithm avoids the risk of trajectory privacy leakage by constraining the angle between trajectories to avoid a large number of highly similar trajectories in the set. In this paper, we also aim at the problem of privacy
leakage caused by similar trajectories. We not only consider the time and spatial attributes of trajectories, but also consider the slope property of trajectories, and propose a trajectory (k, e) - anonymity model for resisting trajectory similarity attacks.

Based on trajectory k- anonymity, we use trajectory slope as sensitive attribute and track slope to evaluate trajectory similarity. We propose trajectory (k, e) - anonymity model. The trajectory (k, e) - anonymity model requires that the correlation coverage of trajectories is at least k, and the equivalence class internal slope difference is at least e. This model can effectively solve the problem of privacy leakage caused by high trajectory similarity in trajectory equivalence class.

2. Related Work
Trajectory privacy [5] is a special personal privacy. It refers to sensitive information contained in personal trajectories, such as certain locations, occasions, or other personal information (such as family address, working place, living habits, etc.). The trajectory privacy protection is to ensure that the sensitive information of the trajectory itself is not leaked, and to prevent the attacker from infer the user's personal information. At present, the leakage of trajectory privacy in the data release is mainly divided into two categories:

(1) The frequent access of the user trajectory to a certain location leads to the privacy disclosure of the mobile object. If someone visits a hospital in a certain period of time, an attacker can infer that this person is likely to have some kind of disease in the near future.

(2) Privacy leaks caused by the relationship between the trajectory of the moving object and the external knowledge. If someone fixed every morning from point A to point B of every night, fixed from point B to point A, through data mining, the attacker can easily infer that A is a home address of a person, and B is a unit of work, and then through the zip code, work units and other public information, personal privacy and trajectory privacy are all leaked.

2.1. Trajectory k-Anonymity

Definition 1(Trajectory k- anonymity)Given a number of trajectories, for any trajectory \( T_i \), if and only when \( t_i \) at any sampling time, at least \( k-1 \) trajectories at the corresponding sampling locations and \( T_i \) are in the same generalization area, these trajectories satisfy the trajectory k- anonymity. In general, the greater the value of \( k \) is, the better the privacy protection effect, but the greater the loss of information.

Definition 2(Trajectory equivalence class)If there is a set of trajectories \( \{ T_1, T_2, \ldots, T_i \} \), when \( T_i \in \{ T_1, T_2, \ldots, T_i \} \), the track \( T_i \) has the same starting time and ending time. Then we call this trajectory set an equivalent class of trajectories, that is, the trajectories of equivalent class have the same starting time and ending time.

2.2. Trajectories (k, e) – Anonymity

The trajectory k-anonymity model does not take account of the trajectory shape factor when achieving the anonymity protection. If the anonymity set and the internal trajectory pass through too high, it will lead to user privacy leakage. In this paper, a trajectory (k, e) - anonymity model is proposed for this problem. The trajectory (k, e) - anonymity model regards trajectory slope as sensitive attribute. When meeting the trajectory k-anonymity, it is required that the slope difference value of different trajectories in the trajectory equivalence class is at least e.

Definition 3(Trajectory slope)The slope of the trajectory fragment starting point and the end point is the slope of the line, and the slope of the trajectory segments between the sampling points in the same space-time condition is selected. If the location of the sample trajectory fragment \( T \) is \( (x_b, y_b) \) at the beginning time, the end position is \( (x_e, y_e) \), then the slope of the trajectory \( K_n \) is;

\[
K_n = \frac{y_e - y_b}{x_e - x_b}
\]

When \( x_e = x_b \) or \( y_b = y_e \), set \( K_n = 0 \).

Definition 4 (Trajectory (k, e) - anonymity) each trajectory equivalence class contains at least k
different slope trajectories, and the difference value of the trajectory slope is at least \( e \).

2.3. Trajectory Synchronization Processing

The two nonsynchronous trajectories are extended or reduced to make the synchronization trajectory, including two ways of synchronous extension and synchronous deletion. As shown in Figure 1, figure 1 (a) reflects the addition of some space-time sequences for \( T_2 \) with shorter motion time, so that it is the same as the time interval of the trajectories within the ensemble to be merged, and the trajectories should be regarded as uniform rectilinear motion. Figure 1 (b) is a synchronous deletion process, deleting the longer moving trajectory \( T_2 \).

![Figure 1. Two cases of synchronous processing methods](image)

**Definition 5** (Synchronous trajectory) The two trajectories have the same start and end time, and have the same time coordinate sequence, then the two trajectories are synchronous.

**Definition 6** (Maximum trajectory distance) The maximum value of the Euclidean distance between two synchronous trajectories at the same sampling point at the same sampling time in the time of the survival of the trajectory. For example, two synchronous trajectories \( T_p \) and \( T_q \), and their time coordinate sequences of their trajectories are \( \{(x_1^p, y_1^p), (x_2^p, y_2^p), \ldots, (x_n^p, y_n^p)\} \) and \( \{(x_1^q, y_1^q), (x_2^q, y_2^q), \ldots, (x_n^q, y_n^q)\} \), their maximum trajectory distance is;

\[
\max_{i \in \{p, q\}} \text{dis} \left[ (x_i^p, y_i^p), (x_i^q, y_i^q) \right] = \max_{i \in \{p, q\}} \sqrt{(x_i^p - x_i^q)^2 + (y_i^p - y_i^q)^2} \quad (2)
\]

**Definition 7** (Trajectory difference value) The trajectory sampling time is two synchronous trajectories \( T_p \) and \( T_q \) of \( M \), and the slope of \( T_q \) relative to \( T_p \) is poor. The slope difference of trajectories can reflect the difference degree of two track segments under the same time and space condition;

\[
TD(T_p, T_q) = \sqrt{(K_p - K_q)^2} \quad (3)
\]

For a trajectory anonymity set \( T: \{T_1, T_2, \ldots, T_n\} \), calculate the trajectory \( T_i(T_i \in T) \) the average difference of all values within the trajectory set.

\[
AD = \frac{\sum_{i=1}^{n}(T_p, T_q)}{n} ; T_p, T_q \in T \quad (4)
\]
Definition 8 (Trajectory information loss [6]) After the processing of the original trajectory $T$, the ID calculation formula at the sampling time $t$ is as follows:

$$ID_t(T, T^*) = \begin{cases} Dis(T[t], T^*[t]), & T^* \text{ is meaningful at } t \\ \Omega, & \text{other} \end{cases}$$  \hspace{1cm} (5)

When $T^*$ is meaningful at $t$, the distance between the original trajectory $T$ and the center trajectory $T^*$. The calculation formula is $Dis(T[t], T^*[t]) = \sqrt{(x_i - x_i)^2 + (y_i - y_i)^2}$, $\Omega$ is a constant, represents a penalty for the deletion of the position, in this paper set $\Omega = 10^5$. The information loss for the entire trajectory can be recorded as:

$$ID(T, T^*) = \begin{cases} n\Omega, & T \text{ was deleted} \\ \sum_{t \in \mathcal{T}_N} ID_t(T, T^*) & \text{other} \end{cases}$$  \hspace{1cm} (6)

Where $\mathcal{T}_N$ is the sampling time contained in the trajectory $T$, $n = |\mathcal{T}_N|$, the information loss of the $D^*$ formed by the trajectory database $D$ after anonymity

$$ID(T, D^*) = \sum_{t \in \mathcal{T}_N} ID_t(T, T^*)$$  \hspace{1cm} (7)

2.4. Trajectory Similarity Attack

If there are a number of highly similar trajectories of an equivalence class, especially the same slope track, then the attacker can easily be released through the trajectory to infer the approximate motion mode of these tracks and sensitive attributes, if the track is released through the same sensitive region, the attacker can infer all tracks of the set through the sensitive region, user privacy usually cannot be protected, such as the above attack mode called trajectory similarity attack. As shown in Figure 2 (a), when there is a large number of trajectories with similar slopes in equivalence class, once $T_3$ is released, because all trajectories in the collection are highly similar, attackers can easily deduce the motion patterns of other users, and user privacy is easy to be leaked. In addition, as shown in Figure 2 (b), when attackers match the movement patterns of the anonymity set with the geographical location, if the released trajectory $T_3$ passes through the sensitive area, the attacker can infer that $T_1$ and $T_2$ pass through the anonymous area, resulting in privacy leakage.

Figure 2. Two cases of privacy disclosure
Among them, the difference in slope trajectory anonymity set value is greater, indicating the similarity between anonymity set trajectory is lower, the attacker is difficult to use published trajectory to infer other trajectory motion patterns: if the difference in slope is smaller, indicating the similarity between anonymity set track high, there may be a large amount of similar trajectory, trajectory privacy are likely to leak.

A similar trajectory equivalence class, the slope of trajectory set may be very similar, therefore, trajectory (k, e) - anonymity model, not only to meet the requirement of trajectory equivalence class k-anonymity, but also meet the e slope difference, that is trajectory equivalence class is composed of k trajectories which the slope of trajectory satisfy e difference, prevent privacy leaks caused by a large number of similar trajectories in an equivalence class there are.

2.5 Measure method of leakage risk

The risk assessment of leak risk mainly evaluates the safety of anonymity tables, that is, the possibility of an anonymous table record recording the record of the original table. Literature [7] proposed a record link model based on distance to measure the risk of disclosure of anonymous tables.

**Definition 9 (Link success)** Any track record in the anonymity table is t. We calculate the distance from t to all the track records in the original table, get the nearest record set t` of distance t, and the next near record set t``. If t` or t`` is t anonymity, it is called t link success.

The idea of distance based evaluation is as follows: the proportion of successful records that is linked by anonymity tables is used as a measure of the risk of leakage. Link_records are the number of successful records linked by anonymity tables, and total_records is the total number of records. The risk value of leakage is LR.

\[
LR = \frac{\text{link_records}}{\text{total_records}}
\] (8)

3. Trajectory (k, e) - Anonymity Model

3.1. Algorithm Description

The trajectory (k, e) anonymity model is mainly aimed at the problem of high similarity in the trajectory anonymity set. The trajectory slope is regarded as the sensitive value on the basis of the original trajectory k-anonymity, and the difference value of the different trajectories in the equivalence class is at least e.

In order to minimize the information loss, we first pre-process the trajectory data set, so that the starting time and ending time of different trajectories in the trajectory equivalence class are the same. The start time and end time on the same trajectory in the same equivalence class, if an equivalence class in the trajectory of insufficient number of k, and find the equivalence class of the start and end of another equivalence class of the most similar moment, and the equivalence class as target synchronization processing, after the two equivalence classes combined, and so on, get a series of trajectory number is not less than k trace equivalence class. The algorithm 1 describes the process of pre-processing.

**Algorithm 1 Pre-processing of trajectory data set**

Input: Enter the original data table F
Output: The table \( F^e \) obtained after the synchronization process

1. while F ! =null;
2. {If \( T_i \) has the same start time and end time in F
3. Select these \( T_i \) as a class
4. i++;}
5. for all \( F_i \)
6. {if \( |F_i| < k \)
7. Select the nearest equivalent class \( F_j \);
8. Synchronizing \( F_j \) with \( F_i \);
9: merge $F_i$ and $F_j \rightarrow F_i$;
10: else
   
   // the number of $F_i \geq k$
   
   Take the $F_i$ out of the table $F$ and add to the $F^e$
11: put $F^e$

---

Algorithm 2 Trajectory (k, e) - Anonymity

1. For every equivalence class, calculate the slope of all trajectories, find the trajectory $A$ which slope is the smallest difference minimum of slope difference with the slope average $X$ trajectory, find out the farthest distance trajectory $B$ and find out the farthest trajectory $C$ from $B$.
2. Select the trajectory $B$ as the center trajectory, choose the nearest $k$ trajectories, if the slope difference value is more than $e$, make a class of them, or continue to search the nearest trajectory until meet the difference in slope value is more than $e$.
3. Select the trajectory $C$ as the center trajectory, choose the nearest trajectories, if the slope difference value is more than $e$, make a class of them, or continue to search the nearest neighbor trajectory until meet the difference in slope value is more than $e$.
4. If the remaining number of trajectories had difference in slope value is more than $2k$ and more than $e$, repeat step1-3;
5. If the remaining number of trajectories between $[k-2k]$ and the slope difference value is more than $e$, then form a class.
6. If the number of remaining trajectories is less than $k$, assigned to the nearest class.

3.2. Algorithm Analysis

Trajectory (k, e) - anonymity algorithm considers the difference of slope while considering the similarity, ensuring the k-anonymity and the slope e-difference. Compared with the trajectory k-anonymity, the privacy protection more effective, can effectively resist the attack trajectory similarity, the bigger value of $e$ is, the better privacy protection effect, but the loss of information will inevitably increase, the smaller the value of $e$, the information loss is smaller, but the privacy protection effect is poor, user can set the value of $e$ according to their own needs, the value of $e$ in the range of demand $(0.1\sim1)$ is better.

4. Experiment and Analysis

4.1. Experimental Environment

The experiment uses a road network data generator to generate 7035 synthetic trajectories, the area of the region is 23572m $\times$ 26915m, it contains 6105 positions, a total of 7035 trajectories. The sampling time of the longest trajectory is 40, the number of the shortest trajectory sampling time is 2, the maximum sampling time is 20s. Experimental environment: Inter(R) Core(TM)i5-7300HQ CPU @ 2.50GHz, 8G memory, the operating system is Windows 10, the algorithm is implemented using Visual C++ 6.0.

4.2. Analysis of Experimental Results

Trajectory (k, e) - anonymity algorithm is mainly improved on the traditional trajectory k-anonymity algorithm. Because the algorithm takes the trajectory slope as the sensitive attribute and restricts it, the information loss is slightly higher than the traditional trajectory k-anonymity algorithm, but the privacy protection effect is better.

4.3. Information Loss

Figure 3 reflects the change of the information loss of the trajectory k-anonymity model and the trajectory (k, e) - anonymity model with the value of k ($e=0.3$). The trajectory (k, e) - anonymity model has a slightly higher information loss than the trajectory k anonymity method, because when clustering, we should not only consider the k-anonymity, but also ensure that the slope difference value is at least $e$. In order to protect the privacy of the trajectory better, the information loss degree of the algorithm is acceptable.
4.4. Analysis of Operation Time

Figure 4 reflects trajectory (k, e) - anonymity model (e=0.3) compared with trajectory k anonymity in running time, trajectory (k, e) - anonymity model requirements in the construction of trajectory equivalence class, meet the k-condition of anonymity at the same time to meet the trajectory slope difference value is at least e, so trajectory (k, e) - anonymity model in k value under the condition of the running time increases gradually, but for the protection of privacy of the trajectory, the time increment is acceptable.

![Figure 3. Information loss of two different algorithms with different k values](image3)

![Figure 4. Running time of two different algorithms with different k values](image4)
4.5. Risk Assessment of Leakage

As seen in Figure 5, the trajectory \((k, e)\) - anonymity model is increasing with the slope value of \(e\), and the information loss degree of the different \(k\) values is increasing. Because with the increase of \(e\), the difference in the deviation of the slope of the trajectory equivalence class also increases, which leads to the increase in the distance of the trajectory equivalence class, thus increasing the amount of information loss. As shown in Figure 6, although the amount of information loss is increasing, the rate of increase is slow, and the risk of leakage is obviously declining. The trajectory \((k, e)\) - anonymity algorithm can obtain more secure anonymity data with the increase of the value of \(e\).

5. Conclusion
The trajectory \((k, e)\) - anonymity model is improved based on traditional trajectory \(k\)-anonymity
model, in this paper, the trajectory slope is treated as the sensitive attribute, we regard trajectory slope as sensitive attribute and increase the difference constraint of sensitive attribute in trajectory equivalence class, so that the k trajectories in anonymity sets satisfy e-difference, avoid a lot of highly similar trajectories, and reduce the risk of trajectory privacy leak.

From the security point of view, our trajectory (k, e) - anonymity model obtained by this algorithm is more capable of resisting the trajectory similarity attack. Due to constraint enhancement, information loss is slightly larger in this paper, but it effectively solves the problem of trajectory privacy leakage caused by the high similarity of track slopes in anonymity sets.
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