Analysis of a quasilinear coupled magneto-quasistatic model: solvability and regularity of solutions
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We consider a quasilinear model arising from dynamical magnetization. This model is described by a magneto-quasistatic (MQS) approximation of Maxwell’s equations. Assuming that the medium consists of a conducting and a non-conducting part, the derivative with respect to time is not fully entering, whence the system can be described by an abstract differential-algebraic equation. Furthermore, via magnetic induction, the system is coupled with an equation which contains the induced electrical currents along the associated voltages, which form the input of the system. The aim of this paper is to study well-posedness of the coupled MQS system and regularity of its solutions. Thereby, we rely on the classical theory of gradient systems on Hilbert spaces combined with the concept of $E$-subgradients using in particular the magnetic energy. The coupled MQS system precisely fits into this general framework.
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1. Introduction

Maxwell’s equations play a fundamental role in modeling and numerical analysis of electromagnetic field problems. They describe the dynamic and spatial behavior of the electromagnetic field in a medium. These equations were discovered in the early
1860s and have since then received a lot of attention by mathematicians, physicists and engineers [12]. The unknown variables are given by the \( \mathbb{R}^3 \)-valued functions

\[
\begin{align*}
D & : \text{electric displacement}, \\
B & : \text{magnetic flux intensity}, \\
E & : \text{electric field intensity}, \\
H & : \text{magnetic field intensity}, \\
J & : \text{electric current density},
\end{align*}
\]

which depend on a spatial variable \( \xi \in \Omega \subseteq \mathbb{R}^3 \) and time \( t \in [0, T] \subset \mathbb{R} \). Assuming that there are no electric charges, Maxwell’s equations are given by

\[
\begin{align*}
\nabla \cdot D &= 0 \quad \text{(the medium contains no electric charges)}, \\
\nabla \cdot B &= 0 \quad \text{(field lines of the magnetic flux are closed)}, \\
\nabla \times E &= -\frac{\partial}{\partial t} B \quad \text{(Faraday’s law of induction)}, \\
\nabla \times H &= J + \frac{\partial}{\partial t} D \quad \text{(magnetic flux law)},
\end{align*}
\]

where \( \nabla \cdot \) stands for the divergence and \( \nabla \times \) denotes the curl of a vector field. In addition, the above variables fulfill constitutive relations, which are determined by the physical properties of the medium. Denoting the Euclidean norm by \( \| \cdot \|_2 \), the constitutive relations are, in the quasilinear and isotropic case, of the form

\[
\begin{align*}
D(\xi, t) &= \epsilon(\xi, \| E(\xi, t) \|_2) E(\xi, t), \\
H(\xi, t) &= \mu(\xi, \| B(\xi, t) \|_2) B(\xi, t), \\
J(\xi, t) &= \sigma(\xi, \| E(\xi, t) \|_2) E(\xi, t) + J_{\text{ext}}(\xi, t)
\end{align*}
\]

for some functions \( \epsilon, \mu, \sigma : \Omega \times \mathbb{R} \to \mathbb{R} \) which respectively express the electric permittivity, magnetic reluctivity and electric conductivity of the material, and \( J_{\text{ext}} \) stands for the externally injected currents.

In this paper, we consider a problem where the displacement currents \( \frac{\partial}{\partial t} D \) are negligible compared to the conduction currents, and therefore they can be omitted. We also assume that the conductivity is linear, that is, \( \sigma(\xi) := \sigma(\xi, \| E(\xi, t) \|_2) \) does not depend on \( E \). Further, under some additional topological conditions on \( \Omega \), the fact that the magnetic flux intensity is divergence-free implies that we can make the ansatz \( B = \nabla \times A \) for some function \( A \), which is called the magnetic vector potential. Plugging this into Faraday’s law of induction, we obtain \( \nabla \times E = -\frac{\partial}{\partial t} \nabla \times A \) whence \( A \) can be chosen in a way that \( E = -\frac{\partial}{\partial t} A \). Finally, inserting the constitutive relations for \( H \) and \( J \) into the magnetic flux law and using the derived representations for \( B \) and \( E \) in terms of \( A \), we obtain the so-called magneto-quasistatic (MQS) approximation of Maxwell’s equations (also called eddy current model) given by

\[
\frac{\partial}{\partial t} (\sigma A) + \nabla \times (\mu(\cdot, \| \nabla \times A \|_2) \nabla \times A) = J_{\text{ext}} \quad \text{in } \Omega \times (0, T], \quad (1.1)
\]

see [7, 11]. Such equations are used, for example, in the modeling of accelerator magnets, electric machines and transformers operating at low frequencies. If a part of the medium is non-conducting, then the function \( \sigma \) vanishes on some subset.
of \( \Omega \). In this case, the MQS equation (1.1) becomes of degenerate parabolic or mixed parabolic-elliptic type.

The coupling of electromagnetic devices to an external circuit can be realized as a solid conductor model or as a stranded conductor model, see [23] for details. Here, we restrict ourselves to the stranded conductor model where the external current is induced by \( m \) windings

\[
J_{\text{ext}}(\xi, t) = \chi(\xi) i(t),
\]

where \( i \) is the \( \mathbb{R}^m \)-valued current function, and \( \chi \) is the \( \mathbb{R}^{3 \times m} \)-valued winding density function which expresses the geometry of the windings. The windings are assumed to have an internal resistance \( R \in \mathbb{R}^{m \times m} \) to which \( m \) time-dependent voltages are applied, where the latter is expressed by the \( \mathbb{R}^m \)-valued prescribed function \( v \).

Further, by using the fact that the electric field induces another voltage \( \int_{\Omega} \chi^T E \, d\xi \) along the windings, the relation \( E = -\frac{\partial}{\partial t} A \) together with Kirchhoff’s voltage law gives rise to

\[
\frac{d}{dt} \int_{\Omega} \chi^T A \, d\xi + R \, i = v \quad \text{on } (0, T].
\]

 Altogether, we obtain the quasilinear partial integro-differential-algebraic equations with unknown functions \( A \) and \( i \). These equations are further equipped with some initial and boundary conditions which are specified in Section 4.

Existence, uniqueness and regularity results for the linear MQS system (1.1) with the coupling relations (1.2) and (1.3) are - under some additional topological conditions on the conducting domain - presented in [15]. They are based on a theorem by Showalter on degenerate linear parabolic equations [24]. Quasilinear elliptic and non-degenerate parabolic equations in MQS field problems, that is, (1.1) and (1.2) with a prescribed function \( i \) and bounded and strictly positive mapping \( \sigma \), have been studied in the context of optimal control in [28] and [16], respectively.

The solvability of linear degenerate MQS equations have been investigated in [2] by deriving a unified variational formulation and in [13] by using the theory of evolutionary equations. Further, a comprehensive analysis of quasilinear MQS problems based on a Schur complement approach has been provided in [3]. However, the extension of these results to MQS systems with the coupling relation has remained a challenging problem which requires considerable care due to structurally different properties of the solution on conducting and non-conducting subdomains, and the additional integral constraint. In [17], a convergence analysis of solutions of linear Maxwell equations to the MQS model is performed while taking the limit of the electric permittivity to zero.

In this paper, we follow a different approach to analyze the existence and uniqueness of solutions of the general coupled MQS model (1.1)–(1.3). It relies on a formulation of this model as an abstract differential-algebraic equation involving the subgradient of the magnetic energy. This novel approach gives rise not only to well-posedness but further allows us to prove regularity results for the solutions which
are new even in the linear case. Hereby, the well-established theory of gradient systems involving subgradients of convex functions \([1, 5]\) forms the basis for our generalization to the differential-algebraic case, which is subsequently applied to the coupled quasilinear MQS model.

The paper is organized as follows. Section 2 contains a brief overview on the notation and function spaces used in the subsequent analysis. In Section 3 we present the MQS model problem and state assumptions on geometry and material parameters. In Section 4 we define the solution concept and prove the uniqueness result. In Section 5 we introduce the magnetic energy and examine its essential properties. Section 6 and Section 7 contain our main results. First, we present some operator-theoretic results on a class of abstract differential-algebraic systems involving subgradients. Thereafter, we show that the coupled nonlinear MQS system fits into this framework, which allows us to establish the existence and regularity properties of solutions to this model.

2. Notations and Function Spaces

Let \(\mathbb{R}_{\geq 0}\) denote the set of all nonnegative real numbers, and \(\mathbb{R}^{m \times n}\) the set of real matrices of size \(m \times n\). Further, \(x \cdot y\) and \(x \times y\) stand, respectively, for the Euclidean inner product and the cross product of \(x, y \in \mathbb{R}^3\), and \(\|x\|_2\) is the Euclidean norm of \(x \in \mathbb{R}^3\). For a function \(A : \Omega \to \mathbb{R}^3\), the expression \(\|A\|_2\) stands for the scalar-valued function \(\xi \mapsto \|A(\xi)\|_2\). The restriction of a function \(f\) to a subset \(S\) of its domain is denoted by \(f|_S\).

The inner product on a Hilbert space \(H\) is denoted by \(\langle \cdot, \cdot \rangle\), and the induced norm is denoted by \(\|\cdot\|_H\). The duality pairing between a Hilbert space \(H\) and its dual space \(H'\) is denoted by \(\langle \cdot, \cdot \rangle\). Note that, throughout this paper, all spaces are assumed to be real.

The set of linear, bounded operators between two Banach spaces \(X\) and \(Y\) is denoted by \(L(X, Y)\) and, in the case \(X = Y\), simply by \(L(X)\). In the case when \(X\) and \(Y\) are Hilbert spaces, \(A^* \in L(Y, X)\) stands for the adjoint of \(A\). Moreover, \(M^\top \in \mathbb{R}^{n \times m}\) denotes the transpose of a matrix \(M \in \mathbb{R}^{m \times n}\).

Lebesgue and first order Sobolev spaces of functions defined on a domain \(\Omega \subseteq \mathbb{R}^m\) and with values in a Banach space \(X\) are denoted by \(L^p(\Omega; X)\), \(W^{1,p}(\Omega; X)\) and \(H^1(\Omega; X)\), respectively. We shortly write \(L^p(\Omega)\), \(W^{1,p}(\Omega)\) and \(H^1(\Omega)\) when \(X = \mathbb{R}\). Especially, when \(\Omega = I\) is an interval, we also consider the space \(L^p_{\text{loc}}(I; X)\) which consists of all (equivalence classes of) functions \(f : I \to X\) such that \(f \in L^p(K; X)\) for all compact intervals \(K \subseteq I\). Similarly, one defines \(W^{1,p}_{\text{loc}}(I; X)\) and \(H^1_{\text{loc}}(I; X)\). The integrals of Banach space valued functions are to be understood in the Bochner sense. Writing \(f \in C(I; X)\) for some measurable function \(f : I \to X\) means that there is a representative in the equivalence class of \(f\) which is continuous on \(I\). In this case, we use the notation \(f(s+) := \lim_{t \to s^+} f(t)\), where the limit on the right-hand side is taken by using the continuous representative.

Let \(\Omega \subseteq \mathbb{R}^3\) be an open domain. The weak (distributional) gradient of \(\phi \in L^2(\Omega)\)
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is denoted by $\nabla \phi$, and $\nabla \times A$ stands for the weak curl of a vector field $A \in L^2(\Omega; \mathbb{R}^3)$. We consider the Sobolev space

$$H(\text{curl}, \Omega) = \{ A \in L^2(\Omega; \mathbb{R}^3) : \nabla \times A \in L^2(\Omega; \mathbb{R}^3) \},$$

which is a Hilbert space endowed with the inner product

$$\langle A, F \rangle_{H(\text{curl}, \Omega)} = \langle A, F \rangle_{L^2(\Omega; \mathbb{R}^3)} + \langle \nabla \times A, \nabla \times F \rangle_{L^2(\Omega; \mathbb{R}^3)}.$$

If $\Omega \subset \mathbb{R}^3$ is bounded and has a Lipschitz boundary $\partial \Omega$, then for almost any $\xi \in \partial \Omega$, there exists the outward unit normal vector $n_o(\xi) \in \mathbb{R}^3$ of $\Omega$ in $\xi$. Here, “almost any” refers to the hypersurface Lebesgue measure in $\mathbb{R}^3$. It has been proven in [9, Theorem I.2.11] that any $A \in H(\text{curl}, \Omega)$ has a well-defined tangential trace $A \times n_o \in L^2(\partial \Omega; \mathbb{R}^3)$. This allows us to define the space

$$H_0(\text{curl}, \Omega) = \{ A \in H(\text{curl}, \Omega) : A \times n_o = 0 \text{ on } \partial \Omega \},$$

which is a closed subspace of $H(\text{curl}, \Omega)$. It has also been proven in [9, Theorem I.2.11] that for all $A \in H_0(\text{curl}, \Omega)$ and $F \in H(\text{curl}, \Omega)$,

$$\langle \nabla \times A, F \rangle_{L^2(\Omega; \mathbb{R}^3)} = \langle A, \nabla \times F \rangle_{L^2(\Omega; \mathbb{R}^3)}. \quad (2.1)$$

This relation is an extension of the formula of integration by parts to the weak curl operator.

The space of divergence-free and square integrable functions is defined as

$$L^2(\text{div=0}, \Omega; \mathbb{R}^3) = \{ A \in L^2(\Omega; \mathbb{R}^3) : \langle A, \nabla \psi \rangle_{L^2(\Omega; \mathbb{R}^3)} = 0 \text{ for all } \psi \in H^1_0(\Omega) \}. \quad (2.2)$$

It is a closed subspace of $L^2(\Omega; \mathbb{R}^3)$ and, therefore, a Hilbert space with respect to the standard inner product in $L^2(\Omega; \mathbb{R}^3)$. Recall here, that as usual the Sobolev space $H^1_0(\Omega)$ is the closure of the space of test functions in $H^1(\Omega)$.

3. Model Problem and Assumptions

In this section, we consider the coupled MQS system as motivated in Section 1 in more detail. We start with the introduction of the model, and, thereafter, we collect the assumptions on the spatial domain and the system parameters.
3.1. The coupled MQS model

Let $\Omega \subset \mathbb{R}^3$ be a bounded domain with boundary $\partial \Omega$ and let $T > 0$. We consider the coupled MQS system in magnetic vector potential formulation

$$\frac{\partial}{\partial t} (\sigma A) + \nabla \times (\nu \{ \nabla \times A \}) = \chi i \quad \text{in} \quad \Omega \times (0, T],$$

$$\frac{d}{dt} \int_\Omega \chi^\top A \, d\xi + Ri = v \quad \text{on} \quad (0, T],$$

$$A \times n_o = 0 \quad \text{in} \quad \partial \Omega \times (0, T],$$

$$\sigma A(\cdot, 0) = \sigma A_0 \quad \text{in} \quad \Omega,$$

$$\int_\Omega \chi^\top A(\cdot, 0) \, d\xi = \int_\Omega \chi^\top A_0 \, d\xi,$$

where $A : \Omega \times [0, T] \to \mathbb{R}^3$ is the magnetic vector potential, $\nu : \Omega \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is the magnetic reluctivity, $\sigma : \Omega \to \mathbb{R}_{\geq 0}$ is the electric conductivity, $v : [0, T] \to \mathbb{R}^m$ and $i : [0, T] \to \mathbb{R}^m$ are, respectively, the voltage and the electrical current through the electromagnetic conductive contacts. Furthermore, $\chi : \Omega \to \mathbb{R}^{3 \times m}$ is the winding function, $R \in \mathbb{R}^{m \times m}$ is the resistance of the winding, and $A_0 : \Omega \to \mathbb{R}^3$ is the initial value for the magnetic vector potential. The boundary condition (3.1c) implies that the magnetic flux through the boundary $\partial \Omega$ is zero. Moreover, equations (3.1d) and (3.1e) describe the initial conditions for the magnetic vector potential. Note that we only initialize the parts of $A$ whose derivatives occur in (3.1a) and (3.1b).

The coupled MQS system (3.1) can be considered as a control system, where the voltage $v$ takes the role of the input and $(A, i)$ is the state.

3.2. The spatial domain

This subsection contains the assumptions on the spatial domain $\Omega$ which are made throughout this paper.

Assumption 3.1 (Spatial domain, geometry and topology). The set $\Omega \subset \mathbb{R}^3$ is a simply connected bounded Lipschitz domain, which is decomposed into two Lipschitz regular, open subsets $\Omega_C$, $\Omega_I \subset \Omega$, called, respectively, conducting and non-conducting subdomains, such that $\overline{\Omega_C} \subset \Omega$ and $\Omega_I = \Omega \setminus \overline{\Omega_C}$. Furthermore, the subdomain $\Omega_C$ is connected, and $\Omega_I$ has finitely many connected components $\Omega_{I,1}, \ldots, \Omega_{I,q}$ and $\Omega_{I,ext}$, where

a) each of the sets $\Omega_{I,1}, \ldots, \Omega_{I,q}$ has exactly one boundary component, these are denoted by $\Gamma_1, \ldots, \Gamma_q$ and called the internal interfaces;

b) the external non-conducting subdomain $\Omega_{I,ext}$ has two boundary components $\partial \Omega$ and the external interface $\Gamma_{ext} := \overline{\Omega_{I,ext}} \cap \overline{\Omega_C}$.

Note that by a boundary component of a subdomain $\Omega_s \subset \Omega$, we mean a connected component of its boundary $\partial \Omega_s$. Since $\Omega_I$ has a Lipschitz boundary, the closed connected components $\overline{\Omega_{I,1}}, \ldots, \overline{\Omega_{I,q}}$ and $\overline{\Omega_{I,ext}}$ are disjoint. The subdomains $\Omega_{I,1}, \ldots, \Omega_{I,q}$ can be interpreted as “interior cavities” of the conducting
subdomain $\Omega_C$. In particular, we do not assume that the conducting subdomain is simply connected, it may also have some “handles”. Note that the lapidarily formulated notions of “interior cavities” and “handles” can be made mathematically precise in terms of the so-called Betti numbers \[22\]. We later assume that the electric conductivity is a scalar multiple of the indicator function on the conducting subdomain, which justifies the above naming.

3.3. The space $X(\Omega, \Omega_C)$, the initial conditions and the winding function

Next, we present a space in which the solutions of the coupled MQS system (3.1) evolve. As a preliminary thought, note that equation (3.1a) does not change, if we replace $A$ by $A + \nabla \psi$ for an arbitrary but fixed $\psi \in H^1(\Omega)$ which is constant on each boundary component $\Gamma_1, \ldots, \Gamma_q, \Gamma_{ext}$ and $\partial \Omega$. Therefore, we restrict our considerations to solutions which are pointwise orthogonal to all gradient fields of functions being constant on each set $\Gamma_1, \ldots, \Gamma_q, \Gamma_{ext}$ and $\partial \Omega$. Since the conducting and non-conducting subdomains are both Lipschitz regular, the trace theorem \[27, Theorem 1.39\] yields that the following space is well-defined:

$$G(\Omega, \Omega_C) = \left\{ \nabla \psi : \psi \in H^1_0(\Omega) \text{ s.t. } \exists c_1, \ldots, c_q, c_{ext} \in \mathbb{R} \text{ with } \psi|_{\Gamma_i} \equiv c_i \text{ for } i = 1, \ldots, q, \psi|_{\Gamma_{ext}} \equiv c_{ext} \right\}. \quad (3.2)$$

We are seeking for solutions with values in the orthogonal space of $G(\Omega, \Omega_C)$ in $L^2(\Omega; \mathbb{R}^3)$, that is, in the space

$$X(\Omega, \Omega_C) = \left\{ A \in L^2(\Omega; \mathbb{R}^3) : \langle A, F \rangle_{L^2(\Omega; \mathbb{R}^3)} = 0 \text{ for all } F \in G(\Omega, \Omega_C) \right\}, \quad (3.3)$$

which is a Hilbert space when it is equipped with the inner product $\langle \cdot, \cdot \rangle_{L^2(\Omega; \mathbb{R}^3)}$.

We further consider the space

$$X_0(\text{curl}, \Omega, \Omega_C) = H_0(\text{curl}, \Omega) \cap X(\Omega, \Omega_C), \quad (3.4)$$

which is again a Hilbert space, now provided with the inner product in $H_0(\text{curl}, \Omega)$.

The space $X(\Omega, \Omega_C)$ enables us to formulate our assumption on the initial magnetic vector potential and the winding function.

Assumption 3.2 (Initial magnetic vector potential and winding function).

a) The initial magnetic vector potential $A_0 : \Omega \to \mathbb{R}^3$ belongs to $X(\Omega, \Omega_C)$.

b) The columns of the winding function $\chi : \Omega \to \mathbb{R}^{3 \times m}$, denoted by $\chi_1, \ldots, \chi_m$, belong to $X(\Omega, \Omega_C)$.

Note that

$$\left\{ \nabla \psi : \psi \in H^1_0(\Omega_C \cup \Omega_I) \right\} \subseteq G(\Omega, \Omega_C) \subseteq \left\{ \nabla \psi : \psi \in H^1_0(\Omega) \right\},$$

Therefore, by using \[22\], we obtain

$$L^2(\text{div}=0, \Omega; \mathbb{R}^3) \subseteq X(\Omega, \Omega_C) \subseteq L^2(\text{div}=0, \Omega_C \cup \Omega_I; \mathbb{R}^3). \quad (3.5)$$
In the following, we collect some further properties of the space $X$. There exists some $\psi_i$ and, thus, \( \tilde{\psi} \) by the indicator function of the conducting subdomain $\Omega_C$.

Further, note that any $A \in X(\Omega, \Omega_C)$ is indeed divergence-free on the conducting subdomain $\Omega_C$ as well as on the non-conducting subdomain $\Omega_I$. Since the curl of a function is divergence-free, this yields
\[
\nabla \times A \in X(\Omega, \Omega_C) \quad \text{for all } A \in H_0(\text{curl}, \Omega).
\]

In the following, we collect some further properties of the space $X(\Omega, \Omega_C)$. The subsequent lemma establishes that this space is closed with respect to multiplication by the indicator function of the conducting subdomain $\Omega_C$.

**Lemma 3.1.** Let $\Omega \subset \mathbb{R}^3$ and $\Omega_C, \Omega_I \subseteq \Omega$ be as in Assumption 3.1 and let $\mathbb{1}_{\Omega_C}: \Omega \to \mathbb{R}$ be the indicator function of the set $\Omega_C$, that is,
\[
\mathbb{1}_{\Omega_C}(\xi) = \begin{cases} 
1, & \xi \in \Omega_C, \\
0, & \xi \notin \Omega_C.
\end{cases}
\]

Then, for every $A \in X(\Omega, \Omega_C)$, one has $\mathbb{1}_{\Omega_C}A \in X(\Omega, \Omega_C)$.

**Proof.** Let $A \in X(\Omega, \Omega_C)$ and let $F \in G(\Omega, \Omega_C)$ be arbitrary. Then there exists some $\psi \in H^1_0(\Omega)$ and $c_1, \ldots, c_q, c_{\text{ext}} \in \mathbb{R}$ such that $F = \nabla \psi, \; \psi|_{\Gamma_i} = c_i$ for $i = 1, \ldots, q$, and $\psi|_{\Gamma_{\text{ext}}} \equiv c_{\text{ext}}$. Consider the function
\[
\tilde{\psi}(\xi) = \begin{cases} 
\psi(\xi) - c_{\text{ext}}, & \xi \in \Omega_C, \\
c_i - c_{\text{ext}}, & \xi \in \Omega_{\text{int}}, \; i = 1, \ldots, q, \\
0, & \xi \in \Omega_{\text{ext}}.
\end{cases}
\]

Then $\tilde{\psi} \in H^1(\Omega_C \cup \Omega_I)$ and the traces of $\tilde{\psi}$ from both sides of the interfaces $\Gamma_1, \ldots, \Gamma_q$ and $\Gamma_{\text{ext}}$ coincide. Hence, $\tilde{\psi} \in H^1(\Omega)$ and, by $\tilde{\psi}|_{\Omega_{\text{ext}}} = 0$, we even have $\tilde{\psi} \in H^1_0(\Omega)$. This gives $\nabla \tilde{\psi} \in G(\Omega, \Omega_C)$. Taking into account that $\nabla \tilde{\psi}$ vanishes on $\Omega_I$, we obtain
\[
0 = \int_\Omega A \cdot \nabla \tilde{\psi} \, d\xi = \int_{\Omega_C} A \cdot \nabla \tilde{\psi} \, d\xi = \int_{\Omega_C} A \cdot \nabla \psi \, d\xi = \int_\Omega (\mathbb{1}_{\Omega_C}A) \cdot F \, d\xi,
\]
and, thus, $\mathbb{1}_{\Omega_C}A \in X(\Omega, \Omega_C)$. $\Box$

Next, we show that $X_0(\text{curl}, \Omega, \Omega_C)$ is dense in $X(\Omega, \Omega_C)$. Moreover, we derive an estimate on the $L^2$-norm of $A \in X_0(\text{curl}, \Omega, \Omega_C)$ by means of the $L^2$-norm of $\nabla \times A$ and the $L^2$-norm of the restriction of $A$ to the conducting subdomain $\Omega_C$.  

Lemma 3.2. Let $\Omega \subset \mathbb{R}^3$ and $\Omega_C, \Omega_I \subseteq \Omega$ be as in Assumption 3.1. Then $X_0(\text{curl}, \Omega, \Omega_C)$ is dense in $X(\Omega, \Omega_C)$. Further, there exists $L_C > 0$ such that, for all $A \in X_0(\text{curl}, \Omega, \Omega_C)$,

$$
\|A\|_{L^2(\Omega; \mathbb{R}^3)}^2 \leq L_C \left( \|A\|_{L^2(\Omega; \mathbb{R}^3)}^2 + \|\nabla \times A\|_{L^2(\Omega; \mathbb{R}^3)}^2 \right).
$$

Proof. The existence of a constant $L_C > 0$ such that the estimate (3.6) holds for all $A \in X_0(\text{curl}, \Omega, \Omega_C)$ immediately follows from [3, Lemma 4]. Hence, it only remains to prove the density statement. To this end, let $A \in X(\Omega, \Omega_C)$ and $\varepsilon > 0$. Since $H_0(\text{curl}, \Omega)$ contains the space of test functions on $\Omega$, it is dense in $L^2(\Omega; \mathbb{R}^3)$. Hence, there exists some $C \in H_0(\text{curl}, \Omega)$ such that

$$
\|A - C\|_{L^2(\Omega; \mathbb{R}^3)} < \varepsilon.
$$

Now consider the orthogonal decomposition $C = G + \nabla \psi$ with $G \in X(\Omega, \Omega_C)$ and $\nabla \psi \in G(\Omega, \Omega_C)$. Since $\nabla \times (\nabla \psi) = 0$, we have $G = C - \nabla \psi \in H(\text{curl}, \Omega)$. Further, since the boundary trace of $\psi \in H_0^1(\Omega)$ is constant, the tangential component of the gradient of $\psi$ vanishes at $\partial \Omega$, that is, $\nabla \psi \times n_\sigma = 0$ on $\partial \Omega$. This gives rise to $G \in H_0(\text{curl}, \Omega)$. Then, by using the Pythagorean identity, we obtain

$$
\|A - G\|_{L^2(\Omega; \mathbb{R}^3)}^2 \leq \|A - G\|_{L^2(\Omega; \mathbb{R}^3)}^2 + \|\nabla \psi\|_{L^2(\Omega; \mathbb{R}^3)}^2 = \|A - C\|_{L^2(\Omega; \mathbb{R}^3)}^2 < \varepsilon^2.
$$

This completes the proof. \qed

3.4. The material parameters

We now state the assumptions on the magnetic reluctivity, the electric conductivity and the resistance matrix. Note that we consider only isotropic materials without hysteresis effects.

Assumption 3.3 (Material parameters).

a) The electric conductivity $\sigma : \Omega \rightarrow \mathbb{R}_{\geq 0}$ is of the form $\sigma = \sigma_C 1_{\Omega_C}$ with a real number $\sigma_C > 0$.

b) The magnetic reluctivity $\nu : \Omega \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ has the following properties:

(i) $\nu$ is measurable;

(ii) the function $\zeta \mapsto \nu(\xi, \zeta)\zeta$ is strongly monotone with a monotonicity constant $m_\nu > 0$ independent of $\xi \in \Omega$. In other words, there exists $m_\nu > 0$ such that

$$
(\nu(\xi, \zeta)\zeta - \nu(\xi, \zeta_0)\zeta_0) \geq m_\nu (\zeta - \zeta_0)^2 \text{ for all } \xi \in \Omega, \quad \zeta, \zeta_0 \in \mathbb{R}_{\geq 0};
$$

(iii) the function $\zeta \mapsto \nu(\xi, \zeta)\zeta$ is Lipschitz continuous with a Lipschitz constant $L_\nu > 0$ independent of $\xi \in \Omega$. In other words, there exists $L_\nu > 0$ such that

$$
|\nu(\xi, \zeta)\zeta - \nu(\xi, \zeta_0)\zeta_0| \leq L_\nu |\zeta - \zeta_0| \text{ for all } \xi \in \Omega, \quad \zeta, \zeta_0 \in \mathbb{R}_{\geq 0}.
$$

c) The resistance matrix $R \in \mathbb{R}^{m \times m}$ is symmetric and positive definite.
It immediately follows from the second and third conditions on the magnetic reluctivity $\nu$ that

$$m_\nu \leq \nu(\xi, \zeta) \leq L_\nu \quad \text{for all } \xi \in \Omega \text{ and all } \zeta > 0.$$  

(3.7)

4. The Solution Concept

In this section, we explain what we mean by a solution of the coupled MQS system (3.1) and prove the uniqueness result. Notice that by using the canonical isomorphism $L^1(\Omega \times [0, T]) = L^1([0, T]; L^1(\Omega))$, we identify integrable functions defined on $\Omega \times [0, T]$ with integrable functions $[0, T] \rightarrow L^1(\Omega)$. Sometimes we skip the placeholders for the arguments for sake of brevity.

**Definition 4.1 (Solution of the MQS system).** Let $\Omega \subset \mathbb{R}^3$ with subdomains $\Omega_C$ and $\Omega_L$ satisfy Assumption 3.1 and let $X(\Omega, \Omega_C)$ and $X_0(\text{curl} \Omega, \Omega_C)$ be defined as in (3.3) and (3.4), respectively. Further, let the initial and winding functions be as in Assumption 3.2 and the material parameters as in Assumption 3.3. Let $T > 0$ be fixed and $v \in L^2([0, T]; \mathbb{R}^m)$. Then $(A, i)$ with $A : \overline{\Omega} \times [0, T] \rightarrow \mathbb{R}^3$ and $i : [0, T] \rightarrow \mathbb{R}^m$ is called a weak solution of the coupled MQS system (3.1), if

a) $\sigma A \in C([0, T]; X(\Omega, \Omega_C)) \cap H^1_\text{loc}((0, T]; X(\Omega, \Omega_C))$ and $\sigma A(0) = \sigma A_0$,

b) $\int_\Omega \chi^\top A \, d\xi \in C([0, T]; \mathbb{R}^m) \cap H^1_\text{loc}((0, T]; \mathbb{R}^m)$ and $\int_\Omega \chi^\top A(0) \, d\xi = \int_\Omega \chi^\top A_0 \, d\xi$,

c) $A \in L^2([0, T]; X_0(\text{curl} \Omega, \Omega_C))$ and $i \in L^2_\text{loc}((0, T]; \mathbb{R}^m)$,

d) for all $F \in X_0(\text{curl} \Omega, \Omega_C)$, the equations

$$\frac{d}{dt} \int_\Omega \sigma A(t) \cdot F \, d\xi + \int_\Omega \nu(\cdot, \|\nabla \times A(t)\|_2) (\nabla \times A(t)) \cdot (\nabla \times F) \, d\xi = \int_\Omega \chi i(t) \cdot F \, d\xi,$$

$$\frac{d}{dt} \int_\Omega \chi^\top A(t) \, d\xi = Ri(t) + v(t)$$

(4.1)

hold for almost all $t \in [0, T]$.

**Remark 4.1.** The first equation in (4.1) is motivated by an integration by parts (cf. (2.1)). In particular, if $(A, i)$ is a classical solution in the sense that all partial derivatives in (3.1) exist in the classical sense and are continuous up to the boundary of $\Omega$, and (3.1) holds pointwise everywhere in $\Omega \times [0, T]$ together with the boundary condition, then $(A, i)$ is a weak solution.

Condition c) in Definition 4.1 means that $\frac{d}{dt} \sigma A : [0, T] \rightarrow X_0(\text{curl} \Omega, \Omega_C)'$ is measurable, where $X_0(\text{curl} \Omega, \Omega_C)'$ is the dual of $X_0(\text{curl} \Omega, \Omega_C)$ with respect to the pivot space $X(\Omega, \Omega_C)$. Define the operators

$$\mathcal{E}_{11} : \quad X(\Omega, \Omega_C) \rightarrow X(\Omega, \Omega_C), \quad A \mapsto \sqrt{\sigma} A,$$

$$\mathcal{E}_{21} : \quad X(\Omega, \Omega_C) \rightarrow \mathbb{R}^m, \quad A \mapsto \int_\Omega \chi^\top A \, d\xi,$$

(4.2a)

(4.2b)
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\[ A_{11} : \mathbb{X}_0(\text{curl}, \Omega, \Omega_C) \to \mathbb{X}_0(\text{curl}, \Omega, \Omega_C)^{\prime}, \quad (4.2c) \]

\[ A \mapsto \left( F \mapsto \int_{\Omega} \nu(\cdot, \|\nabla \times A\|_2) (\nabla \times A) \cdot (\nabla \times F) \, d\xi \right), \]

\[ A_{12} : \mathbb{R}^m \to \mathbb{X}(\Omega, \Omega_C), \quad (4.2d) \]

\[ i \mapsto \chi_i, \]

\[ A_{22} : \mathbb{R}^m \to \mathbb{R}^m, \quad (4.2e) \]

\[ i \mapsto R^{1/2} i, \]

and

\[ E : \mathbb{X}(\Omega, \Omega_C) \times \mathbb{R}^m \to \mathbb{X}(\Omega, \Omega_C) \times \mathbb{R}^m, \]

\[ (A, i) \mapsto (E_{11}^* A, E_{21} A), \]

\[ A : \mathbb{X}_0(\text{curl}, \Omega, \Omega_C) \times \mathbb{R}^m \to \mathbb{X}_0(\text{curl}, \Omega, \Omega_C)^{\prime} \times \mathbb{R}^m, \]

\[ (A, i) \mapsto (-A_{11}(A) + A_{12} i, -A_{22}^* A_{22} i), \]

\[ B : \mathbb{R}^m \to \mathbb{X}_0(\text{curl}, \Omega, \Omega_C)^{\prime} \times \mathbb{R}^m, \]

\[ v \mapsto (0, v). \]

Then the coupled MQS system (4.1) can equivalently be written as an abstract differential-algebraic system

\[ \frac{d}{dt} E x(t) = A(x(t)) + B u(t), \quad E x(0) = E x_0, \quad (4.3) \]

with the input \( u(t) = v(t) \), the state \( x(t) = (A(t), i(t)) \), and the initial condition \( x_0 = (A_0, 0) \). Note that the operators \( E_{11}, E_{21} \) (and thus also \( E \)), \( A_{12} \) and \( A_{22} \) are linear, whereas \( A_{11} \) (and thus also \( A \)) is nonlinear unless the reluctivity \( \nu \) is constant with respect to the second argument.

Our aim is to derive existence, uniqueness and qualitative behavior of solutions of the MQS system (4.1). The existence proof is more involved and is subject of Section 6. The proof of uniqueness is by far more simple and is presented here in Theorem 4.1 below. The essential ingredient is that the operator \( A_{11} \) is monotone in some sense. This is subject of the subsequent lemma, which is a straightforward consequence of Assumption 3.3 b)(ii), whence the proof is omitted, see [28] for details.

**Lemma 4.1.** Let \( \Omega \subset \mathbb{R}^3 \) be a bounded Lipschitz domain and let the operator \( A_{11} \) be defined as in (4.2c) with \( \nu \) satisfying Assumption 3.3 b)(ii). Then for all functions \( A_1, A_2 \in X_0(\text{curl}, \Omega, \Omega_C) \), the operator \( A_{11} \) fulfills

\[ \langle A_1 - A_2, A_{11}(A_1) - A_{11}(A_2) \rangle \geq m_\nu \|\nabla \times (A_1 - A_2)\|^2_{L^2(\Omega; \mathbb{R}^3)}, \quad (4.4) \]

where \( m_\nu \) is the monotonicity constant of \( \nu \).

We now present the uniqueness result.

**Theorem 4.1 (Uniqueness of the solutions).** Let \( \Omega \subset \mathbb{R}^3 \) with subdomains \( \Omega_C \) and \( \Omega_I \) satisfy Assumption 3.1 and let \( X(\Omega, \Omega_C) \) be defined as in (3.3). Further,
let the initial and winding functions be as in Assumption 3.2 and the material parameters as in Assumption 3.3. Let $T > 0$ be fixed and let $v \in L^2([0, T]; \mathbb{R}^m)$ be a given voltage. Then the coupled MQS system (3.1) admits at most one weak solution $(A, i)$ on $[0, T]$.

**Proof.** Assume that $(A_k, i_k), k = 1, 2$, are two weak solutions of the coupled MQS system (3.1). Consider the operators $E_{ij}$ and $A_{ij}$ as defined in (4.2). Note that $A_{12}$ is the adjoint of $E_{21}$, that is, $A_{12} = E_{21}^*$, and that $E_{11}, E_{11}^*: X(\Omega, \Omega_C) \to X(\Omega, \Omega_C)$ and $A_{22}, A_{22}^*: \mathbb{R}^m \to \mathbb{R}^m$ are both self-adjoint and positive. Then

$$
\begin{align*}
\frac{d}{dt} E_{11}^* E_{11} A_k(t) &= - A_{11}(A_k(t)) + E_{21}^* E_{21} i_k(t), \\
\frac{d}{dt} E_{21} A_k(t) &= - A_{22}^* A_{22} i_k(t) + v(t), \\
E_{11}^* E_{11} A_k(0) &= E_{11}^* E_{11} A_0, \\
E_{21} A_k(0) &= E_{21} A_0,
\end{align*}
$$

(4.5)

for $k = 1, 2$. Resolving the second equation in (4.5) for $i_k$ and substituting it into the first one, we obtain, for $k = 1, 2$,

$$
\frac{d}{dt} (E_{11}^* E_{11} + E_{21}^* (A_{22}^* A_{22})^{-1} E_{21}) A_k(t) = - A_{11}(A_k(t)) + E_{21}^* (A_{22}^* A_{22})^{-1} v(t).
$$

(4.6)

Using (4.7) and Lemma 4.1 we obtain for $0 < t_0 \leq t < T$ that

$$
\begin{align*}
\int_{t_0}^t \langle A_1(\tau) - A_2(\tau), \frac{d}{d\tau} (E_{11}^* E_{11} + E_{21}^* (A_{22}^* A_{22})^{-1} E_{21})(A_1(\tau) - A_2(\tau)) \rangle \, d\tau \\
&= - \int_{t_0}^t \langle A_1(\tau) - A_2(\tau), A_{11}(A_1(\tau)) - A_{11}(A_2(\tau)) \rangle \, d\tau \\
&\leq - m_v \int_{t_0}^t \|\nabla \times (A_1(\tau) - A_2(\tau))\|^2_{L^2(\Omega; \mathbb{R}^3)} \, d\tau.
\end{align*}
$$

(4.8)

On the other hand, the self-adjointness of $E_{11}^* E_{11}$ and $A_{22}^* A_{22}$ together with the product rule imply that

$$
\begin{align*}
\int_{t_0}^t \langle A_1(\tau) - A_2(\tau), \frac{d}{d\tau} (E_{11}^* E_{11} + E_{21}^* (A_{22}^* A_{22})^{-1} E_{21})(A_1(\tau) - A_2(\tau)) \rangle \, d\tau \\
&= \frac{1}{2} \langle A_1(t) - A_2(t), (E_{11}^* E_{11} + E_{21}^* (A_{22}^* A_{22})^{-1} E_{21})(A_1(t) - A_2(t)) \rangle \\
&\quad - \frac{1}{2} \langle A_1(t_0) - A_2(t_0), (E_{11}^* E_{11} + E_{21}^* (A_{22}^* A_{22})^{-1} E_{21})(A_1(t_0) - A_2(t_0)) \rangle \\
&\quad - \frac{\sigma_C}{2} \int_{\Omega_C} \|A_1(t) - A_2(t)\|^2_{L^2} \, d\xi + \frac{1}{2} \|R^{-1/2} \int_{\Omega} \chi^T (A_1(t) - A_2(T)) \|_{L^2}^2 \\
&\quad - \frac{\sigma_C}{2} \int_{\Omega_C} \|A_1(t_0) - A_2(t_0)\|^2_{L^2} \, d\xi - \frac{1}{2} \|R^{-1/2} \int_{\Omega} \chi^T (A_1(t_0) - A_2(t_0)) \|_{L^2}^2.
\end{align*}
$$

(4.9)
Since $A_1$ and $A_2$ satisfy the continuity properties in Definition 4.1 a), b) and the initial conditions
\[
(\sigma A_1)(0) = \sigma A_0 = (\sigma A_2)(0),
\]
\[
\int_{\Omega} \chi^\top A_1(0) \, d\xi = \int_{\Omega} \chi^\top A_0 \, d\xi = \int_{\Omega} \chi^\top A_2(0) \, d\xi,
\]
then taking the limit $t_0 \to 0^+$, we obtain from (4.8) and (4.9) that
\[
\frac{\sigma C_2}{2} \int_{\Omega_C} \|A_1(t) - A_2(t)\|_2^2 \, d\xi + \frac{1}{2} \left\| R^{-1/2} \int_{\Omega} \chi^\top (A_1(t) - A_2(t)) \, d\xi \right\|_2^2 
\leq -m_v \int_0^t \|\nabla \times (A_1(\tau) - A_2(\tau))\|_{L^2(\Omega;\mathbb{R}^3)}^2 \, d\tau \leq 0.
\]
Since the left-hand side is nonnegative and the right-hand side is nonpositive, we obtain that $\|A_1(t) - A_2(t)\|_{L^2(\Omega_C;\mathbb{R}^3)} = 0$ and $\|\nabla \times (A_1(t) - A_2(t))\|_{L^2(\Omega;\mathbb{R}^3)} = 0$ for almost all $t \in [0,T]$. Then the estimate (3.6) in Lemma 3.2 implies $A_1(t) = A_2(t)$ for almost all $t \in [0,T]$. This completes the proof. □

5. The Magnetic Energy

Our existence and regularity results for the coupled MQS model (3.1) rely on the observation that this model is a special instance of a differential-algebraic gradient system. In this system, the magnetic energy plays a central role. Therefore, in the following, we define the magnetic energy for the coupled MQS system (3.1) and collect some of its properties.

First, however, we introduce some useful general concepts and notation.

**Definition 5.1.** Let $X$ and $Z$ be Hilbert spaces, and let $\varphi : X \to \mathbb{R} \cup \{\infty\}$ be a function with values in the extended real line. We call $D(\varphi) = \varphi^{-1}[0,\infty)$ the effective domain of $\varphi$, and we say that $\varphi$ is proper, if its effective domain is nonempty.

The function $\varphi$ is convex, if
\[
\forall x_1, x_2 \in X, \lambda \in [0,1] : \quad \varphi(\lambda x_1 + (1 - \lambda)x_2) \leq \lambda \varphi(x_1) + (1 - \lambda)\varphi(x_2),
\]
and it is lower semicontinuous, if for every $\lambda \in \mathbb{R}$, the sublevel set $\varphi^{-1}[0,\lambda]$ is closed in $X$. We say that $\varphi$ is coercive if for every $\lambda \in \mathbb{R}$ the sublevel set $\varphi^{-1}[0,\lambda]$ is bounded. Finally, given $E \in L(X,Z)$, we say that $\varphi$ is $E$-elliptic if there exists $\omega \in \mathbb{R}$ such that the shifted functional
\[
\varphi_\omega : \quad X \to \mathbb{R} \cup \{\infty\},
\]
\[
x \mapsto \frac{\omega}{2} \|Ex\|_Z^2 + \varphi(x)
\]
is convex and coercive.

The relation
\[
\partial \varphi = \left\{ (x,q) \in X \times X : x \in D(\varphi) \quad \text{and} \quad \lim_{\lambda \searrow 0} \frac{\varphi(x + \lambda v) - \varphi(x)}{\lambda} \geq \langle q, v \rangle_X \quad \text{for all} \ v \in X \right\}
\]
on $X$ is called subgradient of $\varphi$. For $x \in X$, we write

$$\partial \varphi(x) = \{ q \in X : (x, q) \in \partial \varphi \},$$

and we call

$$D(\partial \varphi) = \{ x \in X : \exists q \in X \text{ such that } (x, q) \in \partial \varphi \}$$

the domain of the subgradient $\partial \varphi$.

Now, starting from the magnetic reluctivity $\nu$ as in Assumption 3.3 b), consider the function $\vartheta: \Omega \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ defined by

$$\vartheta(\xi, \sqrt{\zeta}) = \int_0^{\sqrt{\zeta}} \nu(\xi, \zeta) \, d\zeta.$$

This function satisfies the assumptions needed for the definition of the magnetic energy density $E(A)$, which is defined as

$$E(A) = \left\{ \begin{array}{ll}
\int_{\Omega} \vartheta(\xi, \| \nabla \times A(\xi) \|_2^2) \, d\xi & \text{if } A \in X_0(\text{curl}, \Omega, \Omega_C), \\
\infty & \text{else}.
\end{array} \right. \quad (5.2)$$

Note that for the magnetic vector potential $A$, the function $\vartheta(\xi, \| \nabla \times A(\xi, t) \|_2^2)$ is the magnetic energy density, and $E$ describes the magnetic energy $[10]$. This is a special kind of energy function in the sense that its effective domain $D(E) = X_0(\text{curl}, \Omega, \Omega_C)$ is a vector space, actually a Hilbert space with the natural inner product induced from $H_0(\text{curl}, \Omega)$.

In the following, we collect some properties of the magnetic energy, where we further use the notions of Gâteaux differentiability and Gâteaux derivative as introduced in [29, Definition 4.5].

**Proposition 5.1 (Properties of the magnetic energy function).** Let $\Omega \subset \mathbb{R}^3$ with subdomains $\Omega_C$ and $\Omega_I$ satisfy Assumption 3.1 and let $X(\Omega, \Omega_C)$ and $X_0(\text{curl}, \Omega, \Omega_C)$ be as in (3.3) and (3.4), respectively. Further, let the material parameters satisfy Assumption 3.3, let $\vartheta$ be as in (5.1), and let the magnetic energy $E$ be defined as in (5.2). Then the following statements hold:

a) For all $A_1, A_2 \in D(E)$,

$$|E(A_1) - E(A_2)| \leq \frac{L_\nu}{2} \left( \| \nabla \times A_1 \|_{L^2(\Omega; \mathbb{R}^3)} + \| \nabla \times A_2 \|_{L^2(\Omega; \mathbb{R}^3)} \right) \| \nabla \times (A_1 - A_2) \|_{L^2(\Omega; \mathbb{R}^3)},$$

where $L_\nu$ is the Lipschitz constant of $\nu$.

b) For all $A \in D(E)$,

$$\frac{m_\nu}{2} \| \nabla \times A \|_{L^2(\Omega; \mathbb{R}^3)}^2 \leq E(A) \leq \frac{L_\nu}{2} \| \nabla \times A \|_{L^2(\Omega; \mathbb{R}^3)}^2,$$

where $m_\nu$ and $L_\nu$ are the monotonicity and Lipschitz constants of $\nu$. 


c) If $E$ is considered as a mapping from the Hilbert space $X_0(\text{curl}, \Omega, \Omega_C)$ to $\mathbb{R}$, then $E$ is Gâteaux differentiable, and for all $A \in D(E) = X_0(\text{curl}, \Omega, \Omega_C)$,

$$\forall F \in X_0(\text{curl}, \Omega, \Omega_C) : \langle F, DE(A) \rangle = \int_{\Omega} \nu(\cdot, \|\nabla \times A\|_2) (\nabla \times A) \cdot (\nabla \times F) \, dx,$$

(5.4)

where $DE(A) \in X_0(\text{curl}, \Omega, \Omega_C)$ denotes the Gâteaux derivative of $E$ at $A$.

d) The magnetic energy $E$ is convex and lower semicontinuous. Its effective domain $D(E) = X_0(\text{curl}, \Omega, \Omega_C)$ is dense in $X(\Omega, \Omega_C)$.

e) The subgradient of $E$ is given by

$$\partial E = \left\{ (A, C) \in X(\Omega, \Omega_C) \times X(\Omega, \Omega_C) : A \in X_0(\text{curl}, \Omega, \Omega_C) \text{ and} \right.$$ 

$$\int_{\Omega} \nu(\cdot, \|\nabla \times A\|_2) (\nabla \times A) \cdot (\nabla \times F) \, dx = \int_{\Omega} C \cdot F \, dx$$

$$\quad \text{for all } F \in X_0(\text{curl}, \Omega, \Omega_C) \right\}.$$ 

The subgradient $\partial E$ is single-valued and its domain $D(\partial E)$ is dense in $X(\Omega, \Omega_C)$.

f) Let $E \in L(X(\Omega, \Omega_C), X(\Omega, \Omega_C) \times \mathbb{R}^m)$ be defined as

$$E[A] = \left( \sqrt{\sigma A} R^{-1/2} \int_{\Omega} \chi^T A \, dx \right),$$

(5.5)

where $R^{-1/2}$ denotes the inverse of the principal square root of $R$. Then $E$ is $E$-elliptic.

**Proof.** Let $A_1, A_2 \in D(E)$. Then using (5.4) and the Cauchy-Schwarz inequality, we obtain

$$|E(A_1) - E(A_2)|$$

$$\leq \int_{\Omega} \int_0^1 \nu(\xi, \|\nabla \times A_1(\xi)\|_2) d\xi - \int_0^1 \nu(\xi, \|\nabla \times A_2(\xi)\|_2) d\xi$$

$$= \int_{\Omega} \int_0^1 \nu(\xi, \|\nabla \times A_1(\xi)\|_2) d\xi$$

$$\leq L_\nu \int_{\Omega} \int_0^1 \nu(\xi, \|\nabla \times A_1(\xi)\|_2) d\xi$$

$$= \frac{L_\nu}{2} \int_{\Omega} \left( \|\nabla \times A_1(\xi)\|_2^2 - \|\nabla \times A_2(\xi)\|_2^2 \right) d\xi$$

$$\leq \frac{L_\nu}{2} \int_{\Omega} \left( \|\nabla \times A_1(\xi)\|_2 + \|\nabla \times A_2(\xi)\|_2 \right) \left( \|\nabla \times A_1(\xi)\|_2 - \|\nabla \times A_2(\xi)\|_2 \right) d\xi$$

$$\leq \frac{L_\nu}{2} \int_{\Omega} \left( \|\nabla \times A_1(\xi)\|_2^2 + \|\nabla \times A_2(\xi)\|_2^2 \right) \|\nabla \times (A_1(\xi) - A_2(\xi))\|_2 d\xi$$

$$\leq \frac{L_\nu}{2} \left( \|\nabla \times A_1\|_{L^2(\Omega; \mathbb{R}^3)} + \|\nabla \times A_2\|_{L^2(\Omega; \mathbb{R}^3)} \right) \|\nabla \times (A_1 - A_2)\|_{L^2(\Omega; \mathbb{R}^3)}.$$
on the differentiability of \( \vartheta \) and growth estimates of \( \nu \) (compare with (3.7)). We omit the details.

By assumption, for almost every \( \xi \in \Omega \), the function \( \zeta \mapsto \nu(\xi, \zeta) \zeta \) is positive and increasing on \( \mathbb{R}_{\geq 0} \). As a consequence, by definition of \( \vartheta \), for almost every \( \xi \in \Omega \), the function \( \varphi \mapsto \vartheta(\xi, \varphi^2) \) is increasing and convex on \( \mathbb{R}_{\geq 0} \). Using these properties and the triangle inequality for the norm, we can easily show the convexity of \( E \).

Indeed, for all \( A_1, A_2 \in D(E) \) and all \( \lambda \in [0, 1] \), we have

\[
E(\lambda A_1 + (1 - \lambda) A_2) = \int_{\Omega} \vartheta(\xi, \| \nabla \times (\lambda A_1(\xi) + (1 - \lambda) A_2(\xi)) \|_2^2) \, d\xi \\
\leq \int_{\Omega} \vartheta(\xi, \| \nabla \times A_1(\xi) \|_2^2 + (1 - \lambda) \| \nabla \times A_2(\xi) \|_2^2) \, d\xi \\
\leq \int_{\Omega} (\lambda \vartheta(\xi, \| \nabla \times A_1(\xi) \|_2^2) + (1 - \lambda) \vartheta(\xi, \| \nabla \times A_2(\xi) \|_2^2)) \, d\xi \\
= \lambda E(A_1) + (1 - \lambda) E(A_2).
\]

In order to prove lower semicontinuity of \( E \), let \( \lambda \in \mathbb{R} \). From assertion \( \mathfrak{a} \), or alternatively from \( \mathfrak{c} \), we see that the magnetic energy is continuous as a mapping from the Hilbert space \( X_0(\text{curl}, \Omega, \mathcal{C}) \) to \( \mathbb{R} \), and, therefore, the sublevel set

\[
\{ A \in X(\Omega, \mathcal{C}) \mid E(A) + \| A \|_{L^2(\Omega; \mathbb{R}^3)}^2 \leq \lambda \}
\]

is closed in that space. By convexity of \( E \), this set is also convex, and hence, by Mazur’s theorem, this set is weakly closed. Further, by (5.3), the sublevel set is bounded in \( X_0(\text{curl}, \Omega, \mathcal{C}) \), and hence, since every Hilbert space is reflexive, it is weakly compact. By continuity of the embedding of \( X_0(\text{curl}, \Omega, \mathcal{C}) \) into \( X(\Omega, \mathcal{C}) \), it follows that this sublevel set is also weakly compact in the latter space, and then it is necessarily norm closed there. We have thus proved that the mapping \( A \mapsto E(A) + \| A \|_{L^2(\Omega; \mathbb{R}^3)}^2 \) is lower semicontinuous on \( X(\Omega, \mathcal{C}) \). Since \( \| \cdot \|_{L^2(\Omega; \mathbb{R}^3)} \) is continuous on that space, it follows that the magnetic energy itself is lower semicontinuous. The fact that \( E \) is densely defined follows from Lemma 3.2.

Assertion \( \mathfrak{c} \) is a direct consequence of the definition of the subgradient, the fact that the effective domain of \( E \) is a linear space, and from assertion \( \mathfrak{e} \). By [4, Proposition 1.6], \( D(\partial E) \) and \( D(E) \) have the same closure, and hence the subgradient is densely defined, too.

Let \( Z = X(\Omega, \mathcal{C}) \times \mathbb{R}^m \) and let \( \mathcal{E} \in \mathcal{L}(X(\Omega, \mathcal{C}), Z) \) be as in (5.3). First, note that \( \mathcal{E} \) is well-defined, since by Assumption 3.3 c) the matrix \( R \) is symmetric and positive definite. In order to prove that \( E \) is \( \mathcal{E} \)-elliptic, we show that the shifted functional

\[
E_\omega : X(\Omega, \mathcal{C}) \to \mathbb{R}_{\geq 0} \cup \{ \infty \}, \\
A \mapsto \frac{\omega}{2} \| \mathcal{E} A \|_2^2 + E(A)
\]
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is convex and coercive for all \( \omega > 0 \). Convexity follows from the fact that \( E_\omega \) is the sum of two convex functions. To show coercivity, we use Lemma 3.2 which states that there exists some \( L_C > 0 \) such that (3.6) holds for all \( A \in D(E) \). Further, by using (5.3), we obtain

\[
E_\omega(A) = E(A) + \frac{\omega}{2} \|E A\|^2_2 \\
= E(A) + \frac{\omega \sigma_C}{2} \int_{\Omega_C} \|A\|^2 d\xi + \frac{\omega}{2} \left( \int_{\Omega} \chi^T A \, d\xi \right)^2 \\
\geq \frac{m_\nu}{2} \|\nabla \times A\|^2_{L^2(\Omega;R^3)} + \frac{\omega \sigma_C}{2} \|A\|^2_{L^2(\Omega;R^3)} \\
\geq c \|A\|^2_{L^2(\Omega;R^3)}
\]

with \( c = \min\{m_\nu, \omega \sigma_C\}/(2L_C) \). This implies the coercivity of \( E_\omega \).

6. On a Class of Abstract Differential-Algebraic Gradient Systems

In this section, we study the solvability of an abstract differential-algebraic gradient system

\[
E^* f(t) - E^* \frac{d}{dt} E x(t) \in \partial \varphi(x(t)), \quad E x(0+) = z_0, \tag{6.1}
\]

where \( E \in \mathcal{L}(X, Z) \), \( X \) and \( Z \) are Hilbert spaces, \( f \in L^2([0, T], Z) \), \( \varphi \) is a densely defined, convex, lower semicontinuous and \( E \)-elliptic functional with a subgradient \( \partial \varphi \), and \( z_0 \in Z \). We present an extension of some results from [4, 5] to this more general class of gradient systems, which will be useful in establishing the existence of solutions of the MQS system (3.1).

We start by proving an auxiliary lemma providing the concept of \( E \)-subgradients.

**Lemma 6.1.** Let \( X \) and \( Z \) be Hilbert spaces, and let \( E \in \mathcal{L}(X, Z) \) have a dense range. Assume that the functional \( \varphi : X \to \mathbb{R} \cup \{\infty\} \) is densely defined, convex, lower semicontinuous and \( E \)-elliptic with a subgradient \( \partial \varphi \). Define the functional

\[
\varphi_E : Z \to \mathbb{R}, \\
z \mapsto \inf_{x \in \mathcal{E}^{-1}(z)} \varphi(x).
\tag{6.2}
\]

Then \( D(\varphi_E) = E D(\varphi) \), and \( \varphi_E \) is densely defined, convex and lower semicontinuous. Its subgradient is given by

\[
\partial \varphi_E = \left\{(z, g) \in Z \times Z : \exists x \in D(\varphi) \text{ such that } E x = z \text{ and } \lim_{\lambda \searrow 0} \frac{\varphi(x + \lambda v) - \varphi(x)}{\lambda} \geq \langle g, E v \rangle_Z \text{ for all } v \in X \right\}.
\]

In particular, \( (z, g) \in \partial \varphi_E \) if and only if there exists \( (x, q) \in \partial \varphi \) such that \( E x = z \), \( E^* g = q \), and \( \varphi(x) = \varphi_E(z) \).

**Proof.** The statement is, except for the assertion on the density of the domain of \( \varphi_E \), proven in [6] Theorem 2.9. The density of the domain of \( \varphi_E \) can be inferred
from the identity $D(\varphi_E) = \mathcal{E}D(\varphi)$, the assumption that $\varphi$ is densely defined and by employing the property that $\mathcal{E}$ has a dense range.

Next, we prove the existence and regularity properties of solutions of the abstract differential-algebraic gradient system (6.1). Note that the initial value in (6.1) is only in the closure of the range of $\mathcal{E}$, and that the initial condition is to be understood to hold for the continuous representative of $\mathcal{E}$.x.

**Theorem 6.1.** Let $X$ and $Z$ be Hilbert spaces, let $\mathcal{E} \in \mathcal{L}(X, Z)$, and let $\overline{Z} \subseteq Z$ be the closure of the range of $\mathcal{E}$. Furthermore, let $\varphi : X \to \mathbb{R} \cup \{\infty\}$ be a densely defined, convex, lower semicontinuous and $\mathcal{E}$-elliptic functional with subgradient $\partial \varphi$. Then for every $T > 0$, $f \in L^2([0, T]; Z)$ and $z_0 \in \overline{Z}$, the abstract differential-algebraic gradient system (6.1) admits a solution $x : [0, T] \to X$ in the following sense:

a) $\mathcal{E}x \in C([0, T]; Z) \cap H^1_{\text{loc}}((0, T]; Z)$ and $\mathcal{E}x(0+) = z_0$,
b) $x(t) \in D(\partial \varphi)$ and the differential inclusion in (6.1) hold for almost all $t \in [0, T]$.

This solution has the following properties:

\begin{align}
(t \mapsto \varphi(x(t))) & \in L^1([0, T]) \cap W^{1,1}_{\text{loc}}((0, T]), \\
(t \mapsto t \varphi(x(t))) & \in L^\infty([0, T]), \\
(t \mapsto t^{1/2} \frac{d}{dt} \mathcal{E}x(t)) & \in L^2([0, T]; Z),
\end{align}

and for almost all $0 < t_0 \leq t_1 \leq T$

\begin{equation}
\varphi(x(t_1)) - \varphi(x(t_0)) = \int_{t_0}^{t_1} \langle f(t), \frac{d}{dt} \mathcal{E}x(t) \rangle_Z \, dt - \int_{t_0}^{t_1} \| \frac{d}{dt} \mathcal{E}x(t) \|_Z^2 \, dt. \tag{6.6}
\end{equation}

If, further, $y_0 \in \mathcal{E}D(\varphi)$, then

\begin{align}
(t \mapsto \varphi(x(t))) & \in W^{1,1}([0, T]), \\
\mathcal{E}x & \in H^1([0, T]; Z),
\end{align}

and the identity (6.6) holds for all $0 \leq t_0 \leq t_1 \leq T$.

Before proving this result, we note that, except for the relation (6.4), a proof of Theorem 6.1 for the special case $X = Z$ and $\mathcal{E} = I$ can be found in [5, Théorème 3.6, p.72] or [4, Theorem 4.11 & Lemma 4.4]. These results for $\mathcal{E} = I$ are indeed the basis for our proof of Theorem 6.1.

**Proof.** Since $\overline{Z} \subseteq Z$ is the closure of the range of $\mathcal{E}$, then $\mathcal{E} : X \to \overline{Z}$ has dense range, and Lemma 6.1 implies that the functional $\varphi_E : \overline{Z} \to \mathbb{R} \cup \{\infty\}$ in (6.2) is densely defined, convex and lower semicontinuous. Further, let $\Pi \in \mathcal{L}(Z)$ be the orthogonal projection onto $\overline{Z}$. Then $\Pi f \in L^2([0, T]; \overline{Z})$, and, by [5, Théorème 3.6, p.72] or [4, Theorem 4.11], the gradient system

\begin{equation}
\Pi f(t) - \frac{d}{dt} z(t) \in \partial \varphi_E(z(t)), \quad z(0) = z_0 \tag{6.9}
\end{equation}
admits a unique solution $z \in C([0,T]; \tilde{Z}) \cap H^1_{\text{loc}}((0,T]; \tilde{Z})$ in the sense that $z(0) = z_0$, $z(t) \in D(\varphi_E)$ and the differential inclusion in (6.9) hold for almost all $t \in [0,T]$. Moreover, this solution has the following properties:

$$
\begin{align*}
( t \mapsto \varphi_E(z(t)) & \in L^1([0,T]), \\
( t \mapsto t^{1/2} \frac{d}{dt} z(t) & \in L^2([0,T]; \tilde{Z}).
\end{align*}
$$

(6.10) (6.11)

The fact that the differential inclusion (6.9) holds for almost all $t \in [0,T]$ is equivalent to saying that for almost all $t \in [0,T]$,

$$
(z(t), \Pi f(t) - \frac{d}{dt} z(t)) \in \partial \varphi_E.
$$

Then, by Lemma 6.3 there exist functions $x, w : [0,T] \to X$ such that, for almost all $t \in [0,T]$, $(x(t),w(t)) \in \partial \varphi_E$, $\mathcal{E} x(t) = z(t)$ and $w(t) = \mathcal{E}^* \Pi f(t) - \mathcal{E}^* \frac{d}{dt} z(t)$.

In particular, $\mathcal{E} x = z \in C([0,T]; \tilde{Z}) \cap H^1_{\text{loc}}((0,T]; \tilde{Z})$, that is, $z$ is a continuous representative of $\mathcal{E} x$, and therefore $\mathcal{E} x(0+) = \lim_{t \to 0^+} \mathcal{E} x(t) = \lim_{t \to 0^+} z(t) = z_0$.

In addition, by using that $\Pi \mathcal{E} = \mathcal{E}$ together with $\Pi = \Pi^*$, we have

$$
\mathcal{E}^* f(t) - \mathcal{E}^* \frac{d}{dt} \mathcal{E} x(t) = \mathcal{E}^* \Pi f(t) - \mathcal{E}^* \frac{d}{dt} \mathcal{E} x(t) = \mathcal{E}^* \Pi f(t) - \mathcal{E}^* \frac{d}{dt} z(t) = w(t) \in \partial \varphi(x(t)),
$$

that is, (a) and (b) hold. Moreover, (6.11) implies (6.5). Using Lemma 6.1, we obtain

$$
\varphi_E(z(t)) = \varphi(x(t)) \quad \text{for almost all } t \in [0,T],
$$

(6.12)

and then (6.10) leads to $(t \mapsto \varphi(x(t))) \in L^1([0,T])$. An application of [5, Lemma 3.3, p.73] or [4 Lemma 4.4] gives $(t \mapsto \varphi_E(z(t))) \in W^{1,1}_{\text{loc}}((0,T])$, whence (6.12) implies $(t \mapsto \varphi(x(t))) \in W^{1,1}_{\text{loc}}((0,T])$, which shows (6.3).

In order to prove (6.3), recall that the property $z \in H^1_{\text{loc}}((0,T]; \tilde{Z})$ together with [4 Lemma 4.4] implies that the weak derivative of $(t \mapsto \varphi_E(z(t)))$ fulfills

$$
\frac{d}{dt} \varphi_E(z(t)) = \langle \Pi f(t), \frac{d}{dt} z(t) \rangle_Z - \| \frac{d}{dt} z(t) \|_Z^2 \quad \text{for almost all } t \in [0,T].
$$

Then, for $0 < t_0 \leq t_1 \leq T$, an integration over $[t_0, t_1]$ gives

$$
\varphi_E(z(t_1)) - \varphi_E(z(t_0)) = \int_{t_0}^{t_1} \langle \Pi f(\tau), \frac{d}{dt} z(\tau) \rangle_Z - \| \frac{d}{dt} z(\tau) \|_Z^2 \, d\tau.
$$

Using the equality $\mathcal{E} x = z$, (6.12) and the self-adjointness of $\Pi$, we obtain (6.6).

For the proof of (6.3), let $t \in (0,T]$. Then (6.3) together with Young’s inequality
leads to
\[
t \varphi(x(t)) = t \varphi(x(T)) + t \int_t^T \| \frac{d}{dt} \mathcal{E} x(\tau) \|_Z^2 \, d\tau - t \int_t^T \langle f(\tau), \frac{d}{dt} \mathcal{E} x(\tau) \rangle_Z \, d\tau
\]
\[
\leq t \varphi(x(T)) + t \int_t^T \| \frac{d}{dt} \mathcal{E} x(\tau) \|_Z^2 \, d\tau + \frac{t}{2} \int_t^T \left( \| \frac{d}{dt} \mathcal{E} x(\tau) \|_Z^2 + \| f(\tau) \|_Z^2 \right) \, d\tau
\]
\[
\leq T \varphi(x(T)) + \frac{3}{2} \int_0^T \| \tau^{1/2} \frac{d}{dt} \mathcal{E} x(\tau) \|_Z^2 \, d\tau + \frac{T}{2} \int_0^T \| f(\tau) \|_Z^2 \, d\tau
\]
\[
\leq T \varphi(x(T)) + \frac{3}{2} \int_0^T \| \tau^{1/2} \frac{d}{dt} \mathcal{E} x(\tau) \|_Z^2 \, d\tau + \frac{T}{2} \int_0^T \| f(\tau) \|_Z^2 \, d\tau.
\]

As the latter expression is independent of \( t \) and finite by \( f \in L^2([0,T];Z) \) and the already proved relation (6.5), we obtain (6.4).

It remains to prove the statements under the additional assumption that the initial value fulfills \( z_0 \in \mathcal{E} D(\varphi) \) or, by Lemma 6.1, \( z_0 \in D(\varphi_\mathcal{E}) \). Then we can apply [4, Theorem 4.11] to obtain that the solution \( z \) of (6.9) fulfills
\[
(t \mapsto \varphi_\mathcal{E}(z(t))) \in W^{1,1}([0,T]),
\]
\[
z \in H^1([0,T]; \tilde{Z}).
\]

Then \( \mathcal{E} x = z \) together with (6.12), (6.13) and (6.14) implies (6.7) and (6.8). The statement that the identity (6.6) further holds for all \( 0 \leq t_0 \leq t_1 \leq T \) can be concluded from (6.13) and the argumentation of the proof of (6.6) in the case \( t_0 > 0 \).

**Remark 6.1.** In numerical analysis of finite-dimensional differential-algebraic equations, the notion of (differentiation) index plays a fundamental role [13,14]. That is, the number of differentiations needed until an ordinary differential equation is obtained. Though there exist several attempts to generalize the index to infinite-dimensional differential-algebraic equations [19–21,25,26], these approaches have in common that they are applicable to a rather limited class, which in general excludes equations of type (6.1) even when \( \partial \varphi \) is linear and single-valued.

On the other hand, system (6.1) has intrinsic properties which are - in the finite-dimensional case - only fulfilled by differential-algebraic equations with index at most one. Namely, it follows from [14, Theorem 3.53] that a finite-dimensional differential-algebraic equation of type \( \frac{d}{dt} \mathcal{E} x = a(t,x) \) with \( \mathcal{E} \in \mathbb{R}^{n \times n} \) has index at most one if and only if for any \( x_0 \in \mathbb{R}^n \), there exists a solution which fulfills the initial condition \( \mathcal{E} x(0) = \mathcal{E} x_0 \). Note that, by Theorem 6.1, system (6.1) has this property of unrestricted initializability.
Let us now apply Theorem 6.1 to the following special differential-algebraic gradient system

\begin{equation}
\begin{aligned}
    &E_{21}^\ast x_2(t) - E_{11}^\ast \frac{d}{dt} E_{11} x_1(t) \in \partial \varphi(x_1(t)), \\
    &A_{22} A_{22}^\ast x_2(t) + \frac{d}{dt} E_{21} x_1(t) = u(t), \\
    &E_{11} x_1(0^+) = z_{1,0}, \\
    &E_{21} x_1(0^+) = z_{2,0}
\end{aligned}
\tag{6.15}
\end{equation}

with a given function $u : [0, T] \to U$ and given initial values $z_{1,0} \in Y$, $z_{2,0} \in U$. In the subsequent section, we show that, by involving the magnetic energy and its subgradient, the coupled MQS system (6.15) fits into this abstract framework, and we apply our results for (6.15) to prove the existence of solutions together with some further regularity results.

The following corollary establishes the existence result for system (6.15).

**Corollary 6.1.** Let $X$, $Y$ and $U$ be Hilbert spaces and let $A_{22} \in L(U)$ have a bounded inverse, $E_{11} \in L(X,Y)$, $E_{21} \in L(X,U)$, and $\varphi : X \to \mathbb{R} \cup \{\infty\}$ be densely defined, convex, lower semicontinuous and $E$-elliptic for $E \in L(X,Y \times U)$ given by

\begin{equation}
E x = (E_{11} x, A_{22}^{-1} E_{21} x).
\tag{6.16}
\end{equation}

Further, let $T > 0$, $u \in L^2([0,T];U)$ and $(z_{1,0}, z_{2,0})$ belong to the closure of the range of $E$ in $Y \times U$. Then the abstract differential-algebraic gradient system (6.15) has a solution $(x_1, x_2) : [0, T] \to X \times U$ in the following sense:

a) $E_{11} x_1 \in C([0,T];Y) \cap H^1_{\text{loc}}([0,T];Y)$ and $E_{11} x_1(0^+) = z_{1,0}$;

b) $E_{21} x_1 \in C([0,T];U) \cap H^1_{\text{loc}}([0,T];U)$ and $E_{21} x_1(0^+) = z_{2,0}$;

c) $x_2 \in L^2_{\text{loc}}([0,T],U)$;

d) $x_1(t) \in D(\partial \varphi)$, and the differential inclusion as well as the differential equation in (6.15) are satisfied for almost all $t \in [0,T]$.

This solution has the following properties:

\begin{align}
(t \mapsto \varphi(x_1(t))) &\in L^1([0,T]) \cap W^{1,1}_{\text{loc}}([0,T]), \tag{6.17} \\
(t \mapsto t \varphi(x_1(t))) &\in L^\infty([0,T]), \tag{6.18} \\
(t \mapsto t^{1/2} \frac{d}{dt} E_{11} x_1(t)) &\in L^2([0,T];Y), \tag{6.19} \\
(t \mapsto t^{1/2} \frac{d}{dt} E_{21} x_1(t)) &\in L^2([0,T];U), \tag{6.20} \\
(t \mapsto t^{1/2} x_2(t)) &\in L^2([0,T];U), \tag{6.21}
\end{align}

and for all $0 < t_0 \leq t_1 \leq T$,

\begin{equation}
\begin{aligned}
\varphi(x_1(t_1)) - \varphi(x_1(t_0)) &= \int_{t_0}^{t_1} \langle x_2(\tau), u(\tau) \rangle_U d\tau - \int_{t_0}^{t_1} \| A_{22} x_2(\tau) \|_U^2 d\tau \\
&\quad - \int_{t_0}^{t_1} \| \frac{d}{d\tau} E_{11} x_1(\tau) \|_U^2 d\tau.
\end{aligned}
\tag{6.22}
\end{equation}
If, further, \((z_{1,0}, A_{22}^{-1} z_{2,0}) \in E D(\varphi)\), then
\[
(t \mapsto \varphi(x_1(t))) \in W^{1,1}([0, T]),
\]
\[
E_{11} x_1 \in H^1([0, T]; Y),
\]
\[
E_{21} x_1 \in H^1([0, T]; U),
\]
\[
x_2 \in L^2([0, T]; U),
\]
and the identity \((6.22)\) holds for all \(0 \leq t_0 \leq t_1 \leq T\).

**Proof.** Let \(E \in \mathcal{L}(X, Y \times U)\) be as in \((6.16)\). By the assumption, the functional \(\varphi\) is \(E\)-elliptic. Consider the function
\[
f = (0, A_{22}^{-1} u) \in L^2([0, T]; Y \times U).
\]
Then the above properties of the solution \(x\) imply that \(E_{11} x_1 : [0, T] \to Y\) and \(E_{21} x_2 : [0, T] \to U\) are both continuous with \(E_{11} x_1(0+) = z_{1,0}, E_{21} x_1(0+) = z_{2,0}\), \(E_{11} x_1 \in H^1_{\text{loc}}((0, T), Y)\), \(E_{21} x_1 \in H^1_{\text{loc}}((0, T), U)\) and \(x_2 \in L^2_{\text{loc}}((0, T], U)\). Furthermore, for almost all \(t \in [0, T]\), \(x_1(t) \in D(\partial \varphi)\) and
\[
E^*_2 x_2(t) - \frac{d}{dt} E_{11} x_1(t) = \frac{d}{dt} (A_{22}^{-1} (u(t) - \frac{d}{dt} E_{21} x(t))) \tag{6.28}
\]
\[
A_{22} A_{22} x_2(t) + \frac{d}{dt} E_{21} x_1(t) = u(t).
\]
So far, we have proven that \((x_1, x_2)\) fulfills \((6.3)\). Since, by Theorem \((6.1)\) \(x\) satisfies \((6.10)\), we obtain from \((6.16)\) and \((6.28)\) that \((6.17)-(6.21)\) hold. Moreover, for all \(0 < t_0 \leq t_1 \leq T\),
\[
\varphi(x_1(t_1)) - \varphi(x_1(t_0)) = \varphi(x(t_1)) - \varphi(x(t_0))
\]
\[
= \int_{t_0}^{t_1} \langle f(\tau), \frac{d}{d\tau} E x(\tau) \rangle_{Y \times U} \, d\tau - \int_{t_0}^{t_1} \| \frac{d}{d\tau} E x(\tau) \|_{Y \times U}^2 \, d\tau
\]
\[
= \int_{t_0}^{t_1} \langle A_{22}^{-1} u(\tau), A_{22}^{-1} \frac{d}{d\tau} E_{21} x(\tau) \rangle_U \, d\tau
\]
\[
- \int_{t_0}^{t_1} \| \frac{d}{d\tau} E_{11} x(\tau) \|_Y^2 + \| A_{22}^{-1} \frac{d}{d\tau} E_{21} x(\tau) \|_U^2 \, d\tau
\]
b) Loosely speaking, Corollary 6.1 states that equation (6.28) leads to (6.23)–(6.26). The identity (6.22) for all 0 < t < T can be concluded from the corresponding statement in Theorem 6.1 and the argumentation of the proof of (6.22).

Thus, (6.29) is fulfilled.

If, further, \((z_{1,0}, A_{22}^{-1} z_{2,0}) \in \mathcal{E}D(\varphi)\), then Theorem 6.1 yields (6.7) and (6.8), whence (6.28) leads to (6.23)–(6.26). The identity (6.22) for all \(0 \leq t_0 \leq t_1 \leq T\) can be concluded from the corresponding statement in Theorem 6.1 and the argumentation of the proof of (6.22).

Remark 6.2.

a) The additional features of the solution of system (6.15) in the case where \((z_{1,0}, A_{22}^{-1} z_{2,0}) \in \mathcal{E}D(\varphi)\) are guaranteed if and only if \((z_{1,0}, A_{22}^{-1} z_{2,0}) = \mathcal{E}x_0\) for some \(x_0 \in D(\varphi) + (\ker \mathcal{E}_{11} \cap \ker \mathcal{E}_{21})\).

b) Loosely speaking, Corollary 6.1 states that \(\mathcal{E}_{11} x_1\) and \(\mathcal{E}_{21} x_2\) are differentiable almost everywhere on the open interval \((0, \infty)\), and this for every choice of initial values in the closure of the range of \(\mathcal{E}\). This regularization effect occurs in the theory of linear semigroups in the case of differentiable semigroups or, in particular, in the case of analytic semigroups. In other words, in the theory of linear abstract ordinary differential equations of type \(\dot{x}(t) + \mathcal{A}x(t) = f(t)\), this phenomenon occurs, for example, if the operator \(\mathcal{A}\) is densely defined and sectorial [8, Chapter II.4]. If system (6.15) is linear (equivalently, \(\varphi\) is a quadratic function), then by a careful inspection of the proofs of Lemma 6.1 and Corollary 6.1 it can be seen that the dynamics of (6.15) is governed by a nonnegative and self-adjoint linear operator \(\mathcal{A}\). Such an operator is sectorial, whence the associated abstract ordinary differential equation has the aforementioned smoothing property.

c) Note that we have not proven the measurability of the solution \((x_1, x_2)\) of (6.15), but only measurability of the functions \(t \mapsto \frac{d}{dt} \mathcal{E}_{11} x_1(t), t \mapsto \frac{d}{dt} \mathcal{E}_{21} x_2(t)\), \(t \mapsto x_2(t)\) and, if additionally \(\partial \varphi\) is a function, \(t \mapsto \partial \varphi(x(t))\). To prove measurability of \(x_2\), some additional assumptions have to be imposed. As compositions of continuous and measurable functions are measurable, such an assumption guaranteeing measurability of \(x_1\) can be, for instance, that the mapping \((\mathcal{E}_{11} x_1, \mathcal{E}_{21} x_2, \partial \varphi(x_1)) \mapsto x_1\) is well-defined in some sense and moreover continuous. Such an argument is used in the forthcoming section, where we study the solvability of the coupled MQS system (6.1).
7. Back to the Coupled MQS System: Existence and Regularity of Solutions

Having developed the framework on abstract differential-algebraic gradient systems, we are now ready to prove the main result of this paper, namely the existence of solutions to the coupled MQS system (3.1). A key ingredient is that, by Proposition 3.1, the second summand in the equation (3.1a) of the coupled MQS is the subgradient of the magnetic energy \( E \) as defined in (3.2).

**Theorem 7.1** (Existence, uniqueness and regularity of solutions). Let \( \Omega \subset \mathbb{R}^3 \) with subdomains \( \Omega_C \) and \( \Omega_I \) satisfy Assumption 3.1 and let \( X(\Omega, \Omega_C) \) and \( X_0(\text{curl}, \Omega, \Omega_C) \) be defined as in (3.3) and (3.4), respectively. Further, let the initial and winding functions be as in Assumption 3.2 and the material parameters as in Assumption 3.3. Let \( T > 0 \) be fixed and \( v \in L^2([0,T]; \mathbb{R}^m) \). Then the coupled MQS system (3.1) admits a unique weak solution \((A, i)\) on \([0,T]\) in the sense of Definition 4.1. This solution has the following properties:

\[
\left( t \mapsto t^{1/2} \frac{d}{dt} (\nu \lambda(t)) \right) \in L^2([0,T]; X(\Omega, \Omega_C)), \quad (7.1)
\]

\[
\left( t \mapsto t^{1/2} \frac{d}{dt} \int_{\Omega} \chi A(t) \, d\xi \right) \in L^2([0,T]; \mathbb{R}^m), \quad (7.2)
\]

\[
\left( t \mapsto t^{1/2} (\nabla \times A(t)) \right) \in L^\infty([0,T]; X(\Omega, \Omega_C)), \quad (7.3)
\]

\[
\left( t \mapsto t^{1/2} i(t) \right) \in L^2([0,T]; \mathbb{R}^m), \quad (7.4)
\]

\[
\left( t \mapsto t^{1/2} \nu(\cdot, \| \nabla \times A(t) \|_2) \nabla \times A(t) \right) \in L^2([0,T]; H(\text{curl}, \Omega)). \quad (7.5)
\]

For almost all \( t \in [0,T] \),

\[
\frac{d}{dt} (\nu \lambda(t)) + \nabla \times (\nu(\cdot, \| \nabla \times A(t) \|_2) \nabla \times A(t)) = \lambda(t), \quad (7.6)
\]

\[
\frac{d}{dt} \int_{\Omega} \chi A(t) \, d\xi + R i(t) = v(t). \quad (7.7)
\]

If, moreover, \( A_0 \in X_0(\text{curl}, \Omega, \Omega_C) \), then the solution fulfills

\[
\nabla \times A \in L^\infty([0,T]; X(\Omega, \Omega_C)), \quad (7.8)
\]

\[
\sigma A \in H^1([0,T]; X(\Omega, \Omega_C)), \quad (7.9)
\]

\[
\int_{\Omega} \chi A \, d\xi \in H^1([0,T]; \mathbb{R}^m), \quad (7.10)
\]

\[
i \in L^2([0,T]; \mathbb{R}^m). \quad (7.11)
\]

**Proof.** Step 1: First, we verify that, by taking the spaces \( X = Y = X(\Omega, \Omega_C) \) and \( U = \mathbb{R}^m \), the operators \( E_{11} : X(\Omega, \Omega_C) \to X(\Omega, \Omega_C) \), \( E_{12} : X(\Omega, \Omega_C) \to \mathbb{R}^m \) and \( A_{22} : \mathbb{R}^m \to \mathbb{R}^m \) defined in (4.2) and the functional \( \varphi = E \) with the magnetic energy \( E \) as in (3.2) fulfill the assumptions of Corollary 4.1. It follows from Proposition 5.1 that \( E : X \to \mathbb{R}_{\geq 0} \cup \{\infty\} \) is densely defined, convex, lower semicontinuous and \( \mathcal{E} \)-elliptic for \( \mathcal{E} \in L(X(\Omega, \Omega_C), X(\Omega, \Omega_C) \times \mathbb{R}^m) \) as in (6.10).
Step 2: By using the representation of $\partial E$ from Proposition 5.1, we conclude from Corollary 6.1 that there exists a function $(A, i) : [0, T] \rightarrow X(\Omega, \Omega_C) \times \mathbb{R}^m$ with the following properties, by respectively referring to [6,1] in Corollary 6.1:

- a) $\sigma A \in C([0, T]; X(\Omega, \Omega_C)) \cap H^1_{\text{loc}}([0, T]; X(\Omega, \Omega_C)$ and $\sigma A(0) = \sigma A_0$;
- b) $\int_{\Omega} \chi_A^T A d\xi \in C([0, T]; \mathbb{R}^m) \cap H^1_{\text{loc}}([0, T]; \mathbb{R}^m)$ and $\int_{\Omega} \chi_A^T A(0) d\xi = \int_{\Omega} \chi_A^T A_0 d\xi$;
- c) $i \in L^2_{\text{loc}}([0, T]; \mathbb{R}^m)$;
- d) $\nu(\|\nabla \times A(t)\|_2, \nabla \times A(t) \in H(\text{curl}, \Omega)$, and the equations (7.6) and (7.7) hold for almost all $t \in [0, T]$.

Step 3: We show that $(A, i)$ is a weak solution of the coupled MQS system \[ \text{in the sense of Definition 3.1.} \] By using the results from Step 2, it remains to prove that

(i) $A \in L^2([0, T], X_0(\text{curl}, \Omega, \Omega_C))$, and
(ii) for all $F \in X_0(\text{curl}, \Omega, \Omega_C)$, equations (3.1) are fulfilled for almost all $t \in [0, T]$.

Statement (ii) is a simple consequence of (i), that is, equations (7.6) and (7.7) and the integration by parts formula (2.1).

In order to prove (i), first note that by the properties \([1,1]\) and \([1,2]\) above,

$$\frac{d}{dt} \langle \sigma A, \chi \rangle \in L^2_{\text{loc}}([0, T]; X(\Omega, \Omega_C)).$$

Hence, by property \([3,1]\) (more precisely, by equation (7.6)),

$$\partial E(A) = \nabla \times (\nu(\|\nabla \times A\|_2, \nabla \times A) \in L^2_{\text{loc}}([0, T]; X(\Omega, \Omega_C)).$$

(7.12)

Second, let the operator $A_{11}$ be defined as in (4.7). Note that $A_{11} = \partial E$ on $D(\partial E)$. By the estimates \([3, 6]\) and \([4, 1]\) from Lemmas 3.2 and 4.1, respectively, for all $A_1, A_2 \in X_0(\text{curl}, \Omega, \Omega_C)$,

$$\|A_1 - A_2\|_{H^1(\text{curl}, \Omega)}^2 = \|A_1 - A_2\|_{L^2(\Omega; \mathbb{R}^3)}^2 + \|\nabla \times (A_1 - A_2)\|_{L^2(\Omega; \mathbb{R}^3)}^2 \leq \frac{2C}{\sigma \varepsilon} \|\sigma (A_1 - A_2)\|_{L^2(\Omega; \mathbb{R}^3)}^2 + (L_C + 1) \|\nabla \times (A_1 - A_2)\|_{L^2(\Omega; \mathbb{R}^3)}^2 \leq \frac{2C}{\sigma \varepsilon} \|\sigma (A_1 - A_2)\|_{L^2(\Omega; \mathbb{R}^3)}^2 + \frac{L_C + 1}{\sigma \varepsilon} \|A_1 - A_2, A_{11}(A_1) - A_{11}(A_2)\|_{X_0(\text{curl}, \Omega, \Omega_C)}^2 \leq \frac{2C}{\sigma \varepsilon} \|\sigma (A_1 - A_2)\|_{L^2(\Omega; \mathbb{R}^3)}^2 + \frac{L_C + 1}{\sigma \varepsilon} \|A_1 - A_2\|_{H^1(\text{curl}, \Omega)} \|A_{11}(A_1) - A_{11}(A_2)\|_{X_0(\text{curl}, \Omega, \Omega_C)}^2.$$

This inequality combined with Young’s inequality implies that there is a constant $C \geq 0$ such that, for all $A_1, A_2 \in X_0(\text{curl}, \Omega, \Omega_C)$,

$$\|A_1 - A_2\|_{H^1(\text{curl}, \Omega)} \leq \frac{1}{\sigma \varepsilon} \|\sigma (A_1 - A_2)\|_{L^2(\Omega; \mathbb{R}^3)}^2 + \|A_{11}(A_1) - A_{11}(A_2)\|_{X_0(\text{curl}, \Omega, \Omega_C)}^2.$$

(7.13)

In other words, the mapping

$$X_0(\text{curl}, \Omega, \Omega_C) \rightarrow X(\Omega, \Omega_C) \times X_0(\text{curl}, \Omega, \Omega_C),$$

$$A \mapsto (\sigma A, A_{11}(A))$$

has a Lipschitz continuous inverse defined on the range of the above mapping. Thus, the continuity of $\sigma A$ with values in $X(\Omega, \Omega_C)$ and (7.12) imply

$$A \in L^2_{\text{loc}}([0, T]; X_0(\text{curl}, \Omega, \Omega_C)).$$
However, since the mapping \( t \mapsto E(A(t)) \) is integrable on \([0, T]\) by Corollary 6.1 and by the estimate (5.3), we have \( \nabla \times A \in L^2([0, T]; X(\Omega, \Omega_C)) \). Thus, the continuity of \( \sigma A \) with values in \( X(\Omega, \Omega_C) \) and Lemma 6.2 actually imply the stronger statement

\[
A \in L^2([0, T]; X_0(\text{curl}, \Omega, \Omega_C)),
\]

which is property (i) above.

Step 4: Next, we prove (7.1)-(7.3). By using Step 1, (7.1), (7.2) and (7.4) are, respectively, consequences of (6.19), (6.20) and (6.21) in Corollary 6.1. Further, by invoking (5.3) again, we see that (6.18) implies (7.3). The remaining relation (7.5) can be verified as follows. Using (6.7), we obtain that \( \nu(\cdot, \|\nabla \times A\|_2) \) is essentially bounded. This together with (7.3) yields that \( (t \mapsto t^{1/2} \nu(\cdot, \|\nabla \times A(t)\|_2) \nabla \times A(t)) \in L^2([0, T]; L^2(\Omega; \mathbb{R}^3)) \). Since, moreover, by (6.6), we have

\[
\nabla \times (\nu(\cdot, \|\nabla \times A(t)\|_2) \nabla \times A(t)) = -\frac{d}{dt} (\sigma A(t)) + \chi i(t),
\]

the relations (7.1) and (7.4) lead to

\[
(t \mapsto t^{1/2} \nabla \times (\nu(\cdot, \|\nabla \times A(t)\|_2) \nabla \times A(t))) \in L^2([0, T]; L^2(\Omega; \mathbb{R}^3)),
\]

whence (7.5) holds.

Step 5: Finally, we show that (7.8)-(7.11) hold, if the initial value additionally fulfills \( A_0 \in X_0(\text{curl}, \Omega, \Omega_C) = D(E) \). The statements (7.9)-(7.11) can be proven analogously to the results in Step 4 by invoking (6.24), (6.25) in Corollary 6.1. To prove (7.8), we first make use of Corollary 6.1, which implies, via (6.23), that \( (t \mapsto E(A(t))) \in W^{1,1}([0, T]) \) and, hence, \((t \mapsto E(A(t))) \in L^\infty([0, T]) \). This, together with (5.3), yields that \( \|\nabla \times A(t)\|_{L^2(\Omega; \mathbb{R}^3)} \) is essentially bounded. \( \square \)

**Remark 7.1.** As mentioned in the introduction, linear coupled MQS systems with \( \nu \) being independent of \( A \) have been studied in [14], where it has additionally been assumed that the non-conducting subdomain \( \Omega_{\text{ext}} \) is connected. In the language of Assumption 3.1, this means that \( q = 0 \) and \( \Omega_{\text{int}} = \Omega_{\text{ext}} \). Further, it has been sought for solutions in which the magnetic vector potential evolves in the space

\[
Y(\Omega) = \{ F \in H_0(\text{curl}, \Omega) \cap L_2(\text{div} = 0, \Omega_C \cup \Omega_{\text{int}}; \mathbb{R}^3) : \langle F|_{\Omega_{\text{int}}} \cdot n, 1 \rangle_{L^2(\Gamma_{\text{ext}})} = 0 \}.
\]

Hereby, \( F|_{\Omega_{\text{int}}} \cdot n \) stands for the normal boundary trace of the restriction of \( F \) to the non-conducting domain (this normal boundary trace is well-defined by [6] Theorem 1.2.5) and the fact that \( F \) has a weak divergence \( \nabla \cdot F \in L^2(\Omega) \). Note that the space \( Y(\Omega) \) coincides with our space \( X_0(\text{curl}, \Omega, \Omega_C) \) under the assumption in [15] that the non-conducting subdomain is connected. To see that \( Y(\Omega) \subset X_0(\text{curl}, \Omega, \Omega_C) \), let \( \psi \in H_0^1(\Omega) \) with \( \psi|_{\Gamma_{\text{ext}}} = c_{\text{ext}} \) for some \( c_{\text{ext}} \in \mathbb{R} \). Then, by using integration by parts with the weak divergence, we obtain for all
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\[ F \in Y(\Omega) \text{ that} \]
\[ \langle \nabla \psi, F \rangle_{L^2(\Omega, \mathbb{R}^3)} = -\langle \psi, \nabla \cdot F \rangle_{L^2(\Omega)} - \langle (F|_{\Omega_1} \cdot n, \psi \rangle_{L^2(\Gamma_{ext})} + \langle (F|_{\Omega_2} \cdot n, \psi \rangle_{L^2(\partial \Omega)} = c_{ext} \langle F|_{\Omega_1} \cdot n, 1 \rangle_{L^2(\Gamma_{ext})} = 0. \]

Hence, \( F \in X(\Omega, \Omega_C) \). Further, \( Y(\Omega) \subset H_0(\text{curl}, \Omega) \) implies \( F \in X_0(\text{curl}, \Omega, \Omega_C) \).

On the other hand, if \( F \in X_0(\text{curl}, \Omega, \Omega_C) \), then \( F \in L^2(\text{div} = 0, \Omega_C \cup \Omega_t; \mathbb{R}^3) \) by (3.5). To prove that \( F \in Y(\Omega) \), it remains to show that the integral of the normal trace of \( F|_{\Omega_1} \) over \( \Gamma_{ext} \) vanishes. To see this, let \( \psi \in H^1_0(\Omega) \) be such that \( \psi|_{\Omega_C} \equiv 1 \) (which exists by \( \overline{\Omega_C} \subseteq \Omega \)). Then \( \nabla \psi \in G(\Omega, \Omega_C) \), and, by further invoking that \( \nabla \psi \) vanishes on \( \Omega_C \), we obtain
\[ 0 = \langle \nabla \psi, F \rangle_{L^2(\Omega, \mathbb{R}^3)} = \langle \nabla \psi, F \rangle_{L^2(\Omega_t; \mathbb{R}^3)} = -\langle \psi, \nabla \cdot F \rangle_{L^2(\Omega_t)} - \langle (F|_{\Omega_1} \cdot n, \psi \rangle_{L^2(\Gamma_{ext})} + \langle (F|_{\Omega_2} \cdot n, \psi \rangle_{L^2(\partial \Omega)} = \langle F|_{\Omega_1} \cdot n, 1 \rangle_{L^2(\Gamma_{ext})}. \]

Existence of a solution \( A \in L^2([0, T]; Y(\Omega)) \) with \( \sigma A \in W^{1,1}([0, T]; Y(\Omega)) \) is shown in [15] Corollary 3.13. For the case where the voltage and initial value additionally fulfill \( v \in H^1([0, T]; \mathbb{R}^m) \) and \( A_0 \in H_0(\text{curl}, \Omega) \) with \( \nu \nabla \times A_0 \in H(\text{curl}, \Omega) \), it is proven in [15] Theorem 3.11 that \( A \in H^1([0, T]; H_0(\text{curl}, \Omega)) \).

8. Conclusion

We have considered a quasilinear MQS approximation of Maxwell’s equations, which is furthermore coupled with an integral equation. By employing the magnetic energy, this system can be reformulated as an abstract differential-algebraic equation involving a subgradient. For this class of equations, we have developed novel well-posedness and regularity results which we have then applied to the coupled MQS system.
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