Manet: Improving Video Denoising with a Multi-Alignment Network
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ABSTRACT

In video denoising, the adjacent frames often provide very useful information, but accurate alignment is needed before such information can be harnessed. In this work, we present a multi-alignment network, which generates multiple flow proposals followed by attention-based averaging. It serves to mimic the non-local mechanism, suppressing noise by averaging multiple observations. Our approach can be applied to various state-of-the-art models that are based on flow estimation. Experiments on a large-scale video dataset demonstrate that our method improves the denoising baseline model by 0.2 dB, and further reduces the parameters by 47% with model distillation. Code is available at https://github.com/IndigoPurple/MANet.
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Fig. 1: Given a noisy video sequence as input, we propose a neural network using multiple alignments for video denoising to synthesize clean frames.

1. INTRODUCTION

Video denoising aims to restore a clean video sequence from one that is corrupted with noise. Due to thermal effects, sensor imperfections or low-light, noise inevitably degrades the quality of many captured videos, for which video denoising becomes necessary. Additionally, it is also an indispensable sub-task of the remastering of vintage films, which are corrupted with a lot of noise because of technical limitations.

Unlike image denoising, video denoising can take advantage of information from adjacent frames. However, correspondence matching and frame alignment are crucial problems. Recent works [1, 2] rely on optical flow together with backward warping to perform such frame alignment. However, the existence of occlusion, motion blur, rotation or lighting change across different frames decreases the accuracy of many alignment methods. Similarly, non-local means [3] is a powerful technique in image denoising because of its ability to suppress noise through averaging multiple observations of similar patches. In the context of video denoising, this approach would again rely on accurate frame alignment [1, 2, 4].

In this paper, we present a new video denoising method...
as Figure 1 shows, together with the multiple alignments. To address the issue of information loss from misalignment, we propose to generate multiple optical flow candidates using a learning-based flow estimator. To mimic the non-local behavior for noise cancellation, we perform an attention-based averaging on the aligned feature. Based on the designed architecture, we further perform model distillation to reduce the model size. The resulting model is lightweight, and can be easily incorporated with recent methods.

To demonstrate the effectiveness of our approach, we perform experiments on a large-scale video dataset Vimeo [2]. Compared with the recent baseline [1], our approach improves the performance by 0.2 dB, suggesting a possible direction to improve video denoising.

2. RELATED WORK

Let \( x_i \) be the clean frame from a video sequence at timestep \( T = i \), and \( y_i = c(x_i) \) be an observed video frame through a corrupted channel \( c(\cdot) \). The task of video denoising is to utilize the addition information from the observed adjacent frames \( Y_i(t) = \{ y_j | j = i - t, \ldots, i - 1 \} \) to restore a clean frame \( \hat{x}_i \). Therefore, video denoising can be formalized by

\[
\hat{x}_i = D(y_i, Y_i). \tag{1}
\]

Traditionally, the image restoration task can be formulated by the maximum a posteriori (MAP) estimation under a predefined image prior. Typical image priors include hyper-Laplacian [5], mixture of Gaussian [6], total variation [7], local linear embedding [8], and sparsity [9]. With the availability of image restoration datasets, the supervised learning approach has also been explored. The typical approaches include decision tree [10], random forest [11], and dictionary learning [12]. Recently, deep learning approaches [13, 14] further push the limit of the image restoration performance.

To utilize the adjacent frame information, video restoration approaches make use of the correspondence estimation to align them with the current frame. One approach is to perform patch motion compensation [15], while some others [1, 2] rely on optical flow. Specifically, let \( f_{j \rightarrow i} \) be the estimated flow field from frame \( j \) to \( i \). Xue et al. [2] performs backward warping on the adjacent frame, while Zheng et al. [1] additionally performs backward warping on the feature pyramid.

3. METHOD

3.1. Network Structure

To perform multiple alignments and frame synthesis for video denoising, we employ the network structure of [1] and replace its flow estimator and alignment module with our multi-alignment modules. The resulting network consists of two feature pyramid extractors, a multi-flow estimator, a multi-scale feature domain alignment module, and a UNet [16] structure for frame synthesis, as Figure 2 depicts.

3.2. Multiple Alignment

For simplicity, we consider denoising the current frame using observation from the current and the previous frame, i.e.,

\[
\hat{x}_i = D(y_i, y_{i-1}). \tag{2}
\]

Nevertheless, it should be pointed out that our model can be easily extended to include multiple adjacent frames. **Multiple Flow Estimation.** Similar to [1], our approach relies on a learning-based flow estimator named FlowNet [17]. However, due to possible errors in the flow estimation, information from the adjacent frame is not efficiently used. Therefore, we use FlowNet to generate \( K \) optical flows \( \{ f_{1 \rightarrow i-1}^{(1)}, \ldots, f_{i \rightarrow i-1}^{(K)} \} \) by increasing the channel of the flow output layer from 2 to \( 2K \). By generating multiple possible flow estimations, the possibility of misalignment is reduced.
**Image Alignment.** In the next step, we perform the spatial alignment $K$ times using backward warping. Specifically, we generate $K$ alignment with

$$I_w^{(1)} = \text{warp}(j_{i-1}^{(1)}, y_{i-1}),$$

$$\vdots$$

$$I_w^{(K)} = \text{warp}(j_{i-1}^{(K)}, y_{i-1}),$$

where $\text{warp}(-, -)$ denotes the warping operation implemented by the spatial transformer network [18].

**Attention-based Averaging.** We further propose an attention-based averaging to rule out the misalignment. It serves to suppress noise by mimicking the non-local mechanism. Specifically, we develop two different approaches to generate the unnormalized attention map, namely, $\text{fc}$ and $\text{ip}$:

- $\text{fc}$ refers to fully-connected. Specifically, we add an additional $1 \times 1$ convolutional layer with $K$ output channels to the flow estimator, which generates a $K$-channel unnormalized attention map $\{b^{(1)}, \ldots, b^{(K)}\}$.

- $\text{ip}$ refers to inner-product. It is based on computing the similarities between the current frame $y_i$ and the warped previous frame $I_w^{(l)}$. Specifically, $y_i$ and $I_w^{(l)}$ are individually transferred to the feature maps $\theta(y_i)$ and $\phi(I_w^{(l)})$ by a $1 \times 1$ convolutional layer. Then unnormalized attention maps are generated by inner product

$$b^{(l)} = \theta(y_i)^T \phi(I_w^{(l)}), l = 1, \ldots, K.$$  \hspace{1cm} (4)

The normalized attention map is generated by performing the channel-wise softmax operation at each location $(m, n)$, i.e.,

$$a_{mn}^{(l)} = \frac{e^{b_{mn}^{(l)}}}{e^{b_{mn}^{(1)}} + \ldots + e^{b_{mn}^{(K)}}}, \quad l = 1, \ldots, K.$$  \hspace{1cm} (5)

The attention weights are then used for averaging the multiple aligned feature maps, where

$$I_a = \sum_{l=1}^{K} a_{mn}^{(l)} \circ I_w^{(l)}.$$  \hspace{1cm} (6)

It is worth noting that the alignment and attention fusion in Equations 3 and 6 can be applied both on the image and the feature map, meaning that our multiple alignment framework can be incorporated into a wide range of models [1, 2, 4].

### 3.3. Model Distillation

To reduce the model size, we cut the channel size of the flow estimator model and perform model distillation based on our trained model. We use the original loss to train the slimmed model. Additionally, we leverage an $\ell_1$ loss to minimize the feature and flow prediction difference between the two models to ensure that the slimmed model has a similar performance as the trained large model.

**4. EXPERIMENTS**

#### 4.1. Denoising Performance Comparisons

To validate the effectiveness of our approach, we take CrossNet [1] as the baseline and replace its alignment module with our proposed multi-alignment modules, resulting in MANet-fc and MANet-ip, as mentioned in Section 3.2. Training and testing are performed on the Vimeo dataset [2] with mixed noise including a 10% salt-and-pepper noise in addition to the Gaussian noise with a standard deviation (std) of 0.1, while the performance is measured by the PSNR metric. For intuitive qualitative comparisons, we additionally take the method TOFlow [2], as Figure 3 shows.

As Table 1 shows, the MANet-fc improves the baseline by 0.09 dB and the MANet-ip improves the baseline by 0.21 dB, while the slimmed model MANet-ip-s after model distillation improves the baseline by 0.2 dB.

#### 4.2. Training Details

All the models are trained from scratch for 11 epochs using the Adam [19] optimizer. The learning rates are set to $3 \times 10^{-5}$ and decay by a factor of 0.1 after every 4 epochs. In our experiment, the multiple alignment factor $K$ is set to 4. We experimented other $K$ values and found that PSNR saturates after $K > 4$, e.g., $K = 8$ increases PSNR by 0.03. To reduce memory usage, therefore, we set $K$ to the optimal value 4.

#### 4.3. Visualization

To further understand what the multiple alignment model has learned, we visualize the generated attention individually, and
Fig. 4: The visualization of the ground truth (the first column), warping error (the first row on the right) and the corresponding attentional weight (the second row on the right).

Fig. 5: The visualization of the offset from multiple flows generated by MANet to CrossNet-generated flow.

compare it with the error residue map by taking the difference between the reference frame and the current frame. Each row from the right side of Figure 4 depicts an attention map with its warping error residue. From the second and the third columns, we can observe that the attention map tries to avoid the center misalignment region. It can also be observed that the attention is evenly split to the attention maps for the smooth region, e.g., the top left glass region.

To understand the behavior of the multiple optical flows, we additionally visualize a 2-D histogram of the offset from multiple flows generated by MANet to CrossNet-generated flow. From Figure 5, we can see that the learned multiple flow map tends to concentrate on the fixed offset. It suggests that for learning more adaptive multiple flow combinations, a more powerful flow estimator design is required.

4.4. Convergence

As Figure 6 shows, the MANet-fc converges faster than the baseline mode consistently. The MANet-ip converges slower than the other two models. However, it performs best at the end of the training. We speculate that the initial learning rate is too large for MANet-ip to converge well.

4.5. Network Efficiency

Our model is based on generating $K$ flow estimations for enriched feature alignment. However, the additional parameters introduced are negligible as we only increase the flow prediction layer and the convolution layer from 2 to $2K$, while adding a few more $1 \times 1$ convolutional layers for the aligned feature averaging in Eq. 6. The size of the three models are shown in Table 1. Our models MANet-fc and MANet-ip only require 0.28$M$(0.79%) and 0.27$M$(0.77%) additional parameters in comparison to the baseline model. Furthermore, after model distillation, the slimmed model MANet-ip-s reduces parameters by 47%.

5. CONCLUSION

In this paper, we present a multi-alignment network to address the misalignment issue and incorporate the non-local mean approach. The multiple flow estimation and alignment reduce the risk of misalignment. The attention-based averaging mimics the non-local component for effective denoising. Combined with knowledge distillation, model parameters are reduced by 47%. Experiments on a large-scale dataset show that our approach outperforms a recent baseline, suggesting a new angle for improving video denoising performance.
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