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We study the solvation properties of the ionic liquid 1-ethyl-3-methylimidazolium acetate ([EMIM][ACE]−) and the resulting dynamic behavior for differently charged model solutes at room temperature via atomistic molecular dynamics (MD) simulations of 300 ns length and 200 ns equilibration time. The solutes are simple model spheres which are either positively or negatively charged with a valency of one, or uncharged. The numerical findings indicate a distinct solvation behavior with the occurrence of well-pronounced solvation shells whose composition significantly depends on the charge of the solute. All the results of our simulations evidence the existence of a long-range perturbation effect in presence of the solutes. Our findings validate the dominance of electrostatic interactions with regard to unfavorable entropic ordering effects which elucidates the enthalpic character of the solvation process in ionic liquids for charged solutes.

1 Introduction

Ionic liquids (ILs) are promising materials for different technological applications and can be used as electrolytes4–3 or pure solvents.4–7 Their broad usage in technological devices relies on the fact that ILs exhibit high thermal stability, desirable ionic conductivity, negligible vapor pressure and non-flammability.8–14 In addition, a special advantage of room-temperature ionic liquids (RTILs) for electrochemical applications is their entire dissociation into anions and cations such that they can be also regarded as molten salts.15 Notably, there exists a large number of ionic liquids that differ in their anion and cation composition which offers tunable functionalities and a broad applicability.16,17 Specifically the ionic dissociation behavior and the corresponding transport properties of ILs have been studied by computer simulations and experiments in a series of publications.11,12,14,18–30

Nowadays, ionic liquids have attracted a broad interest in the usage as solvents due to their desirable, less hazardous properties compared to other media.5,7,31 A series of studies, both experimental as well as numerical investigations have focused on the solvation behavior of small solutes in ionic liquids.21,22,32–42 In addition to the solvation behavior of small molecules in ILs, further effort has been also spent on the investigation of ionic liquid behavior at surfaces43–45 and general solute properties.22,31,36,46–48

In terms of numerical simulations, the number of publications that study non-aqueous solvents and their solvation properties is rather scarce. This can be mostly explained by the overwhelming dominance of water in most biochemical processes as well as the still poorly understood hydrophobic and hydrophilic hydration behavior.49 Indeed, promising approaches towards the full understanding of solvent behavior for macromolecular properties have been recently published.50–52 However, it has to be stated that only a few aspects of solvophilic and solvophobic solvation properties are in general known.53–55 The study of the IL solvent behavior is therefore a challenging task with often unexpected outcomes. It has been recently revealed56–58 that ionic liquids are able to stabilize proteins. Micaelo et al. found that the stabilization of the enzyme cutinase significantly depends on the ionic liquid content of the solution.56 According to these results and additional experiments, it was assumed that ionic liquid mediated hydrogen bonds prevent the denaturation of proteins and maintain their higher-order structure even above a critical temperature.59,60

An often used approach to study bulk properties of ionic liquids on large length scales, which are also of importance for a full understanding of the solution structure, is given by the development of reliable coarse-grained models.61–68 Although being a promising approach due to the accessible long time and length scales, the usage and the development of valid coarse-grained IL models is a sophisticated challenge. With respect to additional problems, it has been pointed out that even the application of standard atomistic force fields is questionable with regard to often
neglected polarization effects.\textsuperscript{12,17,26,69–74} An overview of well-known force field artefacts and the importance of polarization effects has been published in ref. 71 and 74–76. Nevertheless, atomistic MD simulations remain the method of choice for the study of IL properties with respect to the accessible time scales and the number of considered particles.\textsuperscript{71,77}

With this article, we present the results of all atom MD simulations with respect to the solvation behavior of 1-ethyl-3-methylimidazolium acetate ([EMIM]\textsuperscript{+}[ACE]\textsuperscript{−}) for differently charged model spheres.

In contrast to previous findings which mostly rely on the solvation properties of small molecules,\textsuperscript{32–35,37,38} the aim of this study is devoted to the investigation of the general accumulation behavior of ionic liquids around spherical particles. In addition, the resulting dynamical behavior is also elucidated. Due to the spherical shape, molecular details of the solutes can be disregarded such that some general conclusions about the solvation behavior can be drawn. Our findings indicate a strong dominance of enthalpic electrostatic contributions for the solvation process which result in a long range ordering effect of the solvent.

The paper is organized as follows. In the next section we present the theoretical background for the study of solvent structures in terms of standard procedures. The simulation details will be presented in the third section. The results are discussed in Section 4. We conclude and summarize in the last section.

2 Theoretical background

The radial distribution function of molecules or atoms $\beta$ around solutes $\alpha$ is given by

$$g_{\alpha\beta}(r) = \frac{\rho_{\alpha\beta}(r)}{\rho_{\beta,\infty}}$$  \hspace{1cm} (1)

where $\rho_{\alpha\beta}(r)$ denotes the local density of $\beta$ at a distance $r$ around the solute and $\rho_{\beta,\infty}$ the global density in the bulk phase.\textsuperscript{78} For the calculation of the number of molecules around the solutes, one can integrate eqn (1) in terms of

$$f_{\alpha\beta}(R) = 4\pi \rho_{\beta,\infty} \int_{r_0}^{R} r^2 g_{\alpha\beta}(r) dr$$  \hspace{1cm} (2)

which gives the cumulative number distribution function $f_{\alpha\beta}(R)$ where $r_0$ denotes the position of the solute surface. The integration of the radial distribution function further allows us to evaluate the local translational order parameter\textsuperscript{79,80}

$$\tau^*(R) = \int_{r_0}^{R} |g_{\alpha\beta}(r) - 1| dr$$  \hspace{1cm} (3)

which gives quantitative insights into the structure of the solution. In addition, the calculation of the local excess entropies\textsuperscript{81–83}

$$\tau^2_{\beta}(R) = -2\pi \rho_{\beta,\infty} \int_{r_0}^{R} r^2 \left[ (g_{\alpha\beta}(r) \log g_{\alpha\beta}(r)) - (g_{\alpha\beta}(r) - 1) \right] dr$$  \hspace{1cm} (4)

offers the possibility to calculate the deviations of the real solution to the ideal gas state such that the entropic penalty

can be estimated. The corresponding interpretation of eqn (4) is given by pair-wise particle interaction contributions to the system entropy.\textsuperscript{84}

For the investigation of the solvent orientation around a solute, it is valuable to study the angular distribution of solvent molecular configurations.\textsuperscript{85} A common order parameter is given by

$$S_1 = \langle \cos(\phi) \rangle$$  \hspace{1cm} (5)

which has been specifically introduced to study the orientational distribution of solvent molecules.\textsuperscript{85} The atoms that are involved in the calculation of the angle $\phi$ are $\text{H}_1, \text{C}_1$ and $\text{N}_1$ for [EMIM]\textsuperscript{+}and $\text{O}_1, \text{C}_1$ and $\text{O}_2$ for acetate ions as denoted and pointed out by bigger spheres in Fig. 1. In detail, $\phi$ is calculated by the vectors connecting the solute and the $\text{H}_1$ ([EMIM]\textsuperscript{+}), respectively $\text{O}_1$ ([ACE]\textsuperscript{−}) atom and the vector to the midpoint between the two remaining atoms.

In order to study the dynamic properties of the solution, one can calculate the dipolar relaxation time of the ions. The evaluation of this quantity allows us to estimate the persistence in time for specific configurations as it has been originally proposed for glassy liquids and liquid solvents.\textsuperscript{86,87} The autocorrelation time for the dipolar orientation vector $\vec{m}$ can be calculated by

$$C_a(t) \sim \langle \vec{m}(t) \vec{m}(0) \rangle \sim \exp(-t/\tau)^\beta.$$  \hspace{1cm} (6)

with the stretching exponent $\beta$ and the dipolar relaxation time $\tau$.\textsuperscript{86} The integration of eqn (6) yields

$$\langle \tau \rangle = \int_0^\infty dt \exp(-t/\tau)^\beta = \frac{\tau}{\Gamma}(\frac{1}{\beta})$$  \hspace{1cm} (7)

where $\Gamma(\ldots)$ denotes the gamma-function.

Another important quantity is the rearrangement time of the solvent shells around the solute. Herewith, the relative stability of the solvent shell can be estimated by the binding contact autocorrelation function

$$C_b(t) = \frac{\langle s_i(0)s_i(t) \rangle}{\langle s_i^2(0) \rangle}$$  \hspace{1cm} (8)

with $s_i = 1$ if a molecule is located within a specific distance to the solute and $s_i = 0$ else. The close analogy to the Luzar–Chandler
approach with respect to hydrogen bond analysis is obvious.\textsuperscript{88} The corresponding autocorrelation function can be integrated to yield the binding lifetimes $\tau_b$.

The van Hove correlation function\textsuperscript{89} is given by

$$G(r, t) = \frac{1}{N} \sum_i^N \delta(r - |r_i(t) - r_i(0)|)$$

and allows us to calculate the probability that a particle $i$ has moved a distance $r$ in the time interval $t$. The integration of eqn (9) up to a specific distance $r$ estimates the probability that a particle moves on a length scale which is smaller than $r$ in the given time interval.

### 3 Simulation details

All simulations were performed with the MD simulation package GROMACS (version 4.6.5).\textsuperscript{90–92} The starting structures were produced with PACKMOL.\textsuperscript{93,94} The force field parameters for the ionic liquid were extracted from the CL&P force field developed by Canongia Lopes and Padua.\textsuperscript{95–98} A recent review has shown that the study of solvation properties for small solutes with this force field produces valid results that are in good agreement with experimental findings.\textsuperscript{99} Nevertheless, the dynamic properties may have some artefacts due to the neglect of polarization effects.\textsuperscript{71,74} We therefore do not explicitly focus on exact numbers for dynamic quantities but merely try to elucidate the general trends and differences between the systems which shall remain valid.

The parameters of the solute spheres were inspired by the diadamine model proposed in ref. 100 which was also recently used for aqueous systems.\textsuperscript{101} The van-der-Waals radius of the spheres is 0.34 nm while the well-depth of the Lennard-Jones interactions is given by 0.28 kcal mol$^{-1}$. Compared with the work of Markowski \textit{et al.},\textsuperscript{100} we used a smaller $\varepsilon$ to weaken the Lennard-Jones interactions. Herewith, the electrostatic interactions are more pronounced. The valency for the charged spheres was either $q = \pm e$ or $q = 0$ for the uncharged neutral solute. In the following, we denote the 1-ethyl-3-methylimidazolium ions ([EMIM]$^+$) with EMIM if not otherwise mentioned. The synonym [ACE]$^-$ will be called acetate ions or ACE. Periodic boundary conditions were applied in each direction of a cubic box and 500 [EMIM]$^+$ ions and 500 [ACE]$^-$ ions were inserted. To achieve electroneutrality, an additional acetate or EMIM ion was inserted to compensate the charge of the spheres. We used the Lincs algorithm\textsuperscript{102} to constrain all bonds with connected hydrogen atoms. The electrostatic interactions were calculated \textit{via} the smooth Particle-Mesh-Ewald method\textsuperscript{103,104} with a cutoff range of 1.2 nm and an accuracy of $10^{-6}$. For energy minimization, we used the conjugate gradient method with an energy tolerance value of 100 kJ mol$^{-1}$ nm$^{-1}$ and a step size of $10^{-4}$ nm. The time step in all simulations was 1 fs and the equilibration procedure had five successive steps. We conducted $NpT$ simulations each with 5 ns length at the temperatures 500 K, 450 K, 400 K, 350 K and 298 K by using the Berendsen thermostat with a coupling time of 1 ps and the Berendsen barostat\textsuperscript{105} with the same coupling time and a reference pressure of 1 bar. The resulting box size was 5.03 nm for all systems. The following final warm up runs with a length of 200 ns were conducted in $NVT$ ensemble by the Nose-Hoover thermostat\textsuperscript{106} with the same parameters for the Berendsen thermostat at a temperature of 298 K as used above. The presented data have been obtained by $NVT$ production runs with length of 300 ns. In addition, we also simulated a reference system in absence of spherical solutes. The parameters and the length of the simulation, respectively the equilibration protocol were identical to the values and the procedure described above. The final box length of the reference simulations was 5.05 nm.

### 4 Numerical results

#### 4.1 Structural properties of the solution

The study of the radial distribution function around solutes gives insights into the internal structure of the solution and helps to identify the width and the position of the solvent shells. In terms of a binary solvent like ionic liquids, the contributions of both ionic species can be analyzed separately.

With respect to the slow molecular relaxation of ionic liquids, we have performed warm up runs of 200 ns to ensure the presence of energetically stable and thermodynamically equilibrated molecular configurations. The calculated intermediate scattering function (data presented in the ESII) further indicates the importance of long equilibration times. With regard to the obtained values, it can be clearly stated that the initial configuration was exponentially relaxed after 200 ns for length scales $r \leq 0.5$ nm. In contrast, the presence of fully relaxed structures on longer length scales demands more equilibration time. However, the main aim of this article is given by the study of the properties and corresponding consequences of the local solvent environment within distances of 0.5 nm (which roughly corresponds to the first two solvent shells) such that our equilibration protocol is validated.

In order to study the properties of the solution, we present the radial distribution function for both ions around the differently charged solutes in Fig. 2. First we will discuss the solvation properties of a negatively charged sphere. For EMIM, it can be clearly seen that the first solvation shell around the negative solute is given for distances $r \approx 0.35$–0.65 nm. The broad solvent shell can be related to the appearance of several configurational orientations of the EMIM molecules. We will come back to this point in the next subsection. In addition, we observe a distinct ordering behavior between the first EMIM and acetate shell with a strong depletion of EMIM ions at distances between 0.6 to 0.8 nm. Furthermore, the presence of pronounced shell structures even at distances larger than 1.5 nm becomes evident.

Instead, the solvent properties around the positively charged solute slightly differ. Notably, we found a pronounced peak value for the first EMIM shell around the positively charged sphere which corresponds to the second solvation shell between $r \approx 0.5$–0.7 nm with a depletion gap for the acetate ions between $r \approx 0.45$–0.6 nm. With respect to the location of the acetate ions for this system, it becomes evident that first a layer of acetate...
sphere within smaller distances. Compared to EMIM can accumulate at the positively charged ion compared to the EMIM ion. Therefore, the excluded volume finding to the significantly smaller molecular size of the acetate ions around the negatively charged solute. We can relate this compared to all other distribution functions, even for the EMIM around the positively charged solute are significantly larger than the corresponding results for the excess entropy. Our results validate the strong influence of positively and negatively charged solutes. Indeed, the highest order can be found for acetate ions around the positively charged solute which is also reflected by the presence of a small bump.

With respect to the maximum number of ions in the first solvent shell, we have found roughly 5 acetate ions within a distance of 0.42 nm around the positively charged solute and roughly 6 EMIM ions within a distance of 0.7 nm around the negatively charged solute. Therefore, the maximum packing density for acetate ions is larger which explains the high peak value for acetate ions around the positively charged solute in Fig. 2. Interestingly, the pronounced occurrence of closed and well-defined solvent shells which is evident for acetate ions around positively charged solutes is more or less absent for EMIM ions around negatively charged spheres. We can relate this finding to a broader orientational distribution of EMIM ions as it will be discussed in the next section.

In order to quantify the amount of structural organization, one can calculate the translational order parameter according to eqn (3) in addition to the corresponding excess entropies (eqn (4)). The obtained results which are presented in the ESI validate the strong influence of positively and negatively charged solutes. Instead, the highest order can be found for acetate ions around the positively charged solute which is also reflected by the corresponding results for the excess entropy. Our results

A slightly pronounced ordering effect can be also identified for the neutral uncharged sphere. We find a small acetate peak around 0.5 nm with a diffuse EMIM distribution at the same distance and a recognizable second solvation shell of EMIM ions around 0.9 nm. Thus, we can conclude that the presence of solutes, although uncharged, generally results in the breakage of the isotropical order of the system in comparison to a bulk solution. It can be assumed, that mainly the occurrence of the first acetate peak around the uncharged solute induces the formation of the second solvation shell of EMIM ions by favorable electrostatic interactions. Hence, the entropic loss due to the formation of these shells and the resulting order is compensated by the enthalpic gain of electrostatic interactions between the EMIM and the acetate ion layers. More detailed insights into the conformational behavior of these layers will be presented in the next subsection. Nevertheless, with respect to the presented results, we have to conclude that each solute induces the formation of more or less distinct solvation shells which significantly perturb the solution structure. This behavior has been also assumed in a recent publication where it was proposed that the composition of ionic liquids at molecular interfaces strongly differs from bulk behavior in terms of a long-range order influence.39

The total amount of accumulated ions can be calculated by the cumulative number distribution function $f(r)$ according to eqn (2) which was independently computed for the EMIM and the acetate ions (Fig. 3). It becomes obvious that the most pronounced closed shell character can be observed for acetate ions around the positively charged solute with roughly 5 ions within distances of $r \leq 0.42$ nm. In agreement with our previous results, we observe for acetate ions around the negatively charged solute a slightly pronounced second solvent shell ($r \approx 0.6–0.8$ nm). The slight dominance of acetate ions around the uncharged solute compared to EMIM ions for distances $r \approx 0.4–0.8$ nm can be also recognized by the presence of a small bump.

With respect to the maximum number of ions in the first solvent shell, we have found roughly 5 acetate ions within a distance of 0.42 nm around the positively charged solute and roughly 6 EMIM ions within a distance of 0.7 nm around the negatively charged solute. Therefore, the maximum packing density for acetate ions is larger which explains the high peak value for acetate ions around the positively charged solute in Fig. 2. Interestingly, the pronounced occurrence of closed and well-defined solvent shells which is evident for acetate ions around positively charged solutes is more or less absent for EMIM ions around negatively charged spheres. We can relate this finding to a broader orientational distribution of EMIM ions as it will be discussed in the next section.

In order to quantify the amount of structural organization, one can calculate the translational order parameter according to eqn (3) in addition to the corresponding excess entropies (eqn (4)). The obtained results which are presented in the ESI validate the strong influence of positively and negatively charged solutes. Indeed, the highest order can be found for acetate ions around the positively charged solute which is also reflected by the corresponding results for the excess entropy. Our results
further validate that the non-converging values for the excess entropies and the translational order parameter around the charged spheres indicate the occurrence of a long-range order perturbation effect induced by the spheres which is mainly electrostatically driven in its origin. This assumption can be validated with regard to the neutral solutes where the presence of converged values at finite distances is evident.

In addition, we have also calculated the conservative energetic contributions to the solvation behavior (data shown in the ESI†). Our results indicate that the positively charged sphere has the strongest electrostatic interactions with the environment. The short distance to the first acetate solvent shell as well as the corresponding high packing density results in the most favorable Coulomb interaction energy. The corresponding results for the EMIM ions around the negatively charged sphere are less favorable. Nevertheless, the overwhelming dominance of electrostatic interactions in contrast to smaller Lennard-Jones energies is demonstrated.

4.2 Orientational order parameters for the solvent shells

With regard to the orientational order parameter according to eqn (5), we have analyzed the distribution of the molecular configurations for both ionic species around the solutes. The results are presented in Fig. 4. It can be clearly seen that the charged solutes induce a strong conformational order behavior on distances of roughly 1.5 nm and beyond. Therefore, even the second solvation shells, independent of the ionic species, indicate a preferred orientational order behavior. Indeed, the orientational behavior of acetate ions around positively charged solutes is mostly pronounced with a single preferred configuration due to favorable electrostatic interactions with the solute. Furthermore, the different conformations of EMIM ions around negatively and positively charged solutes on distances $r \leq 1.2$ nm, as they are also assumed to be responsible for the broad peaks of the radial distribution function (Fig. 2), become clearly evident. In addition, we also find a preferred orientational behavior for the acetate and the EMIM ions around the uncharged solute.

In order to study the orientational configuration of the ions in the first and second solvation shell in more detail, we have calculated the probability distribution for the orientational order parameter $P(\cos \phi)$ in Fig. 5. The distances for the evaluation of $P(\cos \phi)$ have been determined with respect to the results

---

**Fig. 3** Top: cumulative number distribution function $f(r)$ for EMIM ions around the negatively (green line), the positively charged (blue line) and uncharged solute (red line). Bottom: cumulative number distribution function $f(r)$ for acetate ions around the negatively (green line), the positively charged (blue line) and uncharged solute (red line).

**Fig. 4** Top: average orientational order parameter $S_1(r)$ for EMIM cations around the differently charged solutes with respect to the distance to the solute. Bottom: average orientational order parameter $S_1(r)$ for acetate anions around the differently charged solutes with respect to the distance to the solute.
of Fig. 2. We decided to take the first and the second solvation shell into account which restricted the considered distance to the local minimum beyond the second solvent shell.

As it was discussed above, we observe a more or less iso-configurational orientation behavior for acetate ions around negatively charged solutes. A slight configurational preference for \( \cos \phi \approx 1 \) can be observed around neutral solutes. Hence, the negatively charged carboxylic group points away from the solute surface to maximize electrostatic interactions with the surrounding EMIM ions. The most expressed configurational order effect can be observed for acetate ions around positively charged solutes with \( P(\cos \phi) \approx -1 \) where the negatively charged mesomeric carboxyl group directly interacts with the solute. Thereby, we can clearly elucidate the presence of favorable electrostatic interactions between positively charged spheres and acetate ions as the most prominent reason for the induced structural order of the first solvation shell. Further analysis with additional angular orientational order parameters has also revealed the presence of edge-like configuration instead of a planar configurations relative to the solute. Therefore, the acetate ions nicely resemble the orientation of water molecules towards negatively charged surfaces.\(^{101}\)

With regard to the EMIM configuration around neutral solutes, we also observe a broad angular distribution with a slight preference of configurations where the atom H1 (Fig. 1) is oriented towards the solute \( P(\cos \phi) \approx 0.5 \) as discussed above to minimize the distance to the negatively charged carboxylic group of the neighboring first solvent shell acetate ions (cf. Fig. 2). In addition, the strong orientational preference of three EMIM conformations around the negative solute, which results in a broadened first solvation shell (Fig. 2) becomes evident with regard to the three peaks at \( P(\cos \phi) \approx -0.9, P(\cos \phi) \approx -0.2 \) and \( P(\cos \phi) \approx 0.9 \). As it was also found for the acetate ion, the most pronounced configurations are given by edge-like conformations due to direct interaction of the solute with the H1 atom and the methyl group of EMIM. Therefore, it becomes obvious that the orientation of the N1 atom towards the solute is more favorable than the orientation with respect to the N2 atom and the ethyl group. This can be mainly related to steric reasons. A typical simulation snapshot for these configurations can be seen in Fig. 6. Interestingly, two EMIM conformations are strongly favored around positively charged solutes \( P(\cos \phi) \approx \pm 0.9 \). Here, the EMIM shell corresponds to the second solvation shell which is embedded between two acetate shells. Thus, EMIM ions that are more closely located to the first acetate shell orient differently (H1 pointing towards the solute) as those EMIM ions that are located more closely to the second acetate shell (H1 pointing away from the solute) which is in good agreement with the results of Fig. 4. All these results illustrate the high orientational order of the ionic species around the charged solutes. We observe a broad variety of preferred orientations, specifically for the EMIM cations, which are mainly induced by electrostatic interactions as well as unfavorable Lennard-Jones interactions with the solute or the embedding solvation shells.

**Fig. 5** Top: probability distribution function for the orientational order parameter \( P(\cos \phi) \) with respect to the first, respectively second EMIM solvation shell. Bottom: probability distribution function for the orientational order parameter \( P(\cos \phi) \) with respect to the first, respectively second acetate solvation shell. More details on the calculation procedure can be found in the main text.

**Fig. 6** Molecular snapshot with typical EMIM orientation configurations in the first solvent shell around a negatively charged solute.
4.3 Dynamic behavior of the solutes and the ionic liquids

In order to study the dynamic behavior of the considered species in more detail, we present the mean-square displacement (MSD) of the center of mass for the solutes and the ionic liquids according to $\langle \Delta r^2(t) \rangle = \langle (R_{cm}(t) - R_{cm}(0))^2 \rangle$ in terms of the Einstein relation

$$D_{cm} = \lim_{t \to \infty} \frac{\langle \Delta r^2(t) \rangle}{6t}$$  \hspace{1cm} (10)

with the diffusion coefficient $D_{cm}$ and the center-of-mass positions $R_{cm}$ at different times in Fig. 7. It can be clearly seen that the MSD of the spheres (top of Fig. 7) strongly differs with respect to the charge of the sphere. Furthermore, it becomes evident that even the slope of the MSD shows significant deviations between the neutral and the charged solutes. In order to quantify this behavior, one can generally define a fractional MSD according to

$$\sqrt{\langle \Delta r^2(t) \rangle} \sim t^z$$  \hspace{1cm} (11)

where the exponent $z$ can be used to identify dynamic regimes.\textsuperscript{107,108}

For glass-forming liquids such as Lennard-Jones fluids one typically distinguishes between the $\alpha$- and $\beta$-regime. For short times, the considered particle is surrounded by its local environment that builds up a cage that hinders the particle to leave ($\beta$-regime).\textsuperscript{108}

For later times, the particle escapes this cage and the transition into the diffusional regime with $z = 0.5$ occurs where the intermediate time interval with $z \leq 0.5$ is called $\alpha$-regime.

However, with regard to the results for the charged spheres in Fig. 7, the presence of a strong subdiffusive regime with values of $z \approx 0.07$ at timescales $t \leq 2$ ns is clearly evident. Here, we observe a strong anomalous behavior in which the local cage is very successful in pushing back the solutes into their original position. The value of $z$ for the neutral sphere for times smaller than 100 ps is given by 0.18. Indeed, it can be clearly seen by the shorter transition time ($t \approx 200$ ps) into the $z$ regime for the neutral solute, that a less stable cage around the uncharged species is formed. With respect to the previous results, we can clearly state that the formation of a strong local ‘IL cage’ in presence of charged solutes which leads to the low values for $z$ and the later transition times is mainly driven by electrostatic interactions. To validate this conclusion in more detail, it becomes also evident that the $\beta$-regime for charged spheres dominates on timescales up to 3-5 ns whereas the corresponding transition into the $\alpha$-regime for the uncharged solute is even visible at timescales $t \geq 200$ ps.

With respect to the corresponding diffusion behavior of the ionic liquid compounds (bottom of Fig. 7), it becomes evident that the charge of the sphere obeys a slight influence as compared to a reference system without solutes. Specifically the intrinsic difference between the positively and the negatively charged solute system is obvious for times $t \geq 1$ ns. In addition, it can be seen that the diffusional behavior between acetate and EMIM ions strongly differs for times larger than 200 ps. Although it has been largely discussed that the dynamic properties of ionic liquids may be affected by the absence of polarization effects\textsuperscript{71,74} and some spurious artifacts of the CL&P force fields are known, the observed results allow us to draw some general qualitative conclusions.

First, it can be clearly seen that the caging effect for the charged spheres dominates the diffusional behavior. In contrast, the dynamic behavior of the IL species is only weakly perturbed by the solutes. Therefore, we can conclude that the solutes strongly interact with the local environment in terms of electrostatic interactions which build up a very long lasting cage structure. In absence of electrostatic interactions, the cage effect is weakened as the results for the uncharged solute imply.

In order to investigate the slight deviations between acetate and EMIM ions around the charged solute, we have evaluated the dipolar autocorrelation function and studied the influence of the ionic species in the first, respectively second solvation shell on the dynamics.

The results for the dipolar autocorrelation function $C_d(t)$ according to eqn (6) are presented in Fig. 8. It can be clearly seen that the dipolar relaxation behavior of EMIM and acetate ions strongly differs. Due to the smaller size of acetate ions, the dipolar relaxation time according to eqn (7) is roughly less than half of the order of EMIM ions. Slight differences for both ionic...
species with respect to the reference system without solutes can be observed for negative and neutral solutes. However, these differences are only slightly pronounced. In contrast, we observe a strong delay in the dipolar correlation times for both ionic liquid species around positively charged solutes. The reason for this finding can be mainly related to the strong electrostatic interactions with the positively charged sphere as they were discussed above. This conclusion becomes reasonable with regard to the slightly smaller MSDs for the system with the positively charged sphere due to the formation of a rigid, weakly rearranging solvent cage as the high electrostatic energy show (see ESI†).

With respect to the strength of the local cage effect and the relaxation times of the ionic species, we have also evaluated the binding lifetimes for the corresponding solvation shells. For this procedure, we have evaluated the width of the first two solvation shells in agreement with the procedure described for the computation of the orientational order parameter distribution above (Fig. 5). The corresponding results for the lifetimes of ACE (blue curve) and EMIM (black curve) are presented in Fig. 9. Here, we observe a decay on longer timescales for EMIM as well as acetate ions around the positively and the negatively charged solute compared to the uncharged sphere. Hence, the binding time is strongly influenced by electrostatic interactions. The general non-exponential decay at short time scales for all species can be related to a coupling between collective diffusional behavior as well as the contributions of independent molecular motion. In addition, we have also calculated the probability for the sphere to cover a distance less than 0.3 nm (red lines) in Fig. 9 with regard to the integrated eqn (9). The length scale of 0.3 nm represents the minimum size of the local IL cage with respect to the radial distribution functions shown in Fig. 2. The differences between the decay of the probability distribution and the lifetimes for all systems imply that the binding timescale for the ionic liquid species does not influence the dynamic behavior of the spheres. Hence, rearrangement effects in the local solvent cage are not responsible for the varying solute dynamics between the spheres as it was found for the MSD. Thus, the strength of the confining cage is reflected by the pronounced and well-order structure around the charged solutes, irrespective of restructuring effects of the cage itself.

In order to estimate the relative binding strength between the ionic species and the solute, one can rely on standard transition theory with \( t_b \sim \exp(\Delta F^*/k_B T) \) to estimate the activation free energy \( \Delta F^* \) that is needed for the rearrangement of the solvation shells as it has been originally proposed for aqueous hydrogen bonds. In terms of our previous observations, it can be expected that \( \Delta F^* \) is strongly dominated by enthalpic contributions in terms of electrostatic interactions which are significantly more pronounced than entropic contributions. With regard to
the above reported average binding lifetimes, it can be expected that the strongest activation binding free energy should be observed for acetate ions around positively charged solutes.

5 Summary and conclusion

We have performed atomistic molecular dynamics simulations of differently charged model spheres in 1-ethyl-3-methylimidazolium acetate to study the solvation properties at 298 K. The results clearly indicate a different solvation behavior for all considered solutes. Our main findings evidence the significantly stronger solvation of positively charged solutes due to a larger packing density in the first solvation shell. This finding can be mainly related to the molecular size of the acetate ions, which facilitates a tighter accumulation effect compared to the behavior of the corresponding EMIM cations around the negatively charged solute. Our results further evidence a long-range perturbation of the solvent on length scales \( r \leq 2.5 \text{ nm} \) and even beyond as it was validated by the translational order parameter and the excess entropies. Thus, we can clearly see that the local solvent order is strongly influenced in presence of charged solutes. This finding can be mainly related to the overwhelming dominance of electrostatic interactions of the first solvent shell with the solute. Our findings are in good agreement with previous results about the solvation of small molecules like methane, glucose or uncharged oligomers. The occurrence of a slightly ordered ionic liquid around uncharged solutes has been also discussed. Nevertheless, the results of our study indicate that these findings can be generalized without any specificity with regard to the considered solute.

We have also investigated the local orientation of the ionic liquid compounds with respect to the solute surface. Our results indicate the presence of several favorable conformations of EMIM ions which significantly depend on the solute charge in contrast to the acetate ions, which indicate more or less preferred conformations.

In addition, we have also studied the dynamic properties of the systems where we have investigated the MSD of all species as well as the dipolar relaxation behavior of the ions. Based on the MSD we found an anomalous diffusional behavior for all the spheres. In contrast to the charged solutes, the length of this so-called anomalous diffusional regime is less pronounced for the uncharged sphere. Noteworthy, the presence of the positively charged sphere results in a significant retardation of the dynamical behavior of the system as the decay of the dipolar relaxation function \( C_2(t) \) clearly shows. The probability function for the spheres to move on length scales smaller than 0.3 nm decays on different time scales compared to the binding time autocorrelation function. Thus, the diffusional behavior of the charged spheres is independent from the rearrangement of the solvation shells.

With regard to the analysis of the total energetic contributions, we are able to show that favorable electrostatic interactions significantly dominate the total conservative potential energy. Noteworthy, the most favorable interaction energy was observed for the positively charged solute. Based on these findings, we can conclude, that solutes where the smaller sized ionic species of the ionic liquid form the first solvent shell are favorably solvated. This can be explained by the higher ion packing density in the first solvation shell due to molecular size effects. Notably, the usage of this principle has lead to some successful results for the dissolution of glucose and other small solutes.

We hope that our study highlighted the subtle interplay between solute-solvent interactions in ionic liquids. With respect to the important idea of using novel, less hazardous solvents in terms of a ‘green chemistry’ approach, ionic liquids may represent a valuable, but nevertheless challenging alternative to traditional solvents. Over the next years, it can be assumed that the systematic study of ionic liquid or polyionic liquid effects may facilitate the steering of chemical reactions as well as the dissolution of apolar components among other benefits.
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