Achievable Degrees of Freedom Region of MIMO Relay Networks using Detour Schemes
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Abstract—In this paper, we study the degrees of freedom (DoF) of the MIMO relay networks. We start with a general Y channel, where each user has $M_i$ antennas and aims to exchange messages with the other two users via a relay equipped with $N$ antennas. Then, we extend our work to a general 4-user MIMO relay network. Unlike most previous work which focused on the total DoF of the network, our aim here is to characterize the achievable DoF region as well. We develop an outer bound on the DoF region based on the notion of one sided genie. Then, we define a new achievable region using the Signal Space Alignment (SSA) and the Detour Schemes. Our achievable scheme achieves the upper bound for certain conditions relating $M_i$’s and $N$.

I. INTRODUCTION

Cooperative communications for wireless networks have gained great research interest, due to its ability to enhance the performance of wireless networks. The relay networks, specially the MIMO relay networks, where an additional node acting as a relay is supporting the exchange of information between the network users, has attracted an extensive research attention. Since characterizing the capacity of the MIMO relay networks is very complex, a lot of work was done to study the relay networks using an alternative metric, which is the degrees of freedom (DoF). The DoF of the MIMO Y channel was investigated in [1]–[3].

The Signal Alignment (SSA) was presented in [1] to achieve total DoF = $3M$, for $N \geq [1.5M]$, where $M$ and $N$ are the number of antennas at each user and the relay, respectively. The SSA is a network coding technique, which is similar to the interference alignment (IA) [4] from one side. That is, each of them makes an efficient use of dimension of the signal space. However, the IA attempts to overlap all interference signals to minimize the dimension of the signal space they occupy, while the SSA focuses on choosing the beamforming matrices, such that "bidirectional" signal vectors, which correspond to the exchange between the two users but are sent via the relay, are aligned at the relay in the same subspace.

In [2], the authors targeted a generalization of the work done in [1], by considering a Y channel, where each user has $M_i$ antennas, while the relay has $N$ antennas. Using the SSA, they proved the achievability of total DoF = $m_1 + m_2 + m_3$, where $m_i$ is the total number of signals transmitted from user $i$, under the conditions $N \geq 0.5(m_1 + m_2 + m_3)$ and $M_i + M_j \geq N + n_{ij}$, where $n_{ij}$ is the number of signals between nodes $i$ and $j$. Then, the authors in [3], completely characterized the total DoF of the MIMO Y channel, with no constraints on $N$. Again, using the SSA, they achieved a total DoF = $\min(2N, 2M + 2M_3, M_1 + M_2 + M_3)$, where $M_1 \geq M_2 \geq M_3$. They derived the outer bound of the DoF based on the notion of one sided genie. The total DoF for a 4-user relay network was studied in [5]. The 4 users were split into two clusters, such that the two users within each cluster only communicate with each other. Each user has $M$ antennas, while the relay has $N$ antennas. Using a combination of SSA and TDM, it was shown that a total DoF = $2\min(2M, N)$ is achievable. Then, this work was extended to the $L$-cluster, $K$-user MIMO multi-way relay channel with no direct links, where message exchanges were limited to users within the same cluster [6].

The capacity of different topologies of the deterministic relay networks with no direct links was studied in [7]–[9]. The authors developed a new upper bound on the capacity region based on the notion of the single sided genie, then they proved the achievability of this upper bound by using the Detour Schemes (DS), where some bits are sent via alternative paths instead of sending them directly. Note that a similar outer bound was developed in [6] for MIMO relay networks; which will be used here.

In our work, we study the DoF of the MIMO relay networks. We focus on showing the role of the Detour Schemes, which we used before to achieve the capacity of the deterministic relay networks, in achieving the DoF region of the MIMO relay networks [7]–[9]. First, we study the MIMO Y channel. We develop a new outer bound on the DoF region based on the notion of one sided genie. Then, we define a new achievable DoF region using the Signal Space Alignment and the Detour Scheme. Subsequently, we extend
our results to the 4-user MIMO relay networks. This work can be considered a generalization of most of the above work, as we consider a general 4-user relay network not divided into clusters as in [5], and we study the achievability of the DoF region, not only the total DoF as in [1]–[3], [5] and [6].

The rest of this paper is organized as follows: In Section II, we describe our network and the main assumptions. Then, we study the DoF region of the MIMO Y channel in Section III, where we define an outer bound on the DoF region based on the notion of single sided genie and a new achievable DoF region via the Signal Space Alignment and the Detour Scheme. Subsequently, we extend our results to the 4-user MIMO relay networks in Section IV. Then, the development of the outer bound based on the notion of single sided genie developed in [6] and [7] is briefly explained in Section V. Numerical examples that illustrate our achievable schemes are presented in Section VI. Finally, our conclusions are stated in Section VII.

II. SYSTEM MODEL

We consider a K-user MIMO relay network with no direct links. We study two cases: $K = 3$, which corresponds to the Y channel shown in Fig. 1 and $K = 4$, which corresponds to a 4-user relay network, as shown in Fig. 2. User $i$ is equipped with $M_i$ antennas, and can exchange private messages with other network users via a relay equipped with $N$ antennas. We define the number of used antennas at the relay and user $i$ as $\bar{N}$ and $M_i$ respectively. For both networks, we assume without loss of generality that the nodes are labeled in order of descending number of antennas. This implies that $M_1 \geq M_2 \geq M_3 (\geq M_4)$.

We consider a full duplex scenario, where the transmission takes place over two phases: uplink and downlink. In the uplink phase, each user transmits its messages to the relay, therefore the received signal at the relay is given by

$$y_r(t) = \sum_{i=1}^{K} H_{IR} x_i(t) + z_r(t)$$

where $y_r(t)$ is a $\bar{N} \times 1$ vector, $H_{IR}$ is a $\bar{N} \times M_i$ random channel matrix from user $i$ to the relay, $x_i(t)$ is a $M_i \times 1$ vector representing the transmitted signal from node $i$, $t$ is the time index, and $z_r(t)$ is an i.i.d. Gaussian noise vector, i.e. $(z_r \sim \mathcal{N}(0, I))$.

In the downlink phase, the received signal at user $i$ from the relay is given by

$$y_i(t) = H_{RI} x_r(t) + z_i(t)$$

where $y_i(t)$ is a $M_i \times 1$ vector, $H_{RI}$ is a $M_i \times \bar{N}$ random channel matrix from the relay to user $i$, $x_r(t)$ is a $\bar{N} \times 1$ vector representing the transmitted signal from the relay, and $z_i(t)$ is an i.i.d. Gaussian noise vector, i.e. $(z_i \sim \mathcal{N}(0, I))$.

III. THE MIMO Y CHANNEL

In this section, we study the DoF region of a general MIMO Y channel. We expand the range of achievable DoF beyond that found in [3]. Therefore, our work here can be considered as an extension of the work in [3], where the authors only focused on the total DoF and proved its achievability.

**Theorem 1.** An outer bound on the degrees of freedom (DoF) region of the MIMO Y channel is given by the following inequalities:

$$d_{ij} + d_{ik} \leq \min(N, M_i, M_j + M_k) \quad (1)$$

$$d_{ji} + d_{ki} \leq \min(N, M_i, M_j + M_k) \quad (2)$$

$$d_{ij} + d_{ik} + \max(d_{jk}, d_{kj}) \leq \min(N, M_j + M_k) \quad (3)$$

$$d_{ji} + d_{ki} + \max(d_{jk}, d_{kj}) \leq \min(N, M_j + M_k) \quad (4)$$

where $d_{ij}$ is the degrees of freedom between user $i$ to user $j$, and $\{i, j, k\} \in \{1, 2, 3\}$.

Also, the total degrees of freedom $D_i$ is bounded by

$$D_i = \sum_{i=1}^{K} \sum_{j=1, i \neq j}^{K} d_{ij} \leq \min(2N, M_1 + M_2 + M_3, 2M_2 + 2M_3) \quad (5)$$

The development of these inequalities will be explained briefly in Section V.

Now, we will derive a new achievable region using a combination of two schemes: The Signal Space Alignment (SSA) [1] and the Detour Scheme (DS), which was used to achieve the capacity region of the 3-user relay network stated in Theorem 2 in [8].

Let $d_{ij}^* = \max(d_{ij}, d_{ji})$, then the number of used antennas at user $i$ and the relay, respectively is given by: $\bar{M}_i = \max(d_{ij}^*, d_{ij}, d_{ji}^*, d_{ji})$, and $\bar{N} = d_{12}^* + d_{13}^* + d_{23}^*$. From (1) and (2), it is clear that $\bar{M}_i \leq M_i$, however, $\bar{N}$ may be greater...
than $N$.

A. Signal Space Alignment ($\bar{N} \leq N$)

The SSA is sufficient to achieve all DoF tuples that satisfy the conditions in Theorem 1, with $\bar{N} \leq N$. The key idea behind the SSA is that we design the beamforming matrices at the transmitting users such that the “bidirectional” signal vectors, correspond to the exchange between two users but both are sent via relay, are aligned at the relay to the same subspace. Thus, the transmitted signal at user $i$ is constructed as

$$x_i = \sum_{j=1, j \neq i}^{K} V_{ij} s_{ij}$$

where $s_{ij}$ is a $d_{ij} \times 1$ data vector sent from user $i$ to user $j$, $V_{ij}$ is $M_i \times d_{ij}$ beamforming matrix at user $i$ and $K = 3$. The relay receives a superposition of the transmitted signals from all network users, thus the received signal at the relay is given by

$$y_r = \sum_{i=1}^{K} H_{iR} x_i + z_r$$

where $H_{iR}$ is $\bar{N} \times M_i$ matrix which represents the channel between user $i$ and the relay.

According to the SSA, we need to design the beamforming matrices $V_{ij}$ and $V_{ji}$ such that users $i$ and $j$ exchange their messages in the same subspace. If we assume $d_{ij} \geq d_{ji}$, then we should have the following condition

$$\text{span}(H_{iR} V_{ji}) \subseteq \text{span}(H_{iR} V_{ij})$$

and $H_{iR} V_{ji}$ has full column rank.

At the relay, we use zero forcing to separate different pairs of messages. To extract the messages between users $i$ and $j$, the relay multiplies the received signal by the matrix $D_{ij}$ with size $d_{ij}^* \times \bar{N}$. The rows of this matrix span the null space of the channel between the remaining user and the relay, $H_{kR}$, hence:

$$D_{ij}x_i = 0$$

Thus, the relay obtains the $d_{ij}^*$ vector $w_{ij}$ which represents a combination of the messages between users $i$ and $j$:

$$w_{ij} = D_{ij} H_{iR} V_{ij} s_{ij} + D_{ij} H_{iR} V_{ji} s_{ji} + D_{ij} z_r$$

For each pair of users $(i, j)$ the relay calculates the corresponding zero forcing matrix $T_{ij}$, and forms the transmitted signal vector $x_r$ given by:

$$x_r = \sum_{i=1}^{K} \sum_{j>i}^{K} T_{ij} w_{ij}$$

where $T_{ij}$ is $\bar{N} \times d_{ij}^*$ zero-forcing matrix, such that $H_{Rk} T_{ij} = 0$. Now, the received signal at user $i$ is given by

$$y_i = H_{Ri} \begin{bmatrix} T_{ij} & T_{ik} \end{bmatrix} \begin{bmatrix} w_{ij} \\ w_{ik} \end{bmatrix} + z_i$$

Since $[T_{ij} \ T_{ik}]$ is of full column rank, and $d_{ij}^* + d_{ik}^* \leq \bar{N}$, user $i$ can decode $s_{ij}$ and $s_{ki}$ achieving $d_{ij} + d_{ki}$ DoF.

Consequently, we can state the following Lemma:

**Lemma 1.** The Signal Space Alignment can be used to achieve any integral DoF tuple that satisfies the conditions in Theorem 1, with $\bar{N} \leq N$.

B. Detour Scheme ($\bar{N} > N$ and $M_1 \neq \min(N, M_1, M_2 + M_3)$)

Here we show that, for any DoF tuple that satisfies the conditions in Theorem 1, with $\bar{N} > N$ and $M_1 \neq \min(N, M_1, M_2 + M_3)$, we can use the Detour Scheme (DS) to convert our network into an equivalent one to which we can apply the SSA.

Depending on $\arg \max(d_{ij}, d_{ji})$ for $i, j \in \{1, 2, 3\}$, $\bar{N}$ can take eight different forms. However, since we assume $\bar{N} = d_{12}^* + d_{13}^* + d_{23}^* > N$ we have to exclude all forms that can result from (3) and (4) since they would necessarily imply $\bar{N} \leq N$. Therefore, $\bar{N}$ may only be in one of the following two forms:

$$\bar{N} = d_{12} + d_{23} + d_{31}$$

$$\bar{N} = d_{21} + d_{13} + d_{32}$$

It is clear that $\bar{N}$ represents the cycle between the network users in one of its two possible directions. In this case, the Detour Scheme can be used to route certain messages to their destinations via alternate routes involving other users, such that the SSA can be used to achieve the total DoF. To explain our DS, we assume that

$$d_{12} + d_{23} + d_{31} > N$$

To apply the SSA, we need to force $\bar{N}$ to be less than or equal to $N$, thus we will subtract $\lambda$ from the LHS of (9), such that

$$d_{12} + d_{23} + d_{31} - \lambda \leq N$$

Now, the omitted $\lambda$-messages should be transmitted via alternative path (detour) to their respective destination. For example, if we detour $\lambda$-messages from $d_{23}$ via user 1, then each of $d_{21}$ and $d_{13}$ should be increased by $\lambda$. Thus, the DoF over the reverse cycle should be increased by $2\lambda$ as follows:

$$d_{21} + d_{13} + d_{32} \rightarrow d_{21} + d_{13} + d_{32} + 2\lambda$$

It remains to show that the resulting network after modification can still achieve DoF using SSA. Once this is proven, we can state the following lemma:

**Lemma 2.** If $M_1 \neq \min(N, M_1, M_2 + M_3)$, it is possible to achieve any DoF tuple that satisfies the conditions in Theorem 1, with $\bar{N} > N$, by using the Detour Scheme to convert our network to an equivalent one that achieves the original DoF tuple via alternative paths.

**Proof.** See appendix A.

C. $\bar{N} > N$ and $M_1 = \min(N, M_1, M_2 + M_3)$

In this case, the Detour Scheme fails to achieve this DoF tuple. We will verify this by the following example.
Consider a network with \((M_1, M_2, M_3, N) = (3,2,2,4)\) and \(d = (d_{12}, d_{13}, d_{23}, d_{31}, d_{32}) = (2,0,0,2,0)\). Since \(N = 6 = N + 2\), we need to detour 2 messages, therefore we will subtract 2 from \(d_{12} + d_{23} + d_{31}\) and add 4 to \(d_{21} + d_{13} + d_{32}\), thus \(D_t = 8\). However, from (5), we get \(D_t \leq 7\). Therefore, it is unclear whether this DoF tuple can be achieved using other methods, or is not achievable.

IV. The MIMO 4-User Relay Networks

In this section, we extend our results to the MIMO 4-user relay networks.

**Theorem 2.** An outer bound on the degrees of freedom region of the 4-user relay network is given by the following inequalities:

\[
d_{ij} + d_{ik} + d_{il} \leq \min(M_i, N, M_j + M_k + M_l) \quad (11)
\]

\[
d_{ij} + d_{ki} + d_{il} \leq \min(M_i, N, M_j + M_k + M_l) \quad (12)
\]

\[
d_{ik} + d_{il} + d_{jk} + d_{jl} + \max(d_{ij}, d_{ji}) \leq \min(N, M_i + M_j) \quad (13)
\]

\[
d_{il} + d_{ij} + d_{kl} + d_{ij} + d_{ik} + d_{kj} + \max(d_{jk}, d_{kj}) \leq \min(N, M_i + M_j + M_k) \quad (14)
\]

\[
d_{il} + d_{ij} + d_{kl} + d_{ij} + d_{ik} + d_{kj} + \max(d_{jk}, d_{kj}) \leq \min(N, M_i + M_j + M_k + M_l) \quad (15)
\]

\[
d_{il} + d_{ij} + d_{il} + d_{kj} + d_{ki} + \max(d_{jk}, d_{kj}) \leq \min(N, M_i + M_j + M_k + M_l) \quad (16)
\]

where \(d_{ij}\) is the degrees of freedom between user \(i\) to user \(j\), and \(\{i, j, k, l\} \in \{1, 2, 3, 4\}\).

Also, the total degrees of freedom is bounded by

\[
D_t = \sum_{i=1}^{4} \sum_{j=1, j \neq i}^{4} d_{ij} \leq \min(2N, M_1 + M_2 + M_3 + M_4, 2M_2 + 2M_3 + 2M_4) \quad (17)
\]

Now, we will define a new achievable region using a combination of two schemes: The Signal Space Alignment (SSA) [1] and two Detour Schemes (DS), which were used to achieve the capacity region of the 4-user relay network stated in Theorem 1 in [9].

Again, let \(d_{ij}^* = \max(d_{ij}, d_{ji})\), \(M_i = \max(d_{ij} + d_{ik} + d_{il} + d_{ij} + d_{ki} + d_{ij})\), and \(N = d_{12}^* + d_{13}^* + d_{23}^* + d_{24}^* + d_{34}^*\). From (11) and (12), it follows that \(M_i \leq M_s\). However, \(N\) may be greater than \(N_s\).

A. The Signal Space Alignment (\(N_s \leq N\))

The SSA is sufficient to achieve all DoF tuples that satisfy the conditions in Theorem 2, with \(N_s \leq N\). The scheme will follow the same procedure explained in subsection III-A but for \(K = 4\). Therefore, the signal transmitted by the relay, \(x_r\), will be given by equation (6) with \(K=4\).

Finally, the received signal at user \(i\) is given by

\[
y_i = H_{Ri} \left[ T_{ij} \ T_{ik} \ T_{il} \right] \begin{bmatrix} w_{ij} \\ w_{ik} \\ w_{il} \end{bmatrix} + z_i
\]

Since \([T_{ij} \ T_{ik} \ T_{il}]\) is of full column rank, because \(d_{ij}^* + d_{ik}^* + d_{il}^* \leq N\), then user \(i\) can decode \(s_{ji}, s_{ki}\) and \(s_{li}\) achieving \(d_{ij} + d_{ki} + d_{il}\) DoF.

Consequently, we can state the following Lemma:

**Lemma 3.** The Signal Space Alignment can be used to achieve any integral DoF tuple that satisfies the conditions in Theorem 2, with \(N_s \leq N\).

**Remark.** We can prove the achievability of the total DoF for different cases using the SSA, by choosing \(d_{ij}^* = d_{ij}\) such that \(D_t = \min(2N, M_1 + M_2 + M_3 + M_4, 2M_2 + 2M_3 + 2M_4)\).

B. The Detour Schemes

If we consider a case, where a DoF tuple satisfies the conditions in Theorem 2, with \(N_s > N\), then \(N_s\) cannot be in the form of the LHS’s of (15) nor (16). Therefore, \(N_s\) will be in one of the two following formulas:

\[
N_s = d_{ij} + d_{jk} + d_{ki} + \max(d_{il}, d_{ij}, d_{ik}, d_{il} + d_{jl}, d_{kj}) \quad (18)
\]

\[
N_s = d_{ij} + d_{jk} + d_{kl} + \max(d_{ij}, d_{lj}, d_{ik} + d_{ik} + d_{lb} + d_{kj}) \quad (19)
\]

where \(\{i, j, k, l\} \in \{1, 2, 3, 4\}\).

We can observe that the set of combinations represented by (18) contains a 3-node cycle corresponding to the data flow in the first three terms, while the combinations represented by (19) will contain two 3-node cycles. These two cycles will depend on the two maximizations in its RHS. For example, if \(\max(d_{ij}, d_{lj}) + \max(d_{ik}, d_{kj}) = d_{ij} + d_{ik}\), then the 3-node cycles are \(i, k, l\) obtained from the terms \(d_{ik}, d_{kl}\) and \(d_{kl}\), and the cycle \(l, j, k\) obtained from the terms \(d_{lj}, d_{jk}\) and \(d_{kl}\). We need this notion of cycles to define our detour schemes.

According to the form of \(N_s\), we will apply one of the following two Detour schemes:

1) **Detour Scheme 1 (DS 1):** \(N_s\) is in the form of (18) for a certain \(\{i, j, k, l\}\). In this case, the Detour will be performed over the 3-node cycle. To simplify the notation, we assume

\[
N_s = d_{ij} + d_{jk} + d_{ki} + \max(d_{il}, d_{ij}, d_{ik}, d_{il} + d_{jl}, d_{kj}) > N
\]

Now, we need to reduce the terms corresponding to the degrees of freedom over the cycle in the LHS by subtracting \(\lambda\), to guarantee:

\[
(d_{ij} + d_{jk} + d_{ki}) - \lambda + d_{il} + d_{jl} + d_{ik} \leq N
\]

This operation is equivalent to the transmission of \(\lambda\)-bits via alternative paths (detours). Considering the reverse cycle, the degrees of freedom over it should be increased as:

\[
d_{ij} + d_{ik} + d_{kj} \rightarrow d_{ij} + d_{ik} + d_{kj} + 2\lambda
\]

2) **Detour Scheme 2 (DS 2):** \(N_s\) is in the form of (19) for a certain \(\{i, j, k, l\}\). In this case, the Detour will be performed through the two 3-node cycles. As in the previous case, we assume that \(\max(d_{ij}, d_{lj}) + \max(d_{ik}, d_{kj}) = d_{ij} + d_{ik}\)

\[
N_s = d_{ij} + d_{jk} + d_{kl} + d_{il} + d_{ik} + d_{lj} > N
\]
First, we should define the 3-nodes cycles in $\bar{N}$

$$d_{kl} \rightarrow d_{ij} \rightarrow d_{jk} \quad d_{kl} \rightarrow d_{il} \rightarrow d_{ik}$$

We need to reduce the terms over these cycles, therefore we have to subtract an integer $\alpha$ from them, such that

$$d_{ij} + (d_{kl} + d_{il} + d_{ik} + d_{ij} + d_{jk}) - \alpha \leq N$$

Again, considering the reverse cycles, the degrees of freedom over them should be modified as:

$$d_{ik} + d_{ki} + d_{jl} + d_{jk} \rightarrow d_{lk} + d_{ik} + d_{il} + d_{kj} + d_{jl} + 2\alpha$$

It remains to show that the resulting network after modification can still achieve DoF using SSA. Once this is proven, we can state the following lemma which is proven in appendix B.

**Lemma 4.** It is possible to achieve any DoF tuple that satisfies the conditions in Theorem 2, with $\bar{N} > N$, by using one of the two Detour Schemes to convert our network to an equivalent one that achieves the original DoF tuple via alternative paths in the two following cases:

- $M_1 \neq \min(N, M_1, M_2 + M_3 + M_4)$. $N \leq M_1 + M_2$ and $\bar{N}$ is not in the form of (18) for $t = 1$.
- $N \leq M_2$.

C. For the remaining cases

The SSA and DS can only be used under the conditions stated in Lemmas 3 and 4. We will verify that by the following example.

Consider a network with $(M_1, M_2, M_3, M_4, N) = (2,2,2,4)$ and a degrees of freedom tuple $d = (d_{12}, d_{13}, d_{14}, d_{21}, d_{23}, d_{24}, d_{31}, d_{32}, d_{33}, d_{41}, d_{42}, d_{43}) = (1,1,0,2,0,0,0,2,0,2,0,2)$, this DoF tuple satisfies the conditions in Theorem 2 with $\bar{N}$ is in the form of (18) for $t = 1$ and equal to 6. Thus, we need to detour at least two bits and there is no possible detour can result in an equivalent DoF that satisfies the conditions in Theorem 2, whether the outer bound is achievable for the remaining cases needs more investigation.

V. THE OUTER BOUND ON THE DOF REGION BASED ON THE ONE SIDED GENIE

In this section, we explain briefly the development of the outer bound on the DoF region. The authors in [3], proved the converse of the total DoF bound using the traditional cut set bounds [10], and genie-aided bounds. In [6], an outer bound for the MIMO relay network was developed. Also, we developed an outer bound on the capacity region of the deterministic Y channel and the 4-user relay networks in [8], [9], respectively, based on the notion of single sided genie. Due to space limitation, we will not state that here, as it is known that the degrees of freedom between user $i$ and $j$ is defined as

$$d_{ij} = \lim_{P \rightarrow \infty} \frac{R_{ij}}{0.5 \log P}$$

Therefore, the capacity region is directly linked to the degrees of freedom region. Now, we will mention only to the development of the bound on the total degrees of freedom ($D_t$) for the 4-user relay networks. From (11), by setting $i=1$ through 4, and noting that since $M_1$ is the largest, then $\min(M_i, N, M_1 + M_3 + M_4) = \min(M_i, N)$ for $i \geq 2$, we can obtain the following conditions

$$d_{12} + d_{13} + d_{14} \leq \min(M_1, N, M_2 + M_3 + M_4)$$
$$d_{21} + d_{23} + d_{24} \leq \min(M_2, N)$$
$$d_{31} + d_{32} + d_{34} \leq \min(M_3, N)$$
$$d_{41} + d_{42} + d_{43} \leq \min(M_4, N)$$

Adding the above 4 inequalities, we obtain:

$$D_t \leq \min(M_1, N, M_2 + M_3 + M_4) + \min(M_2, N) + \min(M_3, N) + \min(M_4, N) \tag{20}$$

However, from (15) and (16), we have

$$d_{21} + d_{31} + d_{41} + d_{23} + d_{24} + d_{34} \leq \min(N, M_2 + M_3 + M_4) \tag{21}$$
$$d_{12} + d_{13} + d_{14} + d_{32} + d_{42} + d_{43} \leq \min(N, M_2 + M_3 + M_4) \tag{22}$$

Again, by summing (21) and (22), we get

$$D_t \leq 2 \min(N, M_2 + M_3 + M_4) \tag{23}$$

By combining (20) and (23), we get condition (17).

VI. NUMERICAL EXAMPLES

In this section, we provide numerical examples to illustrate our detour schemes for the Y channel and the 4-user relay networks.

A. An example for the Y channel

Consider a network with $(M_1, M_2, M_3, N) = (3,2,2,3)$ and $d = (d_{12}, d_{13}, d_{14}, d_{21}, d_{23}, d_{24}, d_{31}, d_{32}, d_{33}, d_{41}, d_{42}, d_{43}) = (2,0,0,1,1,0,0,0,2,0,0,2)$, which satisfies the conditions in Theorem 1, with $\bar{N} = 2 + 1 + 1 = 3 + 1$. Therefore, we will apply the Detour Scheme as follows

$$d_{23} \rightarrow d_{23} - 1 \quad d_{21} \rightarrow d_{21} + 1 \quad d_{13} \rightarrow d_{13} + 1$$

Thus, we have a new DoF tuple $d_n = (2,1,0,1,0,1)$ that satisfies all the conditions stated in Theorem 1 with $N_n = 2 + 1 = 3$. Thus, we can apply the SSA to achieve $d_n$.

B. Examples for the 4-user relay network

Consider a network with a degrees of freedom tuple $d = (d_{12}, d_{13}, d_{14}, d_{21}, d_{23}, d_{24}, d_{31}, d_{32}, d_{33}, d_{41}, d_{42}, d_{43})$.

**Example 1:** Consider a network with $(M_1, M_2, M_3, M_4, N) = (6,5,4,3,6)$ and a degrees of freedom tuple $d = (1,1,0,1,2,0,0,1,2,0)$, which satisfies the conditions in Theorem 2, with $\bar{N} = 2 + 1 + 2 + 1 + 1 + 1 + 6 + 2$, which is in the form of (19). Therefore, we will apply Detour Scheme 2 as follows

$$d_{24} \rightarrow d_{24} - 1 \quad d_{21} \rightarrow d_{21} + 1 \quad d_{14} \rightarrow d_{14} + 1$$
$$d_{34} \rightarrow d_{34} - 1 \quad d_{31} \rightarrow d_{31} + 1 \quad d_{14} \rightarrow d_{14} + 1$$

Thus, we have a new DoF tuple $d_n = (1,1,2,1,1,1,0,0,2,0,0)$ that satisfies all the conditions stated in Theorem 2 with $N_n = 6$. Thus, we can apply the SSA to achieve $d_n$. 


Example 2: Consider a network with \((M_1, M_2, M_3, M_4, N) = (6, 6, 4, 3, 6)\), and a degrees of freedom tuple \(d = (1, 1, 1, 0, 1, 1, 1, 0, 1, 1)\), which satisfies the conditions in Theorem 2, with \(N = 1 + 1 + 1 + 2 + 1 + 1 = 6 + 1\), which is in the form of (18) with \(l = 1\). Therefore, we will apply Detour Scheme 1 as follows:

\[
d_{23} \rightarrow d_{23} - 1 \quad d_{24} \rightarrow d_{24} + 1 \quad d_{43} \rightarrow d_{43} + 1
\]

Thus, we have a new DoF tuple \(d_n = (1, 1, 1, 0, 1, 1, 0, 0, 1, 0, 1, 1)\) that satisfies all the conditions stated in Theorem 2 with \(N_n = 6\). Thus, we can apply the SSA to achieve \(d_n\).

VII. Conclusion

In this work, we obtained a larger achievable DoF region for MIMO Y channel by applying a combination of SSA and a detour scheme. The detour scheme employed here is motivated by a similar technique used to achieve the capacity of the deterministic Y channel. These results were extended to 4-user MIMO relay networks. Due to the inherent proximity between the definitions of DoF and deterministic capacity, we envision our results as a first step towards revisiting techniques employed to achieve the deterministic capacity to assist in achieving DoF. More work is needed, however, for a complete characterization of the DoF region for both the Y-channel and the 4 user relay networks.

Appendix A

Proof of Lemma 2

Assume that \(N\) takes the form in (7), then we have:

\[
N = d_{12} + d_{23} + d_{31} = N + \lambda
\]  

(24)

Furthermore, the inequalities in (3) and (4) can easily be shown to imply the following:

\[
d_{12} + d_{13} + d_{23} \leq N
\]  

(25)

\[
d_{21} + d_{23} + d_{31} \leq N
\]  

(26)

\[
d_{12} + d_{32} + d_{31} \leq N
\]  

(27)

Using (24) to substitute in the LHS of (25)-(27) we obtain:

\[
d_{12} \geq d_{21} + \lambda \quad d_{23} \geq d_{32} + \lambda \quad d_{31} \geq d_{13} + \lambda
\]  

(28)

Now, will apply the DS as follows:

\[
d_{23} \rightarrow d_{23} - \lambda \quad d_{21} \rightarrow d_{21} + \lambda \quad d_{13} \rightarrow d_{13} + \lambda
\]

From (28) and under the condition \(M_1 \neq \min(N, M_1, M_2 + M_3 + M_4)\), we can verify that the conditions in Theorem 1 are satisfied for the modified DoF tuple and \(N = N\).

Note that we do not need to check any condition that is restricted by \(N\), because we guarantee that it will be satisfied as \(N\) is equal to the largest possible value over all LHS’s.

Appendix B

Proof of Lemma 4

A. Detour Scheme 1

If we assume \(N\) in the following formula:

\[
N = d_{13} + d_{34} + d_{41} + d_{12} + d_{32} + d_{42} = N + \lambda
\]  

(29)

However, from (16) and (15) in Theorem 2, we can get:

\[
d_{31} + d_{34} + d_{32} + d_{41} + d_{42} + d_{12} \leq N
\]

\[
d_{41} + d_{42} + d_{43} + d_{12} + d_{13} + d_{32} \leq N
\]

\[
d_{13} + d_{12} + d_{14} + d_{32} + d_{34} + d_{42} \leq N
\]

By comparing the above conditions with (29), we get:

\[
d_{13} \geq d_{31} + \lambda \quad d_{34} \geq d_{43} + \lambda \quad d_{41} \geq d_{14} + \lambda
\]  

(30)

We will apply the detour scheme, in which we detour \(\lambda\) bits from node 4 to node 1 via node 3, thus the DoF over this cycle will be modified as follows:

\[
d_{34} \rightarrow d_{34} - \lambda \quad d_{31} \rightarrow d_{31} + \lambda \quad d_{14} \rightarrow d_{14} + \lambda
\]

From (29) and (30), for the modified DoF tuple, we have:

\[
N = \max(d_{13}, d_{31} + \lambda) + \max(d_{41}, d_{14} + \lambda)
\]

\[
+ \max(d_{34} - \lambda, d_{43}) + d_{12} + d_{32} + d_{42} = N
\]  

(31)

Then, we need to check the conditions that contain \(d_{31}\) or \(d_{14}\) in Theorem 2 for the modified DoF tuple. It is clear that from (31), all conditions restricted by \(N\) are now satisfied, since its LHS has the largest possible value among all conditions. From (30) and under the conditions \(M_1 \neq \min(N, M_1, M_2 + M_3 + M_4)\) and \(N \leq M_1 + M_2\), we can verify that all conditions in Theorem 2 are now satisfied, therefore we can apply the SSA.

B. Detour Scheme 2

If we assume \(N\) in the following formula:

\[
N = d_{41} + d_{12} + d_{24} + d_{13} + d_{44} + d_{23} = N + \lambda
\]  

(32)

which contains two 3-node cycles as follows:

\[
d_{41} \rightarrow d_{13} \rightarrow d_{34} \quad d_{41} \rightarrow d_{12} \rightarrow d_{24}
\]

However, from (15) in Theorem 2, we can get:

\[
d_{14} + d_{12} + d_{13} + d_{23} + d_{24} + d_{34} \leq N
\]

\[
d_{21} + d_{23} + d_{24} + d_{41} + d_{43} + d_{13} \leq N
\]

By comparing these conditions with (32), we get:

\[
d_{41} \geq d_{14} + \lambda
\]

\[
d_{34} + d_{12} \geq d_{43} + d_{21} + \lambda
\]  

(33)

Also, from (32), we can let:

\[
d_{41} + d_{12} + d_{24} + d_{13} + d_{43} + d_{23} = N + \beta
\]  

(34)

\[
d_{41} + d_{13} + d_{34} + d_{21} + d_{24} + d_{23} = N + \gamma
\]  

(35)
By comparing these conditions with (32), we get
\[ d_{34} = d_{43} + \lambda - \beta \quad d_{12} = d_{21} + \lambda - \gamma \] \tag{36}
Again, from the conditions in Theorem 2, we get
\[ d_{41} + d_{12} + d_{42} + d_{34} + d_{43} + d_{23} \leq N \] \tag{37}
\[ d_{41} + d_{31} + d_{34} + d_{21} + d_{24} + d_{23} \leq N \] \tag{38}
And by comparing (34), (35), (37) and (38), we get
\[ d_{24} \geq d_{42} + \beta \quad d_{13} \geq d_{31} + \gamma \] \tag{39}
Now, we will apply DS as follows
\[ d_{24} \rightarrow d_{24} - \beta \quad d_{21} \rightarrow d_{21} + \beta \quad d_{14} \rightarrow d_{14} + \beta \]
\[ d_{34} \rightarrow d_{34} - \gamma \quad d_{31} \rightarrow d_{31} + \gamma \quad d_{14} \rightarrow d_{14} + \gamma \]
and from (33) and (36), we guarantee that \( \lambda = \beta + \gamma \).
From (32), (36) and (39), for the modified DoF tuple, we have \( \tilde{N} = N \). Again, we need to check the conditions in Theorem 2 for the modified DoF tuple, and from (36) and (39) and under the conditions \( M_1 \neq \min(N, M_1, M_2 + M_3 + M_4) \) and \( N \leq M_1 + M_2 \), we can verify that those conditions are satisfied.

C. \( N \leq M_2 \)
Since, \( M_1 \geq M_2 \) and \( N \leq M_2 \), all above Detours will work in this case, therefore we need only to prove the validity of the Detour when \( \tilde{N} \) is in the form (18) for \( l = 1 \). The proof follows the same steps as the proof of Detour Scheme 1 that we explained before.
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