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Abstract

For many years, local Lipschitzian error bounds for systems of equations have been successfully used for the design and analysis of Newton-type methods. There are characterizations of those error bounds by means of first-order derivatives like a recent result by Izmailov, Kurennoy, and Solodov on critical solutions of nonlinear equations. We aim at extending this result in two directions which shall enable, to some extent, to include additional constraints and to consider mappings with reduced smoothness requirements. This leads to new necessary as well as sufficient conditions for the existence of error bounds.
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1 Introduction

The present article focuses on the characterization of constrained local Lipschitzian error bounds. More in detail, let a set $\Omega_1 \subset \mathbb{R}^n$ and a function $f : \mathbb{R}^n \to [0, \infty]$ be given such that

$$U := f^{-1}(0) \cap \Omega$$

is the nonempty solution set of the constrained system

$$f(u) = 0 \quad \text{s.t.} \quad u \in \Omega.$$  \hfill (1)

We say that $f$ provides a local $\Omega$-error bound at $u^* \in U$ for $U$, if there are constants $c, \varepsilon > 0$ such that

$$c \text{dist}[u, U] \leq f(u) \quad \text{for all } u \in \Omega \cap (u^* + \varepsilon B),$$  \hfill (2)

where the distance of $u \in \mathbb{R}^n$ to a nonempty set $W \subset \mathbb{R}^n$ is given by

$$\text{dist}[u, W] := \inf\{\|u - w\| \mid w \in W\},$$

while $\| \cdot \|$ stands for the Euclidean norm, and $B := \{u \in \mathbb{R}^n \mid \|u\| \leq 1\}$ denotes the unit ball.

Obviously, the inequality in (3) is restricted to some local neighborhood of $u^*$ intersected with the constraint set $\Omega$, so that this property is also called constrained local Lipschitzian error bound. For brevity, we will omit the term “Lipschitzian” throughout. In the special case when $\Omega_1 = \mathbb{R}^n$, the property in question will be simply called local error bound.

The function $f$ may come from different applications. For example,

$$f(u) := \|F(u)\|$$

is often considered for some given mapping $F : \mathbb{R}^n \to \mathbb{R}^m$. Another application can be found in constrained minimization problems

$$f_0(u) \to \min \quad \text{s.t.} \quad u \in \Omega$$

by setting $f(u) := f_0(u) - f^*$, where $f^* \in \mathbb{R}$ denotes the minimal value of $f$ on $\Omega$ (if it exists), see [7].

Global and local error bounds are known to play a fundamental role in mathematical programming and, particularly, in the design and analysis of numerical methods. For more details, the reader is referred to a survey [28] published in 1997. Since that time growing attention has been directed on local error bounds. In particular, it turned out that local error bounds may help to establish a superlinear rate of convergence for Newton-type methods in the absence of nonsingularity assumptions. For early works see [10, 17, 36] in the context of constrained optimization with nonisolated multipliers, and [11, 37] for (generalized) equations with nonisolated solutions. In the meanwhile, several advances have been made. For example, this includes the use of constrained local error bounds [2, 3, 23] in the sense of (3). It was shown in [4, 8, 9] that constrained local error bounds are particularly useful if a loss of nonsingularity comes together with nonsmoothness. Last but not least, we would like to mention articles, where conditions for the existence of a local error bound were derived for special problem classes [13, 14, 16].

An approach to characterize the existence of a local error bound for an unconstrained system

$$F(u) = 0$$  \hfill (5)

of differentiable equations was given in [20]. There, in generalization of the concept of a noncritical Lagrange multiplier (see [19, 22], and [26] for recent advances), and answering the question raised in [12], the notion of a noncritical solution $u^*$ of (5) is introduced.
Under a certain strict differentiability assumption, the equivalence of the noncriticality of a solution \( u^* \) and the property that \( f \) defined in (4) provides a local error bound at \( u^* \) for \( F^{-1}(0) \) is shown. However, it turned out to be challenging [1] to characterize a constrained error bound by (a reasonable notion of) a noncritical solution of a constrained system of equations.

The present paper is devoted to the latter problem in a nonsmooth setting. In Section 2, we provide some necessary preliminaries, like a discussion of the notions of semidifferentiability to be used in the paper, and related approximations of the (regular) tangent cone to the solution set. Our main results are presented in Section 3. In particular, Section 3.1 contains necessary conditions for a local \( \Omega \)-error bound, while Section 3.2 contains the corresponding sufficient conditions, both not relying on any differentiability assumptions (even generalized). These conditions can be regarded as an extension of the characterization of a local error bound as a noncritical solution, established in [20]. In Section 3.3, employing semidifferentiability, we propose a characterization of a local \( \Omega \)-error bound in a way that is inspired by Mordukhovich’s criterion for the Aubin property. This gives an alternative understanding of noncriticality. We will discuss our main results for some special cases in Section 4. An application to constrained piecewise strictly semidifferentiable systems of equations is finally given in Section 5.

Some words about our notation and blanket assumptions. Throughout the paper, the set \( U \) is defined as in (1), \( u^* \in U \) is arbitrary but fixed, and \( U \) is assumed closed near \( u^* \). (The latter holds automatically if \( \Omega \) is closed and \( f \) is lower semicontinuous on \( \Omega \) near \( u^* \).)

Let \( \mathbb{S} := \{u \in \mathbb{R}^n \mid \|u\| = 1\} \) denote the unit sphere. A nonempty set \( C \subseteq \mathbb{R}^n \) is called cone if \( u \in C \) implies \( \lambda u \in C \) for all \( \lambda \geq 0 \). By \( C^* := \{v \in \mathbb{R}^n \mid v^\top u \leq 0 \\ \forall u \in C\} \), the polar of a cone \( C \) is denoted. For a set \( W \subseteq \mathbb{R}^n \) and \( u \in W \), we write \( u' \rightarrow u \) to say that any sequence \( (u^k) \subseteq W \) with \( u^k \rightarrow u \) is meant. Moreover, \( o : (0, \infty) \rightarrow \mathbb{R} \) denotes a function with the property \( o(t)/t \rightarrow 0 \) as \( t \downarrow 0 \). The null space of a linear mapping \( A : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is defined as \( \ker A := \{v \in \mathbb{R}^n \mid Av = 0\} \).

## 2 Preliminaries

In [20, formula (8)], a slightly more special version of the following notion was introduced.

**Definition 1** (Strict differentiability with respect to a set) Let a set \( W \subseteq \mathbb{R}^n \) and \( \hat{u} \in W \) be given. A mapping \( F : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is called strictly differentiable at \( \hat{u} \) with respect to \( W \) if \( F \) is differentiable at \( \hat{u} \) and

\[
\|F(u + v) - F(u) - F'(\hat{u})v\| = o(\|v\|) \quad \text{as} \quad u \rightarrow \hat{u} \quad \text{and} \quad v \rightarrow 0.
\]

Motivated by this definition, and by the notion of semidifferentiable functions in [33, Definition 7.20], we introduce the following two notions of directional differentiability, both weaker than the one in Definition 1.

**Definition 2** (Semidifferentiability) Let a cone \( C \subseteq \mathbb{R}^n \) and \( \hat{u} \in \mathbb{R}^n \) be given. A mapping \( F : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is called semidifferentiable at \( \hat{u} \) for \( C \) if, for each \( v \in C \), there exists some \( F'(\hat{u}; v) \in \mathbb{R}^m \) such that

\[
\|F(\hat{u} + tv) - F(\hat{u}) - tF'(\hat{u}; v)\| = o(t) \quad \text{as} \quad t \downarrow 0 \quad \text{and} \quad v' \rightarrow v.
\]

If the latter holds true for \( C = \mathbb{R}^n \), we simply call \( F \) semidifferentiable at \( \hat{u} \).
**Definition 3** (Strict semidifferentiability with respect to a set) Let a cone $C \subseteq \mathbb{R}^n$, a set $W \subseteq \mathbb{R}^n$, and $\hat{u} \in W$ be given. A mapping $F : \mathbb{R}^n \to \mathbb{R}^m$ is called strictly semidifferentiable at $\hat{u}$ with respect to $W$ for $C$ if, for each $v \in C$, there exists some $F'(\hat{u}; v) \in \mathbb{R}^m$ such that

$$
\| F(u + tv') - F(u) - tF'(\hat{u}; v) \| = o(t) \quad \text{as } u \xrightarrow{W} \hat{u}, \ t \downarrow 0, \ \text{and } v' \to v.
$$

If the latter holds true for $C = \mathbb{R}^n$, we say that $F$ is strictly semidifferentiable at $\hat{u}$ with respect to $W$.

Note that for any $v \in C$, the vector $F'(\hat{u}; v)$ in these definitions necessarily coincides with the standard directional derivative of $F$ at $\hat{u}$ in the direction $v$, i.e.,

$$
F'(\hat{u}; v) = \lim_{t \downarrow 0} \frac{F(\hat{u} + tv) - F(\hat{u})}{t}.
$$

In particular, $F'(\hat{u}; v)$ is thus uniquely defined. If $F$ is differentiable at $\hat{u}$ and $C = \mathbb{R}^n$, then $F'(\hat{u})$ coincides with the linear mapping associated with the Jacobian. Observe also that the larger $C$ or $W$ are, the more restrictive Definitions 2 and 3 become. Moreover, the property specified in Definition 1 implies the one in Definition 3 (with any $C$), while the property specified in Definition 3 implies the one in Definition 2, with the same $F'(\hat{u}; \cdot)$. Finally, we want to point out that strict semidifferentiability of $F$ at $u^*$ with respect to $W = \mathbb{R}^n$ is actually equivalent to strict differentiability of $F$ at $u^*$, see [27, Theorem 2]. For arbitrary sets $W \subseteq \mathbb{R}^n$, however, this correspondence is lost in general, see also the discussion that follows the next result.

**Lemma 1** Let a cone $C \subseteq \mathbb{R}^n$, a set $W \subseteq \mathbb{R}^n$, a point $\hat{u} \in W$, and a mapping $F : \mathbb{R}^n \to \mathbb{R}^m$ be given. Then, the following two statements hold:

a) $F$ is semidifferentiable at $\hat{u}$ for $C$ if and only if there exists a continuous and positively homogeneous mapping $H : C \to \mathbb{R}^m$ such that for all $v \in C$,

$$
\| F(\hat{u} + tv') - F(\hat{u}) - tH(v') \| = o(t) \quad \text{as } t \downarrow 0 \text{ and } v' \overset{C}{\to} v.
$$

Moreover, $H(\cdot)$ necessarily coincides with $F'(\hat{u}; \cdot)$ given by (6).

b) Suppose that $C$ is closed. Then, $F$ is strictly semidifferentiable at $\hat{u}$ with respect to $W$ for $C$ if and only if there exists a continuous and positively homogeneous mapping $H : \mathbb{R}^n \to \mathbb{R}^m$ such that for each $v \in C$,

$$
\| F(u + tv') - F(u) - tH(v') \| = o(t) \quad \text{as } u \xrightarrow{W} \hat{u}, \ t \downarrow 0, \ \text{and } v' \to v.
$$

Moreover, $H(\cdot)$ necessarily coincides on $C$ with $F'(\hat{u}; \cdot)$ given by (6).

**Proof** We only prove b), as a) can be proven by a similar (and even simpler) argument. Suppose that $F$ is strictly semidifferentiable at $\hat{u}$ with respect to $W$ for $C$. Then, it follows from the discussion above that the mapping $F'(\hat{u}; \cdot)$ is well-defined on $C$ by (6). Clearly, this mapping is positively homogeneous. To see that $F'(\hat{u}; \cdot)$ is also continuous, pick $v, v' \in C$ arbitrarily. Then, we obtain from (6) that

$$
t\| F'(\hat{u}; v') - F'(\hat{u}; v) \| = \| (F(\hat{u} + tv') - F(\hat{u})) - (F(\hat{u} + tv) - F(\hat{u})) \| + o(t)
\leq \| F(\hat{u} + tv') - F(\hat{u}) - tF'(\hat{u}; v) \|
\quad + \| F(\hat{u} + tv) - F(\hat{u}) - tF'(\hat{u}; v) \| + o(t)
= o(t) \quad \text{as } t \downarrow 0 \text{ and } v' \overset{C}{\to} v,
$$

\[ \Box \] Springer
holds true. Now, according to Tietze’s extension theorem [6, Theorem 9.23], there exists a continuous mapping \( \tilde{H} : S \to \mathbb{R}^m \) such that \( \tilde{H}(v) = F'(\tilde{u}; v) \) for all \( v \in C \cap S \). Define \( H : \mathbb{R}^n \to \mathbb{R}^m \) by \( H(v) = \|v\| \tilde{H}(v/\|v\|) \) for \( v \neq 0 \), \( H(0) = 0 \). By construction, this mapping is continuous and positively homogeneous, and by Definition 3,

\[
\|F(u + tv') - F(u) - tH(v')\| \leq \|F(u + tv') - F(u) - tF'(\tilde{u}; v)\| + t\|H(v') - H(v)\| = o(t) \quad \text{as } u \to \tilde{u}, \ t \downarrow 0, \ \text{and } v' \to v \in C
\]

is valid.

To see that the converse implication is fulfilled, we put \( F'(\tilde{u}; v) := H(v) \) for \( v \in C \), and simply employ the stated properties of mapping \( H \).

Observe that according to the previous lemma, Definition 3 reduces to Definition 2, if \( C \) is closed, and \( W \) is a singleton.

As a simple example, let us consider the nondifferentiable function \( F : \mathbb{R} \to \mathbb{R} \) with \( F(u) := |u| \). This function is semidifferentiable at 0, and hence, strictly semidifferentiable at 0 with respect to \( F^{-1}(0) \), because \( F^{-1}(0) = \{0\} \) is a singleton. Function \( F : \mathbb{R}^2 \to \mathbb{R} \) with \( F(u) := |u_1| \), is also strictly semidifferentiable at every point of \( F^{-1}(0) = \{u \in \mathbb{R}^2 \mid u_1 = 0\} \) with respect to \( F^{-1}(0) \), even though \( F^{-1}(0) \) is not a singleton. More interesting examples related to reformulations of complementarity systems can be found in [15].

The following result is an immediate consequence of the definitions above.

**Lemma 2** Let a cone \( C \subset \mathbb{R}^n \), a mapping \( F : \mathbb{R}^n \to \mathbb{R}^m \) and \( \tilde{u} \in F^{-1}(0) \) be given, and consider \( f \) defined according to (4). Then, the following two statements hold:

a) If \( F \) is semidifferentiable at \( \tilde{u} \) for \( C \), so too is \( f \) with \( f'(\tilde{u}; \cdot) := \|F'(\tilde{u}; \cdot)\| \).

b) For any set \( W \subset F^{-1}(0) \) such that \( \tilde{u} \in W \), if \( F \) is strictly semidifferentiable at \( \tilde{u} \) with respect to \( W \) for \( C \), so too is \( f \) with \( f'(\tilde{u}; \cdot) \) as in a).

Our characterizations of a local \( \Omega \)-error bound will employ the notions of Bouligand’s tangent cone and Clarke’s regular tangent cone, see [34, Definition 11.1.1] for example. The **tangent cone** to a set \( W \subset \mathbb{R}^n \) at \( u \in W \) is given by

\[
T_W(u) := \left\{ v \in \mathbb{R}^n \mid \exists (t_k) \downarrow 0 \ \exists (v^k) \to v : (u + t_kv^k) \subset W \right\},
\]

whereas the **regular tangent cone** to \( W \) at \( u \) is

\[
\widetilde{T}_W(u) := \left\{ v \in \mathbb{R}^n \mid \forall (u^k) \xrightarrow{W} u \ \forall (t_k) \downarrow 0 \ \exists (v^k) \to v : (u^k + t_kv^k) \subset W \right\}.
\]

It is easy to see [33, Theorem 6.26] that

\[
\widetilde{T}_W(u) \subset T_W(u).
\] (7)

Moreover, for any \( W_1 \subset W_2 \subset \mathbb{R}^n \) with \( u \in W_1 \), we have \( T_{W_1}(u) \subset T_{W_2}(u) \). Note that the corresponding regular tangent cones do not satisfy such a relation in general.
In order to approximate $T_U(u^*)$ and $\hat{T}_U(u^*)$ later on, we consider the cones

$\hat{D}_U f_G(u^*) := \left\{ v \in T_{\Omega}(u^*) \mid f(u^* + t_k v) = o(t_k) \forall (t_k) \xrightarrow{U} u^* \forall (t_k) \downarrow 0 \right\}$,

$D f_G(u^*) := \left\{ v \in T_{\Omega}(u^*) \mid \exists (t_k) \downarrow 0 : f(u^* + t_k v) = o(t_k) \right\}$,

$D f_H(u^*) := \left\{ v \in T_{\Omega}(u^*) \mid \exists (t_k) \downarrow 0 \exists (v^k) \xrightarrow{T_{\Omega}(u^*)} v : f(u^* + t_k v^k) = o(t_k) \right\}$,

$D_U f_H(u^*) := \left\{ v \in T_{\Omega}(u^*) \mid \exists (t_k) \downarrow 0 \exists (v^k) \xrightarrow{U} v^k \in T_{\Omega}(u^*) \forall k, f(u^* + t_k v^k) = o(t_k) \right\}$,

where the index $G$ indicates the relation to (lower) directional Gâteaux derivatives and $H$ to (lower) directional Hadamard derivatives of $f$, cf. [34, Definition 3.1.1]. Note that those derivatives appear under different names in literature [24, 26, 27]. Some relations between these cones are established in the remaining part of this section.

**Lemma 3** It holds that

$\hat{D}_U f_G(u^*) \subset D f_G(u^*) \subset D f_H(u^*) \subset D_U f_H(u^*)$.

**Proof** These inclusions readily follow from the definitions of the cones involved. 

**Lemma 4** Suppose that, for all $v \in T_{\Omega}(u^*)$,

$$|f(u^* + tv') - f(u^* + tv)| = o(t) \quad \text{as } t \downarrow 0 \quad \text{and } v' \xrightarrow{T_{\Omega}(u^*)} v,$$

is valid. Then, $D f_G(u^*) = D f_H(u^*)$ holds.

**Proof** Because of Lemma 3, only $D f_H(u^*) \subset D f_G(u^*)$ has to be shown. Therefore, take any $v \in D f_H(u^*)$. Then, sequences $(t_k) \downarrow 0$ and $(v^k) \xrightarrow{T_{\Omega}(u^*)} v$ exist such that

$$f(u^* + t_k v^k) = o(t_k). \quad (9)$$

Hence, (8)–(9) yield

$$0 \leq f(u^* + t_k v) \leq |f(u^* + t_k v) - f(u^* + t_k v^k)| + f(u^* + t_k v^k) = o(t_k),$$

which implies $v \in D f_G(u^*)$.

We remark that (8) particularly holds for all $v \in T_{\Omega}(u^*)$, if $f$ is Lipschitz-continuous on $u^* + (T_{\Omega}(u^*) \cap \varepsilon B)$ for some $\varepsilon > 0$, or if $f$ is semidifferentiable at $u^*$ for $T_{\Omega}(u^*)$.

**Lemma 5** The following statements are valid:

a) If $f$ is semidifferentiable at $u^*$ for $T_{\Omega}(u^*)$, then

$$D f_G(u^*) = D f_H(u^*) = \left\{ v \in T_{\Omega}(u^*) \mid f'(u^*; v) = 0 \right\}. \quad (10)$$

b) If $f$ is strictly semidifferentiable at $u^*$ with respect to $U$ for $T_{\Omega}(u^*)$, then

$$\hat{D}_U f_G(u^*) = D_U f_H(u^*)$$

holds in addition to (10).
Proof We only prove assertion b), since assertion a) can be shown by a similar argument. We begin with defining the cones

\[ C_1 := \left\{ v \in T_{\Omega}(u^*) \mid f(u^k + tkv^k) = o(tk) \forall (u^k) U \rightarrow u^* \forall (t_k) \downarrow 0 \forall (v^k) \rightarrow v \right\}, \]

\[ C_2 := \left\{ v \in T_{\Omega}(u^*) \mid \exists (u^k) U \rightarrow u^* \exists (t_k) \downarrow 0 \exists (v^k) \rightarrow v : f(u^k + tkv^k) = o(tk) \right\}. \]

Then, on the one hand, taking into account Lemma 3, the following inclusions are valid without any semidifferentiability assumptions:

\[ C_1 \subset \hat{\mathcal{D}}_U f_G(u^*) \subset \mathcal{D}_U f_H(u^*) \subset C_2. \quad (11) \]

On the other hand, the strict semidifferentiability assumption on \( f \) gives

\[ C_1 = C_2 = \left\{ v \in T_{\Omega}(u^*) \mid f'(u^*; v) = 0 \right\}. \]

This implies that all sets in the inclusion chain (11) are identical and moreover, coincide with the set in the right-hand side of (10).

\[ \square \]

3 Main Results

We start this section with a simple interpretation of a local \( \Omega \)-error bound, to be used below. For a given nonempty set \( W \subset \mathbb{R}^n \), we define the projector onto \( W \), \( P_W : \mathbb{R}^n \rightrightarrows W \) by

\[ P_W(u) := \{ \bar{u} \in W \mid \text{dist}[u, W] = \| u - \bar{u} \| \}. \]

Furthermore, we define the cone

\[ \mathcal{C}_U f(u^*) := \left\{ v \in \mathbb{R}^n \mid \exists (u^k) U \rightarrow u^* \exists (t_k) \downarrow 0 \exists (\bar{u}^k) : \bar{u}^k \in P_U(u^k) \forall k, \frac{u^k - \bar{u}^k}{t_k} \rightarrow v, \frac{f(u^k)}{t_k} \rightarrow 0 \right\}. \]

Observe that \( \mathcal{C}_U f(u^*) \) is nonempty, as it contains 0 at least.

Lemma 6 The equality \( \mathcal{C}_U f(u^*) = \{0\} \) holds if and only if \( f \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U \).

Proof This follows immediately from the definitions. (Note that this lemma can also be derived from [35, Theorem 3.1].) \( \square \)

3.1 Necessary Conditions for an Error Bound

In this subsection, we derive necessary conditions for the error bound, which essentially have the form of lower approximations of the (regular) tangent cone to the set \( U \) at \( u^* \). Our constructions here, as well as those in the subsequent Section 3.2, do not employ any (semi)differentiability assumptions. Moreover, we provide conditions ensuring Clarke regularity of the solution set \( U \) at \( u^* \) under the local \( \Omega \)-error bound. One of these conditions is the following property of the constraint set \( \Omega \).

Definition 4 The set \( \Omega \) is called \( T \)-conical near \( \hat{u} \in \Omega \) if there exists \( \delta > 0 \) such that

\[ \Omega \cap (\hat{u} + \delta \mathbb{B}) = \hat{u} + (T_{\Omega}(\hat{u}) \cap \delta \mathbb{B}). \quad (12) \]
An example of sets that are \( T \)-conical near any of their elements are closed semilinear sets (i.e., finite unions of closed polyhedrons), see [18, Proposition 8.24]. In fact, \( \Omega \) is evidently \( T \)-conical near \( u^* \) if, in some neighborhood of \( u^* \), \( \Omega - u^* \) is a closed (not necessarily convex) cone.

**Remark 1** In [1, Section 2], \( \Omega \) is called *conical near* \( \hat{u} \in \Omega \) provided the radial cone to \( \Omega \) at \( \hat{u} \), denoted by \( R_\Omega(\hat{u}) \), coincides with \( \omega - \hat{u} \) near \( \hat{u} \). It is known [34, Proposition 11.1.2 (a)] that \( R_\Omega(\hat{u}) \subset T_\Omega(\hat{u}) \). If \( \Omega \) is convex, then \( T_\Omega(\hat{u}) \) equals the closure of \( R_\Omega(\hat{u}) \) [34, Proposition 11.1.2 (d)]. This implies that these two conicity properties are the same for closed convex sets. In general, however, it can be shown that \( T \)-conicity is stronger than conicity. In particular, unlike conicity, \( T \)-conicity implies closedness of \( \Omega \) near \( \hat{u} \) since \( T_\Omega(\hat{u}) \) is always closed [33, Proposition 6.2].

**Lemma 7** If \( \Omega \) is \( T \)-conical near \( \hat{u} \in \Omega \), i.e., (12) holds with some \( \delta > 0 \), then the following statements are equivalent:

\[
\begin{align*}
\text{a) } & \quad \Omega \cap (\hat{u} + \delta B) + tv \subset \hat{u} + T_\Omega(\hat{u}) \quad \text{for all } v \in T_\Omega(\hat{u}), \ t \in [0, \infty). \\
\text{b) } & \quad T_\Omega(\hat{u}) = T_\Omega(\hat{u}).
\end{align*}
\]

**Proof** In order to prove that a) implies b), since \( \Omega \) is closed near \( \hat{u} \) (see Remark 1), we can employ [32, formula (2.1)]: \( v \in \overline{T_\Omega(\hat{u})} \) if and only if for every \( \gamma > 0 \) there are \( \lambda > 0 \) and \( \mu > 0 \) such that

\[
\Omega \cap (u + t(v + \gamma B)) \neq \emptyset \quad \text{for all } u \in \Omega \cap (\hat{u} + \lambda B), \ t \in [0, \mu]. \tag{13}
\]

Let us now assume that \( \hat{v} \in T_\Omega(\hat{u}) \) exists with \( \hat{v} \notin \overline{T_\Omega(\hat{u})} \). Then, due to (13), there are \( \gamma > 0 \) and sequences \( (u^k) \xrightarrow{\Omega} \hat{u}, \ (t_k) \downarrow 0 \) such that, for all \( k \in \mathbb{N} \),

\[
\Omega \cap (u^k + t_k (\hat{v} + \gamma B)) = \emptyset. \tag{14}
\]

Taking into account local closedness of \( \Omega \) again, (14) is equivalent to

\[
\text{dist}[u^k + t_k(\hat{v} + \gamma B), \ \Omega] > 0
\]

for all \( k \in \mathbb{N} \) sufficiently large, where

\[
\text{dist}[W_1, W_2] := \inf \left\{ \|w^1 - w^2\| \mid w^1 \in W_1, \ w^2 \in W_2 \right\}
\]

for nonempty sets \( W_1, W_2 \subset \mathbb{R}^n \). Hence,

\[
\text{dist}[u^k + t_k \hat{v}, \ \Omega] > 0
\]

follows for all \( k \in \mathbb{N} \) large enough. Because \( \Omega \) is \( T \)-conical near \( \hat{u} \), \( (u^k) \xrightarrow{\Omega} \hat{u} \), and \( (t_k) \downarrow 0 \), the previous inequality yields

\[
\text{dist}[u^k + t_k \hat{v}, \ \hat{u} + T_\Omega(\hat{u})] > 0
\]

for all \( k \in \mathbb{N} \) large enough. This contradicts a).

Let us now demonstrate that b) implies a). Since \( \Omega \) is \( T \)-conical near \( \hat{u} \), we obtain from b) that

\[
\Omega \cap (\hat{u} + \delta B) = \hat{u} + (\overline{T_\Omega(\hat{u})} \cap \delta B).
\]

Therefore, by the convexity of the regular tangent cone [33, Theorem 6.26], we have

\[
\Omega \cap (\hat{u} + \delta B) + tv = \hat{u} + tv + (\overline{T_\Omega(\hat{u})} \cap \delta B) \subset \hat{u} + \overline{T_\Omega(\hat{u})}
\]
for any $v \in \hat{T}_\Omega(\hat{u})$ and any $t \geq 0$.

Remark 2  If $\Omega$ is closed near $\hat{u}$, property b) in Lemma 7 is known as Clarke regularity of $\Omega$ at $\hat{u}$ [33, Corollary 6.29], and it is automatically fulfilled provided $\Omega$ is convex [33, Theorem 6.9], for instance.

Lemma 8 Let

$$\Omega \cap (u^* + \delta B) \subseteq u^* + T_\Omega(u^*)$$

be satisfied for some $\delta > 0$ (which always holds if $\Omega$ is $T$-conical near $u^*$, or if $\Omega$ is convex). Then,

$$T_U(u^*) = \left\{ v \in T_\Omega(u^*) \mid \exists (t_k) \downarrow 0 \exists (v^k) \xrightarrow{T_\Omega(u^*)} v \colon (u^* + t_k v^k) \subset U \right\}$$

and, as a consequence,

$$T_U(u^*) \subseteq D f_H(u^*)$$

are valid.

Proof  Since $U \subseteq \Omega$, we have $T_U(u^*) \subseteq T_\Omega(u^*)$. Therefore,

$$T_U(u^*) = \left\{ v \in T_\Omega(u^*) \mid \exists (t_k) \downarrow 0 \exists (v^k) \rightarrow v : (u^* + t_k v^k) \subseteq U \right\}$$

follows. Now, pick any $v \in T_U(u^*)$. Because of (18), there are sequences $(t_k) \downarrow 0$ and $(v^k) \rightarrow v$ such that $(u^* + t_k v^k) \subseteq U$, and we obtain for all $k \in \mathbb{N}$ sufficiently large that

$$u^* + t_k v^k \in U \cap (u^* + \delta B) \subset \Omega \cap (u^* + \delta B) \subset u^* + T_\Omega(u^*),$$

where the last inclusion is by (15). Thus, we have $v^k \in T_\Omega(u^*)$ for all $k \in \mathbb{N}$ large enough, and (16) follows. Finally, since $u^* + t_k v^k \in U$ implies $f(u^* + t_k v^k) = 0$, inclusion (17) becomes obvious.

Theorem 1  Let $\Omega$ be $T$-conical near $u^*$, and suppose that $f$ provides a local $\Omega$-error bound at $u^*$ for $U$. Then, the following statements are valid:

a)  $D f_G(u^*) \subseteq T_U(u^*)$.

b)  $\hat{T}_\Omega(u^*) = T_\Omega(u^*)$ implies $\hat{D}_U f_G(u^*) \subseteq \hat{T}_U(u^*)$.

c)  If, in addition to the equality $\hat{T}_\Omega(u^*) = T_\Omega(u^*)$, it holds that

$$\hat{D}_U f_G(u^*) = D f_H(u^*),$$

then $\hat{T}_U(u^*) = T_U(u^*)$ is valid.

Proof  We first prove a). Take any $v \in D f_G(u^*)$. Then, $v \in T_\Omega(u^*)$, and there is a sequence $(t_k) \downarrow 0$ such that $f(u^* + t_k v) = o(t_k)$. Because $\Omega$ is $T$-conical near $u^*$, it follows that $u^* + t_k v \in \Omega$ for all $k \in \mathbb{N}$ sufficiently large. Then, since $f$ provides a local $\Omega$-error bound at $u^*$ for $U$, there exists $c > 0$ such that

$$c \text{dist} [u^* + t_k v, U] \leq f(u^* + t_k v) = o(t_k)$$

for $k \in \mathbb{N}$ large enough. Evidently, the latter implies $v \in T_U(u^*)$.

Let us now prove b). Since $U \subseteq \Omega$, Lemma 7 yields that, for any $v \in T_\Omega(u^*)$ and any $t \geq 0$,

$$U \cap (u^* + \delta B) + tv \subseteq u^* + T_\Omega(u^*)$$

for any $v \in \hat{T}_\Omega(\hat{u})$ and any $t \geq 0$. 

$$\hat{T}_\Omega(u^*) = T_\Omega(u^*)$$

is valid.
holds. Then, (20) is particularly valid for all \( v \in \hat{D}_U f_G(u^*) \subset T_\Omega(u^*) \). Therefore, for any fixed \( \hat{v} \in \hat{D}_U f_G(u^*) \), we have
\[
u^k + t_k \hat{v} \in u^* + T_\Omega(u^*)
\]
for arbitrary sequences \( (u^k) \xrightarrow{U} u^* \) and \( (t_k) \xrightarrow{} 0 \), provided \( k \in \mathbb{N} \) is large enough. Thus, similar to the proof of a), \( T \)-conicity of \( \Omega \) and the local \( \Omega \)-error bound yield
\[
cdist[u^k + t_k \hat{v}, U] \leq f(u^k + t_k \hat{v}) = o(t_k).
\]

Hence, \( \hat{v} \in \hat{T}_U(u^*) \) is valid.

It remains to prove c). Due to (7), just \( T_U(u^*) \subset \hat{T}_U(u^*) \) needs to be shown. By (17) in Lemma 8 and assumption (19), we have \( T_U(u^*) \subset D f_H(u^*) = \hat{D}_U f_G(u^*) \). Now, statement b) of this theorem completes the proof.

The following example shows that \( T \)-conicity cannot be removed in general from the assumptions in Theorem 1.

**Example 1** Let \( \Omega := ((1, 0) + \mathbb{B}) \cap \mathbb{R}_+^2 \). Consider \( f(u) := u_1 + u_2 \) for \( u \in \Omega \), and \( f(u) := 0 \) otherwise. Then, \( U = f^{-1}(0) \cap \Omega = \{0\} \). For \( u^* = 0 \), it is easily seen that \( \hat{T}_U(u^*) = T_U(u^*) = \{0\} \). Moreover, we have \( \hat{T}_\Omega(u^*) = T_\Omega(u^*) = \mathbb{R}_+^2 \). Hence, \( \Omega \) is not \( T \)-conical near \( u^* \). Now, short computations give \( \hat{D}_U f_G(u^*) = D f_G(u^*) = \{0\} \times \mathbb{R}_+ \). Therefore, \( D f_G(u^*) \nsubseteq T_U(u^*) \) and \( \hat{D}_U f_G(u^*) \nsubseteq \hat{T}_U(u^*) \). Since \( f \) coincides with the \( l_1 \) norm on \( \Omega \), it provides an even global \( \Omega \)-error bound at \( u^* \). Therefore, the inclusions in Theorem 1 a) and b) fail to hold just because \( \Omega \) is not \( T \)-conical near \( u^* \).

In order to show that statement c) in Theorem 1 is also not valid without \( T \)-conicity of \( \Omega \) near \( u^* \), we will have to slightly modify the function \( f \) defined above. Take any sequence \( (u^k) \subset ((1, 0) + \mathbb{S}) \cap \mathbb{R}_+^2 \) convergent to \( u^* = 0 \), and with \( u^k \neq u^* \) for all \( k \in \mathbb{N} \) (e.g., set \( u^k = (1/k, \sqrt{2k-1}/k) \); see Fig. 1). Consider re-defined \( f \) at the points of this sequence by setting \( f(u^k) := 0 \) for all \( k \in \mathbb{N} \). Then \( U = f^{-1}(0) \cap \Omega = (u^k) \cup \{0\} \), and this set is closed, but not Clarke regular at \( u^* = 0 \), as \( T_U(u^*) = \{0\} \times \mathbb{R}_+ \), while \( \hat{T}_U(u^*) = \{0\} \). At

![Fig. 1 Constraint set, solutions, and related cones in Example 1](image)
the same time, it can be easily seen that \( \hat{\mathcal{D}}_U f_G(u^*) = \mathcal{D} f_H(u^*) = \{0\} \times \mathbb{R}_+ \). Moreover, for the same reason as above, \( f \) provides an \( \Omega \)-error bound at \( u^* \).

**Theorem 2** Suppose that \( \Omega \) is closed and convex, and that for all \( v \in T_\Omega(u^*) \),

\[
|f(u + tv') - f(u + tv)| = o(t) \quad \text{as} \quad u \uparrow u^*, \ t \downarrow 0, \text{and} \ v' \rightarrow v \quad \text{with} \quad u + tv' \in \Omega.
\]

holds true. If \( f \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U \), then the following statements are valid:

a) \( \mathcal{D} f_G(u^*) = T_U(u^*) \).

b) \( \hat{\mathcal{D}}_U f_G(u^*) \subset T_U(u^*) \).

c) \( \hat{\mathcal{D}}_U f_G(u^*) = \mathcal{D} f_G(u^*) \) implies \( \hat{T}_U(u^*) = T_U(u^*) \).

**Proof** Let us prove a) first. Pick any \( v \in \mathcal{D} f_G(u^*) \). Then, there exists a sequence \( (t_k) \downarrow 0 \) such that

\[
f(u^* + t_k v) = o(t_k)
\]

is valid. According to Remark 2, we have \( \hat{T}_\Omega(u^*) = T_\Omega(u^*) \). Hence, due to \( \mathcal{D} f_G(u^*) \subset T_\Omega(u^*) \), we now obtain that there exists a sequence \( (v^k) \rightarrow v \), such that

\[
u^* + t_k v^k \in \Omega
\]

holds for all \( k \in \mathbb{N} \). Furthermore, (23) and the local \( \Omega \)-error bound imply

\[
c \text{dist}[u^* + t_k v^k, U] \leq f(u^* + t_k v^k)
\]

for some \( c > 0 \) and all \( k \in \mathbb{N} \) large enough. From [33, Example 9.6], we observe that

\[
|\text{dist}[u^* + t_k v^k, U] - \text{dist}[u^* + t_k v, U]| \leq t_k \|v^k - v\| = o(t_k)
\]

holds true for \( k \in \mathbb{N} \) sufficiently large. This, combined with (21), (22) and (24) gives

\[
c \text{dist}[u^* + t_k v, U] \leq c \text{dist}[u^* + t_k v^k, U] + c|\text{dist}[u^* + t_k v^k, U] - \text{dist}[u^* + t_k v, U]| \leq f(u^* + t_k v^k) + o(t_k)
\]

\[
\leq f(u^* + t_k v) + |f(u^* + t_k v^k) - f(u^* + t_k v)| + o(t_k)
\]

\[
o = o(t_k).
\]

Hence, as in the proof of Theorem 1 a), \( v \in T_U(u^*) \) and thus, \( \mathcal{D} f_G(u^*) \subset T_U(u^*) \) follows. Finally, we obtain from the latter that (17) in Lemma 8 in combination with Lemma 4 yields

\[
\mathcal{D} f_G(u^*) \subset T_U(u^*) \subset \mathcal{D} f_H(u^*) = \mathcal{D} f_G(u^*),
\]

showing that all cones in this chain of inclusions coincide.

Let us now prove b). Because of \( \hat{T}_\Omega(u^*) = T_\Omega(u^*) \) and \( U \subset \Omega \), the argument that was used to prove that b) implies a) in Lemma 7 yields, for any \( v \in T_\Omega(u^*) \) and any \( t \geq 0 \), that

\[
U \cap (u^* + \delta \mathbb{B}) + t v \subset u^* + tv + (T_\Omega(u^*) \cap \delta \mathbb{B}) \subset u^* + T_\Omega(u^*).
\]

Now, pick \( \hat{v} \in \hat{\mathcal{D}}_U f_G(u^*) \) arbitrarily. Moreover, take any sequences \( (u^k) \uparrow u^* \) and \( (t_k) \downarrow 0 \). Then, as in the proof of statement b) in Theorem 1, we want to show that

\[
\text{dist}[u^k + t_k \hat{v}, U] = o(t_k)
\]

is valid. Because of

\[
\hat{\mathcal{D}}_U f_G(u^*) \subset T_\Omega(u^*) = \hat{T}_\Omega(u^*),
\]
we obtain that (25) is particularly valid for \( \hat{v} \) and all \( t \geq 0 \). Moreover, (27) yields the existence of a sequence \( (v^k) \to \hat{v} \) so that
\[
u^k + t_k v^k \in \Omega (28)
\]
for all \( k \in \mathbb{N} \). Thus, similar to the proof of a), one can verify that (26) holds true.

It remains to show c). Particularly, only the inclusion \( T_U(u^*) \subset \hat{T}_U(u^*) \) has to be verified. This, however, follows immediately from a), b), and the assumption that \( \hat{\mathcal{D}}_U f_G(u^*) = \mathcal{D} f_G(u^*) \).

Unlike in Theorem 2, the assumptions of Theorem 1 do not include closedness and convexity of \( \Omega \). Observe, however, that taking into account Remark 1, \( T \)-conicity of \( \Omega \) near \( u^* \) and the equality \( \hat{T}_\Omega(u^*) = T_\Omega(u^*) \) (as in item b) in Theorem 1) imply the existence of \( \varepsilon > 0 \) such that \( \Omega \cap (u^* + \varepsilon B) \) is closed and convex.

By Example 1 above it is demonstrated that, in general, assumption (21) cannot be removed from Theorem 2. Observe that according to (25), condition (21) is automatically satisfied for all \( v \in T_\Omega(u^*) \) if \( f \) is Lipschitz-continuous on \( u^* + (T_\Omega(u^*) \cap \varepsilon B) \) for some \( \varepsilon > 0 \), or if \( f \) is strictly semidifferentiable at \( u^* \) with respect to \( U \) for \( T_\Omega(u^*) \).

We complete this subsection by noting that our blanket assumption that \( U \) is locally closed was actually never used in it (as well as in Section 2).

### 3.2 Sufficient Condition for an Error Bound

From this point on, we will make use of the normal cone to \( U \) at \( u^* \) relative to \( \Omega \) \cite[formula (4)]{35}, defined as
\[
N_U(u^*; \Omega) := \left\{ v \in \mathbb{R}^n \mid \exists (u^k) \xrightarrow{\Omega} u^* \exists (t_k) \downarrow 0 \exists (\bar{u}^k) \: \bar{u}^k \in P_U(u^k) \forall k, \frac{u^k - \bar{u}^k}{t_k} \to v \right\}.
\]
Note that \( N_U(u^*; \Omega) \subset N_U(u^*; \mathbb{R}^n) \subset N_U(u^*; \mathbb{R}^n) \circ \circ \) follows from \cite[Theorem 6.28(b)]{33}, and hence, we conclude that \( N_U(u^*; \mathbb{R}^n) \circ \circ = \hat{T}_U(u^*) \).

From the definitions it evidently follows that
\[
\mathcal{E}_U f(u^*) \subset N_U(u^*; \Omega) (29)
\]
holds.

**Lemma 9** The following inclusion is valid: \( N_U(u^*; \Omega) \subset \hat{T}_U(u^*)^\circ \).

**Proof** Simple relations yield \( N_U(u^*; \Omega) \subset N_U(u^*; \mathbb{R}^n) \subset N_U(u^*; \mathbb{R}^n) \circ \circ \). Moreover, \( N_U(u^*; \mathbb{R}^n) \circ \circ = \hat{T}_U(u^*) \) follows from \cite[Theorem 6.28(b)]{33}, and hence, we conclude that \( N_U(u^*; \mathbb{R}^n) \circ \circ = \hat{T}_U(u^*) \).

Now, we are in a position to introduce a condition which may be considered as a generalization of the notion of a noncritical solution; see the discussion in Section 4 below.

**Condition 1** \( \hat{T}_U(u^*) = \mathcal{D}_U f_H(u^*) \).

**Lemma 10** Let \( \Omega \cap (u^* + \delta B) \subset u^* + T_\Omega(u^*) \) be satisfied for some \( \delta > 0 \). Then, Condition 1 is fulfilled if and only if \( \hat{T}_U(u^*) = T_U(u^*) \) and \( T_U(u^*) = \mathcal{D}_U f_H(u^*) \).
Proof Evidently, if \( \hat{\mathcal{D}}_U(u^*) = \mathcal{D}_U(u^*) \) and \( \mathcal{T}_U(u^*) = \mathcal{D}_U f_H(u^*) \), then Condition 1 is valid. Now, if Condition 1 holds true, then (7), and (17) in Lemma 8, together with Lemma 3 yield
\[
\mathcal{D}_U f_H(u^*) = \hat{\mathcal{T}}_U(u^*) \subset \mathcal{T}_U(u^*) \subset \mathcal{D}_U f_H(u^*) \subset \mathcal{D}_U f_H(u^*),
\]
showing that all cones in this chain coincide.

**Theorem 3** Let \( \Omega \) be convex. If Condition 1 is satisfied, and if
\[
N_U(u^*; \Omega) \subset \mathcal{T}_\Omega(u^*), \tag{30}
\]
then \( f \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U \).

Proof Let us assume that \( f \) does not provide a local \( \Omega \)-error bound at \( u^* \) for \( U \). Then, by Lemma 6, there exists \( v^* \in \mathcal{C}_U f(u^*) \) with \( v^* \neq 0 \), i.e.,
\[
\exists (u^k) \xrightarrow{\Omega} u^* \exists (t^k) \downarrow 0 \exists (\bar{u}^k) : \bar{u}^k \in \mathcal{P}_U(u^k) \forall k, \frac{u^k - \bar{u}^k}{t^k} \to v^*, \frac{f(u^k)}{t^k} \to 0. \tag{31}
\]
Setting
\[
v^k := \frac{u^k - \bar{u}^k}{t^k} \quad \text{for } k \in \mathbb{N}, \tag{32}
\]
we obtain from (31) that
\[
\frac{f(\bar{u}^k + t^k v^k)}{t^k} = \frac{f(u^k)}{t^k} \to 0. \tag{33}
\]
From convexity of \( \Omega \), and from (32) it follows that \( v^k \in \mathcal{T}_\Omega(\bar{u}^k) \) for all \( k \in \mathbb{N} \), while from (29) we have \( v^* \in N_U(u^*; \Omega) \). Therefore, properties (30)–(33) imply the inclusion \( v^* \in \mathcal{D}_U f_H(u^*) \). Thus, due to Condition 1, we have \( v^* \in \hat{\mathcal{T}}_U(u^*) \). Moreover, since \( v^* \in N_U(u^*; \Omega) \), Lemma 9 yields \( v^* \in \hat{\mathcal{T}}_U(u^*)^\circ \). This is a contradiction because \( v^* \neq 0 \).

If \( \Omega = \mathbb{R}^n \), then \( \mathcal{T}_\Omega(u^*) = \mathbb{R}^n \), and hence, assumption (30) is automatically satisfied. Beyond the unconstrained case, assumption (30) in Theorem 3 cannot be dropped, in general; see the discussion following Corollary 1 below. However, in some constrained cases, (30) holds automatically. For instance, if \( u^* \) is isolated in \( U \), then \( N_U(u^*; \Omega) = \mathcal{T}_\Omega(u^*) \) follows immediately from the definition of these cones. Another example appears to be typical for constrained reformulations of complementarity conditions (see [9] for instance), namely the case when \( \Omega = \mathbb{R}_+^n \) (or is defined by nonnegativity restrictions on some variables), and \( U \) is located on the boundary of \( \Omega \). Then, (30) clearly holds at any \( u^* \in U \).

### 3.3 A Criterion for an Error Bound

In this section, employing the strict semidifferentiability assumption, we derive a condition that is necessary and sufficient for a local \( \Omega \)-error bound to hold. This condition is inspired by the Mordukhovich criterion for the Aubin property, cf. [25, Theorem 5.4] and [33, Theorem 9.40].

**Theorem 4** Let \( f \) be strictly semidifferentiable at \( u^* \) with respect to \( U \). Then, \( f \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U \) if and only if
\[
\{ v \in \mathbb{R}^n \mid f'(u^*; v) = 0 \} \cap N_U(u^*; \Omega) = \{ 0 \}. \tag{34}
\]
Proof Thanks to Lemma 6, we just need to show that
\[ C_U f(u^*) = \{ v \in \mathbb{R}^n \mid f'(u^*; v) = 0 \} \cap N_U (u^*; \Omega) \]
is satisfied. To verify this, we first assume that \( v \in C_U f(u^*) \), which means that
\[ \exists (u^k) \xrightarrow{\Omega} u^* \exists (t_k) \downarrow 0 \exists (\tilde{u}^k) : \tilde{u}^k \in P_U (u^k) \forall k, \frac{u^k - \tilde{u}^k}{t_k} \rightarrow v, \frac{f(u^k)}{t_k} \rightarrow 0, \] (35)
and \( v \in N_U (u^*; \Omega) \) holds due to (29). Moreover, the strict semidifferentiability of \( f \) yields
\[ f(u^k) = f\left( \tilde{u}^k + t_k \frac{u^k - \tilde{u}^k}{t_k} \right) = t_k f'(u^*; v) + o(t_k) \]
and by (35) we then have \( f'(u^*; v) = 0 \).

Let us now assume that \( f'(u^*; v) = 0 \) and \( v \in N_U (u^*; \Omega) \). By the latter, there exist sequences \( (u^k) \xrightarrow{\Omega} u^* \), \( (t_k) \downarrow 0 \), and \( (\tilde{u}^k) \) with \( \tilde{u}^k \in P_U (u^k) \) for all \( k \in \mathbb{N} \), and \( \frac{u^k - \tilde{u}^k}{t_k} \rightarrow v \). Then, the equality \( f'(u^*; v) = 0 \) and the strict semidifferentiability assumption on \( f \) yield \( f(u^k)/t_k \rightarrow 0 \). Hence, \( v \in C_U f(u^*) \) follows. \( \square \)

None of the implications in Theorem 4 is true, in general, in the absence of strict semidifferentiability with respect to \( U \), even in the unconstrained case, and even when \( f \) is differentiable at \( u^* \), see the discussion following Corollary 3 below.

4 Some Discussions and Special Cases

We finally discuss the relations between the main results obtained above and some other related results, for some special cases. Let \( \Omega \) be closed and convex, and hence, Clarke regular at every point.

Observe first that if \( f \) is strictly semidifferentiable at \( u^* \) with respect to \( U \) for \( T_\Omega (u^*) \), then, from Lemmas 3 and 5 and from (17) in Lemma 8, we have
\[ T_U (u^*) \subset \widehat{D}_U f_G(u^*) = D f_G(u^*) = D f_H (u^*) = D_U f_H (u^*) \]
(36)
Furthermore, as already mentioned above, strict semidifferentiability of \( f \) at \( u^* \) with respect to \( U \) evidently implies (21) in Theorem 2 for all \( v \in T_\Omega (u^*) \). Therefore, combining Theorems 2 and 3 yields the following result.

Corollary 1 Let \( \Omega \) be closed and convex, and let \( f \) be strictly semidifferentiable at \( u^* \) with respect to \( U \) for \( T_\Omega (u^*) \). If \( f \) provides a local \( \Omega \)-error at \( u^* \) for \( U \), then
\[ \widehat{T}_U (u^*) = \{ v \in T_\Omega (u^*) \mid f'(u^*; v) = 0 \} . \] (37)
Conversely, if (30) is satisfied, and (37) holds, then \( f \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U \).

According to (7) and (36), equality (37) implies also that both its sides coincide with \( T_U (u^*) \).

Assumption (30) in the statement above (and hence, in Theorem 3) cannot be dropped; this can be demonstrated by [1, Example 1.1].

We next consider the unconstrained case. Moreover, let \( f \) be defined in (4) for a given continuous mapping \( F : \mathbb{R}^n \rightarrow \mathbb{R}^m \), and let \( u^* \) be a fixed solution of (5).
Taking into account Lemma 2, we then obtain from considerations above that a combination of Theorems 2 and 3 yields the following criterion for a local error bound.

**Corollary 2** Let $F$ be strictly semidifferentiable at $u^*$ with respect to $F^{-1}(0)$. Then,

$$
\text{cdist}[u, F^{-1}(0)] \leq \|F(u)\| \quad \text{for all } u \in u^* + \varepsilon \mathbb{B}
$$

(38)

holds with some constants $c, \varepsilon > 0$ if and only if

$$
\hat{T}_{F^{-1}(0)}(u^*) = \{ v \in \mathbb{R}^n \mid F'(u^*; v) = 0 \}.
$$

(39)

This result is an extension of [20, Theorem 2], where a similar assertion was obtained assuming the stronger assumption of strict differentiability of $F$ at $u^*$ with respect to the solution set, with (39) naturally replaced by

$$
\hat{T}_{F^{-1}(0)}(u^*) = \ker F'(u^*).
$$

(40)

Yet again, we emphasize that under the stated assumptions, each of the equalities (39) and (40) implies that both its sides coincide with $T_{F^{-1}(0)}(u^*)$.

The right-hand side of (40) is the null space of the Jacobian, and hence, (40) implies that the (regular) tangent cone to the solution set at $u^*$ is a linear subspace. Somehow surprisingly, this turns out to be the case in Corollary 2, even when $F$ is merely strictly semidifferentiable at $u^*$ with respect to the solution set.

**Lemma 11** Let $F$ be strictly semidifferentiable at $u^*$ with respect to $F^{-1}(0)$, and assume that (38) holds with some constants $c, \varepsilon > 0$. Then, $T_{F^{-1}(0)}(u^*)$ is a linear subspace.

**Proof** According to Corollary 2, $T_{F^{-1}(0)}(u^*) = \hat{T}_{F^{-1}(0)}(u^*)$ is a convex cone. Therefore, we only need to show that $-T_{F^{-1}(0)}(u^*) \subseteq T_{F^{-1}(0)}(u^*)$.

Let us suppose the contrary. Then, there exists $v \in T_{F^{-1}(0)}(u^*)$ such that $-v \notin T_{F^{-1}(0)}(u^*)$, and according to [20, Lemma 1], there exists $\gamma > 0$ such that

$$
\text{dist}[u^* - tv, F^{-1}(0)] \geq \gamma t
$$

holds for all $t > 0$ small enough. Therefore, by the error bound (38), we have

$$
\|F(u^* - tv)\| \geq \gamma t
$$

(41)

for all $t > 0$ small enough, perhaps with a different $\gamma > 0$.

Furthermore, since $v \in T_{F^{-1}(0)}(u^*)$, there exist sequences $(w^k) \to v$ and $(\tau_k) \downarrow 0$ such that $u^k := u^* + \tau_kw^k \in F^{-1}(0)$ for all $k \in \mathbb{N}$. Without loss of generality, we may assume that $\|v\| = 1$, and $\|w^k\| = 1$ for all $k \in \mathbb{N}$. Passing to subsequences, if necessary, we may also ensure that $\tau_{k+1} \leq \tau_k/2$ holds for all $k \in \mathbb{N}$.

For each $k \in \mathbb{N}$, set

$$
u^k := -w^k - \frac{\tau_{k+1}}{\tau_k - \tau_{k+1}}(w^k - w^{k+1}), \quad t_k := \tau_k - \tau_{k+1} > 0.$$

Then, we have

$$
u^k + t_k u^k = u^* + \tau_k w^k - (\tau_k - \tau_{k+1})w^k - \tau_{k+1}(w^k - w^{k+1})$$

$$= u^* + \tau_{k+1}w^{k+1}$$

$$= u^{k+1}$$

$$\in F^{-1}(0).$$
Moreover, 
\[ \| v^k - (-v) \| \leq \| w^k - v \| + \| w^k - w^{k+1} \|, \]
and since \((w^k) \to v\), the right-hand side of this inequality tends to 0. Therefore, \((v^k) \to -v\), and making use of the equalities \(F(u^k + t_k v^k) = F(u^k) = 0\), by Definition 3 we conclude that \(F'(u^*; -v) = 0\). It remains to observe that by (6), the latter implies \(F(u^* - tv) = o(t)\) as \(t \downarrow 0\), which contradicts (41).

Strict semidifferentiability of \(F\) at \(u^*\) with respect to the solution set cannot be replaced in this lemma by semidifferentiability at \(u^*\). An example, where the local error bound holds but the tangent cone to the solution set is not a linear subspace can be found in [15, Example 1].

In [20, Definition 1], assuming \(F\) is differentiable at \(u^*\), the solution \(u^*\) of (5) is called noncritical if (40) is satisfied, and critical otherwise. Therefore, according to Corollary 2, condition (39) can be regarded as an extension of the noncriticality concept to the case when \(F\) is merely semidifferentiable at \(u^*\).

A criterion for a local error bound in the unconstrained case can also be derived from Theorem 4.

**Corollary 3** Let \(F\) be strictly semidifferentiable at \(u^*\) with respect to \(F^{-1}(0)\). Then, (38) holds with some constants \(c, \epsilon > 0\) if and only if
\[ \{ v \in \mathbb{R}^n \mid F'(u^*; v) = 0 \} \cap N_{F^{-1}(0)}(u^*) = \{0\}. \tag{42} \]

Thus, under strict semidifferentiability with respect to the solution set, conditions (39) and (42) are both equivalent to a local error bound, and hence, to each other.

Strict semidifferentiability of \(F\) at \(u^*\) with respect to the solution set is essential for both implications in Corollary 3 (and hence, in Theorem 4), even when \(F\) is differentiable at \(u^*\); this is demonstrated by [20, Examples 3, 4]. A somehow simpler example showing that, in the absence of strict semidifferentiability, the error bound (38) does not necessarily imply (42), is provided by \(F : \mathbb{R}^2 \to \mathbb{R}\) with \(F(u) := \min\{u_1, u_2\}\). Indeed, this function is semidifferentiable at \(u^* = 0\), but not strictly semidifferentiable at \(u^*\) with respect to \(F^{-1}(0) = (\mathbb{R}_+ \times \{0\}) \cup (\{0\} \times \mathbb{R}_+)\). One can directly verify (or conclude by [30, Corollary following Proposition 1]) that the local error bound holds at \(u^*\). However, (42) is clearly violated.

Assuming now again that \(F\) is differentiable at \(u^*\), condition (42) takes the form
\[ \ker F'(u^*) \cap N_{F^{-1}(0)}(u^*) = \{0\}. \tag{43} \]
Therefore, the latter can be regarded as an alternative definition of noncriticality of \(u^*\), because, according to Corollary 3, under strict differentiability of \(F\) at \(u^*\) with respect to the solution set, (43) is equivalent to a local error bound, and hence, to (40). This alternative definition of noncriticality appears to be new even in the smooth case, in particular, in view of the following.

A natural question arising from considerations above is whether conditions (39) and (42) are equivalent without the assumption that \(F\) is strictly semidifferentiable at \(u^*\) with respect to the solution set. (According to Corollaries 2 and 3, under the latter assumption, each of these conditions is equivalent to a local error bound (38), and hence, they are equivalent to each other.) It can be easily seen that (39) implies (42), and moreover, (37) implies (34) in the constrained case as well, but under the additional assumption (30). However, a counterexample for the converse implication is given by \(F : \mathbb{R}^2 \to \mathbb{R}\) with \(F(u) := \min\{u_1 - u_2, u_2\}\). Indeed, this function is semidifferentiable at \(u^* = 0\), but not
strictly semidifferentiable at \( u^* \) with respect to \( F^{-1}(0) \), and one can directly verify that (42) holds, while (39) is violated.

Now, we want to figure out whether (43) implies (40) in the case when \( F \) is differentiable at \( u^* \).

**Remark 3** Suppose that the following condition holds (stronger than (43)):

\[
\ker F'(u^*) \cap \text{conv } N_{F^{-1}(0)}(u^*) = \{0\}.
\] (44)

According to [33, Corollary 6.5], \( N_{F^{-1}(0)}(u^*) \) is closed, which easily implies (e.g., by means of Carathéodory theorem) that \( \text{conv } N_{F^{-1}(0)}(u^*) \) is also closed. Furthermore, according to [33, Theorem 6.28], \( (\text{conv } N_{F^{-1}(0)}(u^*))^\circ = N_{F^{-1}(0)}(u^*)^\circ = \hat{T}_{F^{-1}(0)}(u^*) \). Taking into account [5, formula (2.32)], from (44) we then get

\[
\mathbb{R}^n = (\ker F'(u^*) \cap \text{conv } N_{F^{-1}(0)}(u^*))^\circ = \text{cl} \left( \ker F'(u^*)^\perp + (\text{conv } N_{F^{-1}(0)}(u^*))^\circ \right) = \text{cl} \left( \ker F'(u^*)^\perp + \hat{T}_{F^{-1}(0)}(u^*) \right).
\] (45)

Under differentiability of \( F \) it holds that \( \hat{T}_{F^{-1}(0)}(u^*) \subset T_{F^{-1}(0)}(u^*) \subset \ker F'(u^*) \). Suppose that (40) does not hold. Then, since \( \hat{T}_{F^{-1}(0)}(u^*) \) is convex, there exists a nonzero \( v \in \ker F'(u^*) \cap \hat{T}_{F^{-1}(0)}(u^*)^\circ \) (see, e.g., [31, Corollary 11.6.1]). We claim that this \( v \) cannot belong to the right-hand side of (45). Indeed, suppose the contrary: let there exist sequences \( (v^k) \subset \ker F'(u^*)^\perp \) and \( (w^k) \subset \hat{T}_{F^{-1}(0)}(u^*) \) such that \( (v^k + w^k) \to v \). For all \( k \in \mathbb{N} \) we then have

\[
v^\top (v^k + w^k) = v^\top w^k \leq 0
\]

where the left-hand side tends to \( v^\top v = \|v\|^2 > 0 \), giving a contradiction. Therefore, (40) must hold. In particular, if \( \hat{T}_{F^{-1}(0)}(u^*) = T_{F^{-1}(0)}(u^*) \) (i.e., \( F^{-1}(0) \) is Clarke regular at \( u^* \)), then according to [33, Corollary 6.30], \( N_{F^{-1}(0)}(u^*) \) is convex, and hence, (43) and (44) are equivalent, implying that these conditions are also equivalent to (40) in this case.

The next example (based on [21, Example 1.62]) demonstrates that (43) may hold when (44) is violated, and (43) does not imply (40), in general.

**Example 2** Define the set \( R := \{ \pm 1/k \mid k = 1, 2, \ldots \} \) and the function \( \varphi : \mathbb{R} \to \mathbb{R} \), \( \varphi(x) := \text{dist}[x, R] \). This function is differentiable at 0, with \( \varphi'(0) = 0 \). Now define \( F : \mathbb{R}^2 \to \mathbb{R} \) as \( F(u) := u_2 - \varphi(u_1) \). This function is everywhere continuous and differentiable at \( u^* = 0 \), with \( F'(u^*) = (0, 1) \), and in particular, \( \ker F'(u^*) = \mathbb{R} \times \{0\} \). Furthermore, \( F^{-1}(0) \) coincides with the graph of \( \varphi \) (the solid line in Figure 2), and thus, it can be seen that \( \hat{T}_{F^{-1}(0)}(u^*) = \{0\} \), \( T_{F^{-1}(0)}(u^*) = \mathbb{R} \times \{0\} (= \ker F'(u^*)) \), and \( N_{F^{-1}(0)}(u^*) = \{ v \in \mathbb{R}^2 \mid |v_1| \leq |v_2| \} \) (see Fig. 2). In particular, (43) holds, while (40) and (44) are violated.

Getting back to the constrained setting, we complete this subsection by a comparison of the conditions discussed above with the classical sufficient condition for a local \( \Omega \)-error bound, namely, Robinson’s regularity condition. Assuming that \( F \) is differentiable at a solution \( u^* \) of the constrained equation

\[
F(u) = 0 \quad \text{s.t. } u \in \Omega,
\] (46)

the latter has the form

\[
0 \in \text{int } F'(u^*)(\Omega - u^*).
\] (47)
From [29, Theorem 1], it follows that if $F$ is differentiable near $u^*$, with its derivative continuous at $u^*$, then (47) implies that $f$ defined in (4) provides a local $\Omega$-error bound at $u^*$. Therefore, under these smoothness assumptions, (47) certainly implies both (34) and (37) which are necessary conditions for a local $\Omega$-error bound. Observe, however, that at the same time, under any smoothness assumptions, (47) does not imply (30). This is demonstrated by the example, where $F : \mathbb{R}^2 \to \mathbb{R}$ with $F(u) := u_1 - u_2$, $\Omega := \mathbb{R}_2^+$, and $u^* := 0$.

Furthermore, under any smoothness assumptions, and even in the unconstrained case, conditions (30), (34), and (37), do not imply (47). In order to see this, it is enough to consider $F(\cdot) \equiv 0$.

Finally, if $F$ is only assumed differentiable at $u^*$, (47) implies neither (34) nor (37), even in the unconstrained case when (34) reduces to (43), (37) reduces to (40), and (47) reduces to

$$\text{rank } F'(u^*) = m.$$  

This is demonstrated by [20, Example 4].

### 5 Application to Piecewise Strictly Semidifferentiable Equations

In [13, 14], it was shown that local $\Omega$-error bounds are an important tool for achieving superlinear convergence of certain Newton-type methods applied to constrained equations of the form (46) with possibly nonisolated solutions, where $F : \mathbb{R}^n \to \mathbb{R}^m$ was assumed to be piecewise continuously differentiable. In particular, piecewise error bounds, i.e., error bounds for pieces that are active at some solution, were of interest. As before, with $f$ defined in (4), problem (46) can be written as (2), and we keep considering the solution set $U$ of the latter, and an arbitrary but fixed $u^* \in U$.

Let continuous functions $F^1, \ldots, F^N : \mathbb{R}^n \to \mathbb{R}^m$ be given such that $F : \mathbb{R}^n \to \mathbb{R}^m$ is continuous and satisfies

$$F(u) \in \left\{ F^1(u), \ldots, F^N(u) \right\}$$
for every \( u \in \mathbb{R}^n \). Then, \( F^1, \ldots, F^N \) are called selection functions for \( F \). Furthermore,
\[
\mathcal{A}(u^*) := \{ j \mid F(u^*) = F^j(u^*) \}
\]
stands for the set of indices of all selection functions, which are active at \( u^* \). For every \( j \in \mathcal{A}(u^*) \), let
\[
U^j := \left\{ u \in \Omega \mid F^j(u) = 0 \right\}
\]
denote the solution set associated to the active selection function \( F^j \), and define \( f^j : \mathbb{R}^n \to [0, \infty) \) by
\[
f^j(u) := \| F^j(u) \|.
\]

**Corollary 4** Suppose that \( \Omega \) is closed and convex and that for all \( j \in \mathcal{A}(u^*) \), the mapping \( F^j \) is strictly semidifferentiable at \( u^* \) with respect to \( U^j \) for \( T_\Omega(u^*) \). Moreover, assume that
\[
\bigcup_{j \in \mathcal{A}(u^*)} U^j \cap (u^* + \delta B) \subset U
\]
holds true. Then, the following statements are valid:

a) If for all \( j \in \mathcal{A}(u^*) \), the conditions
\[
\hat{T}_{U^j}(u^*) = \left\{ v \in T_\Omega(u^*) \mid (F^j)'(u^*; v) = 0 \right\}
\]
and
\[
N_{U^j}(u^*; \Omega) \subset T_\Omega(u^*)
\]
are satisfied, then \( f \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U \).

b) Suppose that for all \( j \in \mathcal{A}(u^*) \), the function \( f^j \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U^j \). If \( F \) is strictly semidifferentiable at \( u^* \) with respect to \( U \) for \( T_\Omega(u^*) \), then (37) is valid.

**Proof** Let us prove a) first. Due to Corollary 1, for all \( j \in \mathcal{A}(u^*) \) we obtain that \( f^j \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U^j \). Therefore, the assertion readily follows from [14, Propositions 2, 3].

To prove b), we notice that the mentioned propositions ensure that \( f \) provides a local \( \Omega \)-error bound at \( u^* \) for \( U \). Thus, the assertion follows from Corollary 1.

Inclusion (48) was crucial for the analysis in [14], as it ensures that the active solution pieces \( U^j \) remain locally within the solution set \( U \).

Clearly, one can derive a sufficient condition for \( f \) to provide a local \( \Omega \)-error bound at \( u^* \) for \( U \), based on Theorem 4 and (48), similar to statement a) in the previous corollary. For brevity, however, we renounce to give such a result explicitly.
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