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Abstract

In a recent article a generalization of the binomial distribution associated with a sequence of positive numbers was examined. The analysis of the nonnegativeness of the formal expressions was a key-point to allow to give them a statistical interpretation in terms of probabilities. In this article we present an approach based on generating functions that solves the previous difficulties: the constraints of nonnegativeness are automatically fulfilled, a complete characterization in terms of generating functions is given and a large number of analytical examples becomes available.
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1 Introduction

In most of the realistic models of Physics one must take correlations into account and events which are usually presented as independent, like in a binomial Bernoulli process, are actually submitted to correlative perturbations. These perturbations lead to deformations of the mathematical independent laws. Indeed, the deformation of the Poisson distribution upon which is based the construction of Glauber coherent states in quantum optics leads to the so-called nonlinear coherent states [1, 2]. The realization of a special class of these states, adapted to this deformation, has been proposed in the quantized motion of a trapped atom in a Paul trap [3, 4]. In a recent work [5], some of the present authors have examined the possibilities of using a certain class of such nonlinear or non-poissonian coherent states in quantum measurements. In the case of imperfect detection, the underlying binomial distribution was subsequently deformed, raising interesting and non-trivial questions on the statistical content of such sequences. These questions were examined in a previous note [6], where a binomial-like distribution associated to an arbitrary strictly increasing sequence of positive numbers was defined. This distribution was “formal” because it was not always positive but it was proved that for a certain class of such sequences the proposed binomial-like distribution was nonnegative and possesses...
a Poisson-like limit law. The question of nonnegativeness in the general case was also discussed and the conditions under which a probabilistic interpretation can be given to the proposed binomial-like distribution was examined. Other generalizations of the binomial distribution, using different approaches, exist in the literature, see for example [7, 8] and references therein.

In the present note we give a different approach based on generating functions that allows to avoid the previous difficulties: the constraints of nonnegativeness are automatically fulfilled and a great number of analytical examples become available.

In other words we are looking for sequences \(x_n\) of positive numbers (except \(x_0 = 0\)) such that the associated binomial deformations remain probability distributions. The question is solved in theorem 2.4 where the generating functions associated with these sequences are characterized.

This note is organized as follows. In section 2 we present the generalized binomial distributions and its generating functions, as well as the generalized Poisson distribution; we also develop a comprehensive formalism about some sets of sequences that allow a complete probabilistic interpretation of the polynomials from which the distributions are built. In section 3 we present some analytical and numerical examples that illustrate the theoretical framework developed in section 2. In section 4 we discuss possible physical applications of these deformed distributions. In section 5 we present our final comments.

2 The generalized binomial distribution and its generating functions

2.1 The binomial-like distribution

In a process of a sequence of \(n\) independent trials with two possibilities outcomes, “win” and “loss”, the probability of obtaining \(k\) wins is given by the binomial distribution \(p^{(n)}_k(\eta)\)

\[
p^{(n)}_k(\eta) = \binom{n}{k} \eta^k (1-\eta)^{n-k} = \frac{n!}{(n-k)! k!} \eta^k (1-\eta)^{n-k},
\]

where the parameter \(0 \leq \eta \leq 1\) is the probability of having the outcome “win” and \(1-\eta\), the outcome “loss”. Therefore, we can assert that the binomial distribution above corresponds to the sequence of non-negative integers \(n \in \mathbb{N}\).

In a recent article [6] it was proposed to generalize the binomial law using an increasing sequence of non-negative real numbers \(\{x_n\}_{n \in \mathbb{N}}\), where by convention \(x_0 = 0\). The new “formal probabilities” \(p^{(n)}_k(\eta)\) are defined as

\[
p^{(n)}_k(\eta) = \frac{x_n!}{x_{n-k}! x_k!} \eta^k p_{n-k}(\eta),
\]

where the factorials \(x_n!\) are given by

\[
x_n! = x_1 x_2 \ldots x_n, \quad x_0! \overset{def}{=} 1,
\]
and where the polynomials $p_n(\eta)$ are constrained by the normalization

$$\forall n \in \mathbb{N}, \quad \sum_{k=0}^{n} p_k^{(n)}(\eta) = 1. \quad (4)$$

The polynomials $p_n(\eta)$ can be obtained by recurrence from this relation, the first ones being $p_0(\eta) = 1$ and $p_1(\eta) = 1 - \eta$. The $p_n = p_0^{(n)}$ possess a probabilistic interpretation as long as $p_k^{(n)}$ are themselves probabilities. This latter condition holds only if the $p_n(\eta)$ are nonnegative. Therefore nonnegativity of the $p_n$ is a key-point to preserve statistical interpretations. In [6] the authors have been able to exhibit one single analytical example ($q$-brackets and their corresponding $q$-binomial or Gaussian coefficients) fulfilling this constraint for all $\eta \in [0, 1]$. In the present note we show that an approach based on generating functions allows to completely characterize these cases, giving easily an infinite number of analytical examples.

Since the data of a sequence $\{x_n\}_{n \in \mathbb{N}}$ completely specifies the problem in each case, and since we are only interested in the situation where the polynomials $p_n(\eta)$ are always nonnegative for $\eta \in [0, 1]$, we introduce the following definition

**Definition 2.1.** A sequence $\{x_n\}_{n \in \mathbb{N}}$ such that $x_0 = 0$ and $x_n > 0$ (the sequence being increasing or not) is said to be of Complete Statistical Type (CST) if the polynomials $p_n(\eta)$ are positive for $\eta \in [0, 1]$.

The purpose of this article is to show the existence of such sequences in function of their generating functions as well as to present some non-trivial examples.

### 2.2 The generating function point of view

In [6] it was proved that the analytical function

$$\mathcal{N}(t) = \sum_{n=0}^{\infty} \frac{t^n}{x_n!} \quad (5)$$

gives the generating function of $p_k(\eta)$ (independently of the nonnegativeness question) thanks to

$$G_{\mathcal{N},\eta}(t) = \frac{\mathcal{N}(t)}{\mathcal{N}(\eta t)} = \sum_{k=0}^{\infty} \frac{t^k}{x_k!} p_k(\eta). \quad (6)$$

Furthermore, introducing the coefficients $I_n$ defined as

$$\frac{1}{\mathcal{N}(t)} = \sum_{n=0}^{\infty} \frac{I_n}{x_n!} (-t)^n, \quad (7)$$

the polynomials $p_n$ take the form

$$p_n(\eta) = \sum_{k=0}^{n} \binom{x_n}{x_k} I_k(\eta)^k, \quad (8)$$
where we introduced the notation

\[
\left( \begin{array}{c} x_n \\ x_k \end{array} \right) = \frac{x_n!}{x_k!x_{n-k}!}. \tag{9}
\]

We deduce from these formulas that the knowledge of the analytical functions \( N(t) \) of Eq.\( (5) \), \( N(t)^{-1} \) of Eq.\( (7) \) and \( N(t)/N(\eta t) \) of Eq.\( (6) \) are sufficient to define the coefficients \( x_n! \) and the polynomials \( p_n \), then the problem can be recast differently only using generating functions. But we first introduce a set \( \Sigma_0 \) of analytical functions that will be very useful in the sequel.

An interesting remark is that we can also give the generating function of the new formal probabilities \( p_k^{(n)} \) by the following formula

\[
\frac{N(z\eta t)}{N(\eta t)} = \sum_{n=0}^{\infty} t^n \sum_{k=0}^{n} z^k p_k^{(n)}(\eta), \tag{10}
\]

where \(|t|\) is assumed to be sufficiently small to guarantee the convergence of the series. The proof is straightforward using simple manipulations on the indexes of the sums.

Let us now introduce a set \( \Sigma_0 \) of analytical functions that plays a central role in the sequel.

**Definition 2.2.** In the following \( \Sigma_0 \) is the set of entire series \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) possessing a non-vanishing radius of convergence and verifying the conditions \( a_0 = 0, a_1 > 0 \) and \( \forall n \geq 2, a_n \geq 0 \).

The following obvious examples of functions of \( \Sigma_0 \) are useful in the remainder.

**Lemma 2.1.** \( \forall a,b > 0, \forall \alpha \in [0,1], \) the functions \( F \) defined as \( F(t) = e^{at} - 1, F(t) = -a \ln(1 - bt), F(t) = a \ln \frac{1 + \alpha bt}{1 - bt} \) belong to \( \Sigma_0 \).

**Proof.** It is straightforward to show that the series expansions verify the required conditions.

Some simple properties of \( \Sigma_0 \) are interesting for our purpose:

**Proposition 2.1.** Properties of \( \Sigma_0 \)
1. \( \forall F,G \in \Sigma_0, F + G \in \Sigma_0 \),
2. \( \Sigma_0 \) is a convex set,
3. \( \forall F \in \Sigma_0, \forall \eta \in [-1,1[, t \mapsto F(t) - F(\eta t) \in \Sigma_0 \) and \( t \mapsto F(t) + F(-\eta t) \in \Sigma_0 \),
4. \( \forall F,G \in \Sigma_0, \forall \alpha > 0, (\alpha + F)G \in \Sigma_0 \),
5. \( \forall F,G \in \Sigma_0, F \circ G \in \Sigma_0 \).
Proof. The points (1) and (2) are obvious. The point (3) is due to the identities

\[ F(t) - F(\eta t) = \sum_{n=1}^{\infty} (1 - \eta^n) a_n t^n \quad \text{if} \quad F(t) = \sum_{n=0}^{\infty} a_n t^n \]  

(11)

and

\[ F(t) + F(-\eta t) = \sum_{n=1}^{\infty} (1 + (-\eta)^n) a_n t^n \quad \text{if} \quad F(t) = \sum_{n=0}^{\infty} a_n t^n. \]  

(12)

For the point (4), let us assume \( F(t) = \sum_{n=0}^{\infty} c_n t^n \) and \( G(t) = \sum_{n=0}^{\infty} d_n t^n \), then

\[ H(t) = (a + F(t))G(t) = \sum_{n=0}^{\infty} u_n t^n \quad \text{with} \quad u_n = ad_n + \sum_{k=0}^{n} c_k d_{n-k}. \]  

(13)

Since \( a > 0 \) and \( c_k, d_k \geq 0 \) for \( k \geq 2 \) then \( u_n \geq 0 \) for \( n \geq 2 \). Moreover \( u_0 = (a + c_0)d_0 = 0 \) because \( c_0 = d_0 = 0 \), and \( u_1 = c_1d_0 + (a + c_0)d_1 = ad_1 > 0 \) because \( a, d_1 > 0 \). Then \( H \in \Sigma_0 \).

For the point (5), assuming the same expansions of \( F(t) \) and \( G(t) \) as above we have

\[ H(t) = (F \circ G)(t) = \sum_{n=0}^{\infty} c_n G(t)^n \]  

(14)

Since \( G(t) = \sum_{n=1}^{\infty} d_n t^n \) with \( d_1 > 0 \) and \( d_n \geq 0 \) for all \( n \geq 2 \), the coefficients of \( t^k \) in the expansion of \( G(t)^n \) are all nonnegative, and then \( H(t) = \sum_{n=0}^{\infty} u_n t^n \) with \( u_n \geq 0 \). Moreover \( H(0) = F(G(0)) = F(0) = 0 \) and \( H'(0) = G'(0)F'(G(0)) = G'(0)F'(0) > 0 \). Then we conclude that \( H \in \Sigma_0 \). \( \square \)

**Corollary 2.1.** From the lemma (2.1) and the point (3) of the proposition 2.1 we deduce \( \forall F \in \Sigma_0, \forall a, b > 0, \forall \alpha \in [0,1], H = e^{\alpha F} - 1, -a \ln(1 - bF), a \ln \frac{1 + \alpha bF}{1 - bF} \) belong to \( \Sigma_0 \).

### 2.2.1 The generating functions set \( \Sigma \) for the \( x_n! \)

We now define the set \( \Sigma \) as

**Definition 2.3.** \( \Sigma \) is the set of entire series \( \mathcal{N}(t) = \sum_{n=0}^{\infty} a_n t^n \) possessing a non-vanishing radius of convergence and verifying \( a_0 = 1 \) and \( \forall n \geq 1, a_n > 0 \). We associate to each of these function \( \mathcal{N} \) the nonnegative sequence \( \{x_n\}_{n \in \mathbb{N}} \) defined as \( x_0 = 0 \) and \( \forall n \geq 1, \)

\[ x_n = \frac{a_{n-1}}{a_n} = n \frac{\mathcal{N}^{(n-1)}(0)}{\mathcal{N}'(0)} > 0, \]  

(15)

where \( \mathcal{N}^{(n)}(0) = d^n/dt^n \mathcal{N}(t)|_{t=0}. \)
With this definition of the coefficients \( x_n \) (the sequence \( \{x_n\} \) being not necessarily increasing), we obtain \( a_n = 1/(x_n!) \) and then the definition of Eq. (15) is recovered.

**Proposition 2.2.** The set \( \Sigma \) verifies the following properties:

1. \( \forall N_1, N_2 \in \Sigma, N_1 + N_2 - 1 \in \Sigma, \)
2. \( \Sigma \) is a convex set,
3. \( \forall N_1, N_2 \in \Sigma, N_1N_2 \in \Sigma, \)
4. \( \forall F \in \Sigma, t \mapsto e^{F(t)} \in \Sigma. \)

**Proof.** The properties (1), (2) and (3) are obvious from the definition of \( \Sigma \).

To prove the part (4) of the theorem, let us define \( \mathcal{N}(t) = e^{F(t)} \) with \( F \in \Sigma_0 \).

Since \( F(0) = 0 \), we have \( \mathcal{N}(0) = 1 \), then it remains to prove that \( \mathcal{N}^{(n)}(0) > 0 \) for all \( n \geq 1 \).

First \( \mathcal{N}'(t) = F'(t)\mathcal{N}(t) \), then \( \mathcal{N}'(0) = F'(0) > 0 \). Moreover for all \( k \geq 0 \), \( F^{(k+1)}(0) \geq 0 \). So let us prove by recurrence that for all \( n \geq 1 \), \( \mathcal{N}^{(n)}(t) = G_n(t)\mathcal{N}(t) \) where \( G_n \) is an entire series such that \( G_n(0) > 0 \) and \( \forall k \geq 1 \), \( G_n^{(k)}(0) \geq 0 \). The property holds true for \( n = 1 \) with \( G_1 = F' \). Let us assume that it holds true for \( n \). We have \( \mathcal{N}^{(n+1)}(t) = (G_n'(t) + G_1(t)G_n(t))\mathcal{N}(t) \) and so \( G_{n+1} = G_n' + G_1G_n \). Now \( G_n'(0) + G_1(0)G_n(0) = G_{n+1}(0) > 0 \) since \( G_n'(0) \geq 0 \) and \( G_1(0), G_n(0) > 0 \). Finally from \( G_{n+1} = G_n' + G_1G_n \) we have obviously \( G_{n+1}^{(k)}(0) \geq 0 \) since this property holds true for \( G_1 \) and \( G_n \). We conclude that for all \( n \geq 1 \), \( \mathcal{N}^{(n)}(0) = G_n(0) > 0 \) and then \( \mathcal{N} \in \Sigma. \)

Note that the reciprocal of point (4) is not true.

### 2.2.2 The generating functions set \( \Sigma_+ \) for sequences of Complete Statistical Type

Assuming \( \mathcal{N} \in \Sigma \), let us now define the polynomial \( p_n(\eta) \) in terms of the generating function \( \mathcal{N}(t)/\mathcal{N}(\eta t) \) from Eq. (15) (or using the residue theorem).

Since each \( \mathcal{N} \in \Sigma \) is an entire series verifying \( \mathcal{N}(0) = 1 \) (with a non-vanishing radius of convergence), the function \( t \mapsto \mathcal{N}(\eta t)^{-1} \) is also analytical around \( t = 0 \) (for any \( \eta \)). As a consequence, the function \( G_{\mathcal{N},\eta} \) defined as \( G_{\mathcal{N},\eta}(t) = \mathcal{N}(t)/\mathcal{N}(\eta t) \) is itself analytical around \( t = 0 \) (for any \( \eta \)) with \( G_{\mathcal{N},\eta}(0) = 1 \). Therefore the (strict) positiveness of the polynomials \( p_n(\eta) \) is in fact equivalent to the assumption \( G_{\mathcal{N},\eta} \in \Sigma \).

As we already know that in fact \( p_n(1) = 0 \) for \( n \neq 0 \) and \( p_0(1) = 1 \) (using for example \( G_{\mathcal{N},\eta} \) for \( \eta = 1 \)), we can define the subset \( \Sigma_+ \) of \( \Sigma \) associated with generating functions of CST sequences as

**Definition 2.4.** Using the notation \( G_{\mathcal{N},\eta}(t) = \mathcal{N}(t)/\mathcal{N}(\eta t), \) \( \Sigma_+ \) is defined as

\[
\Sigma_+ = \{ \mathcal{N} \in \Sigma | \forall \eta \in [0,1[, G_{\mathcal{N},\eta} \in \Sigma \} \tag{16}
\]
This subset $\Sigma_+$ contains deformed binomial distributions with a consistent and complete probabilistic interpretation. As a matter of fact, we have the following properties:

**Proposition 2.3.** The set $\Sigma_+$ defined in Eq. (16) satisfies the following properties:

1. $\forall N_1, N_2 \in \Sigma_+, \, N_1 N_2 \in \Sigma_+$,
2. $\forall F \in \Sigma_0, \, t \mapsto e^{F(t)} \in \Sigma_+$.

**Proof.** To prove point (1), from the proposition 2.2 we have that $N_1$ and $N_2 \in \Sigma$ implies that $N_1 N_2 \in \Sigma$. Furthermore $G_{N_1, N_2, \eta} = G_{N_1, \eta} G_{N_2, \eta}$, then if $N_1$ and $N_2 \in \Sigma_+$, by definition $G_{N_1, \eta}$ and $G_{N_2, \eta} \in \Sigma$. Then, from the proposition 2.2 we deduce $G_{N_1, N_2, \eta} \in \Sigma$.

The part (2) is obtained from the proposition (2.1) (point (3)) and (2.2) (point (4)). First if $F \in \Sigma_0$, then $N' = e^F \in \Sigma$ (proposition (2.2)). Furthermore $G_{N', \eta}(t) = e^{F(t) - F(\eta t)}$. For $\eta \in [0, 1]$, we know from proposition (2.1) that $t \mapsto F(t) - F(\eta t) \in \Sigma_0$, then we deduce from proposition (2.2), $G_{N', \eta} \in \Sigma$.

### 2.3 The characterization of $\Sigma_+$

In fact, point (2) in Proposition 2.3 is not only a sufficient but also a necessary condition to obtain functions of $\Sigma_+$. In order to prove it, we start from the following lemma:

**Lemma 2.2.** For any $N \in \Sigma_+$, the polynomials $p_n$ verify $p'_n(1) \leq 0$ and furthermore

$$
\frac{N'(t)}{N(t)} = -\sum_{n=0}^{\infty} \frac{p'_{n+1}(1)}{x_{n+1}!} t^n.
$$

(17)

**Proof.** To begin with, $p_0(\eta) = 1$, so $p'_0(\eta) = 0$. For $n \geq 1$, the polynomials $p_n(\eta)$ are nonnegative on the interval $\eta \in [0, 1]$ and $p_n(1) = 0$. Then $p'_n(1)$ cannot be strictly positive, otherwise $p_n(\eta)$ would be negative on some interval $[1 - \epsilon, 1]$.

We conclude that $\forall n \in \mathbb{N}, \, p'_n(1) \leq 0$.

Now using the function $G_{N', \eta}(t) = N'(t) / N(\eta t)$ and by a differentiation with respect to $\eta$, we obtain first

$$
t \frac{N'(t)N'(\eta t)}{N'(\eta t)^2} = -\sum_{n=0}^{\infty} \frac{p'_n(\eta)}{x_n!} \eta^n.
$$

(18)

Taking into account the special case $p'_0(\eta) = 0$ and choosing $\eta = 1$ we obtain the equation (17).

This lemma leads to the theorem
Theorem 2.1. For all $\mathcal{N} \in \Sigma_+$, $\ln \mathcal{N} \in \Sigma_0$ and
\[ \ln \mathcal{N}(t) = -\sum_{n=1}^{\infty} \frac{p'_n(1) t^n}{x_n!} n. \]  

Furthermore we deduce the important characterization
\[ \Sigma_+ = \{ e^F \mid F \in \Sigma_0 \}. \]  

Proof. Eq. (19) is immediately obtained by integrating Eq. (17) term by term and taking into account the value $\ln \mathcal{N}(0) = 0$. Using the property $p'_n(1) \leq 0$, which was shown in lemma 2.2, and the fact that $p'_1(1) = -1$, as $p_1(\eta) = 1 - \eta$, we deduce that $\ln \mathcal{N} \in \Sigma_0$. The last part of the theorem results from the proposition (2.3) (point (2)) and the previous comment.

Theorem 2.1 provides a fair estimate on the manner in which a CST sequence behaves in comparison with natural integers. More precisely, we have:

Corollary 2.2. Let us pick a $\mathcal{N} \in \Sigma_+$; its associated CST sequence $x_n = n \mathcal{N}^{(n-1)}(0)/\mathcal{N}^{(n)}(0)$ then verifies
\[ \forall n \in \mathbb{N}, 0 \leq x_n \leq nx_1. \]  

Proof. If $\mathcal{N} \in \Sigma_+$, we can find some $F \in \Sigma_0$ such that $\mathcal{N} = e^F$ and we infer from the proof of Proposition 2.2 that for all $n \geq 1$, $\mathcal{N}^{(n)}(t) = G_n(t)\mathcal{N}(t)$, where $G_n$ is an entire series such that $G_n(0) > 0$ and for $\forall k \geq 1$, $G_k^{(n)}(0) \geq 0$ and $G_{n+1} = G'_n + G_1 G_n$. Using Eq. (15) this leads to
\[ \forall n \geq 1, x_n = \frac{G_{n-1}(0)}{G_n(0)} \frac{G_{n-1}(0)}{G_{n-1}(0) + G_1(0)G_{n-1}(0)}. \]  

As $G_{n-1}(0) \geq 0$, $G_1(0) = 1/x_1$, $G_{n-1}(0) > 0$ and $x_0 = 0$, we get Eq. (21).

In the case of odd functions $F \in \Sigma_0$ we obtain more precise results.

Corollary 2.3. Let us assume $\Sigma_+ \ni \mathcal{N} = e^F$ associated to the CST sequence $x_n = n \mathcal{N}^{(n-1)}(0)/\mathcal{N}^{(n)}(0)$, with $F \in \Sigma_0$, $F$ being an odd function. Then the (nonnegative) polynomials $p_n$ verify
\[ p_n(\eta) = \sum_{k=0}^{n} \binom{x_n}{x_k} (-\eta)^k \]  

Proof. As $F$ is odd, $\mathcal{N}(t)^{-1} = e^{-F(t)} = e^{F(-t)}$, and so the coefficients $I_k$ previously defined in Eq. (7) reduce to $I_k = 1$. In that case, from Eq. (8) we immediately obtain the expression above for $p_n$. 
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2.4 Internal deformations acting on $\Sigma_+$

In this section we show how natural deformations can be defined using the tools previously presented in subsections 2.2 and 2.3.

We start with the definition of what we name “normalized generating functions” or “normalized CST sequences”.

**Definition 2.5.** Let us pick a $N \in \Sigma_+$. We say that $N$ is normalized if and only if $N'(0) = 1$; equivalently the associated CST sequence $x_n = nN^{(n-1)}(0)/N^{(n)}(0)$ is normalized if and only if $x_1 = 1$.

Therefore, to any $N \in \Sigma_+$ we can associate a normalized function $N_{\text{norm}}(t) = N(t/N'(0))$, $N_{\text{norm}} \in \Sigma_+$.

We define the subset $\Sigma_+^{(\text{norm})}$ of $\Sigma_+$ as the set of normalized generating functions.

2.4.1 The $D_{\alpha}$ deformation

We define the deformation operator $D_{\alpha}$ for $\alpha \in [-1, 1]$ acting on $\Sigma_+^{(\text{norm})}$ as

**Definition 2.6.** $\forall \alpha \in [-1, 1), \forall N \in \Sigma_+^{(\text{norm})}$,

$$D_{\alpha}(N)(t) = \frac{N(t/(1-\alpha))}{N(\alpha t/(1-\alpha))}.$$  

Note that $D_0$ is the identity.

**Proposition 2.4.** For all $\alpha \in [-1, 1]$, $D_{\alpha}$ maps $\Sigma_+^{(\text{norm})}$ into $\Sigma_+^{(\text{norm})}$ and all operators $D_{\alpha}$ possess a common fixed point which is the generating function associated with the usual Bernoulli trial, namely $N(t) = e^t$.

**Proof.** From the theorem (2.1), for any $N \in \Sigma_+^{(\text{norm})}$, we can find some $F \in \Sigma_0$ such that $N = e^F$ with $F'(0) = 1$ since $N$ is normalized. Then

$$D_{\alpha}(N)(t) = \exp \left( F \left( \frac{t}{1-\alpha} \right) - F \left( \frac{\alpha t}{1-\alpha} \right) \right),$$

From the proposition (2.1) (part (3)), the function $t \mapsto F \left( \frac{t}{1-\alpha} \right) - F \left( \frac{\alpha t}{1-\alpha} \right)$ belongs to $\Sigma_0$ for $\alpha \in [-1, 1]$, then from the theorem (2.1), $D_{\alpha}(N) \in \Sigma_+$. Furthermore

$$D_{\alpha}(N)'(0) = \frac{1}{1 - \alpha} \frac{N'(0)N(0) - \alpha N'(0)N(0)}{N(0)^2} = 1.$$  

Then $D_{\alpha}(N)$ is normalized and $D_{\alpha}(N) \in \Sigma_+^{(\text{norm})}$.

Verifying that $D_{\alpha}(N) = N$ for $N(t) = e^t$ is straightforward. \qed

The deformation $D_{\alpha}$ allows us to build new explicit CST sequences according to the following proposition:
Proposition 2.5. Let us pick some $N \in \Sigma^{(\text{norm})}_+$ associated with the normalized CST sequence $x_n = nN^{(n-1)}(0)/N^{(n)}(0)$ and let $p_n$ be the associated polynomials defined by the Eq.(6). To the new function $N_\alpha = D_\alpha(N)$ (for $\alpha \in [-1, 1]$) it corresponds the CST sequence $x^{(\alpha)}_n$ defined as

$$\forall n \geq 1, x^{(\alpha)}_n = x_n \frac{(1-\alpha)p_{n-1}(\alpha)}{p_n(\alpha)}.$$ (26)

and the corresponding coefficients $I^{(\alpha)}_n$ of Eq.(7) are given by

$$I^{(\alpha)}_n = (-\alpha)^n \frac{p_n(1/\alpha)}{p_n(\alpha)} \frac{\sum_{k=0}^{n-1} \left( \frac{x_n}{x_k} \right) I_k(-\alpha)^{n-k}}{\sum_{k=0}^{n} \left( \frac{x_n}{x_k} \right) I_k(-\alpha)^k}.$$ (27)

The polynomials $p^{(\alpha)}_n(\eta)$ of Eq.(8) become

$$p^{(\alpha)}_n(\eta) = \frac{1}{p_n(\alpha)} \sum_{k=0}^{n} \left( \frac{x_n}{x_k} \right) p_k(1/\alpha)p_{n-k}(\alpha(\alpha\eta)^k).$$ (28)

**Proof.** First from Eq.(6) we get

$$N_\alpha(t) = \sum_{n=0}^{\infty} \frac{t^n}{x_n!} \frac{p_n(\alpha)}{(1-\alpha)^n} = \sum_{n=0}^{\infty} \frac{t^n}{x^{(\alpha)}_n!};$$ (29)

then

$$x^{(\alpha)}_n = x_n \frac{(1-\alpha)p_{n-1}(\alpha)}{p_n(\alpha)}.$$ (30)

Second we have

$$\frac{1}{N_\alpha(t)} = \frac{N(u)}{N(u/\alpha)} \text{ with } u = \frac{\alpha t}{1-\alpha};$$ (31)

then

$$\frac{1}{N_\alpha(t)} = \sum_{n=0}^{\infty} \frac{u^n}{x^{(\alpha)}_n!} p_n(1/\alpha) = \sum_{n=0}^{\infty} \frac{(-1)^n}{x^{(\alpha)}_n!} I^{(\alpha)}_n k^n.$$ (32)

By identification term by term, we obtain

$$I^{(\alpha)}_n = (-\alpha)^n \frac{p_n(1/\alpha)}{p_n(\alpha)} \frac{\sum_{k=0}^{n} \left( \frac{x_n}{x_k} \right) I_k(-\alpha)^{n-k}}{\sum_{k=0}^{n} \left( \frac{x_n}{x_k} \right) I_k(-\alpha)^k}.$$ (33)

In order to obtain the polynomials $p^{(\alpha)}_n$ we use Eq.(8) and the expressions above.
2.4.2 The $E_\alpha$ deformation

**Definition 2.7.** For all $\alpha \in [-1,1)$ and all $\mathcal{N} \in \Sigma_+^{(\text{norm})}$, the deformation operator $E_\alpha$ is defined as

$$E_\alpha(\mathcal{N})(t) = \mathcal{N}(t/(1-\alpha))\mathcal{N}(-\alpha t/(1-\alpha)).$$

Note that $E_0$ is the identity.

**Proposition 2.6.** For all $\alpha \in [-1,1]$, $E_\alpha$ maps $\Sigma_+^{(\text{norm})}$ into $\Sigma_+^{(\text{norm})}$ and all $E_\alpha$ possess a common fixed point which is the generating function associated with the usual Bernoulli trial, namely $\mathcal{N}(t) = e^t$.

**Proof.** From the theorem (2.1), for any $\mathcal{N} \in \Sigma_+^{(\text{norm})}$, we can find some $F \in \Sigma_0$ such that $\mathcal{N} = e^F$ with $F'(0) = 1$ since $\mathcal{N}$ is normalized. From definition (2.7), $E_\alpha(\mathcal{N})(t)$ is given by

$$E_\alpha(\mathcal{N})(t) = \exp \left( F \left( \frac{t}{1-\alpha} \right) + F \left( -\frac{\alpha t}{1-\alpha} \right) \right).$$

From the proposition (2.1) (part [3]), the function $t \mapsto F \left( \frac{t}{1-\alpha} \right) + F \left( -\frac{\alpha t}{1-\alpha} \right)$ belongs to $\Sigma_0$ for $\alpha \in [-1,1]$, then from the theorem (2.1), $E_\alpha(\mathcal{N}) \in \Sigma_+$. Furthermore

$$E_\alpha(\mathcal{N})(0) = \frac{1}{1-\alpha} (\mathcal{N}'(0)\mathcal{N}(0) - \alpha \mathcal{N}'(0)\mathcal{N}(0)) = 1. \quad (35)$$

Then $E_\alpha(\mathcal{N})$ is normalized and $E_\alpha(\mathcal{N}) \in \Sigma_+^{(\text{norm})}$.

Finally, it is straightforward to verify that $E_\alpha(\mathcal{N}) = \mathcal{N}$ for $\mathcal{N}(t) = e^t$. \hfill \square

As for $D_\alpha$, the deformation $E_\alpha$ allows to build new explicit CST sequences according to the following proposition.

**Proposition 2.7.** Let us pick some $\mathcal{N} \in \Sigma_+^{(\text{norm})}$ associated with the normalized CST sequence $x_n = n \mathcal{N}^{(n-1)}(0)/\mathcal{N}^{(n)}(0)$ and the polynomials $p_n$ of Eq. (6). Let us name $q_n$ the new polynomials defined as

$$\mathcal{N}(t)\mathcal{N}(-\eta t) = \sum_{n=0}^{\infty} \frac{t^n}{x_n!} q_n(\eta). \quad (36)$$

The $q_n$ have the explicit expression

$$q_n(\eta) = \sum_{k=0}^{n} \binom{x_n}{x_k} (-\eta)^k. \quad (37)$$
For $\alpha \in [-1,1)$, to the new function $N_{\alpha} = \mathcal{C}_\alpha(N)$ there corresponds the CST sequences $x_{\alpha_n}$ defined as
\[
\forall n \geq 1, \quad x_{\alpha_n} = x_n \frac{(1-\alpha)q_{n-1}(\alpha)}{q_n(\alpha)}, \quad (38)
\]
and the polynomials $p_n^{(\alpha)}(\eta)$
\[
p_n^{(\alpha)}(\eta) = \frac{1}{q_n(\alpha)} \sum_{k=0}^{n} \left( \begin{array}{c} x_n \\ x_k \end{array} \right) p_k(\eta) p_{n-k}(\eta) (-\alpha)^k. \quad (39)
\]

Proof. From Eq.(6), we have
\[
N_{\alpha}(t) = \sum_{n=0}^{\infty} \frac{t^n}{x_n!} \frac{q_n(\alpha)}{(1-\alpha)^n} = \sum_{n=0}^{\infty} \frac{t^n}{x_n^{(\alpha)}!}, \quad (40)
\]
and so
\[
x_{\alpha_n} = x_n \frac{(1-\alpha)q_{n-1}(\alpha)}{q_n(\alpha)}. \quad (41)
\]
Then we have
\[
\frac{N_{\alpha}(t)}{N_{\alpha}(\eta t)} = G_{N,\eta} \left( \frac{t}{1-\alpha} \right) G_{N,\eta} \left( \frac{-\alpha t}{1-\alpha} \right). \quad (42)
\]
Finally, from the series expansion of $G_{N,\eta}$ we deduce the expression (39) for polynomials $p_n^{(\alpha)}$.

2.4.3 Deformed-related transformations in $\Sigma^\text{(norm)}_+$

We have established that the deformation $\mathcal{D}_\alpha$ maps a deformed exponential $N(t) \in \Sigma^\text{(norm)}_+$ into the deformed exponential
\[
N^{(1)}_{\alpha}(t) \equiv \frac{N \left( \frac{t}{1-\alpha} \right)}{N \left( \frac{\alpha t}{1-\alpha} \right)} \in \Sigma^\text{(norm)}_+. \quad (43)
\]
The exponential $\tilde{N}(t) = e^t$ is left invariant under such a transformation for any value of $\alpha$. If we apply again the transformation $\mathcal{D}_\alpha$ to $N^{(1)}_{\alpha}(t)$ we get a new deformed exponential $N^{(2)}_{\alpha}(t)$, also belonging to $\Sigma^\text{(norm)}_+$. Successive application of $\mathcal{D}_\alpha$ generate a flow in the set of deformed exponentials belonging to $\Sigma^\text{(norm)}_+$. In order to study the stability of the fixed point $\tilde{N}(t) = e^t$ with respect to $\mathcal{D}_\alpha$, we recall that a deformed exponential belonging to $\Sigma^\text{(norm)}_+$ can be written as $e^{F(t)}$, where $F(t) = \sum_{k=0}^{\infty} f_k t^k$, with $f_0 = 0$, $f_1 = 1$ and $f_n \geq 0$ for $n \geq 2$. Applying $\mathcal{D}_\alpha$ to $N(t) = \exp(F(t))$, see Eq.(24), we obtain the expression
\[
N^{(1)}_{\alpha}(t) = \exp \left( \sum_{k=0}^{\infty} f_k \frac{(1-\alpha)^k}{(1-\alpha)^k} t^k \right). \quad (44)
\]
Considering each \( f_k (\geq 0) \) as an axis in an infinite (or finite, if \( f_k = 0 \) for \( k \geq k_{\text{max}} \)) dimensional space where the transformation acts, we can see that the effect of this transformation is to change each axis by a factor depending on \( k \) and \( \alpha \), \( f_k \rightarrow f_k \left( \frac{1 - \alpha^k}{1 - \alpha} \right) \). Two cases have to be considered here:

- \(-1 \leq \alpha < 0\). The factor \( (1 - \alpha^k)/(1 - \alpha) \) is smaller than 1 for \( k \geq 2 \) and it is equal to one if \( k = 1 \) (\( f_0 = 0 \)). Thus, repeated actions of \( D_\alpha \) bring \( \bar{N}(t) \) to \( \bar{N}(t) = e^t \). Thus the latter is a stable fixed point with respect to \( D_\alpha \), for the considered range of values of \( \alpha \). All the eigenvalues of the transformation at this fixed point are smaller than one for \( k \geq 2 \); then, all directions \( f_k \) are stable, at the exception of one eigenvalue which is equal to 1 and which corresponds to the direction of the “axis” \( f_1 \), (marginal value and highest eigenvalue).

- \( 0 < \alpha < 1 \). The factor \( (1 - \alpha^k)/(1 - \alpha) \) is greater than 1 for \( k \geq 2 \) and it is equal to one if \( k = 1 \) (\( f_0 = 0 \)). The direction \( f_1 \) has now the lowest eigenvalue. All the others directions \( f_k \), for \( k \geq 2 \), have increasing eigenvalues as \( k \) increases, all of them greater than one (unstable directions). Thus, the fixed point \( \bar{N}(t) = e^t \) is unstable in all directions but one (\( f_1 \)), and \( D_\alpha \) sends the deformed exponentials away from the fixed point. In fact, the new fixed points are not element of the set \( \Sigma_+^{(\text{norm})} \), but instead belong to a more general set \( \Sigma_G \).

Regarding the \( \mathcal{E}_\alpha \) deformation, we can perform a similar analysis and we get the same quantitative result for the deformation parameter \( \alpha \). When \(-1 \leq \alpha < 0\) the fixed point \( \bar{N}(t) = e^t \) is stable with respect to \( \mathcal{E}_\alpha \) transformation and when \( 0 < \alpha < 1 \) it is unstable.

### 2.4.4 Generating new functions of \( \Sigma_+^{(\text{norm})} \) from a known function of \( \Sigma_+^{(\text{norm})} \)

It is possible to construct an arbitrary number of functions belonging to \( \Sigma_+^{(\text{norm})} \) starting from a known function belonging to \( \Sigma_+^{(\text{norm})} \) and using the following proposition:

**Proposition 2.8.** Consider a function \( \bar{N} \) belonging to \( \Sigma_+^{(\text{norm})} \). Then, by proposition \( [2.1] \), \( \bar{N} \) can be written as \( \bar{N}(t) = e^{F(t)} \), where \( F(t) \) belongs to \( \Sigma_0 \) with \( F'(0) = 1 \). The new functions \( F_H(t) = F(t) + H(t) \) where \( H(t) = \sum_{n=0}^{\infty} h_n t^n \), satisfying \( H(0) = 0 \), \( H'(0) = 0 \) and having \( h_n \geq 0 \) for any \( n \geq 2 \), also belong to the set \( \Sigma_0 \). The new deformed exponentials \( \bar{N}_H(t) = e^{F(t)+H(t)} \) belong to \( \Sigma_+^{(\text{norm})} \).

**Proof.** As \( F(t) \) belongs to \( \Sigma_0 \) and generates a \( \bar{N}(t) \) belonging to \( \Sigma_+^{(\text{norm})} \), it can be written as the series \( \sum_{n=0}^{\infty} a_n t^n \) where \( a_0 = 0 \), \( a_1 = 1 \) and \( a_n \geq 0 \) for \( n \geq 2 \). The function \( F_H(t) \) can be written as \( F_H(t) = \sum_{n=0}^{\infty} (a_n + h_n) t^n \). As \( a_0 + h_0 = 0 \), \( a_1 + h_1 = 1 \) and \( a_n + h_n \geq 0 \) for any \( n \geq 2 \), this implies that \( F_H(t) \)
belongs to $\Sigma_0$. Then, by proposition 2.3 the new deformed exponential $N_H(t)$ belongs to $\Sigma^+$. As $N_H'(0) = 1$, it belongs to $\Sigma_+^{(\text{norm})}$. □

### 2.4.5 The $\eta$ deformation

The expressions given by Eqs. (2) and (4) can also be deformed by considering a monotonically increasing function $g(\eta)$, with $g(0) = 0$ and $g(1) = 1$, leading to a deformation of the polynomial $p_{n-k}(\eta)$ when $[0, 1] \ni \eta \mapsto g(\eta) \in [0, 1]$. Eq. (2) can be rewritten as

$$p_k^{(n)}(\eta) = \frac{x_n!}{x_{n-k}! x_k!} g(\eta)^k p_{n-k}(g(\eta)),$$

satisfying

$$\sum_{k=1}^{n} p_k^{(n)}(\eta) = 1,$$

and generating new polynomials $p_{n-k}(\eta) \equiv p_{n-k}(g(\eta))$ that are positive for $\eta \in [0, 1]$ if the polynomials $p_{n-k}(\eta)$ are positive for $\eta \in [0, 1]$ (i.e., if they are associated with a sequence of $\Sigma_+$).

### 3 Examples

The corollary 2.1 provides different examples of functions of $\Sigma_0$. Combining this material with Theorem 2.1 enables us to assert the following:

**Theorem 3.1.** To any $F \in \Sigma_0$ there correspond the following functions $H$ in $\Sigma_+$

1. $H = e^F, \exp(e^F - 1), \forall a, b > 0, H = (1 - bF)^{-a}, \forall a, b > 0, \forall \alpha \in [0, 1], H = (1 + \alpha bF)^a (1 - bF)^{-a}, \forall a, b > 0, H = (1 + b - be^F)^{-a}$.

2. For any sequence $\{a_n\}_{n \in \mathbb{N}}$ of non-negative real numbers such that $\sum_{n=0}^{\infty} a_n < \infty$, and for any $\alpha \in [0, 1]$, the function $N$ defined as

$$N(t) = \prod_{k=0}^{\infty} \frac{1 + \alpha a_k t}{1 - a_k t}$$

belongs to $\Sigma_+$ (the assumption $\sum_{k=0}^{\infty} a_k < \infty$ is needed to obtain a convergent product).
Proof. Point (1) follows from Lemma 2.1 and point (2) of Proposition 2.3. Therefore, functions \( t \mapsto (1 + \alpha a_k t)(1 - a_k t)^{-1} \) belong to \( \Sigma_+ \), and it follows from Proposition 2.3 (point (1)) that point (2) holds true.

Remark The analytical example from \( q \)-calculus presented in a previous article [6] is a special case of this theorem corresponding to the choice \( a_k = (1 - q)q^k \) for \( 0 < q < 1 \) and \( \alpha = 0 \).

3.1 Example 1

Let us consider the function \( \mathcal{N}(t) \in \Sigma_+ \), given by

\[
\mathcal{N}(t) = (1 - at)^{-n},
\]

whose radius of convergence is \( t < 1/a \), for \( a > 0 \). Function (48) is obtained from Eq.(47) by taking \( \alpha = 0, a_k = a \) for \( 0 \leq k \leq n-1 \) and \( a_k = 0 \) for \( k > n-1 \).

The explicit expressions for \( x_k^{(n)} \) are directly calculated by power expansion from

\[
\mathcal{N}(t) = (1 - at)^{-n} = \sum_{k=0}^{\infty} t^k \frac{x_k^{(n)}}{(n)_k},
\]

giving

\[
x_k^{(n)} = k! \frac{(n-1)!}{a^k (n-1+k)!}.
\]

It follows immediately that

\[
x_k^{(n)} = \frac{k}{a(n-1+k)}.
\]

Notice that when \( k \to \infty \) the coefficients \( x_k^{(n)} \) approach the finite value \( x_k^{(\infty)} = 1/a \), which does not depend on \( n \). Using Eq.(51) we can deduce a recursion relation for \( x_k^{(n)} \), that can be written as:

\[
x_{k+1}^{(n)} = \frac{a x_k^{(n)} (n-2) + 1}{a(n - ax_k^{(n)})}.
\]

Using the expressions for \( x_k^{(n)} \) and the generating function, Eq.(6), it is possible to find an explicit expression for the probabilities \( p_k(\eta) \), valid for \( 0 \leq \eta \leq 1 \):

\[
p_k^{(n)}(\eta) = \sum_{j=0}^{\min(k,n)} \binom{n}{j} (-1)^j \frac{(n-1+k-j)!}{(n-1+k)!} \frac{k!}{(k-j)!} \eta^j.
\]

(53)

The explicit expressions for the first seven polynomials as well as their figures are shown in the Appendix.
3.2 Example 2

Let us consider \( \mathcal{N}(t) \) given by Eq. (47) with \( a = 0 \):

\[
\mathcal{N}(t) = \prod_{k=0}^{\infty} \frac{1}{(1-a_k t)}.
\]

(55)

We can divide this example into two classes: either an infinite sequence of \( a_k \), all of them different from zero, or a finite sequence, where only a finite number of \( a_k \) are different from zero.

3.2.1 Finite sequence class

As the case with only \( a_1 \) different from zero belongs to the example 1, with \( n = 1 \), the simplest case here is when only two \( a_k \)'s are different from zero, with \( 0 < a_1 < a_2 \) and radius of convergence \( t < 1/a_1 \). The deformed exponential \( \mathcal{N}(t) \) is written as

\[
\mathcal{N}(t) = \frac{1}{(1-a_1 t)(1-a_2 t)}
\]

(56)

and we have

\[
x_k! = \frac{1}{\sum_{i=0}^{k} a_1^i a_2^{k-i}}
\]

(57)

and

\[
x_k = \frac{\sum_{j=0}^{k-1} a_1^j a_2^{k-1-j}}{\sum_{i=0}^{k} a_1^i a_2^{k-i}} = \frac{1}{a_2} \left( \frac{a_1/a_2}{a_1/a_2} \right)^k \frac{1 - 1}{(a_1/a_2)^{k+1} - 1}
\]

(58)

\[
= \frac{1}{a_2} \frac{[k+1]_{a_1/a_2}}{[k+2]_{a_1/a_2}},
\]

(59)

where \([n]_q = (q^n+1)/(q-1)\).

From Eq. (59) we can see that the limit of \( x_k \) when \( k \to \infty \) is equal to \( 1/a_2 \) (\( a_2 > a_1 \)).

\( p_k(q) \) is a polynomial in \( q \) whose maximum degree is two and its general expression, for \( k \geq 2 \), is

\[
p_k(q) = 1 - \eta \left( 1 + \frac{\sum_{i=0}^{k-2} a_1^i a_2^{k-1-i}}{\sum_{i=0}^{k} a_1^i a_2^{k-i}} \right) + \eta^2 \frac{\sum_{i=0}^{k-2} a_1^i a_2^{k-1-i}}{\sum_{i=0}^{k} a_1^i a_2^{k-i}}
\]

(60)

\[
= 1 - \eta \left( 1 + \frac{[k-1]_{a_1/a_2}}{a_2 [k+1]_{a_1/a_2}} \right) + \eta^2 \left( \frac{1}{a_2} \frac{[k-1]_{a_1/a_2}}{[k+1]_{a_1/a_2}} \right).
\]

(61)

The first polynomials as well as their figures are shown in the Appendix.

3.2.2 Infinite sequence class

In this class all \( \{a_k\} \) are different from zero. In order to satisfy the condition \( \sum_i a_i < \infty \) (see Theorem 3.1) the decrease of \( a_k \) could be of the power type \( a_k \propto 1/k^\alpha \), with \( \alpha > 1 \), or of the exponential type on \( k \). The latter case is found precisely in q-calculus with \( q < 1 \).
3.3 Example 3: nontrivial case with infinite radius of convergence

The simplest case with infinite convergence radius other than the exponential (trivial) case, \( N(t) = e^t \), is

\[
N(t) = \exp \left( t + \frac{a}{2} t^2 \right)
\]

(62)

with \( a > 0 \). The generating function of the polynomials \( p_n(\eta) \) can be written as:

\[
G_{N,\eta}(t) \equiv \frac{N(t)}{N(\eta t)} = \exp \left( 1 - \eta t + \frac{a}{2} (1 - \eta^2) t^2 \right).
\]

(63)

The coefficients \( x_n \) and the polynomials \( p_n(\eta) \) can formally be obtained from Eqs. (62) and (63) by means of the relations

\[
x_n = n \frac{N^{(n-1)}(0)}{N^{(n)}(0)}
\]

(64)

\[
p_n(\eta) = \frac{x_n!}{n!} G_{N,\eta}^{(n)}(0),
\]

(65)

where \( N^{(n)}(0) \), \( G^{(n)}(0) \) mean the \( n \)-th derivatives of \( N, G \), respectively, with respect to \( t \), evaluated at \( t = 0 \).

3.3.1 Relation with Hermite polynomials and calculation of \( x_n \)

It is in fact possible to obtain analytical expressions for the coefficients \( x_n \) and the polynomials \( p_n(\eta) \) above. In that sense, let us remember the case of the Hermite polynomials. One of their generating functions [9, 10, 11] is:

\[
\exp \left( 2x\tau - \tau^2 \right) = \sum_{n=0}^{\infty} H_n(x) \frac{\tau^n}{n!}.
\]

(66)

Making \( \tau = i \sqrt{a/2} t \) and \( x = -i/\sqrt{2a} \), it is possible to formally write \( N(t) \) given by Eq. (62) as:

\[
N(t) = \exp \left( t + \frac{a}{2} t^2 \right) = \sum_{n=0}^{\infty} H_n \left( -\frac{i}{\sqrt{2a}} \right) \frac{i^n (\frac{a}{2})^{n/2}}{n!} t^n.
\]

(67)

This implies that the factorial, \( x_n! \), can be written, formally, as:

\[
x_n! = \left[ \frac{i^n (\frac{a}{2})^{n/2}}{n!} H_n \left( -\frac{i}{\sqrt{2a}} \right) \right]^{-1}.
\]

(68)

The Hermite polynomial has a formal expansion given by (see [9], p.249 or [11], p.772):

\[
H_n(x) = n! \sum_{m=0}^{[n/2]} (-1)^m \frac{(2x)^{n-2m}}{m! (n-2m)!},
\]

(69)
where \( \lfloor n/2 \rfloor \) is the greatest integer less than or equal to \( n/2 \) (floor function).

Substituting Eq. (69) in Eq. (68) and putting \( x = -i/\sqrt{2a} \) we have the analytical expression for \( x_n! \) in function of \( a \),

\[
x_n! = \left[ \sum_{m=0}^{\lfloor n/2 \rfloor} \frac{\left( \frac{a}{2} \right)^m}{m!(n-2m)!} \right]^{-1},
\]

(70)

The sequence element \( x_n = x_n! / x_{n-1}! \) is then found to be:

\[
x_n = \sum_{j=0}^{\lfloor (n-1)/2 \rfloor} \frac{(a/2)!}{j!(n-2j)!} \sum_{m=0}^\lfloor n/2 \rfloor \frac{(a/2)^m}{m!(n-2m)!}.
\]

(71)

### 3.3.2 Asymptotic behavior of \( x_n \)

In order to get the asymptotic behavior of \( x_n \), we note that the known Hermite polynomials recurrence relation [9, 11, 10],

\[
H_{n+1}(x) = 2xH_n(x) - 2nH_{n-1}(x),
\]

(72)

when used in Eqs. (68) and (71), yields a simple recursion relation for the coefficients \( x_n \) given by

\[
x_{n+1} = \frac{n+1}{1 + ax_n}.
\]

(73)

With the assumption that \( x_n \) tends to infinity when \( n \to \infty \), we are led to \( x_n^2 \approx n/a \), from which follows the asymptotic behavior, valid for \( n \) even or odd,

\[
x_n \sim \sqrt{n/a} + \cdots.
\]

(74)

On the other side, the hypothesis that \( x_n \) tends to a finite value when \( n \to \infty \) leads to a contradiction. Therefore, in the case of Hermite polynomials the sequence \( x_n \) goes to infinity as \( \sqrt{n} \), unlike the other two examples, 1 and 2, shown above, for which \( x_n \) tends to a finite value as \( n \to \infty \).

Due to the previous results and to numerical verifications up to large values of \( n \) we can propose the following conjectures.

**Weak conjecture:**

**Conjecture 1:** In the case of the deformed exponential \( N(t) = \exp(t + (a/3)t^3) \) we also have a simple recursion relation for the new \( x_n \) coefficients, given by

\[
x_{n+1} = \frac{n+1}{1 + ax_n x_{n-1}},
\]

(75)

leading to the asymptotic behavior \( x_n \sim (n/a)^{1/3} \). A natural conjecture, that has been numerically verified, is that a general deformed exponential \( N(t) = \exp(t + (a/m)t^m) \) has coefficients satisfying the recursion relation \( x_{n+1} = (n + \)
1)/(1+ax_nx_{n-1} \cdots x_{n-m+2}) and having the asymptotic behavior 
\(x_n \sim (n/a)^{1/m}\) when \(n \to \infty\).

**Strong conjecture:**
We have also verified numerically a strong version of the previous conjecture 
that can be formulated as:

**Conjecture 2:** The deformed exponential 
\(\mathcal{N}(t) = \exp(\sum_{n=1}^{\infty} a_n t^n)\), with \(a_1 = 1\) and \(a_n > 0\) for all \(n \geq 2\), if written as 
\(\mathcal{N}(t) = \sum_{n=1}^{\infty} t^n/x_n!\) has a simple recursion relation for the new \(x_n\) coefficients, given by 
\[
x_{n+1} = \frac{n + 1}{1 + a_2x_n + a_3x_nx_{n-1} + a_4x_nx_{n-1}x_{n-2} + \cdots + a_{m}x_nx_{n-1} \cdots x_{n-m+2}},
\]  
(76)
leading to the asymptotic behavior 
\(x_n \sim (n/a_m)^{1/m}\) when \(n \to \infty\).

### 3.3.3 Polynomials

From the generating function of the deformed polynomials \(p_n(\eta)\) given by Eq.(63), 
by means of the substitution 
\[
\tau = i \sqrt{\frac{a}{2} (1 - \eta^2)} t, 
\]  
(77)
we obtain 
\[
\exp(2\tau t - \tau^2) = G_{\mathcal{N},\eta}(t),
\]  
(79)
and therefore the generating function can be identified with the Hermite polynomial through Eq. (66). Eq.(6) allows us to write for the polynomials \(p_n(\eta)\) the expression 
\[
p_n(\eta) = i^n \left( \frac{a}{2} (1 - \eta^2) \right)^{n/2} \frac{x_n!}{n!} H_n \left( -i \sqrt{\frac{1 - \eta}{2a(1+\eta)}} \right),
\]  
(80)
where \(x_n!\) is given by Eq.(70). Using Eqs.(69) and (70) we can write a general explicit formula for the deformed polynomials generated by Eq.(62):
\[
p_n(\eta) = \left[ \frac{a}{2} (1 - \eta^2) \right]^{n/2} \frac{\sum_{j=0}^{[n/2]} \left[ \frac{[2(n-j)/((1+\eta))]^{n/2-j}}{j!(n-j)!} \right]}{\sum_{m=0}^{[n/2]} \left( \frac{(n/2)^m}{m!(n/2-m)!} \right)^m}.
\]  
(81)
Therefore, Eqs.(70), (71) and (80) give the explicit expressions for \(x_n!,\ \ x_n\) and \(p_n(\eta)\). The first coefficients \(x_n\), the polynomials \(p_n(\eta)\), and respective figures are shown in the Appendix.
4 Possible applications

The formalism developed in this article can be useful in many areas of physics and in other scientific fields. The usual binomial and Poisson laws are in fact strictly obeyed by systems where correlations are absent. But in physical processes where the correlations are strong enough, which are processes found everywhere, those laws are not applicable. We claim that our formalism naturally takes these correlations into account. Strong correlations also change the average values of the probability of having "win" or "loss", and a discussion about how these averages are modified can be found in [6].

As an example, our formalism could be applied to quantum optics and atomic physics, where the Poisson distribution, on which the construction of Glauber coherent states is based, can be found experimentally deformed. Such deformations may be of sub-Poissonian or super-Poissonian type [11, 12, 13, 14]. We know that the deformations of the Poissonian law can be associated with the so-called nonlinear coherent states and can be represented by the deformed exponentials $N(t)$, extensively discussed in this work. A special type of nonlinear coherent states, corresponding to various deformed exponentials, was actually associated with the trapped-atom motion [12, 13].

Another example is found in quantum measurement, where the information carriers can be associated with quantum states and measurements with operators. If the quantum states carrying information are not orthogonal, no measurement can distinguish between overlapping quantum states without some ambiguity, implying that errors are unavoidable. On the other side, codifying information by means of nonorthogonal quantum states has some advantages, as it is known that a classical information capacity of a noisy channel is actually maximized by a nonorthogonal alphabet. This justifies the development of a quantum information formalism based on nonorthogonal states. It is known that when one tries to distinguish between two nonorthogonal states through some receiver device, there always exists a quantum error probability, whose quantum limit is given by the so-called Helstrom bound, which is the smallest physically allowable error probability, taking into account the overlap between two states. In an alphabet consisting only of two words (two coherent states, for example), the expression for the quantum error probability (Helstrom bound) of two overlapping states $|\Psi_0\rangle$ and $|\Psi_1\rangle$ is given by $P_H = (1/2) \left(1 - \sqrt{1 - |\langle \Psi_1 | \Psi_0 \rangle|^2}\right)$, if the probabilities of the sender to transmit the message associated with $|\Psi_0\rangle$ and $|\Psi_1\rangle$ are equal. It is also known that an imperfect detection, due to a non-ideal photodetector, which is always the case in real measurements, modifies the theoretical probability to detect $n$ photons. Now a non-Poissonian law could be fitted with a deformed exponential $N(t) = \sum_n t^n/x_n!$ (associated with a non-Poissonian law $t^n/(N(t)x_n!)$) so that we deal with a sequence of nonnegative numbers ($x_n$) being viewed as a phenomenological spectrum. Formally, to such a phenomenological spectrum are naturally associated nonlinear coherent states given by $|z\rangle = (1/N(t)) \sum_n z^n/x_n!|n\rangle$. These phenomenologically-constructed nonlinear coherent states, adjusted with the effective numbers ($x_n$), can be set side-by-
side with a corresponding deformed exponential, or a non-Poissonian law. The
Helstrom bound shown above, associated with the nonlinear coherent state, is
modified, and can be read now as, \( P_{H}^{(\text{nonlin})} = \left(1/2\right) \left(1 - \sqrt{1 - 1/N(t)}\right) \), where
\( N(t) \) is the deformed exponential associated with the sequence of data mea-
sured (a sub or super-Poissonian distribution for example) and \( \eta \in [0, 1] \) is the
efficiency of the detector. It exists, then, the theoretical possibility of lowering
the Helstrom bound with respect to the value obtained using Glauber coherent
states, which could be very useful in a transmission of information.

Beyond the examples discussed above, one should point out that the formal-
ism developed in this article was not constructed for a specific physical system,
but is very general. It could be applied everywhere, under the condition that
important correlations are present. The examples above are examples from
physics, but it is not difficult to find examples in other areas where deviations
from Bernoulli trial and/or Poisson distributions have to be considered.

5 Conclusion

In this article we have developed a formalism allowing us to construct deformed
binomial and Poisson distributions preserving the probabilistic interpretation
intrinsically associated with these distributions. We have shown mathematically,
(see theorem 2.1), under which conditions these deformations can be constructed
and we have illustrated our results with some key examples. These deformed
distributions can be associated with examples coming from quantum optics,
atomic physics and quantum information but the formalism enhanced in this
article is very general, and could be used in many different domains where
deviations of binomial and/or Poisson laws are observed. In spite of the fact
that we have explored practically all the important aspects of the set \( \Sigma_{+} \), it
remains the question of the existence of a larger set, containing this one, and still
keeping the probabilistic interpretation, so important to the phenomenological
use of the formalism. Analysis in this direction are underway.
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Figure 1: Polynomials $p_k^{(n)}(\eta)$ for $n = 5$ and $k = 1, 2, 3, 4, 5, 6, 7$. The values of $k$ increase from top to bottom.

Appendix

Example 1

The 7 first polynomials if $n = 5$ are:

\[
p_1^{(5)}(\eta) = 1 - \eta \tag{82}
\]

\[
p_2^{(5)}(\eta) = 1 - \frac{5}{3} \eta + \frac{2}{3} \eta^2 \tag{83}
\]

\[
p_3^{(5)}(\eta) = 1 - \frac{15}{7} \eta + \frac{10}{7} \eta^2 - \frac{2}{7} \eta^3 \tag{84}
\]

\[
p_4^{(5)}(\eta) = 1 - \frac{5}{2} \eta + \frac{15}{7} \eta^2 - \frac{5}{7} \eta^3 + \frac{\eta^4}{14} \tag{85}
\]

\[
p_5^{(5)}(\eta) = 1 - \frac{25}{9} \eta + \frac{25}{9} \eta^2 - \frac{25}{21} \eta^3 + \frac{25}{126} \eta^4 - \frac{\eta^5}{126} \tag{86}
\]

\[
p_6^{(5)}(\eta) = 1 - 3 \eta + \frac{10}{3} \eta^2 - \frac{5}{3} \eta^3 + \frac{5}{14} \eta^4 - \frac{\eta^5}{42} \tag{87}
\]

\[
p_7^{(5)}(\eta) = 1 - \frac{35}{11} + \frac{42}{11} \eta^2 - \frac{70}{33} \eta^3 + \frac{35}{66} \eta^4 - \frac{\eta^5}{22}. \tag{88}
\]

These polynomials can be found in figure 1. Notice that the higher possible power of $\eta$ in $p_k^{(n)}(\eta)$ is $n$ (here $n = 5$), which happens in all cases where $k \geq n$. 
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**Figure 2**: Polynomials $p_k(\eta)$ for $k = 1, 2, 3, 4$ and $(a_1, a_2) = (1/4, 1/2)$. The values of $k$ increase from top to bottom.

**Example 2**

The first three polynomials are

$$
p_1(\eta) = 1 - \eta \tag{89}
$$

$$
p_2(\eta) = 1 - \eta(1 + b_1) + \eta^2 b_1 \tag{90}
$$

$$
p_3(\eta) = 1 - \eta(1 + b_2) + \eta^2 b_2, \tag{91}
$$

where

$$
b_1 \equiv \frac{a_1 a_2}{a_1^2 + a_1 a_2 + a_2^2},
$$

and

$$
b_2 = \frac{a_1^2 a_2 + a_1 a_2^2}{a_1^2 + a_1^2 a_2 + a_2^2 + a_2^2}.
$$

The polynomials for $k = 1, 2, 3, 4$ are shown in figures 2, 3 and 4, for the values of $(a_1, a_2) = (1/4, 1/2), (1/3, 4/3)$ and $(5/4, 6/4)$ respectively.

**Example 3**

With the formulas given by Eqs.(70), (71) and (80) we can calculate the coefficients and polynomials. The first five coefficients $x_n$ are: $x_0 = 0, x_1 = 1, x_2 = 2/(1 + a), x_3 = 3a/(1 + 3a), x_4 = 4(1 + 3a)/(1 + 6a + 3a^2), x_5 = 5(1 + 6a + 3a^2)/(1 + 10a + 15a^2)$ and the first polynomials $p_n(\eta)$ for $n = 2, 3, 4$
Figure 3: Polynomials $p_k(\eta)$ for $k = 1, 2, 3, 4$ and $(a_1, a_2) = (1/3, 4/3)$. The values of $k$ increase from top to bottom.

Figure 4: Polynomials $p_k(\eta)$ for $k = 1, 2, 3, 4$ and $(a_1, a_2) = (5/4, 6/4)$. The values of $k$ increase from top to bottom.
Figure 5: Polynomials \((n = 1, 2, 3, 4, 5)\) for \(\mathcal{N}(t) = \exp(t + at^2/2)\), with \(a = 1/2\). \(n\) increases from top to bottom.

and 5 are (as in all the other examples, \(p_0(\eta) = 1\) and \(p_1(\eta) = 1 - \eta\)):

\[
p_2(\eta) = 1 - \frac{2}{1 + a} \eta + \frac{(1 - a)}{1 + a} \eta^2
\]
(92)

\[
p_3(\eta) = 1 - \frac{3(1 + a)}{1 + 3a} \eta + \frac{3(1 - a)}{1 + 3a} \eta^2 - \frac{(1 - 3a)}{1 + 3a} \eta^3
\]
(93)

\[
p_4(\eta) = 1 - \frac{4(1 + 3a)}{1 + 6a + 3a^2} \eta + \frac{6(1 - a^2)}{1 + 6a + 3a^2} \eta^2 - \frac{4(1 - 3a)}{1 + 6a + 3a^2} \eta^3
\]
(94)

\[
\quad + \frac{(1 - 6a + 3a^2)}{1 + 6a + 3a^2} \eta^4
\]
(95)

\[
p_5(\eta) = 1 - \frac{5(1 + 6a + 3a^2)}{1 + 10a + 15a^2} \eta + \frac{10(1 + 2a - 3a^2)}{1 + 10a + 15a^2} \eta^2
\]
(96)

\[
\quad - \frac{5(1 - 2a - 3a^2)}{1 + 10a + 15a^2} \eta^3 + \frac{5(1 - 6a + 3a^2)}{1 + 10a + 15a^2} \eta^4
\]
(97)

\[
\quad - \frac{(1 - 10a + 15a^2)}{1 + 10a + 15a^2} \eta^5.
\]
(98)

Notice that for \(a > 0\) the coefficients \(x_n\) are always smaller than \(n\) (since \(x_1 = 1\)), as shown theoretically before in corollary 2.2, Eq. [21]. The polynomials for \(n = 1, 2, 3, 4, 5\) are plotted in Fig. 5 for \(a=1/2\).