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Abstract

Exact pattern matching in labeled graphs is the problem of searching paths of a graph $G = (V,E)$ that spell the same string as the pattern $P[1..m]$. This basic problem can be found at the heart of more complex operations on variation graphs in computational biology, of query operations in graph databases, and of analysis operations in heterogeneous networks, where the nodes of some paths must match a sequence of labels or types. We describe a simple conditional lower bound that, for any constant $\epsilon > 0$, an $O(|E|^{1-\epsilon}m)$-time or an $O(|E|^\epsilon m)$-time algorithm for exact pattern matching on graphs, with node labels and patterns drawn from a binary alphabet, cannot be achieved unless the Strong Exponential Time Hypothesis (SETH) is false. The result holds even if restricted to undirected graphs of maximum degree three or directed acyclic graphs of maximum sum of indegree and outdegree three. Although a conditional lower bound of this kind can be somehow derived from previous results (Backurs and Indyk, FOCS’16), we give a direct reduction from SETH for dissemination purposes, as the result might interest researchers from several areas, such as computational biology, graph database, and graph mining, as mentioned before. Indeed, as approximate pattern matching on graphs can be solved in $O(|E| m)$ time, exact and approximate matching are thus equally hard (quadratic time) on graphs under the SETH assumption. In comparison, the same problems restricted to strings have linear time vs quadratic time solutions, respectively, where the latter ones have a matching SETH lower bound on computing the edit distance of two strings (Backurs and Indyk, STOC’15).
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1 Introduction

Large-scale labeled graphs are becoming ubiquitous in several areas, such as computational biology, graph databases, and graph mining. Applications require sophisticated operations on these graphs, and often rely on primitives that locate paths whose nodes have labels or types matching a pattern given at query time.
In graph databases, query languages provide the user with the ability to select paths based on the labels of their nodes or edges, where the edge labels are called properties. In this way, graph databases explicitly lay out the dependencies between the nodes of data, whereas these dependencies are implicit in classical relational databases [4]. Although a standard query language has not been yet universally adopted (as it occurred for SQL in relational databases), popular query languages such as Cypher [13], Gremlin [25], and SPARQL [23] offer the possibility of specifying paths by matching the labels of their nodes.

In graph mining and machine learning for network analysis, heterogeneous networks specify the type of each node [27]. For example, in the DBLP network [30], the nodes for authors can be marked with letter ‘A’, and the nodes for papers can be marked with letter ‘P’, where edges connect authors to their papers. For example, coauthors can be identified by the pattern ‘APA’ when it matches two different nodes with ‘A’. The strings generated by the labels on the paths have several applications in heterogeneous networks, such as graph kernels [16] or node similarity [10], where a basic tool is retrieving the paths for a string.

In genome research, the very first step of many standard analysis pipelines of high-throughput sequencing data has been to align the sequenced fragments of DNA (called reads) on a reference genome of a species. Further analysis reveals a set of positions where the sequenced individual differs from the reference genome. After years of these kind of studies, there is now a growing dataset of frequently observed differences between individuals and the reference. A natural representation of this gained knowledge is a variation graph where the reference sequence is the backbone and variations are encoded as alternative paths [26]. Aligning reads (pattern matching) on this labeled graph gives the basis for the new paradigm called computational pan-genomics [9]. There are already tools that use such ideas, e.g. [15].

Although there is a growing need to perform pattern matching on graphs in several situations described above, the idea of extending the problem of string searching in sequences to pattern matching in graphs was studied over 25 years ago as a search problem in hypertext [20]. The history of key contributions is given in Table 1, where the two best known results for exact and approximate pattern matching, both taking quadratic time in the worst case, are highlighted. Note that errors in the graphs makes the problem NP-hard [3], so we consider errors in the pattern only.

A common feature of the bounds reported in Table 1 is the appearance of the quadratic term $m|E|$ (except for the special cases of trees and the general NP-hard approximate version). Here $m$ is the length of the pattern string and $E$ is the set of edges of the graph. The quadratic cost of the approximate matching on graphs by Rautiainen and Marschall [24] are asymptotical optimal under the Strong Exponential Time Hypothesis [17] (seth) as (i) they solve the approximate string matching as a special case, since a graph consisting of just one path of $|E| + 1$ nodes and $|E|$ edges is a text string of length $n = |E| + 1$, and (ii) it has been recently proved that the edit distance of two strings of length $n$ cannot be computed in $O(n^{2-\epsilon})$ time, for any constant $\epsilon > 0$, unless seth is false [5]. Hence this conditional lower bound explains why the $O(m|E|)$ barrier has been difficult to cross.

We can only explain the complexity on approximate pattern matching on graphs, but nothing is known on exact pattern matching on graphs. Indeed, the classical exact pattern matching with a pattern and a text string can be solved in linear time [19], so one could expect the corresponding problem on graphs to be easier than approximate pattern matching.

In this paper we end up with a slightly surprising observation that exact and approximate pattern matching are equally hard on graphs. Namely, we show the conditional lower bound that an $O(|E|^{1-\epsilon}m)$-time or an $O(|E|m^{1-\epsilon})$-time algorithm for exact pattern matching on graphs cannot be achieved unless seth is false. This result explains why it has been difficult
to find indexing schemes for graphs with other than best case or average case guarantees for fast exact pattern matching \[28, 14\].

Before going on to give the overview and details of the reduction, let us now fix the problem definition and \textsc{seth} formulation.

\textbf{Definition 1.} Given an alphabet $\Sigma$, a labeled graph $G$ is a triplet $(V, E, L)$ where $(V, E)$ is a directed or undirected graph and $L : V \rightarrow \Sigma^+$ is a function that defines which string over $\Sigma$ is assigned to each node.

\textbf{Definition 2.} Let $u_1, \ldots, u_j$ be a path in graph $G$ and $P$ be a pattern. Also, $L(u)[l:]$ and $L(u)[: l']$ denote the suffix of $L(u)$ starting at position $l$ and the prefix of $L(u)$ ending at position $l'$, respectively. We say that $u_1, \ldots, u_j$ is a match for $P$ in $G$ with offset $l$ if the concatenation of the strings $L(u_1)[l:] \cdot L(u_2) \cdot \ldots \cdot L(u_{j-1}) \cdot L(u_j)[: l']$ equals $P$, for some $l'$.

The \textit{Pattern Matching in Labeled Graphs (PMLG)} problem is then defined as:

\textbf{INPUT:} a labeled graph $G = (V, E, L)$ and a pattern $P$ over an alphabet $\Sigma$.

\textbf{OUTPUT:} all the matches for $P$ in $G$.

For example, in Fig. 1 pattern \texttt{cde} has two occurrences but pattern \texttt{bccce} does not occur. For our purpose it would be enough to exploit a decision version of the problem, namely, to be able to determine whether or not there exists at least one match for $P$ in $G$, without reporting all of them. Note that the matching path for $P$ can go through the same nodes multiples times in $G$ as otherwise \textsc{pmlg} is trying to solve the NP-hard Hamiltonian path problem.

We now recall what is \textsc{seth}, namely, the Strong Exponential Time Hypothesis \[17\]. This is a conjecture which is commonly used as a basis of reductions in the scientific community, even though its weaker version \textsc{eth} is more widely accepted.

\textbf{Definition 3 (17).} Let $q$-\textsc{sat} be an instance of \textsc{sat} with at most $q$ literals per clause. Given $\delta_q = \inf \{ \alpha : \text{there is an } O(2^{\alpha n}) \text{-time algorithm for } q$-\textsc{sat} $\}$, \textsc{seth} claims that $\lim_{q \to \infty} \delta_q = 1.$
In other words, it is hard to find an $O(2^{\alpha n})$-time algorithm for general SAT for a constant $\alpha < 1$. We use SETH in the following result, given that the best known algorithm for PMLG, devised 20 years ago [3], has an $O(|E|m)$ time complexity.

**Theorem 4.** For any constant $\epsilon > 0$, the Pattern Matching in Labeled Graphs (PMLG) problem for an alphabet of at least 4 symbols cannot be solved in either $O(|E|^{1-\epsilon}m)$ or $O(|E|m^{1-\epsilon})$ time unless SETH is false.

We can further strengthen the statement of this theorem by proving the following corollaries.

**Corollary 5.** The conditional lower bound stated in Theorem 4 holds even if it is restricted to graphs with binary alphabet for the labels, where each node has degree at most three.

**Corollary 6.** The conditional lower bound stated in Theorem 4 holds even if it is restricted to labeled directed acyclic graphs (DAGs) with binary alphabet for the labels, where each node has the sum of indegree and outdegree at most three.

In order to achieve these results we break down our reasoning process in some intermediate steps. Since this is a conditional lower bound we will reduce SAT to PMLG. Then we will show that having a truly subquadratic algorithm for PMLG would cause to solve SAT in $O(2^{\alpha n})$ time with $\alpha < 1$. Our reduction costs $\tilde{O}(2^n^2)$ time for a SAT formula with $n$ variables and $k = O(poly(n))$ clauses, where $\tilde{O}$ is the shorthand for ignoring polynomial factors in $n$, e.g. $O(kn^22^n) = \tilde{O}(2^n)$. Hence the main steps can be synthesized as follows.

- Find a reduction from SAT to PMLG.
- Ensure that this reduction costs $\tilde{O}(2^n)$ time.
- Show that having a $O(|E|^{1-\epsilon}m)$ or a $O(|E|m^{1-\epsilon})$ time algorithm for PMLG gives a solution for SAT that makes SETH fail.

Our reduction shares some similarities with those for string problems in [5, 8, 1, 6, 7] as it uses SETH. The closest connection is with [6], where regular expression matching is studied (graph $G_F$ in Section 2.2 is analogous to the NFA derived from the regular expression matching of type $|\cdot|$ in [6]). At presentation level, the difference to earlier work is that we reduce directly from SETH, while the earlier work uses an intermediate problem, orthogonal vectors, as a tool; our reduction can also be presented via the orthogonal vectors problem, but we preferred to work with SETH directly since SAT is more familiar to researcher from various research areas. On a more conceptual level, the new reduction has some interesting features of independent interest. Given a SAT formula, our reduction builds a pattern and a graph, using some special characters in the pattern to match bridges in the graph that can be traversed in one direction only (even if the graph is undirected). Also, obtaining the reduction for a binary alphabet requires a suitable variable-length encoding of the characters to avoid certain paths in the graph.

An earlier version of this reduction can be found in the Master’s thesis of the first author [11] (supervised by the two last authors).

## 2 Conditional lower bound for PMLG on undirected graphs

Consider a SAT formula $F$ with variables $v_1, \ldots, v_n$ and set $C$ of $k$ clauses$^1$. We show how to generate a corresponding instance of PMLG. We build a pattern $P \in \Sigma^*$ of suitable length

---

$^1$ In this paper we discuss the interesting case where $k = O(poly(n))$. 

$m = \tilde{O}(2^n)$ and a labeled graph $G = (V, E, L)$, where $|E| = \tilde{O}(2^n)$ and $L : V \rightarrow \Sigma^*$ is the
node labeling with strings from $\Sigma^*$, such that $P$ matches in $G$ if and only if $F$ is satisfied by
some truth assignment of its variables. Recall that a truth assignment $x$ is a tuple $(b_1, \ldots, b_n)$,
where $b_i \in \{\text{true}, \text{false}\}$ is the truth value assigned to each variable $v_i$. We write $x \models c$
to indicate that there exists at least one literal $\ell \in c$ satisfied by $x$ (i.e. either $\ell = v_i$ and
$b_i = \text{true}$, or $\ell = \neg v_i$ and $b_i = \text{false}$).

Our reduction builds a pattern with $m = \tilde{O}(2^n)$ symbols from a binary alphabet $\Sigma$
along with an undirected graph whose nodes are labeled with single symbols from $\Sigma$ (i.e.$L : V \rightarrow \Sigma$). This graph has $|V|, |E| = \tilde{O}(2^n)$ nodes and edges, and maximum degree three.
The reduction can be modified so that the graph is directed with maximum sum of indegree and outdegree at least three.

For presentation’s sake, we begin with a pattern $P$ using an alphabet of four symbols,
$\Sigma = \{b, e, c, d\}$, whose interpretation is to label nodes according to their implicit functionality:
begin (synchronization token), end (synchronization token), clause (marker), dummy (don’t care); moreover, the resulting undirected graph $G$ has unbounded degree; after that, we
will show how to get the minimal degree configuration for $G$ and how to achieve a binary alphabet, as depicted above.

We assume that $n$ is an even number, without loss of generality, and denote by $X$ the
set of $2^n$ possible assignments for the first $n/2$ variables, and by $Y$ those for the last $n/2$
variables, that is,

$X = \{x_i \mid x_i = (b_1^{(i)}, \ldots, b_{n/2}^{(i)}) \text{ is a truth assignment for } v_1, \ldots, v_{n/2}\}$

$Y = \{y_j \mid y_j = (b_{n/2+1}^{(j)}, \ldots, b_n^{(j)}) \text{ is a truth assignment for } v_{n/2+1}, \ldots, v_n\}$.

We call elements of $X$ and $Y$ half-assignments and interpret notation $\models$ accordingly. For example, $y_j \models c$ if and only if there is a literal $\ell \in c$ satisfied by the half-assignment $y_j$ (i.e.
either $\ell = v_i$ and $b_i^{(j)} = \text{true}$, or $\ell = \neg v_i$ and $b_i^{(j)} = \text{false}$, for some $i \geq n/2 + 1$).

The reduction components to follow will be interpreted as follows. The pattern encodes by
position, placing a symbol $c$ to indicate which clauses cannot be satisfied by a half-assignment
$x_i \in X$; the other clauses are marked by $d$ as they are already satisfied by $x_i$ alone; symbols
$b$ and $e$ are employed to sync the half-assignments from $X$ with portions of the graph, called
gadgets.

The gadgets encode which clauses are satisfied by the half-assignments of $Y$, encoding
each such clause with a distinct node labeled with $c$: when a symbol $c$ in the pattern matches
a node with label $c$ in the graph, the corresponding clause is now covered by a half-assignment
$y_j \in Y$, while it was not yet covered by half-assignment $x_i \in X$. If all the symbols $c$ for $x_i$
are matched by the nodes of the gadget corresponding to $y_j$, then assignment $x_i, y_j$ satisfies
the $\text{SAT}$ formula $F$; also the other direction holds.

Parallel nodes labeled with $d$ are introduced to deal with the cases when the pattern
indicates that the corresponding clause is already satisfied by a half-assignment in $X$. Nodes
labeled with $b$ or $e$ are used to match a half-assignment $x_i \in X$ with a half-assignment of
$y_j \in Y$. Details follow below.

2.1 Building the pattern

Pattern $P$ is defined over the alphabet $\Sigma = \{b, e, c, d\}$ using the half-assignments in $X =$
$\{x_1, \ldots, x_{2^n}\}$ and the set $C = \{c_1, \ldots, c_k\}$ of clauses of $\text{SAT}$ formula $F$. Specifically, it is
built as the concatenation $P = ebP_{x_1}ebP_{x_2}e \ldots bP_{x_{2^n}}eb$ of $2^n$ strings where $x_i \in X$ and,
for $1 \leq h \leq k$, the $h$th symbol of string $P_{x_i}$ is defined as

$$P_{x_i}[h] = \begin{cases} 
  c & \text{if } x_i \not\models c_h \\
  d & \text{otherwise}
\end{cases}$$

We will prove that $F$ is satisfiable if and only if we can find a match for this pattern in our graph, where the latter is made up of gadgets as specified below.

### 2.2 Graph gadgets for SAT formulas

Our gadget is an undirected graph $G_F = (V_F, E_F, L_F)$, illustrated in Figure 1 and defined as follows using the $2^2$ half-assignments in $Y = \{y_1, \ldots, y_{2^2}\}$ and the set $C = \{c_1, \ldots, c_k\}$ of clauses of SAT formula $F$.

In the set $V_F$ of nodes, we have a clause node $c_{j,h}$ for every possible pair $y_j, c_h \in Y \times C$ such that $y_j \models c_h$, and a dummy node $d_{j,h}$ for every possible pair $y_j, c_h \in Y \times C$. Set $V_F$ also contains two special nodes, a begin node $b$ and an end node $e$,

$$V_F = \{c_{j,h} \mid y_j \models c_h, y_j \in Y, c_h \in C\} \cup \{d_{j,h} \mid y_j \in Y, c_h \in C\} \cup \{b, e\}$$

Labeling $L_F : V_F \to \Sigma$ is consequently defined, where a symbol $c$ in the pattern that matches a node labeled with $c$ in the graph will represent the fact a clause not satisfied by a certain half-assignment in $X$ is actually satisfied by a certain half-assignment in $Y$. The $d$ symbols are sort of “don’t care”, and $b$ and $e$ symbols synchronize the whole.

$$L_F(u) = \begin{cases} 
  b & \text{if } u = b \\
  e & \text{if } u = e \\
  c & \text{if } u = c_{j,h} \\
  d & \text{if } u = d_{j,h}
\end{cases}$$

---

**Figure 1** Gadget $G_F$ for formula $F$, where $n = 4, 2^2 = 4$ and $k = 3$. If for instance we look at the first column we observe that $c_{1,1}$ and $c_{3,1}$ are missing meaning that $y_1 \not\models c_1$ and $y_3 \not\models c_1$. On the other hand we know that $y_2 \models c_1$ and $y_4 \models c_1$ since we have nodes $c_{2,1}$ and $c_{4,1}$. An example of a pattern that we are able to match is $P = bccde$ while we would fail on $\overline{P} = bcdce$. For $1 \leq h \leq k$, the $h$th symbol of string $P_{x_i}$ is defined as

$$P_{x_i}[h] = \begin{cases} 
  c & \text{if } x_i \not\models c_h \\
  d & \text{otherwise}
\end{cases}$$

We will prove that $F$ is satisfiable if and only if we can find a match for this pattern in our graph, where the latter is made up of gadgets as specified below.

### 2.2 Graph gadgets for SAT formulas

Our gadget is an undirected graph $G_F = (V_F, E_F, L_F)$, illustrated in Figure 1 and defined as follows using the $2^2$ half-assignments in $Y = \{y_1, \ldots, y_{2^2}\}$ and the set $C = \{c_1, \ldots, c_k\}$ of clauses of SAT formula $F$.

In the set $V_F$ of nodes, we have a clause node $c_{j,h}$ for every possible pair $y_j, c_h \in Y \times C$ such that $y_j \models c_h$, and a dummy node $d_{j,h}$ for every possible pair $y_j, c_h \in Y \times C$. Set $V_F$ also contains two special nodes, a begin node $b$ and an end node $e$.

$$V_F = \{c_{j,h} \mid y_j \models c_h, y_j \in Y, c_h \in C\} \cup \{d_{j,h} \mid y_j \in Y, c_h \in C\} \cup \{b, e\}$$

Labeling $L_F : V_F \to \Sigma$ is consequently defined, where a symbol $c$ in the pattern that matches a node labeled with $c$ in the graph will represent the fact a clause not satisfied by a certain half-assignment in $X$ is actually satisfied by a certain half-assignment in $Y$. The $d$ symbols are sort of “don’t care”, and $b$ and $e$ symbols synchronize the whole.

$$L_F(u) = \begin{cases} 
  b & \text{if } u = b \\
  e & \text{if } u = e \\
  c & \text{if } u = c_{j,h} \\
  d & \text{if } u = d_{j,h}
\end{cases}$$
As shown in Fig. [1] the edges in the set \( E_F \) connect \( b \) to every \( c_{h,1} \) and \( d_{h,1} \), and connect every \( c_{h,k} \) and \( d_{h,k} \) to \( e \), for \( 1 \leq h \leq k \). Moreover, there is an edge for every pair of nodes that share the same \( j \) and are consecutive in terms of \( h \) coordinate (e.g. \( c_{j,h}, d_{j,h+1} \)), for \( 1 \leq j \leq 2^\pi \) and \( 1 \leq h \leq k \).

\[
E_F = \{ (b, c_{j,1}) \mid c_{j,1} \in V \} \cup \{ (b, d_{j,1}) \mid d_{j,1} \in V \} \cup \{ (c_{j,k}, e) \mid c_{j,k} \in V \} \cup \{ (d_{j,k}, e) \mid d_{j,k} \in V \} \\
\cup \{ (c_{j,h}, c_{j,h+1}) \mid c_{j,h}, c_{j,h+1} \in V \} \cup \{ (c_{j,h}, d_{j,h+1}) \mid c_{j,h}, d_{j,h+1} \in V \} \\
\cup \{ (d_{j,h}, c_{j,h+1}) \mid d_{j,h}, c_{j,h+1} \in V \} \cup \{ (d_{j,h}, d_{j,h+1}) \mid d_{j,h}, d_{j,h+1} \in V \}
\]

We observe that pattern occurrences in \( G_F \) have some combinatorial properties:\(^2\)

**Lemma 7.** If subpattern \( bP_{x_i}e \) matches in \( G_F \) then all the nodes matching \( P_{x_i} \) share the same \( j \) coordinate and have distinct and consecutive \( h \) coordinates (i.e. either \( c_{j,h} \) or \( d_{j,h} \) for \( 1 \leq h \leq k \)).

**Proof.** Gadget \( G_F \) contains a single node \( b \) with label \( L(b) = b \) and a single node \( e \) with label \( L(e) = e \). Moreover, the shortest path from \( b \) to \( e \) contains \( k + 2 \) nodes (\( b \) and \( e \) included).

As \( bP_{x_i}e \) contains \( k + 2 \) symbols, its matching path \( \pi = b, u_1, \ldots, u_k, e \) in \( G_F \) must traverse all distinct nodes by construction. Suppose by contradiction that at least one node in \( \pi \) has different \( j \) coordinate. This means that two consecutive nodes \( u_h \) and \( u_{h+1} \) in \( \pi \) have coordinates \( j \) and \( j' \), with \( j \neq j' \). Node \( u_h \) is actually either \( c_{j,h} \) or \( d_{j,h} \), whereas \( u_{h+1} \) is either \( c_{j',h+1} \) or \( d_{j',h+1} \). By inspection of these four possible cases, we observe that our construction of \( G_F \) does not provide any edge connecting \( u_h \) and \( u_{h+1} \). Indeed, there is no edge that allows a node to change the \( j \) coordinate in the middle of a path. Hence we reach a contradiction. Finally, if one of the matching nodes were not consecutive in terms of \( h \) coordinate, by construction we know that we would not be following the shortest path to \( e \), hence it would not be possible to complete the match.

**Lemma 8.** Subpattern \( bP_{x_i}e \) matches in \( G_F \) if and only if there is \( y_j \in Y \) such that the truth assignment \( x_i y_j \) satisfies \( F \) (i.e. \( x_i y_j \models F \)).

**Proof.** By Lemma [7] we can focus on the \( k \) distinct nodes matching \( P_{x_i} \), sharing the same coordinate \( j \). We handle the two implications of the statement individually.

\((\rightarrow)\) Consider the partial assignment \( x_i \in X \). From the structure of the pattern we know that \( x_i \) satisfies all the clauses \( c_h \) for which \( P_{x_i} \models \emptyset \). Since \( P_{x_i} \) has a match in \( G_F \), consider the assignment \( y_j \in Y \) where \( j \) exists by Lemma [7] as observed above. We observe that by construction \( y_j \) satisfies those clauses that \( x_i \) cannot satisfy, namely those for which \( P_{x_i} \models \emptyset \) and \( c_h \). Hence we have found a truth assignment \( x_i y_j \) that satisfies \( F \).

\((\leftarrow)\) Consider a truth assignment \( x_i y_j \) that satisfies \( F \), that is, all clauses \( c_h \) for SAT formula \( F \) are true. Consider now the nodes with coordinate \( j \) in \( G_F \). For \( h = 1, 2, \ldots, k \), if \( x_i \models c_h \) then \( P_{x_i} \models \emptyset \) and matching node \( d_{j,h} \) exits in \( G_F \) by its definition. If \( x_i \models \emptyset \) then it must be \( y_j \models c_h \); thus \( P_{x_i} \models \emptyset \) and a matching node \( c_{j,h} \) exists in \( G_F \) by its construction. The definition of the edges of \( G_F \) ensures that all the above nodes \( c_{j,h} \) and \( d_{j,h} \), as we need, are properly linked to form a path of distinct nodes (for increasing values of \( h \)); it is so because they all share the same \( j \) coordinate. This implies that \( P_{x_i} \) matches in \( G_F \). \( \blacksquare \)

While the previous gadget is useful to check whether a half-assignment \( x_i \) satisfies \( F \) using a given subpattern \( P_{x_i} \in b\{c,d\}^k e \), we need another “jolly” gadget that matches all

\(^2\) Gadget \( G_F \) is analogous to the main component of the SETH reduction to regular expression matching of type \(|\cdot|\) in [6].
subpatterns in $b(c, d)^k e$ (this is useful when $x_i$ does not satisfy $F$). We concatenate $2\frac{n}{2} - 1$ instances of the latter gadget, thus obtaining the graph $G_U = (V_U, E_U, L_U)$ illustrated in Figure 2 whose definition is clear from the picture. The $j$th copy of the gadget substructure has a node $b_j$ followed by nodes $c_{j,h}, d_{j,h}$ and then node $e_j$, with $1 \leq j \leq 2\frac{n}{2} - 1$ and $1 \leq h \leq k$. The labels are $L_U(b_j) = b$, $L_U(c_{j,h}) = c$, $L_U(d_{j,h}) = d$ and $L_U(e_j) = e$ (we may think about nodes $c_{i,h}$ and $d_{i,h}$ as disposed along two parallel lines). We place the edges $(b_i, c_{1,1})$, $(b_i, d_{1,1})$, $(c_{i,h}, e_j)$, $(d_{i,k}, e_i)$ for connecting the beginning and ending nodes of each gadget with its inner part. We connect nodes $c_{i,h}$ and $d_{i,h}$ with the edges $(c_{i,h}, c_{i,h+1})$, $(c_{i,h}, d_{i,h+1})$, $(d_{i,h}, c_{i,h+1})$, $(d_{i,h}, d_{i,h+1})$. We concatenate our gadgets one after the other using the edges $(e_i, b_{i+1})$, for $i = 1, \ldots, 2\frac{n}{2} - 1$.

2.3 Putting all together

Armed with gadgets $G_F$ and $G_U$, we obtain the graph $G = (V, E, L)$ from the SAT formula $F$ by combining them as illustrated in Figure 3. We take one instance of $G_F = (V_F, E_F, L_F)$ and two instances of $G_U$, say $G_U^{(1)} = (V_U^{(1)}, E_U^{(1)}, L_U^{(1)})$ and $G_U^{(2)} = (V_U^{(2)}, E_U^{(2)}, L_U^{(2)})$, and two new nodes $u$ and $z$, where their label is respectively $e$ and $b$. Then $G = (V, E, L)$ has node set $V = V_F \cup \{u, z\} \cup V_U^{(1)} \cup V_U^{(2)}$, preserving the node labels. The edge set is the union of

\[ \begin{align*}
G_F &= &
\begin{array}{c}
\includegraphics{fig2}
\end{array}
\end{align*}\]

\[ \begin{align*}
G_U &= &
\begin{array}{c}
\includegraphics{fig3}
\end{array}
\end{align*}\]
the previous edge sets plus four edges: one connects the “last” node labeled with e in \(G_U^{(1)}\) with the node labeled with b in \(G_F\); the other connects the node labeled with e in \(G_F\) with the “first” node labeled with b in \(G_U^{(2)}\); plus u is connected to the first node labeled with b in \(G_U^{(1)}\), and the last node labeled with e in \(G_U^{(2)}\) is connected to z.

**Remark.** Each edge connecting a node labeled with e to a node labeled with b is a bridge in G (i.e. its removal disconnect G). As we shall see, the purpose of these bridges is dual since, within a matching path, the ith occurrence of eb in the pattern matches the ith bridge with labels e and b at its endpoints: (i) they synchronize the distinct subpatterns with the distinct (portions of the) gadgets, and (ii) they guarantee that the pattern matches a path of distinct nodes rather than a walk.

We now prove that the reduction is correct, first focusing on subpatterns of \(P\).

**Lemma 9.** Pattern \(P\) matches in G if and only if a subpattern \(bP_x,e\) of \(P\) matches in \(G_F\).

**Proof.** For the \(\Rightarrow\) implication, the bridges with endpoints labeled with e and b can only be traversed once in this direction, as \(P\) contains the sequence eb but does not contain be. Moreover, each occurrence of \(P\) must begin with one such bridge and end with another such bridge. For this reason each distinct subpattern \(bP_x,e\) matches a path from either a distinct portion of \(G_U^{(l)} (l = 1, 2)\) or \(G_F\). Recall that \(G_U^{(1)}\) and \(G_U^{(2)}\) can match at most \(2^2 - 1\) subpatterns of \(P\) each, while \(P\) has \(2^2\) of them. Hence one subpattern \(bP_x,e\) is forced to have a match in \(G_F\) in order to have a full match for \(P\).

The \(\Leftarrow\) implication is trivial. In fact, if \(bP_x,e\) has a match in \(G_F\) then we can match \(bP_{x_1},e,...,bP_{x_n},e\) in \(G_U^{(1)}\) and \(bP_{x_{i+1}}e,...,bP_{x_{2^2}}e\) in \(G_U^{(2)}\) by construction, and have a full match for \(P\) in \(G\).

The main result proves the correctness of our reduction.

**Theorem 10.** Pattern \(P\) matches in G if and only if the sat formula \(F\) is satisfiable.

**Proof.** By Lemma 9 \(P\) matches in G if and only if a subpattern \(P_{x_i}\) matches in \(G_F\).

By Lemma 8 this holds if and only if the truth assignment \(x,y_j\) satisfies \(F\), hence \(F\) is satisfiable.

2.4 Cost of the reduction

We analyze the cost of building the pattern \(P\) and the graph \(G\) from the sat formula \(F\).

**Lemma 11.** Given a sat formula \(F\) with \(n\) variables, the corresponding pattern \(P\) and graph \(G\) can be built in \(O(2^2)\) time and space.

**Proof.** Checking if an assignment satisfies a clause takes \(O(n)\) time which, for our goals, is negligible when compared to \(O(2^2)\). Recalling that the number \(k\) of clauses is polynomially bounded in \(n\), we observe that each \(P_{x_i}\) in \(P\) has \(k\) symbols that can be either c or d plus symbols b and e. Since \(P\) has \(2^2\) sub-patterns \(P_{x_i}\), summing everything up we get a length of \(m = (k + 2)2^2 = O(2^2)\) symbols. As for \(G_U\), it has \(2^2\) gadgets each one having \(k\) nodes labeled with c, \(k\) nodes labeled with d, and nodes \(b_i\) and \(c_i\). Hence there are \((2 + 2k)2^2 = O(2^2)\) total nodes. Each node has a constant number of incident edges (at most 4) thus their size is \(O(2^2)\) as well. As for \(G_F\), it has \(O(k2^2)\) nodes labeled with c and the same amount of nodes labeled with d plus those with b and e. In this case, each node has a constant number of edges but for b and e. Nevertheless, b and e have \(O(2^2)\)
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edges each, therefore the total amount of edges is again \(\tilde{O}(2^\frac{n}{\alpha})\). For connecting \(G_F\) to the two instances of \(G_U\) we are adding just 2 edges. Since the pattern and the graph have size \(\tilde{O}(2^\frac{n}{\alpha})\), we conclude that the cost of our reduction is indeed \(\tilde{O}(2^\frac{n}{\alpha})\).

2.5 Implications on SETH

The last step in our proof of Theorem 3 is showing that any \(O(|E|^{1-\epsilon} m)\)-time or \(O(|E| m^{1-\epsilon})\)-time algorithm for PMLG unavoidably leads to a failure of SETH. To this aim, assume that we have such an algorithm, say \(A\). Given a SAT formula \(F\) we perform our reduction stated in Theorem 10 obtaining pattern \(P\) and graph \(G\) in \(\tilde{O}(2^\frac{n}{\alpha})\) time by Lemma 11 observing that \(|E| = O(2^\frac{n}{\alpha})\) and \(m = \tilde{O}(2^\frac{n}{\alpha})\). At this point, no matter whether \(A\) has \(O(|E|^{1-\epsilon} m)\) or \(O(|E| m^{1-\epsilon})\) time complexity, we will end up with an algorithm deciding if \(F\) is satisfiable in \(\tilde{O}(2^\frac{n}{\alpha} 2^\frac{n}{\alpha} (1-\epsilon)) \approx \tilde{O}(2^\frac{n}{\alpha} \cdot 2^\frac{n}{\alpha} \cdot \epsilon)\) time. Since \(\alpha = \frac{2^\frac{n}{\alpha}}{2^\frac{n}{\alpha} - 1} < 1\) we conclude that this implies to be able to solve SAT in \(O(2^{\alpha n})\) time with \(\alpha < 1\), making SETH false.

3 From undirected graphs to DAGs, with binary alphabets

In this section we show that the graph \(G\) obtained from the reduction described in Section 2 can be transformed so that each node has degree at most three and label chosen from an alphabet of two symbols \(\{0, 1\}\).

We describe how to modify the proof of Theorem 3 so that it holds for any graph of degree at most three. We observe that the graph built in the reduction in Section 2 has degree \(O(2^\frac{n}{\alpha})\). To obtain degree at most three, we first modify gadgets \(G_F\) and \(G_U\) to meet such requirement, and then adjust pattern \(P\) consequently. Finally, we obtain a binary alphabet for the labels, thus proving Corollary 5.

After that we prove Corollary 6 showing that the undirected graph can be easily transformed into a directed acyclic graph (DAG).

3.1 Maximum degree three

Revised gadget \(G_F\)

As depicted in Figure 1(a), consider the \(O(2^\frac{n}{\alpha})\) edges connecting node \(b\) with nodes \(c_{j,1}\) and \(d_{j,1}\) in \(G_F\). We replace them by a binary tree structure whose nodes are new dummy nodes \(f_l\) with labels \(L(f_l) = d\) for \(1 \leq l \leq 2^\frac{n}{\alpha} - 2\). As for node \(e\), we proceed along the same way and replace the edges connecting nodes \(c_{j,k}\) and \(d_{j,k}\) by \(e\) by a binary tree structure (this case is not shown in the figure). The internal nodes of these trees have degree at most three.

This is not enough to guarantee degree at most three for each node in \(G_F\) as nodes \(c_{j,h}\) and \(d_{j,h}\) could have degree four. For example, with some nodes \(d_{j,h-1}, d_{j,h}\) and \(d_{j,h+1}\), nodes \(c_{j,h-1}, c_{j,h+1}\) and \(c_{j,h}\) could exist. Then both \(c_{j,h}\) and \(d_{j,h}\) would have degree four. This can be fixed as shown in Figure 1(b), adding two pairs of dummy nodes \(f\) with label \(L(f) = d\) to lower the degree to three.

At this point, we added \(O(2^\frac{n}{\alpha})\) dummy nodes \(f\) for the binary tree, and \(O((k-1)2^\frac{n}{\alpha}) = \tilde{O}(2^\frac{n}{\alpha})\) pairs of nodes \(f_{j,h}^{(1)}, f_{j,h}^{(2)}\). Moreover, the new edges for the binary tree are as many as

---

3 One pair is placed between nodes \(c_{j,h-1}, d_{j,h-1}\) and nodes \(c_{j,h}, d_{j,h}\) via edges \((c_{j,h-1}, f_{j,h-1}^{(1)}), (d_{j,h-1}, f_{j,h-1}^{(1)}), (f_{j,h-1}^{(1)}, c_{j,h}), (f_{j,h-1}^{(1)}, d_{j,h})\). The other pair of dummy nodes \(f\) is placed between nodes \(c_{j,h}, f_{j,h}^{(1)}\) and nodes \(c_{j,h+1}, f_{j,h+1}\) via edges \((c_{j,h}, f_{j,h}^{(1)}), (d_{j,h}, f_{j,h}^{(1)}), (f_{j,h}^{(1)}, c_{j,h+1}), (f_{j,h}^{(1)}, d_{j,h+1})\).
the nodes while for the other modifications we add one edge for each pair of dummy nodes. The overall time complexity to build the transformed \( G_F \) does not increase significantly.

**Revised gadget** \( G_U \)

Gadget \( G_U \) has to be consistent with \( G_F \). We add \((\log 2^{\frac{x}{2}+1}) - 1 = \frac{n^2}{2}\) dummy nodes \( f \) with label \( L(f) = d \) between every \( b_i \) node and the nodes \( c_{i,1} \) and \( d_{i,1} \) following it. We also add \( \frac{n^2}{2} \) dummy nodes \( f \) with label \( L(f) = d \) between every node \( e_i \) and the previous nodes \( c_{i,k} \) and \( d_{i,k} \). We are adding \( 2^{\frac{x}{2}}(2^{\frac{x}{2}} - 1) = \tilde{O}(2^{\frac{x}{2}}) \) new nodes and one new edge per node, thus the overall time complexity will not be affected. The need for this step will be clearer when we will modify pattern \( P \), as it has to match either \( G_F \) or \( G_U \), so the same format of \( P \) is required in both types of gadgets.

We have another issue to handle. As in \( G_F \), there could be nodes \( c_{i,h} \) and \( d_{i,h} \) of degree four. In that case, we add pairs of dummy nodes \( f \) with label \( L(f) = d \) following the same schema presented for \( G_F \) and illustrated in Figure 4(b). In this way we are introducing \( 2(k - 1)(2^{\frac{x}{2}} - 1) = \tilde{O}(2^{\frac{x}{2}}) \) new nodes and one edge for each pair of dummy nodes which do not change the time complexity of the reduction.
Revised pattern $P$

Pattern $P = ebP_x ebP_x e \ldots bP_x eb$ is modified so as to match $G_F$ and $G_U$ when needed. We add $\frac{3}{2}$ symbols $d$ after each occurrence of $b$ and before each occurrence of $e$. Moreover, we insert $d$ symbols inside the subpatterns $P_x = a_1 a_2 \ldots a_k$, where $a_h \in \{c, d\}$, to obtain the new subpatterns $P_x^\prime = a_1 d d a_2 d d \ldots d d a_k$. Therefore, the new pattern to match will be

$$P^\prime = eb \underbrace{d \ldots d}_{\frac{3}{2} \text{times}} P_x \underbrace{d \ldots d}_{\frac{3}{2} \text{times}} e \ldots b \underbrace{d \ldots d}_{\frac{3}{2} \text{times}} P_x^\prime \underbrace{d \ldots d}_{\frac{3}{2} \text{times}} eb.$$

It is worth noting that $P^\prime \in eb ((c, d)^+ eb)^+$ in this way. The number of new symbols added before and after the subpatterns is $\frac{n}{2} 2^\frac{3}{2} = \tilde{O}(2^\frac{3}{2})$ while the ones inserted inside them are $2(k-1)2^\frac{3}{2} = \tilde{O}(2^\frac{3}{2})$. The time cost of the reduction does not increase significantly.

### 3.2 Binary alphabet

The last step consists in defining a binary encoding $\alpha$ of the symbols $\Sigma = \{b, e, c, d\}$, namely,

$$\alpha(c) = 0000, \quad \alpha(d) = 1111, \quad \alpha(b) = 10, \quad \alpha(e) = 01.$$

Given any string $x = x[1..m]$, we define its binary encoding $\alpha(x) = \alpha(x[1]) \ldots \alpha(x[m])$. The following useful synchronizing property holds, recalling that each edge connecting a node with label $e$ to a node with label $b$ is a bridge in (transformed) $G$.

**Lemma 12.** For any string $x \in \Sigma^+$, its binary encoding $\alpha(x)$ contains $0110$ if and only if $x$ contains $eb$.

**Proof.** We observe that $e$ and $b$ are encoded by two bits each, while $c$ and $d$ are encoded by four bits each. Hence, $0110$ can appear by concatenating the binary encoding of two or three symbols. On the other hand, $eb$ occurs in $x$ if and only if it occurs in a substring of length 3 of $x$. Consequently, it suffices to check the claim by inspection of all the 64 substrings of $x$ of length 3, $ccc, \ldots, eee$, and their encodings to see that the property holds.

Any walk matched by the revised pattern $P^\prime$ crosses the bridges in the direction from $e$ to $b$.

**Lemma 13.** For any pattern $P^\prime$ obtained in the reduction, its binary encoding $\alpha(P^\prime)$ does not contain $1001 = \alpha(be)$.

**Proof.** Recalling that $P^\prime \in eb ((c, d)^+ eb)^+$, all the possible substrings of length 3 in $P^\prime$ by construction are of the forms $b(c, d)e$, $eb\{c, d\}$, $\{c, d\}eb$, $b\{c, d\}^2$, $\{c, d\}^2e$, and $\{c, d\}^3$. By inspection of this small number of cases, none contains $be$, and none of their binary encodings contains $1001$. An immediate consequence of Lemma 12 and 13 is that the encodings preserve the occurrences. Let $G'$ be the transformed graph, and $P^\prime$ be the revised pattern in the reduction. Let $\alpha(G')$ denote the graph obtained from $G'$ by relabeling its nodes with the binary encoding $\alpha$ of their labels.

**Lemma 14.** In the reduction, $P^\prime$ matches in $G'$ if and only if $\alpha(P^\prime)$ matches in $\alpha(G')$.

**Proof.** It follows by Lemma 12 and 13 and the fact that all the edges whose endpoints have one label $e$ and the other label $b$ are bridges, and they are traversed in the direction from $e$ to $b$ when matching $P^\prime$. In the encoding above, each node stores two or four bits. By replacing it with a chain of two or four nodes with a single bit as a label, we obtain the proof of Corollary 5.
3.3 Directed acyclic graphs

In order to prove Corollary 6, we observe that the proof of Theorem 4 can be easily modified in order to work also for DAGs.

Considering the definitions of edges $E_F$ and $E_U$ in the proof of Theorem 4 and the transformation described so far, we immediately obtain a directed graph $G'$ that is acyclic. Indeed, because of bridges and occurrences of $eb$ in the pattern, each pattern match must begin with some bridge, end with a different bridge and lay along a path from the first to the last bridge in the graph. So the edges can be oriented by construction from left (first bridge) to right (last bridge), as it can be checked in Fig. 1-4.

4 Conclusions

We studied the complexity of pattern matching on labeled graphs, giving a SETH conditional quadratic lower bound for the exact pattern matching. In strings the exact pattern matching takes linear time whereas the approximate pattern matching takes quadratic time under a matching conditional lower bound. Differently from strings, our result along with the upper bounds in [3, 24] imply that the exact and approximate pattern matching (the latter with errors in the pattern) have the same complexity under the SETH conjecture. Our conditional lower bound uses a binary alphabet and holds even if restricted to nodes of maximum degree at most three for undirected graphs, and to nodes of maximum sum of indegree and outdegree at most three for directed acyclic graphs (DAGs).

Two border cases are left if the maximum degree or sum of indegree and outdegree is at most two: a) when the undirected graph is a simple path or a cycle, and pattern matching goes along a walk (so it is a sort of zig-zag string matching), and b) when the graph is a directed cycle. For a), we can convert each edge into a pair of arcs and apply the known quadratic algorithm in [3]. On the other hand, we can extend our reduction to derive a matching SETH lower bound for this case [12]. For b), we can adapt any known string matching algorithm (e.g. [19]) to get linear time.

An interesting and natural question for directed graphs is what happens when the graph is deterministic, that is, for each symbol $c$ and each node $v$, there is at most one neighbor of $v$ labeled with $c$. Unfortunately, this does not make the problem any easier. Although our reduction creates an inherently non-deterministic graph, it is possible to alter the reduction scheme to create a deterministic graph [12].
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