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Abstract

Model order reduction (MOR) methods that are designed to preserve structural features of a given full order model (FOM) often suffer from a lower accuracy when compared to their non-structure-preserving counterparts. In this paper, we present a framework for structure-preserving MOR, which allows to compute structured reduced order models (ROMs) with a much higher accuracy. The framework is based on parameter optimization, i.e., the elements of the system matrices of the ROM are iteratively varied to minimize an objective functional that measures the difference between the FOM and the ROM. The structural constraints can be encoded in the parametrization of the ROM. The method only depends on frequency response data and can thus be applied to a wide range of dynamical systems.

We illustrate the effectiveness of our method on a port-Hamiltonian and on a symmetric second-order system in a comparison with other structure-preserving MOR algorithms.

1 Introduction

The increased demand for analysis and control of interconnected systems has promoted the investigation of structured models that encode physical properties of the underlying system such as stability or passivity. This is useful as these properties are hard to check or to enforce for system interconnections but are often automatically given in structured models. When (sub)-systems describe complex physical phenomena, high-fidelity modeling often leads to models with a large state-space dimension which renders simulations or controller synthesis computationally challenging or even impossible.

This problem is addressed by model order reduction (MOR). MOR allows to compute low order surrogate models that approximate the original model’s input/output map, i.e., the same excitation of the full order model (FOM) and the reduced order model (ROM) leads to a similar response and the ROM can be used in simulations or for controller design instead of the FOM. In the setting of interconnected systems, it is essential to not only mimic the given input/output map of some component but also preserve its physical structure to be able to still benefit from the automatic properties of structured models.
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For that, structure-preserving MOR methods have been introduced. Throughout this paper we consider the MOR of port-Hamiltonian (pH) systems (see [52] for an overview) of the form

$$\Sigma_{pH} : \begin{cases} \dot{x}(t) = (J - R)Qx(t) + Bu(t), \\ y(t) = B^TQx(t), \end{cases}$$

where $J, R, Q \in \mathbb{R}^{n_x \times n_x}$ and $B \in \mathbb{R}^{n_x \times n_u}$ with the structural constraints $J = -J^T$, $R \succeq 0$, and $Q \succeq 0$. Here, for a matrix $X \in \mathbb{R}^{n \times n}$, $X \succ 0$ $(X \succeq 0)$ indicates that $X$ is symmetric positive (semi)-definite. Note that often $Q \succ 0$ is assumed, e.g., in [6] but for simplicity of presentation we assume that $Q \succeq 0$. The Hamiltonian $H : \mathbb{R}^n \to \mathbb{R}^+ := \{a \in \mathbb{R} \mid a \geq 0\}$ of $\Sigma_{pH}$ is given by

$$H(x(t)) = \frac{1}{2}x(t)^TQx(t).$$

It describes the total internal energy of the system in the state $x(t)$.

The other system class we consider consists of symmetric second-order systems (SSO) with co-located force actuators and position sensors which usually arise in the modeling of mechanical systems. They are of the form

$$\Sigma_{sso} : \begin{cases} M\ddot{x}(t) + D\dot{x}(t) + Kx(t) = Bu(t), \\ y(t) = B^Tx(t), \end{cases}$$

where $M, D, K \in \mathbb{R}^{n_x \times n_x}$ and $B \in \mathbb{R}^{n_x \times n_u}$ and where $M \succeq 0$, $D \succeq 0$, and $K \succeq 0$. Such systems are discussed, e.g., in [37, 40]. In a similar fashion, we could consider systems with co-located velocity instead of position outputs. The latter can be shown to be pH by an appropriate transformation to first-order form.

Our goal is to compute ROMs which share exactly the same structural features as the FOMs. For a pH system this means that we want to obtain a ROM of the form

$$\Sigma_{pH,r} : \begin{cases} \dot{x}_r(t) = (J_r - R_r)Q_rx_r(t) + B_ru(t), \\ y_r(t) = B_r^TQ_rx_r(t), \end{cases}$$

where $J_r, R_r, Q_r \in \mathbb{R}^{r \times r}$, $B_r \in \mathbb{R}^{r \times n_u}$ with $J_r = -J_r^T$, $R_r \succeq 0$, and $Q_r \succeq 0$ and with $r \ll n_x$. Analogously, a ROM for the system $\Sigma_{sso}$ would be of the form

$$\Sigma_{sso,r} : \begin{cases} M_r\ddot{x}_r(t) + D_r\dot{x}_r(t) + K_rx_r(t) = B_ru(t), \\ y_r(t) = B_r^Tx_r(t), \end{cases} \tag{1}$$

where $M_r, D_r, K_r \in \mathbb{R}^{r \times r}$ and $B_r \in \mathbb{R}^{r \times n_u}$ with $M_r \succeq 0$, $D_r \succeq 0$, $K_r \succeq 0$, and $r \ll n_x$.

In the literature there exist several different approaches to MOR and multiple different algorithms have been developed. Popular classes of reduction algorithms for linear time-invariant systems are the following: (i) eigenvalue-based approaches such as modal truncation in which dominant eigenvalues of an underlying eigenvalue problem are extracted; (ii) balancing-based methods such as balanced truncation (BT) in which input and output energies are considered to identify states which contribute only little to the input/output behavior of the system; and (iii) rational approximation methods such as moment matching or the iterative rational Krylov algorithm (IRKA) in which approximation techniques for the system’s transfer function are employed. We refer to the textbooks [2] and [3] for an overview.
Figure 1: Comparison of the $H_\infty$ error of structure-preserving MOR methods with non-structure-preserving MOR methods for varying reduced state dimensions $r$. Note that we have used a first-order representation of the second-order model to compute the BT ROMs in (b). Therefore, the BT ROMs are also in first-order form unlike the SO-BT and SOBMOR ROMs.

Structure-preserving variants of the above mentioned methods have been considered intensively in the literature. For example, the works [22, 27, 38, 39, 55] treat the case of pH systems, while [4, 8, 14, 19, 26, 32, 36, 40, 41, 43–45] consider the case of second-order systems. Furthermore, recent advances in the backward error analysis of the structured eigenvalue problems associated with the system classes under consideration [18, 30] are of potential use in the derivation of eigenvalue-based reduction methods for pH and SSO systems. Note that pH systems are also passive. In rough terms, this means that such systems cannot internally produce energy. The preservation of this property is also addressed in many articles such as [24, 28, 35, 50].

All the methods mentioned above have in common that they are projection-based, i.e., the involved matrices are reduced by an appropriate multiplication with (tall and skinny) projection matrices. In contrast to that we develop a new framework which is based on making an ansatz for the structure of the ROM and then optimizing the entries of the resulting ROM parametrization. We call this approach SOBMOR, which stands for Structured Optimization-Based Model Order Reduction. For the optimization we introduce a least squares type objective functional which measures the differences between the transfer functions of the FOM and the ROM.

The motivation for developing our new approach is the observation that for the same reduced order, the structure-preserving variants of the balancing and interpolatory MOR methods often lead
to a lower accuracy of the input/output map than their non-structure-preserving counterparts. This is illustrated in Figure 1, in which we display the $\mathcal{H}_\infty$ error for different ROMs with varying reduced state-space dimensions including our new approach. The underlying models and MOR algorithms are explained in the following section. Here we want to emphasize the much lower accuracy (of several orders of magnitude) of the structure-preserving methods compared to the non-structure-preserving ones. On the other hand, our direct optimization approach allows the computation of ROMs with a prescribed model structure that have an $\mathcal{H}_\infty$ (and also $\mathcal{H}_2$) error that is closer to the respective error of ROMs created with non-structure-preserving MOR.

Our paper is organized as follows. In the next section, we discuss a few basics of MOR and briefly explain the structure-preserving methods that we use for a comparison with our approach. After that, in Section 3, we derive our method. In particular, we discuss parametrizations of the system structures under consideration and the gradients of the error transfer functions between the FOM and the ROM with respect to the ROM parameters in Theorems 3.1 and 3.2. This enables us to use gradient-based optimization to reduce this error and to achieve a close matching between the FOM and the ROM. Certain implementation variants are introduced in Section 4 while in Section 5 we test our algorithm on a couple of benchmark systems. There we will also see the superior approximation quality compared to the methods existing in the literature.

2 Background

In this section we give a few details on the most popular methods for MOR of linear time-invariant systems. We also briefly outline how these methods can be adapted to preserve model structures. In particular, we give some details on the methods we use for benchmarking our approach.

2.1 Model Order Reduction Overview

In the general linear MOR framework we consider a FOM of the form

$$\Sigma : \begin{cases} \dot{x}(t) = Ax(t) + Bu(t), \\ y(t) = Cx(t) + Du(t), \end{cases}$$

where $A \in \mathbb{R}^{n_x \times n_x}$, $B \in \mathbb{R}^{n_x \times n_u}$, $C \in \mathbb{R}^{n_y \times n_x}$, and $D \in \mathbb{R}^{n_y \times n_u}$. The goal of MOR is finding a ROM

$$\Sigma_r : \begin{cases} \dot{x}_r(t) = A_r x_r(t) + B_r u(t), \\ y_r(t) = C_r x_r(t) + D_r u(t), \end{cases}$$

where $A_r \in \mathbb{R}^{r \times r}, B_r \in \mathbb{R}^{r \times n_u}, C_r \in \mathbb{R}^{n_y \times r},$ and $D_r \in \mathbb{R}^{n_y \times n_u}$ and $r \ll n_x$. Moreover, $\|y - y_r\|$ should be small relative to all admissible inputs $u(\cdot)$ in an appropriate function space and if $\Sigma$ is asymptotically stable (equivalently, all eigenvalues of $A$ have negative real part), one typically requests that also $\Sigma_r$ is asymptotically stable [2].

To measure the reduction error one usually considers the transfer functions

$$G(s) := C(sI_{n_x} - A)^{-1}B + D, \quad G_r(s) = C_r(sI_r - A_r)^{-1}B_r + D_r.$$
If $\Sigma$ and $\Sigma_r$ are asymptotically stable, then $G$ and $G_r$ are elements of the Hardy spaces

$$
\mathcal{H}_2^{n_u \times n_u} := \left\{ H : \mathbb{C}^+ \to \mathbb{C}^{n_u \times n_u} \mid H \text{ is analytic and } \sup_{\sigma > 0} \int_{-\infty}^{\infty} \| H(\sigma + i\omega) \|^2_2 d\omega < \infty \right\},
$$

$$
\mathcal{H}_\infty^{n_u \times n_u} := \left\{ H : \mathbb{C}^+ \to \mathbb{C}^{n_u \times n_u} \mid H \text{ is analytic and } \sup_{\lambda \in \mathbb{C}^+} \| H(\lambda) \|_2 < \infty \right\},
$$

where $\mathbb{C}^+ := \{ \lambda \in \mathbb{C} \mid \text{Re}(\lambda) > 0 \}$. Since in our setting, both $G$ and $G_r$ are real-rational functions, we also make use of the real-rational subspaces of $\mathcal{H}_2^{n_u \times n_u}$ and $\mathcal{H}_\infty^{n_u \times n_u}$, which we denote by $\mathcal{R}\mathcal{H}_2^{n_u \times n_u}$ and $\mathcal{R}\mathcal{H}_\infty^{n_u \times n_u}$, respectively. Since any function $G \in \mathcal{R}\mathcal{H}_2^{n_u \times n_u}$ or $G \in \mathcal{R}\mathcal{H}_\infty^{n_u \times n_u}$ is analytic in $\mathbb{C}^+$ and rational, it can be uniquely analytically extended to the imaginary axis and thus, $G(i\omega)$ is well-defined for all $\omega \in \mathbb{R}$. The spaces $\mathcal{R}\mathcal{H}_2^{n_u \times n_u}$ and $\mathcal{R}\mathcal{H}_\infty^{n_u \times n_u}$ are normed spaces ($\mathcal{R}\mathcal{H}_2^{n_u \times n_u}$ is even an inner product space) and are equipped with the norms

$$
\| G \|_{\mathcal{H}_2} := \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \| G(i\omega) \|_2^2 d\omega \right)^{1/2}, \quad \| G \|_{\mathcal{H}_\infty} := \sup_{\omega \in \mathbb{R}} \| G(i\omega) \|_2.
$$

With these concepts at hand, the error of the reduction procedure can be quantified by $\| G - G_r \|_{\mathcal{H}_2}$ or $\| G - G_r \|_{\mathcal{H}_\infty}$ and can often either be optimized or bounded by the reduction algorithms.

We briefly mention the ideas of some of the most popular reduction algorithms, namely balanced truncation (BT) and the iterative rational Krylov algorithm (IRKA), see the textbooks [2, 3]. Note that both methods assume that the FOM is asymptotically stable. BT is based on energy functionals related to the system. For some state $x_0 \in \mathbb{R}^{n_x}$ these functionals measure the input energy needed to steer the state from zero to $x_0$ (when this is possible) and the energy that can be extracted from the output, if the initial state is $x_0$. Both energy functionals are quadratic forms of $x_0$ which are described by the symmetric and positive semidefinite controllability and observability Gramians $P, Q \in \mathbb{R}^{n_x \times n_x}$. In BT one computes a balancing transformation by an invertible matrix $T \in \mathbb{R}^{n_x \times n_x}$ such that the transformed Gramians are diagonal and equal, i.e.,

$$
T^{-1}PT^{-T} = T^TQT = \text{diag}(\sigma_1, \ldots, \sigma_n), \quad \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n \geq 0.
$$

The matrix $T$ can be obtained from the Gramians $P$ and $Q$ whose computation or approximation is the most expensive part of the method. More precisely, $P$ and $Q$ are the unique solutions of the Lyapunov equations

$$
AP + PA^T + BB^T = 0, \quad A^TQ + QA + C^TC = 0.
$$

If the system is controllable and observable, then $P > 0$ and $Q > 0$. Then with the Cholesky factorizations $P = R^T R$ and $Q = L^T L$ and the singular value decomposition $L^T R = U^* \Sigma^T$ we obtain the transformation matrix $T = RV\Sigma^{-1/2}$ (with $T^{-1} = \Sigma^{-1/2} U^T L^T =: W^T$). Partitioning $T = \begin{bmatrix} T_r, \tilde{W} \end{bmatrix}$ and $W^T = \begin{bmatrix} W_r, \tilde{W} \end{bmatrix}^T$, where $T_r, W_r \in \mathbb{R}^{n_x \times r}$, we finally obtain the ROM by $A_r = W_r^T A T_r$, $B_r = W_r^T B$, $C_r = C T_r$, and $D_r = D$. If $\sigma_r > \sigma_{r+1}$, then the ROM constructed in this way is asymptotically stable and

$$
\| G - G_r \|_{\mathcal{H}_\infty} \leq 2 \sum_{j=r+1}^{n_x} \sigma_j.
$$

On the other hand, IRKA is based on interpolating the transfer function of the FOM and optimizing the interpolation points such that a locally $\mathcal{H}_2$ optimal ROM is obtained. The ROM is again obtained by projection, i.e., it is given by $A_r = W_r^T A T_r$, $B_r = W_r^T B$, $C_r = C T_r$, and $D_r = D$.
for some appropriately chosen projection matrices $T_r$, $W_r \in \mathbb{R}^{n_x \times r}$ with $W_r^T T_r = I_r$. The algorithm makes use of the following fact: If $\{s_1, \ldots, s_r\} \subset \mathbb{C}$ are chosen such that $s_i I_{n_x} - A$ and $s_i I_{r} - A_r$ are invertible for $i = 1, \ldots, r$ and $\{b_1, \ldots, b_r\} \subset \mathbb{C}^{n_x}$ and $\{c_1, \ldots, c_r\} \subset \mathbb{C}^n$ are given right and left tangential directions, then

$$(s_i I_{n_x} - A)^{-1} B b_i \in \text{im}(T_r), \quad (c_i^H C (s_i I_{n_x} - A)^{-1})^H \in \text{im}(W_r)$$

(where $\text{im}(\cdot)$ denotes the image of its matrix argument) implies that

$$G(s_i) b_i = G_r(s_i) b_i, \quad c_i^H G(s_i) = c_i^H G_r(s_i), \quad c_i^H G'(s_i) b_i = c_i^H G'_r(s_i) b_i.$$  \hspace{1cm} (3)

It has been shown in [12, 21, 53] that interpolation points and tangential directions that lead to $H_2$ optimal ROMs satisfy the first-order necessary optimality conditions (which are tangential Hermite interpolation conditions)

$$G(-\lambda_i) \hat{b}_i = G_r(-\lambda_i) \hat{b}_i, \quad c_i^H G(-\lambda_i) = c_i^H G_r(-\lambda_i), \quad c_i^H G'(-\lambda_i) \hat{b}_i = c_i^H G'_r(-\lambda_i) \hat{b}_i, \quad i = 1, \ldots, r.$$ \hspace{1cm} (4)

Here, $\{\lambda_1, \ldots, \lambda_r\}$ are the eigenvalues of $A_r$ and $\hat{c}_i := G_r x_i$ and $\hat{b}_i := B^T y_i$, where $\{x_1, \ldots, x_r\}$ and $\{y_1, \ldots, y_r\}$ are the corresponding right and left eigenvectors with $y_i^H x_i = 1$ for $i = 1, \ldots, r$. Since these eigenvalues and eigenvectors are not known a priori, IRKA sets up a fixed point iteration in order to converge to these by alternatingly updating the ROM and computing new interpolation points and tangential directions from this ROM. For the details, we refer to [21].

### 2.2 Structure-Preserving Model Order Reduction Methods

In this section we briefly describe some extensions of BT and IRKA to the system structures that are considered in this paper. In particular, these are the methods that we use for comparison with our new approach in Section 5. We remark that, besides often being of worse approximation quality, the structure-preserving methods often lack desirable theoretical properties such as the existence of an error bound.

BT is adapted in [38] in several ways to preserve the pH structure. One method that is presented there is called *effort constraint balanced truncation (pH-BT)*. In pH-BT, the balancing transformation $T$ from standard BT is applied to the system $\Sigma_{pH}$ to construct the balanced pH system as

$$\Sigma_{pH, bal}: \begin{cases}
\dot{x}_b(t) = (J_b - R_b) Q_b x_b(t) + B_u u(t), \\
y_b(t) = B^T Q_b x_b(t),
\end{cases}$$

where $J_b := T^{-1} J T^{-T}$, $R_b := T^{-1} R T^{-T}$, $Q_b := T^T Q T$, and $B_b := T^{-1} B$. Note that this transformation preserves the pH structure. By partitioning the transformed matrices as

$$J_b = \begin{bmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{bmatrix}, \quad R_b = \begin{bmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{bmatrix}, \quad Q_b = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix}, \quad B_b = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}$$

with $J_{11}, R_{11}, Q_{11} \in \mathbb{R}^{r \times r}$, a pH ROM with state-space dimension $r$ is then defined by

$$\Sigma_{pH,r}: \begin{cases}
\dot{x}_r(t) = (J_{11} - R_{11}) (Q_{11} - Q_{12} Q_{22}^{-1} Q_{21}) x_r(t) + B_1 u(t), \\
y_r(t) = B^T_1 (Q_{11} - Q_{12} Q_{22}^{-1} Q_{21}) x_r(t).
\end{cases}$$

The adaption of IRKA to pH systems, called *pH-IRKA*, is studied in [22]. There the construction of a pH interpolant is achieved by using the following observation: If we construct the right projection
matrix $T_r \in \mathbb{R}^{n_x \times r}$ such that for a set of interpolation points $\{s_1, \ldots, s_r\} \subset \mathbb{C}$ (assumed to be closed under complex conjugation) and tangential directions $\{b_1, \ldots, b_r\} \subset \mathbb{C}^{n_x}$ we have that
\[
(s_i I_{n_x} - (J - R)(Q)^{-1}B_i) \in \text{im}(T_r), \quad i = 1, \ldots, r
\]
and, moreover, choose the left projection matrix as $W_r := QT_r(T_r^TQT_r)^{-1}$, then a pH ROM is given by
\[
\Sigma_{\text{pH},r} : \begin{cases}
\dot{x}_r(t) = (J_r - R_r)Q_r x_r(t) + B_r u(t), \\
y_r(t) = B_r^T Q_r x_r(t),
\end{cases}
\]
where $J_r = W_r^T JW_r$, $Q_r = T_r^T QT_r$, $R_r = W_r^T RW_r$, and $B_r = W_r^T B$. This ROM does, in general, only fulfill the first of the tangential interpolation conditions in (3), but a fixed-point iteration with the flavor of standard IRKA can be set up to obtain a ROM that fulfills at least the first of the $H_2$ optimality conditions in (4).

A modification of BT to SSO systems, called second-order balanced truncation (SO-BT), is discussed in [40]. There, the original SSO system is rewritten as a symmetric first-order system of the form
\[
\Sigma_{\text{fo}} : \begin{bmatrix} I_{n_x} & 0 \\ 0 & M \end{bmatrix} \dot{q}(t) = \begin{bmatrix} 0 & I_{n_x} \\ -K & -D \end{bmatrix} q(t) + \begin{bmatrix} 0 \\ B \end{bmatrix} u(t),
\]
\[
y(t) = \begin{bmatrix} B^T \\ 0 \end{bmatrix} q(t).
\]
Under the condition that $K$ and $M$ are invertible, $\Sigma_{\text{fo}}$ is a system of ordinary differential equations and if it is asymptotically stable, we can apply standard BT. The corresponding controllability and observability Gramians can be partitioned according to the block structure of the system, i.e.,
\[
P = \begin{bmatrix} P_p & P_{12} \\ P_{12} & P_v \end{bmatrix}, \quad Q = \begin{bmatrix} Q_p & Q_{12} \\ Q_{12} & Q_v \end{bmatrix}.
\]
In [40] it has been shown that in our case, $P_p = Q_v$. Moreover, if the system $\Sigma_{\text{fo}}$ is controllable and observable, then there exists a Cholesky factorization $P_p = R_p R_p^T$ with an invertible matrix $R_p \in \mathbb{R}^{n_x \times n_x}$ and we can compute the singular value decomposition $R_p^T M R_p = U_p \Sigma_p U_p^T$. Then with the transformation matrix $T := R_p U_p \Sigma_p^{-\frac{1}{2}}$ we obtain the position/velocity balanced system
\[
\Sigma_{\text{asso},\text{bal}} : \begin{bmatrix} T^T M T \dot{x}_r(t) + T^T D T \dot{x}_r(t) + T^T K T x_r(t) = T^T B u(t), \\
y_h(t) = B^T T \dot{x}_r(t),
\end{bmatrix}
\]
in which the correspondingly transformed position/velocity Gramians $P_{p,\text{bal}}$ and $Q_{v,\text{bal}}$ are diagonal and equal. By partitioning $T = \begin{bmatrix} T_r & \tilde{T} \end{bmatrix}$, we finally obtain a SSO ROM as in (1) with the desired symmetries by setting $M_r = T_r^T M T_r$, $K_r = T_r^T K T_r$, $D_r = T_r^T D T_r$, and $B_r = T_r^T B$.

Note that an adaption of IRKA to second-order systems is still an open problem, but some advances in the direction of optimality conditions are available in [5].

3 Our Method

Our method for computing low-order pH or SSO realizations that approximate the input/output map of a given system is based on making an ansatz for a parametrized low-order pH or SSO model,
respectively, and then directly optimizing the model parameters. The objective functional that is minimized is based on the difference of the transfer functions of the FOM and ROM evaluated on the imaginary axis.

Therefore, we first present a parametrization of pH and SSO systems. Then we discuss our proposed objective functional and explain our optimization procedure. This optimization is gradient-based, so we further derive the gradients that are involved in this process.

### 3.1 Structured Parametrized Transfer Functions

Throughout the next sections, we will rely on the following functions to manage the construction of the system matrices from parameter vectors.

**Definition 3.1 (Reshaping operations).**

a) The function family

\[
v_{tf_m} : \mathbb{C}^{n \cdot m} \to \mathbb{C}^{n \times m}, \quad v \mapsto \begin{bmatrix} v_1 & v_{n+1} & \cdots & v_{m(n-1)+1} \\ v_2 & v_{n+2} & \cdots & v_{m(n-1)+2} \\ \vdots & \vdots & \ddots & \vdots \\ v_n & v_{2n} & \cdots & v_{nm} \end{bmatrix}
\]

reshapes a vector into an accordingly sized matrix with m columns. Note that \(v_{tf} \) can be read as vector-to-full (matrix). Its inverse is given by

\[
\text{ftv} : \mathbb{C}^{n \times m} \to \mathbb{C}^{n \cdot m}, \quad A \mapsto [a_{1,1} \ a_{2,1} \ \cdots \ a_{n,1} \ a_{1,2} \ \cdots \ a_{n,m}]^T,
\]

where \(\text{ftv} \) stands for full (matrix)-to-vector. The latter is the standard vectorization operator which is commonly denoted by \(\text{vec}\).

b) The function

\[
v_{tu} : \mathbb{C}^{n(n+1)/2} \to \mathbb{C}^{n \times n}, \quad v \mapsto \begin{bmatrix} v_1 & v_2 & \cdots & v_n \\ 0 & v_{n+1} & \cdots & v_{2n-1} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & v_{n(n+1)/2} \end{bmatrix}
\]

maps a vector of length \(n(n+1)/2\) to an \(n \times n\) upper triangular matrix (where \(v_{tu}\) stands for vector-to-upper (triangular)), while the function

\[
u_{tv} : \mathbb{C}^{n \times n} \to \mathbb{C}^{n(n+1)/2}, \quad A \mapsto [a_{1,1} \ a_{1,2} \ \cdots \ a_{1,n} \ a_{2,2} \ \cdots \ a_{n,n}]^T
\]

maps the upper triangular part of an \(n \times n\) matrix to a vector (where \(u_{tv}\) stands for upper (triangular)-to-vector).

c) The function

\[
v_{tsu} : \mathbb{C}^{n(n-1)/2} \to \mathbb{C}^{n \times n}, \quad v \mapsto \begin{bmatrix} 0 & v_1 & v_2 & \cdots & v_{n-1} \\ 0 & 0 & v_n & \cdots & v_{2n-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & v_{n(n-1)/2} \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix}
\]
maps a vector of length \( n(\n-1)/2 \) to an \( n \times n \) strictly upper triangular matrix (where \( \text{svtu} \) stands for vector-to-strictly upper (triangular)), while the function
\[
\text{svtu} : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n(n-1)/2}, \quad A \mapsto [a_{1,2} \ a_{1,3} \ldots \ a_{1,n} \ a_{2,3} \ldots \ a_{n-1,n}]^T
\]
maps the strictly upper triangular part of an \( n \times n \) matrix to a vector (where \( \text{svtu} \) means strictly upper (triangular)-to-vector).

Using these reshaping operations, we can define a parametrization of pH and SSO systems as follows.

3.1.1 Parametrized Port-Hamiltonian Systems

We provide a parametrization of a pH system that automatically satisfies the given structural constraints on the system matrices. The following lemma is a direct consequence of this structure.

**Lemma 3.1.** Let \( \theta \in \mathbb{R}^{n_\theta} \) be a parameter vector with \( n_\theta = n_x \left( \frac{3n_x+1}{2} + n_u \right) \). Furthermore, let \( \theta \) be partitioned as \( \theta := [\theta_1^T, \theta_R^T, \theta_Q^T, \theta_B^T]^T \) with \( \theta_J \in \mathbb{R}^{n_x(n_x-1)/2} \), \( \theta_R, \theta_Q \in \mathbb{R}^{n_x(n_x+1)/2} \), and \( \theta_B \in \mathbb{R}^{n_x \times n_a} \). Further define the matrices
\[
J(\theta) = \text{svtu}(\theta_J)^T - \text{svtu}(\theta_J), \quad (5a)
\]
\[
R(\theta) = \text{svtu}(\theta_R)^T \text{svtu}(\theta_R), \quad (5b)
\]
\[
Q(\theta) = \text{svtu}(\theta_Q)^T \text{svtu}(\theta_Q), \quad (5c)
\]
\[
B(\theta) = \text{svtu}(\theta_B). \quad (5d)
\]

Then, to each \( \theta \in \mathbb{R}^{n_\theta} \) one can assign the pH system
\[
\Sigma_{\text{pH}}(\theta) : \begin{cases}
\dot{x}(t) = (J(\theta) - R(\theta)) Q(\theta) x(t) + B(\theta) u(t), \\
y(t) = B(\theta)^T Q(\theta) x(t).
\end{cases} \quad (6)
\]

Conversely, to each pH system \( \Sigma_{\text{pH}} \) with \( n_x \) states and \( n_u \) inputs and outputs one can assign a vector \( \theta \in \mathbb{R}^{n_\theta} \) such that \( \Sigma_{\text{pH}} = \Sigma_{\text{pH}}(\theta) \) with \( \Sigma_{\text{pH}}(\theta) \) as in (6).

In the next result, we provide the gradients of the singular values of the difference between a given transfer function \( G \in \mathcal{RH}_{\infty}^{n_x \times n_u} \) (of a possibly large-scale system) and the transfer function of the pH system (6), given by
\[
G_{\text{pH}}(s, \theta) = B(\theta)^T Q(\theta) (s I_{n_x} - (J(\theta) - R(\theta)) Q(\theta))^{-1} B(\theta), \quad (7)
\]
evaluated at some given value \( s_0 \in \mathbb{C}^+ := \{ \lambda \in \mathbb{C} \mid \text{Re}(\lambda) \geq 0 \} \) with respect to the parameter vector \( \theta \).

**Theorem 3.1.** Let \( \theta_0 \in \mathbb{R}^{n_\theta} \) be given and assume that \( G \in \mathcal{RH}_{\infty}^{n_x \times n_u} \) and \( G_{\text{pH}}(\cdot, \theta_0) \in \mathcal{RH}_{\infty}^{n_x \times n_u} \) as in (7). Suppose further that for given \( s_0 \in \mathbb{C}^+ \), the \( j \)-th singular value of \( G(s_0) - G_{\text{pH}}(s_0, \theta_0) \) is nonzero and simple and let \( \tilde{\sigma}_j \in \mathbb{C}^{n_u} \) and \( \tilde{\sigma}_j \in \mathbb{C}^{n_x} \) be the corresponding left and right singular vectors, respectively.

Then the function \( \theta \mapsto \sigma_j(G(s_0) - G_{\text{pH}}(s_0, \theta_0)) \), where \( \sigma_j \) denotes the \( j \)-th singular value, is differentiable in a neighborhood of \( \theta_0 \). Moreover, we define the short-hand notations \( J_0 := J(\theta_0), \ R_0 := R(\theta_0), \ Q_0 := Q(\theta_0), \ B_0 := B(\theta_0) \) and suppose that
\[
F := s_0 I_{n_x} - (J_0 - R_0) Q_0
\]

is invertible. With
\[
Y_1 := -Q_0 B_0 \tilde{u}^H B_0^T Q_0 B_0^{-1}, \quad Y_2 := F_0^{-1} B_0 \tilde{v} \left( \tilde{u}^H B_0^T + \tilde{u}^H B_0^T Q_0 F_0^{-1} (J_0 - R_0) \right),
\]
we obtain the gradient
\[
\nabla_{\theta} \sigma_j (G(s_0) - G_{\mu}(s_0, \theta_0)) := \left[ d\theta^T, d\theta^T, d\theta^T, d\theta^T \right]^T,
\]
where
\[
\begin{align*}
&d\theta_1 = \text{Re} \left( \text{svt}v (-Y_1 + Y_1^T) \right), \quad (8a) \\
d\theta_2 = \text{Re} \left( \text{utv} (vtf(\theta_R) Y_1 + vtf(\theta_R) Y_1^T) \right), \quad (8b) \\
d\theta_3 = \text{Re} \left( \text{utv} (vtu(\theta_Q) Y_2 + vtu(\theta_Q) Y_2^T) \right), \quad (8c) \\
d\theta_4 = \text{Re} \left( \text{ftv} \left( (\tilde{\omega}^H B_0^T Q_0 F_0^{-1} + Q_0 F_0^{-1} B_0 \tilde{u}^H) \right) \right). \quad (8d)
\end{align*}
\]

Before we can prove Theorem 3.1, we need the following lemma concerning the reshaping functions.

**Lemma 3.2.** Let \( A \in \mathbb{C}^{m \times n} \) and let \( e_i^{(j)} \in \mathbb{C}^j \) denote the \( i \)-th standard basis vector of \( \mathbb{C}^j \). Then
\[
\text{tr} \left( A \text{vtf}_m \left( e_i^{(mn)} \right) \right) = (e_i^{(mn)})^T \text{ftv} \left( A^T \right).
\]
Now let \( m = n \) and define \( n_1 := \frac{n(n+1)}{2} \) and \( n_2 := \frac{n(n-1)}{2} \). Then
\[
\begin{align*}
\text{tr} \left( A \text{vtu} \left( e_i^{(n1)} \right) \right) &= (e_i^{(n1)})^T \text{utv} \left( A^T \right), \quad (10) \\
\text{tr} \left( A \text{vtu} \left( e_i^{(n2)} \right) \right) &= (e_i^{(n2)})^T \text{utv} \left( A^T \right). \quad (11)
\end{align*}
\]

**Proof.** Note that \( \text{vtf}_m (e_i^{(mn)}) \in \mathbb{R}^{n \times m} \) can be expressed as \( e_k^{(n)} (e_i^{(m)})^T \), where \( i = (\ell - 1)n + k \). Since the trace is invariant under cyclic permutations \(^1\), we have
\[
\text{tr} \left( A \text{vtu} \left( e_i^{(n1)} \right) \right) = \text{tr} \left( A e_k^{(n)} (e_i^{(m)})^T \right) = \text{tr} \left( (e_i^{(m)})^T A e_k^{(n)} \right) = a_{\ell,k}.
\]
On the other hand, it can be verified from the definition of \( \text{ftv} \) that \( (e_i^{(mn)})^T \text{ftv}(A^T) = a_{\ell,k} \). The equalities (10) and (11) can be shown analogously by identifying the nonzero element of \( \text{vtu} \left( e_i^{(n1)} \right) \) and \( \text{vtu} \left( e_i^{(n2)} \right) \), respectively, and using the cyclic permutation invariance of the trace. \( \square \)

We proceed with the proof of Theorem 3.1.

**Proof.** We show differentiability with respect to \( \theta_1 \) and accordingly the partial gradient (8a). Fix an \( i \in \{1, \ldots, n_2 (n_2 - 1)/2\} \) and let \( e_i \) be the \( i \)-th standard basis vector of \( \mathbb{R}^{n_2 (n_2 - 1)/2} \). Let \( d\theta_1 (\varepsilon) := \left[ \varepsilon e_i^T, 0 \right]^T \in \mathbb{R}^{n_2} \) and \( \Delta_i := J(e_i) \).

We have
\[
G_{\mu}(s_0, \theta_0 + d\theta_1 (\varepsilon)) = B_0^T Q_0 (s_0 I_{n_x} - (J_0 + \varepsilon \Delta_i - R_0) Q_0)^{-1} B_0
\]
\[
= -B_0^T Q_0 (\varepsilon \Delta_i Q_0 - F_0)^{-1} B_0.
\]

\(^1\)For arbitrary \( X \in \mathbb{C}^{n \times m}, Y \in \mathbb{C}^{m \times p}, \) and \( Z \in \mathbb{C}^{p \times n} \) we have that \( \text{tr}(XYZ) = \text{tr}(ZXY) = \text{tr}(YZX) \).
Thus, \( \varepsilon \mapsto G_{\text{pH}}(s_0, \theta_0 + d\theta_i(\varepsilon)) \) is a rational matrix-valued function that admits a Taylor series expansion at zero which, according to [31], is
\[
G_{\text{pH}}(s_0, \theta_0 + d\theta_i(\varepsilon)) = G_{\text{pH}}(s_0, \theta_0) + \varepsilon B_0^T Q_0 F_0^{-1} \Delta_i Q_0 F_0^{-1} B_0 + O(\varepsilon^2). \tag{12}
\]

Due to the nonzero and simplicity assumptions for the \( j \)-th singular value of \( G(s_0) - G_{\text{pH}}(s_0, \theta_0) \), by [29] the function \( \varepsilon \mapsto \sigma_j(G(s_0) - G_{\text{pH}}(s_0, \theta_0 + d\theta_i(\varepsilon))) \) is differentiable at zero. Together with (12) we obtain
\[
\left. \frac{d}{d\varepsilon} \sigma_j(G(s_0) - G_{\text{pH}}(s_0, \theta_0 + d\theta_i(\varepsilon))) \right|_{\varepsilon=0} = -\Re \left( \hat{\varepsilon}^H B_0^T Q_0 F_0^{-1} \Delta_i Q_0 F_0^{-1} B_0 \hat{\varepsilon} \right) = -\Re \left( \text{tr} \left( Q_0 F_0^{-1} B_0 \hat{\varepsilon}^H B_0^T Q_0 F_0^{-1} \Delta_i \right) \right) = \Re(\text{tr}(Y_1 \Delta_i)).
\]

Since \( \Delta_i = \text{vtu}(e_i)\Rightarrow \text{vtu}(e_i) \) we have
\[
\Re(\text{tr}(Y_1 \Delta_i)) = \Re \left( \text{tr} \left( Y_1 (\text{vtu}(e_i)^T - \text{vtu}(e_i)) \right) \right) = \Re \left( \text{tr} \left( Y_1 (\text{vtu}(e_i)^T - \text{vtu}(e_i)) \right) - \text{tr}(Y_1 \text{vtu}(e_i)) \right) = \Re(\text{tr}((Y_1^T - Y_1) \text{vtu}(e_i))) = (d\theta_j)_{1i},
\]
with \( d\theta_j \) as in (8a). The last equality is due to Lemma 3.2. Differentiability with respect to the other components of \( \theta \) can be shown analogously as well as the formulas (8b)–(8d), again by making use of Lemma 3.2.

### 3.1.2 Parametrized Mechanical Systems

Similarly to the previous parametrization of pH systems, we can proceed in the case of SSO systems.

**Lemma 3.3.** Let \( \theta \in \mathbb{R}^{n_\theta} \) be a parameter vector with \( n_\theta = n_x \left( \frac{3n_x+3}{2} + n_u \right) \). Furthermore, let \( \theta \) be partitioned as \( \theta := [\theta_M^T, \theta_D^T, \theta_K^T, \theta_B^T]^T \) with \( \theta_M, \theta_D, \theta_K, \theta_B \in \mathbb{R}^{n_x(n_x+1)/2} \) and \( \theta_B \in \mathbb{R}^{n_x \cdot n_u} \). Further define the matrices
\[
M(\theta) = \text{vtu}(\theta_M)^T \text{vtu}(\theta_M), \tag{13a}
\]
\[
D(\theta) = \text{vtu}(\theta_D)^T \text{vtu}(\theta_D), \tag{13b}
\]
\[
K(\theta) = \text{vtu}(\theta_K)^T \text{vtu}(\theta_K), \tag{13c}
\]
\[
B(\theta) = \text{vtu}_{n_u}(\theta_B). \tag{13d}
\]

Then, to each \( \theta \in \mathbb{R}^{n_\theta} \) one can assign the second-order system
\[
\Sigma_{\text{SSO}}(\theta) : \quad \begin{cases}
M(\theta) \ddot{x}(t) + D(\theta) \dot{x}(t) + K(\theta)x(t) = B(\theta)u(t), \\
y(t) = B(\theta)^T x(t).
\end{cases} \tag{14}
\]

Conversely, to each SSO system \( \Sigma_{\text{SSO}} \) with \( n_x \) states and \( n_u \) inputs and outputs one can assign a vector \( \theta \in \mathbb{R}^{n_\theta} \) such that \( \Sigma_{\text{SSO}} = \Sigma_{\text{SSO}}(\theta) \) with \( \Sigma_{\text{SSO}}(\theta) \) as in (14).

Next, we formulate the analogue of Theorem 3.1. Again we provide the gradients of the norm of the difference between a given transfer function \( G \in \mathcal{RH}^{n_x, n_u}_\infty \) (of a possibly large-scale system) and the transfer function of the SSO system (14), given by
\[
G_{\text{SSO}}(s, \theta) = B(\theta)^T (s^2 M(\theta) + sD(\theta) + K(\theta))^{-1} B(\theta), \tag{15}
\]
evaluated at some given value \( s_0 \in \mathbb{C}^+ \) with respect to the parameter vector \( \theta \).
Theorem 3.2. Let \( \theta_0 \in \mathbb{R}^{n_x} \) be given and assume that \( G \in \mathcal{RH}_{\infty}^{n_x \times n_x} \) and \( G_{sso}(\cdot, \theta_0) \in \mathcal{RH}_{\infty}^{n_x \times n_x} \) as in (15). Suppose further that for given \( s_0 \in \mathbb{C}^n \), the \( j \)-th singular value of \( G(s_0) - G_{sso}(s_0, \theta_0) \) is nonzero and simple and let \( \hat{u} \in \mathbb{C}^{n_x} \) and \( \hat{v} \in \mathbb{C}^{n_x} \) be the corresponding left and right singular vectors, respectively.

Then the function \( \theta \mapsto \sigma_j(G(s_0) - G_{sso}(s_0, \theta)) \) is differentiable in a neighborhood of \( \theta_0 \). Define the short-hand notations \( M_0 := M(\theta_0) \), \( D_0 := D(\theta_0) \), \( K_0 := K(\theta_0) \), \( B_0 := B(\theta_0) \), and assume further that

\[
\mathcal{F}_0 := s_0^2 M_0 + s_0 D_0 + K_0
\]

is invertible. Then with

\[
Y := \mathcal{F}_0^{-1} B_0 \hat{u}^H B_0^T \mathcal{F}_0^{-1},
\]

we obtain

\[
\nabla_{\theta} \sigma_j(G(s_0) - G_{sso}(s_0, \theta)) := [d\theta_M^T, d\theta_D^T, d\theta_K^T, d\theta_B^T]^T,
\]

where

\[
\begin{align*}
 d\theta_M &= \text{Re} \left( s_0^2 \cdot \text{utv}(\text{vtu}(\theta_M) Y + \text{vtu}(\theta_M) Y^T) \right), \quad (16a) \\
 d\theta_D &= \text{Re} \left( s_0 \cdot \text{utv}(\text{vtu}(\theta_D) Y + \text{vtu}(\theta_D) Y^T) \right), \quad (16b) \\
 d\theta_K &= \text{Re} \left( \text{utv}(\text{vtu}(\theta_K) Y + \text{vtu}(\theta_K) Y^T) \right), \quad (16c) \\
 d\theta_B &= \text{Re} \left( \text{ftv}(\mathcal{F}_0^{-1} B_0 (\hat{u}^H + \hat{v}^H)) \right). \quad (16d)
\end{align*}
\]

Proof. The proof is analogous to the proof of Theorem 3.1. We again show differentiability with respect to \( \theta_M \) and the corresponding partial gradient (16a). Fix \( i \in \{1, \ldots, n_x(n_x + 1)/2 \} \) and let \( d\theta_i(\varepsilon) := [\varepsilon e_i^T \ 0]^T \in \mathbb{R}^{n_x} \) where \( e_i \) is the \( i \)-th standard unit vector in \( \mathbb{R}^{n_x(n_x + 1)/2} \). Note that \( \varepsilon \mapsto M(\theta_0 + d\theta_i(\varepsilon)) \) admits a Taylor series expansion at \( 0 \). It is given by

\[
M(\theta_0 + d\theta_i(\varepsilon)) = \text{vtu}(\theta_0 + d\theta_i(\varepsilon))^T \text{vtu}(\theta_0 + d\theta_i(\varepsilon)) = M_0 + \varepsilon \Delta_i + O(\varepsilon^2),
\]

where \( \Delta_i = \text{vtu}(\theta_M)^T \text{vtu}(e_i) + \text{vtu}(e_i)^T \text{vtu}(\theta_M) \). Therefore, the Taylor series expansion of \( \varepsilon \mapsto G_{sso}(s_0, \theta_0 + d\theta_i(\varepsilon)) \) at zero is given by

\[
G_{sso}(s_0, \theta_0 + d\theta_i(\varepsilon)) = B_0^T (\varepsilon s_0^2 \Delta_i + \mathcal{F}_0 + O(\varepsilon^2))^{-1} B_0
= G_{sso}(s_0, \theta_0) + \varepsilon s_0^2 B_0^T \mathcal{F}_0^{-1} \Delta_i \mathcal{F}_0^{-1} B_0 + O(\varepsilon^2). \quad (17)
\]

For the derivative of \( \varepsilon \mapsto \sigma_j(G(s_0) - G_{sso}(s_0, \theta_0 + d\theta_i(\varepsilon))) \) at zero, from (17), we obtain

\[
\frac{d}{d\varepsilon} \sigma_j(G(s_0) - G_{sso}(s_0, \theta_0 + d\theta_i(\varepsilon))) \bigg|_{\varepsilon = 0} = \text{Re} \left( s_0^2 \text{tr} \left( \mathcal{F}_0^{-1} B_0 \hat{u}^H \mathcal{F}_0^{-1} \Delta_i \mathcal{F}_0^{-1} B_0 \hat{v} \right) \right)
= \text{Re} \left( s_0^2 \text{tr} \left( \mathcal{F}_0^{-1} B_0 \hat{u}^H B_0^T \mathcal{F}_0^{-1} \Delta_i \right) \right)
= \text{Re} \left( s_0^2 \text{tr}(Y \Delta_i) \right).
\]

Since \( \Delta_i = \text{vtu}(\theta_M)^T \text{vtu}(e_i) + \text{vtu}(e_i)^T \text{vtu}(\theta_M) \), we have that

\[
\text{Re} \left( s_0^2 \text{tr}(Y \Delta_i) \right) = \text{Re} \left( s_0^2 \text{tr}(Y \text{vtu}(\theta_M)^T \text{vtu}(e_i) + \text{tr}(Y \text{vtu}(e_i)^T \text{vtu}(\theta_M))) \right)
= \text{Re} \left( s_0^2 (e_i^T \text{utv}(\text{vtu}(\theta_M) Y) + e_i^T \text{utv}(\text{vtu}(\theta_M) Y)) \right) = (d\theta_M)_i.
\]

The other parts of the gradient can be shown analogously. \( \Box \)
3.2 Optimization of the ROM Parameters

In the following, we will explain how we optimize the parameters of the ROM to minimize the distance of its transfer function to the transfer function of a given model with respect to the $H_\infty$ norm. Throughout the following section, we denote the transfer function of a given (large-scale) model by $G$ and some parametrized transfer function approximation by $G_r(\cdot, \theta)$. We assume that $G \in \mathcal{RH}_\infty^{n_u \times n_u}$ and will construct a sequence $(\theta_i)_{i \in \mathbb{N}}$ such that $G_r(\cdot, \theta_i) \in \mathcal{RH}_\infty^{n_u \times n_u}$ for $i = 0, 1, 2, \ldots$ with the goal to achieve smaller errors for increasing values of $i$. This sequence should converge to a final value $\theta_{fin} \in \mathbb{R}^{n_\theta}$ leading to a small $H_\infty$ error.

We will first explain the problems associated with directly minimizing $\|G - G_r(\cdot, \theta)\|_{H_\infty}$ and after that detail our approach.

3.2.1 Problems with the Direct $H_\infty$ Error Minimization Approach

Methods for computing the $H_\infty$ norm of rational transfer functions exist since the early 1990s [10, 11]. However, these are typically not used for computing the $H_\infty$ norm of $G - G_r(\cdot, \theta)$, since they require multiple solutions of eigenvalue problems of size around twice the state-space dimension of this error transfer function which has a slightly larger state-space dimension than the state-space realization of $\Sigma$ of $G$ and do not exploit the sparsity of the system matrices. Since in the MOR context, $\Sigma$ is assumed to be large and sparse, this is computationally prohibitive.

Recent developments have led to faster $H_\infty$ norm computation methods for transfer functions of systems with a large state-space dimension [1, 20, 23, 33, 48, 54]. However, with these methods, typically only a local maximizer of $\omega \mapsto \|G(i\omega)\|_2$ for $\omega \in \mathbb{R}$ is computed. This problem is partly addressed in [47], in which a global certificate for the $H_\infty$ norm computation for large-scale systems is established and which can exploit sparsity in the systems matrices. However, this is still computationally expensive compared to the $H_\infty$ norm computation in, e.g., [1].

These fast $H_\infty$ norm computation methods in principle allow a direct optimization of the parameters of $G_r(\cdot, \theta)$ to minimize its distance to a given $G$ with respect to the $H_\infty$ norm. However, the problem

$$\min_{\theta \in \mathbb{R}^{n_\theta}} \|G - G_r(\cdot, \theta)\|_{H_\infty}$$

is a nonlinear, nonsmooth, and nonconvex optimization problem. While there exist some methods that solve nonsmooth optimization problems, e.g., [13, 15, 16, 42], these tend to converge only slowly requiring a high number of $H_\infty$ norm evaluations. Thus, certifying all computed $H_\infty$ norms is computationally prohibitive such that the computation of the correct $H_\infty$ norm at every iterate cannot be guaranteed. Therefore, we propose an alternative optimization approach in the next section. In Section 5 we compare our alternative method with the direct $H_\infty$ error minimization approach. For computing the $H_\infty$ norm in this approach we use both the large-scale method in [48] (linorm_subsp), which can exploit sparsity, and the method in [9] (ab13hd), which uses full and dense matrices. For the direct $H_\infty$ error minimization we use GRANSO\(^2\), which is presented in [15].

3.2.2 Leveled Least Squares

Instead of minimizing $\|G - G_r(\cdot, \theta)\|_{H_\infty}$ directly, we propose to minimize an alternative objective functional. Let $\gamma > 0$ be a parameter and $S := \{s_1, \ldots, s_k\} \subset i\mathbb{R}$ be a set of sample points. We

\(^2\)available at https://gitlab.com/timmitchell/GRANSO/
propose to minimize
\[
L(\gamma, G, G_r(\cdot, \theta), S) := \frac{1}{\gamma} \sum_{s_i \in S} \left( \sum_{j=1}^{n_u} \left[ \sigma_j (G(s_i) - G_r(s_i, \theta)) - \gamma \right]_+ \right)^2
\]
with respect to \( \theta \), where
\[
\left[ \cdot \right]_+ : \mathbb{R} \to \mathbb{R}^+, \quad x \mapsto \begin{cases} x & \text{if } x \geq 0, \\ 0 & \text{if } x < 0 \end{cases}
\]
for decreasing values of \( \gamma > 0 \).

In the following proposition, we summarize the characteristics of \( L \) that motivate its utilization in \( H_\infty \) error minimization.

**Proposition 3.1** (Properties of \( L \)). Let \( S = \{s_1, \ldots, s_k\} \subset \mathbb{R} \) and \( \gamma > 0 \) be fixed and let \( L \) be given as in (19). For \( i = 1, \ldots, k \) and \( j = 1, \ldots, n_u \) define
\[
f_{ij}(\theta) := \sigma_j (G(s_i) - G_r(s_i, \theta))
\]
and \( g(\theta) := L(\gamma, G, G_r(\cdot, \theta), S) \). Then the following statements are satisfied:

i) We have that \( L(\gamma, G, G_r(\cdot, \theta), S) = 0 \) for all \( \gamma > \|G - G_r(\cdot, \theta)\|_{H_\infty} \).

ii) The function \( g(\cdot) \) is differentiable at \( \theta_0 \). Moreover, the partial derivatives of \( g(\cdot) \) at \( \theta_0 \) are given by
\[
\frac{\partial}{\partial \theta_\ell} g(\theta_0) = \frac{2}{\gamma} \frac{\sigma_j G(s_i)}{f_{ij}(\theta_0)} \left( f_{ij}(\theta_0) - \gamma \right) \frac{\partial}{\partial \theta_\ell} f_{ij}(\theta_0)
\]
\[
= \frac{2}{\gamma} \frac{\sigma_j G(s_i)}{f_{ij}(\theta_0)} \left( f_{ij}(\theta_0) - \gamma \right) \frac{\partial f_{ij}(\theta_0)}{\partial \theta_\ell}, \quad \ell = 1, \ldots, n_\theta,
\]
where \( \frac{\partial}{\partial \theta_\ell} \) and \( \frac{\partial}{\partial \theta_\ell} \) denote the right and left partial derivative with respect to \( \theta_\ell \).

**Remark 3.1.** If the \( j \)-th singular value \( \sigma_0 := \sigma_j (G(s_i) - G_r(s_i, \theta_0)) > 0 \) is not simple, then \( f_{ij}(\cdot) \) is in general not differentiable in \( \theta_0 \). However, it is (Gâteaux) semi-differentiable in \( \theta_0 \), i.e., the limit
\[
\lim_{\varepsilon \searrow 0} \frac{f_{ij}(\theta_0 + \varepsilon \hat{\theta}) - f_{ij}(\theta_0)}{\varepsilon}
\]
exists for all directions \( \hat{\theta} \in \mathbb{R}^{n_\theta} \). On the other hand, the function \( \sum_{j \mid f_{ij}(\theta_0) = \sigma_0} f_{ij}(\cdot) \) is still differentiable in \( \theta_0 \) – in other words, the different branches of singular value curves that intersect each other at \( \theta_0 \) still add up smoothly.

If all singular values of \( G(s_i) - G_r(s_i, \theta_0) \) greater than \( \gamma \) are simple, then in (20) all semi-derivatives can be replaced by derivatives which can be computed by either Theorem 3.1 or Theorem 3.2.

We continue with the proof of Proposition 3.1.
Proof. Assertion i) follows directly from the definition of \( L \).

It remains to show ii): For \( i = 1, \ldots, k \) define the index sets

\[
\mathcal{I}_i^+ := \{ j \in \{ 1, \ldots, n_u \} \mid f_{ij}(\theta_0) > \gamma \},
\]

\[
\mathcal{I}_i^0 := \{ j \in \{ 1, \ldots, n_u \} \mid f_{ij}(\theta_0) = \gamma \},
\]

\[
\mathcal{I}_i^- := \{ j \in \{ 1, \ldots, n_u \} \mid f_{ij}(\theta_0) < \gamma \},
\]

as well as

\[
g_i^+(\theta) := \sum_{j \in \mathcal{I}_i^+} \left( (f_{ij}(\theta) - \gamma)_+ \right)^2, \quad g_i^0(\theta) := \sum_{j \in \mathcal{I}_i^0} \left( (f_{ij}(\theta) - \gamma)_+ \right)^2, \quad g_i^-(\theta) := \sum_{j \in \mathcal{I}_i^-} \left( (f_{ij}(\theta) - \gamma)_+ \right)^2.
\]

**Case 1:** Clearly, if \( f_{ij}(\theta_0) < \gamma \), then by continuity of \( f_{ij}(\cdot) \), \( f_{ij}(\theta) < \gamma \) for all \( \theta \) in some neighborhood \( N(\theta_0) \) of \( \theta_0 \). Thus, \( g_i^-(\cdot) \) is differentiable in \( N(\theta_0) \) and the gradient is zero.

**Case 2:** If \( f_{ij}(\theta_0) > \gamma \), then \( f_{ij}(\theta) > \gamma \) and \( (f_{ij}(\theta) - \gamma)_+^2 = (f_{ij}(\theta) - \gamma)^2 \) for all \( \theta \) in a neighborhood \( N(\theta_0) \) of \( \theta_0 \). Hence, by [17, Thm. 3.5], \( (f_{ij}(\cdot) - \gamma)_+^2 \) is semi-differentiable in \( N(\theta_0) \). Then for \( \theta \in N(\theta_0) \) the chain rule implies

\[
\frac{\partial}{\partial \theta_\ell} (f_{ij}(\theta) - \gamma)_+^2 = 2(f_{ij}(\theta) - \gamma) \frac{\partial}{\partial \theta_\ell} f_{ij}(\theta),
\]

\[
\frac{\partial}{\partial \theta_\ell} (f_{ij}(\theta) - \gamma)_+^2 = 2(f_{ij}(\theta) - \gamma) \frac{\partial}{\partial \theta_\ell} f_{ij}(\theta), \quad \ell = 1, \ldots, n_\theta,
\]

By Remark 3.1, for \( \theta \in N(\theta_0) \) we have

\[
\sum_{j \in \mathcal{I}_i^+} (f_{ij}(\theta) - \gamma) \frac{\partial}{\partial \theta_\ell} f_{ij}(\theta) = \sum_{j \in \mathcal{I}_i^+} (f_{ij}(\theta) - \gamma) \frac{\partial}{\partial \theta_\ell} f_{ij}(\theta).
\]

Hence, \( g_i^+(\cdot) \) is partially differentiable with respect to \( \theta_\ell \) in \( \mathcal{I}_i^+ \) \( \mathcal{I}_i^0 \) we have

\[
\frac{\partial}{\partial \theta_\ell} g_i^+(\theta) = 2 \sum_{j \in \mathcal{I}_i^+} (f_{ij}(\theta) - \gamma) \frac{\partial}{\partial \theta_\ell} f_{ij}(\theta) = 2 \sum_{j \in \mathcal{I}_i^+} (f_{ij}(\theta) - \gamma) \frac{\partial}{\partial \theta_\ell} f_{ij}(\theta), \quad \ell = 1, \ldots, n_\theta.
\]

Due to the continuity of all partial derivatives, \( g_i^+(\cdot) \) is differentiable.

**Case 3:** It remains to consider the cases in which \( f_{ij}(\theta_0) = \gamma \). As for Case 2 we obtain

\[
\frac{\partial}{\partial \theta_\ell} g_i^0(\theta_0) = 2 \sum_{j \in \mathcal{I}_i^0} (f_{ij}(\theta_0) - \gamma) \frac{\partial}{\partial \theta_\ell} [f_{ij}(\theta_0) - \gamma]_+
\]

\[
= 2 \sum_{j \in \mathcal{I}_i^0} (f_{ij}(\theta_0) - \gamma) \frac{\partial}{\partial \theta_\ell} [f_{ij}(\theta_0) - \gamma]_+ = 0, \quad \ell = 1, \ldots, n_\theta.
\]

Moreover, in a neighborhood of \( \theta_0 \) we are either in the situation of Case 1, Case 2, or constant singular values and thus, \( \lim_{\theta \to \theta_0} \frac{\partial}{\partial \theta_\ell} g_i^0(\theta) = 0 \). Thus all partial derivatives are continuous and \( g_i^0(\cdot) \) is differentiable.

Finally, since \( g(\theta) = \frac{1}{\gamma} \sum_{s_i \in S} \left( g_i^+(\theta) + g_i^0(\theta) + g_i^-(\theta) \right) \), we obtain (20). \( \square \)
Property i) establishes a connection between $L$ and the $H_\infty$ optimization problem, while ii) facilitates gradient-based optimization.

We now outline an algorithm that uses $L$ to compute ROMs and reason why a respective optimization of $L$ yields ROMs which tend to have a small $H_\infty$ error.

Our method consists of 3 main steps: initialization, $\gamma$-selection, and optimization. During initialization, an initial ROM of a user-selected structure is computed. The initial ROM may be obtained using the FOM and interpolatory MOR or may also be just a random model that meets the required structural constraints. In Section 4, we provide a comparison of different initialization strategies. After initialization, $L$ is minimized for decreasing values of $\gamma$. For that, in the $\gamma$-selection step, $\gamma$ is set to some strictly positive value and the optimization is started. In our julia implementation, in the optimization step, we use the nonlinear optimization engine OPTIM [34] configured with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method for approximating the inverse Hessian matrix and using the line search as implemented in [25].

After the optimization of $L$ for a fixed $\gamma$, in the $\gamma$-selection step, the optimization can either be called again with an increased or decreased value of $\gamma$ or the process can be stopped. As an example for a $\gamma$-selection step, in our numerical experiments, we provide a fixed sequence of strictly positive and strictly monotonically decreasing values for $\gamma$. We discuss different $\gamma$-selection strategies in Section 4.

At first, it may seem counter-intuitive to minimize the sum of squares of the error transfer function evaluated at a fixed set of points to minimize its $H_\infty$ norm. This is because the $H_\infty$ norm is usually attained at a single point or a few points at most. Furthermore, minimizing the sum of squares of the errors usually does not minimize the maximal error value. For this reason, $L$ contains the parameter $\gamma$ which functions as a cut-off and allows the modification of the least-squares optimization to get a good $H_\infty$ approximation.

In particular, by introducing $\gamma$ we do not directly minimize the $H_\infty$ error but instead construct an objective functional that attains its global minimum at zero, when the error at all considered points is below the threshold $\gamma$. Furthermore, the level $\gamma$ allows the distinction between samples that are still relevant for the optimization of $L$ and samples that can be ignored at the current iteration. However, note that a zero value of the objective functional does not imply that the $H_\infty$ norm of the error is below $\gamma$. On the other hand, if $L$ attains a value larger than zero, the $H_\infty$ norm is definitely larger than $\gamma$. Therefore, in our numerical experiments, our method is terminated for the first value of $\gamma$ at which after optimization the value of $L$ is greater than zero.

Remark 3.2. In an earlier version of the proposed method, we minimize the simpler objective function

$$\tilde{L}(\gamma, G, G_r(\cdot, \theta), S) := \frac{1}{\gamma} \sum_{s_i \in S} \left( \|G(s_i) - G_r(s_i, \theta)\|_2^2 - \gamma \right)^2,$$

which only considers the maximal singular value at a given sample point. Note that $\tilde{L}$ depends smoothly on $\theta$ only if the maximal singular value of $G(s_i) - G_r(s_i, \theta)$ is simple for all $s_i$. Using the sum of all singular values larger than $\gamma$ instead, we can relax this simplicity assumption.

Remark 3.3. This approach has three main benefits compared to directly optimizing the $H_\infty$ norm.

1. The $H_\infty$ norm depends nonsmoothly on the parameter vector, while the objective functional $L$ is differentiable. Therefore, a better convergence behavior can be expected when optimizing $L$.

2. Computing $H_\infty$ norms of large-scale transfer functions to a sufficient accuracy is computationally expensive, and due to the nonsmoothness, many evaluations of the $H_\infty$ error may...
be required. On the other hand, (19) only requires evaluations of the reduced-order transfer function, since the evaluations of the large-scale transfer function at the sample points can be reused in subsequent iterations.

3. When using $L$ instead of the $\mathcal{H}_\infty$ norm, we use more information of the transfer function when computing the gradient. Instead of focusing on minimizing the error of the transfer function where it is currently maximized, we consider a set of points where the error is above a certain threshold.

Note that when performing a direct $\mathcal{H}_\infty$ minimization using nonsmooth optimization such as GRANSO, the drawbacks in Point 3 can be somewhat mitigated by an appropriate optimization algorithm. As an example, GRANSO aims at constructing an internal model of the nonsmoothness and by that collects information on the transfer function at the different peaks.

4 Implementation Variants

Each of the three steps in our method, initialization, $\gamma$-selection, and optimization, can be changed independently. In this sense, we actually propose a template method for obtaining ROMs based on optimization of the ROM parameters. In the following, we briefly outline a few different options for the initialization and the $\gamma$-selection step. For the optimization we have only used BFGS as implemented in [34].

4.1 Initialization

The task of the initialization step is to provide an initial ROM. The only constraint is that this ROM must satisfy the structural constraints imposed on the final ROM by the user. If the FOM already has the desired structure, then any appropriate structure-preserving MOR method (such as the ones described in Subsection 2.2) can be used to obtain an initial ROM. If the FOM does not satisfy the structural constraints or only frequency data is available, then an alternative way that does not use the FOM’s system matrices must be used. We have tested three different ways of initialization. The first one is based on a fast greedy structure-preserving MOR method and the following two are a random initialization and a ROM that minimizes the least-squares error over all sample points.

The fast greedy structure-preserving MOR is presented in [7]. The main idea is to combine the method for $\mathcal{H}_\infty$ norm computation from [1, 48] with interpolatory MOR, i.e., iteratively compute the $\mathcal{H}_\infty$ norm of the difference between the FOM and the ROM and update the ROM such that it interpolates the FOM at the point on the imaginary axis where the $\mathcal{H}_\infty$ norm is attained. While this method is fast and widely applicable, it suffers from a high error. This is due to the fact that the ROM obtained from greedy interpolation is only highly accurate at the interpolation points but does not uniformly approximate the FOM. In our numerical experiments shown in Section 5, we have used this as our initialization technique.

The other two initialization methods are based on the generation of random matrices that satisfy the structural constraints. The construction of such matrices (symmetric, skew-symmetric, positive semi-definite) from general random matrices is straightforward. We initialize our method both directly with random systems but also introduce a preliminary least-squares approximation step, in which the function

$$\text{lsq}(G, G_r(\cdot, \theta), S) := \sum_{s_i \in S} ||G(s_i) - G_r(s_i, \theta)||_2^2,$$
The difference from the previous $\gamma$ selection approach is that here, the user only needs to provide
an upper bound $\gamma_u$ and then $\gamma$ is adjusted based on the results of the optimization of the ROM parameters. As before, the termination tolerance $\varepsilon_2$ is the maximal final objective value at which $\gamma$ is still reduced. If the relative distance between $\gamma_u$ and $\gamma_l$ is below the bisection tolerance $\varepsilon_1$, then the bisection is stopped. We choose the relative difference, since the final accuracy that can be achieved is not known beforehand. Choosing the absolute difference between $\gamma_u$ and $\gamma_l$ as stopping condition can thus lead to a premature termination or unnecessarily many iterations. In our experiments this algorithm takes longer than Algorithm 1 and leads to slightly larger $\mathcal{H}_\infty$ errors. However bisection is successfully used in [49] in conjunction with an adaptive sample point selection.

**Algorithm 2: $\gamma$-Bisection**

**Input**: FOM transfer function $G \in \mathcal{RH}_\infty^{n_u \times n_u}$, initial ROM transfer function $G_r(\cdot, \theta_0) \in \mathcal{RH}_\infty^{n_u \times n_u}$ with parameter $\theta_0 \in \mathbb{R}^{n_\theta}$, sample point set $S \subset \mathbb{R}$, upper bound $\gamma_u > 0$, bisection tolerance $\varepsilon_1 > 0$, termination tolerance $\varepsilon_2 > 0$

**Output**: final ROM parameters $\theta_{\text{fin}} \in \mathbb{R}^{n_\theta}$

```
1 Set $j := 0$ and $\gamma_1 := 0$.
2 while $(\gamma_u - \gamma_l)/(\gamma_u + \gamma_l) > \varepsilon_1$ do
3     Set $\gamma = (\gamma_u + \gamma_l)/2$.
4     Solve the minimization problem $\alpha_{j+1} := \min_{\theta \in \mathbb{R}^{n_\theta}} L(\gamma, G, G_r(\cdot, \theta), S)$ with minimizer $\theta_{j+1} \in \mathbb{R}^{n_\theta}$, initialized at $\theta_j$.
5     if $\alpha_{j+1} > \varepsilon_2$ then
6         Set $\gamma_l := \gamma$.
7     else
8         Set $\gamma_u := \gamma$.
9     end
10    Set $j := j + 1$.
11 end
12 Set $\theta_{\text{fin}} := \theta_j$.
```

5 Numerical Experiments

In the following, we compare the approximation quality, in terms of the $\mathcal{H}_\infty$ norm and the $\mathcal{H}_2$ norm, of our method (SOBMOR) to other, previously established, methods that also preserve the structure of either a pH or SSO system. For both model types we provide a comparison of our method with the structure-preserving MOR methods presented in Section 2. For both model structures optimization-based MOR outperforms the other structure-preserving methods by a few orders of magnitude with respect to accuracy in terms of the $\mathcal{H}_\infty$ norm.

5.1 Port-Hamiltonian Systems

The pH model we consider is used in [22] to showcase the effectiveness of pH-IRKA. It models a mass-spring-damper system. The inputs are two forces applied to the first two masses and the outputs are their respective velocities. For details on the setup of the system matrices we refer to [22]. In our experiments, we follow [22] and first use a FOM with the moderate state dimension of 100 in order to deliver a thorough analysis of the error based on $\mathcal{H}_\infty$ and $\mathcal{H}_2$ norms. Then a larger state-space dimension of 20,000 is used to show the effectiveness of SOBMOR also in the large-scale case.
For the sample points, we use 800 logarithmically spaced points between $10^{-4}$ and $10^3$. We add a few sample points outside of this interval, namely $0, 10^{-8}, 10^{-7}, 10^{-6}, 10^4, 10^5$, and $10^6$. The results shown here are obtained with Algorithm 1, in which the objective function $L$ is minimized for a sequence of monotonically decreasing $(\gamma_j)_{j \in \mathbb{N}}$ until the computed minimum is different from zero (up to the termination tolerance). Here we choose $(\gamma_j)_{j \in \mathbb{N}}$ as a sequence of 300 logarithmically spaced points between $10^{-1}$ and $10^{-14}$.

We compare our method to the previous pH-MOR algorithms pH-BT and pH-IRKA as well as to the two variants of direct $\mathcal{H}_\infty$ error minimization using GRANSO (configured with its standard optimization parameters) in conjunction with either linorm_subsp or ab13hd to compute the $\mathcal{H}_\infty$ errors to be minimized. We emphasize that ab13hd is limited to FOMs with a moderate state-space dimension and cannot exploit sparsity. In Fig. 2 the $\mathcal{H}_\infty$ errors are shown for different reduced model orders. The parameter optimization methods yield a better accuracy compared to the previous methods for small reduced model orders ($4$–$8$). However, the direct $\mathcal{H}_\infty$ error minimization approach that is based on linorm_subsp yields worse results as the reduced model order increases beyond $r = 8$. This is due to inaccuracies in the $\mathcal{H}_\infty$ norm approximation by linorm_subsp, which are known to occur when the transfer function has many different peaks with similar magnitude. On the other hand, when using our method and the direct $\mathcal{H}_\infty$ minimization based on ab13hd (which is computationally prohibitive for larger FOMs, i.e., the most common use-case of MOR) the error continues to decrease for larger reduced orders. Finally, these methods outperform all other structure-preserving methods by three orders of magnitude. For the reduced model orders between $12$ and $20$ our method outperforms both direct $\mathcal{H}_\infty$ minimization approaches.

In Figure 3, the maximum singular values of the transfer function of the error between the given model and its approximations obtained from the different MOR methods are shown for different $r$. As $r$ increases, the error obtained with our method tends to not vary much over different orders of magnitudes and has a well-balanced accuracy over the imaginary axis. This desired behavior of the error is not achieved with the other methods.

Furthermore, it can be observed that the approximation is consistently better for most frequencies. This implies that the larger $\mathcal{H}_\infty$ error which the other methods produce is not just due to a few areas on the imaginary axis where the transfer function is approximated poorly. Therefore, even though our method is designed to minimize the $\mathcal{H}_\infty$ error, in the comparison of the $\mathcal{H}_2$ errors in Figure 4, the approximation error is again several orders of magnitude smaller when using our method.
Figure 3: Maximal singular value of the error transfer function for different MOR methods as \( r \) is varied. The FOM is the mass-spring-damper pH system in [22] of order 100.

In order to illustrate the performance of SOBMOR also in large-scale settings, for the next experiments we use the FOM dimension \( n = 20,000 \). In Figure 5, we compare the performance of our method against pH-IRKA, since both methods rely only on sparse linear solves during the initial sampling and are thus appropriate for the large-scale case. With SOBMOR, we again obtain an error that is lower by a few orders of magnitude. In fact, in [22], it is reported that the \( H_\infty \) error is still above \( 10^{-4} \) for ROMs of order 50 when using pH-IRKA.

In our experiments, the runtime of our algorithm is mainly driven by the choice of the ROM order. Table 1 shows a comparison of the runtime for different ROM orders. As expected, the runtime of pH-BT does not vary with \( r \) as its main computational burden is only dependent on the FOM dimension. On the other hand the runtime of pH-IRKA is mostly dependent on the number of fixed-point iterations until convergence. In our experiments the number of iterations was not correlated to \( r \), which explains the similar runtimes. The optimization-based approaches tend to take more time, as the reduced model order increases. However, the runtime does not increase monotonically, as \( r \) increases. Note that our method takes significantly less time compared to the direct \( H_\infty \) minimization approach for all tested reduced model orders.

The strong dependence of our method’s runtime on \( r \) is mostly due to the more expensive gradient computation and increased number of iterations for the larger ROMs. On the other hand, the FOM
Figure 4: $H_2$ error for different MOR methods as ROM order $r$ is varied. The FOM is the mass-spring-damper pH model in [22] of order 100.

Table 1: Runtimes (in seconds) for different MOR algorithms on the pH model in [22] of order 100 for different reduced model orders $r$.

| $r$ | pH-BT   | pH-IRKA | $H_\infty$-min full | SOBMOR  |
|-----|---------|---------|---------------------|---------|
| 4   | 8.75e−03| 4.56e−02| 1.79e+02            | 1.78e+00|
| 6   | 8.91e−03| 4.58e−02| 1.39e+03            | 6.99e+01|
| 8   | 8.90e−03| 4.50e−02| 7.10e+02            | 2.27e+01|
| 10  | 8.83e−03| 4.53e−02| 7.84e+02            | 7.45e+01|
| 12  | 8.84e−03| 4.57e−02| 2.92e+02            | 1.86e+02|
| 14  | 8.85e−03| 4.66e−02| 3.32e+02            | 2.83e+02|
| 16  | 8.84e−03| 4.57e−02| 6.44e+03            | 3.90e+02|
| 18  | 8.85e−03| 4.55e−02| 6.52e+03            | 1.15e+03|
| 20  | 8.85e−03| 4.59e−02| 5.18e+03            | 8.08e+02|

only has to be sampled once in the beginning. In fact, even during the experiments in which the FOM dimension is set to 20,000 the runtime ranges between 19.3s (for $r = 4$) and 932.10s (for $r = 16$). Thus, the FOM order does not have a major influence on the runtime in our experiments. However, in some settings the sampling procedure may also be computationally taxing, such that the number of sample points must be kept small. For that, we present an adaptive sampling strategy for our method in [49].

Since pH-IRKA converged in well under a second in each experiment, our method is not yet competitive with respect to runtime. However, since MOR is usually performed offline to speed up simulations or the computation of a control signal, the greatly increased accuracy well compensates for the increased runtime. Note that as $\gamma$ is reduced during the course of our method, the number of iterations during the gradient-based optimization increases. This behavior can be observed in Figure 6. This usually makes the final reduction steps the most expensive ones. When a smaller runtime is desired, a desired level of accuracy leading to a final value of $\gamma$ may be prescribed. Then, the final and most expensive optimizations may be avoided. In this way, we can trade off a lower accuracy of the ROM for a much faster termination of our method.
Figure 5: Maximum singular value of the error transfer function for different MOR methods as $r$ is varied. The FOM is the mass-spring-damper pH system in \cite{22} of order 20,000. Note that pH-BT is computationally prohibitively expensive for such large FOM orders, since the full balancing transformation (which is needed for pH-BT) cannot be computed efficiently. Therefore, we show no results for pH-BT.

5.2 Second-Order Systems

The scalable mechanical system that we use to showcase the effectiveness of our method for second-order systems is introduced in \cite{51} as a triple mass-spring-damper chain. We refer to \cite{51} for a detailed description of the mass-spring-damper chain model as well as the setup of the system matrices $M$, $D$, and $K$. In order to compare our method with second-order balanced truncation and to compute the $H_\infty$ norm using \cite{10} for a globally valid result, we choose only a medium state dimension ($n_x = 301$) for our experiments. Since in \cite{51}, no input or output mapping is provided, we set $B := \begin{bmatrix} I_3 & 0_{n_x-3 \times 3} \end{bmatrix}^T$, which corresponds to actuation and measurement at the first three masses. For the sample points we choose 300 logarithmically spaced points between $10^{-4}$ and $10^3$. Again, we add a few points outside of this interval, namely $0, 10^{-8}, 10^{-7}, 10^{-6}, 10^{-4}, 10^5, 10^6, 10^8$. The $\gamma$ sequence is chosen as in the previously described experiments.

Next to the full parametrization for second-order systems introduced in Lemma 3.3, we also conduct experiments, in which $M(\theta)$ is a positive semidefinite diagonal matrix. In this way, we
can use fewer parameters at (theoretically) no loss in accuracy, since any symmetric second-order system \( \Sigma_{ss0} \) can be written with diagonal \( M \) by a change of basis, while preserving symmetries of the system.

![Figure 7: \( H_\infty \) errors for different MOR methods as ROM order \( r \) is varied. The FOM is the second-order mechanical system with \( n_x = 301 \).](image)

In Figure 7, we compare the \( H_\infty \) norm of the error transfer functions for ROMs with varying order. Note that our proposed method outperforms the other methods for structure-preserving model order reduction for all tested values of \( r \) by a huge margin. To obtain a ROM with an \( H_\infty \) error of less than \( 10^{-6} \), using our method, a reduced model order of only 11 is needed, while the other methods only reach this accuracy with a reduced model order of 21. The results do not indicate a systematic difference in accuracy when using either a full or a diagonal parametrization of \( M \), respectively. Furthermore, there is no significant difference in runtime, when using either parametrization.

It is interesting to note that beyond a reduced model order of \( r = 15 \), the \( H_\infty \) error does not decrease significantly when our method is employed, which needs further investigation. We do not
include a comparison with the direct \( H_\infty \) error minimization based on \texttt{ab13hd}, since the execution time of \texttt{ab13hd} on the error transfer function averages to around 20s, which renders the use of \texttt{ab13hd} inside an optimization loop computationally prohibitive.

Looking at the error transfer functions for different reduced orders which are depicted in Figure 8, it can be observed that the error using our method is nearly constant over a wide frequency range. The other methods lead to an error that is larger for almost all frequencies but also more oscillatory. Using our method, the error becomes less oscillatory for a larger reduced order.

![Figure 8: Maximum singular values of the error transfer function between the FOM (second-order mechanical system with dimension \( n_x = 301 \)) for different structure-preserving MOR methods as \( r \) is varied.](image)

6 Conclusions and Outlook

In this paper, we have developed SOBMOR, a new approach for MOR based on direct optimization of the structured ROM’s state-space realization. Instead of directly minimizing the \( H_\infty \) or \( H_2 \) error, we have proposed to iteratively apply a leveled least squares objective function, which tends to lead to more accurate results at drastically reduced computational costs. We have demonstrated the benefits of our method and its superior performance compared to other structure-preserving MOR methods in several numerical experiments.
The method is applicable in a far broader setting that we plan to explore in subsequent works.  

- Until now, we have chosen logarithmically spaced sample points on the imaginary axis. However, we may decrease the computational footprint and necessary a priori knowledge about the critical intervals of the FOM by adaptive sampling. Therefore, in [49], we propose an adaptive sampling algorithm, which removes the necessary a priori knowledge and even leads to smaller computation times.  

- The method is entirely data-driven in that it does not require direct access to the system matrices of the full order model. This allows a modification of our proposed method to perform system identification for systems with a predefined structure. The effectiveness of this approach for passive systems is explored in [46].  

- We plan to explore the utilization of this method in parametric MOR in which the FOM depends on several parameters and the ROM should mimic the behavior of the FOM for all admissible parameter settings.
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