Quenching the Haldane gap in spin-1 Heisenberg antiferromagnets
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We consider a quasi-one-dimensional system of spin-1 Heisenberg antiferromagnetic chains in 2D and 3D hypercubic lattices with interchain coupling \(J\) and uniaxial single-ion anisotropy \(D\). Using large scale numerical simulations, we map out the \(J - D\) phase diagram and investigate the low lying excitations of the Haldane phase in the \(J \ll 1\) limit. We also provide direct evidence that the Haldane phase remains a non-trivial symmetry protected topological state for small but finite \(J\).

**Introduction.**—Enhanced quantum fluctuations drive several novel quantum phases in interacting quantum spins in low dimensions – phases that are suppressed in higher dimensions. The search for such phases and the quest for understanding the mechanism behind their emergence has kept the study of quantum magnetism one of the most active frontiers of Condensed Matter Physics. The confluence of continuing experimental advances in preparing and characterizing low dimensional quantum magnets and the simultaneous development of powerful analytic and numeric methods analyzing relevant microscopic models has resulted in great advancement in our understanding of the many-body effects underlying these unique states of matter. A striking result in the study of quantum spin systems is the pioneering work by Haldane [1]. By studying the non-linear sigma model in \((1+1)\) dimensions, Haldane conjectured that the ground state of the one-dimensional (1D) Heisenberg antiferromagnet (HAFM) has gapless excitations for half-odd integer spins, whereas that for integer spins is separated from all excited states by a finite spin gap (Haldane gap). Haldane’s conjecture has inspired numerous theoretical studies of integer spins in low dimensions, including chain mean field theory (CMFT) [2, 3], exact diagonalization [4], density matrix renormalization group (DMRG) [5–7], and quantum Monte Carlo (QMC) simulations [8–12]. Most of these studies have focused on \(S = 1\) spins where the Haldane gap is the most robust.

The theoretical studies have been complemented by the discovery of several quasi-one-dimensional (Q1D) spin \(S = 1\) quantum magnets, such as AgVP\(_2\)S\(_6\) [13], NDMAP [14], NENP [15], NINO [15], PbNi\(_2\)V\(_2\)O\(_8\) [16], SrNi\(_2\)V\(_2\)O\(_8\) [17], TMNIN [18], and Y\(_2\)BaNiO\(_5\) [19]. In these materials, the magnetic ions are arranged in chains, with weak but finite inter-chain couplings, which affect the ground state phases. Additionally, in most known \(S = 1\) magnets, the ubiquitous Heisenberg exchange is complemented by a single-ion anisotropy. The expanded Hilbert space of the \(S = 1\) spins, and the interplay between multiple competing interactions, external magnetic field and different lattice geometries result in a rich variety of ground state phases. In addition to the gapped Haldane phase, examples of exotic quantum states realized in low dimensional interacting spin systems include experimentally realized Bose Einstein Condensation (BEC) of magnons [20], quantum paramagnet [21], and the recently proposed spin supersolid [22] and ferromagnetic [23] phases. Recent advances in synthesis techniques has made it possible to engineer quasi-low-dimensional materials where the “effective dimensionality” (that is, inter-chain or inter-layer couplings) and Hamiltonian parameters (such as the ratio of exchange interaction and single-ion anisotropy) can be controlled. This raises the possibility of preparing materials with desired pre-determined properties. The search for such tailor-made materials has grown in recent years as these are believed to drive the next generation of electronics. In addition to condensed matter systems, rapid advances in the field of ultracold atoms in optical lattices have opened up a new frontier in the study of interacting many-body systems in arbitrary dimensions. The unprecedented control over number of atoms, interactions, and lattice geometry makes it an ideal testbed for preparing and studying novel quantum states.

In this work, we study the \(S = 1\) HAFM with single-ion anisotropy on Q1D lattices in 2D and 3D, focusing on the behavior of the Haldane phase as the different Hamiltonian parameters are varied. Previous QMC [8–12] and DMRG [5] studies of the isotropic \(S = 1\) HAFM in 2D and 3D have shown that the Haldane phase persists in the presence of small, but non-zero inter-chain couplings. The combined effect of inter-chain couplings and single-ion anisotropy has been studied using CMFT [3], but enhanced quantum fluctuations in the Q1D limit make the predictions from mean field theories unreliable. Further, a detailed exploration of the ground state properties of the Haldane phase in this system, including the low lying excitation spectrum, does not exist to the best of our knowledge. Such a study is important to the understanding of experimental results for real quantum magnets. Additionally, the topological nature of the Q1D Haldane phase is still an open question. While the Haldane phase of the spin-1 chain is perhaps the simplest example of a state with symmetry protected topological (SPT) order [24], the ground state of the spin-1 ladder has been shown to be a topologically trivial state [25]. Here, we determine the ground state phase diagram of a system of weakly coupled \(S = 1\) HAFM chains with uni-
axial single-ion anisotropy. Further, we investigate the quantum phase transitions out of the Haldane phase and show the evolution of the low lying excitation spectrum with the closing of the Haldane gap. Finally, we present direct evidence of non-trivial SPT order in the Q1D Haldane phase as defined in this system [24].

Model and Methods.—We study a spatially anisotropic $S = 1$ HAFM consisting of chains in 2D and 3D hypercubic lattice geometries, as described by the Hamiltonian

$$H = \sum_{\langle ij \rangle} \vec{S}_i \cdot \vec{S}_j + J \sum_{\langle ij \rangle} \vec{S}_i \cdot \vec{S}_j + D \sum_i (\vec{S}_i^z)^2. \quad (1)$$

Here we have set the spin coupling along the chains to unity, thereby defining the energy scale of our system. This leaves the interchain coupling $J$ and the single-ion anisotropy $D$ as our remaining Hamiltonian parameters. Simulation cells in 2D and 3D have dimensions $L \times L$ and $L_L \times L_L \times L$, respectively, with chain length $L$ and aspect ratio $R = L/L_L$ ranging from 4 to 8. Due to the spatial anisotropy of this model, cells with $R > 1$ more rapidly approach the thermodynamic limit [27]. Unless otherwise stated, results are obtained on a 3D lattice.

To investigate the above model, we use the stochastic series expansion (SSE) QMC method [28] with directed loops [29]. Within this formalism, the spin stiffness $\rho_s$ is easily obtained in terms of the global winding numbers $\rho_s = \rho_t$ [30]. At a critical point between gapped and gapless phases in $d$ dimensions, $\rho_s \sim L^{2-(d+z)}$ where $z$ is the dynamic critical exponent [31]. Thus, the crossing point of $\rho_s L^{d+z-2}$ for different system sizes is an estimate of the critical point. A similar scaling can be derived for the staggered magnetization at the boundary of an Ising antiferromagnet: $m_s^2 \sim L^{2-(d+z)-\eta}$. These finite size scaling (FSS) forms can be used to accurately determine quantum phase boundaries. In such cases, we must keep a fixed aspect ratio, not only of the spatial dimensions, but also of the inverse temperature (i.e. $\beta \propto L^z$). This guarantees that we approach the ground state thermodynamic limit as $L \to \infty$.

In addition to the SSE method, we implement a projective QMC method that allows us to access both ground state expectation values as well as wave function overlaps between the ground state and a trivial product state. Details are given in the Supplementary Material [32].

Phase Diagram.—The ground state phase diagram of $H$ is shown in Fig. 1. For small $|D|$ and $J$ the system is in the Haldane phase. For sufficiently strong interchain couplings, the Haldane gap is quenched and three dimensional long range magnetic order sets in. This magnetic order is the Néel antiferromagnetic state in the case of isotropic spins ($D = 0$), while axial ($D < 0$) and planar ($D > 0$) anisotropy lead to Ising antiferromagnetic (Ising AFM) and $XY$ antiferromagnetic ($XY$-AFM) states, respectively. Additionally, there is a quantum paramagnetic phase for large $D \gtrsim 1$ (not shown). The Haldane to $XY$-AFM phase boundary is determined by FSS of the spin stiffness, while the Haldane to Ising AFM phase boundary is determined by FSS of the staggered magnetization. In the case of the Haldane to Néel phase transition at the isotropic point ($D = 0$), FSS of both the spin stiffness and staggered magnetization yield values in agreement up to the statistical uncertainty given.

The first thing to notice in the phase diagram of Fig. 1 is the striking qualitative agreement between the CMFT results of Sakai and Takahashi [1] and the QMC results of the current work. Although CMFT begins from exact results within each chain, it is expected to yield a lower bound for the extent of the Haldane phase. Our results confirm this expectation, and highlight that the difference between our unbiased QMC results and CMFT is largest at the isotropic point, where spin fluctuations are enhanced by the full SU(2) spin rotational symmetry.

To make contact with experiment, we plot the location of several Haldane gap materials in the phase diagram of Fig. 1. The tetragonal compounds PbNi$_2$V$_2$O$_8$ and SrNi$_2$V$_2$O$_8$ are of particular interest to our study. Due to their crystal symmetry, they are well described by a uniaxial crystal field. In addition, both lie near the boundary of the Haldane phase due to a combination of easy axis single ion anisotropy and interchain spin exchange coupling strength. In fact, SrNi$_2$V$_2$O$_8$ was originally believed to magnetically order below $T_N = 7K$ [10] based on experiments on powder samples, while more recent results on polycrystalline [17] and single crystal [32] samples are consistent with a non-magnetic ground state. The proximity of SrNi$_2$V$_2$O$_8$ to a quantum phase boundary is made quite clear in the phase diagram of Fig. 1.
Spin Stiffness Scaling.—To illustrate the spin stiffness scaling described above, we consider the ground state phase transition between the gapped Haldane phase and the gapless Néel state as the interchain coupling $J$ is varied at the isotropic point. For this quantum phase transition we expect Heisenberg universality with $z = 1$. In Fig. 2 we plot $\rho_s L^{d-1}$ for 2D and 3D lattices, along with the FSS collapse assuming critical exponents of the Heisenberg universality class $[33]$.  

Low Lying Excitations.—We estimate the spin gap excitations $\omega_k$ using the upper bound estimator $2S_k / \chi_k \geq \omega_k [35]$. In the Haldane phase this estimator is expected to perform well near $k_z = \pi$ due to the sharp nature of the single-magnon peak as well as an additional gap to the multi-magnon excited states $[2]$.  

Plotting the dispersion at $k_z = \pi$ for finite $J$ in Fig. 3 it is clear that the Haldane gap closes at $k = (\pi, \pi, \pi)$ while the gap at $k = (0, 0, \pi)$ grows with increasing $J$, implying the presence of interchain correlations. This behavior can be explained by a simple physical argument. In the Néel state, there exist gapless excitations at $k = (0, 0, 0)$ and $k = (\pi, \pi, \pi)$. Thus, starting from the Néel state and reducing $J$, the finite-$J$ Haldane gap must open up at both $k = (0, 0, 0)$ and $k = (\pi, \pi, \pi)$. In general, the Haldane gap must close at the ordering wave vector for any transition to a gapless ordered state. For example, this argument explains the field-driven transition into a canted $XY$–AFM state that has been observed in real Haldane chain systems, such as the orthorhombic material NDMAP $[36]$.  

String Order.—A non-local string order characterizes the Haldane phase in 1D. For Q1D systems, we define string order as the infinite distance limit of string correlations along individual chains $[37]$.

\begin{equation}
C_{SO}(i, j) = -\left\langle S_i^z \exp \left[ i\pi \sum_{k=1}^{j-1} S_k^z \right] S_j^z \right\rangle.
\end{equation}

From this we define a finite-size string order parameter $\Psi_L = C_{SO}(0, L/2)$ that scales to zero as $L \rightarrow \infty$ in the absence of string order, or to a finite value when string order is present. This is illustrated in Fig. 4(a), where we show $\Psi_L$ for coupled chains as the single-ion anisotropy $D$ drives the system from the Haldane phase into the $XY$-AFM phase. There is a clear qualitative difference in the finite-size behavior of $\Psi_L$ in the two phases, the boundary of which is determined by FSS of the spin stiffness $\rho_s$ shown in Fig. 4(b). In the $XY$-AFM phase, $\Psi_L$ scales exponentially to zero, while in the Q1D Haldane phase $\Psi_L$ appears to decay algebraically. However, we cannot rule out the possibility that $\Psi_L$ scales exponentially to zero in the Q1D Haldane phase with correlation length $\xi \gg L$, as predicted for any finite interchain coupling $[38]$. Additionally, as string order is ultimately limited to a single dimension, in the following section we introduce a more general correlator for the detection of SPT order.

Symmetry Protected Topological Order.—In order to determine the topological nature of the Q1D Haldane...
Thus, it is not surprising since 2-leg ladders form trivial SPT states \([25]\). Actually, the adiabatic path of Matsumoto et al. \([10]\) breaks the symmetry of spatial inversion about an intrachain bond. We propose this to be a key protecting symmetry of the Q1D Haldane phase.

Interestingly, Matsumoto et al. \([10]\) have demonstrated that the Q1D Haldane phase can be adiabatically connected to a dimer product state. This does not contradict our identification of the Q1D Haldane phase as a non-trivial SPT state, because the geometry they consider is closer to a system of weakly coupled 2-leg ladders than one of weakly coupled chains. In this context, their result is not surprising since 2-leg ladders form trivial SPT states \([25]\). Actually, the adiabatic path of Matsumoto et al. \([10]\) breaks the symmetry of spatial inversion about an intrachain bond. We propose this to be a key protecting symmetry of the Q1D Haldane phase.

Further insight is gained by considering the fact that non-trivial SPT states support gapless or degenerate edge states \([22]\). For example, the Haldane phase in 1D supports degenerate spin-1/2 edge states. If we couple Haldane chains into an N-leg ladder, the edge states will form an overall singlet for \(N\) even, but retain a degeneracy for \(N\) odd due to Kramer’s theorem. Thus we understand why even leg ladders form trivial SPT states, while odd leg ladders form non-trivial SPT states. What happens as \(N \to \infty\)? In this case, we obtain a gapless spin-1/2 HAFM chain at the edge. However, any bond alternation of the interchain coupling leads to dimer product edge states. Thus, the Q1D Haldane phase is a non-trivial SPT state only for uniformly coupled chains, and spatial inversion symmetry about the intrachain bonds protects against edge state dimerization.

In conclusion, we have accurately determined the ground state phase boundaries of the Haldane phase in weakly coupled spin-1 HAFM chains with uniaxial single-ion anisotropy. The Haldane gap survives up to a critical coupling \(J_c\), beyond which it is quenched by magnetic order. By studying string correlations and the strange

**FIG. 4.** (Color online) Finite-size behavior of (a) the string order parameter \(\Psi_L\) and (b) the scaled spin stiffness \(\rho_sL^2\) across the Haldane to XY-AFM phase boundary with aspect ratio \(R = 6\), interchain coupling \(J = 0.01\), and inverse temperature \(\beta = L\). The inset shows FSS collapse near the critical point \(D_c = 0.149(1)\) using mean field critical exponents.

**FIG. 5.** (Color online) Finite-size behavior of the Néel and strange order parameters in (a) the Q1D Haldane phase and (b) the quantum paramagnetic phase. Results in the ground state limit are obtained using a 2D simulation cell with aspect ratio \(R = 4\) and interchain coupling \(J = 0.02\).
correlator, we have verified the non-trivial SPT nature of the Q1D Haldane phase of the model Hamiltonian \( H \). We hope our work may motivate further experimental investigations of Q1D spin-1 Heisenberg antiferromagnets.
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SUPPLEMENTARY MATERIAL: PROJECTIVE QUANTUM MONTE CARLO

To investigate the strange correlator of You et al. [39], we use a projective variant of the stochastic series expansion (SSE) quantum Monte Carlo method [28]. The main idea is as follows: instead of expanding the density matrix as a Taylor series of Hamiltonian operations, we project out the ground state by repeated Hamiltonian operation upon a trial wave function. While the presence of a trial wave function explicitly removes the usual periodicity in the imaginary-timelike dimension of the operator string, it can be thought of as a set of vertices of infinite weight. Thus, we can still utilize the directed loop equations of Syljuåsen and Sandvik [29], minimize bounce probabilities in the loop algorithm, and obtain efficient global updates.

Now we describe our projective quantum Monte Carlo scheme in detail. First, let us examine the effect of \( m \) repeated Hamiltonian operations on a trial wave function,

\[
(\mathcal{H} - C)^m |\psi\rangle = (\mathcal{H} - C)^m \sum_{\alpha} c_{\alpha} |\alpha\rangle. \tag{4}
\]

Here, we have expanded \(|\psi\rangle\) in the basis of energy eigenstates \(|\alpha\rangle\) with coefficients given by \( c_{\alpha} = \langle \alpha | \psi \rangle \). The constant \( C \) is chosen to make \((\mathcal{H} - C)\) negative definite. Thus, as long as \( c_0 \neq 0 \), the projection of \(|\psi\rangle\) will be dominated by the ground state terms,

\[
(\mathcal{H} - C)^m |\psi\rangle = \sum_{\alpha} c_{\alpha} (E_\alpha - C)^m |\alpha\rangle. \tag{5}
\]

This can be made more explicit by rewriting the expression as

\[
\left( \frac{\mathcal{H} - C}{E_0 - C} \right)^m |\psi\rangle = \sum_{\alpha} c_{\alpha} \left( \frac{E_\alpha - C}{E_0 - C} \right)^m |\alpha\rangle. \tag{6}
\]

Thus, the ground state is approached as \( m \to \infty \). Having a valid ground state projector, we can evaluate ground state observables as

\[
\langle \mathcal{O} \rangle = \frac{\langle \psi | (\mathcal{H} - C)^m \mathcal{O} (\mathcal{H} - C)^m |\psi\rangle}{\langle \psi | (\mathcal{H} - C)^{2m} |\psi\rangle}. \tag{7}
\]

Within the same formulation, we can also easily compute overlap of the ground state wave function with an arbitrary wave function \(|\Omega\rangle\), as required for calculating the so-called strange correlator [39]

\[
C_{SC}(i, j) = \frac{\langle \Omega | S_i^+ S_j^- (\mathcal{H} - C)^{2m} |\psi\rangle}{\langle \Omega | (\mathcal{H} - C)^{2m} |\psi\rangle}. \tag{8}
\]

In our calculations, we choose

\[
|\Omega\rangle = \prod_i |0\rangle_i \otimes \tag{9}
\]

and hence \(|\Omega\rangle\) is a trivial direct product state, as required for calculating the strange correlator [39]. Without any loss of generality, we can set \(|\psi\rangle = |\Omega\rangle\) for our trial wave function. By comparing the staggered magnetization and strange correlator with exact values for finite chains, we have verified the accuracy of our projective QMC method, as well as its ability to obtain ground state results. By analogy to traditional SSE, the length of the operator string \( m \) required to reach the ground state limit is expected to scale as \( L^{d+z} \), with \( d \) the dimensionality and \( z \) the dynamic critical exponent. We have found \( m = L^{3/4} \) to be sufficient to reach the ground state limit for the results presented in Fig. 5 of the main text.