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Abstract. The development of new methods of technical diagnostics is an important task aimed at improving the efficiency and safety of the operation of industrial equipment. Such methods are complexes of jointly used methods for obtaining diagnostic information, methods for extracting from it the actual data on the technical state of the diagnosed objects, and methods for organizing diagnostic processes. At the same time, the criteria of importance and value, as a rule, are different for the developers of these methods, developers of diagnostic systems, and direct operators of equipment, which requires the search for solutions that are a compromise for all interested parties and meet certain optimality requirements. One of the new approaches in the field of identifying and controlling new diagnostic information is the entropy method for evaluating data. Testing the applicability of this approach to the analysis of signals of vibration and partial discharges has shown the possibility of obtaining data on changes in the state of the diagnosed object. This information can be used to develop new diagnostic features designed for earlier detection of developing defects, as well as for checking and confirming technical diagnoses obtained by classical methods.

1. Introduction
Technical diagnostics, as a field of science and life, is developing all the time. New methods and approaches are emerging that serve to improve the efficiency and safety of industrial equipment operation. As a response to the request of technical progress, new diagnostic systems appear, based on various combinations of signal processing and conversion methods, with varying degrees of automation of condition assessment and diagnostics.

All of the above is also relevant for dynamic equipment, the diagnostic methods of which are the subject of this article. According to [1], such equipment includes equipment with moving parts, such as rotating machines, piston machines, air coolers, smoke exhausted, etc.

In the technical diagnostics of such machines, a combination of several factors is important, namely, methods of obtaining diagnostic information, methods of processing it to extract from it the actual knowledge about the technical state of the diagnosed object, and methods of organizing the diagnostic process.

It is obvious that the choice of the most optimal complex of all the listed methods is rather difficult because of the conflicting requirements for such a complex on the part of stakeholders [2, 3].

So, research scientists who directly develop diagnostic methods, due to the scientific and academic nature of their activities, often gravitate towards physically and mathematically complex methods that are well implemented in laboratory conditions, but face difficulties in practice. The primary criteria, in this case, are the novelty and science intensity of the development, and not its practical relevance and feasibility.

Developers of diagnostic systems, in turn, for various reasons, are often focused on one of the most developed and suitable for interpreting the results of the diagnostic method, which is put at the forefront. Accordingly, their criteria are the paramount importance of diagnostics and its subordination
to the interests of the very technological process of using the diagnosed equipment, as well as the maximum coverage of possible equipment diagnoses by this preferred method by providing a large amount of analytical data for processing by diagnosticians.

The personnel directly operating the diagnosed equipment, for obvious reasons, considers the diagnostics of the subordinate equipment as a secondarily auxiliary function among their job responsibilities. So the criteria, in this case, can be considered the maximum non-influence of diagnostics on technological processes and the possibility of diagnostics online, that is, without taking the equipment out of operation, with the maximum automation of the diagnostic process and the clarity of its results for non-specialists. Moreover, it is not necessary to immediately issue an accurate diagnosis, which is often simply impossible, but it is advisable to warn the operator about changes in the technical condition of the equipment as early as possible so that the person has time to assess the situation.

If we introduce into the reasoning the self-diagnosed dynamic equipment, as the fourth interested party, then one of the important typical features influencing approaches to diagnostics is its rather typical structure, determined by its purpose.

We can say that all industrial dynamic equipment is based on the conversion of energy, as a rule, mechanical energy into electrical energy and vice versa. A typical industrial unit consists of an electrical connection system, an electrical part, and a mechanical part. For example, a feed cell and cable line, an electric motor drive, a mechanical device that performs useful work and is usually based on a rotational or oscillatory motion (pump, fan, compressor, etc.). The same considerations are also true with a reverse flow of energy - a mechanical device that converts the energy of a source (wind machine, turbine, etc.), a generator (a machine similar to an electric motor), and, in turn, a cable line and a switching device for inclusion in the distribution network.

The above example shows that dynamic equipment, as a complex, consists of the main elements of mechanical and electrical types and therefore also requires the complex use of different diagnostic methods that are most suitable for these elements since it is obvious that the failure of any of the links in such a chain will lead to the shutdown of the entire complex, no matter how successfully the remaining links are diagnosed in this case [4, 5, 6, 7].

The point of view of the authors on the issue of diagnostics of dynamic equipment is that today, the most acceptable diagnostic methods for this are methods of vibration diagnostics for monitoring the technical state of mechanical systems [8, 9, 10, 11, 12, 13, 14] and methods control of parameters of partial discharges for monitoring electrical systems of dynamic equipment [15, 16, 17].

These methods are based, as a rule, on the registration of vibroacoustic and electrical signals, which have different sources, physical nature, causes of occurrence. Accordingly, typical methods of processing such signals have significant differences, which forces the use of several parallel mathematical mechanisms in diagnostic systems, which complicates these systems.

At the same time, these mathematical mechanisms often do not allow identifying deviations in the technical condition of machines that go beyond the previously described (formalized) ones, especially in the early stages of the occurrence of such deviations. That is, a diagnostic signal, the parameters of which do not exceed the set threshold values, but at the same time carrying information about such a deviation in the state of the diagnosed equipment, can be ignored.

Methods of entropy analysis, considered by many researchers from the first half of the 20th century [18, 19, 20, 21, 22, 23], can become an effective way to analyze such signals. At the same time, the currently growing number of publications devoted to the use of entropy in vibration diagnostics [24, 25, 26, 27] and diagnostics by the method of partial discharges [28, 29, 30, 31] indicates an increase in the interest of researchers in this method and its prospects.

2. Formulation of the problem

The purpose of this study is to select a method of entropy analysis unified for vibration and partial discharge signals and to test its applicability on real signals received from operating industrial equipment.

To achieve this goal, it is necessary to solve a number of tasks:
1. Choose a method of entropy analysis, suitable for both vibration signals and partial discharge signals;
2. Analyze the characteristic vibration signals by the selected method;
3. Analyze the characteristic signals of partial discharges using the selected method;
4. Compare the results obtained for both types of signals. As a result, an assessment should be obtained of the possibility of using a unified method of entropy analysis for working with both types of signals under study and the development of new diagnostic features suitable for determining changes in the technical state of the diagnosed equipment that were not previously formalized.

3. **Theory**

The text of your paper should be formatted as follows:

The entropy method under consideration was based on the method proposed in [21] for calculating the Shannon entropy $H$, expressed in bits:

$$
H = - \sum_{i=1}^{n} P_i \log_2(P_i) 
$$

where $H$ is the Shannon entropy for the signal under study; $P_i$ is the probability of occurrence of the $i$-th sample in the series of samples that make up the signal under study.

In this work, all the signals under study were considered as “black box” signals, that is, no distinction was made between signals of mechanical and electrical nature, just as the initial signals themselves were not normalized in any way based on considerations of the “unknown” of their true amplitude parameters.

Based on the foregoing, to detect changes in the state of the system, provided that neither the moments of such transitions nor the parameters of the system in these states are known, a special case of the above method was used, based on the calculation of the local entropy $h_i$. In this case, the empirical probability distribution is used, obtained directly from the sample, which is the original signal under study:

$$
h_i = - \log_2(P_i)
$$

where $h_i$ is the local entropy of the $i$-th sample of the signal under study; $P_i$ - the empirical probability of occurrence of the $i$-th sample in the series of samples that make up the signal under study.

To calculate the empirical probabilities of the appearance of samples in a signal ($P_i$ for each $i$-th sample), it is necessary to divide the entire series of samples into $m$ intervals to construct a probability distribution. In order to estimate the number of intervals $m$, the methods proposed in [32] were used to determine the optimal number of the grouping of experimental data. When evaluating the number of methods, the following conditions were taken into account:

- since the distribution law of the instantaneous entropy for the signals under study is unknown and its definition is beyond the scope of the problem under discussion, the number of intervals $m$ must satisfy the requirements of the main criteria for constructing such distributions, taking into account the possibility of using both intervals with equal length and intervals with equal probability;
- usually, the number of intervals is determined in such a way as to smooth out the outliers in the analyzed values, for which the number of intervals can be reduced. In the case under consideration, it is the outliers that have the highest entropy, therefore, they are of considerable interest. For this reason, to determine the number of intervals $m$, the methods that give the highest estimates were considered;
- in order to simplify the final signal analysis algorithm, a method was tested for dividing the samples of the studied signals into intervals by rounding them to include close samples in $m_{round}$ intervals of equal length.
To estimate the number of intervals $m$ for the number of samples $n$ in the case of intervals of equal length, the Heinhold-Gaede method was used:

$$m = n^{0.5} \quad (3)$$

To estimate the number of intervals $m_p$ in the case of intervals with equal probability, William's method was used:

$$m_p = 1.9 n^{0.4} \quad (4)$$

Also, to estimate the variation of the desired number of intervals, taking into account the unknown distribution law, we used the estimates $m_{\text{min}}$ for a uniform distribution and $m_{\text{max}}$ for the Laplace distribution, as for the boundary conditions:

$$m_{\text{min}} = 0.55 n^{0.4} \quad (5)$$

$$m_{\text{max}} = 1.25 n^{0.4} \quad (6)$$

Taking into account the foregoing about the estimation of the number of intervals and proceeding from considerations of practical registration of measuring signals, the number of samples $n = 8100$ were taken for all signals, while the numerical values of the samples are presented in dimensionless form.

The results of evaluating the number of intervals $m$ are given in table 1.

**Table 1. Results of estimating the number of intervals for calculating empirical probability distributions.**

| Signal | The number of samples $n$ | Maximum range, units | $m$, formula (3) | $m_p$, formula (4) | $m_{\text{min}}$, formula (5) | $m_{\text{max}}$, formula (6) | Rounding order | $m_{\text{round}}$ |
|--------|--------------------------|----------------------|------------------|-------------------|------------------|------------------|--------------|----------------|
| Signal 1 | 8100                     | 7800                 | 90               | 70                | 20               | 46               | Hundreds     | 78             |
| Signal 2 | 8100                     | 3000                 | 90               | 70                | 20               | 46               | Hundreds     | 30             |
| Signal 3 | 8100                     | 83                   | 90               | 70                | 20               | 46               | Units        | 83             |
| Signal 4 | 8100                     | 540                  | 90               | 70                | 20               | 46               | Tens         | 54             |

As you can see from the table 2, the values of the number of intervals $m_{\text{round}}$ obtained by the rounding method are quite close to the values obtained by formulas (3) - (6). Thus, before a more rigorous refinement of the parameters of the entropy distribution of signals, at this stage of research, this estimate was adopted to calculate the empirical probabilities of the occurrence of $P_i$ counts in the series of counts that make up the signal under study.

4. Experimental results

To assess the applicability of the proposed approach when processing vibration signals of mechanical assemblies and partial discharge signals in the isolation of dynamic equipment, the entropy approach was used to analyze the following set of signals of vibroacoustic and electrical nature:

– signal 1 – a vibroacoustic signal of a working electric motor (from the authors’ archive, figure 1);

– signal 2 – a vibroacoustic signal of an electric motor with a defective bearing (from the authors’ archive, figure 2);
– signal 3 – background noise signal of partial discharges (presented on the public resource [33], figure 3);
– signal 4 – a typical partial discharge signal (presented on the public resource [33], figure 4).

The proposed method of dividing the set of analyzed signal samples into intervals by arithmetic rounding of the sample values applied in the calculations made it possible to simplify and speed up the calculation procedure when processing these signals.

Studies have shown that the entropy approach allows extracting new information about the technical state of dynamic equipment from diagnostic signals, while the physical nature of the controlled processes does not affect the applicability of this method.

5. The discussion of the results
In figures 1 and 2 show the results of processing Signal 1 and Signal 2.

![Figure 1](image1.png)

**Figure 1.** An example of a vibroacoustic signal of a working electric motor (Signal 1) with entropy values for registered samples (lower graph).

![Figure 2](image2.png)

**Figure 2.** An example of a vibroacoustic signal from an electric motor with a bearing defect (Signal 2) with entropy values for registered samples (lower graph).

As can be seen from figure 1 and 2, the values and, accordingly, the graphs of the entropy of the vibration signals for different technical states of the electric motor have significant differences.

The results of processing the background noise signal and a typical signal of partial discharges of signals are shown in figure 3 and 4. These signals were selected to enable other researchers to use them in their work to compare and discuss the results.
As can be seen from figures 3 and 4, the values and, accordingly, the graphs of the entropy of the background noise signal and the typical partial discharge signal also have significant differences.

The results of filtering the initial signals of mechanical and electrical defects, presented in figures 5 and 6. Filtering was carried out by zeroing the samples, the entropy value of which was less than the threshold value. So, for the indicated vibration and partial discharge signals, the counts were zeroed, the entropy of which was less than 50% of the value of the maximum calculated entropy.

Figure 3. Example of a background noise signal of partial discharges (Signal 3) with entropy values for registered samples (lower graph).

Figure 4. Example of a typical partial discharge signal (Signal 4) with entropy values for registered samples (lower graph).

Figure 5. Result of entropy filtration vibroacoustic signal of an electric motor with a bearing defect (Signal 2).
As can be seen from figures 5 and 6, such entropy filtering makes it possible to exclude the noise component from the original signal by selecting the samples with the highest entropy, which, by definition, are related to more rare, unexpected events, that is, in fact, to the desired mechanical and electrical defects.

6. Conclusions
As a result of the experimental studies, the following conclusions can be drawn:
1. The unified method of entropy analysis proposed by the authors is suitable for both vibration signals and partial discharge signals;
2. The entropy parameters of vibration signals differ for the normal technical condition of the dynamic equipment and for its defective condition;
3. The entropy parameters of the partial discharge signals for the normal technical state of the dynamic equipment and for its defective state also differ;
4. The detected changes in the entropy parameters for dynamic equipment in different technical states can be used to develop new diagnostic features that allow tracking unformalized changes in the technical state of controlled objects.
5. The described entropy approach can be used to filter the noise component when processing measurement signals.
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