Evaluating Laguerre-Gaussian beams with an invariant parameter
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We define a new parameter about Laguerre-Gaussian (LG) beams, named \( Q_p \), which is only related to mode indices \( p \) and \( l \). This parameter is able to both evaluate and distinguish LG beams. The \( Q_p \) values are first calculated theoretically and then measured experimentally for several different LG beams. Another mode quality parameter, \( M^2 \) value, is also measured. The comparison between \( Q_p \) and \( M^2 \) shows a similar trend for the quality of LG mode, while the measurement of \( Q_p \) is much easier than \( M^2 \).

Vortex beam attracts many interests for carrying orbital angular momentum (OAM), i.e., the vortex beam with an azimuthal phase structure \( \exp(i l \phi) \) carries OAM of \( l \hbar \) per photon [1]. Light beams possessing OAM of \( l \hbar \), where \( l \) can take any integer value, have a potential ability to carry a large information since the unlimited range of \( l \) forms an unbounded Hilbert space [2][3]. One typical example of vortex beams is high-order Laguerre-Gaussian (LG) mode, which is one of transverse mode solutions for laser cavities. Practical generation of LG modes is always achieved using cylindrical lens mode converter [4], spiral phase plate [5] or fork hologram [6][7]. Many applications of beams with OAM have already been demonstrated, from optical tweezers [8] to higher-dimensional quantum information encoding [9].

To obtain accurate result of an experiment with LG modes, it would be better to evaluate LG beams first. By now, a standard parameter, \( M^2 \) parameter [10], can make it. The \( M^2 \) value is the ratio of the beam parameter product of an actual beam to that of an ideal Gaussian beam at the same wavelength. It can be used to quantify the degree of variation how the actual beam is different from such an ideal beam. The \( M^2 \) value can also sort the OAM of LG mode according to \( M^2 = 2p + l + 1 \) (\( p \) and \( l \) are the mode indices). However, credible measurement of the \( M^2 \) value need to record many intensity cross-sections along the propagation direction, especially around the waist and far field [11]. So, despite the measurement hardness, \( M^2 \) parameter will also be invalid to evaluate the beam’s quality or sort its OAM if only a cross-section intensity picture of an LG beam is given. Recently, a new way of making Fourier transform of the cross-section intensity picture can sort the beam’s OAM [12]. But this method is not very accurate and cannot give an evaluation of the quality of LG modes. In this letter, we define a new parameter for LG beams which can both evaluate the quality of the LG mode and sort the OAM through only one cross-section intensity picture. The parameter, called \( Q_p \) value (\( p \) and \( l \) are mode indices of LG beams), is firstly proved to be independent to the size or the observation position of the LG beam and only correlated with mode indices \( p \) and \( l \). Then, we carry out an experiment to demonstrate the theory. To make a comparison, the \( M^2 \) parameter is also measured.

The intensity of LG beams in the x-axis can be given by:

\[
I = u_p^* u_p = \frac{2p!}{\pi(p+|l|)!} \frac{1}{\omega^2} (2(x/\omega)^2 + 1) I_p (2(x/\omega))^2 e^{-2(x/\omega)^2} = \frac{2p!}{\pi(p+|l|)!} \frac{1}{\omega^2} f_p^l(x/\omega),
\]

where \( u_p \) is the electromagnetic field amplitude, \( I_p \) is a generalised Laguerre polynomial, \( p \) is the radial mode index, \( l \) is the topological charge, \( \lambda = 2\pi/\omega \), \( \omega = \omega_0 \sqrt{1 + (z/z_R)^2} \), \( z_R = z(1 + (z_R/z)^2) \), \( f_p^l(x) = (2x^2)^l I_p (2x^2)^2 e^{-2x^2} \).

Fig.1 shows the relative cross-section intensity of a beam with \( l = 1 \) and \( p = 0 \). \( I_m \) is the first maximum value of function \( I \) in the positive part of the x-axis and \( I_{half} \) is equal to half of the \( I_m \). In Fig. 1, \( x_1 \) and \( x_2 \) are the first two points on the x-axis where the intensity function \( I \) reaches \( I_{half} \), and \( x_m \) is the point of \( I \) reaching \( I_m \).

![Relative intensity distribution of LG beams with p = 0, l = 1.](image)

We define \( Q_p \) from the intensity function \( I \):

\[
Q_p = \frac{x_1}{x_2 - x_1}.
\]

Let \( t_1 \) equals \( x_i/\omega \), \( i \in \{1, 2, m\} \). So \( Q_p \) can be calculated by \( Q_p = t_1/(t_2 - t_1) \). Next, we need to prove that \( t_1 \) and \( t_2 \) are only associated with mode indices \( p \) and \( l \). The maximum value \( I_m \) can be obtained from

\[
\frac{dI}{dx} = \frac{2p!}{\pi(p+|l|)!} \frac{1}{\omega^2} f_p^l(x/\omega) \frac{1}{\omega} = 0.
\]
And from Eq. (5), it is obvious that \( t_m \) can be calculated from:

\[
\frac{df_p^l(x/\omega)}{dt} = \frac{df_p^l(t)}{dt} = 0. \tag{4}
\]

Because the function \( f_p^l(t) \) just depends on mode indices \( p \) and \( l \), \( t_m \) obtained from Eq. (4) is also only related to \( p \) and \( l \).

Then, \( t_1 \) and \( t_2 \) can be calculated from the following equation:

\[
\frac{1}{2} = \frac{I_{half}}{I_m} = \frac{\frac{2p^2}{\pi(p+\lvert l \rvert)\omega} f_p^l(x/\omega)}{\frac{2\pi}{\omega}} = \frac{f_p^l(t)}{f_p^l(t_m)}. \tag{5}
\]

Considering that \( t_m \) and the form of the function \( f_p^l(t) \) are both just associated with mode indices \( p \) and \( l \), we can conclude that \( t_1 \) and \( t_2 \) calculated from Eq. (5) is just related to \( p \) and \( l \). Hence, when mode indices \( p \) and \( l \) of LG beams are given, the \( Q^p_l \) value calculated by \( Q^p_l = t_1/(t_2 - t_1) \) is unique.

It is obvious that Eq. (5) has no analytical solution. However we can we can numerically solve it. Some of the \( Q^p_l \) values calculated numerically by computer are listed in Table I. More theoretical \( Q^p_l \) values are presented in Fig. 2.

| \( l \) | \( p \) | 0   | 1   | 2   | 3   | 4   |
|---|---|---|---|---|---|---|
| 0 | 0.4170 | 0.7482 | 1.0093 | 1.2316 |
| 1 | 0.4754 | 0.8877 | 1.2265 | 1.5219 |
| 2 | 0.4821 | 0.9081 | 1.2632 | 1.5757 |

from which we can know that the \( Q^p_l \) value is a strictly increasing function corresponding to \( l \) when \( p \) is fixed. So, \( Q^p_l \) value of LG beam can be used to evaluate the mode quality and estimate OAM number. Experimentally, we can take just one picture at any distance because the \( Q^p_l \) is independent with \( z \). To measure the OAM of a high-order LG beam, the mode index \( p \) of a LG beam can be firstly determined by the radial structure because the intensity cross-section consists of \( p + 1 \) concentric rings. After the mode index \( p \) of a LG beam is known, we can calculate \( Q^p_l \) of the beam and then the mode index \( l \) can be estimated by the one-to-one relationship between the \( Q^p_l \) value and \( l \).

To demonstrate the validity of this method, we experimentally generated some high-order LG beams and measured their \( Q^p_l \) values. In this experiment, computer-generated holograms were used to produce high-order LG modes with \( l \) ranging from 1 to 3 and \( p = 0 \) (pictures are shown in the middle of Fig. 4). A charge coupled device (CCD) was used to record the cross-section intensity. Particularly worth mentioning is that the CCD camera must respond linearly to the light intensity. A power meter was used to test and verify the linear response of CCD camera to the light intensity in our experiment.

For every mode, we recorded a far-field intensity pattern every 10 cm away from the hologram. Then, we found out the center of each circle facula on every photo, and extracted the intensity data in \( x \) direction and \( y \) direction through the facula center, just as Fig. 4 showing. In addition, the \( M^2 \) values of these experimental beams were also measured. The theoretical \( M^2 \) values of LG beams scale with their mode indices \( p \) and \( l \) according to \( M^2 = 2p + l + 1 \).

The results are shown in Fig. 2 and a comparison between theoretical values and measured \( Q^p_l \) values (LG01, LG02 and LG03) is made. At least two features can be gotten from Fig. 4. First, we can see that different LG beams possess of different \( Q^p_l \) values, and \( Q^p_l \) values are stable at different observation positions in a large range. It means that \( Q^p_l \) can be measured conveniently at any place. To reduce the error from measurement, it is pragmatic to make an average of \( Q^p_l \) values measured at different places for
a beam. Second, the $Q_p^l$ values have same trend with the $M^2$ values, i.e., when $Q_p^l$ values are close to the theoretical values (e.g. $Q_0^l$ in $x$ and $y$ directions, $Q_2^3$ and $Q_0^0$ in $y$ direction), $M^2$ values are also good; when $Q_p^l$ values have a large deviation to the theoretical values (e.g. $Q_2^0$ and $Q_0^0$ in $x$ direction), $M^2$ values are also bad. This performance shows that $Q_p^l$ can be used to evaluate the mode quality of LG beams as $M^2$, while $Q_p^l$ is simpler than $M^2$ in practical measurement.

$Q_p^l$ also provides a convenient way to sort the OAM of LG beams. From Fig. 2, we can conclude that the when the mode index $p$ is certain, the value of $l$ is directly determined by the $Q_p^l$ value of the beam. Up to now, many approaches have been proposed to measure the OAM of light beams by interference [13, 14], diffraction [15–18] and atomic ensembles [19]. And some excellent works based on cascade of Mach-Zehnder interferometers [20] and image reformatting [21] can even measuring the OAM of single photons. What all these methods have in common is that they all identify the OAM states based on phase information. In contrast to that, the method of measuring $Q_p^l$ is based on intensity information and can be achieved more convenient by only a CCD camera. However, due to the intensity distribution detecting, the sign of $l$ can not be determined from the $Q_p^l$ value.

In conclusion, we define a new parameter for LG model and then theoretically prove that it is a function only relating to mode indices $p$ and $l$. And the experiment results also support the theory. Furthermore, the $Q_p^l$ values of several LG beams are compared with the $M^2$ values in our experiment, which shows that measuring $Q_p^l$ value is a simple method to evaluate the quality of LG mode. $Q_p^l$ can also be used to determine the OAM number of LG beams.
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