Finding morphology points of electrocardiographic signal waves using wavelet analysis
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Abstract

A new algorithm has been developed for delineation of significant points of various electrocardiographic signal (ECG) waves, taking into account information from all available leads and providing similar or higher accuracy in comparison with other modern technologies. The test results for the QT database show a sensitivity above 97% when detecting ECG wave peaks and 96% for their onsets and offsets, as well as better positive predictive value compared to the previously known algorithms. In contrast to the previously published algorithms, the proposed approach also allows one to determine the morphology of waves. The segmentation mean errors of all significant points are below the tolerances defined by the Committee of General Standards for Electrocardiography (CSE).

Introduction

Wavelet analysis as a special type of linear transformation is widely used in the signal processing, which are nonstationary in time or inhomogeneous in space [1][2]. The results of this analysis allow us to identify not only the overall frequency response of the signal, but also information about local coordinates, where certain groups of frequency components of the signal are detected or changed. Therefore this method finds its application in many problems of radiophysics [3][4], theory of synchronization [5], acoustics [6], neurodynamics and neurophysiology [7], recognition and classification of images [8]. In addition, the analysis of wavelets is used in solving problems of the processing of electrocardiograms signal [9], including delineation of specific waves and complexes.

The electrocardiogram (ECG) is a recording of the electrical activity of the heart, obtained by the electrodes, located on the human body. This is one of the most powerful diagnostic tools for analyzing cardiac activity and the most frequently used noninvasive test of primary healthcare to determine the heart rate and rhythm disturbances [10][11].

Ambulant ECG analysis requires processing of signals subject to various disturbances [12]. They include power interference, electrode contact noise, motion...
and muscle artifacts, baseline drift and high-frequency noises. Since such interference can overlap the cardiac component in the space-time and frequency domains, the isolation of a weak cardiac component from the noisy ECG signal is a rather complex problem. Radiophysical signal processing techniques proves themselves in solving this type of problem \[13\]. The noise reduction of ECG signals facilitates its processing and helps to obtain the most accurate information about the heart work.

On the electrocardiogram, the following waves and complexes are identified: QRS complex, P and T waves (Fig. \[1\]). The P wave on the ECG reflects the process of depolarization of the right and left atriums, the QRS complex corresponds to the process of propagation of excitation on the ventricular myocardium, and wave T shows the process of rapid terminal repolarization of the ventricular myocardium. Analysis of their amplitudes, shapes (morphologies) and durations allows to detect cardiac rhythm disorders and cardiovascular diseases, such as ischemia and myocardial infarction \[14\]. In addition to the QRS complex, for diagnostics it is also necessary to find waves P and T, because there are diseases with the pathological changes of these waves. For example, myocardial or atrial hypertrophy changes the form of the P wave, and ischemia changes the shape of the T wave. The problem of ECG delineation consists of determining the amplitudes and time intervals for the location of the waves and complexes. An automation of the solution of this problem, both at the hardware level and in the computer processing of the ECG signals, is of extreme interest now (Fig. \[2\]).

**Fig 1. ECG signal.** Schematic representation of the main complexes and waves of the ECG signal.

Accurate performance of the delineation is a complicated problem due to a number of reasons. For example, P wave has small amplitude and can be hidden due to a movement of the electrodes or some muscle noise. P and T waves can be biphasic, which complicates the precise determination of their onsets and offsets. Moreover, some cardiac cycles may not contain all standard ECG waves, for example, there may be no P wave, and with an increased heart rate, it may be partially overlapped with the T wave of the previous beat.

The first stage of the ECG signal delineation consists of the QRS complex detection, which in most cases is the most amplitude wave of the cardiac cycle. In subsequent processing P wave, QRS complex and T wave reference points (onset, peak, offset) are detected. The cyclic nature of the ECG signal and its spectral components make the ECG a suitable candidate for wavelet analysis. Methods, based on wavelet
transforms, were proposed by many authors [15–18] and were based on the well-known method proposed by Li [19]. Unfortunately, the cited algorithms detect only the main wave points of the ECG signal: onsets, peaks and offsets. This information may not be enough to establish a diagnosis. Thus, when analyzing the ECG signal to detect symptoms of cardiovascular diseases, it is important to know not only the time marking of the waves, but also their shape (morphology), namely, the presence of several peak phases, additional wave points, the location and orientation of the Q and S peaks of the QRS complex etc (examples of forms are shown on Fig. 3). Such complete information about the markup of all ECG signal wave points, their mutual arrangement and directions, the intervals between significant points can be used by a physician to determine symptoms of cardiac rhythm disturbances and the presence of cardiovascular diseases.

In this paper we propose a new algorithm for determining significant points of ECG waves, taking into account all available leads and providing similar or higher accuracy in comparison with known technologies. On the QT Database our algorithm gives sensitivity above 97% for ECG wave peaks and 96% for their onsets and offsets, as well as better positive predictive value (PPV) than in previously known solutions. The main difference from the known approaches is that the proposed approach also allows to determine the morphology of the waves. The segmentation mean errors of all significant points are below the tolerances defined by the Committee of General Standards for Electrocardiography (CSE).

1 Wavelet transform

The wavelet transform is a decomposition of a signal into a combination of a set of basis functions obtained by dilation (with the scaling factor $a$) and translation (with the shift parameter $b$) of one mother wavelet. Thus, the wavelet transform of a signal $x(t)$ is defined as follows:

$$W_a x (b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{+\infty} x (t) \psi \left( \frac{t-b}{a} \right) dt, \quad a > 0. \quad (1)$$

The larger the scaling factor $a$, the wider the base function, and therefore the

---

*Fig 2. Example of ECG delineation.* The symbols show peaks of QRS, P, and T complexes, lines represent complexes boundaries (solid lines are the QRS complex, the dashed lines are the P wave, the dot-dash lines are the T wave).
corresponding coefficient gives information on the lower frequency components of the signal and vice versa. If the mother wavelet \( \psi(t) \) is a derivative of the some smoothing function \( \theta(t) \), then the wavelet transform of the signal \( x(t) \) on the scale \( a \) has the form:

\[
W_a x (b) = -a \frac{d}{db} \int_{-\infty}^{+\infty} x(t) \theta_a(t - b) \, dt, \quad (2)
\]

where \( \theta_a(t) = (1/\sqrt{a}) \theta(t/a) \) is a scaled version of the smoothing function.

The wavelet transform on the scale \( a \) is proportional to the derivative of the filtered version of the signal with a smoothing impulse response on the \( a \) scale. Therefore, the zeros of the wavelet correspond to local maxima or minima of the smoothed signal on different scales, and the maximal absolute values of the wavelet transform correspond to the maximum slopes of the filtered signal.

The scaling factor \( a \) and the shift parameter \( b \) can be discretized. Usually a binary grid is considered: \( a = 2^k \) and \( b = 2^k l \). In this case, the basic functions are represented in the following form:

\[
\psi_{k,l}(t) = 2^{-k/2} \psi(2^{-k} t - l) \quad (k,l = 1,2,\ldots). \quad (3)
\]

A discrete wavelet transform of the signal \( x \) is obtained by applying a set of filters. First, the signal is passed through a low-frequency filter with an impulse response \( G \), and the convolution is obtained:

\[
y[n] = \sum_{k=\infty}^{\infty} x[k] G[n - k]. \quad (4)
\]

Simultaneously, the signal is decomposed using the high-pass filter \( H \) in the same way.
After applying the high-pass filter $G$, the so-called detailed coefficients are obtained, after applying the low-pass filter $H$, approximation coefficients are obtained. These two filters are called quadrature mirror filters.

For time-sampled signals, the discrete wavelet transform, according to Mall’s algorithm, reduces to constructing a bank of high and low frequency filters [20]. The high and low frequency filters are applied to the source signal. This gives detailed and approximation coefficients of the first scale, respectively. The application of high and low frequency filters to the approximation coefficients of the first scale gives the detailed and approximation coefficients of the second scale. This process can be continued. The standard algorithm involves subsampling of the coefficients, as shown in Fig.4 (top).

In the problem of ECG signal delineation there is no need for subsampling, because the time resolution of wavelet coefficients on large scales decreases. Therefore, the algorithm à trous [21] is used, in which the sampling rate on all scales is the same and there is no subsampling; see Fig.4 (bottom).

In this paper we use the biorthogonal wavelets 1.5 proposed in [22]. The filter coefficients of high ($G[k]$) and low ($H[k]$) frequencies filters are presented in Table I. The parameters of the delineation algorithm depend significantly on the choice of the mother wavelet. The frequency characteristics of the first five scales for the detailed coefficients are presented in the Fig.5. When the sampling frequency of the signal is 1000 Hz, the detailed coefficients on the first scale characterize the frequency range 500–1000 Hz; the detailed coefficients of the second scale, 250–500 Hz; the detailed coefficients of the third scale, 125–250 Hz; and so on. The cumulative consideration of the detailed coefficients of different scales allows us to find not only the reference points of the ECG wave signals (onset, peak, offset), but also to consider in details the morphology of each detected complex.
Table 1. Table of high and low frequency filter coefficients corresponding to biorthogonal wavelets 1.5.

| H[n]       | G[n]       |
|------------|------------|
| $H[0] = 0.0165728152$ | $G[0] = 0$ |
| $H[1] = -0.0165728152$ | $G[1] = 0$ |
| $H[2] = -0.1215339780$ | $G[2] = 0$ |
| $H[3] = 0.1215339780$ | $G[3] = 0$ |
| $H[4] = 0.7071067812$ | $G[4] = -0.7071067812$ |
| $H[5] = 0.7071067812$ | $G[5] = 0.7071067812$ |
| $H[6] = 0.1215339780$ | $G[6] = 0$ |
| $H[7] = -0.1215339780$ | $G[7] = 0$ |
| $H[8] = -0.0165728152$ | $G[8] = 0$ |
| $H[9] = 0.0165728152$ | $G[9] = 0$ |

Fig 5. Detailed coefficients of the discrete wavelet transform. Detailed coefficients characterize the different frequency ranges for the scales $k = 1, 2, 3, 4, 5$ at a signal sampling frequency of 1000 Hz. $wac$ means "wavelet approximation coefficients", $wdc$ means "wavelet detailed coefficients".

2 ECG delineation

In this section we describe our ECG delineation algorithm.

2.1 General information

An electrocardiogram is a set of signals recorded from different leads. Discrete wavelet transform is applied to each lead of the filtered ECG signal without subsampling. High-scaled detailed coefficients are used to find the peaks of QRS complexes, P and T waves and the approximate location of their boundaries. The detailed coefficients of the low scales are used to refine the boundaries of the complexes, and also to analyze their morphologies.

During the algorithm, QRS complexes are first delineated (as a rule, they have the largest amplitude) on each lead separately. Then, based on the results of the delineation of all leads, the incorrectly found complexes are removed, the missing complexes are added, and the boundaries are corrected. After delineation of QRS
complexes, the wave T, then the wave P (as a rule, T wave has greater amplitude than P wave) is delineated in the same way.

The process of delineation has the following general steps:

1. peak finding;
2. defining of primary boundaries;
3. clarification of boundaries, definition of morphology;
4. refinement, based on delineation results for all leads.

Steps (1) and (2) are traditional for delineation algorithms using wavelet transform and described in [15, 17]. Steps (3) and (4) are the main innovations of the paper. In addition, we propose a number of changes in steps (1) and (2).

The main subject of the delineation algorithm is the detailed coefficients, denoted as $d_k^n$, where $k$ is the index of scale, and $n$ is the index of the signal measurement. On a given scale $k$, all zeros $z^k_j$ (where $j$ is the number of zero crossing) of the detailed coefficients are found. Since the detailed coefficients are proportional to the derivative of the filtered signal, where the scale $k$ is responsible for the degree of filtration, the found zeros $z^k_j$ correspond to the extrema of the original signal. The most amplitude extrema are the peaks of the main waves and complexes of the ECG signal. For each zero, there are the following characteristics, presented in Fig. 6:

1. $ml_j$ is the global extremum located to the left of $z^k_j$ (the left boundary of the extremum search is limited to the previous zero crossing or the beginning of the signal). It is characterized by the index and the value ($ml_j^{(ind)}$ and $ml_j^{(val)}$, respectively).
2. $mr_j$ is the global extremum located to the right of $z^k_j$ (the right boundary of the extremum search is limited to the next zero crossing or the end of the signal). It is characterized by the index and value ($mr_j^{(ind)}$ and $mr_j^{(val)}$, respectively).
3. $a_j$ is the amplitude of zero crossing, which is determined by the values of the extremes on both sides of it: $a_j = |ml_j^{(val)}| + |mr_j^{(val)}|$.

Also in the delineation algorithm, it is necessary to find local extrema of the detailed coefficients:

1. coordinate extrema, i.e. positive maxima and negative minima;
2. incoordinate extrema, i.e. positive minima and negative maxima.

### 2.2 QRS delineation

As a rule, QRS complex has the largest signal amplitude. Therefore zero crossings $z^k$ with the maximum amplitude $a$ correspond to the one of the waves of this complex. However, QRS complex can be complicated and in addition to the standard points Q, R and S may have additional peaks of R. Also, for some cardiovascular diseases, the height of the T wave can be comparable to the height of R [14], which complicates the delineation.
2.2.1 QRS peak

To determine the peak of the complex QRS, we use detailed coefficients corresponding to frequencies from 30 to 100 Hz. If the original signal sampling frequency is 500 Hz, then it is necessary to consider the detailed coefficients with the scale numbers $k = 3$ or $k = 4$ (an example of the detailed coefficients for $k = 4$ with a 500 Hz signal frequency is shown in Fig. 6).

We search for all of zero crossings $z^k$. If a zero crossing $z^k_j$ is found, it is stored as the current candidate for the QRS complex peak. If a zero crossing $z^k_i$ with larger amplitude (i.e. $a_i > a_j$) is found in the window of 250 ms after the current candidate, then $z^k_i$ replaces the zero crossing $z^k_j$ as a candidate. Similar search is performed for $z^k_i$ in the 250 ms window. This process stops, when there are no new suitable candidates in the search window. Then we form a list of primary candidates $z^k$ for the role of the QRS complex peak. The choice of the time window (250 ms) corresponds to the maximum possible expected heart rate, 240 beats per minute.

Then we check the candidates and consider a part of the ECG signal ($w^{tr}$), which definitely contains QRS complexes. For example, if the signal is long enough, we take 8 seconds, during which there are guaranteed to have at least 4 cardiac beats (QRS complexes). It corresponds to the lowest possible heart rate of 30 beats per minute.

To make a decision about the correctness of the candidate $z^k_j$, it is necessary to calculate an additional characteristic, the zero crossing amplitude in a certain window $\Delta$ ($a^\Delta_j$), which is defined as the difference between maximal and minimal values of the detailed coefficients $d^n_k$, in the interval $[z^k_j - \Delta, z^k_j + \Delta]$. The value of $\Delta$ is 100 ms and it corresponds to the typical duration of the QRS complexes. In the training window $w^{tr}$, the following value is calculated:
\[ \varepsilon^k = \frac{p_1^{QRS}}{N} \sum_{j \in w^{tr}} a^\Delta_j, \]  

(6)

where \( p_1^{QRS} \) is a numerical parameter (whose optimal value is presented in Table 2), \( N \) is the number of guaranteed peaks of QRS complexes in the given time interval \( w^{tr} \) (with taking into account the minimal possible heart rate), and the sum in the formula (6) is taken over \( N \) largest values, which are found in the given interval.

For the next zero crossing \( z_{j+1} \) (primary candidate), which is outside the training window \( w^{tr} \), the condition \( a^\Delta_j > \varepsilon^k \) is checked. If the condition is satisfied, then the current zero crossing is finally defined as the peak of the QRS complex. After this, the value \( \varepsilon^k \) is recalculated, taking into account the new detected peak: the number of guaranteed peaks of QRS complexes includes current zero crossing, and its value \( a^\Delta_j \) is added to the sum on the right side of (6), while the first element of this sum is excluded from consideration (\( N \) remains unchanged). Due to this approach, delineation adaptation is achieved in case of local ECG signal changes. It is also possible to restore delineation in the training window \( w^{tr} \), if this approach is applied from right to left, after finding all peaks of the QRS complexes outside the training window.

2.2.2 QRS primary boundaries

The onset of the QRS complex is sought to the left of \( ml_1^{(ind)} \), where \( j \) is the number of the zero crossings corresponding to the peak of this complex. In a fixed window with the length of 150 ms we search for all local coordinate extrema. Then from the right to the left we look over all local extrema with modules greater than \( t_{on} = p_2^{QRS} \cdot a_j \), where \( p_2^{QRS} \) is a numerical parameter whose value is given in Table 2.

The index of the last extremum, whose absolute value exceeded \( t_{on} \), will be the starting point of the search for QRS onset. We store the value of this extremum, which is denoted as \( m \). To avoid incorrect delineation of complex morphologies of the QRS complex, we need to perform additional verification. If in the previous paragraph an extremum with an absolute value less than \( t_{on} \) was found, then the following extrema should be checked: their absolute values should not exceed \( T_{on} = p_3^{QRS} \cdot a_j \) (value \( p_3^{QRS} \) is shown in Table 2). If this condition is violated (for example, when the QRS complex has a complicated M-shaped morphology), then the index of the last local extremum, whose module exceeded the value \( T_{on} \) (value \( m \)), will also be updated.

We start with the beginning index and the value of \( m \), defined in the previous paragraph, move to the left and find two indexes:

1. (1) index of threshold value \( b_{on} = p_4^{QRS} \cdot m \) crossing;
2. (2) index of an incoordinate extremum, if the latter exists before the next zero crossing.

The maximum of this two indexes will be the index of the QRS onset.

Searching for the QRS offset is doing in the same way in the opposite direction. Instead of \( t_{on} \) and \( b_{on} \), the values \( t_{off} = p_5^{QRS} \cdot a_j \) and \( b_{off} = p_6^{QRS} \cdot m \) is considered (Table 2).

2.2.3 QRS boundary refinement and morphology determination

For ECG signal delineation, the authors of [15, 17] use detailed coefficients of only high scales. One of the main innovations of our paper is using the detailed coefficients of
low scales, which characterize the ECG signal components with higher frequencies. This allows to form the morphology of each certain complex in the form of a list of points. Each point of this morphology is characterized by the name, index and value of the potential. In addition, this approach allows to analyze such complex phenomena as late ventricular and atrial potentials [29].

To determine the morphology of the complex, it is necessary to consider not only large scales of the detailed coefficients, but also the detailed coefficients of low scales that characterize the high-frequency components of the signal. For example, when the original sample rate is 500 Hz, the scale \( k^* = 1 \) is considered. First, we form a list of all zero crossings of the detailed coefficients at large scales \( d_k \), which are inside the primary boundaries of the complex. The zero crossing corresponding to R peak is known. If current zero crossing is not the first and not the last in the given boundaries, then the first zero crossing corresponds to Q peak of the complex, and the last one to S peak. If R peak is the first zero crossing, then the QRS complex has no Q peak, if it is the last one, then there is no S peak. If a single zero crossing is found, it means, that the current QRS complex does not have both Q peak and S peak. Then, in the primary boundaries, we find all zero crossings of the low-scale \( k^* \) detailed coefficients. Among these zeros crossings we need to find a correspondence between the peaks Q, R and S. If there is zero crossings at the scale \( k^* \) between Q and R (or between R and S), then the corresponding peaks are recorded in the morphology of the QRS complex.

The next step is to refine the boundaries of the complex. We need in correction of the complex onset only when Q peak on the \( k \) scale is detected and the offset correction performs only in case of S peak detection. If both Q and S peaks were not detected at the previous stage, then we use indexes obtained after the 2.2.2 step. Otherwise, for each previously delineated complex, we calculate its duration \( L_{QRS} \) and the deviation from the maximum allowable value of the QRS complex duration \( \eta_{QRS} = p^2_{QRS} - L_{QRS} \). If \( \eta_{QRS} < 0 \), then there is no need in boundaries refinement (the result obtained after the stage 2.2.2 is stored). Otherwise, when correcting the boundaries of the complex, they can be extended by \( \eta_{QRS}/2 \) on the left when finding the onset of the complex and can be extended by the same value on the right when finding the offset of the complex. In the interval \([on - \eta_{QRS}/2, on]\) we find zero crossings and local extrema on the scale \( k^* \) of the detailed coefficients (\( on \) is the index of the Q peak). If zero crossings were found, then the index of the last incoordinate extremum in the interval \([on - \eta_{QRS}/2, on]\) is the onset of the QRS. If the latter were not found, then the index found in the paragraph 2.2.2 is selected as the onset. Refinement of the QRS complex offset is carried out in a similar way.

### 2.2.4 QRS complexes refinement based on delineation of all leads

This modification is used for ECG signals with a large number of leads. After the previous stages of delineation, the following situations are possible:

1. there is no delineation of the complex on a current lead;
2. there are mistakes of delineation (for example, the high-amplitude T wave was incorrectly recognized by the algorithm as a QRS complex);
3. boundaries of the complex are incorrect (for example, when the QRS onset intersects with P wave).

The refinement taking into account a set of leads avoids most of the above disadvantages of the basic version of the algorithm, based on [15, 17]. In addition to...
general improvement in the quality of complexes delineation, this approach allows to solve delineation problems in complicated cases, for example, when there is a pacemaker and some QRS complexes have a significantly larger amplitude than others; see Fig. 7 (left). In this case some complexes remain undelineated after the first stages; in Fig. 7 (left) they are marked by rectangles. But the refinement taking into account the set of leads allows to restore their delineation.

Fig 7. 12-lead ECG example. (left) Example of a 12-channel delineated ECG with a pacemaker. The boundaries of the complexes are shown by triangles, peaks – by circles. After the first stages of delineation (2.2.1, 2.2.2, 2.2.3, there are complexes, marked by rectangles at the part of the leads. Due to the refinement taking into account the set of leads, their delineation was restored. (right) Matrix of the correspondence $M$ for the case, shown in the Fig. 7 (left), before refinement for the set of leads. Zeros in $M$ correspond to missing non-delineated complexes.

First, based on the results of delineation, the matching matrix $M$ is constructed. The rows of this matrix correspond to individual leads (an example of the matrix is shown in Fig. 7 (right)). The elements of the matrix are numbers of complexes for a current lead, or 0, which means that the given complex is not found on the current lead. Before the matrix construction, the mean length of QRS complex $⟨\text{QRS}⟩$ is computed on the entire ECG. At the beginning of the process of constructing the matrix $M$ the lead with the maximal number of delineated complexes is selected and a list $L$ of all found complexes is formed. This list stores the average values of the onset, peak and offset indexes, as well as their standard deviations. Further, for each lead, for each delineated complex, its correspondence in $L$ is found by calculating the minimal difference of the complex peak indexes. The resulting sequence number is stored into the matrix $M$. If the minimal difference exceeds the value $p^\text{QRS}_{\text{max}} (\text{QRS})$, then a new complex is stored in the list $L$ (the value $p^\text{QRS}_{\text{max}}$ is presented in Table 2). After forming the matrix $M$ (see Fig. 7 (right)) each its column contains in the corresponding lead the number of complex or 0 if the given complex was not found.
If a column of $M$ contains zeros, which amount not exceeds $1/3$ of the total number of all leads, then in the corresponding leads, we need to add delineation of the complexes, missed at the previous stages. The primary boundaries of the complex are the averaged values of the boundaries of the same complex from the list $L$. As a peak, zero crossing with the maximal amplitude within these boundaries is taken. After that, the approaches described in 2.2.3 are applied to the new complex: the morphology is restored and the borders are refined.

If a column of $M$ contains non-zero elements, which amount not exceeds $1/3$ of the total number of all leads, we remove incorrect delineation in the corresponding leads.

Also, at this stage we perform a refinement for complexes with incorrect boundaries. If the peak index of the current complex deviates from the average value in $L$ ($m_{peak}$) by the value greater than $p_{QRS}^{peak} \cdot \sigma_{peak}$, where $\sigma_{peak}$ is the standard deviation for the peak of the considered complex, then the new delineation is performed, taking into account the averaged boundary values.

### 2.3 T delineation

The next stage is the T wave delineation, which follows the QRS complex and, as a rule, has a larger amplitude $a$ than P wave.

#### 2.3.1 T peak detection

First, we calculate the length of the RR-interval. To find the peak of the complex, it is necessary to find all zero crossings $z^{k}$ of the detailed coefficients on the scale $k = 3$ (when the original sampling frequency of the signal is 500 Hz) in the following window:

$$W_{t} : [qrs_{off} + 80 \text{ ms}, qrs_{off} + p_{T}^{1} \cdot RR],$$

where $qrs_{off}$ is the offset index of the previous QRS complex, the window of 80 ms corresponds to the characteristic length of the ST interval, $p_{T}^{1}$ is the numerical parameter characterizing the admissible search window for the T wave (given in Table 2). Among all zero crossings, we choose zero crossing $z_{j}^{k}$ with the maximal amplitude $a_{j}$. Then we check the following condition:

$$a_{j} > p_{T}^{2} \cdot A,$$

where $A$ is the averaged value of the amplitudes of the zero crossings, corresponding to the two R peaks (left and right peaks of the delineated T wave). If (8) is not satisfied, the delineation is terminated and we make a conclusion, that there is no T wave. Otherwise, the index of this zero crossing will be the peak of T wave.

T wave can be biphasic: it has 2 peaks, each of which corresponds to a separate zero crossing. To check this morphology, a zero crossing $z_{j-1}^{k}$ is found to the left of the detected peak and two conditions are checked:

$$a_{j-1} > p_{T}^{3} \cdot a_{j},$$

$$z_{j}^{k} - z_{j-1}^{k} < p_{T}^{4} \cdot RR.$$  

The first condition guarantees that the detected second T wave has a comparable amplitude, and the second condition imposes a restriction on the distance between the peaks; the values of $p_{T}^{3}$ and $p_{T}^{4}$ are given in Table 2. If the second peak is not detected on the left, then symmetric conditions are checked for zero crossing $z_{j+1}^{k}$ on the right.
2.3.2 T primary boundaries

Searching for the T wave onset is carried out from right to left. The starting index of the search is the index of the left extremum of zero crossing $m_{T^{(ind)}}$, which corresponds to the peak (the left peak, if the T wave is biphasic). The final search index corresponds to the value $qrs_{off} + 80\text{ms}$, where $qrs_{off}$ is the offset index of the previous QRS complex. To the left of the starting value, we are searching for the index of the threshold value crossing $p_T^{T} \cdot m_{T^{(ind)}}$ by the detailed coefficients $d_{k}^{T}$ and the index of the first encountered incoordinate extremum. The maximum of this two indexes is selected as the onset. The T wave offset is determined symmetrically with respect to the peak T: searching for candidate indexes is carried out from left to right (the right search boundary is $qrs_{off} + p_T^{T} \cdot RR$) and the minimal value is chosen.

2.3.3 T boundaries refinement and morphology determination

As in the case of the QRS complex delineation, low scales of the detailed coefficients characterize the high-frequency components of the ECG signal and they are used to refine the boundaries and restore the morphology of the T wave. When the original sampling frequency of the signal is 500 Hz, the scale $k^* = 1$ is considered.

Among all zero crossings of the detailed coefficients on the scale $k^*$ in the $\Delta T$-neighborhood of the initially defined peak, we choose a zero crossing with a maximal amplitude ($\Delta T = p_T^{T} \cdot L_T$, where $L_T$ is the current length of the T wave). The index of this zero crossing is stored as the updated T wave peak. A similar procedure applies to the second peak in the case of biphasic T wave. All the remaining zero crossings are also recorded in the morphology. The boundaries are corrected as follows: in the $\Delta T$-neighborhood of the initially defined boundaries, we search for zero crossings and incoordinate extrema on the scale $k^*$ ($\Delta T = p_T^{T} \cdot L_T$). The candidates closest to the primary boundaries are marked as new boundaries of the T wave.

2.3.4 T waves refinement based on the delineation of all leads

This stage is performed similarly to the QRS complexes refinement, based on the results from all leads. We form the matrix of the correspondence $M$ for the waves T and the list of all the detected waves $L$. We also calculate the average duration of the wave $\langle T \rangle$ for the entire ECG signal. Analogously to the parameter $p_{QRS} T$, the parameter $p_T^{T}$ is introduced, which is used for the list $L$ formation. Adding and removing complexes is also carried out on the principle of majority: if a complex has not been detected by less than a third of the total number of leads, the delineation is restored on the missed leads using the averaged values of boundaries from $L$. If the complex was found only on a third (or less) of all leads, the delineation is removed.

Also, for the T wave, a refinement of waves with mistakes is provided, if the peak index of the current complex deviates from the average value in $L$ ($m_{peak}$) by the value, greater than $p_T^{T} \cdot \sigma_{peak}$. In this case a new delineation is performed taking into account the average values of the boundaries.

2.4 P delineation

The P wave delineation is performed at the very last turn. This wave has the smallest amplitude, therefore, this problem is especially complicated. The complexity of solving the problem of the P wave delineation is generally recognized: this is evidenced by a systematic decreasing of the delineation accuracy of P wave, relative to other ECG signal complexes [15,17]. In this paper, we propose to localize the search area, limiting it on both sides to already delineated complexes, which helps to improve the quality of delineation.
The algorithm of P wave delineation practically does not differ from the algorithm for T wave. The main differences are the search boundaries and numerical values of parameters.

First, we calculate the length of the RR-interval, where the P wave is searched. To find the peak of the complex, it is necessary to find all the zero crossings $z_k$ of the detailed coefficients of the scale $k = 3$ (when the original sampling rate of the signal is 500 Hz) in the following window:

$$ W_p : [qrs_{on} - p_1^P \cdot RR, qrs_{off} - 10 \text{ ms}] $$

where $qrs_{on}$ is the index of the next QRS complex offset point, $p_1^P$ is a numerical parameter that characterizes the admissible search window for the P wave (shown in Table 2). As a candidate for the P peak, among all zero crossings, we choose the zero crossing $z_j^k$ with maximal amplitude $a_j$, if the following condition is satisfied:

$$ a_j > p_2^P \cdot A $$

where $A$ is the averaged value of the amplitudes of zero crossings, corresponding to the two R peaks (to the left and to the right of the delineated T wave). If (11) is not satisfied, then P wave is absent. For the P wave, morphology can also exist. To check this morphology on the left and right of the peak, conditions, similar to (9) with the corresponding parameters $p_3^P$ and $p_4^P$ from the Table 2 are checked.

The search for the P wave onset and offset is carried out as for the T wave, but with differ values of the numerical parameters: the threshold value $p_5^P$ (analogous to $p_5^T$ for T), which determines one of the candidates for the P wave onset and offset is given in Table 2.

The P wave boundaries refinement and the definition of the P wave morphology, follows the algorithm described in the 2.3.3, but with the numerical values of the parameters $p_6^P$ and $p_7^P$ changed for the P wave.

The refinement of the P wave, using the delineation results from all leads, is similar to the above algorithms for the QRS and T complexes. The corresponding numerical parameters $p_8^P$ and $p_9^P$ are also given in the table 2.

### Table 2. Parameters used in the delineation algorithm.

| $p_1^{QRS}$ | $p_1^T$ | $p_1^P$ |
|-------------|--------|--------|
| 0.5         | 0.6    | 0.4    |
| $p_2^{QRS}$ | $p_2^T$ | $p_2^P$ |
| 0.05        | 0.2    | 0.08   |
| $p_3^{QRS}$ | $p_3^T$ | $p_3^P$ |
| 0.3         | 0.85   | 0.9    |
| $p_4^{QRS}$ | $p_4^T$ | $p_4^P$ |
| 0.2         | 0.15   | 0.05   |
| $p_5^{QRS}$ | $p_5^T$ | $p_5^P$ |
| 0.075       | 0.125  | 0.1    |
| $p_6^{QRS}$ | $p_6^T$ | $p_6^P$ |
| 0.05        | 0.2    | 0.2    |
| $p_7^{QRS}$ | $p_7^T$ | $p_7^P$ |
| 0.15        | 0.3    | 0.15   |
| $p_8^{QRS}$ | $p_8^T$ | $p_8^P$ |
| 0.75        | 0.8    | 0.7    |
| $p_9^{QRS}$ | $p_9^T$ | $p_9^P$ |
| 2.0         | 2.5    | 2.0    |

### 3 Algorithm results

To assess the quality of the proposed algorithm, we perform a computational experiment to compare automatically done delineation with delineation performed manually by a cardiologist. We used the open access QT database [23][24].
database contains 105 15-minute 2-channel ECG records with a sampling frequency of 250 Hz. For each record, cardiologists annotated manually from 30 to 70 beats (including P waves, QRS complexes and T waves).

Comparison of the results of the proposed algorithm with the QTDB database is performed by searching of the complex, marked by the cardiologist, for each complex, found by the algorithm, in the window of 150 ms. The value of this interval is selected in accordance with the standard of the Association for the Advancement of Medical Instrumentation [25] that describes the metrics for assessing the quality of delineation algorithms. This time interval will be named as the acceptable time window or tolerance.

If the algorithm detects the point correctly, the correct result (true positive – TP) is counted, and the error value is calculated as the time interval between the manually annotated point from the database and the automatic detection, performed by the algorithm. The algorithm is executed separately for each lead of the QT database, and for each point the lead with the lowest error is selected. If there is no corresponding point in the database for the point, detected by the algorithm, a type I error (false positive – FP) is counted. If the algorithm does not detect a point in the database, a type II error (false negative – FN) is counted. Following [15, 17, 18, 26], we define 4 basic quality metrics for the delineation algorithm:

- average error $m$;
- standard deviation of the mean error $\sigma$;
- sensitivity $Se(\%) = TP/(TP + FN)$;
- positive predictive value $PPV(\%) = TP/(TP + FP)$.

Here, $TP$, $FP$, $FN$ denotes the total number of correct solutions, type I errors, and type II errors, respectively.

Table 3 presents comparative results for the QT database, obtained with the proposed algorithm, as well as those presented in [15, 17, 18, 26]. It should be noted that the size of the acceptable time window differs in the presented works, so the result of the comparison is not absolutely strict. In [17] the length of the time window is 150 ms, in [18] 200 ms, in [26] 320 ms, and in [15] this information is not reported. The larger the value of this acceptable time window, the higher the sensitivity, positive predictive value and standard deviation. For the algorithm presented in this paper the value of the acceptable time window is selected in accordance with the standard [25] and equals to 150 ms.

The results show that the sensitivity for the onsets and peaks of the P, QRS and T waves is higher than 97%, and the standard deviation of the mean error for each marked point is below the tolerances of the Committee of General Standards for Electrocardiography (CSE) [27] ($s < 2\sigma_{CSE}$), except for the P wave onset, for which this value is 3 ms higher. The T wave offset has the biggest mean error among the presented ones, however, the correct segmentation of this point is a known problem even for cardiologists, which was discussed in [28].

It can be seen that the sensitivity values are very similar to the results obtained in other works, despite the fact that these values are directly related to the selected value of the acceptable time window. In particular, the positive predictive value PPV obtained in this paper is higher than for the other methods, for the P wave and lower for the T wave offset, which demonstrates the difficulty of delineating this point. For the standard deviation, which is the most important parameter illustrating the variance of errors, the results are consistent with the CSE standard and show that the proposed algorithm can determine ECG reference points such as QRS onsets and offsets, or P peak and offsets, with a smaller dispersion than other methods.
Table 3. Comparison of the delineation results of the algorithm, presented in this paper, with the results of other works

|                  | P onset | P peak | P offset | QRS onset | QRS offset | T peak | T offset |
|------------------|---------|--------|----------|-----------|------------|--------|---------|
| Current work     | 97.46   | 97.50  | 97.53    | 98.42     | 98.42      | 98.24  | 96.16   |
| PPV (%)          | 97.86   | 97.80  | 97.93    | 98.24     | 98.24      | 98.24  | 94.87   |
| m ± σ(ms)        | -3.5±13.8 | 4.3±10.0 | 3.4±12.7 | -5.1±6.6  | 4.7±9.5    | 7.2±13.0 | 13.4±18.5 |
| Bote et al. [13] | 98.12   | 99.15  | 99.07    | 99.50     | 99.50      | 99.41  | 96.98   |
| S(%)             | 98.26   | 95.11  | 96.03    | 99.78     | 99.78      | 98.96  | 95.98   |
| m ± σ(ms)        | 13.8±8.8 | 1.9±10.4 | 6.4±5.5  | 5.2±10.8  | 9.0±15.4   | -12.9±18.6 |
| DiMarco et al. [13] | 91.00 | 91.00  | 91.00    | 99.72     | 99.72      | 97.76  | 97.76   |
| PPV (%)          | 98.87   | 98.87  | 98.75    | 99.97     | 99.97      | 99.97  | 99.77   |
| m ± σ(ms)        | 4.5±13.4 | -4.7±9.7 | -2.5±13.0 | 5.1±7.2   | 0.9±8.7    | -0.3±12.8 | 1.3±18.6 |
| Martinez et al. [13] | 91.03 | 91.03  | 91.03    | 97.79     | 97.79      | 97.79  | 97.79   |
| PPV (%)          | 98.87   | 98.87  | 98.75    | 99.97     | 99.97      | 99.97  | 99.97   |
| m ± σ(ms)        | 4.5±13.4 | -4.7±9.7 | -2.5±13.0 | 5.1±7.2   | 0.9±8.7    | -0.3±12.8 | 1.3±18.6 |
| Rincon et al. [24] | 91.98 | 92.46  | 91.70    | 98.61     | 98.72      | 98.91  | 98.50   |
| PPV (%)          | 99.87   | 99.87  | 99.91    | 99.97     | 99.97      | 99.97  | 99.97   |
| m ± σ(ms)        | 10.1±8.9 | 6.9±10.1 | 3.4±7.0  | 3.5±8.3   | 3.7±13.0   | -2.4±16.9 |

4 Conclusions

A new algorithm is proposed for the determination of peaks, boundaries and other significant points of various waves of the ECG signal, such as P wave, QRS complex and T wave, taking into account information from all available leads and providing similar or higher accuracy in comparison with other modern technologies. To test the effectiveness of the proposed algorithm, the QT database was selected, and the results were compared with the annotations of cardiologists. The results show a sensitivity above 97% when detecting ECG wave peaks and 96% for onsets and offsets, as well as better positive predictive value compared with previous works. Moreover, delineation errors of all control points remain within the tolerances defined by the Committee of General Standards for Electrocardiography (CSE), with the exception of the P wave onsets, for which the algorithm exceeds the tolerance for a small fraction of the duration of the complex.

The presented algorithm has several main advantages. First, it is possible to form the complete morphology of each complex in the form of a list of points characterized by the name, index, and value of the potential. This information can be used by a physician to determine symptoms of cardiac arrhythmias and cardiovascular diseases. In addition, this approach allows us to analyze such complex phenomena as late ventricular and atrial potentials. Secondly, the refinement, which taking into account the set of leads allows improving the quality of delineation: it increases the sensitivity by restoring the missed complexes and reduces the mean error and standard deviation. Improving the results will be observed with an increase in the number of available ECG signal leads: for 12 leads there will be more available information on the complexes than for the 2 leads. The described advantages allow us to qualify the presented algorithm of ECG segmentation as a useful tool for assisting physicians in revealing symptoms of cardiovascular diseases and diagnosing.

The work was supported by the Ministry of Education of the Russian Federation (contract No. 02.G25.31.0157 of 01.12.2015).
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