Gene Regulatory Network Inference with Latent Force Models
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Abstract

Delays in protein synthesis cause a confounding effect when constructing Gene Regulatory Networks (GRNs) from RNA-sequencing time-series data. Accurate GRNs can be very insightful when modelling development, disease pathways, and drug side-effects. We present a model which incorporates translation delays by combining mechanistic equations and Bayesian approaches to fit to experimental data. This enables greater biological interpretability, and the use of Gaussian processes enables non-linear expressivity through kernels as well as naturally accounting for biological variation.

1 Introduction

Scarcity of data, whether due to unobservable components, low-frequency sampling, or inconsistencies (such as varying results across cell lines), poses a major challenge to modelling biological systems. In this work we therefore look at introducing stronger model structures in order to cope in a low-data regime. The approach combines data-driven and mechanistic equations yielding biologically interpretable inferences of transcriptional regulation over time and translational delays. Such models can rely on a mechanistic component in low-data or uncertain situations.

When modelling transcriptional regulation, a sensible assumption is that the production rate of gene $j$’s mRNA, $m_j(t)$, is in some way dependent on the abundances and types of transcription factors (TFs) present in the cell, $f_i(t)$. Post-transcriptional regulation also occurs, such as RNA splicing, translation, and protein processing events. Delays are rampant; translation occurs at different rates for different mRNAs, and ribosomes can pause synthesis. In this paper we ask whether incorporating delays in the mechanism can better explain transcriptomic data. We do this by treating the individual TF protein activities, $p_i(t)$, as a delayed response to transcription.

The GRN inference problem can be posed as a series of regressions where the weights represent the influence each TF has on the gene expression level. Selecting from the infinite possible basis functions is challenging, and current solutions tend to restrict the choices to some a priori selection (e.g. see Singh and Vidyasagar [2015]), which requires unreasonable domain knowledge.

Typically, researchers have assumed that the basis functions are identical and linear and often use a metric like Pearson’s correlation. This is justified because genes that are correlated are likely to be co-expressed. However, due to effects such as pleiotropy, the assumption of identical and linear basis functions is questionable. In fact, Dutil et al. [2018] showed experimentally that there is non-linearity in gene expression data. This paper tackles the intractable problem without requiring such substantial assumptions.

Preprint.
Figure 1: Bayesian dynamical system. A distribution of parameters determines the dynamics of the system. Trajectories lead toward unstable steady states with possible delays and periodicity. Adapted from Gunawardena [2010].

1.1 Time Delays in Gene Regulation

Gene expression is an inherently dynamic process, and RNA-seq data only gives us a snapshot of the system in time. It has been shown that there are often long delays after transcription before mRNA is produced [Hao and Baltimore, 2013]. Modelling these delays is crucial for determining event causality, e.g. the driver of a particular translation.

ChIP-seq and RNA-seq data can be combined to find protein binding sites and thereby determine how proteins regulate gene expression. The data has been used to show that 11% of genes exhibit transcriptional delays of more than 20 minutes, and these genes tend to be short Honkela et al. [2015].

There are also delays in the translation phase. Intuitively there should be a correlation between the mRNA level and its associated protein, but due to delayed protein synthesis this is not always the case Gedeon and Bokes [2012]. There are several causes of such delays, such as ribosomal pausing and delayed folding. This paper tackles this problem by incorporating a delay parameter in a translation ordinary differential equation (ODE).

1.2 Latent Force Models

Latent Force Models (LFMs) [Alvarez et al., 2009] involve a combination of mechanistic and data-driven approaches. These models have been used with success for modelling transcriptional regulation [Lawrence et al., 2007, Titsias et al., 2012, Honkela et al., 2015] and post-transcriptional regulation [López-Lopera et al., 2019].

Barenco et al. [2006] proposed a novel approach involving Markov chain Monte Carlo (MCMC) which they applied to microarray time-series data on the p53 transcription factor network, acquired by irradiating a human leukemia cell line. The mRNA expression levels were modelled by an ODE in terms of the basal transcription rate, decay rate, and sensitivity to transcription. The state of the art prior to this study had been methods based on correlation.

Following from this work, Lawrence et al. [2007] used the linearity of covariance to show that applying a Gaussian process prior to the latent function $f(t)$ yields a covariance function over the gene mRNA levels that can be computed analytically. With a linear response this results in a tractable predictive posterior since the integrand is a linear operator. The kernel choice determines shape of time series.
2 Non-Linear Response & Multiple TFs

Only a few families of differential equations and kernels result in analytically solvable solutions. The aforementioned models are limited to the single TF and linear responses. Although the MAP-Laplace approximation can be used to get around this, we follow instead a similar formulation to [Titsias et al., 2012], who developed an MCMC algorithm incorporating non-linear responses, multiple transcription factors, and a translation mechanism.

2.1 Mechanistic Component

Each gene’s transcriptional regulation is modelled by

\[ \frac{d m_j(t)}{dt} = b_j + s_j G(p_1(t), ..., p_l(t); w_j, w_{j0}) - d_j m_j(t), \]

with initial conditions \( a_j \), basal transcription rate \( b_j \), decay rate \( d_j \), sensitivity \( s_j \), non-linear response \( G(\cdot) \) allowing transcription factors to cooperate or compete when affecting the transcription, and \( w_j = [w_{j1}, ..., w_{jL}] \) are the weights denoting the strength of interaction between the \( j \)-th gene and the \( i \)-th transcription factor. These weights are required to construct the GRN. We can solve the ODE, yielding

\[ m_j(t) = \frac{b_j}{d_j} + \left( a_j - \frac{b_j}{d_j} \right) e^{-d_j t} + s_j \int_0^t G(p(t); w_j)e^{-d_j(t-u)} du, \]

The 1-D convolution integral here, however, is not tractable, so we use a numerical approximation like the trapezoidal rule. We have data for the TF mRNA concentration, \( f_i(t) \), so we express \( p_i(t) \), the TF protein activity, using another ODE model,

\[ \frac{dp_i(t)}{dt} = f_i(t - \Delta_i) - \delta_i p_i(t), \]

where \( \delta_i \) is the protein decay rate and \( \Delta_i \) is a translation delay parameter. This has the solution

\[ p_i(t) = \int_0^t f_i(u - \Delta) e^{-\delta_i (t-u)} du + a_i e^{-\delta_i t}, \]

where \( a_i \) are the initial conditions. All that is left to define for the mechanistic component is the form of \( G(\cdot) \), the response to transcription factors. To capture the saturating aspect of transcription factor proteins a sigmoid function can be justified. Indeed, GRNs are commonly modelled as switch-like networks (see [Giampieri et al., 2011]), which suggests a sigmoidal function would be appropriate. The weights capture levels of collaboration or competition between the TFs. Thus we give \( G(\cdot) \) the form

\[ G(p(t); w_j) = \frac{1}{1 + \exp \left( -w_{j0} - \sum_{i=0}^l w_{ji} \log p_i(t) \right)}, \]

where \( w_{j0} \) is a bias. We can see how it emerges from the Hill function with Hill coefficients \( w_j \):

\[
G(p(t); w_j) = \frac{\prod_i p_i(t)^{w_{ji}}}{\prod_i p_i(t)^{w_{ji}} + e^{-w_{j0}}} = \frac{\exp \left( \sum_{i} w_{ji} \log p_i(t) \right)}{\exp \left( \sum_{i} w_{ji} \log p_i(t) \right) + e^{-w_{j0}}}
\]

[Santillán, 2008] presents a more detailed discussion of the use of Hill kinetics for modelling transcriptional regulation.

2.2 Probabilistic Component

Precursor models such as the one defined by [Titsias et al., 2012] used the Metropolis-Hastings algorithm for each hyperparameter and latent function. Our model instead uses a mixture of sampling algorithms, most of which use automatic differentiation from Tensorflow to take gradient-informed steps, thereby enabling gradient-based samplers, such as Hamiltonian Monte Carlo.

We use the No U-Turn Sampler (NUTS) [Hoffman and Gelman, 2014] to sample kinetic parameters \( k_j^a = (a_j, b_j, s_j, d_j) \), \( k_i^f = (a_i, \delta_i) \), \( w_j, w_{j0}, l_i^2 \), and \( v_i \). NUTS is a variant of the Hamiltonian
Table 1: Prior distributions for parameters. Logit-\(N(a, b)\) denotes a zero mean, 1.8 variance logit-normal distribution bounded by \(a\) and \(b\). \(\Delta_{\text{min}} = \min(t_i - t_{i-1}) 0 < i < N\)

| Parameter | Prior |
|-----------|-------|
| \(f_i(t)\) | \(N(0, \kappa_i(t, t'))\) |
| \(k_i^n\) | Logit-\(N(0.05, 8)\) |
| \(k_i^d\) | Logit-\(N(0.05, 8)\) |
| \(w_j, w_j^0\) | Logit-\(N(-1, 1)\) |
| \(\sigma_m^2, \sigma_f^2\) | InvGamma(0.01, 0.01) |
| \(l_i^2\) | Logit-\(N(\Delta_{\text{min}}, tN)\) |
| \(v_i\) | Logit-\(N(0.01, 0.01)\) |
| \(\Delta\) | Discrete-4\((0, 10)\) |

Monte Carlo algorithm which adaptively chooses the number of steps to take, thereby avoiding the need for tuning. \(\Delta_i\) is a discrete random variable since we have discretised time. Given the relatively small sample space we can compute the complete normalised posterior, lending itself to inverse transform sampling which uses the inverse cumulative distribution function. \(f_i(t)\) is sampled using a Metropolis-Hastings sampler similar to that described in [Titsias et al. 2012]. The noise variances, \(\sigma_m^2, \sigma_f^2\) were assigned conjugate priors which enabled Gibbs sampling.

2.2.1 Likelihood

We assign a Gaussian likelihood to the data

\[
\log p(\tilde{\mathbf{M}}|\mathbf{M}, \theta) = \sum_j \sum_t \log N(\tilde{m}_j(t), \sigma_f^2(t)),
\]

where \(\theta\) represents all the mechanistic parameters for \(J\) genes with \(N_m\) observations each. Before we can calculate \(m_j(t)\) and \(f_i(t)\), we must specify \textit{a priori} the granularity with which to predict our latent functions, i.e. the number of points to predict in between the range of observation times. Since we compute the likelihoods at the observation timepoints, the discretised time grid must contain these points. An easy way to do this is by generating a linearly spaced vector of length \(f(n, d)\) where \(f(n, d) = (n - 1)(d - 1) + 1\), where \(n\) is the number of augmented timepoints and \(d\) is the discretisation multiple, which we set to 10 to obtain \(10\times\) the granularity of the observations. We denote this time vector \(\tau\).

As mentioned, we use the trapezoidal rule for approximating the convolution integrals, e.g. for the \(p_i\) vector

\[
\int_0^t f_i(t)e^{-\delta_i(t-u)} du \approx \Delta\tau \frac{1}{2} \sum_{k \in \tau} \left( f_i(\tau_{k-1})e^{-\delta_i(t-\tau_{k-1})} + f_i(\tau_k)e^{-\delta_i(t-\tau_k)} \right),
\]

where \(\Delta\tau = \tau[1] - \tau[0].\) The same is then done for the gene ODE, yielding \(m_j(k)\) for all \(k \in \tau\).

2.2.2 Prior Choices

Tuning the step sizes of such a complex model would be computationally intensive, so we choose a global isotropic step size. One method of doing this is by applying a sigmoid bijector to get all parameters in the range \((0, 1)\). We can impose a Gaussian prior on the pre-transformed variables by way of the Logit-\(N(a, b)\) (logit-normal) prior. We used this technique for all parameters except the latent functions, noise variances, and \(\Delta\). The step sizes were chosen to achieve at least 80% acceptance rate for the group sampled with NUTS, and 25% for the latent functions.

We parameterise the logit-normal with a mean and variance of 0 and 1.8 respectively resulting in a roughly uniform bounded distribution between \(a = 0\) and \(b = 1\). These bounds are expanded to arbitrary \(a\) and \(b\) by applying \(x := \frac{x - a}{b - a}\) before passing into the density function.

We place a positivity constraint for our latent function (negative gene expression levels are nonsensical) by using the transformation \(\log(\exp(f_i(t)) - 1))\). The latent forces \(f_i(t)\) are assigned a zero mean Gaussian process (GP) prior with a radial basis function (RBF) covariance function.
\( \kappa_i(t, t') = v_i \exp \left( -\frac{1}{2l_i^2} (t - t')^2 \right), \)

where \( v_i \) is a scale factor indicating the average deviation from the mean and \( l \) is the lengthscale determining the waviness of the function. If problematic, the oscillatory nature of the RBF kernel can be countered by using the multilayer perceptron (MLP) kernel [Lawrence et al., 2007].

The priors on the decay rate parameters correspond to an mRNA half-life with quartiles:

\[
\begin{align*}
    t_{5\%}\text{min} &= \ln(2) \approx 5.2\text{min}, \quad t_{95\%}\text{min} &= \ln(2)0.05 = 13.8\text{h}
\end{align*}
\]

The interaction weights, \( w_j \), were given a range \([-1, 1]\) since they can take positive and negative values indicating activation and repression respectively. The gene and TF mRNA observation for the variances are assigned conjugate inverse Gamma priors. These are assigned vague concentration and scale hyperparameters.

### 3 Results

In order to demonstrate the ability of the model to predict translational delays we created an artificial dataset of 5 genes and 3 TFs, with 10 observations over the course of 8 hours. We imposed different delays on the transcription factor proteins; TF 0 had a delay of 6 min, TF 1 had 24 min, and TF 2 had 1 hr. The effects of such a delay on the genes is shown in Figure 2.

A single chain was sampled for 1,500 iterations with a burn-in of 200. We chose a granularity of 100 points and global NUTS step size of \( 1 \times 10^{-5} \). We plotted the converged parameter values with 95% credible intervals in Figures 4 and 5. The decay parameters demonstrated unstable convergence behaviours suggesting the presence of multiple optima. This is likely given that we are using a small dataset of only 5 genes. In order to test this theory we plotted two such optima in Figure 3a. Both give good fits for the delayed observations (blue points), but use different delays.

The sampler converges for all latent functions to a good empirical fit. Figure 3b shows that the zero mean of the GP prior under the positivity transformation causes an upward tail in transformed space. A mean function could alleviate this issue.
We used the RNA-seq dataset of p53-regulated genes from [Hafner et al. 2017] to demonstrate the models inferential ability. In this time-series dataset, the MCF7 cell line is irradiated with 10 Gy and samples are taken every hour for 12 hours. In order to measure the abundance of p53 protein, Hafner et al. used western blotting, a wet-lab test. The p53 regulatory network is important to understand since p53 acts as a tumour suppressor: it is activated in response to DNA damage, such as in cancer. After a radiation dose there is typically a series of characteristic p53 activation pulses. This is shown in the western blot result in Figure 6b.

The inferred p53 protein is plotted in Figure 6a alongside the quantification of the western blot, clearly illustrating the model’s ability to infer a latent force through an ODE cascade. It is important to note that the model did not have access to the blot quantification or p53 concentration, it only had access to a group of 22 genes (corresponding to cluster 1 in [Hafner et al. 2017]).

We found it necessary to use an exponential transform of the kinetic parameters to account for numerical issues in the logistic-normal distribution. This was due to the large range of peak heights after data normalisation. The transform enabled the model to search a much larger parameter space.

Since this is a single input module motif (where we have one TF), the weights are disabled for identifiability purposes. In this case, a GRN can be constructed using the sensitivity parameters representing the strength of regulation. This is shown in Figure 7, from which one can conclude that the most sensitive targets of p53 are CDKN1A, AEN, SLC30A1, BTG2, GADD45A, and MDM2.

---

Figure 4: Inferred transcription parameters compared to the artificial parameters. Gene numbers are along the x-axis.

Figure 5: Inferred translation parameters compared to the artificial parameters.

Figure 6: Inferred p53 profile alongside the results of an abundance quantification experiment.
4 Evaluation

The model is able to find good parameter estimates for the artificial dataset. On real datasets, the model exhibits excellent inferential ability. Furthermore, the GRN can be verified from the literature. Many of the targets have known associations with p53: CDKN1A codes for p21, key to preventing cell division; AEN induces apoptosis (cell death) and is regulated by p53 phosphorylation; and BTG2 is a key component of the cellular response to DNA damage. The strong sensitivity of SLC30A1 may be worth further investigation; genetic mutations may cause hypermanganesemia, which is associated with neurological disorders like Parkinson’s. Finally, MDM2 is a post-translational regulator of p53; a process that could be modeled in future work.

As mentioned in Section 1, there are also transcriptional delays; the problem of over-parameterisation would need to be addressed if decay variables are also used in the transcription ODE. There are also multiple possible solutions for the delay parameters. Future work should look at including more gene mRNA data to yield a clearer optimum, and using multiple chains to improve convergence diagnostics.
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