An Optimized Bat Algorithm Combining Local Search and Global Search
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Abstract. This paper proposes an optimized Bat algorithm combining local search and global search to solve the problem of low accuracy of bat algorithm and easy to fall into local optimum in the later stage. The optimized Bat algorithm enhance the diversity of bat algorithm, improve the search accuracy and convergence speed of bat algorithm, And by solving a variety of different types of functions, it is proved that the optimized bat algorithm that combines local search and global search proposed in this paper is feasible.

1. Introduction
Bat Algorithm (BA) [1] is an algorithm for finding the optimal solution proposed by Professor Yang Xin-She in 2010 by simulating bat foraging through echolocation. It has the advantages of simple model, fast convergence speed and strong versatility. However, the bat algorithm has the problems of being easy to fall into local extremum, low solution accuracy, and slow convergence speed in the later stage of the algorithm. In response to these problems, many scholars at home and abroad have made corresponding improvements to the bat algorithm. In 2016, AO Topal et al. proposed a nature-inspired bat algorithm (DVBA) [2]. There are two types of bats in the population: explorer bat and developer bat, which improves the diversification and search performance of bat algorithms. In 2017, Benouaret et al., in order to overcome the premature convergence of the bat algorithm, proposed a directional bat algorithm (dBA) [3] to solve the continuous optimization problem. This algorithm introduced echolocation into the bat algorithm and enhanced the search of the bat algorithm. ability. In 2018, Al-Betar et al. used the island model in the population evolution model to optimize the bat algorithm in order to preserve the diversity of the bat population, and proposed an island-shaped bat heuristic algorithm [4], and carried out the sensitivity of the main parameters of the algorithm. The analysis has verified the influence of the parameters on the convergence speed. In 2019, MR et al. aimed at the situation that the bat algorithm is easy to fall into the local optimal value, and improved the bat algorithm by providing inertial weights to make it have better search performance, and proved through the test function that the improved bat algorithm (mBA) has better performance. Good search performance [5].

2. Bat algorithm
The bat algorithm is a meta-heuristic intelligent search algorithm. Its principle is to initialize the position and velocity of the bat, treat them as the solution in the problem space, and find the optimal fitness function value of the problem. In the iteration, the bat individual Adjust the pulse rate and
loudness, move toward the optimal bat individual, and finally find the optimal solution. This process is called the algorithm search process [6].

Assuming that there are \( n \) bats distributed in the d-dimensional space, each bat is a point in the d-dimensional space. First, initialize the bat colony, determine the initial speed and initial position of each bat in the colony, and update it according to equations (1)–(3). At time \( t \), the frequency of bat \( i \) is \( f_i \), speed is \( v_i \), position is \( x_i \), at time \( t \), the position of the bat \( i \) is updated to \( x_i^{t+1} \), and the speed is updated to \( v_i^{t+1} \), the bat individual’s update formula for its own frequency, speed, and position [35] is as follows:

\[
f_i = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}}) \beta
\]

\[
v_i^{t+1} = v_i^t + (x_i^t - g_{\text{best}}) f_i
\]

\[
x_i^{t+1} = x_i^t + v_i^{t+1}
\]

In the formula: \( f_i \) indicates the frequency of the bat's pulse at the current moment; \( f_{\text{max}} \) indicates the maximum frequency of the bat; \( f_{\text{min}} \) indicates the minimum frequency of the bat; \( \beta \) is a random number in [-1,1]; \( g_{\text{best}} \) indicates the current global optimal individual of the bat Is the current global optimal solution.

The bat algorithm has a local search mechanism. If the bat meets the conditions, the new position of the bat is randomly generated around it. The update formula is as follows:

\[
x_{\text{new}}(i) = x_{\text{old}} + \varepsilon A_i
\]

In the formula, \( x_{\text{old}} \) represents a randomly selected solution from the current optimal solution set; \( \varepsilon \) is a random number in [-1,1]; \( A_i \) represents the average loudness of all bats at time \( t \).

During the bat's predation, the rate and loudness of pulses are constantly updated. As the iteration progresses, the pulse loudness \( A \) will gradually decrease, and the rate of pulse emission \( R \) gradually increases. The update formula is as follows:

\[
A_i^{t+1} = \alpha A_i^t
\]

\[
R_i^{t+1} = R_i^0 \left[ 1 - \exp (-\gamma t) \right]
\]

In the formula, \( 0 < \alpha < 1 \), \( \gamma > 0 \), and both are constant; \( A_i^t = 0 \) indicates the state where the bat temporarily stops transmitting pulses, when \( t \rightarrow \infty \), \( A_i \rightarrow 0 \), \( R_i \rightarrow R_i^0 \).

3. Bat algorithm combining local and global

When using the bat algorithm to solve the optimization problem, there is often more than one extreme value. In the later iteration of the BA algorithm, the bats in the population tend to the optimal area, which reduces the diversity of the population [7], in [8], The bat population moves toward the best bat individual position, which reduces the diversity of the bat population and the bat individual is also easy to fall into a local extreme. In order to solve this problem, this paper proposes the Local and Global Combine Bat Algorithm (Local and Global Combine Bat Algorithm).

3.1. The mathematical model

Suppose that in a d-dimensional target search space, there is a population of bats including n virtual bats. At time \( t \), the frequency, speed and position of bat \( i \) in the population are \( f_i \), \( v_i \) and \( x_i \) respectively. \( g_{\text{bat}} = (p_{g_1}, p_{g_2}, \ldots, p_{g_d}) \) is the optimal position searched by the entire bat population at the current moment, \( i_{\text{bat}} = (x_{i_1}, x_{i_2}, \ldots, x_{i_d}) \) is the historical optimal search position of the bat at the current
moment, \( l_{best} = (p_{l1}, p_{l2}, \ldots, p_{ln}) \) is the optimal position searched by the current population. At time \( t+1 \),
the position of bat \( i \) is updated to \( x_{i}^{t+1} \), and the speed is updated to \( v_{i}^{t+1} \). In LGCBA, the update formula [10] of bat individuals for their own frequency, speed, and position is as follows:

\[
f_{i} = f_{min} + (f_{max} - f_{min}) \beta
\]

\[
v_{i}^{t+1} = v_{i}^{t} + \left(C_{1}(x_{i}^{t} - \cdot) + C_{2}(1 - a^{t}) \cdot (x_{i}^{t} - l_{best}) \right) f_{i}
\]

\[
x_{i}^{t+1} = x_{i}^{t} + v_{i}^{t+1}
\]

Where: \( C_{1} \) and \( C_{2} \) are learning factors, \( C_{1} \) is a constant with a value interval of \([0.1,2]\), and \( C_{2} \) is a constant with a value interval of \([-1,2]\); \( a \) is a constant with a size between \([0,1]\).

The recursive equation of the bat algorithm (LGCBA) that combines local and global search proposed in this paper mainly updates the new speed of bats through four parts: The speed \( v_{i}^{t} \) of the previous iteration of bat \( i \); The distance between the current position of bat \( i \) and the optimal position \( g_{best} \) of the current historical population; The distance between the current position of bat \( i \) and the optimal position \( l_{best} \) in the population at the previous iteration; The distance between the current position of the bat \( i \) and the historical optimal position \( i_{best} \) of the bat. Bat \( i \) uses formulas (5)–(6) to update the position, and continuously updates the next position through the recursive formula.

3.2. The Implementation steps

Assuming that the minimum value of \( f(x) \) is sought, the population size is \( n \), and the number of iterations is \( N \). The basic implementation steps of LGCBA are as follows:

Step1: Initialize the bat population. In the \( d \)-dimensional space, a set of initial solutions are distributed. Maximum pulse loudness \( A^{0} \), maximum pulse rate \( R^{0} \), search pulse frequency range \([f_{min}, f_{max}]\), attenuation coefficient \( \alpha \) for volume, enhancement coefficient \( \gamma \) for search frequency, search accuracy \( \epsilon \) or maximum number of iterations \( N \).

Step2: Initialize the position \( x_{i} \) of the bat randomly, and find the optimal solution \( g_{best} \) of all current bats and the optimal bat position \( l_{best} \) in the current population according to the current fitness value, and record the individual bat at this time as the most historical individual Merit value \( i_{best} \).

Step3: The search pulse frequency, speed and position of the bat are updated according to equations (7)–(9).

Step4: Generate a uniformly distributed random number \( rand \), if \( rand > r \), randomly perturb the current optimal solution, generate a new solution, and judge the new solution out of bounds.

Step5: Generate a uniformly distributed random number \( rand \), if \( rand < A \) and \( f(x_{i}) < f(x') \), accept the new solution generated by Step4, and then update the pulse loudness \( A' \) and the pulse emission rate \( R' \) according to the following formulas (5) and (6).

Step6: Sort the fitness values of all bats and find the current global optimal solution \( g_{best} \) and optimal fitness value.

Step7: Sort the fitness values of all bats and find the current global optimal solution \( g_{best} \) and optimal fitness value.

Step8: Compare all bat individuals in the current population with their individual historical optimal value \( i_{best} \), and update the \( i_{best} \).

Step9: Repeat steps Step2–Step5 until the set optimal solution conditions are met or the maximum number of iterations is reached.

Step10: Output the global optimal value and optimal solution.
4. Simulation experiment

4.1. Parameter setting

Using the classic bat algorithm (BA) and the local and global bat algorithm (LGCBA) proposed in this paper, the maximum number of iterations is 1000, the population of bats is 100, the acoustic loudness $A_0$ is 0.8, and the pulse emission rate $r_0$ is 0.5. When the learning factor, and parameters are set to 1.8, -1, and 0.8, respectively, the 8 functions to be tested are tested with dimensions of 10, 30, and 50 respectively, in order to ensure the objectivity and effectiveness of the experiment The two algorithms run 8 test functions 30 times each.

4.2. Test function

The 8 test functions selected in this chapter have their own characteristics, the graphs in the space are different, and the difficulty of solving is also different. It can test the optimization accuracy of the algorithm and the convergence speed of the algorithm. The specific test functions selected in this article are as follows:

1) Sphere function:
   \[ f_1(x) = \sum_{i=1}^{n} (x_i - 50), \text{ and } x_i \in [-100,100]^n. \]

2) Quadric function:
   \[ f_2(x) = \sum_{i=1}^{n} \left( \sum_{j=1}^{i} x_j \right)^2, \text{ and } x_i \in [-100,100]^n. \]

3) Schwefel function:
   \[ f_3(x) = \max_i \{|x_i|, 1 \leq i \leq n\}, \text{ and } x_i \in [-100,100]^n. \]

4) Rastrigin function:
   \[ f_4(x) = 10 \times n + \sum_{i=1}^{n} (x_i^2 - 10 \times \cos(2 \pi x_i)), \text{ and } x_i \in [-5.12,5.12]^n. \]

5) Ackley function:
   \[ f_5(x) = -20 \exp\left(-0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2}\right) - \exp\left(\frac{1}{n} \sum_{i=1}^{n} \cos(2 \pi x_i)\right) + 20 + e, \text{ and } x_i \in [-32,32]. \]

6) Penalized function:
   \[ f_6(x) = \frac{\pi}{n} \left(10 \sin^2(\pi y_1) + \sum_{i=1}^{n} (y_i - 1)^2 \times [1 + 10 \sin^2(\pi y_{i+1})] + (y_{n+1} - 1)^2\right) + \sum_{i=1}^{n} u(x_i,10,100,4), \text{ and } u(x,a,k,m) = \begin{cases} 0, & x > a, \\ k(x-a)^m, & -a \leq x \leq a, \text{ and } y_1 = 1 + \frac{1}{4} (x_1 + 1), x_i \in [-50,50]. \end{cases} \]

7) Axis parallel hyper-ellipsoid function:
   \[ f_7(x) = \sum_{i=1}^{n} i \times x_i^2, \text{ and } x_i \in [-5.12,5.12]^n. \]

8) Sum of different power function:
   \[ f_8(x) = \sum_{i=1}^{n} |x_i|^{(i+1)}, \text{ and } x_i \in [-1,1]^n. \]

4.3. Results and analysis

Under the above parameter settings, the bat algorithm (LGCBA) and the basic bat algorithm (BA) combined with local and global search are used to obtain the optimal value and worst value of the above 8 test functions, and bold For solutions with higher accuracy, the specific experimental data are shown in Table 1.
Table 1. The running results of two algorithms on 8 test functions.

| func | Dimen | BAT | LGCBAT | BAT | LGCBAT |
|------|-------|-----|--------|-----|--------|
|      |       | Optimal value | Worst value | Optimal value | Optimal value | Optimal value | Worst value | Optimal value | Optimal value |
| 1    | 10    | 3.6214e-05 | 9.1443e-05 | 6.8164e-06 | 9.2588e-06 | 1.2277e-04 | 2.6348e-04 | 1.2972e-04 |
| f_1  | 20    | 3.0948e-04 | 5.6793e-04 | 4.9955e-05 | 6.0027e-04 | 0.0015 | 6.3776e-04 | 3.8748e-04 | 0.0015 |
|      | 30    | 8.2969e-04 | 0.0015 | 4.1545e-07 | 0.0015 | 0.0024 | 0.0093 | 0.0015 | 0.0064 |
|      | 50    | 0.0033 | 0.0048 | 0.0030 | 0.0045 | 0.0280 | 407.6041 | 0.0219 | 84.0657 |
| 2    | 10    | 0.0025 | 0.0056 | 5.0914e-04 | 0.0057 | 0.0043 | 39.8153 | 1.4271e-04 | 9.9710 |
|      | 20    | 0.0016 | 1.8593 | 1.4711e-05 | 0.7163 | 0.0704 | 461.7633 | 1.2889264 | 0.0137 |
| f_3  | 30    | 0.0063 | 2.7132 | 0.0025 | 1.0938 | 0.3142 | 1.16602e+03 | 0.0373321 |
|      | 50    | 0.0024 | 2.2980 | 1.8094e-04 | 1.0800 | 50  | 19.8093 | 1.6260 | 1.0195e+03 |
|      | 10    | 0.0073 | 6.1326 | 0.0011 | 5.0926 | 30  | 1.3586e-06 | 1.3625e-06 | 8.0423e-07 | 3.1570e-06 |
| 3    | 20    | 0.0153 | 8.6971 | 0.0067 | 6.5609 | 20  | 4.6508e-06 | 3.1099 | 1.3282e-06 | 0.7403 |
|      | 30    | 0.0271 | 11.110 | 0.0067 | 6.5622 | 30  | 8.3157e-06 | 12.2209 | 1.2203e-06 | 6.2323 |
|      | 50    | 0.0406 | 12.083 | 0.0190 | 11.0106 | 50  | 1.8342e-05 | 22.3831 | 1.5160e-05 | 6.4895 |
|      | 10    | 1.6761e-04 | 5.4127 | 8.6689e-05 | 5.1203e-04 | 10  | 9.9927e-10 | 5.0922e-08 | 8.5155e-11 | 4.5264e-06 |
| f_4  | 20    | 0.0029 | 0.0066 | 0.0021 | 0.0068 | 20  | 6.7906e-09 | 4.7395e-07 | 4.5684e-09 | 1.3316e-07 |
|      | 30    | 0.0142 | 0.0365 | 0.0131 | 0.0305 | 30  | 1.1395e+07 | 4.0791e-08 | 2.7359e-08 | 3.6448e-07 |
|      | 50    | 0.1039 | 0.2982 | 0.1059 | 0.5444 | 50  | 1.3901e-07 | 1.2181e+18 | 3.8652e-08 | 3.9083e-07 |

It can be seen from Table 1 that for the 8 classic test functions, both algorithms can find the optimal solution. The optimal solution obtained by the bat algorithm (LGCBA) that combines local and global search proposed in this paper is better than the optimal solution found by the classical bat algorithm. It can be seen that the bat algorithm that combines local and global search proposed in this paper (LGCBA) Higher precision.

The convergence curve of the algorithm reflects the convergence speed of the algorithm and the ability of the algorithm to jump out of local extremes, and is an important indicator to measure the performance of the algorithm. When the maximum number of iterations is 1000, the number of bats in the population is 100, and the dimension is 30, the convergence curves during the process of searching for the optimal solution using two algorithms for the above 8 test functions are shown in Figures 1.
Figure 1. Convergence curves of f1 ~ f8

It can be seen from Figure 1 that the local and global bat algorithm (LGCBA) proposed in this paper converges faster and the minimum fitness value found is less than the minimum fitness value found by the classic bat algorithm.
5. Conclusion
This paper proposes an optimized bat algorithm that combines local search and global search. Improve the search accuracy and convergence speed of the bat algorithm. The superiority of the improved bat algorithm proposed in this paper is proved by solving many different types of functions.
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