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ON ISOMETRIC EMBEDDINGS OF WASSERSTEIN SPACES
– THE DISCRETE CASE

GYÖRGY PÁL GEHÉR, TAMÁS TITKOS, AND DÁNIEL VIROSZTEK

ABSTRACT. The aim of this short paper is to offer a complete characterization of all (not necessarily surjective) isometric embeddings of the Wasserstein space $W_p(X)$, where $X$ is a countable discrete metric space and $0 < p < \infty$ is any parameter value. Roughly speaking, we will prove that any isometric embedding can be described by a special kind of $X \times (0, 1]$-indexed family of nonnegative finite measures. Our result implies that a typical non-surjective isometric embedding of $W_p(X)$ splits mass and does not preserve the shape of measures. In order to stress that the lack of surjectivity is what makes things challenging, we will prove alternatively that $W_p(X)$ is isometrically rigid for all $0 < p < \infty$.

1. Introduction

In order to understand a mathematical structure, it is natural to start with exploring its symmetries. In the case of metric spaces, this leads naturally to the study of isometries, and more generally, to the study of isometric embeddings. As there is a crucial difference between these two types of maps, which is very important to emphasize for our main result, let us fix their definitions here:

– an isotropy (sometimes called surjective isometry) is a bijective map that preserves the distance between elements;
– an isometric embedding is a (not necessarily surjective) map that preserves the distance.

Of course, every isometry is an isometric embedding, but usually there are several isometric embeddings that are non-surjective, hence not isometries. The investigation of isometries has a long history, let us first introduce some of it, in particular those results which are most relevant to this paper. One of the pioneers of these investigations was Banach, who presented the first characterizations of isometries on several classical spaces. Probably the most famous one is the Banach–Stone theorem, which says that isometries between $C(K)$-type spaces are induced by homeomorphisms of the underlying spaces followed by possible changes of sign in the function values on clopen (i.e., both closed and open) sets. When speaking only about this particular theorem, there is a vast literature of interesting generalizations (for an elegant non-commutative version see [10]). We mention briefly here only those in which metric spaces of probability measures are involved (for a more detailed survey we refer the reader to [20]). The first result in this direction is the description of all isometries of the non-linear space of all Borel probability measures over $\mathbb{R}$ with respect to the Kolmogorov–Smirnov distance,
namely, Dolinar and Molnár showed in [4] that they are always induced by homeomorphisms of \( \mathbb{R} \) (see also [14]). Another metric appearing in statistics is the Kuiper metric, which was discussed recently in [7] in full detail. Maybe the most relevant metrics in probability theory are those that metrise the weak convergence like the Lévy-, the Lévy–Prokhorov-, and the Wasserstein metrics. Molnár proved in [15] that the space of all Borel probability measures over \( \mathbb{R} \) endowed with the Lévy metric is isometrically rigid, i.e. every isometry is induced by an isometry of the underlying space \( \mathbb{R} \). Generalizing Molnár’s result, it has been proved in [8] that the space of all of Borel probability measures over a real and separable Banach space endowed with the Lévy–Prokhorov metric is also isometrically rigid.

The most important developments in our considerations have been done by Bertrand and Kloeckner in connection with the Wasserstein metric [2, 3, 11]. Besides that the Wasserstein distance metrises the weak convergence of probability measures, its importance also lies in its role in geometric investigations of metric spaces (for more information see [13, 16, 17, 18, 19] and the references therein). Among many other deep results, Bertrand and Kloeckner have managed to prove that the Wasserstein space \( \mathcal{W}_p(\mathbb{R}^n) \) is isometrically rigid for any negatively curved geodesically complete Hadamard space \( X \). We highlight also Kloeckner’s results on the isometry group of \( \mathcal{W}_2(\mathbb{R}^n) \), in particular, isometries of \( \mathcal{W}_2(\mathbb{R}^n) \) are usually not induced by only one mapping of \( \mathbb{R}^n \) – unlike in the aforementioned results. Moreover, it turned out (which is one of the main results of [11]) that \( \mathcal{W}_p(\mathbb{R}) \) admits exotic isometries that does not even preserve the shape of measures. This result is pretty uncommon and it raises several questions (see Section 8 in [11], and also the last section of this paper). Moreover, the exotic isometry flow appearing in the description of \( \text{Isom}(\mathcal{W}_2(\mathbb{R})) \) (see Section 5 in [11]) is not very explicit, although constructive. One can imagine that things could become even more complicated when one drops the surjectivity condition and tries to characterize general isometric embeddings.

Concerning the characterization of isometric embeddings – which is our main interest in this paper – there are very few results in the literature. The main reason is that usually there is no hope for finding an elegant description of all isometric embeddings, because very wild maps can satisfy the distance preserving property. However, there are a few cases when the characterization of all isometric embeddings is known due to the underlying additional structure of the metric space – let us now mention two of them. First, it is well-known that all isometric embeddings of strictly convex real Banach spaces are automatically affine (i.e. linear up to translation), so in order to characterize their isometric embeddings it is enough to explore the structure of their linear norm-preserving operators. The latter was done by Lamperti in [12] for \( L^p \) spaces over \( \sigma \)-finite measure spaces when \( 1 < p < \infty, p \neq 2 \). Therefore a characterization of isometric embeddings of these \( L^p \) spaces follows from Lamperti’s result. Another example is the famous Wigner’s theorem about quantum mechanical symmetry transformations, which gives a characterization of isometric embeddings of the space of all rank-one projections of a Hilbert space with respect to the operator norm, see e.g. [5] (see also [6] for a generalization). In this case there is a certain projective structure which can be taken advantage of.

Our aim in this paper is to offer a complete description of all isometric embeddings of the Wasserstein space \( \mathcal{W}_p(\mathcal{X}) \), where \( \mathcal{X} \) is a countable discrete metric space and \( 0 < p < \infty \) is any parameter. Roughly speaking, we will prove that any isometric embedding can be described by a special kind of \( \mathcal{X} \times (0, 1]-indexed family of nonnegative finite measures, and vice versa, any such family of measures determines a distance preserving transformation. In the study of isometries it is a quite usual phenomenon that isometries also preserve some other underlying structure of the metric space. For instance, in [2, 4, 7, 8] and [15] it turned out – as a
consequence of the main theorems – that every isometry is automatically affine, i.e., preserves convex combinations of measures; and in [1] that every isometry of \( W_2(\mathbb{R}) \) preserves geodesically convex combinations of measures. Here we shall see that for a typical non-surjective isometric embedding of \( W_p(\mathcal{X}) \) this is not true anymore. Moreover, we will also see that a general isometric embedding splits mass and does not preserve the shape of measures. To demonstrate that the real difficulty here is the lack of surjectivity, we will also prove alternatively that \( W_p(\mathcal{X}) \) is isometrically rigid for all \( 0 < p < \infty \). It can be somewhat surprising that although the \( W_\infty \)-distance can be obtained as a limit of \( W_p \) distances, the structure of its isometric embeddings (and its isometry group) is completely different.

After this brief introductory part, we continue by fixing the setting, and introducing the necessary definitions and notations. Let \( X \neq \emptyset \) be a countable set, and let \( \rho : X^2 \to \{0,1\} \) be the discrete metric, i.e., \( \rho(x,y) := 1 \) if \( x \neq y \) and \( \rho(x,x) := 0 \) for all \( x,y \in X \). To avoid trivialities, we will always assume that \( X \) has at least two elements. We will denote the Polish space \((X,\rho)\) shortly by \( \mathcal{X} \). The symbols \( \mathcal{P}(\mathcal{X}) \) and \( \mathcal{M}(\mathcal{X}) \) stand for the sets of probability measures and nonnegative finite measures on the power set (i.e., the Borel \( \sigma \)-algebra) of \( \mathcal{X} \), respectively. For \( \mu \in \mathcal{M}(\mathcal{X}) \) and \( T \subseteq \mathcal{X} \) the symbol \( \mu|_T \in \mathcal{M}(\mathcal{X}) \) stands for the restricted measure defined by

\[
\mu|_T(A) := \mu(A \cap T) \quad \text{for all } A \subseteq \mathcal{X}.
\]

As usual, \( \delta_x \) denotes the Dirac measure (or point mass) concentrated to \( x \in \mathcal{X} \), i.e. \( \delta_x(A) = 1 \) if \( x \in A \), and \( \delta_x(A) = 0 \) if \( x \notin A \). The set of Dirac measures will be denoted by \( \Delta(\mathcal{X}) = \{ \delta_x \mid x \in \mathcal{X} \} \). It is obvious that each element of \( \mathcal{M}(\mathcal{X}) \) can be written as a weighted sum of Dirac measures, namely \( \mu = \sum_{x \in \mathcal{X}} \mu(\{x\}) \cdot \delta_x \). The support of \( \mu \) in this special case is just the set \( S_\mu = \{ x \in \mathcal{X} \mid \mu(\{x\}) > 0 \} \). As it is known (see Theorem 36.1 in [1]), the set of nonnegative finite measures on a fixed \( \sigma \)-algebra is a lattice. In this discrete case, the greatest lower bound \( \mu \land \nu \) of two measures \( \mu, \nu \in \mathcal{M}(\mathcal{X}) \) can be calculated easily as

\[
\mu \land \nu = \sum_{x \in \mathcal{X}} \min \{ \mu(\{x\}), \nu(\{x\}) \} \cdot \delta_x.
\]

In order to introduce the Wasserstein space \( W_p(\mathcal{X}) \), we need some more definitions. Since

\[
W_p(\mathcal{X}) := \left\{ \mu \in \mathcal{P}(\mathcal{X}) \mid \int_\mathcal{X} \rho(x,x_0)^p \, d\mu(x) < \infty \quad \text{for some (and hence all) } x_0 \in \mathcal{X} \right\}
\]

coincides with \( \mathcal{P}(\mathcal{X}) \) and \( \rho^p = \rho \) for all parameter values \( p \in (0,\infty) \) we will write always \( \mathcal{P}(\mathcal{X}) \) without indicating \( p \). We say that a Borel probability measure \( \pi \) on \( \mathcal{X}^2 \) is a coupling of \( \mu, \nu \in \mathcal{P}(\mathcal{X}) \) (and we write shortly \( \pi \in \mathcal{C}(\mu,\nu) \)), if it satisfies

(1) \( \pi(A \times \mathcal{X}) = \mu(A) \) and \( \pi(\mathcal{X} \times A) = \nu(A) \) \quad \text{for all } A \subseteq \mathcal{X}.

The \( p \)-Wasserstein distance (which is indeed a metric on \( \mathcal{P}(\mathcal{X}) \)) of \( \mu \) and \( \nu \) is defined by

(2) \[
W_p(\mu, \nu) := \left( \inf_{\pi \in \mathcal{C}(\mu,\nu)} \int_{\mathcal{X}^2} \rho(x,y)^p \, d\pi(x,y) \right)^{1/p}
\]

if \( p \geq 1 \), and by

(3) \[
W_p(\mu, \nu) := \inf_{\pi \in \mathcal{C}(\mu,\nu)} \int_{\mathcal{X}^2} \rho(x,y)^p \, d\pi(x,y)
\]
if \( p \in (0, 1) \). For more details and historical comments we refer the reader to [18, Chapter 6]. Observe that \( W_p(\mu, \nu) = W_1(\mu, \nu) \) holds for all \( \mu, \nu \in \mathcal{P}(\mathcal{X}) \) and \( p \in (0, 1) \), because \( \rho^p = \rho \).

The metric space \((\mathcal{P}(\mathcal{X}), W_p)\) is denoted shortly by \( \mathcal{W}_p(\mathcal{X}) \) and is called the \( p \)-Wasserstein space over \( \mathcal{X} \). We will call a transformation \( f : \mathcal{W}_p(\mathcal{X}) \rightarrow \mathcal{W}_p(\mathcal{X}) \) an isometric embedding if

\[
W_p(\mu, \nu) = W_p(f(\mu), f(\nu)) \quad \text{for all } \mu, \nu \in \mathcal{W}_p(\mathcal{X}).
\]

In the next section we present our main theorem, which is a complete characterization of isometric embeddings of \( \mathcal{W}_p(\mathcal{X}) \).

2. Characterization of isometric embeddings

First we, express the Wasserstein distance in terms of the greatest lower bound of measures. Note that this formula might be folklore, however, for the sake of completeness and for the convenience of the reader, we include it.

**Proposition.** For any \( 1 \leq p < \infty \) and \( \mu, \nu \in \mathcal{W}_p(\mathcal{X}) \) we have

\[
W_p^p(\mu, \nu) = 1 - (\mu \wedge \nu)(\mathcal{X}).
\]

**Proof.** The formula (4) is obviously true for \( \mu = \nu \), hence we assume in the sequel that \( \mu \neq \nu \). For any coupling measure \( \pi \in \mathcal{C}(\mu, \nu) \) and point \( x \in \mathcal{X} \) we notice that

\[
\pi(\{x \} \times \mathcal{X}, \mathcal{X} \times \{x\}) = \{ \mu(\{x\}), \nu(\{x\}) \},
\]

thus for the diagonal \( \text{Diag}(\mathcal{X}^2) = \{(x, x) \mid x \in \mathcal{X}\} \) we conclude \( \pi(\text{Diag}(\mathcal{X}^2)) \leq (\mu \wedge \nu)(\mathcal{X}) \).

According to (2) this inequality implies

\[
W_p(\mu, \nu) = \inf_{\pi \in \mathcal{C}(\mu, \nu)} \int_{\mathcal{X}^2 \setminus \text{Diag}(\mathcal{X}^2)} 1 \, d\pi(x, y) = \inf_{\pi \in \mathcal{C}(\mu, \nu)} \left( 1 - \pi(\text{Diag}(\mathcal{X}^2)) \right) \geq 1 - (\mu \wedge \nu)(\mathcal{X}),
\]

therefore it is enough to construct a coupling \( \pi^* \in \mathcal{C}(\mu, \nu) \) for which \( \pi^*(\text{Diag}(\mathcal{X}^2)) = (\mu \wedge \nu)(\mathcal{X}) \) holds. To this aim, let us introduce some notation. For a signed measure \( \rho \) on \( \mathcal{X} \), let \( \rho_+ \) denote the nonnegative measure given by \( \rho_+(\{x\}) = \max\{0, \rho(\{x\})\} \) for every \( x \in \mathcal{X} \). (In other words, \( \rho_+ \) is the nonnegative part of \( \rho \).) Furthermore, for \( \eta, \xi \in \mathcal{M}(\mathcal{X}) \), we denote by \( \eta \otimes \xi \) the product measure of \( \eta \) and \( \xi \), that is, \( \eta \otimes \xi (A \times B) = \eta(A) \cdot \xi(B) \) for all \( A, B \subseteq \mathcal{X} \). Finally, let \( i : \mathcal{X} \rightarrow \mathcal{X}^2; x \mapsto (x, x) \) be the diagonal embedding of \( \mathcal{X} \) into \( \mathcal{X}^2 \), and let us define \( \pi^* \) by

\[
\pi^* := i_#(\mu \wedge \nu) + \frac{(\mu - \nu)_+ \otimes (\nu - \mu)_+}{1 - (\mu \wedge \nu)(\mathcal{X})},
\]

where \( i_#(\mu \wedge \nu) \) is the push-forward measure of \( \mu \wedge \nu \) by the map \( i \), that is,

\[
(i_#(\mu \wedge \nu))(A) = (\mu \wedge \nu)(i^{-1}(A)) \quad \text{for all Borel sets } A \subseteq \mathcal{X}^2.
\]

Note that \( (\mu - \nu)_+(\mathcal{X}) = (\nu - \mu)_+(\mathcal{X}) = 1 - (\mu \wedge \nu)(\mathcal{X}) \), hence \( \pi^* \) is indeed a probability measure on \( \mathcal{X}^2 \). Moreover, it is also clear that \( \pi^*(\text{Diag}(\mathcal{X}^2)) = (\mu \wedge \nu)(\mathcal{X}) \). To see that \( \pi^* \) is a coupling of \( \mu \) and \( \nu \), we first check that \( \pi^*(A \times \mathcal{X}) = \mu(A) \) holds for every \( A \subseteq \mathcal{X} \) by the following simple computation:

\[
\pi^*(A \times \mathcal{X}) = (\mu \wedge \nu)(A) + (\mu - \nu)_+(A) \cdot \frac{(\nu - \mu)_+(\mathcal{X})}{1 - (\mu \wedge \nu)(\mathcal{X})} = (\mu \wedge \nu)(A) + (\mu - \nu)_+(A) = \mu(A).
\]

As identity \( \pi^*(\mathcal{X} \times A) = \nu(A) \) can be verified similarly, we conclude (4) as it was claimed. \( \square \)
Note that for $0 < p < 1$ we have $W_p(\mu, \nu) = W_1(\mu, \nu) = 1 - (\mu \wedge \nu)(\mathcal{X})$. As one consequence of (4) we can easily show that the Wasserstein space $W_p(X)$ is isometrically rigid. That is, the isometry group of $W_p(X)$ (consisting of all bijective distance-preserving transformations of $W_p(X)$) is isomorphic to the isometry group of $X$, which is just the permutation group of $X$.

**Corollary.** Let $p \in (0, \infty)$ and $f : W_p(X) \to W_p(X)$ be an isometry, that is an isometric embedding which is surjective. Then there exists a bijection $\sigma : X \to X$ such that $f$ is a push-forward of $\sigma$, i.e.

$$f(\mu)\{x\} = \mu(\{\sigma^{-1}(x)\}) \quad \text{for all } x \in X.$$  

Conversely, if a bijection $\sigma : X \to X$ is given, then (5) defines an isometry.

**Proof.** By (4) we have

$$S_\mu \cap S_\nu = \emptyset \iff W_p^p(\mu, \nu) = 1 \quad \text{for all } \mu, \nu \in W_p(X).$$

Since $f$ is a bijection, the restriction $f|_{\Delta(X)}$ is a bijection of $\Delta(X)$. Indeed, assume that $x_1, x_2 \in S_{f(\delta_x)}$, $x_1 \neq x_2$ happens, then we have $W_p(f(\delta_{x_1}), f(\delta_{x_2})) \neq 1 (i \in \{1, 2\})$, therefore taking the inverse images gives

$$W_p^p(\delta_{x_1}, f^{-1}(\delta_{x_1})) \neq 1, \quad W_p^p(\delta_{x_2}, f^{-1}(\delta_{x_2})) \neq 1, \quad W_p^p(f^{-1}(\delta_{x_1}), f^{-1}(\delta_{x_2})) = 1,$$

which is a contradiction by (6). Hence the $f$-image of every Dirac mass is a Dirac mass, and we argue similarly for the inverse $f^{-1}$.

Therefore the action of $f$ on $\Delta(X)$ induces a bijection $\sigma$ on $X$ defined by $f(\delta_x) = \delta_{\sigma(x)}$. Now, take any measure $\mu \in \mathcal{P}(X)$ and any $x \in X$, and observe by (4) that

$$\mu(\{\sigma^{-1}(x)\}) = (\mu \wedge \delta_{\sigma^{-1}(x)})(X) = (f(\mu) \wedge f(\delta_{\sigma^{-1}(x)}))(X) = (f(\mu) \wedge \delta_x)(X) = f(\mu)(\{x\}),$$

which proves one direction. The reverse direction follows from the fact that the distance is invariant under permutations of the underlying space. \hfill $\Box$

Now, we turn to the much more interesting problem of characterizing all isometric embeddings of $W_p(X)$. In order to demonstrate that indeed quite wild maps can preserve the Wasserstein distance, we begin with two examples of isometric embeddings which are not affine, moreover, they split Dirac masses and therefore do not preserve the shape of measures.

**Example 1.** Let us fix a parameter value $p \in (0, \infty)$, and let $X = \{1, 2, 3, \ldots \}$ be the set of all natural numbers endowed with the discrete metric. Define $f : W_p(X) \to W_p(X)$ as

$$f \left( \sum_{n \in X} c_n \cdot \delta_n \right) = \sum_{n \in X} \left[ \ln(1 + c_n) \cdot \delta_{2n} + (c_n - \ln(1 + c_n)) \cdot \delta_{2n+1} \right].$$

One can show by definition and using (4) that this is indeed a non-surjective isometric embedding. Observe that the range of $f$ does not contain any Dirac mass. What happens here is roughly speaking the following: $f$ splits Dirac masses

$$f(\delta_n) = \ln 2 \cdot \delta_{2n} + (1 - \ln 2) \cdot \delta_{2n+1},$$

and redistributes weights. On one hand, if $f n \neq m$, then $S_{f(\delta_n)} \cap S_{f(\delta_m)} = \emptyset$, thus $f$ induces a partition of $X$, in fact, the support of $f(\mu)$ is always the disjoint union

$$S_{f(\mu)} = \bigcup_{n \in S_\mu} S_{f(\delta_n)} = \bigcup_{n \in S_\mu} \{2n, 2n + 1\}. $$
On the other hand, we see that if \( \mu(\{n\}) = c_n \), then \( f(\mu)(\{2n, 2n+1\}) = c_n \), and if \( \mu(\{n\}) \leq \nu(\{n\}) \) then
\[
f(\mu)|_{\{2n, 2n+1\}} \leq f(\nu)|_{\{2n, 2n+1\}}.
\]

The second example is even wilder.

**Example 2.** Let \( \mathcal{X} \) be again the set of all natural numbers endowed with the discrete metric. Also let \( p_n \) denote the \( n \)th prime number. Define
\[
f : W_p(\mathcal{X}) \to W_p(\mathcal{X}) \text{ as}
\]
\[
f \left( \sum_{n \in \mathcal{X}} c_n \cdot \delta_n \right) = \sum_{n \in \mathcal{X}} \left( \sum_{j=1}^{N(c_n)} \frac{1}{2^j} \delta_{p_n^j} + \left( c_n - \sum_{j=1}^{N(c_n)} \frac{1}{2^j} \right) \delta_{p_n^{N(c_n)+1}} \right),
\]
where for every \( c \in [0, 1) \) the non-negative integer \( N(c) \) is defined by
\[
\sum_{j=1}^{N(c)} \frac{1}{2^j} \leq c < \sum_{j=1}^{N(c)+1} \frac{1}{2^j}
\]
and \( N(1) = \infty \). Note that this map also shares similar properties mentioned in the previous example, which we do not repeat here. However, this map has a quite peculiar property, namely that every Dirac mass is mapped into an infinitely supported measure, but any other finitely supported measure is mapped into a finitely supported one. In particular, instead of (7) in general we only have
\[
S_{f(\mu)} \subset \bigcup_{n \in S_\mu} S_{f(\delta_n)} = \bigcup_{n \in S_\mu} \{ p_n^j : j = 1, 2, \ldots \}.
\]

Now, we are in the position to claim and prove our main result. We will see that in a particular sense every isometric embedding \( f \) looks like the above examples: \( f \) will induce a partition on \( \mathcal{X} \) and a family of nonnegative finite measures satisfying some special properties from which we can construct the whole action of \( f \).

**Theorem.** Let \( p \in (0, \infty) \) and \( f : W_p(\mathcal{X}) \to W_p(\mathcal{X}) \) be an isometric embedding, i.e.,
\[
W_p(\mu, \nu) = W_p(f(\mu), f(\nu)) \text{ for all } \mu, \nu \in W_p(\mathcal{X}).
\]
Then there exists a unique family of measures
\[
\Phi := (\varphi_{x,t})_{x \in \mathcal{X}, t \in (0, 1]} \in \mathcal{M}(\mathcal{X})^{\mathcal{X} \times (0, 1]}
\]
that satisfies the properties
\[
\begin{align*}
(a) \text{ for all } x \neq y: S_{\varphi_{x,1}} \cap S_{\varphi_{y,1}} &= \emptyset, \\
(b) \text{ for all } x \in \mathcal{X} \text{ and } 0 < t \leq 1: \varphi_{x,t}(\mathcal{X}) &= t, \\
(c) \text{ for all } x \in \mathcal{X} \text{ and } 0 < s < t \leq 1: \varphi_{x,s} \leq \varphi_{x,t},
\end{align*}
\]
and that generates \( f \) in the following sense
\[
f(\mu) = \sum_{x \in S_\mu} \varphi_{x,\mu(\{x\})} \text{ for all } \mu \in W_p(\mathcal{X}).
\]
Conversely, every \( \mathcal{X} \times (0, 1] \)-indexed family of measures satisfying (a)–(c) generates an isometric embedding via the formula (10).
Proof. As $W_p(\mathcal{X})$ spaces are indistinguishable from $W_1(\mathcal{X})$ whenever $p \in (0,1)$, we will always assume for the sake of simplicity that $p \geq 1$. Let $f$ be a fixed isometric embedding, our first step is to construct the family $\Phi$. Observe that by (4) we have

\begin{equation}
(f(\mu) \wedge f(\nu))(\mathcal{X}) = (\mu \wedge \nu)(\mathcal{X}) \quad \text{for all } \mu, \nu \in \mathcal{P}(\mathcal{X}),
\end{equation}

in particular, $f$ preserves the disjointness of supports in both directions:

\begin{equation}
S_\mu \cap S_\nu = \emptyset \iff S_{f(\mu)} \cap S_{f(\nu)} = \emptyset \quad \text{for all } \mu, \nu \in \mathcal{P}(\mathcal{X}).
\end{equation}

As a special case we obtain $S_{f(\delta_x)} \cap S_{f(\delta_y)} = \emptyset$ whenever $x \neq y$. Since every $\mu \in \mathcal{P}(\mathcal{X})$ can be written in the form $\mu = \sum_{x \in \mathcal{X}} \mu(\{x\}) \cdot \delta_x$, and the sets $S_{f(\delta_x)} (x \in \mathcal{X})$ are pairwise disjoint, it is a natural idea to define a map $F : \Delta(\mathcal{X}) \leq \rightarrow \mathcal{M}(\mathcal{X})$ on $\Delta(\mathcal{X}) \leq := \{t \cdot \delta_x | t \in (0,1], x \in \mathcal{X}\}$ for which $F|_{\Delta(\mathcal{X})} = f|_{\Delta(\mathcal{X})}$ holds, and which is compatible with $f$. By compatibility we mean that if $0 < t = \mu(\{x\}) \leq \nu(\{x\})$, then

\begin{equation}
f(\mu)|_{S_{f(\delta_x)}} = f(\nu)|_{S_{f(\delta_x)}} = F(t \cdot \delta_x)
\end{equation}

is satisfied. Of course it is not clear at this point why $F$ should be well-defined. In order to see that, it is enough to prove that if $0 < s = \mu(\{x\}) \leq \nu(\{x\}) = t$ holds for $\mu, \nu \in \mathcal{P}(\mathcal{X})$, then $f(\mu)|_{S_{f(\delta_x)}} \leq f(\nu)|_{S_{f(\delta_x)}}$.

![Figure 1. $f(\mu)|_{S_{f(\delta_x)}} \leq f(\nu)|_{S_{f(\delta_x)}}$.](image)

We start by understanding the structure of $f(\mu)$. First observe that by (11)

\begin{equation}
\mu(\{x\}) = (\delta_x \wedge \mu)(\mathcal{X}) = (f(\delta_x) \wedge f(\mu))(\mathcal{X}) = (f(\delta_x) \wedge f(\mu))(S_{f(\delta_x)}) \leq f(\mu)(S_{f(\delta_x)})
\end{equation}

holds for all $x \in \mathcal{X}$. Since the supports of $f(\delta_x)$ are pairwise disjoint, we easily obtain that

\begin{equation}
\mu(\{x\}) = f(\mu)(S_{f(\delta_x)}) = f(\mu)|_{S_{f(\delta_x)}}(\mathcal{X}) \quad \text{for all } x \in \mathcal{X},
\end{equation}
we calculate
\[ S = \langle S(x) \rangle \]
which forces the following for all \( x \in S_\mu \cap S_\nu \):
\[
\begin{align*}
\sum_{x \in S_\mu \cap S_\nu} \min \{ \mu(\{ x \}), \nu(\{ x \}) \} &= (\mu \land \nu)(\mathcal{X}) = (f(\mu) \land f(\nu))(\mathcal{X}) \\
&= \left[ \left( \sum_{x \in S_\mu} f(\mu)|_{S_f(x)} \right) \land \left( \sum_{x \in S_\nu} f(\nu)|_{S_f(x)} \right) \right](\mathcal{X}) \\
&= \sum_{x \in S_\mu \cap S_\nu} \left( f(\mu)|_{S_f(x)} \land f(\nu)|_{S_f(x)} \right)(\mathcal{X}) \\
&\leq \sum_{x \in S_\mu \cap S_\nu} \min \left\{ (f(\mu)|_{S_f(x)})(\mathcal{X}), f(\nu)|_{S_f(x)}(\mathcal{X}) \right\} \\
&= \sum_{x \in S_\mu \cap S_\nu} \min \{ \mu(\{ x \}), \nu(\{ x \}) \},
\end{align*}
\]
which forces the following for all \( x \in S_\mu \cap S_\nu \):
\[
\sum_{x \in S_\mu \cap S_\nu} \min \{ \mu(\{ x \}), \nu(\{ x \}) \} = (\mu \land \nu)(\mathcal{X}) = (f(\mu) \land f(\nu))(\mathcal{X})
\]
At this point let us note the trivial fact that the partial ordering on the set of all non-negative
finite measures can be expressed by the measure of \( \mathcal{X} \). Indeed, we have
\[
\alpha \leq \beta \iff \alpha(\mathcal{X}) \leq (\alpha \land \beta)(\mathcal{X}) \quad \text{for all } \alpha, \beta \in \mathcal{M}(\mathcal{X}).
\]
Therefore, if \( 0 < s = \mu(\{ x \}) \leq \nu(\{ x \}) = t \) holds for a point \( x \in S_\mu \cap S_\nu \), then by (14) and (15) we obtain
\[
(f(\mu)|_{S_f(x)}) \leq f(\nu)|_{S_f(x)},
\]
as was claimed.

we calculate
\[
\sum_{x \in S_\mu \cap S_\nu} \min \{ \mu(\{ x \}), \nu(\{ x \}) \} = (\mu \land \nu)(\mathcal{X}) = (f(\mu) \land f(\nu))(\mathcal{X})
\]
which forces the following for all \( x \in S_\mu \cap S_\nu \):
\[
\sum_{x \in S_\mu \cap S_\nu} \min \{ \mu(\{ x \}), \nu(\{ x \}) \} = (\mu \land \nu)(\mathcal{X}) = (f(\mu) \land f(\nu))(\mathcal{X})
\]
At this point let us note the trivial fact that the partial ordering on the set of all non-negative
finite measures can be expressed by the measure of \( \mathcal{X} \). Indeed, we have
\[
\alpha \leq \beta \iff \alpha(\mathcal{X}) \leq (\alpha \land \beta)(\mathcal{X}) \quad \text{for all } \alpha, \beta \in \mathcal{M}(\mathcal{X}).
\]
Therefore, if \( 0 < s = \mu(\{ x \}) \leq \nu(\{ x \}) = t \) holds for a point \( x \in S_\mu \cap S_\nu \), then by (14) and (15) we obtain
\[
(f(\mu)|_{S_f(x)}) \leq f(\nu)|_{S_f(x)},
\]
as was claimed.
Now, we define the family \( \Phi \) by
\[
\varphi_{x,t} := F(t \cdot \delta_x) \quad (x, t) \in \mathcal{X} \times (0, 1].
\]
From here (a)–(c) is obvious, and hence (10) is also straightforward.
Finally, let us prove the reverse statement. Assume that \( \Phi = (\varphi_{x,t})_{x \in \mathcal{X}, t \in (0, 1]} \in \mathcal{M}(\mathcal{X})^{\mathcal{X} \times (0, 1]} \) is a family satisfying (a)–(c), then the following calculation shows that the map defined by (10) is indeed an isometric embedding:
\[
W_p^\mathcal{P}(f(\mu), f(\nu)) = 1 - [f(\mu) \land f(\nu)](\mathcal{X})
\]
\[
= 1 - \left[ \left( \sum_{x \in S_\mu} \varphi_{x,\mu(\{ x \})} \right) \land \left( \sum_{x \in S_\nu} \varphi_{x,\nu(\{ x \})} \right) \right](\mathcal{X})
\]
\[
= 1 - \sum_{x \in S_\mu \cap S_\nu} \left[ \varphi_{x,\mu(\{ x \})} \land \varphi_{x,\nu(\{ x \})} \right](\mathcal{X})
\]
\[
= 1 - \sum_{x \in S_\mu \cap S_\nu} \varphi_{x,\min \{ \mu(\{ x \}), \nu(\{ x \}) \}}(\mathcal{X})
\]
\[
= 1 - \sum_{x \in S_\mu \cap S_\nu} \min \{ \mu(\{ x \}), \nu(\{ x \}) \} = 1 - (\mu \land \nu)(\mathcal{X}) = W_p^\mathcal{P}(\mu, \nu).
\]
Let us now make a few remarks on our main result. As we noted earlier, in the theory of isometries it is a quite typical phenomenon that isometries also preserve some other structure of the metric space. For instance, in \([2, 4, 7, 8, 15]\) all isometries were induced by either an isometry or a homeomorphism of the underlying space (which were either \(\mathbb{R}\), or a real separable Banach space, or a negatively curved geodesically complete Hadamard space). In particular, from these results it follows that isometries of those spaces are automatically affine, hence for any isometry \(\phi\) once we know the \(\phi\)-images of two measures, the \(\phi\)-images of their convex combinations are also determined. Furthermore, it follows easily that the action of \(\phi\) on Dirac masses determines its action on the whole metric space. However, this is definitely not the case for general isometric embeddings of \(\mathcal{W}_p(\mathcal{X})\) (although it is the case for its isometries as we saw in Corollary). To demonstrate this, assume we know the \(f\)-images of two Dirac masses \(\delta_x\) and \(\delta_y, x \neq y\), and consider an arbitrary third measure supported on \(\{x, y\}: \mu = c \cdot \delta_x + (1-c) \cdot \delta_y \in \mathcal{P}(\mathcal{X}) \setminus \{\delta_x, \delta_y\}\). Then the only thing we can conclude for \(f(\mu)\) is that it has the form \(\mu_x + \mu_y\) where \(\mu_x \leq f(\delta_x), \mu_x(\mathcal{X}) = c\) and \(\mu_y \leq f(\delta_y), \mu_y(\mathcal{X}) = 1-c\) (cf. the previous two examples). Moreover, it is not too hard to see that for any such choice of \(\mu_x\) and \(\mu_y\) we can construct an isometric embedding \(f\) such that \(f(\mu) = \mu_x + \mu_y\).

As was pointed out earlier, isometries of \(W^2(\mathbb{R})\) automatically preserve geodesic convex combinations, however, an isometry of \(W^2(\mathbb{R})\) is usually not determined by its action on Dirac masses, unlike in the previous paragraph. On the other hand, it is easy to see from the results of \([11]\) that any isometry of \(W^2(\mathbb{R})\) is determined by its action on the set \(\Delta^2\) of all probability measures with two-point supports. It is interesting to note that any isometric embedding of \(\mathcal{W}_p(\mathcal{X})\) is also determined by its action on the set \(\Delta^2 := \{\mu \in \mathcal{P}(\mathcal{X}): \#S_\mu = 2\}\), although we have more flexibility than in the case of \(W^2(\mathbb{R})\).

We also remark that if the underlying space \(\mathcal{X}\) is finite, then isometric embeddings of \(\mathcal{W}_p(\mathcal{X})\) are automatically surjective, hence they are implemented by a permutation of \(\mathcal{X}\) according to Corollary.

Next, we would like to point out that the limiting case when \(p = \infty\) is very different. Let \(\mathcal{W}_\infty(\mathcal{X})\) be the set \(\mathcal{P}(\mathcal{X})\) endowed with the metric \(W_\infty(\mu, \nu) = \lim_{p \to \infty} W_p(\mu, \nu)\) (see Proposition \(3\) and the references in \([9]\)). Then according to \([4]\), we obtain that \(\mathcal{W}_\infty(\mathcal{X})\) is the set \(\mathcal{P}(\mathcal{X})\) endowed with the discrete metric. Therefore any injective function \(f: \mathcal{W}_\infty(\mathcal{X}) \to \mathcal{W}_\infty(\mathcal{X})\) is an isometric embedding, and any bijection is an isometry.

We close this paper with some remarks about Kloeckner’s questions. First we recall that a map \(f: \mathcal{W}_p(\mathcal{X}) \to \mathcal{W}_p(\mathcal{X})\) is called shape preserving if for all \(\mu \in \mathcal{P}(\mathcal{X})\) there exists an isometry \(\psi_\mu: \mathcal{X} \to \mathcal{X}\) (depending on \(\mu\)), such that \(f(\mu)\) is the push-forward measure of \(\mu\) by the map \(\psi_\mu\). (Note that the isometries discussed in \([2, 8, 15]\) are all shape preserving.) An isometry is called exotic if it is not shape preserving. (Note that the isometries discussed in \([4, 7]\) are exotic in this particular sense, although each of them is induced by a transformation of \(\mathbb{R}\), unlike in \([11]\).) Now we are in the position to formulate Kloeckner’s questions \([11]\) Question 8.1 and Question 8.2):

\begin{itemize}
  \item **Q1** Is there a Polish (or Hadamard) space \(\mathcal{X} \neq \mathbb{R}\) such that \(\mathcal{W}_2(\mathcal{X})\) admits exotic isometries?
  \item **Q2** Is there a Polish space \(\mathcal{X}\) whose Wasserstein space \(\mathcal{W}_2(\mathcal{X})\) possesses an isometry that does not preserve the set of all Dirac masses?
\end{itemize}

We cannot answer exactly these questions because we are dealing with isometric embeddings, and not with bijections. However, according to our main result (also, it is worth to revisit the
previous two examples), there are many isometric embeddings \( f : \mathcal{W}_2(X) \to \mathcal{W}_2(X) \) such that (i) \( f \) is exotic, and (ii) \( f \) does not preserve the set of Dirac masses. Moreover, the parameter value \( p = 2 \) is crucial as well, because as we have seen already, any bijection of \( \mathcal{W}_\infty(X) \) is an isometry and thus both (i) and (ii) can happen even in the bijective case, if \( p = \infty \).

Finally, concerning the above questions, let us remark that in a forthcoming paper we will discuss a Polish space \( X \) such that for all \( 1 < p < \infty \) the space \( \mathcal{W}_p(X) \) is isometrically rigid, but the space \( \mathcal{W}_1(X) \) has isometries that do not even preserve the set of all Dirac measures.
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