Transmission Electron Microscopy at the Quantum Limit
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A number of visions for a new generation of dose-efficient electron microscopes have been advanced. These proposals, while inspired by quantum principles, make little contact with the broader field of quantum metrology. We discuss a framework calculating the amount of information carried by each electron. This makes it possible to evaluate the potential effectiveness of any particular microscope architecture relative to the quantum limit for information per dose. In the case of phase imaging, we argue this limit is at least an order of magnitude beyond what is possible with aberration-free Zernike phase contrast.

I. INTRODUCTION

Transmission electron microscopes (TEMs) are versatile tools, essential to many fields of science, from material science to structural biology. While modern TEMs are capable of atomic resolution, a fundamental limitation remains: many samples are degraded by high energy electrons. For example, cryo-electron microscopy (cryo-EM) makes it possible to image biological molecules in their (ostensibly) native configuration, but these molecules are destroyed long before a high resolution image can be formed. It is possible to form a near-atomic-resolution reconstruction of the molecule using a technical called single particle analysis (SPA), whereby a large number of low resolution images are collected and then combined using a sophisticated algorithm. However, this laborious procedure can only be performed on large ensembles of identical particles heavier than about 40 kDa. Imaging of single protein instances can provide valuable insights into structural biology beyond SPA, but current techniques are constrained by the dose limit of TEM. A typical dose for cryo-EM is tens of electrons per square angstrom, and is often divided into multiple exposures. With such limited measurement resources, it is important to extract as much information as possible from each electron.

Quantum metrology is dedicated to pursuing the ultimate sensitivity of measurements allowed by quantum mechanics. This is made possible by developing formalism to calculate such limits and developing experimental means to achieve them in practice. In this perspective we comment on research that lies in the intersection of the two fields, whereby tools of quantum metrology are used to achieve the ultimate limits allowed by quantum mechanics in electron microscopy.

II. VISIONS OF A QUANTUM ELECTRON MICROSCOPE

In the context of quantum metrology, a ‘quantum’ enhanced measurement is generally one which uses a non-classical probe state to achieve lower error per measurement resource. Arguably the most important result of quantum metrology is that by using a probe of \( n \) particles prepared in an entangled state, it is possible to reduce measurement variance by a factor scaling like \( n^2 \) (the Heisenberg Limit) rather than like \( n \) (the Standard Quantum Limit). However, Heisenberg-limited measurements are only possible for lossless systems. In damage-limited TEM, where loss is intrinsic, what is the benefit of a quantum treatment? We will argue that there is a quantum limit for information per damage which an ideal, traditional TEM architecture cannot access. We will call any microscope which approaches this limit a Quantum Electron Microscope (QEM).

In optical microscopy, entanglement-enhanced measurements have been shown to increase imaging sensitivity and reduce damage. In principle, fermionic probes can also be enhanced using entanglement (and indeed, achieve the Heisenberg limit) by partitioning states with \( n \) electrons into \( k \) modes (where \( k > n \)). There has been no experimental demonstration of entanglement between free electrons, but free electrons have been entangled with other systems. One proposal for entanglement-enhanced TEM suggests using a flux qubit to coherently sum the phase shifts measured by a train of single electron pulses.

There have also been proposals which invoke quantum principles other than entanglement, such as interaction-free measurement (IFM). The simplest kind of IFM can be performed using a balanced interferometer as depicted in Fig. 1(A). The goal is to determine whether an opaque object \((S)\) has been placed in one of the interferometer arms. When \( S \) is absent, the interferometer is configured to have complete destructive interference at one output port \((D_1)\) and destructive interference at the other \((D_2)\). When \( S \) is present, there is a 50% chance that it will absorb each photon (a failed IFM) and a 25% chance that the photon arrives at \( D_2 \). A single photon detection at \( D_2 \) unequivocally establishes the presence of \( S \) while also precluding interaction with \( S \). The success probability can be increased arbitrarily close to unity using an asymmetric interferometer to repeatedly (weakly) interrogate the sample as shown in Fig. 1(B). IFM can be thought of in terms of the quantum Zeno effect where the obstructing object acts as a measuring device to freeze the coherent evolution of the probe.

---
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FIG. 1. (A) Elitzur-Vaidman bomb test with transparent (top) or opaque (bottom) sample $S$. (B) Elitzur-Vaidman bomb test with weak, repeated interrogations. This configuration is known as interaction-free measurement (IFM). (C) Multi-pass (MP) interferometry. (D) MP microscopy. For simplicity, the schematics in (B), (C), and (D) show multiple copies of the sample. In practice these measurements can be performed with a single copy by forming the optical axis into a loop. (E) Interferometer scheme compatible with entanglement-enhanced fermionic probes. The Pauli-exclusion principle is circumvented by using inter-mode correlations.

The first proposal for IFM in electron microscopy called for a scanning probe of 100 keV electrons confined in a hybrid Paul-Penning trap\textsuperscript{22}. The scheme relied on sample staining (with heavy atoms) to produce the high contrast necessary for efficient IFM, and predicted a reduction in sample damage by two orders of magnitude. In light of subsequent analysis, this seems overly optimistic\textsuperscript{23}. Furthermore, the high-contrast requirement excludes the most important applications for a QEM (e.g., imaging weak phase objects like proteins in vitreous ice). A later proposal was based on a more traditional TEM architecture with the addition of a coherent beam-splitter and ‘resonator’ (a re-imaging cavity with fast in/out-coupling optics) to allow multiple passes through the sample\textsuperscript{24}. It was also suggested that IFM could be used to measure a phase shift, but the proposal did not include a calculation of the efficiency of this technique relative to standard TEM. Recently, IFM was demonstrated for electrons with an efficiency of 14% using diffraction grating based beam-splitters [Fig. 1(A)] in a balanced interferometer\textsuperscript{25}.

A well-known method for enhancing sensitivity in measurements of a static phase shifts involves simply passing the probe through the sample $m$ times before detection [see Fig. 1(C)]. Such sequential or multi-pass (MP) measurements have been shown to be quantum-optimal\textsuperscript{26,27} and proposed as a substitution for entanglement in interferometric measurements\textsuperscript{28,29}. The idea can also be applied to full-field imaging, where it is known as MP microscopy\textsuperscript{28,31}. In this technique [see Fig. 1(D)], a probe is re-imaged $m$ times onto the specimen, thereby enhancing the phase shift accrued by a factor of $m$. This results in an increase of the signal-to-noise ratio (SNR) by a factor of $m$, or by a factor $\sqrt{m}$ at constant damage. Unlike IFM, a MP microscope does not require a beam-splitter. Nevertheless, for weakly scattering samples, there is a strong physical analogy between full-field MP and interaction-free measurements. The specimen in a MP microscope heuristically acts like a beam-splitter, scattering and combining the beam with each pass. The result is an increase in the probability of detecting the presence of a scatterer (through an elastic interaction) relative to the probability of causing damage (through an inelastic interaction).

There have also been proposed solutions to a more specialized measurement scenario where the goal is to identify the sample from a finite list of structural hypotheses. The corresponding problem in quantum metrology is called quantum state discrimination (QSD). In the simplest case, where the position and orientation of the sample are known and losses are negligible, it is possible to distinguish between two phase objects in a single shot using an entangled probe\textsuperscript{32} or a MP measurement with a single probe particle\textsuperscript{33}. The key to applying QSD to TEM is inventing optics for projecting into an optimal measurement basis. When the position and orientation are known, a single phase mask may be sufficient\textsuperscript{34}. When the orientation is unknown, efficient discrimination is still possible by using a sequence of diffractive elements to measure in an orbital angular momentum basis\textsuperscript{35}. An efficient strategy for QSD when both the position and orientation are unknown has yet to be proposed.

A number of projects are underway to turn some of the conceptual innovations described in this section into proof-of-principle devices. How can we know whether any of these schemes have the potential to saturate the quantum limit for dose-limited information? In the next section, we map the problem of phase imaging in TEM onto phase estimation in quantum metrology.
III. ELECTRON MICROSCOPY AS A QUANTUM METROLOGY PROTOCOL

The paradigmatic approach to quantum metrology begins by describing the unknown degrees of freedom in the sample using a parameter vector $\Theta = [\theta_0, \ldots, \theta_n]$. If the purpose of the measurement is to image a completely general phase object, the parameter values could represent the projected atomic potential $V(\mathbf{r}) = \int dz V(z, \mathbf{r})$ at each transverse coordinate $\mathbf{r}$ or the amplitude of the Fourier coefficients of $V$ for each spatial frequency $k$. It is often possible to reduce the dimension of $\Theta$ using prior information about the sample. For single particle analysis, $\Theta$ may describe the species and coordinates of each atom in a model particle and the positions and orientations of each (hypothetically identical) particle in the field of view. When measuring summary material properties like a lattice constant, average grain size, or vacancy populations, $\Theta$ may be scalar.

A metrological protocol for estimating $\Theta$ consists of four steps.

1. Create a probe in (mixed) state $\rho$.

2. Interact the probe with the sample represented by transmission function $S_\Theta$ to produce output state $\rho_\Theta = S_\Theta(\rho)$.

3. Project the output state onto a set of $d$ detectors using transfer function $T$ to produce intensities $I_j = \langle j | T(\rho_\Theta) | j \rangle$.

4. Analyze $I$ using a set of estimating functions (estimators) $\hat{\Theta}$.

The standard way to formally optimize this protocol is by minimizing a cost function

$$C = \mathbf{w} \cdot \text{Var}(\hat{\Theta}) = \sum_i w_i \text{Var}(\hat{\theta}_i),$$

where the weights $w_i$ define the relative value of information about each parameter. We may use a non-uniform weighting, for example, to prioritize the high spatial-frequency information which tends to degrade more quickly as a result of radiation damage.

The information $I_i$ contained in $I$ about $\theta_i$ is related to the minimum measurement variance achieved using an optimal (and unbiased) estimator. Similarly, the information $J_i$ available in $\rho_\Theta$ about $\theta_i$ is related to the maximum $I_i$ achieved by using an optimal transfer function. The quantities $I_i$ and $J_i$ are called the Fisher Information (FI) and Quantum Fisher Information (QFI), respectively. They are related to the measurement variance by the Cramér-Rao Bound (CRB) and the Quantum CRB (QCRB)

$$\text{Var}(\hat{\theta}_i) \geq \frac{1}{N I_i(\Theta, \rho, T)} \geq \frac{1}{N J_i(\Theta, \rho)},$$

where $N$ is the number of independent measurements. It is worth noting that the FI and QFI have units of inverse variance rather than bits. However, like the more traditional notion of information (i.e., entropy) and unlike figures of merit such as contrast and resolution, the FI and QFI from independent measurements are additive. The utility of this formalism comes from explicit formulae for the FI and QFI, which establish optimization benchmarks for $\Theta$ and $T$, respectively.

Given a model for $I$ as a function of $\Theta$, the FI is

$$I_i = \sum_j \frac{1}{J_j} \left( \frac{\partial}{\partial \theta^j} I_j \right)^2$$

and in the special case that the probe is a pure state $\rho_\Theta = \psi$, the QFI is

$$J_i = 4 \left\langle \frac{\partial}{\partial \theta^j} \psi \right| \frac{\partial}{\partial \theta^j} \psi \right\rangle - 4 \left\langle \frac{\partial}{\partial \theta^j} \psi \right| \psi \right\rangle^2.$$

As an example, consider a sample with transmission function $S_\Theta(\rho) = \exp(i\phi(\mathbf{r})) |\mathbf{r}\rangle \langle \mathbf{r}| \rho$ where $\phi(\mathbf{r}) = aV(\mathbf{r})$, $a$ is an interaction constant depending on the beam energy (derivable from the WKB approximation), and $V(\mathbf{r}) = \sum_k k \cos(\mathbf{r} \cdot \mathbf{k})$. Suppose we use a pure, plane wave probe and the projection optics are described by transfer function $T(\rho) = F^{-1} \{ \exp(i\chi(|k|)) F(\rho) \}$ which implements a radially-symmetric phase mask in the back focal plane of the objective lens. In the weak phase object approximation (WPOA, $\phi(\mathbf{r}) \ll 1$)

$$I_i = 4a^2 \sin^2(\chi(|k_i|) - \chi(0)) = 4a^2 C(|k_i|)^2,$$

where $C(|k|)$ is the phase contrast transfer function (CTF) as it is typically defined for TEM. The QFI can be calculated using equation (4) or by optimizing $\chi$ by inspection. Regardless of the weighting $\mathbf{w}$, the optimal transfer function has $\chi(|k|) - \chi(0) = \pi/2$ for all $k$, corresponding to Zernike phase contrast (ZPC) and $J_i = 4a^2$.

When the WPOA cannot be applied, each spatial frequency component of $V$ may generate contrast at many spatial frequencies at the detector (i.e., a strong phase grating scatters to many angles). In this case, to account for possible covariance between measurements of $\theta_i$ and $\theta_j$, the FI and QFI can be formulated as matrices $I_{ij}$ and $J_{ij}$. Then CRB and QCRB provide lower bounds for the covariance matrix $\Sigma(\hat{\Theta})$. In general, the optimal transfer function depends on $\mathbf{w}$ and the particular value of $\Theta$. For example, a Zernike phase plate produces negligible contrast when the majority of the probe is scattered.

While ZPC produces an apparently ideal CTF in the WPOA, more information is attainable using more general measurements. If the probe is passed through the sample $m$ times or includes $n$ maximally entangled particles, the QFI can improve by a factor as large as $m^2$ or $n^2$ (or both can be done at once). In principle, the information per probe particle is unbounded, however the
initial uncertainty in the sample phase is also amplified, essentially causing $2\pi$ ambiguities. In practice, $m$ and $n$ should be initially chosen to avoid this, and can be increased as the variance of intermediate estimates of the phase decreases.

So far our model has not included loss and damage. As we will show, the total loss will generally affect the optimal measurement parameters (e.g., $m$ or $n$). Damage, which is associated with inelastic scattering in the sample, will limit the total number of probes $N$. Some inelastic interactions preserve partial spatial coherence in the probe (e.g., plasmon scattering), so they retain some value for phase estimation. However, for highly localized interactions (e.g., chemical bond breaking), the sample presumably receives enough which-way information to destroy all interference at the detector. For simplicity, we will assume that inelastically scattered electrons contain no information about the sample phase and can be filtered from the imaging beam before they arrive at the detector or return to the sample (in a MP measurement). With this assumption, inelastic scattering in electron microscopy is similar to absorption in photon microscopy.

For measurements of a single phase shift with transmissivity $\eta$, MP and NOON state measurements are optimal (producing the maximum QFI) at fixed $n \times m$ when $\eta$ is high\(^{19}\). However, with damage as the measurement resource, MP and NOON states are sub-optimal. It has been shown that for the measurement of a lossy phase shift using photons, the QFI per absorbed photon is bounded by\(^{19}\)

$$\xi \leq \xi_{QL} = \frac{4\eta}{(1 - \eta)^2}. \quad (6)$$

The calculation of $\xi_{QL}$ does not rely on bosonic particle statistics\(^{20}\), so it also bounds measurements performed with electrons (note the bound applying to an estimate of $V = \phi/a^2$ is scaled by $a^2$). The bound can be saturated by squeezed states\(^{20}\) (which can be formed with fermionic probes using inter-mode entanglement\(^{20}\)). Due to the great technical challenge of forming such states using free electrons, it is worth considering whether other measurements can approach this bound.

MP and NOON state measurements produce the same amount of information when $n = m$, however they inflict a different dose on the sample. If all loss is due to inelastic scattering in the sample, the dose is $1 - \eta^m$ for a MP measurement and $n(1 - \eta)$ for a NOON state measurement. When $\eta \sim 1$, $\xi_{NOON} \lesssim \xi_{QL}/e = 0.38\xi_{QL}$ for optimal $n$ and $\xi_{MP} \lesssim 0.65\xi_{QL}$ for optimal $m$. An IFM architecture can be used to perform a still more efficient measurement. While the standard scheme uses a beam-splitter with transmissivity $\tau = \sin(\pi/2m)^2$, we have found the dose efficiency is improved by setting $\tau \ll (\pi/2m)^2$, in which case $\xi_{IFM} \gtrsim 0.9\xi_{QL}$. By changing $\tau$ each pass according to

$$\tau_k = \epsilon \left(\frac{m}{n}\right)^k \quad (7)$$

with $\epsilon \ll 1$, IFM can saturate the quantum limit. Fig. 2 shows $\xi/\xi_{QL}$ for each of these measurements as a function of $\eta$.

In order to ground this discussion in quantities more familiar to electron microscopy, we can write $\xi$ in terms of elastic and inelastic scattering cross sections. We will focus on MP measurements, which would likely be the simplest to implement. Using the WPOA, the probability of elastic scattering is $\tau_n\sigma^e(m) = m^2a^2\langle \Delta V^2 \rangle$ where $\langle \Delta V^2 \rangle$ is the spatial variance in atomic potential, $t$ is the sample thickness, and $\sigma^e(m)$ is the effective $m$-pass elastic scattering cross section for scatterers with number density $n_s$. The probability of inelastic scattering is given

\[
\begin{array}{cccc}
\text{Single Pass} & \text{NOON} & \text{Multi-Pass} & \text{Squeezed} \\
 J & 4\eta a^2 & 4\eta m a^2 & 4\eta m a^2 & 4\eta a^2 \\
 \xi(\eta = 0.9) & 36 & 3.9\xi_{SP} & 6.4\xi_{SP} & \leq 10\xi_{SP} \\
 \xi(\eta = 0.95) & 76 & 7.5\xi_{SP} & 13\xi_{SP} & \leq 20\xi_{SP} \\
 r(\eta = 0.9) & 20 A & 10 A & 7.9 A & \geq 6.3 A \\
 r(\eta = 0.95) & 20 A & 7.7 A & 5.5 A & \geq 4.5 A \\
\end{array}
\]

FIG. 2. Fisher information per dose, $\xi$, relative to the quantum limit $\xi_{QL}$ for estimation of a single lossy phase shift. At high transmissivity $\eta$, a single-pass measurement with a classical probe (SP) attains only a small fraction of the information available from more general measurements. Multi-pass (MP) and NOON state measurements offer a significant improvement when the number of passes ($m$) or probe particles ($n$) is optimized. The quantum limit can be saturated using a squeezed gaussian probe (SQZ) or using a sequence of weak interactions with a single-particle probe (IFM).
by \( tn_s \sigma^{(m)}_i = 1 - \eta^m \), so we have

\[
\xi_{\text{MP}} = \frac{4}{(\Delta V^2)} \zeta^{(m)}, \tag{8}
\]

where

\[
\zeta^{(m)} = \eta^m \sigma^{(m)}_i \sigma^{(m)}_i \tag{9}
\]

is the MP generalization of the information coefficient introduced by Peet et al.\(^{22}\) It is a convenient figure of merit because it depends only on material properties rather than the particular configuration of the sample. It also has a straightforward interpretation: when \( \zeta^{(m)} > 1 \), each measurement has a greater chance of detecting a scatterer (probability \( \eta^m \sigma^{(m)}_i \)) than damaging it (probability \( \sigma^{(m)}_i \)). If we imagine the scatterer acts like an Elitzer-Vaidman bomb\(^{23}\) and is destroyed by a single inelastic event, then, assuming post-selection is possible (by registering inelastically scattered electrons), the probability of a counterfactual (guaranteed damage-free) detection is

\[
P_{\text{CF}} = \frac{\zeta^{(m)}}{1 + \zeta^{(m)}}. \tag{10}
\]

In Fig. 3 we plot various quantities associated with the multi-pass information coefficient. Fig. 3(A) shows the effective elastic cross section \( \sigma^{(m)}_e \) and effective inelastic cross section \( \sigma^{(m)}_i \) vs. beam energy for amorphous carbon. We calculate \( \sigma^{(m)}_e \) using a theoretical relationship proposed by Langmore and Smith\(^{24}\). Values for \( \sigma^{(m)}_i \) are taken from the Estar database\(^{25}\). In (B), we calculate \( \zeta^{(m)} \) vs. beam energy for a sample 10 nm thick. In (C) we show the energy which maximizes \( \zeta^{(m)} \). The optimal energy \( E \approx 830 \text{ keV} \) seems to be mostly independent of \( t \). Finally, (D) shows the probability of a successful counterfactual detection of a scatterer. To obtain \( P_{\text{CF}} > 0.75(0.9) \) using a MP measurement, the sample thickness must be \( t < 22(7) \text{ nm} \). Using a quantum-limited measurement, the requirement is \( t < 33(12) \text{ nm} \).

We can also use a MP measurement to increase the dose efficiency of phase object discrimination. An optimal single pass measurement for discriminating between output wavefunctions \( \psi_A \) and \( \psi_B \) has success probability equal to the Helstrom Bound\(^{26}\)

\[
P_s = \frac{1}{2} + \frac{1}{2} \sqrt{1 - 4P_A P_B |\langle \psi_A | \psi_B \rangle|^2}, \tag{11}
\]

where \( P_A \) and \( P_B \) are the \emph{a priori} probabilities of \( A \) and \( B \). Taking into account the finite transmissivity of the sample, the MP generalization Helstrom Bound is

\[
P^{(m)}_s = \sum_{N=0}^{N} \eta^m N^N (1 - \eta^m)^{N-N'} \left( \frac{N}{N'} \right) P^{(m)}_{s}(N'). \tag{12}
\]

As an example, suppose we are using a Mach-Zehnder interferometer to categorize an atom as being either species \( A \) or \( B \) (with prior probabilities \( P_A = P_B = 0.5 \)). We’ll assume the difference in the phase shifts caused by the two species is \( \Delta \phi = 0.05 \) and also that \( \eta = 0.98 \). Then we can achieve \( P_{\text{success}} \geq 0.9 \) using either \( N = 418 \) single pass measurements or \( N = 3 \) electrons passed through the sample \( m = 14 \) times each. The single pass method causes, on average, 8.4 inelastic interactions while the MP method causes 0.7 inelastic interactions.

IV. HOW GOOD CAN QEM BECOME?

In his 2016 commentary\(^{23}\) ‘How good can cryo-EM become?’, Glaeser discusses improvements in sample preparation, cameras, and phase contrast techniques that could bring cryo-EM performance to the estimated theoretical limit for a traditional microscope column. He also wondered whether the various proposals for QEMs, which at the time made vague promises about their potential advantage, could save “true single-particle electron microscopy”. Based on our analysis, quantum-limited cryo-EM would yield 10-20 times more information per dose, or 3-4 times better resolution. This would be a significant advancement, but still insufficient for damage free imaging of a single molecule at atomic resolution. However we have made a number of assumptions which could hide the potential for further improvement.

We have not yet emphasized the potentially significant differences between measuring a single phase shift and measuring many simultaneously. In a MP measurement, a transformation could be applied between each pass, modulating the intensity of the beam in a way which could depend on previous interactions with the sample. This ‘incremental phase contrast’ could be especially important in an application like cryo-EM, where the allowable dose can vary throughout the field of view. The structure of the vitreous ice background, for example, need not be preserved. Additionally, the intensity pattern of the initial probe could also be adaptively adjusted between each measurement. This would be similar to adaptively adjusting the dwell time in scanning TEM, which is estimated\(^{23}\) to reduce the required dose by a factor of 10.

Another assumption worth examining is that inelastically-scattered electrons carry no useful information. As discussed in the previous section,
FIG. 3. (A) Elastic (solid) and inelastic (dashed) scattering cross sections vs. beam energy for \( m \) passes through a thin (\( \eta \sim 1 \)) sample. Notice \( \sigma_e^{(m)} \gtrsim \sigma_i^{(m)} \) for \( m \gtrsim 4 \). (B) Information coefficient, \( \zeta^{(m)} \), vs. beam energy for various \( m \) assuming a sample thickness of \( t = 10 \) nm. The optimal electron energy is higher for larger \( m \). (C) Beam energy which maximizes the information coefficient as a function of sample thickness. Regardless of the sample thickness, the optimal energy (when jointly optimized with \( m \)) is near 830 keV. (D) Probability of a successful counterfactual detection of a scatterer at the optimal beam energy for various sample thicknesses. The dotted line represents the quantum limit.

post-selection by detection of inelastically-scattered electrons could reveal when and where the sample has been damaged. This would make it possible to expose a sample region of size \( R \) precisely until it has been damaged. Taking advantage of this information would require a detailed model of the possible damage processes to determine an appropriate size for \( R \).

As an example, suppose it takes 10 counter-factual detections to identify a region. Using the data from Fig 3 a 20 nm-thick sample has a \( P_{\text{CF}} = 0.72(0.8) \) for optimal MP(IFM) and \( P_{\text{CF}} = 0.23 \) for a single pass. Then the chance of a non-destructive MP(IFM) identification is \( (P_{\text{CF}})^{10} = 4\% (10\%) \) compared to \( 4 \times 10^{-5}\% \) for a single pass.

In addition to acting as heralds of damage, inelastically-scattered electrons could provide extra image contrast. While they may be unable to directly contribute to the phase contrast image, it is possible they could be filtered out and measured with a different protocol. For example, they could contribute to a dark-field image, perhaps after being deflected to a second detector. Assuming mean free paths \( \lambda_{\text{ice}} \approx 300\) nm and \( \lambda_{\text{protein}} \approx 150\) nm at beam energy 300 keV, the scattering contrast for a 10 nm thick protein is less than 2% for 1 pass and 26% for 16 passes. In addition, when the electron source is subject to Poisson noise (contrary to our assumption in section II), detection of inelastic electrons could mitigate the extra error.

Many of these more speculative techniques would require advances in both hardware and theory. Perhaps in the distant future electron microscopes will use deterministic sources of arbitrary multi-electron quantum states. However, as we have discussed, we can mostly saturate the quantum limit with a classical probe. In order to do that, we would need fast-switching electron optics in order to build a MP TEM column. A number of designs have been proposed for electron resonators using gated electron mirrors. Another critical electron optic is a spatial phase modulator, variations of which are currently being demonstrated.

Compared to photon microscopy, which is subject to an endless proliferation of design, innovation in electron microscopy is slow. However, the perspective afforded by quantum metrology could motivate more ambitious microscope schemes. There may also be a reciprocal effect on the field of quantum metrology, which could discover a rich new space of applications where damage (rather than probe size) is the limiting resource.
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