Critical Regularizations for Neural Surface Reconstruction in the Wild
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Abstract

Neural implicit functions have recently shown promising results on surface reconstructions from multiple views. However, current methods still suffer from excessive time complexity and poor robustness when reconstructing unbounded or complex scenes. In this paper, we present RegSDF, which shows that proper point cloud supervisions and geometry regularizations are sufficient to produce high-quality and robust reconstruction results. Specifically, RegSDF takes an additional oriented point cloud as input, and optimizes a signed distance field and a surface light field within a differentiable rendering framework. We also introduce the two critical regularizations for this optimization. The first one is the Hessian regularization that smoothly diffuses the signed distance values to the entire distance field given noisy and incomplete input. And the second one is the minimal surface regularization that compactly interpolates and extrapolates the missing geometry. Extensive experiments are conducted on DTU, Blended-MVS, and Tanks and Temples datasets. Compared with recent neural surface reconstruction approaches, RegSDF is able to reconstruct surfaces with fine details even for open scenes with complex topologies and unstructured camera trajectories.

1. Introduction

Surface reconstruction from multiple calibrated views is one of the key tasks in 3D computer vision. Traditionally, the task is solved by first estimating a point cloud from images by multi-view stereo (MVS) [1, 4, 22, 26], and then extracting a triangular mesh from the point cloud [8, 11, 14]. Recently, neural implicit surface reconstruction also shows comparable or even better results especially for textureless and non-Lambertian surfaces. These methods apply multi-layer perceptrons (MLP) to map a space coordinate to different geometry properties, such as density [16], occupancy [17] or signed distance to the nearest surface point [25, 28, 29, 31]. The MLP can be fit into explicit geometry representations such as contour masks [17, 29], depth maps [31] and point clouds [23], or can be further optimized with the scene appearance through differentiable rendering [16–18, 25, 28–30].

However, it is still a challenging task to conduct surface reconstruction in the wild. First, textureless or non-Lambertian surfaces, which exist in real-world scenes, are hard to be recovered even for learning-based methods. Second, camera trajectories of real-world data may be unstructured instead of object-centric. In traditional mesh reconstruction pipelines, although multi-view stereo [22, 26] has been proven to be effective for a variety of different scenes, the reconstructed point cloud inevitably suffers from missing or noisy geometries, which are difficult to be corrected in later mesh extraction steps. On the other hands, recent neural surface methods [16, 18, 25, 28] is able to generate surfaces directly from multi-view images. However, the operation of volumetric rendering [16, 18, 25, 28] with implicit functions is time-consuming, and those methods are originally designed for reconstructions of object-centric captures rather than open scenes with unstructured camera trajectories.

In this paper, we propose RegSDF, a neural framework for surface reconstruction from multi-view images for a broad variety of scenes. Implementation-wise, we choose a signed distance field (SDF) as the geometry representation and a surface light field as the appearance model to generate rendered images for network training. To take advantages of well-established MVS pipelines, we additionally apply an oriented point cloud from MVS as input to our reconstruction, where the SDF will be fit into observed data points and also normal directions. Two critical regularizations, namely the Hessian regularization of second derivatives and the minimal surface constraint, are proposed for robust neural surface reconstruction. The Hessian regularization is designed to let the signed distance value smoothly
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diffuse to the entire signed distance field, which is important for reconstructing complete surface from incomplete and noisy point clouds. Meanwhile, the minimal surface regularization is introduced to compactly interpolate holes and extrapolate missing parts in the implicit surface. We show in experiments that the proposed two regularizations, along with the point cloud supervision, are sufficient to produce high-quality and robust reconstruction results from multi-view images.

The proposed method has been evaluated on DTU [6], BlendedMVS [27], and Tanks and Temples [10] datasets. We show by both qualitative and quantitative results that our method outperforms other neural implicit surface reconstruction systems by higher surface accuracy, stronger generalization ability to complex scenes, and shorter training time. Also, compared with traditional meshing methods, the proposed framework is robust against point cloud noise and can produce realistic rendered images.

2. Related Works

Differentiable rendering. Differentiable rendering jointly optimizes all scene parameters including the geometry by inverting the rendering process. In this section we only review neural-based methods. There are two lines of works on the neural differentiable rendering, based on respectively radiance field [16] and surface light field [29].

The radiance field representation assumes that radiance is emitted from all space points and applies the volumetric rendering [16, 18, 25, 28] to synthesize images. A soft density field is applied to represent the geometry of the scene. The density value could be further interpreted as occupancy [18] or signed distance [25, 28] for explicit geometry regularizations. There are two major drawbacks of volumetric rendering based methods. First, it is difficult to accurately extract the surface from the soft density field. Second, the volume rendering requires expensive MLP sampling along the viewing ray.

The surface light field representation follows the assumption that lights are reflected from a opaque geometry surface. For example, DVR [17] regards the object surface as the zero-crossing interval of the occupancy field, and applies root-finding such as the secant method to find the surface intersection. This process can be accelerated in SDF-based methods [29, 31] by using sphere tracing. However, such methods can only optimize the surface locally, and additional geometric supervisions like masks or depth maps are required as inputs. As a result, the quality of the surface output will depend on the input data quality. In this paper, we show that proper regularizations, including supervision on second order derivatives and minimal surface constraint, is able to robustly optimize the geometry even for incomplete or missing point cloud inputs.

Neural implicit surface reconstruction. Recent neural surface reconstruction methods apply MLPs to represent geometries as implicit density field [16], occupancy field [15, 17, 18, 20, 21, 24] or signed distance field [9, 12, 13, 19, 23, 25, 28, 29, 31]. The neural surface can be initialized by intermediate geometry representations such as masks, depth maps and point clouds, and can be further optimized with the scene appearance by differentiable rendering.

Neural implicit surface reconstruction has several advantages over traditional pipelines. First, as the surface is directly modeled and optimized, the final result is optimal with respect to input images, while traditional pipelines produce sub-optimal results through lossy conversions from depth maps to point cloud, and then to triangular meshes. Second, the neural appearance representation can naturally model the view dependent appearance, which is suitable for modeling and reconstructing non-Lambertian surfaces. Inspired by recent works [29, 31], we apply the SDF and surface light field to represent the geometry and appearance of the scene.

Geometry supervision for neural surface. Previous works introduce intermediate geometry representations to directly guide the implicit function or provide rough geometric prior. DVR [17] and IDR [29] take object masks as inputs to supervise object silhouettes during the network optimization. However, it is difficult to automatically estimate perfect masks for input images, and the silhouette information is not adequate for recovering concave geometries in the scene. MVSD [31] introduces depth maps from MVS and use SDF fusion to directly supervise the SDF in the whole space, but the method still suffers from incompleteness and noises, making the system unstable for unstructured inputs or complex scenes. In contrast, our methods apply oriented point cloud as inputs, but also takes advantages of input images to refine fine detail geometries in the surface.

Traditional implicit surface reconstruction. Traditional methods [2, 7, 8] use volumetric representations like octrees to store occupancy or signed distance fields in space. Function values and their derivatives are fit to the input data and the Marching Cubes [14] algorithm is applied to extract surfaces as a level set. These methods can generate triangular meshes with fine details with affordable memory consumption. However, volumetric representation has no intrinsic smoothness compared to neural representation so it is more sensitive to noisy point clouds. Also, octrees are hard to naturally expand to places without observed data points, resulting in missing surfaces when input point clouds are incomplete. Finally, the volumetric representation is hard to model the view-dependent color of the surface, making it hard to optimize for non-Lambertian surfaces. In contrast, neural representation is robust against noisy or missing data, and could be optimized with view-dependent appearance models for realistic view synthesis.
3. Method

3.1. Geometry and Appearance Representations

Our geometry and appearance modelling, and the construction of differentiable surface intersections closely follow the works in [29, 31]. We define the surface $S$ as the zero level set of a Signed Distance Function $f$ represented by a MLP with network of parameters $\theta$. Let $\Omega \subseteq \mathbb{R}^3$ be the domain of the scene bounding box. The network function $f : \Omega \rightarrow \mathbb{R}$ takes a space location $x$ as input and yields the distance from the query location to the nearest surface point. Following the previous level set method [32], we assume $f$ is Lipschitz continuous. The scene interior $\mathcal{V}$ is represented as

$$\mathcal{V} = \{ x \in \Omega \mid f(x; \theta) < 0 \},$$

and the surface $S$ as

$$S = \partial \mathcal{V} = \{ x \in \Omega \mid f(x; \theta) = 0 \}. \quad (1)$$

And the appearance is modeled as a surface light field represented by another MLP $g$ with network parameters $\phi$. The network $g : \mathbb{R}^3 \rightarrow [0, 1]^3$ takes an intersection point $x$ on surface, the unit normal vector of the point $n$, and the unit view direction vector $v$ as inputs, and yields the RGB color of this surface point $c$:

$$c = g(x, n, v; \phi),$$

where $x \in S$ and the normal can be auto-differentiated from the SDF as $n = \nabla_x f(x; \theta)$.

The intersection points are obtained by sphere tracing algorithm and is not differentiable with respect to the network parameters $\theta$. To construct a differentiable version $x(\theta)$, we can differentiate both sides of $f(x(\theta); \theta) = 0$ with respect to $\theta$ and rearrange the terms. Given the current SDF network parameters $\theta_0$, unit view direction vector $v$ and the intersection point $x_0$, the differentiable surface intersection $x(\theta)$ is derived as:

$$x(\theta) = x_0 - \frac{f(x_0; \theta) - f(x_0; \theta_0)}{\nabla_x f(x_0; \theta_0)} v,$$

where $f(x_0; \theta_0)$ and $\nabla_x f(x_0; \theta_0)$ are constants.

3.2. Data Term

The proposed method additionally takes as input the oriented point cloud from an MVS network. We first generate point clouds without normal by Vis-MVSNet [30], estimate the point cloud normals by principle component analysis for the neighborhood of each point, and align the normal according to camera positions.

The resulted point cloud can serve as a reliable geometric guidance because they are properly filtered in the MVS step, and interior/exterior of the object can be disambiguated by the normal.

**Surface points.** At the locations of data points, their signed distance are expected to be zero, and surface normals are expected to agree with the data points. Let $x_d \in \mathcal{D}$ be all the data points, $n_d$ be the unit normal vector of the data points, the data loss is given as

$$L_D = \frac{1}{|\mathcal{D}|} \sum_{x_d \in \mathcal{D}} \lambda_d |f(x)| + \lambda_n (1 - \frac{n_d \cdot \nabla f(x)}{\|\nabla f(x)\|}),$$

where $\lambda_d$ and $\lambda_n$ are the weights for distance term and normal term.

**Boundary.** We also want to obtain the distance far away from the surface as an additional boundary condition. Camera centers are good choices because cameras must be located in free space and the sign of their distances can be determined. If the camera centers are not inside the bounding box $\Omega$, we consider the first intersection of the view lines with $\Omega$. Denote these points as boundary points $x_B \in \mathcal{B}$. For each $x_B$, we find its nearest neighbor in the point cloud $x^{nn}_B \in \mathcal{D}$ with unit normal vector $n^{nn}_B$. The distance between $x_B$ and its nearest oriented data point $x^{nn}_B$ is derived as

$$d(x_B) = |(x_B - x^{nn}_B) \cdot n^{nn}_B|,$$

and the boundary loss $L_B$ is the L1 loss between $f(x_B)$ and $d(x_B)$.

Although we can calculate signed distances for any $x \in \Omega$ as $d(x) = (x - x^{nn}) \cdot n^{nn}$, these distances are unreliable because point clouds from MVS may have missing points so that the real nearest point cannot be found in the input. Fig. 1 shows two examples that distances may have wrong sign or value. However, these problems are not severe for boundary points who have determined sign and are far from the surface.

3.3. Regularization

In this section, we introduce the regularization that smoothly and compactly interpolates and extrapolates distance values away from data points. In each optimization iteration, we uniformly draw samples $x_R \in \mathcal{R} \subseteq \Omega$ from the bounding box and do the following regularization.
**The gradients.** The gradient magnitude is governed by the Eikonal equation \( \| \nabla f(x) \| = 1 \) in the whole space as in [29, 31]. The Eikonal loss \( L_E \) would therefore expect the gradient magnitude to be 1 in the whole space for the signed distance field without truncation, it is defined to be summed up over all the random samples and normalized by the number of samples as

\[
L_E = \frac{1}{|R|} \sum_{x \in R} \| \nabla f(x) \| - 1.
\]

The gradient directions are expected not to change rapidly. Following [2], we encourage the small second order derivatives everywhere in space and can define a loss using the second order derivatives as Hessian matrix \( H \):

\[
L_H = \frac{1}{|R|} \sum_{x \in R} \| H f(x) \|_1,
\]

where \( \| \cdot \|_1 \) is the element-wise matrix 1-norm.

The smoothness of gradients/normals is also introduced in previous works [18] by minimizing the difference of normals between a surface point and a sample within its neighborhood. Instead of the discrete approach, we calculate analytical Hessian matrices by further back-propagating the gradient computation graph.

This regularization leads to two observations. First, the distance values that are properly supervised by the data terms can diffuse to the whole space. As results, we obtain correct distance value away from the surface, and incompleteness of the input can be interpolated. Second, the surfaces with supporting data points are smooth to avoid overfitting the noise in the input.

**The minimal surface.** The surface areas without supporting data points need to be interpolated or extrapolated. The Hessian loss tends to preserve surface normals and extends the existing surfaces as planes. But when the missing surfaces are non-planar or when we want to close a cluster of single-sided point cloud, the extra surfaces may overshoot. Moreover, when the scene is not watertight, the surface between object and the boundary of bounding box is random. Inspired by an active contour method in 2D [3], we would expect the resulted surface to have minimal total area so that the interpolated and extrapolated surfaces are compact, which is illustrated in Fig. 2.

According to Eq. 1, the volume of the interior can be calculated by

\[
\text{volume}(V) = \int_{\Omega} H(f(x; \theta)) dx,
\]

area of the implicit surface can be calculated by:

\[
\text{area}(S) = \int_{\Omega} \| \nabla H(f(x; \theta)) \| dx
\]

\[
= \int_{\Omega} \delta(f(x; \theta)) \| \nabla f(x; \theta) \| dx,
\]

where \( H \) is the Heaviside function and \( \delta \) is the Dirac function. Because \( f \) is an SDF, \( \| \nabla f(x; \theta) \| = 1 \) and can be omitted. In practice, we use a regularized Dirac function \( \delta_\epsilon \) and calculate the integration in a Monte Carlo manner. The minimal surface loss is given by:

\[
L_M = \frac{1}{|R|} \sum_{x \in R} \delta_\epsilon(f(x)), \text{ where } \delta_\epsilon(z) = \frac{\epsilon \pi^{-1}}{\epsilon^2 + z^2}.
\]

We set the parameter \( \epsilon \) controlling the sharpness of the peak to \( \epsilon = 10 \) in practice.

**3.4. Differentiable Rendering**

Similar to recent differentiable rendering methods, we re-render the input images and minimize the difference. In each iteration, we randomly sample pixels \( p \in I \) with ground truth color \( c_p \). For each pixel, we first find the surface intersection \( x_p^I \in S \) along the view direction \( v_p \) by sphere tracing. Then we calculate the normal \( \boldsymbol{n}_p^I = \nabla f(x)_{x = x_p^I} \) and construct a differentiable intersection \( x_p^I(\theta) \) by Eq. 2. Now the color of \( p \) can be determined by evaluating the surface light field \( g \) with the above inputs and the render loss is given as

\[
L_R = \frac{1}{|I|} \sum_{p \in I} \| c_p - \hat{c}_p \|_1,
\]

where \( c_p = g(x_p^I(\theta), \boldsymbol{n}_p^I, v_p) \).

The render loss jointly optimizes the geometry and the appearance. It can recover surface details and refine the interpolated surfaces.

**4. Experiments**

**4.1. Implementation**

**Point cloud generation.** We use the pre-trained Vis-MVSSNet [30] to generate the point cloud. Hyper-parameters, including number of source views \( N_v \), proba-
bility threshold \( p_t \) and number of views for geometric consistency \( N_f \), are set according to different datasets. We use \( N_v = 5, N_f = 3, p_t = (0.6, 0.7, 0.8) \) for DTU, \( N_v = 7, N_f = 3, p_t = (0.6, 0.7, 0.8) \) for BlendedMVS, and \( N_v = 20, N_f = 3, p_t = (0.3, 0.4, 0.3) \) for Tanks and Temples. Normals of point clouds are calculated by PCA for local point clusters by Open3D [33]. Finally point clouds are downsampled to have roughly uniform density, where the target density is selected as the 90\% percentile of the inter-point distance of the original point cloud.

**Network architecture.** Following [29, 31], we use an 8-layer MLP with 512 hidden units and a skip connection in the middle to represent the SDF and a similar 4-layer MLP as the surface light field. Point locations and view directions are enhanced by Positional encoding [16] with 6 and 4 octaves respectively before fed into the networks. The SDF network additionally outputs a 256-channel location descriptor which is then fed into the surface light field.

**Initialization.** Previous methods usually initialize the SDF to roughly form a sphere. However, this initialization is not appropriate for geometries with arbitrary topologies. Instead, we follow [5] and apply a more general initialization to preserve a uniform distribution \( U(-1, 1) \) from inputs.

**Loss weights.** The final loss is a weighted sum of the above mentioned losses: \( L = \lambda_0 L_D + \lambda_B L_B + \lambda_E L_E + \lambda_H L_H + \lambda_M L_M + \lambda_R L_R \). Also, there are also additional weights \( \lambda_d \) and \( \lambda_n \) inside \( L_D \). If not otherwise specified, we empirically set \( \lambda_d = \lambda_n = \lambda_D = \lambda_E = \lambda_R = 1 \) and \( L_E = 0.1 \), \( L_H = L_M = 0.01 \) in our experiments.

**Training.** The network is trained with a batch size of 8 for 1800 epochs for each DTU and BlendedMVS scene, or 600 epochs for each Tanks and Temples scene. The initial learning rate is set to \( 10^{-3} \). Starting from 1/3 of the whole training process, the learning rate is scaled down by \( \sqrt{10} \) every 1/6 of the total epochs. The sample numbers are \( |D| = 32768, |R| = 16384 \) and \( |I| = 4096 \times 8 \). We use the first 1/6 of training as warm up stage where we disable the differentiable intersection to avoid instabilities.

**Mesh extraction.** After training, we extract a triangular mesh from the SDF function by Marching Cube [14] algorithm. The space resolution is set to 1024\(^3\) for Tanks and Temples dataset and open scenes in BlendedMVS dataset. For other scenes, the resolution is set to 512\(^3\).

**Evaluation metrics.** Chamfer distance is a commonly used metric for mesh evaluation. However, we observe that lower Chamfer distance may not necessarily reflects visually better results as the metric only considers the distance between isolated 3D points. To better measure the similarity between meshes, we additionally introduce the surface normal consistency into the metric. Specifically, we first sample oriented point clouds from both meshes where point cloud normals are inherited from mesh triangles. Similar to pure distance metric, we find the nearest neighbor for each point, but additionally consider the normal apart from the distance. A point will be counted as an inlier if and only if the distance and the angular difference between two normals are smaller than a certain threshold. We calculate percentages
of inliers in both the estimation (accuracy) and the ground truth (completeness), and report the F-score for evaluating BlendedMVS and Tanks and Temples datasets.

4.2. Baseline Methods

We compare our method with 1) sPSR [8] and SSD [2], which are classical mesh reconstructions from point cloud inputs; 2) NeRF [16], UNISURF [18], NeuS [25] and VolSDF [28], which are neural surface reconstructions by volumetric neural rendering without additional inputs; 3) IDR [29] and MVSDF [31], which are neural surface reconstructions by ray-tracing with additional supervisions. Also, we further compare our method with SIREN [23], which is also a neural surface reconstruction method from point clouds, on BlendedMVS and Tanks and Temples datasets.

4.3. Benchmark on Dataset in Laboratory

We first benchmark our method on DTU dataset [6]. The dataset contains 128 laboratory-captured scenes each with 49 views. All scenes are object-centric and cameras are located in front of the upper bounding sphere of the object. To be consistent with previous methods, we report both surface accuracy as Chamfer distance and render fidelity as PSNR on the same subset of scenes as in [18, 25, 28, 29, 31].

Comparison on extracted meshes are shown in Fig. 4. All methods can reconstruct correct topologies of the scenes. It is shown that NeuS produces bumpy surfaces in the rooftop area. We believe it is caused by the ambiguity of disentangling appearance and geometry, which demonstrates the importance of introducing the geometry supervision for neural surface reconstructions. Also, unrestricted surfaces exist in ground areas away from the object, which may be problematic for the reconstruction of non-object-centric scenes.

Quantitative results are shown in Tab. 1. Our method produce high-quality results similar to classical SSD and sPSR, and is significantly better than recent neural-based methods. Meanwhile, NeRF and VolSDF achieve highest image fidelity scores. In fact, there is a trade off between the geometry accuracy and the rendering fidelity. As shown in Fig. 3, our method keeps a good balance between the geometry and the appearance qualities. In addition, our method takes less time (∼3.5 hours) to optimize the scene compared with other neural surface reconstruction methods (∼12 hours for VolSDF).

4.4. Benchmark on Datasets in the Wild

BlendedMVS. Next, we evaluate our method on BlendedMVS [27] dataset. We choose to test 4 object-centric scenes and 4 UAV-captured open scenes in the dataset. The distance-only and the normal-aware F-scores described in Sec. 4.1 are used for evaluation. As previous methods have not been evaluated on this dataset, we manually run sPSR, SSD, NeuS and SIREN by provided open-sourced codes.

Qualitative results are shown in Fig. 5. For NeuS, surfaces near the bounding box boundary are missing. Meanwhile, SIREN tends to produce watertight surfaces, which leads to extra surfaces above or below the scene (see building and church). Quantitative results are shown in Tab. 2, where our method significantly outperforms all other neural-based methods.

Tanks and Temples. Lastly, we test our method on the training set of Tanks and Temples dataset [10]. There are
Figure 5. Qualitative results on BlendedMVS [27] dataset.

Figure 6. Qualitative results on Tanks and Temples [10] dataset. SPSR [8] produces noisy surface, NeuS [25] is not robust for all the scenarios, and SIREN [23] creates incorrect surface closure.

Figure 7. Qualitative results of ablation studies on DTU [6] dataset. The Hessian loss produces smooth surface, and the minimal surface constraint creates compact closure of single-sided point cloud (the scissors).
totally 7 scenes with 2 indoor scenes which have long been considered challenging for surface reconstruction. We qualitatively compare the 7 scenes and quantitatively evaluate the 2 scenes with ground truth normals (Caterpillar and Truck). Similar to the evaluation on BlendedMVS, we compare our method with sPSR, SSD, NeuS and SIREN using both the distance-only and the normal-aware F-scores. Also, to better adapt NeuS to indoor reconstructions, we modify the SDF geometric initialization by negating the MLP parameters in the last layer.

Qualitative results are shown in Fig. 6. Our method shows the visually best result among all. NeuS fails to reconstruct the indoor scene, and contains inaccurate surfaces for other scenes (Barn and Truck). SPSR is not robust against noises in input point clouds, which produce noisy and bumpy surfaces in final mesh models. Similar to in BlendedMVS, SIREN produces extra surfaces at scene boundaries, and tends to aggressively close the surface (Barn and Caterpillar).

Quantitative results are shown in Tab. 2. For Caterpillar, sPSR produces noisy surface, but quantitatively outperforms our method in terms of Chamfer distance. However, if normal consistency is considered, our method achieves higher score than sPSR among all, which is consistent with qualitative results in Fig. 6.

4.5. Ablation Study

We conduct ablation studies to discuss the effectiveness of the Hessian regularization and the minimal surface constraint. We test the following four configurations on DTU and Tanks and Temples datasets: 1) remove both losses; 2) remove Hessian regularization; 3) remove minimal surface constraint; 4) default configuration. Qualitative results of scan 37 in DTU are shown in Fig. 7. We find that the Hessian regularization can lead to smooth surface, while the minimal surface constraint can avoid extra surface and produce compact closure for single-sided point clouds. Each loss can improve the quantitative evaluation, and the full setting achieves the lowest Chamfer distance among all.

In addition, we test the system’s sensitivity to the loss weights. The quantitative results of ablation and sensitivity study is in Tab. 3. The Hessian loss can be down-weighted for DTU whose point cloud quality is relatively high, but is essential for Tanks and Temples. Overall, the default configuration achieves good results in all the datasets.

5. Conclusion

In this work, we proposed RegSDF, which is a novel neural framework for multi-view surface reconstruction. We introduced the MVS point cloud as additional input, and fit the implicit neural surface to the observed 3D points. For the rest of the space, we apply the minimal surface constraint and the Hessian constraint on derivatives to regularize the implicit surface. Our method can naturally interpolate the surface where the input point cloud is missing, and is able to mitigate noises in the input point cloud. Extensive evaluations on DTU, BlendedMVS, and Tanks and Temples datasets have shown that the proposed method achieves both accurate surface reconstruction and high-fidelity image rendering for a variety of scenes.
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