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Abstract

Solving general Markov decision processes (MDPs) is a computationally hard problem. Solving finite-horizon MDPs, on the other hand, is highly tractable with well known polynomial-time algorithms. What drives this extreme disparity, and do problems exist that lie between these diametrically opposed complexities? In this paper we identify and analyse a sub-class of stochastic shortest path problems (SSPs) for general state-action spaces whose dynamics satisfy a particular drift condition. This construction generalises the traditional, temporal notion of a horizon via decreasing reachability: a property called reductivity. It is shown that optimal policies can be recovered in polynomial-time for reductive SSPs—via an extension of backwards induction—with an efficient analogue in reductive MDPs. The practical considerations of the proposed approach are discussed, and numerical verification provided on a canonical optimal liquidation problem.

1. Introduction

The theory of Markov decision processes (MDPs) can broadly be divided into the study of finite- (FMDP) and infinite-horizon problems. The latter have enjoyed a great deal of attention in the reinforcement learning (RL) literature as they capture a large class of problems (Sutton & Barto, 2018), while assumptions such as ergodicity and unichain dynamics yield myriad tools of analysis from the study of Markov chains (Arora et al., 2012). The same is also true of the former, and indeed polynomial-time algorithms for finding an optimal policy have been known for polynomial horizons and finite state-spaces since the 1940s (Arrow et al., 1949; Papadimitriou & Tsitsiklis, 1987). While the story is more nuanced for binary-encoded horizons (Fearnley & Savani, 2015; Balaji et al., 2019), one can efficiently solve many FMDPs in practice using backwards induction (BI).

A natural question that arises is whether the performance benefits of BI are applicable to more general problems. To answer this, we introduce a property of absorbing Markov chains and MDPs that generalises the structural assumptions required by the backwards induction algorithm. Concretely, we identify a sufficient condition—reductivity—for (the transient part of) the transition matrix under a given policy to admit an upper-triangular form. This characterisation is based on the idea of uniformly decreasing reachability, is a sufficient condition for the existence of a Doeblin decomposition of the state-space (Doeblin, 1940; Tweedie & Meyn, 1993), and proffers a computationally tractable sub-class of stochastic shortest path (SSP) problems (Bertsekas & Tsitsiklis, 1991; Guillot & Stauffer, 2020); see Figure 1.

As a motivating example, consider the problem of driving a vehicle to a particular destination with limited fuel. There are no opportunities to refill the tank—you’re in the countryside—and there is a terminal cost based on the remaining distance to the target location. This setting is naturally captured by the SSP framework and indeed similar problems are of active study in the literature; see e.g. (Chen & Nie, 2015). However, until recently, few results were known about the complexity of solving general indefinite-horizon SSPs, nor on the existence of low regret (online) learning algorithms (Even-Dar et al., 2005; Neu et al., 2010; 2012; Rosenberg et al., 2020; Tarbouriech et al., 2021; Chen & Luo, 2021). In this paper, we show that SSPs with the aforementioned reductive property (as in the navigation example) admit a particularly simple polynomial-time algorithm based on a generalisation of backwards induction.

Our Contributions

1. Propose a novel sub-class of SSPs, namely reductive MDPs (RMDPs), that characterise a large set of real-
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### 1.1. Related Work

**Reachability** Reachability is a diverse and richly studied topic in computer science that broadly pertains to the following question: “given a system, can a particular state be reached for some initial condition?” These kinds of queries feature in the context of deterministic control systems (Sontag, 2013), in Markov chains (Akshay et al., 2015), MDPs (Boutilier et al., 1998; Haddad & Monmege, 2014; Ashkenazi-Golan et al., 2020), and in graph theory (Cormen et al., 2009). Reachability is also a prominent component in the analysis and verification of communication protocols (Bochmann, 1978). In this paper, we leverage the notion of reachability for a different purpose—namely, for the construction of a drift condition—but much insight on this setting can be drawn from existing work.

**Value Iteration** A great deal of research has been conducted on improving value iteration (VI) in finite-state MDPs, dating back to the earliest works on dynamic programming. In a seminal paper, Bertsekas & Tsitsiklis (1989) explored the convergence behaviour of asynchronous methods. Building on this, Wingate & Seppi (2004) proposed a trio of enhancements including prioritisation, state partitioning (Wingate & Seppi, 2003) and parallelisation; Smith & Simmons (2004) simultaneously explored the use of heuristics. The themes covered in this work—such as the exploitation of structural properties of the MDP—have also featured in many influential papers (Zang et al., 2007; Dai & Hansen, 2007; Dai et al., 2011; Grzes & Hoey, 2013). We leverage many of these contributions, and propose an algorithm that complements the family of existing methods.

### 2. Preliminaries

We begin by introducing some standard notation and theory required to understand the content of this work: Markov chains (MCs), and Markov decision processes. Our nomenclature and notation broadly follow that of Meyn & Tweedie (2012). Vectors and matrices are written as \( \mathbf{x} \) and \( \mathbf{X} \), respectively; note the bold face. Sets, random variables and matrices are always in uppercase. Families of sets, such as (Borel) \( \sigma \)-algebras, will be denoted using variations on \( \mathcal{B}(\cdot) \). Important quantities, such as the space of real values, will be expressed using blackboard font, or sans-serif.

**Markov Chains** An infinite-horizon, discrete-time MC is a sequence of random variables \( \mathbf{X} = \{ X_n : n \in \mathbb{N} \} \) whose support occupy a state-space \( X \). We assume time-homogeneity of \( X \), implying the existence of a transition semigroup \( \{ \mathbb{P}_n(x, B) : x \in X, B \in \mathcal{B}(X) \} \) whereby \[ \mathbb{P}_n(x, B) = \mathbb{P}(X_{m+n} \in B \mid X_m, i < m, X_m = x), \]

denotes the (Markovian) probability of transitioning from the state \( x \) to the set \( B \) in \( n \) steps from any time \( m \geq 0, \) and the particular form of \( \sigma \)-algebra \( \mathcal{B}(X) \) is dictated by the state-space (Meyn & Tweedie, 2012, ch. 3). A state \( x \in X \) is said to lead to a set \( B \in \mathcal{B}(X) \) if there exists some \( n > 0 \) for which \( \mathbb{P}_n(x, B) > 0 \). The time of first return to a set \( B \) is then defined as \( \tau_B = \min\{ n \geq 1 : X_n \in B \} \) such that the probability of a state \( x \) ever leading to the set \( B \) is \[ \mathbb{P}_\infty(x, B) = \mathbb{P}(\tau_B < \infty \mid X_0 = x). \] (1)

We also define the collection of absorbing and indecomposable (a.i.) subsets of a family \( \mathcal{B}(A) \) as \[ \mathcal{B}_*(A) = \{ B \in \mathcal{B}(A) : B \text{ a.i.} \} \] (2)
for \( A \subseteq X \) (Tweedie & Meyn, 1993). The absorbing property ensures that, for any such subset \( B \in \mathcal{B}_*(X) \), the chain remains almost surely (a.s.) upon entry; that is, for \( C \subseteq X \) with \( C \cap B = \{ \} \), we may assert that \( \mathbb{P}_\infty(x, B) = 1 \) and \( \mathbb{P}_\infty(x, C) = 0 \) for all \( x \in B \). The indecomposability property then ensures that each \( B \) contains no disjoint pair of absorbing subsets. This allows us to perform meaningful decompositions of \( X \) via complete covers. For brevity, let \[ X_* = \bigcup \mathcal{B}_*(X) \quad \text{and} \quad X_* = X \setminus X_* \] (3)
Finally, we recall that an inessential set \( A \in \mathcal{B}(X) \) is such that, from any state \( x \in X \), the probability of visiting \( A \) infinitely often is zero (Doeblin, 1940).

**Markov Decision Processes** MDPs extend MCs by the inclusion of an action space \( U \) and a reward function \( r : X \times U \times X \to \mathbb{R} \). The former gives rise to a joint state-action process \( (X, U) \) wherein the state-transition kernel (i.e. probability of transitioning from one state to a successor set) conditions on the state and action: \( \mathbb{P}_1(x, B) = \int_{U(x)} \mathbb{P}_1(x, B \mid u) \, d\mathbb{P}(u \mid x) \) for \( x \in X \) and \( B \in \mathcal{B}(X) \); the term \( U(x) \) allows for action masking. At each time \( t \geq 0 \), the agent selects an action, denoted \( U_t \), by sampling its policy \( \pi \in \Pi \subseteq \{ X \to \mathbb{P}(U) \} \) in order to achieve a pre-specified goal. Typically, this is to maximise the

\[^1\text{Note the lack of notational dependence on } m. \text{ This is precisely the time-homogeneity property.}\]
where, for any given state, it follows that

\[ q_{π, u}(x, u) = \mathbb{E}_π \left[ \sum_{t=0}^{∞} γ^t r(X_t, U_t, X_{t+1}) \mid X_t = x, U_t = u \right] \]

and value function \( v_{π}(x) = \mathbb{E}[q_{π, u}(x, u) \mid u \sim π(x)] \), where \( γ \in [0, 1) \). Maximising these quantities with respect to \( π \) is well-known to yield an optimal policy \( π^* \), and is indeed at the foundation of value iteration methods (Puterman, 2014).

3. Forward Reachability

For any Markov chain \( X \), we can characterise the \( n \)-step reachable state set from a point \( x \in X \) as the collection

\[ F_n(x) = \bigcap \{ B \in \mathcal{B}(X) : \mathbb{P}(n, x, B) = 1 \} \tag{4} \]

for \( n > 0 \) and with \( F_0(x) = \{ x \} \). This describes the minimal subset of states that are accessible from \( x \).\(^2\) The reachable state set is then defined as the union thereof,

\[ F(x) = \bigcup_{n=0}^{∞} F_n(x) \tag{5} \]

where, for any given state, it follows that \( F_n(x) \subseteq F(x) \subseteq X \) for all \( n \geq 0 \). Note that (5) does not necessarily define a closed set of states, nor a communicating class, since forward reachability is uni-directional and \( F(x) \) includes \( F_0(x) \) even if \( \mathbb{P}(x, \{ x \}) = 0 \). It is, however, true that \( \mathbb{P}(\infty, F(x) \setminus \{ x \}) = 1 \) for all \( x \in X \), relating (4) and (5) to return times (Meyn & Tweedie, 2012). Finally, we define

\[ F(A) = \bigcup_{x \in A} F(x) \tag{6} \]

as the collection of all reachable states from a set \( A \subseteq X \).

3.1. Reachability Potentials

A central theme of this work rests in the quantification of the number of states that are reachable from different points in \( X \). Doing so for a wide class of processes thus motivates a measure-theoretic treatment. Consider a chain diffusing on the unit interval, \( X = [0, 1) \), where \( F_1(x) \subseteq [0, x) \) for all \( x \in X \) and \( F(x) \setminus F_0(x) = F_1(x) \); we refer to this throughout as the shrinking intervals problem (see Section C in the appendix for a visualisation). The natural choice of measure in this case is the Lebesgue measure, \( ℓ \), yielding \( ℓ \circ F(x) = x \). In the following, we formalise this concept as a natural class of potential functions that are defined on \( X \).

For a measure \( μ : \mathcal{B}(X) \rightarrow [0, ∞) \), we define a (reachability) potential function \( φ_μ : X \rightarrow [0, ∞) \) as the composition

\[ φ_μ(x, x') = 0 \quad \text{for } x' \in X_0 \cup L(\{x\}), \]

\[ φ_μ(x, x') < 0 \quad \text{otherwise,} \tag{10} \]

\(^2\)An intersection of almost sure sets, as opposed to a union over non-null sets, avoids issues of spurious inclusion.
holds for all states \( x \in X \) and their successors \( x' \in \Gamma_1(x) \).

**Remark.** There exist a large class of vacuously reductive MCs where \( X_\ast = X \); e.g., the random walk on \( \mathbb{Z} \). These are not our interest, but precluding such cases from Definition 1 would be contrived. In the remainder of the paper we will focus on “non-trivial” instances of reductivity.

**Definition 2 (RMDP).** An MDP is said to be \( \mu \)-reductive if every policy induces a \( \mu \)-RMC.

These definitions deserve some attention. First, observe that the equality condition in (10) ensures that \( X_\ast \) corresponds to a fixed point of \( \phi_\mu \) under the forward difference operator (see Section 4.1) while permitting self-loops in the transient set \( X_{\neg \ast} \), provided they have probability less than one; thus \( L(X) \) need not be empty. Note that any state for which \( \mathbb{P}(x, \{ x \}) = 1 \) is necessarily a.i. and would therefore occupy \( X_\ast \), hence the distinction from \( L(X) \). Second, the inequality condition guarantees that any other transition that can occur must strictly reduce the potential of the system. These two conditions are always well defined given the constraint that \( \mu(X) \) be finite and form a sufficient condition for a Doeblin decomposition on \( X \); see Theorem 4.1 below.

**Theorem 4.1 (Decomposition).** For any \( \mu \)-RMC, the set \( X_0 \) is inessential and \( X_\ast \cup X_{\neg \ast} \) forms a Doeblin decomposition with possibly uncountable set \( \mathcal{B}_\ast(X) \).

**Proof.** Let \( X \) denote a \( \mu \)-RMC and \( x \in \text{supp}(X) \) a realisation of the process. The induced sequence of potentials \( \phi_\mu \equiv \{ \phi_\mu(x_n) \}_{n \geq 0} \) must obey (10), by virtue of reductivity, which implies that \( \phi_\mu \) is monotone decreasing and bounded from below as \( \mu \) is finite and unsigned by construction. Invoking the monotone convergence theorem, we see that \( s = \lim_{n \to \infty} \phi_\mu(x_n) = \inf_n \phi_\mu(x_n) \) and thus \( \lim_{n \to \infty} \psi_\mu(x_n, x_{n+1}) = s - s = 0 \) by the difference law of limits. Since non-absorbing self-loops a.s. occur a finite number of times by (9), it must also be that the state process reaches an absorbing and indecomposable a.s., Finally, by observing that the arguments presented above apply to all trajectories in \( \text{supp}(X) \), we may conclude that the original claim holds.

Interestingly, the choice to take \( X_\ast \) as the set of successor states with stationary potential is unique in the sense that no other subset of \( X \) could satisfy (10). This completeness property of the RMC definition itself, which is stated in Proposition 4.1 below, is not entirely surprising—it is an artefact of the formative results first presented by Doeblin (1940) some 80 years ago. Nevertheless, this observation helps justify our construction and suggests that reductivity is a restrictive, but fundamental property of a chain.

**Proposition 4.1 (Completeness).** Suppose we replaced \( X_\ast \) in Definition 1 with any other subset \( B \subset X \). Then no MC exists that can satisfy the candidate drift criterion.

**4.1. Convergence, Stability and Level-Sets**

The first question we might ask about the behaviour of reductive processes is whether they are stable or converge in some sense. It is well understood that absorbing MCs—of which RMCs are a subclass—on finite state-spaces eventually reach \( X_\ast \) (Kemeny & Snell, 1976). It is also known that the state process of any chain admitting a Doeblin decomposition will eventually reach one of the a.i. subsets (Doeblin, 1940). As a third angle of attack, we remark that Eq. (10) is nothing but a negative drift condition with Lyapunov function \( \phi_\mu \) (Meyn & Tweedie, 2012, ch. 11.19). In Corollary 4.1 below we consolidate these observations, showing that the support of an RMC \( X \) eventually reaches the a.i. subspace \( X_\ast \) regardless of \( \mu \).

**Corollary 4.1 (Convergence).** For any \( \mu \)-RMC, the support process \( M = \{ M_n = \text{supp}(X_n) \}_{n \geq 0} \) converges almost surely to an a.i. subset: \( \mathbb{P}(\lim_{n \to \infty} M_n \in \mathcal{B}_\ast(X)) = 1 \).

**Proof.** The claim follows from Theorem 4.1 and the fact that \( X_\ast \) is formed by a cover of the a.i. sets \( \mathcal{B}_\ast(X) \).

**Example.** In the shrinking intervals problem, any initial condition \( x \in X \) yields a sequence \( X_0 = x, X_1, \ldots \) that converges monotonically and almost surely to the infimum value \( x_\infty \in [0, 1) \). For instance, if we let \( Y \) denote an i.i.d. disturbance sequence of uniformly distributed random variables on the half-interval \( [0, 1) \), then the chain defined by \( X_{n+1} = Y_{n+1} \cdot X_n \) with \( X_0 = 1 \) converges a.s. to \( x_\infty = 0 \); see Lemma C.1 in the appendix. Yet, while the finite-measure coverage condition first proposed by Doeblin (1940) does not hold for \( \ell \) in this case, we can assert that:

(a) \( X_\ast = \{ x_\infty \} \) is a.i.;
(b) \( X_\ast \) is i.i.d. and \( x_\infty = 0 \) is inessential; and
(c) that \( X_\ast \) and \( X_\ast \) are disjoint. These together ensure that Corollary 4.1 holds as anticipated with \( X = [x_\infty, 1] \).

**Potential Level-Sets.** For further intuition, let us ponder the structure of \( X \) imposed by the potential. The subspace \( X_\ast \) is constructed as a union over a.i. subsets of \( X \), that is \( B \subseteq X_\ast \) for all \( B \in \mathcal{B}_\ast(X) \). There must therefore exist constants \( \{ b_B \}_{B \in \mathcal{B}_\ast(X)} \) such that \( \phi_\mu(B) = b_B = \phi_\mu(x) \) for all states \( x \in B \). This property extends as a lower bound to the set of predecessor states. Concretely, if we define

\[
\mathcal{G}_n(A) \equiv \left\{ x \in X \setminus A : \sum_{k=1}^{n} \mathbb{P}_k(x, A) > 0 \right\}
\]  

(11)
A formal statement of this result is given below.

**Theorem 4.2**

\[ \text{LRMC has self-loops on the states} \]

This defines a total preorder over the state-space

\[ \text{Take a} \]

(excluding self-loops) in up to \( n > 0 \) steps, then \( b_B \leq \phi_\mu \circ G_n(B) \). The bound is recursive in the sense that, for a given \( B \in \mathcal{B}(X) \),

\[ \inf_{x' \in G_m(B)} \phi_\mu(x') \geq \sup_{x \in G_m(B)} \phi_\mu(x) \quad (12) \]

for all \( m > n > 0 \). This property of all Markov chains is a consequence of the fact that \( F(X_0) \supseteq F(X_1) \supseteq F(X_2) \cdots \) is almost surely a monotone sequence. The key distinction between MCs and RMCs lies in the conditions for which the inequality in (12) is strict.

### 4.2. Monotone Transition Dynamics

Take a \( \mu \)-RMC and impose a *binary relation* \( \preceq_\mu \) over the state-space where, for all \( x, x' \in X \),

\[ x \preceq_\mu x' \iff \phi_\mu(x) \leq \phi_\mu(x') . \quad (13) \]

This defines a total preorder over the state-space\(^5\) that aligns directly with the “volumes” of the reachable sets. When combined with the definition of an RMC, (13) is a sufficient condition for the existence of a refined canonical form for the dynamics matrix, \( P \), in finite-state Markov chains (Kemeny & Snell, 1976). As illustrated in Figure 3, the transient subspace \( X_0 \) exhibits an upper-triangular structure which can be leveraged during value iteration much as in traditional finite-horizon settings, as will be shown in Section 5. A formal statement of this result is given below.

**Definition 3** (Finite-State Reductivity). A finite-state reductive MC (FRMC) is a Markov chain on \( X \) with \( |X| = M < \infty \) that satisfies (10) under the counting measure. A finite-state reductive MDP (FRMDP) is defined analogously.

**Lemma 4.1.** The directed graph associated with \( X_0 \) of an RMC has self-loops on the states \( L(X) \) and no other cycles.

**Theorem 4.2** (Canonical Form). For any FRMC, there exists a permutation of \( X \) such that \( P = \begin{bmatrix} P_0 & P_e \\ 0 & P_\bullet \end{bmatrix} \), where \( P_e \) is an \(|X_0|\times|X_0|\) upper-triangular matrix, \( P_\bullet \) is an \(|X_\bullet|\times|X_\bullet|\) block-diagonal matrix, and \( P_0 \) is \(|X_0|\times|X_0|\).

**Proof.** Theorem 4.1 allows us to decompose \( X \) into \( X_0 \cup X_\bullet \). By Lemma 4.1 we can also assert that \( X_0 \) corresponds to a directed graph with self-loops: \( G = (X_0, \mathcal{E}) \), where \( \mathcal{E} = \{(x, x') : x \in X_0, x' \in F_1(x) \setminus X_\bullet \} \). Since it is well known that all directed acyclic graphs are isomorphic to graphs with strictly upper-triangular adjacency matrices, it follows that the same is true of the graph \( G' = (X_\bullet, \mathcal{E}') \) with \( \mathcal{E}' = \mathcal{E} \setminus \{(x, x) : x \in L(X)\} \). The removed edges, being only self-loops, then only contribute diagonal entries which yields a non-strict upper-triangular matrix. As no special criteria were claimed about \( X_\bullet \), we can simply compose the adjacency matrices together to yield the desired result, thus concluding the proof.

This result suggests that we need only prove that a finite-state chain is reductive in order to assert that the canonical decomposition is satisfied. Indeed the reverse also holds.

**Corollary 4.2.** Any finite-state absorbing MC that can be expressed in canonical form is necessarily an FRMC.

Theorem 4.2 and Corollary 4.2 provide two angles to attack the same problem: prove the dynamics matrix has canonical form; or that the chain is reductive under the counting measure. As a concrete example, consider the FRMC in Figure 2b. We can verify that this chain is reductive simply from inspection and, indeed, examination of the dynamics matrix only serves to confirm that the canonical form is upheld with \( X_0 = \{0, 1, 2\} \) and \( X_\bullet = \{3, 4\} \). For large problems, however, inspecting \( P \) directly may not be feasible, and finding such a permutation of the induced graph would require a breadth-first search; i.e. an operation with polynomial complexity in \(|X|\) (Cormen et al., 2009). While we leave these specific questions to future work, we remark that proving an MC satisfies (10) when domain knowledge is available—i.e. the settings we address—does not typically require explicit enumeration of a graph; see Section 6.

**General State Spaces**

The analysis thus far has focused on FRMCs as they permit convenient analysis in terms of transition matrices. In the general case, however, we no longer have such a structure and must instead reason about the functional properties of a transition kernel (Klenke, 2013). While it is beyond the scope of this paper to do a full exposition of this, we note that in many cases it is just as easy to verify (10) in continuous domains as it is for FRMCs. In the shrinking intervals problem, for example, we constrain the set of viable kernels such that the support remains bounded as \( \text{supp}(X_{i+1}) = \{0, X_i\} \) for all \( i \geq 0 \).\(^5\)This relation does not satisfy antisymmetry and therefore cannot qualify as a partial order.
5. Reductive Value Iteration

Many algorithms have been developed over the last 20 years to improve upon the performance of VI in (general) finite-state MDPs; see Section 1.1. However, each of these methods—such as prioritised VI (PVI), topological VI (TVI) and backward VI (BVI)—comes with its own set of limitations (Kolobov, 2012, ch. 3), with worst-case run-time that is exponential in |X|. In this paper we take an approach that is inspired by the aforementioned algorithms, but leverages the structural properties of RMDPs for improved performance in the presence of non-trivial reductivity.

The proposed variant of VI—named **reductive VI (RVI)**—proceeds similarly to the traditional implementation for finite-horizon problems: (1) solve the a.i. subspace X_• using your favourite VI algorithm; and (2) recurse through the potential level-sets, solving each group of transient states through one-step lookaheads. This can be seen as a strict generalisation of the reverse VI algorithm of Zang et al. (2007), and a special case of backward VI (Dai & Hansen, 2007); the full process is stated in Algorithm 1. Indeed, in the case where r(x) = 0 for all x ∈ X_• the first part is trivial as v(x) = 0 holds uniformly across X_•. We can also show that the “self-loop” recursion associated with forward lookahead used to evaluate q(x, u) in step 9 can be avoided.

Recall that the action-value function q(x, u) is given by an expectation over successor states (Puterman, 2014): ∫F₁(x) [r(x, u, x') + γv(x')] dP(x' | x, u). By the definition of RMCs, F₁(x) must also comprise a set A excluding x or A ∪ {x}. We may thus decompose q(x, u) by separating terms according to the transiency of their implied trajectories. As shown in Lemma B.2 in the appendix,

\[
q(x, u) = r(x, u) + γ \cdot \beta(x, u) \cdot q_0^*(x, u) + γ \cdot α(x, u) \cdot q_1^*(x, u),
\]

where, for the event map E(x, u) = {X_t = x, U_t = u},

\[
α(x) = P_π(X_{t+1} = x | X_t = x) = 1 - β(x), \quad α(x, u) = P_π(X_{t+1} = x | E(x, u)) = 1 - β(x, u), \quad ν_0'(x) = E_π[ν(X_{t+1}) | X_t = x, X_{t+1} ≠ x], \quad q_0^*(x, u) = E_π[ν(X_{t+1}) | E(x, u), X_{t+1} ≠ x], \quad q_0^*(x, u) = \frac{r(x) + γ \cdot β(x) \cdot ν_0'(x)}{1 - γ \cdot α(x)},
\]

and r(x) = E_φ[R_{t+1} | X_t = x]. While there are many moving parts to (14), the intuition is clear and it can be evaluated efficiently. For example, q_0^*(x, u) and q_1^*(x, u) correspond to the expected future values given that we either repeat or leave x, respectively. The advantage of the latter expression is that it depends only on known quantities: it is defined explicitly without recursion; hence the quotient form. Finally, we note that when α(x) = 0 or β(x) = 0, you recover the classic expected forms: r(x, u) + γ · q_0^*(x, u), and r(x, u) + γ · r(x, u), respectively.

### 5.1. Complexity

There are two key properties of FRMDPs under the constraint of deterministic policies that reduce the complexity of RVI. First, we can replace the integrals in (14) with summations. Second, we can remove all expectations w.r.t. the policy distribution. This means that v(x) reduces to q(x, π(x)) where π(x) denotes, with some abuse of notation, the only action with positive probability mass. This substantially reduces the complexity of the algorithm, especially in cases where U is of large cardinality.

**Reductive VI is also a single-pass algorithm** in the sense that we only perform a single iteration of the “inner loop;” there is no dependence on some convergence criterion for termination, such as an ε residual bound. Indeed, RVI is very closely related to the classical backward induction algorithm used for FHMDPs, relying crucially on the order in which one performs the one-step lookahead updates; see steps 5 and 11 of Algorithm 1. To summarise, we show below that under mild computational assumptions on φ, the procedure underlying RVI converges to the optimal value function in polynomial-time.

**Assumption 1** (Consistency). The posets \{(X, ≤_φ) : π ∈ Π\} are isomorphic, c.f. (Davey & Priestley, 2002), where ≤_φ denotes the preorder from (13) under a policy π ∈ Π.

**Assumption 2** (Level-Set Oracle). We can compute \(M_φ(A) = \arg \min_{x \in A} φ(x), A ⊆ X, \) in \(O(|X_φ| \cdot |X| \cdot |U|).

**Theorem 5.1** (RVI). **Under Assumptions 1 and 2, RVI has worst-case complexity** \(O(|X_φ| \cdot |X| \cdot |U|) + O_φ, \) where \(O_φ \) is the complexity of solving the a.i. subspace \(X_•. \) If \(r(x, u) = 0 \) for all \((x, u) \in X_• \times U, \) then \(O_φ = O(|X_φ|).\)
Consider a discrete optimal liquidation problem (Almgren & Chriss, 2001) where the state-space is given by a combina-
tion of the agent’s inventory \( Q_n : n \geq 0 \) (how much stock is held) and the current market price \( \{ Z_n : n \geq 0 \} \). For tractability, we constrain ourselves to the finite setting and let \( X = [0, \bar{q}] \times [z, \bar{z}] \) with \( 0 < q < \infty \) and \( 0 < z < \infty \). The action-space is \( U \subseteq Z_+ \), and we apply state-dependent masking to enforce reductivity: \( U(q) = \{ q, q - 1, \ldots, 1 \} \) for all \( q > 0 \), and \( U(0) = \{ 0 \} \). The agent’s reward is constructed from three mutually dependent objectives:

\[
\begin{align*}
\text{Excess Profit} & = w_0 \cdot u \cdot (z - z_0) - w_1 \cdot u^2 - w_2 \cdot q^2 \\
\text{Transaction Cost} & \\
\text{Inventory Penalty} &
\end{align*}
\]

where \( w \in \mathbb{R}_+^3 \) is to be chosen, and \( Z_0 = z_0 \) is a fixed initial price. The first term is the excess profit from selling holdings at a time \( n \geq 0 \); the second is a proxy for the cost of transacting;\(^a\) and the third is a risk penalty associated with the agent’s inventory designed to encourage immediacy.

**Transition Dynamics** At each time, the agent selects an action \( 0 < U_n = Q_n \) and the inventory decreases as \( Q_{n+1} = Q_n - U_n \). The price dynamics are modelled independently as a trinomial random walk with two-sided reflection (Andersen et al., 2015) and probability vector \( p_Z \in \Delta^2 \); see Figure 10 in the appendix for an illustration. That is, for a driving sequence \( \{ Y_n : n \geq 0 \}, Y_{n+1} = \min(\bar{q} - z, \max\{0, Y_n\}) \), where \( Y_0 = y \in [0, \bar{q} - z] \), we define the price at time \( n \geq 0 \) as \( Z_n = z + Y_n \).

**Level-Set Oracle** The dynamics outlined above give rise to an FRMDP for which the potential function is non-trivial to express. The supremum of \( \phi \) across prices for a given inventory, \( q > 0 \), is not bounded by the infimum at \( q + 1 \), prohibiting efficient oracles. A simple (technical) solution is to assume that the random walk has an infinitesimal, but non-zero probability \( \varepsilon \) of large price increments (i.e. non-trinomial) such that \( F(q, z) = \{ q', z' \} \subseteq X : 0 \leq q' < \bar{q}, z' \in [z, \bar{z}] \} \). There are two advantages to this trick: (a) the reachable sets are rectangular, leading to an efficient implementation of RVI that recurses up the tree from \( 1 \Rightarrow \bar{q} \), sweeping across the price grid \([a, b]\) at each step (see Figure 10); and (b) we are free to choose \( \varepsilon \) sufficiently small such that any price increments not in \( \{-1, 0, 1\} \) are negligible.

**Numerical Results**

The first objective was to better understand the nature of optimal liquidation strategies in the discrete setting. To this end, we applied RVI with an initialisation of \( Q_0 = \bar{q} \approx 100 \) and \( Z_0 = 150 \in [50, 250] \); price dynamics \( p_Z = [0.4, 0.2, 0.4] \), and reward parameters \( w = [1, 0.2, 0.002] \). The optimal

---

\(^a\)This approximation is used for demonstration. See (Abergel et al., 2016) or (Cartea et al., 2015) for more realistic alternatives.

\(^b\)One can incorporate a fill-probability model here, just as long as \( Q_{n+1} - Q_n > 0 \) holds a.s. for all \( n \geq 0 \) where \( Q_n > 0 \).
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Figure 5. Optimal liquidation policy as a function of state. The z-axis denotes the quantity to be sold and masking is applied to the null sets on price evolutions given

\[ Z_0 = 150. \]

Figure 6. Optimal liquidation trajectories over time as a function of the transaction cost weight, \( w_1 \). Each point denotes a sample mean, with errors/variance omitted as they are too small to visualise.

The second objective was to compare the performance of RVI to existing approaches, of which we consider:

**QVI** A variant of traditional VI in which the order of processing inventory levels is randomised or the worst-case of recursing from \( \bar{q} \to 1 \) (i.e. reversed RVI).

**BVI** The Backward VI algorithm of Dai & Hansen (2007).

The time-complexities shown in Figure 7 suggest that RVI can achieve as much as a two order of magnitude reduction in elapsed time to find the optimal policy across values of \( \bar{q} \).

This result from the fact that RVI is a one-pass algorithm, where other methods may require up to an exponential-in-\( \bar{q} \) number of iterations. Interestingly, while BVI essentially performs the same sequence of updates as RVI, the cost of explicitly managing a queue leads to a significant increase in the per-iteration complexity.

7. Conclusions and Future Directions

In this paper we have proposed and analysed a drift condition for Markov chains that induces monotonic and acyclic transition dynamics, generalising finite-horizon problems. It was then shown that this behaviour allows us to extend backwards induction to a much richer class of problems, including finite-resource and optimal routing settings. Below we highlight some particularly interesting future directions.

**Verifying Reductivity.** It is clear from Lemma 4.1 that tests for acyclicity of a DAG could be used to identify reductivity of a finite-state MC. Can these algorithms be generalised to arbitrary state-spaces? And indeed, is it possible to design more efficient algorithms for verifying this property in large cardinality spaces, or even in MDPs subject to Assumption 1? These would likely be hard problems since, for each candidate measure, one would need to evaluate many sub-problems, each of which may be of similar complexity to that of EOPL (Fearnley et al., 2020).

**Weak Reductivity.** The strict conditions on reductive processes yield significant performance benefits in terms of time-complexity. However, we conjecture that allowing a “small number of off-upper-triangular terms” may yield similar benefits by approximating the original process as an RMC. It would be of great interest to establish if this holds, under what conditions, and with what guarantees on bias.

**Renewal Reductivity.** Is it possible to handle renewal points in the context of resource depletion problems? For example, there may be points where a car can refuel in transportation (Chen & Nie, 2015). For this, one could appeal to renewal theory of Markov chains (Meyn & Tweedie, 2012). This might also offer a route towards identifying the ties between reductive processes and queuing systems.
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A. Some Observations

A.1. Level-Set Oracles

In the black-box case, where a generative model yields \((x, u, x')\) tuples, finding reachable sets (RSs) is essentially undecidable for general MDPs. Unless all \((x, x')\) pairs are observed (in which case the RS is \(X\)), one can never be sure that the unobserved transitions are just very unlikely. One must instead resort to probabilistic bounds which are beyond the scope of this particular paper, though we conjecture that reducibility would yield tighter results. In the standard setting, where we have access to the transition matrix, \(P\), there exist efficient algs if \(X\) is given as input to \(M_{\phi}\). As \(P\) is upper-triangular in RMDPs, it is sufficient to perform a search over predecessor states from all \(x \in X\), and take those with lowest outdegree that are not yet in \(X\), yielding an algorithm of (very) conservative worst-case complexity of \(O(|X|)\). This clearly satisfies Assumption 2, and even suggests that tighter bounds are possible. Of course, in many practical applications, such as the liquidation problem, one can implement a much faster oracle.

B. Theory and Proofs

B.1. Supplementary Lemmas

Lemma B.1. In all a.i. subsets \(B \in \mathfrak{B}_\bullet(X)\) we have that \(F_n(x) = B \forall x \in B, n > 0\), and the potential \(\phi_\mu(x) = \phi_\mu(B)\) is uniform across \(B\).

Proof. Consider an a.i. set. By the absorbing property, no trajectory of the chain can leave \(B\) once it enters. Further, indecomposability means that no path can become permanently restricted to a strict subset \(C \subset B\). These properties together imply that the reachable state set is necessarily equal to \(B\) uniformly across \(B\); that is, \(F(x) = B\) for all \(x \in B\). The potential must therefore be the same across all such states, concluding the proof.

Lemma B.2. For any MDP with discount factor \(\gamma \in [0, 1)\), the action-value function decomposes as (14). That is,

\[ q(x, u) = r(x, u) + \beta(x, u) \cdot q'_\mu(x, u) + \gamma \cdot \alpha(x, u) \cdot q'_\nu(x, u) \]

where, for \(r(x) \equiv \mathbb{E}_\pi[R_{t+1} \mid X_t = x]\),

\[ \alpha(x) = \mathbb{P}_\pi(X_{t+1} = x \mid X_t = x), \]

\[ \beta(x) = \mathbb{P}_\pi(X_{t+1} \neq x \mid X_t = x), \]

\[ \alpha(x, u) = \mathbb{P}_\pi(X_{t+1} = x \mid X_t = x, U_t = u), \]

\[ \beta(x, u) = \mathbb{P}_\pi(X_{t+1} \neq x \mid X_t = x, U_t = u), \]

\[ v'_\nu(x) = \mathbb{E}_\pi[v(X_{t+1}) \mid X_t = x, X_{t+1} \neq x], \]

\[ q'_\nu(x, u) = \mathbb{E}_\pi[v(X_{t+1}) \mid X_t = x, U_t = u, X_{t+1} \neq x], \]

\[ q'(x, u) = \mathbb{E}_\pi[v(x) \mid X_t = x, U_t = u, X_{t+1} = x] = \frac{r(x) + \gamma \cdot \beta(x) \cdot v'_\nu(x)}{1 - \gamma \cdot \alpha(x)}. \]

Proof. The proof follows by considering conditional expectations of mutually disjoint events, as described below.

Step 1 (Decomposition) We begin by decomposing the state- and action-value functions into two terms: one reflecting the value associated with leaving the state, and the other capturing the value associated with “self-looping.” To this end, we first define

\[ v_\nu(x) = \mathbb{E}_\pi[R_{t+1} + \gamma \cdot v(X_{t+1}) \mid X_t = x, X_{t+1} \neq x], \]

\[ q_\nu(x) = \mathbb{E}_\pi[R_{t+1} + \gamma \cdot v(x) \mid X_t = x, X_{t+1} = x], \]

and analogously

\[ q_\nu(x, u) = \mathbb{E}_\pi[R_{t+1} + \gamma \cdot v(X_{t+1}) \mid X_t = x, U_t = u, X_{t+1} \neq x], \]

\[ q_\nu(x, u) = \mathbb{E}_\pi[R_{t+1} + \gamma \cdot v(x) \mid X_t = x, U_t = u, X_{t+1} = x]. \]
From this we can now fully decompose the value functions according to conditional expectation as follows:

\[
v(x) = \underbrace{\beta(x) \cdot v_\circ(x)}_{\text{"Transient" Component}} + \underbrace{\alpha(x) \cdot v_\bullet(x)}_{\text{"Loop" Component}},
\]

and, for \(r(x, u) \equiv \mathbb{E}_\pi[R_{t+1} \mid X_t = x, U_t = u]\),

\[
q(x, u) = \underbrace{\beta(x, u) \cdot q_\circ(x, u)}_{\text{"Transient" Component}} + \underbrace{\alpha(x, u) \cdot q_\bullet(x, u)}_{\text{"Loop" Component}} = r(x, u) + \beta(x, u) \cdot q_\circ(x, u) + \alpha(x, u) \cdot q_\bullet(x, u).
\]

**Step 2 (Unravel \(v(x)\))** We want an expression for \(q(x, u)\) that can be computed directly. However, \(q_\bullet\) and thus \(q_\bullet\) include terms that depend on future iterations occurring at the origin state: namely, \(v_\bullet(x)\). To resolve this, we expand \(v(x)\) into expressions that can be computed immediately, and those that are recursive:

\[
v(x) = \beta(x) \cdot v_\circ(x) + \alpha(x) \cdot v_\bullet(x),
\]

\[
= \beta(x) \cdot v_\circ(x) + \alpha(x) \cdot \mathbb{E}_\pi[R_{t+1} + \gamma \cdot v(x) \mid X_t = x, X_{t+1} = x],
\]

\[
= \beta(x) \cdot v_\circ(x) + \alpha(x) \cdot [r_\bullet(x) + \gamma \cdot v(x)],
\]

where \(r_\bullet(x) \equiv \mathbb{E}_\pi[R_{t+1} \mid X_t = x, X_{t+1} = x]\). To simplify further, we recall that \(v_\circ(x)\) includes a reward term that is a complement of \(r_\bullet(x)\), and thus we can undo the decomposition on the immediate reward to give

\[
v(x) = r(x) + \gamma \cdot \beta(x) \cdot v_\circ\,'(x) + \gamma \cdot \alpha(x) \cdot v(x)
\]

where \(v_\circ\,'(x)\) was defined previously. Now, with a little manipulation, we can show that

\[
v(x) = \frac{r(x) + \gamma \cdot \beta(x) \cdot v_\circ\,'(x)}{1 - \gamma \cdot \alpha(x)}.
\]

Note that this expression for \(v(x)\) is no longer recursive, and depends only on those values that can be computed directly from known quantities. Observe also that this quotient is always valid since \(\gamma \in [0, 1]\). Indeed, even for \(\gamma = 1\), the value \(v(x)\) will remain finite as long as the self-loop probability \(\alpha(x) < 1\).

**Step 3 (Conclusion)** To conclude the proof, we simply recall the decomposition of \(q(x, u)\) and replace \(q_\bullet(x, u) = v(x)\) with the (now directly computable) expression derived in the previous step.
Proof. Suppose $\phi$ the candidate drift condition were defined using a set $B \subset X$ containing at least one transient state (i.e., $B \cap X_o \neq \emptyset$); see Figures 8c–8e. Let $x \in B \cap X_o$ denote one such state. Then, by Theorem 4.1 and the definition of inessential sets, the probability that $x$ visits $X_o$ infinitely often is zero, and thus any chain $X$ starting in state $x$ must eventually leave $X_o$; i.e., Corollary 4.1. Since $x \in X_o$, this implies that $F(x)$ and the corresponding potential (by additivity of measures) must reduce in size for at least one state in $B$ which conflicts with (10).

Suppose instead that the candidate set $B \subset X$ failed to cover the full a.i. subspace $X$; see Figure 8b. By Theorem 4.1, we know that $X$ comprises a union of a.i. subsets, and thus any state $x \in X \setminus B$ must occupy one such subset which we denote $C \in \mathcal{B}_X(X)$. It follows from Lemma B.1 that $F(x) = C$ and thus there exists at least one successor state $x' \in C$ for which the potential is unchanged, leading to a violation of the drift condition.

B.3. Lemma 4.1: DAG with Self-Loops

Proof. We first appeal, as ever, to Theorem 4.2 to assert that $X_o$ and $X$ are disjoint. Then, for an FRMC, the transient part $X_o$ can be seen to induce a directed graph $G = (X_o, E)$ with edge set $E = \{(x, x') : x \in X_o, x' \in F_1(x) \setminus X\}$; i.e., the transition graph excluding self-loops. We now show that $G$ is acyclic.

Let $D(x)$ denote the descendants of the state $x$ in the graph $G$. That is, the states $x' \in X_o$ such that there exists a path from $x$ to $x'$. Note that $D(x) = F(x) \setminus F_0(x)$ by definition of an FRMC (see Definition 3). Further, the drift condition (10) requires that, for every state $x \in X_o$, each of its descendants $x' \in D(x)$ has the same number or fewer of descendants than $x$ does: $|D(x')| \leq |D(x)|$ for all $x \in X_o$ and $x' \in D(x)$. We also know that for all $x' \in D(x)$, $D'(x') \subseteq D(x)$ by construction of $E$. However, if the graph $G$ has a cycle, then there must exist two states $x, x'$ such that $x \in D(x')$ and $x' \in D(x)$, which implies that $D(x) \subseteq D(x')$ and $D(x') \subseteq D(x)$, which further implies that $D(x) = D(x')$, violating the definition of reductivity and thus concluding the proof.

B.4. Corollary 4.2

Proof. The proof is in fact immediate from the construction used in the proof of Theorem 4.2.

B.5. Theorem 5.1: RVI

Proof. We begin by proving consistency of the algorithm, and then derive a bound on its sample complexity.

Consistency. Let us first define the sequence $A_n = \arg \min_{x \in X \setminus A_{n-1}} \phi_\mu(x)$ inductively for $n > 0$ with $A_0 = X$. Given Assumption 1, these sets are the same for all policies $\pi \in \Pi$. Note also that, for FRMDPs, $\mu$ is the counting measure and thus $F(x)$ is the set of descendants from the state $x \in X$. This means that for each $n > 0$, $A_n$ corresponds to the least common ancestors of the set $A_{n-1}$ (Ait-Kaci et al., 1989). Assuming that $A_0 = X$ is already computed, then this implies that $v(x)$ is known from the previous iteration for all $x \in F(A_n)$ and thus all updates are consistent on their first iteration.

Complexity. Since $\cup_{n \geq 0} A_n = X$, the value update in (14) is performed at most $|X_o|$ times. It thus remains to establish the complexity of evaluating (14). First note that, for a given pair $(x, u)$, computing $r(x, u), \beta(x, u), \alpha(x, u)$ and $q(x, u)$ can all be done in constant time when we have access to the model and previously solved states; this holds via the consistency property of RVI. Second, observe that $q(x, u)$ can be computed (in the worst-case) via explicit enumeration of all action-next-state tuples that could arise from the incident state $x$. This leads to a complexity of $O(|X| \cdot |U|)$, and thus the same holds for (14) altogether. Now, given Assumption 2, we can also compute the sets $A_n$ with complexity at most $O(|X_o| \cdot |X| \cdot |U|)$. Recalling that $A_n \subseteq X_o$ for all $n > 0$, we have that the overall complexity must also be $O(|X_o| \cdot |X| \cdot |U|)$ by the summation rule of asymptotic analysis. This concludes the proof.

C. Shrinking Intervals

The shrinking intervals problem used throughout the paper may be simple to analyse, but it highlights some of the key concepts of reductivity. To better understand this domain, recall that the problem is specified generally as having a state-space $X = [0, 1]$ and constrained transition kernel $F_1(x) \subseteq [0, x)$ for all $x \in X$. For simplicity, let us consider the case where $F_1(x) = [0, x - \delta]$ for small $\delta > 0$—implying $F(x) = [0, x - \delta] \cup \{x\}$—and ascribe a uniform probability distribution over said successor states; see Figure 9. In this case, we can explicitly compute the transition function, $\psi(x, x') = x - x'$, and
it's conditional expectation:

$$
\mathbb{E} [\psi (x, X') \mid X = x] = x - \mathbb{E} [X' \mid X = x],
$$

$$
= x - \frac{x - \delta}{2},
$$

$$
= \frac{x + \delta}{2}.
$$

This means that, on average, the potential reduces by factor, approximately, of 1/2 at each step. In fact, if we take the multiplicative formulation described in Section 4.1, then we can say something stronger as shown in Lemma C.1 below. While this is superseded by Corollary 4.1, it is informative to consider the reasons why this is true for the shrinking intervals case.

**Lemma C.1.** Consider the chain $X_n = \prod_{k=1}^{n} Y_k$ over independent and identically distributed continuous random variables $Y_n$. If $Y_1$ (and thus all $Y_k$) has support on a subset of the open interval $(-1, 1)$, then $\{X_n\}$ converges a.s. to zero.

**Proof.** First note that $|X_n| \leq \varepsilon$ if $|Y_k| \leq \varepsilon$ for at least one $1 \leq k \leq n$ with $0 < \varepsilon < 1$. Denoting the latter set of events by $A$, we have that

$$
\mathbb{P}(|X_n| \leq \varepsilon) \geq \mathbb{P}(A) \implies \mathbb{P}(|X_n| > \varepsilon) \leq \mathbb{P}(\neg A).
$$

Since $Y$ is a sequence of independent random variables,

$$
\mathbb{P}(\neg A) = \prod_{k=1}^{n} [1 - F(\varepsilon)] = [1 - F(\varepsilon)]^n
$$

where $F : [0, 1) \rightarrow [0, 1]$ denotes the CDF of $|Y_1|$. This implies that the following series is convergent:

$$
\sum_{n=1}^{\infty} \mathbb{P}(|X_n| > \varepsilon) \leq \sum_{n=1}^{\infty} [1 - F(\varepsilon)]^n < \infty,
$$

since $\varepsilon > 0$ by construction and thus $F(\varepsilon) > 0$. It follows from the Borel-Cantelli lemma that the events $\{ |X_n| > \varepsilon \}_{n>0}$ occur finitely often which is a sufficient condition for a.s. convergence (see Theorem 4.1.3 of Brémaud (2020)), concluding the proof.

---

Figure 9. Illustration of the shrinking intervals problem for $F_1 (x) = [0, x - \delta]$ and $\delta > 0$. The $x$-axis corresponds to the state-value, and the $y$-axis the support of feasible policies in the MDP formulation.
Figure 10. Depicts the decision process associated with an instance of optimal liquidation problem, assuming $\tau = 4$. The dashed squares contain all the states that could be potentially reachable at that decision step (notice how this space necessarily reduces with each decision step). Nodes filled in gray depict one possible execution of the problem with $Q_n = \{4, 2, 1, 0\}$ and $Z_n = \{z + 1, z + 1, z, z + 1\}$. Nodes slightly faded out correspond to nodes that cannot be reached under this execution.