Work Extraction and Landauer’s Principle in a Quantum Spin Hall Device
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Landauer’s principle states that erasure of each bit of information in a system requires at least a unit of energy $k_B T \ln 2$ to be dissipated [1, 2]. The principle ensures that the second law of thermodynamics is obeyed as a blank bit is utilized to extract work by an amount $k_B T \ln 2$ from the environment. The “engine” that is capable of this extraction is sometimes called a “Maxwell’s Demon” (MD), referring to the thought experiment proposed by Maxwell in 1871 [3]. While interest in MD from the point of view of fundamental physics never faded [4–6], promise of highly efficient engines that operate in the nano-domain as well as alternative methods of energy storage gave a recent impetus to research on the physics of MD both experimentally (using colloidal particles [7–9], photonic systems [10, 11], NMR systems [12, 13], single electron transistors [14–16], cavity QED with superconducting qubits) [17] and theoretically [18–31]. Despite the multitudinous platforms in which MD action is theorized or demonstrated, scalability remains an issue.

In this manuscript, we propose and investigate a new MD implementation that harvests thermal energy from the electronic environment and converts it to electrical work using a quantum spin Hall insulator (QSHI). As a memory resource we use the available “spin bath” that usually includes the nuclear spins present in the device and/or magnetic impurities introduced via doping. QSHIs feature an insulating bulk and a pair of counter-propagating gapless spin-momentum locked helical edge states (HES) that are topologically protected from backscattering under time-reversal symmetry (TRS) [32] (see Figure 1). First predicted to occur in graphene nanoribbons [33, 34], they were later predicted and experimentally demonstrated in HgTe/CdTe quantum wells (QWs) [35, 36] as well as in InAs/GaSb QW structures [37, 38]. The TRS prohibiting the backscattering of the edge states is broken by the presence of nuclear or impurity spins. This backscattering shows up as extra dissipation, lowering the expected quantized conductance of the QSHI edge [39, 40]. Here we show another salient feature of such scattering: an initial state of polarized nuclear spins (blank memory) drives an electrical current. Thus nuclear/impurity spins act as a memory resource of a MD that converts heat from the environment into electrical work.

We show below that for the heat harvesting operation of our engine, no energy exchange between nuclear and electronic systems is necessary; in fact, the nuclear spins are degenerate in our system, forming a non-energetic (pure) memory. Hence this is an alternative way for energy storage (Figure 2) that is protected from undesired explosive discharges. The total energy needed to reset the “memory” (or, in other words, recharge the device) by fully polarizing nuclear spins exceeds the extracted energy, in agreement with the second law of thermodynamics and Landauer’s principle. We also provide a method to generate such a nuclear spin polarization, completing the discharge-recharge cycle of the quantum information engine (QIE) (Figure 2). Note that each nucleus with nonzero nuclear spin coupling to the electron spin in the QSHE system contributes to the MD memory, hence the MD memory size here could be several orders of magnitude larger compared to those that were reported in the literature, thus solving the scaling problem for heat harvesting engines. Furthermore, our estimates show that equivalent energy/power density of our proposed engine compares favourably with conventional energy storage such as supercapacitors.

We now describe the basic operating principles of our MD implementation. The effective dynamics of electrons and holes in QSHI materials is well described by the
The total effective Hamiltonian including this interaction is then given by

$$H_{\text{interaction}} = \mathcal{D} k^2 \sigma_0 \tau_z - A(k_x \sigma_z \tau_x - k_y \sigma_0 \tau_y),$$

(1)

where $\mathcal{D}$ is the Fermi contact interaction parameter. Here $\sigma_i \tau_j \equiv \sigma_i \otimes \tau_j$ with $\sigma_i$ and $\tau_j$ are the Pauli matrices corresponding to spin and electron-hole degrees of freedom respectively. In this description, the various two-dimensional QSHI QW structures differ only in their material and effective parameters [44], while the main edge state physics remains the same (Figure 1b). Next, we project the system into an effective edge Hamiltonian, obtaining $H_{\beta}^{\text{eff}} = -i \beta \hbar v_F \partial_x \sigma_z$ where $\beta = +1$ ($\beta = -1$) for the bottom (top) edge and $v_F$ is the Fermi velocity of the effective edge state (Figure 1b). Note that in the presence of spin-orbit coupling, the spin axes becomes position dependent [45].

The second important element in our QIE is the nuclear spin subsystem that forms the “memory” of the MD that operates on electron-hole dynamics via their spins. We model the interaction between the spins of the nuclei and the spins of the electrons by the Fermi contact interaction process runs in competition with other processes that affect the nuclear spins, mainly the quadrupole interaction causing spin-flip between nuclear spins. However, the rate of this interaction is orders of magnitude smaller than the coupling between nuclear and electronic spins [46].

We now describe the charging/discharging (or alternatively erasure/ work extraction) operation. In the charging phase, we apply a charge current, which without loss of generality we assume to be flowing to the left. Then there are more right movers than left movers and hence more up(down) spins in the bottom(top) edge. Therefore, there is more right to left backscattering for both edges (see Figure 2a), increasing the number of up(down) nuclear spins for the bottom(top) edge. This process polarizes the nuclear spins until a certain net bias-dependent value is reached [39, 41]. This is the process of dynamical nuclear polarization for the quantum spin Hall edges, well-known in other contexts such as spin injection from ferromagnets [18, 19]. We stress that under a current bias, opposite edges are driven towards opposite polarization values.

More importantly, the reverse process is also possible: fully polarized nuclear spins near a QSH edge drive a charge current (see Figure 2b). This is the discharging phase. Consider a nonzero initial nuclear spin polarization (caused by, say, the driving current that was applied earlier, hence has opposite signs for opposite edges) and for the sake of simplicity assume zero applied voltage bias. Now there are more up(down)-nuclear spins than down(up)-nuclear spins in the bottom(top) edge, hence there are more down(up)-spins flipped to up(down)-spins in the bottom(top) edge leading to an imbalance of left movers relative to right movers. Any time a backscattering occurs, the event leaves its footprint via a spin-flip in the nuclear memory. A reverse bias can now be applied so that the current is opposite of the voltage bias in order to extract work. We show below that the energy is supplied by the thermal energy of the reservoirs. All this is reminiscent of a MD operation wherein the MD predominantly backscatters the right movers relative to the left movers, thus setting up a current between reservoirs that are otherwise in equilibrium, while recording the outcome in the nuclear spin memory (see Figure 2). Under applied reverse bias, the MD/QIE harvests heat to convert it to electrical work.

We now quantify our model. The spin-flip scattering rate at the edge can be calculated using Fermi’s golden rule. As mentioned above, all right(left) moving electrons have spin up(down) for the bottom edge (for the top edge all left(right) moving electrons have spin down(up)). From now on, without loss of generality, we focus on the bottom edge, where we denote the corresponding distribution functions by the subscript $+(\cdot)$. Then the total rate for a single spin-flip scattering at a given energy, in which a right mover becomes a left mover by flipping a nuclear spin from down to up is given by [39, 41]:

$$\Gamma_{-+}(\epsilon) = \frac{\gamma_0}{\hbar} N_{\downarrow} f_{\uparrow}(\epsilon)(1 - f_{\downarrow}(\epsilon)), \quad (3)$$

where $\gamma_0 \equiv \lambda^2 / 8\pi \hbar^2 v_F^2$ is a dimensionless effective interaction strength for a single nuclear spin.

**Nuclear polarization dynamics.** The effect of spin-flip scattering on the nuclear spins is given by the rate equation:

$$\frac{dN_{\uparrow}}{dt} = \int d\epsilon \left( \Gamma_{-+}(\epsilon) - \Gamma_{+-}(\epsilon) \right). \quad (4)$$
Figure 1. (Color online) The quantum spin Hall insulator with nuclear spins and electron-nuclear spin flip interaction. (a) The band structure of a typical QSHE nanowire system (using the BHZ model with tight-binding approximation). Red lines represent the edge states. (b) The band structure of the simplified Hamiltonian $h_{\text{eff}}$ projected to a single edge (dashed blue lines). (c) Schematic description of the QSHE system with the edge currents interacting with the nuclear spins in the system, with the diamonds representing nuclear spins. (d) The spin flip interaction with the nuclear spins that form the Maxwell Demon.

We find it useful to define the mean polarization $m \equiv \frac{N_\uparrow - N_\downarrow}{N_\uparrow + N_\downarrow}$. Then, the rate of change of the mean polarization $m$ is written as:

$$\frac{dm}{dt} = \gamma_0 \Gamma_B - m \nu_0 \Gamma_T,$$

where

$$\Gamma_B = \int \frac{de}{2\hbar} \left( f_+ - f_- \right),$$

$$\Gamma_T = \int \frac{de}{2\hbar} \left( f_+ + f_- - 2f_+ f_- \right).$$

(5)

(6)

We assume a short edge (see below) and approximate the distributions $f_\pm$ by the Fermi distribution of the reservoir from which they originate. We then obtain $h\Gamma_B = (\mu_L - \mu_R)/2$, and $h\Gamma_T = (\mu_L - \mu_R) \coth(\frac{\mu_L - \mu_R}{2k_B T})$. Hence, using Eq. (5), the polarization dynamics is given by

$$m(t) = (m_0 - \bar{m}) e^{-t/\tau_m} + \bar{m},$$

(7)

where $m_0$ is the initial mean polarization and $\bar{m} \equiv \Gamma_B/\Gamma_T = (1/2) \tanh(\frac{\mu_L - \mu_R}{2k_B T})$ is defined to be the target mean polarization and $\tau_m = 1/\gamma_0 \Gamma_T$ is the characteristic time scale for nuclear polarization dynamics.

**Electron dynamics and induced current.** We now calculate the total current. The distribution functions obey the Boltzmann-like equation for the edge in consideration:

$$\partial_t f_\pm = \pm(\Gamma_+ - \Gamma_-) \nu(0) - v_F \partial_x f_\pm,$$

where, $\nu(0) = L/2\pi \hbar v_F$ is the density of states of the edge electrons. We assume that the nuclear polarization $m$ is changing slowly and seek a steady state solution. Then the distributions obey:

$$\partial_t f_\pm = (\Gamma_+ - \Gamma_-) \nu(0) - v_F \nu(0) \equiv \Gamma_\mp f_\mp$$

(8)

For short edges ($\Gamma L \ll 1$), we expand in gradients of the distribution functions. At the leading order, we obtain a linear position dependence:

$$f_\pm = f_\pm^0 + \Gamma_\mp (f_\pm^0, f_\mp^0) (x \pm L/2),$$

(9)

where $f_\pm^0$ is the distribution of the left(right) reservoir. We then obtain the total current:

$$I_{\text{tot}} = \frac{e}{h} \int de(f_+ - f_-) = \frac{e^2}{h} V - eN\gamma_0 (\Gamma_B - m \Gamma_T).$$

(10)

We identify and focus on two sources of current in the system in the short edge regime: (i) the usual current $e^2/\hbar V$ due to voltage bias without the nuclear spin flip interaction, and (ii) the MD-induced current $-eN\partial m/\partial T = -eN\gamma_0 (\Gamma_B - m \Gamma_T)$ due to the presence of nuclear polarization $m$. In the latter case, a net backscattering current, caused by right-moving up spin electrons scattering to left-moving down spin electron states, is driven by a net negative nuclear spin and vice versa. The net polarization of the nuclear spins acts as an MD.

We note that the total current is not zero for vanishing bias voltage, demonstrating the “Demon action” that induces a current between two reservoirs at equal temperature and chemical potential, while using the nuclear spins as a memory resource.

**Generated power.** In order to use the quantum information engine, we attach it to an electrical circuit as in Fig. 2. In this setup, the QIE provides power to loads 1 and 2, which can be modeled by a (reverse) bias voltage $V$. The power generated (Fig. 3) is given by:

$$P = \frac{eV}{h} \left[ eV(1 - \pi N\gamma_0) + 2\pi N\gamma_0 \hbar \Gamma_m \right].$$

(11)
a) b) as a function of mean polarization $m$ with $\zeta = 1.0$ and (a) as a function of $\zeta$ with full polarization $m = 0.5$. On the dashed line, $P = 0$. Power can have negative values for $V < 0$ ($V > 0$) for a given mean polarization $m > 0$ ($m < 0$) (here, $e > 0$), as an indication of the work extraction phase.

For $eV < \frac{2\zeta T m}{(\zeta - 2)}$, with $\zeta = 2\pi N\gamma_0$, we obtain $P < 0$, indicating the fact that the circuit is powered by the QIE. (For $eV > \frac{2\zeta T m}{(\zeta - 2)}$, the circuit is providing power to charge the nuclear spin resource). We find the maximal work done by the nuclear spin resource in the weak coupling/short edge limit by maximizing the power and integrating up to the time when the power changes sign [50]:

$$W_{\text{tot}} = \alpha k_B T N^2 \gamma_0,$$

where $\alpha$ is a parameter of $O(1)$ ($\alpha \sim \pi/4$ for a work extraction under constant voltage bias). In this limit, the amount of extracted work follows a quadratic scaling law that implies denser storage than the conventional/expected linear scaling. Here, $T$ is the operating temperature, limited by the gap of the helical topological state in question.

We now discuss experimental feasibility of our MD implementation. Systems featuring spin–momentum locked topological edge states have been available to experiments for about a decade [51, 52]. Among these materials, systems with high nuclear spin density generally provide high energy density. In addition, systems with higher bulk bandgaps could be operated at higher temperatures, again leading to higher energy densities (see Eq. [12]). Systems that feature high hyperfine interaction strength or low Fermi velocity provide high power density and fast operation, thus can be utilized as spin-supercapacitors. Assuming $N \sim 10^7$ and $\gamma_0 \sim 10^{-8}$, we estimate the equivalent energy density and power density that can be stored in the device in the short edge limit to be $\sim 10^7$J/kg and $\sim 10^8$W/kg (not including overhead).

On the other hand, systems with low interaction strength (see Eq. [3]) due to high Fermi velocity and/or suppressed hyperfine interaction can be utilized as spin batteries that keep their polarization for long times. For example, thin film flakes of 3D topological QSH insulator $\text{Bi}_2\text{Te}_2\text{Se}$ (BTS221) feature a relatively large Fermi velocity ($v_F \sim 10^7$m/s) [53], which is two orders of magnitude larger than that of, say, InAs/GaSb QWs ($v_F \sim 10^4$ m/s) [38]. Thus, BTS221 features a much smaller electron-nuclear spin flip interaction strength (therefore requiring large currents to write the spin memory) and orders of magnitude longer memory retention times. In fact, recent experimental work that uses thin film flakes of BTS221 observed days long polarization retention times [54].

We next consider InAs/GaSb QW structures as an example. These QWs have a smaller Fermi velocity $v_F$ [32] [38] and higher nuclear spin density compared to, for example, HgCdTe QWs [55]. This hints to a larger $N\gamma_0$ in InAs/GaSb QWs and therefore to a faster operation and higher energy density. We note that in these QWs, the electrons have spin $\pm 1/2$ but the holes have spin $\pm 3/2$ whose coupling to the spin flip interaction requires a higher order process [55]. The nuclear spin density in these QWs, as well as the effective electron spin–nuclear spin coupling strength, could possibly be further adjusted by magnetic impurity doping, providing a design freedom that might prove useful for different functionalities of the QIE.

In conclusion, we have described a Maxwell’s Demon system that utilizes the spin-flip interaction between helical edge states and nuclear spins in quantum spin Hall topological insulators. Available nuclear or magnetic impurity spins can be utilized as a Maxwell’s demon memory to harvest work from thermal energy of the reservoirs. We also showed how to erase the memory and thus “charge” the system by applying a voltage bias. Erasing the memory (or polarizing the spin subsystem) requires dissipation of heat by an amount at least $k_B T \ln 2$ per bit, in agreement with the Landauer’s principle and the second law. Estimates of equivalent work that can be extracted show that power/energy densities that exceed existing supercapacitors are achievable.
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bias is given by
\[ P(t) = \frac{eV}{\hbar} \left[ eV \left( 1 - \frac{\zeta}{2} \right) + \zeta(m(t)\hbar\Gamma_T) \right], \]
\[ = \frac{eV}{\hbar} \left[ eV \left( 1 - \frac{\zeta}{2} \right) + \zeta(m_0 - \bar{m})e^{-t/\tau_m}\hbar\Gamma_T + \zeta\hbar\Gamma_T \right]. \]

(13)
Rearranging the above equation and substituting \( \bar{m} \hbar \Gamma_T = \frac{eV}{h} \), we obtain

\[
P(t) = \frac{eV}{\hbar} \left[ eV + \zeta(m_0 - \bar{m})e^{-t/\tau_m} \hbar \Gamma_T \right].
\] (14)

**Charging cycle:** We would like to find the heat dissipated while we charge the device. Starting from totally unpolarized nuclear spins \( m_0 = 0 \) and using Eqn. (15), we get:

\[
P(t) = \frac{eV_C}{\hbar} \left[ eV_C - \zeta \bar{m} e^{-t/\tau_m} \hbar \Gamma_T \right],
\]

\[
= \frac{eV_C}{\hbar} \left[ eV_C - eV_C \zeta \frac{e^{-t/\tau_m}}{2} \right].
\] (15)

As seen in Eq. (15), one has to wait infinitely long amount of time to reach the target mean polarization. Instead, we charge the device up to a fraction of full polarization \( m = \frac{\bar{m}}{2} \) where \( \bar{m} \) is a value we later choose to maximize power or efficiency depending on the application. We then calculate the amount of time, \( \bar{t} \), to reach the specified target mean polarization using \( \frac{\bar{m}}{2} = \bar{m}(1 - e^{-\bar{t}/\tau_m}) \) and obtain:

\[
\bar{t} = -\tau_m \ln \left(1 - \frac{\bar{m}}{2m} \right).
\] (16)

We then get the heat dissipated by integrating the power up to \( \bar{t} \):

\[
W_C(V_C) = \int_{0}^{\bar{t}} \frac{eV_C}{\hbar} \left[ eV_C - \frac{\zeta}{2} e^{-t/\tau_m} eV \right] dt,
\]

\[
= \frac{e^2V_C^2}{\hbar} \tau_m \left[ -\ln(1 - \frac{\bar{m}}{2m}) - \frac{\zeta}{2} \frac{\bar{m}}{2m} \right],
\]

\[
= eV_C \tanh \left( \frac{eV_C}{2k_B T} \right) \left[ \ln \left( \frac{2m}{2m - \bar{m}} \right) - \frac{\zeta}{2} \frac{m}{2m} \right].
\] (17)

Note that \( 0 \leq 1 - \zeta/2m < 1 \), and this condition gives us an lower bound on the voltage applied as:

\[
V_C \geq \frac{k_B T}{e} \ln \left( \frac{1 + \zeta}{1 - \zeta} \right).
\] (18)

**Discharging cycle:** As a next step in the cycle, we apply a reverse bias, \( V_D < 0 \), and we would like to find the time \( t^* \) at which \( P(t) \) changes sign, i.e. \( P(t^*) = 0 \). Using Eqn. (15), we obtain:

\[
-|eV_D| = \zeta \hbar \Gamma_T (\bar{m} - m_0) e^{-t^*/\tau_m},
\]

\[
|eV_D| = \zeta e^{-t^*/\tau_m} \left( \frac{|eV_D|}{2} + m_0 |eV| \coth \left( \frac{eV_D}{2k_B T} \right) \right),
\]

\[
t^* = \tau_m \ln \left[ \zeta \left( \frac{1}{2} + m_0 \coth \left( \frac{eV_D}{2k_B T} \right) \right) \right].
\] (19)

We then integrate the power up to \( t = t^* \) to obtain the work done at fixed voltage:

\[
W_D(V_D) = \int_{0}^{t^*} \frac{|eV_D|}{h} \left[ |eV_D| - \zeta (m_0 - \bar{m}) e^{-t/\tau_m} \hbar \Gamma_T \right],
\]

\[
= \frac{e^2V_D^2}{\hbar} t + \frac{|eV_D|}{h} \left. \tau_m \zeta (m_0 - \bar{m}) \hbar \Gamma_T e^{-t/\tau_m} \right]_{0}^{t^*},
\]

\[
= \frac{e^2V_D^2}{\hbar} t^* + \frac{|eV_D|}{h} \tau_m \zeta (m_0 - \bar{m}) \hbar \Gamma_T (e^{-t^*/\tau_m} - 1).
\] (20)

Inserting \( t^* \) into the equation above and and using the relation \( \bar{m} \hbar \Gamma_T = -\frac{|eV_D|}{\hbar} \), we get:

\[
W_D(V_D) = \frac{e^2V_D^2}{h} \tau_m \left[ \ln \left( \zeta \left( \frac{1}{2} + m_0 \coth \left( \frac{|eV_D|}{2k_B T} \right) \right) \right) \right.
\]

\[
+ 1 - \zeta \left( \frac{1}{2} + m_0 \coth \left( \frac{|eV_D|}{2k_B T} \right) \right).\]
\] (21)

We finally take the polarization reached at the end of the charging cycle, \( m_0 = \frac{\bar{m}}{2} \), as the initial polarization for discharging to finally obtain

\[
W_D(V_D) = \frac{|eV_D|}{2\pi\gamma_0} \tanh \left( \frac{|eV_D|}{2k_B T} \right) \left[ \ln \left( \frac{2}{2} + m_0 \coth \left( \frac{|eV_D|}{2k_B T} \right) \right) \right],
\]

\[
+ 1 - \zeta \left( \frac{1}{2} + m_0 \coth \left( \frac{|eV_D|}{2k_B T} \right) \right). \]
\] (22)

In order to extract work from the nuclear spin polarization, one has to make sure that \( t^* > 0 \), which gives us an upper bound on the applied voltage as:

\[
|V_D| \leq \frac{k_B T}{e} \ln \left( \frac{2 - \zeta (1 - \kappa)}{2 - \zeta (1 + \kappa)} \right).
\] (23)