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Abstract

Adversarial data examples have drawn significant attention from the machine learning and security communities. A line of work on tackling adversarial examples is certified robustness via randomized smoothing that can provide a theoretical robustness guarantee. However, such a mechanism usually uses floating-point arithmetic for calculations in inference and requires large memory footprints and daunting computational costs. These defensive models cannot run efficiently on edge devices nor be deployed on integer-only logical units such as Turing Tensor Cores or integer-only ARM processors. To overcome these challenges, we propose an integer randomized smoothing approach with quantization to convert any classifier into a new smoothed classifier, which uses integer-only arithmetic for certified robustness against adversarial perturbations. We prove a tight robustness guarantee under $\ell_2$-norm for the proposed approach. We show our approach can obtain a comparable accuracy and $4 \times \sim 5 \times$ speedup over floating-point arithmetic certified robust methods on general-purpose CPUs and mobile devices on two distinct datasets (CIFAR-10 and Caltech-101).

1. Introduction

Recent works in deep learning have demonstrated that well-trained deep neural networks can easily make wrong predictions with high confidence when a sample is perturbed with a small but adversarially-chosen noise \cite{37,13,32}. To defend against these attacks, several works have proposed to develop defensive techniques and improve the robustness of deep neural networks\cite{11,28,26,41}. A recent promising line of work focuses on developing certifiably robust classifiers that promise no adversarially perturbed examples within a certified region can alter the classification result \cite{6,42,23}. Such certified defenses provide a rigorous guarantee against norm-bounded perturbation attacks and, more importantly, ensure effectiveness under future stronger attacks \cite{6,25,23,38}. One primary theoretical tool for providing the robustness guarantee is randomized smoothing, which derives a smoothed classifier from the base classifier via injecting designated noises, e.g., Gaussian noise. Multiple repeated inferences through the base classifier (i.e., Monte-Carlo estimation) are required to approximate the smoothed classification result for robustly predicting or certifying a single example.

Despite the promising results achieved by many certified robustness algorithms, existing methods almost exclusively focus on floating-point (FP) represented neural networks. However, the vastly adopted compressed neural network models are considered indispensable when one wishes to deploy the networks on storage-, computing resources- and power consumption-limited platforms such as edge devices, mobile devices, and embedded systems. In practice, one of the most successful and mainstream compression methods is quantization \cite{20,8,44,47}. Quantization is a simple yet effective technique that compresses deep neural networks into smaller sizes by replacing model weights and activations from 32-bit floating-point (FP32) with low-bit precision, e.g., 8-bit integer (int8) \cite{47}. Both storage and computational complexity can be reduced using low-bit quantized neural networks \cite{20}. Moreover, Jacob et al. \cite{20} have proposed an integer-arithmetic-only quantization framework that further accelerates inference by using integer multiplication and accumulation for calculation. Performing inference using integer-arithmetic-only operations has several advantages in real application scenarios. For example, it resolves the limitation that floating-point networks cannot be deployed onto digital computing devices such as the recent Turing Tensor Cores or traditional integer-only ARM processors. Moreover, computing with integer arithmetic significantly reduces computing power, making them attractive for energy-constrained edge deployment and some cost-sensitive cloud data centers \cite{10}.

Given the under-studied situation of the certified robustness for quantized neural networks, the following research questions naturally arise: Q1. Are adversarial perturbations still effective on quantized neural networks? Q2. Can we reuse the current certified robustness defenses on quantized
neural networks? Q3. If not, how can we design a certifiably robust defense making full considerations of the characteristics of quantized neural networks? Q1 and Q2 can be readily answered as follows.

For Q1, we consider the following demonstrating example. We generate adversarial perturbations using Projected Gradient Descent attack \cite{madry2017towards} and inject the perturbations to 100 randomly selected clean images from CIFAR-10. The result is presented in Figure 1. Although the quantized network manifests slightly stronger robustness than the full precision model, adversarial perturbations can still sabotage the classification performance of the quantized neural network even when the perturbation noise is small. More severely, since the adversarial perturbation used in the example does not consider the characteristics of the quantized neural network as a priori, stronger attacks can be devised once such information is exploited. Thus, it is pressing for us to study certified robustness for quantized neural networks.

For Q2, a new certified robustness mechanism tailored to quantized neural networks is indeed necessary. The reason is that existing certified robustness methods rely on floating-point operations, which are incompatible with integer-arithmetic-only devices. Sometimes even when deployed on platforms that do support floating-point operations, a new integer-arithmetic-only certified robustness method can still be desirable due to the efficiency reason, especially considering that most certified robustness methods invoke repeated inferences to certify on a single example and incur large inference time.

As a result, our main effort in this paper is to answer Q3 with a novel and first integer-arithmetic-only certified robustness mechanism for quantized neural networks against adversarial perturbation attacks. An illustration of our framework and comparison with the existing certified robustness defenses is in Figure 2. In summary, we make the following contributions:

- We devise a new integer-arithmetic-only randomized smoothing mechanism (abbreviated as IntRS) by incorporating the discrete Gaussian noise. More importantly, we rigorously calibrate the certified robustness behavior of IntRS in theory. In practice, we introduce the quantization- and discrete data augmentation-aware as well as the common Monte-Carlo-based estimation.

- We perform experiments with 1) two different base neural network architectures with medium and large scales; 2) two different datasets; 3) two different types of computing devices (general-purpose computer and mobile device), which verify that IntRS achieves similar robustness and accuracy performance, and 4× to 5× efficiency improvement in the inference stage over existing floating-point randomized smoothing method for the original full precision neural networks.

2. Related Work

Certified Defenses. A certifiably robust classifier guarantees a stable classification for any input \(x\) within a certain range (e.g., within an \(L_p\)-norm ball) \cite{agarwal2018provably}. Certification methods usually fall into two categories: exact and conservative (relaxed). Given a base classifier \(f\) and an input \(x\), exact certification techniques answer the question of whether or not there exists an adversarial perturbation for \(f\) at \(x\). On the other hand, if the conservative algorithms make a certification, it guarantees that there is no perturbation exist, but it could refuse to make certification even for a clean data point. Exact methods, usually based on Mixed Integer Linear Programming \cite{sun2016interpretation, tian2018certified, courbariaux2017binarized}, and Satisfiability Modulo Theories \cite{prakash2018accelerating, grad2018towards, girgis2018scalable} can be intractable to compute and difficult.
to scale up to large and even moderate size neural networks. Conservative certification can be more scalable than exact methods, but it is still challenging to obtain a robust network in the large-scale setting and apply it to high-dimensional data.

**Randomized Smoothing.** To further scale up certified defenses on larger networks encountered in practice, randomized smoothing methods have been proposed, which provide certified robust guarantee in theory and Monte-Carlo estimation-based certification and prediction in practice. Lecuyer et al. (PixelDP) first applied differential privacy to prove robustness guarantees for randomized smoothing classifier in the case of $\ell_0$-norm attack [23]. Cohen et al. [6] used Neyman-Pearson theorem to prove tight certified robustness bound through the smoothed classifier in $\ell_2$-norm certified defense. More recently, Dvijotham et al. [9] extended randomized smoothing to handle arbitrary $\ell_p$ settings and prove the robustness using f-divergence. However, all these certified robustness analyses have relied on the continuous probability distribution, which incurs compatibility issues with the integer-arithmetic-only platforms. In addition, Monte-Carlo estimation requires a large number of repeated inferences during certification, which leads to huge computation time, especially for large neural networks. Finally, we note that there are existing works that propose randomized smoothing variants for discrete input domain [24, 3, 45], which are somewhat closer to our problem. However, they merely consider the discrete nature of the input space while still pay little attention to neither applicability to the quantized neural networks nor to the integer-arithmetic-only restriction of many applications with quantized neural networks.

**Model Compression: Quantization.** Quantization aims to compress a network and save computation by changing the weights and activation of a neural network from 32-bit floating-point representation into lower bit-depth representation. The weights can be quantized to 16-bit [16, 7], 8-bit [40], 4-bit [39, 49] or even with 1-bit (also known as binary quantization) [19, 48]. Existing techniques can be roughly divided into two categories: quantization during training and quantization for inference. Early quantization during training is applied to reduce the network size and make the training process more computational efficient [5]. Guo et al. [15] applied vector quantization to compress the weighing matrix. On the contrary, quantization for inference mainly focuses on accelerating inference speed. For example, Han et al. [17] proposed a three-stage pipeline: pruning, quantization, and fine-tuning to determine the bit widths for convolution layers [17]. A more recent quantization scheme has been proposed in [20], which inserts “fake” quantization operations during training using floating-point operations and builds quantized parameters during the inference stage. It simulates and decreases quantization error while performing efficient inference on integer-arithmetic-only hardware. We will further extend this quantization scheme and incorporate it into our certified robust networks.

**Quantization with Robust Training.** Several works try to address the challenge of training deep neural networks on security-critical and resource-limited applications. Gui et al. [14] construct constrained optimization formulation to integrate various existing compression techniques (e.g., pruning, factorization, quantization) into adversarially robust models. However, their approach is only applied to defend specific adversarial attacks and does not provide certified robustness guarantees. Another related line of research aims to connect model compression with the robustness goal through pruning [35, 46, 34]. However, most of the works focus on empirical adversarial defenses, and none of them support deployment with integer-arithmetic-only platforms.

### 3. Proposed Method

In this section, we present a new certified robustness defense against adversarial perturbation attack under the integer-arithmetic-only context.

#### 3.1. Preliminaries

First, we formally define the adversarial perturbation attack and certified robustness under the integer-arithmetic-only context, as follows.

**Definition 3.1.** ($\ell_2$-Norm Bounded Integer Adversarial Perturbation Attack) For any input $x \in \mathbb{H}^d$, where $\mathbb{H}$ is a discrete additive subgroup, the $\ell_2$-norm bounded integer adversarial perturbation attack with magnitude $L$ perturbs $x$ to $x + \delta$ in order to alter the classification result, where $\delta \in \mathbb{H}^d$ and $\|\delta\|_2^2 \leq L^2$. Denote all possible $x + \delta$ within $L$ distance by $\mathbb{B}_L(x, L)$.

**Definition 3.2.** (Certified Robustness to $\ell_2$-Norm Bounded Integer Adversarial Example Attack with magnitude $L$) Denote a multiclass classification model by $f(x) : X \mapsto c \in C$, where $c$ is a label in the labels set $C = \{1, \ldots, C\}$. In general, $f(x)$ outputs a vector of scores $f^c(x) = (f^{c_1}, \ldots, f^{c_C}) \in \mathcal{Y}$, where $\mathcal{Y} = \{y : \sum_{i=1}^C f^{y_i} = 1, f^{y_i} \in [0, 1]\}$, and $c = \arg\max_{i \in C} f^{y_i}$. A predictive model $f(x)$ is robust to $\ell_2$-norm integer adversarial perturbation attack with magnitude $L$ on input $x$, if for all $x' \in \mathbb{B}_L(x, L)$, it has $f(x) = f(x')$, which is equivalent to

$$f^{y}(x') > \max_{i \in C : y_i \neq c} f^{y_i}(x'). \quad (1)$$

The following lemma is utilized in the proof of the certified robustness guarantee.

**Lemma 3.1.** (Neyman-Pearson Lemma [20]) Let $X, Y$ be random variables in $\mathbb{H}^d$ with probability mass function $p_{X,Y}(x,y)$.
Let \( h : \mathbb{H}^d \rightarrow \{0, 1\} \) be a random or deterministic function. It has:
1) If \( \mathcal{L}(z) = \{ z \in \mathbb{H}^d \mid p_{x}(z) \leq \alpha \} \) for some \( \alpha > 0 \) and \( P(h(X) = 1) \geq P(X \in \mathcal{L}(z)) \), then \( P(h(Y) = 1) \geq P(Y \in \mathcal{L}(z)) \);
2) If \( \mathcal{L}(z) = \{ z \in \mathbb{H}^d \mid p_{x}(z) \geq \alpha \} \) for some \( \alpha > 0 \) and \( P(h(X) = 1) \leq P(X \in \mathcal{L}(z)) \), then \( P(h(Y) = 1) \leq P(Y \in \mathcal{L}(z)) \).

3.2. Integer Randomized Smoothing for Quantized Neural Networks

We propose the integer randomized smoothing (abbreviated as IntRS) for quantized neural networks to ensure certified robustness against \( L_2 - \ell_2 \) norm bounded integer adversarial perturbation, which involves only integer arithmetic operations. For this purpose, we utilize the following discrete Gaussian random noise.

**Definition 3.3.** (Discrete Gaussian Distribution) The discrete Gaussian distribution \( \mathcal{N}_H(\mu, \sigma^2) \) is a probability distribution supported on \( \mathbb{H} \) with location \( \mu \) and scale \( \sigma \). Its probability mass function is defined as follows,

\[
P_{X \sim \mathcal{N}_H(\mu, \sigma^2)}[X = x] = \frac{e^{-(x - \mu)^2/2\sigma^2}}{\sum_{h \in \mathbb{H}} e^{-(h - \mu)^2/2\sigma^2}}.
\]

(2)

The discrete Gaussian noise-based integer randomized smoothing (IntRS) is defined as follows.

**Definition 3.4.** (Integer Randomized Smoothing with Discrete Gaussian Noise) For an arbitrary base quantized classifier defined on \( \mathbb{H}^d \), for any input \( x \in \mathbb{H}^d \), the smoothed classifier \( g(x) \) is defined as

\[
g(x) = \max_{c \in \mathbb{C}} \mathbb{P}(f(x + \delta) = c), \quad \delta \sim \mathcal{N}_H(0, \sigma^2 I_d).
\]

(3)

**Remark 1.** One may wonder why we cannot re-utilize the existing randomized smoothing that relied on continuous Gaussian noise (e.g., [6]) by rounding the noise for quantized neural networks. There are two reasons: 1) Sampling and injecting continuous Gaussian noise still requires float-number operations, which raises the compatibility issue; 2) Although 1) can be addressed via pre-storing rounded continuous Gaussian noises, the rounding error introduces randomness that is difficult to precisely calibrate, which contradicts our goal to guarantee certified robustness rigorously. To form a theoretical proof, we utilize the discrete Gaussian noise, whose distribution is precisely described by eq. (3).

Although the IntRS mechanism parallels the randomized smoothing in the full precision context, it is nontrivial to establish its certified robustness guarantee. A simpler yet indirect way is to first regard IntRS as a differential privacy mechanism [4] and then establish the certified robustness in a similar manner as PixelDP [23]. We take another direct way, which provides a tighter certified robustness guarantee. The key to our certified robustness guarantee of the IntRS mechanism is by extending the Neyman-Pearson lemma to the discrete Gaussian distribution, as summarized by the following Proposition.

**Proposition 3.1.** (Neyman-Pearson for Discrete Gaussian with Different Means) For \( X \sim \mathcal{N}_H(x, \sigma^2 I_d) \), \( Y \sim \mathcal{N}_H(x + \delta, \sigma^2 I_d) \), and \( h : \mathbb{H}^d \rightarrow \{0, 1\} \), it has:
1) If \( \mathcal{L}(z) = \{ z \in \mathbb{H}^d \mid \langle z, \delta \rangle \leq \sigma^2 \ln \alpha + \frac{1}{2} (\| \delta \|_2^2 + 2(x, \delta)) \} \) for some \( \alpha \) and \( P(h(x) = 1) \geq P(x \in \mathcal{L}(z)) \), then \( P(h(y) = 1) \geq P(y \in \mathcal{L}(z)) \);
2) If \( \mathcal{L}(z) = \{ z \in \mathbb{H}^d \mid \langle z, \delta \rangle \geq \sigma^2 \ln \alpha + \frac{1}{2} (\| \delta \|_2^2 + 2(x, \delta)) \} \) for some \( \alpha \) and \( P(h(x) = 1) \leq P(x \in \mathcal{L}(z)) \), then \( P(h(y) = 1) \leq P(y \in \mathcal{L}(z)) \).

**Proof.** Proof can be found in Appendix H.1.

The following Theorem provides the certified robustness to the \( \ell_2 \)-norm bounded integer adversarial perturbation achieved by IntRS.

**Theorem 3.1.** (Certified Robustness via Integer Randomized Smoothing) Let \( f : \mathbb{H}^d \rightarrow \mathbb{Y} \) be the base classifier. Let \( n \sim \mathcal{N}_H(0, \sigma^2 I_d) \). Denote the randomized smoothed classifier by \( g(x) = \max_{c \in \mathbb{Y}} \mathbb{P}(f(x + n) = c) \). If there exists \( c_A \in \mathbb{Y} \) such that the following relation stands

\[
\mathbb{P}[f(x + n) = c_A] \geq p^{lb}_{c_A} \geq p^{ub}_{c_A} \geq \max_{c_B, c_A : c_B \neq c_A} \mathbb{P}[f(x + n) = c_B],
\]

then the randomized smoothed classifier \( g(x) \) is certified robust to perturbation \( \| \delta \|_2^2 \leq \tau^2 \), i.e., \( g(x + \delta) = c_A \) where \( R \) is the certified radius.

**Proof.** Let \( X = x + n \sim \mathcal{N}_H(x, \sigma^2 I_d) \), \( Y = x + n + \delta \sim \mathcal{N}_H(x + \delta, \sigma^2 I_d) \). To show that \( g(x + \delta) = c_A \), we first prove

\[
\mathbb{P}[f(x + n + \delta) = c_A] > \mathbb{P}[f(x + n) = c_B],
\]

\[
\iff \mathbb{P}[f(Y) = c_A] > \mathbb{P}[f(Y) = c_B],
\]

(5)

given that \( \mathbb{P}[f(X) = c_A] \geq p^{lb}_{c_A} \geq p^{ub}_{c_B} \geq \mathbb{P}[f(X) = c_B] \). Notice that \( p^{lb}_{c_A} = \mathbb{P}[X \in \mathcal{F}_A] \), where \( \mathcal{F}_A = \{ z : \langle z - x, \delta \rangle \leq \sigma \| \delta \|_2 \Phi^{-1}_{N_H}(p^{sc}_{c_A}) \} \) and \( p^{ub}_{c_B} = \mathbb{P}[X \in \mathcal{F}_B] \), where \( \mathcal{F}_B = \{ z : \langle z - x, \delta \rangle \geq \sigma \| \delta \|_2 \Phi^{-1}_{N_H}(1 - p^{sc}_{c_B}) \} \). Then, by Lemma 3.1 we have

\[
\mathbb{P}[f(Y) = c_A] \geq \mathbb{P}[Y \in \mathcal{F}_A] = p^{lb}_{c_A},
\]

(6)

\[
\mathbb{P}[f(Y) = c_B] \leq \mathbb{P}[Y \in \mathcal{F}_B] = p^{ub}_{c_B},
\]

(7)

if \( \delta \) satisfies the constraint:

\[
\| \delta \|_2^2 \leq \left( \frac{\sigma}{2} (\Phi^{-1}_{N_H}(p^{lb}_{c_A}) - \Phi^{-1}_{N_H}(p^{ub}_{c_B})) \right)^2.
\]

(8)

Thus, we have proved \( \mathbb{P}[f(Y) = c_A] \geq p^{lb}_{c_A} \geq p^{ub}_{c_B} \geq \mathbb{P}[f(Y) = c_B] \).
Practical IntRS. As with all randomized smoothing methods, we resort to Monte-Carlo estimation to approximate the randomized smoothing function \(g(x)\), because it is challenging to obtain the precise \(g(x)\). Essentially, for certification on example \(x\), we repeatedly evaluate \(f(x + n), n \sim N(0, \sigma^2 I_d)\), and obtain robust prediction or certification result based on the aggregated evaluations. Algorithm 1 summarizes the robust certification, which follows [6].

### Algorithm 1 Monte-Carlo estimation and aggregated evaluation for certified robust certification

**Input:** Base function \(f(\cdot)\), inference sample \(x\), Gaussian noise std \(\sigma\), repeated number \(N_1, N_2\), and confidence level \(\alpha\).

**Certification:**

1. Repeat \(N_1\) inferences on \(f(x + n)\), where \(n \sim N(0, \sigma^2 I_d)\);
2. Collect prediction results: \((n_1, \hat{c}_A)\) : highest prediction count and its label;
3. Repeat \(N_2\) inferences on \(f(x + n)\), where \(n \sim N(0, \sigma^2 I_d)\);
4. Collect prediction results: \(n_2\) : count of \(\hat{c}_A\);
5. Let \(p_A\) be the one-sided \((1 - \alpha)\) lower confidence interval for \(\text{Binomial}(N_2, n_2)\);
6. if \(p_A > \frac{1}{2}\) then
   7. Return \(\hat{c}_A\) and radius \(\sigma \Phi^{-1}(p_A)\);
     else
   9. ABSTAIN
10. end if

The following Theorem and its proof summarize that the practical prediction and certification of IntRS can be carried out via integer-arithmetic-only operations.

**Theorem 3.2.** The prediction and certification procedure of the practical IntRS can be executed with integer-arithmetic-only operations.

**Proof.** The overall prediction and certification procedure consist of the following integer-arithmetic only steps:

1. Repeat the inference \(N, N_1, N_2\) times to estimate \(\hat{c}_A\), \(\hat{c}_B\) and counts, which evaluates \(x + \delta\) with quantized neural network.
2. Compute \(\Phi^{-1}(p_A)\). Since the distribution is discrete, the cumulative density function has exactly \([\mathbb{H}]\) elements, which means the cumulative density function can be precomputed and its inverse can be obtained by looking up during inference.
3. Return the squared \(\ell_2\) norm. Since we do not take least square norm, the squared \(\ell_2\) norm is closed within \([\mathbb{H}]\).

Thus, the robust prediction and certification of the IntRS mechanism can be implemented with integer-arithmetic-only operations.

### 3.3. Practical Training: Discrete Noise and Quantization Aware Training

In this section, we present how to incorporate Quantization Aware Training (QAT) with our randomized mechanism. Quantization replaces floating-point number representations with low precision fixed-point representations. Since the quantization scheme replaces floating-point weights/activations by \(N(N=256\) for 8-bits) fixed-point numbers, if we directly quantize the pre-trained network for inference, rounding errors accumulate, leading to a significant drop in the classification performance. A solution to rectify these drifting errors is to quantize the network during training. However, representing parameters by integers becomes a challenge in backward pass since direct optimization over a discrete domain generates null gradients. To address this issue, QAT keeps carrying out computation using 32-bits floating-point arithmetic while simulating quantization error. In particular, during the forward pass, weight is quantized into integers and then convoluted with the input, which is represented with floating numbers. On the other hand, back-propagation is the same as that of the full precision model.

In order for the base classifier \(f\) to classify the labeled examples correctly and robustly, \(f\) needs to classify them with their true labels consistently. Thus, we train \(f\) with noisy images, which is also adopted by almost all certified robustness approaches. To combine with the QAT scheme, in practice, we train the model with discrete Gaussian data augmentation at variance \(\sigma\), which is the same as used for prediction and certification. For each training data point, we randomly draw noise from discrete Gaussian distribution. We follow the sampling strategy in [4]. Note that although the algorithm for sampling from discrete Gaussian distribution runs \(O(1)\) on average, since we need to add noise onto every channel of every pixel in the image, sampling noise for a batch of \(32 \times 32\) images takes more than 3 mins. To accelerate training speed, we first sample noises for a batch and store these noises in advance. During training, we randomly shuffle and add the noise to the input.

### 4. Experiment

#### 4.1. Experiment Setup

**Datasets.** We evaluate our framework on two standard image classification datasets: CIFAR-10 [31] and Caltech-101 [14]. CIFAR-10 consists of 50,000 training images and 10,000 test images, where each image is of \(32 \times 32\) resolution.

Caltech-101 contains 9,144 images of size \(300 \times 200\) pixels in 102 categories (one of which is background). We use 101 categories for classification (without the background category). We randomly split 80% for training and the remaining images for testing.

**Evaluation Metrics.** For evaluation metrics, we use certi-
within an $\ell_2$ ball of radius $r$, which can be formulated as

$$\frac{\sum_{i=1}^L |\text{Certification}(N_1, x_i, \sigma)| \cdot \hat{c}_i = c_i \& R_i \geq r}{\sum_{i=1}^L |\text{Certification}(N_1, x_i, \sigma)|},$$

(10)

where $\hat{c}_i$, $R_i$ are the returned results for certification for $x_i$, $c_i$ is $x_i$'s ground-truth label.

**Comparison Methods.** We compare our proposed IntRS method with

1) **FloatRS-fp**: Cohen et al. [6] as it was the state-of-the-art provable defence to $\ell_2$-norm bounded adversarial perturbation attacks. We denote it as FloatRS-fp (short for floating-point randomized smoothing for full precision neural networks).

2) **FloatRS-quant**: We implement a vanilla randomized smoothing approach for quantized neural networks, which first adds continuous Gaussian noises to the images and then quantizes the perturbed images. We denote it as FloatRS-quant (short for floating-point randomized smoothing for quantized neural networks). We stress that FloatRS-quant is incompatible with a real integer-arithmetic-only device since the continuous noise injection step requires floating-point operations.

To conduct a fair comparison, we run experiments with the same training settings when possible (i.e., use the same quantization-aware and noise-aware strategy for the corresponding neural network) and report the comparison results in metrics of CP and CA.

**Implementation Details** We implement our algorithm in

---

**Figure 3.** Certified accuracy of IntRS-quant trained CIFAR-10 classifiers vs Float-fp and FloatRS-quant. (Blue,Orange,Green) per $\sigma$.

**Figure 4.** Certified accuracy of IntRS-quant trained Caltech-101 classifiers vs Float-fp and FloatRS-quant. (Blue,Orange,Green) per $\sigma$.

**Figure 5.** Certified Percentage of IntRS-quant trained Caltech-101 classifiers vs Float-fp and FloatRS-quant per $\sigma$ over CIFAR-10 (Left) and Caltech-101 (Right).

---

1) **Certified Percentage (CP)** is defined as the percentage of clean inputs that satisfy the certification criteria in Theorem 3.1 under the corresponding $\ell_2$-norm ball, which can be formulated as

$$\frac{\sum_{i=1}^L |\text{Certification}(N_1, x_i, \sigma)|}{L},$$

(9)

where $|\text{Certification}(N_1, x_i, \sigma)| = 1$ if it does not abstain and 0, otherwise. $L$ represents the size of dataset.

2) **Certified Accuracy (CA)** at radius $r$ is defined as the fraction of the test set in which the randomized smoothing function $g$ makes a correct prediction without abstaining
Pytorch [33]. We consider ResNet-20 [18] as the base model architecture for CIFAR-10 and ResNet-50 for Caltech-101. In addition, we adopt a model pretrained from ImageNet for Caltech-101 as the images from these two datasets are similar. On each dataset, we train multiple smoothed classifiers with different $\sigma$’s. We compress the model from FP32 representation to int8 representation for the quantized neural networks. We set batch size to 256 for CIFAR-10 and 64 for Caltech-101. The learning rate is set to 0.1 using the step scheduler and SGD optimizer. In all experiments, unless otherwise stated, we set $\alpha = 0.001$ for Prediction in Algorithm 1, which corresponds to 99.9% confidence interval, i.e., there is at most a 0.1% chance that Certification falsely certifies a non-robust input. In Certification algorithm, we use $N_1 = 100$ and $N_2 = 100,000$ in CIFAR-10. We set $N_2 = 1000$ for Caltech-101 during efficiency comparison. We certify the entire CIFAR-10 testset and 100 images for Caltech-101.

4.2. Certified Accuracy and Certified Percentage on Adversarially Perturbed Examples

Figure 3 and Figure 4 plot CA obtained by smoothing with different $\sigma$ over a range of $\ell_2$ at radius $r$. The blue, orange, green lines are the CA on adversarial examples for IntRS-quant, Float-fp, and FloatRS-quant, respectively. Note that CA drops to zero beyond a certain maximum point for each $\sigma$ as there is an upper bound to the radius we can certify. This maximum radius is achieved when $p_a$ reaches its maximum and all $N_2$ samples are classified as the same class), where $p_a$ and $N_2$ are defined in Algorithm 1. Figure 5 reports CP for each dataset. It is observed that IntRS-quant achieves comparable CA and CP on both datasets with mild degradation in CA for a few cases compared with the Float-fp model. This is because quantization reduces the bits per weight and leads to errors by these approximations during computations. Moreover, compared with FloatRS-quant, our algorithm can achieve better performance, especially when $\sigma$ is large, which means IntRS is not only capable of being deployed on a wider selection of integer-arithmetic-only devices but also better in prediction accuracy.

Trade-off between Accuracy and Robustness. As mentioned by Cohen et al. [6] and [43], we also observe from Figure 3 and Figure 4 that hyperparameter $\sigma$ controls a trade-off between robustness and accuracy. That is, when $\sigma$ is low, small radii can be certified with high accuracy, but large radii cannot be certified at all; when $\sigma$ is high, larger radii can be certified, but smaller radii are certified at lower accuracy. This phenomenon can also be verified in Figure 5 with a trade-off between CP and $\sigma$ where we observe higher $\sigma$ leads to lower CP.

Effects of Mismatching Noise Magnitudes for Data Augmentation in Training and Smoothing in Inference. According to [6], they train the base classifier with Gaussian
noise data augmentation at variance $\sigma^2$ in their experiments. If the base classifier $f$ does not see the same noise during training, it will not necessarily learn to classify $x$ under Gaussian noise with its ground truth label. Specifically, they report CA using the same $\sigma$ as the standard deviation of Gaussian noise data augmentation for training and robust inference. However, in reality, the attacker may use different $\sigma$’s during inference time. In Figure 6(a) we present CA of models trained with fixed $\sigma$ under different $\sigma = \{0.12, 0.25, 0.5, 1.0\}$ used for certification. Figure 6(a) and (b) show the result for training with data augmentation using $\sigma = 0.12$ on CIFAR-10 at radius $r = 0.0$ and $2.0$, respectively. Figure 6(c) and (d) show the result for training with $\sigma = 0.25$. As shown in the figure, certifying using $\sigma$ different from that applied in training can result in lower CA. The classifier achieves the best CP when the training $\sigma$ equals the certification $\sigma$, and the classifier performs worse when it is certifying with smaller $\sigma$, implying that less randomness is introduced in the inference (in Figure 6(c) and (d)). We can also observe that our IntRS approach outperforms Float-fp under all different certification $\sigma$’s. This indicates that IntRS is less sensitive to the mismatch level compared with the full precision model and thus provides more flexibility during certified robust inference.

### 4.3. Efficiency Evaluation

We compare the efficiency performance on two different types of devices: general-purpose CPU and mobile device. For both types, we report the average robust inference time per image on CIFAR-10 and Caltech-101 datasets. The counts of Monte-Carlo repetitions are set to 100,000 and 10,000 respectively for CIFAR-10 and Caltech-101.

#### Efficiency Results on General-purpose CPU

We test running time on an Intel-i7 CPU-powered desktop computer as an instance of the general-purpose device, which in general has more computational capabilities and power consumption than most edge devices. The results on CIFAR-10 and Caltech-101 are in Figure 7. Since Caltech-101 has fewer Monte-Carlo repetitions, certifying an image on it is faster than that on CIFAR-10. The results show that IntRS-quant for the quantized model requires only 30% of the original Float-fp for the full precision model in inference time (55.8 s v.s. 194.4 s on CIFAR-10 and 29.5 s vs. 159.9 s on Caltech-101 on average). The memory cost can be roughly compared by the storage size of the saved model, which shows ours has approximately 40% less storage than that of a full precision model.

#### Efficiency Results on Mobile Device

Next, we test running time on an iPhone 11 as an instance of the mobile device. The results are reported in Figure 8. On the mobile device, it shows clear efficiency improvement of our IntRS for the quantized model over the FP32 model, where the latter costs over 8 mins to robustly predict a single CIFAR-10 image, which makes it impractical to maintain user engagement. Finally, we note that many edge devices are subject to stricter resource and power restrictions, on which the efficiency improvement of randomized smoothing-type techniques made possible by IntRS can be more significant.

### 5. Conclusion

In this paper, we proposed an integer-arithmetic-only randomized smoothing mechanism called IntRS, which has made the certified robustness inference for quantized neural networks ever possible for the first time. We rigorously analyzed its certified robustness property based on the discrete Neyman-Pearson lemma when specified to the discrete Gaussian noise. In practice, we incorporated quantization-and discrete data augmentation-aware training, as well as Monte-Carlo-based practical prediction and certification. We evaluated its effectiveness with modern CNN architectures (ResNet-20 and ResNet-50) on two distinct datasets: CIFAR-10 and Caltech-101. We demonstrated through extensive experiments that IntRS can obtain comparable certified accuracy and certified percentage. More importantly, IntRS makes inference efficient on edge devices. Compared to inferences using models with floating point operations, IntRS requires 40% times less storage size and gains $4 \times$ to $5 \times$ acceleration for inference on general-purpose CPUs and mobile devices.
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Appendix A. Additional Details of Training

Dataset Details

CIFAR-10 [31] consists of 50,000 training images and 10,000 test images, where each image is of $32 \times 32$ resolution. For data pre-processing, we do horizontal flips and take random crops from images padded by 4 pixels on each side, filling missing pixels with reflections of original images.

Caltech-101 [11] is a more challenging dataset than CIFAR-10 since it contains 9,144 images of size $300 \times 200$ pixels in 102 categories (one of which is background). We use 101 categories for classification (without the background category). We randomly split 80% for training and the remaining images for testing. Following [27], all images are resized and center cropped into $224 \times 224$. We train on the training dataset and test on the testing for both dataset.

Training details

On CIFAR-10, we trained using SGD on one GeForce RTX 2080 GPU. We train for 90 epochs. We use a batch size of 256, and an initial learning rate of 0.1 which drops by a factor of 10 every 30 epochs. On Caltech-101 we trained with SGD on one TITAN RTX GPU. We train for 90 epochs. We use a batch size of 64, and an initial learning rate of 0.1 which drops by a factor of 10 every 30 epochs. The models used in this paper are similar to those used in Cohen et al. [6] except we use a smaller model on CIFAR10. On CIFAR-10, we used a 20-layer residual network from https://github.com/bearpaw/pytorch-classification. On Caltech-101 our base classifier used the pretrained ResNet-50 architecture provided in torchvision.

Appendix B. Additional Details and Results of Figure 1: The Demonstration Example

For Figure 1 in the paper, we use a well-studied adversarial perturbation attack method: projected gradient descent (PGD) to find adversarial examples against the base classifier $f$ and assess the performance of the attack on full-precision model and quantized model. We set iterations equal to 7 and vary $\varepsilon$ which is the maximum allowed $l_{\infty}$ perturbation of the input from 0.001 to 0.05. Here we present the adversarial examples we found under different $\varepsilon$ in Figure 9. For $\varepsilon = 0.05$, the adversarial examples generated by PGD attack is visually indistinguishable from the original image, but completely distorts both the full-precision and quantized classifiers’ prediction.

![Figure 9. CIFAR-10 adversarial images corrupted generated by PGD attack with varying levels of perturbations](image-url)
Appendix C. Practical Prediction and Experiment Results

Here we describe how to get the smoothed classifier’s prediction. We use the same prediction algorithm as in [6]. Prediction draws \( n \) samples of \( f(x + n) \) and return the class as its predicted label which appeared much more often than any other class. If such class doesn’t exist, Prediction will abstain. The pseudocode is in Algorithm 2.

We also analyze the effect of the number of Monte-Carlo samples \( n \) in Prediction on quantized model. Table 1 shows the performance of Prediction as the number of Monte Carlo samples \( n \) is varied between 100 and 10000 on CIFAR-10. When \( N \) increases, the time spent on Prediction also increases. We observe from Table 1 that when \( n \) is small, the smooth classifier is more likely to make abstentions for both full-precision (FloatRS-fp) and quantized (IntRS-quant) model.

---

Algorithm 2 Monte-Carlo estimation and aggregated evaluation for certified robust prediction

**Input:** Base function \( f(\cdot) \), inference sample \( x \), Gaussian noise std \( \sigma \), repeated number \( N \), and confidence level \( \alpha \).

**Prediction:**
1. Repeat \( N \) inferences on \( f(x + n) \), where \( n \sim N(0, \sigma^2 I_d) \).
2. Collect prediction results: \((n_A, \hat{c}_A) : \) highest prediction count and its label; \((n_B, \hat{c}_B) : \) second highest prediction count and its label;
3. if Binomial \( p \)-value test of given \( n_A, n_A + n_B \) is no greater than 0.5 then
4. Return \( \hat{c}_A \);
5. else
6. ABSTAIN
7. end if

---

Table 1. Performance of Prediction when \( n \) is varied. The column presents the result on CIFAR-10 and set \( \sigma = 0.25, \alpha = 0.001 \) The column is “correct” if Prediction returns the label without abstention and the labels matches with the ground-truth label.

| \( n \)     | FloatRS-fp correct | FloatRS-fp abstain | IntRS-quant correct | IntRS-quant abstain |
|------------|--------------------|--------------------|---------------------|---------------------|
| 100        | 0.74               | 0.16               | 100                 | 0.73               |
| 1000       | 0.79               | 0.03               | 1000                | 0.77               |
| 10000      | 0.81               | 0.02               | 10000               | 0.80               |
| 100000     | 0.82               | 0.00               | 100000              | 0.80               |
Appendix D. Additional Experiments with Different Types of Adversarial Perturbation Attacks

In this appendix, we use one of the strongest attacks (i.e., projected gradient descent (PGD)) under $\ell_2$ abll to generate adversarial perturbations and evaluate Prediction performance. For Prediction, we set $n = 1000, \alpha = 0.001, \sigma = 0.25$. For PGD, we set 20 iterations and vary $\varepsilon = \{0.0, 0.12, 0.25, 0.50, 1.00\}$. Here $\varepsilon$ is the maximum allowed $\ell_2$ perturbation of the input. Figure 10 demonstrates the results of prediction accuracy on adversarial examples of CIFAR-10 on full-precision model and our quantized model.

![Figure 10](image_url)

Figure 10. Prediction accuracy on CIFAR-10 adversarial examples of FloatRS-fp and IntRS-quantized model.

Appendix E. Effect of the Confidence Level Parameter $\alpha$

In this section, we show the effect of confidence level parameter $\alpha$ on certified accuracy on the full-precision model and our quantized model. We can observe that the certified accuracy of each model has not been vastly affected by choice of $\alpha$.

![Figure 11](image_url)

Figure 11. Certified accuracy of varying $bm\alpha$. The experiment is performed on CIFAR-10 with $\sigma = 0.25$. 
Appendix F. Detailed Results on Dataset: Report Table

In Table 2, we summarize the certified accuracy under different noise level $\sigma$ at different radius $r$. In Table 3, we vary certification noise while holding training noise fixed at $\sigma = 0.12, 0.25$ on CIFAR-10 to evaluate the effects of Gaussian noise for training base classifier $f$ on certification performance. Note for the quantized model, the accuracy of base model $f$ would be slightly lower than that of the full-precision model. Our goal is to achieve comparably certified accuracy for IntRS-quant compared with FloatRS-fp model.

### Table 2. Certified test accuracy on CIFAR-10 with different $\sigma$. Each column represents the certified accuracy at different radius $r$.

| FloatRS-fp | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ |
|------------|------------|------------|------------|------------|------------|------------|
| $\sigma = 0.12$ | 0.59 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.25$ | 0.62 | 0.44 | 0.27 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.50$ | 0.54 | 0.43 | 0.32 | 0.22 | 0.15 | 0.09 |
| $\sigma = 1.00$ | 0.39 | 0.33 | 0.28 | 0.22 | 0.18 | 0.15 |

| IntRS-quant | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ |
|------------|------------|------------|------------|------------|------------|------------|
| $\sigma = 0.12$ | 0.59 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.25$ | 0.61 | 0.42 | 0.26 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.50$ | 0.52 | 0.39 | 0.29 | 0.22 | 0.15 | 0.08 |
| $\sigma = 1.00$ | 0.35 | 0.28 | 0.23 | 0.18 | 0.16 | 0.12 |

| FloatRS-quant | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ |
|------------|------------|------------|------------|------------|------------|------------|
| $\sigma = 0.12$ | 0.56 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.25$ | 0.59 | 0.42 | 0.23 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.50$ | 0.43 | 0.33 | 0.25 | 0.18 | 0.11 | 0.06 |
| $\sigma = 1.00$ | 0.19 | 0.14 | 0.12 | 0.09 | 0.07 | 0.05 |

### Table 3. Certified test accuracy on Caltech-101 with different $\sigma$.

| FloatRS-fp | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ | $r = 1.75$ | $r = 2.0$ |
|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $\sigma = 0.12$ | 0.65 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.25$ | 0.56 | 0.54 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.50$ | 0.62 | 0.58 | 0.55 | 0.52 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 1.00$ | 0.51 | 0.51 | 0.48 | 0.47 | 0.46 | 0.45 | 0.45 | 0.41 |

| IntRS-quant | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ | $r = 1.75$ | $r = 2.0$ |
|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $\sigma = 0.12$ | 0.61 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.25$ | 0.58 | 0.56 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.50$ | 0.64 | 0.59 | 0.51 | 0.46 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 1.00$ | 0.56 | 0.56 | 0.56 | 0.54 | 0.53 | 0.52 | 0.52 | 0.52 |

| FloatRS-quant | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ | $r = 1.75$ | $r = 2.0$ |
|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| $\sigma = 0.12$ | 0.59 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.25$ | 0.60 | 0.56 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 0.50$ | 0.61 | 0.56 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\sigma = 1.00$ | 0.20 | 0.18 | 0.18 | 0.16 | 0.14 | 0.12 | 0.12 | 0.12 |
Table 4. Certified Accuracy of varying $\sigma$ used in certification. The base model $f$ is trained on CIFAR-10 using Gaussian noise augmentation with $\sigma = 0.12$

| $\sigma$   | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ | $r = 1.75$ |
|-----------|------------|------------|------------|-----------|------------|-----------|------------|
| $\sigma = 0.12$ | 0.59       | 0.00       | 0.00       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.25$ | 0.19       | 0.11       | 0.07       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.50$ | 0.09       | 0.09       | 0.08       | 0.07      | 0.04       | 0.01      | 0.00       |
| $\sigma = 1.00$ | 0.10       | 0.09       | 0.09       | 0.08      | 0.06       | 0.04      | 0.03       |

| IntRS-quant | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ | $r = 1.75$ |
|-------------|------------|------------|------------|-----------|------------|-----------|------------|
| $\sigma = 0.12$ | 0.59       | 0.00       | 0.00       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.25$ | 0.36       | 0.24       | 0.11       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.50$ | 0.15       | 0.12       | 0.11       | 0.08      | 0.05       | 0.01      | 0.00       |
| $\sigma = 1.00$ | 0.11       | 0.10       | 0.10       | 0.09      | 0.09       | 0.09      | 0.07       |

Table 5. Certified Accuracy of varying $\sigma$ used in certification. The base model $f$ is trained on CIFAR-10 using Gaussian noise augmentation with $\sigma = 0.25$

| $\sigma$   | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ | $r = 1.75$ |
|-----------|------------|------------|------------|-----------|------------|-----------|------------|
| $\sigma = 0.12$ | 0.57       | 0.00       | 0.00       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.25$ | 0.62       | 0.44       | 0.27       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.50$ | 0.19       | 0.15       | 0.10       | 0.05      | 0.02       | 0.01      | 0.00       |
| $\sigma = 1.00$ | 0.10       | 0.09       | 0.08       | 0.08      | 0.06       | 0.04      | 0.02       |

| IntRS-quant | $r = 0.25$ | $r = 0.5$ | $r = 0.75$ | $r = 1.0$ | $r = 1.25$ | $r = 1.5$ | $r = 1.75$ |
|-------------|------------|------------|------------|-----------|------------|-----------|------------|
| $\sigma = 0.12$ | 0.57       | 0.00       | 0.00       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.25$ | 0.61       | 0.42       | 0.26       | 0.00      | 0.00       | 0.00      | 0.00       |
| $\sigma = 0.50$ | 0.31       | 0.23       | 0.15       | 0.08      | 0.02       | 0.01      | 0.00       |
| $\sigma = 1.00$ | 0.14       | 0.11       | 0.10       | 0.07      | 0.03       | 0.02      | 0.01       |

Appendix G. Examples of Noisy Images

In this section, we demonstrate examples of CIFAR-10 and Caltech-101 images corrupted with varying levels of noise in Gaussian noise. Since it is hard to visualize the quantized input, we only present the input corrupted by $\mathcal{N}(0, \sigma^2)$.

![Examples of Noisy Images](image-url)
Figure 13. An illustration of Caltech-101 images generated by adding Gaussian noise with various $\sigma$. Pixel values greater than 1.0 or less than 0.0 were clipped to 1.0 or 0.0.
Appendix H. Omitted Proof

H.1. Proof of Proposition 3.1

Proof. The proof follows the Neyman-Pearson lemma (especially its form for discrete distribution in Lemma 3.1). We want to show that the condition in this Proposition is equivalent to the condition with respect to the likelihood ratio statistic, which takes the form:

\[
L(z) = \frac{\left( \prod_{i=1}^{d} e^{-\frac{\left( z_i - (x_i + \delta_i) \right)^2}{2\sigma^2}} \right)}{\left( \prod_{i=1}^{d} e^{-\frac{\left( z_i - x_i \right)^2}{2\sigma^2}} \right)}. \tag{11}
\]

Due to the discrete nature of the inference stage, we have \( \delta_i \in \mathbb{H} \). Based on this fact and by \( \sum_{h_i \in \mathbb{H}} e^{-\frac{(h_i - (x_i + \delta_i))^2}{2\sigma^2}} \) is periodic for \( \delta_i \in \mathbb{H} \), we have

\[
\sum_{h_i \in \mathbb{H}} e^{-\frac{(h_i - (x_i + \delta_i))^2}{2\sigma^2}} = \sum_{h_i \in \mathbb{H}} e^{-\frac{(h_i - x_i)^2}{2\sigma^2}}. \tag{12}
\]

Then, we further have

\[
L(z) = e^{-\sum_{i=1}^{d} \frac{\left( z_i - (x_i + \delta_i) \right)^2}{2\sigma^2}} \frac{e^{-\sum_{i=1}^{d} \frac{\left( z_i - x_i \right)^2}{2\sigma^2}}}{e^{-\sum_{i=1}^{d} \frac{\left( z_i - x_i \right)^2}{2\sigma^2}}} = e^{-\frac{1}{2\sigma^2} \sum_{i=1}^{d} \left(2z_i - 2x_i\right) - \frac{1}{2\sigma^2} \sum_{i=1}^{d} \left(2\delta_i\right)} \tag{13}
\]

Thus, in order to carry out the likelihood ratio test, we have the following equivalent relationship.

\[
L(z) \leq \alpha \iff \langle z, \delta \rangle \leq \sigma^2 \ln \alpha + \frac{1}{2} \left( \|\delta\|_2^2 + 2\langle x, \delta \rangle \right) \tag{14}
\]

\[
L(z) \geq \alpha \iff \langle z, \delta \rangle \geq \sigma^2 \ln \alpha + \frac{1}{2} \left( \|\delta\|_2^2 + 2\langle x, \delta \rangle \right) \tag{15}
\]

The remaining follows Lemma 3.1