Leveraging a Genetic Algorithm for the Optimal Placement of Distributed Generation and the Need for Energy Management Strategies Using a Fuzzy Inference System
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Abstract: With the rising load demand and power losses, the equipment in the utility network often operates close to its marginal limits, creating a dire need for the installation of new Distributed Generators (DGs). Their proper placement is one of the prerequisites for fully achieving the benefits; otherwise, this may result in the worsening of their performance. This could even lead to further deterioration if an effective Energy Management System (EMS) is not installed. Firstly, addressing these issues, this research exploits a Genetic Algorithm (GA) for the proper placement of new DGs in a distribution system. This approach is based on the system losses, voltage profiles, and phase angle jump variations. Secondly, the energy management models are designed using a fuzzy inference system. The models are then analyzed under heavy loading and fault conditions. This research is conducted on a six bus radial test system in a simulated environment together with a real-time Power Hardware-In-the-Loop (PHIL) setup. It is concluded that the optimal placement of a 3.33 MVA synchronous DG is near the load center, and the robustness of the proposed EMS is proven by mitigating the distinct contingencies within the approximately 2.5 cycles of the operating period.
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1. Introduction

Notwithstanding the modernization of the existing power system, its operation, control, monitoring, protection, and communication are still challenging aspects to address. Further, the improper placement of the equipment responsible for the performance, safety, and security improvement (i.e., capacitor banks, Distributed Generators (DGs), protective relays, etc.) may result in increased power losses, power quality worsening, and ineffective coordination of the protection devices [1,2]. Amongst all the factors, the level of threat varies, but surely, the non-optimal location and sizing of DGs pose some of the most serious threats, not only to the utility, but also to the end-users. Apart from the fact that the DGs mostly rely on non-conventional energy sources and are environmentally friendly, their exponential growth may still lead to voltage instability, false tripping, power losses, short-circuit level increase, reverse power flow, and faster equipment degradation [3,4].

Prior to the installation of new DGs, many technical data, as well as the environmental and regulatory characteristics of the distribution system need to be analyzed. Amongst the many parameters, the key ones deciding the effectiveness of the DGs placed in the already existing networks are the voltage profiles, system losses, and power flows [5]. However, investigations into the behavior of the power system under normal and fault conditions
require thorough load flow studies and contingency analysis. These affect the power system operation differently, and if the installed protection schemes do not function in a timely manner, the fault situation may result in either islanding or even complete blackout [6,7]. Therefore, to alleviate the adverse effects of different contingencies with the existence of DGs in the network, designing a proper Energy Management System (EMS) is highly required.

The EMS is an optimal control strategy, designed to regulate the energy flow in the network based on the network characteristics, as shown in Figure 1, wherein the sources are the group of existing energy providers in the network, storage represents the energy preserved during the off-load periods, loads are scheduled as pre-defined from the load curves and also dynamically integrated on run-time, and optimal control indicates the series of actions taken to ensure the optimal energy flow and regulation. The EMS provides promising functionalities to regulate the power system instabilities and contingencies within the previously defined constraints [8,9]. Furthermore, the EMS can manage the load profile of the power system following the available energy sources and thus minimizes unnecessary energy usage, extra operational costs, and the prevailing safety issues. An effective EMS makes a significant difference in the power system operation and efficiency, after the proper placement of DGs, by mitigating the undesirable situations, i.e., network unbalance conditions, system faults, islanding, etc. [10,11].

![Figure 1. General sketch of the energy management system for the optimal allocation of resources in accordance with the network conditions.](image)

Proper placement of DGs and the use of different energy management strategies in the distribution system have been well studied in the literature [12–15], but the close relationship between the two optimization problems, i.e., optimal DG placement and energy management, has not been investigated under different network conditions. In this regard, an analytical approach was proposed in [16] for the proper placement of DGs in a radial network with the aim of minimizing the total power loss without exploiting admittance matrices. The method is computationally promising and robust for a single DG, but its accuracy and performance are compromised for multiple DGs in more complex utility networks. Similarly, a loss sensitivity factor together with the meta-heuristic technique was discussed in [17] for optimal sizing and siting of new DGs sequentially. This suggested approach, however, uses a multi-dimensional cost function for the search algorithm, but is slow and computationally expensive for a large network. Therefore, an efficient and modular algorithm for large power systems was discussed in [18]. The suggested idea exploits quadratic programming to identify and select the optimal position and size of the DG based on the active loss minimization, power balance compensation, and voltage limits’ satisfaction.
The algorithm uses a passive optimization and controller, which limit its application to networks with the least penetration of DGs and a lack of an effective EMS. To address the issue of energy management in micro-grids with environmental uncertainties related to properly installed DGs, a framework was presented in [19] that uses a fuzzy prediction model as an inference to predict the dynamic characteristics and uncertainties of available energy sources. The method, however, exploits the notion of fuzzy logic to deal with the probabilistic nature of network uncertainties, but still lacks an active controller to make decisions in the transient conditions. Hence, active controller schemes were presented in [20,21] that make use of a fuzzy inference system for battery management and fault classification. However, their application is limited to contingency detection and regulation, and this motivates us to extend the benefits of the fuzzy controller for power system energy management as well.

To the best of our knowledge, there is no single framework available that initially applies a path search algorithm to optimally place the new DGs using the key parameters of the network highlighted earlier and then under different network conditions, exploiting the supervised learning approach to realize the energy management strategies to lessen the adverse effects during distinct contingency scenarios. Overall, the key contributions of this work are (1) using a GA for the proper placement of new DGs using three critical system parameters, i.e., power loss, voltage profile, and phase angle jump, (2) designing the energy management system using a fuzzy controller with 12 inference rules, (3) testing the proposed framework on a system against its performance at different load and fault conditions, and finally, (4) validating the effectiveness and robustness of the proposed approach) it is compared with three other state-of-the-art techniques, i.e., Tabu Search (TS), Artificial Bee Colony (ABC), and ACO.

The subsequent sections of this work are organized as follows: Section 2 presents the proposed methodology and problem formulation for distinct network conditions. Section 3 examines the results achieved with the application of the proposed framework under different case scenarios. Finally, Section 4 gives the final conclusions and remarks on possible extensions of the presented work.

2. Research Methodology

The test system used to experimentally evaluate the performance of the proposed framework is shown in Figure 2. It consists of 132 kV grid stations supplying a 11 kV distribution feeder through a 26 MVA, 132/11 kV transformer. The feeder energizes different loads, i.e., industrial, commercial, and residential, rated at 1.1 MVA, 2.0 MVA, and 2.5 MVA with power factors of 0.94, 0.9, and 0.86, respectively. The residential load is connected through a 10 MVA, 11/0.4 kV step-down transformer. A synchronous generator (DG) of 3.33 MVA at a power factor of 0.953 is installed in the distribution network using a transformer of 8 MVA, 0.4/11 kV at distinct locations, determined by the search algorithm, as marked by the respective buses in Figure 2.

![Figure 2. One line diagram of the test system.](image-url)
However, in this research, a radial system is considered to analyze the performance of the proposed framework owing to the nature and characteristics of existing feeders in distribution networks. However, the proposed framework can also be applied to mesh networks, having the benefits of ensuring the reliability and continuity of supply under the contingency condition in contrast to radial systems with minor modifications. The network characteristics determined and the load flow analysis carried out in subsequent sections for the radial system in Figure 2 need to be changed according to [22].

2.1. Network Characteristics

Based on the same voltage regulation of the utility network and the new DG, the magnitude of the voltage sag at the point of connection in Figure 2 can be calculated using Equation (1) [23].

\[ V_{\text{sag}} = V_N - \left( \frac{Z_N}{Z_{DG}} \right) \times I_F \]  

(1)

where \( V_{\text{sag}} \) is the voltage sag due to system contingencies as reported in Figure 3, \( V_N \) and \( Z_N \) are the voltage and impedance of the utility network, respectively, \( Z_{DG} \) is the impedance of the installed DG system, and \( I_F \) is the magnitude of the fault current. The voltage sag eventually results in a phase angle jump and that is determined by Equation (2), with \( X_N, R_N, X_{DG}, \) and \( R_{DG} \) representing the reactances and resistances of the utility network and installed DG, respectively.

\[ \Delta \theta = \tan^{-1} \left( \frac{X_N}{R_N} \right) - \tan^{-1} \left( \frac{X_{DG}}{R_{DG}} \right) \]  

(2)

![Figure 3. Different system contingencies and associated voltage sag estimations. (a) Normal condition, (b) fault condition at the utility bus, (c) fault condition for the transmission network near the utility, and (d) fault condition for the transmission network near the DG.](image)

If \( \frac{X_N}{R_N} = \frac{X_{DG}}{R_{DG}} \), it is a so-called zero phase angle jump condition. The jump in angle occurs when the \( X/R \) ratio of the utility network and DG system are mismatched during...
the system operation. Thus, it is desirable to have the least phase angle jump in the voltage to ensure the maximum contribution of the DG system in the network. With the maximum contribution of the DG system, the total system losses occurring are governed by Equation (3) [24], with \( P_L \) and \( Q_L \) representing active and reactive line losses, respectively, \( i \) the respective bus number, and \( I_N \) and \( I_{DG} \) the network and DG currents, respectively.

\[
P_L + jQ_L = (I_N + I_{DG})^2 \times [(R_N + R_{DG}) + j(X_N + X_{DG})]
\]

2.2. Distributed Load Flow Algorithm

A high R/X ratio, unbalanced loading, and the distributed nature of utility networks make some load flow techniques such as Gauss–Seidel, Newton–Raphson, etc., inefficient [25]. Hence, specialized algorithms such as the Backward/Forward Sweep (BFS) method are required for load flow analysis of radial distribution networks. Such techniques are based on Kirchhoff’s Current Law (KCL), which defines the current injections into the network as Equation (4) [26].

\[
I_i^j = \left( \frac{P_i^j + jQ_i^j}{V_i^j} \right)
\]

where \( I_i^j, V_i^j, P_i^j, \) and \( Q_i^j \) represent the current, voltage, and active and reactive power, respectively, at the \( i \)th bus during the \( j \)th iteration. Applying KCL to the test system in Figure 2 results in the Bus Injection to Branch Current (BIBC) matrix in Equation (5) [26]:

\[
\begin{bmatrix}
B_A \\ B_B \\ B_C \\ B_D \\ -B_E 
\end{bmatrix}
= \begin{bmatrix}
1 & 1 & 1 & -1 & 1 \\ 0 & 1 & 1 & -1 & 1 \\ 0 & 0 & 1 & -1 & 1 \\ 0 & 0 & 0 & -1 & 1 \\ 0 & 0 & 0 & 0 & 1 
\end{bmatrix}
\begin{bmatrix}
I_A \\ I_B \\ I_C \\ I_D \\ I_E 
\end{bmatrix}
\]

2.3. Problem Formulation

The first objective of this research is to find the optimal location and size of a new DG in the utility network, which reduces the overall system losses and improves the voltage profile. Therefore, the objective function of this problem can be formulated as Equation (7),

\[
F(X_{DG}, P_{DG}, Q_{DG}) = \min(\gamma_1 V_{sag} + \gamma_2 S_L + \gamma_3 \Delta \theta)
\]

where \( \sum^3 \gamma_i = 1 \) and \( \gamma \in [0, 1] \) is the weighted coefficient. The optimization problem defined in Equation (7), with its members defined in Equations (1)–(3), has equality, inequality, and bound constraints. The equality constraints are explained using Equation (8), which states that the sum of the utility power (\( S_N \)) and DG power (\( S_{DG} \)) should be equal to the sum of the total system load (\( S_{Load} \)) and losses (\( S_L \)) in order to maintain the balance of power and ensure the system stability. However, the load profile considered in Equation (8), which in this case is a combination of industrial, commercial, and residential entities with a cumulative capacity of 5.6 MVA at different power factors, is
assumed to be fluctuating at a steady rate from 2.5 MW to 5.0 MW within the scheduled time frame.

\[ S_N + S_{DG} = S_{Load} + S_L \]  

(8)

With the successful integration of the DG with the utility network, the system losses need to be lower than the allowed thermal limits of the lines. Therefore, the X/R ratio of the new DG \( \frac{X_{DG}}{R_{DG}} \) should be less than the cumulative X/R ratio of the load and utility \( \frac{X_L}{R_L} + \frac{X_N}{R_N} \), satisfying the phase angle jump condition, as described by the inequality constraint in Equation (9).

\[ \frac{X_{DG}}{R_{DG}} < \frac{X_L}{R_L} + \frac{X_N}{R_N} \]  

(9)

Further, it is assumed that the location of the new DG (\( X_{DG} \)) is near the load center, so the iteration of the GA always starts from Bus-B (\( X_{Bus−B} \)) and ends at Bus-E (\( X_{Bus−E} \)), as defined by Equation (10).

\[ X_{Bus−B} \leq X_{DG} \leq X_{Bus−E} \]  

(10)

Moreover, the size of the new DG (\( S_{DG} \)) may be less than or equal to the total connected load (\( S_{Load} \)), but should be always greater than the system losses (\( S_L \)), as explained by Equation (11).

\[ S_L < S_{DG} \leq S_{Load} \]  

(11)

The voltage at all the buses (\( V_{Bus} \)) should be within the defined lower (\( V_{Low} \)) and upper (\( V_{High} \)) tolerance limits of ±10%, which define the bound constraint using Equation (12) together with Equations (10) and (11) on the objective function in Equation (7).

\[ V_{Low} \leq V_{Bus} \leq V_{High} \]  

(12)

As a part of the optimization problem, the financial constraints also need to defined for the optimal placement of new DGs and the possible return in terms of loss reduction. The capital cost (\( C_c \)) in $/h upon installing a new DG is defined by Equation (13):

\[ C_c = \alpha_1 S_{DG}^2 + \alpha_2 S_{DG} + \alpha_3 \]  

(13)

where \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are the cost coefficients, and their values not only depend on the size and nature of the incoming DG, but also the characteristics of the utility network under investigation. In this research, their values are chosen as 0.1, 0.23, and 0.34, respectively. Based on these values, the cost of installing a given synchronous DG of size 3.33 MVA is about 2.125 $/h. Hence, the daily return (\( R \)) achieved in $ on the loss reduction after an optimal integration of DG is determined by Equation (14):

\[ R = \Delta P_L \times E_R \times T_D \]  

(14)

where \( \Delta P_L \) is the change in the active power loss of the network, \( E_R \) is the tariff rate of supplied energy, and \( T_D \) is the time duration of DG operation. The values of \( E_R \) and \( T_D \) selected for this research are 0.015 $/kWh and 24 h, respectively.

2.4. Genetic Algorithm

The Genetic Algorithm (GA) is a biologically-inspired method based on Darwin’s principle, which evaluates the best possible set of solutions for the fitness of human beings [27]. The main reason for using GA for our application is its parallel search for points from the population. Therefore, it cannot be trapped into a local optimum like conventional techniques, which search for a single point in each iteration. The GA is a probabilistic approach rather than a deterministic and does not involve any derivatives or auxiliary data, but uses fitness parameters to search for the optimal solution.

The GA outputs different chromosomes as shown in Figure 4 for the optimal location and size of the DG based on the constraints of the objective function in Equation (7) for
maximizing the voltage profile of the system and minimizing the power losses. Evaluating the objective function using two operators, mutation and crossover, the new set of chromosomes is generated. The crossover operator is used to find the best possible parameter space, and the mutation operator guards the resultant information such that it is encrypted. The stopping criteria for GA are based on two conditions, i.e., either the value of the objective function calculated from the new set of chromosomes is less than the pre-defined error or the maximum number of iterations for the system has been reached. In this research, the crossover and mutation operators (C and M) are assigned probabilities of 0.7 and 0.2, respectively. The algorithm is initialized with a set of 15 chromosomes for 36 iterations, and the final set of chromosomes in Figure 4 defines the best possible location and size of the new DG, obtained with the optimal solution of the objective function in Equation (7).

$$f_{i,j}(x_i) = \exp\left(-\frac{1}{2}\frac{(x_i - \mu_j)^2}{\sigma_j^2}\right)$$ (15)
where \( x_i \) represents the system variables and \( \mu_j \) and \( \sigma_j \) are the mean and variance of the Gaussian function, respectively. Further, the set of rules is defined considering the first order Sugeno formulation, and the corresponding output is thus given by Equation (16) [28].

\[
y = \frac{\sum_{m=1}^{N} \tau_m (r V_p + s I_p + t P_{\text{load}} + u P_o + v)}{\sum_{m=1}^{N} \tau_m}
\]  

where \( N \) is the total number of rules developed, which in this case is 12. \( V_p, I_p, P_{\text{load}} \), and \( P_o \) are the voltage profile, system current, load demand, and cumulative power output of the sources, respectively. \( r, s, t, u, \) and \( v \) are the parameters of the inference engine, and \( \tau_m \) is the triggering instant of the respective rule.

The proposed framework for the optimal placement of new DGs and effective energy management under normal and contingency conditions is summarized in Algorithm 1.

**Algorithm 1: DG placement and energy management.**

- **input**: \( V_p, S_L \rightarrow \) voltage profile and system losses
- **output**: \( y \rightarrow \) optimal control strategy

while \( (V_{\text{avg}}|S_L|\Delta \theta \leq \text{limits}) \rightarrow F \) do
  function\((X_{DG}, P_{DG}, Q_{DG}) \rightarrow (\text{Location, Size})\)
  \( X_{DG} := \) Location
  \( P_{DG}, Q_{DG} := \) Size
  if \( S_{\text{Losses}} < S_{DG} \leq S_{\text{demand}} \mid X_{\text{source}} \leq X_{DG} \leq X_{\text{load}} \) then
    \( O(\text{location, size}); \)
  else
    \( \phi \rightarrow \text{discard chromosome}; \)
  end
end
foreach \((X_{DG}, P_{DG}, Q_{DG}) \in E \rightarrow \text{cumulative energy production}\) do
  function\((\tau_m, V_p, I_p, P_{\text{load}}, P_o) = y;\)
  if \( I_N = I_f | S_N + S_{DG} + S_{\text{battery}} = S_{\text{load}} + S_{\text{losses}} \rightarrow \text{contingency detection} \) then
    return\((t, \psi) \rightarrow \text{switching patterns};\)
  else
    \( \phi \rightarrow \text{no abnormality}; \)
  end
  \( y = \text{transformation}(t, \psi) \)
end

In Algorithm 1, the GA and FIS are leveraged together in a unified framework to not only increase the benefits of integrating new DGs, but also to regulate the power flow under different network conditions to optimally meet the load demands. The input to the framework is the voltage profile, which includes variations in its magnitude (\( V_{\text{avg}} \)) and phase angle (\( \Delta \theta \)) and the system losses (\( S_L \)), and the output is the desired switching profile. For all the input variables of the test network in Figure 2 determined using distributed load flow algorithms using Equations (4)–(6), if their values are less than or equal to the pre-defined norms, the GA computes the optimal location and size of the incoming DG using Equation (7) provided all the constraints in Equations (8)–(12) are satisfied; otherwise, the GA output is discarded, and the loop repeats until it achieves the desired outcome. Once the optimal location and size of the new DG is determined, then different contingencies are simulated similar to real-time conditions, i.e., load deviations, islanding, faults, etc. Under such scenarios, the cumulative supply from the DGs and grid sources is checked against the desired load profile and losses to generate controlled switching sequences using the FIS. Abnormality is detected using the current profile of the system, and if it is found, the FIS either trips the associated breakers or regulates the energy flow to minimize the adverse effects of the given contingency. Conversely, if the system operates in the
normal condition given that the sum of the supply from the DGs and grid is equal to the sum of the load demand and system losses, the FIS remains inactive.

3. Results and Discussion

In the proposed framework, the environment is initially created in Simulink, as a first step to test the idea, and it is then validated on a Power Hardware-In-the-Loop (PHIL) setup in real time as a proof of concept for practical results, as shown in Figure 6. In Figure 6, the power system simulator replicates the characteristics of the utility network defined in Figure 2. The PXI platform simulates the response of the DG technology, while the grid control server implements the optimization techniques (FIS, GA, etc.) to regulate the system operation and performance, and the communication system simulator is used to develop a communication path between different interfaces. Further, it uses Phasor Measurement Units (PMUs) that measure the magnitudes of the voltage, current, and phase angle jump. The results presented in the following subsections are the final outcomes from the PHIL setup in Figure 6.

3.1. Optimal Location and Size of the DG

The installation of a new DG however has positive impacts on the network performance, thereby reducing the power losses and improving the voltage profile. However, based on the optimal location and size of the DG, the characteristics of the utility network change accordingly. In order to evaluate the performance of the test network in Figure 2 against the power losses, voltage sag, and Phase Angle Jump (PAJ), the following three distinct scenarios are considered.

3.1.1. Normal Condition

Under the normal condition, the integration of the DG improves the system performance as shown in Figure 7. The power loss at Bus-C beforehand is about 154.654 kW, as shown in Figure 7a, and reduces to 103.789 kW when the DG is connected at Bus-E near the load center, which gives an instant return of approximately $0.793 per hour. Due to the radial nature of the test network in Figure 2, the voltage drop however should increase, as we move away from the sources. However, due to the presence of the DG, it is still under the permissible limits of $\pm 10\%$, as illustrated in Figure 7b. Moreover, the value of the PAJ varies with the deviations in the combined X/R ratio of the feeder and DG with respect to the source, and its minimum value occurs at Bus-E, as indicated in Figure 7c. Based on all such network characteristics, the best location of the new DG during the normal condition is found to be at Bus-E near the load center with the optimal size of 3.1735 MW.
and 1.136 MVAr, determined using the GA, as shown in Figure 7d. It is evident from Figure 7d that the network characteristics intersect at Bus-E after 30 iterations, specifying the optimal location and size of the new DG.

![Figure 7](image-url)

**Figure 7.** Characteristics of the system under the normal condition for proper placement and sizing of the new DG: (a) power losses at different buses, (b) voltage profile of the system, (c) Phase Angle Jump (PAJ) variations, and (d) GA outcome over 30 iterations.

### 3.1.2. Fault Condition

With the inception of symmetrical fault in the network, a huge amount of current starts to flow. Under such conditions, the DG should not be operated, otherwise it will contribute to the fault current and may even not only harm the network, but also itself. The isolation of the DG during fault conditions depends on its dedicated protection scheme, and if it fails to operate, this results in the DG continuing to supply power, which is hazardous for the network personnel. For fault conditions, if the fault occurs near the source, the amount of power loss, that is 278.93 kW, is higher than that occurring near the load center at Bus-G, i.e., 195.75 kW, as shown in Figure 8a, which gives a savings of approximately $1.248 per hour. It can be seen from Figure 8a that there is not a big difference between the losses at Bus-G and Bus-E. Further, the voltage limits are also violated at both, and among all, the best voltage profile is maintained at Bus-E, i.e., 0.7812 p.u., as illustrated in Figure 8b. Moreover, the PAJ excursions, shown in Figure 8c, are highest at Bus-C and lowest at Bus-E, i.e., 73.7509 radians. In view of such system characteristics, the optimal location of the DG is determined to be at Bus-E with a size of 3.1735 MW and 1.009 MVAr. However, during the fault condition, the desired solution using GA is obtained after 32 iterations, when the network characteristics intersect each other, which in this case again is at Bus-E, as illustrated in Figure 8d.
3.1.3. Islanding Condition

During the islanding condition, a power imbalance occurs owing to the fact that the DG alone is unable to supply all three types of connected loads, i.e., industrial, commercial, and residential, as shown Figure 2. Under such a scenario, the power loss in the system is low (with a reduction of about 26.707 kW, which gives a return of $0.4 per hour) because a lesser amount of current flows, as shown in Figure 9a, but unfortunately, the voltage profile is worse, violating the allowable tolerance limits due to the extra loading on the DG, as illustrated in Figure 9b. Further, the PAJ variations are least at Bus-C under such a condition, as presented in Figure 9c. Due to the network characteristics, a compromise decision is made to decide the best possible location and size of the new DG. However, the amount of power losses is least and the voltage profile is better at Bus-E; on the other hand, the PAJ deviations are small at Bus-C. Therefore, the best location during the islanding found using GA is at Bus-D with a size of 3.1735 MW and 1.009 MVAR, as shown in Figure 9d. It is evident from Figure 9d that the desired results are obtained after 35 successful iterations of the GA.
3.2. Energy Management System

The performance of the utility network during the fault and islanding conditions is extremely compromised if corrective measures are not taken in a timely and efficient manner. However, even with the proper placement and size of the new DG, such adverse effects diminish, but still prevail in the system for a long time if proper strategies are not designed. Further, the reliability and robustness of the system against the fault and islanding conditions are lost and thus require designing an adaptive and efficient EMS to deal with them effectively, with the aim of improving the system performance. The energy management strategies proposed, designed, and validated under normal and contingency states are presented in Figure 10. The FIS is used for generating the different switching schemes, as shown in Figure 11 for the proposed strategies in Figure 10.
3.2.1. Normal Condition

Under the normal condition, when all the network constraints are within the pre-defined limits and the system is operating efficiently, the proper placement of the DG reduces the system losses and improves the voltage profile. The energy management strategy designed for such a network condition is presented in Figure 10a. In this scenario, the protection schemes of the DG and the main supply are inactive, and the energy breaker is responsible for energy management under abnormal conditions, while the demand breaker is used to meet the increased load demands during the critical situations. Both of these breakers are disconnected during the normal condition. In the normal state, the main supply and DG collectively meet the power demands of end-users, as shown in Figure 11, with both the energy and demand breakers being switched off.
3.2.2. Fault Condition

When the faults occur in the system either at the transmission or at the distribution side, the protection schemes of the mains and DG need to function in timely manner and thus isolate the sources. Under this condition, the energy generated by the DG may be stored for later use when the faults are removed, and this necessitates using an Energy Storage System (ESS). The energy management strategy designed to deal with different fault conditions is proposed in Figure 10b. In this condition, the energy breaker remains closed, and the demand breaker is open until a fault is present in the system. With the fault occurring near the load center at 0.1 s in Figure 12, the fuzzy logic controller instantly detects it in Figure 11 due to the abrupt changes in the network current and trips the main and DG circuit breakers, while the energy breaker remains closed to store the DG’s energy. When the fault is cleared at 0.2 s, the main and DG breakers get closed after a 1.5 cycle delay, caused by the fuzzy logic controller and circuit breaker operating time sequences, as shown in Figure 13. In Figure 13, at 0.3 s, the network is restored to its normal state after the fault elimination. Further, at 0.35 s, the grid is disconnected, and the network enters into an islanding mode; thus, the power flow from the grid drops to approximately zero.

Figure 12. Current flows from different power system actors when fault occurs near the load center with the proposed energy management system using the fuzzy inference system. The dotted plots illustrate the short circuit current with no energy management strategy being active.

Figure 13. Profile of the power flow from the mains. At 0.3 s, the system returns to its normal state. At 0.35 s, the grid is disconnected, and the system enters the islanding condition, while the power flow from the grid drops approximately to zero.
3.2.3. Islanding Condition

When the main supply to the network is lost, this results in islanding conditions, and the DG may be allowed to supply the load alone, if its output matches the energy demand. However, if a power mismatch occurs, the DG needs to be taken out of the system, and the reliability of the network to supply the load is thus lost. To address this problem, the energy management strategy is designed and discussed in Figure 10c. This scenario is called balanced islanding, which represents the condition that the cumulative energy of the DG and ESS are able to cope with the given load requirements, as shown in Figure 11. In Figure 11, the main breaker trips after 0.35 s; the grid supply is disconnected, and the network operates in the balanced islanding condition. Initially, the system loading is larger than the DG output, and the ESS switches on to meet the additional energy demand, as shown in Figure 10c. In Figure 14, after 0.35 s, the system operates in islanding mode, with both the DG and ESS supplying the load, as illustrated in Figure 15. The close-up view of the voltage profile in Figure 14 confirms that the cumulative supply from the DG and ESS is more stable than the grid and DG together. This is due to the obvious reason that the main source is at distance from the load center and causes more power losses, while the ESS and DG are installed near the load premises.

![Diagram showing voltage profile at the DG bus under different system conditions.](image)

**Figure 14.** Voltage profile at the DG bus under different system conditions. The voltage under the normal condition is 1 p.u., and with the fault inception it dips down to 0.52 p.u. After 0.35 s, the system is in islanding mode with both the DG and battery system supplying the load. After 0.45 s, the load is increased and results in a voltage collapse.

During the imbalance islanding in Figure 10d, when the cumulative power of the ESS and DG is unable to meet the load demand, the DG needs to be disconnected from the system using its dedicated protection scheme. However, the ESS, having the fewer stability issues as compared to the DG system, continues to supply energy to emergency and critical loads, i.e., street lights, hospitals, etc., via its direct link. It is evident from Figure 11 that when the load on the distribution side is increased after 45 s in Figure 15, it causes unbalanced islanding and huge voltage collapse in Figure 14. Therefore, the DG breaker trips at 49 s while the ESS continues to supply the sensitive loads.
Figure 15. DG output under different system conditions. Until 0.35 s, a load of 5000 kW is shared equally among the mains and DG. At 0.35, the mains are tripped, and the system enters the islanding mode with the load greater than the DG, and thus, the ESS is switched in, to tackle the energy difference. At 0.45 s, the load is further increased, which causes the power imbalance with the DG’s output constantly decreasing, which represents its being out of synchronism.

3.3. Comparative Analysis

To validate the performance of the proposed framework, it is compared with other existing approaches in Table 1. In Table 1, the Tabu Search (TS) algorithm, which is commonly used for evaluating the combinatorial optimization task, is exploited for the optimal placement of the DG in [29], based on improving the system voltage and reducing the line losses under a uniformly distributed load profile. This search algorithm has a higher convergence rate and hence takes less processing time to reach the desired results within fewer iterations. On the other hand, the Artificial Bee Colony (ABC) algorithm, used for the optimal sizing and location of the DG in [30], takes a longer time to converge and is also computationally expensive because it is based on the intuitive foraging behavior of honey bees. However, the Ant Colony Optimization (ACO) algorithm, inspired by the behavior of ants of reaching the target while following the shortest path, was used in [31] for the proper placement of new DGs. This algorithm has a compromising performance in terms of reducing the voltage deviations; otherwise, it is better than ABC. Overall, the suggested technique is not only robust against system abnormalities using the FIS, but it also tries to maximize the system performance, thereby reducing line losses and voltage variations (sag and phase angle jump) with the optimal placement of the DG using the GA. Further, the proposed framework is also computationally efficient and converges in a reasonable time to the desired outcomes.

Table 1. Comparative analysis for the optimal placement of the DG and energy management control. TS, Tabu Search; ABC, Artificial Bee Colony.

| Technique          | Loss Reduction (%) | Voltage Deviation (p.u.) | Number of Iterations | Energy Imbalance (%) | Detection Period (Cycles) | Computational Time (s) |
|--------------------|--------------------|--------------------------|----------------------|----------------------|--------------------------|------------------------|
| TS [29]            | 51.47              | 0.02142                  | 26                   | NA                   | NA                       | 9.87                   |
| ABC [30]           | 53.63              | 0.03468                  | 73                   | NA                   | NA                       | 12.43                  |
| ACO [31]           | 35.55              | 0.04213                  | 62                   | NA                   | NA                       | 11.56                  |
| Proposed Framework | 45.32              | 0.01176                  | 34                   | 13.28                | 2.50                     | 11.65                  |

NA—Not Applicable; loss reduction (%)—decrease in the percentage of existing line losses with the integration of each new DG; voltage deviation (p.u.)—the ability to maintain the voltage profile within the pre-defined IEEE regulation limits, i.e., ±5%; number of iterations—steps taken by the search algorithm to reach the final outcome; energy imbalance (%)—exploiting all the available energy sources to meet the load demand effectively; detection period (cycles)—operating duration of switching-sensing elements to detect the abnormality in the system; computational time (s)—processing resources consumed by the respective technique to reach the desired end goal.
4. Conclusions

This research proposed a framework that in the first steps exploited the genetic algorithm in order to determine the optimal placement and sizing of the distributed generators in the utility network under distinct system conditions. The GA together with load flow analysis made decisions on the basis of three critical parameters of the network: power losses, voltage profile, and phase angle jump. Under all investigated system conditions (normal operation, fault, and islanding), the best possible location was always decided to be near the load center, at Bus-E, with the optimal size of 3.33 MVA, in accordance with the system constraints. Even though the proper placement and sizing of the newly installed DG were not guaranteed, the excellent performance of the investigated power system—especially under the fault and islanding conditions—thus make it necessary to design a proper energy management system.

All the energy management strategies, under all the investigated system conditions, were designed using a fuzzy inference system. Amongst all proposed strategies, it was observed that the FIS with the proper membership functions and rules implemented was able to correctly detect, monitor, and regulate the abnormalities in a way that allowed the performance of the network to be optimized and the energy to be stored for emergency use. The switching patterns, generated by fuzzy controllers, were used to operate all four different circuit breakers (the main one, DG, energy, and demand breakers) sequentially, according to the network characteristics—determined through a load flow study. Eventually, in order to validate the effectiveness and robustness of the proposed approach against abnormalities, it was compared with other existing state-of-the-art methods, and we found that it integrated new DGs optimally and also regulated the energy flow according to the network conditions.

A possible extension, to the above presented research, is to use the Markov decision process for the optimum location and sizing of mixed (inverter- and non-inverter-based) DGs in a complex distribution network involving the combination of radial and mesh topologies. Furthermore, for a autonomous and adaptive energy management system, deep neural networks together with the forest of trees approach can be applied to deal with the environmental and network uncertainties and the dynamic nature of PVs or wind-based DG systems at run-time under severe network contingencies.
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