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Monitored Tomographic Reconstruction—An Advanced Tool to Study the 3D Morphology of Nanomaterials
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Abstract: Detailed and accurate three-dimensional (3D) information about the morphology of hierarchically structured materials is derived from multi-scale X-ray computed tomography (XCT) and subsequent 3D data reconstruction. High-resolution X-ray microscopy and nano-XCT are suitable techniques to nondestructively study nanomaterials, including porous or skeleton materials. However, laboratory nano-XCT studies are very time-consuming. To reduce the time-to-data by more than an order of magnitude, we propose taking advantage of a monitored tomographic reconstruction. The benefit of this new protocol for 3D imaging is that the data acquisition for each projection is interspersed by image reconstruction. We demonstrate this new approach for nano-XCT data of a novel transition-metal-based materials system: MoNi4 electrocatalysts anchored on MoO3 cuboids aligned on Ni foam (MoNi4/MoO3@Ni). Quantitative data that describe the 3D morphology of this hierarchically structured system with an advanced electrocatalytically active nanomaterial are needed to tailor performance and durability of the electrocatalyst system. We present the framework for monitored tomographic reconstruction, construct three stopping rules for various reconstruction quality metrics and provide their experimental evaluation.
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1. Introduction

Multi-scale X-ray computed tomography (XCT) is an efficient approach to study the 3D morphology of natural or engineered hierarchically structured systems and materials [1]. This approach combines 3D–image information at several hierarchical levels, characterized by typical feature sizes of structures, to fully resolve the 3D morphology of complex systems. Experimentally, this approach requires the combination of several XCT techniques with different sample volumes and resolutions, including nano-XCT. Measurement times for complete XCT experiments depend strongly on the brightness of the X-ray source. The brightness of laboratory X-ray sources is typically several orders of magnitude lower than that of synchrotron radiation sources. Since X-ray microscopes with sub-100 nm resolution, as needed for the characterization of nanostructures and nano-scale materials, include X-ray optics with limited efficiency, data acquisition times for full tomographies are long, particularly for laboratory tools [2]. As a consequence, additional approaches are needed,
including advanced data analysis and new protocols for image data acquisition (“design of experiment”). One option to reduce time-to-data for nano-XCT studies of nanomaterials is the application of advanced data analysis procedures. Since artificial neural networks are able to train themselves to recognize complex patterns, deep learning algorithms have been applied to reduce image artifacts and to handle missing data in XCT studies. Mapping filtered back projections identically and building up a deep neural network architecture allows for the addition of different compensation layers for several types of artifacts through end-to-end training [3]. As an example, missing data artifacts, e.g., from a limited-angle tomography, were reduced by trained convolutional neural networks. This approach extracts and suppresses implicit features of artifacts from reconstructed images [4]. Neural networks were also successfully used for noise reduction. While the expected internal structure information of an object is retained, shorter image acquisition times are achieved [5,6]. What all these approaches have in common is that the deep neural network is added as a post-correction step subsequently to the reconstruction step.

A tomographic reconstruction methodology with incorporated artificial-intelligence (AI) algorithms was described by Topal et al. [7]. This approach considers unavoidable misalignment and object motion during high-resolution 3D data acquisition, demonstrating that high-quality 3D images could be obtained, and data from incomplete data sets can be recovered. A novel computer vision methodology combined with a deep neural network approach provides estimates for motion by tracking features through adjacent projections. This tomographic–reconstruction algorithm is empowered by sophisticated correction modules that autonomously estimate and effectively suppress artifacts and random errors using gradient descent and deep learning algorithms (examples see [8,9]). Another development to shorten the data acquisition time for XCT was reported by Bulatov et al. [10]. A monitored reconstruction process was proposed that performs the reconstruction procedure not only after the completion of the measurement protocol. That means, this monitored tomographic reconstruction can be considered as an “anytime algorithm”. The acquisition of the individual two-dimensional (2D) projections is interspersed by image reconstruction, with the final stop of the projection data acquisition occurring according to a defined stopping rule.

In this paper, we are applying monitored tomographic reconstruction to the analysis of nano-XCT data of a complex hierarchically structured materials system, demonstrating the potential of this new approach for the generation of detailed and accurate 3D information about the morphology of advanced nanomaterials in a significantly shorter period of time. The chosen example, a high performance and durable electrocatalytic system with a tailored morphology, is a novel transition-metal-based materials system for fast water dissociation: MoNi₄ electrocatalysts anchored on MoO₂ cuboids aligned on Ni foam (MoNi₄/MoO₂@Ni) [11]. XCT, both nano-XCT and micro-XCT, are suitable techniques to provide the morphology of the (sub-)structures of such hierarchically structured materials and systems [8]. Since individual projections, i.e., 2D slices of the investigated object, include very different individual features, we used several different 2D slices of one object for evaluation. The monitored tomographic reconstruction and its application to nano-XCT data of nanomaterials are presented in this paper, with stopping rules discussed in detail. Finally, the plausibility of the obtained results is provided.

2. Materials and Methods
2.1. Synthesis and Characterization of the MoNi₄/MoO₂@Ni Material System

Highly performant and durable systems for electrochemical energy storage and conversion require the design and synthesis of materials with optimized hierarchical 3D morphology and surface structures with high activity. In addition to the intrinsic properties of the constituent components that determine chemical activity and conductivity, the material’s 3D morphology is crucial to prevent agglomeration of particles and to promote mass transfer (i.e., reactant diffusion and product release) [8]. The design and synthesis of robust 3D structures, e.g., electrocatalysts, with an optimized hierarchical morphology, are
of particular interest for the upscaling of processes and for the development of technologies to fabricate advanced energy conversion devices. They will therefore play an increasing role in the future.

A novel transition-metal-based materials system for fast water dissociation, MoNi$_4$ electrocatalysts anchored on MoO$_2$ cuboids aligned on Ni foam (MoNi$_4$/MoO$_2$@Ni), was selected for this study. Mo-Ni-based alloy (Mo$_x$Ni$_y$) electrocatalysts provide high electrocatalytic efficiency for the hydrogen evolution reaction (HER).

The synthesis of the MoNi$_4$ electrocatalyst was performed in a two-step process. Firstly, NiMoO$_4$ cuboids were grown on a piece of Ni foam ($1 \times 3 \text{ cm}^2$) during a hydrothermal reaction at 150 $^\circ$C for 6 h in 15 mL deionized water containing Ni(NO$_3$)$_2$·6H$_2$O (0.04 M) and (NH$_4$)$_6$Mo$_7$O$_{24}$·4H$_2$O (0.01 M). Subsequently, while the as-synthesized NiMoO$_4$ cuboids were heated in a H$_2$/Ar ($v/v$, 5/95) atmosphere at 500 $^\circ$C for 2 h, Ni atoms were diffused in a controlled way to the surface of the cuboid, forming numerous MoNi$_4$ nanoparticles with a size of 20–100 nm on the surface of the MoO$_2$ cuboids. Simultaneously, Ni out-diffusion caused a change in the composition of the cuboids from NiMoO$_4$ to MoO$_2$. The MoNi$_4$ electrocatalyst exhibited a zero onset overpotential, an overpotential of 15 mV at 10 mAcm$^{-2}$ and a low Tafel slope of 30 mV per decade in 1 M KOH electrolyte [11].

Micro- and nano-XCT, scanning electron microscopy (SEM), and transition electron microscopy (TEM) were applied to image the electrocatalytically active nano-sized MoNi$_4$ particles anchored on MoO$_2$ micro cuboids vertically aligned on the conductive Ni foam [8,11]. The needle-like MoO$_2$ micro cuboids, which were vertically arranged on the Ni foam, had rectangular cross-sections of 0.5 × 1 $\mu$m$^2$ and 10 to 20 $\mu$m in length. MoNi$_4$ nanoparticles 20 to 100 nm in size were positioned on the surface of the MoO$_2$ cuboids [8].

2.2. Nano-XCT (Laboratory Tool)

The design of 3D electrocatalysts with high performance and durability requires both an optimized hierarchical morphology and surface structures with high activity. A systematic approach to determine the morphology of hierarchically structured materials with high accuracy is based on multi-scale X-ray tomography since it provides 3D information non-destructively at several length scales, with a reasonable compromise between the considered sample volume and spatial resolution [1]. Here, we report the nano-XCT study of MoNi$_4$/MoO$_2$@Ni to image the MoNi$_4$ nanoparticles located on MoO$_2$ micro cuboids, since unavoidable misalignment and thermomechanical effects are more critical for X-ray imaging with high spatial resolution.

Three-dimensional tomographic images of an object are generated by acquiring many nondestructively obtained radiographs (2D projection images) of an object at several projection angles. Subsequently, a reconstruction algorithm is applied to these images for the nano-XCT technique with sub-100 nm resolution. It is necessary but difficult in practice, if not impossible, to align the various system components with sub-micron precision. Therefore, the acquired projections usually do not strictly match the acquisition geometry as defined by the reconstruction algorithm. This mismatch results in artifacts in the reconstructed images that can seriously degrade their quality. Consequently, it is critical to explain the root causes of the artifacts in order to understand what can be done to avoid or mitigate them. Image reconstruction could be a powerful method for addressing the issues of accuracy of the XCT technique.

The nano-XCT data acquisition was performed using an Xradia nano-XCT 100 tool (Concord, CA, USA), equipped with a rotating anode X-ray source (Cu-K$\alpha$ radiation, 8 keV photon energy). Figure 1 shows the scheme of the X-ray microscope used [8]. The X-ray microscopy setup offers (nearly) parallel-beam imaging. Therefore, an angular range of 180$^\circ$ is sufficient for the acquisition of the tomography data. Laboratory X-ray microscopes operating in the multi-keV range use Fresnel zone plates as focusing lenses, resulting in a spatial resolution of the microscope of sub-100 nm. The enlarged image is projected onto a thin scintillator and subsequently recorded by an optical microscope with a CCD camera (Crytur, Turnov, Czech Republic).
Figure 1. Characteristic early parallel-beam geometry for a nano-XCT setup.

A sample with MoO₃ cuboids, each of them with a size of about 35 × 35 × 35 µm³, was picked up from the Ni foam and fixed on the tip of a tungsten wire. The laboratory nano-XCT studies were performed in standard resolution mode (40× FZP magnification × 20× optical magnification = 800× total magnification). The field of view width and height were 65 µm with 1024 pixels for each, resulting in a voxel size of 65 nm. The tilt series for the tomography consisted of 801 images within an angular range of 180°. The exposure time per image was 180 s.

We used Smart Tomo Engine software [12] to reconstruct the 3D numerical image of the investigated structure. The result of the 3D reconstruction from the fully collected set of projections is presented in Figure 2. A Filtered Back Projection algorithm was used for reconstruction [13].

Figure 2. Reconstructed volume from all collected projections.

3. Monitored Reconstruction

It is normal practice that tomographic image reconstruction starts after the completion of the scan protocol, after which the recognition process can be started [14]. In this section, we turn to the monitored reconstruction approach introduced in [10] in order to explain how to look at the reconstruction as a process with the monitored result, i.e., we present a framework for monitored reconstruction. The fact that the quality of reconstruction depends not only on the number of projections but also on the sequence of their shooting was already shown in the 1990s [15]. In our modeling experiment, we transferred the projections for reconstruction in some random sequences. Below, we consider different XY slices of the reconstructed object (Figure 2) as independent samples. The object itself is at
the top of the image and has a needle-like shape. Below is the sample holder. Several gold particles used for calibration are placed at the bottom of the object (brown color).

3.1. Cost of the Collected Projections

We collected a sequence of projections \( X = (X_1, X_2, \ldots) \) from the slice \( \theta \in \Theta \) according to a protocol. We can consider \( \chi_i \) as a random vector that depends on the slice \( \theta \) and is in charge of the projection angle. \( R_n(x_1, x_2, \ldots, x_n) \) is the slice reconstructed from \( n \) collected projections. \( \epsilon(R_n(x_1, \ldots, x_n), \theta) \) is the reconstruction error for the slice \( \theta \). Our task was to obtain a reconstruction result with the lowest value of the error \( \epsilon(R_n(x_1, \ldots, x_n), \theta) \). We assumed that the value of \( \epsilon(R_n(x_1, \ldots, x_n), \theta) \) decreases over time.

Projection measurement has a cost in terms of measurement time, ignoring computation time. The best compromise between the current error and cost of the collected projections leads to the problem of optimal stopping. We had to determine the last projection when the collecting of projections should be terminated. In that way, the current result of reconstruction would be final. A comprehensive description of optimal stopping problems formalization can be found in [15,16].

We denote the sequence of cost functions by \( c = (c_0, c_1(x_1), c_2(x_1, x_2), \ldots, c_n(x_1, \ldots, x_n) < c_{n+1}(x_1, \ldots, x_n, x_{n+1}) \). The cost function \( c_n \) has a domain \( \chi_n \), denoting the total cost of projection collecting \( X_1 = x_1, \ldots, X_n = x_n \). The total loss \( L_n(x_1, \ldots, x_n) \) of collecting \( n \) projections and reconstruction \( R_n(x_1, \ldots, x_n) \) is a sum of the reconstruction error and the cost of required projections:

\[
L_n(x_1, \ldots, x_n) = \epsilon(R_n(x_1, \ldots, x_n), \theta) + c_n(x_1, \ldots, x_n).
\]

The problem of stopping data collection and calculations involves choosing a stopping rule, which should optimize the expected loss. Figure 3 presents a schematic plot of the monitored reconstruction process.

![Figure 3. A schematic plot of the monitored reconstruction process.](image-url)
3.2. Absolute and Relative Estimation Errors

To evaluate the accuracy of the partial reconstruction results, we used the absolute estimation errors (2) in terms of \( \ell_2 \) norm:

\[
\text{RSRE}(R_n, \theta) = \| R_n - R^*(\theta) \|_2
\]  

and two relative estimation errors in terms of \( \ell_2 \) norm. The first one is normalized to a slice reconstruction from the full set of projections \( R^*(\theta) \):

\[
\text{NRSRE}(R_n, \theta) = \frac{\| R_n - R^*(\theta) \|_2}{\| R^*(\theta) \|}
\]  

The second relative estimation error is normalized to the sum of pixel values of the slice reconstructed from the complete set of projections \( S(R^*(\theta)) \):

\[
S - \text{RSRE}(R_n, \theta) = \frac{\| R_n - R^*(\theta) \|_2}{S(R^*(\theta))}
\]

Here \( R_n \) is a current partial reconstruction of the slice. The RSRE metric is a traditional way to compare two images, which can be used for matching the reconstructed images. The use of normalizations is due to the appearance of various artifacts on tomographic images. In addition, S-RSRE errors are sensitive to the spectral width of the probe.

In general, the tomographic imaging process takes the number of projections for reconstruction that are known in advance. In the case of the monitored reconstruction, we accept that the data acquisition protocol defines a natural stopping point where all required projections are acquired, e.g., at the stage \( n = T \). The final reconstruction result \( R_T \) corresponds to all collected projections. To prove the impact of the stopping rules, we calculate the error component associated with the number of collected projections. To conclude, it is sufficient to use the last reconstruction result \( R_T \) instead of the ground truth value \( R^* \) for the stopping problem. Consequently, the obtained reconstruction result corresponds to that which can be achieved using the measurement protocol for the zero value of the error function.

3.3. Stopping Rules

We define a stopping rule \( \phi \) as a sequence of functions in which each function is the conditional probability of stopping data acquisition, given that \( n \) projections have been collected and \( X_1 = x_1, \ldots, X_n = x_n \) [17]. With a selected stopping rule \( \phi \), an arbitrary variable \( N \) can be specified, which represents the corresponding stopping time. The stopping time \( N \) and stopping rule \( \phi \) are associated in this way:

\[
\phi_n(x_1, \ldots, x_n) = P(N = n \mid N \geq n, X_1 = x_1, \ldots, X_n = x_n).
\]

The stopping problem requires choosing a proper stopping rule \( \phi \) that would minimize the expected loss function \( V(\phi) \), which can be defined as follows

\[
V(\phi) = \mathbb{E}\left( \sum_{n=0}^{\infty} \left( \phi_n(X_1, \ldots, X_n) \prod_{i=0}^{n-1} (1 - \phi_i(X_1, \ldots, X_i)) \right) L_n(X_1, \ldots, X_n) \right)
\]

where the “\( = \infty \)” assumes that the summation overvalues of \( n \) from 0 to \( \infty \), including \( \infty \). In terms of the arbitrary stopping time \( N \), the expected loss can be defined as follows

\[
V(\phi) = \mathbb{E}(L_N(X_1, \ldots, X_N)).
\]
monitored reconstruction should be stopped. The scheme of the monitored reconstruction model is presented in Figure 3.

If we assume a moment \( n = T \) where the process must stop in any case, independent of the reconstruction accuracy, the problem can be defined as a finite-horizon-stopping problem. For the known distributions of \( X_1, X_2, \ldots \) and total losses \( L_n \) (1), the general method for finding an optimal value for a stopping rule is backward induction [18,19]. Monotone-stopping problems [18,20] are a particular case. Let \( A_n \) denote the event \( \{ L_n \leq E_n(L_{n+1}) \} \). The optimal stopping problem is defined as monotone if \( \forall n \geq 0 : A_n \subset A_{n+1} \). Here, \( E_n(\cdot) \) is the conditional expectation of a random variable given that the first \( n \) observations are taken. If the stopping problem is monotonic, an optimal stopping rule can be found in form [10]:

\[
N = \min \{ n \geq 0 : L_n \leq E_n(L_{n+1}) \}. 
\tag{8}
\]

With the loss function (1), the rule takes the following form:

\[
N = \min \{ n \geq 0 : \epsilon(R_n, \theta) - E_n(\epsilon(R_{n+1}, \theta)) \leq E_n(c_{n+1}) - c_n \}. 
\tag{9}
\]

In our experiments, we used \( \epsilon(R_n, \theta) = \rho(R_n, R^*(\theta)) \) in terms of (6). Furthermore, the stopping rules can be rewritten:

\[
N^\Delta_{NRSRE} = \min \{ n \geq 0 : E_n(\| R_n - R_{n+1} \|_2) \leq E_n(c_{n+1}) - c_n \},
\]

\[
N^{NRSRE} = \min \{ n \geq 0 : E_n(\| R_n - R_{n+1} \|_2) \leq \| R_T \|_2 \cdot (E_n(c_{n+1}) - c_n) \},
\]

\[
N^{RSRE} = \min \{ n \geq 0 : E_n(\| R_n - R_{n+1} \|_2) \leq S(R_T) \cdot (E_n(c_{n+1}) - c_n) \}.
\]

To apply the stopping rules, we used the straightforward-estimation method [10], assuming that the looking distance is close to the distance between the two most recently obtained results:

\[
E_n(\| R_n - R_{n+1} \|_2) \approx \| R_{n-1} - R_n \|_2. 
\tag{11}
\]

Since the measurement time of one projection (exposition time) does not change during the experiment and is long compared to the time spent on reconstruction, the cost function is relative to the number of acquired projections. The looking value of cost function on the next step in the process is larger than the current cost function on the constant value \( c \):

\[
E_n(c_{n+1}) - c_n = c. 
\tag{12}
\]

To implement the stopping rule NRSRE, the following dependence model between the reconstruction result norm and the stage number \( n \) can be written:

\[
\| R_n \|_2 \approx \frac{a_0}{a_1 + n} + a_2. 
\tag{13}
\]

At each stage \( n \) of the regression (13) values, \( a_0, a_1, \) and \( a_2 \) were calculated using the stated norms \( \| R_1 \|_2, \| R_2 \|_2, \ldots, \| R_n \|_2 \), of the existing reconstruction images in the following way: on the outer level, we used a procedure of ternary search through the values of the parameter \( a_1 \), then using a simple linear least-squares fitting, with a fixed value of \( a_1 \), the values of \( a_0 \) and \( a_2 \) were obtained. The values determined on each stage were used to extrapolate the value of \( \| R_T \|_2 \). After all, we needed to estimate the Radon invariant \( S(R_T) \) to implement the stopping rule \( N^{RSRE} \) (8). The values of the Radon invariant did not differ notably from the values \( S(R_1), S(R_2), \ldots, S(R_n) \) and from the sums of elements in each projection \( S(x_1), S(x_2), \ldots, S(x_n) \). All currently available projections were used to calculate the noise reduction,
Below, we present the evaluation of the monitored tomographic reconstruction process with the presented framework.

4. Results and Discussion

In our simulation experiment, we used five different 2D slices of the object, choosing slices with different morphologies. The numbers of the slices are 124, 136, 175, 243, and 260. Two slices (numbers 175 and 260, from five slices used in the experiment) reconstructed from the full set of the collected projections are presented in Figure 4. An FBP algorithm was used for partial reconstruction. As slice 175 contains the gold particles used as fiduciary markers, we present this slice in two different intensity scales (Figure 4a,b). For 4a and 4b images (260 and 175 slices, respectively), the dynamic intervals of the pixel intensity values are the same, i.e., they correspond to the sample intensities interval.

\[
S(R_T) \approx \frac{1}{n} \sum_{i=1}^{n} S(x_i).
\]  

Below, we present the evaluation of the monitored tomographic reconstruction process with the presented framework.

![Figure 4](image_url)  

**Figure 4.** Examples of reconstructed sections with a maximal difference in their morphology: (a) is 175th slice presented in the full interval of reconstructed values, (b) is 175th slice with limited interval to pronounce the object and (c) is 260th slice.

Examples of partial reconstructions (three chosen slices from five slices used in the experiment: 124, 175, and 260) are presented from top to bottom in Figure 5. The number of projections used for the reconstruction are 10, 100, 300, 600, and 801, respectively.

We present the error functions RSRE (Figure 6a), NRSRE (Figure 6b), and S-RSRE (Figure 6c) to confirm our conclusion about different convergences to the last result.

We evaluated the constructed stopping rules. In Figure 7, the expected performance profiles [21] of the rules for RSRE, NRSRE, and S-RSRE are presented. To obtain the points of the gray baseline plots, we fixed the projection number and calculated the mean error function value for all reconstructed slices. The stopping rule performance profile is obtained by fixing the value of the cost \(c\). For each slice, the monitored reconstruction was done. To obtain the abscissa of the point (X-axis value), we calculated the mean number of the projections, and to obtain the Y-axis value, we calculated the mean error value achieved at stopping time. In all cases, the use of stopping rules (blue, green, and red lines) demonstrates the gain in the number of used projections.

Below, we consider in detail Figure 7a, describing the points A, B, and C. Point A of the baseline corresponds to the following moment. Exactly 550 projections were used for the reconstruction of each slice. Then, the mean RSRE error was calculated. The mean error level is 0.06. The cost value \(c = 0.0032\) for the same number of the projections on average for all slices in the monitored reconstruction case (red line) corresponds to point B. The
mean error level is 0.05. This level on the reference plot (baseline) corresponds to point C. The triples of points on the residual two graphs are interpreted similarly.

**Figure 5.** Reconstructed slices with 10, 100, 300, and 600 randomly acquired projections. Right column is the reconstructed slices with full set of collected projections. It is given for reference.

**Figure 6.** Convergence graphs for different error functions for five chosen slices: (a) is for RSRE, (b) is for NRSRE and (c) is for S-RSRE.

The profiles are constructed by placing the mean error level of partial reconstructions against the mean number of projections required before the stopping condition is met, while varying the cost parameter $c$. The mean error level is expressed in terms of the error function value $\epsilon(R_n, \theta)$ averaged through the slices. As a reference, we plot the mean error level achieved by reconstruction of the slice with a fixed number of the projections.
5. Conclusions

A monitored tomographic reconstruction process that performs the reconstruction procedure not only after the completion of the measurement protocol but simultaneously to the acquisition of the individual radiographies was proposed. The data acquisition for each projection or group of the projections is interspersed by fast [22] image reconstruction. We demonstrated a new approach for nano-XCT data for a novel transition-metal-based materials system: MoNi₄ electrocatalysts anchored on MoO₂ cuboids aligned on Ni foam (MoNi₄/MoO₂@Ni). Applying the stopping rules to the monitored tomographic reconstruction process decreases the average level of error with a fixed average number of projections. This effect is demonstrated for the three stopping rules based on the plotting of the expected performance profiles.

The proposed new protocol for image data acquisition (“design of experiment”) and advanced data analysis reduces time-to-data for nano-XCT studies of nanomaterials by more than an order of magnitude, while maintaining sub-100 nm resolution and high image quality. In addition, the reduced dose is an advantage for the study of radiation–sensitive biological and organic materials. Finally, the advanced protocol is also applicable to synchrotron radiation 3D imaging studies, with particular benefits for in situ and operando studies of kinetic processes in materials.

Author Contributions: Conceptualization, E.Z. and K.B.; methodology, K.B.; software, K.B., V.K. and A.I.; validation, M.C. and E.Z.; formal analysis, V.V.A.; investigation, K.K.; resources, V.V.A.; data curation, K.K.; writing—original draft preparation, M.C. and K.K.; writing—review and editing, E.Z., M.C. and A.B.; visualization, A.I. and V.K.; supervision, E.Z. and V.V.A.; project administration, M.C.; funding acquisition, K.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research was partly supported by RFBR, grant numbers 18-29-26027 and 18-29-26036.

Data Availability Statement: Original measurement data are available at Fraunhofer IKTS Dresden, Germany.
Acknowledgments: The authors thank Emre Topal (Fraunhofer IKTS Dresden, Germany; now with Qualcomm Inc., Munich, Germany) for valuable discussions, Dmitri Nikolaev for practical discussions and Andrey Yamaev for help with illustration preparation.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zschech, E.; Löfler, M.; Krüger, P.; Gluch, J.; Kutukova, K.; Zglobicki, I.; Silomon, J.; Rosenkranz, R.; Standke, Y.; Topal, E. Laboratory Computed X-ray Tomography—A Nondestructive Technique for 3D Microstructure Analysis of Materials. Pract. Metallogr. 2018, 55, 539–555. [CrossRef]

2. Jacobsen, C. X-ray Microscopy. In Contemporary Physics; Cambridge University Press: Cambridge, UK, 2020; Volume 61, pp. 147–148.

3. Ourselin, S.; Joskowicz, L.; Sabuncu, M.R.; Ural, G.; Wells, W. (Eds.) Medical Image Computing and Computer-Assisted Intervention–MICCAI 2016; Springer International Publishing: New York, NY, USA, 2016; pp. 432–440.

4. Zhang, H.; Li, L.; Qiao, K.; Wang, L.; Yan, B.; Li, L.; Hu, G. Image Prediction for Limited-angle Tomography via Deep Learning with Convolutional Neural Network. Medical Physics. (physics.med-ph); Computer Vision and Pattern Recognition (cs.CV), Submitted on 29 July 2016. Available online: https://arxiv.org/abs/1607.08707 (accessed on 12 July 2021).

5. Yang, X.; De Andrade, V.; Scullin, W.; Dyer, E.L.; Kasthuri, N.; De Carlo, F.; Gürsoy, D. Low-dose x-ray tomography through a deep convolutional neural network. Sci. Rep. 2018, 8, 1–13. [CrossRef] [PubMed]

6. Chen, H.; Zhang, Y.; Zhang, W.; Liao, P.; Li, K.; Zhou, J.; Wang, G. Low-dose CT via convolutional neural network. Biomed. Opt. Express 2017, 8, 679–694. [CrossRef] [PubMed]

7. Topal, E.; Löfler, M.; Zschech, E. Deep Learning-based Inaccuracy Compensation in Reconstruction of High Resolution XCT Data. Sci. Rep. 2020, 10, 1–13. [CrossRef]

8. Topal, E.; Liao, Z.; Löfler, M.; Gluch, J.; Zhang, J.; Feng, X.; Zschech, E. Multi-scale X-ray tomography and machine learning algorithms to study MoNi4 electrocatalysts anchored on MoO2 cuboids aligned on Ni foam. BMC Mater. 2020, 2, 1–14. [CrossRef]

9. Topal, E.; Rajendran, H.; Zglobicka, I.; Gluch, J.; Liao, Z.; Clausner, A.; Kurzydlowski, K.J.; Zschech, E. Numerical and Experimental Study of the Mechanical Response of Diatom Frustules. J. Nanomater. 2020, 10, 959. [CrossRef] [PubMed]

10. Bulatov, K.; Chukalina, M.; Buzmakov, A.; Nikolaev, D.; Arlazarov, V.V. Monitored Reconstruction: Computed Tomography as an Anytime Algorithm. IEEE Access 2020, 8, 110759–110774. [CrossRef]

11. Zhang, J.; Wang, T.; Liu, P.; Liao, Z.; Liu, S.; Zhuang, X.; Chen, M.; Zschech, E.; Feng, X. Efficient hydrogen production on MoNi4 electrocatalysts with fast water dissociation kinetics. Nat. Commun. 2017, 8, 15437. [CrossRef] [PubMed]

12. Description of the Smart Tomo Engine Software. Available online: https://smartengines.com/ocr-engines/tomo-engine/ (accessed on 12 July 2021).

13. Yamaev, A.; Chukalina, M.; Nikolaev, D.; Sheshkus, A.; Chulichkov, A. Lightweight denoising filtering neural network for FBP algorithm. Proc. SPIE 2021, 11605, 116050L. [CrossRef]

14. Smelkina, N.A.; Kolsanov, A.V.; Chaplygin, S.S.; Zelter, P.; Khramov, A.G. Pulmonary Emphysema Recognition by CT scan. Comput. Opt. 2017, 41, 726–731. [CrossRef]

15. Guan, H.; Gordon, R. Computed tomography using algebraic reconstruction techniques (ARTs) with different projection access schemes: A comparison study under practical situations. Phys. Med. Biol. 1996, 41, 1727. [CrossRef] [PubMed]

16. Ferguson, T. Mathematical Statistics: A Decision Theoretic Approach, Ser. Probability and Mathematical Statistics; Academic Press: Cambridge, MA, USA, 1967.

17. Bulatov, K.; Mukovozov, A.; Arlazarov, V.V. Empirical analysis of the optimality of RSRE-based stopping rules for monitored reconstruction. Proc. SPIE 2021, 11605, 116051Y. [CrossRef]

18. Ferguson, T. Optimal Stopping and Applications. Available online: https://www.math.ucla.edu/~tom/Stopping/Contents.html (accessed on 12 July 2021).

19. Berezovskij, B.A.; Gnedin, A.B. Theory of choice and the problem of optimal stopping at the best entity. Autom. Remote Control 1981, 42, 1221–1225.

20. Chow, Y.S.; Robbins, H. A Martingale System Theorem and Applications. In Proceedings of the 4th Berkeley Symposium on Mathematical Statistics and Probability Berkeley, University of California Press: Berkeley, CA, USA, 1961; Volume 1, pp. 93–104.

21. Zilberstein, S. Using anytime algorithms in intelligent systems. AI Mag. 1996, 17, 73–83.

22. Bulatov, K.; Chukalina, M.; Nikolaev, D. Fast X-Ray Sum Calculation Algorithm for Computed Tomography Problem. Bull. South Ural State Univ. Ser. Math. Model. Program. Comput. Soft. 2020, 13, 95–106. [CrossRef]