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ABSTRACT
We showcase a novel solution to a recommendation system problem where we face a perpetual soft item cold start issue. Our system aims to recommend demanded products to prospective sellers for listing in Amazon stores. These products always have only few interactions thereby giving rise to a perpetual soft item cold start situation. Modern collaborative filtering methods solve cold start using content attributes and exploit the existing implicit signals from warm start items. This approach fails in our use-case since our entire item set faces cold start issue always. Our Product Graph has over 500 Million nodes and over 5 Billion edges which makes training and inference using modern graph algorithms very compute intensive.

To overcome these challenges we propose a system which reduces the dataset size and employs an improved modelling technique to reduce storage and compute without loss in performance. Particularly, we reduce our graph size using a filtering technique and then exploit this reduced product graph using Weighted Averaging of Messages over Layers (WAML) algorithm. WAML simplifies training on large graphs and improves over previous methods by reducing compute time to $\frac{1}{4}$ of LightGCN [8] and $\frac{2}{3}$ of Graph Attention Network (GAT) [20] and increasing recall@100 by 66% over LightGCN and 2.3x over GAT.

CCS CONCEPTS
- Information systems → Recommender systems; Personalization; • Computing methodologies → Neural networks; Feature selection; • Applied computing → Online shopping; • Human-centered computing → Collaborative filtering.
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1 INTRODUCTION
Modern recommenders use collaborative filtering (CF) [27], which view user-product interaction data as a partially observed matrix and then try to predict the unseen observations using algorithms such as Matrix Factorization [11], NMF [13], DeepFM [6], Neural CF [9] and Graph Convolution Matrix Completion (GCMC) [18]. These methods perform well for warm start products which already have many interactions, but they fail to recommend new products with no interactions. Various graph-based network methods, such as DropoutNet [21] and CLCRec [24], are used to inject content-based user and product attributes into the CF algorithms to solve cold start issues.

Graph-based CF methods [23] view matrix completion as a link prediction problem on graphs like GCMC [18], GraphSAGE [7], PinSAGE [26], Alibaba’s recommender system [22], Graph Attention Network (GAT) [20] and LightGCN [8]. All graph methods [5] not only look at the current user and product but also their neighbouring users and products over multiple hops on the product graph. Further, the product graph can be constructed using a variety of nodes and edges apart from the user and product nodes. For example, social network data can be incorporated by linking users who are friends or followers in the social network [4]. User-product interactions can be predicted as link prediction task between user and product nodes.

In our use-case, we faced the challenge of perpetual soft item cold start where every product from candidate set of recommendations has few previous interactions, see Table 1, but not zero interactions, once the product obtains interactions above a small set threshold it is removed from candidate set of recommendations. CF systems optimize performance on warm start items and solve cold start by using content attributes and links with other warm start items, but we don’t have any warm start items. Cold start methods only use content attributes and fail to exploit the graph structure in our product data. Neither of these methods perform well in our case where only few interactions are present for all candidate items. Various features required by our use-case are listed in Table 2 along with details on which recommendation models support these features.

We propose improvements over Collaborative Filtering (CF), cold start methods and Graph methods for our domain of perpetual soft item cold start and improve algorithmic performance as well as reduce compute and data storage requirements by making the below contributions:

1) Weighted Averaging of Messages over Layers (WAML), refer Section 2, obtains a middle ground between warm start and cold start on our perpetual soft item cold start system. WAML operates over our product graph from Section 2.1 which captures relationships in product catalogue and user-product interactions (clicks, views etc.). For cold start, WAML
ensures that product content embeddings aren’t eclipsed by collaborative signals unlike other CF systems. We infuse product data into WAML embeddings through BERT [3] embeddings of product title and description.

(2) **Reduce product graph size** as described in Section 2.1 and Figure 1, using an innovative graph reduction mechanism from billions of edges and nodes to 250x reduction in edges and 66x reduction in nodes, providing 45x reduction in overall compute while retaining 79.5% of maximum recall, see last 2 rows of Table 4.

(3) WAML doesn’t use complex neural networks for graph neighbourhood feature aggregation, see Figure 2a, since feature transformations and non-linear activation on each graph neural network layer has no positive effect on collaborative filtering [8]. It only performs layer-wise weighted combination of node and aggregated graph features.

(4) Inspired by Semi-supervised learning [2, 25] and contrastive learning for recommendations [24] we train WAML embeddings using a graph contrastive loss over the link prediction task similar. This enables WAML to converge faster while producing K-Nearest Neighbour friendly user and product vectors.

## 2 Method

### 2.1 Building the Product Graph

We have a set of customers \( C \) (\( \geq 200M \))\(^1\) interacting with products \( P \) (\( \geq 200M \)) which belong to product categories \( \mathcal{A} \), and sellers \( S \) (\( \geq 300K \)) selling these products\(^2\). Customer-product interactions\(^3\) form edges \( E^{P} \) (\( \geq 5B \)) which are the largest edge set in our data, seller-product offerings form edges \( E^{S} \cup E^{P} \) (\( \sim 200M \)), and product to product category mappings form edges \( E^{A} \cup E^{A} \) (\( \sim 100M \)). Let \( \mathcal{P}_1 \subset \mathcal{P} \) be our candidate set of products from which we make recommendations which is \( \sim 500K \). Since our recommendations are only for sellers, we removed all customer nodes \( C \) by linking any two products bought by same customer and only take those product to product links which occur over 500 times in our dataset. We remove any product node not in 1-hop neighbourhood of any node in \( \mathcal{P}_1 \) (our candidate item set) and obtain a product set of candidate items \( \mathcal{P}_1 \) with their 1-hop neighbours from \( \mathcal{P} \) forming our training product set \( \mathcal{P}_1 \), \( \mathcal{P}_1 \subset \mathcal{P} \) and product to product edges \( E^{P} \).

Our final graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) is composed of nodes \( \mathcal{V} = S \cup \mathcal{P}_1 \cup \mathcal{A} \) and edges \( \mathcal{E} = E^{P} \cup E^{S} \cup E^{A} \). Our graph reduction

\(^1M = \text{million (}10^6\text{)} ; K = \text{thousand (}10^3\text{)} ; B = \text{Billion (}10^9\text{)}\)

\(^2\text{Numbers given here are for demonstrative purposes to give a sense of how our method down-samples the product graph. These are not actual business derived numbers of any e-commerce store.}\)

\(^3\text{We anonymise the customers for the product graph before using their interactions to build the graph, any customer data used in our system cannot be de-anonymised.}\)
Table 2: Features required by our usecase and which methods support them.

| Feature                   | NCF  | MF (SVD) | GCMC or GAT | Content based | GAT + DropoutNet | LightGCN | WAML (ours) |
|---------------------------|------|----------|-------------|---------------|------------------|----------|-------------|
| Cold Start                | ✗    | ✗        | ✗           | ✓             | ✗                | ✓        | ✓           |
| Soft Cold Start           | ✗    | ✗        | ✓           | ✗             | ✗                | ✓        | ✓           |
| Use product attributes    | ✓    | ✗        | ✓           | ✓             | ✗                | ✓        | ✓           |
| Exploit Graph Structure   | ✗    | ✗        | ✓           | ✗             | ✓                | ✓        | ✓           |
| Heterogenous Graph        | ✗    | ✗        | ✓           | ✓             | ✗                | ✓        | ✓           |
| Simple Implementation     | ✓    | ✓        | ✓           | ✗             | ✓                | ✓        | ✓           |

| Feature                   | NCF  | MF (SVD) | GCMC or GAT | Content based | GAT + DropoutNet | LightGCN | WAML (ours) |
|---------------------------|------|----------|-------------|---------------|------------------|----------|-------------|
| Trains Fast               | ✓    | ✓        | ✗           | ✓             | ✗                | ✓        | ✓           |
| Fast Inference with KNN   | ✗    | ✓        | ✗           | ✓             | ✗                | ✓        | ✓           |
| Scaling with Edge count   | ✓    | ✓        | ✗           | ✓             | ✓                | ✓        | ✓           |
| Scaling with Node count   | ✓    | ✓        | ✗           | ✓             | ✗                | ✓        | ✓           |
| Scaling with Node degree  | ✓    | ✓        | ✗           | ✓             | ✗                | ✓        | ✓           |
| Low Memory usage          | ✓    | ✓        | ✗           | ✓             | ✓                | ✓        | ✓           |
| Low Overall Compute       | ✗    | ✓        | ✓           | ✓             | ✗                | ✓        | ✓           |

Figure 1: Process to reduce edges and nodes in graph. Products surrounded in green dotted boxes ♻ belong to our candidate set \( \mathcal{P}_r \). (a) Initial Graph. (b) Remove customers and link products. (c) Remove product-product edges below a fixed threshold here 2. (d) Remove products not connected to candidate set \( \mathcal{P}_r \), forming our training product set \( \mathcal{P}_r \mid \mathcal{P}_t \). Our WAML stack is composed of \( K \) parameter free layers with only a tunable \( \alpha^i \) per layer \( i \) and each WAML layer uses output of previous layer as input node features. Tuning \( \alpha^i \) allows us to ensure that \( h_{v}^{K} \) is not diluted with neighbourhood features and content embeddings \( x_{v} \) which were part of initial node features \( h_{v}^{0} \) remain relevant after multiple WAML layers after graph structure has been incorporated into final node embedding \( h_{v}^{K} \). In GCMC \[18\], GAT \[20\] and GraphSAGE \[7\] the node and neighbourhood combination is learned with a neural network at each layer through back-propagation, this results in the graph structure taking high precedence over content embeddings, and overfitting to the graph structure present in training. LightGCN \[8\] simply takes sum of neighbourhood nodes and uses that as next layer representation of node \( v \) as \( h_{v}^{i+1} = h_{v}^{i} + h^{i}_{N(v)} \) which dilutes node content embeddings with neighbourhood features without any control in our hands.
2.3 WAML training with Contrastive loss

After we obtain node embeddings $h^K_v : \forall v \in V$ from WAML stack as described in Section 2.2, we propagate them through a customised BERT-FFN network inspired by Vaswani et al. [19, Section 3.3], to obtain final node embeddings and then calculate the loss on these node embeddings. Our method uses a contrastive loss while previous methods [9] simply predicted implicit ratings. We pass $h^K_v$ through customised BERT-FFN layer stack, see Figure 2b. Each BERT-FFN layer $j \in J$, where $J = 3$ is number of BERT-FFN layers, takes input from previous layer as $e_{j-1}^v : \forall v \in V$ and produces $e_{j}^{v+1} : \forall v \in V$ for input to next layer. Final layer outputs of node representations $e_{J}^v : \forall v \in V$ are L2-normed and then passed onto
the loss function. L2-normalizing the output vectors as \( e_\theta = \frac{e^\dagger}{\|e^\dagger\|} \)
ensures the loss is minimized in the cosine similarity space, these vectors can be efficiently queried using any off the shelf K-nearest neighbour search engine. Each BERT-FFN layer does the following for an input vector \( x \in \mathbb{R}^d \):
\[
x_1 = \text{LayerNorm}(x)
\]
\[
x_2 = \text{GELU}(x_1W_1 + b_1) \mid W_1 \in \mathbb{R}^{d \times 4d}, x_2 \in \mathbb{R}^{4d}
\]
\[
x_3 = x_2W_2 + b_2 \mid W_3 \in \mathbb{R}^{4d \times d}, x_3 \in \mathbb{R}^d
\]
\[
x_{out} = x + \beta \frac{x_3}{\|x_3\|}
\]
In last step BERT-FFN adds the input \( x \) to it’s internal representation \( x_3 \) after normalization and multiplication by \( \beta \) as \( x_{out} = x + \beta \frac{x_3}{\|x_3\|} \). Normalization followed by \( \beta \) scaling ensures that the input \( x \) is only slightly changed, which is essential to preserve content attributes \( x_0 \) which were present in WAML’s stack’s input \( h_0^i \) and were propagated to BERT-FFN stack as input \( e_0^i = h_0^i \).

Inspired by Chen et al. [1, Section 2.1], our contrastive loss function aims to minimize the distance between node pairs \((s, p) \in E^{S∪P_1}\) where \( p \in P_1 \) and \( s \in S \), while maximizing distance between node pairs \((s, p) \notin E^{S∪P_1}\), intuitively we minimize distance between node pairs belonging to seller-product edges \( E^{S∪P_1} \) to bring seller nodes close to their linked product nodes, while we maximize distance between seller and product nodes which are not linked in the graph. We randomly sample a minibatch of \( N \) seller-product edges \((s, p) \in E^{S∪P_1}\) and perform contrastive matching on seller-product edges, while using the remaining nodes \((2N - 1)\) in batch as negative examples. The loss function for a positive seller-product pair \((s, p)\) whose final representations are \( e_s \) and \( e_p \) is defined as
\[
\ell_{s,p} = -\log \frac{\exp(e_s^\top e_p)/\tau}{\sum_{k \neq s} \exp(e_k^\top e_p)/\tau}
\]
where \( \tau = 0.1 \) is a temperature parameter. We take mean of this loss function over all edges \((s, p)\) in our mini-batch as our overall loss for the batch and train WAML using back propagation. We list various architectural differences between WAML and other graph based methods in Table 3.

3 RESULTS AND ABLATIONS

We test our WAML algorithm on our productionized usecase of seller-product recommendations. The process of dataset creation is mentioned in Section 2.1 and the dataset statistics are covered in Table 5. Baseline and ablation results are based on the product graph created in Section 2.1, while we provide full product graph based results only on our final architecture. We use Recall@100 metric which determines the absolute retrieval capability for the first 100 results. For performance comparison we consider LightGCN + Content features as our primary baseline. While starting with our experiments we trained a base model and then made changes from base model to build our WAML model, we see the below differences to characterize our base architecture vs our final WAML architecture:

(1) We start with trainable node embeddings and don’t use node id hashes or node type hashes. We also exclude content features \( x_o \).
(2) We perform simple addition of node and neighbour embeddings with \( \alpha^2 = 0.5 \).
(3) No L2 normalization anywhere, normalize neighbour embeddings by \( h_i^{N(o)} = \frac{h_i^{N(o)}}{\sqrt{|N(o)|}} \).
(4) No BERT-FFN layer after WAML, pass WAML output to loss function.
(5) Triplet loss as our initial loss function.

In Table 4, we present our results with ablations. Compute comparison is based on wall time on p3.2x large AWS machine (1 Nvidia V100 16GB). Memory comparison is based on maximum memory usage. Table 5. Recall@100 scores. Content features to 256 dimensions and train using AdamW [12] optimiser with a learning rate of 0.0001, using a train-validation-test split to minimize loss on validation split and then report results on test split.

Few observations that can be inferred from our results:

(1) The majority of parameters is composed of user and product embedding matrices. We have 1.86B parameters for embeddings only. When we drop node embeddings and use node id hash [17] we see a drastic drop in both compute and memory usage, and a performance degradation in Recall@100 from 0.1820 to 0.1486. Node embeddings encode graph structure, addition of node id and type hash helps us to encode graph structure with no params and less compute. Unlike previous methods like GraphSAGE [7] and PinSAGE [26] which are purely inductive and skip any node identifiers for scaling, we notice that non-trainable node identifier hashes increase WAML’s performance while sacrificing pure inductive capabilities which are not important to our usecase.
(2) Adding L2-norm in our architecture reduces our overall compute due to faster convergence. L2-Norms are inexpensive operation on GPU which stabilise the network training and improve performance minorly.
(3) Node type hashes increase performance minorly, in our case since we only have three node types but we believe with usescases having higher variety of node types we will observe more gains from node type hashes.
(4) Tuning \( \alpha^2 \) for each layer leads to huge jump in performance, a gain of 40% over base and 15% over LightGCN. Our network has 5 WAML layers and their \( \alpha^2 = [0.4, 0.45, 0.5, 0.6, 0.7], \)
\( i \in \{1, \ldots, 5\} \).
\( \alpha^2 \leq 0.5 \mid i \leq 3 \) implying that neighbourhood information is necessary in early layers, but \( \alpha^2 > 0.5 \mid i > 3 \) implying node’s own information is important towards the end WAML layers. Being able to tune the proportion of
We encountered a novel recommendation system problem where we have a perpetual soft item cold start issue for all candidate items/products always have very few interactions and once they gather enough interactions they are removed from the candidate set. We recognised that e-commerce recommendation system problems can be viewed as a link prediction problem in a partially observed dynamic graph. Traditional algorithms like collaborative filtering with matrix factorization and more modern algorithms such as graph neural networks are meant to work where items have high number of interactions with content features used for only assisting the CF algorithm. Content based approaches on the other hand completely rely on content features and ignore the product graph. Simultaneously, it has been observed that graph neural networks are low pass filters on the graph data structure [14], and for recommendation systems, feature transformations and non-linear activation on each graph neural network layer has no positive effect on collaborative filtering [8]. These findings correlate with our findings and show why complex networks like GAT and GCMC underperform compared to WAML and LightGCN.

A controlled approach to combining content with product graph performs best in our domain. We also notice the recall to compute trade-off in modern graph algorithms such as GAT and GCMC is sub-par for recommendation systems, these algorithms are more suited for node and graph classification/regression tasks [8]. LightGCN, a graph algorithm especially enhanced for recommendation systems provides a good compute balance but still fails to scale to production use cases and solve our soft cold start issue. We propose several changes, removal of node embeddings, graph reduction mechanism and controlled combination between node and neighbour embeddings through our WAML method in Sec. 2 which enable us to scale and provide high recall for our use-case. Our innovative graph reduction mechanism reduces product graph size from $\geq 5B$ edges, 400M nodes to just 20M (250x lower) edges, 6M (66x lower) nodes $^1$, resulting in 45x reduction in compute while retaining 79.5% of maximum recall, see Table 4. On the same graph

$^1$Numbers given here are for demonstrative purposes to give a sense of how our method down-samples the product graph. These are not actual business derived numbers of any e-commerce store.

### Table 4: Results of various algorithms on our use-case. See Table 6 for more detailed results.

| Model               | Compute Gain% (vs Ours) | Max Memory Gain% (vs Ours) | Params Gain% | Recall@100 (Gain%) | Recall@100 (Gain%) |
|---------------------|-------------------------|---------------------------|--------------|--------------------|--------------------|
| **Baselines**       |                         |                           |              |                    |                    |
| SVD                 | 2.2x                    | 0.4x                      | 1.9B / 0.0M  | 0.0151             | 92.10% ↓           |
| NCF + Content       | 7.5x                    | 5.2x                      | 1.9B / 3.2M  | 0.0626             | 67.26% ↓           |
| GC称之 + DropoutNet | 15x                     | 9.0x                      | 1.9B / 4.3M  | 0.1229             | 35.72% ↓           |
| GAT + DropoutNet    | 26x                     | 12.1x                     | 1.9B / 8.2M  | 0.1630             | 14.74% ↓           |
| LightGCN + Content  | 7.1x                    | 8.2x                      | 1.9B / 1.1M  | 0.1912             | 00.00% ↑           |
| **Ours**            |                         |                           |              |                    |                    |
| Base                | 5.8x                    | 6.5x                      | 1.9B / 0.0M  | 0.1391             | 27.25% ↓           |
| + Content           | 7.1x                    | 7.8x                      | 1.9B / 1.1M  | 0.1871             | 02.14% ↓           |
| - Node embeddings   | 1.1x                    | 0.7x                      | 1.1M / 1.1M  | 0.1426             | 25.42% ↓           |
| + Node Id and type hash | 1.3x | 0.7x | 1.1M / 1.1M | 0.1607 | 15.95% ↓ |
| + L2-Norm WAML      | 1.1x                    | 0.7x                      | 1.1M / 1.1M  | 0.1721             | 09.98% ↓           |
| + tune $\alpha'$    | 1.1x                    | 0.7x                      | 1.1M / 1.1M  | 0.2211             | 15.63% ↑           |
| + Simple FFN        | 1.4x                    | 0.8x                      | 3.2M / 3.2M  | 0.2574             | 34.62% ↑           |
| + BERT-FFN          | 1.8x                    | 1.0x                      | 6.6M / 6.6M  | 0.2720             | 42.25% ↑           |
| + L2-Norm BERT-FFN  | 1.6x                    | 1.0x                      | 6.6M / 6.6M  | 0.2751             | 43.88% ↑           |
| + tune $\beta$      | 1.6x                    | 1.0x                      | 6.6M / 6.6M  | 0.2835             | 48.27% ↑           |
| + Contrastive loss  | 1.2x                    | 1.0x                      | 6.6M / 6.6M  | 0.3136             | 64.01% ↑           |
| + L2-Norm output    | 1.0x                    | 1.0x                      | 6.6M / 6.6M  | 0.3179             | 66.27% ↑           |
| + full dataset      | 45x                     | 1.0x                      | 6.6M / 6.6M  | 0.4051             | 111.8% ↑           |

4 CONCLUSION
We encountered a novel recommendation system problem where we have a perpetual soft item cold start issue for all candidate recommendation items. Our items/products always have very few interactions and once they gather enough interactions they are removed from the candidate set. We recognised that e-commerce recommendation system problems can be viewed as a link prediction problem in a partially observed dynamic graph. Traditional algorithms like collaborative filtering with matrix factorization and more modern algorithms such as graph neural networks are meant to work where items have high number of interactions with content features used for only assisting the CF algorithm. Content based approaches on the other hand completely rely on content features and ignore the product graph. Simultaneously, it has been observed that graph neural networks are low pass filters on the graph data structure [14], and for recommendation systems, feature transformations and non-linear activation on each graph neural network layer has no positive effect on collaborative filtering [8]. These findings correlate with our findings and show why complex networks like GAT and GCMC underperform compared to WAML and LightGCN.

A controlled approach to combining content with product graph performs best in our domain. We also notice the recall to compute trade-off in modern graph algorithms such as GAT and GCMC is sub-par for recommendation systems, these algorithms are more suited for node and graph classification/regression tasks [8]. LightGCN, a graph algorithm especially enhanced for recommendation systems provides a good compute balance but still fails to scale to production use cases and solve our soft cold start issue. We propose several changes, removal of node embeddings, graph reduction mechanism and controlled combination between node and neighbour embeddings through our WAML method in Sec. 2 which enable us to scale and provide high recall for our use-case. Our innovative graph reduction mechanism reduces product graph size from $\geq 5B$ edges, 400M nodes to just 20M (250x lower) edges, 6M (66x lower) nodes $^1$, resulting in 45x reduction in compute while retaining 79.5% of maximum recall, see Table 4. On the same graph...
size our WAML method provides a gain of 66.27% over next best method by LightGCN.
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A BUILDING THE PRODUCT GRAPH

Within any e-commerce store we have a set of customers C, products \( P \) and sellers \( S \) selling these products. Let \(|C|\) be the total number of customers, \(|P|\) be total products and \(|S|\) be total sellers. A customer \( c_i \in C \) with \( i \in \{1, \ldots, |C|\} \) interacts with a product \( p_j \in P \) with \( j \in \{1, \ldots, |P|\} \) through clicks, add to cart, views and purchases forming an edge tuple as \((c_i, p_j) \in E^{C \cup P}\) where \( E^{C \cup P} \) denotes all customer-product edges. Similarly a seller \( s_k \in S \) with \( k \in \{1, \ldots, |S|\} \) interacts with product \( p_j \) by listing/offering the product for sale in the store forming an edge tuple as \((s_k, p_j) \in E^{S \cup P}\) where \( E^{S \cup P} \) denotes all seller-product edges.

Apart from customer-product and seller-product edges, each product is also associated with its corresponding product category \( a_{m_p} \in A \) with \( m \in \{1, \ldots, |A|\} \), where \( A \) denotes all product categories in the store \(|A|\) total categories. This product \( p_j \) to product-category mapping \( a_{m_p} \) maps products edge tuples as \((p_j, a_{m_p}) \in E^{P \cup A}\) where \( E^{P \cup A} \) denotes all product to product categories. As a result, the overall set of entities and their interactions can be represented as an undirected graph as shown in Figure 3a.

After obtaining customers C, products \( P \), sellers \( S \) and customer-product edges \( E^{C \cup P} \), seller-product edges \( E^{S \cup P} \) and product to
Figure 3: Process to reduce edges and nodes in graph. Products surrounded in green dotted boxes $\Box$ belong to our candidate set $\mathcal{P}_r$. (a) Initial Graph with all customers $\mathcal{C}$ and products $\mathcal{P}$. (b) Remove customers and connect products interacted by same customer. (c) Remove product-product edges below a fixed threshold, here threshold $= 2$. (d) Remove products not connected to candidate set $\mathcal{P}_r$, remaining products form our training product set $\mathcal{P}_t$.

| Product | Quantity |
|---------|----------|
| iPhone 12 | 500 |
| iPhone 12 Cover | 100 |
| Dumbbell | 200 |
| Galaxy S22 Cover | 300 |
| Airpod | 150 |
| iPad 12 Pro | 350 |
| barbell | 400 |
| Resistance Band | 250 |
| Runner shoes | 450 |

Product category edges $\mathcal{E}^{\mathcal{A} \cup \mathcal{P}}$. While the count of set of products $\mathcal{P}$ is $|\mathcal{P}| > 200$ Million, the count $|\mathcal{P}_r|$ of our candidate set of products $\mathcal{P}_r \subset \mathcal{P}$ from which we recommend to sellers is $|\mathcal{P}_r| \approx 500K$. Also our recommendation system is intended for sellers only. With these two observations, we decided that we can remove all customers $\mathcal{C}$ nodes as well as any product node not in 1-hop neighbourhood of any node in $\mathcal{P}_r$. Specifically we followed the below steps for node and edge filtering, an example of such process can be seen in Figure 3.

1. For any two customer-product edge $(c_i, p_j)$ and $(c_i, p_k)$ where customer $c_i$ is common, we add a new product-product edge $(p_j, p_k) \in \mathcal{E}^P$ where $\mathcal{E}^P$ denote all product-product edges. Then We remove all customer nodes $\mathcal{C}$ and all customer-product edges $\mathcal{E}^{\mathcal{C} \cup \mathcal{P}}$.
2. There can be multiple edges between two products $p_1$ and $p_k$ if both products were interacted with together by multiple customers. For example, $p_1$ can be “iPhone 12 Pro 256 GB” and $p_j$ can be “iPhone 12 Pro case cover”. Some irrelevant
Table 5: Graph edge and node counts before and after our filtering technique.

| Symbol | Description | Approximate Count |
|--------|-------------|-------------------|
| $S$    | Sellers     | $1 \times 10^3$x |
| $C$    | Customers   | $1 \times 10^3$x |
| $P$    | Products    | $1 \times 10^3$x |
| $A$    | Product categories | $\leq 100$ |
| $P_r$  | Candidate Products | $5x$ |
| $P_t$  | Training product set | $30x$ |
| $E_{S\cup P}$ | Customer-Product Edges | $2 \times 10^4x$ |
| $E_P$  | Unfiltered product-product edges | $1 \times 10^4x$ |
| $E_{S\cup P}$ | Unfiltered seller-product edges | $2 \times 10^2x$ |
| $E_{A\cup P}$ | Unfiltered product to product categories edges | $1 \times 10^2x$ |
| $E_{P_t}$  | Filtered product-product edges | $80x$ |
| $E_{S\cup P_t}$ | Seller to candidate product edges | $2.2x$ |
| $E_{S\cup P_t}$ | Seller to filtered product edges | $10x$ |
| $E_{A\cup P_t}$ | Filtered product to product categories edges | $30x$ |
| $V = S \cup P_t \cup A$ | Final Graph Nodes | $31x$ |
| $E = E_{P_t} \cup E_{S\cup P_t} \cup E_{A\cup P_t}$ | Final Graph Edges | $120x$ |

Product-product pairs may also be included with low frequency, to capture only relevant pairs we apply a threshold of 200 and drop any pair $(p_j, p_k)$ which has occurred less times than our threshold.

(3) We consider products in our candidate set $P_r \subset P$ and keep only those product-product edges $(p_j, p_k)$ where $p_j \in P_t$ or $p_k \in P_t$. Intuitively, one of the product node in a product-product edge must be in our smaller candidate set of recommendations. This gives us a new product subset which includes the candidate set $P_t$ and few other products from $P$, which we refer as our training product set $P_t | P_t \subset P$ with its count $|P_t| = |P_t| \ll |P|$. This reduces the count of product-product edges giving us $E_{P_t} \subset E_P$ as our final product-product edges.

(4) We keep all sellers $S$ and any seller-product edges $(s_k, p_j)$ where $p_j \in P_t$ with $j \in \{1, \ldots, |P_t|\}$ to form new set of seller-product edges $E_{S\cup P_t} \subset E_{S\cup P}$. Note that the number of seller to candidate product edges $E_{S\cup P_t}$ are far less since $|P_t| \ll |P_t|$. Refer Table 1 to see how few interactions products from our candidate set $P_t$ get.

(5) We keep all product to product category edges $(p_j, a_m)$ where $p_j \in P_t$ with $j \in \{1, \ldots, |P_t|\}$ to form new set of product to product category edges $E_{A\cup P_t} \subset E_{A\cup P}$. Our final graph $G = (V, E)$ is composed of nodes $V = S \cup P_t \cup A$ and edges $E = E_{P_t} \cup E_{S\cup P_t} \cup E_{A\cup P_t}$, similar to Figure 3d. When we describe our WAML algorithm, we refer to this final graph $G(V, E)$ and train all our experiments on this graph. Note that our product graph has more products $P_t$ than the candidate set $P_t$ which helps in creating links between products from $P_t$ and sellers $S$ since products from candidate set themselves have very less direct links with sellers. Table 5 provides details on approximate relative count of edges and nodes we obtain before and after filtering.

B EXTENDED RESULTS

We list detailed ablations and more algorithms tested with results in Table 6.
| Model            | Compute Max Memory | Params       | Recall@100 (Production) | Recall@100 (Offline) | Recall@100 (Gain%) |
|------------------|-------------------|--------------|-------------------------|---------------------|-------------------|
|                  | (vs Ours)         | (All)        |                         |                     |                   |
| Baselines        |                   |              |                         |                     |                   |
| Top-N            | 0.0x              | 0.0M / 0.0M | 0.002                   | 0.0024              | 98.74% ↓          |
| SVD              | 2.2x              | 1.9B / 0.0M | 0.014                   | 0.0151              | 92.10% ↓          |
| NCF              | 6.0x              | 1.9B / 2.1M | 0.021                   | 0.0203              | 89.38% ↓          |
| + Content        | 7.5x              | 1.9B / 3.2M | 0.070                   | 0.0626              | 67.26% ↓          |
| GCMC             | 15x               | 1.9B / 4.3M | -                      | 0.1229              | 35.72% ↓          |
| GAT              | 24x               | 1.9B / 8.2M | -                      | 0.1329              | 30.42% ↓          |
| + DropoutNet     | 26x               | 1.9B / 8.2M | 0.1529                  | 0.1630              | 14.74% ↓          |
| LightGCN         | 5.2x              | 1.9B / 0.0M | -                      | 0.1016              | 46.88% ↓          |
| + Content        | 7.1x              | 1.9B / 1.1M | -                      | 0.1912              | 00.00% ↑          |
| Ours             |                   |              |                         |                     |                   |
| Base             | 5.8x              | 1.9B / 0.0M | -                      | 0.1391              | 27.25% ↓          |
| + Node embeddings| 7.1x              | 1.9B / 1.1M | 0.1820                  | 0.1871              | 02.14% ↓          |
| + Node Id hash   | 1.2x              | 1.1M / 1.1M | 0.1486                  | 0.1426              | 25.42% ↓          |
| + Node type hash | 1.3x              | 1.1M / 1.1M | 0.1611                  | 0.1591              | 16.78% ↓          |
| + L2-Norm WAML   | 1.1x              | 1.1M / 1.1M | -                      | 0.1721              | 09.98% ↓          |
| + tune α        | 1.1x              | 1.1M / 1.1M | 0.2177                  | 0.2211              | 15.63% ↑          |
| + Simple FFN     | 1.4x              | 3.2M / 3.2M | -                      | 0.2574              | 34.62% ↓          |
| + BERT-FFN       | 1.8x              | 6.6M / 6.6M | -                      | 0.2720              | 42.25% ↑          |
| + L2-Norm BERT-FFN| 1.6x            | 6.6M / 6.6M | 0.2804                  | 0.2751              | 43.85% ↑          |
| + tune β        | 1.6x              | 6.6M / 6.6M | 0.2825                  | 0.2835              | 48.27% ↑          |
| + Contrastive loss| 1.2x            | 6.6M / 6.6M | -                      | 0.3136              | 64.01% ↑          |
| + L2-Norm output| 1.0x              | 6.6M / 6.6M | 0.3116                  | 0.3179              | 66.27% ↑          |
| Full vs Filtered dataset of Sec. 2.1 |                   |              |                         |                     |                   |
| + WAML           | 1.0x              | 6.6M / 6.6M | 0.3116                  | 0.3179              | 66.27% ↑          |
| + full dataset  | 45x               | 6.6M / 6.6M | -                      | 0.4051              | 111.8% ↑          |

Table 6: Results of various algorithms on our use-case.