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Abstract. We show maximal $L^p$-regularity for non-autonomous Cauchy problems provided the trace spaces are stable in some parameterized sense and the time dependence is of bounded variation. In particular, on $L^2$, we obtain for all $p \in (1, 2]$ maximal $L^p$-regularity for non-autonomous elliptic operators with measurable coefficients.

1. Introduction

Let $X$ be a Banach space and $(A(t))_{t \in [0,T]}$ closed operators on $X$. For an inhomogeneity $f: [0, T) \to X$ and an initial value $u_0 \in X$ we consider the non-autonomous Cauchy problem

\[
\begin{cases}
\dot{u}(t) + A(t)u(t) = f(t) \\
u(0) = u_0.
\end{cases}
\]

(NACP)

For $p \in (1, \infty)$ we say that (NACP) has maximal $L^p$-regularity for $u_0 \in X$ if for all $f \in L^p([0,T]; X)$ there exists a unique solution in $\text{MR}_p^A([0,T])$, the space of all measurable functions $u: [0,T) \to X$ with $\dot{u} \in L^p([0,T]; X)$, $u(t) \in D(A(t))$ for almost all $t \in [0,T)$ and $A(\cdot)u(\cdot) \in L^p([0,T); X)$. Of particular interest for applications is the case where $A(t)$ realize elliptic operators. Maximal regularity can then be used in various ways to show existence of quasilinear equations and to study the asymptotic behaviour of their solutions [Prü02].

In the autonomous case $A(t) = A$ maximal regularity is well understood. A closed operator $A: D(A) \to X$ has maximal $L^p$-regularity for $u_0 \in X$ if and only if $A$ is $\mathcal{R}$-sectorial and $u_0$ lies in the real interpolation space $\text{Tr}_p A := (D(A), X)_{1/p,p}$. For $p \in (1, \infty)$ the notation $\text{Tr}_p A$ is justified by the fact that in the autonomous case one has $\text{MR}_p^A([0,T]) \cong C([0,T]; \text{Tr}_p A)$ and further, that for every $x \in \text{Tr}_p A$ one can find $u \in \text{MR}_p^A([0,T])$ with $u(0) = x$ [Ama95, Theorem III.4.10.2].

The easiest setting is that of non-autonomous forms on Hilbert spaces. Here we consider a Hilbert space $V$ densely embedded into a second Hilbert space $H$. This induces the Gelfand triple $V \hookrightarrow H \hookrightarrow V'$. Further, one has non-autonomous bounded coercive sesquilinear forms $a: [0,T] \times V \times V \to \mathbb{C}$, i.e. $a(t, \cdot, \cdot)$ is sesquilinear for all $t \in [0,T]$ and satisfies for some $\alpha, M > 0$ and all $u, v \in V$

\[
|a(t, u, v)| \leq M \|u\|_V \|v\|_V,
\]

\[
\text{Re} \ a(t, u, u) \geq \alpha \|u\|_V^2.
\]

(A)

For fixed $t \in [0,T]$ the sesquilinear form $a(t, \cdot, \cdot)$ induces a bounded operator $A(t): V \to V'$, which is also an unbounded operator on $V'$. We denote its part in $H$ by $A(t)$. By a classical result of Lions [DL92, p. 513, Theorem 2], the problem (NACP) for $A$ satisfies maximal $L^2$-regularity if $t \mapsto a(t, u, v)$ is measurable for all $u, v \in V$. However, maximal $L^2$- or $L^p$-regularity for the operator $A(t)$ on $H$ for
is far more involved. For some time there was the hope that maximal $L^2$-regularity for $A$ holds for all $u_0 \in \text{Tr}_2 A(0)$ and measurable forms. Requiring additionally the symmetry of $a$, i.e., $a(t, u, v) = a(t, v, u)$ for all $t \in [0, T]$ and $u, v \in V$, this problem was explicitly asked by Lions for $u_0 = 0$ \cite[p. 68]{Lio61}. Dier observed that in absence of the Kato square root property maximal $L^2$-regularity can fail due to a single jump of the form \cite[Section 5.2]{Die14}. Later, the author gave Hölder continuous counterexamples to Lions’ original question \cite{Faca}. From the positive results in \cite{DZ} and the counterexamples in \cite{Faca} it is now understood that the critical case for the time regularity of $t \mapsto a(t, \cdot, \cdot)$ is $H^{1/2}(L(V, V'))$ in the Sobolev scale. In fact, positive results for higher regularities can be found in \cite{DZ}, whereas the forms in \cite{Faca} give counterexamples for lower regularities. What remains open as of now is the critical case of $H^{1/2}$-regularity.

Note that in this case the Sobolev index of $A(\cdot)$ is equal to zero. An easier example of the same index is however partially understood. Namely, maximal $L^2$-regularity was shown by Dier assuming $W^{1,1}$-regularity and symmetry of the forms \cite{Die15} (for an alternative proof see \cite{EL16}). In fact, the result even holds for forms of bounded variation. This is particularly interesting as such forms may have jumps. In view of the counterexamples maximal $L^2$-regularity can fail for general forms in this setting. However, in terms of applications this result is not satisfactory as it excludes elliptic operators in divergence form with non-symmetric coefficients.

As a corollary of our main result we will see that maximal $L^p$-regularity in the optimal range $p \in (1, 2]$ in fact holds for non-symmetric elliptic operators of bounded variation and for a very broad range of domains and boundary conditions. Note that this result faces some critical points of the theory: it deals at the same time with the crucial example of elliptic operators, regularity with critical Sobolev index and infinitely many jumps. Moreover, we are able to deal with the case $p \neq 2$.

We now proceed as follows: in the next section we present the general strategy of our proof towards the existence of a solution. We then deal with the uniqueness of solutions and the main results in the following sections, whereas the proofs of some more technical estimates are postponed to later sections. In the last section we discuss the optimality of our results.

2. Existence – Strategy of Proof

In this section we introduce the main ideas and concepts relevant for the proof of our maximal regularity result. Observe that the case of bounded variation in particular includes piecewise constant operator functions. We use the following handy definition.

**Definition 2.1.** A non-autonomous operator $A(\cdot)$ is called a **step operator** if there exists a partition $0 = t_0 < t_1 < \cdots < t_N = T$ and closed operators $A_1, \ldots, A_N$ such that for almost every $t \in [0, T)$

$$A(t) = \sum_{k=1}^N A_k I_{[t_{k-1}, t_k)}(t).$$

Analogously, we define **step forms** as piecewise constant forms with common domain.

To simplify matters, we introduce our main ideas only in the form setting. However, our results will hold for more general non-autonomous operators. The case of step operators can be solved by iterating the autonomous result. In particular, for $L^p$-maximal regularity to hold one needs by the autonomous case the inclusion $	ext{Tr}_p(A_k) \subset \text{Tr}_p(A_{k+1})$. Since we may interchange the order of two steps, for a reasonable result all trace spaces must agree. Further, we have $	ext{Tr}_2(A_k) = [D(A_k), H]_2$ in the Hilbert space case. If $A$ is induced by a symmetric form, we
have $[D(A), H]_{\frac{1}{2}} = V$ Example p. 45]. Hence, we need $[D(A_k), H]_{\frac{1}{2}} = V$
for all $k \in \mathbb{N}$, i.e. the operators $A_k$ satisfy the so-called Kato square root property.
It is known that the Kato square root property may fail for general forms [McI72]. However, by the celebrated
solution of Kato’s problem first proven in the full space case in [Aus+02] it holds true for elliptic operators in
divergence form under a broad class of domains and boundary conditions.

Now, more explicitly, recall that in the autonomous case $A(t) = A$ the unique mild solution of (NACP)
is given by the variation of constants formula
\[ u(t) = \int_0^t e^{-(t-s)A} f(s) \, ds + e^{-tA} u_0. \]

Hence, the difference of two solutions $u_1$ and $u_2$ for different operators $A_1$ and $A_2$,
but the same initial value $u_0 \in H$ and inhomogeneity $f \in L^1([0, T]; H)$, is given by
\[ u_2(t) - u_1(t) = \int_0^t (e^{-(t-s)A_2} - e^{-(t-s)A_1}) f(s) \, ds + (e^{-tA_2} - e^{-tA_1}) u_0. \]  
(2.1)

Let us for the moment suppose that for this difference an estimate of the form
\[ \|\dot{u}_2 - \dot{u}_1\|_{L^2([0, T]; H)} \lesssim \|A_2 - A_1\| (\|f\|_{L^2([0, T]; H)} + \|u_0\|_V) \]
holds, where the implicit constant is independent of the operators. As a first step
we obtain a good a priori estimate for step forms in terms of their variation.

**Definition 2.2** Let $E$ be a Banach space and $f : [0, T] \to E$. The variation of $f$ is
\[ \|f\|_{BV([0, T]; E)} \coloneqq \sup_{0 = t_0 < t_1 < \ldots < t_N = T} \sum_{k=1}^N \|f(t_k) - f(t_{k-1})\|_E, \]
where the supremum is over all partitions $0 = t_0 < t_1 < \cdots < t_N = T$ of $[0, T]$.

Let $B(t) = \sum_{k=1}^N A_k \mathbb{I}_{[t_{k-1}, t_k)}(t)$ be induced by a step form. Replacing $B(t)$ by
\[ B_1(t) = \sum_{k=1}^{N-2} A_k \mathbb{I}_{[t_{k-1}, t_k)}(t) + A_{N-1} \mathbb{I}_{[t_{N-2}, t_N)}(t), \]
i.e. loosing the last jump and staying constant there instead, the difference of the solutions $u = u^0$ and $u^1$ of the respective equations (NACP) satisfies by (E)
\[ \|\dot{u} - \dot{u}\|_{L^2([0, T]; H)} \lesssim \|A_2 - A_1\| (\|f\|_{L^2([0, T]; H)} + \|u_0\|_V). \]

We now iterate the previous argument. By subsequently loosing the last jump of the previous operator, we obtain the operator functions
\[ \sum_{k=1}^{N-m-1} A_k \mathbb{I}_{[t_{k-1}, t_k)}(t) + A_{N-m} \mathbb{I}_{[t_{N-m-1}, t_N)}(t). \]
Let $u^m$ be the corresponding solution of (NACP). Iterating the estimate gives
\[ \|\dot{u}\|_{L^2([0, T]; H)} \lesssim \sum_{k=1}^{N-1} \|\dot{u} - \dot{u}^k - \dot{u}^{k-1}\|_{L^2([t_{N-k}, T]; H)} + \|\dot{u}^{N-1}\|_{L^2([0, T]; H)} \]
\[ \lesssim \sum_{k=1}^{N-1} \|A_{N-k+1} - A_{N-k}\| (\|f\|_{L^2([t_{N-k}, T]; H)} + \|u(t_{N-k})\|_V) \]
\[ + \|\dot{u}^{N-1}\|_{L^2([0, T]; H)} \]
\[ \lesssim \|A\|_{BV([0, T]; L(V, V^*))} (\|f\|_{L^2([0, T]; H)} + \|u\|_{L^\infty([0, T]; V)}) \]
\[ + \|\dot{u}^{N-1}\|_{L^2([0, T]; H)}. \]  
(2.2)
This shows that we obtain an a priori estimate for the derivatives provided we have an estimate for the solution in $L^\infty([0,T];V)$. In fact, we will establish such an estimate under a parameterized variant of the Kato square root property. Moreover, exactly this parameterization can be generalized to a Banach space setting. In the non-Hilbert space setting we work with $\mathcal{R}$-boundedness on UMD spaces. For these concepts we refer to [KW04] and [DHP03].

**Definition 2.3.** Let $X$ be a UMD space and $p \in (1, \infty)$. An $L^p$-trace parameterization in $X$ is the datum $(\mathcal{P}, F_1, F_2, E, U, O)$ for complex Banach spaces $E$, $F_1$ reflexive and $F_2$ with embeddings $F_1 \hookrightarrow X \hookrightarrow F_2$, $U \subset O \subset E$ subsets with $U$ closed and convex and a bounded linear operator $\mathcal{P}: E \to \mathcal{L}(F_1, F_2)$ satisfying

(i) $\text{dist}(U, O^c) > 0$.

(ii) There exist $\varphi \in (0, \frac{\pi}{2})$ such that for all $x \in O$ the operators $\mathcal{P}(x)$ seen as unbounded operators on $F_2$ and the parts $\mathcal{P}(x)|_X$ of $\mathcal{P}(x)$ in $X$, i.e. $D(\mathcal{P}(x)|_X) = \{z \in F_1 : \mathcal{P}(x)z \in X \}$, satisfy the spectral inclusions

$$\sigma(\mathcal{P}(x)) \cup \sigma(\mathcal{P}(x)|_X) \subset \{z \in \mathbb{C} : |\arg z| < \varphi\}$$

together with the uniform resolvent bound

$$\sup_{x \in O} \sup_{|\arg z| \geq \varphi} \|(1 + |z|)R(z, \mathcal{P}(x))\| < \infty$$

and the $\mathcal{R}$-bound

$$\sup_{x \in O} \mathcal{R} \{(1 + |z|)R(z, \mathcal{P}(x)|_X) : |\arg z| \geq \varphi\} < \infty.$$  

(iii) The trace spaces $\text{Tr}_p \mathcal{P}(x)|_X = (D(\mathcal{P}(x)|_X), (X)_1/p,p)$ are independent of $x \in O$ and their norms are uniformly comparable.

A family $(A_i)_{i \in I}$ of closed operators on $X$ is $L^p$-parameterized by a parameterization $(\mathcal{P}, F_1, F_2, E, U, O)$ if for all $i \in I$ one has $A_i = \mathcal{P}(x)|_X$ for some $x \in U$.

**Remark 2.4.** Since we assumed in Definition 2.3 that $X$ is a UMD space, property (ii) implies that $\mathcal{P}(x)|_X$ has maximal $L^p$-regularity for all $p \in (1, \infty)$. Further, it follows from the explicit dependence in the vector-valued Mihlin multiplier theorem [GW03, Corollary 4.4] that there exists $C > 0$ such that for all $x \in O$, $T \in (0, \infty]$, $f \in L^p([0,T]; X)$ and $u_0 \in \text{Tr}_p \mathcal{P}(x)|_X$ the solution $u$ of \text{NACP} satisfies

$$\|u\|_{W^{1,p}([0,T], X)} + \|\mathcal{P}(x)|_X u\|_{L^p([0,T], X)} \leq C(\|f\|_{L^p([0,T], X)} + \|u_0\|_{\text{Tr}_p \mathcal{P}(x)|_X}).$$

Further, by the trace method for real interpolation we have

$$\|u\|_{C([0,T]; \text{Tr}_p \mathcal{P}(x)|_X)} \lesssim \|f\|_{L^p([0,T], X)} + \|u_0\|_{\text{Tr}_p \mathcal{P}(x)|_X}. \quad (2.3)$$

A fundamental example is given by elliptic operators in divergence form.

**Example 2.5.** For $M, \varepsilon > 0$ we denote by $\text{Ell}(\varepsilon, M)$ the set of all elliptic divergence form operators on $L^2(\mathbb{R}^n)$ induced by

$$(u, v) \mapsto \sum_{i,j=1}^n a_{ij}(x) \partial_i u \partial_j v$$

for some $(a_{ij}) \in C(\varepsilon, M)$, the set of all complex coefficients $a_{ij}: \mathbb{R}^n \to \mathbb{C}^{n \times n}$ with $\Re \sum_{i,j=1}^n a_{ij} \xi_i \xi_j \geq \varepsilon |\xi|^2$ and $\|a_{ij}\|_{\infty} \leq M$. Further, let $E = L^\infty(\mathbb{R}^n; \mathbb{C}^{n \times n})$ and

$$(a_{ij}) \mapsto [u \mapsto \sum_{i,j=1}^n \int_{\mathbb{R}^n} a_{ij}(x) \partial_i u \partial_j v] .$$
Then $\text{Ell}(\epsilon, M)$ is $L^2$-parameterized by 
$$(P, H^1(\mathbb{R}^n), H^{-1}(\mathbb{R}^n), L^\infty(\mathbb{R}^n; \mathbb{C}^{n \times n}), C(\epsilon, M), C(\epsilon/2, 2M)).$$

Note that property [i] is clear, whereas [ii] is always satisfied for uniformly bounded and coercive forms: $\mathcal{R}$-boundedness reduces to mere boundedness on Hilbert spaces and the estimates for sectorial operators only depend on the constants $\epsilon$ and $M$ in the definition of forms. The crucial property [iii] is a consequence of the solution of the Kato square root problem in [Aus+02, Theorem 6.1]. Here we use that $|D(A), H|_{1/2, 2} = |D(A), H|_{1/2}$ isometrically, which in turn is uniformly equivalent to $D(A^{1/2}) = H^1(\mathbb{R}^n)$ because of [Facb, Proposition 2.5] and the fact that all operators induced by forms satisfy $\|A^{it}\| \leq e^{2|t|}$ [Lun09, Theorem 4.29].

For general sesquilinear forms one has the following slightly weaker positive result.

**Example 2.6.** Let $V, H$ be complex Hilbert space with dense embeddings $V \hookrightarrow H$ and let $\mathcal{F}(\epsilon, M)$ for $\epsilon, M > 0$ be the family of all operators in $\mathcal{L}(V, V')$ induced by some sesquilinear form $a: V \times V \to \mathbb{C}$ with $\text{Re} a(u, u) \geq \epsilon \|u\|_V^2$ and $|a(u, v)| \leq M \|u\|_V \|v\|_V$ for all $u, v \in V$. Consider the trivial parameterization $\mathcal{P}: \mathcal{L}(V, V') \to \mathcal{L}(V, V')$ given by the identity mapping. We show that for $p \in (1, 2)$
$$(\mathcal{P}, V, V', \mathcal{L}(V, V'), \mathcal{F}(\epsilon, M), \mathcal{F}(\epsilon/2, M + \epsilon/2))$$
is an $L^p$-parameterization of all operators obtained as part in $H$ of some element in $\mathcal{F}(\epsilon, M)$. First, [i] follows from the inclusion $\mathcal{F}(\epsilon, M) + B(0, \epsilon/2) \subset \mathcal{F}(\epsilon/2, M + \epsilon/2)$. Secondly, [ii] holds universally for forms as discussed in Example 2.5. Let us now verify [iii]. Suppose that $A$ is induced by some element in $\mathcal{F}(\epsilon, M)$. Then the same holds for its Hilbert space adjoint $A^*$ and for the real part $\text{Re} \frac{1}{2}(A + A^*)$. By a result of Kato one has $D(A^\alpha) = D((\text{Re} A)^\alpha)$ for all $\alpha \in (0, \frac{1}{2})$ [Kat61, Theorem 3.1]. Further, their norms are comparable with constants only depending on $\alpha, M$ and $\epsilon$. Since the Kato square root property holds isometrically for self-adjoint operators such as $\text{Re} A$ and since the fractional domains are uniformly comparable to complex interpolation spaces (see Example 2.6), for $\alpha \in (0, \frac{1}{2})$ the reiteration theorem for the complex method gives the uniform equivalence [BL76, Theorem 4.6.1]
$$[H, D(A)]_\alpha = D(A^\alpha) = D((\text{Re} A)^\alpha) = [H, D(\text{Re} A)]_\alpha = [H, [H, D(\text{Re} A)]_{1/2}]_{2\alpha} = [H, V]_{2\alpha}.$$

By the reiteration theorem for the real method [Tri78, 1.10.3, Theorem 2] we have
$$\begin{align*}
(H, D(A))_{1-\frac{1}{p}, p} &= (H, [H, D(A)]_{1-\frac{1}{2} (\frac{1}{2} + \frac{1}{p})})_{\frac{3}{4} - \frac{1}{p}, p} = (H, [H, V]_{2\alpha-\frac{3}{4}})_{\frac{3}{4} - \frac{1}{p}, p} = (H, V)_{\frac{3}{2} - \frac{1}{p}, p}.
\end{align*}$$

The first equivalence is uniform as a consequence of the constants appearing in the proof of the reiteration theorem and the estimate obtained at the end of the proof of [Tri78, 1.10.3, Theorem 1].

Certain divergence form operators on $L^q$-spaces seem to fit in our framework.

**Remark 2.7.** For $q \in (1, \infty)$ and coefficients $A \in C(\epsilon, M)$ we define the operator $B_q(A): W^{1,q}(\mathbb{R}^n) \to W^{-1,q}(\mathbb{R}^n)$ as
$$\langle B_q(A)u, v \rangle_{W^{-1,q}, W^{1,q}} := \int_{\mathbb{R}^n} A \nabla u \overline{\nabla v}.$$

For $q$ in an interval $I_A$ containing 2 and depending only on the ellipticity constants and the dimension $n$ one can show that $B_q(A)$ is sectorial. This follows from the results in [Aus07, Section 4] and [DER16, Section 6]. The part of $B_q(A)$ on $L^q(\mathbb{R}^n)$
Theorem 2.8. Let \( \mathcal{P} : L^\infty(\mathbb{R}^n; C^{n \times n}) \to \mathcal{L}(W^{-1,q}(\mathbb{R}^n), W^{-1,q}(\mathbb{R}^n)) \) as \( A \to \mathcal{B}_q(A) \),

\[
(\mathcal{P}, W^{-1,q}(\mathbb{R}^n), W^{1,q}(\mathbb{R}^n), L^\infty(\mathbb{R}^n; C^{n \times n}), \mathcal{C}(\varepsilon, M), \mathcal{C}(\varepsilon/2, 2M))
\]

is a candidate for an \( L^p \)-trace parameterization. However, several details need to be checked. First, the above results should only depend on \( q, n \) and the ellipticity constants. This is not explicitly stated in the cited results. Secondly, for \( q \in I_A \) the operator satisfies the Kato square root property \( [L^2(\mathbb{R}^n), D(B_q)]_{1/2} = D(B_q^{1/2}) = W^{1,q}(\mathbb{R}^n) \). Hence, by using an analogous reiteration argument as in Example 2.6, the space \( \mathcal{P}_p B_q \) is independent of \( B_q \) for \( p \in (1, 2) \). However, we do not know whether the independence of \( \mathcal{P}_p A \) holds as well, as it is the case for \( q = 2 \). Note that if \( q \neq 2 \), then under general assumptions one has \( [L^q, D(A_q)]_{1/2} \neq (L^q, D(A_q))_{1/2} \) \([KW05\text{ Corollary 3.2}]\).

Note that if one assumes more spatial regularity on the coefficients, one may restrict to a smaller representation and the properties of Definition 2.5 become more easy to verify.

The following a priori estimate in \( L^\infty([0, T]; \mathcal{P}_p A) \) is based on Section 6. If \( A(t) \) is parameterized by some \( L^p \)-trace parameterization, then \( \mathcal{P}_p A(t) \) is independent of \( t \). Therefore we may simply write \( \mathcal{P}_p A \).

**Theorem 2.8.** Let \( (\mathcal{P}, F_1, F_2, E, U, O) \) be an \( L^p \)-trace parameterization. For every \( R > 0 \) there exists a constant \( C = C(R) \) such that if \( A(t) = \mathcal{P}(x(t)) \) for \( x : [0, T] \to E \) is a step function with \( \| x \|_{BV} \leq R \), then the solution \( u \) of \( \text{NACP} \) satisfies

\[
\| u \|_{C([0,T]; \mathcal{P}_p A)} \leq C(\| f \|_{L^p([0,T]; H)} + \| u_0 \|_{\mathcal{P}_p A}).
\]

**Proof.** Using the same notation as in (2.2), Proposition 5.2 and Proposition 5.1 imply that for some \( K > 0 \) and all \( N \in \mathbb{N} \)

\[
\| u \|_{C([0,T]; \mathcal{P}_p A)} \leq \sum_{k=1}^{N-1} \| u^k - u^{k-1} \|_{C([t_{N-k}, T]; \mathcal{P}_p A)} + \| u^{N-1} \|_{C([0,T]; V)}
\]

\[
\leq K \sum_{k=1}^{N-1} \| x_{N-k+1} - x_{N-k} \| (\| f \|_{L^p([t_{N-k}, T], X)} + \| u(t_{N-k}) \|_{\mathcal{P}_p A})
\]

\[
+ \| u^{N-1} \|_{C([0,T]; \mathcal{P}_p A)}
\]

Since \( u^{N-1} \) solves the autonomous equation \( \dot{u}(t) + A_1 u(t) = f(t) \), we have for \( \| x \|_{BV} \leq \frac{1}{2K} \), the estimate

\[
\| u \|_{C([0,T]; \mathcal{P}_p A)} \lesssim \| f \|_{L^p([0,T]; X)} + \| u_0 \|_{\mathcal{P}_p A}. \tag{2.4}
\]

Here the implicit constant does not depend on \( T \). Now, let \( x(t) = \sum_{k=1}^{N} \mathbb{1}_{[t_{k-1}, t_k]} x_k \) be an arbitrary step function with \( \| x \|_{BV} \leq R \). Choose \( N_1 \in \mathbb{N} \) maximal with \( \sum_{k=2}^{N_1} \| x_k - x_{k-1} \| \leq \frac{1}{2K} \). Now, choose a natural number \( N_2 > N_1 \) maximal with \( \sum_{k=N_1+2}^{N_2} \| x_k - x_{k-1} \| \leq \frac{1}{2K} \). We iterate this procedure finitely often until we have \( N_M = N \) for some \( M \in \mathbb{N} \). Notice that \( M \) is uniformly bounded by \( 2RK \). In fact, assume that \( M > 2RK \). Then, setting \( \tilde{N}_0 = 0 \), we obtain the contradiction

\[
\| x \|_{BV} = \sum_{i=1}^{M} \sum_{k=N_{i-1}+1}^{N_i} \| x_k - x_{k-1} \| > M \cdot \frac{1}{2K} > R.
\]

The result now follows by iterating estimate (2.4) or for big jumps the analogous autonomous result \( 2.3 \) uniformly bounded many times. \qed
Using this in (2.2), we get for $\hat{u}$ the a priori estimate
$$
\|\hat{u}\|_{L^2([0,T];H)} \lesssim \|\mathcal{A}\|_{BV([0,T];L(V,V'))} (\|f\|_{L^2([0,T];H)} + C)
+ \|f\|_{L^2([0,T];H)} + \|u_0\|_V.
$$
(2.5)

Recall that this estimate is based on the validity of (E). It follows from Proposition 6.1 that (E) indeed holds if $\mathcal{A}(t) = \mathcal{P}(x(t))$ for some $x(t): [0,T] \to E$ with $\|x\|_{BV([0,T];E)} < \infty$, then for all $u_0 \in \text{Tr}_p A$ (NACP) has a solution in $\text{MR}_p^A([0,T])$.

**Theorem 2.9.** Let $(\mathcal{P}, F_1, F_2, E, U, O)$ be an $L^p$-trace parameterization in a UMD space $X$ for some $p \in (1, \infty)$. If $\mathcal{A}(t) = \mathcal{P}(x(t))$ for some $x(t): [0,T] \to E$ with $\|x\|_{BV([0,T];E)} < \infty$, then for all $u_0 \in \text{Tr}_p A$ (NACP) has a solution in $\text{MR}_p^A([0,T])$.

**Proof.** Note that $x$ is bounded and measurable. For every $n \in \mathbb{N}$ consider the piecewise constant approximations
$$
x_n(t) = \sum_{k=0}^{n-1} n \int_{k/n}^{(k+1)/n} x(s) \, ds \|\mathcal{P}(\mathcal{A}_n(t))\|.
$$
Since $U$ is convex and closed, the approximations $x_n$ take values in $U$ as well. Further, we have for $k \in \{0, \ldots, n-2\}$
$$
\sum_{k=0}^{n-1} \left\| x_n \left( \frac{k+1}{n} \right) - x_n \left( \frac{k}{n} \right) \right\| = n \int_0^n \sum_{k=0}^{n-1} \left\| x \left( s + \frac{k+1}{n} \right) - x \left( s + \frac{k}{n} \right) \right\| \, ds.
$$
Consequently, $\|x_n\|_{BV} \leq \|x\|_{BV}$. Further, by Lebesgue’s differentiation theorem $x_n(t) \to x(t)$ almost everywhere on $[0,T]$. It follows from the parameterized variant of (2.5) that the solutions $u_n$ of (NACP) for $\mathcal{A}_n(t) = \mathcal{P}(x_n(t))$ and initial value $u_0$ satisfy the uniform estimate
$$
\|\mathcal{A}_n(\cdot)u_n(\cdot)\|_{L^p([0,T];X)} + \|\hat{u}_n\|_{L^p([0,T];X)} \lesssim \|f\|_{L^p([0,T];X)} + \|u_0\|_{\text{Tr}_p A}.
$$
Hence, after passing to a subsequence we may assume that $\mathcal{A}_n(\cdot)u_n(\cdot)$ and $\hat{u}_n$ converge weakly in $L^p([0,T];X)$ and that $u_n$ converges weakly to some $u \in L^p([0,T];F_1)$. Then $u \in W^{1,p}([0,T];X)$ and $\hat{u}$ agrees with the weak limit of $(\hat{u}_n)_{n \in \mathbb{N}}$. Now, testing (NACP) against $g \in L^p([0,T];F_2')$ we have
$$
\int_0^T \langle \hat{u}_n(t), g(t) \rangle_{F_2,F_2'} \, dt + \int_0^T \langle \mathcal{A}_n(t)u_n(t), g(t) \rangle_{F_2,F_2'} \, dt = \int_0^T \langle f(t), g(t) \rangle \, dt.
$$
We have $\mathcal{A}_n(\cdot)g(\cdot) \to \mathcal{A}(\cdot)g(\cdot)$ in $L^p([0,T];F_2')$. Hence, using duality in (2.6) and passing to the limit, we have $\hat{u} + \mathcal{A}(t)u(t) = f(t)$ and $\mathcal{A}(\cdot)u(\cdot) \in L^p([0,T];X)$. $
\square$

3. **Uniqueness**

We now come to the uniqueness of solutions. We are not able to prove a general uniqueness result in the setting of Theorem 2.9. Nevertheless, for many applications we can rely on existing results. We now introduce the necessary terminology. Let $X$ be a Banach space. For an element $x \in X$ we define its duality set as
$$
\mathcal{J}(x) := \{ x' \in X' : \|x'\| = 1, \langle x', x \rangle = \|x\| \}.
$$
By the Hahn–Banach theorem this set is always non-empty. Recall that an operator $A: D(A) \to X$ is *accrative* if for all $x \in D(A)$ there exists some $x' \in \mathcal{J}(x)$ with $\text{Re}(\langle x', Ax \rangle) \geq 0$. If $X$ is a Hilbert space, this is equivalent to the well-known condition $(Ax,x) \geq 0$ for all $x \in D(A)$. The following result is obtained by repeating the proof of [Are+07 Proposition 3.2] word by word.
Theorem 3.1. Let \((A(t))_{t \in [0,T]}\) be accretive operators on some Banach space \(X\). For \(p \in (1, \infty)\) suppose that \(u_1, u_2 \in MR^p_{ BV}([0,T])\) solve (NACP). Then \(u_1 = u_2\).

4. Main Results

From our general results we obtain several concrete results. Note that if \(A\) is induced by a form, then \(A\) is accretive. For general forms Theorem 2.9 Theorem 3.1 and Corollary 2.6 therefore give the following.

Corollary 4.1 (Maximal Regularity for Forms of Bounded Variation). Let \(V, H\) be complex Hilbert spaces with dense embeddings \(V \hookleftarrow H\) and \(a: [0,T] \times V \times V \to \mathbb{C}\) a non-autonomous form satisfying (A) and \(\|A(\cdot)\|_{BV([0,T];C(V,V^*))} \leq \infty\). Then \((\text{NACP})\) has maximal \(L^p\)-regularity for all \(p \in (1,2)\) and all \(u_0 \in (H, V)_{2-2/p,p}\).

Note that by Dieb’s counterexample the above result does not extend to exponents \(p \geq 2\). However, Example 2.5 gives maximal \(L^2\)-regularity for elliptic operators.

Corollary 4.2 (Elliptic Operators – Full space case). Let \(a_{ij}: [0,T] \times \mathbb{R}^n \to \mathbb{C}\) for \(i,j = 1, \ldots, n\) be measurable coefficients such that for \(M, \varepsilon > 0\) the following holds.

(a) \(|a_{ij}(t,x)| \leq M\) for almost every \((t,x) \in [0,T] \times \mathbb{R}^n\) and all \(i,j = 1, \ldots, n\).
(b) \(\text{Re} \sum_{i,j=1}^n a_{ij}(t,x)|\xi_i\xi_j| \geq \varepsilon |\xi|^2\) for almost every \((t,x) \in [0,T] \times \mathbb{R}^n\) and all \(\xi \in \mathbb{C}^n\).
(c) \(t \mapsto a_{ij}(t, \cdot) \in BV([0,T];L^\infty(\mathbb{R}^n))\) for all \(i,j = 1, \ldots, n\).

Then one has maximal \(L^2\)-regularity for the non-autonomous form \(a: [0,T] \times H^1(\mathbb{R}^n) \times H^1(\mathbb{R}^n) \to \mathbb{C}\) given by

\[
a(t,u,v) = \sum_{i,j=1}^n \int_{\mathbb{R}^n} a_{ij}(t,x) \partial_i u(x) \overline{\partial_j v(x)} dx.
\]

For mixed boundary conditions we imitate Example 2.5 and use [AKM06] Theorem 1]. Note that one can add lower order terms as expected.

Corollary 4.3 (Mixed Boundary Conditions). Let \(\Omega \subset \mathbb{R}^n\) be a smooth domain with either \(\Omega\) or \(\partial\Omega^c\) bounded. Further let \(\Sigma \subset \partial\Omega\) be open and \(a_{ij}: [0,T] \times \mathbb{R}^n \to \mathbb{C}\) for \(i,j = 0, \ldots, n\) be measurable such that for \(M, \varepsilon > 0\) the following holds.

(a) \(|a_{ij}(t,x)| \leq M\) for almost every \((t,x) \in [0,T] \times \mathbb{R}^n\) and all \(i,j = 0, \ldots, n\).
(b) \(\text{Re} \sum_{i,j=1}^n a_{ij}(t,x)|\xi_i\xi_j| \geq \varepsilon |\xi|^2\) for almost every \((t,x) \in [0,T] \times \mathbb{R}^n\) and all \(\xi \in \mathbb{C}^n\).
(c) \(t \mapsto a_{ij}(t, \cdot) \in BV([0,T];L^\infty(\mathbb{R}^n))\) for all \(i,j = 0, \ldots, n\).

With all traces interpreted in the Sobolev sense consider the form domain

\[V = \{u \in H^1(\Omega) : \text{supp}u|_{\partial\Omega} \subset \Sigma\}.
\]

Under the above assumptions we have maximal \(L^2\)-regularity for the non-autonomous form \(a: [0,T] \times V \times V \to \mathbb{C}\) given by

\[
a(t,u,v) = \sum_{i,j=1}^n \int_{\mathbb{R}^n} a_{ij}(t,x) \partial_i u(x) \overline{\partial_j v(x)} + a_{0j}(t,x)u(x) \overline{\partial_j v(x)}
\]

\[+ a_{0k}(t,x) \partial_k u(x) \overline{v(x)} + a_{00}(t,x)u(x) \overline{v(x)} dx.
\]

More generally, the above result holds for bi-Lipschitz images of the above geometric configuration. The Kato square root property for mixed boundary conditions is in fact known for more general domains [EHT14]. However, these results do not state the dependence on the constants explicitly. Further, [Aus+01] Theorem 1.3 gives an analogous result for higher order elliptic systems.
Corollary 4.4 (Higher Order Elliptic Systems). Let $N \in \mathbb{N}$ and $m \geq 2$. Let $a_{\alpha \beta} = (a_{\alpha \beta}^{ij})_{1 \leq i,j \leq N} : [0, T] \times \mathbb{R}^n \to \mathbb{C}^N \times \mathbb{C}^N$ for multi-indices $\alpha, \beta \in \mathbb{N}_0^n$ with $|\alpha| = |\beta| = m$ be measurable coefficients such that for $M, \lambda > 0$ the following holds. 

(a) $|a_{\alpha \beta}^{ij}(t,x)| \leq M$ for almost every $(t,x) \in [0, T] \times \mathbb{R}^n$ and all $i,j = 1, \ldots, n$ and $|\alpha| = |\beta| = m$. 

(b) For the self-adjoint part $b_{\alpha \beta} = \frac{1}{2}(a_{\alpha \beta} + a_{\beta \alpha}^*)$ one has 
\[
\operatorname{Re} \sum_{|\alpha|=|\beta|=m} b_{\alpha \beta}^{ij}(t,x) \xi_{\beta,i} \xi_{\alpha,j} \geq \lambda \sum_{|\alpha|=m} |\xi_{\alpha,i}|^2
\]
for almost every $(t,x) \in [0, T] \times \mathbb{R}^n$ and all $\xi_{\alpha,i} \in \mathbb{C}$.

(c) $t \mapsto a_{\alpha \beta}^{ij}(t,\cdot) \in \mathbb{B} V([-T, T]; L^\infty(\mathbb{R}^n))$ for all $i,j = 1, \ldots, n$ and $|\alpha| = |\beta| = m$.

Then one has maximal $L^2$-regularity for the non-autonomous form $a : [0, T] \times H^1(\mathbb{R}^n; \mathbb{C}^N) \to H^1(\mathbb{R}^n; \mathbb{C}^N)$ given by 
\[
a(t,u,v) = \sum_{|\alpha|=|\beta|=m} \int_{\mathbb{R}^n} a_{\alpha \beta}^{ij}(t,x) \partial^\beta u(x) \overline{\partial^\alpha v(x)} \, dx.
\]

5. A priori Boundedness of the Solutions in the Trace Space

In this subsection we prove the propositions used in Theorem 2.8. We do this by treating the two summands in (2.1) separately. As follows by the fact that, we only give a detailed account once and will concentrate on the differences in the later proofs.

Proposition 5.1. Let $(\mathcal{P}, F_1, F_2, E, U, O)$ be an $L^p$-trace parameterization in a UMD-space $X$. If $u_A$ solves $\dot{u} + Au = f$ for $u_0 = 0$, then uniformly in $T \in (0, \infty)$ 
\[
\|u_{\mathcal{P}}(x) - u_{\mathcal{P}(y)}\|_{C([0,T]; T_x A)} \leq \|x - y\|_E \|f\|_{L^p([0,T];H)} \quad \text{for all } x, y \in U.
\]

Proof. Fix some $x \in U$ and let $P(x) = A$. By definition one has $B(x, r) \subset O$ for some universal $r > 0$. Choose $\Delta x \in B(0, r)$ and let $\Delta A = \mathcal{P}(\Delta x)$. Let $z \in \mathbb{C}$ with $|z| \leq 1$. Observe that $x + z \Delta x \in B(x, r) \subset O$ and $A + z \Delta A = \mathcal{P}(x + z \Delta x)$. Recall that, by definition, for all $x \in O$ the spectrum of $\mathcal{P}(x)$ is contained in the sector $\{z \in \mathbb{C} \setminus \{0\} : |\arg z| \leq \varphi\}$. By the resolvent identity we have for $|z| \leq 1$ and $w$ outside this sector 
\[
R(w, A + z \Delta A) = R(w, A) + z R(w, A) \Delta A R(w, A + z \Delta A).
\]

Hence, for $|z|$ sufficiently small we have 
\[
R(w, A + z \Delta A) = (I - z R(w, A) \Delta A)^{-1} R(w, A).
\]

It follows from the von Neumann series representation that $z \mapsto R(w, A + z \Delta A) \in L(F_2, F_1)$ is analytic. Hence, applying the elementary holomorphic functional calculus to the explicit formula for $u_{A \Delta A}$, we get for $f \in C_\infty([-T, T]; F_2)$ 
\[
uu_{A \Delta A}(t) = \int_0^t e^{-A(s-z \Delta A)} f(s) \, ds
\]
\[
= \int_0^t \int_{\Gamma} e^{-t-zw} R(w, A + z \Delta A) f(s) \, dw \, ds.
\]

It follows from this representation that $z \mapsto u_{(A \Delta A)} \in F_1$ is analytic. Hence, the coefficients $a_k$ of its series expansion are given by 
\[
a_k = \frac{1}{2\pi i} \int_{|z|=r} u_{A \Delta A}(t) \frac{dz}{z^{k+1}}
\]
for $r \in (0, 1)$. We now estimate the coefficients in the stronger norm of $\text{Tr}_p A$. The trace method for real interpolation \cite[Section 1.2.2]{Lun95} and the uniform maximal regularity estimate give for $B \in \mathcal{P}(O)$

$$
\|u_B(t)\|_{\text{Tr}_p A} \lesssim \int_0^T \|u_B(s)\|_X^p + \|Bu_B(s)\|_X^p \, ds \lesssim \int_0^T \|f(s)\|_X^p \, ds.
$$

As a consequence we have $\|a_k\|_{\text{Tr}_p A} \lesssim r^{-k} \|f\|_{L^p([0,T];X)}$. It follows that the mapping $G: O \to C([0,T];\text{Tr}_p A)$ given by $x \mapsto u_{\mathcal{P}(x)}$ is analytic and bounded on $U$ \cite[Proposition 3.7]{Din99}. Hence, $\|DG\| \lesssim \|f\|$ on $U$ and for all $x, y \in U$ one has by the convexity of $U$

$$
\left\| u_{\mathcal{P}(x)} - u_{\mathcal{P}(y)} \right\|_{C([0,T];\text{Tr}_p A)} \leq \sup_{\mathcal{P} \in U} \|DG(p)\|_{L(E;C([0,T];\text{Tr}_p A))} \left\| x - y \right\|_E \lesssim \|x - y\|_E \|f\|_{L^p([0,T];X)} .
$$

\textbf{Proposition 5.2.} Let $(\mathcal{P}, F_1, F_2, E, U, O)$ be an $L^p$-trace parameterization in a UMD space $X$. If $u_A$ solves $\dot{u} + Au = 0$ for $u(0) = u_0$, then uniformly in $T \in (0, \infty)$

$$
\left\| u_{\mathcal{P}(z)} - u_{\mathcal{P}(y)} \right\|_{C([0,T];\text{Tr}_p A)} \lesssim \|x - y\|_E \|u_0\|_{\text{Tr}_p A} \quad \text{for all } x, y \in U.
$$

\textbf{Proof.} Similarly as before, one obtains that the mapping $z \mapsto u_{A + z\Delta A}(t) = e^{-t(A + z\Delta A)}u_0$ into $F_1$ is analytic. Hence, we again need a uniform estimate on $\|u_B(t)\|_{\text{Tr}_p A}$ for our approach via complex analysis. We obtain this estimate by using real interpolation for the mapping $u_0 \mapsto \lfloor t \mapsto e^{-tB}u_0 \rfloor$, which is uniformly bounded as mappings $D(B) \to L^\infty([0, T]; D(B))$ and $X \to L^\infty([0, T]; X)$. $\square$

6. A PRIORI ESTIMATES FOR THE DERIVATIVES

In this subsection we provide the results for estimate (E).

\textbf{Proposition 6.1.} Let $(\mathcal{P}, F_1, F_2, E, U, O)$ be an $L^p$-trace parameterization in a UMD space $X$. If $u_A$ solves $\dot{u} + Au = f$ for $u(0) = 0$, then uniformly in $T \in (0, \infty)$

$$
\|u_{\mathcal{P}(x)} - u_{\mathcal{P}(y)}\|_{L^p([0,T];X)} \lesssim \left( \|f\|_{L^p([0,T];X)} + \|u_0\|_{\text{Tr}_p A} \right) \quad \text{for all } x, y \in U.
$$

\textbf{Proof.} Again, this follows from analyticity and the uniform maximal regularity estimate discussed in Remark 2.4. $\square$

7. REMARKS & COMPLEMENTS

We finish with some remarks on the used methods and obtained results.

7.1. The $L^p$-range for maximal regularity. Most known $L^p$-maximal regularity results are insensitive to the exponent $p$, i.e. they hold for one $p \in (1, \infty)$ if and only if they hold for all $p \in (1, \infty)$. In the autonomous case this follows from the theory of singular integrals and is a central fact, whereas in the non-autonomous case one often makes use of Acquistaspaces–Terreni type results as in \cite{Hoa15} or \cite{AML}.

In contrast, our results on maximal regularity do not extend to all $p \in (1, \infty)$ even if one deals with symmetric forms. Let us give an easy example based on one dimensional differential operators.

\textbf{Example 7.1.} For $\beta \in \mathbb{C}$ consider the forms $a_\beta: H^1([0,1]) \times H^1([0,1]) \to \mathbb{C}$ with

$$
a_\beta(u,v) = \int_0^1 u^2 + \int_0^1 u'_2 + \beta u(0)v(0).
$$


The operator $A_β$ associated to $a_β$ is $A_βu = u - u''$ with explicitly known domain $D(A_β) = \{ u \in H^2([0,1]) : u'(0) = \beta u(0) \mbox{ and } u'(1) = 0 \}$. By [Tri78, p. 321, Theorem] we have for $p > 4$

$$\text{Tr}_p A_β = (L^2([0,1]), D(A))_{1-1/p, p} = \{ u \in B^{2(1-1/p)}_{2p}([0,1]) : u'(0) = \beta u(0) \mbox{ and } u'(1) = 0 \},$$

whereas $\text{Tr}_p A_β = B^{2(1-1/p)}_{2p}([0,1])$ for $p < 4$. Hence, for $p > 4$ there is a smooth function $x : [0,1] \to \mathbb{R}$ with $x \in \text{Tr}_p A_0$, but $x \not\in \text{Tr}_p A_1$. Choose $w \in H^{A_0}_{p}([0,1])$ with $w(1) = x$. Now, let $a(t, u, v) = a_0(u, v)\mathbb{I}_{[0,1]} + a_1(u, v)\mathbb{I}_{[1,2]}$ and $f = (\dot{w} + A_0 w)\mathbb{I}_{[0,1]}$. Then $a$ fails to have maximal $L^p$-regularity: if this would be the case and $u$ is the solution of the \text{(NACP)} for $u(0) = w(0)$, then $u'(1) = 0$ with $v(0) = w(1) = x$. This implies $x \in \text{Tr}_p A_1$, which is not the case. However, for $p < 4$ the mapping $C \to L(V, V')$ induced by $\beta \mapsto a_β$ gives rise to an $L^p$-trace parameterization and one can apply Theorem 2.9 and Theorem 5.1 to obtain maximal $L^p$-regularity.

Note that the above argument is generic. It works as long as $\text{Tr}_p A_1 \not\subseteq \text{Tr}_p A_0$. In particular, one sees that the exponent $p = 2$ obtained in Corollary 4.1 is optimal for general elliptic operators.

**Example 7.2.** Let $a \in L^\infty(\mathbb{R})$ be real with $a \geq \varepsilon$ almost everywhere. We consider the elliptic operator induced by the form $a : H^1(\mathbb{R}) \times H^1(\mathbb{R}) \to \mathbb{C}$ with

$$a(u, v) = \int_\mathbb{R} auv' + \int_\mathbb{R} uv.$$ 

Since $a$ is symmetric, we clearly have $\text{Tr}_2 A = D(A^{1/2}) = H^1(\mathbb{R})$. Further, $D(A) = \{ u \in H^1(\mathbb{R}) : au' \in H^1(\mathbb{R}) \}$. It follows from the reiteration theorem for real interpolation that $\text{Tr}_p A = \{ u \in H^1(\mathbb{R}) : au' \in B^{1-2/p}_{2p}(\mathbb{R}) \}$ for $p > 2$. Note that if $a$ is smooth, then $\text{Tr}_p A = \{ u \in H^1(\mathbb{R}) : B^{1}_{2p}(\mathbb{R}) : au' \in B^{1-2/p}_{2p}(\mathbb{R}) \} = B^{2-2/p}_{2p}(\mathbb{R})$. Now, choose an elliptic parameter $a$ with $a \not\in B^{1-2/p}_{2p}([-1,1])$ for all $p > 2$. Then for $u \in C^\infty(\mathbb{R})$ with $u'(x) \in [1,2]$ for all $x \in [-2,2]$ one has $u \not\in \text{Tr}_p(A)$ for $p > 2$, whereas $u$ is clearly in the domain of the second derivative. From the generic argument detailed in Example 7.1 one obtains a non-autonomous form of elliptic operators that fails maximal $L^p$-regularity for all $p > 2$.

### 7.2. Symmetric forms without parameterization

It is natural to ask whether every family of forms satisfying the Kato square root property uniformly can be parameterized by an $L^2$-trace parameterization. The next example shows that this can be troublesome.

**Example 7.3.** In [McL90, Section 4] McIntosh constructs symmetric forms $a_t : V \times V \to \mathbb{C}$ for $t \in (-1,1)$ for which $t \mapsto A_t^{1/2} \in L(V, H)$ is not real-analytic. Now, assume that the forms $a_t$ for $t \in (-1,1)$ are parameterized by an $L^2$-trace parameterization $(\mathcal{P}, F_1, F_2, E, U, O)$ such that $a_t = \mathcal{P}(x + ty)_H$ for some $x, y \in U$. It then follows along the lines of the previous sections that the map $O \to L(V, H)$ given by $x \mapsto \mathcal{P}(x)_H^{1/2}$ is analytic. A fortiori, $t \mapsto \mathcal{P}(x + ty)_H^{1/2} = A_t^{1/2}$ is real-analytic contradicting our choice. More generally, no real-analytic selection $\gamma : (-1,1) \to U$ of $a_t$ can exist by the same argument.
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