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Abstract

**Background**: Policymakers in many countries are confronted with the question of whether, and how much, resources should be committed to improving hospital quality. This is because there is little consensus about the relationship between hospital quality and cost, despite the extensive existing literature. This makes it difficult for policyholders to commit resources to make improvements. The diversity of methods used also makes cross-comparison difficult. To address this, two specific methodological issues that are commonly observed will be investigated. The first is the choice of metric used for assessing hospital quality. The second is the way the distribution of the measure is specified.

**Methods**: An empirical example will be setup that resembles a typical study on this research topic. The purpose is to demonstrate that a change in the metric used for measuring hospital quality, or a change in its distributional assumptions, will lead to a different result, even when the same data is used. For simplicity, the two most general metrics of patient mortality and unplanned readmissions will be used. The measuring statistic is the odds ratio to allow for patient risk-adjustment. A bootstrap-adjusted regression modified from Lindley and Smith (1972) will be used to account for the distribution of the quality statistic. Hospital cost data is derived from financial statements on a subset of Victorian public hospitals from 2002/03 to 2004/05. Patient data is sourced from encoded records in the Victorian Admitted Episodes Database (VAED) for the six years from 1999/00 to 2004/05, which are used for patient risk-adjustment. Hospitals and patients are anonymously linked.

**Results**: The relationship between quality and cost is negative at the 95% significance levels when the bootstrap adjustment is applied, for both adjusted mortality and readmissions. When the adjustment was removed, the relationship became positive with mortality and close to zero for readmissions, both with much wider confidence intervals. A hypothetical static comparison exercise resulted in a difference in estimated costs of around several million AUD a year in operating costs of public hospitals in the state of Victoria.

**Conclusion**: When determining the effectiveness of hospital policies, more than one operative measure of quality should be used as a robustness check. The dispersion of quality measures must be explicitly accounted for.

MeSH codes: N03.219.262 (Hospital Economics); N05.300.375.500 (Costs, Hospital); N02.278.421.510 (Hospitals, Public); N04.452.871.715.800 (Risk Adjustment); E02.760.400.620 (Patient Readmission); E05.318.308.985.550.400 (Hospital Mortality); E05.318.740.750 (Regression Analysis).
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Introduction

The relationship between hospital quality and cost is an established research question. For example, in the US, hospital dummy variables were used as a measure of quality in a study that investigated the revealed preference of pneumonia patients in Los Angeles [1]. In Hong Kong, a medical study used the "30-day odds-ratio" to a selection of acute illnesses that are representative of the dataset [2]. And in Australia, the accuracy of adverse incidence rates and its impact on measuring hospital performance was investigated, with a strong emphasis on patient risk-adjustment [3]. The interested reader can find many more.

However, despite the abundance of existing studies investigating this research question, there is still a lack of a clear consensus as to whether the relationship between hospital cost and quality is positive, negative or not related. Without a representative conclusion, there is no benchmark to use for empirically validating new theories claiming to explain the phenomenon, and policymakers in many countries are still unsure whether suggested policies to improve hospitals will be effective. Some of these differences can be attributed to differences in data used, in which case a diversity of results could simply reflect a strong geographical influence. But the problem is that, given the differences in measures used for assessing hospital quality statistics, and the strong assumptions used for the specification of said measures, it is difficult to tell either way. A wide variety of metrics can be used to measure patient out-
comes [4]. Some examples that are directly related to hospital studies are different types of ambulatory care [5] or various hospital-acquired infections. There is little consensus on which type of incidence to count, except that more than one measure should be used if the data and research question allow [6].

As for proper specification of hospital quality statistics, data limitations are the most commonly cited issue. The method of first resort is usually instrumental variables, solving the data shortage issue and reducing endogeneity at the same time. But finding a good instrument is often challenging because it needs to be closely related to the variable in question, and at the same time uncorrelated with the other variables. Some well-known examples include the patient’s geographical distance from the nearest hospital [7] or even time differences [8]. Most studies do not have such clean solutions.

This paper provides an empirical reference to the literature that highlights the necessity of testing results using more than one quality measure, and the need to capture the distribution of said measures. By using the same data and only varying the estimation method in these two ways, any differences in results will provide further support that future studies will also need to introduce similar variations. The aim is to expedite progress towards this research question by enabling cross-comparison between studies, thereby reducing the uncertainty facing policymakers in this regard. The next section will explain the empirical setup.

Methods
This section is organised as follows. A model for capturing the distribution of a hospital-level Odds Ratio (OR) will be derived. An illustrative example, that of a typical empirical analysis between hospital quality and operational cost, will be described. The estimation strategy will be explained.

Modelling the hospital odds ratio
The OR is a generic measure that can be applied to most hospital incidents. This study will measure hospital quality using two incidence types, mortality and unplanned readmissions (henceforth referred to as ‘readmissions’). Mortality is clearly defined, while one readmissions count is defined in the data as an unplanned revisit within 28 days from the same patient for the same problem.

There are H hospitals in the data, indexed h = 1, . . . , H. The patients that each hospital admits are indexed p = 1, . . . , P_h. The mortality status of each patient is modeled as a binary variable 0 or 1, denoted as \( D_{hp} \) with probability of occurrence \( E(D_{hp}) \). The number of previous readmissions of each patient \( \delta_{hp} \) is a count variable, estimated using Poisson regression because probabilities are not directly observed. Let \( \delta_{hp} \) be the vector of dependent variables associated with each patient \( p \) in hospital \( h \). Each element in that vector has a corresponding parameter estimate that captures their marginal effect on incidence probability. Denote the vector of parameters for mortality using \( \lambda_D \). Mortality is a binary dependent variable, estimated using Logistic regression:

\[
P(D_{hp} = 1) = \frac{\exp(\lambda_D \cdot \delta_{hp})}{1 + \exp(\lambda_D \cdot \delta_{hp})}
\]

\( E(D_{hp}) \) is estimated using regression because probabilities are not directly observed. Let \( \hat{\lambda}_{hp} \) be the vector of parameters. The estimation is as follows:

\[
P\left( R_{hp} = 1 \mid E(R_{hp}) \right) = \frac{\exp(E(R_{hp}))E(R_{hp})^r}{r!}
\]

\( E(R_{hp}) = \exp(\lambda_R \cdot \delta_{hp}) \)

Both Logistic and Poisson regressions are estimated using standard maximum-likelihood estimation (MLE). This study used STATA v12; it is also available in most major off-the-shelf
statistical software.

Computing point estimates of $Z_{\text{DI}}$ and $Z_{\text{DN}}$ is straightforward. However, when they are included in a cost function for estimation, its error structure needs to be accounted for in order to reduce unobserved bias. Standard computed regressor methods exist for this purpose, but they only work for variables with Gaussian distributions or some other simple functions. This is not the case for $Z_{\text{DI}}$ and $Z_{\text{DN}}$, where each is formed as the ratio of two random variables. Their algebraic structure does not lend itself to clean, analytical solutions either.

Approximating their distributions using parametric simulation can get around this problem. Let $\epsilon_{D}$ and $\epsilon_{R}$ be the vector of standard errors for $\lambda_{D}$ and $\lambda_{R}$ respectively. Index the patient variables used for risk-adjustment from $u = 1, \ldots, U$ and, accordingly, each element in the given vectors.

The distributions of $Z_{\text{DI}}$ and $Z_{\text{DN}}$ can be simulated based on the regression assumption that each estimated parameter follows the normal distribution, given as follows:

$$
\epsilon_{Du} \sim \text{Normal}(\lambda_{Du}, \sigma^{2}_{Du})
$$

$$
\epsilon_{Ru} \sim \text{Normal}(\lambda_{Ru}, \sigma^{2}_{Ru})
$$

By generating a large number of simulated risk-adjustment parameters and re-computing $Z_{\text{DI}}$ and $Z_{\text{DN}}$, we produce an EDF of the estimated quality of each hospital. For this study, parametric simulation is repeated for a total of $N=1000$ values for each $Z_{\text{DI}}$ and $Z_{\text{DN}}$. Results are denoted as $Z_{\text{DNI}}^{\text{on}}$ and $Z_{\text{DNI}}^{\text{on}}$ and $Z_{\text{RN}}^{\text{on}}$ respectively. The use of these simulated quality values are explained later.

The empirical setting

The relationship between hospital quality and cost is an established research topic without a consensus opinion. The focus here is the differences in estimation results when the distribution of the quality variable is controlled for. To do this, we construct a hospital cost function with input prices, output units and risk-adjusted quality measures. Throughout this study, individual hospitals cannot be identified and summary statistics are presented only in aggregate.

Input

Hospital input prices are available for public hospitals in Victoria, Australia from the years 2002/03 to 2004/05 (Table 1). They are extracted from financial accounting statements, with years chosen based on similarity in reporting requirements. To be included in this study, a hospital must have enough entries in their financial statement to compute total expenses, capital prices ($K$), labour prices ($L$), and materials prices ($M$).

Output

The unit of output is the number of patient-days per episode. They are available in the Victorian Admitted Episodes database (VAED) for the six years from 1999/00 to 2004/05 (Table 2). It contains basic information such as demographics, disease diagnostics and how the patient was discharged. All six years of VAED patient data are used for patient risk-adjustment, while the last three are included into the cost function through data-linkage with input prices.

Risk-adjusted quality

Regression variables included for risk-adjustment include: age, gender [10], and the ICD-10-AM Charlson comorbidity index [11]. Additionally, the risk-factors for patients in each of the 23 Major Diagnostic Categories (MDC) as listed in the VEA are separately estimated. The advantage over the more common fixed-effects approach is it allows the same variable to exert a different marginal effect depending on the MCD.

Note that, since patient data for this study begins at the year 2002/03 and ends at the year 2004/05, the readmissions rate for episodes that occurred near the first and last 28 days of the observation period will be under-represented.

Estimation strategy

The hospital cost function used in this study contains the total operating cost of each hospital in a given financial year as the subject variable and all the explanatory factors contributing to the total cost,

$$
C = f(w, y, z)
$$

where $w$ is the vector of input prices, $y$ is the number of patient-days and $z$ are the risk-adjusted mortality and readmissions measures.
Table 2. Summary of patient mortality rates in VAED by year and Major Diagnostic Categories.

| Year          | 1999/2000 | 2000/2001 | 2001/2002 | 2002/2003 | 2003/2004 | 2004/2005 |
|---------------|-----------|-----------|-----------|-----------|-----------|-----------|
| Total Separations | 1,198,434 | 1,260,530 | 1,285,402 | 1,369,548 | 1,401,942 | 1,441,641 |
| Eye           | 3.111(%)  | 3.156     | 3.192     | 3.148     | 3.178     | 3.297     |
| Ear, nose, mouth and throat | 6.373      | 6.169     | 6.633     | 6.219     | 6.235     | 6.260     |
| Respiratory system | 5.299      | 5.269     | 5.122     | 5.135     | 5.200     | 5.080     |
| Circulatory system | 8.863      | 8.964     | 9.206     | 8.933     | 8.913     | 8.843     |
| Digestive system | 15.872     | 16.303    | 15.816    | 16.337    | 16.271    | 16.218    |
| Hepatobiliary system and pancreas | 1.959      | 1.946     | 1.928     | 1.892     | 1.866     | 1.883     |
| Musculoskeletal system and connective tissue | 10.278    | 10.354    | 10.494    | 10.240    | 10.196    | 10.221    |
| Skin, subcutaneous tissue and breast | 4.851      | 4.887     | 4.773     | 4.954     | 4.940     | 4.955     |
| Endocrine, nutritional and metabolic diseases and disorders | 1.215      | 1.298     | 1.345     | 1.403     | 1.447     | 1.464     |
| Kidney and urinary tract | 3.737      | 3.738     | 3.757     | 3.716     | 3.735     | 3.894     |
| Male reproductive system | 1.875      | 1.803     | 1.809     | 1.761     | 1.777     | 1.832     |
| Female reproductive system | 5.358      | 5.207     | 4.779     | 4.800     | 4.634     | 4.451     |
| Pregnancy, childbirth and the puerperium | 8.446      | 8.171     | 7.867     | 8.335     | 8.347     | 8.225     |
| Newborns and other neonates | 4.434      | 4.115     | 3.855     | 3.756     | 3.813     | 3.726     |
| Blood and blood forming organs and immunological disorders | 1.000      | 1.030     | 1.115     | 1.160     | 1.216     | 1.281     |
| Neoplastic disorders (haematological and solid neoplasms) | 1.599      | 1.578     | 1.666     | 1.642     | 1.712     | 1.783     |
| Infectious and parasitic diseases | 1.014      | 1.067     | 1.070     | 1.081     | 1.085     | 1.084     |
| Mental diseases and disorders | 2.462      | 2.475     | 2.372     | 2.322     | 2.294     | 2.248     |
| Mental diseases and disorders | 0.450      | 0.423     | 0.413     | 0.400     | 0.395     | 0.400     |
| Injuries, poisoning and toxic effects of drugs | 2.332      | 2.465     | 2.643     | 2.467     | 2.442     | 2.524     |
| Burns | 0.103      | 0.089     | 0.094     | 0.100     | 0.086     | 0.091     |
| Factors influencing health status and other contacts with health services | 4.595      | 4.858     | 5.398     | 5.693     | 5.789     | 5.907     |

Summary information of all patients on the VAED list from 1999/00-2004/05, including hospitals that are not included in the cost function. Patient types are sorted according to 2004/05 definitions of MDC. There is also a more detailed level of about 600 Diagnostic-Related Categories (DRG) but many of them are rare or terminal illnesses with very few entries.

We approximate the hospital cost structure using a translog function [12]. Let $i$ and $j$ be indices for input prices. The reduced form is given as follows:

$$
\log(C(w, y, z)) = \alpha_0 + \sum_{i=1}^{I} \alpha_{iw} \log(w_i) + \alpha_z \log(y)
$$

$$
+ \frac{1}{2} \sum_{i=1}^{I} \beta_{ii} \log(w_i) \log(w_i) + \sum_{i=1}^{I} \sum_{j=1}^{I} \beta_{ij} \log(w_i) \log(w_j)
$$

$$
+ \sum_{i=1}^{I} \gamma_i \log(z_i) + \alpha_y \log(y_i) + \alpha_z \log(z_i) + \epsilon
$$

The cost function is estimated using seemingly-unrelated regressions (SUR) [13], which improves estimation accuracy by imposing linear homogeneity and reducing standard error. It is now available in most commercial software; see Christensen et al., (1973) for the technical derivations.

The statistical uncertainty in the quality measures $Z_D$ and $Z_R$ also needs to be accounted for. We do this using a bootstrap regression [14]. Recall that each hospital has two observed quality measures $Z_{Di}$ and $Z_{Ri}$, each associated with a set of $N=1000$ simulated quality values $Z_{Dhi}$ and $Z_{Rhi}$. If each of the observed hospital quality measures is replaced with a simulated one, then the resulting parameter estimates will be different as well.

For each bootstrap, denote the resulting parameters as $\beta_n$ and the corresponding covariance matrix $\Omega_n$. These bootstrap-estimates form the distribution of the parameter estimates. The next step is to compute the weighted-average of the parameters, written as $\beta$. The method used here is similar in concept to Lindley and Smith [15], where each successive bootstrap is treated as additional information added to the prior. This gives us the weighted-average estimate the covariance matrix, estimated as given:

$$
\Omega \approx \left( \sum_{n=1}^{N} \Omega_n^{-1} \right)^{-1}
$$
The weighted-average estimates of $\beta$ follows:

$$\hat{\beta} = \left( \sum_{n=1}^{N} \Omega_{n}^{-1} \hat{\psi}_{n} \right) \left( \sum_{n=1}^{N} \Omega_{n}^{-1} \right)^{-1}$$

Point estimates from both the unadjusted and adjusted versions will be presented for comparison.

**Results**

Parameter estimates of the cost function estimated with adjustments for the distribution of the quality measure are listed in Table 3. The risk-adjusted mortality and readmissions parameters $\tilde{\alpha}_{D}$ and $\tilde{\alpha}_{R}$ are both negative and statistically significant at the 95% level. It means that, given all else equal, lowering incidence rates will lead to increased cost.

When the same cost function is estimated without the adjustment as in Table 4, $\tilde{\alpha}_{D}$ becomes positive and $\tilde{\alpha}_{R}$ becomes close to zero, both with higher standard errors such that they are no longer statistically significant. This suggests that the variability of the quality indicators are considerable and that the resulting biases from ignoring it during regression are large.

A comparison between estimates generated with and without adjustment serves to highlight the importance of controlling for the statistical properties of hospital quality. However, the practical implications of these differences are not easily understood just by inspecting these numbers in isolation.

| Parameter | Both | Mortality only | Readmissions only |
|-----------|------|----------------|-------------------|
| $\alpha_{D}$ | -0.001602 | -0.003057 | -0.000006 |
| $\alpha_{k}$ | -0.001920 | -0.000455 | 0.000013 |
| $\alpha_{q}$ | 0.276485 | 0.275721 | 0.275412 |
| $\alpha_{l}$ | 0.368829 | 0.369729 | 0.369559 |
| $\alpha_{m}$ | 0.354709 | 0.354542 | 0.355063 |
| $\alpha_{y}$ | 0.985956 | 0.987051 | 0.989810 |
| $\beta_{kk}$ | 0.049603 | 0.049643 | 0.049296 |
| $\beta_{kl}$ | -0.082800 | -0.082844 | -0.082263 |
| $\beta_{km}$ | -0.016401 | -0.016437 | -0.016319 |
| $\beta_{ky}$ | 0.003187 | 0.003290 | 0.003104 |
| $\beta_{ll}$ | 0.106012 | 0.105912 | 0.105869 |
| $\beta_{lm}$ | -0.129230 | -0.128972 | -0.129476 |
| $\beta_{ly}$ | -0.002572 | -0.002626 | -0.002521 |
| $\beta_{mm}$ | 0.072816 | 0.072703 | 0.072893 |
| $\beta_{my}$ | -0.000619 | -0.000638 | -0.000604 |
| $\beta_{yy}$ | 0.001148 | 0.001106 | 0.000956 |
| Constant | 1.155028 | 1.150111 | 1.144279 |

Point estimates and estimation errors of quality variables, marginal effects and price elasticities. Three specifications are included: both, mortality only, readmissions only.

To put these differences in policy context, a static comparison exercise can be used to evaluate the magnitude of the possible financial miscalculations from an adjustment in cost function estimation methods. The setup is a hypothetical policy intervention whereby hospitals below a certain industry standard for patient outcome are given resources to bring their operations up to a minimum target level:

$$\log(\tilde{C}(w, y), z) = \alpha_{D} + \sum_{j=1}^{J} \alpha_{w} \log \log(w_{j}) + \alpha_{y} \log(y)$$

$$+ \sum_{j=1}^{J} \frac{1}{2} \beta_{w} \log \log(w_{j}) \log \log(w_{j}) + \sum_{j=1}^{J} \beta_{y} \log \log(y) \log(w_{j})$$

$$+ \sum_{j=1}^{J} \beta_{w} \beta_{y} \log \log(w_{j}) \log \log(w_{j}) + \alpha_{z} \log(\tilde{z}) + \alpha_{x} \log(\tilde{x}) + \varepsilon$$

Here the symbols $\tilde{z}_{D}$ and $\tilde{z}_{R}$ represent a quality level that hospitals need to raise themselves up to. For this exercise, we choose 1.0 (parity) and 0.5 (hypothetical). Hospitals already operating at or above those levels are left alone. The quantity of interest is the difference in total operating cost between hospitals operating at the observed versus hypothetical levels of quality.

Dollar values for the static comparison results are displayed in Table 5. In the case of the sampled Victorian hospitals, the...
### Table 4. Parameter estimates without bootstrapping.

|            | Both | Mortality only | Readmissions only |
|------------|------|----------------|-------------------|
|            | Point Estimate | Standard Error | Point Estimate | Standard Error | Point Estimate | Standard Error |
| $\alpha_D$ | 0.003367  | 0.003334       | 0.003346  | 0.003331  | --             | --             |
| $\alpha_R$ | -0.000328 | 0.001681       | --         | --         | -0.000265  | 0.001683       |
| $\alpha_k$ | 0.273598  | 0.009180       | 0.273667  | 0.009158  | 0.273423  | 0.009186       |
| $\alpha_l$ | 0.371844  | 0.009390       | 0.371973  | 0.009378  | 0.371955  | 0.009397       |
| $\alpha_m$ | 0.354558  | 0.005100       | 0.354540  | 0.005097  | 0.354622  | 0.005104       |
| $\alpha_y$ | 0.992668  | 0.010154       | 0.993140  | 0.009902  | 0.992176  | 0.010170       |
| $\beta_{kk}$ | -0.002788 | 0.001840       | -0.002796 | 0.001839  | -0.002781 | 0.001840       |
| $\beta_{kl}$ | 0.002788  | 0.001840       | 0.002796  | 0.001839  | 0.002781  | 0.001840       |
| $\beta_{km}$ | -0.016477 | 0.000546       | -0.016472 | 0.000545  | -0.016471 | 0.000546       |
| $\beta_{ly}$ | 0.003539  | 0.001154       | 0.003520  | 0.001149  | 0.003560  | 0.001154       |
| $\beta_{ll}$ | 0.211639  | 0.001236       | 0.211609  | 0.001235  | 0.211661  | 0.001236       |
| $\beta_{mm}$ | -0.128524 | 0.001761       | -0.128525 | 0.001760  | -0.128533 | 0.001763       |
| $\beta_{my}$ | -0.002835 | 0.001040       | -0.002820 | 0.001036  | -0.002851 | 0.001041       |
| $\beta_{yy}$ | 0.000704  | 0.000355       | 0.000701  | 0.000354  | 0.000709  | 0.000355       |
| Constant   | 1.128470  | 0.049306       | 1.126336  | 0.048308  | 1.131162  | 0.049362       |

Point estimates similar to Table 3, this time with bootstrap regression using simulated quality estimates.

### Table 5. Static comparison: estimated cost of intervention.

|           | Unadjusted | Adjusted |
|-----------|------------|----------|
|           | 2002 | 2003 | 2004 | 2002 | 2003 | 2004 |
| At 100%   |      |      |      |      |      |      |
| Mortality Only | 1,317,119 | 1,374,551 | 115,160 | Mortality Only | -1,462,539 | -1,526,054 | -127,530 |
| Readm. Only | 71,312 | 134,650 | 124,109 | Readm. Only | 41,520 | 78,387 | 72,244 |
| Both      | 987,555 | 1,282,816 | 578,500 | Both | -1,438,689 | -38,802 | -- |
| At 50%    |      |      |      |      |      |      |
| Mortality Only | 8,892,433 | 8,888,892 | 5,061,540 | Mortality Only | -9,826,389 | -9,822,469 | -5,588,322 |
| Readm. Only | 1,275,473 | 1,357,788 | 1,108,635 | Readm. Only | 742,374 | 790,253 | 645,323 |
| Both      | 9,985,842 | 10,329,197 | 7,283,414 | Both | -8,968,999 | -8,906,109 | -4,824,623 |

Sum total of the difference in predicted total cost before and after hypothetical policy interventions for hospitals in the data, by year. The bootstrap regression specification is used.

The magnitude is around 1 million AUD per year for the 1.0 “industry standard” scenario. This number increases to around 10 million for the 0.5 “major improvement” scenario. The difference in both cases is a change in sign.

Note also that mortality and unplanned readmissions exert a different effect on hospital expenses. Both are measures of hospital quality, suggesting that the financial impact of quality improvements does depend on which variables are used to measure quality when evaluating policy options for improving hospital quality.

### Discussion

When the cost function was estimated with an adjustment to the distribution of the quality variables, there is a negative and statistically-significant relationship between risk-adjusted incidence rate and hospital cost. In contrast, when the adjustment is removed, the correlation became positive and not significant. This comparison provides a reference to the literature supporting the notion that the distribution of quality measures needs to be captured.

As an example, consider an authoritative study done in
Japan on its hospital spending and quality [16]. Their main research question is why Japan is able to have superior quality for lower costs as compared to other OECDs. The core analysis consists of a log-log constant elasticity function where hospital quality is the dependent variable and hospital characteristics are the explanatory variables. One of their central measures of quality is that is similar to OR, namely the Standardised Mortality Ratio, is an estimated measure with standard errors that are not accounted for. This may distort the evaluation of the quality of individual hospitals in the analysis, possibly resulting in less accurate parameters for determinants of quality.

We have also reinforced the importance of the choice of variable used to measure hospital quality by comparing between two separate variables, mortality and unplanned readmissions. The two variables had different marginal effects on hospital cost, even under controlled experiment settings, where the same dataset, cost function and estimation strategy were used.

The weakness of aggregating quality measures into a single index can be further illustrated using a study on US public hospitals in several states [17]. Their main message is that the negative impact of poor quality on hospital efficiency is underestimated in existing literature. The basis for their argument is that they found a stronger correlation using a multiple-indicator measure as compared to a more popular single-indicator measure, the Acute Myocardial Infarction Indicator (AMI). However, since their analysis did not include estimating the impact of individual components in the aggregated measure, there is a chance that their result was driven by a couple of outlier components rather than a general underlying relationship.

Conclusions
We recommend that the stochastic properties of quality measures should be explicitly captured for future empirical studies. Also, as demonstrated in this study, more than one quality measure must be used for any assessment. We used Australian hospitals as an example but a similar notion applies to hospitals from other countries. Additionally, this study’s approach can be used as a starting basis for exploring the stochastic properties of other commonly-used quality measures. It can also be used to explore other, more effective methods for capturing the multiple dimensions of quality in an empirical setting. Both are ongoing research areas.
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