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Abstract—Accurate localization is of crucial importance for autonomous driving tasks. Nowadays, we have seen a lot of sensor-rich vehicles (e.g. Robo-taxi) driving on the street autonomously, which rely on high-accurate sensors (e.g. Lidar and RTK GPS) and high-resolution maps. However, low-cost production cars cannot afford such high expenses on sensors and maps. How to reduce costs? How do sensor-rich vehicles benefit low-cost cars? In this paper, we proposed a light-weight localization solution, which relies on low-cost cameras and compact visual semantic maps. The map is easily produced and updated by sensor-rich vehicles in a crowd-sourced way. Specifically, the map consists of several semantic elements, such as lane line, crosswalk, ground sign, and stop line on the road surface. We introduce the whole framework of on-vehicle mapping, on-cloud maintenance, and user-end localization. The map data is collected and preprocessed on vehicles. Then, the crowd-sourced data is uploaded to a cloud server. The mass data from multiple vehicles are merged on the cloud so that the semantic map is updated in time. Finally, the semantic map is compressed and distributed to production cars, which use this map for localization. We validate the performance of the proposed map in real-world experiments and compare it against other algorithms. The average size of the semantic map is 36 kb/km. We highlight that this framework is a reliable and practical localization solution for autonomous driving.

I. INTRODUCTION

There is an increasing demand for autonomous driving in recent years. To achieve autonomous capability, various sensors are equipped on the vehicle, such as GPS, IMU, camera, Lidar, radar, wheel odometry, etc. Localization is a fundamental function of an autonomous driving system. High precision localization relies on high precision sensors and High-Definition maps (HD Map). Nowadays, RTK-GPS and Lidar are two common sensors, which are widely used for centimeter-level localization. RTK-GPS provides accurate global pose in the open area by receiving signals from satellites and ground stations. Lidar captures point cloud of surrounding environments. Through point cloud matching, the vehicle can be localized in HD-Map in the GPS-denied environment. These methods are already used in robot-taxi applications in a lot of cities.

Lidar and HD Map based solutions are ideal for robot-taxi applications. However, there are several drawbacks which limit its usage on general production cars. First of all, the production car cannot burden the high cost of Lidar and HD maps. Furthermore, the point cloud map consumes a lot of memory, which is also unaffordable for mass production. HD map production consumes huge amounts of manpower. It is hard to guarantee timely updating. To overcome these challenges, methods that rely on low-cost sensors and compact maps should be exploited.

In this work, we present a light-weight localization solution, which relies on cameras and compact visual semantic maps. The map contains several semantic elements on the road, such as lane line, crosswalk, ground sign, and stop line. This map is compact and easily produced by sensor-rich vehicles (e.g. Robo-taxis) in a crowd-sourced way. The camera-Equipped low-cost vehicles can use this semantic map for localization. To be specific, a learning-based semantic segmentation is used to extract useful landmarks. In the next, the semantic landmarks are recovered from 2D to 3D and registered into a local map. The local map is uploaded to a cloud server. The cloud server merges the data captured by different vehicles and compresses the global semantic map. Finally, the compact map is distributed to the production car for localization purposes. The proposed method of semantic mapping and localization is suitable for large-scale autonomous driving applications. The contribution of this paper is summarized as follows:

- We propose a novel framework for light-weight localization in autonomous driving tasks, which contains on-vehicle mapping, on-cloud map maintenance, and user-end localization.
- We propose a novel idea that uses sensor-rich vehicles (e.g. Robo-taxi) to benefit low-cost production cars, where sensor-rich vehicles collect data and update maps automatically every day.
- We conduct real-world experiments to validate the practicability of the proposed system.
Studies of visual mapping and localization became more and more popular over the last decades. Traditional visual-based methods focus on Simultaneously Localization and Mapping (SLAM) in small-scale indoor environments. In autonomous driving tasks, methods pay more attention to the large-scale outdoor environment.

### A. Traditional Visual SLAM

Visual Odometry (VO) is a typical topic in the visual SLAM area, which is widely applied in robotic applications. Popular approaches include camera-only methods [1]–[5] and visual-inertial methods [6]–[9]. Geometrical features such as sparse points, lines, and dense planes in the natural environment are extracted. Among these methods, corner feature points are used in [1, 4, 7, 8, 10]. The camera pose, as long as feature positions, are estimated at the same time. Features can be further described by descriptors to make them distinguishable. Engel et al. [3] leveraged semi-dense edges to localize camera pose and build the environment’s structure.

Expanding the visual odometry by adding a prior map, it becomes the localization problem with a fixed coordinate. Methods, [4, 11]–[14], built a visual map in advance, then re-localized camera pose against this map. To be specific, visual-based methods [11, 13] localized camera pose against a visual feature map by descriptor matching. The map contains thousands of 3D visual features and their descriptors. Mur-Artal et al. [4] leveraged ORB features [15] to build a map of the environment. Then the map can be used to relocalize the camera by ORB descriptor matching. Moreover, methods [12, 14], can automatically merge multiple sequences into a global frame. For autonomous driving tasks, Burki et al. [13] demonstrated the vehicle was localized by the sparse feature map on the road. Inherently, traditional appearance-based methods were suffered from light, perspective, and time changes in the long term.

### B. Road-based Localization

Road-based localization methods take full advantage of road features in autonomous driving scenarios. Road features contain various markers on the road surface, such as lane lines, curbs, and ground signs. Road features also contain 3D elements, such as traffic lights and traffic signs. Compared with traditional features, these markings are abundant and stable on the road and robust against time and illumination changes. In general, an accurate prior map (HD map) is necessary. This prior map is usually built by high-accurate sensor setups (Lidar, RTK GNSS, etc.). The vehicle is localized by matching visual detection with this map. To be specific, Schreiber et al. [16] localized camera by detecting curbs and lanes, and matching the structure of these elements with a highly accurate map. Further on, Ranganathan et al. [17] utilized road markers and detected corner points on road markers. These key points were used for localization. Yan et al. [18] formulated a non-linear optimization to match the road markings with the map. The vehicle odometry and epipolar geometry were also taken into consideration to estimate the 6-DoF camera pose.

Meanwhile, some researches [19]–[22] focused on building the road map. Regder et al. [19] detected lanes on the image and used odometry to generate local grid maps. The pose was further optimized by local map stitching. Moreover, Jeong et al. [20] classified road markings. Informative classes were used to avoid ambiguity. Loop closure and pose graph optimization were performed to eliminate drift and maintain global consistency. Qin et al. [21] built the semantic map of underground parking lots by road markers. The autonomous parking application was performed based on this semantic map. Herb et al. [22] proposed a crow-sourced way to generate semantic map. However, it was difficult to be applied since the inter-session feature matching consumed great computation.

In this paper, we focus on a complete system that contains on-vehicle mapping, on-cloud map merging / updating, and
end-user localization. The proposed system is a reliable and practical localization solution for large-scale autonomous driving.

III. SYSTEM OVERVIEW

The system consists of three parts, as shown in Fig. 2. The first part is the on-vehicle mapping. Vehicles equipped with a front-view camera, RTK-GPS, and basic navigation sensors (IMU and wheel encoder) are used. These vehicles are widely used for Robot-taxi applications, which collect a lot of real-time data every day. Semantic features are extracted from the front-view image by a segmentation network. Then semantic features are projected to the world frame based on the optimized vehicle’s pose. A local semantic map is built on the vehicle. This local map is uploaded to a cloud map server.

The second part is on-cloud mapping. The cloud server collects local maps from multiple vehicles. The local map is merged into a global map. Then the global map is compressed by contour extraction. Finally, the compressed semantic map is released to end-users.

The last part is the end-user localization. The end users are production cars, which equip low-cost sensors, such as cameras, low-accurate GPS, IMU, and wheel encoders. The end-user decodes the semantic map after downloading it from the cloud server. Same as the on-vehicle mapping part, semantic features are extracted from the front-view image by segmentation. The vehicle is localized against the map by semantic feature matching.

IV. ON-VEHICLE MAPPING

A. Image Segmentation

We utilize a CNN-based method, such as [23]–[25], for scene segmentation. In this paper, the front-view image is segmented into multiple classes, such as ground, lane line, stop line, road marker, curb, vehicle, bike, and human. Among these classes, ground, lane line, stop line, and road marker are used for semantic mapping. Other classes can be used for other autonomous driving tasks. An example of image segmentation is shown in Fig 3. Fig 3(a) shows the raw image captured by front-view camera. Fig 3(b) shows the corresponding segmentation result.

B. Inverse Perspective Transformation

After segmentation, the semantic pixels are inversely projected from the image plane to the ground plane under the vehicle’s coordinate. This procedure is also called Inverse Perspective Mapping (IPM). The intrinsic parameter of the camera and the extrinsic transformation from the camera to the vehicle’s center are offline calibrated. Due to the perspective noise, the farther the scene, the greater the error is. We only select pixels in a Region Of Interest (ROI), where the pixel is close to the camera center, as shown in Fig. 3(a). This ROI denotes a \(12m \times 8m\) rectangle area in front of the vehicle. Assuming the ground surface is a flat plane, each pixel \((u, v)\) is projected into the ground plane (z equals 0) under the vehicle’s coordinate as follows,

\[
\begin{align*}
\frac{1}{\lambda} \begin{bmatrix} x' \\ y' \\ 1 \end{bmatrix} &= \begin{bmatrix} R_c & t_c \end{bmatrix}^{-1}_{col:1,2,4} \pi_c^{-1}( \begin{bmatrix} u \\ v \\ 1 \end{bmatrix}) ,
\end{align*}
\]

where \(\pi_c(\cdot)\) is the distortion and projection model of the camera. \(\pi_c^{-1}(\cdot)\) is the inverse projection, which lifts pixel into space. \([R_c, t_c]\) is the extrinsic matrix of each camera with respect to vehicle’s center. \((u, v)\) is pixel location in image coordinate. \([x', y']\) is the position of the feature in the vehicle’s center coordinate. \(\lambda\) is a scalar. \(col:i\) means taking the \(i_{th}\) column of this matrix. An example result of the inverse perspective transformation is shown in Fig. 3(c). Each labeled pixel in ROI is projected on the ground in front of the vehicle.

C. Pose Graph Optimization

To build the map, the accurate pose of the vehicle is necessary. Though RTK-GNSS is used, it can’t guarantee a reliable pose all the time. RTK-GNSS can provide centimeter-level position only in the open area. Its signal is easily blocked by tall buildings in the urban scenario. Navigation sensors (IMU
and wheel) can provide odometry in the GNSS-blocked area. However, odometry is suffered from accumulated drift for a long time. An illustration picture of this problem is shown in Fig. 4. The blue line is the trajectory in the GNSS-good area, which is accurate thanks to high-accurate RTK GNSS. In the GNSS-blocked area, the odometry trajectory is drawn in green, which drifts a lot. To relieve drift, pose graph optimization is performed. The optimized trajectory is drawn in red, which is smooth and drift-free.

An illustration picture of the pose graph is shown in Fig. 5. The blue node is the state $s$ of the vehicle at a certain time, which contains position $p$ and orientation $q$. We use quaternion $q$ to denote orientation. The operation $R(q)$ convert a quaternion to the rotation matrix. There are two kinds of edge. The blue edge denotes the GNSS constraint, which only exists in GNSS-good moment. It affects only one node. The green edge is the odometry constraint, which exists at any time. It constrains two neighbor nodes. The pose graph optimization can be formulated as following equation:

$$
\min_{s_0, \ldots, s_n} \left\{ \sum_{i \in [1,n]} \|r_o(s_{i-1}, s_i, \hat{m}_{i-1,i}^g)\|_2^2 + \sum_{i \in G} \|r_g(s_i, \hat{m}_i^g)\|_2^2 \right\},
$$

where $s$ is the pose state (position and orientation). $r_o$ is the residual of odometry factor. $\hat{m}_{i-1,i}^g$ is the odometry measurement, which contains delta position $\delta\hat{p}_{i-1,i}$ and orientation $\delta\hat{q}_{i-1,i}$ between two neighbor states. $r_g$ is the residual of GNSS factor. $G$ is the set of states in GNSS-good area. $\hat{m}_i^g$ is the GNSS measurement, which is the position $\hat{p}_i$ in the global frame. The residual factor $r_o$ and $r_g$ are defined as follows:

$$
r_o(s_{i-1}, s_i, \hat{m}_{i-1,i}^g) = \begin{bmatrix} R(q_{i-1})^{-1}(p_i - p_{i-1}) - \delta\hat{p}_{i-1,i} \\ q_{i-1} \cdot \delta\hat{q}_{i-1,i}^{xyz} \end{bmatrix},
$$

$$
r_g(s_i, \hat{m}_i^g) = p_i - \hat{m}_i^g,
$$

where $[\cdot]^{xyz}$ takes the first three elements of quaternion, which approximately equals to an error perturbation on the manifold.

**D. Local Mapping**

Pose graph optimization provides a reliable vehicle’s pose at every moment. The semantic features captured in frame $i$ are transformed from vehicle’s coordinate into the global coordinate based on this optimized pose,

$$
\begin{bmatrix}
{x}^w \\
{y}^w \\
{z}^w
\end{bmatrix} = R(q_i) \begin{bmatrix}
{x}^v \\
{y}^v \\
0
\end{bmatrix} + p_i. \quad (4)
$$

From image segmentation, each point contains a class label (ground, lane line, road sign, and crosswalk). Each point presents a small area in the world frame. When the vehicle is moving, one area can be observed multiple times. However, due to the segmentation noise, this area may be classified into different classes. To overcome this problem, we use statistics to filter noise. The map is divided into small grids, whose resolution is $0.1 \times 0.1 \times 0.1m$. Every grid’s information contains position, semantic labels, and counts of each semantic label. Semantic labels include ground, lane line, stop line, ground sign, and crosswalk. In the beginning, the score of each label is zero. When a semantic point is inserted into a grid, the score of the corresponding label increases one. Thus, the semantic label with the highest score presents the grid’s class. Through this method, the semantic map becomes accurate and robust to segmentation noise. An example of global mapping results is shown in Fig. 6(a).
V. ON-CLOUD MAPPING

A. Map Merging / Updating

A cloud mapping server is used to aggregate mass data captured by multiple vehicles. It merges local maps timely so that the global semantic map is up-to-date. To save the bandwidth, only the occupied grid of the local map is uploaded to the cloud. Same as the on-vehicle mapping process, the semantic map on the cloud server is also divided into grids with a resolution of $0.1 \times 0.1 \times 0.1m$. The grid of the local map is added to the global map, according to its position. Specifically, the score in the local map’s grid is added to the corresponding grid on the global map. This process is operated in parallel. Finally, the label with the highest score is the grid’s label. A detailed example of map updating is shown in Fig. 9.

B. Map Compression

Semantic maps generated in the cloud server will be used for localization for a large number of production cars. However, the transmission bandwidth and onboard storage are limited on the production car. To this end, the semantic map is further compressed on the cloud. Since the semantic map can be efficiently presented by the contour, we use contour extraction to compress the map. Firstly, we generate the top view image of the semantic map. Each pixel presents a grid. Secondly, the contour of every semantic group is extracted. Finally, the contour points are saved and distributed to the production car. As shown in Fig. 6, (a) shows the raw semantic map. Fig. 6(b) shows the contour of this semantic map.

VI. USER-END LOCALIZATION

The end user denotes production cars, which equip low-cost sensors, such as cameras, low-accurate GPS, IMU, and wheel encoders.

A. Map Decompression

When the end-user receives the compressed map, the semantic map is decompressed from contour points. In the top-view image plane, we fill points inside the contours with the same semantic labels. Then every labeled pixel is recovered from the image plane into the world coordination.

An example of decompressed semantic maps is shown in Fig. 6(c). Comparing original map in Fig. 6(a) with recovered map in Fig. 6(c), the decoder method efficiently recovers semantic information.

B. ICP Localization

This semantic map is further used for localization. Similar to the mapping procedure, the semantic points are generated from the front-view image segmentation and projected into the vehicle frame. Then the current pose of the vehicle is estimated by matching current feature points with the map, as shown in Fig. 7. The estimation adopts the ICP method, which can be written as following equation,

$$q^*, p^* = \arg \min_{q, p} \sum_{k \in S} \| R(q) \begin{bmatrix} x_k^v \\ y_k^v \\ 0 \end{bmatrix} + p - \begin{bmatrix} x_k^w \\ y_k^w \\ z_k^w \end{bmatrix} \|^2, \quad (5)$$

where $q$ and $p$ are quaternion and position of the current frame. $S$ is the set of current feature points. $\begin{bmatrix} x_k^v \\ y_k^v \\ 0 \end{bmatrix}$ is the current feature under the vehicle coordinate. $\begin{bmatrix} x_k^w \\ y_k^w \\ z_k^w \end{bmatrix}$ is the closest point of this feature in the map under global coordinate.

An EKF framework is adopted at the end, which fuses odometry with visual localization results. The filter not only increases the robustness of the localization but also smooths the estimated trajectory.

VII. EXPERIMENTAL RESULTS

We validated the proposed semantic map through real-world experiments. The first experiment focused on mapping capability. The second experiment focused on localization accuracy.

A. Map Production

Vehicles equipped with RTK-GPS, front-view camera, IMU, and wheel encoders were used for map production. Multiple vehicles run in the urban area at the same time. On-vehicle maps were uploaded onto the cloud server through the network. The final semantic map was shown in Fig. 8. The map covered an urban block in Pudong New District.
Fig. 9. An illustration of semantic map updating when environment changed. (a) shown the original environment, (b) shown the changed environment where lane line was redrawn. (c) shown the original semantic map, (d) shown the semantic map was updating, when the new lane lines were replacing the old. (e) shown the final semantic map.

A detailed example of map updating progress was shown in Fig. 9. Lane lines were redrawn in the area. Fig. 9(a) shown the original lane line. Fig. 9(b) shown the lane line after it was redrawn. The redrawn area was highlighted in the red circle. Fig. 9(c) show the original semantic map. Fig. 9(d) shown the semantic map was updating. The new lane line was replacing the old one gradually. With merging more and more up-to-date data, the semantic map was updated completely, as shown in Fig. 9(e).

B. Localization Accuracy

In this part, we evaluated the metric localization accuracy compared with the Lidar-based method. The vehicle was equipped with a camera, Lidar, and RTK GPS. RTK GPS was treated as the ground truth. The semantic map produced in the first experiment was used. The vehicle run in this urban area. For autonomous driving tasks, we focus on the localization accuracy on x, y directions, and the yaw (heading) angle. Detailed results compared with Lidar were shown in Fig. 10 and Table I. It can be seen that the proposed visual-based localization was better than the Lidar-based solution.

VIII. Conclusion & Future Work

In this paper, we proposed a novel semantic localization system, which takes full advantage of sensor-rich vehicles (e.g. Robo-taxis) to benefit low-cost production cars. The whole framework consists of on-vehicle mapping, on-cloud updating, and user-end localization procedures. We highlight that it is a reliable and practical localization solution for autonomous driving.

The proposed system takes advantage of markers on the road surface. In fact, more traffic elements in 3D space can be used for localization, such as traffic light, traffic signs, and poles. In the future, we will extend more 3D semantic features into the map.
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