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Abstract

The study investigates the influences of different factors on revisit intention to Korea of Vietnamese tourists. A mixed-method including qualitative and quantitative methodologies were utilized. A focus group of 9 experts was carried out for reviewing and exploring different factors and the conceptual model. An in-depth interview with 19 participants was developed with an aim to develop and correct measurement items. The conceptual model was tested and developed using data collected by a questionnaire, from a sample of 473 respondents, who have visited Korea by both electronic and paper surveys with non-probability and convenience sampling techniques. The questionnaire in this research applied a 5-point Likert scale and was distributed both electronically using Google form and by questionnaire paper. The Bootstrap model was used for estimating the model parameters for retesting the reliability of the estimates. Factor analysis and Structural Equation Modelling were employed to analyze the data. Results showed that 427 tourists traveling by groups organized by travel companies and 46 tourists traveling on their own. The reliability, tangibility, empathy, and assurance had influences on tourists’ intention to revisit a destination, especially through satisfaction mediating construct. Destination image, self-congruity, and the emergence of Hallyu had influences on intention revisit through attitude and tourist motivation.
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1. Introduction

The tourism industry was a service sector that had been recognized to give a greater impact on the economy of a nation. In the tourism literature, many scholars had acknowledged the importance of studying the relationships of variables such as travel motivation, destination image, visitor satisfaction, revisit intention and destination loyalty (Huang & Hsu, 2009; Kozak, 2001; San Martin & Del Bosque, 2008). Revisit intention and the relationship between service quality and visitor satisfaction, destination image, self-congruity, Hallyu had also received considerable academic attention in the past few years. The most popular and widely used instruments that had been conducted by many researchers to analyze the concepts of service quality and customer satisfaction in the service industry were the SERVQUAL model. Researchers had put their interest and emphasis on service quality as it had significantly influenced not only business performance, customer satisfaction, employee retention, profitability but also customer loyalty measurement, high return on investment and competitive advantage (Kim & Lee, 2010). Vietnamese tourists visit Korea to experience its economy of a nation. In the tourism literature, many scholars had acknowledged the importance of studying the relationships of variables such as travel motivation, destination image, visitor satisfaction, revisit intention and destination loyalty (Huang & Hsu, 2009; Kozak, 2001; San Martin & Del Bosque, 2008). Revisit intention and the relationship between service quality and visitor satisfaction, destination image, self-congruity, Hallyu had also...
investigated in this study. The findings provide Korean firms and governments with data and information, which assists the process of researching and carrying out appropriate strategies.

2. Literature Review and Hypotheses

2.1. Service Quality (SQ)

Service quality played an important role and had received increasing attention in the tourism literature (Hudson, Hudson, & Miller, 2004). Many researchers have also investigated the relationship between service quality, tourists’ satisfaction and their intention to revisit. According to Atilgan, Akinci, and Aksoy (2003), service quality had become a great predictor of outcomes, such as customer satisfaction. Tourist satisfaction was considered very important, as it was influential in the choice of destinations and revisit intention (Kozak & Rimmington, 2000). Bowen and Clarke (2002) stated that determining the impact of service quality on visitor satisfaction allowed tourism managers to provide the best possible service. Following the SERVQUAL model (Parasuraman, Zeithaml, & Berry, 1988) and SERVPERF model (Cronin & Taylor, 1992), five service quality dimensions were tangibility, reliability, responsiveness, assurance, and empathy. Gumussoy and Koseoglu (2016) found out that these five elements were significantly correlated with tourist satisfaction.

Firstly, Reliability (RE) was referred to as the ability to perform the promised service dependably and accurately. Reliability was the most important factor in conventional service (Parasuraman et al., 1988., Zeithaml, Bitter, & Gremler, 2006). Reliability had a significantly positive effect on customer satisfaction, (Sriyam, 2010). Secondly, Tangibility (TA) was the physical facilities, equipment, and appearance of personnel. Ananth, Ramesh, and Prabaharan (2010) considered tangibility as modern looking equipment and physical facilities, such as well-dressed employees and visually-appealing materials. Tangibility factors influenced not only customers’ perceptions but also their loyalty and could bring about more profits (Abdullah, Razak, Marzuki, & Jaafar, 2017). Research results of Pusiran and Xiao (2013), showed that tangibility factors influenced customer satisfaction. The taste of the food showed a positive relationship with the level of satisfaction of tourists (Nguyen, Dang, & Ngo, 2019). Thirdly, Responsiveness (RE) was referred to as the willingness or readiness of employees to provide service. It involved timeliness of services.

According to Kumar, Kee, and Manshor (2009), responsiveness involved understanding the needs and wants of customers, opening inconvenient hours, giving individual attention, and paying attention to problems and customers. Moreover, Assurance (AS) was defined as the knowledge and courtesy of employees and their ability to inspire trust and confidence. Assurance meant polite and friendly staff, provision of financial advice, interior comfort, easies of access to account information and knowledgeable and experienced management team (El Saghier & Nathan, 2013). Last but not least, Empathy (EM) was used to describe the caring and individual attention given to customers, which involved giving individual attention; opening at convenient business hours; showing best interest at heart and understanding customers’ specific needs (Ananth et al., 2010). Based on the relationship between customer satisfaction with reliability, tangibility, empathy, responsiveness, and assurance shown above, this study proposed five hypotheses as followed:

H1: Reliability has a positive impact on customer satisfaction.
H2: Tangibility has a positive impact on customer satisfaction.
H3: Responsiveness has a positive impact on customer satisfaction.
H4: Empathy has a positive impact on customer satisfaction.
H5: Assurance has a positive impact on customer satisfaction.

2.2. Price (PR)

Price was something measurable that came in several levels and types, such as affordable price, fair price, discounted price, competitor price, and price suitability (Kotler & Keller, 2012). Price included all the costs that visitors needed to pay to obtain benefits from products or services they experienced in one destination (Wirtz & Lovelock, 2016). Cost affected customer expectations with the service level (Zeithaml et al., 2006). According to Williams and Soutar (2009), tourists perceived positive value when the received benefits were greater than the costs incurred. Several studies also confirmed the significant effect of perceived price fairness on customer satisfaction (Yieh, Chiao, & Chiu, 2007).

In the service context, customer satisfaction was the key factor affecting service loyalty. The satisfied customer was less sensitive towards the price, purchase more products, were less influenced by the rivals and were more loyal. Noh, Lee, and Hwang (2017) proposed that satisfaction was an important antecedent to visitors’ attitudinal loyalty. Wang, Wu, and Yuan (2010) explored that visitors’ intentions to revisit depended on their experiences and satisfaction. Previous researches also suggested that perceived costs negatively affect perceived value. Hence, it is hypothesized
that:

**H6:** Price has a negative influence on customer satisfaction.

### 2.3. Self-Congruity (SC)

There had been various definitions related to self-congruity. Kressmann, Sirgy, Herrmann, Huber, Huber, and Lee (2006) defined self-image congruence as the match between consumers’ self-concept and user image of a given product, brand, store, etc. Self-congruity as individuals, all the products have their own personal images that were defined by price, physical aspects, and advertisements (Jamal & Goode, 2001). When it came to self-congruity, Sirgy (1982) mentioned the extension of mismatch or match among individual’s perceptions of the brand and product. The congruence between perceived image and self-image of a product could impact customers’ preference and thus, resulted in buying behavior. The self-congruity concept was developed in social psychology and had been useful to investigate consumers’ behaviors in recent years. Kressmann et al. (2006) used self-congruity as a topic for brand loyalty and brand preference researches.

Usakli and Baloglu (2011) showed that a destination brand personality would have a positive influence on the intention to recommend and return. Sirgy and Su (2000) found that self-congruity had a positive impact on tourist behaviors. Self-congruity was supposed to engender a motivational tendency which in turn biased the interpretation of functional attributes (Kressmann et al., 2006). Beerli, Meneses, and Gil (2007) stated that self-congruity influenced leisure tourism. Applying the above results, it could be assumed that self-congruity meant that the visitors appreciated the destination image and were motivated about how they felt. Therefore, the hypothesis is as follows:

**H7:** There is a significantly positive relationship between self-congruity and tourism motivation.

### 2.4. Destination Image (DI)

Destination image had been one of the most popular research topics in the tourism academic literature (Pike & Page, 2014). Destination represented the ultimate end of tourism (Leiper, 1979). In this research, destination image was defined as a general impression on the tourist destination and divided into the cognitive image and emotional image. Destination image could be interpreted as a pull factor that had an influence on whether tourists selected or avoided a place to visit (Gartner, 1994). According to Kim (2014), destination image was a favorable image of a destination formed by a combination of destination’s attributes (e.g., beautiful landscape, shopping opportunities, cultural exchange, infrastructure, safety, and activities). Perhaps the most comprehensive definition was the one provided by Echtner and Ritchie (1993), which defined the destination image based on three dimensions: attributes-holistic, functional-psychological, and common-unique. They indicated that past definitions were too vague and thus were unlikely to be effective. The results of several studies suggested that the destination image positively influenced the visit intention (Phau, Quintal, & Shanka, 2014).

Huang and Hsu (2009) indicated that destination image was an important factor attracting an individual to visit and motivate revisit. Gallarza, Saura, and Garcia (2002) stated that the destination image had a strong impact on tourist behavior. It also had a great impact on consumer evaluations (Herrero, San, & Collado, 2017). Destination image positively affected tourists’ attitudes toward places they might visit (Phillips, Asperin, & Wolfe, 2013). Some studies had explored tourist’s revisit intention to predict and explain tourists’ engagement in diverse types of tourism or visit different destinations. Based on the previous literature, this study investigated the relationships between destination image and attitudes toward future revisit. Hence, the hypothesis proposed is:

**H8:** Destination image positively influences attitude toward a future revisit.

### 2.5. Hallyu (HA)

The Hallyu was a Korean cultural production trend that comprised all Korea-related fields such as K-pop, K-drama, K-movies, K-hi-tech-lifestyle, K-culture, together with K-cuisine, literature and traditional language. According to Kim (2015), Hallyu 1.0 emerged with K-drama exports in the late 1990s, then came Hallyu 2.0 with K-music, Hallyu 3.0 with K-culture, and Hallyu 4.0 with K-style. Hallyu had played an important role in the steady increase of foreign tourism in Korea and increased the purchase of a related product such as cosmetics, fashion, and Korean cuisine by foreign customers (Yu, Kim, & Kim, 2012). Many previous studies proved that the Korean Wave also has positive effects on exports of Korean products and increased tourism (Lee, 2015). Kim and Richardson (2003) had identified the possibilities that good movies and dramas could be a driving force behind tourism.

Urry (1990) stated that the driving force to see famous places in movies or dramas was termed as tourist ‘gaze’. The tourist went to famous destinations in order to gaze filming locations connected with movies, music or novels. There was a positive and significant relationship between Hallyu and attitude toward Korean products and actual
purchase (Nguyen, 2018; Nguyen, 2019). In 2017, there were 220,675 Vietnamese tourists to Korea for tourism purposes, 31.8% higher than that of 2016 (Korea Tourism Organization, 2018). Vietnamese tourists have been influenced by Hallyu and thus, have been likely to decide to travel to Korea. Hence, hypothesis 8 is proposed as follows.

**H9:** Hallyu positively affects attitude toward future revisits to Korea.

### 2.6. Attitude (AT)

Attitude defined the reviews, thoughts and relatively consistent tendencies of humans against an object or an idea. It put humans into the framework to think about things they liked or did not. Consumers often bought when they had a positive attitude toward the product or service. The theory of reasoned action (TRA) and the theory of planned behavior (TPB) were developed focusing on trust and attitudes as determinants of consumer buying behavior. Attitude had long been among the most important and fervently investigated factors in consumer behavior research. The attitude was one of the critical constructs in understanding tourism motivation and behavior and tourist’s attitude toward an object was determined by his or her felt needs and value system (Gnoth, 1997). The factors influencing the travel behavior of tourists included variables motivating them, their attitudes and various situational factors (Venkatesh, 2006). Attitudes played an important role in the formation of travel motivation, supporting the proposition that attitudes could influence tourism behavior (Sirgy & Su, 2000; Luo & Deng, 2008). Attitudes affect tourism motivation, leading to the proposal of the hypothesis:

**H10:** Attitude positively influences tourism motivation.

### 2.7. Tourism Motivation (TM)

The motivation was conceptually viewed as a state of need, a condition that served as a driving force to display different kinds of behavior toward certain types of activities, developing preferences, arriving at some expected satisfactory outcome (Backman, 1989). Motivation had been recognized by tourism scholars as an important variable in explaining tourist behavior. Motivations surfaced when a tourist wanted to satisfy a need or want and this could be seen as a very important variable in relation to their travel decisions and their satisfaction (Chang, 2007; Correia, do Valle, & Moço, 2007). Motivation had been demonstrated as a mediator of the relationship between destination image and visit intention (Phillips & Jang, 2007). According to George (2004) and March and Woodside (2005), travel motivations could be considered as one of the most important psychological influences of tourist behavior. Correia et al. (2007) identified the motivations for traveling to exotic destinations to consist of knowledge, facilities, leisure, socialization, landscape features, and core attractions.

On the other hand, Chang (2007) indicated that the motivation for package tour travelers were: relaxation and pleasure, social relationships, sociopsychological needs, and socioeconomic factors. Kim (2012) stated that the motivation for tourism was the power shown by tourist action. This motivation of tourism affected directly and indirectly to satisfy the needs of a decision-maker at the action of making a decision of traveling. The motivation of tourism was divided into Push Factor promoted by the inner motivation of tourists themselves, and Pull Factor allured by the attribute of a tourist destination.

Mill and Morrison (1985) classified the motivation of tourism into 7 motivations such as rest motivation, safety motivation, love motivation, self-esteem motivation, true motivation, knowledge-seeking motivation, and beauty motivation. According to Noh, Lee, and Hwang (2017), motivation to offer information had a significant effect mainly on intentions to recommend. In addition, the motivation to store records had a significant effect on recommendation intentions. The specific hypothesis to be tested is:

**H11:** Tourism motivation positively influences revisit intention.

### 2.8. Satisfaction (SA)

Zeithaml et al. (2006) stated that customer satisfaction related to a specific transaction (the difference between predicted service and perceived service) in contrast with attitudes. In terms of tourist satisfaction, a number of theories had been proposed including the expectation and disconfirmation theory, the equity theory, the norm theory and the perceived overall performance theory (Yoon & Uysal, 2005). Kozak and Rimmington (2000) stated that tourist satisfaction was considered to be very important, as it was very influential in the choice of destinations, the consumption of products and services, and the tourists’ decision to revisit. Service quality had a positive influence on tourist satisfaction and future behavioral intentions (Canny, 2013).

Gour and Theingi (2009) found that passenger satisfaction with service-quality dimensions was very important in explaining behavioral intentions. On the other hand, customer satisfaction was defined as the extent of pleasure or contentment level felt by the visitors as a result of the experience of consuming a service (Severt, 2007). In
the tourism context, consumers were deemed to attain satisfaction when they perceived experiences services that were beyond their expectations (Alima, Mohamed Hashim, Mohd Wahid, & Harudin, 2016).

In tourism studies, customer satisfaction was the visitor’s state of emotion after they experienced their tour (Sanchez, Callarisa, Rodriguez, & Moliner, 2006). Family restaurant users’ satisfaction had a positive influence on brand reliability to be significant (Sung, Kim, & Youn, 2014). Customer satisfaction was one area researched a lot due to its importance in determining the success and the continued existence of a tourism business (Gursoy, McCleary, & Lepsito, 2007). In the tourism literature, it had generally been accepted that when the tourists felt satisfied with services, products, and other resources provided by tourism destinations, they tend to increase their revisit intention, visits as well as positive word of mouth effects to their relatives and/or colleagues. Tourist satisfaction positively influenced behavioral intentions in the future (Kim, 2012). The study then derived hypothesis:

H12: There is a significantly positive relationship between tourist satisfaction and revisit intention.

2.9. Revisit Intention (RI)

Revisit intention was defined as the intention of coming back to or visit a particular place again. The first to reveal the importance of repeat travelers to destinations was Gitelson and Crompton (1984). They found out that many destinations relied heavily on the visit to repeat visitors. According to Um, Chon, and Ro (2006), tourist revisits intention had been considered an extension of satisfaction. In current years, the concept of tourist’s revisit intentions has received growing attention from several researchers. Repeated visitors were more likely than first-time visitors to return to the same destination in the future (Kozak, 2001). Gitelson and Crompton (1984) and Sampol (1996) confirmed that repeated tourists were expected to be more likely than first-timers to choose the same destination for their future visits. Visitors tend to repeat a destination when they feel satisfied with the particular attributes during their first visit (Kozak, 2001). Although satisfaction with a particular destination was a factor influencing repeat visitations, visitors could not return to the same destination because they preferred to discover other places in their next holiday (Gitelson & Crompton, 1984). An overview of the above research demonstrated that tourist intention revisit was considered a valuable concept in the tourism industry. Revisit intention depends on some constructs.

3. Conceptual Model

The relationship between factors and revisit intention has received considerable attention in academic literature. In this study, we developed a conceptual model that showcased the relationship between service quality dimensions, destination image, Hallyu, self-congruity, customer satisfaction, attitude, tourism motivation to revisit intention. The conceptual model was developed based on the theory of the SERVQUAL model (Parasuraman et al., 1988) and the SERVPERF model (Cronin & Taylor, 1992) and MOA (Motivation-opportunity-ability) model (Maclnnis, Moorman & Jaworski, 1991). Previous researches focused on revisit intention, this conceptual model was modified by applying 13 constructs (see Figure 1).

![Figure 1: Conceptual Model](image-url)
4. Research Methodology

The research model was developed on the basis of the hypotheses and needed to be validated empirically using a mixed research method with four phases of the development process. In phase I, 13 constructs in the conceptual model were identified, mainly by a focus group with 9 experts. The focus group discussion consisted of two sections. In section 1, the discussion was based on an extensive literature review. All constructs from the literature review together with those explored in section 1 were incorporated into section 2. In section 2, a content validity test by CVR (Laewshe, 1975) was designed based on the interview. In phase II, there was an in-depth interview with 19 participants to develop and correct measurement items.

In phase III, the reliability, validity of the measurement items, the final model and hypotheses were tested by an official study with 473 respondents. SEM was used to measure the underlying between observed and latent constructs and test hypotheses. It combined features of factor analysis and multiple regressions for studying both the measurement and the structural properties of theoretical models. For the analysis and testing, SPSS 20 and AMOS 20 software were used. This study applied non-probability with convenience sampling methods. Data was collected using a self-administered questionnaire where the measurement of constructs was based on existing measuring instruments. The questionnaire in this research applied a 5-point Likert scale (1= strongly disagree; 5= strongly agree) and was distributed both electronically using Google form and by questionnaire paper. The Bootstrap model was used for estimating the model parameters for retesting the reliability of the estimates (Schumacker & Lomax, 2010).

4.1. Focus Group

The original conceptual model with 13 constructs was developed from a theoretical basis, previous research was then retested with a focus group discussion. Then 13 constructs were revised. In section 1, all participants agreed with 13 constructs. In section 2, all constructs were tested for content validity by CVR. The result showed 13 constructs were accepted.

4.2. In-Depth Interview

The result of the in-depth interview was that 7 measurement items (PR4; PR5; TM4; TM5; TA5; AS5; and SA5) were deleted because their validation CVR < 0 was not satisfied. The 58 remaining measurement items then proceeded to an official study.

5. Empirical Results

5.1. Reliability Test

Cronbach's alpha was a coefficient of reliability. It was commonly used as a measure of internal consistency or reliability of measurement items. A higher Cronbach's alpha coefficient indicated greater reliability and its acceptable lower limit was 0.6 (Nunnally & Bernstein, 1994). In this research, the Cronbach alpha coefficient of constructs was between 0.656 to 0.920. Therefore, five measurement items had corrected item-total correlation < 0.3 (AT3 = 0.191; RS5 = 0.128; IR2 = 0.109; IR3 = 0.132; and EM1 = 0.201). They were removed from the study and 53 measurement items remained to go through EFA.

5.2. Exploratory Factor Analysis

The measurement items were refined using exploratory factor analysis (EFA) and poorly fitted items were excluded from the study. In this study, an extraction method principal axis factoring with Promax rotation was used. The Kaiser-Meyer-Olkin measure of sampling adequacy (KMO) = 0.802; Sig. = 0.000; Extraction Sums of Squared Loadings Cumulative = 57.348%. Pattern Matrix had 13 factors with 53 measurement items (see Table 1). The result of the measurement items, including standardized factor loadings, standard errors, construct reliabilities, and proportions of variance extracted for each construct were presented. Factor loadings of the indicators for each construct were statistically significant and sufficiently high that the indicators and their underlying constructs were accepted. The conceptual model with 13 factors with 53 measurement items was qualified for confirmatory factor analysis.
|        |  1  |  2  |  3  |  4  |  5  |  6  |  7  |  8  |  9  | 10 | 11 | 12 | 13 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|----|----|----|----|
| RE1    | .797|     |     |     |     |     |     |     |     |    |    |    |    |
| RE2    | .792|     |     |     |     |     |     |     |     |    |    |    |    |
| RE3    | .744|     |     |     |     |     |     |     |     |    |    |    |    |
| RE4    | .728|     |     |     |     |     |     |     |     |    |    |    |    |
| RE5    | .708|     |     |     |     |     |     |     |     |    |    |    |    |
| DI4    |     | .817|     |     |     |     |     |     |     |    |    |    |    |
| DI2    |     | .814|     |     |     |     |     |     |     |    |    |    |    |
| DI1    |     | .671|     |     |     |     |     |     |     |    |    |    |    |
| DI3    |     | .664|     |     |     |     |     |     |     |    |    |    |    |
| DI5    |     |     |     |     |     |     |     |     |     | .535|    |    |    |
| HA3    |     |     |     |     |     |     |     | .752|     |    |    |    |    |
| HA4    |     |     |     |     |     |     |     | .696|     |    |    |    |    |
| HA2    |     |     |     |     |     |     |     | .681|     |    |    |    |    |
| HA5    |     |     |     |     |     |     |     | .660|     |    |    |    |    |
| HA1    |     |     |     |     |     |     |     | .642|     |    |    |    |    |
| TM3    |     |     |     |     |     | .973|     |     |     |    |    |    |    |
| TM1    |     |     |     |     | .942|     |     |     |     |    |    |    |    |
| TM2    |     |     |     | .755|     |     |     |     |     |    |    |    |    |
| EM4    |     |     |     |     |     | .797|     |     |     |    |    |    |    |
| EM3    |     |     |     |     |     | .757|     |     |     |    |    |    |    |
| EM5    |     |     |     |     | .744|     |     |     |     |    |    |    |    |
| EM2    |     |     |     |     | .714|     |     |     |     |    |    |    |    |
| SC1    |     |     |     |     |     |     | .718|     |     |    |    |    |    |
| SC2    |     |     |     |     |     | .704|     |     |     |    |    |    |    |
| SC4    |     |     |     |     |     | .668|     |     |     |    |    |    |    |
| SC3    |     |     |     |     | .630|     |     |     |     |    |    |    |    |
| SC5    |     |     |     |     | .574|     |     |     |     |    |    |    |    |
| AS2    |     |     |     |     |     |     |     | .870|     |    |    |    |    |
| AS1    |     |     |     |     |     |     | .795|     |     |    |    |    |    |
| AS3    |     |     |     |     | .758|     |     |     |     |    |    |    |    |
| AS4    |     |     |     |     | .519|     |     |     |     |    |    |    |    |
| PR3    |     |     |     |     |     |     | .968|     |     |    |    |    |    |
| PR2    |     |     |     |     |     | .943|     |     |     |    |    |    |    |
| PR1    |     |     |     |     |     | .586|     |     |     | .781|    |    |    |
| AT4    |     |     |     |     |     | .729|     |     |     | .781|    |    |    |
| AT1    |     |     |     |     |     | .714|     |     |     | .781|    |    |    |
| AT2    |     |     |     |     |     | .714|     |     |     | .781|    |    |    |
| AT5    |     |     |     |     | .612|     |     |     |     | .743| .660|    |    |
| RS2    |     |     |     |     |     | .612|     |     |     | .743| .660|    |    |
| RS3    |     |     |     |     |     | .612|     |     |     | .743| .660|    |    |
| RS1    |     |     |     |     |     | .612|     |     |     | .743| .660|    |    |
| RS4    |     |     |     |     |     | .612|     |     |     | .743| .660|    |    |
| SA1    |     |     |     |     |     | .600|     |     |     | .679| .638|    |    |
| SA2    |     |     |     |     |     | .600|     |     |     | .679| .638|    |    |
| SA4    |     |     |     |     |     | .600|     |     |     | .679| .638|    |    |
| SA3    |     |     |     |     |     | .600|     |     |     | .679| .638|    |    |
| TA2    |     |     |     |     |     |     | .586|     |     | .715| .622| .556|    |
| TA1    |     |     |     |     |     |     | .586|     |     | .715| .622| .556|    |
| TA4    |     |     |     |     |     |     | .586|     |     | .715| .622| .556|    |
| TA3    |     |     |     |     |     |     | .586|     |     | .715| .622| .556| .567|
5.3. Confirmatory Factor Analysis (CFA)

The results of confirmatory factor analysis (CFA) showed an acceptable fit model: Chi-squared = 1806.442; \(df = 1243\); Chi-square/df = 1.453; \(P = 0.000\); GFI = 0.877; TFI = 0.945; CFI = 0.950; IFI = 0.950; RMSEA = 0.031. Although GFI = 0.875, below 0.9, but other mode fit indexes were satisfied. All factor loadings of measurement items were > 0.5 significant. Together, these demonstrated an adequate convergent validity of the measures. Composite reliable and variance extracted were calculated on the basis of standardized weights estimated in the CFA model. Before the hypothesis test, the constructs were tested for two psychometric properties reliability and validity.

Reliability: According to Bagozzi and Kimmel (1995), a factor displayed its reliability if its composite reliability was greater than 0.6. The Cronbach’s alpha coefficient retested of all constructs in this study were from 0.656 to 0.920 (see Table 2). Therefore, 13 constructs achieved reliability.

Validity: The research tested validity through both content validity and constructs validity. In terms of content validity, the study used both focus groups and in-depth interviews to test. The result showed that 58 measurement items and constructs achieved content validity. This study checked construct validity both by Composite reliability and AVE. Although variance extracted 2 constructs (SC and TA) weighted nearly 0.5, the composite reliability of all constructs was 0.743 to 0.927. Therefore, all constructs were considered to have achieved validity (see Table 2).

Table 2: Construct Test

| Construct | Cronbach's Alpha | Composite Reliability | Average Variance Extracted | Convergent Validity | Discriminant Validity |
|-----------|------------------|-----------------------|-----------------------------|---------------------|----------------------|
| DI        | 0.825            | 0.830                 | 0.501                       | Accepted            | Accepted             |
| HA        | 0.814            | 0.848                 | 0.528                       | Accepted            | Accepted             |
| EM        | 0.841            | 0.843                 | 0.574                       | Accepted            | Accepted             |
| SC        | 0.786            | 0.824                 | 0.486                       | Accepted            | Accepted             |
| AS        | 0.820            | 0.852                 | 0.544                       | Accepted            | Accepted             |
| AT        | 0.813            | 0.811                 | 0.514                       | Accepted            | Accepted             |
| TM        | 0.920            | 0.927                 | 0.812                       | Accepted            | Accepted             |
| SA        | 0.723            | 0.811                 | 0.518                       | Accepted            | Accepted             |
| TA        | 0.701            | 0.743                 | 0.426                       | Accepted            | Accepted             |
| RS        | 0.756            | 0.765                 | 0.529                       | Accepted            | Accepted             |
| RI        | 0.656            | 0.786                 | 0.554                       | Accepted            | Accepted             |
| RE        | 0.865            | 0.866                 | 0.564                       | Accepted            | Accepted             |
| PR        | 0.863            | 0.883                 | 0.723                       | Accepted            | Accepted             |

Convergent validity can be ensured by assessing discriminant and convergent validity. Measurement items achieved convergence validity if standardized regression weighted > 0.5 and regression weighted significant \(p < 0.05\). The results of this study showed that all standardized regression weights of 53 measurement items were from 0.505 to 0.986, larger than 0.5, and \(p\)-value of it below 0.05. Therefore, 53 measurement items were accepted convergent validity.

Discriminant validity. This model of measurement items was consistent and there was no correlation between the measurement error should it achieved unidimensional. The correlation coefficient between constructs with others had to be < 0.9 or \(p\)-value < 0.05. Therefore 53 measurement items accepted discriminant validity (see Table 2).

5.4. Structural Equation Modeling (SEM)

SEM allowed the combination to be the underlying concept with our measurement and could consider the measure independently or in combination with theoretical models at once. In addition, SEM was a comprehensive statistical approach for testing hypotheses about relations between observed and latent variables. It combined features of factor analysis and multiple regressions for studying both the measurement and the structural properties of theoretical models. SEM methodology accounted for independent variable errors and model multiple relationships simultaneously, which resulted in more powerful tests of mean differences.

The first SEM order, parameter RS to SA had \(p\)-value = 0.170 and PR to SA = 0.150 more than 0.05, therefore, it was deleted. Results of second SEM order obtained for
The CR was not fit to each sample. RMSEA = 0.036, below the recommended level (McKnight, Choudhury, & Kacmar, 2002). Thus, the overall model had a good fit. Therefore, we could proceed to examine the path coefficients of the structural model. The results show that all parameters of 11 constructs in the SEM model for the P-value were less than 0.05 so the relationships were significant. All of the constructs were positively correlated (see Table 3).

5.5. Bootstrap Estimate Model

This study used methods Maximum Likelihood (ML) to estimate the parameters in the model of SEM. Usually in the quantitative research, so as to test the reliability of the estimates, researchers had to divide it into two samples. The first half was used for estimating the model parameters and the other half was for retesting. The other way was to repeat the study using a different sample and the Bootstrap method (Schumacker & Lomax, 2010) was suitable. This study used the Bootstrap method with the number of repeated samples N=1000 to test the model in practice. The CR (bias/SE-bias) absolute value was < 2.0; therefore, the estimates could be trusted and fit.

5.6. Model Fitting and Hypotheses Testing

The conceptual model and 12 hypotheses were tested using regression weights in SEM. The results, shown in Table 3, indicated the value of the fit model and that the overall constructs were supported.

There were 10 hypotheses significant and less than the p < 0.05 level, except for H3 and H6. Overall, all the path coefficient-related hypotheses were supported from 0.129 to 0.329. It showed that reliability, tangibility, empathy, and assurance positively influenced satisfaction; destination image and Hallyu positively influenced attitude; tourism motivation and satisfaction positively influenced revisit intention. Therefore, 10 hypotheses were accepted and 2 was rejected (see Table 3).

Table 3: Regression Weights (Second-order)

| Parameter | Standardized regression weights | Unstandardized regression weights | Hypothesis testing |
|-----------|---------------------------------|----------------------------------|--------------------|
|           | Estimate | S.E. | C.R. | P    | H   | Result   |
| ATM <--- HA | .282    | .278 | 5.188 | *** | H9  | Supported |
| ATM <--- DI | .247    | .213 | .046 | 4.620 | *** | H8  | Supported |
| TM <--- SC | .162    | .179 | .055 | 3.272 | .011 | H7   | Supported |
| SA <--- EM | .129    | .102 | .044 | 2.302 | .021 | H4   | Supported |
| SA <--- AS | .157    | .083 | .028 | 2.916 | .004 | H5   | Supported |
| SA <--- RE | .166    | .119 | .039 | 3.054 | .002 | H1   | Supported |
| SA <--- TA | .179    | .244 | .081 | 3.028 | .002 | H2   | Supported |
| TM <--- AT | .251    | .257 | .052 | 4.970 | *** | H10  | Supported |
| RI <--- SA | .152    | .150 | .053 | 2.829 | .005 | H12  | Supported |
| RI <--- TM | .329    | .249 | .037 | 6.674 | *** | H11  | Supported |
| I*SA <--- RS | .081   | .090 | .063 | 1.439 | .150 | H3   | Rejected |
| I*SA <--- PR | .074    | .051 | .036 | 1.440 | .150 | H6   | Rejected |

5.7. Multiple Compare Group

Respondents were divided into two groups: Male and Female. The structural model was tested across these two groups to determine if the structural paths performed differently across the two groups. To accomplish this, the study followed three steps of invariance testing (Bollen, 1989): (1) a baseline model was first tested with an aggregated sample; (2) the baseline model was then tested separately with each group of sample; and (3) the equivalence of the regression coefficients was tested across the two groups.

The baseline model was then tested separately with Male and Female groups. Both fit model of groups: RMSEA = 0.029; TLI = 0.915, CFI = 0.922, IFR = 0.922 consistently suggested that the model with different types of gender respectively had an acceptable fit to each sample.
group. This implied a similar factor structure across Male and Female groups. Therefore, the hypothesized model provided a basic structure for the subsequent invariance tests.

The purpose of invariance testing was to find out if regression paths perform equivalently across two groups. If the hypothesis was supported, then the conclusion of an invariant path across the two groups could be made. If the invariance hypothesis was rejected, then regression coefficients were different across groups of testing. The path in the Male group was forced to be invariant to the Female group in the test. The chi-square of the regression path invariance testing model was recorded and was compared to the chi-square obtained in the baseline model. The results suggested that there was statistically a non-significant change in chi-square ($\Delta\chi^2 = 10.393; \Delta df = 10$) and $p$-value = 0.407. The significant chi-square change indicated that the regression paths were equivalent across Male and Female groups. As such, there was no difference in factors affecting the intention to revisit Korea of male and female Vietnamese groups.

6. Conclusions and Limitations

Nowadays, tourism has been a very important economic sector to focus on the global market. This research was developed to find out factors influencing the intention to revisit the Korea of Vietnamese tourists. Based on the findings above, it could be indicated that the quality of services (including empathy, assurance, reliability, and tangibility) impacted tourists’ intention to revisit, through satisfaction mediating construct. Destination image, self-congruity, and Hallyu impacted this intention through attitude and tourism motivation. The path analysis showed that responsiveness and price did not correlate with customer satisfaction. Thus, the conceptual model presented relationships between 10 constructs. The constructs of individual including empathy, assurance, reliability, tangible, self-congruity, destination image, and Hallyu were believed to positively contribute to the level of satisfaction, attitude, and motivation. The hypotheses generated from this model were tested. The 10 of the hypotheses were supported and 2 were rejected.

These results confirmed factors identified by previous research studies. Therefore, Korean tourism firms in particular and those who are based in Vietnam, in general, should take into account the essential roles of the above factors, in order to understand and respond promptly to the demands and expectations of Vietnam visitors. The results of this study can be a valuable source of information for marketing managers to implement strategies and plans, to not only attract more visitors to revisit but also enhance their desires and encourage them to promote to new visitors in Vietnam. One of the important implications of this paper is that Korean firms should take advantage of and increase the destination image, Hallyu, etc. to better reach and motivate the intention to revisit to Korea of Vietnam’s visitors.

The limitation is the use of cross-sectional design so it may be influenced at the time of research. These limitations require further research investigation in order to discover the underlying influence of the time series. Another limitation of this research is that it did not yet seek to differentiate between different groups in age, geographic areas, etc. Nevertheless, the topic of revisiting the intention of Vietnamese visitors to Korea is an interesting topic for future research.
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