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Objectives This study examined the validity of a common belief in epidemiology with respect to work-related musculoskeletal disorders, that individual mechanical job exposure is better estimated from tasks performed in the job than from the mean exposure of the occupational group.

Methods Whole-day recordings of upper trapezius electromyography were obtained from 24 cleaners and 23 office workers. Trapezius activity was analyzed in the level (gap time) and frequency (jerk time) dimensions. On the same day, the job of each person was divided into periods of active work and breaks by means of continuous observations. The bootstrap re-sampling technique was used with this database to compare task-based job-exposure estimates with estimates based on the occupational mean. For a particular person, the task-based estimate was obtained by combining the average work and break exposures in the occupation with the personal time proportions of the two tasks in the job.

Results The task-based estimates were, in general, equivalent to, or less correct than, occupation-based estimates for both exposure parameters in both occupations and for individual exposures, as well as for group means. This was the result in spite of significant and consistent exposure differences between work and breaks, in particular among the cleaners.

Conclusions Even if task exposure contrasts are large, task-based estimates of job exposures can be less correct than estimates based on the occupational mean. Since collecting and processing task information is costly, it is recommended that task-based modeling of mechanical exposure be implemented in studies only after careful examination of its possible benefits.

Key terms estimation bias; exposure variability; job-exposure matrix; muscle activity; occupational epidemiology; occupational group mean; task-based model.

Correct exposure data are vital to studies that compare the exposure of different groups or conditions and that investigate relationships between exposure and outcome. Systematic errors of the mean (ie, bias) can lead to spurious results irrespective of the type of study. Errors that cause increased dispersion of data around the mean decrease statistical power in intervention studies (1, 2) and usually attenuate exposure–outcome regressions in epidemiologic studies (3–5).

Several reviews addressing work-related musculoskeletal disorders have emphasized that strategies for assessing physical workload (mechanical exposure) are often insufficient (6–10). One important point of criticism concerns the common approach of estimating the job exposure of a worker by the mean exposure of his or her occupational group, even though mechanical job exposures are known to differ largely between persons working in the same occupation.

Some researchers have proposed that mechanical job-exposure estimates would be more correct if based on tasks occurring in jobs rather than on merely occupation (6, 10, 11). For instance, the job exposure of a particular person could be estimated by combining information on the proportions of all different tasks in the job of that person with expected task exposures according to a database derived with other persons (6). Thus the job-exposure estimate would be based on a task-exposure matrix (12) rather than on a job-exposure matrix.
matrix (13, 14). A task-based modeling approach has been suggested for several occupational and environmental exposures (15–19). As concerns mechanical exposures, task-based modeling has been used to assess energy expenditure at work (20, 21), vibration (22), work postures (23–25), and low-back load in existing (26) and hypothetical jobs (27). These studies represent several different purposes, for instance, the determination of exposure–outcome relationships and the evaluation of ergonomic control measures.

However, the correctness of task-based estimates of mechanical job exposures has rarely been investigated. Since task-based exposure assessment usually requires substantially more resources for data collection and analysis than an assessment based only on occupation, it is important to know whether it does, indeed, result in better estimates. To our knowledge, only one study has pursued that issue, and it indicated a limited usefulness of a task-exposure matrix for estimating upper-arm postures in three different occupations (28). Furthermore, Mathiassen et al (29) recently reported very small gains in efficiency from using task-based procedures for sampling mechanical exposures during one measurement day, as compared with random sampling without consideration to tasks. A study by Pernold et al (21) suggested that job energy expenditure could be well estimated by a model based on task exposures. However, the persons represented a wide range of occupations, and the study did not investigate whether a simple job-exposure matrix would have been equally successful. Thus the available evidence, while limited, does not suggest any clear advantage of task-based assessment of mechanical job exposures over models based only on occupation.

To investigate this issue further, we have assessed the correctness of job-exposure estimates based on a task-exposure matrix combined with personal task proportions and compared it to estimates based on a job-exposure matrix. The study used data on upper trapezius electromyography from a larger study of mechanical exposure and musculoskeletal disorders among office workers and cleaners (30–32).

**Study population and methods**

**Parent data set**

Thirty-two office workers and twenty-five hospital cleaners participated in the original study. The two occupations were intended to represent jobs with long periods at low loads (office workers), and less uniform, yet larger load levels [cleaners (29, 30)]. Electromyography (EMG) was recorded from the right upper trapezius muscle of each participant for one complete workday, excluding the lunch break, by means of portable data loggers (33).

The recording preparations, signal acquisition, and basic data processing have been described elsewhere (30, 31, 34). Only workers with acceptable EMG recordings for more than 90% of the day were included in the final study population, which was comprised of 24 cleaners and 23 office workers (29). For each of these persons, the data file consisted of root-mean-square-converted EMG amplitude values at 8 Hz, normalized to the EMG amplitude obtained during a maximal voluntary exertion (%MVE).

During the entire measurement day, excluding the lunch break, the worker was followed by a researcher, who assigned activities to one of the following eight exhaustive task categories (35): cleaning small areas, cleaning large areas, maintenance, transportation, computer work, other office tasks, meetings, and breaks (ie, any periods of activity or rest that could be discriminated from work). Since a previous study had shown marginal contrasts in trapezius EMG between tasks performed during actual work in both occupations (29), further analysis was restricted to the two major task categories of breaks (as above) and work (all other tasks in the job).

Each person’s EMG file was split into periods of work and breaks according to the observational records, and the overall proportion of time in either category was determined. Separate exposure variation analyses (EVA) (36) were performed on the data within each of the two task categories and for the entire job EMG recording, without regard to task. The following two parameters were extracted from the analyses, as described earlier (29): the proportion of time spent at an amplitude level below 1% MVE ("gap time") and the proportion of time when the EMG amplitude remained within the same amplitude category in periods shorter than 1 second ("jerk time"). Gap time expresses the occurrence of loads at low levels, large values indicating more "muscular rest" (30, 31, 37–39). Jerk time measures the frequency dimension of exposure, large values indicating frequent shifts in EMG amplitude (29). Thus, for a particular person , data were available on mean gap time and jerk time at an overall job level, , and within the task categories work and breaks, ; as well as on the time proportions, , of the two task categories in the job. Obviously, for both exposure parameters: , where indicates summation across tasks in the job of person .

Within each occupational group and for both task categories, Pearson correlation coefficients were determined between the task proportion and either one of the parameters gap time and jerk time. For both exposure parameters, the contrast between work and breaks was assessed using an omega-square coefficient, , which can be regarded as the fixed-effect analogy of an intraclass correlation (40):

\[
C_\gamma = \frac{MSE_r/(MSE_r + s^2_\gamma)}{\gamma},
\]

**equation 1**
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where $MSE_T$ = mean squared error between the two task categories, $s_{ij}^2$ = overall exposure variance between subjects within task, including within-subject components.

$C_T$ can assume values between 0 and 1, the former reflecting no exposure contrast between tasks and the latter showing that any possible difference in job exposure between persons can be completely explained by different task proportions. Input data for equation 1 were obtained using standard analysis of variance (ANOVA) algorithms for fixed-effect one-way designs (40). Finally, true individual job exposures were linear least-square regressed on their task-based estimates, as obtained by multiplying personal proportions of time in work and breaks by the mean occupational group exposure in either task category and adding the two products.

Job-exposure estimation

According to the task-exposure-matrix (TEM) model, the mean job exposure of person $i$ was estimated by combining his or her personal task proportions with task exposures obtained from a task-exposure matrix based on other persons within the same occupation:

$$m_{ji} = \sum[W_t \times m_t],$$

where $m_{ji}$ = the job-exposure estimate according to the TEM model, $W_t$ = the proportion of task $t$ in the job of person $i$, $m_t$ = exposure of task $t$ in the task-exposure matrix, $\Sigma$ = summation across tasks in the job of person $i$.

For comparison, job exposure was also estimated using a job-exposure-matrix (JEM) model. In that model, the estimated job exposure $m_{sj}$ of person $i$ equaled the mean job exposure in a database of persons with the same occupation as $i$:

$$m_{sj} = m_j,$$

where $m_j$ = occupational mean job exposure in the database.

Performance of the estimation models

In order to simulate the situation of job exposures in a “target” sample being estimated on the basis of an exposure database derived with other persons within the same occupation, a bootstrap technique was applied (1, 41, 42). Bootstrapping generates an empirical distribution of some experimental target parameter through a large number of virtual replications of the original experiment. For this purpose, data are re-sampled with replacement from the parent dataset. Bootstrapping offers an attractive alternative to other simulation techniques, in particular when parent data distributions are difficult to parametrize.

Thus the following procedure was repeated 2000 times for each of 6 combinations of occupation (cleaners, office workers) and number of persons in the exposure database ($n_b = 4, 8, 12$). These sizes of $n_b$ represent a typical order of magnitude for occupational studies of trapezius EMG (1, 43).

Construction of the job-exposure and task-exposure matrices. From the parent dataset, $n_b$ persons were randomly selected with replacement. In this database sample, the mean gap time and jerk time were determined for the entire job, as well as for each of the task categories work and breaks, by averaging individual means (ie, according to a “mean-of-means” approach) (44).

Target sample and exposure estimation for the target sample. Independent of the database sample, another sample of 10 persons was selected with replacement from the parent dataset. Due to the nature of bootstrapping, a particular person could be elected for both this target sample and the database. For each person in the target sample, estimates of the mean gap time and jerk time in the job were obtained according to the JEM and TEM models (ie, $m_{sj}$ and $m_{ji}$ [see equations 2 and 3]).

Correctness of individual estimates. The correctness of the estimate for person $i$, noted $I_i$ and $I_n$ for the JEM and TEM models, respectively, was measured by the distance between the estimated and true job exposure. For instance, for the JEM model:

$$I_i = m_{sj} - m_j,$$

where $m_j$ = the true job exposure of person $i$.

Correctness of the estimated mean. For both models, the correctness of the estimated group mean, noted $A_1$ and $A_n$, respectively, was assessed using an approach similar to that used for individual persons. For the JEM model:

$$A_j = (1/n_e) \times \sum[m_{sj}] - (1/n_e) \times \sum[m_j] = (1/n_e) \times \sum[I_j],$$

where $n_e$ = the size of the target sample (ie, 10 in this study); $\sum$ = summation across persons in the target sample.

Assessment of gains. For the TEM model, absolute gains in individual correctness, noted $G(I_i)$, were calculated as:

$$G(I_i) = \text{abs}(I_i) - \text{abs}(I_n),$$

where abs = the absolute value. Gain in the correctness of the mean, noted $G(A_1)$, was assessed using a similar approach:

$$G(A_1) = \text{abs}(A_1) - \text{abs}(A_n).$$

Thus negative gain values indicate that the TEM model performed worse than the JEM model, while positive values indicate that the TEM model led to more correct estimates. A value of 0 showed that the TEM and JEM models were equally correct.
For each combination of occupational group (N=2), the size of the database sample (N=3), the exposure parameter (N=2), and the exposure estimation model (N=2), the bootstrap procedure generated 20,000 individual estimates and 2000 group mean estimates for job exposure. Using this dataset, we examined the empirical distributions of estimation correctness in the JEM and TEM models, as well as of the gains associated with the TEM model. In addition, the relationships between TEM and JEM correctness at the individual level were investigated using graphic inspection and linear least-square regression.

Results

Parent dataset

None of the job-exposure distributions of gap time and jerk time in the two occupational groups differed significantly from normal (Kolmogorov-Smirnoff test, P>0.10). However, gap time among the cleaners was positively skewed (skewness 0.86), while some negative skewness was found for jerk time among the cleaners (−0.69) and the office workers (−0.28). At the job level, the cleaners and office workers differed significantly in gap time (P=0.005, two-tailed t-test, independent samples) and jerk time (P<0.001), as discussed in previous publications examining this material (29, 30). Both occupations exhibited distinct differences in exposure between work and breaks (table 1), with P-values of 0.02 for jerk time in the office group and <0.001 for jerk time in the cleaner group and for gap time in both groups (two-tailed t-test, paired samples). The direction of the difference was, in most cases, consistent at the individual level (figure 1). Thus work was associated

![Figure 1. Gap time and jerk time during work and breaks among the cleaners (N=23) and office workers (N=23) in the parent dataset. One cleaner was omitted since her entire workday was classified as work. (broken line = line of identity)](image)

|                   | Breaks |          | Breaks |          |
|-------------------|--------|----------|--------|----------|
|                   | Job    | Work     | Breaks | Job      | Work     | Breaks |
|                  |        |          |        |          |          |        |
| n                 | 24     | 24       | 23     | 23       | 23       | 23     |
| Nq                | 8861   | 7728     | 1133   | 8612     | 7765     | 847    |
| w                 | 0.87   | 0.13     | 0.90   | 0.10     |          |        |
| s_w               | 0.07   | 0.07     | 0.05   | 0.05     |          |        |
| Gap time          |        |          |        |          |          |        |
| m                  | 13.8   | 10.7     | 31.0   | 20.7     | 19.6     | 32.4   |
| s_g               | 7.1    | 7.8      | 13.8   | 10.3     | 10.2     | 20.2   |
| C_r               | 0.44   |          | 0.13   |          |          |        |
| r[m,m]            | 0.14   |          | 0.58   |          |          |        |
| r[w,m]            | 0.29   | 0.52     | 0.01   | 0.01     | 0.04     |        |
| Slope             | 0.3    |          | 0.3    |          |          |        |
| Intercept         | 10     |          | 28     |          |          |        |
| r^2               | 0.003  |          | <0.001 |          |          |        |
| Jerk time         |        |          |        |          |          |        |
| m                 | 66.4   | 70.1     | 41.8   | 41.6     | 42.0     | 37.7   |
| s_j               | 4.4    | 5.4      | 7.4    | 5.5      | 5.6      | 8.7    |
| C_r               | 0.83   |          | 0.06   |          |          |        |
| r[m,m]            | −0.03  |          | 0.43   |          |          |        |
| r[w,m]            | −0.38  | −0.25    | 0.11   | 0.24     |          |        |
| Slope             | 0.1    |          | 3.1    |          |          |        |
| Intercept         | 57     |          | −89    |          |          |        |
| r^2               | 0.005  |          | 0.016  |          |          |        |

Table 1. Size of the parent dataset and exposures to gap time and jerk time among the cleaners and office workers—data for the entire job, as well as for the task categories work and breaks. [n, Nq = total number of participants and recorded minutes of exposure, respectively; w = time proportion of task in the job, mean across all participants in the occupational group; s_w = between-subjects standard deviation of w; m = mean task (job) exposure among the participants performing the task (job), %time; s_g = observed between-subjects standard deviation of exposure, %time; C_r = exposure contrast between tasks (see equation 1); r[m,m] = correlation between exposures during work and breaks; r[w,m] = correlation between task exposure and time proportion of the task; Slope, Intercept and r^2 = parameters of the linear least-square regression of true job exposures on the task-based estimates (see equation 2).]
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with less gap time than breaks were for 21 (of 24) cleaners and 16 (of 23) office workers, while all the cleaners and 20 office workers had more jerk time during work than during breaks (figure 1). The task contrasts (CT) attained substantially lower values for the office workers, however, than for the cleaners due to a smaller exposure difference between work and breaks in the office group and a larger exposure variability within tasks. A tendency for persons being classified as generally low- or high-exposed across tasks was found for the office workers, as indicated by the positive correlation between exposures during work and breaks (table 1). Among the cleaners, clear indications were found of a relationship between task proportion and task exposure for both work and breaks (table 1) (ie, more gap time and less jerk time if the task occurred more frequently).

Job-exposure-matrix model

Individual exposures. According to the bootstrap simulation, the JEM model led, in median, to a correct estimate of individual gap time among office workers (figure 2).

Gap time among cleaners was overestimated, while jerk time in both groups was, in median, slightly underestimated (figure 2), probably as a result of the skewed distributions of these three job-exposure parameters in the parent dataset. The root-mean-square estimation error (table 2) agreed within 0.1% time with analytical expectations based on the assumption that estimation was unbiased and that $I_{j}$ was distributed as a difference between two independent variables, in casu the group mean exposure in the database, and the true individual job exposure on one particular day (see equation 4). In that case, the standard deviation of $I_{j}$, $s_{I}$, will take the value:

$$s_{I} = \left( s_{Sb}^2/n_b + s_{Se}^2 \right)^{1/2},$$

where $s_{Sb}$, $s_{Se}$ = the standard deviation for the overall job exposure between subjects in the database and target populations, respectively, and $n_b$ = the size of the database sample. In the present case, both $s_{Sb}$ and $s_{Se}$ equaled the overall between-subjects dispersion in the parent dataset, that is $s_{S}$ (see table 1), since the database and target samples were both drawn from this source. As $n_b$ increased, the distribution of $I_{j}$ approached a...
smoothed form of the discrete individual job-exposure distribution in the parent dataset after centering on the group mean and change of sign (figure 2).

Since the distributions of $I_{ij}$ were wide (figure 2), a particular estimate could deviate considerably from the truth, especially in the office group and for gap time. Thus the probability of obtaining an estimate within ±5% of the truth was about 50% (gap time) and 73% (jerk time) for the cleaners, but only 30% and 58% for the same parameters, respectively, for the office workers.

**Group mean exposures.** In contrast to the JEM estimates of individual job exposures, the group means were, in median, estimated very correctly for both occupations and for both parameters (figure 3). However, cases of pronounced incorrectness were again frequent, in particular for gap time, as shown by the root-mean-square (table 2) and empirical distributions (figure 3) of $A_j$. In general, the JEM model led to less deviation from true mean exposures among the cleaners than among the office workers, and it performed better for jerk time than for gap time within either group (figure 3). An increase

|                | Cleaners | Office workers |
|----------------|----------|----------------|
| $n_b=4$        | $n_b=8$  | $n_b=12$       |
| $n_b=4$        | $n_b=8$  | $n_b=12$       |
| Gap time       |          |                |
| $\text{rms}(I_{ij})$ | 7.7      | 7.3            | 7.2            | 11.2          | 10.6          | 10.5          |
| $\text{rms}(A_j)$ | 4.1      | 3.4            | 3.0            | 6.1           | 4.8           | 4.3           |
| $\text{rms}(I_{ij})$ | 7.8      | 7.4            | 7.3            | 11.3          | 10.7          | 10.6          |
| $\text{rms}(A_j)$ | 4.2      | 3.4            | 3.0            | 6.2           | 4.9           | 4.3           |
| Jerk time      |          |                |
| $\text{rms}(I_{ij})$ | 4.8      | 4.6            | 4.5            | 6.0           | 5.6           | 5.5           |
| $\text{rms}(A_j)$ | 2.6      | 2.1            | 1.9            | 3.1           | 2.5           | 2.3           |
| $\text{rms}(I_{ij})$ | 5.2      | 4.9            | 4.8            | 6.0           | 5.6           | 5.5           |
| $\text{rms}(A_j)$ | 2.8      | 2.2            | 2.0            | 3.1           | 2.6           | 2.3           |

- Root-mean-square estimation error when the JEM model was used for estimating individual job exposure (see equation 4 and figure 2).
- Root-mean-square estimation error when the JEM model was used for estimating a group mean (see equation 5 and figure 3).
- Root-mean-square estimation error when the TEM model was used for estimating individual job exposure (see equation 4).
- Root-mean-square estimation error when the TEM model was used for estimating a group mean (see equation 5).

**Figure 3.** Empirical cumulative bootstrap distributions of the correctness of the job-exposure-matrix (JEM) estimates of group mean exposure (ie, $A_j$, equation 5). (text boxes and connected lines = locations of the distributions from top to bottom; 4, 8, 12 = size of the database, $n_b$)
in the size of the database (ie, \( n_b \)) led to a decreased probability of manifest disagreement between the JEM estimates and the true job-exposure means (figure 3). As for individual estimation correctness, the root-mean-square of \( A_j \) closely agreed with analytical expectations, in this case based on equation 5. The expected standard deviation of \( A_j \), \( s_A \), takes the form:

\[
s_A = \left( \frac{s_S^2}{n_b} + \frac{s_e^2}{n_e} \right)^{1/2},
\]

where \( n_e \) = the size of the target sample, notation otherwise as in equation 8. As for individual estimates, \( s_S \) and \( s_e \) are both equal to \( s_s \) (see table 1) in the present case.

**Task-exposure-matrix model**

The crude analysis of the ability of task-based estimates to predict job exposures in the parent dataset (table 1, regression results) suggested that they contained very little information beyond that already available on the basis of occupational group. This impression was substantiated by the crude analysis of estimation error (table 2) and by the more sophisticated performance analysis obtained through bootstrapping (figure 4 and table 3 for individual exposures, figure 5 and table 4 for group means).

**Individual exposures.** At the individual level, the estimation errors of the TEM model (table 2) indicated that it resulted in similar or slightly better estimates of job exposure than the JEM model in the office group. The gain analysis (table 3, figure 4) confirmed this finding by showing that the probability of getting an improved correctness by using the TEM model ranged from 49% to 53%, depending on the exposure parameter and the size of the database, \( n_b \). However, the differences between the TEM and JEM estimates were small. In contrast, among the cleaners, the TEM model performed, on the average, slightly worse than the JEM model (figure 4, tables 2 and 3). In addition, a pronounced loss in correctness was more likely to occur than a gain of the same size (table 3). All of the examined relationships between JEM and TEM correctness were linear, the slopes ranging from 0.97 to 1.00, intercepts between –0.40 and 0.24, and an explained variance of between 0.81 and

![Figure 4. Empirical cumulative bootstrap distributions of the gain in individual correctness when the task-exposure-matrix (TEM) model was used instead of the job-exposure-matrix (JEM) model (ie, \( G(l) \), equation 6). For clarity, the tails of some distributions have been omitted. (text boxes and connected lines = the locations of the distributions from top to bottom; 4, 8, 12 = size of the database, \( n_b \))](image-url)
Table 3. Descriptive gain parameters when the task-exposure-matrix (TEM) model was used for estimating individual job exposures instead of the job-exposure-matrix (JEM) model. Empirical probabilities (see figure 4) of obtaining an improved correctness and of the gain or loss in correctness being more than 2% time. The results are presented according to occupational group, exposure parameter, and size of the database (n_b).

| Cleaner/Office workers | n_b=4 | n_b=8 | n_b=12 |
|------------------------|-------|-------|--------|
| Gap time               |       |       |        |
| Pr[\(G(I)>0\)] a       | 48.8  | 48.4  | 48.1   |
| Pr[\(G(I)>2\)] b       | 10.8  | 8.8   | 7.9    |
| Pr[\(G(I)<-2\)] c      | 10.9  | 9.6   | 9.2    |

| Jerk time              |       |       |        |
| Pr[\(G(A)>0\)] a       | 46.0  | 48.1  | 48.0   |
| Pr[\(G(A)>2\)] b       | 13.3  | 13.0  | 12.6   |
| Pr[\(G(A)<-2\)] c      | 20.4  | 19.1  | 18.7   |

| a Probability (in percent) that the TEM model improved the correctness at the individual level, as compared with the JEM model. |
| b Probability (in percent) that the gain in correctness at the individual level was larger than 2% time. |
| c Probability (in percent) that the gain in correctness at the individual level was less than –2% time (ie, that the loss in correctness was larger than 2% time). |

Table 4. Descriptive gain parameters when the task-exposure-matrix (TEM) model was used for estimating group mean exposures instead of the job-exposure-matrix (JEM) model. Empirical probabilities (see figure 5) of obtaining an improved correctness and of the gain or loss in correctness being more than 1% time. The results are presented according to occupational group, exposure parameter, and size of the database (n_b).

| Cleaner/Office workers | n_b=4 | n_b=8 | n_b=12 |
|------------------------|-------|-------|--------|
| Gap time               |       |       |        |
| Pr[\(G(A)>0\)] a       | 47.9  | 47.4  | 46.5   |
| Pr[\(G(A)>1\)] b       | 10.7  | 7.7   | 7.5    |
| Pr[\(G(A)<-1\)] c      | 15.3  | 10.8  | 9.7    |

| Jerk time              |       |       |        |
| Pr[\(G(A)>0\)] a       | 44.0  | 46.2  | 44.5   |
| Pr[\(G(A)>2\)] b       | 12.6  | 9.4   | 5.9    |
| Pr[\(G(A)<-2\)] c      | 20.4  | 19.1  | 18.7   |

| a Probability (in percent) that the TEM model improved the correctness of the group mean, as compared with the JEM model. |
| b Probability (in percent) that the gain in correctness of the mean was larger than 1% time. |
| c Probability (in percent) that the gain in correctness of the mean was less than –1% time (ie, that the loss in correctness was larger than 1% time). |

Figure 5. Empirical cumulative bootstrap distributions of the gain in correctness of the group mean when the task-exposure-matrix (TEM) model was used instead of the job-exposure-matrix (JEM) model [ie, G(A); equation 7]. For clarity, the tails of some distributions have been omitted. (text boxes and connected lines = the locations of the distributions from top to bottom; 4, 8, 12 = size of the database, n_b).
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1.00. Thus no indications were found of the TEM model leading to increased or decreased correctness at any particular values of JEM correctness.

Group mean exposures. The TEM model led, in median, to slightly less correct mean exposures than the JEM model (tables 2 and 4, figure 5). Thus the probability that a TEM model would lead to a loss in correctness ranged from 51% to 56%, depending on the exposure parameter and the size of the database, $n_b$ (table 4). Gain distributions were skewed so that cases of pronounced decrease in correctness were more frequent than cases of pronounced positive gain (table 4). As was found for individual correctness, the TEM exposure estimates were closer to the JEM estimates among the office workers than among the cleaners (figure 5, table 4).

Discussion

In our study, we estimated the mechanical job exposure of an individual by task exposures from a database weighted according to personal task proportions. We found only few and vague examples of the TEM model performing better than the JEM model, and several indications of performance loss, even when the job was composed of tasks with clearly contrasting exposures. Our finding, based on upper trapezius EMG, corroborates the results of a study of directly measured upper-arm postures among machinists, car mechanics, and house painters (28). In that study, an equivalent of the TEM model was able to explain, at most, about 20% of the job-exposure variance between persons within each occupation, even though the tasks differed substantially in exposure. The claimed success of the task-based assessment of job energy expenditure in the study by Pernold et al (21) may well be explained preferentially by large exposure differences between the 21 occupations represented in the material. Thus a JEM approach might have been equally successful, yet without requiring extensive collection and processing of task information from all persons.

Prospects of task-based estimation in the current settings

Our study was based on recordings for an extended period of time and in a large parent set of persons as compared with most previous studies assessing upper trapezius EMG in an occupational setting [For reviews, see Mathiassen et al (1, 43).] Therefore, the data should be representative of the studied occupations, and the results therefore are not coincidental. As an inherent feature of the bootstrapping procedure, job- and task-exposure matrices were derived from persons within the same parent data set as the target persons on whom they were used. This approach favors successful exposure estimation, as compared with the use of job- and task-exposure matrices obtained from the literature.

The subjects differed substantially in job exposure in both occupational groups and for both EMG parameters (table 1, $s_{\mu}$) (29). The variability in exposure was probably due to “true” differences between person means, as well as to differences between days within persons (1, 45). Since the EMG was measured for only 1 day per person, these sources of variability could not be separated. Because of the variability, the JEM model led to considerable inaccuracies (see figures 2 and 3 and tables 2 and 3) and showed a definite margin for improvement. Work was associated with significantly less gap time and more jerk time than breaks among both the cleaners and the office workers (table 1). The task-exposure contrast index $C_t$ also indicated that exposure discrimination was successful, at least in the cleaner’s group (table 1). Thus, at this stage of information, corresponding to that available in the general literature on mechanical job and task exposures, we found no signs contradicting that TEM modeling could be a successful alternative to the JEM model. In addition, the overall exposure ranking of work and breaks was, in general, consistent at the level of the individual workers (figure 1), and task proportions did differ between persons (table 1, $s_{\nu}$). The two latter pieces of information will not normally be available in a literature-based TEM, but they confirmed what appeared to be a positive prognosis for task-based job-exposure modeling.

Performance of task-based estimation in the current study

Nevertheless, we found that the TEM model was, in general, no better than the JEM model in predicting job exposures. One potential source of decreased correctness of task-based estimates would be flawed task proportions. In the study, the activities of the persons were continuously observed and classified by an experienced ergonomist. While we do acknowledge that even trained observers may differ in their assessment, we believe that continuous observation is associated with smaller errors in task proportions than other, less meticulous methods based on self-reports. Still, erroneous task proportions may be a serious concern (46), leading to a diluted predictive ability of the task-based estimates or even systematic estimation bias (29).

The TEM model assumes that task exposures and task proportions are uncorrelated. We found clear examples, however, that a correlation was present, in particular for the cleaners, larger proportions of both work and breaks being associated with more gap time and less
jerk time, indicating a more “rested” activity pattern (table 1, r[wm,]).

To investigate the importance of this correlation to the performance of the TEM model, we constructed a simple scenario including two tasks with exposure contrast C_T = 0.69 (see equation 1), comparable to work and breaks among the cleaners (table 1). We then systematically varied the level of exposure-versus-proportion correlation by shuffling individual combinations of task proportion and task exposure. We found a general tendency for a larger correlation between the proportion and exposure of work to be associated with better performance of the TEM model relative to the JEM model. A larger correlation between task exposures (see r[m,m], table 1) was associated with better TEM model performance if the exposure-versus-proportion correlation for work was large, while the opposite was found for small values of r[wm,m]. In general, substantial differences in performance were observed even for scenarios with the same values of both r[m,m] and r[wm,m].

Thus we did not find any reason to believe that correlations between task exposures and task proportions, or between exposures in work and breaks, could explain why the TEM model was not successful in our settings.

Systematic relationships between the proportions and exposures of tasks could be integrated in extended task-based models for the estimation of job exposures. Similarly, models might be constructed on the basis of other empirical determinants of task exposures associated with the workplace (eg, work station dimensions, tool weights) or the worker (eg, age, anthropometry). We did not examine these options, and the necessary data will normally not be available if a task-exposure matrix is to be constructed on the basis of the literature.

Another alternative for refining task-based modeling is to replace the assumption of a one-to-one relationship between estimated and true job exposures expressed in the TEM model (see equation 2) by the empirical relationship, as determined by the regression of true job exposures on the TEM estimates (28). This approach is equivalent to a calibration of exposure surrogates as discussed elsewhere [eg, in nutrition epidemiology (47)]. As suggested by the outcomes of this regression in the parent data set (see table 1, regression), calibration would not be a viable alternative in our case. When examining the task-based regression model using bootstrapping, we even observed that substantial estimation errors were, in general, more likely than with the basic TEM model.

Size of the database and target samples

The size of the target sample, 10 persons, was chosen to diminish the likelihood of a major overlap of persons between that sample and the database sample, while still securing sufficient material for credible inferences. Since bootstrapping is based on re-sampling with replacement (41), the same person can be elected to both samples in a particular run, and the probability of this happening depends on the size of the samples. Partly for the same reason, the database size in the simulations, n_b, did not exceed 12 persons. Another reason for limiting n_b was that a literature-based task-exposure matrix on occupational trapezius EMG would have to rely on studies that typically investigated fewer than 12 persons (1, 43).

Increasing the size of the database or the target sample would have led to closer agreement between the mean exposures in the two samples, and therefore a more compressed distribution of correctness when group means were estimated using the JEM model (see equation 9 and figure 3). However, for a database of size n_b, the JEM mean correctness cannot exceed that described by a normal distribution with a zero mean and standard deviation (\(s_{\bar{m}}n_b\)), where \(s_{\bar{m}}\) stands for the overall standard deviation between subjects in true job exposure. This estimation error limit applies only if estimation is unbiased, as in our study, where the database and target samples were drawn from the same parent data set. In the presence of bias, the estimation error increases. This increase can occur, for instance, if exposures in the target population are estimated using literature data from another setting, even if within the same occupation.

Correctness when individual exposures were estimated using the JEM model changed marginally with database size (see figure 2) and quickly approached limits set by the dispersion of individual job exposures in the database. This result agrees with equation 8, which indicates that the exposure standard deviation between persons in the target sample, \(s_{\bar{m}}\), largely determines the estimation error at “large” sizes of the database, n_b. In addition, equation 8 demonstrates that the error is not influenced by the size of the target sample, in contrast to the conditions when group means are estimated (see equation 9).

The performance of the TEM model relative to that of the JEM model was not affected much by the size of n_b (see figures 4 and 5, tables 2 and 3) and cannot be expected to depend on the size of the target sample either. Thus we believe that the general results of the study are also valid for other sizes of the database and target samples.

In our investigation, task proportions were obtained for one working day of each person, and the performances of the JEM and TEM models were assessed using the true job exposure of that specific day. Due to the nature of the parent dataset, we were not able to investigate whether a task-based model would be effective in predicting the mean job exposure across multiple days with varying task proportions for a particular person.
However, the correctness of both the JEM and the TEM models can be expected to increase if the models are used to estimate job exposures for prolonged periods, asymptotically approaching “lifetime”. Correctness will improve because the inflating effect of the between-days within-subject exposure variability on the overall standard deviation \( s_e \) in the target population (see equations 8 and 9) vanishes as the estimated period increases. Probably, this effect will be distinct for EMG parameters, since their between-day variability seems to be considerable (1, 45). A time-extended TEM model requires task proportions covering prolonged periods of time, as obtained, for instance, by asking persons about the structure of a “typical” workday. This information may be uncertain and therefore lead to incorrect job-exposure estimates. The JEM model, on the other hand, does not suffer a corresponding risk of loss of input data quality, since “occupation” obviously does not depend on the number of days estimated. Therefore, we do not expect the performance of the TEM model to improve relative to that of the JEM model with a prolonged estimation period.

**Influence of the task classification scheme**

Our partition of jobs into work and breaks represented a coarse but unambiguous classification. The sizes of the within-task exposure variability between subjects (table 1, \( s_x \)) were no larger than that reported in previous field studies of upper trapezius EMG during different occupational tasks (39, 48–51). In theory, a more-detailed subclassification of tasks within the job could entail improved exposure discrimination and thus offer a potential of more successful task-based modeling. The original task classification into five subcategories of work for the cleaners and four for the office workers was constructed to be exhaustive for the job and to be usable in self-assessment diaries (32). The subcategories were also expected to represent exposure contrasts, but they were not constructed specifically for that purpose, and subsequent analyses revealed that they were, in fact, inadequate with respect to both trapezius EMG (29, 30) and heart rate (35).

In theory, a task classification scheme might have been developed that would better explain upper trapezius EMG variability during work than the one used by us. Since people are seemingly less able to report correct time proportions of “biomechanical” activities [e.g., “hands above shoulders” (52, 53)] than job-contextual activities [e.g., “sorting letters” (54, 55)], we believe that a successful task classification scheme for trapezius EMG could not be based on self-reports. What is left is the option of an observation-based and therefore resource-demanding classification related, for instance, to postures and work technique.

At the same time, introducing more task categories may exacerbate several sources of error that detract from the intended gains in exposure discrimination. First, more task categories increase the risk that task proportions will be inaccurate due to the reporter misinterpreting task descriptions or losing commitment (29). Second, increasingly detailed task specifications lower the likelihood that task exposures can be obtained from databases in the literature. We therefore believe that the inadequacy of the TEM model would not, for the present occupations, have been resolved by other, more-detailed task classification schemes based on observations or self-reports.

**Performance predictors for task-based estimation**

The impotence or even failure of task-based modeling of trapezius EMG (our study) and upper-arm postures (28) in various occupational groups emphasizes that the prognosis of modeling should be carefully considered before it is implemented in a particular epidemiologic study. Otherwise, there is a substantial risk that resources will be invested in obtaining and analyzing data at the task level with no return. Obviously prerequisites to effective task-based modeling are the existence of tasks that can be clearly identified and that differ in exposure, and a substantial differentiation between the workers with respect to task proportions. For reasons previously outlined, we emphasize that the task classification scheme should not be too detailed. While large contrasts in task proportions between workers are desirable, they may also indicate the possibility that workers can be correctly classified into “suboccupations”. Then, within each suboccupation, individual job exposures can be estimated by the suboccupational mean, while detailed information on task proportions may not offer any additional gain in correctness. In general, task-based modeling is probably cost-effective only if task proportions or suboccupations are accessible with “cheap” methods, such as self-reports or production records (8).

As discussed previously, we only found weak indicators of the eventual performance of task-based modeling in the information normally available in a literature-based task-exposure matrix (ie, task exposure means and within-task exposure variability). Theoretical considerations show that extreme values of the task contrast index \( C_T \) correctly predict that TEM estimates of job exposure are perfect (at \( C_T=1 \)) or completely uninformative (at \( C_T=0 \)). In the, probably rare, cases in which such extremes are approached in an occupational setting, task-based modeling is therefore a viable option or a debacle, respectively. At less extreme values of \( C_T \), the performance of the TEM model is not straightforwardly related to the size of \( C_T \). An example of this situation is apparent when the observed values of \( C_T \) in our study
are compared with the predictive ability of the corresponding task-based estimates, as measured by the explained variance, $r^2$, in the regression of true job exposures on the estimates (table 1). Thus, in what appears to be the most common situation in occupational settings, the performance of a TEM model is strongly influenced by factors that the $C_J$ does not reflect; for instance, correlations between exposures in different tasks, correlations between task exposures and task proportions, and the dispersion of task proportions among the workers.

Thus far, empirical data are not available that can act as a guide for the general prognostic value of contrast indices, for instance, $C_J$, measures of proportion diversity, for example, $s_{swt}$, or parameters combining them, such as the product of $s_{swt}^2$, or $C_J$, or the between-subject variability of task-based estimates in a pilot dataset. As noted earlier, correlations between proportions and exposures of individual tasks or between exposures in different tasks do not appear to be straightforward indicators of the relative performance of the TEM model either.

Thus a pilot study providing information on task proportions, task exposures, and true job exposures will often be needed in a particular occupational setting to reveal whether task-based modeling is, indeed, a viable option. By means of work sampling (56–58) or continuous whole-day exposure recordings (as in our dataset), accompanied by an extensive collection of information as to activities in the job, data can be obtained that allow an analysis of the performance of different task classification schemes. A crude regression analysis of true job exposures on TEM estimates (table 1, regression parameters) can then reveal whether these estimates appear informative, and, to a certain extent, whether they seem correct for group means and individual job exposures. A detailed understanding of the performance of different modeling alternatives can be obtained by simulations similar to those used in our study.

We speculate that task-based modeling can be effective for some exposure parameters in some occupational settings in which contrasts between tasks are larger than in the present case, task proportions are more diverse, and correlations between task proportions and task exposures are favorable. One example tentatively supported by some previous studies (24, 26), although distrusted by others (59), is that low-back loads may be acceptably estimated for occupations in which some persons are engaged in heavy manual handling while others are not.

In addition to the epidemiologic application investigated by us, a task-based approach is often used in ergonomic practice for identifying the hazardous job elements, which are then targets for intervention. The use of a task-based strategy for this purpose implicitly assumes that, for instance, a decrease in the proportion of a high-exposure task will result in a reduced job exposure. An equivalent approach has been used for predicting the result of major redistributions of tasks between subjects, such as in job rotation scenarios (27). In these cases, task-based modeling is used in an attempt to estimate the direction of a job exposure change as opposed to the application investigated in our study, which aimed at estimating job-exposure levels of workers and groups. Our data illustrate that, while the latter approach may be highly unsuccessful, the former can, even in the same setting, be effective. Thus figure 1 suggests that a larger proportion of work and, consequently, fewer breaks would, for most cleaners, result in less gap time and more jerk time at the job level.

### Concluding remarks

Task-based estimates of job exposure were, in general, less correct than estimates based on a job-exposure matrix. The performance of our task-based model could not be predicted on the basis of standard exposure data normally available in the literature. We, therefore, caution against the common belief in occupational epidemiology that task-based modeling is a cost-effective approach to the estimation of mechanical job exposures, and we recommend that thorough pilot studies be conducted in any specific case. We do not exclude, however, that task information can be valuable for predicting job exposure in other occupational groups and for other parameters than those investigated in our study. In addition, task-based modeling may be effective in common applications other than job-exposure estimation, for instance, in predicting the effects of reducing high-exposure tasks in a job.
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