On the estimating equations and objective functions for parameters of exponential power distribution: Application for disorder
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Abstract

The efficient modeling for disorder in a phenomena depends on the chosen score and objective functions. The main parameters in modeling are location, scale and shape. The exponential power distribution known as generalized Gaussian is extensively used in modeling. In real world, the observations are member of different parametric models or disorder in a data set exists. In this study, estimating equations for the parameters of exponential power distribution are derived to have robust and also efficient M-estimators when the data set includes disorder or contamination. The robustness property of M-estimators for the parameters is examined. Fisher information matrices based on the derivative of score functions from log, log\textsubscript{q} and distorted log-likelihoods are proposed by use of Tsallis q-entropy in order to have variances of M-estimators. It is shown that matrices derived by score functions are positive semidefinite if conditions are satisfied. Information criteria inspired by Akaike and Bayesian are arranged by taking the absolute value of score functions. Fitting performances of score functions from estimating equations and objective functions are tested by applying volume, information criteria and mean absolute error which are essential tools in modeling to assess the fitting competence of the proposed functions. Applications from simulation and real data sets are carried out to compare the performance of estimating equations and objective functions. It is generally observed that the distorted log-likelihood for the estimations of parameters of exponential power distribution has superior performance than other score and objective functions for the contaminated data sets.

Mathematics Subject Classification: 62C05; 62E10; 62F10.

Keywords: Estimating equations; Fisher information; q-calculus; Modeling; Tsallis q-entropy.
I. INTRODUCTION

Efficient modeling a data set is an important problem in the applied science and depends on the functions which are used to perform modeling. If a data set includes contamination or disorder, it is difficult to manage the efficiency. The relative entropies or divergences are used to estimate robustly the parameters in a parametric model $f(x; \theta)$ when contamination exists in the data set. Recently, Tsallis statistic based on $q$-deformed calculus gains the most important concern to model the data set including contamination or disorder \[2-4\]. The statistics for location and scale are inevitable indicators to summarize a data set. We assume that a data set is a member of $f(x; \theta)$, which is strict assumption to model and summarize the tendency (location) and dispersion (scale) of the data set. Getting location and scale is performed by using two procedures which are $f(x; \theta)$ and estimation method for parameters $\theta$ of $f$. The most prominent estimation method is maximum likelihood estimation (MLE) which is equivalent to minimization of relative divergences between data and function \[1\]. MLE method produces estimators $\hat{\theta}$ which have properties such as unbiasedness, efficiency, minimum variance \[5\]. In MLE method, we can take ordinary logarithm, i.e. log, to proceed a simple analytical expression. The chosen parametric function and taking logarithm in MLE is originally an objective function (M-function) $\rho = -\log(f)$ which gives an advantage to manage the efficiency and so we have efficient M-estimators from M-functions. In this case, log can be replaced by log$_q$ derived by Tsallis $q$-entropy. Thus, we have maximum log$_q$ likelihood estimation method which has been extensively used and applied by \[6-9\] for the estimations of parameters. The parameter $q$ makes a slow transition to log. The different values of $q$ in log$_q$ zooms to tail or central parts of the model. It is possible to consider other types of the generalized and deformed logarithms \[10-14\]. However, the concavity, analytical simplicity for examining finiteness of score functions and constrained optimization in computation for log$_q$ are important properties to apply for estimations of parameters \[7\]. log$_q$ is simple and free from integral calculations when we compare with divergences \[15\] which is originally from \[16\]. It can be convenient to propose a log-score function from log by use of MLE instead of scanning the model $f(x; \theta)$ completely by means of log$_q$. Thus, it is possible to model the disorder or different contaminations into data sets. As an another M-function based on objective function, a convex combination of underlying and contamination distributions are proposed by \[7\] for estimations of parameters in the
It is assumed that a data set comes from an underlying distribution $f(x; \theta)$. In this case, observations $x_1, x_2, \cdots, x_n$ are a member of $f(x; \theta)$ and so they are identical. However, identically distributed observations are not generally observed in an empirical application. The underlying distribution $f(x; \theta)$ can contain some contamination from $f(x; \tau)$. If there exists a contamination, using robust estimation methods for parameters of underlying distribution is necessary [17]. In order to make a robust and also an efficient fitting for non-identical observations, the estimating equations (EEs) from a generalized version of likelihood estimation methods can be used [18]. EEs are defined as solutions of system of equations according to corresponding parameters $\theta$:

$$
\sum_{i=1}^{n} \Psi(x_i; \theta)|_{\theta=\hat{\theta}} = 0, \tag{1}
$$

where $\Psi(x_i; \theta) = \frac{\partial}{\partial \theta} \Lambda[f(x_i; \theta)]$, $\Lambda$ represents a generalization of log and $\Psi$ is a vector for score functions $\psi_1, \psi_2, \cdots \psi_p$. M-estimators $\hat{\theta}$ are produced by EEs which include M-functions [7, 18]. If $\Lambda$ is log, then MLE of parameters are obtained. One can find different examples of M-functions from [17, 19, 20]. The parameters of underlying distribution are estimated robustly by use of these M-functions. However, efficiency, that is, the more precise fitting performed by M-functions, is another challenging task in the estimations of parameters. For this reason, it is necessary to propose M-functions which can accomplish to manage the efficiency. The M-functions from objective and score can be chosen by volume from information geometry, information criteria (IC) and mean absolute error. [7, 22–25].

This paper aims to propose the score function $S$ which can be generated from $\Psi(x; \theta)$ by means of EEs. We consider to derive new score functions $S_q$ and $S^D$ from $\log_q$ and distorted log likelihoods, respectively. Thus, a weighted log-score function $wS$ from $S_q$ and $S^D$ is obtained. Since M-estimators from M-functions are competitive each other, we will make a comparison among them to test their performance about getting the efficient and the robust M-estimators. Fisher information and IC for score functions will be proposed to perform inference based on score functions.

The remainder of this paper is organized as follows. Section II introduces Tsallis $q$-entropy. Section III introduces maximum likelihood type estimation methods. In Section IV we briefly recall definitions of M-estimation originally generated from MLE. EEs from
likelihood estimation are proposed. Thus, we will propose score functions from EEs for different values \( \alpha_j, j = 1, 2, 3 \) of shape parameter \( \alpha \) at some intervals on the real line and so the location and scale parameters of underlying distribution can be estimated efficiently and robustly. Fisher information are given by Section VI. Section VI provides tools for information theory. Real data application is given by Section VII. Section VIII is divided into conclusion and future works. Appendices are given for random number generation, computation, simulation, positive semidefinite of Fisher information matrices and the corresponding results of these matrices for EP distribution.

II. \( q \)-DERIVATIVE AND TSALLIS \( q \)-ENTROPY

Entropy is a tool to measure disorder in a phenomena [26]. Tsallis \( q \)-entropy is a generalization of Shannon entropy [27] based on \( q \)-deformed calculus [28]. The idea which generates a functional form of entropy is provided by [29]. There are two steps to produce Tsallis \( q \)-entropy. Firstly, we have partition function given by

\[
g(z; \theta) = f(x; \theta)^z, \tag{2}
\]

where \( z \in \mathbb{R} \) and vector \( \theta \in \mathbb{R}_p \) represents the number of \( p \) parameters \( \theta_1, \theta_2, \ldots, \theta_p \) from a parametric model \( f(x; \theta) \in \mathbb{R} \). Secondly, we have Jackson \( q \)-derivative defined as

\[
D^q_z g(z; \theta) = -\frac{g(z; \theta) - g(qz; \theta)}{(1 - q)z}, \quad 0 < q < 1. \tag{3}
\]

When the definition in Eq. (3) is applied to Eq. (2), the functional form of Tsallis \( q \)-entropy is produced by the following form:

\[
D^q_z f(x; \theta)^z|_{z=1} = -\frac{f(x; \theta) - f(x; \theta)^q}{1 - q}. \tag{4}
\]

[30, 31].

If we consider the probability values from \( f(x_i; \theta) \) for random observations \( x_1, x_2, \ldots, x_n \), then we have Tsallis \( q \)-entropy defined as

\[
-\sum_{i=1}^{n} \frac{f(x_i; \theta) - f(x_i; \theta)^q}{1 - q} = -\frac{1 - \sum_{i=1}^{n} f(x_i; \theta)^q}{1 - q} = -\sum_{i=1}^{n} f(x_i; \theta)^q \log_q(f(x_i; \theta)). \tag{5}
\]

\[
\log_q(f(x_i; \theta)) = \frac{f(x_i; \theta)^{1-q}-1}{1-q}
\]

is \( q \)-deformed form of ordinary logarithm. For \( q \to 1 \), \( \log_q \) drops to \( \log [2] \). \( f(x; \theta)^q \) corresponds to (unnormalized) escort distribution connected with
the $q$-calculus \[28\]. Escort distribution, or “zooming distribution”, was originally realized by relation with dynamical chaotic systems \[32, 33\] and is also broadly applied into multifractals \[34\].

III. ESTIMATION METHODS BASED ON MAXIMUM LIKELIHOOD TYPE

The maximum distorted likelihood estimation (MDLE) is a tool to estimate the parameters $\theta$ of model $f : x \times \theta \in \mathbb{R}^p \rightarrow \mathbb{R}$ which is a probability density (p.d.) function corresponding to random variables $X_1, \ldots, X_n$ which are non-identical and so some of $X_i$ are disorder or a member of another parametric model $f(x; \tau)$. The likelihood function $L^D$ is given by

$$L^D(f(x; \theta)) = \prod_{i=1}^{n} \left[ \beta + f(x_i; \theta) \right], \quad \beta \geq 0, \quad (6)$$

$x_i$ in a vector $x = (x_1, x_2, \cdots, x_n)$ is the observed value of random variable $X_i$. Eq. (6) is maximized according to parameters $\theta$ in order to get estimators $\hat{\theta}$ when random variables $X_i$ are independent and non-identically distributed. When $\beta = 0$, MDLE drops to MLE in which random variables are assumed to be identical. The tuning constant (TC) $\beta$ makes a perturbation to $f(x_i; \theta)$. This perturbation can be a good trick to perform an efficient modeling when observations $x_1, x_2, \cdots, x_n$ in a data set are distributed non-identically \[16\]. The maximization of likelihood function in Eq. (6) with $\beta = 0$ coincides to minimization of entropy in Eq. (5) with $q = 1$ \[1, 4, 35\], because minimization between $f(x; \theta)$ and $f(x; \hat{\theta})$ is performed. Further, Fisher information can be derived by use of entropy minimization \[7, 36\].

IV. GENERALIZED MAXIMUM LIKELIHOOD ESTIMATION: M-ESTIMATIONS FOR PARAMETERS OF EXPONENTIAL POWER DISTRIBUTION

A generalized maximum likelihood estimation is defined by taking $\Lambda$ of likelihood $L$ in Eq. (6), i.e. $\Lambda$-likelihood, which is for $n$ case. If we consider a case in which $n = 1$, then we will have a functional form of $\Lambda(f(x; \theta))$. Thus, we have M-functions \[7\] which are obtained by the generalized version of likelihood function with $n = 1$ representing the objective function.
given by \[17\]

\[\rho(x; \theta) = \Lambda(f(x; \theta)), \quad (7)\]

where \(\Lambda : \mathbb{R} \to \mathbb{R}\) is a concave (or convex) function which can be taken as \(\log\) and \(\log_q\) [7]. Then, objective functions based on \(\log\) and \(\log_q\) are obtained. A vector \(\Psi\) for score functions \(\psi_1, \psi_2, \cdots, \psi_p\) is given by

\[\Psi(x; \theta) = \frac{\partial}{\partial \theta} \rho(x; \theta), \quad (8)\]

where vector \(\theta \in \mathbb{R}^p\) represents the number of \(p\) parameters \(\theta_1, \theta_2\) and \(\theta_p, p \in \mathbb{Z}^+\) from a parametric model \(f(x; \theta) \in \mathbb{R}\).

M-estimations are defined by an objective function given as \(\rho : x \times \theta \in \mathbb{R}^p \to \mathbb{R}\) for the number \(n\) of observations represented by \(x_1, x_2, \cdots, x_n\), minimizing

\[\sum_{i=1}^{n} \rho(x_i; \theta)_{\theta=\hat{\theta}}, \quad (9)\]

over \(\hat{\theta}\) or by a vector of score functions given as \(\Psi : x \times \theta \in \mathbb{R}^p \to \mathbb{R}^p\) as solution for \(\hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2, \cdots, \hat{\theta}_p)\) from a system of estimating equations

\[\sum_{i=1}^{n} \Psi(x_i; \theta)_{\theta=\hat{\theta}} = 0, \quad (10)\]

which are used to get M-estimators \(\hat{\theta}\) from M-functions based on \(\rho\) and \(\psi\) in Eqs. \((7)\) and \((8)\), respectively. If \(\Lambda\) is \(\log\) and \(\log_q\), then \(\Psi\) is \(\log\) and \(\log_q\) score function from derivatives of \(\rho\) w.r.t \(\theta\), respectively [17, 18, 20].

A. Estimating equations based on log likelihood for parameters of exponential power distribution

Gamma distribution is solution of ordinary differential equation [21]. The continuous \(Y \in [0, \infty)\) and discrete \(Z = \{1, -1\}\) are variables distributed as gamma and probability 1/2 around location \(\mu\), respectively. If we apply variable transformation \(X = Y^{1/\alpha}Z\) to gamma distribution with special values of parameters, we produce exponential power (EP) distribution which is a flexible function to model shape of data sets. The properties such as existence of moments and unimodality are important indicators to use this function for modeling data sets (see [37]). The p.d. function of EP is given by

\[f(x; \mu, \sigma, \alpha) = \frac{\alpha}{2\sigma \Gamma(1/\alpha)} \exp\left\{ -\left( \frac{|x - \mu|}{\sigma} \right)^{\alpha} \right\}, \quad x, \mu \in \mathbb{R}, \sigma > 0, \alpha > 0. \quad (11)\]
\(\mu\) and \(\sigma\) are location and scale parameters, respectively. The parameter \(\alpha\) controls shape and peakedness of function \(f\) and it is important to increase the modeling capability of \(f\).

MLE is used to produce the estimating equations (EEs). The parameters \(\mu, \sigma\) and \(\alpha\) in EP are estimated by use of EEs which generate score function \(S\). In order to get EEs for these parameters, log-likelihood function of EP distribution in Eq. (11) is necessary and it is given by

\[
\log[L(x; \mu, \sigma, \alpha)] = n \log \left( \frac{\alpha}{2 \sigma \Gamma(1/\alpha)} \right) - \sum_{i=1}^{n} \left( \frac{|x_i - \mu|}{\sigma} \right)^\alpha.
\]

(12)

The derivatives of \(\log(L)\) in Eq. (12) with respect to (w.r.t) parameters \(\mu, \sigma\) and \(\alpha\) are taken and setting them to zero in order to obtain EEs. After algebraic manipulations are performed, we get the following EEs based on log-score function \(S\) for the parameters \(\mu, \sigma\) and \(\alpha\):

\[
\hat{\mu} = \frac{\sum_{i=1}^{n} m(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha}) x_i}{\sum_{i=1}^{n} m(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})}, \quad (13)
\]

\[
\hat{\sigma} = \left[ \frac{1}{n} \sum_{i=1}^{n} m(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})(x_i - \hat{\mu})^2 \right]^{1/2}, \quad (14)
\]

\[
\hat{\alpha} = \left[ \frac{\sum_{i=1}^{n} n \left( 1 + \psi(1/\hat{\alpha}) \right)^{-1} \left( \frac{m(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})}{\hat{\alpha}} \right)(x_i - \hat{\mu})^2 \log \left( \frac{|x_i - \hat{\mu}|}{\hat{\sigma}} \right) }{\hat{\alpha} \hat{\alpha}^{-2}} \right]^{-1}, \quad (15)
\]

The estimators \(\hat{\mu}, \hat{\sigma}\) and \(\hat{\alpha}\) are MLE of parameters \(\mu, \sigma\) and \(\alpha\). Here,

\[
m(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha}) = \hat{\alpha} \left( \frac{|x_i - \hat{\mu}|}{\hat{\sigma}} \right)^{-\hat{\alpha} - 2} = \hat{\alpha} |y_i|^{\hat{\alpha} - 2}
\]

(16)

is a common function for MLE of parameters \(\mu, \sigma\) and \(\alpha\). It is also known as a weight function \[38\]. \(\psi\) in Eq. (15) is digamma function. The equations in (13)-(15) are EEs of parameters. For \(\alpha = 2\) known as Gaussian distribution, EEs of \(\mu\) and \(\sigma\) are given by \[8\]. The functions depending only \(x, \mu\) and \(\sigma\) in Eqs. (13)-(14) can be constructed for the estimations of parameters \(\mu\) and \(\sigma\) if we have a location-scale model for an arbitrary function.

\section*{B. Structure of Huber’s M-functions from EP distribution}

Let \(S\) be a log-score function of EEs from \(\log(f(x; \theta))\). Then, \(S\) can be obtained if it is written as following form:

\[
S(y) = m(y) \cdot |y|,
\]

(17)
where \( y = \frac{z - \mu}{\sigma} \). The common function \( m \) for two parameters \( \mu \) and \( \sigma \) has also been defined by Eq. (16) as a closed form of these parameters. \( \rho(y) = -\log(f) \) is an objective function to show a connection between the getting log-score function \( S \) produced by EEs and the derivative of \( \rho(y) \) w.r.t the variable \( y \). Thus the correspondence between maximum log-likelihood estimation method used to derive objective function \( \rho \) and EEs which produce the score function for location and scale parameters are clarified. The derivative of objective function \( \rho \) w.r.t \( y \) will be a log-score from function \( m \), because if \( \rho(y) = |y|^\alpha \), then \( \frac{d}{dy}\rho(y) = S(y) = \alpha|y|^{\alpha-1}\text{sign}(y) \) from Eq. (17) for EP distribution (see p.52 in [39] and p. 5 in [40]). Thus we can have same mathematical expression with Eq. (17). The function \( S \) defined as a log-score function is in fact a member of EEs and is used for estimation instead of using \( \rho \) [18, 41–43].

The objective function of Huber is defined as

\[
\rho(y) = \begin{cases} 
y^2 & , |y| \leq r; \\
2r|y| - r^2 & , |y| > r,
\end{cases} \tag{18}
\]

and score function \( \frac{d}{dy}\rho(y) = 2S^H(y) \) is given by

\[
S^H(y) = \begin{cases} 
y & , |y| \leq r; \\
\text{sign}(y)r & , |y| > r.
\end{cases} \tag{19}
\]

Huber’s score function in Eq. (19) is a combination of log-score functions from normal and Laplace for \( \alpha = 2 \) and \( \alpha = 1 \) in EP distribution respectively from Eq. (11) [17]. The variable parts of Eq. (19) are obtained by taking derivative w.r.t variable \( y \) of \( \rho(y) \), as given by Eq. (17) as base of Eq. (19) produced originally from spirit of EEs. Since \( S^H \) in Eq. (19) is used with EEs, \( S^H \) with EEs is known as M-estimation.

C. M-estimators \( \hat{\mu} \) and \( \hat{\sigma} \) in estimating equations based on combined log-score functions for non-identically distributed case of EP distribution

The combination of log-score function \( S \) with different values of parameter \( \alpha \) in EP will be used to get M-estimators \( \hat{\mu} \) and \( \hat{\sigma} \) which are efficient for parameters \( \mu \) and \( \sigma \), because we want to propose two generalizations of Huber’s score function from EEs. Inspiring from Huber’s M-functions [17] and using the spirit of EEs [18], new score functions \( S^* \) and \( S^{*H} \) will be proposed by use of EEs in Eqs. (13) and (14) for the parameters \( \mu \) and \( \sigma \), respectively.
After \( S \) in Eq. (17) is partitioned, we have partial form of \( S \). As a result, we have \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) for left, middle and right parts on the real line, as proposed by Huber’s \( S^H \) in Eq. (19) which is mainly from EEs in [18]. \( n_1, n_2 \) and \( n_3 \) represent sample size for these three parts. Each part \( j \) has its corresponding score functions \( S_j \). The estimators \( \hat{\mu} \) and \( \hat{\sigma} \) from EEs are given by the following forms, respectively.

\[
\hat{\mu} = \sum_{j=1}^{3} \sum_{i=1}^{n_j} S_j(x_{ji}; \hat{\mu}, \hat{\sigma}, \alpha_j) |y_{ji}|^{-1} x_{ji} / \sum_{j=1}^{3} \sum_{i=1}^{n_j} S_j(x_{ji}; \hat{\mu}, \hat{\sigma}, \alpha_j) |y_{ji}|^{-1},
\]

\[
\hat{\sigma} = \left[ \frac{1}{\sum_{j=1}^{3} n_j} \sum_{j=1}^{3} \sum_{i=1}^{n_j} S_j(x_{ji}; \hat{\mu}, \hat{\sigma}, \alpha_j) |y_{ji}|^{-1} (x_{ji} - \hat{\mu})^2 \right]^{1/2},
\]

where \( y_{ji} = \frac{x_{ji} - \hat{\mu}}{\hat{\sigma}}, \) \( k, t > 0 \) and we have

\[
S^*(y) = \begin{cases} 
S_1 = \alpha_1 |y|^{\alpha_1-1}, (-\infty, -k); \\
S_2 = \alpha_2 |y|^{\alpha_2-1}, [-k, t]; \\
S_3 = \alpha_3 |y|^{\alpha_3-1}, (t, \infty).
\end{cases}
\]

Huber’s M-function in Eq. (19) is generalized by partial log-score function \( S^* \) in Eq. (22) which should not be continuous at the points \(-k \) and \( t \) for \( \alpha_1, \alpha_2 \) and \( \alpha_3 \), because modeling data, i.e. Riemann integration’s rule is applied and histograms on the real line are constructed randomly, is equivalent to an integration of area under function. As it is well-known, integration works even though the function \( S^* \) used to fit data set is not continuous [37]. Thus, the discontinuity from \( S_1 \) to \( S_3 \) is not a problem for estimations of parameters. \( S^* \) is log-score function to get M-estimators \( \hat{\mu} \) and \( \hat{\sigma} \) from EEs. \( S^* \) can be replaced with \( S^{*H} \), or alternatively, one can use different score functions in order to manage the efficiency. Thus, we have an efficient fitting of data.

We propose a log-score function \( S^{*H} \) given by

\[
S^{*H}(y) = \begin{cases} 
S_1 = -k\alpha_1 |y|^{\alpha_1-1}, (-\infty, -k); \\
S_2 = \alpha_2 |y|^{\alpha_2-1}, [-k, t]; \\
S_3 = t\alpha_3 |y|^{\alpha_3-1}, (t, \infty),
\end{cases}
\]

which is proposed by use of Huber’s score function in Eq. (19). The log-score function \( S^{*H} \) in Eq. (23) is a generalized form of Eq. (19). Since the shape parameters \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) in Eq. (22) and (23) are added, we will have robust and efficient M-estimators for \( \mu \) and
σ when we compared with Huber’s $S^H$ which is not capable to fit shape of data sets. We also provide that Huber’s $S^H$ in Eq. $19$ works on the base of EEs. Note that $r$ of Huber’s M-functions from Eqs. $18$ and $19$ can be replaced by $−k$ and $t$ because of spirit of EEs and estimations of parameters $5,37$ from Riemann integration.

D. Estimating equations based on log$_q$ and distorted log likelihoods for parameters $\mu$, $\sigma$ and $\alpha$ of EP distribution

As an alternative tool for robust estimation, the generalized and deformed entropies/logarithms $10,11,14,31,45–47$ and the divergences for estimation $15,48$ can be used if the observations $x_1, x_2, \cdots, x_n$ in a data set are distributed non-identically. We will use $q$-deformed logarithm for the sake of its concavity, analytical simplicity and advantage for the constrained optimization in computation for parameter $q$ $6,9$. In MLE, it is possible to take the logarithm of likelihood function for a simple calculation in order to get estimators of parameters. In such a situation, log can be replaced with log$_q$. Then it is known as maximum log$_q$ likelihood estimation (MqLE) $6,8,16$.

After taking log for Eq. $6$ with $\beta = 0$ and replacing log form of Eq. $6$ with log$_q$ and $\beta = 0$, MqLE for parameters of EP distribution are obtained by optimizing the following function according to parameters $\mu, \sigma$ and $\alpha$

$$l_q(L(x; \mu, \sigma, \alpha)) = \sum_{i=1}^{n} \log_q[f(x_i; \mu, \sigma, \alpha)], \quad (24)$$

$x$ is a vector of random observations $x_1, x_2, \cdots, x_n$. The p.d. function $f$ is in Eq. $11$. The derivatives of $l_q(L)$ in Eq. $24$ w.r.t. parameters $\mu, \sigma$ and $\alpha$ are taken and setting them to zero in order to obtain EEs. After algebraic manipulations are performed, we get the following EEs based on log$_q$-score function $S_q$ for parameters $\mu, \sigma$ and $\alpha$:

$$\hat{\mu} = \sum_{i=1}^{n} S_q(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})|y_i|^{-1} x_i / \sum_{i=1}^{n} S_q(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})|y_i|^{-1}, \quad (25)$$

$$\hat{\sigma} = \left[ \frac{1}{\sum_{i=1}^{n} w_i} \sum_{i=1}^{n} S_q(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})|y_i|^{-1} (x_i - \hat{\mu})^2 \right]^{1/2}, \quad (26)$$

$$\hat{\alpha} = \hat{\alpha} \sum_{i=1}^{n} S_q(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})|y_i| \log(|y_i|) \sum_{i=1}^{n} w_i - \psi(1/\hat{\alpha}), \quad (27)$$
where \( S_q = w_i S \) is a weighted (w) form of log-score function \( S \), \( w_i = f(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})^{-q} \), \( S(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha}) = \hat{\alpha}|y_i|^{\hat{\alpha}-1}, y_i = \frac{x_i - \hat{\mu}}{\hat{\sigma}} \). \( \psi \) is digamma function. \( S_q \) from EEs can be used to fit a non-identically distributed data set. For \( q = 1 \), \( S_q \) drops to \( S \) in Eq. (17). \( S \) can be derived by a function without normalizing factor, such as escort distribution [13] or \( S \) can be an arbitrary function in M-functions [18].

For MDLE of the parameters of \( f(x; \theta) \), logarithmic form of Eq. (6), i.e. \( \log(\beta + f) \), is used. \( S_q \) in Eqs. (24)-(27) can be replaced with the distorted log-score function \( S^D = w_i S \) and \( w_i = f(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha}) \); because, one get same result, which shows us an interesting connection between \( \log_q \) and distorted log-likelihoods for parameters of EP distribution. Note that \( S_q \) and \( S^D \) are comparable due to the weighted form of log-score function \( S \), i.e. \( wS \) which can produce robust and also efficient M-estimators \( \hat{\theta} \). \( S_q \) and \( S^D \) are redescending M-functions which are used with EEs to get M-estimators [20], because \( S_q \) and \( S^D \) are zero if \( \lim_{x \to \infty} f(x; \mu, \sigma, \alpha) = 0 \). It can be necessary to have a partial form of \( S_q \) or \( S^D \) which is used to model a data set more efficiently for the estimations of \( \mu \) and \( \sigma \) when many outliers or huge disorders exist in a data set.

E. Robustness of M-estimators: Score functions of parameters \( \mu \), \( \sigma \) and \( \alpha \) of EP distribution for \( \log_q \), \( \log \) and distorted \( \log \) functions

If we observe the non-identically distributed random variables \( X_1, X_2, \ldots, X_n \), we consult the robust statistics which can represent the behavior of bulk of data in a data set when there exist outlier(s) in the data set. In order to test the robustness of M-estimators produced by objective \( \rho \) and score \( \Psi \) functions used to model a data set with outlier(s), we need to examine the values of score functions when \( y \) goes to infinity [17, 20].

Let us examine whether or not the elements of a vector \( \Psi \) for parameters of EP distribution in \( \log, \log_q \) and distorted \( \log \) functions are finite. For the sake of simplicity, the finiteness for positive side of score functions in the vector \( \Psi \) is examined, because the distribution is symmetric [37]. If all elements of vector \( \Psi \) which shows robustness property of M-estimators are finite for \( y \to \infty \), then M-estimators will be robust [20].

Let \( \Psi_{\log_q} = (\mu\psi_{\log_q}, \sigma\psi_{\log_q}, \alpha\psi_{\log_q}) \) be a vector of score functions from derivative of \( \Lambda(f(x; \theta)) \) w.r.t parameters \( \theta = (\mu, \sigma, \alpha) \) of EP distribution. Here \( \Lambda \) can be log and \( \log_q \).
Let us examine the finiteness of score functions.

\[
\mu_{\log_q}(x; \theta) = \frac{\partial}{\partial \mu} \log_q (f(x; \theta)) = -f(x; \theta)^{1-q} \alpha y^{\alpha-1},
\]

\[
\sigma_{\log_q}(x; \theta) = \frac{\partial}{\partial \sigma} \log_q (f(x; \theta)) = f(x; \theta)^{1-q} \left[ -\frac{1}{\sigma} + \frac{\alpha}{\sigma} y^\alpha \right],
\]

\[
\alpha_{\log_q}(x; \theta) = \frac{\partial}{\partial \alpha} \log_q (f(x; \theta)) = f(x; \theta)^{1-q} \left[ \frac{1}{\alpha} + \frac{\psi(1/\alpha)}{\alpha^2} - y^\alpha \log(y) \right],
\]

where \( y = \frac{x-\mu}{\sigma} \).

| \( q = 1 \) | \( 0 < q < 1 \) | \( q > 1 \) |
|---|---|---|
| \( \alpha = 1 \) | \(-\alpha, \infty, -\infty\) | \(0,0,0\) | \(-\infty, \infty, -\infty\) |
| \( 0 < \alpha < 1 \) | \(0, \infty, -\infty\) | \(0,0,0\) | \(\alpha, \infty, -\infty\) |
| \( \alpha > 1 \) | \(-\infty, \infty, -\infty\) | \(0,0,0\) | \(-\infty, \infty, -\infty\) |

Let \( \Psi^D_{\log} = (\mu_{\log}^D, \sigma_{\log}^D, \alpha_{\log}^D) \) be a vector of score functions from derivative of \( \log(\beta + f(x; \theta)) \) w.r.t parameters of EP distribution. Let us examine the finiteness of score functions.

\[
\mu_{\log}^D(x; \theta) = \frac{\partial}{\partial \mu} \log \left( \frac{f(x; \theta)}{\beta + f(x; \theta)} \right) = -f(x; \theta) \frac{f(x; \theta)}{\beta + f(x; \theta)} \alpha y^{\alpha-1},
\]

\[
\sigma_{\log}^D(x; \theta) = \frac{\partial}{\partial \sigma} \log \left( \frac{f(x; \theta)}{\beta + f(x; \theta)} \right) = f(x; \theta) \frac{f(x; \theta)}{\beta + f(x; \theta)} \left[ -\frac{1}{\sigma} + \frac{\alpha}{\sigma} y^\alpha \right],
\]

\[
\alpha_{\log}^D(x; \theta) = \frac{\partial}{\partial \alpha} \log \left( \frac{f(x; \theta)}{\beta + f(x; \theta)} \right) = f(x; \theta) \frac{f(x; \theta)}{\beta + f(x; \theta)} \left[ \frac{1}{\alpha} + \frac{\psi(1/\alpha)}{\alpha^2} - y^\alpha \log(y) \right],
\]

where \( y = \frac{x-\mu}{\sigma} \).

| \( \alpha = 1 \) | \( 0 < \alpha < 1 \) | \( \alpha > 1 \) |
|---|---|---|
| \( \beta > 0 \) | \(0,0,0\) | \(0,0,0\) |
| \( \beta = 0 \) | \(-\alpha, \infty, -\infty\) | \(0, \infty, -\infty\) | \(-\infty, \infty, -\infty\) |

M-estimators \( \hat{\mu}, \hat{\sigma} \) and \( \hat{\alpha} \) will be robust if \( 0 < q < 1 \) and \( \beta > 0 \), because we have finite values of limit for score functions (see Tables I and II). Since \( y \) is a variable which includes location and scale parameters with variable \( x \), i.e. \( y = \frac{x-\mu}{\sigma} \), examining the finiteness of variables \( y \) and \( x \) which go to infinity in \( \Psi \) is equivalent to each other \([5, 20]\).
V. FISHER INFORMATION MATRICES BASED ON DERIVATIVE OF SCORE FUNCTIONS AND INFORMATION THEORY

Fisher information (FI) is used to get variance-covariance of MLE. FI matrix of objective function $\rho = -\log(f(x; \theta))$, that is $-E\left[\frac{\partial^2}{\partial \theta \partial \theta^T} \log[f(x; \theta)]\right] = E\left[\frac{\partial^2}{\partial \theta \partial \theta^T} \rho[f(x; \theta)]\right] = E \left\{ \frac{\partial}{\partial \theta} \rho[f(x; \theta)] \right\} \left\{ \frac{\partial}{\partial \theta} \rho[f(x; \theta)] \right\}^T$ as the known definition of FI, [26, 49] can be adopted for score functions $S^H$, $S^*$, $S^{*H}$, $S_q$ and $S^D$ from EEs by use of the definition of Tsallis $q$-entropy as a generalization of Shannon entropy [7, 36, 50]. Thus, FI of score functions based on $S$ will be proposed for M-estimators as a generalization of MLE (see [1]). Since FI matrices are based on derivative of score functions w.r.t parameters $\theta$, they are comparable [7, 22–25]. Note that since M-functions can become $S(x; \theta)$ (or $S$ can be an arbitrary function) which can be generated from $\Psi(x; \theta)$, it is necessary to use FI based on the derivative of score functions w.r.t $\theta$ instead of using variance-covariance of M-estimators produced by M-functions from $\rho$ and $\psi$ [51, 52].

FI matrix obtained from derivative of log-score function $S^*$ in Eq. (22) or $S^{*H}$ in Eq. (23) w.r.t parameters $\mu$ and $\sigma$ is defined as

$$F_{log}(S_j; f_2; \theta, \alpha_j) = n \sum_{j=1}^{3} \int_{a_j}^{b_j} \frac{\partial}{\partial \theta} S_j(x_j; \theta, \alpha_j) \frac{\partial}{\partial \theta} S_j(x_j; \theta, \alpha_j)^T f_2(x_j; \theta, \alpha_2) dx_j, \quad (34)$$

where $\theta = (\mu, \sigma)$, $a_j, b_j \in \mathbb{R}$ and $S_j = \alpha_j^q \frac{|x_j - \mu|^{\alpha_j}}{\alpha_j} \text{sign}(x_j - \mu)$.

It is possible to propose FI for location, scale and shape parameters if we use distributions which can derive score functions via using MLE, MqLE and MDLE for these parameters. FI matrix obtained from log-$q$-score function $S_q$ is defined as

$$F_{log_q}(S_q; f; \theta) = n \int_a^b [(1-q)S^2(x; \theta) \frac{\partial}{\partial \theta} S(x; \theta)^T + \frac{\partial}{\partial \theta} S(x; \theta) \frac{\partial}{\partial \theta} S(x; \theta)^T] f(x; \theta)^{2-q} dx. \quad (35)$$

FI matrix obtained from distorted log-score function $S^D$ is defined as

$$F_{log}(S^D; f; \theta) = n \int_a^b \left[ \left( \frac{\beta}{\beta + f(x; \theta)} \right) S^2(x; \theta) \frac{\partial}{\partial \theta} S(x; \theta)^T + \frac{\partial}{\partial \theta} S(x; \theta) \frac{\partial}{\partial \theta} S(x; \theta)^T \right] \frac{f(x; \theta)^2}{\beta + f(x; \theta)} dx, \quad (36)$$

where $\theta = (\mu, \sigma, \alpha)$, $a, b \in \mathbb{R}$ and $S = \alpha (|x - \mu|^{\alpha - 1} \text{sign}(x - \mu)$). The inverse of $F_{log_q}$ and its special case $F_{log}$ are defined as variance-covariance matrices of M-estimators $\hat{\theta}$. The variances-covariances of $\hat{\theta}$ are denoted by $\text{Var}_{S_q}(\hat{\theta}) = F_{log_q}^{-1}$ and $\text{Var}_{S}(\hat{\theta}) = F_{log}^{-1}$ for $q = 1$. Eq. (35) with $q = 1$ and Eq. (36) with $\beta = 0$ are Eq. (34) with parameter $\alpha = \alpha_j$. The
matrix in Eq. (34) is positive semidefinite, i.e. non-negative, and symmetric. The matrices in Eqs. (35)-(36) are positive semidefinite and asymmetric if conditions are satisfied (see B1 for details).

VI. SELECTION OF M-FUNCTIONS VIA TOOLS FROM INFORMATION THEORY

A. Selection of optimal M-function via volume

The fitting performance of M-functions is tested by the volume of ellipsoid of M-function with underlying p.d. \( f(x; \theta) \). The volume based on score function \( S \) can be proposed by replacing the known FI matrix based on objective function \( \rho \) with FI matrix based on \( S \) used in EEs. The main part of Eq. (37) is \( \det(F) \). Other parts are constants which do not affect volume exactly when volume based on \( \rho \) in [7] is compared with that in Eq. (37). Note that score functions derived by EEs are comparable for volume.

The volume is used to determine the values of \( r, k, t \) in \( S^H \), \( S^* \) and \( S^{*H} \) with EEs, \( q \) and \( \beta \) from \( S_q \) and \( S^D \) in MqLE and MDLE, respectively. The different values of tuning constants (TCs) with estimated values of \( \hat{\theta} \) and fixed values of \( \alpha \) are tried with grid search until the smallest values of volume and MAE are obtained. Thus, the optimal M-function is chosen among different values of TCs and the corresponding estimates according to TCs in M-functions. The volume is defined by

\[
\text{Vol}_q(S_q; \hat{\theta}) = \left( \frac{2\pi^v}{n} \right)^{d/2} \frac{1}{\Gamma(d/2 + 1)} \frac{1}{\sqrt{\det[F_{\text{log}_q}(S_q; f; \hat{\theta})]}}.
\]

(37)

where \( n \) is the number of observations in a data set. \( v \) and \( d \) are the number of eigenvalues and dimension of FI matrix, respectively. \( S_q \) is replaced with \( S^H, S^*, S^{*H} \) and \( S^D \) in log case to produce volumes based on \( S^H, S^*, S^{*H} \) and \( S^D \), respectively. We have volume known as a general geometric measure for \( d \geq 1 \). In special case, if \( \hat{\theta} \) is a vector for \((\hat{\mu}, \hat{\sigma})\) and \((\hat{\mu}, \hat{\sigma}, \hat{\alpha})\), then dimensions of FI matrix are \( d = 2 \) and \( d = 3 \), respectively [7, 22, 26].
B. Selection of the best M-function via information criteria

Information criteria (IC) are used to test whether or not the best M-function for a data set can be chosen. Since M-estimators are based on score functions derived from \( \log(f) \), \( \log_q(f) \) and \( \log(\beta + f) \), it is appropriate to use Akaike IC (AIC), corrected AIC (cAIC) and Bayesian IC (BIC) which should be based on score functions in EEs. Note that the known definitions of IC are comparable among different p.d. functions used to fit a data set, because p.d. functions are on the interval \([0, 1]\). The ordinary logarithm from definition of IC is used. So \( \log(f(x; \theta)) \) will be comparable when IC are used for the selection of the best p.d. \( f(x; \theta) \) among p.d. functions. In our case, IC are proposed by use of score functions \( S \) instead of using objective functions \( \log(L) \) defined as origin of IC. Since summation of a score function evaluated by values of \( x_1, x_2, \cdots, x_n \) and \( \hat{\theta} \) is approximately zero and theoretically equals to zero, i.e. integration over all values of \( x \) and true values of parameters, the absolute value of score function is taken in order to test the fitting performance of score function in its self\[26\].

IC of the combined log-score functions is defined as

\[
IC_S = 2 \sum_{j=1}^{3} \sum_{i=1}^{n_j} |S_j(x_{ji}; \hat{\mu}, \hat{\sigma}, \alpha_j)| + c(p, n), \tag{38}
\]

where \( c(p, n) \) is the given constant. Similarly, IC for \( S_q \) is obtained by replacing log in Eq. (38) with \( \log_q \). However, \( S_q \) is not a partial form and so IC of \( \log_q \)-score function is defined as \[7, 9\]

\[
IC_{S_q} = 2 \sum_{i=1}^{n} |S_q(x_i; \hat{\mu}, \hat{\sigma}, \hat{\alpha})| + c(p, n) \tag{39}
\]

for a determined value of \( q \) via volume as well. \( p \) is a number of the estimable parameters and \( n \) is sample size. \( S_q \) is replaced with \( S^D \) for the distorted log likelihood. The formulae in Eqs. (38) and (39) are tools for selection of M-function. \( r, -k, t, q, \beta \) and \( \alpha \) in score functions are chosen for their corresponding score functions with appropriate minimum values of IC in Eqs. (38) - (39) and the smallest value of MAE. The performance of IC depends on the penalty term \( c(p, n) \). When \( c(p, n) \) is \( 2p, \frac{2pn}{n-p-1} \) and \( p \log(n) \), penalty terms of AIC, cAIC and BIC are obtained, respectively\[53\]. Since penalty term of AIC is \( 2p \), the quality of AIC is low to select the best M-function. For this reason, cAIC and BIC are given. Their penalty terms are affected by \( p \) and \( n \)[54, 55].
VII. APPLICATION FOR REAL DATA SETS

Temperature measurements are important to observe the ecological movement and the results of temperature on earth such as sudden rains and floods should be examined precisely. Grytviken temperature from 1905 to 2019 years is analyzed to get statistics about location, scale and also shape parameters of empirical distribution (Example 1 and see Table III) [60].

Cancer treatment in genomic and pharmacology includes measurements to examine affects of pharmacology in treatments of genes. Gene-drug correlation data should be analyzed precisely to manage level of pharmacology (Example 2 and see Table IV) [61]. The real data set which is cDNA microarray coded as "SID W 486613, ESTs, Highly similar to Ovarian Granulosa Cell 13.0 KD protein HGR74 [Homo sapiens] [5':AA044350, 3':AA044028]" [61] is used to get statistics as well.

If a distortion (occurring due to measurement error in experiment, difference in measurements from laboratory expert, incorrectly recorded data or the nature of phenomena) in a data set exists, then the underlying distribution which represents the majority of a data set should be modelled efficiently. The location, scale and also shape parameters are mainly used to get the statistics about data analysis [5, 20]. Random number generation (see A1) is also an advantage to observe behaviours of real data sets. For these aims, we apply our EEs into estimation of these parameters robustly and precisely. The parameters $\alpha_1$, $\alpha_2$ and $\alpha_3$ are used to manage efficiency of score functions $S^*$ and $S^{*H}$ as well. The objective functions $\log_1(f)$ and $\log(\beta+f)$ are also applied to model real data sets. Since the modeling capability of the proposed functions for these data set is observed to be high, these real data sets have been chosen. Many phenomena can be modelled by these functions in order to be able to get efficient M-estimators from M-functions such as score and objective. Two outlier values which are two times of maximal value of data set are added as positive and negative values. Thus we added two outliers into real data sets. The main aim is to observe the sensitivity of M-estimators from score functions with EEs and objective functions produced by MqLE and MDLE to two outliers.

Even if $S^*$ in Eq. (22) or $S^{*H}$ in Eq. (23) from EEs is infinite for $\alpha_1, \alpha_3 > 1$, the best score functions with EEs are used to model real data sets, which shows that the underlying and contamination should be efficiently modelled for observations from a finite sample size (see italic numbers in Tables V, VIII).
Redescending M-functions derived by MqLE and MDLE can be alternative to each others.

| TABLE III: Example 1: M-estimates of parameters $\theta = (\mu, \sigma, \alpha)$ |
|--------------------------------------------------|
| **EEs** | **TC** | $\hat{\mu}$ | $\hat{\sigma}$ | $\alpha_1, \alpha_2, \alpha_3$ | $\text{Var}(\hat{\mu})$ | $\text{Var}(\hat{\sigma})$ | $\text{Var}(\hat{\alpha})$ | $\text{AIC}_S$ | $c\text{AIC}_S$ | $\text{BIC}_S$ | Vol($S(\hat{\mu}, \hat{\sigma}, \hat{\alpha})$) | MAE |
|---------|--------|-------------|--------------|-----------------|-----------------|-----------------|-----------------|--------|--------|--------|-----------------|-----|
| $S^D$   | $k = .95$, $t = 4.1$ | 4.2000 | 1.5108 | 1.21 | .0148 | .0141 | 186.5247 186.6552 191.6325 | .001896 | 1.0334 |
| outliers | 4.2000 | 1.6172 | 1.21 | .0164 | .0158 | 196.2413 196.3092 201.3909 | .002060 | 1.2010 |
| $S^H$   | $k = 0$, $t = 3.15$ | 3.6135 | 2.3087 | 1.25 | .0207 | .0581 | 52.8961 52.9992 57.9769 | .003497 | 0.5214 |
| outliers | 3.7006 | 2.7630 | 1.25 | .0357 | .0313 | 55.2169 55.3445 60.3663 | .004179 | 0.8245 |
| $S^S$   | $k = .95$, $t = 4$ | 3.1192 | 1.8391 | 1.25 | .0462 | .0452 | 225.5623 225.6969 230.7117 | .001441 | 0.3157 |
| outliers | 3.1192 | 1.9311 | 1.30 | .0511 | .0407 | 255.7167 255.9748 263.4408 | .001933 | 0.3657 |

| TABLE IV: Example 2: M-estimates of parameters $\theta = (\mu, \sigma, \alpha)$ |
|--------------------------------------------------|
| **EEs** | **TC** | $\hat{\mu}$ | $\hat{\sigma}$ | $\alpha_1, \alpha_2, \alpha_3$ | $\text{Var}(\hat{\mu})$ | $\text{Var}(\hat{\sigma})$ | $\text{Var}(\hat{\alpha})$ | $\text{AIC}_S$ | $c\text{AIC}_S$ | $\text{BIC}_S$ | Vol($S(\hat{\mu}, \hat{\sigma}, \hat{\alpha})$) | MAE |
|---------|--------|-------------|--------------|-----------------|-----------------|-----------------|-----------------|--------|--------|--------|-----------------|-----|
| $S^D$   | $\beta = 10^{-2}$ | 3.1201 | 1.6752 | 2.1 | .0089 | .0139 | 197.8566 197.9870 202.9643 | .001475 | 0.1162 |
| outliers | 3.1201 | 1.6752 | 2.1 | .0087 | .0136 | 197.8566 197.9842 203.0660 | .001414 | 0.3269 |
| MDLE    | $\beta = 10^{-2}$ | 3.1251 | 1.6264 | 1.9262 | .0095 | .0394 | 198.3792 198.6429 206.0488 | .000155 | 0.1055 |
| outliers | 3.1261 | 1.6374 | 1.9375 | .0093 | .0361 | 198.5424 198.8005 206.2666 | .000142 | 0.3337 |
| $S^H$   | $k = .95$, $t = 4$ | 3.1358 | 1.6018 | 2.1 | .0117 | .0173 | 153.6336 153.7640 158.7413 | .001876 | 0.1231 |
| outliers | 3.1358 | 1.6018 | 2.1 | .0114 | .0169 | 153.6535 153.7632 158.7849 | .001799 | 0.3431 |
| $S^S$   | $q = .8$ | 3.1345 | 1.5386 | 1.9054 | .0116 | .0440 | 155.0965 155.3602 162.7581 | .000211 | 0.1238 |
| outliers | 3.1345 | 1.5404 | 1.9311 | .0114 | .0407 | 155.7167 155.9748 163.4408 | .000193 | 0.3657 |

Redescending M-functions derived by MqLE and MDLE can be alternative to each others.
for estimation and so we can have similar values for the estimation of parameters and MAE (see Table IV for \( S^D, S_q, \text{MDLE and MqLE} \)). The value of MAE for \( S^* \) is better than that of \( S^{*H} \) and \( S^H \) for case in Table IV. For overall assessment according to MAE, \( S^D \) has the smallest value of MAE among others in Table IV. When we consider the results of MDLE in simulation in A3 and real data sets (see for procedure in A4), MDLE should be preferred.

VIII. CONCLUSIONS AND DISCUSSIONS

This paper has focused on derivation of score functions from EEs based on log, \( \log_q \) and distorted log-likelihoods and inference for location, scale and shape parameters of EP distribution. We have also proposed to estimate location and scale parameters for shape parameter value determined by consulting FI from information geometry; IC which can be used as tools for model selection among competing models; and MAE used to make a comparison among M-functions all together. We have considered to propose score functions as an approach in modeling. Even if we use EP distribution to produce score functions, one can use this approach for two aims. The first one is that score functions can be produced by use of different parametric models. The second one is that the score function in EEs is replaced by arbitrary ones which can model data set efficiently.

Applications from simulation and real data sets have been given to test the fitting performance of score functions with EEs and objective functions. \( \hat{\text{MSE}}(\hat{\theta}) \) is used for the simulation in order to determine the values of TCs in score and objective functions. The results of simulation show that MDLE of parameters \( \sigma \) and \( \alpha \) of EP distribution are better than MqLE of these parameters. \( q \) in MqLE affects the success of estimations of parameters \( \sigma \) and \( \alpha \). We have showed that FI matrices in Eqs. (34), (35) and (36) are positive semidefinite if conditions are satisfied. Thus, the diagonal elements of inverse of FI matrix are variance of estimators, i.e. \( \text{Var}(\hat{\mu}), \text{Var}(\hat{\sigma}) \) and \( \text{Var}(\hat{\alpha}) \). Explicit expressions calculated for each element of FI for parameters \( \mu, \sigma \) and \( \alpha \) of EP distribution are given for \( S^*, S^{*H} \) and \( S_q \).

M-estimators are robust for \( q \in (0, 1) \) and \( \beta > 0 \). Robustness is not enough to imply the modeling capability for empirical distributions occurred by the underlying and contamination. The different score functions with EEs should be used to model a data set even if the score functions \( S^* \) and \( S^{*H} \) derived by EEs are infinite for parameters \( \mu \) and \( \sigma \) respectively.
when $\alpha > 1$, as supported by the results of simulation for simultaneous estimation of parameters $\mu$ and $\sigma$. In addition, different objective functions should also be used to have the best fitting on a data set. In the application of real data sets, the role of robustness has been observed especially for estimation of $\sigma$ when outlier and non-outlier cases are compared. Redescending M-functions from $S_q$ and $S^D$ give efficient results extensively and they are finite for $q \in (0,1)$ and $\beta > 0$ when they are compared with score functions $S^{*H}$ and $S^*$ for estimations of $\mu$ and $\sigma$, as observed by simulation results. For determining the values of TCs, volume, IC and MAE should be used together.

EEs for different p.d. functions will be derived. EEs from estimation methods which are different from likelihood method, fractional objective functions, regression case and their multivariate forms with applications will be studied. FI matrix based on different estimation methods will also be derived to provide variance of the estimators obtained by their corresponding estimation methods. A user-friendly package in open access statistical software $R$ will be prepared for practitioners in the applied science to manage precise modeling on the data sets.

Appendix A: Random number generation, tools for computation and simulation

1. **Algorithm of random number generation**

   The algorithm for number generation is given in the following order [56]:

   1. Generate a random number $y$ from gamma distribution with shape parameter $1/\alpha$ and scale parameter 1, i.e. $Y \sim \Gamma(1/\alpha, 1)$,

   2. Use the variable transformation $x_j = \mu_j + \sigma_j Y^{1/\alpha_j}$, $j = 1, 2, 3$, $x_2$ represents the artificial data set from the underlying distribution. $x_1$ and $x_3$ represent the artificial data sets from the contamination. Thus, the artificial random numbers are $x = (x_1, x_2, x_3)$.

2. **Tools used for computation**

   All of computations are performed by using MATLAB R2013a. The codes for genetic algorithm (GA) which is a derivative-free method to perform an optimization are given by
the following order:

1. Provide lower and upper bounds for search space of GA:
   \[ \mu_{\text{lower}} = -10^{10}; \mu_{\text{upper}} = 10^{10}; \sigma_{\text{lower}} = 0.01; \sigma_{\text{upper}} = 10^{10}; \alpha_{\text{lower}} = 0.01; \alpha_{\text{upper}} = 10^{10}; \]
   \[ \text{lb}=[\mu_{\text{lower}} \, \sigma_{\text{lower}} \, \alpha_{\text{lower}}]; \text{ub}=[\mu_{\text{upper}} \, \sigma_{\text{upper}} \, \alpha_{\text{upper}}]; \]

2. Use ‘ga’ to get the estimates of \( \hat{\mu}, \hat{\sigma}, \hat{\alpha} \) by use of MqLE:
   (a) \[ \text{opts} = \text{gaoptimset}('CrossoverFcn',@crossoversinglepoint,'display','off'); \]
   (b) \[ \text{(b) 1. function [Estimates] = MqLE(p,x,q)} \]
   \[ 2. \mu=p(1); \sigma=p(2); \alpha=p(3); \]
   \[ 3. f=(\alpha/(2*\sigma*\text{gamma}(1/\alpha))).*\exp(-(|x-\mu|/\sigma)^\alpha); \]
   \[ 4. Lq=\text{sum}((f.^(1-q)-1)/(1-q)); \]
   \[ 5. \text{Estimates}=-Lq; \]
   (c) Give the estimates of \( \hat{\mu}, \hat{\sigma}, \hat{\alpha} \):
   \[ \text{pMqLE=} \text{ga(@(p)MqLE(p,x,q),3,[],[],[],[],lb,ub,[],opts);} \]

The parameter values of GA are default of GA module in MATLAB R2013a. Since the optimization of objective functions in Eq. (6) with log, i.e. \( \log(\beta + f) \), and Eq. (24) according to parameters is equivalent to the numerical solving of equations for the estimators \( \hat{\mu}, \hat{\sigma} \) and \( \hat{\alpha} \) in Eqs. (25)-(27), the objective functions \( \log_q(f) \) and \( \log(\beta + f) \) are used to get the estimates of \( \hat{\mu}, \hat{\sigma}, \hat{\alpha} \). Note that \( \alpha \) is an important parameter [59]. For this reason, GA is used. MDLE is obtained by same codes and 4. line is replaced with \( \text{sum} (\log(\beta + f)) \).

Iterative reweighting algorithm for simultaneous estimations of \( \mu \) and \( \sigma \) are given by [51]. For computation of all EEs in Eqs. (20)-(21) and (25)-(26), initial values are provided by \( \hat{\mu} = \text{Median}(x), \hat{\sigma} = \text{Median}(|x_i - \text{Median}(x)|), \mathbf{x} = \{x_1, x_2, \ldots, x_n\} \).

3. The results of simulation for simultaneous estimation of \( \mu, \sigma \) and simultaneous estimation of \( \mu, \sigma, \alpha \)

Simulation provides to observe the performance of different functions from score and objective. Thus, we make a comparison among their modeling capability for same types of designs in [A]. It is important to drive a comprehensive simulation and its outputs are given by Tables V-VIII which show the results of simulation for M-estimates of \( \hat{\mu}, \hat{\sigma} \) from
EEs with score functions $S^H$, $S^{*H}$, $S^*$, $S_q$, $S^D$ and M-estimates of $\hat{\mu}$, $\hat{\sigma}$, $\hat{\alpha}$ from MqLE and MDLE, the simulated variance ($\hat{\text{Var}}(\hat{\theta})$), the simulated mean squared error ($\hat{\text{MSE}}(\hat{\theta})$) and TC values $k, t, q, \beta$ for $\hat{\mu}$, $\hat{\sigma}$ and $q, \beta$ for $\hat{\mu}, \hat{\sigma}, \hat{\alpha}$. TC$_1$, TC$_2$, TC$_3$ show values of TC for sample sizes $n = 110, 210, 410$, respectively. The values of TCs for robust and efficient estimations are determined until the smallest values of mean squared error (MSE) defined as $\frac{1}{m} \sum_{j=1}^{m} (\hat{\theta}_j - \theta)^2$ are obtained. If values of $\hat{\text{MSE}}(\hat{\theta})$ and $\hat{\text{Var}}(\hat{\theta})$ are equal to each other, then biases of estimators $\hat{\theta}$ are zero.

We have four types of design. These designs will have outliers for $\alpha < 2$, because EP distribution becomes a heavy-tailed function if $\alpha \in (0, 2)$. EP is more heavy-tailed function for $\alpha \leq 1$. Thus, data which are distant from bulk of data can be generated. The sample sizes $n_1$ and $n_3$ of contamination are 5, respectively. The sample size $n_2$ of underlying is 100, 200, 400. The number of replication for sample sizes is $m = 10^4$. The four designs are given by following forms for Tables VII-VIII respectively:

- 1$^{st}$ design: $x_1 = D_1(\alpha_1 = 1.1, \mu_1 = 5, \sigma_1 = 6, n_1)$, $x_2 = D_2(\alpha_2 = 2, \mu_2 = 0, \sigma_2 = 1, n_2)$, $x_3 = D_3(\alpha_3 = 1.2, \mu_3 = 4, \sigma_3 = 2, n_3)$.
- 2$^{nd}$ design: $x_1 = D_1(\alpha_1 = 1.1, \mu_1 = 2, \sigma_1 = 3, n_1)$, $x_2 = D_2(\alpha_2 = 3, \mu_2 = 0, \sigma_2 = 1, n_2)$, $x_3 = D_3(\alpha_3 = 1.2, \mu_3 = 3, \sigma_3 = 5, n_3)$.
- 3$^{rd}$ design: $x_1 = D_1(\alpha_1 = 1.2, \mu_1 = 3, \sigma_1 = 4, n_1)$, $x_2 = D_2(\alpha_2 = 3, \mu_2 = 0, \sigma_2 = 1, n_2)$, $x_3 = D_3(\alpha_3 = 0.8, \mu_3 = 3, \sigma_3 = 4, n_3)$.
- 4$^{th}$ design: $x_1 = D_1(\alpha_1 = 0.7, \mu_1 = 4, \sigma_1 = 2, n_1)$, $x_2 = D_2(\alpha_2 = 1.3, \mu_2 = 0, \sigma_2 = 1, n_2)$, $x_3 = D_3(\alpha_3 = 0.9, \mu_3 = 2, \sigma_3 = 3, n_3)$.

If $\alpha_1, \alpha_3 > 1$, score functions $S^{*H}$ and $S^*$ are infinite when $y = \frac{x - \mu}{\sigma}$ goes to infinity for the positive side or equivalently negative side of these score functions in Eqs. (22) or (23) on the real line. In four designs, there are situations in which $\alpha$ is greater than 1. Even if $\alpha_1, \alpha_3 > 1$, $\hat{\text{MSE}}(\hat{\theta})$, $\hat{\theta} = (\hat{\mu}, \hat{\sigma})$ for $\hat{\mu}$ and $\hat{\sigma}$ are small enough. In Tables VII-VIII values of $\hat{\text{MSE}}(\hat{\sigma})$ for $\hat{\sigma}$ from $S^H$ as Huber’s M-function do not decrease even if sample size $n$ is increased from 210 to 410, which can be an expected result, because Huber’s M-function in Eq. (19) depends $\alpha_2 = 2$ and $\alpha_1, \alpha_3 = 1$. For 2$^{nd}$ and 3$^{rd}$ designs in subsection A.1 we have $\alpha_2 = 3$ and $\alpha_1, \alpha_3 = 1.1, 1.2, 0.8$ which are different than Huber’s M-function and it is not logical to expect that Huber’s M-function fits other designs well if sample size is increased.
When we look at the simulation results for 1\textsuperscript{st} and 2\textsuperscript{nd} designs in Tables V and VI respectively,
### TABLE VII: 3rd design

| EEs  | \( \theta \) | \( TC_1 \) | \( \theta = (\mu, \sigma) \) | \( \text{MSE}(\theta) \) | \( \text{MSE}(\theta) \) | \( \text{MSE}(\theta) \) | \( \text{MSE}(\theta) \) |
|------|--------------|------------|----------------------------|----------------|----------------|----------------|----------------|
| \( -k, t \) | \( n = 110 \) | \( -k, t \) | \( n = 210 \) | \( -k, t \) | \( n = 410 \) |
| \( S^H \) | -1.34, 1.34 | 0.0773 0.0018 0.0078 | -2.53, 2.53 | 0.0676 0.001 0.0056 | -5.21, 5.21 | 0.0588 0.0005 0.0040 |
| \( S^H \) | 1.0005 0.0219 0.0219 | 1.0022 0.0186 0.0186 | 0.9984 0.0200 0.0200 |
| \( S^H \) | 0.0112 0.0024 0.0024 | 0.0020 0.0012 0.0012 | 0.0004 0.0005 0.0005 |
| \( S^H \) | 1.0027 0.0105 0.0105 | 1.0107 0.0035 0.0036 | 1.0019 0.0013 0.0013 |
| \( S^H \) | 0.0012 0.0024 0.0024 | 0.0020 0.0011 0.0011 | 0.0018 0.0006 0.0006 |
| \( S^H \) | 1.0074 0.0091 0.0091 | 1.0053 0.0029 0.0030 | 1.0019 0.0012 0.0012 |
| \( \mu = 0 \) | \( \sigma = 1 \) | \( q = 0.85 \) | 0.0181 0.0023 0.0026 | \( q = 0.89 \) | 0.0122 0.0011 0.0012 | \( q = 0.92 \) | 0.0084 0.0005 0.0006 |
| \( S^H \) | 1.0053 0.0051 0.0051 | 1.0046 0.0024 0.0024 | 1.0045 0.0011 0.0011 |
| \( \beta = 4 \cdot 10^{-3} \) | \( \sigma = 1 \) | 0.0096 0.0023 0.0023 | \( \beta = 2 \cdot 10^{-3} \) | 0.0051 0.0011 0.0011 | \( \beta = 10^{-3} \) | 0.0028 0.0005 0.0005 |
| \( S^H \) | 1.0076 0.0041 0.0042 | 1.0038 0.0020 0.0020 | 1.0026 0.0009 0.0009 |
| \( \rho \) | \( \theta = (\mu, \sigma, \alpha) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) |
| \( \rho \) | \( \theta = (\mu, \sigma, \alpha) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) |

### TABLE VIII: 4th design

| EEs  | \( \theta \) | \( TC_1 \) | \( \theta = (\mu, \sigma) \) | \( \text{MSE}(\theta) \) | \( \text{MSE}(\theta) \) | \( \text{MSE}(\theta) \) | \( \text{MSE}(\theta) \) |
|------|--------------|------------|----------------------------|----------------|----------------|----------------|----------------|
| \( -k, t \) | \( n = 110 \) | \( -k, t \) | \( n = 210 \) | \( -k, t \) | \( n = 410 \) |
| \( S^H \) | -1.07, 1.07 | 0.0931 0.0031 0.0118 | -1.38, 1.38 | 0.0532 0.0017 0.0045 | -1.73, 1.73 | 0.0308 0.0009 0.0019 |
| \( S^H \) | 1.0083 0.0120 0.0120 | 1.0029 0.0055 0.0056 | 1.0011 0.0027 0.0027 |
| \( S^H \) | 0.1001 0.0016 0.0116 | 0.0620 0.0005 0.0044 | 0.0397 0.0002 0.0018 |
| \( S^H \) | 1.0004 0.0010 0.0101 | 1.0016 0.0050 0.0050 | 1.0043 0.0024 0.0024 |
| \( S^H \) | 0.0685 0.0004 0.0060 | 0.0331 0.0005 0.0016 | 0.0175 0.0002 0.0005 |
| \( \sigma = 1 \) | \( \mu = 0 \) | \( \beta = 7 \cdot 10^{-3} \) | 0.0701 0.0007 0.0096 | \( \beta = 7 \cdot 10^{-3} \) | 0.9700 0.0046 0.0055 | \( \beta = 8 \cdot 10^{-3} \) | 0.9960 0.0026 0.0036 |
| \( S^H \) | 3.0018 0.7229 0.7229 | 2.9949 0.3575 0.3576 | 3.0022 0.2049 0.2049 |
| \( \rho \) | \( \theta = (\mu, \sigma, \alpha) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) | \( \text{Var}(\hat{\theta}) \) | \( \text{MSE}(\theta) \) |

these results show that main issue is about the modeling capability of score functions with
EEs for the design of artificial data sets and the real data sets even if \( \mu \psi_{log} \) and \( \sigma \psi_{log} \) for \( \alpha > 0, q = 1 \) are infinite in Eqs. (28) and (29) respectively (see also Table I). Since Eqs. (28)-(30) and (31)-(33) are similar expression except \( w_i \), we can say same results for Eqs. (31)-(33) if \( \beta = 0 \) (see also Table II).

The following results are observed generally in these designs: For the simultaneous estimations of parameters \( \mu \) and \( \sigma \), MSE values of \( \hat{\mu} \) and \( \hat{\sigma} \) from score functions \( S_q \) and \( S^D \) with EEs have MSE values which are smaller than that of \( S^H \), \( S^*H \) and \( S^* \) with EEs. MSE values of \( \hat{\mu} \) and \( \hat{\sigma} \) from \( S^*H \) and \( S^* \) with EEs have smaller than that of \( S^H \) for sample sizes 210 and 410, because \( S^H \) depends on \( \alpha_2 = 2 \) and \( \alpha_1, \alpha_3 = 1 \) for underlying and contamination, respectively. For simultaneous estimations of \( \mu, \sigma \) and \( \alpha \), MSE values of \( \hat{\sigma} \) and \( \hat{\alpha} \) from MDLE have smaller than that of MqLE. If we want to have small values of \( \hat{\mu} \) and \( \hat{\sigma} \) from MDLE can be changed minimally to get small values of \( \hat{\sigma} \) and \( \hat{\alpha} \) for \( \sigma \) and \( \alpha \), respectively, we need to change value of \( q \) for each estimations of two parameters. Since parameter \( q \) changes shape of function \([12, 40, 58]\), it is reasonable to observe this result. \( \beta \) in MDLE can be changed minimally to get small values of \( \hat{\mu} \) and \( \hat{\sigma} \) for \( \mu \) and \( \sigma \), respectively. For simultaneous estimation of \( \mu \) and \( \sigma \), the chosen values of TCs from \( S^H \), \( S^*H \) and \( S^* \) can lead to have biased estimators for \( \mu \), i.e., \( \hat{\mu} < \hat{\sigma} \) in some cases from Tables V-VIII. For Tables V-VIII bold represents the smallest values of \( \hat{\mu} \) among all of functions and italic represents the smallest values of \( \hat{\mu} \) among \( S^H \), \( S^*H \) and \( S^* \).

The design of artificial data set affects success of simultaneous estimations for parameters of EP. The different designs of artificial data sets were tried and they are not given in here due to the number of page restriction. In order to avoid the similarity of contamination schema in four designs applied at here, we chose arbitrary values of \( \mu_1, \sigma_1 \) and \( \mu_3, \sigma_3 \) for contamination. We also tried same values of parameters for contamination. In this case, the values of TCs should be updated to have small values of \( \hat{\mu} \) for each tried cases of contamination. \( k, t, q \) and \( \beta \) should be chosen accurately for each sample sizes to have small MSE values when \( n \) gets larger, because the designs in each sample sizes can be different than the other one. In other words, it is obvious that the values of TC change the structure of M-function. So the values of \( \hat{\mu} \) in different sample sizes are affected, as expected.
4. Application to real data sets: Procedure of computation for estimation of \( \mu, \sigma, \alpha \)

The computation is performed according to the following order:

1. Arbitrary appropriate values of TCs and shape parameter \( \alpha \) are chosen according to design of data set (outliers or contamination) by user to start computation.

2. The values of \( k, t, q \) and \( \beta \) as TCs and shape parameters \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are chosen by grid search until the smallest value of volume in Eq. (37), appropriate minimum values of IC in its self in Eqs. (38) - (39) and the smallest value of mean absolute error (MAE) in Eq. (A1) which is more precise evaluation for testing the fitting performance of objective and score functions are obtained.

MAE is defined as

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} | \text{real sort}(x) - \text{artificial sort}(x) |.
\]

After data are sorted, sample sizes of contamination and underlying distributions are determined. \( n_1 = 7, n_2 = 109 \) and \( n_3 = 2 \) for non-outlier case in real data sets. These sample sizes are determined by user according to outliers. The estimates of \( \hat{\mu}, \hat{\sigma}, \hat{\alpha} \) for MQLE and MDLE, \( \hat{\mu}, \hat{\sigma}, \hat{\alpha} \), fixed values of \( \alpha_1, \alpha_2, \alpha_3 \) for \( S^H, S^{*H}, S^*, S^D \) and \( S_q \) are values used to generate random numbers from EP distribution. Since redescending M-functions move slowly decreasing for tails when it is compared by \( S^H, S^{*H}, S^* \) \[20\], we use \( \hat{\mu}, \hat{\sigma} \) and fixed values of \( \alpha_1, \alpha_2, \alpha_3 \) for \( S_q \) and \( S^D \). Random numbers \( x_j \) are obtained by \( D_j \), as given by items for design of artificial data set in [A1]. The replication number is \( m = 2 \cdot 10^4 \) for \( \sum_{j=1}^{3} n_j \).

Since the main criteria for model selection among M-functions is MAE, we overcome the disadvantages occured by special function \( \Gamma \) in FI matrices for volume and also tail part of \( S \) and weighted score, i.e. \( wS \) for IC. Tail part of \( S \) and \( wS \) can pull down IC hardly. For this reason, MAE should be used to adjust appropriate values of IC. Volume and IC are tools to decrease high elapsed time occuring due to using MAE in several replications for computation. In other words, using only MAE consumes much time. Consulting volume and IC gives an advantage to decrease computation time while determining values of TCs. Note that the elapsed time is around 1.5 hours which change according to sample size \( n \).
Further, Eq. (4) is equivalently rewritten as
\[5,\] we can replace \(f\) functions and FI matrix based on \(f\) and \((36)\).

We can add or remove minus because relative entropy or divergence is used for the estimation of parameters \(\theta\). By using the definition of Tsallis \(q\)-entropy \(H_q = \int_a^b f(x; \theta)^q \log_q [f(x; \theta)]dx\) for continuous variable \(x\) and law of large numbers (LLN) \(\frac{1}{n} \sum_{i=1}^n f(x_i; \theta) = f(x; \theta)\), we can replace \(f^q\) with \(S\) and \(\log_q\) with \(S_q\) because \(g(z; \theta) = S(x; \theta)^q\) in Eq. (2) is taken. Further, Eq. (4) is equivalently rewritten as \(f(x; \theta) \frac{\frac{\partial(f(x; \theta)^q)}{\partial \theta}}{1-q} = f(x; \theta) \log_q (f(x; \theta))\) \(\cong S(x; \theta)\) if Jackson \(q\)-derivative is \(\frac{g(z; \theta) - g(x; \theta)}{(q-1)z} \cong \frac{g(z; \theta) - g(x; \theta)}{(1-q)x}\). Similarly, we have \(S\) and \(S^D\) for log-likelihood and distorted log-likelihood, respectively. Let us assume that score functions \(S\), \(S_q\) and \(S^D\) are differentiable. Thus, entropy function can be based on score functions and FI matrix based on \(S_q\) is proved by
\[
\hat{F}_{\log_q}(S_q; f; \theta) = \frac{1}{n} \sum_{i=1}^n \int_{(i-1)/n}^{i/n} \Delta S(x_i; \theta) \Delta S_q(x_i; \theta) dx_i, \tag{B1}
\]
\[
\text{LLN} \sum_{i=1}^n \int_{(i-1)/n}^{i/n} f(x_i; \theta) \Delta S(x_i; \theta) \Delta S_q(x_i; \theta) dx_i,
\]
\[
= \sum_{i=1}^n \int_{(i-1)/n}^{i/n} f(x_i; \theta) \frac{\partial}{\partial \theta} S_q(x_i; \theta) \frac{\partial}{\partial \theta} S(x_i; \theta)^T dx_i,
\]
\[
= \sum_{i=1}^n \int_{(i-1)/n}^{i/n} f(x_i; \theta)^{2-q} [(1-q)S^2(x_i; \theta) + \frac{\partial}{\partial \theta} S(x_i; \theta)] \frac{\partial}{\partial \theta} S(x_i; \theta)^T dx_i.
\]
Eq. (B1) keeps spirit of Riemann integration or histograms as random bins on the real line. That is, let \(\Delta(\theta) = \theta - \hat{\theta} = \theta - (\theta + h)\) be a difference operator. For \(\lim_{h \to 0} \Delta(\theta) = 0\), \(h\Delta(S) = S(x; \theta) - S(x; \hat{\theta}) = S - \hat{S}\) as a derivative of \(S\) w.r.t \(\theta\); i.e., \(\frac{\partial}{\partial \theta} S(x; \theta) = \lim_{h \to 0} \Delta(S)\). FI based on the distorted log-score function \(S^D\) is obtained similarly. For all intervals \(x_i\) of sampled version of the fourth line of Eq. (B1), we have result in Eq. (35) for continuous case of \(x\) with interval \((a, b)\).

1. Proof for positive semidefinite of Fisher information matrices in Eqs. (34), (35) and (36)

If we produce EEs of location \(\mu\) and scale \(\sigma\) as a location-scale family in a p.d. function \(f(x; \theta)\), score function \(S\) and \(\Psi\) for \(\mu\) and \(\sigma\) can have same mathematical expression, as
given by Eqs. (17) and (19). For location-scale model, \( \Psi \) for \( \mu \) and \( \sigma \) can drop to \( S \) as only one function for \( \mu \) and \( \sigma \) due to the spirit of EEs, as introduced by subsection IV A. Since we can have EE for shape parameter \( \alpha \) of EP distribution, only one score function for \( \mu \), \( \sigma \) and \( \alpha \) is obtained from EEs. Since \( \rho(x; \theta) = -\log(f(x; \theta)) \), \( S(x; \theta) \) from \( \Psi(x; \theta) \) is mainly from \( \frac{f'(x; \theta)}{f(x; \theta)} \). Let \( f(x; \theta) \), \( f'(x; \theta) \) and \( f''(x; \theta) \) be shown as \( f \), \( f' \) and \( f'' \), respectively. Since \( S \) is rooted from \( f'/f \), diagonal elements of FI matrix in Eq. (34) without underlying \( f_2 \geq 0 \) distribution is rewritten as following form:

\[
\left[ \left( \frac{f'}{f} \right) \right]^2 = \left[ \frac{f''}{f} - \left( \frac{f'}{f} \right)^2 \right].
\] (B2)

Since Eq. (B2) has a square form, we have positive values for the diagonal elements of Fisher matrix \( F_{\log} \) in Eq. (34). Let \( f'_\mu \) and \( f''_\mu \) be \( \frac{\partial}{\partial \mu} f(x; \mu) \) and \( \frac{\partial^2}{\partial \mu^2} f(x; \mu) \), respectively. \( f_\mu \) given by \( \frac{\partial}{\partial \mu} \log(f(x; \mu, \sigma, \alpha)) = \frac{f'_\mu}{f_\mu} \) is p.d. function in log. Similarly, other twin parameters, i.e., \( \sigma \) and \( \alpha \), etc. can be chosen to have notations in Eq. (B3). The undiagonal elements of FI matrix in Eq. (34) without underlying \( f_2 \geq 0 \) distribution can be negative and positive due to the given following form:

\[
\left( \frac{f'_\mu}{f_\mu} \right)' \left( \frac{f'_\sigma}{f_\sigma} \right)' = \left[ \frac{f''_\mu}{f_\mu} - \left( \frac{f'_\mu}{f_\mu} \right)^2 \right] \left[ \frac{f''_\sigma}{f_\sigma} - \left( \frac{f'_\sigma}{f_\sigma} \right)^2 \right].
\] (B3)

The following conditions should be satisfied in order to imply that \( F_{\log} \) in Eq. (34) is positive semidefinite. Let us test \( F_{\log} \) by use of these conditions.

- **Determinants test:**
  \[- E_{\mu \mu} = E \left( \left( \frac{\partial}{\partial \mu} S(x; \mu, \sigma) \right)^2 \right) \geq 0 \text{ and } E_{\sigma \sigma} = E \left( \left( \frac{\partial}{\partial \sigma} S(x; \mu, \sigma) \right)^2 \right) \geq 0 \text{ because of Eq. (B2),} \]
  \[- E_{\mu \mu} E_{\sigma \sigma} \geq E_{\mu \mu}^2, \text{ i.e. } E \left( \left( \frac{\partial}{\partial \mu} S(x; \mu, \sigma) \right)^2 \right) E \left( \left( \frac{\partial}{\partial \sigma} S(x; \mu, \sigma) \right)^2 \right) \geq \left( E \frac{\partial}{\partial \mu} S(x; \mu, \sigma) \frac{\partial}{\partial \sigma} S(x; \mu, \sigma) \right)^2. \]

- **Pivot test:** \( E_{\mu \mu} = E \left( \left( \frac{\partial}{\partial \mu} S(x; \mu, \sigma) \right)^2 \right) \geq 0 \) and \( E_{\mu \mu}^{-1}(E_{\mu \mu} E_{\sigma \sigma} - E_{\mu \sigma}^2) \geq 0. \)

Consequently, \( F_{\log} \) in Eq. (34) is a positive semidefinite matrix.
Let us examine whether or not diagonal elements of FI matrices in Eqs. (35) and Eq. (36) without \( f^2 - q \geq 0 \) and \( \frac{f^2}{\beta + f} \geq 0 \) are positive. Since \( wS \) is rooted from \( w f' / f \), diagonal elements are rewritten as following form:

\[
\frac{(f')^4}{f^4} q - f'' \left( \frac{f'}{f} \right)^2 (q + 1) + \frac{(f'')^2}{f^2}.
\]  

(B4)

\[
\frac{(f')^4}{f^3} \frac{1}{\beta + f} - f'' \left( \frac{f'}{f} \right)^2 \left( 2 - \frac{\beta}{\beta + f} \right) + \frac{(f'')^2}{f^2},
\]  

(B5)

\( \beta \geq 0 \) and \( q \in (0, 1) \). If \( f \) is differentiable and concave according to parameters, then \( f'' \) is negative. Thus, Eqs. (B4) and (B5) are positive because other expressions in Eqs. (B4) and (B5) are positive or if summation of first and third terms in Eq. (B4) is bigger than second term in Eq. (B4), then Eq. (B4) is positive. The same rule is valid for Eq. (B5). Note that since \( f \) is p.d. function and \( \beta \geq 0 \), then \( \beta + f \geq 0 \) and \( 0 \leq \frac{\beta}{\beta + f} \leq 1 \).

Let us examine undiagonal elements of FI matrices in Eqs. (35) and Eq. (36) without \( f^2 - q \geq 0 \) and \( \frac{f^2}{\beta + f} \geq 0 \), as given by following forms, respectively.

\[
\left( \frac{f''}{f_{\sigma}} - \left( \frac{f'_{\sigma}}{f_{\sigma}} \right)^2 \right) \left( (1 - q) \left( \frac{f'}{f} \right)^2 + \frac{f''_{\mu}}{f_{\mu}} - \left( \frac{f'_{\mu}}{f_{\mu}} \right)^2 \right).
\]  

(B6)

\[
\left( \frac{f''}{f_{\sigma}} - \left( \frac{f'_{\sigma}}{f_{\sigma}} \right)^2 \right) \left( \left( \frac{\beta}{\beta + f} \right) \left( \frac{f'}{f} \right)^2 + \frac{f''_{\mu}}{f_{\mu}} - \left( \frac{f'_{\mu}}{f_{\mu}} \right)^2 \right).
\]  

(B7)

Eqs. (B6) and (B7) can be positive or negative according to values of expressions. \( \mu \) and \( \sigma \) can be replaced by \( \sigma \) and \( \alpha \), respectively. Other possible replacement for parameters can be done to have undiagonal elements of Fisher matrix in Eq. (C1). Thus, undiagonal elements of inverse of FI matrices in Eqs. (35) and (36) can be positive or negative. Note that \( 0 \leq f_2 \leq 1 \), \( 0 \leq f^2 - q \leq 1 \) and \( \frac{f^2}{\beta + f} \geq 0 \) do not change the sign of expectation or expressions in Eqs. (B2)-(B7).

\( F_{\log \sigma} \) and \( F_{\log \mu} \) in Eqs. (35) and (36) will be positive semidefinite matrices if square of Eq. (B4) is greater and equal than multiplication of Eq. (B6) and Eq. (B6) with replacement of \( \sigma \) and \( \mu \) according to matrix in Eq. (C1), i.e., determinants of upper submatrices are positive or zero if there exists equality. The same procedure given for Eqs. (B4) and (B6) is valid for (B5) and (B7). \( F_{\log \sigma} \) and \( F_{\log \mu} \) are not symmetric, but \( F \) is a square matrix with \( d \times d \). If Eqs. (B4) and (B5) are positive, then diagonal elements of \( F \) will be positive. Thus, we have positive value for trace of \( F \), i.e. summation of eigenvalues of \( F \) is positive.
if the number of columns or rows is equal to rank of $F$. Determinant of $F$ is product of eigenvalues of $F$. When every eigenvalue of $F$ is positive, $F$ is positive definite due to eigenvalue decomposition if $F$ has $d$ linearly independent eigenvectors \[62\]. If determinant of $F$ is zero for the positive semidefinite case, then the Moore-Penrose generalized inverse for singular matrix \[64\] can be used to get the variances of estimators, i.e. $\text{Var}(\hat{\mu}), \text{Var}(\hat{\sigma})$ and $\text{Var}(\hat{\alpha})$, even if information loss occurring due to using the generalized inverse exists.

To show whether or not $F$ is positive semidefinite, we have used $\frac{\partial}{\partial \theta} \rho(x; \theta) = \frac{\partial}{\partial \theta} \Lambda \cdot f(x; \theta)' = \frac{\partial}{\partial \theta} \Lambda \cdot \frac{f(x; \theta)'}{f(x; \theta)} f(x; \theta) = w f(x; \theta)' f(x; \theta)' f(x; \theta) = w f(x; \theta)' f(x; \theta)$. The equivalence between $wS$ and $\frac{\partial}{\partial \theta} \rho = \Psi$ is enjoyed in order to be able to say that we have positive semidefinite $F$ tentatively for $wS$ used in FI. Otherwise, as we already know that estimation process is based on divergence which is mainly an absolute value of distance between $f(x; \theta)$ and $f(x; \hat{\theta})$ for p.d. function \[1\], \[35\] or equivalently $\rho(x; \theta)$ and $\rho(x; \hat{\theta})$ for objective functions or equivalently $S(x; \theta)$ and $S(x; \hat{\theta})$ for score functions, elements of FI matrix can be multiplied by minus accordingly in order to avoid negative values for diagonal elements of inverse of FI matrix in which we can have for score functions used only in FI.

**Appendix C: Fisher information matrices for the parameters $\mu, \sigma$ and $\alpha$ of EP distribution**

FI matrices based on score functions in Eq. (\[34\]) for $\mu$ and $\sigma$ and also Eqs. (\[35\])-(\[36\]) for $\mu, \sigma$ and $\alpha$ are represented by the following forms with elements:

\[
F = n \begin{bmatrix}
E_{\mu\mu} & E_{\mu\sigma} & E_{\mu\alpha} \\
E_{\sigma\mu} & E_{\sigma\sigma} & E_{\sigma\alpha} \\
E_{\alpha\mu} & E_{\alpha\sigma} & E_{\alpha\alpha}
\end{bmatrix},
\]  

\[(C1)\]

where $E$ represents an expectation taken over the underlying distribution for derivative of score functions w.r.t parameters $\mu, \sigma$ and $\alpha$. $n$ is sample size \[17\].
1. The elements of FI matrix in Eq. (34) based on derivative of combined log-score $S^*$ from EEs for parameters of EP distribution if $f_2$ is an underlying distribution

$$F_{\log} = n \begin{bmatrix} E_{\mu\mu} \left[ \left( \frac{\partial S}{\partial \mu} \right)^2 \right] & E_{\mu\sigma} \left[ \frac{\partial S}{\partial \mu} \frac{\partial S}{\partial \sigma} \right] \\ E_{\sigma\mu} \left[ \frac{\partial S}{\partial \mu} \frac{\partial S}{\partial \sigma} \right] & E_{\sigma\sigma} \left[ \left( \frac{\partial S}{\partial \sigma} \right)^2 \right] \end{bmatrix}, \quad (C2)$$

where $E_{\mu\sigma} \left[ \frac{\partial S}{\partial \mu} \frac{\partial S}{\partial \sigma} \right] = E_{\sigma\mu} \left[ \frac{\partial S}{\partial \mu} \frac{\partial S}{\partial \sigma} \right]$. Eqs. (C3) and (C5) are positive. As shown by Eq. (B3), Eq. (C4) can be negative and positive. Thus, matrix in Eq. (C2) is positive semidefinite due to tests of determinants and pivot.

The reparametrization of $\Gamma$ function is used to calculate the integrals in Eqs. (C3)-(C5) [37]. Note that $k$ and $t$ should be positive due to $\Gamma$ function.

$$E_{\mu\mu} \left[ \left( \frac{\partial S}{\partial \mu} \right)^2 \right] = \frac{1}{2\sigma^2 \Gamma(1/\alpha_2)} \{ \left( \alpha_1^2 - \alpha_1 \right)^2 \Gamma\left( \frac{2\alpha_1 - 3}{\alpha_2}, \frac{k}{\sigma} \alpha_2 \right) + \left( \alpha_3^2 - \alpha_3 \right)^2 \Gamma\left( \frac{2\alpha_3 - 3}{\alpha_2}, \frac{t}{\sigma} \alpha_2 \right) \}$$

$$\quad + \left( \alpha_2^2 - \alpha_2 \right)^2 \{ \gamma(2 - 3/\alpha_2, (k/\sigma)\alpha_2) + \gamma(2 - 3/\alpha_2, (t/\sigma)\alpha_2) \}, \quad (C3)$$

$$E_{\mu\sigma} \left[ \frac{\partial S}{\partial \mu} \frac{\partial S}{\partial \sigma} \right] = \frac{1}{2\sigma^2 \Gamma(1/\alpha_2)} \{ \left( \alpha_1^2 - \alpha_1 \right)^2 \Gamma\left( \frac{2\alpha_1 - 2}{\alpha_2}, \frac{k}{\sigma} \alpha_2 \right) + \left( \alpha_3^2 - \alpha_3 \right)^2 \Gamma\left( \frac{2\alpha_3 - 2}{\alpha_2}, \frac{t}{\sigma} \alpha_2 \right) \}$$

$$\quad + \left( \alpha_2^2 - \alpha_2 \right)^2 \{ -\gamma(2 - 3/\alpha_2, (k/\sigma)\alpha_2) + \gamma(2 - 3/\alpha_2, (t/\sigma)\alpha_2) \}, \quad (C4)$$

$$E_{\sigma\sigma} \left[ \left( \frac{\partial S}{\partial \sigma} \right)^2 \right] = \frac{1}{2\sigma^2 \Gamma(1/\alpha_2)} \{ \left( \alpha_1^2 - \alpha_1 \right)^2 \Gamma\left( \frac{2\alpha_1 - 1}{\alpha_2}, \frac{k}{\sigma} \alpha_2 \right) + \left( \alpha_3^2 - \alpha_3 \right)^2 \Gamma\left( \frac{2\alpha_3 - 1}{\alpha_2}, \frac{t}{\sigma} \alpha_2 \right) \}$$

$$\quad + \left( \alpha_2^2 - \alpha_2 \right)^2 \{ \gamma(2 - 1/\alpha_2, (k/\sigma)\alpha_2) + \gamma(2 - 1/\alpha_2, (t/\sigma)\alpha_2) \}. \quad (C5)$$

$\Gamma(z) = \gamma(z, a) + \Gamma(z, a)$ is gamma function with lower and upper incomplete gamma functions [63]. For $S^H$, $S_1$ and $S_3$ in $S^*$ are multiplied by $-k$ and $t$, respectively. $\alpha_1, \alpha_2, \alpha_3 > 3/2$ due to $\Gamma$ function.
2. The elements of FI matrix in Eq. (35) based on derivative of score $S_q$ from EEs for parameters of EP distribution if $f$ is an underlying distribution

$$F_{\log_q} = n \begin{bmatrix} E_{\mu\mu} [(1-q)S^2S_\tau + \partial S_\tau / \partial \mu \partial \mu] & E_{\mu\sigma} [(1-q)S^2S_\tau + \partial S_\tau / \partial \mu \partial \sigma] & E_{\mu\alpha} [(1-q)S^2S_\tau + \partial S_\tau / \partial \mu \partial \alpha] \\ E_{\sigma\mu} [(1-q)S^2S_\tau + \partial S_\tau / \partial \sigma \partial \mu] & E_{\sigma\sigma} [(1-q)S^2S_\tau + \partial S_\tau / \partial \sigma \partial \sigma] & E_{\sigma\alpha} [(1-q)S^2S_\tau + \partial S_\tau / \partial \sigma \partial \alpha] \\ E_{\alpha\mu} [(1-q)S^2S_\tau + \partial S_\tau / \partial \alpha \partial \mu] & E_{\alpha\sigma} [(1-q)S^2S_\tau + \partial S_\tau / \partial \alpha \partial \sigma] & E_{\alpha\alpha} [(1-q)S^2S_\tau + \partial S_\tau / \partial \alpha \partial \alpha] \end{bmatrix},$$

(C6)

The matrix $F_{\log_q}$ in Eq. (C6) and its form with parameters $\mu$ and $\sigma$ as two-dimensional matrix are positive semidefinite if conditions are satisfied from Eqs. (B4) and (B6).

Mathematica 11.3 is used to calculate the integrals in Eqs. (C7)-(C15).

$$E_{\mu\mu} [(1-q)S^2S_\tau + \partial S_\tau / \partial \mu \partial \mu] = -2q^{-1}(\alpha - 1)\alpha^3 - q\sigma^3(2 - q)^{3/\alpha - 3}$$

$$(2 + 3\sigma(q - 1) - q + \alpha(2 + 2\sigma(1 - q) + q)) \Gamma(2 - 3/\alpha) \Gamma(1/\alpha)^{q-2}$$

(C7)

$$E_{\mu\sigma} [(1-q)S^2S_\tau + \partial S_\tau / \partial \mu \partial \sigma] = 0,$$

(C8)

$$E_{\mu\alpha} [(1-q)S^2S_\tau + \partial S_\tau / \partial \mu \partial \alpha] = 0,$$

(C9)

$$E_{\sigma\mu} [(1-q)S^2S_\tau + \partial S_\tau / \partial \sigma \partial \mu] = \frac{\alpha^4 - q(1 - q)(1 - \alpha)\Gamma(3 - 3/\alpha)}{2^{1-q}(\Gamma(1/\alpha)\sigma)^2 - q(2 - q)^{3-3/\alpha}},$$

(C10)

$$E_{\sigma\sigma} [(1-q)S^2S_\tau + \partial S_\tau / \partial \sigma \partial \sigma] = 2^{q-2}(\alpha - 1)^2\alpha^{1-q}\sigma^3(2 - q)^{1/\alpha - 2}$$

$$(\alpha^2\Gamma(2 - 1/\alpha) - (\alpha - 1)\Gamma(-1/\alpha)) \Gamma(1/\alpha)^{q-2}$$

(C11)

$$E_{\sigma\alpha} [(1-q)S^2S_\tau + \partial S_\tau / \partial \sigma \partial \alpha] = (2 - q)^{1/\alpha - 2}q^{-1}(\alpha - 1)\Gamma(2 - 1/\alpha) \left( \frac{\alpha}{\sigma \Gamma(1/\alpha)} \right)^{2-q}$$

$$(\log(2 - q) - \psi^{(0)}(2 - 1/\alpha) - 1),$$

(C12)

$$E_{\alpha\mu} [(1-q)S^2S_\tau + \partial S_\tau / \partial \alpha \partial \mu] = 2^{q-1}(\alpha - 1)\alpha^{1-q}\sigma^2(2 - q)^{3/\alpha - 3}(q - 1)\Gamma(3 - 3/\alpha)\Gamma(1/\alpha)^{q-2}$$

(C13)
\[
E_{aa} \left[ (1-q)S^2 \frac{\partial S}{\partial \sigma} + \frac{\partial S}{\partial \alpha} \frac{\partial S}{\partial \sigma} \right] = 2^{q-1}(\alpha-1)(\sigma/\alpha)^{q-2}(2-q)^{1/\alpha-2}\Gamma(2-1/\alpha)\Gamma(1/\alpha)^{q-2} (C14)
\]

\[
E_{aa} \left[ (1-q)S^2 \frac{\partial S}{\partial \alpha} + \frac{\partial S}{\partial \alpha} \frac{\partial S}{\partial \alpha} \right] = (\sigma/\alpha)^{q-1}(2-q)^{1/\alpha-2}\Gamma(2-1/\alpha)\Gamma(1/\alpha)^{q-2}
\]

\[
\left( \log(2-q) - 1 + \psi(0)(2-1/\alpha) \right)
\]

For \( q = 1 \), FI based on \( S \) is obtained by Eqs. (C7)-(C15). \( \psi \) is digamma function and \( \psi^{(h)} \) is \( h^{th} \) derivative of the digamma function. \( \alpha > 3/2 \) is taken because of \( \Gamma \) function and \( q \in (0,1) \).

The numerical integration in MATLAB R2013a is used for elements of FI matrix in Eq. (36). Since Eq. (36) is same with Eq. (35), the matrix in Eq. (36) or Eq. (C6) based on \( S^D \) is positive semidefinite if conditions (positive and negative) for Eqs. (B5) and (B7) are satisfied. For parameters \( \mu \) and \( \sigma \), we have two-dimensional matrix of Eq. (C6).
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