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Abstract

Evaluating generated text received new attention with the introduction of model-based metrics in recent years. These new metrics have a higher correlation with human judgments and seemingly overcome many issues of previous n-gram based metrics from the symbolic age. In this work, we examine the recently introduced metrics BERTScore, BLEURT, NUBIA, MoverScore, and Mark-Evaluate (Petersen). We examined their sensitivity to different types of semantic deterioration (part of speech drop and negation), word order perturbations, word drop, and the common problem of repetition. No metric showed appropriate behaviour for negation, and further no metric was overall sensitive to the other issues mentioned above.

1 Introduction

Alongside with the current developments in Natural Language Generation (NLG), evaluating the quality of artificially generated text is an equally important (and ever harder) task in the field. N-gram based metrics, like BLEU (Papineni et al., 2002) or ROUGE (Lin, 2004), come with severe drawbacks (Belz and Reiter, 2006; Reiter and Belz, 2009) and given the the increasing versatility of modern NLG systems, they are assumed to struggle even more (Zhang et al., 2020; Sellam et al., 2020).

Architectures based on the Transformer (Vaswani et al., 2017), like BERT (Devlin et al., 2019) or the complete GPT series (Radford et al., 2018, 2019; Brown et al., 2020), have increased the quality of artificially generated text to an extent that even humans tend to struggle distinguishing natural from artificial texts (Clark et al., 2021). Based on these models, new metrics have been introduced, such as BERTScore (Zhang et al., 2020), BLEURT (Sellam et al., 2020), NUBIA (Kane et al., 2020), MoverScore (Zhao et al., 2019), or Mark-Evaluate (Mordido and Meinel, 2020), claiming to increase correlation with human judgment. We examine the latter introduced metrics using synthetic data. The examination will include several practical problems commonly observed in NLG systems. The code of our experiments is publicly available on GitHub\textsuperscript{1}.

2 Related work

Caglayan et al. (2020) compared different metrics, including BERTScore regarding their sensitivity to specific impairments. Their experiment (related, but not similar to ours) indicated that BERTScore is more sensitive to the semantic integrity than n-gram based metrics. Another analysis by Kaster et al. (2021) provides an evaluation of model-based metrics based on linguistic properties of their input. They showed that even model-based metrics tend to behave differently regarding specific modifications to their input. Some metrics showed a higher sensitivity to semantics, while others showed higher sensitivity to syntactic issues. Eventually, ensembling methods were proposed to combine the strengths of metrics. Based on the CheckList library (Ribeiro et al., 2020), Sai et al. (2021) introduced a library for assessing NLG metrics via different perturbations to the input data. Multiple metrics, including model-based ones, were assessed, and neither of them did show a proper overall sensitivity to all modifications. The most severe issue was found in an overall insensitivity to negation. Contrary to our work, Sai et al. (2021) did not examine different degrees of perturbations. Sai et al. (2021) further underline the criticism of evaluating metrics according to their correlation with human judgments, which was already criticized in an in-depth analysis by Mathur et al. (2020) about applying correlation as an evaluation measure.

\textsuperscript{1}See appended zip-file.
3 Materials and Methods

Additionally to describing the respective metric, an exact specification of the setup and model-specific details are reported in Appendix A.

BERTScore is a cosine-similarity based metric for which the input is encoded using RoBERTa embeddings (Liu et al., 2019). Recall and Precision are computed by summing over tokens and computing maximum similarity to each token from the other sentence. The result is averaged by the sentence length. For Precision, the sentence summed over is the reference sentence, and vice versa for Recall. F1 measure is the harmonic mean of the former two. Furthermore, inverse-document-frequency (idf) weighting can be applied to each maximal similarity in reference and precision, which is computed from the reference corpus.

MoverScore (MS) is based on the Word Mover’s Distance (Kusner et al., 2015), an instance of Earth Mover’s Distance (Rubner et al., 2000). It computes the minimal transportation cost necessary to transform one sentence into the other based on the distance between n-gram representations, additionally considering relative idf-weights. Representations are extracted from the last five layers of a DistilBERT model (Sanh et al., 2020).

Mark-Evaluate Petersen (ME-P, Mordido and Meinel, 2020) utilizes population estimators (Ricker, 1975) to score the quality of candidate-reference pairs. Since the population size is known prior to the estimate, the capture mechanism is based on whether a vector is inside the k-nearest-neighborhood of the opposite embedding set. The assumption that each sample is uniformly likely to be captured is intentionally violated. The deviation between known and estimated population size is computed to obtain the final score of the metric.

BLEURT (Sellam et al., 2020), in contrast to previous models, is a BERT model (RemBERT, Chung et al., 2020) specifically trained for evaluation. For adapting the model to the evaluation task, an additional training step is introduced in which artificially altered sentences are fed to the model alongside with the original ones to augment the evaluation process. Modification include dropping words from sentences, back-translation them or replacing random words with BERT predictions. A quality score can be computed based on different signals stemming from these alterations. These signals include metrics like BLEU, BERTScore and ROUGE, back-translation likelihood, a binary back-translation flag as well as entailment-flags. Further, the model is also fine-tuned on human ratings.

NUBIA (NeURAL Based InterchangeAbility, Kane et al., 2020) is an ensemble metric consisting of three transformer-based models focussing on different aspects of the assessment: A pre-trained RoBERTa model, finetuned on STS-B (Cer et al., 2017), another pre-trained RoBERTa model, finetuned on MNLI (Williams et al., 2017), and a pre-trained GPT-2 model (Radford et al., 2019). The results are combined in an aggregator module and subsequently calibrated to fit in [0, 1].

4 Experiments

For all our experiments we used the CNN/Daily Mail data set (Hermann et al., 2015) from huggingface.datasets as a reference corpus. Since it represents a corpus of high-quality news articles, it is ideally suited to use the scores of its original sentences as an upper bound for the evaluated metrics. We randomly sampled 2000 texts from this corpus for all of the models, except for NUBIA and ME-P.\(^2\) Resulting scores from artificial impairments of different degrees can subsequently be compared to this upper bound. The modifications include the following different commonly observed flaws in NLG systems and the underlying language models:

Word Drop A random drop of words mimics general quality deterioration. The larger the intensity, the larger the drop probability gets. At the highest level, only a few tokens are left. This approach was inspired by Mordido and Meinel (2020) and Semeniuta et al. (2019).

Word Swap Random word pairs are chosen and swapped. The higher the intensity, the more random the sequence of tokens becomes. Similar to word drop, this task was inspired by Mordido and Meinel (2020) and Semeniuta et al. (2019).

Repetition As shown by Fu et al. (2021), repetition remains a problem in text generated by NLG systems. A sequence at the end of the sentence

\(^2\)NUBIA and ME-P are not optimized for use with GPUs, which is why we resorted to only using 50 of the 2000 texts.

\(^2\)Examples for each of the different modifications are provided in Appendix B.
is chosen and repeatedly added to the sentence to mimic this issue. With increasing intensity, the chosen sequence is repeated more often and the overall sentence becomes longer.

**Negation** Sentences were negated to shift the semantics of the sentence into an entirely different direction. Negation is a minor sentence modification on a syntactic level, however, the sentence’s semantics change entirely. For this modification, the CheckList library (Ribeiro et al., 2020) was utilized. This approach is analogous to the work of Sai et al. (2021).

**POS-Drop** Words with different part-of-speech (POS) tags were dropped to examine how the metrics behave, since some tokens are assumed to influence the degradation of overall semantic integrity more than others. SpaCy (Honnibal et al., 2020) and NLTK (Bird et al., 2009) were used to execute the different POS drops. As a baseline, the BLEU score is computed for each impairment which we then use for displaying the changes relative to BLEU (cf. Fig. 2).

### 5 Results

We expected to see a strict monotonous decrease for the impairments with increasing degree of severity. For Negation a sharp drop due to the deterioration of semantic meaning, while for POS-Drop the loss of rather unimportant POS (DET, ADJ) should intuitively not lead to more damage to the semantic integrity than the drop of important POS (NOUN, VERB).

Results for continuous impairments (word drop, word swap and repetition) are displayed in Figure 1, while negation and POS drop are shown in Figure 2. For each type of impairment, we will report the most striking observations.

**Swapped Words** While BLEU exhibits, as expected, a steady drop to almost zero, some metrics tend to report higher values even when all words are swapped and the order is essentially random. NUBIA and BLEURT both have minimum values above 0.4, while MoverScore and BERTScore yield values above 0.2 for the highest degree of impairment. In contrast to this behavior, ME Petersen is most sensitive to word order perturbation and shows a sharp decline. It already drops to 0.47 at the first level of word order perturbation and reports a score of 0.01 for the random permutation.

**Dropped Words** In this task, BLEU, MoverScore, BERTScore, and ME-Petersen drop continuously until they eventually all (nearly) reach zero. ME-Petersen again drops the fastest, similar to the Word Swap but stops at 0.05. A different behavior, however, can be observed for BLEURT and NUBIA, which again exhibit higher values compared to the rest. BLEURT eventually drops to 0.14, and NUBIA even increases from its lowest value at the third level of impairment of 0.24 to 0.36 at the last level.

**Repetition** A less uniform behavior is observed for the repetition impairment, where the values strongly diverge at the highest level. Both BERTScore metrics monotonically decrease until they eventually reach zero, ME-Petersen also finally drops to a value near zero (0.06). However, it does not monotonically decrease, but drops sharply after the first level. BLEU and MoverScore both monotonically decrease strictly but end up way above zero at around 0.2. BLEURT and NUBIA behave entirely different, such that BLEURT seems to converge to 0.76 from the second level...
onward and does not show proper sensitivity to this issue, while NUBIA again increases after the third level from 0.5 to 0.52.

**POS-Drop** The most exceptional deviation from BLEU is observed in the removal of determiners. Most metrics (BERTScore, ME-P, BLEURT, and NUBIA) deviate positively from the reference, implying that the loss of determiner is less critical for the score, as expected. Adjectives, nouns, and verbs did affect metrics in different directions. Furthermore, BERTScore consistently reported higher values than BLEU.

**Negation** Since negation is a severe impairment to semantics, a significant drop in reported values was expected. However, the lowest reported score was observed in NUBIA, which dropped to an average of 0.65. BLEURT scores the second-lowest at an average of 0.77. All other metrics report an average between 0.81 and 0.86, including BLEU.

### 6 Discussion

Regarding word order perturbation, repetition, and word drop, it was expected to see a strict monotonous decline in the reported scores, which was not met by a single metric in every task (Although ME-P came close to meeting the expectations). However, for every task, at least one metric dropped to a value of zero or close to zero. However, one crucial aspect here is the metric-dependent sensitivity to word order perturbations and repetition, where especially the behavior of NUBIA and BLEURT is alarming. A further investigation of why both architectures behave differently from other representation-only-based metrics is thus needed in the future.

Our POS-drop task showed that some tokens influence scores more than others. Notably, the removal of determiners, which was expected not to influence the semantic integrity, did not lower the scores of most metrics. However, the syntactic integrity is affected, which must be considered when interpreting respective metrics. Behavior like this was also shown in Kaster et al. (2021) and was indicated by Caglayan et al. (2020) regarding BERTScore. No uniform behavior in most metrics was seen for removing verbs, nouns, and adjectives. Nonetheless, for nouns and verbs, the tendency to report a higher score is lower, which indicates a stronger emphasis on semantic integrity. However, sensitivity to semantic integrity is bound by the underlying model’s capabilities, as observed in our negation task. No metric reported a proper value for the deterioration of semantic integrity, which aligns with Sai et al. (2021). The work of Kassner and Schütze (2020) and Ettinger (2020) already examined BERT regarding its understanding of negation, and they showed a general lack of understanding of the concept of negation.

### 7 Conclusion & Future work

Our results additionally underline that model-based metrics should be used with caution. The most severe drawback is the lack of sensitivity to negation, for which no metric reported a proper value. Hence further research in natural language understanding is necessary to overcome this issue. Furthermore, state-of-the-art metrics like BLEURT and NUBIA lacked sensitivity to repetition, which is a severe issue in NLG. Although many metrics deviated from the expected behavior, some others did not. Thus, we endorse the proposal of Kaster et al. (2021) to ensemble metrics and validate against the perturbation checklist package Sai et al. (2021).
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Appendix

A Technical Setup

| Metric          | Underlying Model                          | Remarks                                                                 |
|-----------------|-------------------------------------------|-------------------------------------------------------------------------|
| BERTScore (+ idf) | microsoft/deberta-xlarge-mnli            | rescaled, hug_trns = 4.14.1, vers. = 0.3.11                             |
| BLEURT          | BLEURT-20                                 | finetuned RemBERT                                                        |
| Mark-Evaluate   | BERT-Base-MNLI                           | k = 1 (kNN)                                                             |
| MoverScore      | distilbert-base-uncased                   | n = 1 (n-gram)                                                          |
| NUBIA           | roberta-mnli                             | sequences are clipped to max 1024 tokens                                |
|                 | gpt-2                                     |                                                                         |

♥ Available on GitHub
♢ As recommended in the official implementation

B Perturbation Examples

| Output                                                                 |
|-----------------------------------------------------------------------|
| Original                                                             |
| He’s quick, he’s a very complete player and in great form.            |
| Negation                                                             |
| He’s quick, he’s not a very complete player and in great form.        |
| Repetition                                                           |
| He’s quick, he’s a very complete player and in great form and in great form and in great form and in great form and in great form and in great form and in great form and in great form and in great form and in great form and in great form and in great form and in great form |
| Word Swap                                                           |
| very complete a, he’s quick He’s and player great in form.           |
| Word Drop                                                           |
| , player.                                                            |
| Part of Speech Drop (ADJ)                                           |
| He’s he’s a very player and in form.                                  |