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ABSTRACT
Optimized for pixel fidelity metrics, images compressed by existing image codec are facing challenging tasks when used for visual analysis tasks, especially under low-bitrate coding. This paper proposes a visual analysis-motivated rate-distortion model for Versatile Video Coding (VVC) intra compression. The proposed model has two major contributions, a novel rate allocation strategy and a new distortion measurement model. We first propose the region of interest for machine (ROIM) to evaluate the degree of importance for each coding tree unit (CTU) in visual analysis. Then, a novel CTU-level bit allocation model is proposed based on ROIM and the local texture characteristics of each CTU. After an in-depth analysis of multiple distortion models, a visual analysis-friendly distortion criteria is subsequently proposed by extracting deep feature of each coding unit (CU). To alleviate the problem of lacking spatial context information when calculating the distortion of each CU, we finally propose a multi-scale feature distortion (MSFD) metric using different neighboring pixels by weighting the extracted deep features in each scale. Extensive experimental results show that the proposed scheme could achieve up to 28.17% bitrate saving under the same analysis performance among several typical visual analysis tasks such as image classification, object detection, and semantic segmentation.

Index Terms— VVC intra, bit allocation, rate distortion optimization, convolutional neural network

1. INTRODUCTION
With the rapid development of visual analysis and image/video understanding, plenty of intelligent applications (e.g., image classification, person re-identification, medical image diagnosis) arise. Lots of deep learning-based machine intelligence algorithms have shown fantastic performance on these visual analysis tasks. For example, on image classification task, the top-5 accuracy of ResNet-50[1] model on ImageNet[2] is over 97%. However, the input images of these networks are usually uncompressed or compressed with high quality. Experimental results reveal that the analysis performance on these tasks severely degrades when dealing with images encoded in low bitrate. As shown in Fig. 1, the top-5 accuracy of image classification is only 68% when the bits per pixel (bpp) equaling to 0.1. This phenomenon indicates that existing coding methods are not effective enough when dealing with visual analysis tasks, especially in low bitrate.

Rate-distortion optimization (RDO) plays an important role in improving performance in image coding. According to [3], types of distortions are classified into three categories: pixel level distortion, perceptual distortion for human vision, and semantic distortion for machine vision. The most commonly used pixel fidelity metric is mean square error (MSE). It has been adopted as the optimization objective in both traditional codecs[4, 5, 6] and deep learning-based end-to-end compression approaches[7][8]. However, the pixel level distortion metric has its limitations. As mentioned in [9], many images with intolerant noises have a negligible MSE. To deal with the mismatching between MSE and human viewing experiences, a large number of distortion metrics in perceptual fidelity are proposed[10, 11]. These new metrics promote lots of new RDO approaches to improve perceptual quality[12, 13, 14, 15]. However, both distortion metrics in pixel level and perceptual level perform poorly in visual analysis tasks. As image/video coding for machine vision has become an emerging topic in recent years, how to utilize
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Fig. 1. Performance of VGG-19 network dealing with ImageNet dataset in low bitrate on image classification task.
characteristics of the machine vision system (MVS) to encode visual analysis-friendly image/video becomes an essential challenge. Chen et al.[3] propose a Regionally Adaptive Pooling (RAP) module which could apply Generative Adversarial Network (GAN) as metric directly in image compression scheme to improve performance on facial analysis tasks. Shi et al.[16] combine reinforcement learning with High Efficiency Video Coding (HEVC) to determine QP based on prior knowledge of the target visual task. However, it is still a huge challenge to define a general semantic distortion for visual analysis tasks.

In this paper, we propose a novel visual analysis-motivated RDO model for VVC intra compression. The framework of the proposed model is shown in Fig. 2. Our contributions can be summarized as follows:

- For bit allocation, a new concept named ROIM is proposed to evaluate the degree of the importance for each coding tree unit (CTU) on visual analysis tasks. We calculate a normalized density of bounding boxes to estimate the ROIM for each CTU. The CTU-level bit allocation strategy is guided by the ROIM and local texture information.

- By an in-depth analysis among multiple CNN based feature extraction methods to measure the distortion in visual analysis, VGG-11 without last pooling and fully connected layer is adopted and utilized as our distortion measurement in the proposed approach.

- To deal with lacking spatial context information, a multiscale feature extracting method is proposed to increase the context information for the coding unit (CU). The proposed model utilizes the reconstructed pixels as reference to expand the receptive field.

2. PROPOSED METHOD

In this section, we introduce the details of the proposed method, including the bit allocation strategy and the distortion measurement model.

2.1. Bit Allocation Strategy

2.1.1. ROIM Generation

In VTM, the basic unit of bit allocation is CTU. Following the reference software, the proposed model also chooses CTU as the unit of ROIM. The ROIM module consists of two parts: \( M_i \) and \( M_c \). \( M_i \) reveals the degree of importance for each CTU and \( M_c \) indicates the degree of connectivity for adjacent CTUs. The network for ROIM is built on the top of a pre-trained RPN. The RPN could generate a set of possible bounding boxes named \( B \) before the NMS (Non-Maximum Suppression) procedure. After the extraction, the degree of connectivity is evaluated to limit the QP relationships of adjacent CTUs, which can be modeled by

\[
M_c(i, j) = \frac{A(i, j)}{L(i, j)}
\]

where \( L(i, j) \) represents the length of the boundary adjacent to \( CTU_i \) and \( CTU_j \), and \( A(i, j) \) denotes the length of the boundary adjacent to \( CTU_i \) and \( CTU_j \) covered by bounding boxes.

Fig. 2. Illustration of the proposed framework. ROIM indicates the region of interest for machine. \( M_i \) denotes different coding modes in mode decision and \( cost_i \) means the rd-cost calculated by RDO module for each coding mode. MSFD is the multi-scale feature distortion proposed in our optimization model.
2.1.2. Bit Allocation

In VTM, the CTU-level bit allocation aims at allocating the bits based on the texture information. Target\(_{CTU_i}\) denotes the target bit allocated for \(CTU_i\), which is calculated by:

\[
Target_{CTU_i} = \frac{(Target_{Pic} - \text{Bits}_{\text{coded}}) \times SATD_i}{\sum_{j \in S_U} SATD_j},
\]

where \(Target_{Pic}\) represents the target bit of the whole frame. \(i\) and \(j\) are indexes of CTUs. \(\text{Bits}_{\text{coded}}\) denotes the bits that have been used for the current frame. \(S_U\) indicates the indexes of CTUs that have not been coded. The \(SATD_i\) is the sum of absolute transformed difference for \(CTU_i\). \(SATD_i\) could estimate the complexity of the content roughly. As a result, the quality of every CTU in the coded image could be more consistent. Motivated by visual analysis tasks and local context information, we propose a novel bit allocation method:

\[
\text{Cost}_k = (SATD_k/3 + \alpha \times M_i(k)),
\]

\[
Target_{CTU_i} = \frac{(Target_{Pic} - \text{Bits}_{\text{coded}}) \times \text{Cost}_k}{\sum_{j \in S_U} \text{Cost}_j},
\]

where \(\alpha\) is the trade-off between \(SATD\) and \(M_i\) since the orders of magnitudes between them are totally different.

2.1.3. QP constraint

In principle, QP estimation is a part of RDO. However, considering that multiple-QP optimization will significantly increase encoding complexity, QP estimation is separated from the RDO module in VTM. Therefore a QP limitation for every CTU is proposed to keep the reconstructed image consistent[17]. The QP estimation procedure should satisfy Eqn. (6) and Eqn. (7).

\[
QP_{CUEst} = \text{Clip}(QP_{CU} - 1, QP_{CU} + 1, QP_{CUEst}),
\]

\[
QP_{CUEst} = \text{Clip}(QP_{Pic} - 2, QP_{Pic} + 2, QP_{CUEst}),
\]

where \(QP_{Pic}\) represents the QP of the picture and \(QP_{CU}\) is the average QP of the coded CTUs. The function \(\text{Clip}\) means the third parameter is limited between the first and the second parameter to prevent blocking effects. However, blocking effects caused by QP estimation usually will not reduce the performance on the visual analysis tasks. Therefore, a new QP limitation strategy based on the degree of connectivity for adjacent CTUs is proposed. We first find a \(CTU_k\) as the limitation of the coding \(CTU_i\):

\[
k = \text{arg max}_j M_i(i, j),
\]

where \(i\) denotes the index of the current CTU. Finally, the QP of the coding CTU is calculated by Eqn. (10), in which \(QP_{CTU_k}\) denotes the QP of \(CTU_k\). Moreover, the limitation between the \(QP_{CUEst}\) and \(QP_{Pic}\) is removed. The proposed limitation could keep the reconstructed region of bounding boxes consistent and remove the limitation between the object areas and the background areas.

2.2. Rate Distortion Optimization

In this section, a novel RDO model based on CNN extracting features is proposed. The proposed algorithm mainly deals with two problems: the choice of the neural network and how to fully utilize the limited information in CU. Different from the pixel fidelity, the similarity of features in the proposed model is calculated by:

\[
FD = 1 - \frac{\text{RecF} \cdot \text{OriF}}{\|\text{RecF}\| \|\text{OriF}\|},
\]

where \(\text{RecF}\) denotes the deep features extracted from the reconstructed picture and \(\text{OriF}\) denotes the deep features extracted from the original picture.

2.2.1. Distortion Measurement Analysis

We first analyze the performance of four common CNN based feature distortion on semantic segmentation task. To avoid the influence of the bit allocation strategy, only the rate-distortion calculation part of VVC test model (VTM)[18] is modified.
The experiments are conducted among ResNet18, ResNet34, VGG-11, and VGG-16 without the last pooling layer and fully connected layers. These models are all pre-trained by ImageNet, which is enormous and manifold enough. 100 images from the valid set of COCO-2014 dataset are randomly selected to compare the speed of the network and the performance on semantic segmentation task. With the bpp aligning, we compare the mean average precision with confidence equalling to 0.50 (mAP@50) on semantic segmentation task and time cost compared with VGG-11 model. As Table 1 shown, the mAP@50 of VGG network based optimization model is better than ResNet based model. As for the two VGG based models, the VGG-16 shows negligible performance improvement even with a nearly 10% increase in time consumption. Since the traditional codec uses RDO module very frequently, the smaller model VGG-11 is selected as the feature extractor.

| Module       | BPP | mAP@50 | Time Cost |
|--------------|-----|--------|-----------|
| ResNet18     | 0.107 | 0.26    | 78%       |
| ResNet34     | 0.109 | 0.28    | 102%      |
| VGG-11       | 0.111 | 0.31    | 100%      |
| VGG-16       | 0.114 | 0.32    | 110%      |

2.2.2. Multi-Scale Feature Distortion

The partition in traditional codec will generate lots of small blocks. Moreover, the receptive fields of these blocks are too small to extract discriminative deep features. To alleviate the problem of lacking the context information when calculating the distortion of each CU, the framework utilizes a multi-scale window to extract a series of context information from coded CU to make the features more discriminative. As the pixels on the top and left have been reconstructed, the proposed model utilizes them as reference pixels. 

![Fig. 4. Multi-scale structure to extract MSFD](image)

Fig. 4 shows the multi-scale structure extracting deep features with different sizes. \( \Delta d \) denotes the extra dims to expand. By calculating the weighted cosine distance between the feature of reconstructed CU and that of original CU, a visual analysis motivated distortion is put forward:

\[
MSFD = \sum_i w_i \ast FD_i \ast W \ast H, \tag{11}
\]

where \( FD_i \) is the cosine distance calculated with the multi-scale window \( i \), \( w_i \) are the weights of different windows. \( W \) and \( H \) represent the width and height of the coding block.

Although the multi-scale window structure could increase the context information for CUs with small size. It is still difficult to extract deep features from CUs with extremely small sizes such as 4x4. So we use the max-value of cosine distance to estimate the \( FD \) of the blocks with height or width smaller than 16. However, this approximation may cause severe pixel level distortion. To balance the quality of reconstructed regions, the traditional MSE loss is added to distortion as an amendment. The MSE loss is calculated by:

\[
MSE = \frac{1}{N} \sum_i (Rec_i - Org_i)^2, \tag{12}
\]

where \( N \) is the number of the pixels of the CU, \( Rec_i \) and \( Org_i \) are the pixel values in the reconstructed unit and original unit. All in all, the final distortion is calculated by:

\[
D = MSFD + \beta \ast MSE. \tag{13}
\]

Considering that the max-value of cosine distance is 2 which is much smaller than MSE, we utilize a trade-off parameter \( \beta \) to adjust the orders of magnitudes of two kinds of distortions.

3. EXPERIMENTS AND RESULTS

3.1. Visual Analysis Tasks and Datasets

To prove the universality of the framework, three different visual tasks are employed for the experiment including image classification, object detection and semantic segmentation. For image classification, we randomly select 1000 images in the ImageNet valid dataset and use VGG-19 image classification network to test the accuracy of the top-1 and the top-5. For object detection, we randomly select 1000 images in VOC-2007 valid dataset and use YOLOV3 to test the mAP@50. For semantic segmentation, we randomly select 1000 images in COCO-2014 valid dataset and use Mask r-cnn to test the mAP@50. The calculation method of mAP refers to the dataset VOC. The reason why subsets are adopted is that the complexity of the model results in a long experimental time. As for the ROIM, it is possible to generate ROIM in the bit allocation part and QP estimation part of the codec. However, the generation of ROIM for a certain image is independent of the configurations for codec. So the ROIM of each test image is pre-processed off-line.
3.2. Configuration of Experiments

The proposed approach is implemented on the top of VTM 10.1. 3000 images are employed for testing with QP equaling to 40,42,44,46. We take these images encoded by VTM 10.1 as the anchor. The reason why we only compare the performance of visual tasks with high QP is that the differences of performance in high bitrate are negligible. The configuration for the encoder is the common test condition of all intra with rate control enabled. The target bitrate of the proposed approach is adjusted to align the bitrates of the anchor. The practical bitrates rather than the target bitrates are counted for further comparison.

As for the hyper-parameters in the model, $\alpha$ in the Eqn. (5) is 10000. The $\Delta d$ in Section 2.2 is 8. The size of multi-window is 3, and the weighted parameter $w_i$ is $\{4, 2, 1\}$, respectively.

3.3. Performance Evaluation and Analysis

As shown in Fig. 5, the proposed model shows better performance on every visual task. For the classification task on ImageNet, the top5-accuracy of the proposed model with bpp equaling to 0.09 is lower than it of VTM 10.1. However, with bpp greater than 0.10, the accuracy of top-1 and top-5 of the proposed model is better than that of VTM 10.1. The difference between the performance of the proposed model and anchor is constant. Unlike classification, differences of mAP@50 between the proposed model and anchor on detection and segmentation tasks are variational: with the increase of the bitrate, the improvement of the proposed model is upgrading. This phenomenon reveals that the increase of bpp in low bitrate tends to improve the quality of high ROIM regions. In Fig. 6, some examples of different tasks are shown. For the classification task, the image coded by the proposed model could be classified correctly. As for the detection and segmentation tasks, the confidences of each object coded by the proposed model is increasing. Some objects, such as person2 in the detection example and wine glass in the segmentation example, can not be detected or segmented if they are encoded by VTM 10.1. However, in the third column, more bits are allocated to regions with high degrees of importance for machine vision by the proposed model. As a result, all of the objects encoded by the proposed model could be detected or segmented in Fig. 6.

The Bjontegaard method is deployed for our performance evaluation. The most common distortion measurement of BD-Rate applied in image coding is PSNR. To compare the performance, classification accuracy and mAP@50 are taken as the distortion to calculate BD-rate, and the BD-Rate is listed in Table 2. According to the experimental results, the proposed framework could improve the performance of visual tasks. On three totally different visual tasks, our approach could achieve about 19% to 28% bit-rate reduction.

| Visual Task          | BD-Rate  |
|----------------------|----------|
| Classification(Top-1 Acc.) | -19.88%  |
| Classification(Top-5 Acc.) | -19.13%  |
| Detection(mAP@50)    | -26.25%  |
| Segmentation(mAP@50) | -28.17%  |

4. CONCLUSION

In this paper, we propose a visual analysis-motivated rate-distortion model for image coding. A new concept named ROIM is proposed to evaluate the degree of importance for each CTU. Furthermore, we use the ROIM to guide the bit allocation strategy. After comparison and analysis, we propose a distortion measurement model based on a neural network. A novel MSFD distortion is proposed to deal with the lacking of context information. The experimental results show that the images coded by the proposed scheme perform bet-
In the future, we will extend intra image coding to iterative mode coding optimization and test our model on more visual analysis tasks. In the past, we have used the VTM 10.1 encoder for this purpose. The second and the third column are the images encoded by VTM 10.1 and the proposed model in similar bitrates. The first row shows the performance on classifications. The label of the original image is iPod and the image encoded by VTM 10.1 is classified into computer category. As for the second and third rows, \( \text{conf} \) denotes the confidences of the objects.

![Comparison between the proposed model and VTM 10.1 on three visual analysis tasks.](image)

**Fig. 6.** Comparison between the proposed model and VTM 10.1 on three visual analysis tasks. The first column is the original images. The second and the third column are the images encoded by VTM 10.1 and the proposed model in similar bitrates. The first row shows the performance on classifications. The label of the original image is iPod and the image encoded by VTM 10.1 is classified into computer category. As for the second and third rows, \( \text{conf} \) denotes the confidences of the objects.
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