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Abstract. The reliability of UAS(Unmanned Aircraft Systems) is of vital importance in practical applications. The most effective method to guarantee the reliability of UAS is to test UAS with multiple types of testing data. In this paper, we propose a method for the testing data generation of UAS in consideration of the combination and weight of the input data, which improves the availability of the method in UAS. Then we make four experiments to verify the effectiveness of the proposed method: (1) the random testing data generation experiment; (2) testing data generation considering the combination of input data experiment; (3) testing data generation considering the combination and weight of input data experiment; (4) the history data from the actual usage situation. Experiments results show that the method proposed in this paper is closer to the reality. At last, we analyse the code coverage by using Code Test System(CTS). And the analysis reflects that the proposed method has a better coverage than other methods.

1. Introduction
UAS reliability test is to test software on purpose of verifying whether UAS achieves reliability requirements and evaluating UAS reliability level. [1] The most commonly used method of reliability test is statistical testing method based on usage model, building software usage model and generating test cases based on the usage model. [2] Markov model is a famous model which is usually used to generate operation sequences in the traditional test method. [3] However, the test data generated by the method is redundant due to the disregard of interaction between operations; And the importance and using frequencies of the data are also the factors that cannot be ignored. On account of the two problems above, this paper proposes a method which considers the interaction among different operations and the weight of operation data. At last, we perform experiments which show that the method proposed in this paper could reduce the redundancy of test data and improve the testing efficiency while guaranteeing the coverage ratio of test data. [4][5]

2. Usage model and related definition

2.1. Usage model
In this paper, the directed graph is used to represent the usage model. Figure 1 shows all the states during the running process of a UAS software with an initial state as start and an ending as end.

2.2. The interaction between operations and the input data types
In the actual software, as shown in figure 2, the input data of each step may have a lot of types. Also, as is mentioned before, some interactions usually exist between different operations or steps.
Considering these two factors (the diversity of input data types, the interaction between operations or steps), generating test data for each operation sequence is required. [6][7] And while making experiments in actual situation of software, we found that strong interactions usually only exist in adjacent operations, while weak or even none interactions exist in non-adjacent operations. As a result, it makes a more efficiency way to generate test data with only interactions between adjacent operations counted. [8][9]

**Figure 1.** Markov usage model for a UAS software.

| Initial state | Type 1 | Type 2 | Type 3 | Type 4 | Final state |
|---------------|--------|--------|--------|--------|------------|
|               | 0.25   | 0.5    | 0.25   | 1.0    |             |
|               | 0.25   | 0.4    | 0.5    | 1.0    |             |
|               | 1.0    | 0.5    | 0.2    | 1.0    |             |

**Figure 2.** One operation sequence from Markov usage model.

2.3. Mathematical definition

Definition 1. We define n-gram \((v_1, v_2, ..., v_n)\), \(v_i \in V_1, v_2 \in V_2, ..., v_n \in V_n\) as a testing sequence.

Definition 2. \(A = (a_{ij})_{mn}\) is a \(m \times n\) matrix, of which the \(j\)th column represents operation \(f_j\) of operation sequences. All of the elements in the \(j\)th column are taken from the collection \(V_j (j = 1, 2, ..., n)\).

Definition 3. Adjacent Matrix: In order to facilitate the handling of Markov model, the adjacent matrix \(G\) is usually used according to the Markov model, and \(G[i][j] = p_{ij}\). \(p_{ij}\) is the transition probability of the way from point \(i\) to point \(j\). \(G[i][j] = 0\) shows there is no access from point \(i\) to point \(j\).

Definition 4. Operation Sequence Weight: An operation sequence as \(k, i \in [1, p]\), the Weight of Operation Sequence \(k, i \in [1, p]\) is defined as \(\text{Weight}(k_i) = \prod p_{ij}\), with \(p_{ij}\) representing the transition probability of \(j\)th path in operation sequence.

3. Analysis for N-Dimensional adjacent algorithm

3.1. Outline of method
Based on the Markov model, this algorithm can generate test data and the weight of test data for each operation sequence in the usage model. In algorithm 1, the adjacent matrix G of Markov model is got to traverse all paths of the usage model and calculates the transition probability of each operation sequence.

3.2. Algorithm 1
Input: initial state: start; the final state: end; adjacent matrix G = \{the adjacent matrix of Markov model \}; initial path; initial weight
Output: K=\{all paths from start to end \}, Weight = \{ weight of all operation sequences \}
getPaths(start, end, G, path, weight) {
    hasFlag[start]=true;
    for(each node ‘i’ in adjacent matrix G) {
        if(G[start][i]==0 || hasFlag[i]) {continue;}
        if(i==end) {
            record the result;
            continue;
        }
        getPaths(i, end, G, path+”->”+i, weight*G[start][i]);
        hasFlag[i]=false;
    }
}

3.3. Algorithm 2
Input: operation sequence k, number of types in each operation number=\{a[1],…,a[n]\}, weight of every data type, dimension N.
Output: N-dimension coverage array A.
for(each element in array number){
    m[i]=number[i]*number[i+1]*...*number[i+N-1];
}
m=max\{m[i]\};
initial array A[m][n];
calculate the element of the first N columns of A;
for(every line of A[m][n]){calculate the weight of each test data;}
calculate the total weight of test data;
for(every line of A[m][n]){calculate the proportion for each test data;}

3.4. Test data evaluation
In order to evaluate whether the test data generated by the proposed method can reflect the actual operation situation accurately, GFI(Goodness of Fit Index) is imported as to quantify the accuracy.[10][11]
Definition 7: Defining
\[ GFI = \frac{\chi^2_{\text{independent}} - \chi^2_{\text{proposed}}}{\chi^2_{\text{independent}} - \chi^2_{\text{ideal}}} = \frac{\sum_{i=1}^{n} \left( \frac{b_i - a_i}{a_i} \right)^2}{a_i} \]
a_i represents the times of test data n actually occurs, and b_i represents the times that test data n is assigned. Assuming that the \( \chi^2_{\text{independent}} \) meaning there is no correlation is the maximum value of \( \chi^2 \).
\( \chi^2_{\text{ideal}} \) meaning the ideal condition with the best correlation with reality is the minimum value. The formula is modified as :
From the formula, we can see that the value of GFI is between 0 and 1.

4. Experiment

Experiments are made to compare the proposed method with the other methods, and the GFI between method and actual situation shows that the method proposed in this paper performs better than other methods when applied in operation sequence with strong interaction. Also, the coverage ratio shows that the proposed method could achieve good performance with less test data.

4.1. Analysis of GFI

| Sequence number | Method 1 | Method 2 | Method 3 | Reality |
|-----------------|----------|----------|----------|---------|
| 1               | 93       | 287      | 153      | 152     |
| 2               | 24       | 287      | 247      | 225     |
| 3               | 146      | 287      | 153      | 160     |
| 4               | 48       | 243      | 225      | 159     |
| 5               | 50       | 192      | 150      | 149     |
| 6               | 4        | 152      | 158      | 160     |
| 7               | 0        | 241      | 247      | 251     |
| 8               | 90       | 243      | 241      | 243     |
| 9               | 150      | 120      | 152      | 109     |
| 10              | 0        | 122      | 122      | 121     |
| 11              | 44       | 287      | 151      | 192     |
| 12              | 140      | 187      | 167      | 187     |
| 13              | 40       | 287      | 610      | 595     |
| 14              | 53       | 287      | 372      | 400     |
| 15              | 0        | 287      | 252      | 252     |
| 16              | 0        | 287      | 242      | 242     |
| 17              | 0        | 287      | 242      | 242     |
| 18              | 140      | 333      | 333      | 313     |
| 19              | 48       | 287      | 549      | 612     |
| 20              | 97       | 287      | 287      | 287     |
| 21              | 48       | 287      | 287      | 287     |
| 22              | 0        | 287      | 564      | 540     |
| 23              | 51       | 287      | 564      | 540     |
| 24              | 54       | 287      | 287      | 287     |
| 25              | 52       | 287      | 120      | 120     |
| 26              | 54       | 287      | 287      | 287     |
| 27              | 51       | 287      | 175      | 183     |
| 28              | 0        | 287      | 287      | 287     |
| 29              | 0        | 287      | 120      | 120     |
| 30              | 2        | 287      | 287      | 287     |
| 31              | 97       | 287      | 434      | 434     |
| 32              | 48       | 287      | 449      | 449     |
| total           | 1624     | 9184     | 9067     | 9086    |
| GFI             | 0        | 0.6328   | 0.96     | 1       |

In order to verify that the method proposed in this paper have better GFI, four groups of experiments are designed. In method 1, only use algorithm 1 is used to traverse the Markov model on purpose of...
getting all operation sequences, and test data for each path is generated randomly without input data diversity and the interaction between steps; In method 2: algorithm 1 and algorithm 2 are both used to generate test data for operation sequence with input data diversity and the interaction among operations considered, ignoring the operation sequence weight. In method 3: we take the operation sequence weight into consideration compared to method 2, and test data is assigned according to the weight; And group 4 is the actual usage of a software as the control group.

As shown in figure 2, taking path ‘Initial—A—B—E—D—Final’ as an example, the weight of the path is 0.093. Assuming that the total number of test data is 200000, and we can see that the actual number of test data generated by the method is 18600 according to the weight 0.093. And from the path, we can get the number of test data combination is 192. While according to the analysis before, only 32 kinds of combination of test data is actually needed when take the interaction between operations into consideration. The result is shown as table 1, in method 1, a lot of useless test data is wasted on the 160 invalid operation combination with the lowest efficiency. Method 2 performs better and wastes less test data when compared to method 1, with considering the interaction between adjacent operations. Obviously, method 2 is more efficient than method 1. And in method 3, by considering both the interaction among sequences and the weight of operation sequence, it assigns more test data to the operation sequence with higher weight and wastes less test data in invalid operation sequences, making it closest to reality.

As is mentioned before, GFI is imported to quantify the accuracy with reality. As shown in table 1, for method 1, ‘GFI = 0’ shows that method 1 divorces from reality seriously without considering the interaction between operations; for method 2, ‘GFI = 0.6328’ shows that method 2 can be partly consistent with the reality; for method 3, ‘GFI = 0.96’ shows that method 3 is basically in line with the reality.

4.2. Code coverage analysis
Coverage ratio is an important indicator for the quality of test data in software testing. In this section, we use the tool CTS to analyse the method coverage ratio and branch coverage ratio. The CTS is a code testing system developed by author’s laboratory supporting executing and analysing programs. CTS can feeds back a report that shows the method coverage ratio and branch coverage ratio of current program. At first, test data is generated by method 3, then execute the tested program with the test data in CTS and get the method coverage ratio and the branch coverage ratio. [12]

As shown in table 2, the test data generated by the proposed method could cover over ninety percent of total methods and eighty-eight percent of branches. This shows that the method proposed in this paper could achieve high method coverage ratio and branch coverage ratio with less test data and higher efficiency.

| Total methods | Covered methods | Total branches | Covered branches |
|---------------|-----------------|----------------|-----------------|
| 25            | 23              | 67             | 59              |
| Cover Ratio   | 92%             | Cover Ratio    | 88.1%           |

5. Related work
Model-based testing is widely used in software testing. Conformiq DesignerModels supports creating models as UML and QML state machines. [13] And results can be exported to other test management tools. BPM-Xchange can generate test cases from models based on different criteria, and it also supports importing models from other tools and exporting test cases to Excel. [14] The DTM (Dialogues Testing Method) tool could choose test data based on structural coverage and execute based on custom models. [15] fMBT (free Model-Based Testing) can generate test data from model which is written in Python, while also supporting several heuristic strategy. [16]

6. Conclusion and future work
In this paper, in order to solve the problem of test data redundancy in model-based testing, a method which takes the interaction between operations and the weight of operation into account is proposed from a practical point of view. And GFI and coverage ratio are imported to quantify the quality of the test data generated by the proposed method. At last, experiments are made on CTS to show the GFI and coverage ratio, of which the result shows that the method proposed in this paper performs better.

While applied to the software of which interaction only exists in adjacent operations, the proposed method performs well. However, on the other hand, while applied to the software of which interaction doesn’t only exists in adjacent operations, it may cause the degradation in performance. And we’ll improve this situation in future work.
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