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Abstract
Cardiovascular diseases had been for a long time one of the essential medical problems. As indicated by the World Health Association, heart ailments are at the highest point of ten leading reasons for death. Correct and early identification is a vital step in rehabilitation and treatment. To diagnose heart defects, it would be necessary to implement a system able to predict the existence of heart diseases. In the current article, our main motivation is to develop an effective intelligent medical system based on machine learning techniques, to aid in identifying a patient's heart condition and guide a doctor in making an accurate diagnosis of whether or not a patient has cardiovascular diseases. Using multiple data processing techniques, we address the problem of missing data as well as the problem of imbalanced data in the publicly available UCI Heart Disease dataset and the Framingham dataset. Furthermore, we use machine learning to select the most effective algorithm for predicting cardiovascular diseases. Different metrics, such as accuracy, sensitivity, F-measure, and precision, were used to test our system, demonstrating that the proposed approach significantly outperforms other models.
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Introduction
According to the World Health Organization, the number of deaths will add up by 24.5 million in 2030 [1], because of the growth of cardiovascular risk factors such as high blood pressure, diabetes, obesity, and smoking.

In several cases, saving the patient’s life rely crucially on the time before being seen by a doctor and finding the required hospitalization, so giving the physicians perpetual update concerning their patient’s health conditions will considerably scale back the number of deaths.

Many factors could cause cardiopathy such as the dynamic changes in lifestyle, smoking, food habits, physical activity, obesity, diabetes, and also biochemical factors like blood pressure or glycaemia [2, 3], whereas the common symptoms of cardiovascular diseases can be a pain in arms and chest [4]. To limit the risk of this illness, it is crucial to record essential heart comportment for every kind of Cardio Vascular Disease (CVD) and provide a system that helps doctors make correct and efficient decisions whereas...
diagnosis. In a Medical diagnosis, the doctor tries to distinguish the heart defect by analyzing the values of a variety of characteristics. This task is primarily based on a range of traditional ways like ECG, occultation, taking measures of blood pressure, blood sugar, and cholesterol. However, those techniques are expensive and time consuming, and could lead to human errors [5]. On the other hand, machine-learning algorithms allow cardiovascular disease diagnosis that significantly reduces processing time and improves prediction accuracy. A variety of machine learning techniques are used in various studies to aid in the diagnosis of heart diseases [6, 7], and cardiovascular disease classification [8].

In this work, we propose a system based on filling missing data algorithms and machine learning models to diagnose cardiovascular diseases. To achieve this goal, we experiment with multiple machine-learning models and different filling missing values algorithms. In the following, we summarize the main contributions of this work:

- Preprocessing the data which includes normalizing step, and filling up missing values by using different algorithms such as, the mean value, KNN, MICE, and RF.
- Solving the Framingham data balance challenge with the SMOTE approach.
- Classifying the patients with cardiovascular disease, by using various machine learning techniques like Nu SVM, Gradient Boosting regressor, Extreme gradient boost, ADA Boost, ExtraTrees, LGBM, SGD and the stacking algorithm.
- Comparing numerous machine learning methods, such as Nu SVM, Gradient Boosting Regressor, Extreme gradient boost, and the stacking algorithm, utilizing various metrics and the Receiver Operating Characteristic (ROC) curve.

The rest of this paper is organized as follows: in the second section, we present related works; the third section describes in detail the proposed methodology. In section four, we analyze the experimental results. Finally, we conclude with a conclusion and perspectives.

**Related works**

Because of the increasing number of deaths thanks to heart diseases, healthcare organizations need innovative approaches to know, control and manage their actions to enhance the quality of the service and help physicians and staff accomplish their missions within the right time, in good conditions. One among the innovative approaches is the internet of things (IoT) that has widely been employed in the cardiovascular domains, within the last years, to measure, monitor, and collect data. In this context, Safa and Pandian [9] proposed system focuses on identifying the level of stress in four classified categories by obtaining physiological parameters from the indented person under observation. Oximeter sensors are tested using a classifier model trained on a dataset of cardiac data that has already been stored. The results showed that the quality of K neighbour classification is significantly higher than that of SVM and Decision tree methods. Balakrishnan et al. [10] created a solution using an intelligent finger tip heart rate sensor that remotely and continuously monitors the patients’ blood pressure and heart rate, the security of IoT devices in this classification is required. To secure this system, a lightweight encryption technique was proposed. The classification of arrhythmic
heart beats is accomplished through the use of linear regression. Zaman et al. [11] proposed a cardiac status prediction method based on IoT and Machine Learning. The data collected from the human body were normalized before being used by machine learning algorithms to calculate and predict the overall condition of a patient’s heart, the results were quite satisfactory. Based on the Internet of Things (IoT) and bio-sensors, Islam et al. [12] propose a low-cost healthcare system for CVD patients in Bangladesh. It will allow doctors to continuously monitor a cardiac patient in the hospital or at home from a remote location.

Kritthanawong et al. [13] provide a meta-analysis on machine learning prediction in cardiovascular diseases. Siontis et al. [14] summarize the current and future state of AI-enhanced ECG(Electro Cardio Gram) in the detection of cardiovascular disease in at-risk populations, discuss its implications for clinical decision-making in patients with cardiovascular disease, and evaluate its potential limitations in their review. Linda et al. [15] developed a novel clinical decision support system to prescribe exercise for patients suffering from heart diseases. In their preliminary analysis, they find that clinicians are unsure how to create an exercise prescription for patients who have multiple CVD risk factors. The provided system is an easy-to-use, guided, and time-efficient evidence-based approach for patients.

The association rules mining technique has also been utilized in many works to seek out frequent item sets among large patients data sets to diagnose the presence of heart diseases. Ali et al. [16] presented a three-phase PB-FARM approach for the assessment of risk factors associated with diseases. It was also implemented on the Z-Alizadeh Sani dataset to assess the factors influencing the incidence of this disease. The results showed a strong correlation between the incidence rate of CAD and old age and typical chest pain. Jesmin et al. [17] presented a rule extraction experiment on heart disease data using different rule mining algorithms. It is found from the set of healthy rules, being ‘female’ is one of the factors for a healthy heart condition, they have more chance of being free from coronary heart disease than males.

M. Anbarasi et al. employed genetic algorithms in [18]; to optimize the information size and find the sufficient subset amongst patients attributes values for heart condition prediction. The optimization advantages of the genetic algorithm have been utilized in [19]; where Peter and Somasundaram implemented a hybrid system for initialization of neural network weights that supported a group of risk factors like hypertension, high cholesterol, obesity, etc. In another research [20], Amin utilized a layered neuro-fuzzy approach to provide an awfully low error rate in performing analysis for heart condition occurrences.

Data imputation methods have been used to fill up missing data in preprocessing step. Khoudrifi and Bahaj [21] compare algorithms with different performance measures using machine learning. Each algorithm worked better in some situations and worse in others. K-NN, RF, and Multilayer Perceptron (MLP) with hybrid Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) are the models likely to work best in the data set used in this study. Setiawan et al. [22] implemented ANN with Rough Set Theory (RST), (ANN-RST) attribute reduction to predict the real missing attribute values on heart disease data, this method outperforms well in comparison to other techniques such as ANN, Piecewise Linear Network-Orthonormal Least Square feature
selection (PLN-OLS), and KNN. Louridi et al. [23]. Suggest filling up missing values with the mean value instead of ignoring them, this approach gives better results with SVM in classification (Fig. 1).

Methodology
This section includes the dataset description, data pre-processing, and network architecture of the proposed model.

Datasets description
UCI heart disease dataset
UCI Heart disease Dataset is taken from the UCI machine learning repository [24], it contains data from four institutions [25]: Cleveland Clinic Foundation, Hungarian Institute of Cardiology, Budapest, V.A. Medical Centre, Long Beach, CA, and University Hospital, Zurich, Switzerland.

UCI heart disease is an open dataset with 76 attributes, but only fourteen were chosen for this research, as defined and proved most important to diagnose heart disease in the literature [26, 27] The complete description and the number of values for every attribute is shown within the Table 1 below.

Framingham dataset
The dataset was derived from an ongoing cardiovascular study including inhabitants of Framingham, Massachusetts, and is freely accessible via the Kaggle website [34]. The classification is used to determine whether a patient has a 10-year chance of developing coronary heart disease (CHD). The dataset contains information on patients and has a total of 4,240 records and 15 attributes. Each characteristic may be a risk factor. Concerns about demographic, behavioral, and medical characteristics are all risk factors. The complete description and the number of values for every attribute is shown within the Table 2 below.

![Fig. 1 The proposed architecture](image)
Table 1  Description of variables UCI heart dataset

| Variable            | Description                                                                 |
|---------------------|-----------------------------------------------------------------------------|
| Age                 | Age in years (29 to 77)                                                    |
| Sex                 | Gender instance (0 = Female, 1 = Male)                                      |
| ChestPainType       | Chest pain type (1: typical angina, 2: atypical angina, 3: non-anginal pain, 4: asymptomatic) |
| RestBloodPressure   | Resting blood pressure in mm Hg[94, 200]                                   |
| ChestPainType       | Serum cholesterol in mg/dl[126, 564]                                       |
| FastingBloodSugar   | Fasting blood sugar > 120 mg/dl (0 = False, 1 = True)                     |
| ResElectrocardiogram| Resting ECG results (0: normal, 1: ST-T wave abnormality, 2: LV hypotrophy) |
| MaxHeartRate        | Maximum heart rate achieved[71,202]                                        |
| ExerciseInduced     | Exercise-induced angina (0: No, 1: Yes)                                    |
| Oldpeak             | ST depression induced by exercise relative to rest [0.0, 62.0]              |
| Slope               | Slope of the peak exercise ST segment (1: up-sloping, 2: flat, 3: downsloping) |
| MajorVessels        | Number of major vessels colored by fluoroscopy (values 0 - 3)              |
| Thal                | Defect types: value 3: normal, 6: fixed defect, 7: irreversible defect      |
| HeartDisease        | Target: value 0: absence of disease, 1 or 2 or 3 or 4 or 5: presence of cardiovascular disease |

Table 2  Description of variables (Framingham dataset)

| Variable         | Description                                                                 |
|------------------|-----------------------------------------------------------------------------|
| Age              | Age in years (32 to 70)                                                    |
| Male             | Gender instance (1 = Female, 0 = Male)                                      |
| Education        | Level of education (1 to 4)                                                |
| CurrentSmoker    | Whether or not the patient is a current smoker 0 : no 1 : yes              |
| CurrentSmoker    | Whether or not the patient is a current smoker 0 : no 1 : yes              |
| CigsPerDay       | The number of cigarettes that the person smoked on average in one day       |
| BPMeds           | Whether or not the patient was on blood pressure medication 0 : no 1 : yes  |
| PrevalentStroke  | Whether or not the patient was on blood pressure medication 0 : no 1 : yes  |
| PrevalentHyp     | Whether or not the patient was hypertensive 0 : no 1 : yes                  |
| Diabetes         | Whether or not the patient had diabetes 0 : no 1 : yes                     |
| TotChol          | Total cholesterol level                                                    |
| SysBP            | Systolic blood pressure                                                    |
| DiaBP            | Diastolic blood pressure                                                   |
| BMI              | Body Mass Index                                                            |
| Heart Rate       | Measure of heart rate                                                      |
| Glucose          | Glucose level                                                              |
| TenyearHeart     | whether or not the patient will develop heart disease in the future ten years (target) 0 : no 1 : yes |

Data processing

Label conversion

As indicated in the Table 1, the target in the UCI heart dataset contains values (0, 1, 2, 3,4). Where 0 indicates good health (absence of cardiovascular illness) and (1, 2, 3, 4) indicates the existence of cardiovascular disease. Our interest is to detect the absence or presence of heart disease, for this reason, the class must be limited to (0, 1), for that, Levels (1, 2, 3, 4) were reduced to 1.
Data normalization

In this study, MinMax normalization was applied. Min-max normalization is also known as feature scaling because it reduces the values of a numeric range of a data feature, i.e. more precisely to a scale between 0 and 1. The original data is subjected to linear transformation in this data normalization technique. The minimum and maximum values from the data are retrieved, and each value is replaced using the formula below:

\[ x_{\text{Normalized}} = \frac{x_j - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

(1)

where \( j \) in \([1, ..., n]\) and \( n \) is the number of features

Filling missing data

In the dataset, we find out that there are some missing values in patients’ records, for instance, fasting blood sugar and major vessels that the university couldn’t identify. To address this issue, Kanikar and Shah [8] advised removing records with missing data and filling in default values where applicable. However, the findings were inadequate since this technique minimizes training data and ignores records with missing values.

To remedy the problem of missing values, we proposed to fill up missing cells with different techniques, such as mean value, K Nearest Neighbor (KNN), Random Forest (RF), and MICE.

- Mean value: this algorithm consists of replacing the missing value with the mean of each column. This technique is frequently used because it is easy to implement [28], its formula is as below:

\[ X_i = \frac{\sum_{j=1}^{n} x_j}{n} \]  

(2)

- K Nearest Neighbor (KNN): is an algorithm that is useful to match a point in a multi-dimensional space with its nearest k neighbors. It can be used for continuous, discrete, ordinal, and categorical data, which makes it particularly useful for handling missing data [29].

For example, we have 13 variables where RestBloodPressure is missing. Therefore for a given missing value, we will look at the other characteristics of the person, look for its k nearest neighbors then we can then approximate the RestBloodPressure of the person we wanted.

To select the best k (k nearest neighbors) value for the KNN algorithm, we trained two classifiers, SVM and BN, for various values of k, the better accuracy is achieved for \( k = 6 \) for the two classifiers. the Results are given in Fig. 2 below.

- Random Forest (RF): is becoming increasingly popular for dealing with missing data, particularly in biomedical research. Unlike traditional imputation methods, RF does not assume normality or necessitate the specification of parametric models [30].

For instance, the Chol feature lacks 23 values. RF imputes missing data using the mean/mode, and then fits a random forest on the observed portion and pre-
dicts the missing portion for each variable with missing values. This training and prediction process is performed iteratively until the desired level of accuracy is attained or a user-specified maximum number of iterations is reached.

• Multiple Imputations by Chained Equations (MICE): By using a divide and conquer method, MICE imputes missing values of the data set, by concentrating on one variable at a time. It uses all the other variables in the data set (or a sensitively selected subset of such variables) to estimate missing in that variable [31].

MICE replaces missing values in each variable with temporary values derived from the variable’s non-missing values. Replace the missing oldpeak value with the mean oldpeak value observed in the data, for example, or replace the missing ca values with the mean ca value observed in the data, and so on. MICE then returns to missing temporary value imputations for the oldpeak variable only. As a result, the current data has missing values for oldpeak but not for income or gender. The algorithm uses a linear regression to regress oldpeak on other variables; to fit the model to the current data copy, drop all records where oldpeak is missing during the model fitting process. The dependent variable in this model is oldpeak, and the other features are independent variables. MICE predicts the missing oldpeak values using the fitted regression model from the previous step. The algorithm goes through the same steps for each variable that has missing data.

Testing the methods of filling up the missing data
We tested the performance of the listed missing values algorithms (MICE, KNN, RF and mean value) by using different classifiers such as BN, SVM, and ANN.

Figure 3a–d displays the performances of each algorithm to fill up missing data. The results prove that the highest result is achieved by MICE imputation.

Classification phase
Training phase
We split our data into train and test, we train the data by using different machine learning algorithms, namely Extreme Gradient Boosting (XGboost), Adaptive Boosting
(Adaboost), Gradient Boosting, ExtraTrees, Light Gradient Boosting (Lightgbm), Stochastic Gradient Boosting (SGDC), and Nu SVM. The Table 3 describes the parameters of each algorithm.
Testing phase

After training our dataset with the above machine learning, we use a Stacking algorithm, which is the process that combines the predictions of several learning algorithms.

Stacking is an ensemble learning method that uses meta-learning to combine multiple machine learning algorithms. The base-level algorithms are trained on a complete training data-set, and the meta-model is trained on the outcomes of all base-level models as a feature.

Stacking is a higher level (blending level) extension of the voting classifier or voting regressor that learns the best aggregation of the individual results.

Table 3  Algorithm parameters

| Parameters          | XGBoost | AdaBoost | Gradient Boost | Extra Trees | LightGbm | SGDC | Nu svc |
|---------------------|---------|----------|----------------|-------------|----------|------|--------|
| Learning rate       | 0.1     | 1        | 1              | 0.009       | adaptative |      |        |
| Number of estimators| 100     | 50       | 3              | 80          | 1000     |      |        |
| Loss                | deviance|          |                |             |          |      |        |
| Objective           |         |          |                |             | binary   |      |        |
| Number of pass      |         |          |                |             |          | 1000 |        |
| training            |         |          |                |             |          |      |        |
| Fraction of margin  |         |          |                |             |          |      | 0.25   |
| error               |         |          |                |             |          |      |        |
| kernel              |         |          |                |             |          |      | RBF    |

Fig. 4  Stacking architecture
Figure 4 describes the process of Stacking, we have a training dataset that is trained on different classifiers (XGboost, Adaboost, Gradient Boosting, ExtraTrees, Lightgbm, SGDC and Nu SVM) which give the Performances P1, P2, P3, P4, P5, P6, P7, the Stack algorithm takes all predictions and gives a final prediction.

We used a stacking classifier with NuSVM as a metaclassifier in this study, with shuffle set to false and cross validation set to 5. Stacking entails stacking the output of each estimator separately and using NuSVM to compute the final prediction. Stacking allows you to take advantage of each estimator’s strength by feeding their output into a final estimator.

**Results and performances of classification**

We evaluated the performance of our model using five specific performance measures namely: accuracy, specificity, recall, and F-measure

- Specificity: is the proportion of the predicted negative cases that were correctly identified.

\[ \text{Specificity} = \frac{TN}{TN + FP} \]  

(3)

- Precision: is defined as the proportion of correctly predicted positive observations to all predicted positive observations.

\[ \text{Precision} = \frac{TP}{TP + FP} \]  

(4)

- Accuracy: measures the proportion of correctly predicted observations to total observations[76].

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

(5)

- Recall: measures how well the model identifies True Positives.

\[ \text{Recall} = \frac{TP}{TP + FN} \]  

(6)

- F-measure: measures probability that a positive prediction is correct.

\[ F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  

(7)

**Results and discussion**

**Performance results**

To construct prediction models, a total of 13 important attributes are used, and modeling approaches are used to calculate the performance of each model. As illustrated in Table 4, the Stacking method surpasses the other machine learning techniques in terms of accuracy, F-Measure, precision, and sensitivity, all of which are increased by 1.4 to 2.4 percentage points. Extra Trees and LightGbm obtained the second highest performance level, although not as high as the stacking method. The XGBoost classifier has an accuracy of 92.37%, which is regarded reasonable but not adequate. When compared to other algorithms, Gradient Boost had the lowest accuracy of 90.27%.
Additionally, Fig. 5 demonstrates that the Stacking algorithm achieved an AUC value of 0.9583, indicating that it is capable of improving heart disease diagnosis.

When utilized alone, the base learners for predicting cardiovascular illness in patients produced ROC curves that indicated good model performance. However, the adoption of a stacking model improves accuracy. Indeed, the stacking approach was able to use all of the basis learners, resulting in model performance estimates that were higher than the base learners’ predictions. In other words, the final stacking model performed in accordance with mathematical proofs suggesting that the ROC of any stacking method will be greater than the ROC of any individual base learner. The purpose of utilizing a stacking approach is not to compare these models exhaustively but to combine their strengths into an ensemble that has been shown to result in improved performance.

On the Framingham dataset, we used a similar approach to validate our study’s performance. Prior to that, we needed to address the issue of unbalanced data. Indeed, in the Framingham dataset, the unaffected patients outnumber the ill patients. As a result, this issue impairs the model’s generalization and diminishes its ability to diagnose patients. To solve this issue, we use SMOTE oversampling with a k-neighbour parameter of 2 as shown in Table 5.
Moreover, Daily cigaret intake, body mass, hyperglycemia, heart rate, education, total cholesterol, and blood pressure medication are all missing values in the Framingham dataset, which are filled using the Mice algorithm (Table 6).

According to Fig. 6, the stacking technique produces favorable results for the ROC curve of the Framingham dataset, achieving an accuracy of 90.24 percent.

Comparing results against other approaches
As illustrated in Table 7, our methodology outperforms earlier work methods in terms of classifying performance. Our model makes use of MICE imputation to deal with missing values during the preprocessing step, whereas previous work [8] suggests removing records with missing values, which produces suboptimal results. The earlier approaches [32, 33] achieved satisfactory results by incorporating additional preprocessing techniques and utilizing fundamental classifiers such as DT (Decision Trees), SVM, KNN, LR (Logistic Regression), and RF. Nonetheless, our method benefits from the use of MICE imputation and the stacking algorithm.

| Class     | 0      | 1      |
|-----------|--------|--------|
| Before SMOTE | 3596   | 466    |
| After SMOTE | 3596   | 3596   |

Table 5 Framingham dataset oversampling results

| Class   | Accuracy | Specificity | Precision | Recall | F-measure |
|---------|----------|-------------|-----------|--------|-----------|
| Values  | 90.24    | 87.51       | 92        | 88     | 90        |

Table 6 Results of machine learning techniques on the Framingham dataset

Fig. 6 ROC curve of Framingham dataset
| Performance evaluation (%) | Our approach UCI heart dataset | SVM Model Previous work [8] | BN Model Previous work [8] | LR Model Previous work [32] | KNN Model Previous work [32] | SVM Model Previous work [32] | DT Model Previous work [32] | RF Model Previous work [32] | SVM Model Previous work [33] | RF Model Previous work [33] |
|-----------------------------|--------------------------------|----------------------------|-----------------------------|----------------------------|----------------------------|----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| Accuracy                    | 95.83                         | 57                         | 52                         | 90.16                      | 91.80                      | 90.16                      | 86.89                      | 85.25                      | 88.9823                    | 88.9812                    |
| Specificity                 | 94.59                         | 87                         | 86                         | 93.33                      | 93.55                      | 93.33                      | 85.29                      | 87.10                      |                             |                             |
| Precision                   | 97                            |                            |                            | 93.33                      | 93.55                      | 93.33                      | 85.29                      | 87.10                      |                             |                             |
| Recall                      | 95                            |                            |                            | 87.50                      | 90.62                      | 87.50                      | 90.62                      | 84.38                      |                             |                             |
| F-measure                   | 96                            |                            |                            | 90.32                      | 92.06                      | 90.32                      | 87.88                      | 85.71                      |                             |                             |
Conclusion
The number of patients with heart failure increased every day. There is a need for a system that can identify heart failure illness. For this purpose, Our approach consists to develop a system that resolves the missing data problem in the preprocessing step by using the MICE model that we prove is the best algorithm to fill inexistent values. We used XGboost, Adaboost, gradient boosting, extra trees, light gradient boosting Lightgbm, SGD, Nu SVM, and the stacking algorithm in the classification step, the score accuracy of 95.83% was obtained by using the stacking algorithm.

The presented work can give a big push to automatic diagnosing to help physicians in diagnosing their patients and keep updating their medical status.

In future study, we will leverage the research presented here to develop an effective prediction system for improving medical treatment and lowering expenses. There are various prospects for additional study that would significantly enhance the functionality of the current research. Other disorders, such as diabetes, that are clinically related with heart disease should be considered. Additionally, we hope to apply AI to demonstrate a correlation between cardiac illness and meteorological conditions or air quality. Additionally, the prediction system might be integrated with other systems, such as a context-aware security access control system, to support the healthcare system's security foundations.
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