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ABSTRACT

The paper considers the problem of synthesizing a control law that stabilizes the spatial position of an airborne object. The control object is a quadrotor with nonlinear dynamics. To solve the stabilization problem, a mathematical model of the quadrotor has been developed, taking into account its position in the Cartesian and Euler coordinate systems. The new control law has been synthesized using the backstepping procedure. This control law is based on the Lyapunov-type stabilization criterion. New results analysis of the quadrotor dynamics, where has been showing the dependence of the control accuracy on the parameter of the stabilization criterion also presented. An algorithm for the directed search of the procedure parameter also has been proposed. It ensures the desired quality of the transient process. Simulation results confirming the results of theoretical research have been presented as well.

1. INTRODUCTION

Despite the growing number of applications for quadrotors, the problem of building an effective control system for stabilizing the spatial position of this device still exists. Stable flight, the accuracy of maneuvering, and the performance of the flight task as a whole depend on the quality of the control system. The designers of quadcopter control systems need to take into account the nonlinear dynamics of the controlled vehicle associated with the parametric uncertainty of the dynamic plant, possible variants of unmodelled dynamics, as well as the influence of external flight factors, including wind and obstacles on the route, that in general requires effective maneuvering [1].

The control system of the UAV, as a rule, relies on the dynamics of second-order models, characterized by weak stability, and the feedback principle, which does not allow solving flight problems completely. The control system designer should also take into consideration the limited space available to accommodate airborne avionics and batteries. Modern miniature electronic devices allow the implementation of complex control algorithms that can guarantee the safety of all phases of quadrotor flight. Hence, it is necessary to search for the appropriate algorithms for controlling the dynamics of a quadrotor, the effectiveness of which is confirmed by adequate mathematical modeling.
The nonlinearity of the quadrotor dynamics is explained mainly by the imaginary roots of the characteristic equation obtained based on its mathematical model, which determines the complexity of the control law synthesis [2]. Increasing the dimension of a dynamical system leads to a significant increase in the computational complexity of the control law; besides, it needs additional constraints when setting the problem.

The general approach to build mathematical models of designed UAV control systems can be found in [3] and in the references therein. As we have known that the flight dynamic of aircraft of the type under consideration is substantially nonlinear since there is a mutual dependence of the longitudinal and transverse motions. Also, this aircraft is sensitive to external disturbances, and it has some uncertainty regarding the parameters of the controlled plant that cannot be ruled out.

The authors [4]-[6] utilized a control system scheme is implementing the inverse dynamics of a controlled object using a PID (PD) controller. As is known [7], [8], the PID controller requires adjustment; the high-frequency components of the error signal introduce additional noise into the control channel; also, large-amplitude control pulses may appear in cases of a jump change in the error signal. The identification of a mathematical model of a fixed-wing UAV is proposing in [9]. In this case, the estimates of the unknown coefficients of the transfer functions were found by the least-squares method; and the sought variables are determining by the dynamics of the acting system. It assumes an optimal control system in the system has.

Wang and Li [10] propose a three-dimensional visualization of a UAV with four tilt rotors. A control system includes blocks of a tracking differentiator, an extended state observer, and nonlinear error feedback. However, there is no information regarding the quality of the constructed regulator there. The control system, where the ratio controller is applied based on the reverse step algorithm and the desired function of angular accelerations, is used in a micro-machine like a bat, is presented in [11]. The gradient (steepest descent) approach is used in the control system of UAV [12]-[14]. It is based on the integral differential model of the control object, which is developed by the authors and used in the decision support system for the apparatus control.

It should be noted that the central place of leading conferences and journal publications on control theory (see, for example, [15]-[17]) has recently been devoted to a review of control methods, which also include the backstepping procedure. So, the backstepping technique history for solving partial differential equations has been presented by the authors [15]. Comparison of three control methods for nonlinear objects, namely: tracking mode, back step method, and linearized feedback, according to publications covering a large time interval, is presented in [16]. The authors give preference to the first two management methods, rightly pointing out their existing shortcomings that have taken place in practice. Unlike the previous publication, in addition to those considered, control based on fuzzy logic is studied by Nasr et al. [17]. Unfortunately, preference for one method or another should be given only after an accurate study of the control object and its operating conditions.

It should be noted, the parameters of the transient process using the backstepping algorithm are not always satisfactory, and it requires a new solution search. So, the authors [18], [19] were encouraged to find the best parameters of the backstepping controller by particle swarm optimization. In the paper [19], the optimal parameters of the backstepping algorithm are found by the method of an artificial bee colony, which makes it possible to obtain a controlled process better than with their arbitrary choice. However, the proposed computational scheme is time-consuming. Recent publications on the applications of the backstepping procedure for providing satellite navigation and control of the UAV network have been presented in papers [20]-[23], respectively. Therefore, the use of advanced control methods is in the interest of future use such as space and UAV network control.

The backstepping procedure has recently become more popular for electrical machine control [24]-[28]. The peculiarity of the backstepping algorithm in this works is increasing the Lyapunov function candidate on two to five derivatives. Unfortunately, the procedure parameters are chosen most often heuristically or by trials and errors method search. Similar approach authors [29] used for control of DC-DC buck converter.

In works [30]-[32], a photovoltaic cell is used in a control loop to solve various control problems. The practical application of the reverse step procedure does not differ from the method mentioned above. In paper [32], as adaptive backward step procedure is understanding the construction of a candidate Lyapunov function with an additional term.

An analysis of the above publications allows us to conclude that a controller based on a backstepping algorithm for a quadrotor is of interest to researchers. However, there is a problem of choosing sufficient controller parameters, which is currently being solving by trial and error. The difference between a quadrotor and other types of control objects is the need for spatial control. In this case, a dynamic plant is describing by a large number of coordinates: spatial coordinates and their speeds and angular coordinates and their speeds, and the stabilization of its spatial position is providing by fourth motors. This work is the development of our idea proposed in [33], [34], and in the current project, we study the parameter of the
backstepping procedure for typical quadrotor moves. A new algorithm for setting the parameters of the backstepping procedure, depending on the desired quality of control, is proposed, and it is our contribution to the paper. The paper also provides a theoretical basis for the algorithm and analysis of the simulation results.

2. SYSTEM MODEL

The quadrotor diagram, coordinate systems, and the forces acting on the control object shown in Figure 1, where we introduce the notation XYZ (O-frame) is a fixed coordinate system connected by the Earth, X'Y'Z' (UAV-frame) is a moving coordinate system, its origin coincides with the UAV's center of gravity, variables φ, θ, ψ correspond to the angles of roll, pitch, and yaw in the Earth coordinate system, where φ, θ are in the interval ]-π/2; π/2[, a ψε ]-π; π [.

Figure 1. Scheme of forces acting on the quadrotor in the X'Y'Z' coordinate system

The equations of the dynamics of the quadrotor in 3D space are written in the form

$$\begin{bmatrix} m I & 0 \\ 0 & J \end{bmatrix} \begin{bmatrix} \dot{V} \\ \dot{\Omega} \end{bmatrix} + \begin{bmatrix} \Omega \times mV \\ \Omega \times \Omega I \end{bmatrix} = \begin{bmatrix} \mathfrak{I} \\ \mathfrak{N} \end{bmatrix} \tag{1}$$

where $V = (V_x, V_y, V_z)^T = (\dot{x}, \dot{y}, \dot{z})^T$ is the vector of linear, and $\Omega = (\Omega_\phi, \Omega_\theta, \Omega_\psi)^T = (\dot{\phi}, \dot{\theta}, \dot{\psi})^T$ is the vector of angular velocities, $m$ is the mass of the vehicle, $J \in \mathbb{R}^{3 \times 3}$ is the inertia matrix of the control object, $I$ is the identity matrix, $\mathfrak{I}$ is the resultant force, $\mathfrak{N}$ is the resultant moment acting on the center of mass of the UAV.

Neglecting small values of external forces, the resulting force determining the movement of the UAV in the vertical plane is written as

$$\mathfrak{I}^T = \begin{bmatrix} 0 & 0 & u \end{bmatrix} \tag{2}$$

In the Eulerian coordinate system, the UAV orientation relative to the inertial coordinate system XYZ can be represented by rotation matrix $R$

$$\mathfrak{R}_\psi = R(\psi, \theta, \phi) \mathfrak{R} \tag{3}$$

where

$$R = \begin{pmatrix} C_\psi C_\theta & C_\psi S_\theta S_\phi - S_\psi C_\phi & C_\psi S_\phi + C_\phi S_\psi S_\phi \\ S_\psi C_\theta & S_\psi S_\theta S_\phi + C_\phi C_\psi & -S_\psi S_\phi + C_\phi S_\psi S_\phi \\ -S_\theta & C_\phi S_\theta \end{pmatrix} \tag{4}$$

The matrix (4) uses notations $C_\alpha = \cos(\alpha)$, $S_\alpha = \sin(\alpha)$. Taken into consideration (3) and (4) we can rewrite formula (1) in the following form

$$m \ddot{x} = u_1(C_\psi S_\theta C_\phi + S_\psi S_\phi) \tag{5}$$

$$m \ddot{y} = u_1(S_\psi S_\theta C_\phi + C_\psi S_\phi) \tag{6}$$

$$m \ddot{z} = \ddot{u}_1 C_\theta C_\phi \tag{7}$$
Let $J_1, J_2, J_3$ are moments of quadrotor inertia for axes $X, Y$ and $Z$ passing through its center of mass, respectively. $\phi, \theta, \psi$ are angular rates regarding axes $X, Y$ and $Z$.

As it is known [2], [23], that if external forces are absent, the differential equations of angular rates can be represented in the form

$$J_1\ddot{\phi}(t) = (J_2 - J_3)\dot{\theta}(t)\psi(t) - J_1\dot{\phi}(t)\Omega + d\ddot{u}_3(t)$$

$$J_2\ddot{\theta}(t) = (J_3 - J_1)\dot{\psi}(t)\phi(t) + J_2\dot{\theta}(t)\Omega + d\ddot{u}_4(t)$$

$$J_3\ddot{\psi}(t) = (J_1 - J_2)\dot{\phi}(t)\theta(t) + \ddot{u}_2(t)$$

The (8)-(10) are Euler’s dynamic equations. When taking into account the action of engines $M_1$-$M_4$, (8)-(10) look like

$$J_1\ddot{\phi}(t) = (J_2 - J_3)\dot{\theta}(t)\psi(t) - J_1\dot{\phi}(t)\Omega + d\ddot{u}_3(t)$$

$$J_2\ddot{\theta}(t) = (J_3 - J_1)\dot{\psi}(t)\phi(t) + J_2\dot{\theta}(t)\Omega + d\ddot{u}_4(t)$$

$$J_3\ddot{\psi}(t) = (J_1 - J_2)\dot{\phi}(t)\theta(t) + \ddot{u}_2(t)$$

In formulas (11) – (13) $d$ is the distance between the center of mass of UAV and engine with $J_i, J_i$ is the rotor inertia, $\ddot{u}_1, \ddot{u}_2, \ddot{u}_3, \ddot{u}_4$ are mechanical forces providing the rotational motion of the drone, are represented by the equations

$$\ddot{u}_1 = k_1\Omega_1^2 + k_2\Omega_2^2 + k_3\Omega_3^2 + k_4\Omega_4^2$$

$$\ddot{u}_2 = k_1\Omega_3^2 + k_2\Omega_4^2 - k_3\Omega_2^2 - k_4\Omega_2^2$$

$$\ddot{u}_3 = k_4\Omega_4^2 - k_3\Omega_3^2$$

$$\ddot{u}_4 = k_3\Omega_3^2 - k_2\Omega_4^2$$

$k_1$ is a factor connecting the moment with the angular velocity $\Omega$, of the $i$th motor, in (14)-(17). Take into consideration the identity of the motors, the symmetry of their location, and the rigidity of the structure, and we can establish that at a fixed height (Z-axis) the moments $J_1$ and $J_2$ in (11)-(13) are equal, i.e.

$$J_1 = J_2 = J$$

The rotational dynamics of the quadrotor by (11)-(13) can rewrite in the following form

$$\ddot{\phi}(t) = \frac{1}{J}[(J - J_3)\dot{\theta}(t)\psi(t) - J_1\dot{\phi}(t)\Omega + d\ddot{u}_3(t)]$$

$$\ddot{\theta}(t) = \frac{1}{J}[-(J - J_3)\dot{\psi}(t)\phi(t) + J_2\dot{\theta}(t)\Omega + d\ddot{u}_4(t)]$$

$$\ddot{\psi}(t) = \frac{1}{J}\ddot{u}_2(t)$$

Given the initial state $\psi(0)$ and knowing the moment $u_3$, the coordinate $\psi(t)$ can be found by double differentiation (21)

$$\psi(t) = \psi(0) + \frac{1}{J}\ddot{u}_2dt^2$$

that it follows from the independence of the coordinates $\phi(t), \theta(t)$.

The stabilization of the coordinate $\psi(t)$ is possible if the angular velocities take zero values, and the equality $\dot{u}_2 = \text{const}$ is ensured, where $\psi(t) = \Psi = \text{const}$. We introduce restrictions on the moments $\ddot{u}_3, \ddot{u}_4$

$$|u_3(t)| \leq \ddot{u}_3 = U, |u_4(t)| \leq \ddot{u}_4 = U$$
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We also introduce a new notation

\[ \omega = \frac{l-r}{J} \psi, \Phi = \dot{\phi}, \Theta = \dot{\theta}, l = \frac{d}{J} \]  

(22)

and after substitution of expressions (23) into (20), (21), we obtain

\[ \dot{\Phi} = \omega \Theta - \frac{r}{J} \Theta \Omega + l \dot{u}_3 = \omega' \Theta + l \dot{u}_3 \]  

(23)

\[ \dot{\Theta} = -\omega \Phi + \frac{r}{J} \Phi \Omega + l \dot{u}_4 = -\omega' \Phi + l \dot{u}_4 \]  

(24)

A new variable \( \omega' = \omega - \frac{r}{J} \Omega \) is introduced in (23), (24). The non-linearity of this model has mainly defined constraints of elements and their many inputs that can be a step or harmonic behavior. As accomplish [2] system (23), (24) has imaginary roots of their characteristic equation and because it has nonlinear dynamics. Now our goal is to synthesize a control law that will provide \( e_\theta \rightarrow 0, e_\phi \rightarrow 0 \), for \( t \rightarrow \infty \) without noise in canals measurement of coordinates of UAV; \( e_\theta, e_\phi \) are the errors of control by angles.

3. THE SYNTHESIS OF CONTROL LAW

The control plant represented by (23), (24) has nonlinear dynamics and can be described by the transfer function of a conservative second-order element with two imaginary poles.

Consider the case when \( \dot{u}_3 = \text{const} \) and without loss generality we assume \( \dot{u}_3 = 0 \). The system of (23), (24) by multiplying on \( \alpha(t) \) the equation (23) and on coefficient \( \alpha(t) \) the equation (24) we converting these equations to the equivalent form

\[ \dot{\alpha} = \beta \]  

(25)

\[ \dot{\beta} = -\left(\omega'\right)^2 \alpha + \dot{u}_4 \]  

(26)

Here, the expressions \( \alpha = \frac{1}{\omega} \Phi \) and \( \beta = \frac{1}{\Theta} \Theta \) are used. Next, following [33], a new variable \( \beta = \kappa(\alpha) \) is introduced. We assume that the system described by (25), (26) can be stabilized by state feedback using the control variable \( \beta = \kappa(\alpha) \), where \( \kappa(0) = 0 \). Then, if the variable \( \kappa(\alpha) \) is found, we will consider the solution systems with \( \dot{\alpha} = \kappa(\alpha) \) an asymptotically stable equation.

Here we also introduce a candidate of Lyapunov function satisfying the inequality

\[ \dot{L}_1(\alpha) = \frac{\partial L_1}{\partial \alpha} \dot{\alpha}(\alpha, \beta) \leq -W(\alpha), \alpha, \beta \in \mathbb{R} \]  

(27)

where \( W(\alpha) \) is a positive definite function.

Let \( e = \beta - \kappa(\alpha) \), then (25), (26) can be rewritten as

\[ \dot{\alpha} = \kappa(\alpha) + e \]  

(28)

\[ \dot{e} = -\left(\omega'\right)^2 \alpha + \dot{u}_4 - \dot{\kappa}(\alpha) = v \]  

(29)

where \( v \) is a pseudo-control variable that stabilizes the variable \( \alpha \). Following the methodology [33], we also introduce a candidate Lyapunov function for (28), (29) and we obtain

\[ \dot{L}_2 = \frac{\partial L_2}{\partial \alpha} \kappa(\alpha) + ev \leq -W(\alpha) + ev \]  

(30)

By choosing

\[ v = -\lambda e, \]  

(31)

we get

\[ \dot{L}_2 \leq -W(\alpha) - \lambda e^2. \]  

(32)

Here \( \lambda \) is the parameter of speed convergence of the control process.
You can see that the origin corresponding to the point $\alpha = 0, \epsilon = 0$ is asymptotically stable. If $\kappa(0)=0$, it can be established that the starting point with coordinates $\alpha = 0, \beta = 0$ is also stable. Applying approach [33] and expressions for $v, e, \kappa(\alpha)$, one can obtain the state feedback law

$$
\bar{u}_4 = (\omega')^2 \alpha + \frac{\partial \kappa(\alpha)}{\partial \alpha} \beta - W(\alpha) - \lambda(\beta - \kappa(\alpha)).
$$

(33)

The diagram for realizing this algorithm is presented in Figure 2. Figure 2 shows that to implement control, the backstepping controller only needs information about the values $\alpha, \beta$.

![Figure 2. Diagram of the algorithm (34)](image)

The considered approach proved the next theorem.  
**Theorem.** Let dynamic plant described by equations system (25), (26), then control law (33) is stabilizing for equations system (25), (26).

**Proposition.** Let $\Omega, \Omega^*$ are measured and reference vectors of angular velocities, respectively, $1 \leq i \leq N$; $N$ is the number of measurements made; $\varepsilon(\lambda_i)$ is measured and permissible root-mean-square values of measurement errors that are given the expression

$$
\varepsilon(\lambda_i) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |\Omega(\lambda_i) - \Omega^*|^2}
$$

(34)

Then there is value $\lambda_{\text{max}} \leq \Lambda \ (\Lambda$ is the stability boundary), which manifests $\varepsilon(\lambda) = \varepsilon(\lambda_{\text{max}})$ and satisfies (33), (34) that it is

$$
\lambda \arg \min_{\lambda_\nu} \sqrt{\varepsilon(\lambda_i)}
$$

(35)

Formulae (34), (35) establishes a procedure for choosing a sufficient value of $\lambda$ for dynamic plant (25), (26).

The control system that ensures tracking by quadrotor of varying input for the proposed mathematical model is shown in Figure 3. Due to improving tracking accuracy, the control system builds on the principle of feedback [35]. We also assume that the quadrotor has sensors that allow obtaining linear $x, y, z$, and angular $\varphi, \theta, \psi$ coordinates of the quadrotor's position in space without noises, used by controllers to generate control signals.

![Figure 3. The structure of the control system for quadrotor](image)
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There are three controllers in the control system. Controller \( x, y \) generates a control signal \( \hat{u}_1 \), which creates forces that ensure movement quadrotor in the \( x, y \) plane. This controller functions according to the mathematical model (5), (6). The controller \( z \) generates a control signal \( \hat{u}_2 \), which affects the movement plant along the third coordinate, its movement given by the \( (7), (21) \). The backstepping controller sets the angular positions \( \varphi, \theta \) of the quadrotor when moving along a given trajectory, generating control signals \( \hat{u}_3, \hat{u}_4 \). This controller functions according to the mathematical model \( (23), (24), (33) \). The converter transforms control signals into forces \( (14)-(17) \) that determine the quadrotor position in space at any one time.

4. RESULTS AND DISCUSSION

As follows from the mathematical model of the quadrotor described by \( (25)-(27) \), the angular dynamics represented by \( (23), (24) \) do not depend on the spatial coordinates of the UAV. At the same time, the spatial coordinates \( (5)-(7) \) are completely determined by the angular coordinates and their derivatives in time. Thus, the general control system consists of two independent control subsystems, the one controls the translational dynamics, its output parameters are the initial data for the second subsystem.

The orientation of the quadrotor in three-dimensional space depends on the control of the angular coordinates. To implement hovering and stabilize its position for some time, the angular rates of roll, pitch and yaw tend to be kept equal to zero values. Here it is suggested to use the backstepping procedure for this task. The initial parameters for simulating the dynamics of the prototype quadrotor are given in Table 1.

| Parameter | Description | Value | Unit |
|-----------|-------------|-------|------|
| \( m \)   | mass of the vehicle | 0.624 | Kg   |
| \( d \)   | distance between the center of mass of UAV and engine | 0.3   | M    |
| \( J_1 \) | moment inertia for axes \( X \) | 0.0015 | kg\( \cdot \)m\(^2\) |
| \( J_2 \) | moment inertia for axes \( Y \) | 0.0015 | kg\( \cdot \)m\(^2\) |
| \( J_3 \) | moment inertia for axes \( Z \) | 0.0027 | kg\( \cdot \)m\(^2\) |
| \( J_r \) | rotor inertia | \( 6.8 \times 10^5 \) | kg\( \cdot \)m\(^2\) |

Further, we will study the three variants of action of the control system: two cases only backstepping controller in which we show its reaction on the step and harmonic functions, and full action control for quadrotor motion in \( XY \)-plane.

4.1. Case 1 study: input is a step function

Modeling of the control law \( (33) \) for the dynamic system \( (25), (26) \) with the parameter \( \omega' = 42 \) rad/s on the interval \( T = 10 \) s has been performed in the Matlab environment.

The unit step function \( \hat{u}_4 = 1(t) \) fed to the input of the dynamic system; the system response without stabilization is shown in Figure 4, the stabilization of the system with the parameters of the control law \( (33) \) \( \lambda = 2 \), \( 20 \) shown in Figure 5(a) and (b). In this Figure, the dotted line shows the system output when stabilized by local feedback. Figure 6 show the function \( \varepsilon(\lambda) \). This function is useful for the procedure \( (34), (35) \) assessment.

![Figure 4. Functions of \( \hat{u}_4 \) (red) and \( \alpha(t) \) (blue) without stabilization](image-url)
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4.2. Case 2 study: input is a harmonic function

A similar Case 1 this study was carried out for the case when the input changes according to the harmonic function with $\omega = 0.16 \text{ rad/s}$, i.e. $\tilde{u}_4(t) = \sin \omega t$, studies for a signal with duration $T = 10 \text{ s}$ are shown in Figures 7, 8(a) and (b). The dotted line in the last figure is used to show the result of the local feedback stabilization.

From this graph, we can note dependence $\varepsilon(\lambda)$ monotone decreasing, and adequate error level can realize for $\lambda \geq 7$ in given parameters dynamic plant.
Figure 8. Functions of $\dot{\theta}_4(t) = \sin \omega t$ (red) and $\alpha(t)$ (blue) after stabilization; (a) $\lambda = 2$ and (b) $\lambda = 20$

As you can see from Figure 8(b) the control system has constant error for this type of input signal. Local feedback stabilization leads to distortion of the input signal waveform.

4.3. Case 3 study: spatial stabilization

We also propose a general scheme of the analysis of dynamics in 3D space. It is necessary for the completeness of the study of the mathematical model, which takes into account the mutual influence of all four moments of the quadrotor on the trajectory of motion.

The diagram contains additional designations $x_{de}$, $y_{de}$, $z_{de}$, $\phi_{de}$, $\theta_{de}$, $\psi_{de}$, which are the outputs of the comparison elements of the corresponding coordinates. The input signal of the control system is described by

$$ (x - x_0)^2 + (y - y_0)^2 = R^2, z = z_0. $$

(36)

In this case, the task was to study the controller for tracking a circular path. Initial data for modeling $x_0 = 0$ m, $y_0 = 0$ m, $z_0 = 1$ m, $R = 1$ m, $\lambda = 10$ and $\varepsilon_{et} = 0.001$.

The result of this simulation is shown in Figure 9; the red curve is the input signal; the blue curve is the UAV trajectory with the existing control; the green curve is the backstepping control.

Figure 9. System’s dynamic in the 3D space

The results in Figure 9 confirm the effectiveness of the stabilization of systems with nonlinear dynamics. Analysis of Figures 7-9 matches with the main theoretical result regarding the stabilization of a dynamic system with nonlinear dynamics. The quality of control depends significantly on parameter $\lambda$. The analysis of the control law (33), despite some complexity of the analytical inference, shows a relatively simple technical implementation, since the implementation relies on signals present in the system, forming a special type of feedback.

As can be seen from the figures, the regulator using control law (33) compensates for the initial error, stabilizes the mismatch of the roll, pitch, and yaw angular velocities, and maintains their values equal
to zero. Application of the procedure (35) does it possible to obtain \( \lambda = 10 \) at \( \varepsilon = 0.001 \). This investigation does not include noises in the canals of measurements of coordinates. We assume that take into consideration the influence of noises leads to little worsening of accuracy control but this problem requires consideration.

4.4. Problems for implementation

The obvious advantage of the proposed control law is the simplicity of technical implementation on a modern element base, the absence of the need to use PID controllers, as well as the problems associated with their tuning. The control system can be implemented on processors, for example, the STM32F4 series, which combines high performance and low power consumption. The paper [37] can serve as a reference point in this direction, where the same processor is used in the feedback loop (PIL by author’s edition) to provide the control trajectory of the quadrotor for a finite time in a sliding mode. Nevertheless, the implementation requires separate, additional work related to the development of full hardware and software for the provision of flight tasks, including the construction of a radio control channel, as well as equipment that determines the purpose of the UAV, which is a further logic continuation of this work.

5. CONCLUSION

The solution to the problem of the control plant stabilization that has nonlinear dynamics presented in this work. As a controlled object whose mathematical model has multiple imaginary roots of the characteristic equation used a quadrotor. Due to solve the problem of stabilization in this work, the back step procedure has been applied. The algorithm has a configurable parameter, which does not contradict previous studies. However, unlike the known approaches, we offer a tuning algorithm that excludes the trial and error method. In the study, we have determined the dependence of the quality of the transition process from one parameter of the stabilization criterion. This parameter defines the speed of stabilization. Our contribution to this study is the establishing a new algorithm of the quadrotor angular position stabilization by backstepping procedure; definition the dependence quality of control the backstepping procedure parameter. Also, we proposed the algorithm for choosing the suitable value of this parameter by procedure-directed search. We will plan to aim further researches at the realization of the proposed algorithm. Besides, to determine the ways for decreasing dynamic error, and also take into consideration sensor noises.
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