EODC: An Energy Optimized Dynamic Clustering Protocol for Wireless Sensor Networks using PSO Approach
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Abstract: A Wireless Sensor Network comprises many small wireless nodes that helps to sense, gather, process and communicate. One of its primary concerns is to optimize the consumption of energy and extend the network lifespan. The sensor nodes can be clustered to increase its lifespan further and this can be accomplished by choosing cluster head for every cluster and by performing data fusion on the cluster head (CH). The proposed system is using an energy efficient hierarchical routing protocol named Energy Optimized Dynamic Clustering (EODC) for clustering large ad-hoc WSNs and direct the data to reach the sink. The collected data is received by the sink from the set of cluster heads after every round. The cluster head is selected using the Particle Swarm Optimization (PSO) approach; the allocation of cluster members is based on the Manhattan distance. The metrics used to find the fitness function are location, link quality, energy of the active and inactive nodes. The system employs the shortest path approach to communicate between the cluster heads till it reaches the base station. By this, the energy efficiency and network lifetime have been increased. The analysis and outcomes show that the EODC was found to outperform the existing protocol which compares with this algorithm.
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1 Introduction

In recent times, Wireless Sensor Networks (WSN) are procuring research attention. The nodes communicate with their neighbors to transmit the data till it reaches the destination [2, 3]. The potential utilization of sensor networks is in various fields such as target monitoring, environment tracking, healthcare and industries. A WSN generally consists of sensor nodes, used for sensing, processing and communicating to reach the sink. These small sized sensor nodes make it easier to collect the data about the environment. A WSN has various characteristics, including less battery life, power constraints, coping with node failures, and dynamic network topology, etc.

Flooding is a flat based routing protocol which allows to flood the sensed data in the network through the neighbor nodes [8–10, 12]. Since the data are flooded throughout the network, the system drains due to duplication of data, overlapping and resource blindness. In direct diffusion the sink initiates the request to the source nodes. The source node saves the path of the sink, once the message is received. The routing consists of interest propagation and gradient setup. Interest propagation refers to the query from the sink where the gradient setup transmits the data.
to reach the sink. An adaptive routing protocol called as the Sensor Protocol for Information via Navigation (SPIN) assigns high-level name to describe the data. The SPIN performs better by saving energy than the flooding approach. LEACH makes use a stochastic algorithm for selection of CH. The data gathered from the individual cluster member is fused by the CH and forwarded to reach the sink through single-hop communication. To avoid interference between the clusters while transmitting the data, a direct sequence spread spectrum is used. The CH is randomly chosen from the available nodes in the respective cluster to ensure that all the nodes should become a cluster head once. This algorithm can hence reduce the volume of data forward directly to a base station (BS). These cluster heads are unevenly distributed in the network. If they happen to be selected randomly only from a dense area, this may lead to increased energy consumption during data transmission. Since the CHs are elected based on probability, it may lead to overhead and increase in the network load and it is not scalable. The level of energy consumed is a prime concern in draining the network. In order to improve the efficiency, we developed an Energy Optimized Dynamic Clustering (EODC) protocol that uses location, link quality, energy of active and inactive nodes to find the fitness function for selecting the CH. The proposed system reduces the energy consumption by selecting the optimized CH and routes the packet through the near optimal path in the network.

The paper is structured as follows. The related work of the system is described in section 2. The Section 3 describes the EODC protocol. The results of the simulation and discussion are shown in section 4. At last, in section 5, the conclusion segment is covered.

2 Related work

The design of energy efficient routing protocol is such that it improves the performance and network lifespan. In this segment five hierarchical routing protocols are briefly discussed.

In a wireless sensor network, Low-Energy Adaptive Clustering Hierarchy-Centralized (LEACH-C) is the effective clustering approach for data communication. For the first round, the clusters are created and the selection of CH is based on a stochastic algorithm [11]. The BS receives the message about energy as well as the location of nodes. The BS computes the CH as per the received data. The nodes which have the energy more than the average of that set of nodes are considered as CHs from the second round. The CHs fuse the data gathered from the individual cluster member and forward it towards the BS. For saving energy, each member uses the time division multiple access (TDMA) scheduling for transmitting data to reach the CH and once the time is out, the node goes to sleep. The CH must be active to receive the data continuously and further pass the collected data to the base station. The LEACH-C being a one-hop communication protocol helps in direct transmission from CHs to BS. The system performs better than the flat based routing approach by employing a clustering technique.

Inside the Base Station Controlled Dynamic Clustering Protocol (BCDCP), the clusters are formed with an even number of nodes to balance the energy level [16,20,26]. The energy of overall nodes is computed by the BS. The nodes having the energy above the average are chosen as the CH for the next round. The selections of the CH are uniformly placed throughout the sensor field to maximize the distance between the CH in each splitting step. The received data are transmitted to the required CH using TDMA scheduling. The CH aggregates the received data before forwarding it. The protocol performs the multi-hop routing technique among the CHs for data forwarding using the minimum spanning tree approach. A single CH communicates the information to the BS; the involved CH communicating the data will have high energy for transmission.

Inside the General Self-Organized Tree-Based Energy-Balanced Routing Protocol (GSTEB), the root node is assigned by the BS depending on the remaining energy and its associated ID
is broadcasted to every node \([28, 29]\). Similarly, the nodes in the sensor region, select their parents based on the energy of the node by coordinating with their neighbor and every child node transmits the data to their parents within the given TDMA slot. The parent node communicates with the neighbor parents in the form of a tree structure till the data reaches the root node. Here, the data is fused and forwarded by the root node to the BS. The root node is dynamic to balance the load in the communication region. The energy of the sensor nodes in each round is known by the BS and this message favors in creating the topology for the round coming next.

The Hybrid Hierarchical Clustering Approach (HHCA) is a clustering hierarchy approach that performs the operation of the dual clustering mechanism with distributed clustering and centralized grid \([14, 23, 25, 27]\). Distributed clustering is a clustering approach where the nodes are distributed randomly and divided into sub clusters and the cluster members pass the data to the cluster head in the sub cluster. The CH in the sub cluster converges the shared data to the centralized grid. The BS computes the fuzzy C-means approach for the centralized grid and broadcasts this message in the network. If the ID of the node matches with the broadcast ID that node will act as the centralized grid. Distributed clustering uses the LEACH approach for clustering and CH selection. The cluster members utilize the TDMA schedule to share the data to the sub cluster. The sub cluster (distributed clustering) transmits the data to the centralized cluster (grid) through CSMA or CA mechanism. The centralized grid forwards the data to the sink directly without correlation.

Heuristic Algorithm for Clustering Hierarchy (HACH) is a clustering technique that performs the operation of the clustering mechanism with inactive nodes by selecting the low energy nodes to be in the sleep state based on a stochastic process that should not affect the network coverage \([5, 6, 13, 18, 21]\). The maximum coverage effect is employed in the network to select the inactive nodes to maintain the coverage area. The sink computes the Euclidean distance between the nodes and to itself. The computations are based on the coordinates and energy values received by the sink from all the nodes. The CH selection was broadcast to every node present in the network. If the node ID and the ID received by the node are the same, then that node will be the CH. The election of the CH deals with a heuristic crossover approach that is spatially distributed in the detecting range, and the selected CH has high energy. As far as the proposed system is concerned, we consider LEACH-C, HHCA and the HACH protocol for comparison.

3 Energy Optimized Dynamic Clustering (EODC) protocol

3.1 Network model

The nodes are thrown randomly into a square region to observe the environment continuously. \(N\) represents the total number of nodes, where \(N = \{n_1, n_2, ..., n_n\}\). Assumptions carried out in a sensing region are

- The BS is fixed at the top of the sensing region
- All nodes are stationary in the deployment region
- Being homogeneous, the nodes have the same energy
- The adjustment of transmission power is made according to the received signal strength indicator (RSSI) value of the nodes
3.2 Energy consumption model

The energy of the data transit includes transmission circuitry and the volume of the data being transmitted. Similarly, even the energy of reception includes the volume of data reception. The energy consumption equation is given as: The energy required to transmit a unit of data is,

\[ E_{Tr}(m,d) = E_c(m) + E_{amp}(m,d) \]

\[ \Rightarrow E_{Tr}(m,d) = mE_c + m\epsilon_s d^2; d < d_0 \]

\[ \Rightarrow E_{Tr}(m,d) = mE_c + m\epsilon_{mp} d^4; d \geq d_0 \]

The energy required to receive a unit of data is

\[ E_{Rr}(l) = E_c(m) = mE_c \]

Where, \( E_{Tr} \) and \( E_{Rr} \) are the transmission and reception energy respectively, \( E_c(m) \) is the energy consumption per bit of transceiver circuitry, \( m \) is the message transmitted, and \( d \) indicates the level of distance measured between the nodes. Depending on the transmission range, free space \( (d^2) \) or multipath \( (d^4) \) propagation is used.

3.3 Operation of the EODC algorithm

In EODC, the nodes form the cluster using the PSO approach. The fitness function used is computed by the BS for the selection of CH and the cluster members (CM) are joined using the Manhattan distance. The purpose of the EODC is to reduce energy utilization in clustering.
and data transmission \[1, 4, 7, 15, 17, 19, 22, 24, 30\]. The system employs the HACH approach for the selection of the inactive nodes in the clusters. The Stochastic Selection of Inactive Nodes (SSIN) protocol introduces the sleep scheduling mechanism to choose inactive cluster members. The coverage effect \(C_e\) is the effect of identifying the active nodes by putting some nodes to sleep according to the coverage. The number of active nodes present in the network is known which depends on the accumulated coverage effect \(AC_e\) of all the clusters. The received data are fused by the CH and forwarded to the nearest CH to form a multi-hop chain till the data reaches the BS. The CH in the communication region forwards the data to BS. A shortest path approach was employed to achieve the near optimal path to the BS.

The algorithm consists of two phases, namely:

1. Formation of Cluster and CH Selection using PSO;
2. Data Transmission and Forwarding.

**Formation of cluster and CH selection using PSO**

In the proposed system, the selection of CH adopting the PSO approach includes the location of the node, link quality between the nodes, and the energy of the active and inactive nodes. The CH should remain awake always for data reception and transmission. The fitness function of the CH is calculated using these metrics. \(F_{CH}\), fitness function of CH is given as an optimization technique and is expressed as,

\[
F_{CH} = \gamma \times LOC + (1 - \gamma) \times LQ + (1 - \gamma) \times E_{n}^{C_k} + (1 - \gamma) \times E_{m}^{C_k}
\]  

(1)

Location(Loc) gives the identity of the nodes in the network. The computation gives the distance between the neighbor nodes, as well the distance starting from nodes until the CH of the cluster, \(C_k\).

\[
LOC = \min_{k=1,2,...,K} \left\{ \sum_{n_i \in C_k} \frac{d(n_i, CH_k)}{|C_k|} / \frac{d(n_i, BS)}{|C_k|} \right\}
\]  

(2)

Where, \(d(n_i, CH_k)\) gives the distance from \(n_i\) to \(CH_k\), \(d(n_i, BS)\) represents the distance from \(n_i\) to BS, and \(|C_k|\) is the length of the cluster.

Link Quality (LQ) is the quality of the signal between nodes, \(n_i\) and the CH in the cluster. The nodes in the CH receive the advertisement message. The strength of the signal is known by the nodes in message reception. The RSSI or \(ETx\) (Expected Transmission Count) is used to calculate the quality of the link, LQ. Here, \(ETx\) is a measure of transmission for the successful delivery of a packet from the sender to the receiver. The computation of paths along the links refers to ETT (expected transmission time) and is inversely proportional to link quality.

Therefore, \(RSSI \alpha ETx \alpha \left( \frac{1}{ETT} \right)\)

\[
LQ = \min_{k=1,2,...,K} \left\{ \sum_{n_i \in C_k} \frac{ETx(n_i,C_k)}{|C_k|} \right\}
\]  

(3)

Where, \(ETx(n_i, C_k)\) is the maximum successful transmission of data from \(n_i\) to \(C_k\), and \(|C_k|\) is the length of the cluster.

The energy of the active nodes \(E_n(C_k)\) inside the network is the set of non-CH nodes which address the CH through TDMA scheduling and the current CH. The energy consumption of the
Cluster head (ECH) includes the transmission energy of the advertisement message and TDMA schedule. The reception energy includes JOINT_REQ message and DATA message. The total energy dissipation of the CH is represented as,

\[ E_{CH} = E_{Tr}(CH\_ADV,CH\_TDMA) + E_{Rr}(JOINT\_REQ\_CH,DATA\_CH) \]

Similarly, the energy dissipation of the non CH (active nodes) belonging to the cluster is represented as:

\[ E_{non-CH} = E_{Tr}(JOINT\_REQ\_CH,DATA\_CH) + E_{Rr}(CH\_ADV,CH\_TDMA) \]

The nodes which communicate with the CH in the current round are called as active nodes. The energy requirement of the active nodes belonging to the network is given as the sum of all the optimum clusters.

\[ E_{C_k}^n = \sum_{k=1, n_i \in C_k}^K \frac{E(n_i^k - 1)}{E(CH_k)} \] (4)

Where, \( E(CH_k) \) is the active cluster heads energy.

The energy of the inactive nodes \( E_{C_k}^m \) is the set of nodes in the clusters which remain in sleep mode in the current round and on further iteration, these nodes will wake and another set of nodes become inactive. The energy of the inactive nodes is calculated as,

\[ E_{C_k}^m = \sum_{k=1, m_j \in C_k}^k \frac{E(m_j^k)}{\min(E(m_j^k))} \] (5)

Where, \( \min(E_{C_k}^m) \) is the minimum energy of the inactive nodes.

After computing the metrics, the fitness function that needs to minimize is given as

\[ F_{CH} = 0.25 \times LOC + 0.25 \times LQ + 0.25 \times E_{C_k}^n + 0.25 \times E_{C_k}^m \] (6)

Where, \( \gamma = 0.25 \)

The fitness function is computed by the BS which broadcasts the message throughout the network. If the node ID matches with the ID of the node sent by the BS, then the node will act as a CH. The energy consumed by the CH includes the energy of data reception, fusion, and transit. The node will act as CH till the fitness function value is lesser than the threshold value. The energy of data communication includes the length of the data and energy required for the transmitter circuitry in addition to the energy required for amplification to forward the data through free space propagation, if \( d < d_0 \). The consumption of energy in the CH for data transmission is given as,

\[ E_{CH} = mE_c(u_n^C - 1) + mE_{DA}(u_n^C) + mE_c + m\epsilon fd_2 \] (7)

where \( u_n^C \) represents the number of unique nodes in each cluster.

Similarly, the energy of data reception includes the length of the data and energy required for receiver circuitry. The energy consumed by the non-CH for data transmission is given as,

\[ E_{non-CH} = mE_c + m\epsilon fd_2 \] (8)
The total consumption of energy for the single cluster includes the consumption of energy for the non-CH, of the cluster in intra cluster communication in addition to the energy consumption of the CH in the given cluster. The total energy consumed by the clusters is calculated as,

\[ E_{clust} = (n_C^{n} - 1)E_{non-CH} + E_{CH} \] (9)

Since, \( N \) represents the number of nodes and \( M \) indicates the sensor region, the selection of optimal clusters in the system is given using the equation,

\[ K_{opt} = \sqrt{\frac{N}{2n}} \sqrt{\frac{\epsilon_{fs}}{\epsilon_{mp}}} \times \frac{M}{d^2} \] (10)

The energy consumed by the entire network is the product of consumption of energy for the single cluster and the optimal number of clusters, \( K_{opt} \) present in the sensing region. The total energy consumption by the network is given as,

Substituting (9) and (10) in (11)

\[ E_{network} = K_{opt} \times E_{clust} \] (11)

The assumption is being carried out as uniform deployment of nodes in the detecting region. The distance from the nodes to the CH is given as

\[ E[d] = \int \int \sqrt{x - x_{CH}^2 + (y - y_{CH})^2} \rho(x, y)dx dy \]

\[ E[d] = \int \int \sqrt{x^2 + y^2} \rho(x, y)dx dy \]

\[ E[d] = \int \int r^2 \rho(r, \theta)dr d\theta \] (12)

Here, \( \rho(r, \theta) \) becomes constant, when the sensors are distributed uniformly in the environment.

PSO Approach: The optimization algorithm deals with the particles’ velocity and position in a swarm. The movement of the particles in the swarm is referred to using the equation given. Movement of the particle to the next position from the current position is given as

\[ p^{k+1} = p^k + v^{k+1} \] (13)

The particle’s velocity is given as

\[ v^{k+1} = v^k + x_1 r_1 (P_p^k - p^k) + x_2 r_2 (S_p^k - p^k) \] (14)

Where, \( P_p^k \) is the particle’s best position, \( S_p^k \) is the swarm’s best position, \( p \) is the particle position, \( v \) is the path direction, \( x_1, x_2 \) are the learning coefficients commonly set to 2.0, and \( r_1, r_2 \) are the random numbers with the range of (0,1).
Data transmission using shortest path approach

In this phase the data is transmitted from CH to CH till it reaches the base station. The CH in the communication region forwards the data to the sink since it needs high transmission power. A near optimal path is identified based on the route selection using the energy of the route. The energy of the route in the network is represented as

\[
E(R_k) = \sum_{i=1}^{K} (E_i^{CH} - E_i^{CH}_{tx})
\]  

Where \(E(R_k)\) is the energy of the route \(k\), \(E_i^{CH}\) indicates the energy of the CH, and \(E_i^{CH}_{tx}\) denotes the transmission energy of the CH. The route selection is based on inter cluster communication till the data reaches the sink. The route which has the maximum energy to carry the data to the BS is taken as route assignment, \(R_A\).

\[
R_A = \max \left\{ E(R_k); R_k \in P \right\}
\]  

Figure 2: Flow chart of the cluster setup and data transmission
where $P$ is a set of all possible routes, $k$ is a CH that follows the route reaching the sink, and $R_A$ specifies the route assignment by condition. The cluster setup and data transmission flowchart is given in figure 2.

4 Simulation results

The simulation was done using the math-lab simulator. The EODC performance is compared with the HHCA, HACH and LEACH-C protocol. In our simulation work, about 500 sensor nodes are placed randomly in a 500m x 500m region. The initial energy of the node is calculated as 0.5J, the value of gamma is set to 0.25 and the size of the data was 500 bytes long. The simulation results are plotted in the graph and shown in figures 3 to 8. The values of the simulation parameters for the scheme are given below,

| No. | Parameter                        | Specification         |
|-----|----------------------------------|-----------------------|
| 1   | Sensor Region                    | 500 x 500 m²          |
| 2   | Number of sensors                | 500                   |
| 3   | Energy of each node              | 0.5J                  |
| 4   | Data size                        | 500 byte              |
| 5   | $E_c$                            | 50 nJ/bit             |
| 6   | $\epsilon_{fs}$                  | 10 pJ/bit/m²          |
| 7   | $\epsilon_{mp}$                  | 0.0013 pJ/bit/m⁴      |
| 8   | $\gamma$                         | 0.25                  |
| 9   | Minimum Threshold energy         | $10^{-4}$ J           |

The number of communication rounds increases when compared with other protocols such as LEACH-C, HHCA and HACH. The network lifespan is proportional to the number of communication rounds. The average energy dissipation at the end of 1000 rounds in EODC is 0.39nJ less than HHCA which gives 0.48nJ and in HACH, LEACH-C the energy of the nodes drains before 1000 rounds. Figure 3 illustrates the average energy dissipation for all the nodes. The EODC performs much better than the existing protocol.
In the proposed system, the number of live nodes in the network is high when compared with the existing protocol with respect to the number of rounds. At the end of 1000 rounds in EODC, the number of alive nodes is 95; whereas in HHCA, they are 25 and in HACH, LEACH-C, the nodes are dead before 1000 rounds. Figure 4 plots the number of live nodes in each iteration.

![Figure 4: Number of alive nodes in each round](image)

Figure 5 and Table 2 plot the clusters formed in the network in each round and the improvement achieved with EODC. In the proposed system, the count of clusters created at the end of 1000 rounds is 142, which is higher when compared with the existing protocols like HHCA, HACH and LEACH-C which give 117, 92, 79 respectively. Therefore, the improvements achieved in EODC over HHCA, HACH and LEACH-C are 21.37%, 54.35% and 79.75% respectively.

![Figure 5: Clusters formed in each round](image)
Table 2: Cluster Formation in each round of communication

| Rounds | Number of clusters formed | Improvement achieved in % by EODC Over |
|--------|---------------------------|---------------------------------------|
|        | EODC | HHCA | HACH | LEACH-C | HHCA | HACH | LEACH-C |
| 100    | 86   | 64   | 53   | 45      | 34.38 | 62.26 | 91.11   |
| 200    | 90   | 68   | 57   | 48      | 32.35 | 57.89 | 87.50   |
| 300    | 101  | 78   | 60   | 51      | 29.49 | 68.33 | 98.04   |
| 400    | 110  | 84   | 67   | 57      | 30.95 | 64.18 | 92.98   |
| 500    | 115  | 89   | 69   | 60      | 29.21 | 66.67 | 91.67   |
| 600    | 124  | 92   | 74   | 66      | 34.78 | 67.57 | 87.88   |
| 700    | 129  | 98   | 79   | 68      | 31.63 | 63.29 | 89.71   |
| 800    | 133  | 102  | 83   | 72      | 30.39 | 60.24 | 84.72   |
| 900    | 137  | 110  | 88   | 75      | 24.55 | 55.68 | 82.67   |
| 1000   | 142  | 117  | 92   | 79      | 21.37 | 54.35 | 79.75   |

Figure 6 plots the energy dissipation of the CH with the given existing protocol. The energy consumed by the CH in EODC is 0.12nJ for 200 iterations which is less than those of the existing systems like HHCA, HACH and the LEACH-C protocol which give 0.18nJ, 0.21nJ and 0.29nJ respectively.

Figure 6: Energy dissipation of the CH under each round

Figure 7 and table 3 show the sum of residual energy during each round and the improvement achieved by EODC. In the proposed system, the residual energy of the sum of all nodes is evaluated and in comparison, the sum of network’s residual energy is higher than those of the existing systems like LEACH-C, HHCA and the HACH protocol. The improvements achieved in EODC over HHCA, HACH and LEACH-C are 100%, 211% and 357.14% respectively.
Figure 7: Sum of residual energy during each round

Table 3: Sum of Residual Energy during each round of communication

| Rounds | EODC | HHCA | HACH | LEACH-C | HHCA | HACH | LEACH-C |
|--------|------|------|------|---------|------|------|---------|
| 0      | 250  | 250  | 250  | 250     | 0.00 | 0.00 | 0.00    |
| 100    | 240  | 230  | 213  | 197     | 4.35 | 12.68| 21.83   |
| 200    | 230  | 210  | 180  | 160     | 9.52 | 27.78| 43.75   |
| 300    | 218  | 185  | 165  | 140     | 17.84| 32.12| 55.71   |
| 400    | 210  | 160  | 140  | 120     | 31.25| 50.00| 75.00   |
| 500    | 195  | 140  | 115  | 95      | 39.29| 69.57| 105.26  |
| 600    | 180  | 122  | 101  | 70      | 47.54| 78.22| 157.14  |
| 700    | 160  | 104  | 75   | 35      | 53.85| 113.33| 357.14  |
| 800    | 140  | 85   | 45   | 0       | 64.71| 211.00| -       |
| 900    | 120  | 63   | 0    | 0       | 90.48| -    | -       |
| 1000   | 96   | 48   | 0    | 0       | 100.00| -    | -       |

Figure 8 and table 4 plot the network lifetime comparison with LEACH-C, HHCA, and HACH with the EODC protocol. The lifetime gradually increases for the EODC protocol with the total number of nodes, which ranges from 250 to 500. As per the percentage of nodes dying in every round, we calculate the lifespan of the network. The improvements achieved in EODC over HHAC, HACH and LEACH-C are 12.85%, 44.77% and 82.18% respectively. The proposed protocol gives better performance in comparison.
From the projected graphs of the simulation results, it is concluded that EODC has a lower energy dissipation, increase in the generation of clusters and the sum of residual energy consumed is low when compared with the preceded LEACH-C, HHCA and HACH protocols, thus increase the lifespan of the nodes and efficiency of the data transmission across the plane. The performance of EODC is compared with the above mentioned protocols with respect to energy and network lifespan. Network lifespan is characterized as the count of rounds at the point until every one of the sensor nodes comes up short on energy. It should be observed that our proposed model still has some outstanding energy beyond 1100 rounds, whereas only slight energy is remaining beyond 1000 rounds with the HACH protocols.

## 5 Conclusion

Energy efficiency is an essential criterion for the lifespan of the sensor network. Clustering the nodes together is the potent way to promote the energy efficiency of the network. The EODC approach is a type of hierarchical routing protocol like LEACH-C, HHCA and HACH which perform clustering of the sensor nodes. LEACH, HACH and the HACH protocol randomly choose the CHs, which in turn, increases the re-clustering process; thus more energy is being used and the network lifespan gets affected. In EODC, the cluster heads are chosen based on the PSO approach. The metrics of the proposed system are compared with the PSO model. One of
the primary concerns is an effective CH selection which has been given in the proposed system. The simulation results report that in EODC, the number of clusters in the network is high in comparison. The inter cluster communication is performed using the shortest path algorithm in this scenario. The results show that by doing so the network lifetime is more in our approach when compared with the other hierarchical routing protocols. Our simulation results have proven that EODC produces better results than LEACH-C, HHCA and the HACH hierarchical routing protocol with reference to the total energy consumption and the lifetime of the network.
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