We study the Gnedin–Kingman graph, which corresponds to Pieri’s rule for the monomial basis \( \{ M_\lambda \} \) in the algebra \( QSym \) of quasisymmetric functions. The paper contains a detailed announcement of results concerning the classification of indecomposable semifinite harmonic functions on the Gnedin–Kingman graph. For these functions, we also establish a multiplicativity property, which is an analog of the Vershik–Kerov ring theorem. Bibliography: 10 titles.

1. Introduction

Kingman [9] described the random exchangeable partitions of the set of positive integers. They are indexed by the probability measures on the Kingman simplex, whose elements are infinite sequences of real numbers \((\alpha_1 \geq \alpha_2 \geq \cdots \geq 0)\) satisfying the condition \( \sum_i \alpha_i \leq 1 \). Kingman’s theorem can be restated in terms of harmonic functions on a certain branching graph, the Kingman graph \( K([7, 8, 5]) \). The vertices of this graph correspond to the Young diagrams, and the edges correspond to Pieri’s rule for the monomial basis in the algebra of symmetric functions \( Sym \).

Gnedin [1] obtained an analog of Kingman’s theorem for linearly ordered partitions. In this case, as shown in [1], the role of Kingman’s simplex is played by the space of open subsets of the unit interval. Gnedin’s theorem can also be restated in terms of harmonic functions on a branching graph. We denote this graph by \( G_K \), and propose to call it the Gnedin–Kingman graph. Its vertices correspond to the compositions, and the multiplicities of edges are given by Pieri’s rule for the monomial basis in the algebra of quasisymmetric functions \( QSym \). This interpretation is used by Karev and Nikitin in the paper [3], where another proof of Gnedin’s theorem is given.

The aim of this paper is to classify the indecomposable semifinite harmonic functions on the Gnedin–Kingman graph. The semifiniteness condition means that at some vertices the function takes the value \(+\infty\); for the precise definition, see Sec. 2.1. The main result is Theorem 4.6. It shows that the parameters of this classification are finite collections of disjoint intervals in \((0, 1)\) plus some discrete data (collections of compositions).

The problem of describing the semifinite harmonic functions for the Kingman graph was solved by Vershik and Kerov [4, 6]. Informally, our result stands in the same relation to their result as Gnedin’s theorem to Kingman’s theorem.

Using the natural embedding of rings \( Sym \hookrightarrow QSym \), one can establish a correspondence between the semifinite harmonic functions on the graphs \( G_K \) and \( K \). A precise description of this correspondence is given in Proposition 4.15.

In conclusion, note that the graph \( G_K \) is the Bratteli diagram of some AF-algebra, and indecomposable semifinite harmonic functions on \( G_K \) correspond to normal factor representations of type \( I_{\infty} \) and \( II_{\infty} \) of this algebra.
2. THE GNEDIN–KINGMAN GRAPH AND HARMONIC FUNCTIONS

The Gnedin–Kingman graph $\mathbb{G}_K$ is the graded graph $\mathbb{G}_K = \bigsqcup_{n \geq 0} \mathbb{G}_K^n$ where $\mathbb{G}_K^n$ is the set of all compositions (ordered partitions) of $n$. By definition, $\mathbb{G}_K^0 = \{\emptyset\}$.

Edges between compositions from adjacent levels are defined as follows. Let $\mu = (n_1, \ldots, n_k)$, $|\mu| = N$; then $\mu$ is connected by edges with all compositions $\nu$, $|\nu| = N - 1$, that are obtained from $\mu$ by

- decreasing one of the numbers $n_i$ by 1 for $n_i \geq 2$,
- deleting 1 from a sequence of 1’s, which decreases the length of this sequence by 1:

$$ (1, \ldots, 1) \mapsto (1, \ldots, 1)_{j \rightarrow j-1}. $$

In the first case, the edge has multiplicity 1, in the second case, it has multiplicity $j$ (see Fig. 1).

**Remark 2.1.** The edges in the graph $\mathbb{G}_K$ reflect Pieri’s rule for the monomial quasisymmetric functions $M_{\alpha}$ (see [10, (3.12)] for the case $\alpha = (1)$).

If there is at least one edge from $\nu$ to $\mu$, we write $\nu \nearrow \mu$. The multiplicity of the edge from $\nu$ to $\mu$ is denoted by $\kappa(\nu, \mu)$. By definition, $\kappa(\nu, \mu) = 0$ if $|\mu| - |\nu| \neq 1$, or $\nu \in \mathbb{G}_K^{N-1}$, $\mu \in \mathbb{G}_K^N$, but $\nu$ and $\mu$ are not connected by any edge.

A *path* is a (finite or infinite) sequence of compositions $\lambda_1, \lambda_2, \lambda_3, \ldots$ such that $\lambda_i \nearrow \lambda_{i+1}$ for every $i$.

We say that $\mu$ lies above $\nu$ if $\mu$ belongs to a higher level than $\nu$ and they can be connected by a path. In this case, we write $\mu > \nu$.

**Definition 2.2.** A function $\varphi: \mathbb{G}_K \to \mathbb{R}_{\geq 0} \cup \{+\infty\}$ defined on the set of vertices of the graph $\mathbb{G}_K$ is said to be harmonic if it satisfies the condition

$$ \varphi(\lambda) = \sum_{\mu: \lambda \nearrow \mu} \kappa(\lambda, \mu) \varphi(\mu), \quad \lambda \in \mathbb{G}_K. $$

**Remark 2.3.** We use the following conventions:

- $x + (+\infty) = +\infty$, $x \in \mathbb{R}$;
- $(+\infty) + (+\infty) = +\infty$;
- $0 \cdot (+\infty) = 0$. 

![Fig. 1. The Gnedin–Kingman graph.](image-url)
Observation 2.4. Let \( \varphi \) be an arbitrary harmonic function. If \( \varphi(\lambda) < +\infty \), then for every composition \( \mu \) such that \( \mu > \lambda \), we have \( \varphi(\mu) < +\infty \). Besides, if \( \varphi(\lambda) = 0 \), then for every composition \( \mu \) such that \( \mu > \lambda \), we have \( \varphi(\mu) = 0 \).

Definition 2.5. The set of all compositions \( \lambda \in \mathbb{GK} \) such that \( \varphi(\lambda) < +\infty \) will be called the finiteness ideal of \( \varphi \). Also, let \( \ker \varphi \) be the ideal of zeros of \( \varphi \), and \( \text{supp} \varphi \) be its support \( \{ \lambda \in \mathbb{GK} \mid \varphi(\lambda) > 0 \} \).

Remark 2.6. These terms stem from the fact that a set of vertices \( I \subset \mathbb{GK} \) satisfying the property \( \lambda \in I, \mu > \lambda \implies \mu \in I \) is usually called an ideal in the branching graph [8].

Definition 2.7. A harmonic function \( \varphi \) is said to be finite if \( \varphi(\lambda) < +\infty \) for all \( \lambda \in \mathbb{GK} \).

Remark 2.8. Finite harmonic functions are assumed to be normalized: \( \varphi(\emptyset) = 1 \).

Definition 2.9. A finite harmonic function \( \varphi \) is said to be indecomposable if for any two finite harmonic functions \( \varphi_1, \varphi_2 \) and positive real numbers \( c_1, c_2 \) with \( c_1 + c_2 = 1 \), we have
\[
\varphi = c_1 \varphi_1 + c_2 \varphi_2 \implies \varphi = \varphi_1 \text{ or } \varphi = \varphi_2.
\]

Every finite harmonic function \( \varphi \) gives rise to a functional \( F_{\varphi} : \mathbb{QSym} \to \mathbb{R} \):
\[
F_{\varphi}(M_{\lambda}) = \varphi(\lambda),
\]
where \( M_{\lambda} \) is a monomial quasisymmetric function [10].

This functional has the following properties:
1. \( F_{\varphi}(M_{\lambda}) \geq 0 \);
2. \( F_{\varphi}(M_1) = F_{\varphi}(M_{\lambda}) \);
3. \( F_{\varphi}(1) = 1 \).

Proposition 2.10. The correspondence \( \varphi \leftrightarrow F_{\varphi} \) defines a bijection between the finite harmonic functions on \( \mathbb{GK} \) and the functionals \( \mathbb{QSym} \to \mathbb{R} \) satisfying properties (1)-(3).

We will identify \( \varphi \) and \( F_{\varphi} \) and denote them by the same symbol \( \varphi \).

Theorem 2.11 (Vershik–Kerov ring theorem, [2, Proposition 8.4]). A finite harmonic function \( \varphi \) on the graph \( \mathbb{GK} \) is indecomposable if and only if it defines a multiplicative functional: \( \varphi(a \cdot b) = \varphi(a) \cdot \varphi(b) \) for any \( a, b \in \mathbb{QSym} \).

2.1. Semifinite harmonic functions and additive \( \mathbb{R}_{\geq 0} \)-linear maps \( K \to \mathbb{R}_{\geq 0} \cup \{ +\infty \} \).

Consider the algebra \( R = \mathbb{QSym}/(M_1 - 1) \) and the positive cone \( K \subset R \) spanned by the images of the monomial quasisymmetric functions:
\[
K = \text{span}_{\mathbb{R}_{\geq 0}} \{ [M_{\lambda}] \mid \lambda \in \mathbb{GK} \},
\]
where \( [ \cdot ] : \mathbb{QSym} \to R \) is the canonical homomorphism. Note that this cone is closed under multiplication: \( K \cdot K \subset K \). The cone \( K \) defines a partial order \( \geq_K \) on the algebra \( R \): \( a \geq_K b \iff a - b \in K \).

Every harmonic function \( \varphi \) defines an additive \( \mathbb{R}_{\geq 0} \)-linear map \( F_{\varphi} : K \to \mathbb{R}_{\geq 0} \cup \{ +\infty \} \):
\[
F_{\varphi}([M_{\lambda}]) = \varphi(\lambda).
\]

Recall that we use the convention \( 0 \cdot (+\infty) = 0 \), see Remark 2.3.
Definition 2.12. A harmonic function \( \varphi \) is said to be \emph{semifinite} if it is not finite and the map 
\[ F_\varphi : K \to \mathbb{R}_{\geq 0} \cup \{+\infty\} \]
has the following lower semicontinuity property:
\[
F_\varphi (a) = \sup_{b \in K : b \leq_\mathcal{K} a, F_\varphi (b) < +\infty} F_\varphi (b), \quad a \in K.
\] (1)

Observation 2.13. If \( F_\varphi (a) < +\infty \), then (1) turns into the trivial identity \( F_\varphi (a) = F_\varphi (a) \).

Remark 2.14. A harmonic function \( \varphi \) is semifinite if and only if there exists an element \( a \in K \) such that \( F_\varphi (a) = +\infty \), and for every such element \( a \) there is a sequence \( \{a_n\}_{n \geq 1} \subset K \) such that \( a_n \leq_\mathcal{K} a, F_\varphi (a_n) < +\infty, \) and \( \lim_{n \to +\infty} F_\varphi (a_n) = +\infty \).

Remark 2.15. If \( \varphi \) is a semifinite harmonic function on \( \mathbb{G}_\mathcal{K} \), then there exists a vertex \( \lambda \in \mathbb{G}_\mathcal{K} \) such that \( \varphi (\lambda) = +\infty \), and for every such vertex \( \lambda \) there exists a vertex \( \mu \succ \lambda \) such that \( 0 < \varphi (\mu) < +\infty \).

Proposition 2.16. The correspondence \( \varphi \leftrightarrow F_\varphi \) defines a bijection between the semifinite harmonic functions on the graph \( \mathbb{G}_\mathcal{K} \) and the \( \mathbb{R}_{\geq 0} \)-linear additive maps \( K \to \mathbb{R}_{\geq 0} \cup \{+\infty\} \) satisfying (1).

We will identify \( \varphi \) and \( F_\varphi \) and denote them by the same symbol \( \varphi \).

Definition 2.17. A semifinite harmonic function \( \varphi \) is said to be \emph{indecomposable} if for every finite (not identically zero) or semifinite harmonic function \( \varphi' \) such that \( \varphi \geq \varphi' \), we have \( \varphi = c \varphi' \) for some \( c \in \mathbb{R} \).

Theorem 2.18 ([6, p. 144]). Let \( \varphi \) be a semifinite indecomposable harmonic function on \( \mathbb{G}_\mathcal{K} \). Then there exists a finite indecomposable harmonic function \( \psi \) on \( \mathbb{G}_\mathcal{K} \) such that for every \( a \in K \) and every \( b \in K \) with \( \varphi (b) < +\infty \), we have
\[
\varphi (a \cdot b) = \psi (a) \cdot \varphi (b) \tag{2}
\]

3. Finite harmonic functions on the Gnedin–Kingman graph

Here we describe the indecomposable finite harmonic functions on the Gnedin–Kingman graph with a nonempty set of zeros [3].

Definition 3.1. Let \( U_0 \) be the set of all open subsets of the unit interval that are finite unions of intervals of total length 1. The intervals are divided into two types: \emph{h-intervals} and \emph{v-intervals} (\( h \) for “horizontal,” and \( v \) for “vertical”). Two \( v \)-intervals may not be adjacent, two \( h \)-intervals may be adjacent.

Remark 3.2. A counterpart of \( v \)-intervals in the Kingman graph is the parameter \( \gamma = 1 - \sum_i \alpha_i \), that is why they will be denoted by \( \gamma \) with a subscript, while \( h \)-intervals will be denoted by \( u \) with a subscript.

Remark 3.3. Graphically, \( h \)-intervals are depicted by bracketed segments, while \( v \)-intervals are depicted by segments without brackets.

Example 3.4. The following element \( u \in U_0 \) consists of four \( h \)-intervals \( u_1, u_2, u_3, u_4 \) and two \( v \)-intervals \( \gamma_1, \gamma_2 \):
Every element \( u \in U_0 \) gives rise to a finite harmonic function \( \varphi_u \) on the Gnedin–Kingman graph \( G\mathbb{K}_u \) [1]. The description of \( \varphi_u \) is very similar to Kerov’s construction of the boundary of the Young graph, see [2, pp. 13–18] and especially [2, pp. 18–19, Remark 4.8].

To define the function \( \varphi_u \) explicitly, we need the homomorphisms \( \psi_+, \psi_- : \text{QSym} \to \mathbb{R} \) defined by the formulas

\[
\psi_+(M_\lambda) = \begin{cases} 1 & \text{if } \lambda = (n), \\ 0 & \text{otherwise,} \end{cases} \quad \psi_-(M_\lambda) = \begin{cases} 1/n! & \text{if } \lambda = (1, \ldots, 1), \\ 0 & \text{otherwise.} \end{cases}
\]  

(3)

Let \( u \) consist of \( m \) intervals in total. With each \( h \)-interval we associate the homomorphism \( \psi_+ \), and with each \( v \)-interval, the homomorphism \( \psi_- \). Then we obtain a collection of homomorphisms

\[
\psi_1, \ldots, \psi_m : \text{QSym} \to \mathbb{R}.
\]

Given a real number \( t \neq 0 \), denote by \( r_t \) the automorphism of the algebra \( \text{QSym} \) defined by the formula \( M_\lambda \mapsto t^{|\lambda|} M_\lambda \).

By \( \Delta \) we denote the comultiplication in the algebra \( \text{QSym} \), and the map

\[
\Delta^{(n)} : \text{QSym} \to \text{QSym}^{\otimes n}
\]

is defined inductively:

\[
\Delta^{(n+1)} = (\Delta \otimes 1) \circ \Delta^{(n)} = (1 \otimes \Delta) \circ \Delta^{(n)}, \quad \Delta^{(2)} = \Delta.
\]

Denote by \( w = (w_1, \ldots, w_m) \) the collection of lengths of intervals of \( u \) in the natural order from left to right.

The harmonic function \( \varphi_u \) is defined as follows:

\[
\varphi_u(\lambda) = (\psi_1 \otimes \ldots \otimes \psi_m) \circ (r_{w_1} \otimes \ldots \otimes r_{w_m}) \circ \Delta^{(m)}(M_\lambda).
\]  

(4)

**Remark 3.5.** For every fixed \( \lambda \), the right-hand side of (4) defines a function on \( U_0 \), which will be denoted by \( M_\lambda^u(\varphi_u) \).

Now we describe the set \( \text{supp} \varphi_u \) of vertices at which \( \varphi_u \) does not vanish. For this, we need an “infinite” composition.

**Definition 3.6.** The infinite composition \( G\mathbb{K}_u \) corresponding to an element \( u \in U_0 \) is a sequence of rows and columns of infinite length. The rows correspond to the \( h \)-intervals in \( u \), while the columns correspond to the \( v \)-intervals. The rows and columns occur in the infinite composition in the same order as the \( h \)-intervals and \( v \)-intervals do in \( u \). We identify this infinite composition with the set of (ordinary) compositions contained in it, and denote this set by the same symbol \( G\mathbb{K}_u \). Thus, every composition from \( G\mathbb{K}_u \) can be represented as a union of rows and columns of arbitrary (possibly zero) length with the condition that the rows correspond to the \( h \)-intervals of \( u \) and the columns correspond to the \( v \)-intervals.

**Remark 3.7.** The infinite composition \( G\mathbb{K}_u \) does not depend on the lengths of the intervals, but depends on their relative position.

**Proposition 3.8.** \( \text{supp} \varphi_u = G\mathbb{K}_u \).

4. The main results

Now we describe the indecomposable semifinite harmonic functions \( \varphi_\tilde{u} \) corresponding to elements \( \tilde{u} \in \tilde{U}_0 \). We will give two equivalent descriptions of the functions \( \varphi_\tilde{u} \).

**Definition 4.1.** Consider the set \( \tilde{U}_0 \) of all collections \((u, \gamma; \lambda_0, \lambda_1 \ldots, \lambda_m)\) where
Fig. 2. The infinite composition $\mathbb{G}K_u$ for the element $u \in U_0$ from Example 3.4. The rows and columns consisting of white cells have infinite length.

- $u, \gamma$ are open disjoint subsets of the unit interval that are disjoint unions of finitely many intervals of total length 1; intervals from $u$ are called $h$-intervals, intervals from $\gamma$ are called $v$-intervals;
- $m$ is the total number of intervals in $u$ and $\gamma$;
- $\lambda_i$ are compositions, with at least one of them being nonempty. These compositions are considered to be attached to the boundary points of $h$-intervals and $v$-intervals. Thus, $\lambda_0$ is attached to the beginning of the unit interval, and $\lambda_m$ is attached to the end of this interval. If two $v$-intervals are adjacent, then the composition separating them is necessarily nonempty. Besides, the composition attached to a boundary point of a $v$-interval cannot touch it with 1, i.e., the outermost symbol of the composition from the side of the $v$-interval must be at least 2. The compositions $\lambda_i$ will be called separating compositions.

**Example 4.2.** The following element $\tilde{u} \in \tilde{U}_0$ consists of four $h$-intervals $u_1, u_2, u_3, u_4$ and three $v$-intervals $\gamma_1, \gamma_2, \gamma_3$; the last two $v$-intervals are adjacent, but they are separated by the composition $(3, 1, 5)$:

![Diagram](image)

In this case, $m = 7$ and the compositions $\lambda_i$ are as follows:

\[
\lambda_0 = (1, 1, 1), \quad \lambda_1 = \emptyset, \quad \lambda_2 = (5, 3), \quad \lambda_3 = (1, 3), \\
\lambda_4 = \lambda_5 = \emptyset, \quad \lambda_6 = (3, 1, 5), \quad \lambda_7 = \emptyset.
\]

**4.1. The first description of the function $\varphi_{\tilde{u}}$ and the main theorem.** To describe the function $\varphi_{\tilde{u}}$ explicitly, we will separately describe its support $\text{supp}\varphi_{\tilde{u}}$ and its finiteness ideal. Then we will define $\varphi_{\tilde{u}}$ on compositions that belong simultaneously to $\text{supp}\varphi_{\tilde{u}}$ and to the finiteness ideal of $\varphi_{\tilde{u}}$.

We will describe $\text{supp}\varphi_{\tilde{u}}$ by analogy with finite harmonic functions. For them, for every element $u \in U_0$ we constructed an infinite composition $\mathbb{G}K_u$, and the set $\text{supp}\varphi_u$ consisted of all compositions contained in $\mathbb{G}K_u$.

**Definition 4.3.** The infinite composition $\mathbb{G}K_{\tilde{u}}$ corresponding to an element $\tilde{u} \in \tilde{U}_0$ is a sequence of rows and columns of infinite length and ordinary compositions. The infinite rows
correspond to the \( h \)-intervals, the infinite columns, to the \( v \)-intervals, and the finite compositions, to the separating compositions in \( \vec{u} \). The infinite rows, infinite columns, and finite compositions occur in \( GK_{\vec{u}} \) in the same order as the \( h \)-intervals, \( v \)-intervals, and separating compositions do in \( \vec{u} \). We identify this infinite composition with the set of compositions contained in it and denote this set by the same symbol \( GK_{\vec{u}} \).

By definition, \( \text{supp} \varphi_{\vec{u}} = GK_{\vec{u}} \).

To describe the finiteness ideal of \( \varphi_{\vec{u}} \), we need a special composition \( \lambda_{\vec{u}} \). We say that an \( h \)-interval is a \emph{neighbor} of a \( v \)-interval if they are adjacent and separated by the empty composition. The composition \( \lambda_{\vec{u}} \) is constructed as follows: take \( \vec{u} \) and replace each \( h \)-interval by 1 if it has no neighboring \( v \)-interval, and by 2 otherwise; the separating compositions remain unchanged. Then we read all the obtained numbers (corresponding to the \( h \)-intervals and separating compositions) from left to right and denote the result by \( \lambda_{\vec{u}} \).

By definition, the finiteness ideal of \( \varphi_{\vec{u}} \) consists of all compositions that lie above \( \lambda_{\vec{u}} \) (i.e., \( \geq \lambda_{\vec{u}} \)) or do not belong to \( GK_{\vec{u}} \).

![Fig. 3. The infinite composition \( GK_{\vec{u}} \) for the element \( \vec{u} \) from Example 4.2. White cells correspond to infinite rows and columns, gray cells correspond to finite compositions. The composition \( \lambda_{\vec{u}} \) is indicated by shaded cells.](image)

We have described the finiteness ideal and the set of zeros of the functions \( \varphi_{\vec{u}} \). It remains to describe the set of all compositions that simultaneously lie inside \( GK_{\vec{u}} \) and contain \( \lambda_{\vec{u}} \). Denote this set by \( (GK_{\vec{u}})^{\lambda_{\vec{u}}} \).

The compositions from \( (GK_{\vec{u}})^{\lambda_{\vec{u}}} \) can be naturally identified with the vertices of the Pascal pyramid \( P_m \), where \( m \) is the number of intervals in \( \vec{u} \). Indeed, the composition \( \lambda_{\vec{u}} \) can grow inside \( GK_{\vec{u}} \) in a very specific way: only rows and columns corresponding to \( h \)-intervals and \( v \)-intervals from \( \vec{u} \) can grow. Denote the map of vertices \( (GK_{\vec{u}})^{\lambda_{\vec{u}}} \to P_m \) by \( \lambda \mapsto \lambda_\pm \). It sends a composition lying above \( \lambda_{\vec{u}} \) to the collection of lengths of “outgrowths” on the rows.
and columns of the composition $\lambda_{\bar{u}}$ corresponding to the $h$-intervals and $v$-intervals. These lengths of “outgrowths” are written in $\lambda_\pm$ in the natural order: from left to right if we speak of intervals, or from the top down if we speak of the infinite composition $GK_{\bar{u}}$. The collection of numbers $\lambda_\pm$ can be divided into two subcollections: the numbers corresponding to the $h$-intervals and to the $v$-intervals. Denote the first collection by $\lambda_+$ and the second one by $\lambda_-$. For an element $\bar{u} \in \bar{U}_0$, by $u$ and $\gamma$ we denote the collections of lengths of $h$-intervals and $v$-intervals.

**Definition 4.4.** Set

$$\varphi_{\bar{u}}(\lambda) = \begin{cases} \gamma \lambda^- u^{\lambda^+} & \text{if } \lambda \in (GK_{\bar{u}})^{\lambda_{\bar{u}}} \\ +\infty & \text{if } \lambda \in GK_{\bar{u}} \setminus (GK_{\bar{u}})^{\lambda_{\bar{u}}} \\ 0 & \text{if } \lambda \notin GK_{\bar{u}}. \end{cases}$$  \(5\)

We use the notation $x^\mu = x_1^{\mu_1}x_2^{\mu_2} \ldots$ and $x! = x_1!x_2! \ldots$ for $x = (x_1, x_2, \ldots)$.  

**Proposition 4.5.** The function $\varphi_{\bar{u}}$ is indecomposable, semifinite, and harmonic.

**Theorem 4.6.** If $\varphi$ is a semifinite indecomposable harmonic function on the Gnedin–Kingman graph $GK$, then $\varphi$ is proportional to the function $\varphi_{\bar{u}}$ for some $\bar{u} \in \bar{U}_0$.

Fig. 4. The “outgrowths” on the composition $\lambda_{\bar{u}}$ inside $GK_{\bar{u}}$ for the element $\bar{u}$ from Example 4.2. The composition $\lambda_{\bar{u}}$ is indicated by shaded cells. The composition $\lambda$ consists of shaded, light-gray, and dark-gray cells. The collections of numbers $\lambda_+ = (3, 9, 0, 4)$, $\lambda_- = (4, 0, 2)$, and $\lambda_\pm = (3, 4, 9, 0, 4, 0, 2)$ are the collections of the lengths of dark-gray, light-gray, and both dark-gray and light-gray rows, respectively. Besides, if inside a white row or a white column there are no colored cells, then the corresponding position in $\lambda_\pm$, as well as in $\lambda_+$ or $\lambda_-$, contains 0.

For an element $\bar{u} \in \bar{U}_0$, by $u$ and $\gamma$ we denote the collections of lengths of $h$-intervals and $v$-intervals.

**Definition 4.4.** Set

$$\varphi_{\bar{u}}(\lambda) = \begin{cases} \gamma \lambda^- u^{\lambda^+} & \text{if } \lambda \in (GK_{\bar{u}})^{\lambda_{\bar{u}}} \\ +\infty & \text{if } \lambda \in GK_{\bar{u}} \setminus (GK_{\bar{u}})^{\lambda_{\bar{u}}} \\ 0 & \text{if } \lambda \notin GK_{\bar{u}}. \end{cases}$$  \(5\)

We use the notation $x^\mu = x_1^{\mu_1}x_2^{\mu_2} \ldots$ and $x! = x_1!x_2! \ldots$ for $x = (x_1, x_2, \ldots)$.

**Proposition 4.5.** The function $\varphi_{\bar{u}}$ is indecomposable, semifinite, and harmonic.

**Theorem 4.6.** If $\varphi$ is a semifinite indecomposable harmonic function on the Gnedin–Kingman graph $GK$, then $\varphi$ is proportional to the function $\varphi_{\bar{u}}$ for some $\bar{u} \in \bar{U}_0$. 
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4.2. The second description of $\varphi_{\tilde{u}}$. Let $\tilde{u} \in \tilde{U}_0$ and $\varepsilon$ be a positive real number. Denote by $u^\varepsilon$ the open subset of the real line obtained from $\tilde{u}$ as follows: replace each separating composition by as many intervals of length $\varepsilon$ as the length of the composition. The lengths of $h$-intervals and $v$-intervals remain unchanged, but the intervals themselves get shifted (no matter in what direction from the point at which the $\varepsilon$-interval is inserted).

Example 4.7. The set $u^\varepsilon$ for the element $\tilde{u} \in \tilde{U}_0$ from Example 4.2:

Remark 4.8. Passing from $\tilde{u}$ to $u^\varepsilon$ corresponds to replacing in Fig. 3 all gray-shaded rows by infinite rows of white cells, thus obtaining $GK_{u^\varepsilon}$.

Remark 4.9. Note that $u^\varepsilon$ is no longer a subset of the unit interval, but the right-hand side of (4) still makes sense. Thus, the expression $M^\circ_\lambda(u^\varepsilon)$ is defined. Besides,\[
\{\lambda \in GK \mid M^\circ_\lambda(u^\varepsilon) > 0\} = GK_{u^\varepsilon}.
\]

Let $\tilde{u} = (u, \gamma; \lambda_0, \lambda_1, \ldots, \lambda_m)$ and denote $n(\tilde{u}) = |\lambda_0| + |\lambda_1| + \ldots + |\lambda_m|$.

Proposition 4.10. We have

$$\varphi_{\tilde{u}}(\lambda) = \begin{cases} \lim_{\varepsilon \to 0} \frac{1}{\varepsilon^{n(\tilde{u})}} \cdot M^\circ_\lambda(u^\varepsilon) & \text{if } \lambda \supseteq \lambda_{\tilde{u}}, \\ 0 & \text{if } \lambda \not\in GK_{\tilde{u}}, \\ +\infty & \text{otherwise}. \end{cases} \quad (6)$$

Remark 4.11. In the right-hand side of (6), the first and second cases can intersect. Proposition 4.10 says, in particular, that $\lim_{\varepsilon \to 0} \frac{1}{\varepsilon^{n(\tilde{u})}} \cdot M^\circ_\lambda(u^\varepsilon) = 0$ if $\lambda \not\in GK_{\tilde{u}}$ and $\lambda \supseteq \lambda_{\tilde{u}}$.

Example 4.12. Let us find the limit from (6) for the following element $\tilde{u} \in \tilde{U}_0$:

In this case, $u^\varepsilon$ has the form

Besides, $\lambda_{\tilde{u}} = (3, 1, 1)$ and $GK_{\tilde{u}}$, $GK_{u^\varepsilon}$ have the following form (the shaded cells correspond to the composition $\lambda_{\tilde{u}}$):

In what follows, we assume that $\lambda \supseteq (3, 1, 1)$.

- If $\lambda \not\in GK_{u^\varepsilon}$, then $M^\circ_\lambda(u^\varepsilon) = 0$.
- If $\lambda \in GK_{u^\varepsilon}$, then $\lambda = (n, m, k)$ for $n \geq 3, m, k \geq 1$. Then from (4) we have $M^\circ_\lambda(u^\varepsilon) = \varepsilon^{n+m}$ and

$$\lim_{\varepsilon \to 0} \frac{1}{\varepsilon^{n(\tilde{u})}} \cdot M^\circ_\lambda(u^\varepsilon) = \lim_{\varepsilon \to 0} \varepsilon^{n-3+m-1} = \begin{cases} 1 & \text{if } n = 3, \ m = 1, \\ 0 & \text{otherwise}. \end{cases}$$
Thus,
\[
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon n(\tilde{u})} \cdot M_\lambda^\varepsilon(\tilde{u}^\varepsilon) = \begin{cases} 
1 & \text{if } \lambda = (3, 1, k), \ k \geq 1, \\
0 & \text{if } \lambda \notin \mathbb{G}_\tilde{u}, \ \lambda \supseteq (3, 1, 1).
\end{cases}
\]

4.3. The multiplicativity of the functions $\varphi_\tilde{u}$. Now we describe the finite harmonic function on the graph $\mathbb{G}_\tilde{u}$ arising in the multiplicativity property for semifinite indecomposable harmonic functions (Theorem 2.18). Denote by $\overline{u}$ the open subset of the unit interval obtained from $\tilde{u} \in \tilde{U}_0$ by bluntly discarding all separating compositions. Then adjacent $v$-intervals merge into a single $v$-interval, while $h$-intervals do not.

Example 4.13. The set $\overline{u}$ for the element $\tilde{u} \in \tilde{U}_0$ from Example 4.2 coincides with the element $u \in U_0$ from Example 3.4 for appropriate lengths of $h$-intervals and $v$-intervals. In particular, the interval $\gamma_2$ from Example 3.4 must equal the sum of $\gamma_2$ and $\gamma_3$ from Example 4.2.

Proposition 4.14. $\varphi_\tilde{u}(M_\lambda M_\mu) = M^\circ_\mu(\overline{u}) \varphi_\overline{u}(M_\lambda)$ if $\lambda \supseteq \lambda_\tilde{u}$ or $\lambda \notin \mathbb{G}_\tilde{u}$.

4.4. The “projection” to the Kingman graph. Every semifinite harmonic function on the graph $\mathbb{G}_\tilde{u}$ defines an additive $\mathbb{R}_{\geq 0}$-linear map $K^{\text{QSym}} \to \mathbb{R}_{\geq 0} \cup \{+\infty\}$, where $K^{\text{QSym}}$ is the positive cone in $\text{QSym}$ spanned by the monomial quasisymmetric functions $M_\lambda$. Every such map can be restricted to the positive cone $K^{\text{Sym}} \subset K^{\text{QSym}}$ corresponding to the monomial symmetric functions $m_\lambda$. Then we obtain an (infinite) harmonic function on the Kingman graph.

To describe this restriction, we need the following data:

- A collection of nonincreasing positive numbers: the collection of lengths of $h$-intervals in $\tilde{u}$ ordered by decreasing length. Denote this collection by $\alpha_1, \ldots, \alpha_k$ and set $\gamma = 1 - (\alpha_1 + \ldots + \alpha_k) = \sum_i \gamma_i$.
- An “outgrowth” in the form of a Young diagram: all separating compositions merge into one Young diagram. That is, they are combined in a single composition, and then its rows are ordered by decreasing length from the top down. Denote this Young diagram by $\nu$.

The semifinite harmonic function on the Kingman graph corresponding to a collection $(\alpha, \nu)$ will be denoted by $\varphi^K_{\alpha, \nu}$, see [4].

Proposition 4.15. If $\tilde{u}$ has no $v$-intervals or none of the separating compositions has rows of length 1, then
\[
\varphi_\tilde{u}(m_\lambda) = \varphi^K_{\alpha, \nu}(\lambda), \ \lambda \in \mathbb{K}.
\]

Otherwise,
\[
\varphi_\tilde{u}(m_\lambda) = \begin{cases} 
+\infty & \text{if } \varphi^K_{\alpha, \nu}(\lambda) \neq 0, \\
0 & \text{otherwise}.
\end{cases}
\]

Note that in the second case the harmonic function is not semifinite.
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