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Abstract: A microarray gene expression data is an efficient dataset for analyzing expression of thousands of genes and related disease. The more accurate analysis can be obtained by comparing Gene expression of disease tissues with normal tissues which helps to recognize the type of cancer. The processing of microarray datasets such as feature selection, sampling and classification is highly challenged due to its high dimensionality. Many recent researchers used various feature selection techniques for dimensionality reduction. Dragonfly optimization Algorithm (DA) was a feature selection technique used to reduce the dimensionality of lung cancer gene expression dataset. The dragonflies in DA are flying randomly based on the model developed by using the Levy Flight Mechanism (LFM). Because of huge searching steps, LFM has some drawbacks like interruption of arbitrary flights and overflowing of the search area. In fact, DA lacks an internal resemblance that record past potential solutions that can lead to its premature convergence into local optima. So, in this paper an Improved Dragonfly optimization Algorithm (IDA) is introduced which effectively reduces the dimensionality of the lung cancer gene expression dataset. In IDA, Brownian motion method is used to solve the issues of LFM and phet and gbest idea of Particle Swarm Optimization (PSO) is used to direct the search method for finding potential candidate solutions to further refine the search space for avoiding premature convergence. The wrapper feature selection approach is followed by IDA to select optimal subset of features. The Random Sub space (RS), Artificial Neural Network (ANN) and Sequential Minimal Optimization (SMO) classifiers are utilized for feature selection of IDA and recognize Lung cancer subtypes. The accuracy of the classifier for selected features of Dragon flies in training instances is used as fitness value of Dragon flies in each iteration. Finally, the experimental results prove the effectiveness of the IDA in terms of accuracy, precision, recall and F-measure.
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I. INTRODUCTION

Uncontrolled cell growth in tissues of the lung is called lung cancer disease. The origin of lung cancer has some unexplained causes for being a hereditary disease. Globally, the mortality rate due to lung cancer disease has risen approximately 25%. It is higher than the other rising cancers. Effective treatment of lung cancer helps keep other cells from becoming metastatic. Normally, lung cancer is categorized as Small Cell Lung Cancer (SCLC) and Non-SCLC (NSCLC).

The successful detection of lung cancer type is highly critical for the health of patients and for reducing patients’ toxicity.

The breakthrough in molecular biology provides a positive approach to the use of gene profiles for the detection of lung cancer [2]. From the microarray technology, the information of DeoxyriboNucleic Acid (DNA) Ribonucleic Acid (RNA) and proteins are acquired to diagnosis the tumors in earlier stages. It will improve the probability of survival of cancer patients, particularly for patients with lung cancer. The classification of lung cancer must be precise and consistent to ensure the correct diagnosis and appropriate care for lung cancer cases. It can be achieved by using machine learning techniques [3], those examine the gene expression in cancer cells and identify the genes that are most likely to cause cancer. The application of enormous gene expression data in machine learning algorithm that generate the most effective candidate genes, which have a greater predictive value individually or as a part of complex method to evaluate the susceptibility of someone to cancer.

Gene expression data is a high dimensional data that contain vast numbers of duplicate genes in the retrieval of information related to the disease [4]. In order to cope this issue, the most significant features are selected, that eliminates irrelevant and redundant genes. A Nested Genetic Algorithm (NGA) [5] was selecting the most discriminative features for lung cancer diagnosis. It consisted of two genetic algorithms are Outer Genetic Algorithm (OGA) and Inner Genetic Algorithm (IGA). The OGA and IGA were worked on microarray gene expression dataset and DNA methylation datasets respectively. The selected features were processed in Random Sub space (RS), Artificial Neural Network (ANN) and Sequential Minimal Optimization (SMO) algorithms for lung cancer diagnosis. However, NGA has time complexity and random motion problems which can affect the lung cancer diagnosis accuracy.

In this paper, an Improved Dragonfly optimization Algorithm (IDA) is introduced for feature selection which solves time complexity and random motion problem in NGA-based feature selection for lung cancer diagnosis. The IDA is an improved version of DA which is influenced by the dynamic and static activities of dragonflies in nature. DA is developed with the Levy Flight Mechanism (LFM). When there is no neighborhood solution, the LFM models the search method for the best solution of dragonflies. LFM has internal memory problem and sometimes it leads to premature convergence. So, in IDA a Brownian motion is used instead of LFM. In Brownian motion, the movement of dragonflies takes the form of normal distribution. In order to solve this problem and to improve the efficiency of feature selection, some theory of PSO is introduced in DA. The selected features by IDA are given as input to RS, ANN and SMO classifiers to predict the lung cancer effectively.
II. LITERATURE SURVEY

Hosseinizadeh et al. [6] proposed a diagnostic system according to the sequence-derived physicochemical and structural features for prediction of lung tumor types. Initially, the features in the collected data were extracted and then attribute weighting algorithm was applied to select the most appropriate features for lung cancer prediction. Finally, Naive Bayes (NB), Artificial Neural Network (ANN) and Support Vector Machine (SVM) were applied with selected features for prediction of lung cancer. However, it has high computation overhead when huge number of attributes is used for lung cancer prediction.

Dass et al. [7] used a data mining technique to categorize the lung cancer types. A combined classification decision tree induction algorithm was processed in the proteomic and genomic datasets for lung cancer classification. The decision tree was built using J48 algorithm provided an advanced decision tree induction technique. With the help of this technique, the top classification rules were received using Apriori technique. It used for prediction of lung cancer. However, computation time is high because of using Apriori algorithm.

Azzawi et al. [8] proposed a Gene Expression Programming (GEP) model for forecasting the lung cancer from microarray datasets. An n-Top ranked gene selection method was applied on the collected dataset to extract the gene features and these features were given as input to the radial basis function, multi-layer perceptron and Support Vector Machine (SVM) for lung cancer prediction. However, it needs improvement in terms of accuracy.

Ramos-González et al. [9] proposed a framework with gradient boosting based feature selection method to classify the subtypes of lung cancer. However, the pathway analysis in the framework will be utilized in future for providing knowledge about the processes carried out in tumor cells.

Pati [10] proposed an eco-genomics approach for prediction of lung cancer. An information gain attribute ranking techniques was applied to compute the gene expression score which was used to select the most probable genes in the data. The most probable genes were processed in the Sequential Minimal Optimization (SMO), multi-layer perceptron and random subspace for classification of data as patient with presence of lung cancer and absence of lung cancer. However, it has high computational complexity problem.

Wu et al. [11] build a model to find the probability of getting NSCLC which helps to diagnosis lung cancer. This model played a significant role to find the probability of NSCLC in different phase. In each phase of the model, the maximum effect was determined with the significance diagnosis and top three high decision data through adopting the selecting effective parameters with big data. However, it is just an assistant program that does not substitute for physicians with correct assessment in NSCLC.

ALzubi et al. [12] proposed an ensemble method for lung cancer diagnosis. During the feature selection process in the ensemble method, a combined method was applied for selection of most discriminative features which reduced the classification time. After the selection of optimal features, a boosted method was applied for classifying the patients. While the ensemble method has been validated with different datasets, a massive amount of data points will be checked with the ensemble method which leads to high computation time for lung cancer diagnosis.

III. PROPOSED METHODOLOGY

Here, the proposed IDA with different classifiers for lung cancer diagnosis is described in detail. Initially, gene expression data is collected and then the feature selection techniques such as DA and IDA are applied to select the most significant features. The selected features are given as input to RS, ANN and SMO for lung cancer diagnosis. The workflow of this proposed work is given in Fig. 1.

A. Feature Selection using Dragonfly optimization Algorithm

The collected gene expression data is given as input to DA for the selection of most discriminative features. DA is a meta-heuristic algorithm based on swarm intelligence. It is influenced by dragonfly’s stagnant and complex behavior. Dragonflies are known as little hunters killing virtually all other little insects in the wild. Some aquatic insects and even tiny fish are predated by nymph dragonflies. The two mechanisms of swarm dragonflies are hunting and migration. The first mechanism is called as static (feeding) swarm and the second mechanism is called as dynamic (migratory) swarm.

Dragonflies join small groups in static swarm, which move through a confined area and attract other travelling presys such as butterflies and mosquitoes. The key features of a static swarm are spatial motions and sudden shifts in the moving direction. However, the swarm travelled one direction for long periods due to a huge number of dragonflies in dynamic swarms.
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The dynamic and static swarming activities represent discovery and manipulation quite closely to two main phases of meta-heuristic optimization. The static swarm is complimentary in the exploration phase while the dynamic swarm is complimentary in the exploitation phase. The exploration and exploitation are replicated either statistically or dynamically probing for optimal features or remove the irrelevant features in the gene expression data.
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**Fig. 1. Workflow of IDA with different classifier for lung cancer prediction**
The survival is the main intention of any swarm, therefore all of the individuals should attracted towards the dragonflies which has high classification accuracy and distracted outwards the dragonflies which has irrelevant features. Each of the behaviors of dragonflies is mathematically expressed as follows:

\[ D_i = -\sum_{n=1}^{N} X - X_n \]  
(1)

In (1), \( D_i \) is the separation of \( i \)th individual, \( X \) is the current individual, \( X_n \) shows the position \( j \)th neighboring individual, and \( N \) is the number of neighboring individuals.

\[ A_i = \frac{\sum_{n=1}^{N} Vel_n}{N} \]  
(2)

In (2), \( A_i \) is the alignment of \( i \)th individual, \( Vel_n \) is the velocity of \( n \)th neighboring individual.

\[ Coh_i = \frac{\sum_{n=1}^{N} X_n - X}{N} \]  
(3)

In (3), \( Coh_i \) is the cohesion of \( i \)th individual. The following equation shows the attraction of dragonflies towards a food source.

\[ Food_i = X^+ - X \]  
(4)

In (4), \( Food_i \) is the food source of the \( i \)th individual, \( X^+ \) represents the position of the food source (classification accuracy) and \( X \) represents the position of the current individual. Distraction outwards irrelevant feature is calculated as follows:

\[ Ene_i = X^- + X \]  
(5)

In (5), \( Ene_i \) is the position of the irrelevant features and \( X^- \) is the position of irrelevant features. In order to update the position of artificial dragonflies in the search space and recreate their motions, two vectors such as step (\( \Delta X \)) and position (\( X \)) are considered. \( \Delta X \) represents the direction of the dragonfly motions which is calculated as,

\[ \Delta X_{i+1} = (dD_i + aA_i + cCoh_i + fFood_i + eEne_i + w\Delta MX) \]  
(6)

In (6), \( d \) denotes the separation weight, \( f \) is the food factor, \( a \) is the alignment weight, \( e \) is the enemy weight, \( c \) is the cohesion weight, \( w \) is the inertia weight and \( t \) is the iteration counter.

The position vectors are calculated after the step vector calculation, which is given as follows:

\[ X_{i+1} = X_i + \Delta X_{i+1} \]  
(7)

Dragonflies desired to organize their movement in the dynamic swarm. Dragonfly arrangement is incredibly sluggish in the static motion, although it is very highly capable of fighting the opponent. Therefore, the arrangement coefficient is high and the harmony coefficient is very low in discovery, whereas the arrangement coefficient is small in the extraction cycle and the harmony coefficient is large.

If there is no neighborhood solution to improve the discovery of artificial dragonflies, a randomness solution is achieved using LFM. As a result, the dragonfly’s position is updated as,

\[ X_{i+1} = X_i + Levy(d) \times X_i \]  
(8)

In (8), \( d \) represents the size of the position vector.

\[ Levy(x) = 0.01 \times \frac{r_1 \times \sigma}{|r_2|^{1/\beta}} \]  
(9)

In (9), \( r_1 \) and \( r_2 \) are random numbers which is ranges from 0 to 1 and \( \beta \) is the constant value. \( \sigma \) is calculated as,

\[ \sigma = \left( \frac{\Gamma(1 + \beta) \times \sin \left( \frac{\pi \beta}{2} \right)}{\Gamma(1 + \beta) \times \beta \times 2^{(\frac{\beta-1}{\beta})}} \right) \]  
(10)

In (10), \( \Gamma(x) = (x - 1)! \).

**Dragnofly algorithm for feature selection**

Initialize the population of dragonflies \( X_i \) \((i = 1, 2, ..., h)\) Initialize \( X_i \) with features of gene expression data while the end condition is not satisfied Call RS/ANN/SMO to find the classification accuracy Revise the food source and enemy Revise \( w, d, a, c, f \) and \( e \) Compute \( D, A, Coh, Food \) and \( Ene \) using (1) to (5) Revise neighboring radius if a dragonfly has at least one neighboring dragonfly Revise velocity vector using (6) Revise position vector using (7) else Revise position vector using (8) end if

According to the variable boundaries check and correct the new positions end while

**B. Feature selection using Improved Dragonfly optimization Algorithm**

To some point, the LEW enhances DA’s productivity but depending on the specifications of the process, is adverse in the very lengthy steps. Such key steps in the algorithm are evaluated in two modes. One of the modes is to keep individual out of the search space and to create a new step vector while taking a long step. However, it is not clear whether this solution will always deliver the correct results. The new step to be produced may take the common reversal back. Another mode is to consider 1% of the step size or a particular percentage according to the variable range in the lung cancer diagnosis. This is a different alternative than the former mode. Hover, the step size regulation goes against nature of LFM. So, in the IDA another random motion mechanism called Brownian motion is used instead of LFM for feature selection.

The Brownian motion is influenced by the movement of free gas or liquid molecules. The Brownian motion is the spontaneous displacement of particles in a substance which is disrupted through collisions with rapidly travelling molecules in the fluid. It is assumed as Markov process with Gaussian process and a continuous path that takes place continually over time.

\[ X_{i+1} = X_i + W_t \]  
(11)

In (11), \( W_t \) is a random vector created from known probability distribution. If \( W_t \) is generated from the Gaussian distribution, random walking is isotropic.
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Here, the motion takes the form of regular distribution called Brownian motion. With square root-scaling, the expected step size can be modeled as follows,

\[ R(t) \propto \sqrt{t} \quad (12) \]

The diffusion becomes abnormal when the steps \( W_t \) are obtained from LFM. Here, the expected step size becomes,

\[ R(t) \propto t^q, q > 0 \quad (13) \]

The IDA by the Brownian motion is given as follows:

\[ X_{i+1} = X_i + o \times \text{rand}() \times K_g \quad (14) \]

where,

\[ o = \frac{\sqrt{M}}{\sqrt{S}} \quad (15) \]

In (15), \( M \) denotes the motion time period in seconds of a dragonfly and \( S \) denotes the number of sudden motions for the same dragonfly in proportion to time.

\[ S = 100 \times M \quad (16) \]

\[ K_g = \frac{1}{\alpha \sqrt{2\pi}} \exp \left( \frac{(\text{dimension} - \text{dragonfly})^2}{2\alpha^2} \right) \quad (17) \]

In the Brownian motion, steps are selected based on Gaussian distribution. The daily movement of the dragonflies has been dispersed over time and abrupt leaps and random movements are produced as vibrations.

Although DA is tradeoff between the global and local search capabilities, the DA is to become deficient in internal memory that records previous potential solutions. In the meantime, DA rejects all the fitness values go beyond the global best and rarely records potential solutions that will lead to global optima. It affects the output of DA, which leads to very slow convergence and stagnates at local optima. So, two features are included in DA to avoid this problem. One of the features is an internal memory that monitors possible solutions that convergence to global optima and another feature iteration level which implements on this set of saved solutions. Each dragonfly can monitor its co-ordinates in the hyperspace of problems that are related to the accuracy of classifiers. It is achieved by including internal memory feature with DA.

At every iteration, the classification accuracy of each search agent in current population is compared with the best fitness value in that iteration. The best solutions are stored and DABM-pbest matrix is formed using DA with Brownian motion. Dragonflies are also made to monitors best value and another feature iteration level which implements on this set of saved solutions. Each dragonfly can monitor its co-ordinates in the hyperspace of problems that are related to the accuracy of classifiers. It is achieved by including internal memory feature with DA.

In order to find better features of gene expression data for lung cancer diagnosis, PSO is initialized with DABM-pbest and DABM-gbest is assigned as the gbest of PSO. The position and velocity update in IDA is given as follows:

\[ \Delta X_{i+1}^j = w \Delta X_i^j + C_1 r_1 \left( \text{DABM}_{\text{pbest}}^j - X_i^j \right) + C_2 r_2 \left( \text{DABM}_{\text{gbest}}^j - X_i^j \right) \quad (18) \]

\[ X_{i+1}^j = X_i^j + \Delta X_{i+1}^j \quad (19) \]

In (18), \( \text{DABM}_{\text{pbest}}^j \) is the pbest of i\( th \) particle of PSO and \( \text{DABM}_{\text{gbest}}^j \) is the gbest of i\( th \) particle of PSO. Therefore, IDA combines DA’s exploration features and PSO’s exploitation features in order to attain maximal solutions globally.

Hence, the IDA integrates the exploration features of DA in initial stage and exploitation capabilities of PSO in final stage to achieve global optimal solutions. The overall process of IDA based feature selection for lung cancer diagnosis is given in the following algorithm.

**Improved Dragonfly algorithm for feature selection**

Initialize the dragonflies population \( X_i (i = 1, 2, \ldots, h) \), maximum iteration \( \text{maxitr}, t = 0 \), number of search agents \( N \), maximum number of search agents \( N_{\text{max}} \)

Initialize \( X_i \) with features of gene expression data

while the end condition is not satisfied

for each dragonfly

Call RS/ANN/SMO to find the classification accuracy if classification accuracy\(<\text{DABM-pbest}

Migrate the current value to DABM-pbestmatrix

end if

if classification accuracy\(<\text{DABM-gbest}

Assign current value as DABM-gbest

end if

end for

For each dragonfly

Revise the food source and enemy

Revise \( w, d, a, c, f \) and \( e \)

Compute \( D, A, Coh, Food \) and \( Ene \) using (1) to (5)

Revise neighboring radius

if a dragonfly has at least one neighboring dragonfly

Revise velocity vector using (6)

Revise position vector using (7)

else

Revise position vector using (14)

end if

According to the variable boundaries check and correct the new positions

end while

For each particle

Initialize particles with DABM-pbestmatrix

Assign PSO-gbest as DA-gbest

end

while \( \text{maxitr} \) is not attained

For each particle

Call RS/ANN/SMO to find the classification accuracy

if classification accuracy\(<\text{PSO-pbest in history}

Assign current value as the new PSO-pbest

end
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end if
end for
Select the particle with the best fitness value of all the particles as the PSO-gbest

For each particle
Compute the particle velocity using (18)
Update particle position using (19)
end for
end while
best-fitness=PSO-gbest

C. Lung Cancer Diagnosis using Random SubSpace Classifier
RS is well suited for gene expression data which process the selected features by DA and IDA to diagnosis the lung cancer. This adds up the resulting base classifiers trained at different subsets of levels of genetic expression and can increase diversity among the simple learners while rejecting the available gene expression information with no substantial loss of accuracy. The process of RS is explained as follows:

1. For a d-dimensional dataset \( D = \{x_i,y_i\}, (i = 1,2,...,T) \) where \( x_i \) is the features selected by DA or IDA, \( y_i \) is the lung cancer diagnosis class and \( T \) is the number of training objects, choose \( dim_i (dim_i < D) \) as the number of input variable for each classifier. There exists one value of \( dim_i \) for all individual classifiers.
2. Generate training set by selecting \( dim_i \) features from \( D \) without replacement. The features are selected without replacement for each classifier \( I \).
3. The results of individual classifiers are integrated by majority voting to diagnosis lung cancer.

D. Lung Cancer Diagnosis using Artificial Neural Network Classifier
The selected features by DA and IDA are given to train the ANN classifier for diagnosis of lung cancer. ANN consists of three layers namely input, hidden and output layer. The features of gene expression data are denoted as \( f(x) = x \) are given to the input layer of neurons. The hidden layer of ANN is defined as tan-sigmoid function.

\[
f(x) = \frac{2}{1+e^{-2x}} - 1 \quad (20)
\]

Each input has its own weight values as \( w_1, w_2,...,w_n \) and weighted sum of the inputs is done by the adder function as follows,

\[
u = \sum_{i=1}^{n} w_i x_i \quad (21)
\]

The output layer of ANN is described as follows,

\[y = f(\sum_{i=1}^{n} w_i x_i + b_i) \quad (22)\]

In (22), \( y \) is the output neuron value, \( f(x) \) is the transfer function, \( w_i \) refers the weight values, \( x_i \) is the selected features of gene expression data. Based on the output neuron values, the lung cancer is diagnosed. The error rate of the output is calculated as,

\[
\epsilon_o = \frac{w_i x_i+b_i}{\epsilon_H} \quad (23)
\]

In (23), \( \epsilon_o \) is the error rate on output nodes and \( \epsilon_H \) denotes the error rate at hidden layer nodes.

Artificial Neural Network Algorithm
1. Initialize all weights and biases in network
2. Calculate weighted sum of the inputs using (21).
3. Obtain the results of each node using activation function as in (22).
4. Compute the error rate of output using (23).
5. Update weight and bias values to reduce the error rate.

E. Lung Cancer Diagnosis using Sequential Minimal Operator
Sequential Minimal Optimization (SMO) classifier decomposes the quadratic programming problem into quadratic programming sub-problems by choosing a set of only two-points as the working set which is the smallest amount due to the following condition:

\[
\sum_{i=1}^{n} a_i y_i = 0 \quad (24)
\]

In (24), \( a_i \) is the Lagrange multiplier and \( y_i \) is the lung cancer diagnosis class. Each iteration of SMO uses only few operations to overall increase the speed of some orders of magnitude. It provides improvement in efficiency, and the SMO speed-up Support Vector Machine (SVM) algorithm for diagnosis of lung cancer. Some of the indexset \( Ind \) are defined as follows which denotes the training data pattern:

\[
Ind_0 = \{\text{ind}: y_{\text{ind}} = 1,0 < a_{\text{ind}} < c\} \cup \{\text{ind}: y_{\text{ind}} = -1,0 < a_{\text{ind}} < c\} \quad (25)
\]

\[
Ind_1 = \{\text{ind}: y_{\text{ind}} = 1, a_{\text{ind}} = 0\} \quad \text{(Positive Non-Support Vectors)} \quad (26)
\]

\[
Ind_2 = \{\text{ind}: y_{\text{ind}} = -1, a_{\text{ind}} = c\} \quad \text{(Bound Negative Support Vectors)} \quad (27)
\]

\[
Ind_3 = \{\text{ind}: y_{\text{ind}} = 1, a_{\text{ind}} = c\} \quad \text{(Bound Positive Support Vectors)} \quad (28)
\]

\[
Ind_4 = \{\text{ind}: y_{\text{ind}} = -1, a_{\text{ind}} = 0\} \quad \text{(Negative Non-Support Vectors)} \quad (29)
\]

In above equations, \( c \) denotes the correction parameter. The bias \( b_{up} \) and \( b_{low} \) are defined with their associated indices

\[
b_{up} = \min\{f_{\text{ind}}: \text{ind} \in Ind_0 \cup Ind_1 \cup Ind_2\} \quad (30)
\]

\[
Ind_{up} = \arg \min_{\text{ind}} f_{\text{ind}} \quad (31)
\]

\[
b_{low} = \max\{f_{\text{ind}}: \text{ind} \in Ind_0 \cup Ind_3 \cup Ind_4\} \quad (32)
\]

\[
Ind_{low} = \arg \max_{\text{ind}} f_{\text{ind}} \quad (33)
\]
The optimality conditions are tracked through the vector:

\[ f_{\text{ind}} = \sum_{i=1}^{l} a_i y_i k(X_i, X_{\text{ind}}) - y_{\text{ind}} \]  

(34)

In (34), \( K \) is the kernel function and \( X_i \) is training data points. SMO optimize two \( a_i \) corresponding to \( b_{\text{up}} \) and \( b_{\text{low}} \) according to the following:

\[ a_i^{\text{new}} = a_i^{\text{old}} - y_i (f_i^{\text{old}} - f_i^{\text{old}})/\eta \]  

(35)

\[ a_i^{\text{new}} = a_i^{\text{old}} - s (a_i^{\text{old}} - a_i^{\text{new}}) \]  

(36)

After optimizing \( a_1 \) and \( a_2, f_{\text{ind}} \) which denotes the error of \( \text{ind} \)th training data is updated according to the following:

\[ f_{\text{ind}}^{\text{new}} = f_{\text{ind}}^{\text{old}} + (a_1^{\text{new}} - a_1^{\text{old}})y_1 k(X_1, X_{\text{ind}}) + (a_2^{\text{new}} - a_2^{\text{old}})y_2 k(X_2, X_{\text{ind}}) \]  

(37)

The weight vector is updated as,

\[ w^{\text{new}} = 2w + y_1 (a_1^{\text{new}} - a_1) 2x_1 + y_2 (a_2^{\text{new clipped}} \quad \text{and} \quad a_{2x} \]  

(38)

The optimality of the solution for lung cancer diagnosis is checked by calculating the optimality gap that is the gap between \( b_{\text{up}} \) and \( b_{\text{low}} \). SMO algorithm is terminated when \( b_{\text{low}} \leq b_{\text{up}} + 2 \tau \).

**SMO algorithm**

1. Initialize \( a_{\text{ind}} = 0, f_{\text{ind}} = -y_{\text{ind}} \)
2. Calculate \( b_{\text{up}}, b_{\text{low}}, l_{\text{ind} \text{up}}, l_{\text{ind} \text{low}} \) using Eq. (30) to Eq. (33)
3. Repeat
4. Update \( f_{\text{ind}} \) using (37)
5. Calculate \( b_{\text{up}}, b_{\text{low}}, l_{\text{ind} \text{up}}, l_{\text{ind} \text{low}} \)
6. Update \( a_{\text{high}} \) and \( a_{\text{low}} \)
7. Until \( b_{\text{low}} \leq b_{\text{up}} + 2 \tau \)
8. Update the bias \( b \)
9. Store the new \( a_1 \) and \( a_2 \) values
10. Update weight vector \( w \) using (38)
11. Apply \( w, \alpha \) and \( b \) in SVM to predict the lung cancer.

**IV. RESULT AND DISCUSSION**

Here, the efficiency of NGA, DA and IDA with different classifiers is tested in terms of accuracy, precision, recall and F-measure. A lung cancer dataset is used for experimental purpose. The lung cancer dataset consists of 12,625 genes and 56 samples. The instance in lung cancer dataset ranges from AD2 to AD384. The lung cancer dataset is available in the [http://grafia.cs.ucsb.edu/autodecoder/dataset.html](http://grafia.cs.ucsb.edu/autodecoder/dataset.html).

**A. Accuracy**

It measures the fraction of correct lung cancer predictions to the total number of instances evaluated. It is calculated as,

\[ \text{Accuracy} = \frac{\text{True Positive (TP)} + \text{True Negative (TN)}}{\text{TP} + \text{TN} + \text{False Positive (FP)} + \text{False Negative (FN)}} \]

The accuracy value of NGA, DA and IDA with different classifiers for lung cancer diagnosis is given in Table 1.

**TABLE I. Evaluation Of Accuracy**

|       | NGA | DA | IDA |
|-------|-----|----|-----|
| RS    | 0.733 | 0.822 | 0.857 |
| ANN   | 0.80 | 0.832 | 0.867 |
| SMO   | 0.857 | 0.896 | 0.93 |

**Fig. 2. Comparison of Accuracy**

The accuracy of NGA, DA and IDA with RS, ANN and SMO classifiers for lung cancer diagnosis is shown in Fig. 2. The methods are taken in X axis and the accuracy value is taken in Y axis. The accuracy of IDA-SMO is 8.52% and 3.79% greater than IDA-RS and IDA-ANN method for lung cancer diagnosis. From Fig. 2, it is proved that the IDA-SMO has better lung cancer diagnosis accuracy than other methods.

**B. Precision**

It is used to measure the positive patterns (i.e., presence of lung cancer) that are correctly predicted from the total predicted patterns in the positive class. It is calculated as,

\[ \text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \]

The precision value of NGA, DA and IDA with different classifiers for lung cancer diagnosis is shown in Table 2.

**TABLE II. Evaluation of Precision**

|       | NGA | DA | IDA |
|-------|-----|----|-----|
| RS    | 0.721 | 0.764 | 0.854 |
| ANN   | 0.804 | 0.846 | 0.875 |
| SMO   | 0.89 | 0.90 | 0.937 |
The precision of NGA, DA and IDA with RS, ANN and SMO classifiers for lung cancer diagnosis is shown in Fig. 3. The methods are taken in X axis and the precision is taken in Y axis. The precision of IDA-SMO is 5.28% and 4.11% greater than IDA-RS and IDA-ANN method for lung cancer diagnosis. From Fig. 3, it is proved that the IDA-SMO has better lung cancer diagnosis precision than other methods.

C. Recall

It is used to measure the ratio of positive patterns that are correctly classified. It is calculated as,

\[ \text{Recall} = \frac{TP}{TP + TN} \]

The recall value of NGA, DA and IDA with different classifiers for lung cancer diagnosis is shown in Table 3.

|                | NGA | DA | IDA |
|----------------|-----|----|-----|
| RS             | 0.73| 0.78| 0.83|
| ANN            | 0.816| 0.876| 0.90|
| SMO            | 0.833| 0.923| 0.937|

The recall of IDA-SMO is 12.48% and 1.52% greater than IDA-RS and IDA-ANN method for lung cancer diagnosis. From Fig. 4, it is proved that the IDA-SMO has better lung cancer diagnosis recall than other methods.

D. F-measure

It is the mean between the precision and recall. It is calculated as,

\[ F\text{-measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]

The F-measure value of NGA, DA and IDA with different classifiers for lung cancer diagnosis is given in Table 4.

|                | NGA | DA | IDA |
|----------------|-----|----|-----|
| RS             | 0.727| 0.76| 0.84|
| ANN            | 0.81| 0.86| 0.895|
| SMO            | 0.895| 0.91| 0.93|

The F-measure of IDA-SMO is 7.51% and 2.2% greater than IDA-RS and IDA-ANN method for lung cancer diagnosis. From Fig. 5, it is proved that the IDA-SMO has better lung cancer diagnosis F-measure than other methods.

V. CONCLUSION

In this article, IDA is proposed to select the most discriminative features of gene expression data for lung cancer diagnosis. It solves lack of internal memory problem, premature convergence problem and random motion problem. A Brownian motion is used in DA instead of LFM to update the movement of the dragonfly when there is no neighborhood solution. It enhanced the significance of neighborhood radius used in DA, both while facilitating the movement of dragonflies and saving time. Moreover, the particle best and global best idea of PSO is included to DA to direct search space for potential candidate solutions for lung cancer diagnosis and PSO is then initialized with particle best of DA with Brownian motion to further exploit the search space. After
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that, the PSO process is carried out to select the most discriminative features based on the classification accuracy of classifiers such as RS, ANN and SMO. Finally, the selected features are applied in RS, ANN and SMO classifiers to predict the lung cancer effectively. The experimental results show that the proposed IDA-SMO method has better accuracy, precision, recall and F-measure for lung cancer diagnosis than other methods.
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