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Abstract

In the paper, we use the equivalent formulation of a finite state mean field game as a control problem with mixed constraints to study the dependence of solutions to finite state mean field game on an initial distribution of players. We introduce the concept of value multifunction of the mean field game that is a mapping assigning to an initial time and an initial distribution a set of expected outcomes of the representative player corresponding to solutions of the mean field game. Using the control reformulation of the finite state mean field game, we give the sufficient condition on a given multifunction to be a value multifunction in the terms of the viability theory. The maximal multifunction (i.e. the mapping assigning to an initial time and distribution the whole set of values corresponding to solutions of the mean field game) is characterized via the backward attainability set for the certain control systems.
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1 Introduction

The mean field game theory examines systems of identical players those interacts via some external media. It was proposed independently by Lasry, Lions [25, 26] and Huang, Caines, Malhamé [16, 17]. In the paper, we study the continuous-time finite state mean field games that is the infinite player dynamic game under assumptions that the players are similar, when the dynamics of each players is given by a continuous-time finite state Markov chain with transition probabilities depending on distribution of all players and player’s actions. The finite state mean field games find various application in the analysis of socio-economic systems and modeling of cybersecurity [18, 24, 22, 19, 21].

The study of the continuous-time finite state mean field games started with papers [4, 14]. In those papers the approach based on the mean field game system consisting of Bellman and kinetic equations was developed. Notice that, for the finite state mean field game, the mean field game system is a system of ODEs with mixed (initial and boundary) conditions. The results of the aforementioned papers were extended to the case of finite state mean field games with common noise acting in a finite sequence of times in [9].
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The further progress of the theory of finite state mean field games is due to the probabilistic approach [11] and master equation [5], [6], [7], [12]. The master equation first proposed by Lions [27] for the second-order mean field games is used to justify the convergence of feedback equilibria in the finite player games to the solution of the mean field game and to study the dependence of the solution of the mean field game on the initial distribution of players. However, the theory of master equation for the mean filed games is developed in the case of unique solution to the mean field game [6], [7], [12] or in the presence of the common noise [5].

In the paper, we study the dependence of solutions of the continuous-time finite state mean field game in the general case without any uniqueness assumptions. To this end, we express the mean field game as a finite-dimensional control problem with mixed constraints and use the concept of value multifunction that is a set-valued mapping assigning to an initial time and an initial distribution of players a set of expected outcomes of the representative player. The maximal value multifunction comprises all solutions of the mean field game. We find the sufficient condition on a given multifunction to be a value multifunction in the terms of the viability theory. Furthermore, we characterize the maximal value function using the attainability domain for the certain dynamical system in the backward time constructed by the original mean filed game. Finally, we show that a graph of smooth solution of the master equation is a value multifunction.

The paper is organized as follows. In Section 2 we introduce the main concepts of the continuous-time finite state mean field games. Section 3 is concerned with the relaxation of the control space. The control problem equivalent to the finite state mean field game is introduced in Section 4. The study of dependence of the solution of the finite state mean field game on the initial distribution is studied in Section 5. Here we introduce the mean field game dynamical system and show that a multifunction satisfying the viability condition for this dynamical system is a value multifunction. Furthermore, we prove that the maximal value multifunction can be found using the attainability domain for the certain dynamical system. The last result of Section 5 gives the link between the solution of master equation and the value multifunction.

2 Problem setting

In this section, we discuss the mean field game system for the finite state case and deduce the master equation in the multivalued form. Since we do not impose condition ensuring the uniqueness of the optimal control of the representative player, the strong analysis of the finite state mean filed involves the relaxation of the control space which is introduced in Section 3.

2.1 Mean field game system for finite state space

Without loss of generality, we assume the state space is \{1, \ldots, d\}, where \(d \in \mathbb{N}\). Distributions on the space \{1, \ldots, d\} lie in the \(d\)-dimensional simplex

\[
\Sigma^d \triangleq \{(m_1, \ldots, m_d) : m_i \geq 0, \ m_1 + \ldots + m_d = 1\}.
\]
In the following, we regard \( m \in \Sigma^d \) as a row-vector and endow \( \Sigma^d \) with the Euclidean metric. Additionally, we embed \( \Sigma^d \) into the Euclidian space of row-vectors denoted below by \( \mathbb{R}^{d*} \).

Recall that mean field games examine systems of infinitely many similar players. In the finite state case (see [4], [14]), the dynamics of each player is given by the Markov chain with the Kolmogorov matrix depending on the current distribution of agents

\[
Q(t, m, u) = (Q_{i,j}(t, m, u))_{i,j=1}^d.
\]

Here, \( t \) stands for a time, \( m \) is a distribution of all player, \( u \) is a control of the player chosen from some set \( U \). We consider the mean field game on the finite time horizon \([t_0, T]\) and assume that each player tries to maximize

\[
\mathbb{E} \left[ \sigma(X(T), m(T)) + \int_{t_0}^T g(t, X(t), m(t), u(t)) dt \right],
\]

where \( X \) is the stochastic process describing the motion of the player, \( m(t) \) is the distribution of players at time \( t \), whereas \( u(t) \) denotes the instantaneous control of the player.

We impose the following conditions on the control space, the Kolmogorov matrix and the payoff functions.

(C1) The set \( U \) is a metric compact.

(C2) The functions \( Q_{i,j}, \sigma \) and \( g \) are continuous.

(C3) The dependence of \( Q_{i,j} \) and \( g \) on \( m \) is Lipschitz continuous uniformly w.r.t. \( t \) and \( u \).

The solution of the mean field game is given by the common solution of two problems. The first one describes the dynamics of the distribution of players, when the second problem is the optimization problem for the representative player. To introduce them, let us describe the strategies used by the players.

We assume that the players are informed about current time and state. Since the state space is finite, one can assume that, a policy is now a \( d \)-tuple \( u(\cdot) = (u_i(\cdot))_{i=1}^d \), where \( u_i(\cdot), i = 1, \ldots, d, \) are measurable functions from \([t_0, T] \) to \( U \). Below, we assume that the player who occupies the state \( i \) at time \( t \) uses the control \( u_i(t) \). Therefore, the dynamics of distribution of players obeys the following Kolmogorov equation:

\[
\frac{d}{dt} m_j(t) = \sum_{i=1}^d m_i(t) Q_{i,j}(t, m(t), u_i(t)), \quad j = 1, \ldots, d, \quad m(t_0) = m_0.
\]

It is convenient to rewrite this system in the vector form. To this end, given a vector of controls \( u = (u_i)_{i=1}^d \in U^d \) and \( m \in \Sigma^d \), denote the matrix with the elements \( Q_{i,j}(t, m, u_i) \) by \( Q(t, m, u) \). Notice that now \( U^d \) serves as a new control space. Therefore, system (2) can be rewritten as follows:

\[
\frac{d}{dt} m(t) = m(t) Q(t, m(t), u(t)), \quad m(t_0) = m_0.
\]
The second problem is the optimization problem for each player. Given a flow of probabilities \( m(\cdot) \), we obtain the Markov decision problem with the dynamics determined by the Kolmogorov matrix

\[
Q(t, m(t), u)
\]

and objective function \((1)\). Recall that we use the feedback strategies. Within this framework, the solution of the optimal control problem can be obtained from the dynamic programming. To introduce it for the Markov decision problem, we define the Hamiltonian by the following rule: for \( t \in [0, T] \), \( m \in \Sigma^d \), \( \phi \in \mathbb{R}^d \), set

\[
H_i(t, m, \phi) \triangleq \max_{u \in U} \left[ \sum_{j=1}^{d} Q_{i,j}(t, m, u)\phi_j + g(t, i, m, u) \right],
\]

\[
H(t, m, u) = (H_i(t, m, u))_{i=1}^{d}.
\]

For any flow of probabilities is \( m(\cdot) \), the value function \( \phi : [0, T] \to \mathbb{R}^d \) satisfies the Bellman equation

\[
\frac{d}{dt}\phi(t) = -H(t, m(t), \phi(t)), \quad \phi_i(T) = \sigma(i, T),
\]

whereas the feedback optimal strategy is computed by the rule

\[
\hat{u}_i(t) \in \text{Argmax}_{u \in U} \left[ \sum_{j=1}^{d} Q_{i,j}(t, m, u)\phi_j(t) + g(t, i, m(t), u) \right].
\]

A solution of the system \((3), (5), (6)\) is a solution of the finite state mean field game.

### 2.2 Master equation in the multivalued form

To study the dependence of the solution of the mean field game on the initial distribution of players, Lions proposed the concept of the master equation [27]. The equivalence between the classical formulation and master equation for the second order case is shown in [10]. Moreover, the master equation technique was used to deduce the convergence of solutions of \( N \)-player stochastic differential games to the solution of the mean field game. These results were extended to the finite state mean field games in [7], [12].

The assumptions of the aforementioned works include the uniqueness of the control maximizing the expression of the Hamiltonian (i.e. the Hamiltonian is assumed to be strictly convex). In the paper, we do not impose this condition. Thus, it is reasonable to introduce the master equation in the multivalued setting. In Proposition 2.1 below, we derive this equation under assumption that there exists a smooth value function of the mean field game. Proposition 5.9 in Section 5 states that each smooth solution of the master equation in the multivalued form provides the solution of the mean field game system.

The main object of the master equation is the function \( \Phi : [0, T] \times \Sigma^d \to \mathbb{R}^d \) such that the quantity \( \Phi_i(s, \mu) \) can be interpreted as the optimal outcome of the representative player who starts at the time \( s \) from the state \( i \) under assumptions that the initial distribution of agents is \( \mu \) and all players use an optimal strategy realizing a solution of the MFG. Below, \( \partial \Phi/\partial s \) denotes the derivative of \( \Phi \) w.r.t. time variable, while \( \partial \Phi/\partial \mu \) stands for
the derivative of $\Phi$ w.r.t. measure, i.e., given $s \in [0, T]$ and $\mu \in \Sigma^d$, $\partial \Phi/\partial \mu(s, \mu)$ is a $d \times d$ matrix such that, for every $\mu' \in \Sigma^d$,

$$
\Phi(s, \mu') - \Phi(s, \mu) = (\mu' - \mu) \frac{\partial \Phi}{\partial \mu}(s, \mu) + o(\|\mu' - \mu\|).
$$

(7)

To introduce the master equation, for $\phi \in \mathbb{R}^d$, put

$$
O(t, m, \phi) \triangleq \{m Q(t, m, u) : u = (u_i)_i^d, \\
\sum_{j=1}^{d} Q_{i,j}(t, m, u_i) \phi_j + g(t, i, m(t), u_i) = H_i(t, m, \phi)\}.
$$

**Proposition 2.1.** Let $\Phi : [0, T] \times \Sigma^d \to \mathbb{R}^d$ be a continuously differentiable function such that, for every $t_0 \in [0, T]$, $m_0 \in \Sigma^d$, there exists a solution to mean field game system (3), (5), (6) $(\phi(\cdot), m(\cdot))$ such that $\Phi(t, m(t)) = \phi(t)$ for $t \in [t_0, T]$ and $m(t_0) = m_0$. Then, $\Phi$ satisfies the master equation in the multivalued form

$$
\frac{\partial}{\partial s} \Phi(s, \mu) + H(t, \mu, \Phi(s, \mu)) \in -O(s, \mu, \Phi(s, \mu)) \frac{\partial \Phi}{\partial \mu}(s, \mu).
$$

(8)

*Proof.* By assumption the function $t \mapsto \Phi(t, m(t))$ solves Bellman equation (5), when $m(\cdot)$ satisfies (2) for the strategy $\hat{u}$ obeying (6). The later assumption implies the inclusion

$$
\frac{d}{dt} m(t) \in O(t, m(t), \Phi(t, m(t))).
$$

(9)

Differentiating $\Phi(t, m(t))$, from the Bellman equation and the definition of the derivative of the function $\Phi$ w.r.t. measure (see (7)), we obtain

$$
\frac{\partial \Phi(t, m(t))}{\partial t} + H(t, m(t), \Phi(t, m(t))) + \frac{dm(t)}{dt} \cdot \frac{\partial \Phi(t, m(t))}{\partial \mu} = 0.
$$

Using this, (9) and plugging in the resulting inclusion only for the initial position $(s, \mu)$, we arrive at master equation in the multivalued form (8).

**Remark 2.2.** If, for each $t \in [0, T]$, $m \in \Sigma^d$ and $\phi \in \mathbb{R}^d$, there exists a unique $\bar{\mu} = (\bar{u}_i)_{i=1}^d$ such that

$$
\sum_{j=1}^{d} Q_{i,j}(t, m, \bar{u}_i) \phi_j + g(t, i, m(t), \bar{u}_i)
$$

$$
= \sum_{j=1}^{d} Q_{i,j}(t, m, \bar{u}_i) \phi_j + g(t, i, m(t), \bar{u}_i),
$$

the Hamiltonian is differentiable w.r.t. $\phi$, and master equation (8) takes the more familiar single-valued form

$$
\frac{\partial}{\partial s} \Phi(s, \mu) + H(t, \mu, \Phi(s, \mu)) + \frac{\partial H(t, \mu, \phi)}{\partial \phi} \frac{\partial \Phi}{\partial \mu}(s, \mu) = 0.
$$
3 Relaxation of the finite state mean field game

In the previous section, we assumed that players occupying the same state use the same control. However, in the case when the Hamiltonian is not strictly convex, the optimal control is nonunique. Furthermore, the set of feedback strategies is neither convex nor closed. To overcome this difficulties, we use the relaxed (randomized) feedback strategies [15].

A feedback strategy is a mapping

\[ t \mapsto \nu(t) \triangleq (\nu_1(t, du), \ldots, \nu_d(t, du)) \]

such that

- \( \nu_i(t, \cdot) \) is a probability on \( U \);
- the dependence \( t \mapsto \int_U \zeta(u) \nu_i(t, du) \) is measurable for any continuous function \( \zeta : U \to \mathbb{R} \).

The relaxed strategies imply that the players occupying the state \( i \) at the time \( t \) distribute their controls according to the probability \( \nu_i(t, du) \).

Thus, for a fixed flow of probabilities \( m(\cdot) \) and a relaxed strategy \( \nu(\cdot) \), the motion of a representative player is the Markov chain with the Kolmogorov matrix

\[
\left( \int_U Q(t, m(t), u) \nu_i(t, du) \right)_{i,j=1}^d.
\]

With some abuse of notation, for \( t \in [0,T] \), \( m \in \Sigma^d \), \( \nu = (\nu_1, \ldots, \nu_d) \in (\mathcal{P}(U))^d \), we set

\[
Q_{i,j}(t, m, \nu) \triangleq \left( \int_U Q_{i,j}(t, m, u) \nu_i(du) \right),
\]

\[
g_i(t, m, \nu) = g(t, i, m, \nu) \triangleq \int_U g(t, i, m, u) \nu_i(du).
\]

Here and below \( \mathcal{P}(U) \) stands for the set of all Borel probabilities on \( U \).

Furthermore, notice that

\[
H_i(t, m, \phi) = \max_{\nu_i \in \mathcal{P}(U)} \left[ \sum_{j=1}^{q} \int_U Q(t, m, u) \nu_i(du) \cdot \phi_j + g_i(t, m, \nu_i) \right].
\]

Finally, we introduce the matrix and vector notation:

\[
Q(t, m, \nu) = (Q_{i,j}(t, m, \nu))_{i,j=1}^d.
\]

\[
H(t, m, \phi) \triangleq (H_1(t, m, \phi), \ldots, H_d(t, m, \phi))^T,
\]

\[
g(t, m, \nu) = (g_1(t, m, \nu), \ldots, g_d(t, m, \nu))^T,
\]

\[
\sigma(m) \triangleq (\sigma(1, m), \ldots, \sigma(d, m))^T.
\]

Using this notation, we give the following definition.
Definition 3.1. Let \( t_0 \in [0, T] \) be an initial time, \( m_0 \in \Sigma^d \) be an initial distribution of players. We say that a pair \( (\phi(\cdot), m(\cdot)) \) is a solution of the mean field game if there exists a relaxed feedback strategy \( \hat{\nu}(\cdot) = (\hat{\nu}_1(\cdot), \ldots, \hat{\nu}_d(\cdot)) \) such that

1. \( m(\cdot) \) satisfies the Koltmogorov equation
   \[
   \frac{d}{dt}m(t) = m(t)Q(t, m(t), \hat{\nu}(t)), \quad m(t_0) = m_0.
   \]

2. \( \phi(\cdot) \) satisfies Bellman equation \( (11) \), i.e.,
   \[
   \frac{d}{dt}\phi(t) = -H(t, m(t), \phi(t)), \quad \phi(T) = \sigma(m(T))
   \]

3. \( \hat{\nu} \) is an optimal control, i.e., for a.e. \( t \in [t_0, T] \),
   \[
   \hat{\nu}_i(t) \in \text{Argmax}_{\nu_i \in \mathcal{P}(U)} \left[ \sum_{j=1}^d \int_U Q(t, m, u)\nu_i(du) \cdot \phi_j + \int_U g(t, i, m, u)\nu_i(du) \right]
   \]

or, equivalently,
   \[
   \frac{d}{dt}\phi(t) + Q(t, m(t), \hat{\nu}(t))\phi(t) + g(t, m(t), \hat{\nu}(t)) = 0.
   \]

Theorem 3.2. Under assumptions (C1)–(C3), there exists at least one solution of the mean field game.

The proof is given in the Appendix. It relies on the fixed point arguments and representation of the feedback strategies by control measures.

Below we also will use the probabilistic representation of the finite state mean field game. It is convenient to introduce the dynamics of the representative player using generator. Let \( t \in [0, T] \), \( i \in \{1, \ldots, d\} \), \( m \in \Sigma^d \), \( \nu \in (\mathcal{P}(U))^d \). Define the generator \( \Lambda_t[m, \nu] \) that is a linear operator on \( \mathbb{R}^d \) by the following rule: for \( \psi \in \mathbb{R}^d \), \( \Lambda_t[m, \nu]\psi \) is the vector with coordinates

\[
(\Lambda_t[m, \nu]\psi)_i \triangleq \sum_{j=1}^d Q_{i,j}(t, m, \nu)\psi(j), \quad i = 1, \ldots, d.
\]

Given \( s, r \in [0, T] \), \( s < r \), a flow of probabilities \( m(\cdot) \) and a relaxed feedback strategy \( \eta(\cdot) \), we say that the 5-tuple \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [s, r]}, P, X) \), where \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [s, r]}, P) \) is a filtered probability space, and \( X \) is a \( \{\mathcal{F}_t\}_{t \in [s, r]} \)-adapted stochastic process taking values in \( \{1, \ldots, d\} \), provides a motion of the representative player on \( [r, s] \) if, for any \( \psi \in \mathbb{R}^d \), the process

\[
\psi_{X(t)} - \int_s^t (\Lambda_{\tau}[m(\tau), \eta(\tau)]\psi)_{X(\tau)}d\tau
\]

is a \( \{\mathcal{F}_t\}_{t \in [s, r]} \)-martingale.
Notice that, for every initial probability on \(\{1, \ldots, d\}\), at least one motion of the representative player always exists [23, Theorem 3.11] (see also [20, Propositions 4.1 and Example 4.5]). One can introduce the probabilities \(\mu_i(t) \triangleq P(X(t) = i)\). If \(\mu_s = (\mu_s,i)_{i=1}^d\) is the initial distribution at the time \(s\), then the vector \(\mu(t) = (\mu_i(t))_{i=1}^d\) obeys the Kolmogorov equation

\[
\frac{d}{dt} \mu(t) = \mu(t) Q(t, m(t), \eta(t)), \quad \mu(s) = \mu_s. \tag{13}
\]

Now let us reformulate Definition 3.1 within the framework of the probabilistic approach.

**Proposition 3.3.** The pair \((\phi(\cdot), m(\cdot))\) solves the mean field game with the equilibrium feedback strategy \(\hat{\nu}(\cdot)\), if and only if \((10), (11)\) holds and \(\hat{\nu}(\cdot)\) is the optimal feedback relaxed strategy at any initial distribution for the Markov decision problem on \([t_0, T]\)

\[
\maximize \mathbb{E} \left[ \sigma(X(T), m(T)) + \int_{t_0}^T g(t, X(t), m(t), \eta(t))dt \right] \tag{14}
\]

subject to a feedback relaxed strategy \(\eta(\cdot) : [t_0, T] \rightarrow (\mathcal{P}(U))^d\) and a corresponding motion of the representative player \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [t_0,T]}, P, X)\) at any initial position, where \(\mathbb{E}\) stands for the expectation according to the probability \(P\).

**Proof.** It suffices to prove that the fact that \(\hat{\nu}\) is optimal control for the Markov decision problem on \([t_0, T]\) with payoff given by \((14)\) subject to a strategy \(\eta\) and a corresponding motion of the representative player \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [t_0,T]}, P, X)\) at any initial position, where \(\mathbb{E}\) stands for the expectation according to the probability \(P\).

Notice that the expression of payoff \((14)\) is determined only by \(\eta(\cdot), m(\cdot)\) and the initial distribution \(\mu_0\) equation \((13)\) with \(s = t_0\) and \(\mu_s = \mu_0\) by the formula:

\[
\mathbb{E} \left[ \sigma(X(T), m(T)) + \int_{t_0}^T g(t, X(t), m(t), \eta(t))dt \right] = \mu(T)\sigma(m(T)) + \int_{t_0}^T \mu(t)g(t, m(t), \eta(t))dt. \tag{15}
\]

Thus, the optimal feedback strategies do not depend on the concrete choice of the realization of the motion of the representative player.

## 4 Optimal control reformulation

The purpose of the section is to show that the finite state mean field game interpreted in the sense of Definition 3.1 is equivalent to the following control problem:

\[
\minimize J(\phi(\cdot), m(\cdot), \mu(\cdot), \nu(\cdot)) \triangleq \mu_0\phi(t_0) - \mu(T)\sigma(m(T)) + \int_{t_0}^T \mu(t)g(t, m(t), \nu(t))dt \tag{16}
\]
subject to \((\phi(\cdot), m(\cdot), \mu(\cdot), \nu(\cdot))\) satisfying

\[
\frac{d}{dt} m(t) = m(t)Q(t, m(t), \nu(t)),
\]

\[
\frac{d}{dt} \mu(t) = \mu(t)Q(t, m(t), \nu(t)),
\]

\[
\frac{d}{dt} \phi(t) = -H(t, m(t), \phi(t)),
\]

\[
m(t_0) = m_0, \quad \mu(t_0) = \mu_0, \quad \phi(T) = \sigma(m(T)).
\]

Notice that the state vector for this problem is \((\phi, m, \mu)\), where \(\phi \in \mathbb{R}^d\), \(m, \mu \in \Sigma^d\), when the control parameter is \(\nu = (\nu_1, \ldots, \nu_d) \in (\mathcal{P}(U))^d\). One may regard the vector \(\phi(t)\) as the upper bound of the rewards; \(m(t)\) stands for the distribution of all players; \(\mu(t)\) describes the evolution of fictitious player.

**Proposition 4.1.** For every control process \((\phi(\cdot), m(\cdot), \mu(\cdot), \nu(\cdot))\) satisfying (17), (18), (19), (20) \(J(\phi(\cdot), m(\cdot), \mu(\cdot), \nu(\cdot)) \geq 0\).

**Proof.** First, let \(e^k\) stand for the \(k\)-th coordinate vector of \(\mathbb{R}^d\). Notice that, for any \(\mu_0 = (\mu_{0,1}, \ldots, \mu_{0,d}) \in \Sigma^d\),

\[
\mu_0 = \sum_{k=1}^d \mu_{0,k} e^k.
\]

Furthermore, let \([t_0, T] \ni t \mapsto \mu^k(t) \in \Sigma^d\) be a solution of the initial value problem

\[
\frac{d}{dt} \mu^k(t) = \mu^k(t)Q(t, m(t), \nu(t)), \quad \mu^k(t_0) = e^k.
\]

The trajectory \(\mu^k(\cdot)\) describes the probability distribution for the representative player who starts at time \(t_0\) from the state \(k\). Notice that, if \(\mu(\cdot)\) satisfies (18), then

\[
\mu(\cdot) = \sum_{k=1}^d \mu_{0,k} \mu^k(\cdot).
\]

Put

\[
J_k(\phi(\cdot), m(\cdot), \mu^k(\cdot), \nu(\cdot)) \triangleq \phi_k(t_0) - \mu^k(T)\sigma(m(T)) - \int_{t_0}^T \mu^k(t)g(t, m(t), \nu(t))dt
\]

\[
= e^k \phi(t_0) - \mu^k(T)\sigma(m(T)) - \int_{t_0}^T \mu^k(t)g(t, m(t), \nu(t))dt.
\]

Notice that the quantity

\[
\mu^k(T)\sigma(m(T)) + \int_{t_0}^T \mu^k(t)g(t, m(t), \nu(t))dt
\]
is the reward of the representative player who starts from the state \( k \) and uses the strategy \( \nu \) in the case when the distribution of all players is given by \( m(\cdot) \). Since \( \phi_k(\cdot) \) is equal to the maximal expected reward of the representative player, we deduce that

\[
J_k(\phi(\cdot), m(\cdot), \mu^k(\cdot), \nu(\cdot)) \geq 0. \tag{23}
\]

Furthermore, if \( \mu(\cdot) \) satisfies (18), then

\[
J(\phi(\cdot), m(\cdot), \mu(\cdot), \nu(\cdot)) = \sum_{k=1}^{d} \mu_{0,k}J_k(\phi(\cdot), m(\cdot), \mu^k(\cdot), \nu(\cdot)). \tag{24}
\]

This and (23) give the conclusion of the proposition.

In the following theorem, we assume that the data of the mean field game \( m_0 \) and \( \sigma \) are fixed.

**Theorem 4.2.** For the function \( t \mapsto (\phi^*(t), m^*(t)) \in \mathbb{R}^d \times \Sigma^d \) and the control \( t \mapsto \nu^*(t) \) the following statements are equivalent.

(i) The pair \((\phi^*(\cdot), m^*(\cdot))\) solves the mean field game with initial distribution \( m_0 \), whereas \( \nu^*(\cdot) \) is the corresponding equilibrium feedback strategy.

(ii) There exists a flow of probabilities \( \mu^*(\cdot) \) and an initial distribution \( \mu^*_0 \in \Sigma^d \) with nonzero coordinates such that \((\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot))\) provides the solution of the optimal control problem (16)–(20) for \( \mu_0 = \mu^*_0 \).

(iii) For every \( \mu^*(\cdot) \) satisfying (18), the control process \((\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot))\) is the solution of the optimal control problem (16)–(20) with \( \mu_0 = \mu^*_0 \).

(iv) The triple \((\phi^*(\cdot), m^*(\cdot), \nu^*(\cdot))\) is such that, for some \( \mu_0 \in \Sigma^d \) with nonzero coordinates and \( \mu^*(\cdot) \), the process \((\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot))\) satisfies (17)–(20) and the equality

\[
J(\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot)) = 0.
\]

(v) For every \( \mu^*(\cdot) \) satisfying (18) and \( \mu_0 = \mu^*(t_0) \), the control process \((\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu(\cdot))\) satisfies (17)–(20) and the following equality holds:

\[
J(\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot)) = 0.
\]

**Proof.** The scheme of implications proving the desired equivalence can be illustrate by the following commutative diagram.
Obviously, we have that [iii] implies [ii]. Analogously, [iv] follows from [v].

Now we prove implication [v]⇒[iii]. Let \( \mu^{*,k}, k = 1, \ldots, d, \) satisfy (21) for every \( \mu^*(\cdot) = m^*(\cdot) \) and \( \nu = \nu^*(\cdot) \). Condition (v) implies that each value \( J_k(\phi^*(\cdot), m^*(\cdot), \mu^{*,k}(\cdot), \nu^*(\cdot)) = 0 \). Further, let \( \mu_0 = (\mu_{0,1}, \ldots, \mu_{0,d}) \) be an arbitrary element of \( \Sigma^d \). The function \( \mu^*(\cdot) \) defined by

\[
\mu^*(t) \triangleq \sum_{k=1}^{d} \mu_{0,k}\mu^{*,k}(t)
\]
solves (18) with initial condition \( \mu^*(t_0) = \mu_0 \). Moreover, we have that

\[
J(\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot)) = \sum_{k=1}^{d} \mu_{0,k}J_k(\phi^*(\cdot), m^*(\cdot), \mu^{*,k}(\cdot), \nu^*(\cdot)) = 0.
\]

This and Proposition 4.1 yield that \( (\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot)) \) provides the solution of the optimal control problem (16)–(20) for every \( \mu^*(\cdot), \mu_0 \) satisfying ODE (18) and initial condition \( \mu^*(t_0) = \mu_0 \). Thus, (v) implies [iii] and, consequently, [ii].

By Proposition 3.3, statement (i) is equivalent to the following one: equations (17), (19) hold true and \( J_k(\phi^*(\cdot), m^*(\cdot), \mu^{*,k}(\cdot), \nu^*(\cdot)) = 0 \). Indeed, let \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t\in[0,T]}, P, X^k) \) be the motion of the representative player corresponding to the control \( \nu^*(\cdot) \), flow of probabilities \( m^*(\cdot) \) and initial distribution \( \nu_0 \). Proposition 3.3 yields that

\[
\phi^*_k(t_0) = \mathbb{E}\left[\sigma(X^k(T), m(T)) + \int_{t_0}^{T} g(t, X^k(t), m(t), \nu(t))dt\right],
\]

where \( \mu^{*,k}_i = P(X^k(t) = i) \), \( \phi^*_k(t_0) = (\phi^*_k(t_0))_{k=1}^{d} \). This and equality (15) imply that

\[
\phi^*_k(t_0) = \mu^{*,k}(T)\phi^*(T) + \int_{t_0}^{T} \mu^{*,k}(t)g(t, m^*(t), \nu^*(t))dt.
\]

Using the definition of \( J_k \), we deduce that optimality of \( \nu^*(\cdot) \) is equivalent to the equality \( J_k(\phi^*(\cdot), m^*(\cdot), \mu^{*,k}(\cdot), \nu^*(\cdot)) = 0 \).

Therefore, if [i] holds, then one can use (24) and deduce (v).

Let us prove implication [iv]⇒[i]. Since

\[
J(\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot)) = \sum_{k=1}^{d} \mu_{0,k}J_k(\phi^*(\cdot), m^*(\cdot), \mu^{*,k}(\cdot), \nu^*(\cdot))
\]

and

\[
J_k(\phi^*(\cdot), m^*(\cdot), \mu^{*,k}(\cdot), \nu^*(\cdot)) \geq 0, k = 1, \ldots, d,
\]

we conclude that \( J_k(\phi^*(\cdot), m^*(\cdot), \mu^{*,k}(\cdot), \nu^*(\cdot)) = 0 \). This together with (17) and (19) is equivalent to [i].

To complete the proof, we prove the implication (ii)⇒(iv). Assume that \( (\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot)) \) provides the optimal solution of the control problem (16), (17), (18), (19). From Proposition 4.1 it follows that

\[
J(\phi^*(\cdot), m^*(\cdot), \mu^*(\cdot), \nu^*(\cdot)) \geq 0.
\]
Furthermore, recall (see Theorem 3.2) that, for the initial distribution $m_0$, there exists at least one solution of the finite state mean field game $(\phi^\natural(\cdot), m^\natural(\cdot))$ with the corresponding equilibrium strategy $\nu^\natural(\cdot)$. Using the implication $[i] \Rightarrow [v]$ for the solution of the mean field game $(\phi^\natural(\cdot), m^\natural(\cdot))$ and the equilibrium feedback strategy $\nu^\natural(\cdot)$, we deduce that the infimum of $J(\phi^\prime(\cdot), m^\prime(\cdot), \mu^\prime(\cdot), \nu^\prime(\cdot))$ over the set of 4-tuples obeying (17)–(19) is not greater than 0. This leads the equality

$$J(\phi^\ast(\cdot), m^\ast(\cdot), \mu^\ast(\cdot), \nu^\ast(\cdot)) = 0.$$ 

This means that $[ii]$ implies $[iv]$. \hfill \Box

**Corollary 4.3.** If $m_0$ has nonzero-coordinates, then the following statements are equivalent.

- The pair $(\phi^\ast(\cdot), m^\ast(\cdot))$ solves the mean field game with the initial distribution $m_0$, whereas $\nu^\ast(\cdot)$ is the corresponding equilibrium feedback strategy.
- The process $(\phi^\ast(\cdot), m^\ast(\cdot), \nu^\ast(\cdot))$ is optimal in the problem

$$\begin{align*}
\text{minimize} & \quad J'(\phi(\cdot), m(\cdot), \nu(\cdot)) \triangleq m_0\phi(t_0) - m(T)\sigma(m(T)) \\
& \quad - \int_{t_0}^T m(t)g(t, m(t), \nu(t))dt \\
\text{subject to} & \quad (17), (19) \text{ and } m(t_0) = m_0, \phi(T) = \sigma(m(T)).
\end{align*}$$

- The triple $(\phi^\ast(\cdot), m^\ast(\cdot), \nu^\ast(\cdot))$ satisfies (17), (19), the boundary condition $m^\ast(t_0) = m_0$, $\phi^\ast(T) = \sigma(m^\ast(T))$ and the equality $J'(\phi^\ast(\cdot), m^\ast(\cdot), \nu^\ast(\cdot)) = 0$.

**Proof.** The desired equivalence follows from Theorem 4.2 and the fact that, if $m(\cdot)$ and $\mu(\cdot)$ satisfying (17) and (18) respectively are such that $m(t_0) = \mu(t_0)$, then $m(\cdot) = \mu(\cdot)$. \hfill \Box

## 5 Dependence of the solution of the mean field game on the initial distribution

Generally, the solution of the mean field game is nonunique [8]. Thus, it is reasonable to examine the multifunction assigning to an initial time and initial distribution of players a set of expected values of the representative player. This concept generalized the notion of value function briefly discussed in §2.2. In this section, we study the value multifunction using the viability and attainability theories.

**Definition 5.1.** We say that $\mathcal{V} : [0, T] \times \Sigma^d \Rightarrow \mathbb{R}^d$ is a value multifunction if, for any $t_0 \in [0, T]$, $m_0 \in \Sigma^d$, $\phi_0 \in \mathcal{V}(t_0, m_0)$, there exists a solution of the mean field game $(\phi(\cdot), m(\cdot))$ such that

$$\phi(t_0) = \phi_0, \quad m(t_0) = m_0.$$
We also consider the maximal value function that is multivalued mapping assigning to each pair \((t_0, m_0)\) the set of all vectors \(\phi_0\) such that \(\phi_0 = \phi(t_0), m_0 = m(t_0)\) for some solution of the mean field game \((\phi(\cdot), m(\cdot))\). Denote the maximal value multifunction by \(\mathcal{W}\).

First, let us present the sufficient condition for a given multifunction \(\mathcal{V} : [t_0, T] \times \Sigma^d \Rightarrow \mathbb{R}^d\) to be a value multifunction. To this end, we use the viability property for the dynamics in the space \(\mathbb{R}^d \times \Sigma^d \times \Sigma^d \times \mathbb{R}\) given by equations (17)–(19) and the following differential equation:

\[
\frac{d}{dt} z(t) = -\mu(t) Q(t, m(t), \nu(t)) \phi(t) - \mu(t) H(t, m(t), \phi(t)) - \mu(t) g(t, m(t), \nu(t)). \tag{25}
\]

**Definition 5.2.** We say that the set \(\mathcal{A} \subset [0, T] \times \mathbb{R}^d \times \Sigma^d \times \Sigma^d \times \mathbb{R}\) is viable w.r.t. the dynamics (17)–(19), (25) if, for every \(s, r \in [0, T], s < r\), \((s, \phi_s, m_s, \mu_s, z_s) \in \mathcal{A}\), there exists a feedback relaxed control \(\nu(\cdot)\) and a 4-tuple \((\phi(\cdot), m(\cdot), \mu(\cdot), z(\cdot))\) such that

- \(\phi(\cdot), m(\cdot), \mu(\cdot), z(\cdot)\) and \(\nu(\cdot)\) satisfy (17)–(19), (25);
- \(\phi(s) = \phi_s, m(s) = m_s, \mu(s) = \mu_s, z(s) = z_s;\)
- \((r, \phi(r), m(r), \mu(r), z(r)) \in \mathcal{A}\).

**Theorem 5.3.** Assume that, given a multifunction \(\mathcal{V} : [0, T] \times \Sigma^d \Rightarrow \mathbb{R}^d\), one can find a closed set \(\mathcal{A} \subset [0, T] \times \mathbb{R}^d \times \Sigma^d \times \Sigma^d \times \mathbb{R}\) such that

- \(\mathcal{A}\) is viable w.r.t. (17)–(19), (25);
- the inclusion \((\mathcal{T}, \phi, m, \mu, z) \in \mathcal{A}\) implies that \(\phi = \sigma(m), z = 0;\)
- if \(\phi_0 \in \mathcal{V}(t_0, m_0)\), then \((t_0, \phi_0, m_0, \mu_0, 0) \in \mathcal{A}\) for some \(\mu_0 \in \Sigma^d\) with nonzero coordinates.

Then, \(\mathcal{V}\) is a value multifunction.

The proof of the Theorem relies on the following lemma.

**Lemma 5.4.** If \((\phi(\cdot), m(\cdot), \mu(\cdot), z(\cdot), \nu(\cdot))\) obeys (17)–(19), (25), then, for every \(s, r \in [0, T], s < r\),

\[
z(r) - z(s) = \mu(s) \phi(s) - \mu(r) \phi(r) - \int_s^r \mu(t) g(t, m(t), \nu(t)) dt. \tag{26}
\]

**Proof.** In fact,

\[
\mu(r) \phi(r) - \mu(s) \phi(s) = \int_s^r \frac{d}{dt} [\mu(t) \phi(t)] dt.
\]

Since \(\mu(\cdot)\) and \(\phi(\cdot)\) satisfy equations (18) and (19) respectively, we obtain that

\[
\frac{d}{dt} [\mu(t) \phi(t)] = \mu(t) Q(t, m(t), \nu(t)) \phi(t) + \mu(t) H(t, m(t), \phi(t)).
\]

This and (25) imply representation (26).
Proof of Theorem 5.3 Let \((t_0, \phi_0, m_0, \mu_0)\) be such that
\[
(t_0, \phi_0, m_0, \mu_0, 0) \in A,
\]
and let \(\mu_0\) have nonzero coordinates. Using the standard viability technique (see [3, Theorem 3.3.4]), we deduce that there exists \((\phi(\cdot), m(\cdot), \mu(\cdot), z(\cdot), \nu(\cdot))\) satisfying (17)–(19), (25) and boundary conditions
\[
m(t_0) = m_0, \quad \phi(t_0) = \phi_0, \quad \mu(t_0) = \mu_0, \quad z(t_0) = 0,
\]
\[
\phi(T) = \sigma(m(T)), \quad z(T) = 0.
\]
Using Lemma 5.4 and definition of the function \(J\) (see (16)), we conclude that
\[
z(T) = z(t_0) + \mu(t_0)\phi(t_0) - \mu(T)\phi(T) - \int_{t_0}^{T} \mu(t)g(t, m(t), \nu(t))dt = z(t_0) + J(m(\cdot), \phi(\cdot), \mu(\cdot), \nu(\cdot)).
\]
From the boundary conditions, it follows that
\[
J(\phi(\cdot), m(\cdot), \mu(\cdot), \nu(\cdot)) = 0.
\]
This means that, for \((\phi(\cdot), m(\cdot), \nu(\cdot))\), statement [iv] of Theorem 4.2 is in force. By Theorem 4.2 \((\phi(\cdot), m(\cdot))\) is a solution of the finite state mean field game. Thus, \(V\) is a value multifunction. \(\square\)

Now let us characterize the maximal value multifunction \(W\) in the terms of the attainability domain. Denote
\[
\hat{\vartheta} \triangleq (1/\sqrt{d}, \ldots, 1/\sqrt{d}) = 1/\sqrt{d} (1, \ldots, 1) = 1/\sqrt{d} \sum_{i=1}^{d} e_{i}.
\]

Theorem 5.5. Let \(A_\ast\) be the set of 5-tuples \((s, \phi(s), m(s), \mu(s), z(s))\) such that \(s \in [0, T]\), when the 4-tuple \((\phi(\cdot), m(\cdot), \mu(\cdot), z(\cdot))\) satisfies (17)–(19), (25) for some relaxed strategy \(\nu(\cdot)\) and the boundary condition
\[
m(T) \in \Sigma^d, \quad \phi(T) = \sigma(m(T)), \quad \mu(T) \in \Sigma^d, \quad z(T) = 0.
\]
Then, given \(t_0 \in [0, T]\), \(m_0 \in \Sigma^d\),
\[
W(t_0, m_0) = \{\phi_0 : (t_0, \phi_0, m_0, \hat{\vartheta}, 0) \in A_\ast\}.
\]

Remark 5.6. In Theorem 5.5 one can replace \(\hat{\vartheta}\) with an arbitrary row-vector with nonzero coordinates.

The proof of Theorem 5.5 uses the following auxiliary statement.

Lemma 5.7. Assume that \((\phi(\cdot), m(\cdot), \mu(\cdot), z(\cdot), \nu(\cdot))\) satisfies (17)–(19), (25). Then, the function \(t \mapsto z(t)\) is nondecreasing.
Proof. Consider the Markov decision problem on \([s, r]\) with the dynamics given by the Markov chain with the Kolmogorov matrix 
\[ \mathcal{Q}(t, m(t), \nu(t)) \]
and the reward equal to 
\[
\mathbb{E} \left[ \phi_X(r) + \int_s^r g(t, X(t), m(t), \nu(t)) dt \right].
\] (27)
From dynamic programming principle it follows that that the value function of this problem at \(t \in [s, r]\) is equal to \(\phi(t)\).

Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, P, X)\) be a motion of the representative player corresponding to the feedback relaxed control \(\nu(\cdot)\), the flow of probabilities \(m(\cdot)\) and the initial distribution at time \(s\) equal to \(\mu(s)\). As above, we have that the probability \(P(X(t) = i) = \mu_i(t)\) and, thus, obeys (18). We have that 
\[
\mathbb{E} \left[ \phi_X(r) + \int_s^r g(t, X(t), m(t), \nu(t)) dt \right] = \mu(r)\phi(r) + \int_s^r \mu(t)g(t, m(t), \nu(t)) dt.
\]
Since \(\phi(s)\) is the value at time \(s\) for the Markov decision problem with the payoff given by (27) and the dynamics given by the Markov chain \(\mathcal{Q}(t, m(t), \nu(t))\) on \([s, r]\), we have that 
\[
\mu(s)\phi(s) - \mu(r)\phi(r) - \int_s^r \mu(t)g(t, m(t), \nu(t)) dt \geq 0.
\]
Combining this with (26), we obtain that \(z(r) \geq z(s)\) when \(r > s\). \[\square\]

Proof of Theorem 5.5. Notice that \(\mathcal{A}_*\) is viable with respect to equations (17)–(19), (25). Hence, by Theorem 5.3 the mapping \((t_0, m_0) \mapsto \{\phi_0 : (t_0, \phi_0, m_0, \vartheta, 0) \in \mathcal{A}_*\}\) is a value multifunctions. Hence, 
\[
\{\phi_0 : (t_0, \phi_0, m_0, \vartheta, 0) \in \mathcal{A}_*\} \subset \mathcal{W}(t_0, m_0).
\] (28)
Let us prove the opposite inclusion.

Choose \(\phi_0 \in \mathcal{W}(t_0, m_0)\). This means that there exists a solution of the mean field game \((\phi(\cdot), m(\cdot))\) such that \(\phi(t_0) = \phi_0, m(t_0) = m_0\). Let \(\nu(\cdot)\) be a equilibrium relaxed feedback strategy corresponding to this solution and let \(\mu(\cdot)\) solve (18) with the initial condition \(\mu(t_0) = \vartheta\). Further, put 
\[
z(s) \triangleq \mu(s)\phi(s) - \mu(t)\sigma(m(T)) - \int_s^T \mu(t)g(t, m(t), \nu(t)) dt.
\]
Notice, that \(z(\cdot)\) satisfies (25) and \(z(t_0) = J(m(\cdot), \phi(\cdot), \mu(\cdot), \nu(\cdot))\). By Theorem 4.2 we conclude that \(z(t_0) = 0\). Additionally, \(z(T) = 0\). Using Lemma 5.4 we obtain that \(z(s) = 0\) for every \(s \in [t_0, T]\). This implies that \((t_0, m_0, \phi_0, \vartheta, 0) \in \mathcal{A}_*\). Therefore, 
\[
\mathcal{W}(t_0, m_0) \subset \{\phi_0 : (t_0, \phi_0, m_0, \vartheta, 0) \in \mathcal{A}_*\}.
\] This together with (28) yields the theorem. \[\square\]
Let us complete the section by the fact that each solution of the master equation determines a value multifunction.

Master equation (5) relies on the measurable feedback strategies. However, we primarily consider relaxed strategies. Thus, we relax the master equation and arrive at the following:

$$\frac{\partial}{\partial s} \Phi(s, \mu) + H(t, \mu, \Phi(s, \mu)) \in -\text{co} \mathcal{O}(s, \mu, \Phi(s, \mu)) \cdot \frac{\partial \Phi}{\partial \mu}.$$  \hspace{1cm} (29)

Here,  

$$\text{co} \mathcal{O}(s, m, \phi) = \left\{ m \mathcal{Q}(t, m, \nu) : \mathcal{Q}(t, m, \nu)\phi + g(t, m)\nu = H(t, m, \phi), \ \nu \in (\mathcal{P}(U))^d \right\}.$$  

**Definition 5.8.** We say that $\Phi : [0, T] \times \Sigma^d \to \mathbb{R}^d$ is a smooth solution of master equation in the multivalued form (29) if $\Phi$ is continuously differentiable and satisfies (29) for every $s \in [0, T]$ and $\mu \in \Sigma^d$.

Here the derivative w.r.t. measure is understood in the sense of formula (7).

**Proposition 5.9.** Let $\Phi$ be a smooth solution of master equation in the multivalued form (29). Then, the multifunction  

$$\mathcal{V}(t_0, m_0) \triangleq \{ \Phi(t_0, m_0) \}$$  

is a value multifunction.

**Proof.** Choose $t_0 \in [0, T]$, $m_0 \in \Sigma^d$. We shall prove that there exists a solution of the mean field game $(\phi(\cdot), m(\cdot))$ such that $\phi(t_0) = \Phi(t_0, m_0), m(t_0) = m_0$.

Let $\mathcal{O}^\sharp(s, \mu)$ be the set of row-vectors $\xi \in \text{co} \mathcal{O}(s, \mu, \Phi(s, \mu))$ such that  

$$-\xi \frac{\partial \Phi(s, \mu)}{\partial \mu} = \frac{\partial}{\partial s} \Phi(s, \mu) + H(t, \mu, \Phi(s, \mu)).$$  \hspace{1cm} (30)

Obviously, $\mathcal{O}^\sharp(s, \mu)$ is convex. The continuity of the function $\Phi$ and its derivatives yields that the mapping $[0, T] \times \Sigma^d \mapsto \mathcal{O}^\sharp(s, \mu) \subseteq \mathbb{R}^{d \times s}$ is upper semicontinuous. In particular, for each $(s, \mu)$, the set $\mathcal{O}^\sharp(s, \mu)$ is compact.

Further, let $m(\cdot)$ solve the differential inclusion  

$$\frac{d}{dt} m(t) \in \mathcal{O}^\sharp(t, m(t)), \ m(t_0) = m_0.$$  \hspace{1cm} (31)

Consider the multivalued mapping  

$$t \rightarrow \left\{ \nu \in (\mathcal{P}(U))^d : \frac{d}{dt} m(t) = m(t) \mathcal{Q}(t, m(t), \nu), \ \mathcal{Q}(t, m(t), \nu)\Phi(t, m(t)) + g(t, m(t), \nu) = H(t, m(t), \Phi(t, m(t))) \right\}.$$
By [II §18.17, Filippov’s Implicit Function Theorem], this mapping admits a measurable selector. Denote it by \( \hat{\nu}(\cdot) \). Thus,

\[
\frac{d}{dt}m(t) = m(t)Q(t, m(t), \hat{\nu}(t)), \quad m(t_0) = m_0. \tag{32}
\]

\[
Q(t, m(t), \hat{\nu}(t))\Phi(t, m(t)) + g(t, m(t), \hat{\nu}(t)) = H(t, m(t), \Phi(t, m(t))) \tag{33}
\]

Furthermore, (30) and (31) yield the equality

\[
-\left( \frac{d}{dt}m(t) \right) \frac{\partial \Phi(s, \mu)}{\partial \mu} \bigg|_{s=t, \mu=m(t)} = \frac{\partial \Phi(s, \mu)}{\partial s} \bigg|_{s=t, \mu=m(t)} + H(t, m, \Phi(s, m)). \tag{34}
\]

Now, set \( \phi(t) \triangleq \Phi(t, m(t)) \). Due to (34), we have that it satisfies the Bellman equation

\[
\frac{d}{dt}\phi(t) = -H(t, m(t), \phi(t)) \tag{35}
\]

and the boundary conditions

\[
\phi(T) = \Phi(T, m(T)) = \sigma(m(T)), \quad \phi(t_0) = \Phi(t_0, m(t_0)). \tag{36}
\]

The fact that \( \hat{\nu}(\cdot) \) is an optimal control for the representative player directly follows from (33). Combining this with (32), (35) and (36), we conclude that the pair \( (\phi(\cdot), m(\cdot)) \) is a solution of the mean field game such that \( \phi(t_0) = \Phi(t_0, m(t_0)) \), \( m(t_0) = m_0 \). Since we choose \( (t_0, m_0) \) arbitrarily, the multifunction \( \mathcal{V} \) is the value multifunction.

**Appendix. Existence of the solution of the finite state mean field game**

Below we give the proof of Theorem 3.2. It relies on fixed point arguments and the notion of control measures. Notice that the approach based on control measures is equivalent to one involving relaxed feedback strategies. Simultaneously, the set of control measures is compact. This allows to use the fixed point technique.

Throughout the Appendix we assume that the initial time \( t_0 \in [0, T] \) and the initial distribution of players \( m_0 = (m_{0,1}, \ldots, m_{0,d}) \in \Sigma^d \) are fixed. The notion of the control measures is introduced as follows.

Let \( \mathcal{U} \) denote the set of measures \( \alpha \) on \([t_0, T] \times U\) compatible with the Lebesgue measure, i.e., for any Borel set \( \Gamma \subset [t_0, T] \),

\[
\alpha(\Gamma \times U) = \lambda(\Gamma),
\]

where \( \lambda \) denotes the Lebesgue measure on \([t_0, T]\). Within the control theory, elements of \( \mathcal{U} \) are often called control measures. The meaning of this term is explained below. We endow the set \( \mathcal{U} \) with the topology of narrow convergence, i.e., the sequence \( \{\alpha^n\}_{n=1}^\infty \subset \mathcal{U} \) converges to \( \alpha \in \mathcal{U} \) iff, for every \( f \in C([t_0, T] \times U) \),

\[
\int_{[t_0,T] \times U} f(t, u)\alpha^n(d(t, u)) \to \int_{[0,T] \times U} f(t, u)\alpha(d(t, u)) \quad \text{as} \quad n \to \infty.
\]
Notice that $\mathcal{U}$ can be regarded as the compact convex subset of the set of all charges on $[t_0, T] \times U$ that is a Banach space.

The link between elements of $\mathcal{U}$ and weakly measurable functions is straightforward. If $\nu: [t_0, T] \rightarrow \mathcal{P}(U)$ be a weakly measurable function, then the corresponding measure $\alpha$ is defined by the rule: for $f \in C([t_0, T] \times U)$,

$$\int_{[t_0,T] \times U} f(t, u) \alpha(d(t, u)) = \int_0^T \int_U f(t, u) \nu(t, du) dt. \quad (37)$$

Conversely, given $\alpha \in \mathcal{U}$ by the disintegration theorem (see [13, 78-111]) there exists a weakly measurable function $\nu$ such that (37) holds true. This disintegration is unique almost everywhere, i.e., if $\nu'$ and $\nu''$ are two weakly measurable functions satisfying (37), then

$$\nu'(t, \cdot) = \nu''(t, \cdot) \text{ a.e.}$$

Below, we denote the disintegration of the measure $\alpha \in \mathcal{U}$ by $\alpha(\cdot \mid t)$.

Using the disintegration, one can give the meaning of the control measures. The feedback formalization implies that, for each state $i$, we choose a control measure $\alpha_i$, while the player occupying the state $i$ at time $s$ shares his/her controls according to $\alpha_i(du|s)$, i.e., the disintegration of the control measure gives the feedback strategy. Thus, the Kolmogorov equation can be rewritten as follows:

$$\frac{d}{dt} m_j(t) = m_{0,j} + \int_{[t_0,t] \times U} \sum_{i=1}^d m_i(\tau) Q_{i,j}(\tau, m(\tau), u) \alpha_i(du|\tau). \quad (38)$$

Here $m_0 = (m_{0,1}, \ldots, m_{0,d})$ is the initial distribution. If $\alpha = (\alpha_i)_{i=1}^d \in \mathcal{U}^d$ is a sequence of control measures, then we denote the solution of (38) by $m(\cdot, \alpha)$, i.e.,

$$\frac{d}{dt} \phi[t, \alpha] = -H(t, m[t, \alpha], \phi[t, \alpha]), \quad \phi[T, \alpha] = \sigma(m[T, \alpha]). \quad (39)$$

Further, if $t \in [t_0, T]$, $m \in \Sigma^d$, $\phi \in \mathbb{R}^d$, then denote by $\Xi_i(t, m, \phi)$ the set of elements $u \in U$ maximizing the quantity

$$\left[ \sum_{j=1}^d Q_{i,j}(t, m, u) \phi_j + g(t, i, m, u) \right],$$

i.e., from the definition of $H_i$ (see (4)) it follows that, if $u \in \Xi_i(t, m, \phi)$, then

$$\left[ \sum_{j=1}^d Q_{i,j}(t, m, u) \phi_j + g(t, i, m, u) \right] = H_i(t, m, \phi).$$

Since $U$ is a metric compact, the set $\Xi_i(t, m, \phi)$ is nonempty for each $t$, $m$ and $\phi$. Moreover, if $m(\cdot)$ and $\phi(\cdot)$ are continuous function, then the dependence

$$t \mapsto \Xi_i(t, m(t), \phi(t))$$
is upper semicontinuous.

When \( m(\cdot) = m[\cdot, \alpha] \) and \( \phi(\cdot) = \phi[\cdot, \alpha] \), we denote the graph of the mapping
\[
t \mapsto \Xi_i(t, m[t, \alpha], \phi[t, \alpha]),
\]
i.e., we set
\[
K_i[\alpha] \triangleq \left\{ (t, u^*) \in [t_0, T] \times U : \right. \\
\sum_{j=1}^{d} Q_{i,j}(t, m[t, \alpha], u^*) \phi_j[t, \alpha] + g(t, i, m[t, \alpha], u^*) \\
\left. = \max_{u \in U} \left[ \sum_{j=1}^{d} Q_{i,j}(t, m[t, \alpha], u) \phi_j[t, \alpha] + g(t, i, m[t, \alpha], u) \right] \right\}.
\]

Using this, we can reformulate the definition of the solution of the finite state mean field game in the term of control measures.

**Proposition A.1.** A pair \((\phi(\cdot), m(\cdot))\) is a solution of the mean field game iff there exists a \( \hat{\alpha} = (\hat{\alpha}_1, \ldots, \hat{\alpha}_d) \in \mathcal{U}^d \) such that

1. \( m(\cdot) = m[\cdot, \hat{\alpha}], \phi(\cdot) = \phi[\cdot, \hat{\alpha}] \);
2. for each \( i = 1, \ldots, d \), \( \text{supp}(\hat{\alpha}_i) \subset K_i[\hat{\alpha}] \).

**Proof.** First, assume that \( \phi(\cdot), m(\cdot) \) is the solution of the finite state mean field game in the sense of Definition 3.1. Let \( \hat{\nu} = (\hat{\nu}_1, \ldots, \hat{\nu}_d) \) be the corresponding equilibrium strategy. For each \( \hat{\nu}_i \), define the control measures \( \hat{\alpha}_i \) by (37). Thanks to (38), we have that
\[
m(\cdot) = m[\cdot, \hat{\alpha}], \quad \phi(\cdot) = \phi[\cdot, \hat{\alpha}].
\]

Inclusion (12) and equality (4) imply that, for a.e. \( t \in [t_0, T] \),
\[
\int_{U} \left[ \sum_{j=1}^{d} Q_{i,j}(t, m[t, \hat{\alpha}], u) \phi_j[t, \hat{\alpha}] + g(t, i, m[t, \hat{\alpha}], u) \\
- H_i(t, m[t, \hat{\alpha}], u) \right] \hat{\nu}_i(t, du) = 0.
\]

Integrating this w.r.t. time variable and using (37), we obtain that
\[
\int_{[t_0,T] \times U} \left[ \sum_{j=1}^{d} Q_{i,j}(t, m[t, \hat{\alpha}], u) \phi_j[t, \hat{\alpha}] + g(t, i, m[t, \hat{\alpha}], u) \\
- H_i(t, m[t, \hat{\alpha}], u) \right] \hat{\alpha}(d(t, u)) = 0.
\]

This, the definitions of the set \( K_i \) (see (40)) and the function \( H_i \) (see (11)) yield that \( \text{supp}(\hat{\alpha}_i) \subset K_i[\hat{\alpha}] \).
Therefore, each solution of the finite state mean field type satisfies the properties of this proposition.

Conversely, assume that \( \phi(\cdot), m(\cdot) \) and \( \hat{\alpha} = (\hat{\alpha}_1, \ldots, \hat{\alpha}_d) \) satisfy properties 1, 2 of the proposition. We define the relaxed controls \( \hat{\nu}_i \) to be equal to the disintegration of \( \hat{\alpha}_i \). Hence, \( \phi(\cdot) \) and \( m(\cdot) \) satisfy equations (\( \bullet \)), (\( \bigstar \)).

Further, due to (40), inclusion 
\[
\text{supp}(\hat{\alpha}_i) \subset K_i[\hat{\alpha}]
\]
implies (12). Since \( \hat{\nu}_i \) is a disintegration of \( \hat{\alpha}_i \), we conclude that (11) holds true for a.e. \( t \in [t_0, T] \). This and definition of \( H_i \) (see (4)) give inclusion (12).

In the light of Proposition \( A.1 \) we reduce the existence theorem for the finite state mean field game to the fixed point problem for the multivalued mapping \( \Phi \) that assigns to \( \alpha \in U^d \) the set of sequence of measures \( \beta = (\beta_1, \ldots, \beta_d) \in U^d \) such that

\[
\text{supp}(\beta_i) \subset K_i[\alpha], \quad i = 1, \ldots, d.
\]

To apply the fixed point theorem, we prove that \( \Phi \) has compact and convex values and is upper semicontinuous.

Since the set \( K_i[\alpha] \) is compact, we have that the set of measures \( \beta_i \in U \) those are supported on \( K_i[\alpha] \) is compact and convex. To prove the upper semicontinuity of the mapping \( \Phi \), we, first, prove that \( m[\cdot, \alpha] \) and \( \phi[\cdot, \alpha] \) depend on \( \alpha \) continuously, then apply the fact that the mapping assigning to the functions \( m(\cdot), \phi(\cdot) \) the graph of \( \Xi_i(\cdot, m(\cdot), \phi(\cdot)) \) is upper semicontinuous.

In the following, we say the sequence \( \{\alpha^n\}_{n=1}^{\infty} \subset U^d \) converges to \( \alpha \in U^d \) provided that each sequence of measures \( \{\alpha^n_i\}_{n=1}^{\infty} \) converges narrowly to \( \alpha_i \), where \( \alpha^n = (\alpha^n_1, \ldots, \alpha^n_d) \), \( \alpha = (\alpha_1, \ldots, \alpha_d) \).

**Lemma A.2.** If \( \{\alpha^n\} \subset U^d \) converges to \( \alpha \in U^d \), then \( \{m[\cdot, \alpha^n]\}_{n=1}^{\infty} \) converges to \( m[\cdot, \alpha^*] \) in \( C([t_0, T], \Sigma^d) \).

**Proof.** To simplify designation set

\[
m^n(\cdot) \triangleq m[\cdot, \alpha^n], \quad m^*(\cdot) \triangleq m[\cdot, \alpha^*].
\]

Recall that \( m^n(t) \) is a vector with coordinates \( (m^n_1(t), \ldots, m^n_d(t)) \), while \( m^*(t) = \)
\((m^*_1(t), \ldots, m^*_d(t))\). We have that

\[
|m^n_j(t) - m^*_j(t)|
\]
\[
= \left| \int_{[t_0,t] \times U} \sum_{i=1}^d m^n_i(\tau)Q_{i,j}(\tau, m^n(\tau), u)\alpha^n_i(d(\tau, u)) \right.
\]
\[
\quad \quad \quad \quad \quad \quad \quad \quad \quad - \left. \int_{[t_0,t] \times U} \sum_{i=1}^d m^*_i(\tau)Q_{i,j}(\tau, m^*(\tau), u)\alpha^n_i(d(\tau, u)) \right|
\]
\[
\leq \int_{[t_0,t] \times U} \sum_{i=1}^d \left| m^n_i(\tau)Q_{i,j}(\tau, m^n(\tau), u) - m^*_i(\tau)Q_{i,j}(\tau, m^*(\tau), u) \right| \alpha^n_i(d(\tau, u))
\]
\[
\quad \quad \quad \quad \quad \quad \quad \quad \quad + \left| \int_{[t_0,t] \times U} \sum_{i=1}^d m^*_i(\tau)Q_{i,j}(\tau, m^*(\tau), u)\alpha^n_i(d(\tau, u)) \right|
\]
\[
\quad \quad \quad \quad \quad \quad \quad \quad \quad - \int_{[t_0,t] \times U} \sum_{i=1}^d m^*_i(\tau)Q_{i,j}(\tau, m^*(\tau), u)\alpha^*_i(d(\tau, u)) \right|.
\]

Notice that

\[
\sum_{i=1}^d \left| m^n_i(t)Q_{i,j}(t, m^n(t), u) - m^*_i(t)Q_{i,j}(t, m^*(t), u) \right|
\]
\[
\leq C_0 \| m^n(t) - m^*(t) \| + dC_1 \| m^n(t) - m^*(t) \| \leq C_2 \| m^n(t) - m^*(t) \|.
\]

Here \(C_0\) is the upper bound of \(|Q_{i,j}(t, m, u)|\), \(C_1\) is the common Lipschitz constant for the functions \(m \mapsto Q_{i,j}(t, m, u)\), while \(C_2 \equiv \sqrt{dC_0 + dC_1}\).

Further, let \(L\) be a positive number. Set

\[
\tau^L_t \equiv T/L.
\]

For each \(i, j \in \{1, \ldots, d\}, l \in \{0, \ldots, L - 1\}\), consider the function \(f^L_{i,j,l} : [t_0, T] \times U \mapsto \mathbb{R}\) such that

- \(f^L_{i,j,l}(t, u) = m^*_i(t)Q_{i,j}(t, m^*(t), u)\) if \(t \in [0, \tau^L_l]\);
- \(f^L_{i,j,l}(t, u) = 0\) if \(t \in [\tau^L_{l+1}, T]\);
- the function \(t \mapsto f^L_{i,j,l}(t, u)\) is linear on \([\tau^L_l, \tau^L_{l+1}]\).

Notice that, for every \(t \in [\tau^L_l, \tau^L_{l+1}]\) and each \(\alpha \in \mathcal{U}\),

\[
\left| \int_{[t_0,T] \times U} f^L_{i,j,l}(t, u)\alpha(d(t, u)) \right.
\]
\[
\quad \quad \quad \quad \quad \quad \quad \quad \quad - \left. \int_{[t_0,T] \times U} m^*_i(t)Q_{i,j}(t, m^*(t), u)\alpha(d(t, u)) \right| \leq C_0 T/L.
\]
Since \( \{\alpha^n\} \) narrowly converge to \( \alpha^* \), we have that there exists \( N_L \) such that, for any \( n \geq N_L \), and every \( i, j \in \{1, \ldots, d\} \) and \( l = \{0, \ldots, L - 1\} \),

\[
\left| \int_{[t_0, T] \times U} f^L_{i,j,l}(t, u)\alpha^n_t(d(t, u)) - \int_{[t_0, T] \times U} f^L_{i,j,l}(t, u)\alpha^*_t(d(t, u)) \right| \leq 1/L.
\]

Plugging this, (44) and (45) into the right-hand side of (43), we conclude that, for each \( k = 1, \ldots, d \) and \( n \geq N(L) \),

\[
|m^*_n(t) - m^*_n(t)| \leq \int_{t_0}^T C_2\|m^n(\tau) - m^*(\tau)\|d\tau + C_3/L.
\]

Here we denote \( C_3 \triangleq d(C_0T + 1) \). Hence, if \( n \geq N(L) \),

\[
\|m^n(t) - m^*(t)\| \leq C_2\sqrt{d} \int_{t_0}^T \|m^n(\tau) - m^*(\tau)\|d\tau + \sqrt{d}C_3/L.
\]

Applying the Gronwall’s inequality we obtain that, for \( n \geq N(L) \) and each \( t \in [t_0, T] \),

\[
\|m^n(t) - m^*(t)\| \leq C_4/L,
\]

where \( C_4 \) is a constant equal to \( \sqrt{d}C_3\exp(C_2\sqrt{d}T) \). This gives the statement of the lemma.

Using the continuity of the mapping \( \alpha \mapsto m[\cdot, \alpha] \) we are able to derive the following.

**Lemma A.3.** The mapping \( \Phi \) is upper semicontinuous, i.e., if \( \{\alpha^n\}_{n=1}^{\infty} \subset \mathcal{U}^d \) converges to \( \alpha^* \in \mathcal{U}^d \), \( \{\beta^n\}_{n=1}^{\infty} \subset \mathcal{U}^d \) is such that \( \beta^n \in \Phi(\alpha^n) \) and \( \{\beta^n\}_{n=1}^{\infty} \) converges to \( \beta^* \), then \( \beta^* \in \Phi(\alpha^*) \).

**Proof.** It suffices to show that each probability \( \beta^n_i \) is supported on \( \mathcal{K}_i[\alpha^n] \), where \( \beta^* = (\beta^*_1, \ldots, \beta^*_d) \).

Lemma A.2 states that \( m[\cdot, \alpha^n] \to m[\cdot, \alpha^*] \in C([t_0, T]; \Sigma^d) \) as \( n \to \infty \). Hence, from the definition of \( \phi[\cdot, \alpha] \) (see (39)) and continuous dependence of the solution of ODE on parameter, we conclude that \( \{\phi[\cdot, \alpha^n]\}_{n=1}^{\infty} \) converges to \( \phi[\cdot, \alpha^*] \) when \( n \to \infty \). This and very definition of the set \( \mathcal{K}_i[\alpha] \) (40) yield that, if a sequence \( \{(t^n, u^n)\}_{n=1}^{\infty} \subset [0, T] \times U \) converges to some \( (t^*, u^*) \) and \( (t^n, u^n) \in \mathcal{K}[\alpha^n] \), then \( (t^*, u^*) \in \mathcal{K}[\alpha^*] \).

Further, recall that \( \beta^n = (\beta^n_1, \ldots, \beta^n_d) \), whilst the convergence of \( \{\beta^n\} \) to \( \beta^* \) means that, for each \( i \) \( \beta^n_i \) narrowly converges to \( \beta^*_i \). Due to [2, Proposition 5.1.8], we have that, for every \( (t^*, u^*_i) \in \text{supp}(\beta^*_i) \), there exists a sequence \( \{(t^n, u^n)\}_{n=1}^{\infty} \) that converges to \( (t^*, u^*_i) \) such that \( (t^n, u^n) \in \text{supp}(\beta^n_i) \). The construction of \( \Phi \) implies that \( \text{supp}(\beta^n) \subset \mathcal{K}_i[\alpha^n] \). Therefore, using the upper semicontinuity of the \( \mathcal{K}_i \) (see above), we conclude that \( (t^*, u^*_i) \in \mathcal{K}_i[\alpha^*] \). This gives the conclusion of the lemma.

**Proof of Theorem 3.2.** Since the multivalued mapping \( \Phi \) has convex and compact values and is upper semicontinuous (see Lemma A.3), by the Fan–Glicksberg fixed point theorem (see [1, Corollary 17.55]) it admits a fixed point. Denote it by \( \hat{\alpha} \). Let \( \hat{m}[\cdot] \triangleq m[\cdot, \hat{\alpha}] \), \( \hat{\phi}(\cdot) \triangleq \phi[\cdot, \hat{\alpha}] \). By Proposition A.1 the pair \( (\hat{\phi}(\cdot), \hat{m}(\cdot)) \) is the solution of the finite state mean field game in the sense of Definition 3.1. \( \square \)
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