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ABSTRACT

Self-supervised pre-training has been successful in both text and speech processing. Speech and text offer different but complementary information. The question is whether we are able to perform a speech-text joint pre-training on unpaired speech and text. In this paper, we take the idea of self-supervised pre-training one step further and propose token2vec, a novel joint pre-training framework for unpaired speech and text based on discrete representations of speech. Specifically, we introduce two modality-specific tokenizers for speech and text. Based on these tokenizers, we convert speech/text sequences into discrete speech/text token sequences consisting of similar language units, thus mitigating the domain mismatch problem and length mismatch problem, which are caused by the distinct characteristics between speech and text. Finally, we feed the discrete speech and text tokens into a modality-agnostic Transformer encoder and pre-train with token-level masking language modeling (tMLM). Experiments show that token2vec is significantly superior to various speech-only pre-training baselines, with up to 17.7% relative WER reduction. Token2vec model is also validated on a non-ASR task, i.e., spoken intent classification, and shows good transferability.

Index Terms—Self-supervised learning, joint pre-training, speech representation

1. INTRODUCTION

Self-supervised representation learning of speech and text has evolved to a de-facto standard for speech and natural language processing (NLP), respectively. In speech, wav2vec2.0 [1], HuBERT [2] and their variants [3, 4, 5] have shown the powerful strength of self-supervised pre-training on speech recognition and many speech-related tasks [6]. In NLP, GPT [7], RoBERTa [8] and other variants [9, 10] have enabled many language processing tasks to achieve the state-of-the-art performance (e.g., GLUE [11], SuperGLUE [12], and XTREME [13]).

Self-supervised learning models, like multilingual BERT [14], aim to be used universally, i.e. a single pre-trained encoder for many domains and languages. One big advantage of these unified models is the ability to leverage available unlabeled data across domains and languages [15]. The availability of one language can boost the performance on other languages [14, 16]. Speech and text are two different modalities but offer complementary information. Therefore, jointly pre-training on unpaired speech and text is a natural next step to understanding both speech and text modalities. Moreover, according to the language acquisition mechanism in humans, infants learn language by listening and reading simultaneously, which is a typical process that requires learning good joint representations of speech and text.

In terms of speech-text joint pre-training, there are two main branches. The first branch is to inject contextual knowledge of text into speech pre-training, since text pre-training can capture more high-level semantic information than that of speech. SPLAT [17] and SAMU-XLSR [18] both pre-train a speech encoder to learn from a pre-trained text encoder using paired data. Another line of work usually employs two encoders for speech and text separately, based on which, a shared encoder is built to learn multi-modality knowledge. SLAM [15] introduces two alignment losses, e.g. translation language modeling (TLM) and speech-text matching (STM) on paired data, to align speech and text. mSLAM [19] is a multilingual version of SLAM. Maestro [20] learns unified representations through sequence alignment, duration prediction, and modality matching based on RNN-T framework. Most previous works ignore the inherent difference between these two modalities, which probably results in transferring interference and capacity limitations [15].

In this paper, we propose token2vec, a novel joint pre-training framework, in which the learned speech representations can be further improved using unpaired text data. Specifically, we note that speech and text are different in nature, where speech frames are of continuous values, while text symbols are discrete tokens. To solve this modality mismatch problem, we first propose to discretize continuous speech flow into a sequence of discrete speech tokens based on recent speech pre-trained models (e.g. HuBERT [2]). For text, we convert the word sequences into phoneme sequences according to a provided lexicon. By doing this, speech and text both become discrete sequences consisting of similar language units. Another obvious problem is that the speech sequence is usually much longer than text sequence, which will make the joint pre-training model difficult to converge. To solve this length mismatch problem, we up-sample the phoneme sequences by randomly repeating each phoneme according to the phoneme statistics, which is estimated on the subset of LibriSpeech dataset. Finally, the discrete speech token sequences and the up-sampled phoneme sequences are fed to a modality-agnostic encoder iteratively to learn joint representations.

We conduct massive experiments on the LibriSpeech [21] dataset to validate the proposed token2vec. To the best of our knowledge, this is the first work to explore speech-text joint pre-training based on discrete speech tokens and text tokens. Our method achieves better performance than various speech-only pre-training baselines. Moreover, we also evaluate the proposed token2vec on spoken intent classification task using Fluent Speech Command (FSC) dataset and show superior performance.
We consider our work most related to Discrete BERT [22], in which the speech is quantized using vq-wav2vec [23], then representations learned on top by a BERT [14] model. In Discrete BERT, the gumbel-softmax is used for vq-wav2vec quantization, and the model quantizes the speech into 13.5k unique codes. wav2vec [23] builds a good vocabulary of the speech, which enables the effective speech representation learning in subsequent BERT training. However, Discrete BERT only conducts the pre-training on discrete speech codes for speech representation learning, not leveraging the additional textual data for joint pre-training. Based on Discrete BERT, our proposed token2vec takes the universality of self-supervised pre-training one step further, by unifying speech and text pre-training within one single model. Some recent works [24, 25, 26, 27, 28] attempt to leverage discrete speech tokens to reconstruct speech, but they are mainly designed for audio generation and speech-to-speech translation tasks.

In addition, another similar concurrent work is SpeechLM [29], which aims to enhance speech representation with unpaired textual data. However, a small amount of labeled data must be used to train a tokenizer. In contrast, our method can achieve truly self-supervised speech-text joint pre-training without any labeled data.

3. METHOD

In this section, we first illustrate the workflow of our proposed framework, based on which, we present each module in detail, including modality-specific tokenizer, modality-agnostic encoder and speech-text joint pre-training task, e.g., token-level masked language modeling.

3.1. Overall Framework

Given unpaired speech and text, we aim to learn a unified representation of both modalities, which in turn improves downstream speech-related tasks. Speech and text are two modalities with distinct characteristics, where speech is a continuous flow of signal, while text is composed of discrete tokens, and the length of the speech sequence is usually much longer than that of text sequence. These two problems make speech representations difficult to benefit from additional textual data.

In order to solve these problems, we propose to use modality-specific tokenizers to tokenize speech and text simultaneously, which will be described in detail later. After the tokenization processing, speech and text both are in the discrete space, which are defined as speech tokens and text tokens, respectively. The speech tokens and text tokens are then fed to a modality-agnostic transformer encoder [30] to learn unified representations through token-level masked language modeling (tMLM). Figure 1 illustrates the framework of the proposed token2vec.

3.2. Modality-specific Tokenizer

Modality-specific tokenizers are employed to solve the modality mismatch problem and length mismatch problem as described above. Specifically, inspired by Discrete BERT [22], we first tokenize the continuous speech into discrete speech tokens. Following HuBERT [2], we firstly extract the representation of 9-th layer of HuBERT, and train a k-means model with 500 centroids on these representations. Then, we take the index of the closest centroid to represent the speech. In this way, a continuous speech sequence is converted into a discrete speech token sequence.

For text, we firstly use a lexicon to convert word sequences into phoneme sequences, since the discretized speech units are closer to phonemes. Then we up-sample the phoneme sequences by repeating each phoneme several times to make sure that speech and text have similar lengths.

Formally, a continuous speech sequence is processed into a sequence of tokens as follows:

$$S = [s_1U, \ldots, s_MU] + U^{pos} \quad (1)$$

where $U$ is the speech token embedding matrix, $U^{pos}$ is the position embedding for speech. For text, a sequence of words is tokenized into a sequence of phonemes as following:

$$T = [p_1V, \ldots, p_NV] + V^{pos} \quad (2)$$

where $V$ is the phoneme embedding matrix, $V^{pos}$ is the position embedding for text.
3.3. Modality-agnostic Encoder

The Transformer encoder consists of stacked blocks including a multi-head self-attention (MSA) layer and a MLP layer. The MLP contains two fully connected layers with a GELU non-linearity. Layer normalization (LN) is applied before each MSA or MLP layer:

\[
\begin{align*}
  z'^{\theta} &= S \circ T
  \\
  z^l &= \text{MSA}(\text{LN}(z^{l-1})) + z^{l-1}, \quad l = 1, \ldots, L
  \\
  z^l &= \text{MLP}(\text{LN}(z') + z^l), \quad l = 1, \ldots, L
\end{align*}
\]

3.4. Self-Supervised Joint Pre-training

The token-based masked language modeling (MLM) is designed for both speech-text joint pre-training, like RoBERTa [8]. Given speech or text representations \( Z^c \), tMLM predicts the corresponding tokenized tokens \( \epsilon \) at the masked positions, where each \( c_i \) is a \( C \)-class categorical variable. The distribution over the tokens is parameterized with:

\[
p(\epsilon | z^T) = \frac{\exp(\text{sim}(Wz^T, \epsilon)(c)/\tau)}{\sum_{c' \in C} \exp(\text{sim}(Wz^T, \epsilon)(c')/\tau)}
\]

where \( W \) is a projection matrix, \( z^T \) is the output hidden state for step \( t \) and layer \( L \), \( \epsilon \) is the embedding for token \( c \), \( \text{sim}(a, b) \) computes the cosine similarity between two vectors and \( \tau = 0.1 \) is used to scale the logits.

Based on the above distribution, we denote the cross-entropy loss computed over masked timesteps as:

\[
\mathcal{L}_{t \text{MLM}} = \sum_{t \in \mathcal{M}} \log p(z_t | z^T_{-t})
\]

where \( \mathcal{M} \) is the set of masked timesteps, and \( z_t \) denotes the corresponding token at timestep \( t \).

4. EXPERIMENTS

4.1. Experimental Details

For unlabeled speech data, we use the publicly available LibriSpeech dataset [21]. It contains 960 hours of training data from read audiobooks with three subsets: train-clean-100, train-clean-360 and train-other-500, where the labels are not used during pre-training. The unpaired test data are from LibriSpeech LM corpus\(^1\), containing about 40M English sentences. We randomly select 10% of the text corpus for our pre-training. For downstream ASR experiments, we use the LibriSpeech train-clean-100 split, the 1h and 10h splits of Libri-Light [31] as the low-resource labeled data. We use the official baselines for most prior work, which are implemented in fairseq [32]. Following HuBERT’s best hyper-parameters, the number of kmeans clusters \( C \) for speech tokenizer is set to 500 by default unless specified separately. For the lexicon, we use the 200K word-to-phone lexicon provided by LibriSpeech to convert words to phoneme sequences. There are 347 distinct positional-dependent phonemes. The network architecture of our token2vec follows that of RoBERT [8], which is different from HuBERT and wav2vec2.0, since we don’t need the convolutional feature extractor for preprocessing waveform input. For token-level MLM, we choose tokens for masking with probability of 0.08, expanding each chosen token to a span of a length sampled from a normal distribution with mean 10 and standard deviation 10. We optimize the model with Adam [33] with weight decay 0.01 and \( \beta = (0.9, 0.98) \). The learning rate ramps up linearly for the first 32k steps and then is linearly decayed for the following updates. The peak learning rate is 5e-4. All models are trained on 8 GPUs with a batch size of 16384 tokens per GPU for 400k steps.

For the downstream ASR fine-tuning, we employ 1 hour, 10 hours and 100 hours splits as the supervised data, and use the character set as the model units. We freeze the encoder during the early training, similar to wav2vec2.0 [1]. We use Adam [33] optimizer and a tri-stage schedule where the learning rate is warmed up for the first 10% of updates, held constant for the next 40% and then linearly decayed for the rest steps. It should be noted that all our results are obtained without language model.

4.2. Main Results

Table 1 presents the ASR results of 1 hour, 10 hours and 100 hours labeled data. The WER is evaluated on the standard LibriSpeech test-clean/test-other sets. We compare the proposed token2vec with several competitive self-supervised approaches, including wav2vec2.0 [1], HuBERT [2] and WavLM [4]. These three strong baselines are pre-trained on the traditional continuous speech signal. Firstly, from the table, we observe that token2vec pre-trained with only discrete speech tokens can achieve comparable performance (6.2/13.1%) with wav2vec2.0 and HuBERT, indicating that the discretized speech tokens contain enough semantic information for speech pre-training and downstream speech recognition. These speech tokens are more likely phoneme sequences [2], which can be regarded as an intermediary language between raw speech waveform and its transcription. Secondly, adding additional textual data for joint pre-training, the results show that the proposed token2vec achieves 5.1/11.8% WER, yielding 17.7/9.2% relative WER reduction compared with speech-only pre-training, which suggests that additional textual data can benefit the quality of speech representations.

---

\(^1\)http://www.openslr.org/11/

---

| Model                  | test-clean | test-other |
|------------------------|------------|------------|
| **1-hour subset**      |            |            |
| wav2vec2.0 [1]         | 24.5       | 29.7       |
| HuBERT [2]             | 20.9       | 27.5       |
| WavLM [4]              | 24.5       | 26.7       |
| token2vec(speech-only) | 22.8       | 28.2       |
| token2vec(speech-text) | 20.0       | 25.8       |
| **10-hour subset**     |            |            |
| wav2vec2.0 [1]         | 11.1       | 17.6       |
| HuBERT [2]             | 10.1       | 16.8       |
| WavLM [4]              | 9.8        | 16.0       |
| token2vec(speech-only) | 10.3       | 17.0       |
| token2vec(speech-text) | 9.0        | 14.9       |
| **100-hour subset**    |            |            |
| wav2vec2.0 [1]         | 6.1        | 13.3       |
| HuBERT [2]             | 6.3        | 13.2       |
| WavLM [4]              | 5.7        | 12.0       |
| token2vec(speech-only) | 6.2        | 13.1       |
| token2vec(speech-text) | 5.1        | 11.8       |

**Table 1.** WER (%) on LibriSpeech test sets when trained on the LibriLight low-resource labeled data setups of 1 hour, 10 hours and the clean 100h subset of LibriSpeech.
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| Model               | test-clean | test-other |
|---------------------|------------|------------|
| 360 hours           |            |            |
| token2vec(speech-only) | 10.8       | 19.7       |
| token2vec(speech-text-org) | 11.4       | 20.2       |
| token2vec(speech-text) | 8.6        | 18.2       |
| 960 hours           |            |            |
| token2vec(speech-only) | 9.5        | 17.9       |
| token2vec(speech-text-org) | 9.3        | 17.8       |
| token2vec(speech-text) | 7.3        | 16.2       |

Table 2. Comparison of pre-training with repeated or original text tokens in terms of WER (%).

| Model                        | test-clean | test-other |
|------------------------------|------------|------------|
| token2vec(speech-only, reduced) | 8.5        | 17.2       |
| token2vec(speech-text, reduced) | 8.4        | 17.4       |
| token2vec(speech-only) | 9.5        | 17.9       |
| token2vec(speech-text) | 7.3        | 16.2       |

Table 3. Comparison of pre-training with original or reduced speech tokens in terms of WER (%).

| Model                          | IC  |
|-------------------------------|-----|
| FBANK [6]                     | 9.1 |
| DiscreteBERT [22]             | 85.7|
| wav2vec2.0 [1]                | 92.4|
| HuBERT [2]                    | 98.3|
| token2vec(speech-only)       | 95.7|
| token2vec(speech-text)       | 96.8|

Table 4. Accuracy(%) on FSC dataset for spoken intent classification task.

![t-SNE plots](image)

Fig. 2. t-SNE plots of speech and text token embeddings at the initial and final stage of the joint pre-training (red points denotes speech and blue point denotes text).

Table 4 shows the results on downstream IC task. When only pre-training on speech tokens, the proposed token2vec achieves 85.7% accuracy, better than wav2vec2.0 [1] and DiscreteBERT [22]. When adding additional textual data, token2vec can further improves the accuracy to 96.8%.
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