Introduction

Metalloenzymes, in particular those containing iron, catalyze a broad range of metabolically important reactions within organisms including C–H bond activation, hydrolysis, and DNA repair. A detailed understanding of their chemistry and catalytic mechanism provides invaluable insights into their biochemical function as well as those of related species. In addition, it can also provide fundamental chemical insights into, for instance, catalysis, as well as enable the development of new more effective therapeutic treatments. Consequently, they have been the subject of numerous experimental and computational investigations.

For computational investigations on iron-containing metalloenzymes, hybrid density functional theory (DFT) methods, in particular B3LYP, have become the standard tools of choice. It has been widely applied to a variety of such systems and shown to be able to provide useful chemical and mechanistic insights. This is perhaps surprising given that the B3LYP functional was parameterized based on reference molecules that do not include metals. Indeed, for some metal-containing systems, such approaches have been shown to not give reasonable agreement with experiment or to in fact fail. In particular, for Fe-containing systems with near-degenerate states, such methods are often unable to give a qualitatively or quantitatively correct ordering of states. For example, in a study by Ghosh et al. on an FeIII(Por)Cl complex, the B3LYP method predicted that a quartet and not the experimentally observed sextet was the ground state. Unfortunately, accurate determination of the relative energies of near-degenerate states can be essential in elucidating a given systems chemistry.

The reliability of such methods in describing the relative energies can be sensitive to the amount of exact Hartree-Fock (HF) exchange included. In particular, it has been proposed that for metal-containing systems with unpaired electrons, a HF contribution of 15% provides better accuracy. Indeed, Reiher et al. showed that for B3LYP, the reduction from the widely used value of 20 to 15% (denoted as B3LYP*) was able to reproduce the energetics of all Fe(II)–S complexes they considered as part of their investigation. In addition, the optimized structural parameters were also in better agreement with experimental X-ray structures. However, more recently, Hughes and Friesner constructed a database of experimental spectra of 57 octahedral first-row transition metal complexes that included V, Ni, Mn, Cr, Fe, and Co. In addition, they also varied the ligands to include examples of M–S, N–S, Cl bonds. Then, they examined the effects of reducing the HF contribution in B3LYP from 20 to 15% on its ability to reproduce spin-splitting in such complexes. They concluded that reducing the percent HF contribution did not lead to general satisfactory agreement with experiment. Notably, in all of these systems, any unpaired electrons were formally located on the sole metal-ion centre. That is, the effect of the percent HF contribution on systems containing multiple centers of unpaired electrons has not, to the best of our knowledge, been examined.
Lipoxygenases (LOXs) are a ubiquitous family of nonheme iron enzymes involved in the stereospecific and regiospecific peroxidation of unsaturated fatty acid substrates, typically arachidonic acid (AA) or linoleic acid, by molecular oxygen. The active enzyme contains a ferric (Fe(III))–iron that exists as a high-spin hexacoordinated center. More specifically, it is ligated by a hydroxyl (OH\(^{-}\)) and the R-groups or backbones of five active site residues: one being the C-terminal isoleucyl's carboxylate, whereas three others are histidyl imidazoles. In animals, the sixth ligand is another histidyl imidazole, whereas in plants, it is the R-group amide of an asparagyl.

Although these differences exist, it is generally accepted that the mechanisms for peroxidation are consistent for all LOXs and are as shown in Scheme 1. The first key step of the process involves a proton-coupled electron transfer from the substrate to the Fe(III)-OH moiety to form a pentadienyl-type radical (I) while the high-spin Fe(III) is reduced to a high-spin Fe(II) centre, as shown by experimental magnetic susceptibility studies, but now ligated to a \(\text{H}_2\text{O}\). Subsequently, the pentadienyl radical undergoes an attack by \(\text{O}_2\) from the opposite side of the substrate to that of the Fe centre to give the corresponding peroxy-radical (II). Experimental investigations have suggested that this activation of the substrates C–H bond by the Fe(III)-OH group occurs before any kinetically productive interaction between the enzyme–substrate complex and \(\text{O}_2\). Furthermore, the ferric and ferrous centers in I and II, respectively, do not bind \(\text{O}_2\) if at all, before the formation of the pentadienyl radical. Indeed, experimental EPR studies have shown that there exists an equilibrium between the pentadienyl and peroxy-radicals that is, the \(\text{O}_2\) attack is fully reversible. Thus, in the case of LOXs, the enzyme activates the substrate by generating the pentadienyl radical intermediate making it vulnerable to \(\text{O}_2\) attack. This contrasts with that observed in most heme-containing enzymes or the family of nonheme x–ketoglutarate-dependent dioxygenases that utilize \(\text{O}_2\) to oxidize organic substrates; the Fe ion binds the \(\text{O}_2\) and facilitates its activation before reaction with the substrate. Thus, in the case of LOXs, the experimental evidence suggests that the key pentadienyl + \(\text{O}_2\) intermediate (II) involves three open-shell centers: the triplet \(\text{O}_2\), the substrate-derived radical, and the Fe center. Given the high-spin state of the Fe center and the triplet \(\text{O}_2\) (i.e., seven unpaired electrons), there are only two possible electronic configurations that allow for spin conservation following the attack of \(\text{O}_2\) (i.e., II → III), illustrated in Scheme 2. Specifically, it involves the arrangement of electrons such that total spins of 3/2 or 5/2 are obtained generating a quartet or sextet state represented as 4\(\text{II}\) and 6\(\text{II}\), respectively.

This key intermediate (Scheme 1: II) in the mechanism of the biochemically important LOX family of enzymes presents a clear example of a multicentered open-shell system. The resulting complex likely involves three open-shell centers with a total number of seven unpaired electrons. These open-shell centers being the Fe(II), the pentadienyl radical intermediate (hereafter referred to as AA\(^{\bullet}\)), and the molecular oxygen. The catalytically relevant arrangement of these electrons leads to the possibility of having the mechanistic intermediate II with total spins of 3/2 or 5/2; that is, a quartet (4\(\text{II}\)) or sextet (6\(\text{II}\)) state (Scheme 2). It is noted that, as for a singlet biradical, a single determinant of KS orbitals (or MOs in the case of HF theory) is incapable of properly describing such multicentered open-shell systems. Instead, an MC-SCF approach must be used. Unfortunately, however, such methods are computationally impractical for the study of most biochemical systems due to the often necessary requirement for large chemical models.

To assess the applicability of commonly used DFT, methods for the study of multicentered open-shell systems, and as a first step toward obtaining an understanding of the chemistry of LOXs, we have examined the performance of a range of hybrid, meta, and hybrid-meta GGA density functionals to reliably determine the structures and energetics of the mechanistic intermediates 4\(\text{II}\) and 6\(\text{II}\) of 8R-LOX. In addition, we have also considered the effect of varying the %HF contribution in these methods within an ONIOM-type quantum mechanical (QM)/molecular mechanical (MM) model.

**Methods**

The molecular operating environment (MOE) software package was used to perform all docking and molecular dynamics
(MD) annealing and relaxation of the system. These calculations were done with the AMBER99 force field.\cite{37}

Docking

The initial crystal structure of 8R–LOX (PDB: 3FG1) was used as a template for docking. All crystallographic waters and counterions were removed. The coordinates of hydrogen were then added using the MOE default method. The substrate, modeled as (4Z,7Z)-1,4,7,10-Undecatetraene, was added in the active site manually and oriented such that the H\* to be abstracted was within hydrogen distance and interacting with the Fe–OH group (Figure 2).

MD equilibration

With the substrate docked within the active site, MD simulations were then performed to allow the solvated enzyme–substrate complex to undergo thermal relaxation. In particular, the initial enzyme–substrate complex was solvated with a 7 Å spherical layer of water molecules. To force the system to lie within a volume of space, an ellipsoidal potential wall with a scaling constant of 2 was placed around the solvated enzyme–substrate complex. The damping functional factor included in the electrostatic and van der Waals potentials was set to decay smoothly beyond 8 to 10 Å. Before running the simulations, the geometry of the solvated complex was optimized using the AMBER99 force field until the root mean square gradient of the total energy fell below 0.05 kcal a.u.\textsuperscript{\textsuperscript{-1}}. The MD simulations were performed under constrained pressure and temperature. The equations of motion were coupled with the Nosé–Poincaré thermostat\cite{38} and the time step for numerical integration was set to 1 fs. Initially, the system was heated from 150 to 300 K for a period of 50 ps, followed by an equilibration period of 100 ps at the constant temperature of 300 K and pressure of 1 atm. A typical structure from the trajectory was then optimized with the AMBER99 force field for the subsequent QM/MM analyses (see below).

QM/MM model

A large active site chemical model was then obtained from the above final optimized structure for all QM/MM calculations. More specifically, it was chosen such that it included the truncated form of the substrate and all active site residues immediately surrounding it, that is, first-shell residues (Figure 1). In addition, all second-shell residues surrounding the Fe center were retained. It is noted that for added consistency, the same initial structure was used in all optimizations. As a result, any differences observed in the final optimized structures are due solely to the methods and multiplicity chosen.

The α-carbons of each residue was held fixed at their final MM-minimized positions (see above) to ensure integrity of the active site during the calculations. Such an approach has been commonly used in the computational investigation of the catalytic mechanisms of enzymes, and its applicability and reliability have been discussed in detail elsewhere.\cite{39,40} A subset of the complete model centered on the reactive region of the active site was then selected for the high-level QM treatment (Figure 1: inner circle). Specifically, it consisted of the substrate and those groups directly involved in the reaction. That is, it contained the truncated model substrate, the side chains of His385, His390, His571, and Asn575. In addition, it contained the carboxylate of the terminal Ile694, the attacking O\textsubscript{2}, and the Fe–OH center. The O\textsubscript{2} was manually added after the simulation in a cavity consisting of the Gly428 residue proposed to be essential in controlling the O\textsubscript{2} for attack of C\textsubscript{8}.\cite{41} To form the first intermediate complex (II: Scheme 2), a hydrogen was manually transferred from the substrate to Fe(III)–OH. This complex was the starting point for all further QM/MM calculations.

QM/MM calculations

Combined QM and MM methods in the ONIOM formalism\cite{42,43,44} were performed as implemented in the Gaussian 09 program suite.\cite{45} The optimized structures for 4II and 6II (Scheme 2) were obtained using the ONIOM(DFT/BS1:AMBER) level of theory in the mechanical embedding formulism.\cite{7,8,46,47} DFT, represents the BP86, B3LYP\textsuperscript{\textsuperscript{-1}} (10% HF contribution), B3LYP\textsuperscript{\textsuperscript{-2}}, B3LYP, MO6, and MO6-L functionals.\cite{48} The combination of basis sets defined by BS1 was the 6–31G(d) basis set on all atoms but Fe, where the LANL2DZ+ECPs basis set was used. Due to the fixing of atoms within the chemical models, the energies reported are the solely electronic energies. Frequency calculations were performed to validate the nature of the stationary point. Single-point energy calculations on the optimized structures were done at the respective ONIOM(DFT/BS2/DFT/BS1:AMBER) level of theory in the electronic embedding formulism. BS2 is defined as the combination of the 6–311G(2df,p) functions plus the LANL2DZ ECPs for the iron. Diffuse functions were not used because, as discussed by Martin et al.,\cite{49} their inclusion on Fe is a poor match when used with the underlying 6–31G or 6–311G basis sets.
Results and discussion

The effect of DFT functional choice on optimized geometries

As noted above, the optimized geometries of the quartet and sextet states of the intermediate complex II (i.e. 4II and 6II) in the mechanism of LOXs (see Scheme 1) were examined using a variety of density functional methods to describe the high (QM) region of the QM/MM model, the MM method (AMBER) being kept constant. Thus, for simplicity, only the key structural changes observed in the QM chemical model region, which is schematically shown in Figure 2, are discussed herein.

It is noted, however, that the most significant changes on changing the DFT method did occur in the QM region. As can be seen in Figure 2, the metal ion forms a single interaction with each of five amino acid residues; the R-group imidazole of three histidyls, the C-terminus of an isoleucyl, and the R-group amide oxygen of an asparaginyl. It also forms a sixth of three histidyls, the C-terminus of an isoleucyl, and the R-group imidazole group amide oxygen of an asparaginyl. It also forms a sixth of three histidyls, the C-terminus of an isoleucyl, and the R-group amide oxygen of an asparaginyl. It also forms a sixth M–L interaction with an hydroxyl ion oxygen. Given the distinct nature of the three open-shell centres, a metal-ligand (M-L) interaction with an hydroxyl ion oxygen.

As seen in Table 1, however, the M–L bond lengths do differ between the structures of the quartet (4II) and sextet (6II) states. However, the degree of the differences (reported as the absolute value of Δr between complexes) depends on the functional used. For instance, the averages of the absolute differences (Table 1; average δ[r]) between the optimized bond lengths for 4II and 6II as obtained using the BP86, B3LYP*, B3LYP, B3LYP, M06, and M06-L functionals are 0.076, 0.045, 0.009, 0.039, 0.038, and 0.054 Å, respectively. That is, the B3LYP functional gives a markedly smaller average δ[r] value than the other functionals considered. In contrast, the BP86 and M06-L functionals, that is, those with a 0% HF contribution, have the greatest differences in M–L bond lengths between states. It is noted, however, that M06-L does perform better than BP86 as indicated by it having an average δ[r] value than that is ~0.2 Å smaller. This is expected given that unlike the latter functional, M06-L was trained with compounds that contain transition metals. For B3LYP and M06 (both of which have 20% HF contribution), similar values of average δ[r] were measured of 0.039 and 0.038 Å, respectively. It is interesting to note that although the averages are similar, there are significant differences when comparing individual M–L interactions. With respect to individual interaction distances, all of the B3LYP-based functionals (B3LYP, B3LYP and B3LYP) predicted the H571…N575…, I694…Fe interactions to be shorter, and the H385…H390…, and HO…Fe interactions to be longer in the sextet state compared to that obtained for the quartet state. Similarly, the BP86 functional predicts the N575…Fe and I694…Fe distances to be shorter in the sextet state. In contrast, both the M06 and M06-L functionals predict the sextet state to have longer M–L interactions for all ligands, the only exception occurring for the optimized I684-COO…Fe distance obtained using the M06-L method.

Similar trends were also observed for the differences in the L_m–M–L_m (where m ≠ n) bond angles (not shown). Specifically, the BP86 method again gave the largest value (2.8°) for the difference between 4II and 6II, whereas the M06 and M06-L functionals gave smaller average values of 1.8 and 2.4°, respectively. The smallest differences were again obtained using the B3LYP-based functionals, B3LYP, B3LYP, and B3LYP, which gave averages of 1.7, 0.4, and 1.4°, respectively; again B3LYP gave the smallest error of all functionals considered.

For the triplet O2, one of the three 'open-shell centres' in intermediate II, it was also found that the optimized O–O bond lengths obtained within 4II and 6II and the size of the differences between them depended on the choice of functional (Table 1). For instance, for the quartet and sextet complexes, the BP86 functional gave r(O–O) = 1.306 and 1.238 Å, respectively, that is, the O2 moiety having a longer bond length within the 4II complex (Table 1). This was also the largest difference (0.068 Å) observed in lengths between these two states of any functional considered. For the M06 and M06-L functionals, the O–O bond lengths were again predicted to differ significantly though now by 0.047 and 0.057 Å, respectively, with 4II again having the longer length. In contrast, all of the B3LYP-based functionals had only minor or negligible differences in O2 bond lengths between the 4II and 6II complexes. Indeed, the observed differences for the B3LYP, B3LYP, and B3LYP functionals were just 0.007, 0.000, and 0.000 Å, respectively. It is also noted that of these three latter
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methods, only B3LYP\(^*\) predicted O\(_2\) to have a slightly longer bond length within the sextet state.

For the substrate radical itself (AA\(^*\)), modeled as a penta-dienyl radical, all DFT methods considered herein gave C\(\cdots\)C bond lengths for the quartet and sextet states that were in very close agreement with each other differing by 0.01 Å or less. Similar to that noted above for the \(L_m\) values (where \(m \neq n\)) bond angles, the M06 and M06-L functionals gave slightly larger differences in bond angles for AA\(^*\) in \(4\text{II}\) and \(6\text{II}\) for the bond angles obtained using the B3LYP-based functionals (B3LYP\(^*\), B3LYP, and B3LYP\(_0\)). More specifically, the use of M06 and M06-L gave differences in the carbon-backbone bond angles of approximately 2.9 and 2.8\(^*\), respectively, whereas B3LYP\(^*\), B3LYP, and B3LYP\(_0\) all had negligible differences (0.0\(^*\)). Much more significant differences among the DFT methods were observed for the carbon-backbone dihedral angles. For instance, the BP86, B3LYP\(^*\), B3LYP, and B3LYP methods all gave differences in backbone dihedral angles between \(4\text{II}\) and \(6\text{II}\) that were <2.0\(^*\). In contrast, for some of these same backbone dihedral angles, the M06 and M06-L methods gave differences of 14.1 and 12.3\(^*\), respectively. This may be due in part to the fact that in the QM/MM optimized structures, it was observed that the active sites of \(4\text{II}\) and \(6\text{II}\) remained fairly consistent, except when using the M06 and M06-L functionals. For the latter two methods, AA\(^*\) shifted considerably in the \(6\text{II}\) complex. As a result, the substrate is able to adopt a markedly more planar geometry than in the corresponding \(4\text{II}\) complexes.

Overall, the above results appear to suggest that within a QM/MM framework, the B3LYP\(_0\) method is the preferred DFT functional for obtaining consistent optimized structures of a QM region containing multi-open-shell centres.

The effect of DFT method choice on calculated spin densities in \(4\text{II}\) and \(6\text{II}\)

The spin densities (SDs) of various key sites within \(4\text{II}\) and \(6\text{II}\) were then examined. In particular, the SDs on the Fe(II) centre, the oxygen atoms of the O2 moiety (O1 and O2), and the carbon centre (C8) of AA\(^*\) that is attacked by the O2. In addition, the sum of the SDs on the carbons on the penta-dienyl radical intermediate itself (AA\(^*\)) was also considered. All of these values obtained are provided in Table 2.

![Table 2. Selected spin densities in intermediate complexes "II and "II as calculated at the ONIOM(DFT/B52/DFT/B51-AMBER94)–EE level of theory (see text).](https://example.com/table.png)

| DFT, \(\text{Fe}\)  | O1  | O2  | AA\(^*\)  | C8  |
|----------------|-----|-----|---------|-----|
| BP86  | \(\text{4II}\) | 3.92 | -0.93 | -0.90 | 0.55 | 0.20 |
|\(\text{6II}\) | 3.87 | 0.92 | 0.90 | -0.97 | 0.35 |
| B3LYP\(^*\)  | \(\text{4II}\) | 3.84 | -0.99 | -0.96 | 0.87 | 0.30 |
|\(\text{6II}\) | 3.85 | 0.95 | 0.93 | -0.97 | 0.34 |
| B3LYP  | \(\text{4II}\) | 3.80 | -1.01 | -0.98 | 0.99 | 0.36 |
|\(\text{6II}\) | 3.82 | 0.99 | 0.97 | -0.98 | 0.36 |
| B3LYP\(_0\)  | \(\text{4II}\) | 3.82 | -1.01 | -0.98 | 1.00 | 0.37 |
|\(\text{6II}\) | 3.82 | 1.01 | 0.98 | -0.98 | 0.37 |
| M06  | \(\text{4II}\) | 3.84 | -1.01 | -0.97 | 0.71 | 0.47 |
|\(\text{6II}\) | 3.86 | 1.02 | 0.97 | -0.95 | 0.35 |
| M06-L  | \(\text{4II}\) | 3.94 | -0.97 | -0.91 | 0.98 | 0.34 |
|\(\text{6II}\) | 3.85 | 0.95 | 1.00 | -0.98 | 0.35 |

It can be seen that for both possible multiplicities, the SD on \(\text{O1}\) and \(\text{O2}\) indicates the presence of a high-spin arrangement.\(^\,\text{2}\) The BP86 and M06-based methods generally gave values near or at the upper ends of these ranges. For example, use the BP86 functional gives values of 3.92 and 3.87 for the Fe(II) centre in \(4\text{II}\) and \(6\text{II}\), respectively (Table 2). In contrast, the B3LYP\(_0\) and B3LYP methods generally gave values toward the lower ends of these ranges.

The calculated SDs on O1 and O2 indicate the presence of the triplet species for all methods used with ranges of 0.92–1.02 and 0.90–1.00, respectively. Notably, the BP86 method gives the lowest SD values for O1 and O2 in both states while the B3LYP\(^*\) and M06-L methods give a low SD value for O2 in the sextet and quartet states, respectively (Table 2). Meanwhile, the B3LYP\(^*\), B3LYP, and M06 methods give SDs on O1 and O2 that are closer to 1 for both \(4\text{II}\) and \(6\text{II}\).

The most significant variations in calculated SDs, however, were observed in AA\(^*\) itself. As can be seen in Table 2, the B3LYP\(_0\), B3LYP, and M06-L methods all give absolute SD values for AA\(^*\) (the sum of the SDs on carbons on the pentadienyl radical) for both \(4\text{II}\) and \(6\text{II}\) that are within 0.02 of 1.0. Furthermore, they also give consistent absolute SD values for the C8 carbon in both states that are approximately 1/3, ranging from 0.34–0.37. In contrast, the BP86 method significantly underestimates the absolute SD on both AA\(^*\) and C8 for the quartet state with values of just 0.55 and 0.20, respectively (Table 2). Meanwhile, the corresponding absolute values in the sextet state using the same functional are 0.97 and 0.35. This difference in calculated SD values is due to the fact that the use of the BP86 method to describe the QM region in the QM/MM model results in greater delocalization of the SD over the amino acid residues ligated to the Fe(II) centre in the quartet system (\(4\text{II}\)) than in the sextet (\(6\text{II}\)). This is expected given that DFT tends to suffer from delocalization errors.\(^\,\text{57–59}\) In fact, from Table 2, it can be seen that as the %HF is increased, the SD AA\(^*\) in the quartet system approaches a value of 1.00. That is, as the %HF contribution increases, a greater localization of density is observed, which is expected given that HF theory tends to cause overlocalization.\(^\,\text{58}\) Consistency between \(4\text{II}\) and \(6\text{II}\) is reached when the percent HF contribution included is at 15%, that is, for the B3LYP\(_0\) method. However, it is noted that even with the use of the B3LYP\(_0\) method, only a modest underestimation of the SD values of AA\(^*\) and C8 in the quartet state compared to the sextet state values is observed (Table 2). More specifically, the absolute SD values of AA\(^*\) and C8 in the quartet state are 0.10 and 0.04 lower, respectively, than obtained for the sextet state using the same functional.

For \(4\text{II}\), the use of the M06 functional provides an unexpected result. With the use of M06 (which has 20% HF contribution), a marked underestimation of the absolute SDs on AA\(^*\) (0.71) with a concomitant overestimation of the value on C8 (0.47) is observed. This was again found to be due to
greater delocalization of SD over the amino acid residues ligated to the Fe(II) center in $^{4}\text{II}$ compared to that in $^{6}\text{II}$. However, as stated above, M06-L (which has 0% HF contribution) gives an absolute SD value for AA$^*$ for both the quartet and sextet complexes very close to 1.0.

Thus, by examining the performance of a range of hybrid, meta, and hybrid-meta GGA density functionals, the above results suggest that at least for ONIOM QM/MM calculations, a reliable description of the SD distribution can be obtained when the B3LYP*, B3LYP, or M06-L functionals are used to describe the QM-region. Thus, it appears that although significant differences in geometry existed between $^{4}\text{II}$ and $^{6}\text{II}$ for the B3LYP and M06-L functionals (in comparison to B3LYP*), the proper description of the electronic distribution appears to be less sensitive to geometrical differences, but rather is sensitive to the functional used.

The effect of DFT functional choice on the relative energies of $^{4}\text{II}$ and $^{6}\text{II}$

The reliable and accurate calculation of the thermochemistry of a chemical system is important not only in the elucidation of enzymatic mechanisms but also arguably is a common goal of computational studies. Hence, the ability of the various DFT methods to reliably calculate the relative energy difference between the $^{4}\text{II}$ and $^{6}\text{II}$ complexes, that is, between the quartet and sextet states of the 8R-LOX mechanistic intermediate $^{11}\text{II}$, was also examined. The results obtained at the ONIOM(DFT/BS2//DFT/BS1:AMBER) level of theory within the electronic embedding formulism (EE) are presented in Table 3. That is, relative energies were calculated by performing single-point calculations in which the same DFT functional was used to describe the QM-region as for the optimized geometry being used, but now in combination with a significantly larger basis set (BS2; see Computational Methods).

From Table 3, it can be clearly seen that when the B3LYP$^*$, B3LYP, and B3LYP functionals are used to describe the QM region, the energy differences between the quartet and sextet states are within 1 kcal mol$^{-1}$ with the largest difference (0.6 kcal mol$^{-1}$) occurring for B3LYP. It is noted that both the B3LYP$^*$ and B3LYP functionals predict the quartet ($^{4}\text{II}$) to lie marginally lower in energy than the sextet ($^{6}\text{II}$). However, as noted in the introduction, Hughes and Friesner$^{18}$ found that for several transition metal complexes reduction from 20 to 15%, HF contribution in B3LYP appeared to cause larger errors in the electronic transitions when compared with experimental values. However, on closer inspection of their data, the B3LYP$^*$ method in fact appears to give improved results for the Fe-containing compounds. In particular, smaller errors in the $e_g$–$t_{2g}$ and $t_{2g}$–$e_g$ spin-forbidden transitions for Fe(TREN-CAM)$^{3-}$ and Fe(CN)$_6^{3-}$, respectively, were obtained. In contrast, for the Ni, Cr, and Mn complexes that they considered a reduction to 15%, HF contribution did result in larger errors in the electronic transitions when compared with experimental values.

With the use of the BP86 functional, the quartet is predicted to be 10.9 kcal mol$^{-1}$ higher in energy than the sextet. Interestingly, with both the M06 and M06-L functionals, energy differences very similar to those obtained with the BP86 functional are observed (see Table 3). In particular, the M06 functional predicts the quartet to be 11.0 kcal mol$^{-1}$ higher in energy than the sextet, whereas the M06-L functional similarly calculates it to be 10.8 kcal mol$^{-1}$ higher in energy. Vancoillie et al.$^{[60]}$ have previously shown that for several heme models, the M06 and M06-L functionals overstabilized the high-spin state with respect to the low-spin state. However, as discussed above, the optimized geometries obtained for $^{4}\text{II}$ and $^{6}\text{II}$ using the M06 and M06-L functionals to describe the QM-region show significant differences. Thus, it is unclear if the differences in energy between the quartet and sextet states observed for these two functionals are due to the functionals themselves or differences in geometries.

Hence, relative energies were then redetermined via single-point calculations on the optimized geometries of the quartet and sextet obtained at the ONIOM(B3LYP/BS1:AMBER–ME) level of theory; the level that gave the most consistent agreement between the quartet and sextet geometries. That is, relative energies were determined at the ONIOM(DFT/BS2//B3LYP*/ BS1:AMBER–EE) level of theory and are presented in Table 4.

As can be seen, the energy difference between the two multiplicities has now been reduced significantly to just 0.9 and 1.1 kcal mol$^{-1}$ for the M06 and M06-L functionals, respectively. It is interesting to note that both functionals predict the quartet state to be slightly higher in energy. This is in contrast to that observed for B3LYP$^*$ and B3LYP (Table 3). Regardless, it appears that the failure of M06 and M06-L lies predominantly in the determination of the geometry of the quartet system and not preferential stabilization of high- or low-spin. This is

Table 3. The relative energies of the intermediate complexes $^{4}\text{II}$ and $^{6}\text{II}$ obtained at the different ONIOM(DFT/BS2//DFT/BS1:AMBER94)_EE levels of theory.

| Functional   | $^{4}\text{II}$ | $^{6}\text{II}$ |
|--------------|-----------------|-----------------|
| BP86        | 10.9            | 0.0             |
| B3LYP$^*$    | $^{4}\text{II}$ | $^{6}\text{II}$ |
|             | $^{4}\text{II}$ | 0.0             |
| B3LYP$^+$    | $^{4}\text{II}$ | 0.0             |
| B3LYP        | $^{4}\text{II}$ | $^{6}\text{II}$ |
|             | $^{4}\text{II}$ | 0.0             |
| M06          | $^{4}\text{II}$ | 11.0            |
| M06-L        | $^{4}\text{II}$ | 10.8            |

Table 4. The energies for the quartet and sextet systems at the ONIOM(M06-L/BS2//B3LYP*/BS1:AMBER94) and ONIOM(M06/BS2//B3LYP*/BS1:AMBER94) levels of theory in the electronic embedding formulism.

| Functional | Mult. | $^{4}\text{II}$ | $^{6}\text{II}$ |
|------------|-------|-----------------|-----------------|
| M06-L      |       | 1.1             | 0.0             |
| M06        |       | 0.9             | 0.0             |
further illustrated by the fact that calculation of relative energies at the ONIOM(B3LYP*/BS2//M06/BS1:AMBER)-EE and ONIOM(B3LYP*/BS2//M06-L/BS1:AMBER)-EE levels of theory gives energy differences between the quartet and sextet of 5.2 and 8.2 kcal mol$^{-1}$, respectively.

Conclusions
The performance of a range of hybrid, meta and hybrid-meta GGA density functionals to reliably provide geometries, SDs and relative energies of multi-centered open-shell complexes within an ONIOM QM/MM methodology has been examined. More specifically, the ability of the BP86, B3LYP*$^2$, B3LYP*, B3LYP, M06, and M06-L functionals to provide reliable structures, SDs, and relative energies of a multicentered open-shell mechanistic intermediate complex II in the mechanism of the nonheme iron metalloenzyme 8R-LOX was considered. The latter complex II contains three open-shell centers: an Fe(II), a substrate-derived pentadienyl radical, and a molecular oxygen (O$_2$).

From the results obtained, the B3LYP* functional, that is, the B3LYP functional but now with only a 15% rather than a 20% contribution from HF, appears to provide the most reliable geometries. In particular, the use of the B3LYP* method gave the smallest average differences between the catalytically relevant quartet ($^4\text{II}$) and sextet ($^6\text{II}$) complexes.

In contrast, reliable descriptions of the SD distribution appeared to be obtained using the B3LYP*, B3LYP, or M06-L functionals. Thus, while the B3LYP and M06-L functionals appeared less suited for the proper description of the geometries of $^4\text{II}$ and $^6\text{II}$, they are capable of properly describing their electronic distribution.

In the case of the relative energies between $^4\text{II}$ and $^6\text{II}$, the use of the B3LYP* functional at the ONIOM(DFT/BS2/DFT/BS1:AMBER) level of theory within the electronic embedding formulism provided a difference of 0.0 kcal mol$^{-1}$ between the two states. However, B3LYP*$^2$ and B3LYP also predicted differences in energies of less than 1 kcal mol$^{-1}$. The erroneously large differences in relative energies predicted using the M06 and M06-L functionals, when using geometries obtained using the same functionals, were found to be due to errors in their underlying optimized geometries. The use of more reliable structures of $^4\text{II}$ and $^6\text{II}$ lead to M06 and M06-L predicting only small relative energy differences between the two complexes.

Overall, the results obtained suggest that for systems with multiple centers having unpaired electrons the B3LYP* appears most well rounded to provide reliable geometries, electronic structures, and relative energies.

Acknowledgments
The authors thank the SHARCNET for additional computational resources. E.A.C.B. also thanks NSERC for a PGS3D scholarship and SHARCNET for a graduate fellowship.

Keywords: lipoxygenase · density functional theory · open-shell · transition metal

How to cite this article: E. A. C. Bushnell, J. W. Gauld, J. Comput. Chem. 2013, 34, 141–148. DOI: 10.1002/jcc.23114

[1] J. J. Robinet, J. W. Gauld, J. Phys. Chem. B 2008, 112, 3462.
[2] H. N. Liu, J. Llanos, J. W. Gauld, J. Phys. Chem. B 2009, 113, 4887.
[3] S. Shaik, S. Cohen, Y. Wang, H. Chen, D. Kumar, W. Thiel, Chem. Rev. 2010, 110, 949.
[4] P. E. M. Siegbahn, M. R. A. Blomberg, J. Mol. Biol. Chem. 2000, 100, 421.
[5] P. E. M. Siegbahn, T. Borowski, Acc. Chem. Res. 2006, 39, 729.
[6] P. E. M. Siegbahn, J. Biol. Inorg. Chem. 2006, 11, 695.
[7] A. D. Becke, J. Chem. Phys. 1993, 98, 1372.
[8] A. D. Becke, J. Chem. Phys. 1993, 98, 5648.
[9] C. T. Lee, W. T. Yang, R. G. Parr, Phys. Rev. B 1988, 37, 785.
[10] M. Reiner, O. Salomon, B. A. Hess, Theor. Chem. Acc. 2001, 107, 48.
[11] M. Kepenekian, A. Calborean, V. Vetere, B. Le Guennic, V. Robert, P. Maldivi, J. Chem. Theory Comput. 2011, 7, 3532.
[12] A. Ghosh, B. J. Persson, P. R. Taylor, J. Biol. Inorg. Chem. 2003, 8, 507.
[13] P. E. M. Siegbahn, F. Hirao, J. Biol. Inorg. Chem. 2009, 14, 643.
[14] M. Lundberg, K. Morokuma, J. Phys. Chem. B 2007, 111, 9380.
[15] M. Reiner, Inorg. Chem. 2002, 41, 6938.
[16] G. G. Schenk, M. Y. M. Pau, E. I. Solomon, J. Am. Chem. Soc. 2004, 126, 505.
[17] P. E. M. Siegbahn, M. R. A. Blomberg, S. L. Chen, J. Chem. Theory Comput. 2010, 6, 2040.
[18] T. F. Hughes, R. A. Friesner, J. Chem. Theory Comput. 2011, 7, 19.
[19] D. B. Neau, N. C. Gilbert, S. G. Bartlett, W. Boeglin, A. R. Brash, M. E. Newcomer, Biochemistry 2009, 48, 7906.
[20] T. Borowski, E. Broclawik, J. Phys. Chem. B 2003, 107, 4639.
[21] Y. Zhang, O. F. Gan, E. G. Pavel, E. Sigal, E. I. Solomon, J. Am. Chem. Soc. 1995, 117, 7422.
[22] I. Ivanov, D. Heydek, K. Hofheinz, J. Roffeis, V. B. O'Donnell, H. Kuhn, M. Walther, Biochim. Biophys. Acta 2010, 503, 161.
[23] W. Minor, J. Steczko, J. T. Bolin, Z. Otwosniowski, B. Axelrod, Biochemistry 1993, 32, 6320.
[24] M. H. Glickman, J. P. Kliman, Biochemistry 1995, 34, 14077.
[25] W. R. Dunham, R. T. Carroll, J. F. Thompson, R. H. Sands, M. O. Funk, Eur. J. Biochem. 1990, 190, 611.
[26] M. J. Nelson, J. Am. Chem. Soc. 1988, 110, 2985.
[27] Y. Zhang, M. S. Gebhard, E. I. Solomon, J. Am. Chem. Soc. 1991, 113, 5162.
[28] B. J. Gaffney, Annu. Rev. Biophys. Biomol. Struct. 1996, 25, 431.
[29] T. M. Cheesbrough, B. Axelrod, Biochemistry 1983, 22, 3837.
[30] G. Petersson, S. Slappendel, J. F. G. Vliegenthart, Biochim. Biophys. Acta 1985, 828, 81.
[31] L. M. Vanderheijdt, M. C. Feiters, S. Navaratnam, H. F. Nolting, C. Hermes, G. A. Veldink, J. F. G. Vliegenthart, Eur. J. Biochem. 1992, 207, 793.
[32] M. H. Glickman, J. P. Kliman, Biochemistry 1996, 35, 12882.
[33] W. Chamulitrat, R. P. Mason, J. Biol. Chem. 1989, 264, 20968.
[34] M. J. Nelson, R. A. Cowling, S. P. Seitz, Biochemistry 1994, 33, 4966.
[35] M. J. Nelson, S. P. Seitz, R. A. Cowling, Biochemistry 1990, 29, 6897.
[36] MOE, 2010.0 ed.; Chemical Computing Group Inc.: Montreal, Quebec, Canada, 2010.
[37] J. M. Wang, P. Cieplak, P. A. Kollman, J. Comput. Chem. 2000, 21, 1049.
[38] S. D. Bond, B. B. Leimkuhler, B. B. Laird, J. Comput. Phys. 1999, 151, 114.
[39] F. Hirao, Theor. Chem. Acc. 2006, 116, 232.
[40] J. Llanos, J. W. Gauld, In Quantum Biochemistry: Electronic Structure and Biological Activity, Vol. 2, 2nd ed., C. Matta, Ed.; American Institute of Physics: Melville, 2007, p 583.
[41] S. Dapprich, I. Komaromi, K. S. Byun, K. Morokuma, M. J. Frisch, Theor. Chem. J. Mol. Struct. 1999, 461, 1.
[42] S. Humbel, S. Sieber, K. Morokuma, J. Chem. Phys. 1996, 105, 195.
[43] F. Maseras, K. Morokuma, J. Comput. Chem. 1995, 16, 1170.
[46] K. Morokuma, D. G. Musaev, T. Vreven, H. Basch, M. Torrent, D. V. Khoroshun, IBM J. Res. Dev. 2001, 45, 367.
[47] M. Svensson, S. Humbel, R. D. J. Froese, T. Matsubara, S. Sieber, K. Morokuma, J. Phys. Chem. 1996, 100, 19357.
[48] T. Vreven, K. S. Byun, I. Komaromi, S. Dapprich, J. A. Montgomery, K. Morokuma, M. J. Frisch, J. Chem. Theory Comput. 2006, 2, 815.
[49] T. Vreven, K. Morokuma, J. Comput. Chem. 2000, 21, 1419.
[50] T. Vreven, K. Morokuma, O. Farkas, H. B. Schlegel, M. J. Frisch, J. Comput. Chem. 2003, 24, 760.
[51] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, G. Scalmani, V. Barone, B. Mennucci, G. A. Petersson, H. Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov, J. Bloino, G. Zheng, J. L. Sonnenberg, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, J. A. Montgomery, Jr., J. E. Peralta, F. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov, T. Keith, R. Kobayashi, J. Normand, K. Raghavachar, A. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, N. Rega, J. M. Millam, M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. Martin, K. Morokuma, V. G. Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S. Dapprich, A. D. Daniels, O. Farkas, J. B. Foresman, J. V. Ortiz, J. Cioslowski, D. J. Fox, Gaussian, Inc.: Wallingford CT, 2010.
[52] C. Lee, W. Yang, R. G. Parr, Phys. Rev. B: Condens. Matter 1988, 37, 785.
[53] W. D. Cornell, P. Cieplak, C. I. Bayly, I. R. Gould, K. M. Merz, D. M. Ferson, D. C. Spellmeyer, T. Fox, J. W. Caldwell, P. A. Kollman, J. Am. Chem. Soc. 1995, 117, 5179.
[54] J. Martin, J. Baker, P. Pulay, J. Comput. Chem. 2009, 30, 881.
[55] Y. Zhao, D. G. Truhlar, Theor. Chem. Acc. 2006, 120, 215.
[56] Y. Zhao, D. G. Truhlar, Acc. Chem. Res. 2008, 41, 157.
[57] K. Boguslawski, K. H. Marti, O. Legeza, M. Reiher, J. Chem. Theory Comput. 2012, 8, 1970.
[58] A. J. Cohen, P. Mori–Sanchez, W. Yang, Chem. Rev. 2012, 112, 289.
[59] A. J. Cohen, P. Mori–Sánchez, W. Yang, Science 2008, 321, 792.
[60] S. Vanoillie, H. L. Zhao, M. Radon, K. Pierloot, J. Chem. Theory Comput. 2010, 6, 576.

Received: 3 July 2012
Revised: 13 August 2012
Accepted: 19 August 2012
Published online on 5 September 2012