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ABSTRACT Dynamic Spectrum Access (DSA) solutions equipped with spectrum prediction can enable proactive spectrum management and tackle the increasing demand for radio frequency (RF) bandwidth. Among various prediction techniques, Long Short-Term Memory (LSTM) is a deep learning model that has demonstrated high performance in forecasting spectrum characteristics. Although well-performing, the theoretical characterization of LSTM prediction performance has not been well developed in the literature. Therefore, in this article, we examine an LSTM based temporal spectrum prediction model and characterize its prediction performance through theoretical analysis. To this end, we analyze the LSTM prediction outputs over simulated Markov-model-based spectrum data and spectrum measurements data. Our results suggest that the predicted scores of the LSTM based system model can be described using mixtures of truncated Gaussian distributions. We also estimate the performance metrics using the mixture model and compare the results with the observed prediction performance over simulated and measured datasets.

INDEX TERMS Spectrum prediction, long short-term memory, probability of error, performance modeling.

I. INTRODUCTION

A. BACKGROUND AND MOTIVATION

CURRENT regulatory measures for spatial and temporal allocation of radio frequency (RF) spectrum have inadequacies that result in the under-utilization of frequencies and the inability to manage the growing bandwidth demand due to an abundance of devices and applications [1], [2]. Dynamic Spectrum Access (DSA) solutions are widely adopted to ensure efficient spectrum utilization, as they allow the opportunistic usage of spectrum by unlicensed users when licensed users, known as Primary Users (PU), are inactive. Cognitive Radio (CR) is a technology that enables intelligent wireless communications and realizes DSA functionalities. Unlicensed users, known as Secondary Users (SU), adopt CRs to perform cognitive functions that are broadly related to radio environment perception, reconfigurability, and learning. Specifically, these functions include spectrum sensing, spectrum decision, spectrum sharing, and spectrum mobility and can help utilize resources more efficiently [3]. However, cognitive functions incur significant time delays, which can cause transmission collisions or even degrade the spectrum utilization efficiency [2], [4].

Predicting the spectrum usage characteristics is recognized as an important step towards managing spectrum more efficiently in DSA scenarios. Spectrum prediction techniques infer unmeasured characteristics such as channel occupancy status, duty cycle, and signal power level based on historical spectrum data [5], [6]. These techniques leverage the correlations in the data to make future predictions in the time, frequency, and spatial domains. The predicted results can be applied to identify spectrum holes and infer spectrum evolution. These techniques can also help minimize delays, reduce energy consumption, and improve the system throughput [4], [6].

Time-domain or temporal spectrum prediction typically involves techniques such as Auto-Regressive (AR) time series models, Markov chain based models, Bayesian inference, Machine Learning (ML) models, and Deep Learning (DL) models [6]. However, many conventional prediction methods...
require a priori information to make predictions and cannot effectively capture the long-term dependencies in the data [7]. In contrast, Long Short-Term Memory (LSTM) is a deep learning model that learns the long-term and short-term dependencies in the input data. LSTM hidden units consist of memory cells that maintain the state variables and non-linear gating units that control the update mechanism of the hidden unit. It is a Recurrent Neural Network (RNN) variant that performs well with sequence data and has been adopted to perform modulation classification, interference classification, and spectrum prediction in various studies [8].

LSTMs have shown good performance in spectrum prediction applications related to LTE mobile traffic prediction, cognitive aerospace communications, vehicular communications, machine-type communications, etc [9], [10]. LSTM has also shown improved prediction performance compared to other techniques such as Auto-Regressive Integrated Moving Average (ARIMA), Feed-Forward Neural Networks, etc., in various spectrum prediction works [9], [11], [12]. Although various works establish the superior capabilities of LSTM models to leverage correlations in the observations and predict more accurately, the theoretical analysis and insights regarding predictions have not been well developed in the literature. These aspects motivate us in this article to extensively analyze the prediction performance of LSTM for the temporal prediction of the future spectrum occupancy status.

B. LITERATURE REVIEW

Recent years have seen significant progress in spectrum prediction with a variety of predictive solutions that adopt algorithms such as clustering analysis, Hidden Markov Models (HMM), RNNs, and so on [13]. Conventional spectrum prediction methods fail to capture long-term temporal correlations in the data and require a priori information about the PU activity distribution to make predictions [7]. However, deep learning models such as LSTMs are capable of learning long-term and short-term correlations in the data and do not require a priori information to make predictions [6]. LSTMs have also consistently shown very high prediction performance for various spectrum prediction applications such as frequency hopping sequence prediction, cognitive aerospace communications, vehicular communications, etc., with simulated and measured data [14]–[16]. For instance, in [11], an LSTM based framework predicts the Power Spectral Density (PSD) values over measured datasets from terrestrial and satellite networks. The classification accuracy of the LSTM model is found to be high and stable compared to that of a Multi-Layer Perceptron (MLP) network, over a wide range of frequencies. In [12], a 2D-LSTM based spectral-temporal model predicts the PSD values with better precision, recall, and F1-score compared to the baseline AR, Bayesian Inference, and 1D-LSTM models over different frequency ranges of a measured spectrum dataset. In [17], a spectrum access strategy integrated with an LSTM based time-frequency prediction model achieves higher system throughput and reduces energy consumption. The LSTM model proposed in this work shows higher prediction accuracy than the baseline HMM and MLP models. However, performance metrics such as Root Mean Square Error (RMSE) are not examined in this work.

The impact of parameters such as nature of the channel, input structure, number of future prediction steps, and model hyperparameters on LSTM prediction performance is also studied in many spectrum prediction works. The prediction accuracy of HMM, MLP, LSTM, and a proposed Reinforcement Learning (RL) based model with trained MLP sub-models are compared for bursty ISM band spectrum data in [18]. The proposed RL based MLP method adaptively takes action as per the bursty input. The results suggest that, on average, the proposed RLMLP model shows higher prediction accuracy than the LSTM model for bursty spectrum data. In [5], a Convolutional LSTM spectrum prediction model is developed to perform long-term joint spatial-temporal-spectral prediction of signal power level over measured UHF bands. Based on the results, the proposed model shows stable RMSE performance over different channels but shows degradation as the number of future time steps increases. A more sophisticated Convolutional LSTM based model, STS-PredNet, is proposed in [19], which shows a stable RMSE performance for multi-time step spatial-temporal-spectral prediction, with no degradation. In [20], cooperative spectrum prediction using LSTM local predictors is adopted for multi-time step prediction in a heterogeneous CR environment. The prediction performance of the local predictor is investigated in terms of the mean prediction error and the total probability of prediction error for a measured spectrum dataset over UHF bands. The relation between the performance metrics and parameters such as the window size and cooperative range are also studied. However, a detailed analysis of the total probability of error is not attempted.

Although high performing, LSTMs could pose challenges in terms of the computational burden and handling missing data. For spectrum situation prediction in a dense wireless ecosystem in [21], deep learning models such as Deep Neural Network (DNN), Convolutional Neural Network (CNN), and LSTM are trained with RF measurement traces of complicated coexistence scenarios. These models predict the type, form, and number of users in a frequency band for the test data. The results in [21] suggest that LSTMs show better prediction accuracy for large input window sizes but also consume more than 5x the training time of DNN and CNN models. Similarly, an LSTM based spectrum prediction model is implemented on a Field Programmable Gate Array (FPGA) for resilient military communication applications [22]. The models are trained and tested over measured IEEE 802.11p frames. The results suggest that the LSTM model outperforms the baseline ARIMA, Moving Average, and Naïve models even at low precision of number representation. Moreover, higher accuracy is demonstrated by floating-point implementations of the LSTM, but at the cost
of higher latency and resource utilization. A similar trend is observed in [23], where an LSTM based spectrum sensing framework shows high detection performance and accuracy under a low Signal-to-Noise Ratio (SNR) regime, at the cost of increased training time.

To reduce the computational overhead associated with LSTM based models, different methods have been proposed in the literature. For instance, to reduce the computational cost and improve the scalability of an LSTM based model, the dimensionality of spectrum data is reduced using tensor decomposition in [7]. Their proposed method also achieves lower normalized prediction error than the baseline models such as AR, Support Vector Machine (SVM), CNN, and LSTM models. To reduce the computational overhead due to training, an improved initialization method that enables fast LSTM training convergence compared to traditional initialization methods is proposed for spectrum prediction over Markovian data in [24]. Finally, in regards to handling missing data, a tensor completion based method is proposed in [25] to recover missing spectrum data values from a corrupted measured spectrum dataset. The proposed method in tandem with an LSTM predictor shows the highest prediction accuracy over a recovered data sequence, compared to other models such as K-Nearest Neighbours (KNN), Seasonal ARIMA (SARIMA), and MLP.

As discussed in this section, several research papers have adopted LSTM models for spectrum prediction and established various aspects such as their higher computational overhead, superior prediction capabilities compared to other baseline models, etc. However, the theoretical characterization related to LSTM prediction have not yet been well developed. Such a theoretical analysis could provide insights into LSTM prediction performance under different scenarios such as cooperative prediction, and also help to build improved prediction models. Therefore, in this article, we present novel insights that extend the theoretical understanding of LSTM based spectrum prediction. We analyze the LSTM prediction outputs for a Markovian spectrum occupancy data and propose a mixture model based analytical form of prediction performance metrics such as the probability of error. We also verify the results over simulated and RF measurements data from a realistic environment.

C. CONTRIBUTIONS

In our work, we assume that a wireless sensor or CR senses a channel at a fixed location over time. The data captured by the sensor is generated using a two-state discrete-time Markov model with the states representing Idle (0) and Busy (1) spectrum status. We adopt an LSTM based system model with a sequence input layer, an LSTM layer, a dense layer, a softmax layer, and a classification layer to perform the prediction. To analyze the predicted results, we train the LSTM based model with multiple independent Markov input sequences and extract the histograms of the prediction scores at the softmax layer output. Based on the results, we propose a mixture of truncated Gaussian distributions to model the prediction score outputs and estimate the performance, such as the probability of error, using the proposed mixture distribution. Finally, we compare the theoretical and observed values of the performance metrics over simulated data and RF measurement data from a realistic environment. To sum up, our key contributions in this article are:

- **Modelling the prediction score of output classes:** We conduct a statistical analysis of the predicted outputs of the LSTM based model for a Markovian input. We train an LSTM based system model with multiple independent inputs and obtain the histograms of the prediction scores of the model. We propose that the prediction scores of the LSTM based system model for the output classes can be modelled well using a mixture of truncated Gaussian distributions.

- **Analysis of Prediction Performance Metrics:** We propose an analytical expression for the probability of error of the LSTM model, based on the mixture model proposed. Further, we verify the proposed expression on simulated and measured spectrum datasets, and also compare with the observed mean prediction errors. We also estimate other prediction performance metrics using the proposed model and compare them with the observed values.

The remainder of this article is organized as follows. Section II discusses the system model adopted. The modelling and error analysis are discussed in sections III and IV respectively. Section V presents the model verification and numerical results. Section VI concludes this article.

II. SYSTEM MODEL

In this work, we assume a SU equipped with a wireless sensor or a CR that senses a channel temporally at a fixed location. The sensed observations are in the form of a binary sequence representing the PU activity, i.e., the occupancy status of the channel by the PU. To perform spectrum prediction, we adopt an LSTM based model for the SU. This model learns the parameters for making forecasts from historical observations and predicts the spectrum occupancy status for a single future time step based on the current spectrum occupancy observation.

Figure 1 shows the LSTM based model adopted by the SU for spectrum prediction. At time instant $t$, the model in fig. 1 processes an input, $x_t$, and makes a prediction of the output class, $\hat{y}_t$. The input, $x_t$, corresponds to the current spectrum occupancy observations at the SU, and the predicted output, $\hat{y}_t$, represents the future occupancy status. The sequence input layer passes $x_t$ to the LSTM layer, which learns the temporal correlations and patterns in $x_t$. The LSTM layer output is then mapped to the prediction results by a dense layer. A softmax layer computes the prediction scores for each output class based on the dense layer activations, and the classification layer computes the cross-entropy loss during training.

In sections II-A - II-D, we explain the PU activity model and the LSTM based system model in more detail.
A. INPUT DATA MODEL

Spectrum usage models are often adopted to represent PU activity and directly impact the SU system performance in DSA solutions [6]. These models are used to evaluate spectrum prediction techniques and are classified as time, frequency, and spatial domain models. Temporal spectrum usage models include Continuous-Time Markov Chains (CTMC) and Discrete-Time Markov Chains (DTMC) [6]. DTMC models are widely adopted spectrum usage models used to evaluate system performance metrics such as throughput and packet delay. These models can reproduce statistical properties associated with PU activity in realistic environments [6], [26]. Depending on the stationarity of the system, a stationary or non-stationary DTMC can be adopted [6].

A DTMC is fully characterized by the probability of the initial state and its transition probability matrix, $P$ [27]. A two-state DTMC with states, $x_t[0]$, $x_t[1]$, and a transition probability matrix, $P$, as in (1), is diagrammatically shown in fig. 2.

$$P = \begin{pmatrix} \alpha & (1 - \alpha) \\ (1 - \beta) & \beta \end{pmatrix}$$

For the future time instant, $(t + 1)$, the system remains in the current state, $x_t[0]$, with probability, $\alpha$, and transits with probability, $(1 - \alpha)$. Similarly, at time, $(t + 1)$, the system remains in the current state, $x_t[1]$, with probability, $\beta$ and transits to state, $x_t[0]$, with probability, $(1 - \beta)$.

Our study assumes that the PU spectrum occupancy follows a first-order, two-state DTMC process with a binary state space, $S = \{0, 1\}$. State 0 stands for $x_t[0]$ in fig. 2, and indicates an idle channel with no traffic. Similarly, state 1 stands for $x_t[1]$ in fig. 2, and indicates that the PU occupies the channel. Further, we assume the initial state to be 0, and we limit the scope of our work to cases where $\alpha$ and $\beta$ are equal in (1). A similar study can be extended to $\alpha \neq \beta$ cases as well.

B. LSTM LAYER

Long Short-Term Memory (LSTM) is a RNN architecture that has become state-of-the-art for learning problems involving sequence data such as speech recognition, handwriting recognition, and language modelling [28]. The LSTM cell structure allows long-term retention of information and eliminates the vanishing gradients problem common to vanilla RNNs [8]. An LSTM cell or hidden unit consists of a memory cell and a few non-linear gating units, as shown in fig. 3. The memory cell stores the information about the context or history of the inputs as an internal cell state, $C_t$, and the gates control the update mechanism of $C_t$. The forget gate controls the removal or retention of information within the memory cell, as in (2).

$$f_t = \sigma(w_f[h_{t-1}, x_t] + b_f)$$

The input gate activations and the cell candidate gate activations are used internally to compute the update values for $C_t$, as in (3), (4).

$$i_t = \sigma(w_i[h_{t-1}, x_t] + b_i)$$

$$\tilde{C}_t = \tanh(w_C[h_{t-1}, x_t] + b_C)$$

The updated cell state is computed by combining the activations of the forget gate, input gate and cell candidate gate as in (5), where, * represents the element-wise product of matrices.

$$C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t$$
Finally, the output gate controls the flow of $C_t$ for the computation of the cell output, $h_t$, as in (6), (7).

$$o_t = \sigma(w_o[h_{t-1}, x_t] + b_o) \quad (6)$$

$$h_t = o_t \cdot \tanh(C_t) \quad (7)$$

In (2) - (4) and (6), the weight parameter matrices of the forget gate, input gate, cell candidate gate and the output gate are denoted as $w_f$, $w_i$, $w_C$, and $w_o$, respectively. The bias parameter vectors of the gates are represented as $b_f$, $b_i$, $b_C$, and $b_o$, respectively. The gate activation vectors are represented by $f_t$, $i_t$, $C_t$, and $o_t$. These gate activations are computed as the matrix-vector product (.) between the corresponding weight parameter matrix and a concatenated vector of the past cell output, $h_{t-1}$, with the current cell input, $x_t$, denoted as $[h_{t-1}, x_t]$. The respective bias parameter vector is added to the computed product and the result is passed onto a gate activation function. The forget gate, input gate, and output gate have a sigmoid activation function represented by $\sigma$, whereas, the cell candidate gate has the tanh activation function. In our implementation, we adopt the LSTM layer with one LSTM cell.

C. DENSE LAYER

The LSTM layer activation vector, $h_t$, is passed onto a dense or fully-connected layer, as in fig. 1. This layer consists of dense layer hidden units that compute the layer output, $a_t$, as in (8),

$$a_t = w_d \cdot h_t + b_d \quad (8)$$

Here, the matrix-vector product of the weight parameter matrix, $w_d$, with the input, $h_t$, is computed and added with the bias parameter vector, $b_d$. In our implementation, the dense layer has two hidden units. The rationale behind this choice is that the dense layer hidden units will map the LSTM activations to the two possible output classes, viz. idle and busy.

D. SOFTMAX LAYER

In the system model of fig. 1, the dense layer output, $a_t$, is passed onto a softmax layer that applies the softmax activation function on $a_t$. The softmax and classification layers are adopted for classification tasks, where the classification layer computes the cross-entropy loss during model training. In this study, we represent the softmax function output as $y_t$, which are the scores predicted by the LSTM based model for the output classes, given the input, $x_t$. The prediction score, $y_t$, is given by,

$$y_t(i) = \text{softmax}(a_t(i)) = \frac{\exp(a_t(i))}{\sum_j \exp(a_t(j))} \quad (9)$$

where $a_t(i)$ and $y_t(i)$ are the $i^{th}$ element of these vectors, respectively. In our implementation, $y_t$ contains two elements corresponding to each output class. To reflect the meaning of the output classes, we adopt the indexing convention as, $i = 0$, 1 and $j = 0$, 1. Additionally, due to the nature of the softmax function, $y_t$ has the properties given by,

$$0 \leq y_t(i) \leq 1 \quad (10)$$

$$\sum_i y_t(i) = 1 \quad (11)$$

III. MODELLING THE DISTRIBUTIONS OF LSTM OUTPUTS FOR SPECTRUM PREDICTION

As explained in section II, the system model of fig. 1 processes a stochastic input, $x_t$, by passing it through neural network layers. Each layer processes its inputs and produces a corresponding layer activation or output. To analyze the performance of the spectrum prediction model, we consider the testing phase of a trained LSTM based model. During this phase, the weight and bias parameters are assumed to be constants.

As the input $x_t$ is a stochastic input in our system model implementation, we can consider the LSTM layer output, $h_t$, as a random variable. We assume that $h_t$ follows a probability density function (PDF), $f_H(h_t)$, denoted as,

$$h_t \sim f_H(h_t) \quad (12)$$

Similarly, the cumulative distribution function (CDF) of $h_t$ is denoted as $F_H(h_t)$. Following the LSTM layer, the dense layer computes its output using $h_t$ as given by (8). Using (8) and (12), the PDF and CDF of the dense layer output, $a_t$, can be obtained as,

$$f_A(a_t(i)) = \frac{1}{|w_d(i)|} f_H \left( \frac{a_t(i) - b_d(i)}{w_d(i)} \right) \quad (13)$$

$$F_A(a_t(i)) = F_H \left( \frac{a_t(i) - b_d(i)}{w_d(i)} \right) \quad (14)$$

Here, $i$ can take values viz. 0, 1. Similarly, using (9), the CDF of the softmax output predicted scores can be expressed in terms of $F_H(h_t)$ as,

$$F_Y(y_t(i)) = F_H \left( \frac{1}{\Delta w_d(i)} \left[ \ln \left( \frac{y_t(i)}{1 - y_t(i)} \right) + \Delta b_d(i) \right] \right) \quad (15)$$

where, $\Delta w_d$ is defined as,

$$\Delta w_d(i) = \begin{cases} w_d(0) - w_d(1) & \text{for } i = 0 \\ w_d(1) - w_d(0) & \text{for } i = 1 \end{cases} \quad (16)$$

Similarly, $\Delta b_d$ is defined as,

$$\Delta b_d(i) = \begin{cases} b_d(0) - b_d(1) & \text{for } i = 0 \\ b_d(1) - b_d(0) & \text{for } i = 1 \end{cases} \quad (17)$$

The definitions in (16) and (17) are adopted to concisely express the distribution in (15).

Considering (15) - (17), arriving at a closed-form expression for the distributions of $h_t$, $a_t$, and $y_t$ is challenging because the LSTM cell consists of non-linear operations with feedback, resulting in a higher-order system. As an analytical approach to determine the distribution of the LSTM outputs is non-trivial, we adopt a modelling approach as explained in later sections.
A. MODELLING METHODOLOGY OF LSTM OUTPUTS

In this study, spectrum prediction is performed as a classification problem in supervised learning. The system model in fig. 1 is trained with the input data generated as per the two-state DTMC model in section II-A. To train the LSTM model, a binary input sequence, $S$, is generated for $T = 10000$ time steps and reshaped into the training input matrix, $D$, of dimensions $(T - 2) \times 2$. This reshaping is according to a sliding window of size, 2, and overlap, 1. The row entries of $D$ corresponding to time step, $t$, are the past and present binary occupancies, viz. $S(t - 1)$, and $S(t)$. The categorical value, $\alpha$, of $\tilde{\alpha}$, histograms of different output classes for $\alpha$ can be treated as an estimate of the conditional density $P(y_t \mid S(t))$, given the target spectrum occupancy, $S(t)$, are obtained from $N$ independent test runs for a given $S(t)$, corresponding to time step $t$, are analyzed. Further, the average histograms of the predicted scores, $\bar{y}_t$, are reshaped as in (18), (19),

$$f_y(y_t | \alpha; \mu, \sigma, a, b) = \sum_{m=1}^{M} \theta_m \lambda_T(y_t; \nu_m, \delta_m, a, b)$$

where, for a given test run:

$t$ is the time step

$y_t(i)$ is the predicted score for the output classes

$i$ takes values, 0 corresponding to output classes

$K, M$ are the number of mixture components in each model

$\pi, \theta$ stand for the proportions of the mixture components

$\lambda_T(.)$ stands for the PDF of a TGD component

$[\alpha, b]$ is the truncation interval

$\sigma, \delta$ are the standard deviation of the parent Gaussian component distribution (before truncation)

As mentioned in (18) and (19), $\lambda_T(.)$ is the PDF of a TGD component, that is defined in general as,

$$\lambda_T(x; \mu, \sigma, \alpha, b) = \begin{cases} \frac{1}{\sigma} \phi(x') & \text{if } a \leq x \leq b \\ 0 & \text{otherwise} \end{cases}$$

where,

$$x' = \frac{x - \mu}{\sigma}, \quad a' = \frac{a - \mu}{\sigma}, \quad b' = \frac{b - \mu}{\sigma}$$

In (20), $\phi(.)$ is the PDF of a standard normal variable, $z$, given by,

$$\phi(z) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2} z^2 \right)$$

and $\Phi(.)$ is the CDF of $z$, given by,

$$\Phi(z) = \frac{1}{2} \left(1 + \text{erf}\left(\frac{z}{\sqrt{2}}\right)\right)$$

The CDF of a TGD is given by

$$\Lambda_T(x; \mu, \sigma, \alpha, b) = \frac{\phi(x') - \Phi(a')}{\Phi(b') - \Phi(a')}$$

In (20) and (24), $\mu$ and $\sigma$ represent the mean and standard deviation parameters of the parent normal distribution of the variable, $x$; $[a, b]$ is the interval of truncation such that,
\[ a \leq x \leq b \]. The mean and variance parameters of a TGD are given by,

\[ \mu' = \mu + \frac{\phi(a') - \phi(b')}{\Phi(b') - \Phi(a')} \sigma \]

\[ \sigma'^2 = \sigma^2 \left[ 1 + \frac{a'\phi(a') - b'\phi(b')}{\Phi(b') - \Phi(a')} - \left( \frac{\phi(a') - \phi(b')}{\Phi(b') - \Phi(a')} \right)^2 \right] \]

As we know from (10) that \( y_t \) takes values in the range \([0, 1]\), the proposed model for \( f_Y(y_t|S_t) \) must also take non-zero values within the same range. Therefore, we have chosen the truncation interval, \([a, b]\), for the TGD components in (18) and (19) as \([0, 1]\). Moreover, the sum of the component proportions in each model of the form of (18) and (19) is equal to 1. This ensures that the corresponding PDF normalizes to 1.

C. MODEL PARAMETER ESTIMATION

As shown in fig. 4 and explained in section III-A, the averaged PDF of predicted scores are estimated based on multiple independent test runs. Further, we have adopted the following steps to model the predicted scores data using the proposed mixture of TGD components,

1) Estimate the mixture model parameters.
2) Truncate the PDF of mixture components to the required range of \( y_t \), i.e., \([0, 1]\).
3) Recombine the TGD components to get the resulting mixture model.

These steps also account for the property of the predicted scores as in (10). To estimate the mixture model parameters in step 1, we have adopted the Expectation Maximization (EM) algorithm. The EM algorithm computes the maximum likelihood estimates of statistical model parameters iteratively [31]. This algorithm is usually computationally intensive.
As per eqns. (28) and (29), we have,

**D. MODEL VERIFICATION**

The proposed mixture model as described in sections III-A - III-C is verified over a simulated data. The results for verification are shown in fig. 7 for a simulated dataset with \( \alpha = 0.8 \), wherein the theoretical mixture model is compared with the averaged histograms of the predicted scores for simulated test data. From fig. 7, the proposed mixture model fits the averaged histograms of the predicted scores well.

**IV. PERFORMANCE OF LSTM BASED SPECTRUM PREDICTION**

**A. PROBABILITY OF ERROR OF LSTM BASED SPECTRUM PREDICTION**

In this section, we present the discussion on the analytical expression for the probability of error of the LSTM based prediction model. To this end, we utilize the mixture model of the predicted scores, as described in section III-B.

We can define the probability of error, \( P_e \), for the LSTM based system model in fig. 1 as,

\[
P_e = Pr(y_t(0) \leq y_t(1)|S_t = Idle)Pr(S_t = Idle) + Pr(y_t(0) \geq y_t(1)|S_t = Busy)Pr(S_t = Busy)
\]  

(27)

where, \( y_t(0) \) and \( y_t(1) \) are the predicted scores of the LSTM model for output classes, \( Idle \) and \( Busy \), respectively. As per the Markovian model, we have,

\[
Pr(S_t = Idle) = \frac{\alpha}{\alpha + \beta}
\]  

(28)

\[
Pr(S_t = Busy) = \frac{\beta}{\alpha + \beta}
\]  

(29)

In our study, we consider the case of \( \alpha = \beta \) for simplicity. As per eqns. (28) and (29), we have,

\[
Pr(S_t = Idle) = Pr(S_t = Busy) = \frac{1}{2}
\]  

(30)

In addition, as per (11), we have,

\[
y_t(0) + y_t(1) = 1
\]  

(31)

Applying (30) and (31) on (27), we get a concise form for \( P_e \) as

\[
P_e = \frac{1}{2}\left(Pr(y_t(0) \leq \frac{1}{2}|S_t = Idle) + Pr(y_t(1) \leq \frac{1}{2}|S_t = Busy)\right)
\]  

(32)

As we model the conditional distributions of the predicted scores, \( y_t(0) \) and \( y_t(1) \), as mixtures of truncated Gaussian distributions, we utilize the CDF of such a distribution in (32). Applying (18), (19), and (24) on (32), we get the probability of error as,

\[
P_e = \frac{1}{2} \sum_{m=1}^{M} \theta_{0m} A_T(\frac{1}{2}; \nu_{0m}, \delta_{0m}, 0, 1)
\]

\[
+ \frac{1}{2} \sum_{k=1}^{K} \pi_{1k} A_T(\frac{1}{2}; \mu_{1k}, \sigma_{1k}, 0, 1)
\]  

(33)

Based on our study, we observe that the error performance is also impacted by the amount of correlation in the data. To substantiate this, we present the autocovariance performance based on theoretical analysis and simulations in section IV-B.

**B. AUTOCOVARIANCE FUNCTION**

In this section, we present the theoretical form of the autocovariance function of a two-state DTMC, as shown in fig. 2. The eigen values of the transition probability matrix, \( P \), can be derived as,

\[
\lambda_1 = 1
\]  

(34)

\[
\lambda_2 = (\alpha + \beta - 1)
\]  

(35)

The corresponding eigenvectors can be found as,

\[
v_1 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]  

(36)

\[
v_2 = \begin{bmatrix} \alpha - 1 \\ 1 - \beta \end{bmatrix}
\]  

(37)

Assuming that eigenvector decomposition can be performed, we can write \( P \) as follows,

\[
P = C \Lambda C^{-1}
\]  

(38)

where, \( \Lambda = diag(\lambda_1, \lambda_2) \) and \( C \) is the matrix with \( v_1 \) and \( v_2 \) as its columns. The \( k \)-step transition probability matrix can be calculated as (39), shown at the bottom of the next page.

The autocorrelation function can be expressed by definition as,

\[
R_{xx}(d) = \sum_{x_0 \in \{0,1\}} \sum_{x_{n+d} \in \{0,1\}} x_n x_{n+d} P(x_{n+d}|x_n) P(x_n)
\]  

(40)

For the initial probabilities of states given by,

\[
\pi^{(0)} = \begin{bmatrix} \frac{1}{2} \\ \frac{1}{2} \end{bmatrix}
\]  

(41)
FIGURE 6. Comparison of CDFs of proposed models of predicted scores for $\alpha = 0.7$.

(a) $y_t = Idle$ and given $S_t = Busy$

(b) $y_t = Busy$ and given $S_t = Busy$

(c) $y_t = Idle$ and given $S_t = Idle$

(d) $y_t = Busy$ and given $S_t = Idle$

TABLE 1. Proportions and model parameters for the distribution of busy output class, given true label = 1.

| $\alpha$ | $\pi_{11}$ | $\mu_{11}$ | $\pi_{12}$ | $\mu_{12}$ | $\pi_{13}$ | $\mu_{13}$ | $\pi_{14}$ | $\mu_{14}$ | $\pi_{15}$ |
|----------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| 0.5      | 0.296713   | 0.5029     | 1.0202e-04 | 0.155543   | 0.4986     | 3.4298e-04 | 0.386135   | 0.4968     | 9.4063e-05 |
| 0.55     | 0.164746   | 0.5516     | 2.3971e-04 | 0.160343   | 0.4507     | 2.7276e-04 | 0.384385   | 0.5492     | 1.1748e-04 |
| 0.6      | 0.393752   | 0.4003     | 1.6683e-04 | 0.198638   | 0.6038     | 2.5645e-04 | 0.010480   | 0.4763     | 0.0060     |
| 0.65     | 0.200501   | 0.6511     | 3.7957e-04 | 0.340938   | 0.3505     | 1.9101e-04 | 0.017910   | 0.4792     | 0.0141     |
| 0.7      | 0.007877   | 0.4317     | 0.0184     | 0.295086   | 0.2997     | 2.2238e-04 | 0.226594   | 0.7037     | 5.1653e-04 |
| 0.75     | 0.515135   | 0.7492     | 1.0263e-04 | 0.016245   | 0.5010     | 0.0307     | 0.226090   | 0.7520     | 6.3534e-04 |
| 0.8      | 0.605831   | 0.8003     | 1.1071e-04 | 0.188386   | 0.1994     | 1.8323e-04 | 0.026115   | 0.4808     | 0.0437     |
| 0.85     | 0.655387   | 0.8506     | 9.1656e-05 | 0.136572   | 0.1501     | 1.4230e-04 | 0.033718   | 0.4990     | 0.0576     |
| 0.9      | 0.626430   | 0.9011     | 4.8449e-05 | 0.243394   | 0.8782     | 8.5855e-04 | 0.088240   | 1.0008     | 1.2340e-04 |
| 0.95     | 0.673859   | 0.9504     | 1.9319e-05 | 0.039678   | 0.0511     | 4.7096e-05 | 0.040032   | 0.5530     | 0.0844     |

For simplicity, we consider the case where $\alpha = \beta$. Then, (43) simplifies as,

$$R_{xx}(d) = \frac{1}{4}(1 + (2\alpha - 1)d)^2$$

From (44), the autocovariance function (ACV) for the Markovian input can be derived as,

$$\sigma_{xx}(d) = R_{xx}(d) - (\mu_x)^2 = \frac{1}{4}(1 + (2\alpha - 1)d) - \frac{1}{4}$$

Applying (42) in (40) and making relevant substitutions,

we get,

$$R_{xx}(d) = \frac{1}{2} \left( \frac{(\alpha - 1) - (\alpha + \beta - 1)d(1 - \beta)}{(\alpha + \beta - 2)} \right)$$

For simplicity, we consider the case where $\alpha = \beta$. Then, (43) simplifies as,

$$R_{xx}(d) = \frac{1}{4}(1 + (2\alpha - 1)d)^2$$

From (44), the autocovariance function (ACV) for the Markovian input can be derived as,

$$\sigma_{xx}(d) = R_{xx}(d) - (\mu_x)^2 = \frac{1}{4}(1 + (2\alpha - 1)d) - \frac{1}{4}$$

$$p^k = \begin{bmatrix} (\alpha - 1)(\alpha + \beta - 1)^k(1 - \beta) \\ (\alpha + \beta - 2) \\ (\beta - 1)(1 - (\alpha + \beta - 1)^k) \\ (\alpha + \beta - 2) \\ (1 - \alpha)((\alpha + \beta - 1)^k - 1) \\ (\alpha + \beta - 2) \\ (\alpha - 1)((\alpha + \beta - 1)^k(1 - \beta)) \\ (\alpha + \beta - 2) \end{bmatrix}$$
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TABLE 2. Proportions and model parameters for the distribution of Idle output class, given true label = 0.

| α  | θ₀₁ | θ₀₂ | θ₀₃ | φ₀₁ | φ₀₂ | φ₀₃ | φ₀₄ | φ₀₅ |
|----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.5 | 0.347906 | 0.4938 | 9.2266e-05 | 0.154622 | 0.5030 | 2.3691e-04 | 0.034695 | 0.5001 | 5.8467e-04 | 0.462777 | 0.5040 | 8.1807e-05 |
| 0.55 | 0.445641 | 0.4500 | 1.4987e-04 | 0.423134 | 0.5492 | 1.2184e-04 | 0.123656 | 0.5505 | 2.8133e-04 | 0.007568 | 0.4962 | 0.0021 |
| 0.6 | 0.356210 | 0.5988 | 1.1202e-04 | 0.395287 | 0.4008 | 1.7509e-04 | 0.010960 | 0.4967 | 0.0068 | 0.237543 | 0.6012 | 2.6275e-04 |
| 0.65 | 0.196003 | 0.6529 | 3.8106e-04 | 0.342877 | 0.3504 | 1.9265e-04 | 0.017365 | 0.5043 | 0.0126 | 0.443755 | 0.6483 | 1.2752e-04 |
| 0.7 | 0.489565 | 0.6996 | 1.3873e-04 | 0.294062 | 0.3001 | 2.1403e-04 | 0.009839 | 0.4283 | 0.0230 | 0.206534 | 0.7018 | 5.0474e-04 |
| 0.75 | 0.604645 | 0.7510 | 1.4413e-04 | 0.241234 | 0.2497 | 2.1322e-04 | 0.136469 | 0.7466 | 7.8702e-04 | 0.017652 | 0.4592 | 0.0314 |
| 0.8 | 0.147625 | 0.7902 | 0.0010 | 0.189938 | 0.1999 | 2.0636e-04 | 0.634534 | 0.8017 | 1.1444e-04 | 0.027903 | 0.5224 | 0.0442 |
| 0.85 | 0.664880 | 0.8506 | 8.5372e-05 | 0.139324 | 0.1511 | 1.7418e-04 | 0.037764 | 0.5500 | 0.0504 | 0.158032 | 0.8372 | 0.0013 |
| 0.9 | 0.616630 | 0.9001 | 4.6025e-05 | 0.090576 | 0.1021 | 1.6686e-04 | 0.043915 | 0.5870 | 0.0549 | 0.248878 | 0.8870 | 0.0011 |
| 0.95 | 0.647289 | 0.9499 | 2.2264e-05 | 0.037970 | 0.0500 | 2.6157e-05 | 0.042527 | 0.5322 | 0.0888 | 0.272213 | 0.9182 | 0.0011 |

**FIGURE 7.** Comparison of theoretical model and averaged histograms of predicted scores for simulated data with α = 0.8.

Figure 8 compares the ACV coefficients for lag values, \( d = 1, 2 \) using (44) and using simulations. The ACV coefficients for the predicted output is also shown in fig. 8.

**C. ROOT MEAN SQUARE ERROR (RMSE)**

In this section, we present the theoretical form of the RMSE of the LSTM model shown in fig. 1. We define the observed prediction error as,

\[
P_e = \frac{N_e}{N}
\]

where, \( N_e \) is the number of erroneous predictions, and \( N \) is the total number of predictions made in a single test run. We also define the RMSE for each test run as,

\[
RMSE = \sqrt{\frac{\sum_n (\hat{y}_n - S_n)^2}{N}}
\]

where, \( n = 1, 2, \ldots, N \) correspond to each prediction in a test run, \( \hat{y}_n \) represents the binary equivalent of the categorical predicted output, \( \hat{y}_t \) and \( S_n \) represents the actual binary occupancy value for the \( n^{th} \) prediction of the test run.
Further, equation (47) can be expanded as,

\[
\text{RMSE} = \sqrt{\frac{\sum_n (\hat{y}_n - S_n)^2}{N}} = \sqrt{E(\hat{y}_n^2) - 2E(\hat{y}_nS_n) + E(S_n^2)} \tag{48}
\]

In (48), \(E(.)\) represents the expectation operator. Each term in (48) can be simplified using the definition of \(E(.)\) as,

\[
E(\hat{y}_n^2) = 0^2P(\hat{y}_n = 0) + 1^2P(\hat{y}_n = 1) = P(\hat{y}_n = 1) \tag{49}
\]

where,

\[
P(\hat{y}_n = 1) = P(\hat{y}_n = 1|S_n = 0)P(S_n = 0) + P(\hat{y}_n = 1|S_n = 1)P(S_n = 1) \tag{50}
\]

Similarly,

\[
E(\hat{y}_nS_n) = P(\hat{y}_n = 1, S_n = 1) = P(\hat{y}_n = 1|S_n = 1) * P(S_n = 1) \tag{51}
\]

We also get,

\[
E(S_n^2) = P(S_n = 1) \tag{52}
\]

Substituting (49)-(52) in (48) and simplifying, we get,

\[
\text{RMSE} = (P(\hat{y}_n = 1|S_n = 0) * P(S_n = 0) + P(\hat{y}_n = 0|S_n = 1) * P(S_n = 1))^{1/2} \tag{53}
\]

Using (27), (53) can be simplified as,

\[
\text{RMSE} = \sqrt{\text{P}_e} \tag{54}
\]

**D. MEAN ABSOLUTE ERROR (MAE)**

In this section, we present the theoretical form of the Mean Absolute Error (MAE) of the LSTM model shown in fig. 1. We define the observed or simulated prediction error, \(\text{P}_e\), as in (46). We also define the MAE for each test run as,

\[
\text{MAE} = \frac{\sum_n |\hat{y}_n - S_n|}{N} \tag{55}
\]

Here, \(\hat{y}_n\) and \(S_n\) are as defined in section IV-C. Further, the definition in (55) can be written as,

\[
\text{MAE} = \frac{\sum_n |\hat{y}_n - S_n|}{N} = E(|\hat{y}_n - S_n|) \tag{56}
\]

Further expanding (56) using the definition of \(E(.)\), we get,

\[
\text{MAE} = \sum_n |\hat{y}_n - S_n|P(\hat{y}_n, S_n) \tag{57}
\]

Splitting (57) into two sum terms corresponding to \(\hat{y}_n = S_n\) and \(\hat{y}_n \neq S_n\), we get,

\[
\text{MAE} = \sum_{\hat{y}_n = S_n} |\hat{y}_n - S_n|P(\hat{y}_n, S_n) + \sum_{\hat{y}_n \neq S_n} |\hat{y}_n - S_n|P(\hat{y}_n, S_n) \tag{58}
\]

As \(\hat{y}_n = S_n \implies |\hat{y}_n - S_n| = 0\) and \(\hat{y}_n \neq S_n \implies |\hat{y}_n - S_n| = 1\), we can simplify (58) as,

\[
\text{MAE} = \sum_{\hat{y}_n \neq S_n} P(\hat{y}_n, S_n) = P(\hat{y}_n = 1, S_n = 0) + P(\hat{y}_n = 0, S_n = 1) \tag{59}
\]

As the RHS of (59) is equivalent to the calculation of \(\text{P}_e\), we have,

\[
\text{MAE} = \text{P}_e \tag{60}
\]

**V. MODEL VERIFICATION AND NUMERICAL RESULTS**

In this section, we verify the proposed analytical form of \(\text{P}_e\) discussed in section IV-A, for simulated and measured datasets. We also present the prediction performance results in terms of the mean observed prediction error, \(\text{RMSE}\), and \(\text{MAE}\), for different values of the parameter, \(\alpha\), over the simulated datasets.

**A. VERIFICATION ON SIMULATED DATA**

For the input model parameter \(\alpha\) taking values as 0.5, 0.55, ..., 0.95, the mean observed prediction error is estimated over 1000 independent simulated test runs, as described in section III-A. The probability of error, \(\text{P}_e\), is also calculated as per (33), for the corresponding data. The theoretical and observed \(\text{P}_e\) values are as shown in fig. 9. As can be seen from fig. 9, the probability of error reduces with increasing values of \(\alpha\) and the graph is symmetric with respect to \(\alpha = 0.5\). Moreover, there is a linear relationship between \(\text{P}_e\) and \(\alpha\), in addition to the fact that the modelling based approach gives results that match with the simulated \(\text{P}_e\) averaged over multiple independent test runs.

**B. VERIFICATION ON SPECTRUM MEASUREMENTS DATA**

The probability of error of the LSTM based spectrum prediction model is estimated on the spectrum measurements data published by the RWTH Aachen University [32], [33]. The data used for verification is captured indoors in an
office environment. The dataset comprises PSD measurements for 6000 sweeps and 8192 trace points, for the subband I, a centre frequency of 770 MHz and over a frequency range of 20 MHz to 1.52 GHz. The PSD data is converted to a binary spectrum occupancy data, as per (61),

$$\Omega_{t,i} = \begin{cases} 0 & \text{if } PSD_{rx,t,i} < \gamma \\ 1 & \text{if } PSD_{rx,t,i} \geq \gamma \end{cases}$$  \hspace{1cm} (61)

where, $PSD_{rx,t,i}$ is the received PSD for time $t$, channel $i$, and $\gamma$ is the energy detection threshold, taken as $-107$ dBm/200kHz. The dataset, $\Omega$, is assumed to consist of channel data following a two-state DTMC process. For this study, the channel data with approximately equal values of $\alpha$ and $\beta$ are selected for testing the trained LSTM models. For different values of $\alpha$, the observed prediction error is calculated as per (46) and compared with the probability of error calculated using (33). The comparison results are as shown in fig. 9. These results indicate that theoretical expression for $P_e$ as in (33) applies well for LSTM based spectrum prediction over experimental data, for different cases of the input model parameter, $\alpha$.

C. PREDICTION PERFORMANCE RESULTS

To analyze the prediction performance of the LSTM based model for a Markovian spectrum occupancy input in a statistical sense, 1000 independent test runs are carried out for a given value of $\alpha$. The prediction error, $P_e$ is calculated for each test run using (46) and averaged over all test runs. Figure 10 shows a comparison between the mean prediction errors of the LSTM based prediction model and that of an HMM-based spectrum prediction model, which is a Bayesian-based technique adopted in [27]. The prediction errors are plotted for different values of input autocovariance, $\sigma_{xx}(1)$, where, $\sigma_{xx}(1) = 0$ indicates the equally likely case of $\alpha = 0.5$. From fig. 10, we observe that the mean prediction error is symmetric and linearly decreasing on both sides of the peak error at $\sigma_{xx}(1) = 0$.

Figure 11 shows the comparison of the RMSE calculated theoretically and in simulations for different values of $\alpha$. For a given $\alpha$, the RMSE is calculated for each simulation run using (47) and averaged over all test runs. Additionally, the theoretical value of RMSE is calculated using (54) and the model derived for $P_e$ in (33). From fig. 11, we observe that the theoretically calculated RMSE closely matches the RMSE obtained from simulations. Figure 11 also shows a symmetric reducing trend on both sides of the maximum case corresponding to $\sigma_{xx}(1) = 0$. Therefore, the results indicate that the model exhibits the worst prediction performance for the truly random or equally likely case of the transition probability, $\alpha$. The prediction performance improves steadily as the input occupancy data deviates from the equally likely case.

Figure 12 shows the comparison of the MAE calculated theoretically and in simulations for different values of $\alpha$. For a given $\alpha$, the MAE is calculated for each simulation test run using (55) and averaged over all test runs. Additionally, the theoretical value of MAE is calculated using (60) and the model derived for $P_e$ in (33). From fig. 12, we observe that the theoretically calculated MAE closely matches the MAE calculated from simulations. Figure 12 also shows a symmetric reducing trend on both sides of the maximum case of $\alpha = 0.5$, corresponding to $\sigma_{xx}(1) = 0$. Therefore, the results indicate that the model exhibits the worst prediction performance for the truly random or equally likely case of $\alpha$ and improves.
steadily in case of higher correlation in the input occupancy data.

VI. CONCLUSION

In this article, we analyzed and modeled the prediction performance of an LSTM based system model for spectrum prediction. We assumed the spectrum occupancy data to follow a two-state discrete-time Markov model. We then tested a trained LSTM system model with simulated and measured spectrum datasets and analyzed the model’s prediction scores for each output class. Based on our results, we verified that the predicted scores of the model could be represented using mixtures of truncated Gaussian distributions. Further, we arrived at the probability of error of the prediction model based on the proposed mixture model and compared the results with the observed prediction error over simulated and measured data. We also presented the comparison of simulated and theoretically calculated RMSE and MAE for the LSTM system model. In the future, we aim to characterize the prediction performance of multi-step ahead spectrum prediction using LSTM models.
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