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Abstract. Manual inspection of riders’ helmets is time-consuming and labor-intensive, low in efficiency and small in coverage. Aiming at this shortcoming, this paper proposed an improved YOLOv5s-FCG (FourLayers, CBAM attention, GhostBottleneck) helmet wearing detection method based on YOLOv5 (You Only Look Once). Based on the smallest volume of YOLOv5s in YOLOv5 series, the network was improved, the shallow feature detection layer was added, the three-scale feature detection was changed to four-scale feature detection, and the up sampling was increased by four times. Add the CBAM attention module; Use lightweight GhostBottleneck instead of Bottleneck structures. The results in our experiments show that YOLOv5s-FCG raises the average detection accuracy (mAP) by 2.0% compared with YOLOv5s on the ourselves’ riding safety helmet data set and 1.5% on the NWPU-VHR-10 public data set. The proposed algorithm not only ensured the detection rate, volume, computation and number of parameters, but also improved the detection accuracy. And it had good adaptability and generalization ability in complex road environments such as poor light and small targets.

1. Introduction

According to traffic casualties statistics, motorcycles and electric bicycles are among the most deadly vehicles in traffic accidents. About 80% of the deaths of riders are caused by head injury. Wearing safety helmets correctly can reduce the risk of death in related accidents by 60% to 70%. In order to increase the wearing rate of safety helmets and reduce the degree of casualties in traffic accidents, the Traffic Management Bureau of the China Ministry of Public Security stipulates that from June 1, 2020, strictly investigate and deal with traffic violations that do not wear safety helmets in accordance with regulations. At present, the detection of riders' helmet wearing is still dominated by traffic police inspections. The face-to-face inspection method is time-consuming, laborious, inefficient, and small-coverage. In recent years, with the rapid development of computer vision, it has gradually become a reality to replace people with intelligent machines and equipment to complete detection tasks.

Machine learning and image processing technology have been applied to the task of target detection by many domestic and foreign researchers. In the task of helmet wearing detection for riders, foreign researchers have conducted researches on motorcycle helmet detection, but none of domestic papers applied to helmet wearing detection for motorcycles and electric bicycle riders, only being found that the construction site helmet wearing detection in similar sites: Rattapoom Waranusast[1], Romuere Silva[2], Romuere Rodrigues Veloso e Silva[3], Kunal Dahiya[4], Liu Xiaohui[5], Jia Junsu[6], Li Qirui[7], etc. They used traditional methods such as directional gradient histogram, Hough transform descriptors, and local binary patterns to extract features, and then used a classifier to classify the...
extracted features, and achieved certain results in the detection of helmets and safety helmets, but these methods based on traditional feature extraction rely heavily on the designer's experience, the detection steps are cumbersome, the stability is insufficient, and the generalization ability is poor. With the rapid development of deep learning, there are researchers (Madhuchhanda Dasgupta\cite{8}, Xu Shoukun\cite{9}, Wang Bing\cite{10}, etc.) who used CNN (convolutional neural network) -based target detection algorithms to detect the wearing of helmets and safety helmets. The helmet detection experiment of Linu Shine\cite{11} showed that being compared with the target detection method based on traditional feature extraction methods, the detection speed of the CNN-based target detection algorithm is greatly improved in the detection accuracy although with slightly slower detecting speed.

CNN-based target detection algorithms mainly have two categories: two-stage and one-stage. The two-stage is a classification-based detection algorithm\cite{12}. The candidate area that may contain the target to be detected is first segmented, and then the segmented candidate area is classified and performed the position calibration, finally obtains the detection result. The representative algorithms mainly include RCNN\cite{13}, Fast-RCNN\cite{14}, Faster-RCNN\cite{15}; the one-stage is a regression-based target detection algorithm\cite{12}, which is end-to-end. The idea is that there is no need to segment candidate regions. The acquisition of anchors and the prediction of categories and positions are directly completed in the same CNN, and the final detection results are obtained from the original image. The representative algorithms mainly include YOLO\cite{16}, SSD\cite{17}, YOLOv2\cite{18}, YOLOv3\cite{19}, YOLOv4\cite{20}, YOLOv5. Before YOLOv4, the accuracy of the two-stage target detection algorithm was higher, but the real-time performance was inferior. The one-stage target detection algorithm had a great improvement in speed, but the detection accuracy was poor. However after being proposed of YOLOv4 and the following YOLOv5, the one-stage target detection algorithm greatly surpasses the two-stage target detection algorithm by detection accuracy and detection speed.

When the scale of the target to be detected is relatively small, the detection accuracy of the detector based on the anchor frame will drop sharply\cite{21}. The detection targets are mainly small in riders’ helmet wearing detection, inevitably incurring poor detection result. At present, small target detection still has problems such as few usable features, high positioning accuracy requirements, and easy aggregation of small targets, which makes it difficult to improve detection accuracy\cite{22}, and the helmet-wearing detection of motorcycles and electric bicycles are more complex than that of construction sites, with more very small targets in the distance. Moreover, it is difficult to locate the targets during riding and it is easier for people's heads to gather in the images, thus these bring greater challenges to the detection task. In order to ensure the speed and accuracy of detection, and to control the volume of the network model as small as possible, basing on YOLOv5s and its improved version, due to the shallow detection layer can detect smaller target, a layer of shallow feature detection layer is added, so the previous three-scale feature fusion is changed to four-scale; then the upsampling is increased by 4 times, thus more features are available. In order to further improve the detection accuracy and positioning accuracy and reducing small target aggregation, the CBAM\cite{23} attention module is embedded. The effects of the CBAM attention module embedded in the backbone, neck and detection head of YOLOv5s on the performance of the algorithm are explored. In order to further reduce the weight of the network while ensuring the detection accuracy, experimental exploration the effect of replacing the Bottleneck module of the network backbone part and neck part with GhostBottleneck module on network performance. The contribution of this paper is to propose a helmet-wearing detection method for riders based on improved YOLOv5s, YOLOv5s-FCG. Training and testing were carried out on the ourselves-made riding safety helmet dataset and the public remote sensing dataset NWPU-VHR-10 respectively, and compared with YOLOv4, YOLOv4-Tiny, SSD, YOLOv5s, YOLOv5m, YOLOv5l, YOLOv5x in the same environment. The experiments’ results show that the YOLOv5s-FCG algorithm is feasible and applicable.
2. Methods and Principles

2.1. YOLOv5

YOLOv5 was a target detection algorithm based on regression. At present, the author had only published the source code, but no corresponding paper had been published. The address of the source code was https://github.com/ultralytics/yolov5. This algorithm had brought together many advantages of deep learning target detection framework, and the network structure was shown in Figure 1. It can be known that it was mainly divided into four parts: Input end, Backbone, Neck and Output end.

Figure 1. YOLOv5 network structure
2.2. YOLOv5 improvement

2.2.1. Improved multi-scale detection. YOLOv5 experiment and test was mainly on the public data sets, COCO and VOC, most of these targets to be detected in the data was bigger, and this article targets to be detected for riding personnel safety helmet, detection area was mainly in the person's head position, were relatively small, the characteristics of image were extracted, multiple convolution operation would be lost a smaller target area information, As a result, the overall detection accuracy was reduced. In order to solve this problem, this paper, referring to the method in reference [25], proposed YOLOv5s-FourLayers (YOLOv5s-F) network to improve the multi-scale detection of YOLOv5s by adding a shallow detection layer. Under the premise of input size of 640×640, A 160×160 detection layer was added, and the original three-scale detection was changed into four-scale detection, so as to enhance the learning ability of the network for small targets. Moreover, in order to make full use of deep and shallow layers of information, realize feature fusion between different layers and further reduce the loss of feature information in the process of convolution, the original network of 2 times up sampling was changed into a combination of 2 times up sampling and 4 times up sampling to improve the detection accuracy of safety helmet. The YOLOv5s-F network structure was shown in Figure 2.

![Figure 2. YOLOv5s-F network structure](image)

2.2.2. Embedded design of CBAM attention module. The Convolutional Block Attention Module (CBAM) contained two independent submodules, namely, the Channel Attention Module (CAM) and the Spatial Attention Module (SAM), which were responsible for attention on channels and space respectively. The structure was shown in Figure 3.
The CBAM attention module can enhance the important channel and spatial features in the feature map, that was, learn the "key points" of the target, thereby effectively improving the accuracy of target positioning in small target detection and reducing the problem of small target aggregation. Based on the YOLOv5s-F network proposed above, this paper explored the influence of CBAM attention module embedded in the Backbone, Neck and Head of the network on the network performance respectively through experiments. Since the CBAM attention module was to enhance important features, this paper embedded the CBAM attention module into the network structure after every feature fusion, that was, after “add”, “concat” and before the detection head, so as to generate four new network models: YOLOv5s-FC-A, YOLOv5s-FC-B, YOLOv5s-FC-C, and YOLOv5s-FC-D, as shown in Figure 4.

![Convolutional Block Attention Module](image)

**Figure 3. CBAM module network structure**

![CBAM module network structure](image)

**Figure 4. CBAM module network structure**

(a) Modified region of YOLOv5s-FC-A algorithm (b) Modified region of YOLOv5s-FC-B algorithm

(c) Modified region of YOLOv5s-FC-C algorithm (d) Modified region of YOLOv5s-FC-D algorithm

**Figure 4. Four kinds of YOLOv5s-FC models embedded in CBAM modules**

(In the figure, "⊕" represents the add operation, and "→" represents the conversion symbol)
In Figure 4 (a), after integrating CBAM into “add” and “concat” inside each C3 structure in the backbone, (b) after integrating CBAM into “add” and “concat” inside each C3 structure in the neck, and (c) after adding CBAM attention layer after “concat” in the neck, (d) Figure was to add a CBAM attention layer in front of each detection head.

### 2.2.3. GhostBottleneck lightweight

The core idea of GhostNet\[26\] was to design a phased convolution calculation module. On the basis of the feature graphs obtained from a small amount of nonlinear convolution (convolution and batch normalization and nonlinear activation), a linear convolution (general convolution) was carried out again to obtain more feature graphs. And the new feature map was called before the feature map "ghost", so as to achieve the elimination of redundant features, access to a more lightweight model.

GhostBottleneck was to use Ghost module to replace the existing Bottleneck modules in the network, which made the calculation amount was greatly reduced and the model volume was greatly reduced. In this paper, we used GhostBottleneck to replace the improved YOLOv5s-FC network backbone and neck congestion respectively, and explored the influence of different location replacement on algorithm performance, so we got two new network models: The network structures of YOLOv5s-FCG-A and YOLOv5s-FCG-B were shown in Figure 5.

Figure 5 shows (a) where Ghostbottleneck replaced every C3 structure with Bottleneck at the backbone and (b) where Ghostbottleneck replaced every C3 structure with Bottleneck at the neck.

### 3. Results & Discussion

#### 3.1. Experiment environment

Experimental environment of this paper: Intel(R) Core(TM) i7-10700KF CPU @ 3.80GHz 3.79GHz, 32G RAM, GPU NVIDIA GeForce RTX 3080, 10G video memory, Windows 10, 64-bit operating system, PyTorch deep learning framework with Python programming language and GPU acceleration software CUDA11.1 and CUDNN8.0.5.

#### 3.2. data set

The experimental data set consisted of three parts: one part was the pictures of "bicycle" and "motorcycle" extracted from the public data set MS COCO, one part was the pictures crawled from Baidu and Google, and the other part was other data sets downloaded from the Internet, a total of 10837 pictures. Labeling software was used for marking, and there were two kinds of labels: helmet wearing (helmet) and nohelmet wearing (nohelmet). In order to enlarge the data and improve the robustness of the data set, 1600 pictures were flipped, 1600 pictures were blurred, and 1600 pictures...
were reduced in brightness. The detection difficulty was increased but the data set was more in line with the practical application scenarios. The ratio of training set, verification set and test set was 8:1:1.

![Image](image.png)

(a) Before horizontal flipping  (b) After flipping horizontally  (c) Before blurring

(d) After blurring  (e) Before reducing brightness  (f) After reducing the brightness

Figure 6. Data pre-processing

| Data Set       | ImageNum |
|----------------|----------|
| Training set   | 8671     |
| Validation set | 1083     |
| Test set       | 1083     |
| Total          | 10837    |

Table 1. DataSet.

Figure 6 was an example of data preprocessing, and Table 1 was the specific division of the data set.

3.3. Network training and testing

In this paper, Precision (P), Recall (R), mean Average Precision (mAP) of multiple categories, Floating Point Operations (FLOPS) and Frames Per Second (FPS) were used to evaluate the network performance. Detection accuracy P, recall rate R and mAP were respectively expressed as:

\[
P = \frac{TP}{TP + FP} \quad (1)
\]

\[
R = \frac{TP}{TP + FN} \quad (2)
\]

\[
mAP = \frac{\sum_{i=1}^{n} AP_i}{n} \quad (3)
\]
In the above formula, TP (True Positives) refers to the number of correctly detected targets, FP (False Positives) refers to the number of wrongly detected targets, FN (False Negatives) refers to the number of undetected targets, and $n$ refers to the number of categories that need to be classified. AP (Average Precision) represented the Average Precision of a target class. The experimental setting basically adopted the official recommended parameter setting of YOLOv5, which adopted adaptive anchor and Mosaic data enhancement. The size of the input image was $640 \times 640$, the batchsize was 16, the epoch was 300, the initial learning rate was 0.01, and the learning rate momentum was 0.937.

3.4. Results and analysis

3.4.1. Comparison results of improved multi-scale detection. The experiment first compared the changes in the detection performance of the original YOLOv5s network and the improved YOLOv5s-F network on the data set of riders' safety helmets in this paper. The specific results were shown in Table 2 and Figure 7.

| Network model | P% | R% | mAP@0.5/% |
|---------------|----|----|-----------|
| YOLOv5s       | 94.0 | 91.1 | 94.7      |
| YOLOv5s-F     | 94.0 | 92.5 | 96.0      |

Table 2. Comparison results of improved multi-scale detection

![Figure 7. Changes in the training process mAP](image)

Table 2 compared and analyzed the impact of improved multi-scale detection on the performance of the network model from the three indexes of P, R and mAP@0.5 (a fixed crossover ratio of IOU threshold value 0.5 is used to calculate AP value). As can be seen from the comparison results in Table 2, the improved four-scale detection can significantly improve the detection accuracy of the network, mAP@0.5 increased by 1.4%.

3.4.2. Embedding experiment of CBAM attention module. In this experiment, YOLOv5s-F proposed in Section 2.1 of this paper was used as the baseline. The four network models proposed in Section 2.2, YOLOv5s-FC-A, YOLOv5s-FC-B, YOLOv5s-FC-C, and YOLOv5s-FC-D, were used for training on the training set and verification set of safety helmet data set. The performance of the model was compared and evaluated on the test set. The experimental results were shown in Table 3.
Table 3. Performance comparison of different network models on the test set

| Network model    | Volume /MB | Parameters /ten thousand | Operand /GFLOPS | mAP@0.5/% | FPS |
|------------------|------------|--------------------------|-----------------|-----------|-----|
| YOLOv5s-F        | 22.5       | 1102                     | 40.3            | 96.0      | 286 |
| YOLOv5s-FC-A     | 22.7       | 1108                     | 40.5            | 95.7      | 243 |
| YOLOv5s-FC-B     | 22.8       | 1116                     | 40.6            | 96.4      | 213 |
| YOLOv5s-FC-C     | 22.9       | 1119                     | 40.7            | 96.0      | 213 |
| YOLOv5s-FC-D     | 22.7       | 1112                     | 40.5            | 96.6      | 222 |
| YOLOv5s-FC(B+D)  | 23.0       | 1125                     | 40.8            | 96.8      | 196 |

Table 3 showed the comparison of the performance results of the newly proposed different network models on the test set after training. It can be seen that the performance of the network can be effectively improved after integrating the CBAM attention module into "add" and "concat" in the C3_F structure of the neck and adding the CBAM attention layer before the detection head. mAP@0.5 was 0.4% and 0.6% higher than YOLOv5s-F, respectively; When the CBAM attention module was incorporated into the backbone, mAP@0.5 had a %0.3 decrease. We believed that there would be different results when the CBAM attention module was embedded in different parts of the network, because the main feature extraction effect of the backbone part of YOLOv5s was already very good, and the integration of attention module would bias the "key points" of model learning. The neck of the network belonged to the enhanced feature extraction network. The addition of CBAM attention module can further enhance the feature extraction, reduce the loss of information, and alleviate the problem of small target aggregation. The head had rich semantic information, and the important channel and spatial features can be effectively utilized by CBAM attention to further highlight the "key points" and improve the positioning accuracy, so as to effectively improve the detection accuracy of the network.

By comparing the performance of YOLOv5s-FC-A, YOLOv5s-FC-B, YOLOv5s-FC-C and YOLOv5s-FC-D network models, we combined YOLOv5s-FC-B and YOLOv5s-FC-D, which can improve the network performance. A YOLOv5s-FC network model was proposed. mAP@0.5 improved by 0.8% compared with YOLOv5s-F and 2.1% compared with the original YOLOv5s under the condition of guaranteed real-time performance.

3.4.3 GhostBottleneck lightweight tests. In this experiment, the two models in section 2.2.3 of this article and the combination of the two models were trained on the training set and validation set of the safety helmet data set, and the test was compared on the test set. The results were shown in table 4.

| Network model    | Volume /MB | Parameters /ten thousand | Operand /GFLOPS | mAP@0.5/% | FPS |
|------------------|------------|--------------------------|-----------------|-----------|-----|
| YOLOv5s-FC       | 23.0       | 1125                     | 40.8            | 96.8      | 196 |
| YOLOv5s-FCG-A    | 20.7       | 1005                     | 36.9            | 96.5      | 200 |
| YOLOv5s-FCG-B    | 19.0       | 922                      | 30.6            | 96.7      | 196 |
| YOLOv5s-FCG-(A+B)| 16.6       | 802                      | 26.8            | 96.5      | 204 |
Table 4 told us that Ghostbottleneck structure for different parts of the network can effectively reduce the number of parameters and computation, and reduce the volume of the model with the same accuracy. YOLOv5s-FCG-B, by contrast, can achieve considerable lightweight without sacrificing FPS and only reducing %0.1mAP. Therefore, we replaced the Bottleneck structure of YOLOv5s-FCG network with YOLOv5s-FCG-B, which was our final proposed YOLOv5s-FCG network model. The network structure was shown in Figure 8.

Figure 8. YOLOv5s-FCG network structure

3.4.4. Performance test and comparison of YOLOv5s-FCG network. In this experiment, the YOLOv5s-FCG network proposed in this paper was compared with the original YOLOv5s, YOLOv5m, YOLOv5l, YOLOv5x, SSD, YOLOv4 and YOLOv4-tiny detection network on the safety helmet data set at first. The results were shown in Table 5.

| Network model | Volume /MB | P%   | R%   | mAP@0.5/% |
|---------------|------------|------|------|-----------|
| YOLOv5s       | 14.4       | 94.0 | 91.1 | 94.7      |
| YOLOv5m       | 42.5       | 94.7 | 92.1 | 95.3      |
| YOLOv5l       | 93.7       | 94.0 | 92.5 | 95.9      |
| YOLOv5x       | 175.1      | 93.8 | 94.3 | 96.4      |
| SSD           | 100.0      | 93.1 | 74.2 | 80.6      |
| YOLOv4        | 244.4      | 94.5 | 93.0 | 95.7      |
| YOLOv4-Tiny   | 22.5       | 94.1 | 75.7 | 82.8      |
| YOLOv5s-FCG   | 19.0       | 94.0 | 94.4 | 96.7      |

By comparing the test results of different detection networks in Table 5, the YOLOv5s-FCG network model proposed in this paper showed the best detection performance, which proved the effectiveness of the algorithm presented in this paper.
Figure 9 showed the comparison of partial detection effects of YOLOv5s before improvement and YOLOv5s-FCG after improvement. Through comparison, it can be found that the YOLOv5s-FCG proposed in this paper had been improved in both false detection and error detection, and the detection accuracy of small targets had also been improved. At the same time, this experiment also verified the effectiveness of the algorithm proposed in this paper on other data sets. We selected NWPU-VHR-10, an open remote sensing data set with many small targets, and divided the image data into 6:2:2 according to the partition method in literature\(^{[27]}\). The experimental model proposed in this paper was trained on the training set and verification set of this data set, and the test comparison was made on the test set. The results were shown in Table 6.

| Network model               | mAP@0.5/\% | FPS |
|-----------------------------|------------|-----|
| YOLOv5s                     | 91.8       | 278 |
| YOLOv5s-F                   | 92.3       | 200 |
| YOLOv5s-FC-A                | 91.5       | 189 |
| YOLOv5s-FC-B                | 92.9       | 175 |
| YOLOv5s-FC-C                | 92.2       | 164 |
| YOLOv5s-FC-D                | 92.5       | 179 |
| YOLOv5s-FC                 | 93.2       | 159 |
| YOLOv5s-FCG-A              | 90.9       | 159 |
| YOLOv5s-FCG-B(ours)         | 93.3       | 161 |
| YOLOv5s-FCG(A+B)            | 90.7       | 161 |

As shown in Table 6, on the NWPU-VHR-10 data set, the algorithm proposed in this paper improved by 1.5% compared with the original YOLOv5 network, and by 2.8% compared with the results in literature\(^{[27]}\), on the premise of guaranteeing the real-time performance of the network, showing a certain generalization.
4. Conclusions
The riders’ helmet wearing detection was a kind of small targets detection, and the usable features of small targets detection were obvious fewer. Firstly, in order to improve detection precision, this paper improved the multi-scale detection: increased a shallow detection layer, increased 4 times on sampling, increased the available features, enhanced the deep and shallow features fusion, improved the detection accuracy effectively. Then, in order to solve the problems of higher positioning accuracy requirement and small targets clustering in small targets detection, basing on the improved YOLOv5s-F network, attempted to embed CBAM attention module into different positions in the the network were carried out in several experiments. It had been found that while the CBAM module was embedded only after the "add" and "concat" of the C3 structure in the neck of YOLOv5s-F network and before the detection head, the positioning accuracy could be improved and the clustering of small targets were reduced, resulting the improvement of the detection accuracy. Finally, the GhostBottleneck was used to replace the Bottleneck in the improved YOLOv5s-FC network’s backbone and neck parts for network performance evaluation, the results showed that replacing neck Bottleneck by GhostBottleneck could effectively reduce the volume of the model, and reduce the number of parameters and computation. Several experiments were carried out on the proposed YOLOv5s-FCG network detection model. The results of these experiments showed that the proposed network model could significantly improve the detection accuracy of small target data sets. On the ourselves’ data set of rider safety helmet, mAP@0.5 had improved by 2.0% while compared with YOLOv5s and for the open remote sensing data set NWPU-VHR-10, mAP@0.5 increased by 1.5%.

Although the proposed YOLOv5s-FCG network model improved the detection accuracy and well controlled the model's volume, calculation amount and number of parameters, however, the detection speed suffered decrease. In further study, we will consider other lightweight methods to improve our YOLOv5s-FCG and further improve the detection speed of the network. We will also consider to apply the algorithm to devices such as raspberry and drones applications.
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