Inverted harmonic oscillator dynamics of the non-equilibrium phase transition in the Dicke model
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We show how the dynamics of the Dicke model after a quench from the ground-state configuration of the normal phase into the superradiant phase can be described for a limited time by a simple inverted harmonic oscillator model and that this limited time approaches infinity in the thermodynamic limit. Although we specifically discuss the Dicke model, the presented mechanism can be also used to describe dynamical quantum phase transitions in other systems and opens a new avenue in simulations of physical phenomena associated with an inverted harmonic oscillator.

I. INTRODUCTION

Quantum phase transitions describe abrupt changes of a system’s properties while varying physical parameters, such as magnetization, at absolute zero temperature [1]. Depending on how fast the parameter is being changed, one can distinguish equilibrium and non-equilibrium quantum phase transitions and despite an almost dialectical relationship between these two types [2], the non-equilibrium one remains less well understood compared to the equilibrium one [3–6]. The typical framework for studying non-equilibrium quantum phase transitions is a sudden change of some physical parameter in the Hamiltonian [7–13]. After such a quench, a system that was initially prepared in the ground state becomes a superposition of eigenstates of the quenched Hamiltonian which subsequently drives the evolution. In a complex system, such as the Dicke model, which consists of a collective spin coupled to a harmonic oscillator [14], one could expect a quench to lead to a complicated dynamical behavior—in certain cases, behavior with signatures of quantum chaos [15–18].

In this work, we show that for a limited and quantifiable time the dynamics after a quench can be mapped to dynamics of a simple inverted harmonic oscillator [19, 20]. Our model is based on an effective Hamiltonian that cannot be used to fully describe the equilibrium states [21, 22]. However, we show that it correctly describes dynamics for a limited time and under certain conditions. In fact, we show that in the thermodynamic limit the non-equilibrium Dicke phase transition becomes equivalent to a harmonic oscillator with a tunable frequency on both sides of the phase transition. By manipulating the parameters of the system and the spin polarization of the initial state, this tunable frequency can change from being purely real (normal phase), through being zero (critical point), to being purely imaginary (superradiant phase). Using state-of-the-art tools from quantum simulation [23, 24], we give a precise description of how to observe the physics of the inverted oscillator even far away from the thermodynamic limit. Moreover, our proposal opens a new avenue in simulations of physical phenomena associated with an inverted harmonic oscillator [20].

II. DICKE MODEL

The Dicke model is a paradigmatic model describing the interaction of $N$ spin-$\frac{1}{2}$ systems (in general, two-level systems) with an energy splitting of $\Omega$ with a single mode field of frequency $\omega$ [14, 25–28]. Its Hamiltonian can be written as (we set $\hbar$ to 1 throughout the entire manuscript)

$$\hat{H} = \omega \hat{a}^\dagger \hat{a} + \Omega \hat{S}_z + \frac{g}{\sqrt{N}} (\hat{a}^\dagger + \hat{a}) \hat{S}_z,$$

where we have used the collective spin operators $\hat{S}_i = \sum_{n=1}^{N} \hat{\sigma}_i^{(n)}/2$ with $\hat{\sigma}_i^{(n)}$ being the $i$th Pauli matrix of the $n$th spin, and bosonic field creation and annihilation operators $\hat{a}^\dagger$ and $\hat{a}$, satisfying the bosonic commutation relations $[\hat{a}, \hat{a}^\dagger] = 1$. The parameter $g$ quantifies the collective interaction of $N$ spins with the single mode field. At a critical coupling strength $g = g_c \equiv \sqrt{\omega \Omega}$ in the limit of $\sqrt{\Omega N}/\omega \to \infty$ the Dicke model exhibits a quantum phase transition into a superradiant state. For $N \to \infty$ this limit becomes thermodynamic [14], which means that the quantum phase transition occurs for an arbitrary but finite ratio of $\Omega/\omega$. To gain more insight into dynamics one can apply the unitary transformation $\hat{U} = \exp\{ig/\sqrt{\Omega N}(\hat{a} + \hat{a}^\dagger)\hat{S}_x\}$ to the Hamiltonian in Eq. (1) and obtain an effective description [22, 29]

$$\hat{H}_{\text{eff}} \simeq \omega \hat{a}^\dagger \hat{a} + \Omega \hat{S}_z + \frac{g^2}{2\Omega N} (\hat{a}^\dagger + \hat{a})^2 \hat{S}_z,$$

which is exact in the limit of $\sqrt{\Omega N}/\omega \to \infty$. However, it is generally believed that this effective Hamiltonian is only applicable in the normal phase when $g < g_c$ [22]. As the energy gap is given by $\omega \sqrt{1 - g^2/g_c^2}$ the ground state energy of the effective Hamiltonian is imaginary for $g > g_c$ and a different effective description has to be employed in the superradiant phase. However, in this work we argue that, following a quench from the ground-state in the normal phase to the superradiant phase in
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the thermodynamic limit, the effective Hamiltonian from Eq. (2) can also be the correct description in the superradiant phase as in the latter the ground state energy tends to $-\infty$ (similarly as in the Holstein-Primakoff representation of the Dicke model). Moreover, even away from the thermodynamic limit ($\sqrt{\Omega N}/\omega \gg 1$), one can use the Hamiltonian (2) to describe the dynamics following a sudden quench to $g > g_c$, for times shorter than some critical time related to the initial state and energy of the ground state in the superradiant phase.

The initial state (ground state for $g = 0$) consists of the vacuum state of the field $|0\rangle$ ($\hat{a}|0\rangle = 0$) and the collective spin down state, which is the eigenstate of the $\hat{S}_z$ operator with minimal eigenvalue, i.e., $\hat{S}_z|\psi\rangle = -\frac{N}{2}|\psi\rangle$.

It can be easily checked that the transformation $\hat{U} = \exp\{i(g/\sqrt{N}\Omega)(\hat{a} + \hat{a}^\dagger)\hat{S}_y\}$ leaves that state unchanged once $\omega/\Omega \cdot g^2/g_c^2 \ll 1$ (see the Appendix A for a derivation). Therefore, since the effective Hamiltonian conserves the projection of the spin onto the $z$-axis, we can replace the operator with its lowest eigenvalue leading to

$$\hat{H} = \left(\omega - \frac{g^2}{2\Omega}\right)\hat{a}^\dagger\hat{a} - \frac{g^2}{4\Omega}(\hat{a}^2 + \hat{a}^\dagger)^2. \quad (3)$$

The above Hamiltonian describes a single-mode field with a modified frequency $\omega - g^2/2\Omega$ which is being squeezed with a strength equal to $g^2/2\Omega$. Both quantities are independent of $N$ and the two non-commuting mechanisms give rise to rich physics. We now consider a sudden quench from $g = 0$ to some non-zero $g$. For $g$ below the critical value, the vacuum state is being squeezed and the number of photons increases [30]. However, the additional rotation mechanism causes the state to unsqueeze after a $\pi/2$ rotation and brings it back to the vacuum with no photons (see the Appendix C). When $g$ approaches the critical value, the squeezing mechanism becomes dominant exactly at the critical point $g = g_c$ (note that at the critical point the first term in Hamiltonian (3) does not vanish) and the initial vacuum state starts to get squeezed more and more with further increasing $g$. This can be seen in Fig. 1, where we plot the average number of photons as a function of $g/g_c$ and $t$ for various ratios of $\sqrt{\Omega N}/\omega$ and for an initial vacuum state evolved with the Hamiltonian from Eq. (1). Looking at Fig. 1, we can identify parameter regions of squeezing-rotation (oscillations of the number of photons) below the critical point and for the case of $\sqrt{\Omega N}/\omega$ very large [see panel (a)] continuous squeezing (increase of the number of photons) above the critical point. Note that white regions in this plot correspond to unreliable numerical simulations after the boundary of the Hilbert space (set to $n = 3000$) has been reached. For simplicity, in the numerical simulations we set $N = 1$.

**III. INVERTED HARMONIC OSCILLATOR**

Additional insight can be gained by rewriting the Hamiltonian (3) in terms of the pseudo-position and pseudo-momentum operators (quadratures), $\hat{X} = (\hat{a} + \hat{a}^\dagger)/\sqrt{2}$ and $\hat{P} = (\hat{a} - \hat{a}^\dagger)/\sqrt{2}i$, as

$$\hat{H} = \frac{\omega}{2}\hat{P}^2 + \frac{1}{2\omega}\left(\omega^2 - \frac{g^2}{\Omega}\right)\hat{X}^2. \quad (4)$$

This shows that the system dynamics behaves as a particle with mass $1/\omega$ in a harmonic oscillator potential of frequency $\omega\sqrt{1 - g^2/g_c^2}$. If $g < g_c$, the frequency is real and the energy gap above the ground state is proportional to $\omega\sqrt{1 - g^2/g_c^2}$. If $g > g_c$ the frequency becomes purely

**FIG. 1.** The logarithm of average number of photons as a function of $g/g_c$ and $t$ for (a) $\sqrt{\Omega N}/\omega = 100$, (b) $\sqrt{\Omega N}/\omega \approx 31.6$, and (c) $\sqrt{\Omega N}/\omega = 10$. The dashed-black line corresponds to the critical coupling in the thermodynamic limit. White regions correspond to unreliable numerical simulations after the boundary of the Hilbert space (set to $n = 3000$) has been reached. For simplicity, in the numerical simulations we set $N = 1$. 
imaginary and the energy gap cannot be defined as there is no ground state of the Hamiltonian. In other words, for a quench from the $g = 0$ groundstate, the Dicke model in the thermodynamic limit becomes an inverted harmonic oscillator in the superradiant phase. With this picture in mind, we can easily explain the dynamics seen in the previous section. As the coupling parameter is increased towards the critical value the frequency of the oscillations (squeezing-rotation) decreases, which corresponds to the harmonic potential being flattened. At the critical point $g = g_c$, the frequency of the oscillations becomes zero as the harmonic potential becomes completely flat (free particle). As the coupling becomes greater than the critical coupling the frequency becomes purely imaginary, or in other words, the harmonic potential flips upside-down giving rise to an unbounded fall (squeezing). However, away from the thermodynamic limit, i.e., when $\sqrt{\Omega N/\omega} \gg 1$, this picture does only apply for finite periods, and we will attempt to clarify the limitations in the following.

IV. THE CONNECTOR OPERATOR

As discussed in the introduction, we will use the tools from quantum simulation theory [23, 24] to get a deeper understanding of how applicable the inverted harmonic oscillator picture is. The condition for a quantum simulator can be expressed as

$$\langle \psi | e^{i\hat{H}_Q t} e^{-i\hat{H}_T t} | \psi \rangle = \langle \psi | e^{i\hat{h}(t)} | \psi \rangle = e^{i\xi(t)}, \quad (5)$$

where $\hat{H}_Q$ and $\hat{H}_T$ are the simulator and target Hamiltonian, respectively, $\xi(t)$ is a real-valued function of time, and $\hat{h}(t)$ is the connector operator which can be expressed using the Baker-Campbell-Hausdorff formula as

$$\hat{h}(t) = t \left( \hat{H}_Q - \hat{H}_T \right) + \frac{it^2}{2} \left[ \hat{H}_Q, -\hat{H}_T \right] + \ldots, \quad (6)$$

where $[\cdot, \cdot]$ stands for the commutator and $\ldots$ indicates terms involving higher order commutators of $\hat{H}_Q$ and $\hat{H}_T$. In general, for states $|\psi\rangle$ which are eigenstates of $\hat{h}(t)$ but not eigenstates of $\hat{H}_Q$ and $\hat{H}_T$, the two Hamiltonians will realize the same dynamics. For the Dicke model (1) and the effective description from Eq. (2), the connector operator becomes exactly 0 in the thermodynamic limit. However, for a limited time the connector operator also converges to 0 indicating the transitional validity of the Hamiltonian (2).

The condition for the time during which the Hamiltonian (2) is valid can be expressed as a relation between the instantaneous average number of photons and the number of photons in the ground state of the Dicke model. The latter can be calculated by rewriting the Hamiltonian using the pseudo-position and pseudomomentum operators

$$\hat{H} = \frac{\omega}{2} \hat{p}^2 + \frac{\omega}{2} \hat{x}^2 + \Omega \hat{S}_z + \frac{\sqrt{2} g}{\sqrt{N}} \hat{x} \hat{S}_x. \quad (7)$$

The part containing the spin operators can be easily diagonalized, and its ground state energy can be found to be

$$\left( \Omega \hat{S}_z + \frac{\sqrt{2} g}{\sqrt{N}} \hat{x} \hat{S}_x \right) \sigma = \left( \frac{1}{2} \sqrt{N} \sqrt{2 g^2 \hat{x}^2 + N \Omega^2} \right) \sigma, \quad (8)$$

where $|\sigma\rangle$ is the spin ground state. Projecting the Hamiltonian onto the spin ground state yields

$$\hat{H} = \frac{\omega}{2} \hat{p}^2 + \frac{\omega}{2} \hat{x}^2 - \frac{1}{2} \sqrt{N} \sqrt{2 g^2 \hat{x}^2 + N \Omega^2}. \quad (9)$$

The above Hamiltonian describes a particle with mass $1/\omega$ moving in a double-well potential given by $V(x) = \frac{\omega}{2} x^2 - \frac{1}{2} \sqrt{N} \sqrt{2 g^2 \hat{x}^2 + N \Omega^2}$. The minima of such an effective potential can be evaluated to be

$$x_0 = \pm \sqrt{\frac{N \Omega}{2 \omega}} \sqrt{\frac{g^2}{g_c^2} - \frac{g^2}{g_c^2}}. \quad (10)$$
From a simple phenomenological argument (see Fig. 2) the critical position for the observation of the inverted harmonic oscillator will be a quarter of the minima position, i.e., $x_c = x_0/4$.

According to this position we can establish an energy relation which has to be satisfied

$$\frac{\omega}{2}(\hat{p}^2 + \hat{x}^2) < \frac{\omega}{2}\hat{x}_0^2 = \frac{\omega}{32}\hat{x}_0^2,$$

which upon a simplification yields

$$\langle \hat{a}^\dagger \hat{a} \rangle < \frac{1}{32} \frac{N\Omega}{\omega} \left( \frac{g^2}{g_e^2} - \frac{\gamma^2}{g^2} \right).$$

For a special case of $g = \sqrt{2}g_e$ and initial state being the vacuum state, we can simplify the condition to $\sinh^2(\omega t) < 3/64 \cdot N\Omega/\omega$, which for $\omega t > 1$ becomes

$$t < t_c \equiv \ln \left( \sqrt{\frac{3}{16}} \sqrt{\frac{N\Omega}{\omega}} \right) \omega^{-1}.$$

The above time limitations can be intuitively understood as a time until which the time-evolved state feels the bottom of the effective double-well potential after a quench out of the equilibrium position at $x = 0$ (see Fig. 2). In the thermodynamic limit, the overlap increases as the minima of the double-well potential are located at plus and minus infinity which means that the double-well potential becomes in fact identical to the inverted harmonic oscillator (see Appendix B).

The comparison between the dynamics of the Dicke model and the inverted oscillator is presented in Fig. 3 where we show the number of photons as a function of time ($a$) and squeezing of photons as a function of time for isolated ($b$)-(f) and open ($g$)-(k) dynamics through the Husimi function. For the case of isolated dynamics the panels ($b$) and ($c$) depict squeezing (exponential growth of the photon number) due to the inverted harmonic oscillator potential and its termination as the state starts to feel the potential minima (blue dots). The slowdown of squeezing and reaching of the potential minima can be seen in panels ($d$) and ($e$). Finally, panel ($f$) depicts anti squeezing (decrease of the number of photons). For the case of open dynamics (see the Appendix D), we observe initially the similar behavior in panels ($g$)
to (i), but with a slower growth of the photon number. Furthermore, as the system dissipates the energy, the state cannot climb back to the local maximum located at $x = 0$ and eventually becomes an incoherent mixture of two coherent states with opposite amplitudes (symmetry breaking) which can be seen in panels (j) and (k).

V. CONCLUSIONS & OUTLOOK

We have shown that the dynamics following a quench from the groundstate in the normal phase ($g = 0$) into the superradiant phase in the Dicke model can be described by a model of an inverted harmonic oscillator and argued that in the thermodynamic limit the Hamiltonian of the system becomes equivalent to the inverted harmonic oscillator. The test of results can be readily performed in quantum simulators which can realize the Dicke model [13, 31–37], and in quantum simulators which realize the quantum Rabi model ($N = 1$) [38, 39] using various platforms including cold atoms [40], trapped ions [41], superconducting circuits [42], and electrons trapped on liquid Helium [43]. The presented mechanism should also apply to an arbitrary quantum system exhibiting a quantum phase transition associated with an effective double-well or sombrero potential.

The presented idea may be used as a new tool to study quantum phase transitions [1, 44], the quantum Kibble-Zurek mechanism [45–49] both theoretically and experimentally, and the quantum Lieb–Robinson bound for how fast correlations can spread in a quantum system [11]. The results of this work can be also applied in quantum metrology for precise measurements of $\omega$ and $\Omega$ [50–52] as well as for the preparation of squeezed states, simulations of the inflation of the early Universe [53–56], the Unruh effect [57, 58], Hawking radiation [59], quantum chaos [60, 61], and potentially to study many other aspects of physics in which the inverted harmonic oscillator has been harnessed as an underlying mechanism (see Ref. [20] for the recent review).

Finally, we would like to point out that even though this model bears a resemblance to the Landau theory of phase transition [62], the presented description is fully quantum.
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Appendix A: Invariance of the initial state under the transformation

In order to clearly see the effect of the inverted oscillator, the initial state has to remain unaltered under the transformation

$$
\hat{U} = \exp\left(i \frac{g}{\sqrt{N \Omega}} (\hat{a} + \hat{a}^\dagger) \hat{S}_y \right).
$$  (A1)

The condition for this to happen can be found by considering the overlap

$$
\langle \downarrow \downarrow \rangle \exp\left(i \frac{g}{\sqrt{N \Omega}} (\hat{a} + \hat{a}^\dagger) \hat{S}_y \right) |0 \downarrow \rangle ,
$$  (A2)

where $|0 \downarrow \rangle \equiv |0 \rangle \otimes |\downarrow \rangle$ is the ground state of the system for $g = 0$. Expanding the exponential function to fourth order (the higher order terms can be safely neglected because of $1/N$ dependence) we get

$$
\langle \downarrow \downarrow \rangle \exp\left(i \frac{g}{\sqrt{N \Omega}} (\hat{a} + \hat{a}^\dagger) \hat{S}_y \right) |0 \downarrow \rangle 
\approx 
\langle \downarrow \downarrow \rangle |0 \downarrow \rangle + \langle \downarrow \downarrow \rangle i \frac{g^2}{N \Omega^2} (\hat{a} + \hat{a}^\dagger)^2 \hat{S}_y |0 \downarrow \rangle + \langle \downarrow \downarrow \rangle i \frac{g^3}{N^2 \Omega^3} (\hat{a} + \hat{a}^\dagger)^3 \hat{S}_y |0 \downarrow \rangle
\approx
\langle \downarrow \downarrow \rangle \exp\left(i \frac{g}{\sqrt{N \Omega}} (\hat{a} + \hat{a}^\dagger) \hat{S}_y \right) |0 \downarrow \rangle 
\approx
1 - \frac{g^2}{4 \Omega^2} + \frac{g^4 \omega^2}{g_\omega^2 \Omega^2} \left( \frac{9}{16} - \frac{24}{N} \right),
$$  (A3)

Since terms with odd powers yield zero after the evaluation, we can simplify the above overlap to

$$
\langle \downarrow \downarrow \rangle \exp\left(i \frac{g}{\sqrt{N \Omega}} (\hat{a} + \hat{a}^\dagger) \hat{S}_y \right) |0 \downarrow \rangle 
\approx
1 - \frac{g^2}{4 \Omega^2} + \frac{g^4 \omega^2}{g_\omega^2 \Omega^2} \left( \frac{9}{16} - \frac{24}{N} \right).
$$  (A4)

Therefore if we want the state $|0 \downarrow \rangle$ to remain invariant, the following condition has to be fulfilled

$$
1 \frac{g^2 \omega}{4 g_\omega^2 \Omega} \ll 1.
$$  (A5)
If however, the initial state is not invariant under the transformation, the system will still simulate the inverted harmonic oscillator but for a transformed state, which however seems impractical. This can be seen explicitly if we transform the Schrödinger equation

\[ i\partial_t \hat{U} \ket{\psi} = \hat{H}_{\text{eff}} \hat{U} \ket{\psi} \to i\partial_t \ket{\tilde{\psi}} = \hat{H}_{\text{eff}} \ket{\tilde{\psi}}, \]

where \( \ket{\tilde{\psi}} \) is the transformed state \( \hat{U} \ket{\psi} \).

**Appendix B: The connector operator**
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**FIG. 4.** Extension of Fig. 1 from the main text. The Dicke model (a)-(c) can be used to simulate the physics of the inverted harmonic oscillator (d)-(f). The logarithm of fidelity between the states generated by these two Hamiltonians (g)-(i) sets a time limitation for the simulator to work properly. White regions correspond to unreliable numerical simulations after the boundary of the Hilbert space (set to \( n = 3000 \)) has been reached.

The condition for simulating the inverted oscillator with the Dicke model can be expressed with the use of the fidelity

\[ \langle \psi | e^{i\hat{H}_{\text{DM}} t} e^{-i\hat{H}_{\text{IO}} t} | \psi \rangle = e^{i\xi(t)}, \]

where the subscripts DM and IO correspond to the Dicke model and the inverted oscillator, respectively. As discussed in the main text, if the imaginary part of \( \xi(t) \) is negligible, one system can simulate the physics of the other one even if the Hamiltonians are different. In Fig. 4, we plot the logarithm of \( |e^{i\xi(t)}| \). When this logarithm is equal to 0, it means that the initial state is an eigenstate of the connector operator

\[ \hat{h}(t) = t \left( \hat{H}_{\text{DM}} - \hat{H}_{\text{IO}} \right) + \frac{it^2}{2} \left[ \hat{H}_{\text{DM}}, -\hat{H}_{\text{IO}} \right] + \ldots, \]
with eigenvalue equal to multiples of \(\pi\) including 0. As can be seen in Fig. 4, by increasing the \(\sqrt{N\Omega/\omega}\), we are increasing the critical time for which the Dicke model can simulate the inverted harmonic oscillator. In the limit of \(\sqrt{N\Omega/\omega} \to \infty\), the Dicke model can realize exactly the same dynamics as the inverted harmonic oscillator. In other words, by increasing \(\sqrt{N\Omega/\omega}\) the initial state can remain an eigenstate of the connector operator for longer times as the connector operator becomes an identity in the thermodynamic limit.

**Appendix C: Squeezing oscillations in the normal phase**

In the main text, we write that the Dicke model after the quench to the normal phase exhibits squeezing oscillations or oscillations of the number of photons if the initial state is the field vacuum state. In order to understand it, one has to realize that squeezing a vacuum leads to a state with a non-zero number of photons. Therefore squeezing and anti-squeezing (squeezing oscillations) will lead to oscillations of the number of photons. This can be seen in Fig. 5 where we show the number of photons as a function of time (a), and the Husimi function for ten different times depicting a period of squeezing oscillations (b)-(k).
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**FIG. 5.** Squeezing (photon number) oscillations after the quench to the normal phase. Cf. Fig. 6. (a) depicts the number of photons as a function of time. The Husimi function of the field for ten different values of \(\omega t = \{0, 0.8, 1.6, 2.4, 3.2, 4.0, 4.8, 5.6, 6.4, 7.2\}\) for isolated dynamics is depicted in (b)-(k) and shows the squeezing oscillations. In the simulation we have set \(\sqrt{\Omega N/\omega} = 100\), \(g = 0.9g_c\), and \(N = 1\).

**Appendix D: Effect of decoherence**

The discussion from the main text revolves around isolated systems. However, from an experimental perspective, one has to include decoherence which is a consequence of an inability to perfectly isolate a quantum system from its environment. In order to account for these typically unwanted effects, we use the Lindblad Master equation approach

\[
\frac{d\hat{\rho}}{dt} = -i[H, \hat{\rho}] + 2\kappa (\hat{a}\hat{\rho}\hat{a}^\dagger - \{\hat{a}^\dagger\hat{a}, \hat{\rho}\}) + 2\gamma (\hat{S}_-\hat{\rho}\hat{S}_+ - \{\hat{S}_+, \hat{S}_-\}, \hat{\rho}) \tag{D1}
\]
where $\kappa$ and $\gamma$ account for the damping of mode $\hat{a}$ and damping of the spin, respectively, with $\hat{S}_- = \hat{S}_+^\dagger = \hat{S}_x - i \hat{S}_y$ being the spin lowering operator. The effect of spin damping should be negligible as the initial state is the lowest energy spin eigenstate and for a limited time the system conserves the projection of the spin on the $z$-axis. If this was not the case, the damping mechanism would bring the state of the spin into its lowest energy eigenstate and increase the squeezing rate (change the frequency of the inverted oscillator). In both phases the photon damping will cause the system to eventually reach a steady state which is not a vacuum state as the system is driven by a non-zero $g$. The results of the numerical simulations for both phases are presented in Fig. 6, where we plot the average number of photons as a function of $g/g_c$ and $t$ for a fixed ratio $\sqrt{\Omega N/\omega}$ for an initial vacuum state evolved with Master equation from Eq. (D1) using the Dicke Hamiltonian (1) with three different values of $\kappa$. As expected, by introducing and increasing the photon loss rate $\kappa$ the number of produced photons is reduced and eventually reaches a steady state [see Fig. 6(c)]. Squeezing of photons as a function of time including the inverted harmonic oscillator phase and reaching the potential minima phase (associated with a steady state) is depicted in Fig. 3(g)-(k).

![ FIG. 6. The logarithm of the average number of photons as a function of $g/g_c$ and $t$ for (a) $\kappa = 0.01\omega$ and $\gamma = 0.1\Omega$, (b) $\kappa = 0.1\omega$ and $\gamma = 0.1\Omega$, and (c) $\kappa = 0.5\omega$ and $\gamma = 0.1\Omega$. The dashed-black line corresponds to the critical coupling in the thermodynamic limit. White regions correspond to unreliable numerical simulations after the boundary of the Hilbert space (set to $n = 200$) has been reached. In the numerical simulations we set $\sqrt{\Omega N/\omega} \approx 31.6$ and $N = 1$.](image)
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