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Abstract—We develop methodology for visualization of labeled mixed-featured datasets. We first investigate datasets with continuous features where our Max-Ratio Projection (MRP) method utilizes the group information in high dimensions to provide distinctive lower-dimensional projections that are then displayed using RadViz3D. Our methodology is extended to datasets with discrete and continuous features where a Gaussianized distributional transform is used in conjunction with copula models before applying MRP and visualizing the result using RadViz3D. A R package radviz3d implementing our complete methodology is available.
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I. INTRODUCTION

M Odern applications often yield datasets of many dimensions and complexity. Visualizing such data is important to gain insight into their properties and the similarity or distinctiveness of different groups [1]. However, effective visualization can be challenging because the observations need to be mapped to a lower-dimensional space, with the reduced display conveying information on the characteristics as faithfully as possible. Such displays become even more difficult with mixed-features data, that is, when some of the attributes in the dataset are discrete.

Our major objective in this paper is to visualize high-dimensional datasets with mixed features. Section II-B first develops a Max-Ratio Projection (MRP) method that linearly projects a labeled continuous-features dataset into a lower-dimensional space to allow for its effective visualization via RadViz3D while preserving its group-specific distinctiveness and variability. Our methodology is then extended to provide novel displays of datasets that also have discrete features. Specifically, we use the Gaussianized Distributional Transform (GDT) with copula models to render mixed-features datasets to the continuous space, after which MRP and RadViz3D can be used.

Continuous multivariate data are displayed in many ways [2] (e.g. starplots [3], Chernoff faces [4], parallel coordinate plots [5], [6], surveyplots [7], Andrews’ curves [8], [9], biplots [10], star coordinate plots [11], Uniform Manifold Approximation and Projections (UMAP) [12]). Our paper applies radial visualization or RadViz [13], [14], [15], [16] that projects data onto a circle using Hooke’s law. Here, p-dimensional observations are projected onto the 2D plane using p anchor points equally arranged to be on the perimeter of a circle. This representation places each observation at the center of the circle that is then pulled by springs in the directions of the p anchor points while being balanced by forces relative to the coordinate values. Observations with similar relative values across all attributes are then placed close to the center while the others are placed closer to anchor points corresponding to the coordinates with higher relative values. However, there is loss of information [17] in RadViz which maps a p-dimensional point to 2D. This loss worsens with increasing p, but can be alleviated by extending it to 3D [18].

Beyond Section II, the paper is organized as follows. Section III illustrates the ability of our methodology to faithfully display labeled data of different separations. Section IV illustrates our methodology on several high-dimensional datasets with mixed features. The main paper concludes with some discussion in Section V. We also have supplementary materials that discuss available methods for displaying high-dimensional datasets, and an online resource at https://fanne-stat.github.io/RadViz3DExperiments/index.html that allows for the reader to visualize displays in 3D. Items in the online resource are referenced in this paper with the prefix “S”.

II. METHODOLOGY

A. Visualizing Discrete- and Mixed-Feature Datasets

Datasets with discrete features are complicated to visualize, but arise in genomics, survey and voting preferences and other applications. We develop visualization methods by transforming these datasets using copulas specifically constructed to describe the correlation structure among the discrete variables in the joint distribution while maintaining the empirical marginal distribution. After transformation, we apply multivariate visualization methods. We transform mixed-feature datasets using copulas, for which we introduce the generalized distributional transformation.

Definition 1 (Generalized Distributional Transform). [19], Chapter 1). Let Y be a real-valued random variable (RV) with cumulative distribution function (CDF) \( F(\cdot) \) and let V be a RV independent of Y, such that V ~ Uniform(0, 1). The generalized distributional transform of Y is \( U = F(Y, V) \) where \( F(y, \lambda) = P(Y < y) + \lambda P(Y = y) = F(y-) + \lambda(F(y) - F(y-)) \) is the generalized CDF of Y, and \( F(y-) \) is the left limit of \( F(\cdot) \) at y.

Theorem 2 ([19], Chapter 1). Let \( U = F(Y, V) \) be the distributional transform of Y as per Definition 1. Then

\[ U \sim \text{Uniform}(0, 1) \text{ and } Y = F^{-1}(U) \text{ a.s.} \]

where \( F^{-1}(t) = \inf\{y \in \mathcal{R} : F(y) \geq t\} \) is the generalized inverse, or the quantile transform, of \( F(\cdot) \).
Suppose that \( Y_1, Y_2, \ldots, Y_n \) is a sample of discrete-valued random vectors, each of which has the same distribution as \( Y_1 = (Y_{11}, \ldots, Y_{1p}) \), where each margin \( Y_{1i} \) has CDF \( F_i(\cdot) \) (a step function). Let \( U_i = F(Y_{i1}, V_i) \). From Theorem 2, \( U_i \sim \text{Uniform}(0,1) \), so \( (U_1, U_2, \ldots, U_p) \sim C \) is a copula. Further, from the definition of a quantile transform and Theorem 2, the joint distribution for \( Y_1 \) can be specified in terms of \( F_i(\cdot) \)'s and the constructed copula \( C \) as

\[
F(y_1, y_2, \ldots, y_p) = P(Y_{11} \leq y_1, Y_{12} \leq y_2, \ldots, Y_{1p} \leq y_p) = P[F_i^{-1}(u_i) \leq y_i \; \forall i = 1, 2, \ldots, p] = P[U_i \leq F_i(y_i) \; \forall i = 1, 2, \ldots, p] = C[F_1(y_1), F_2(y_2), \ldots, F_p(y_p)].
\]

Now, we pick \( p \) continuous marginal distributions, each with CDF \( F_i(\cdot), i = 1, 2, \ldots, p. \) Then \(( F_i^{-1}(U_1), F_i^{-1}(U_2), \ldots, F_i^{-1}(U_p) )\) has a continuous joint distribution with marginals \( F_i(\cdot), i = 1, 2, \ldots, p, \) and the copula associated with this joint distribution is also \( C \).

We use the marginal empirical CDF (ECDF) \( F_i(\cdot) \) of the \( Y_i \)'s to estimate \( F_i(\cdot) \) for \( i = 1, 2, \ldots, p. \) We use \( N(0,1) \) as the continuous marginals, i.e. \( F_i(\cdot) = \Phi(\cdot), \) the \( N(0,1) \) CDF. We define the Gaussianized distributional transform (GDT)

\[
G(Y_j, V_j) = [\Phi^{-1}(F_i(Y_{j1}, V_{ji}))]_{i=1,2,\ldots,p}
\]

for \( j = 1, 2, \ldots, n. \) Here \( V_j = (V_{j1}, V_{j2}, \ldots, V_{jp}) \), and \( V_{ji} \) are independent identically distributed standard uniform realizations. Then \( X_i = G(Y_i, V_i), i = 1, 2, \ldots, n \) are realizations from a distribution on \( \mathbb{R}^p \); we apply the methods of Section II-B on \( X_1, X_2, \ldots, X_n \) before visualizing the resulting MRPs using RadViz3D.

**Remark 3.** We make a few comments on our use of the GDT:

1) For a continuous random variable, Theorem 2 reduces to the usual CDF so \( G(\cdot, \cdot) \) can be applied also to datasets with mixed (continuous and discrete) features.

2) The GDT is a more stringent standardization than the usual affine transformation that only sets a dataset to have zero mean and unit variance, because it transforms the marginal ECDFs to \( \Phi(\cdot) \). So the GDT may, also be applied to datasets with skewed continuous features.

3) When datasets have discrete features with little class-discriminating ability, applying the GDT on such features will inflate the variance in the transformed space, resulting in a standard normal coordinate that is independent of the other features. When the number of such coordinates is substantial relative to group-discriminating features, these independent \( \mathcal{N}(0,1) \)-transformed coordinates will drive the MRP, resulting in poor separation. So we use an analysis of variance (ANOVA) test on each copula-transformed coordinate to ascertain if it contains significant group-discriminating information. Multiple significance issues are addressed by correcting for false discoveries [20]. Features so ascertained to not have significant discriminating information are dropped from the MRP and subsequent steps.

**B. Visualizing High-dimensional Datasets**

With the machinery for GDT in place, we now investigate methods for summarizing labeled high-dimensional data with mixed features. For even moderate dimensions \( (p > 10) \), displaying many coordinates is not helpful even after factoring in the benefits of going to 3D. So we project our high-dimensional datasets into a lower-dimensional space such that the projected coordinates are almost uncorrelated. A common approach to finding uncorrelated projections is Principal Components Analysis (PCA) that finds the mutually orthogonal projections summarizing a proportion of the total variance in the data. We propose using PCA for unlabeled data. For labeled data, approaches beyond PCA that exploit class labels [21] are desired. Our objective is to find an approach that preserves the distinctiveness of group labels when finding projections while also preserving, in the display, the inherent variability in the dataset. We develop Max-Ratio Projections (MRPs) of the data that maximizes separation between groups (in projected space) relative to its total variability. We discuss obtaining these projections next.

**a) Directions that Maximize Between-Group Variance:** Given a labeled dataset, we find a linear subspace such that the groups are well-separated when the data are projected along this subspace. Let \( v_1, v_2, \ldots, v_k \) be \( k \) uncorrelated direction vectors spanning the linear subspace. In order to separate the groups, we want to project the data to each \( v_j \) such that the ratio of the projected between-group sum of squares and the total corrected sum of squares is maximized (equivalently, the ratio of the projected within-group sums of squares and the total corrected sum of squares is minimized).

Let \( \Xi = \{X_1, X_2, \ldots, X_n\} \) be \( n \) \( p \)-dimensional observation vectors. Then the corrected total sum of squares and cross-products (SSCP) matrix is \( T = (n-1)\Sigma \) where \( \Sigma \) is the sample dispersion matrix of \( \Xi. \) Let \( \forall \text{Var}(X_i) = \Sigma, \) then for any projection vector \( v_j, \) we have \( \forall \text{Var}(v_jX_i) = v_j\Sigma v_j. \) Further, for any two \( v_j \) and \( v_i, \) \( \forall \text{Cor}(v_j^\top X_i, v_i^\top X_i) = v_j^\top \Sigma v_i = 0 \) since the direction vectors decorrelate the observed coordinates. (We may replace \( \Sigma \) with \( \Sigma \) in the expressions above.) Therefore, we obtain \( v_1, v_2, \ldots, v_k \) in sequence to satisfy

\[
\begin{align*}
\max_{v_1} \frac{SS_{\text{group}}(v_1)}{SS_{\text{total}}(v_1)} \quad &\quad \max_{v_j} \frac{SS_{\text{group}}(v_j)}{SS_{\text{total}}(v_j)} \\
\quad &\quad \quad \quad v_j^\top Tv_i = 0, \quad 1 \leq i < j \leq k
\end{align*}
\]

where \( SS_{\text{total}}(v_i) \) is the corrected total sum of squares of the data projected along \( v_i \) (so is a scalar quantity), and \( SS_{\text{group}}(v_i) \) is the corrected between-group sum of squares of the data projected along \( v_i \). Equivalently, if \( SS_{\text{within}}(v_i) \) is the corrected within-group sum of squares of data projected along \( v_i \), we know \( SS_{\text{total}}(v_i) = SS_{\text{group}}(v_i) + SS_{\text{within}}(v_i). \) Therefore the ratio can be written as

\[
rac{SS_{\text{within}}(v_i)}{SS_{\text{total}}(v_i)} = 1 - \frac{SS_{\text{group}}(v_i)}{SS_{\text{total}}(v_i)}.
\]
Let \( T \) and \( B \) be the Max-Ratio Projections in decreasing order) solve (7). Let \( w \) and \( v \) solve the following, with respect to \( v \) and \( w \), respectively:

\[
\begin{align*}
\max_{v_j} & \quad v_j^T T v_j = 0, \quad 1 \leq i < j \leq k. \\
\min_{v_j} & \quad \frac{SS_{\text{within}}(v_j)}{SS_{\text{total}}(v_j)} \quad \forall v_j^T T v_j = 0, \quad 1 \leq i < j \leq k.
\end{align*}
\]

(3)

**Theorem 4.** Max-Ratio Projections. Let \( X_1, X_2, \ldots, X_n \) be \( p \)-dimensional observations from \( G \) groups. Let \( T \) be the total corrected SSCP and \( B \) be the corrected SSCP between groups. Let \( T \) and \( B \) both be positive definite. Then

\[
\hat{w}_j = \frac{T^{-\frac{1}{2}} w_j}{\|T^{-\frac{1}{2}} w_j\|}, \quad j = 1, 2, \ldots, k
\]

(4)

satisfies (2) where \( \hat{w}_j, j = 1, 2, \ldots, k \) are the eigenvectors corresponding to the \( k \) largest eigenvalues of \( T^{-1/2} B T^{-1/2} \).

**Proof.** Let \( \Gamma_g, g = 1, 2, \ldots, G \) be the \( n_g \times n \) matrix that selects observations from the matrix \( X \) that has \( X_g \) as its \( g \)th row. Here \( n_g \) is the number of observations from the \( g \)th group, for \( g = 1, 2, \ldots, G \). Then \( \Gamma_g X \) is the matrix with observations from the \( g \)th group in its rows and

\[
B = X' \left( \sum_{g=1}^{G} \frac{1}{n_g} \Gamma_g 1_{n_g} 1_{n_g}' \Gamma_g - \frac{1}{n} 1_n 1_n' \right) X
\]

(5)

and \( T = X'(I_n - 1_n 1_n'/n) X \). Also, \( X \) projected along any direction \( v \) yields \( SS_{\text{within}}(v) = v'Bv \) and \( SS_{\text{total}}(v) = v'Tv \) so that finding (2) is equivalent to

\[
\begin{align*}
\max_{v} & \quad \frac{v_j'Bv_j}{v_j'Tv_j} \quad v_j^T T v_j = 0, \quad 1 \leq i < j \leq k. \\
\max_{v} & \quad \frac{v_j'Bv_j}{v_j'Tv_j} \quad v_j^T T v_j = 0, \quad 1 \leq i < j \leq k.
\end{align*}
\]

(6)

Let \( w_j = T^{-1/2} v_j \), \( j = 1, 2, \ldots, k \). Then for each \( j \),

\[
\begin{align*}
SS_{\text{group}}(v_j) &= v_j'Bv_j = v_j'T^{-\frac{1}{2}} BT^{-\frac{1}{2}} w_j \\
SS_{\text{total}}(v_j) &= v_j'Tv_j = w_j'w_j
\end{align*}
\]

and \( v_j'Tv_j = w_j'w_j \). Then, instead of (6), we can sequentially solve the following, with respect to \( w_1, w_2, \ldots, w_k \):

\[
\begin{align*}
\max_{w} & \quad \frac{w_j'T^{-\frac{1}{2}} BT^{-\frac{1}{2}} w_j}{w_j'w_j} \quad 1 \leq i < j \leq k. \\
\max_{w} & \quad \frac{w_j'T^{-\frac{1}{2}} BT^{-\frac{1}{2}} w_j}{w_j'w_j} \quad 1 \leq i < j \leq k.
\end{align*}
\]

(7)

\( T^{-\frac{1}{2}} BT^{-\frac{1}{2}} \) is nonnegative definite, with at most \( G-1 \) positive eigenvalues, so \( k \leq G-1 \) in (7). Its eigenvectors \( \hat{w}_1, \hat{w}_2, \ldots, \hat{w}_k \) (corresponding to its \( k \) largest eigenvalues in decreasing order) solve (7). Let \( \hat{v}_j \) be the normalized version of \( T^{-\frac{1}{2}} \hat{w}_j \). Then \( \hat{v}_j \)s satisfy (6). The theorem follows.

Theorem 4 provides the projections that maximize separation between the groups in a lower-dimensional space in a way that also decorrelates the coordinates. The number of projections is limited by \( G-1 \). So, for \( G \leq 3, 1 \) to 2 projections and therefore 1D or 2D displays should be enough. (For \( G = 3 \), a RadViz2D figure should normally suffice, but, as we show later in our examples, choosing 4 projections yields a better display even though the additional \( 4-G+1 \) projections yield no additional information on group separation. We use springs to provide a physical interpretation for why these additional \( 4-G+1 \) coordinates are beneficial. The first \( G-1 \) MRP coordinates pull the data with different forces along the corresponding anchor points in a way that permits maximum separation of the classes. The remaining \( 4-G+1 \) anchor points correspond to the zero eigenvalues and do not contribute to the separation between groups, and so each group is pulled with equal force in the direction of these anchor points. These additional pulls separate the groups better in RadViz3D than in RadViz2D. (We choose 4 MRPs when \( G \leq 4 \) for RadViz3D because a 3D sphere is best separated using 4 equi-spaced anchor points because every axis is then equidistant to the other.)

The eigenvalue decomposition of \( T^{-\frac{1}{2}} BT^{-\frac{1}{2}} \) assumes a positive definite \( T \), for which a sufficient condition is that \( n_g > p \) for all \( g \). This assumption may not always hold so we now propose to reduce the dimensionality of the dataset for the cases where \( p \geq \min_g n_g \) while also preserving as far as possible its group-specific features and variability.

**b) Nearest Projection Matrix to Group-Specific Principal Components (PCs):** Our approach builds on standard PCA whose goal, it may be recalled, is to project a dataset onto a lower-dimensional subspace in a way that captures most of its total variance. We use projections that summarize the variability within each group. So, we summarize each group by obtaining PCs separately and then finding the closest projection matrix to all the group-specific PCs. Specifically, we have the following

**Result 5.** Suppose that \( V_1, V_2, \ldots, V_m \) are \( p \times q \) matrices with \( V_i^TV_j = I_q \), where \( I_q \) is the \( q \times q \) identity matrix. Let \( V = \sum_{j=1}^{m} V_j \) with singular value decomposition (SVD) \( V = P_i Q_i' \) where \( P_i \) is a \( p \times q \) matrix of orthogonal columns, \( Q_i \) is a \( q \times q \) orthogonal matrix and \( \Lambda_i \) is a \( q \times q \) diagonal matrix with \( v \) non-zero entries where \( v = \text{rank}(V) \). Then the \( p \times q \) matrix \( W = P_i Q_i' \) satisfies

\[
W = \arg\min\{\sum_{j=1}^{m} \|V_j - V_i\|_F^2 : W'W = I_q\}.
\]

(8)

**Proof.** (Several proofs for Result 5 [22] exist but we provide a novel alternative proof to add to the literature.) Minimizing \( \sum_{j=1}^{m} \|V_j - V_i\|_F^2 \) is the same as maximizing \( \sum_{j=1}^{m} \text{trace}(W'V_j^2) \) or, equivalently, \( \text{trace}(W'V) \). The full SVD of \( V = [P_i, P_i][\Lambda_i, 0][\Lambda_i, 0]' \), where \( \Lambda_i \) is the \( i \)th diagonal element of \( \Lambda \), is the nonnegative eigenvalue \( \lambda_i \). Then \( \text{trace}(W'V) = \text{trace}(Q_i W'P_i P_i'[\Lambda_i, 0][\Lambda_i, 0]') \). Let \( B = Q_i W'P_i P_i' \) have \( b_{ij} \) as its \( (i,j) \)th entry. Then \( BB' = I_q \) and \( |b_{ij}| \leq 1 \) for all \( i,j \). So, \( \text{trace}(W'V) = |\text{trace}(W'V)| \leq \sum_{i=1}^{\min \{p, n_1, n_2, \ldots, n_q\}} \lambda_i |b_{ii}| \leq \sum \lambda_i = \text{trace}(\Lambda_i) \), with equality holding when \( W = P_i Q_i' \).
The choice of $k$ may be based on the clarity of the display, or by the cumulative proportion (we use 90%) of the eigenvalues of $T^{-1/2}BT^{-1/2}$.

Remark 6. We compare MRP with orthogonal linear discriminant analysis (OLDA) [22] and uncorrelated linear discriminant analysis (ULDA) [24]. OLDA also produces orthogonal discriminant vectors that project data onto a lower-dimensional subspace, however the projection vectors satisfy $v_i^t \Sigma v_i = 0$, $i \neq j$. This does not necessarily mean uncorrelated projections of the data since $v_i^t \Sigma v_i$ is not necessarily zero. In our visualization, $v_i^t \Sigma v_j = 0$, $i \neq j$ is desired and MRP satisfies this by producing uncorrelated projection directions. On the other hand, ULDA uses the same set of uncorrelated projection directions as MRP. However, MRP uses the normalized vectors (columns of projection matrix) with unit length, while the column vectors of the ULDA projection matrix are not normalized. Specifically, both ULDA and MRP have $v_i^t \Sigma v_j = 0$, $i \neq j$, but in ULDA, $v_i^t \Sigma v_i = 1$, while in MRP, $v_i^t v_i = 1$. So the ULDA is actually MRP with a scaling step after the projection, such that each coordinate’s variance is 1. In that sense, MRP can display a better visualization as the variance of for each projection direction is preserved.

Algorithm 1 summarizes the use of GDT and MRP for mixed-features datasets.

Algorithm 1 RadViz3D for datasets with mixed features

1: Calculate the marginal ECDF $\hat{F}_1(\cdot), \hat{F}_2(\cdot), \ldots, \hat{F}_p(\cdot)$ for each of the $p$ coordinates of the dataset.
2: Simulate $V_i \sim_{iid} \text{Uniform}[0, 1]^p$.
3: Construct the transform $G(\cdot)$ with marginal ECDFs and simulated $V_i$, $i = 1, 2, \ldots, n$, as in Equation 1.
4: Transform $Y_i$ in the discrete dataset to $X_i$ with $X_i = G(Y_i, V_i), i = 1, 2, \ldots, n$.
5: Apply MRP on $X_i$, $i = 1, 2, \ldots, n$ via Algorithm 1.
6: Display MRP results by RadViz3D.

III. ILLUSTRATIVE PERFORMANCE EVALUATIONS

We illustrate our methodology on simulated 100D datasets of $n = 500$ observations from five groups with both discrete and continuous features and of known group separation and clustering complexity. The MixSim package [25] in R [26] allows for the simulation of (continuous) class data according to a pre-specified generalized overlap ($\omega$) [27], [28] that indexes clustering complexity, with very small values ($\omega = 0.001$) implying very good separation between groups and larger values ($\omega = 0.05$) indicating poorer separation and increased overlap. We discretize the first 50 coordinates in each group into 10 classes, based on the marginal deciles of the coordinate. We use the GDT and MRP on this mixed-features dataset and visualize using RadViz3D. Because of how our mixed-features datasets were generated, the MixSim-estimated pairwise overlaps between the 5 groups are essentially preserved (and displayed in the left columns of Fig. 1). Two views of RadViz3D displays of each dataset are in the middle two columns, and a 3D UMAP [12] visualization is in the right column of Fig. 1). Fig. S1 provides interactive 3D displays of RadViz3D, UMAP, t-SNE, Viz3D, and star coordinate plots with OLDA and ULDA. (OLDA,ULDA and MRP assume a low-dimensional linear subspace and require continuous variables while the default Euclidean distance used by UMAP and t-SNE is not always appropriate for mixed-features data. These methods are all also scale-variant. We use the GDT in mixed-features datasets – itself a major contribution of the paper – to address all these issues in all methods.) Further, in discussing the different displays, we note that the objective behind accurate visualization of labeled data is the display of labels according to the actual separation between them.

Fig. 1 and Fig. S1 show that RadViz3D provides meaningful displays that track the difficulty of separation very well as $\omega$ increases from 0.001 through 0.01 to 0.05 (see Fig. S1 for dynamic displays for $\omega \in \{0.0001, 0.001, 0.01, 0.05, 0.25\}$). Further, Fig. 1a shows the highest overlap between Groups 3 and 5 and between Groups 1 and 2 is fairly accurately reproduced in the RadViz3D display. Similar patterns are also noticed in Figs. 1b and 1c. For instance, in Fig. 1b, there are high overlaps between Groups 2 and 4 and between Groups 2 and 5, and these high overlaps, relative to the other pairs, is also reflected in the RadViz3D display. From Fig. 1c, we see that Groups 2 and 4 have the highest overlap and again RadViz3D produces a display consistent with this observation. Our illustrative experiment therefore shows RadViz3D’s ability to faithfully display high-dimensional grouped datasets with varying separation. Our displays of the competing methods show that, but for UMAP, they are unable to display the separation of classes even in the case when they are generated with low $\omega$. UMAP (for instance, Fig. 1 can separate out classes in all cases very well, but can not distinguish the cases when class labels are well-separated from the cases when they are not. Specifically, UMAP provides similar representation of the distinctiveness of the groups across all cases regardless of whether the groups are well- or poorly-separated (as quantified by the overlap measures). We contend that this good separation of data by labels regardless of their overlap or difficulty of separation is a desirable property of a classification algorithm but not for visualization which should faithfully render the correct status and should display well-separated labeled data as such and poorer-separated labeled data as such. In that goal, only RadViz3D provides meaningful displays.

IV. REAL-DATA EXAMPLES

We now explore the visualization of datasets with continuous, discrete or mixed features. The focus of our work is on displaying high-dimensional datasets, so we provide only one moderate (9D) example. Our other examples have larger $p$, in some cases of several thousands. For brevity, we only have static displays here with RadViz3D, and refer to the online resource for dynamic or competing displays.

A. Datasets with discrete features

We begin with datasets with discrete features. There exist no competing methods that can handle such datasets so we use the GDT on these datasets before using them. The MRP...
Fig. 1: Overlap maps (Ω, left) RadViz3D (middle figures) and UMAP displays (right) of simulated 100D mixed-feature datasets of varying group separation (ω̅). Label colors in Ω match those in the RadViz3D displays.

is also used before displaying with RadViz3D, star coordinates and Viz3D displays.

1) Voting records of US senators: The 108th US Congress had 55 Republican and 45 Democratic (including 1 independent in the Democratic caucus) senators vote on 542 bills [29]. We display the senators according to whether they voted for each bill or not (i.e. against/abstained). The RadViz3D (Fig. 2, Fig. S6f) display distinguishes the 2 groups, reflecting the political affiliation. Here $G = 2$, so three zero-eigenvalue projections beyond the MRP are used in the RadViz3D display. As explained in Section II-B0b, these additional projections (associated with the anchor points $X_2, X_3, X_4$) do not contribute towards separating the two groups which are separated solely by the first MRP (associated with $X_1$). A physical interpretation is that the spring on anchor point $X_1$ pulls one group harder than another group, separating it out, while the “null” springs on $X_2, X_3, X_4$ pull both groups with equal force. All anchor points are evenly-distributed on the unit sphere, so the forces applied by $X_2, X_3, X_4$ cancel and only the spring attached to $X_1$ separates the first group from the second in the visualization. RadViz3D and UMAP separate out the two groups, but RadViz3D, unlike UMAP (Fig. S6b), also gives us a sense of the closeness of some senators in either group with the other. The t-SNE (Fig. S6a), Viz3D (Fig. S6e)
Democratic ● Republican

Fig. 2: RadViz3D displays of senators’ voting records.

and especially star coordinate plots with ULDA (Fig. S6c) and OLDA (Fig. S6d) are unable to separate the two parties.

2) Adult Autism Spectrum Disorder (ASD) screening: This dataset [30] from the UCI’s Machine Learning Repository (MLR) [31] has 15 binary (and 5 additional) features on 515 normal and 189 ASD-diagnosed adults. The two groups are reasonably well-separated, with minimum classification error of 1.7% [32], and therefore should be easily separated. RadViz3D (Fig. 3 and Fig. S7f) performs better in separating two groups than t-SNE (Fig. S7a), star coordinates with OLDA (Fig. S7c) or ULDA (Fig. S7d), and Viz3D (Fig. S7e). UMAP (Fig. S7b) also separates the two groups, but they are completely disjoint and does not accurately reflect the best misclassification rate of 1.7% for this dataset.

3) SPECT heart dataset: This dataset [33] from the UCIMLR [31] has 22 binary attributes that summarize cardiac Single Proton Emission Computed Tomography (SPECT) images of 55 normal and 212 abnormal patients. Each image was summarized by means of 44 continuous features that was further processed to obtain 22 binary features [33]. The separation between these two groups is very good with current classification results [34] finding small but positive misclassification rates. In this example, RadViz3D (Fig. 4 and Fig. S8f) performs well in separating the two groups with very small overlap. UMAP (Fig. S7b) again produces disjoint groups in the visualization and fails to accurately reflect the non-zero misclassification rate between the two groups while t-SNE (Fig. S8a), Viz3D (Fig. S8e) and especially star coordinate plots with OLDA (Fig. S8c) or ULDA (Fig. S8d) fail to clearly display the separability of the two groups.

B. Datasets with mixed features

We now illustrate performance of RadViz3D on two real datasets with continuous and discrete-valued features. No method can currently display such datasets, so as in Section IV-A, we employ the GDT (and the MRP for RadViz3D and Viz3D) on the datasets before their display.

1) Indic scripts: This dataset [35] is on 116 different features from handwritten scripts of 11 Indic languages. We choose a subset of 5 languages from 4 regions, namely Bangla (from the east), Gurmukhi (north), Gujarati (west), Kannada and Malayalam (languages from the neighboring southern states of Karnataka and Kerala) and a sixth language (Urdu, with a distinct Persian script). Figure. 5a displays a line from a sample document in each script and illustrates the challenges in characterizing handwritten scripts because of the additional effect of individual handwriting styles. The challenges of accounting for handwriting variability, and the distinctiveness of the six scripts are captured well in the RadViz3D displays (Figs. 5b, 5c and S9f). For example, we see that Kannada and Malayalam are close by in the displays. The three Sanskrit-based languages of Bangla, Gujarati and Gurmukhi are neighbors of each other in the displays. The placement of Urdu farther from the rest but still close to both Gujarati and Bangla indicates the possible influence of Persian, for reasons of history and geography, on the handwriting of these scripts. The RadViz3D displays therefore make intuitive sense for this dataset. The t-SNE (Fig. S9a) and UMAP (Fig. S9b) displays distinguish the scripts very well but do not depict similarities between them. Indeed, the UMAP display separates even individuals from within the scripts, and in our view, performs poorly. Viz3D (Fig. S9e) distinguishes Urdu, Kannada and Gujarati very well but not the other languages while star coordinate plots (Figs. S9c,d) with OLDA and ULDA do poorly.
2) RNA sequences of human tissues: This dataset [36] consists of gene expression levels, in FPKM (Fragments per Kilobase of transcripts per Million), of RNA sequences from 13 human organs, from which we choose the eight largest (in terms of available samples) organs, – esophagus (659 samples), colon (339), thyroid (318), lung (313), breast (212), stomach (159), liver (115) and prostate (106) – for our illustration. This dataset has $p=20242$ discrete features, however some of them have so many discrete values, and the probabilities for these discrete values are almost equal and very small. So, these features have approximately continuous CDFs and can be considered to be continuous. Thus, this dataset essentially has both discrete and continuous attributes. The RadViz3D(Figs. 6 and S10f) display shows very clear separation between almost all the organs, except for the colon and the stomach that have marginal overlap while t-SNE (Fig. S10a) and UMAP (Fig. S10b) show unclear distinction of the organs and are unsatisfactory. Viz3D (Fig. S10e) and star coordinate plots (Figs. S10c,d) with OLDA and ULDA also perform worse than RadViz3D.

V. DISCUSSION

We develop methods for the display of labeled high-dimensional observations. We develop the MRP to summarize a dataset before display, such that the projected data have uncorrelated coordinates while also separating the different groups. A third contribution of this paper is to display data with mixed features so we propose using the GDT to transform features to have standard normal marginals, while preserving the correlation structure using copulas. Labeled datasets with discrete-valued, mixed or heavily-skewed attributes are transformed, after removing redundant features, to the continuous space using the GDT, following which they are displayed using the MRP and RadViz3D. Our methodology displays both the distinctiveness and complexity of labeled data well. The GDT and the MRP are general transformation and data reduction methods that we show can also be used with other visualization techniques. An R package radviz3d implementing our methodology is publicly available at https://github.com/fanne-stat/radviz3d/.

Some aspects of our development could benefit from further attention. For instance, the MRP is a linear projection method that is designed to maximize separation between labeled data. It would be interesting to see if non-linear projections can improve results. Also, for unlabeled data, we suggest the use of PCs in place of the MRP, but other transformations may provide better visualizations. Also, the GDT is inapplicable to datasets with features that have more than two nominal categories. It would be important to develop methodology for such datasets. Thus, we see that while this paper has made important contributions in visualizing mixed-attribute datasets, there remain issues that merit additional investigation.
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