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Abstract—We propose a method for combining probabilistic outputs of classifiers to make a single consensus class prediction when no further information about the individual classifiers is available, beyond that they have been trained for the same task. The lack of relevant prior information rules out typical applications of Bayesian or Dempster-Shafer methods, and the default approach here would be methods based on the principle of indifference, such as the sum or product rule, which essentially weight all classifiers equally. In contrast, our approach considers the diversity between the outputs of the various classifiers, iteratively updating predictions based on their correspondence with other predictions until the predictions converge to a consensus decision. The intuition behind this approach is that classifiers trained for the same task should typically exhibit regularities in their outputs on a new task; the predictions of classifiers which differ significantly from those of others are thus given less credence using our approach. The approach implicitly assumes a symmetric loss function, in that the relative cost of various prediction errors are not taken into account. Performance of the model is demonstrated on different benchmark datasets. Our proposed method works well in situations where accuracy is the performance metric; however, it does not output calibrated probabilities, so it is not suitable in situations where such probabilities are required for further processing.

Index Terms—Classifier fusion, ensemble methods, consensus theory

I. INTRODUCTION

In classifying an observation, the members of an ensemble of (probabilistic) classifiers will typically disagree, with individual classifiers sometimes producing markedly different predictions for the same observation. Leveraging such disagreement can be the very basis of improved overall performance, for example in boosting, where different subsets of classifiers might perform better in different settings [1]. Similar predictions are typically easy to handle when a single class prediction must be made; however, it is trickier to reach consensus decisions for markedly different predictions [2].

We consider the problem of fusing probabilistic classifier predictions to reach a consensus decision, i.e. a decision all members agree to support in the best interest of the whole group [3]. The key assumption we make is that the various classifiers have been trained to perform the same classification task. As a result, we would expect the classifier outputs to be quite similar, particularly in regions where they have fairly high confidence. In regions where a classifier is not confident about class probabilities, it is more likely that its prediction deviates more notably from those of other classifiers.

Various approaches have been developed [4] to take advantage of diverse classifier performance in different settings, including Bayesian methods [5] and Dempster-Shafer (DS) methods [6]. However, these approaches invariably make use of information about prior performance of the classifiers, such as the training or test error. Such information about classifier performance is invaluable for high-performance classifier fusion, since it allows one to account explicitly for the quality of each classifier. For DS methods, for instance, such information is used to form basic probability assignments of all subsets of classes [6]. This paper considers the challenging situation where the classifiers are particularly opaque, more so than in the traditional black-box setting: we do not know what model each classifier uses, how or on what data the classifier was trained, what features it was trained with, its performance on any past data, or any of its predictions on any previous observations.

In this setting, the most natural approach would be to use the principle of indifference [7], treating all of the classifiers equally. Prominent approaches based on this principle are the sum rule, the product rule, the majority vote rule [8] and the Borda count rule [9]. The approach we present here relies on

1The product rule corresponds to Bayesian decision fusion with a uniform prior over classifiers, assuming one of the classifiers is correct.
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the assumption that simply because various classifiers were trained for the same task, we expect there to be regularities in their outputs on future observations, which we should be able to leverage to obtain improved fused decisions relative to approaches using the principle of indifference.

This work is inspired by the negotiation process, where stakeholders (classifiers) attempt to reach consensus decisions: stakeholders gradually update their position during the negotiations until consensus is reached. Our approach is similarly an iterative process, in which initial classifier outputs are transformed to become more similar with the aim of reaching consensus.

Contributions

This paper introduces a classifier fusion method which takes advantage of prediction similarities to enhance consensus decision-making in once-off classifier fusion. While classifiers are not ultimately weighted equally, the approach is rooted in the principle of indifference, in that no external information is used to weight their relative importance. Rather, the fusion mechanism used leverages discrepancies between the predictions of the various classifiers on the observation of interest: fusion is essentially achieved by updating a probability vector for each classifier—initialized with the initial predictions—based on the discrepancies between them until they agree.

We empirically evaluate our proposed approach on a number of benchmark datasets from the UCI machine learning repository [10], as well as one from the Columbia object image library [11]. We observe that the accuracy of our approach generally exceeds those of the sum, product, majority vote, and Borda count rules in a variety of settings.

II. BACKGROUND AND LITERATURE REVIEW

While there is a vast literature on classifier fusion, the “zero-knowledge” situation we consider in this paper has received relatively little attention. In general, the lack of knowledge about the various classifiers would lead one to consider approaches based on the principle of indifference. Kittler et al. analyse and empirically compare various fusion approaches based on this principle, and note that the sum rule exhibited the best performance [8]. They attribute this to its lower sensitivity to estimation errors in individual classifier outputs.

We next introduce the sum rule, product rule, majority vote rule and Borda count rule. We wish to combine outputs. We wish to combine

\[ \Delta_{jk} = \begin{cases} 1 & \text{if } d_{jk} = \max_{s=1}^m d_{js} \\ 0 & \text{otherwise.} \end{cases} \]

The fused output using the majority vote rule is

\[ \frac{1}{m} \left( \sum_{j=1}^m \Delta_{j1}, \sum_{j=1}^m \Delta_{j2}, \cdots, \sum_{j=1}^m \Delta_{jl} \right). \]

\[ \beta_{jk} = l - \left| \{d_{ji} : d_{ji} > d_{jk} \lor (d_{ji} = d_{jk} \land i < k) \} \right|. \]

\[ \text{The fused output using the Borda count rule is} \]

\[ \frac{2}{ml(l+1)} \left( \sum_{j=1}^m \beta_{j1}, \sum_{j=1}^m \beta_{j2}, \cdots, \sum_{j=1}^m \beta_{jl} \right). \]

In this work, we will compare the performance of fusion methods for consensus decision-making, assuming a symmetric loss function. In this setting, the optimal decision for any fusion approach is to select the class with largest fused output. In the case of ties, we will arbitrarily select the class with minimum index among those with maximal outputs.

III. CLASSIFIER FUSION METHOD

Given \( x_m \), each classifier \( f_i \)’s output \( d_i \) will serve as an initial distribution \( \pi_i^{(0)} \). These initial distributions are the input to the fusion algorithm, and they are updated over a number of iterations until consensus (or an iteration limit) is reached. We call the resulting fusion method the Yawambo algorithm.

During each iteration \( t \), each current distribution \( \pi_i^{(t-1)} \) is updated to a new distribution \( \pi_i^{(t)} \). These updates are performed based on a vector of non-negative weights computed between each pair of current distributions. Each vector component expresses a level of support for one distribution’s prediction for a specific class from another, and is called a class support. Such a vector of class supports is termed a support. We denote the support for \( \pi_i^{(t-1)} \) from \( \pi_j^{(t-1)} \) by \( \beta_{ji}^{(t)} \). The updated distribution \( \pi_i^{(t)} \) is then calculated using the supports for \( \pi_i^{(t-1)} \):

\[ \pi_i^{(t)} = \alpha_i^{(t)} \pi_i^{(t-1)} \sum_{j \neq i} \beta_{ji}^{(t)}, \]

where the subscript \( k \) denotes a vector component (one per class), and \( \alpha_i^{(t)} \) is a normalisation constant. Since the supports will be non-negative (as discussed later), this yields valid probability distributions at each iteration. Consensus occurs when these distributions stabilize: our implementation requires

\[ \sum_{i=1}^m \left\| \pi_i^{(t)} - \pi_i^{(t-1)} \right\|_2 < m \varepsilon \]

2Yawambo means the first in Kikongo, one of the languages spoken in the Democratic Republic of Congo.
(for $\varepsilon = 10^{-6}$). On termination, we combine the final distributions using the sum rule—this simply provides a mechanism for resolving potential cases that do not reach consensus by the iteration limit.

We finally discuss how the required supports $\beta_{ji}(t)$ are calculated based on the current distributions $\pi_j(t-1)$ and $\pi_i(t-1)$. A support is a vector of positive scores that encodes a notion of similarity between two distributions: when two distributions are more similar, they assign stronger support to each other, as reflected by larger class supports. Support of distributions need not to be symmetric. While various support functions could be defined, the function we consider is inspired by Kullback-Leibler divergence [12].

This notion of support is related to the Matthew Effect [13], where group members with similar beliefs about a topic amplify and collect ever-larger support from each other. In the setting of our work here, if we cluster stakeholders (classifiers) into groups whose predictions are similar, the members of each group will assign stronger support to each other, and assign weaker support to members of other groups.

The class support for $\pi_i(t-1)$ from $\pi_j(t-1)$ with respect to class $c_k$ depends principally on two things: first, the probability $\pi_j(t-1)$ assigns to class $c_k$ (larger values correspond to higher class supports), and second on the difference between the probabilities that $\pi_i(t-1)$ and $\pi_j(t-1)$ assign to class $c_k$ (larger differences lead to smaller class supports). Specifically, at iteration $t$, the class $k$ support for $\pi_i(t-1)$ from $\pi_j(t-1)$ is

$$\beta_{ji}(t) = \frac{\pi_i(t-1)}{1 + D(\pi_i(t-1), \pi_j(t-1))},$$

where the dissimilarity for the $k$th components of $\pi_i(t)$ and $\pi_j(t)$ is given by

$$D(\pi_i(t), \pi_j(t)) = |\pi_{ik}(t) - \pi_{jk}(t)| \log(\frac{\pi_{ik}(t)}{\pi_{jk}(t)} + \varepsilon_0),$$

and $\varepsilon_0 = 10^{-6}$ is a smoothing term to avoid zero division. Figure 1 plots the class supports and related quantities in terms of the relevant class $k$ probabilities.

The resulting code is detailed in Algorithm 1. The source code of Yayambo can be found at https://bitbucket.org/jmf-mas/codes/src/master/classifier. Assuming that $T$ is the number of iterations until termination, its complexity is $O(Tm^2l)$. In terms of computational cost, the Yayambo method is more costly than the benchmark fusion methods. However, for typical $m$ and $T$, this complexity is hardly noticeable. Table I illustrates the algorithm, showing the evolution of two distributions $\pi_1(t)$ and $\pi_2(t)$ during execution. In this example, convergence is reached after 7 iterations.

IV. EXPERIMENTAL INVESTIGATION

A. Methodology

We compare our proposed classifier fusion method to the Borda count, majority vote, product and sum rules, discussed in Section II. We consider five performance metrics, namely: accuracy, cross-entropy loss, precision, recall, and F1-score. Since cross-entropy loss heavily penalizes confident misclassifications, we expect our approach may outperform the other techniques in terms of accuracy.

Our experiments were performed using six data sets from the UCI Repository [10], and one from from the Columbia object image library [11]: Iris; Gesture; Activity recognition; Handwritten digits; Satellite; Occupancy and Columbia. Some characteristics of these data sets are given in Table II.

Each object in the Columbia data set was captured from intervals around the object. In our experiments, we only consider 15 types of objects. We converted the RGB images to sequences of 16384 grayscale values, and then retained 97 principal components. For our experiments, we use Python and scikit-learn [14]. We generated classifier outputs using five classifiers trained with various hyperparameters:

- logistic regression fit with liblinear [15] ($f_1$),

3Since we mostly consider multi-class tasks, we report average precision, recall, and F1-score when considering each class as the true class.

4We built the PCA model using all of the training data.
The hyperparameters we selected to train these classifiers were deliberately selected to result in highly diverse classifiers. Classifiers \( f_1 \) and \( f_2 \) output valid probability distributions by default; the predictions from the support vector machines \( (f_3 \text{ and } f_4) \) were converted to probability distributions using the softmax operator [16], while for \( k \)-nearest neighbours \( (f_2) \) the probability distribution used was the empirical distribution over the training data set where \( n \) indicates the number of features selected (this will be used for situations where classifiers are trained on different subsets of features of a data set).

- \( k \)-nearest neighbours \((k-NN) (f_2)\),
- a support vector machine (SVM) with the sigmoid function kernel \( (f_3)\),
- an SVM with the radial basis function (RBF) kernel \( (f_4)\), and
- a multi-layer perceptron (MLP) trained with stochastic gradient descent \( (f_5)\).

The hyperparameters we selected to train these classifiers are given in Tables III and IV—for other hyperparameters, we used default values provided by scikit-learn. These hyperparameters were deliberately selected to result in highly similar as well as highly diverse classifiers. Classifiers \( f_1 \) and \( f_2 \) output valid probability distributions by default; the predictions from the support vector machines \( (f_3 \text{ and } f_4) \) were converted to probability distributions using the softmax operator [16], while for \( k \)-nearest neighbours \( (f_2) \) the probability distribution used was the empirical distribution over the training data set where \( n \) indicates the number of features selected (this will be used for situations where classifiers are trained on different subsets of features of a data set).

### TABLE I: Evolution of probability distributions over iterations of the Yayambo algorithm.

The column labelled \( \pi(i) \) shows the result of the sum rule applied to the distributions at the end of each iteration, and the final column shows the quantity monitored for detecting convergence.

| Data set        | Training | Test  | Attributes | Classes | \( n \) |
|-----------------|----------|-------|------------|---------|-------|
| Iris            | 110      | 45    | 4          | 3       | 2     |
| Gesture         | 295      | 15    | 5          | 5       | 12    |
| Activity        | 4725     | 2025  | 6          | 7       | 4     |
| Handwritten digit | 10000  | 3000  | 784        | 10      | 25    |
| Satellite       | 4435     | 2000  | 36         | 5       | 269   |
| Occupancy       | 8143     | 2695  | 5          | 2       | 2     |
| Columbia        | 715      | 315   | 97         | 15      | 54    |

### TABLE II: The characteristics of training data sets and the number of features considered to train classifiers on each data set.

### TABLE III: Hyperparameters used to train classifiers. For \( f_1, f_3 \) and \( f_4 \), \( C \) denotes the penalty parameter of the loss term. For \( f_2 \), \( k \) denotes the number of neighbours. For \( f_5, N \), \( \lambda \) and \( T \) denote the number of hidden layers, the learning rate and the number of epochs.

| Techniques | Iris | Gesture | Activity | Satellite | Degree | Occupancy | Columbia |
|------------|------|---------|----------|-----------|--------|-----------|----------|
| \( f_1 \)  | \( k = 60 \) | \( k = 15 \), \( \lambda = 2000 \), \( T = 500 \) | \( \lambda = 0.045 \), \( T = 50 \) | \( \lambda = 0.5 \), \( T = 100 \) | \( \lambda = 0.5 \), \( T = 0.01 \) | \( \lambda = 0.01 \), \( T = 0.0001 \) |
| \( f_2 \)  | \( \lambda = 0.2 \), \( k = 20 \), \( \lambda = 0.2 \) | \( \lambda = 0.2 \), \( k = 20 \), \( \lambda = 0.2 \) | \( \lambda = 0.2 \), \( k = 20 \), \( \lambda = 0.2 \) | \( \lambda = 0.2 \), \( k = 20 \), \( \lambda = 0.2 \) | \( \lambda = 0.2 \), \( k = 20 \), \( \lambda = 0.2 \) | \( \lambda = 0.2 \), \( k = 20 \), \( \lambda = 0.2 \) |
| \( f_3 \)  | \( N = 10 \) | \( N = 1 \), \( \sigma_{relu} \) | \( N = 1 \), \( \sigma_{relu} \) | \( N = 1 \), \( \sigma_{relu} \) | \( N = 1 \), \( \sigma_{relu} \) | \( N = 1 \), \( \sigma_{relu} \) |
| \( f_4 \)  | \( N = 2 \) | \( N = 2 \), \( \sigma_{relu} \) | \( N = 2 \), \( \sigma_{relu} \) | \( N = 2 \), \( \sigma_{relu} \) | \( N = 2 \), \( \sigma_{relu} \) | \( N = 2 \), \( \sigma_{relu} \) |

### TABLE IV: Hyperparameters used to train similar classifiers on the Columbia data set.

- Fusing the outputs of \( f_1 \) to \( f_3 \) trained on the default training data sets.

Our experiments considered the following cases for each data set, in an attempt to comprehensively test the proposed approach and identify its limitations. (Unless otherwise specified, hyperparameters were as in Table III):
• Fusing the outputs of multiple similar classifiers $h_1$ to $h_5$ (either all MLPs, all k-NN, or all SVM classifiers) trained on the default training sets, with hyperparameters as per Table IV.
• Fusing the outputs of $f_1$ to $f_5$ trained on differing subsets of observations from the default training sets.
• Fusing the outputs of $f_1$ to $f_5$ trained on differing sets of features of the default training sets.
• Fusing the outputs of varying numbers of classifiers (between 2 and 5) by selecting subsets of $f_1$ to $f_5$.

Finally, we consider some artificial settings where our assumptions of regularity of trained classifiers may be violated.

B. Results and discussion

Over all the experiments, Yayambo reached consensus within 5–23 iterations.

1) Classifiers trained on the same data set: The results of the five metrics we considered when applying the Borda count rule, the majority vote rule, the sum rule, the product rule and the Yayambo fusion technique to classifiers trained on the same data set are presented in Tables V–VII.

While almost all the fusion algorithms exhibited perfect accuracy, precision, recall and $F_1$ values on the Iris test data set, the decisions resulting from the Yayambo method outperformed those from the benchmark methods on all the other data sets for all of these metrics.\(^5\) Our results also confirm those of [8] in that the sum rule generally outperformed the majority vote rule and the product rule on these metrics. We see that all five fusion methods behave similarly when all of the individual classifiers are strong. The Yayambo method is most beneficial when the predictions are highly diverse, i.e. the classifiers give different opinions for the same input. This reflects in better fusion performance when combining classifiers with more widely differing performance levels, such as in the Columbia data set in Table V. These results indicate that it is beneficial to use Yayambo as it provides robustness to varying quality of individual classifiers on various quality metrics, with comparable performance when classifiers have similar performance.

![Table V: Test accuracy of individual classifiers, the benchmark fusion methods and Yayambo for various data sets. Bold values in all tables indicate the best performance.](image)

As expected, the sum rule and product rule outperformed Yayambo in terms of cross-entropy loss in all cases except the Iris data set, where no prediction errors were made. This is because the sum rule and product rule methods return a sort of average of the probability distributions of individual classifiers, so that these two methods will not return overconfident predictions. Thus, in the case of misclassified observations, the contribution to the loss with the sum rule and product rule are limited. On the other hand, Yayambo’s consensus-seeking approach leads to overconfident classifications, with extremely high corresponding loss values in the case of misclassification: this results from the probability of the correct class being driven down to zero. These high loss values typically easily outweigh the reduction in loss caused by more confident correct classifications. This behaviour confirms that our fusion approach is not suitable for downstream tasks where calibrated fused output probabilities are desired. It is also worth noting that for most data sets, one or more of the individual classifiers had lower cross-entropy loss than all the fusion methods.

![Table VI: Precision, recall, and $F_1$ values of individual classifiers, the benchmark fusion methods and Yayambo for various data sets.](image)

The Borda count rule and majority vote rule were outperformed by other fusion methods in various experiments run. A potential weakness of the Borda count rule and majority vote rule is that the specific values of the probabilities are ignored when performing the fusion (although this might make them robust to outliers or overconfident classifiers).

![Table VII: Cross-entropy losses of individual classifiers, the benchmark fusion methods and Yayambo for various data sets.](image)
In Tables V–VII, we considered five fusion methods. Since in these tests the sum rule generally outperforms the product rule, the Borda count rule and the majority vote rule, the results in the following sections will focus almost exclusively on Yahambo and the sum rule. Similarly, in our further experiments, we will only report on accuracy: we have already established that Yahambo is vulnerable to poor performance on cross-entropy loss.

2) Similar classifiers trained with different parameters on the same data set: Results of the fusion methods on the Columbia data set using the same classifiers but with different hyperparameters are presented in Table VIII. Here h1 to h5 are all classifiers of the same type—denoted by the row heading—with hyperparameters as specified in Table IV. The fusion methods yielded the same accuracy when fusing multiple k-NN classifiers, with two of the individual classifiers outperforming all the fusion approaches. Yahambo outperformed the sum rule for fusing MLP and SVM classifiers, where both fusion methods outperformed all the individual classifiers and the other three fusion methods.

Note that two individual k-NN classifiers in Table VIII outperform all the fusion methods. This is unsurprising for the benchmark methods. For Yahambo, we might hope that the exchange of supports might help us avoid this, but these results illustrate that it is quite possible for classifiers with low accuracies (i.e. h3, h4 and h5) to support each other’s erroneous predictions, outweighing support for the correct predictions by the other classifiers (since classifiers can be wrong and in agreement): recall that the classifiers do not have a prior notion of which other classifiers perform better.

3) Classifiers trained on different subsets of the data set: The results of our proposed fusion method and the benchmark fusion methods when various classifiers are each trained on a different subset of the data set are presented in Table IX. Table X shows the data set sizes for training of classifiers on different data sets, with data sets randomly chosen without replacement.

Our fusion technique once again typically achieves accuracy better than or equal to the sum rule: the approaches yield the same accuracy on one task; Yahambo outperforms the sum rule on four tasks, and the sum rule performs best in two cases. When classifiers are trained on different data sets for the same task, we might consider them to be more likely to have differing views on the prediction of future test data points. If this is the case, the better performance of Yahambo over the sum rule provides support to the view that Yahambo is more suitable for highly diverse classifiers, i.e. classifiers with significantly differing predictions for an observation.

### Table VIII: Test accuracy of the fusion methods and individual classifiers using similar classifiers with different hyperparameters trained on the Columbia data set.

| Techniques | MLP | k-NN | SVM |
|------------|-----|------|-----|
| h1         | 0.9444 | 0.8881 | 0.9444 |
| h2         | 0.8635 | 0.8127 | 0.7937 |
| h3         | 0.9067 | 0.9377 | 0.9051 |
| h4         | 0.8572 | 0.8672 | 0.6095 |
| h5         | 0.7238 | 0.7400 | 0.1048 |
| Borda count rule | 0.9082 | 0.9004 | 0.9010 |
| Majority vote rule | 0.7041 | 0.7114 | 0.7046 |
| Product rule | 0.6557 | 0.7114 | 0.7078 |
| Sum rule | 0.7486 | 0.7511 | 0.9010 |
| Yahambo | 0.8000 | 0.7841 | 0.9005 |

### Table IX: Accuracy values of the fusion methods on test data using classifiers trained on different subsets of data set.

| Techniques | int | Genre | Activity | Subject | Light | Occupancy | Columbia |
|------------|-----|-------|----------|---------|-------|-----------|----------|
| f1         | 0.8859 | 0.1315 | 0.4690 | 0.7349 | 0.4248 | 0.8640 | 0.5819 |
| f2         | 0.9113 | 0.5468 | 0.7452 | 0.9242 | 0.7347 | 0.9059 | 0.5111 |
| f3         | 0.7556 | 0.1214 | 0.5807 | 0.2150 | 0.9009 | 0.7359 | 0.2032 |
| f4         | 0.7910 | 0.5383 | 0.6921 | 0.0403 | 0.0998 | 0.7430 | 0.5460 |
| f5         | 0.9506 | 0.4791 | 0.5032 | 0.7030 | 0.9393 | 0.9852 | 0.7302 |
| Borda count rule | 0.9122 | 0.6002 | 0.5704 | 0.9001 | 0.9014 | 0.9234 | 0.9045 |
| Majority vote rule | 0.9084 | 0.6211 | 0.7622 | 0.9044 | 0.9325 | 0.9419 | 0.9143 |
| Product rule | 0.9778 | 0.6328 | 0.7555 | 0.8220 | 0.9044 | 0.9409 | 0.8793 |
| Sum rule | 0.9778 | 0.6429 | 0.7644 | 0.8220 | 0.9044 | 0.9435 | 0.8793 |
| Yahambo | 0.9778 | 0.6607 | 0.7082 | 0.8240 | 0.8793 | 0.9519 | 0.9143 |

### Table X: Data sets sizes for training of classifiers.

| Techniques | int | Genre | Activity | Subject | Light | Occupancy | Columbia |
|------------|-----|-------|----------|---------|-------|-----------|----------|
| f1         | 0.85 | 0.544 | 0.2543 | 0.6992 | 0.9398 | 0.7612 | 0.9139 |
| f2         | 0.85 | 0.588 | 0.2651 | 0.6992 | 0.9398 | 0.7612 | 0.9139 |
| f3         | 0.85 | 0.595 | 0.2695 | 0.6992 | 0.9398 | 0.7612 | 0.9139 |
| f4         | 0.85 | 0.578 | 0.2651 | 0.6992 | 0.9398 | 0.7612 | 0.9139 |
| f5         | 0.85 | 0.578 | 0.2651 | 0.6992 | 0.9398 | 0.7612 | 0.9139 |

### Table XI: Test accuracy of the benchmark fusion methods, Yahambo and individual MLP classifiers trained on different data sets. Bold values indicate best performance.

Table XI shows results of using various classifiers of the same type but with different hyperparameters (we chose MLPs in this case) when trained on different subsets of the training data sets. Unlike Table IX, this table shows that when the same classifier type was trained on different subsets of a data set, Yahambo only slightly outperformed the sum rule. This might indicate that the both fusion methods are recommended when classifiers are highly similar.

4) Classifiers trained on different subsets of features: Table XII compares our proposed fusion method and the benchmark fusion methods when classifiers are trained on different features of a data set. The number of features considered for each data set were shown in Table II; features were randomly selected without replacement.

| Techniques | int | Genre | Activity | Subject | Light | Occupancy | Columbia |
|------------|-----|-------|----------|---------|-------|-----------|----------|
| f1         | 0.85 | 0.205 | 0.3045 | 0.8959 | 0.8220 | 0.9248 | 0.9655 |
| f2         | 0.85 | 0.205 | 0.3045 | 0.8959 | 0.8220 | 0.9248 | 0.9655 |
| f3         | 0.85 | 0.205 | 0.3045 | 0.8959 | 0.8220 | 0.9248 | 0.9655 |
| f4         | 0.85 | 0.1296 | 0.5366 | 0.6182 | 0.8101 | 0.5666 | 0.6562 |
| f5         | 0.85 | 0.7238 | 0.9048 | 0.7550 | 0.8775 | 0.5376 | 0.4010 |
| Yahambo | 0.85 | 0.7238 | 0.9048 | 0.7550 | 0.8775 | 0.5376 | 0.4010 |

### Table XII: Accuracy values of the fusion methods on test data using different classifiers trained on different features of data set.

Here we observe that, for many of the data sets, most of the individual classifiers outperform the fusion methods, with f4

...
outperforming the other classifiers for most of the tasks. We would expect some classifiers to perform poorly in some cases if the selected features do not have sufficient discriminatory information to perform high-quality classification. However, it is unclear why $f_4$ specifically performs so well. In other words, there is no clear explanation of why fusion methods achieve poor results, a clearer explanation requires a more in-depth investigation. The results show that our fusion technique and the sum rule method achieve roughly the same average performance (accuracy in this case) on some data sets, with no clear advantage for either approach.

The poor performances of our fusion methods might be caused by the fact that individual classifiers were trained on different features. This indicate that our fusion methods require that individual classifiers have some regularity in the behaviours, which requires that individual classifiers be trained on the same features.

5) Increasing the number of classifiers: Table XIII shows the accuracies of the fusion methods when increasing the number $m$ of classifiers. For the selection of classifiers, we sample the number of classifiers to be considered in the range $2 \leq m \leq 5$; we sample 3 classifiers 3 times and average their performances. For two classifiers, the sum rule generally outperformed Yayambo. However, for $m \geq 3$, Yayambo largely outperformed the sum rule. (On the Iris and Occupancy data sets, both techniques yield almost identical results. This is probably because the classifiers trained on these two data sets have fairly similar behaviour, as evidenced by their similar accuracies.)

To be able to evaluate accuracies of our artificial classifiers, we generate 5000 expected predictions for each class. Expected performance for each of 5 individual artificial classifiers is shown on the second column of Table XIV.

Note that viewed at the output level, the first and the third classifiers are in close agreement—see the small value at the intersection of $f_1$ and $f_3$ in Table XVI—while they differ substantially from the other three classifiers. On the other hand, from a decision perspective, the first and the second classifiers agree exactly—see the high value at the intersection of $f_1$ and $f_2$ in Table XVII; we used accuracy to evaluate classification disagreement between two classifiers, while the third classifier disagrees totally with the first two classifiers. The fourth and fifth classifiers can agree or disagree with others depending on the random outputs.

| Techniques | Expected accuracy | Case 1 | Case 2 | Case 3 | Case 4 |
|------------|------------------|-------|-------|-------|-------|
| $f_1$      | 1.0000           | 1.0000| 1.0000| 1.0000| 1.0000|
| $f_2$      | 0.0000           | 0.0000| 0.0000| 0.0000| 0.0000|
| $f_3$      | 0.8250           | –     | –     | 0.8242| 0.8242|
| $f_4$      | 1.0000           | 0.5000| 1.0000| 0.5017| 0.5017|

TABLE XIV: Accuracy values of the fusion methods using artificial classifiers. Here, cases refer to numbers of classifiers considered.

6) Artificial classifiers: Our empirical results so far provide evidence that the Yayambo fusion approach often outperforms the Borda count rule, the majority vote rule, the product rule and the sum rule, but we also see cases where this does not hold. Here we consider fusing outputs of some hypothetical classifiers which we define by specifying their behaviour, rather than training them. The hope is that the extreme setting we describe here sheds further light on the behaviour of our proposed fusion method, for which results are presented in Tables XIV (where we consider an increasing number of classifiers) and XV (where we consider all classifiers).

For the artificial classifier outputs, we have the following situation. We consider fusing five classifiers $f_1$ to $f_5$ for a binary classification task, where:

- $f_1$ always classifies correctly, with probability predictions 0.51 for the correct class and 0.49 for the incorrect class;
- $f_2$ also classifies perfectly, but it assigns probabilities 0.9 and 0.1 for the correct and incorrect class respectively;
- $f_3$ is always wrong: it predicts 0.49 for the correct class, and 0.51 for the incorrect class;
- $f_4$ correctly classifies a test point with an assigned probability of 0.7 in 65% of cases, and in the other 35% outputs a distribution with a first class probability sampled uniformly from (0, 1); and
- $f_5$ always outputs a distribution with a first class probability sampled uniformly from (0, 1).

TABLE XV: Accuracy values of the fusion methods using artificial classifiers. Here, cases refer to different runs of the fourth and fifth classifiers as they are purely random.
We proposed a classifier fusion method which combines classifiers’ outputs, even though knowledge about their functioning or prior performance is not available. The method attempts to take advantage of the expectation of similar behaviour of classifiers trained for the same task. The output of the method is focused on consensus-driven decision-making, where the loss function is symmetric. Since the method does not aim to output calibrated probabilities for the various classes, it is not recommended for use in downstream tasks where such probabilities are desirable.

Our experiments compare our approach to four established black-box classifier fusion approaches, the Borda count rule, the majority vote rule, the product rule and the sum rule. We found that our proposed method generally outperformed these fusion approaches, yielding the best accuracy in many of the cases we considered. This observation held for both highly similar and highly diverse classifiers, indicating that our proposed method is more robust to disparities in the quality of individual classifiers than the sum rule, the product rule, the majority vote rule or the Borda count rule.

It should be noted that the sum rule and product rule are recommended for generating calibrated fused outputs; it is possible that still other fusion approaches might be recommended for consensus-based decision-making. In our experiments we observed empirically that even though supports assigned to predictions are asymmetric, the updated probability vectors converge. While a consensus decision is not necessarily correct, we contend that achieving consensus from different initial distributions using such an asymmetric notion of support confers some credence on the final decision.

There are a number of avenues of interesting theoretical work to further develop our understanding of the Yayambo fusion method. First, it would be good to establish convergence theoretically. Further, it may be possible to obtain a closed form expression for the consensus class from the initial probabilities without performing the iteration explicitly, possibly with some modifications to the forms of the equations used for the supports. Finally, it would be interesting to consider how to formalize a probabilistic prior interpretation of the regularity assumption we are making, and what posterior it leads to in the Bayesian probability setting. The connections this could lead to may lead to support formulae with better theoretical motivations and further improved performance. It would also lay a solid foundation for fusion of multiple sequential observations, rather than the once-off case considered by our algorithm.
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