A rapid density method for taxi passengers hot spot recognition and visualization based on DBSCAN
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With the development of city size and vehicle interconnection, visual analysis technology is playing a very important role in the course of city calculation and city perception. A reasonable visual model can effectively present the feature of city. In order to solve the problem of traditional density algorithm that cluster the large scale data slowly and cannot find cluster centers to adapt taxi track data. The DBSCAN (density-based spatial clustering of applications with noise plus) algorithm that can split data and extract maximum density clusters under the large scale data was proposed in the paper. The passenger points should be cleaned from the original point of the passenger trajectory data firstly, and then the massive passenger points are sliced and clustered cyclically. In the clustering process, the cluster centers can be extracted based on maximum density, and finally the clustering results are visualized according to the results. The experimental results show that compared with other popular methods, the proposed method has significant advantages in clustering speed, precision and visualization for large-scale city passenger hotspots. Moreover, it provides important decisions for further urban planning and promotes the traffic efficiency.

With the development of urban traffic, visual analysis technology plays an important role in the analysis process of urban traffic hot spots. Taxi is not available during peak hours, and usage during off-peak hours is low. This taxi imbalance problem can be resolved by analyzing the spatial data and predicting the demand hotspots to identify areas with potential passengers. The discovery of hot spots can bring tremendous benefits to drivers and passengers. Luo et al. put forward a visual analysis method for urban roads. More cities have established taxi stands to advocate and to guide passengers to hail a taxi. However, most of taxi stands have low rate of usage. Building a reasonable visual model can effectively display the spatial and temporal distribution characteristics of urban hot spots. The formation of hotspots is strongly correlated with many features, i.e., time, space, and the distribution of points of interest. Detailed urban land social function identification is an integral part of urban planning. It also can provide important decision information for urban planning and so on.

DBSCAN is the most popular clustering method based on density. Kumar et al. proposed a fast DBSCAN clustering algorithm which uses group method to accelerate neighborhood search. The traditional DBSCAN algorithm has some limitations in clustering mass taxi traffic track data points, such as being unable to adapt to large-scale data, unable to identify cluster centers, and slow and single thread clustering speed process.

Among the existing techniques, there are five ways to visualize taxi hot spots based on DBSCAN traffic data:

1. Icon-based visualization: The GBADBSCAN algorithm used icons to represent passenger hotspots in data visualization.
2. Color features visualization: For example, the LCS-BASED DBSCAN clustering algorithm used different colors to distinguish in the visualization of passenger hot spots.
3. Time-axis features visualization: For example, Zhao et al. proposed a time-axis based passenger hot spot area, and used different colors to mark the passenger hot spot area in different time periods.
4. By dividing grid cells: DBSCAN algorithm based on network constraints and Zheng proposed a grid-based k-means traffic hot area recognition algorithm, while Zhou et al. proposed a clustering model for
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detecting track points using the potential threshold method of data field to extract hot spots, Kong et al.\textsuperscript{16} filled different areas with different colors to display the interactive intensity of this target area, showing the number of taxi trips from different areas (grid) to major hospitals in Beijing. Wang R segments road network into several road clusters and use ranking-based extreme learning machine (ELM) model to evaluate the passenger-finding potential of each road cluster\textsuperscript{17}.

5. By processing image: Liu D et al. proposed a solution that projects all points to a density image and execute variant of the DPC algorithm on the processed image\textsuperscript{18}.

These algorithms improved DBSCAN, whether based on icon-based visualization, color feature visualization, time-axis feature visualization or grid-based partitioning, all achieve certain clustering results in the cluster hotspot region and match the clustering results on the map in a certain way. However, the existing DBSCAN improved algorithm is not efficient in processing big data, and the clustering accuracy is insufficient. In the visualization technology, hot spots or sections are not displayed on the map according to the thermal size, and the thermal relationship between hot spots cannot be judged intuitively.

The DBSCAN+ based taxi passenger hot spot visualization method is proposed in this paper. Compared with existing technologies, cluster centers are introduced into the traditional DBSCAN algorithm to identify cluster centers. Parallel computing and fractal dimension reduction processing can adapt to large-scale data and cluster quickly. It overcomes the problem that the existing technology cannot adapt to mass data and lack of precision in the extraction of hot spots for taxi passengers\textsuperscript{19}. In terms of visualization effect, the method presented in this paper can directly and effectively show the passenger carrying heat capacity of each region of the city. The actual geographic location table of passenger hot spots after the heat output is refined. It overcomes the problem that mass clustering hot spots are not visualized directly on the map and are not easy to make decisions. Then, relevant departments can make decisions on taxi operation and dispatch according to the degree of aggregation in each hot area and help taxi drivers to find hot spots and wait for passengers more quickly. It is also great significance to optimize the spatial allocation of public facilities and rationally allocate public resources to alleviate traffic pressure. In addition, taxi passenger hot–spots recognition can also contribute to identify a location in each cluster as a candidate bus taxi stands and bus stop or address the problem of night-bus stop planning by investigating the characteristics of taxi GPS trajectories and transactions\textsuperscript{20–22}. The trajectory data provides us with a unique new perspective to discover and understand human behavior patterns and potential intelligence in various situations and determine the functions of the hot-spot regions\textsuperscript{23,24}.

Method
The algorithm mainly includes Data preprocess, DBSCAN+ Algorithm and Visualization. The overall architecture of the algorithm is shown in Fig. 1.

Preprocessing of trajectory data. Due to the large amount of trajectory data and the influence of GPS device precision and environment and other factors, some abnormal points\textsuperscript{25} were included in the initial GPS data points, which would directly affect the accuracy of subsequent trajectory processing. We firstly preprocessed the data to a certain extent and then clustering it.
Trajectory data description. In the taxi GPS data trajectory resources of Huai'an city from 2017 to 2018, the method of removing the interference data from the large initial data is as follows: set the maximum taxi speed as \( V_{\text{max}} \). GPS trajectory data points are extracted from the GPS data trajectory for a period of time, which is denoted as GPS trajectory sequence \( \{p_1, p_2, \ldots, p_k\} \), \( k \) is the number of trace points in the sequence. The reservation is selected to meet the following GPS data trajectory points:

\[
0 < \frac{\text{distance}(p_{i+1}, p_i)}{(t_{p_{i+1}} - t_{p_i})} < V_{\text{max}}
\]

where distance \((p_{i+1}, p_i)\) represents the distance of the surface of the earth from \(p_{i+1}\) to \(p_i\), \(t_{p_{i+1}}\) represents the time to collect the \(p_i\) track point, and \((t_{p_{i+1}} - t_{p_i})\) represents the time difference between point \(p_{i+1}\) and point \(p_i\). If \(p_i\) does not satisfy the above equation, \(p_i\) is a jump point, and the GPS data track point is removed.

The data used in this paper is the taxi GPS trajectory data of Huai'an city from 2017 to 2018. The data collected the taxi trajectory with GPS device in Huai'an city for nearly one and a half years. The data size is about 200G, and the sampling time interval is 30–60 s. Each trajectory point contains the following parameters as Table 1.

| Data field | Data description |
|-----------|------------------|
| Vid       | The unique license plate number of a car |
| Gps_time  | The sampling time of sampling point, the representing form is 'yyyy-MM-dd HH:mm:ss' |
| Lon       | Longitude (°1,000,000), accurate to 6 decimal places |
| Lat       | Latitude (°1,000,000), accurate to 6 decimal places |
| Speed     | Speed: 0.1 km/h |
| Mile      | Mileage: 0.1 km |
| Dir       | Direction: 0–359, true north is 0, clockwise |
| Operstate | The passenger status of the taxi at the current sampling point |
| ClusterId | The cluster ordinal number (0: unclassified, −1: noise point, positive number: ordinal number) |

Table 1. OBD partial data parameter description.

Pick-up and drop-off points. In order to facilitate the extraction of data points from the bus, this paper uses cursor operation to traverse all data in the database. The data point of boarding, that is, the vehicle \( \text{operate state} \) changes from no-load state to passenger state at this moment, while the data point of getting off is opposite. Therefore, the operation status of taxi data collection is selected as the judgment basis, and the passenger status of the two tracking points before and after comparison is used to determine whether it is the data point of getting on and off the taxi, as shown in Fig. 2.

DBSCAN\(^*\) algorithm. The traditional DBSCAN algorithm has the limitations of not being able to adapt to large-scale data, not being able to identify cluster centers, and slow single-threaded clustering speed in the process. In this section, the practical application of DBSCAN algorithm to cluster mass trajectory points is presented, and the DBSCAN\(^*\) algorithm is proposed for the limitation. Finally, experimental data were compared from the three aspects of clustering accuracy, algorithm complexity and resource utilization, indicating the superiority of DBSCAN\(^*\) algorithm in clustering massive trajectory points.
DBSCAN algorithm. Based on density clustering algorithms, the primary goal is to look for dense areas separated by low-density areas. Different from the density based clustering algorithm, the distance based clustering algorithm's clustering results are spherical clusters, while the density based clustering algorithm can find clusters of any shape, which has a good effect on the processing of data with noise points. DBSCAN is the most commonly used density—based clustering method. The algorithm divides data points into the following three types:

- Emphasis: It contains a point in the radius \( Eps \) that exceeds the number of \( MinPts \).
- Boundary point: It contains less than \( MinPts \) within a radius of a share, and it's in the neighborhood of the nuclear core.
- Noise point: It's neither a core point nor a boundary point.

The basic principle of DBSCAN algorithm is to find the maximum density associated in the data point set by setting the scanning radius \( Eps \) and the minimum inclusion point \( MinPts \). As shown in Fig. 3, the figure is the DBSCAN clustering result graph with \( MinPts = 5, Eps = 1 \) as the parameter, where the red point is the core point, the blue point is the boundary point and the black point is the noise point.

Therefore, the algorithm simply considered the distance between data points and the minimum number of inclusion points required for each core point. In the case of a large amount of data, many problems occur frequently, such as excessive trace points, wide coverage area, poor visualization effect and inability to find hot spots accurately often occur in clusters.

DBSCAN+ algorithm. The core idea of DBSCAN+ algorithm is to find the first cluster, then find the cluster centers of each cluster in the clustering results and cluster the results again, so as to effectively reduce the algorithm's time and space complexity. At the same time, through clustering algorithm based on density determine the center of each cluster, thus locating passenger hotspots accurately. The method to determine the cluster center mentioned in the article is to determine the geometric center. This algorithm is more scientific based on the density center.

The algorithm first separates the noise point and core point \( P \) based on \( Eps \) and \( MinPts \), and the neighbor node set \( N[N_1, N_2, N_3...] \) of core point \( P \) is obtained. Then the core point \( P \) is extended cluster operation.

Extension cluster: The neighbor points of the core points were divided into clusters, and the neighbor core points \( N_i \) and its neighborhoods were added to the cluster. The following is the definition of maximum density connection after extended cluster:

\[
N = \left\{ \bigcup_{i=1}^{n} X_i \bigcup P \bigcup_{j=1}^{n} X_j \in N_{i, domain}(N_{i, count} > Minpts) \right\}
\]

where \( N \) represents the extended cluster set of the maximum density connected, \( P \) represents the core point of the cluster, and \( X_i \) represents the neighbor node set of the cluster, \( X_j \) represents the neighborhood set of the neighbor node in the cluster that is larger than the minimum number of cluster points.

Determining the cluster center. As the upper and lower passenger points of taxis are generally distributed on both sides of the road, the clustering results tend to be a banded cluster. The cluster center simply takes the center of mass of the cluster as the cluster center, so it is easy to fail to accurately reflect the passenger hot spots. Therefore, the density based method is adopted to determine the cluster center.

Recognition of class clusters is a prerequisite for the operation of cluster center recognition. The cluster centers of class are identified by the following formula:
In the formula, $\delta_k$ represents the cluster centers of class clusters, $\rho_{ki}$ represents the density of point $N_i$ in the cluster, the function of Neighbours() represents the number of neighboring nodes, and count() represents the total number of points in the cluster. The density is calculated for each point in the cluster. The calculation method is to calculate the ratio of the number of neighbor points at the point $P$ to the total number of points in the cluster, which is denoted as the density of $P$ points. Finally, we find out the point with the highest density in the cluster which contains the largest number of neighbor nodes as the center of the cluster. The cluster center identification flowchart is shown in Fig. 4.

\[
\delta_k = \max (\rho_{ki}) \quad (3)
\]

\[
\rho_{ki} = \frac{\text{Neighbours()}}{\text{count}(N)} \times 100\% \quad (4)
\]

In the formula, $\delta_k$ represents the cluster centers of class clusters, $\rho_{ki}$ represents the density of point $N_i$ in the cluster, the function of Neighbours() represents the number of neighboring nodes, and count() represents the total number of points in the cluster. The density is calculated for each point in the cluster. The calculation method is to calculate the ratio of the number of neighbor points at the point $P$ to the total number of points in the cluster, which is denoted as the density of $P$ points. Finally, we find out the point with the highest density in the cluster which contains the largest number of neighbor nodes as the center of the cluster. The cluster center identification flowchart is shown in Fig. 4.
Dijkstra-based dynamic time warping distance measure, which is suitable for large numbers of overlapping trajectories in dense road networks\(^2\). DBSCAN\(^*\) uses the longitude and latitude to calculate the spherical distance. The algorithm determined the distance between two data points according to the longitude and latitude information of two points. However, the surface of the earth is curved, so when calculating the distance between two geographical positions, we cannot use the simple Euclidean distance, we need to consider the actual surface distance:

\[
L = 2 \ast R \ast \sin^{-2} \left( \sin \left( \frac{a}{2} \right)^2 + \cos (lat_1) \ast \cos (lat_2) \left( \sin \frac{b}{2} \right)^2 \right)
\]

where \(lat_1\) represents the latitude of the first locus, \(lat_2\) represents the latitude of the second locus, \(lon_1\) represents the longitude of the first locus, \(lon_2\) represents the longitude of the second locus, and \(R\) represents the radius of the earth. The formula error is less than 0.2 m.

According to the algorithm, users can effectively find the maximum density point in each cluster. The method of using cluster center instead of cluster class can not only make the output more concise, but also make the hot spot display more accurate.

**Partitioned clustering.** The block clustering process is shown in Fig. 5. The DBSCAN\(^*\) algorithm aggregates data into a pool of blocked queue threads with a maximum thread count of 50 in a group of 5000. Thread pools are monitored during clustering. When the thread pool is empty, the clustering results are re-written to the GPSList of the trace point queue for re-clustering. Multiple experiments show that when MinPts is set to 2, more points will be counted in the result cluster. When MinPts is set to 4 or higher, the number of points in the result cluster will be too small, so the value of MinPts set in this paper is 3.

Based on prior knowledge, DBSCAN\(^*\) clustering method with 5000 data sets, \(Eps = 30\) and \(MinPts = 3\) as parameters was set for clustering. Empty the track point queue, and write the cluster center set back into the track point queue to cluster again and find the cluster center, until the number of cluster centers finally reaches the set number of passenger hot spots;

Set the output result points to less than 1000 to enhance the visual effect. In this algorithm, the MinPts minimum number is set for the problem that the selection of MinPts cannot simultaneously take into account
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**Figure 5.** The block clustering flow chart.
the sparse remote areas and the dense passenger points in urban areas. When the number of ClusterCenterList (hereinafter referred to as CCList) of cluster centers meets the following conditions, the corresponding clustering parameters are set respectively: CCList.Count ≤ 1000, then the output requirements are met, and the clustering results can be written to the database directly. When CCList.Count > 1000 and CCList.Count ≤ 3000, the clustering was conducted with MinPts = 2 and Eps = 30. When CCList.Count > 3000, the clustering was conducted with MinPts = 3 and Eps = 30.

Finally, the clustering results are written to the database. When running the program again, all the points in each cluster are directly displayed, which saves the user’s time.

Results

Visualization method based on DBSCAN*. In the process of DBSCAN* clustering, after the number of cluster centers CCList.Count satisfies the iterative termination condition, it traverses all the track points in the last track point queue, Through the cluster IDs of various clusters, the number of sample points in each cluster is counted separately, and the cluster aggregation degree Value corresponding to the cluster core is obtained. The ArcGIS 9.3 tool was used to generate the map. Based on the distribution density of the data, the tool dynamically renders the heat map of the point data by setting the search radius and weight field.

Thermal visualization. The above-mentioned various cluster aggregation degree Value represents the heat of the passenger hotspot area in the visualization method. In thermal visualization, the color index of the highlighted area reflects the thermal power. The hotspots of each passenger area in the color highlight area are highlighted through setting the global maximum thermal value MaxValue, the thermal threshold ranges from 0 to MaxValue in this model. Because the data in the Value queue is not balanced, there may be a phenomenon that the maximum value is far beyond the multiple high-level aggregation areas. For example, if MaxValue is directly set to this value, the heat map effect cannot be scientifically presented, as shown in Fig. 6.

Through K-Means++ algorithm, clustering the number of cluster sample points again, the maximum value are selected as the global maximum decision threshold of the heat map in the cluster center result, which can improve the generalization ability of the heat map model, correctly reflect multiple passenger hotspots in the city, and at the same time, even if the heat value of the low heat passenger area is low, the visualization effect is better. Here, the clustering effect is similar to filtering. By setting the parameters of each hot zone by combining various cluster cores and clusters of clusters, finally the heat map of the city is rendered to achieve the visual effect. The effect of thermal diagram is shown in Fig. 7.

Visualization of address text. In order to facilitate the viewing of the study, the real geographical location of the passenger hotspot area is output. The cluster center is transformed from WGS-84 to GCF-02 coordinate system, and then from the cluster center set of GCF-02 coordinate system to the corresponding real geographic location data set. Through POI (Point of Interest) reverse address analysis and combined with the thermal value of each passenger hot spot, the list of geographic information is output to Excel table. It can realize the transformation of data from latitude and longitude information to structured address information. For example: “lat: 33.600372, LNG: 119.045813” the result of inverse address analysis is “Wanda Plaza, 169 Xiangyu Middle Road, Qinjianggu, Hua’ian”. Exporting information can facilitate the relevant departments to make scheduling decisions and help drivers search for passengers faster in taxis.
Discussion

Analysis of experimental results. The experimental environment in this paper is a PC with Intel(R) Core(TM) i7-4700MQ CPU and 8 GB DDR3 1600 memory. Experimental data are from the taxi GPS data trajectory resources of Huai’an city from 2017 to 2018.

This paper experiments with the following density clustering algorithm for time complexity comparison. The original DBSCAN algorithm. TN-DBSCAN proposed by Wang Yafei30. GBA-DBSCAN proposed by Zhao10. Liu Chang et al.31 proposed Slice-DBSCAN by dividing the time slice. In most practical applications, machine learning systems must handle millions of users and billions of events. Therefore, as more and more users and events are added to the system, a well-designed data processing channel needs to be fast and scalable. This requires distributed computing. As far as our goal is concerned, Spark is a good choice as a distributed processing engine because it provides a computing framework that can execute many clustering tasks based on geolocation in parallel on multiple machines. Jindu et al.32 proposed a spatial data mining DBSCAN parallel clustering algorithm based on Spark platform.

Based on what the paper mentioned earlier, the density-based clustering algorithm parameters are set the same, the minimum scanning radius is set to 30 m, and the minimum number of cluster points is set to 3. Observe the performance comparison of different density clustering algorithms.

Time complexity. The classic DBSCAN algorithm needs to traverse each sample point in the database during execution and perform an extended cluster operation on each sample point. In the extended cluster process, the neighborhood of the sample points needs to be scanned, so all points are traversed. The basic time complexity of the DBSCAN algorithm is $O(n^2)$.

The TN-DBSCAN algorithm uses the time dimension information in the clustering process to consider only the internal hotspots of the sliding window. Therefore, it reduces the number of original sample points to reduce the clustering time. The time complexity is still $O(n^2)$.

Based on GPS data, the improved GBA-DBSCAN in the clustering method for urban frequent congestion area identification, by dividing the urban area, defines the congestion frequency parameters for every other grid and accordingly identifies the frequently-occurring congestion area. The clustering problem is transformed into a grid, so that the original data set is reduced in dimension, thereby reducing the clustering time. Therefore, the time complexity of the algorithm itself is $O(n^2)$.

Based on the time slice division, Slice-DBSCAN reduces the number of data sets by taking snapshots of time segments and finds the congestion area by the density of taxis. The time complexity is the same as above.

The spatial data mining DBSCAN parallel clustering algorithm based on Spark platform is realized by parallel algorithm of single-node Spark platform, and then optimized from data transmission and serialization, and finally realizes cluster mode under Docker virtualization technology. Distributed clustering.

The DBSCAN* algorithm adopts the scheme of first parallel clustering and then clustering the results again. Therefore, it can be understood that the local time complexity is $O(n^2)$. As the number of original sample points increases, the global time complexity becomes linear, so the time complexity is $O(n)$. The DBSCAN' algorithm partially uses the classic DBSCAN algorithm, so the data is divided into blocks and clustered in parallel. The local time complexity is $O(n)$, and the overall time complexity is $O(n^2)$. It solves the problem of exponential increase in clustering time as the data increases.

Experiments show that the multi-threaded block-cycle clustering scheme reduces the time complexity of the algorithm from the exponential relationship of $O(n^2)$ to the linear relationship of $O(n)$, which greatly shortens the clustering time of large-scale data. After several experiments, the average time is as shown in Table 2.
CLUSTERING ACCURACY. In order to compare the clustering effects of different clustering algorithms, the DBI indicator was introduced. The Davies–Bouldin index (DBI), also known as the classification accuracy indicator, is an indicator proposed by David L. Davis and Donald Bouldin to evaluate the pros and cons of clustering algorithms. The DBI index is the ratio of the sum of the distances in the class to the distance outside the class and in order to evaluate the quality of the clustering. The goal is to ensure that the samples between each cluster are as close as possible and that the distance between samples of different clusters is as far as possible. Therefore, the smaller the DBI index, the better the clustering effect. The DBI index is calculated using the following formula:

\[
DBI = \frac{1}{N} \sum_{i=1}^{N} \max_{j \neq i} \left( \frac{S_i + S_j}{\|w_i - w_j\|_2} \right)
\]  

(8)

\(S_i\) calculates the average distance from the intra-class data to the centroid of the cluster, representing the degree of dispersion between the samples within the cluster. \(\|w_i - w_j\|_2\) represents the distance between the centroid of cluster class \(i\) and cluster class \(j\). \(N\) represents the number of clusters.

The DBSCAN\(^+\) algorithm takes the centroid according to the principle of maximum density, which is different from the latitude and longitude of other algorithms. Block-wise parallel clustering results in a more even distribution of clusters than global clustering. Under the same environmental parameters, experiments show that DBSCAN\(^+\) algorithm clustering effect is superior to other similar clustering algorithms according to DBI index, which has advantages. The results are shown in Table 3. Marks et al.\(^{33}\) proposed Iterative DBSCAN (I-DBSCAN), which is an extension of the Density Based Spatial Clustering of Applications with Noise algorithm, POI-DBSCAN proposed by Mo\(^{34}\). In order to further evaluate the effectiveness of the algorithm, this paper and the above methods conducts experiments on the F-measure, Accuracy, and Purity indicators of the algorithm, the results are shown in Table 4.

**Visual Effect.** The result of the DBSCAN clustering algorithm is represented as a cluster of classes. Therefore, the hot spot shows an area on the map instead of the exact location. Even in hot spots, clustering results can cover the entire street. Using ArcGIS tool to import the data processed by DBSCAN\(^+\) algorithm and setting the centroid parameter, the effect is shown in Fig. 8. The visualization effect is more intuitive than the traditional algorithm, and it can specifically display the position represented by the centroid of the cluster.

Through the two visualized effects proposed in this paper based on DBSCAN\(^+\) algorithm, the heat carrying capacity of passengers in various regions of the city is presented intuitively and effectively. Combined with the thermal output precision of the passenger hot spot actual geographical location table, it overcomes the problem that the direct visualization of mass clustering hotspots on the map is not intuitive and is not easy to make
decisions. In order to avoid the false death of the program caused by large data volume, slow network transmission, and other factors, the experiment tries to achieve high cohesion and low coupling of each module as far as possible. The threads of each module run independently and do not interfere with each other. Relevant ideas of software engineering were used to improve the availability and robustness of the programs. Selecting the symbol system in the ArcGIS tool, and performing heat map symbol rendering on the imported data. The effect is shown in Fig. 9. The DBSCAN* algorithm is used to visualize the clustering heat map of Hua’nan car-hire hot spots.

Similarly, different application scenarios are applied through the visualization of different thermal force models. Based on the clustering algorithm of DBSCAN*, the results of the passenger hot spots of a taxi in Hua’nan city are shown through the honeycomb thermal diagram. Selecting the symbol system in the ArcGIS tool, and performing honeycomb map rendering on the imported data, and the results are shown in Fig. 10. Through the passenger hot spot density, the size of the customized area is set in the cellular heat map to facilitate the analysis of the number of business circles and administrative areas in the honeycomb with different passenger density, so as to be used in the decision-making of logistics optimization and precision marketing.

Cylindrical three-dimensional honeycomb heat diagram shows the passenger density by the cylindrical height, which has a good illustration effect. The thermodynamic chart model is strengthened on the honeycomb thermodynamic chart, and the density color can be set to adjust the column radius, gap between columns and the maximum height of the column to show the passenger density in a three-dimensional manner, which also has all the advantages of the honeycomb thermal force. Selecting the symbol system in the ArcGIS tool, and performing histogram map rendering on the imported data, the visualization effect is shown in Fig. 11.
The experiment also can use POI reverse address resolution to show the detailed geographical location and aggregation degree output of Huai’an car-hire hot spot clustering based on DBSCAN+ algorithm. The physical location text output can be employed to quantify the passenger density in different areas from the data, thus providing data support for the corresponding research.

**Conclusions**

In this paper, based on the GPS trajectory data of Huai’an city, DBSCAN+ algorithm was employed to cluster the passenger points extracted, so as to extract the passenger hot spots. In the visualization module, data is generated through algorithm analysis, and then generated on the open source map through the built-in tool of ARCGIS. Figure 6, 7, 8, 9, 10 and 11. were drawn by ArcGIS 9.3. It overcomes the traditional DBSCAN algorithm’s inability to adapt to large-scale data, identify cluster centers, single-thread, and slow clustering speed. The DBSCAN+ algorithm is compared with DBSCAN and GBADBSCAN algorithm in Huai’an taxi GPS trajectory. Experimental proof DBSCAN+ algorithm in time complexity, resource utilization, the clustering accuracy, and visual effect has certain advantages, accurate extraction of taxi passenger hot spots has a better effect and it also can better reflect the road passenger fever. At the same time, the visualization effect proposed based on DBSCAN+ algorithm overcomes the problem that the number of passengers cannot be displayed directly on the map due to the large number and density of passenger hot spots.
This method can directly and effectively display the heat capacity of each region of the city and output the accurate geographical position table of the hot spot after the heat value is output. This will make it easier for relevant departments to make decisions on taxi operation and scheduling and help drivers find passengers waiting in hot spots more quickly.

The DBSCAN* algorithm improves clustering efficiency by partitioning data, which can greatly reduce the time complexity. The algorithm emphasizes local clustering but ignores the relationship between the data as a whole. At the same time, in different densities, the algorithm has not yet realized the automatic optimization of parameters, and the number of clustering results cannot be accurately controlled. This is the direction of improvement in the next step.
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