Noise in Brillouin Based Information Storage
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Abstract: We theoretically and numerically study the efficiency of Brillouin-based opto-acoustic data storage in a photonic waveguide in the presence of thermal noise and laser phase noise. We compare the physics of the noise processes and how they affect different storage techniques, examining both amplitude and phase storage schemes. We investigate the effects of storage time and pulse properties on the quality of the retrieved signal, and find that phase storage is less sensitive to thermal noise than amplitude storage.
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1. Introduction

Stimulated Brillouin scattering (SBS) is an opto-acoustic process that results from the coherent interaction between two counter-propagating optical fields and an acoustic wave inside an optical waveguide [1–5]. In backward SBS, a pump field at frequency \( \omega_1 \) is injected at one end of the waveguide, and a counter-propagating field at the Brillouin Stokes frequency \( \omega_2 = \omega_1 - \Omega \), where \( \Omega \) is the Brillouin frequency shift, is injected at the other; the interaction of these two fields creates a strong acoustic wave at frequency \( \Omega \). When the Stokes power is comparable in size to the pump power, the pump energy can be completely depleted and some of it transferred to the acoustic field, along with its amplitude and phase information. A recent application of this effect is opto-acoustic memory storage (see Fig. 1): an optical data pulse at the pump frequency interacts with an optical “write” pulse (at the Stokes frequency), creating an acoustic hologram where the original data is temporarily stored [6–8]; an optical “read” pulse at the Stokes frequency can then be used to regenerate the original data pulse. Brillouin-based opto-acoustic information storage has been demonstrated experimentally in fibres [6] as well as more recently in on-chip experiments [7–12], with storage times ranging up to 40 ns [12]. Opto-acoustic storage, however, will inevitably be limited by noise, which exists because of the presence of thermal phonons in the waveguide, as well as being an inherent feature of the lasers used in the data and read/write pulses. At room temperatures, it is known that thermal noise significantly degrades the quality of Brillouin processes [13–18], and it can be expected that it will also place limits on information retrieval efficiency in Brillouin storage experiments, measured as the amount of power that can be retrieved from the acoustic field after a certain time. This has been experimentally measured [6,11], however while noise has been observed as a feature of these experiments, it is not yet clear how noise impacts the accuracy of the information retrieval. Furthermore, most studies (except, notably, [10]) have focused on amplitude encoded storage, in which bits of information are stored in individual pulses. Alternatively, phase encoded storage may offer higher storage efficiency and be less sensitive to noise. A quantitative understanding of the impact of noise on the storage of both amplitude and phase information is needed for the further development of practical Brillouin-based storage devices.

In this paper, we apply our previous theoretical [18] and numerical [19] models to the simulation of Brillouin storage in the presence of thermal noise. These studies focused on the noise properties of optical pulses in the case of SBS amplification, with the pump containing
a lot more power than the input Stokes seed. Here, we investigate the effect of noise on both amplitude and phase storage of information, by using a small pump power and a large Stokes seed power. We quantify the retrieval efficiency and accuracy in the form of the packet error rate (PER) of 8-bit sequences. We find that phase storage offers a significant improvement in the duration with which information can be stored without degradation due to thermal noise. We examine this effect in more detail by computing the effect of thermal noise on the amplitude and phase of a phase-encoded signal, and find that although the variance in amplitude and phase increases at the same rates, the phase information is more robust to noise in accordance with the additive-white-Gaussian-noise (AWGN) model of discrete communication theory.

2. Numerical simulation of noise

2.1. Brillouin coupled mode equations

We consider a waveguide of length $L$ oriented along the $z$ coordinate axis, in which an optical data stream propagates in the positive $z$ direction. The interaction between the two optical fields and the acoustic field can be described by the coupled system [18, 19]

$$\frac{\partial a_1}{\partial z} + \frac{1}{\nu} \frac{\partial a_1}{\partial t} + \frac{1}{2} a_1 = i\omega_1 Q_1 a_2^* b^*,$$

(1)

$$\frac{\partial a_2}{\partial z} - \frac{1}{\nu} \frac{\partial a_2}{\partial t} - \frac{1}{2} a_2 = i\omega_2 Q_2 a_1 b,$$

(2)

$$\frac{\partial b}{\partial z} + \frac{1}{\nu a} \frac{\partial b}{\partial t} + \frac{1}{2} a_2 b = i\Omega Q_a a_1^* a_2 + \sqrt{k_B T a_2} R(z,t).$$

(3)

where $a_1(z,t)$ and $a_2(z,t)$ are the envelope fields of the data pulse (pump) and read/write pulse (Stokes) respectively, which correspond to mode fields with frequency/wavenumber $(\omega_{1,2}, k_{1,2})$. 

Fig. 1. Illustration of the opto-acoustic storage achieved via SBS, neglecting the effects of noise, and using amplitude shift-keying (amplitude storage). Storage process in (a) and (b): data pulses are depleted by the write-pulse, exciting an acoustic wave inside the waveguide, with some energy gained by the write-pulse. Retrieval process in (c) and (d): a read-pulse interacts with the acoustic wave, both become depleted and the energy is used to regenerate the original sequence of data pulses. The retrieval efficiency is limited by the acoustic lifetime of the phonons.
where \( d \) (read/write). To incorporate noise from the lasers used to generate these fields, the envelope fields have units of W. The functions describing the data stream and the read-write pulses are given by

\[
\phi_j(t) = \sqrt{2\pi\Delta v_L} \int_{-\infty}^{t} dW(t),
\]

where \( dW(t) \) is a standard Wiener increment [22], and \( \Delta v_L \) is the laser's intrinsic linewidth [19].

In non-storage SBS setups [18, 19] the pump has higher input power \( P_{\text{p0}} \) than the Stokes \( P_{\text{s0}} \) and thus behaves as an amplifier. However, in the case of Brillouin storage, we require \( P_{\text{p0}} \ll P_{\text{s0}} \) so that the read/write pulse can completely deplete the pump, which contains the data to be stored.

Optimum storage requires two conditions on the read/write pulse. First, the read/write pulses must be at least as short in duration as the shortest data pulse. Second, the pulse area for the read/write pulse, defined as [6, 23]

\[
\Theta_w = \sqrt{\frac{\Delta v_L}{8\tau_a}} \int_{-\infty}^{\infty} a_{\text{read/write}}(t) dt,
\]

must obey the condition \( \Theta_w = (m + 1/2)\pi \) where \( m = 0, 1, 2, \ldots \). This is because once the data pulse is depleted completely, the transfer of energy reverses and the data pulse is regenerated [23–25]. The dependence of the pulse-area on \( \tau_a \) may seem deceptive at first, but since \( g_0 \) is also dependent on \( \tau_a \) these two effects cancel out.

The storage efficiency tells us how effective the storage system is, and may be defined as the ratio of the total output data power \( \langle |a_{\text{out}}(t)|^2 \rangle \) to the total input data power \( \langle |a_{\text{data}}(t)|^2 \rangle \) [10]:

\[
\eta_{\text{slo}} = \frac{\int_0^{t_{\text{data}}} \langle |a_{\text{out}}(t)|^2 \rangle dt}{\int_0^{t_{\text{data}}} \langle |a_{\text{data}}(t)|^2 \rangle dt},
\]

where \( \langle X(t) \rangle = \frac{1}{N} \sum_{n=1}^{N} X_n(t) \) is the ensemble average of a function \( X(t) \) over \( N \) independent runs, and \( t_{\text{data}} \) is the duration of the data train. Because the acoustic wave decays in time at a rate \( 1/\tau_a \), \( \eta_{\text{slo}} \) decreases with longer storage times, reducing the efficiency in addition to the effects of noise. We define the storage time \( t_{\text{slo}} \) as the temporal delay between the write and read pulses.

### 2.2. Solution to the coupled mode equations

We numerically solve Eq. (1)–(3) following the numerical method described in [19]. In brief, we note that the propagation distance of the acoustic wave over the time-scale of the SBS interaction...
is very small [13]. We therefore apply the limit $\partial_z b \rightarrow 0$ in Eq. (3), and solve the equation in time via the Green function method [18]. The thermal noise function is simulated starting at thermal equilibrium at $t = 0$, by drawing random numbers from a steady-state probability distribution corresponding to an Ornstein-Uhlenbeck process [19, 26]. We then substitute the formal solution $b(z, t)$ into Eq. (1) and (2), and integrate the two equations using a two-step iterative method: first, the optical fields are translated in space by a distance $\Delta z = v \Delta t$ while the acoustic field remains stationary [19]. Then, the optical fields at each point in space $z$ are updated by integrating the equations in time with an Euler-Mayurama scheme [27]. This two-step process is iterated over multiple time steps to simulate the dynamics of the input pulses.

| Parameter                  | Value   | Parameter                  | Value   |
|---------------------------|---------|---------------------------|---------|
| Waveguide length $L$      | 30 cm   | Peak read/write power     | 0.5–10.5 W |
| Waveguide temperature $T$ | 300 K   | Data packets              | 256     |
| Refractive index $n$      | 2.44    | Data stream duration $\tau_{data}$  | 2.44 ns |
| Acoustic velocity $v_a$   | 2500 m/s| Bit duration $\tau_{bit}$ | 300 ps  |
| Acoustic lifetime $\tau_a$| 10.2 ns | Data pulse width $\tau_1$ | 150 ps  |
| Brillouin shift $\Omega/2\pi$ | 7.8 GHz | Read pulse width $\tau_2$ | 100 ps  |
| Brillouin gain parameter $g_0$ | 411 m$^{-1}$W$^{-1}$ | Grid size (space) $N_z$ | 800 |
| Optical wavelength $\lambda$ | 1550 nm | Grid size (time) $N_t$ | 2797 |
| Laser linewidth $\Delta \nu_L$ | 100 kHz | Step-size $\Delta z$ | 375 $\mu$m |
| Peak data power           | 10 mW   | Step-size $\Delta t$     | 3.05 ps |
| Optical loss $\alpha$     | 0.1 dB/cm|                          |         |

Table 1. Parameters used in this study. Physical parameters correspond to a chalcogenide waveguide [28].

For our simulations we use the parameters summarized in Table 1. We assume a high gain chalcogenide waveguide, of the type used in previous SBS experiments [28]. We store individual 8-bit packets one at a time, consisting of all 256 possible unique 8-bit sequences. Each packet corresponds to 8 individual pulses in the amplitude storage case, and 4 phases in the phase storage case, as shown in Fig. 2.

It should be noted that the model used here (Eq. (1)–(3)) makes the assumption of the slowly-varying envelope approximation (SVEA) and rotating-wave approximation (RWA) [18, 21]. Because the optical frequencies used in SBS experiments are typically in the range of a few hundred THz [1, 29], this means that the pulses simulated must be wider than a few hundred picoseconds so that these approximations remain valid [30]. Therefore, we limit our simulations to pulses no shorter than 100 ps, for both for the data and read/write cases. We have chosen to focus on the storage of 8-bit sequences because they can fit inside a 30 cm chalcogenide waveguide without being too short to violate the SVEA and RWA, since the acoustic pulses generated from 300 ps optical bits are approximately 3.7 cm in length.

### 2.3. Data encoding

The two storage schemes used in this paper — amplitude and phase storage — are summarized in Fig. 2. Each bit is defined as having a duration $\tau_{bit}$. For amplitude storage, we encode ones into
Fig. 2. Illustration of how the 8-bit sequence $x = 11010010$ is encoded in the numerical simulation. Amplitude storage: (a)–(b) input power and phase, (c)–(d) output power and phase after some storage time. Phase storage: (e)–(f) input power and phase, (g)–(h) output power and phase after some storage time. Here we use thermal noise at $T = 300 \text{ K}$.

Gaussian pulses of the same peak power $P_{p0}$, while zeros are represented by gaps of duration $\tau_{\text{bit}}$. For phase storage, we use the same scheme as in quadrature phase-shift keying (QPSK) with gray coding [31], where bit pairs are assigned a unique phase, namely $11 = 45^\circ$, $01 = 135^\circ$, $00 = 225^\circ$ and $10 = 315^\circ$. For a given input information packet, we quantify the retrieval accuracy in both storage schemes via the packet error rate (PER). This is similar to the bit error rate (BER) of a binary stream, except that we count correct 8-bit packets as opposed to counting individual correct bits. Therefore, the PER is the ratio of correctly retrieved packets with respect to the input data, and has a value $0 \leq \text{PER} \leq 1$.

In the amplitude storage case, we encode bits=1 into Gaussian pulses of full-width at half-maximum (FWHM) $\tau_1$, while bits=0 are represented by gaps of duration $\tau_{\text{bit}}$ in the data sequence. By default, we choose all pulses to have a phase of $0^\circ$. In the retrieval stage, the output data power $|a_{\text{out}}(t)|^2$ is separated into equal intervals of length $\tau_{\text{bit}}$. We use a dynamic threshold technique: initially, a threshold power $P_{\text{thresh}}$ is set. Then, we record the output power at the center of the bit period, and a single bit is read as 0 if $|a_{\text{out}}(t)|^2 < P_{\text{thresh}}$ and as 1 if $|a_{\text{out}}(t)|^2 \geq P_{\text{thresh}}$ [32], for all 256 data packets. This process is repeated for different values of $P_{\text{thresh}}$ until the total PER has been minimized.

In the phase storage case, we encode bit-pairs into 4 different phases, as shown in Fig. 3(a), as part of an analytic smooth rectangular pulse (ASR) [33] with FWHM $\tau_{\text{data}}$. We then apply a Gaussian filter to remove non-physical discontinuities; to emulate the effect of the modulators used in SBS experiments we have chosen a filter width of 5 GHz, resulting in a smooth phase transition between the bit-pairs (see Fig. 2(f)). In the retrieval stage, $|a_{\text{out}}(t)|^2$ is separated into equal intervals of length $2\tau_{\text{bit}}$. We extract the phase from the amplified output signal as $\phi_{\text{out}}(t) = \tan^{-1}(\text{Im}[a_{\text{out}}(t)]/\text{Re}[a_{\text{out}}(t)])$. As with the case of amplitude storage, we assume ideal detector conditions and record the phase at the center of the $2\tau_{\text{bit}}$ period, such that if
0° < \phi_{\text{out}}(t) < 90°, we read the output bit-pair as 11, if 90° < \phi_{\text{out}}(t) < 180° we read the bit-pair as 01 and so on. In phase storage, we use another measure of signal integrity based on the constellation diagram data: let \( z_{\text{out}}(m) \) represent a single point on the constellation diagram corresponding to the \( m \)th bit-pair in the binary sequence (such as 00), with magnitude \( |z_{\text{out}}(m)| \) and phase \( \phi_{\text{out}}(m) \). The variances in each can be found via

\[
\text{Var} \left[ |z_{\text{out}}(m)| \right] = \left( \langle |z_{\text{out}}(m)| \rangle \right)^2 - \left( \langle |z_{\text{out}}(m)| \rangle \right)^2, \quad \text{Var} \left[ \phi_{\text{out}}(m) \right] = \left( \langle \phi_{\text{out}}(m) \rangle \right)^2 - \left( \langle \phi_{\text{out}}(m) \rangle \right)^2.
\]

3. Results and Discussion

3.1. Effect of thermal noise

We investigate the effect of varying the read/write pulse peak power between 0.5–10.5 W, while maintaining a read/write pulse width of 100 ps. We include thermal noise into the waveguide at 300 K, but neglect the input laser phase noise by setting the laser linewidth \( \Delta \nu_L \) to zero. In the amplitude storage case, we use Gaussian data pulses with 10 mW peak power and pulse width 150 ps, while in the phase storage case we use a rectangular pulse of duration 2.44 ns, and phase intervals of duration 600 ps. Each bit of optical information is 300 ps in length for both amplitude and phase storage. The results of the simulations are shown in Fig. 4. First, we observe in Fig. 4(a) and (b) that the storage efficiency in both storage schemes is higher as we increase the peak write pulse power, as the pulse area is lower than the optimum value given by Eq. (5).

Second, we see in Fig. 4(c) and (d) that lower peak write powers lead to increased PER, thus reducing the maximum storage time achievable in both encoding schemes. This occurs because at lower peak read/write powers — which also corresponds to the lower storage efficiency regime — the coherent output data field is less distinguishable from the amplified spontaneous noise arising from the interaction between the read/write pulse and the thermal background fluctuations in the waveguide [18, 19]. Consequently, this increases the probability of retrieving the wrong data sequence at the waveguide output (\( z = L \)).

Similarly, we see an increase in PER in both AS and PS schemes with increasing \( \tau_{\text{dfo}} \), as shown in Fig. 4(c) and (d). This occurs because in the time between the write and read-process, the acoustic wave containing the stored information decays at a rate 1/\( \tau_A \). As \( \tau_{\text{dfo}} \) increases, the acoustic wave gets closer to the background thermal noise, increasing the fluctuations in the
Fig. 4. Simulations of Brillouin storage with thermal noise only, for varying read/write pulse peak power and different storage times in amplitude storage and phase storage. Panels (a) and (b) show the storage efficiency of the two schemes, (c) and (d) the packet error rates, (e) and (f) illustrate the storage efficiency and PER at 3 W peak write power. The dashed horizontal line in (c) and (d) indicates the $\tau_{\text{sto}}$ at which data packet errors begin to occur, and the arrows in (d) show that this threshold is pushed further back in time.

retrieved data field during the read-process. This effect is more clearly illustrated in Fig. 5, where the constellation points spread out in both radial and angular directions, indicating an increase in both amplitude and phase noise in the retrieved data field. In Fig. 6 we see that the rate of increase in the variance of the phase and amplitude of each encoding scheme is the same for the first 40 nanoseconds. However, in Fig. 4(f) we see that the PER in the phase storage case begins to increase at longer $\tau_{\text{sto}}$ compared to the amplitude storage case, suggesting that phase-encoded data is more robust to thermal noise and hence allows for longer storage times. This occurs because the phase variations are primarily constrained to a single quadrant on the constellation plots (as shown in Fig. 5), whereas the amplitude variations reach the noise floor more rapidly. Consequently, the probability of detecting the wrong bit of information in the amplitude is higher compared to the phase. This is the same observation that would be expected from the additive white Gaussian noise (AWGN) model in discrete communication theory, where the probability of bit error for phase-shift-keying (PSK) is lower than for amplitude-shift-keying (ASK) [34,35]. In addition, phase encoding allows the transfer of more bits per symbol, and this means that the pulse-size constraints imposed by the SVEA and RWA can be further relaxed.
3.2. Effect of laser phase noise

We now investigate the effect of adding input laser phase noise, at a linewidth of 100 kHz, with the same pulse and thermal noise parameters as before. We generate the phase noise in the data pulses and read/write pulses independently so they are statistically uncorrelated, but have the same mean and variance properties. Fig. 7 shows the results for storage efficiency and PER for
Fig. 7. Simulations of Brillouin storage with both thermal and laser phase noise, for varying read/write pulse peak power and different storage times in amplitude storage and phase storage. Panels (a) and (b) show the storage efficiency of the two schemes, (c) and (d) the packet error rates, (e) and (f) illustrate the storage efficiency and PER at 3 W peak write power. The dashed horizontal line in (c) and (d) indicates the $\tau_{\text{sto}}$ at which data packet errors begin to occur, and the arrows in (d) show that this threshold is pushed further back in time.

4. Conclusion

We have numerically simulated the Brillouin storage of different data packets with thermal and laser noise, using amplitude storage and phase storage techniques in a photonic waveguide. Through these computer simulations, we have shown that phase encoded storage allows for longer...
Fig. 8. Constellation diagrams for the thermal noise and laser phase noise case, at 3 W peak write power. (a) and (b) show the amplitude storage plots at two storage times (3.66 ns is the minimum storage time achievable in this configuration) for a binary bit 1, while (c) and (d) show the phase storage plots for a binary bit pair 11.

Fig. 9. Relative variance in the amplitude and phase of the constellation data in Fig. 8 as a function of storage time. The dashed lines mark the storage times corresponding to the constellation diagrams in Fig. 8.

storage times than amplitude encoded storage. This is because phase encoding is more robust to noise than amplitude encoding, in accordance with the additive-white-Gaussian-noise model of discrete communications theory [34]. It is therefore possible to increase Brillouin storage time by encoding information into the phase of the data field, without having to change the waveguide or laser properties. Furthermore, because phase storage techniques can encode more bits per symbol than amplitude storage [31,34], the pulse size constraints imposed by the SVEA and RWA [30]
in these mathematical models can be further relaxed when using phase encoding techniques.
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