Development of a Text-Based Communication System with Eye Tracking Technology
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Gaze writing (text entry by eye gaze) is a promising approach to helping people with motor disabilities use a computer and communicate with others. In this paper, we propose a novel gaze-writing system which is equipped with a copy and paste interface. To compensate for the lack of eye tracking accuracy, the proposed interface adopts a two-step selection method to accurately specify a copy text range. By the experimental evaluation of performance and workload, we have confirmed that the two-step selection method can reduce the number of misoperations and the users’ workload.

1. Introduction

Eye trackers are devices for electronically locating the point of a person’s gaze. Recently, eye trackers have become interactive, which makes it possible to instantly provide feedback to a user about what he or she is looking at. The sophistication of eye tracking technologies has attracted a great deal of interest in the possibility of using a gaze interface to help people with disabilities use a computer and communicate with others.

Owing to the importance of gaze interfaces, various gaze interfaces for text entry have been developed.1–4) However, conventional interfaces are just a replacement for a keyboard, which limits the practicality of gaze writing.

Text is an important medium in human-computer communication and human-human communication. When we use text communication tools such as text messaging tools and e-mail applications, we use “copy and paste” in various situations. Although we know the importance of copy and paste for efficient text-based communication, traditional gaze-writing systems are not equipped with a copy and paste interface. It would be therefore, beneficial to develop a gaze interface for text copy and paste to make gaze-writing systems more practical.

Copy and paste is a relatively simple operation for ordinary users who can use a mouse. The operation, however, is difficult for disabled people who cannot use a mouse, especially when gaze is the only way of communicating. In principle, copy and paste could be performed if mouse pointing (for setting a text cursor to the head of a copy range) and drag operations (for selecting text) were replaced by corresponding gaze operations. However, the accuracy of gaze pointing is
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still limited because of hardware limitations of eye trackers and physiological characteristics of the eye such as involuntary eye movements. In addition, eye trackers intrinsically cannot distinguish drag operations from just moving operations because they can only track gaze position. To realize copy and paste by eye gaze, it is necessary to develop a software interface that can emulate drag operations and has a mechanism that compensates for the lack of pointing accuracy.

In our previous study, we developed a gaze-based interface prototype for copy and paste. To compensate for the lack of gaze pointing accuracy, the proposed interface adopts a two-step selection method which is based on the slider interface used in touch-screen smartphones.

In this paper, we mainly focus on the details of the implementation of the proposed interface and on the new findings obtained from the experimental evaluation of the performance and workload of the proposed interface.

The rest of the paper is organized as follows. In § 2, we describe related work, in which we describe conventional studies of gaze interfaces. In § 3, we outline the proposed copy and paste interface. In § 4, we explain the details of the implementation of the proposed interface. In § 5, we present the results of experiments conducted to verify the effectiveness of the proposed interface. Finally, we conclude the paper and describe future work in § 6.

2. Related Work

There are some studies that aimed at overcoming the limitations of gaze pointing accuracy. These studies combine a gaze interface and another interface such as a keyboard, a mouse, or a voice interface. These interfaces, however, cannot be used for motor-disabled people.

Magnification interfaces, which can partially magnify the desktop, are used for selecting a small target. They are practical for selecting small objects that are sparsely placed like icons. They are, however, not suitable for selecting text because they magnify only a particular area of a document and, at the same time, they hide other parts of the document. The contextual information loss disrupts efficient text selection.

The problem of lack of pointing accuracy is also discussed in the field of touch-screen interfaces. Some studies have proposed text copy and paste interfaces for touch-screen smartphones. Figure 1 shows a typical text selection interface used in Android smartphones. This interface adopts a two-step text selection method. In this method, text selection is realized by pressing a single word for a time to initiate the selection and dragging the left and right sliders to adjust the selection. Although the method is effective on a touch-screen interface, it is difficult to simply apply the same mechanism to gaze-based interfaces because it needs drag operations to control the sliders. As

Fig. 1. (Color online) Selection interface used in touch-screen smartphones.
mentioned in §1, drag operations are not suitable for gaze-based interaction. To solve this problem, our proposed interface adopts a selection mechanism that does not require any drag operations to adjust a text range.

As criteria for evaluating the usefulness of a gaze interface, many studies mainly focus on the performance characteristics of the interface, such as text entry speed. In addition to performance, in this study we evaluate subjective workloads of users.

As workload evaluation methods, the subjective workload assessment technique (SWAT) \cite{colle2002swat} and NASA task load index (NASA-TLX) \cite{hollnagel1989nasa} have been widely used in human-interface studies \cite{thompson2000guidelines,thompson2002nasa,thompson2007nasa}. Colle and Reid found that SWAT can more sensitively evaluate changes in difficulty of a task \cite{colle2002swat}. These characteristics would be an advantage for using SWAT. However, SWAT requires the user to do a time-consuming pretask called “card sorting”. The purpose of this pretask is to model a user-dependent total workload scale unifying various workload factors. As pointed out in the literature \cite{thompson2000guidelines}, it takes 30–60 min to finish the pretask. The burden for accomplishing the pretask is a disadvantage of using SWAT.

The NASA-TLX, on the other hand, does not require such pretasks. The NASA-TLX is a questionnaire-based workload evaluation method. It is composed of six questions about six workload factors: mental demand (MD), physical demand (PD), temporal demand (TD), own performance (OP), effort (EF), and frustration level (FL). The user rates each workload factor on a scale from 0 to 100. The total workload score is calculated by a weighted sum of the six scores. Generally, the simple average of the six scores is used as the total workload score \cite{brogan1987nasa}. Because it is easy to handle, we use the NASA-TLX in this study for workload evaluation.

3. Proposed Interface

In this section, we outline the proposed gaze interface for copy and paste. Figure 2 shows a screenshot of the interface. With the interface, the user can change the current operation mode (copy/paste mode) [Fig. 2(a)]. In the copy mode, the user can control the text cursor to specify a copy

![Fig. 2. (Color online) Proposed copy and paste interface.](image)
text range and can copy the specified text to the clipboard. In the paste mode, the user can move the cursor to a desired position and execute “paste” at that position.

The operations of copy and paste with the proposed interface can be divided into the following steps.

**Copy operation**

1. Setting the starting position of a copy range
   1.1 Gaze pointing to specify the starting position of a copy range
   1.2 Adjusting the starting position
2. Marking the copy range
   2.1 Gaze pointing to specify the end of the copy range to mark
   2.2 Adjusting the marked range
3. Copying the marked text to the clipboard

**Paste operation**

4. Setting a pasting position
   4.1 Gaze pointing to specify the pasting position
   4.2 Adjusting the pasting position
5. Pasting the copied text into the pasting position

The proposed interface adopts a two-step selection method which is composed of gaze pointing and adjustment steps.

In the gaze pointing steps [i.e., steps (1.1), (2.1), and (4.1)], the text cursor is set to the position of the character that is nearest to the gazed point. Unlike a mouse that can be released to output a constant coordinate, eye movement is never perfectly stationary and exhibits jitter.

In the proposed interface, when gaze remains inside the area of 30 × 30 pixels area for 1 s, the center of the gaze position is regarded as the coordinate of gaze pointing.

In the adjustment steps [i.e., steps (1.2), (2.2), and (4.2)], the text cursor can be adjusted via the on-screen virtual keys shown in Fig. 2(b). Since these keys are translucently drawn, the user can see the characters under these keys. The virtual arrow keys can be selected by eye fixation like an eye-typing QWERTY keyboard. By gazing at an arrow key, the user can move the cursor in the desired direction.

After adjusting the cursor position, the user can execute copy or paste by eye typing the center key surrounded by the 4 virtual arrow keys [Fig. 2(b)].

**4. Implementation**

In this section, the details of the implementation of the proposed interface are described. Eye tracking in the proposed interface is provided by Tobii TX 300, an optical eye tracker that senses the infrared light reflected from the eye by a video camera. Tobii TX 300 is a 23 inch LCD monitor of 1920 × 1080 pixels integrated with eye tracking optics capable of binocular tracking at 0.4° accuracy sampling at 300 Hz. The sampling rate of this device is higher than other devices. Owing to this high sampling rate, the device can more accurately track gaze points than other devices, even if a large head movement occurs.

The specifications of the PC connected to the eye tracker are Intel Core i7-2600 (3.4 GHz) CPU and 4.0 GB memory, and the PC runs the Windows 7 operating system. The gaze coordinates are delivered in real time to the PC via a TCP/IP connection.
The proposed interface is designed as a general input interface, which is suitable for use in any application programs. The user can do copy and paste between different application windows. The copy and paste operations by the proposed interface are realized by emulating mouse and keyboard operations.

Table 1 shows the gaze actions in each step and their corresponding mouse and keyboard event messages sent to the system (operating system). For example, in step (1.1), when the action of gaze pointing is detected, a “mouse click” message is generated. By sending the mouse click message to the system, clicking a left mouse button can be emulated. As a result, the text cursor appears at the “clicked” (gazed) point.

In step (1.2) (the step for adjusting the starting position of the copy range), when the user gazes at a virtual arrow key [Fig. 2(b)], “key press” message is sent to the system with the key code of the arrow key. As a result, the text cursor moves toward the desired direction as if the user had pressed the actual arrow key of a physical keyboard.

In step (2.1) (the step for gaze pointing for specifying the end of a copy range and marking the range), the shift key code is sent to the system in addition to the mouse click message (i.e., the operation of “shift + mouse click” is emulated). As a result, the text range from the starting position specified in steps (1.1) and (1.2) to the current position is marked. Similarly, in step (2.2), the key press message and key code “shift + arrow key” are sent to the system to emulate the adjustment of the marked range.

In step (3) (the step of copy execution), the key press message and key code “ctrl + c” are sent to the system. As a result, the marked text can be copied to the clipboard. The paste operation is realized by the same mechanism, as shown in Table 1.
5. Experimental Results

5.1 Method

In this section, the experiments we conducted to confirm the effectiveness of our interface are described. Eight able-bodied subjects (P1–P8) participated in the experiments for evaluating the interface. They were novices in gaze writing. Four tasks (Tasks A, B, C, and D) were given to each subject. In Tasks A and B, the subject used the proposed two-step selection interface. In Tasks C and D, the subject used gaze pointing only, i.e., in these tasks, the interface for adjustment [Fig. 2(b)] was not available. The font sizes of the displayed text were set to 20 points for Tasks A and C and 10.5 points for Tasks B and D. Each task is composed of 5 sessions. In each session, four copy targets were given as shown in Fig. 3. In a task, these copied targets were pasted into another window in turn. The time limit for each session was set to 2 min.

As a performance evaluation, we measured the elapsed time from the first gaze action to the completion of a task. In addition, we measured the number of misoperations in a task and the achievement rate of a task. As a workload evaluation, we measured the total workload score with NASA-TLX.

5.2 Results of performance evaluation

Figure 4 shows the average number of misoperations in each task. Here, the number of misoperations is defined as the number of times the copy/paste operations were retried for one copy target. In Fig. 4, the vertical axis represents the average number of misoperations in the five sessions in each task. From the figure, we observe that the numbers of misoperations in Tasks A and B tended to be lower than those of Tasks C and D. This result indicates the usefulness of the adjustment interface. In addition, we observe that there was little difference in the number of misoperations between Tasks A and B. This result indicates that the adjustment interface was effective regardless of font size.

Table 2(a) shows the achievement rates for various tasks. The achievement rate $R$ of a task is defined as $R = n/N$, where $n$ is the number of copy targets the user correctly copied and pasted.

![Fig. 3. (Color online) Copy targets in a task.](image1)

![Fig. 4. (Color online) Average number of misoperations in each task.](image2)
within the time limit for the task, and \( N \) is the total number of copy targets given in the task. Comparing these rates between Tasks A and C, we observe that Task A shows a higher achievement rate than Task C. A similar trend can be observed between Tasks B and D. As a quantitative evaluation, we calculated the improvement rates \( R_A/R_C \) and \( R_B/R_D \), where \( R_A, R_B, R_C, \) and \( R_D \), respectively, represent the achievement rates for Task A, B, C, and D. From Table 2(b), we find that the improvement rates \( R_A/R_C \) and \( R_B/R_D \) for subjects P1, P2, P3, P4, P6, P7, and P8 were higher than 1.0. This result indicates that the use of the adjustment interface is indispensable for precise operations for many users and effective regardless of font size.

Although many subjects needed the support of the adjustment interface to complete a task, a few subjects (e.g., P8) were able to complete tasks quickly without the adjustment interface. Figure 5 shows the elapsed times for completing tasks for subject P8. As shown in the figure, the subject completed Tasks C and D more quickly than Tasks A and B, which indicates that subject P8 could accurately set a cursor to a desired position with gaze pointing only. The accuracy of gaze pointing, however, strongly depended on the user. For practical use, the adjustment interface is indispensable. For users who can do accurate gaze pointing, it would be beneficial to provide an option for switching a one-step selection interface (i.e., gaze-pointing-only interface) and a two-step selection interface (i.e., gaze pointing + adjustment interface).

### 5.3 Results of workload evaluation

Figure 6 shows the total workload scores obtained using the NASA-TLX. The workloads for Tasks A and B for subjects P1, P3, P4, P6, and P8 are lower than those for Tasks C and D. In Tasks A and B, the subjects used the two-step selection interface (gaze pointing + adjustment). In contrast, in Tasks C and D, the subjects used gaze pointing only. These results indicate that the adjustment interface is effective for reducing the user’s workload.

Comparing the workloads between Tasks A and B, we can confirm that there was little notable difference between them in many subjects. This result shows that the adjustment interface is effective regardless of font size.

### Table 2
Achievement and improvement rates for various tasks.

|       | P1  | P2  | P3  | P4  | P5  | P6  | P7  | P8  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| \( R_A \) | 0.95| 0.65| 0.95| 0.95| 0.95| 1.00| 1.00| 1.00|
| \( R_B \) | 0.80| 0.70| 1.00| 0.85| 0.95| 0.80| 0.95| 1.00|
| \( R_C \) | 0.95| 0.50| 0.45| 0.50| 1.00| 0.85| 0.95| 0.95|
| \( R_D \) | 0.65| 0.30| 0.55| 0.15| 1.00| 0.85| 0.75| 1.00|

|       | P1  | P2  | P3  | P4  | P5  | P6  | P7  | P8  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| \( R_A/R_C \) | 0.95| 0.65| 0.95| 0.95| 0.95| 1.00| 1.00| 1.00|
| \( R_B/R_D \) | 0.80| 0.70| 1.00| 0.85| 0.95| 0.80| 0.95| 1.00|
6. Conclusions

In this paper, we propose a gaze interface for copy and paste to support effective gaze writing. To compensate for the lack of gaze pointing accuracy, we introduced a two-step selection method. From the experimental results of performance and workload evaluations, we confirmed that the two-step selection method is effective for reducing the number of misoperations and the workload.
The two-step selection interface would be effective in various situations other than text selection (e.g., selection of a file from a list). As a future work, we would like to develop gaze interfaces for supporting daily operations required when using a computer.

The proposed interface contributes to the future development of practical gaze-based communication systems that help not only motor-disabled people but also ordinary people to use a computer more conveniently and communicate with others more easily.
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