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ABSTRACT. We develop an efficient algorithm for a spatially inhomogeneous matrix-valued quantum Boltzmann equation derived from the Hubbard model. The distribution functions are $2 \times 2$ matrix-valued to accommodate the spin degree of freedom, and the scalar quantum Boltzmann equation is recovered as special case when all matrices are proportional to the identity. We use Fourier discretization and fast Fourier transform to efficiently evaluate the collision kernel with spectral accuracy, and numerically investigate periodic, Dirichlet and Maxwell boundary conditions. Model simulations quantify the convergence to local and global thermal equilibrium.

1. INTRODUCTION

Boltzmann’s kinetic theory is widely used to describe the dynamics of rarified gases. Immediately after the discovery of quantum mechanics, a modification of the classical Boltzmann equation to take quantum interactions into account has been proposed by Nordheim [10] (with a more systematic derivation by Peierls [11]), and by Uehling and Uhlenbeck [15, 16]. With the inclusion of quantum mechanical effects into the collision operator, the quantum Boltzmann equation has many applications, e.g., for the kinetic description of Bose-Einstein condensation [12, 13] and kinetic modeling of semiconductor devices [7].

In recent works, starting from the Hubbard model in the weak interaction limit, a matrix-valued Boltzmann equation has been derived [2–4] for the spatially homogeneous setting without advection term. To describe spatially inhomogeneous systems, one combines the Boltzmann transport equation with the collision term derived in [2]:

\[
\partial_t W + v_x \partial_x W = \mathcal{C}[W] - i [\vec{B} \cdot \vec{\sigma}, W],
\]

where the state variable $W$ is the Wigner distribution of the spin-density matrix, $\vec{B}$ is an external magnetic field, $\vec{\sigma}$ the Pauli matrices, and the collision term $\mathcal{C}[W]$ will be specified below in Section 2. We emphasize that while the form of the equation follows the usual quantum Boltzmann equation, the collision term is quite different (which is systematically derived from a many-body quantum mechanics model), and the matrix-valued $W$ distinguishes the equation from the usual kinetic equations.

The focus of this paper is to develop an efficient algorithm for solving (1). Our goal in this work is twofold: First, we would like to develop a numerical scheme that systematically converges to the true solution; for that purpose, we use a spectral method in the velocity variable. The collision operator, albeit much more complicated than for the usual classical or scalar quantum Boltzmann equation, can be efficiently calculated using Carleman representation and fast Fourier transforms. Second, we want to investigate non-trivial boundary conditions, like Dirichlet and Maxwell boundary conditions, and the effect of external magnetic...
fields. These developments should lead to a better understanding of the physics modeled by these equations.

Kinetic equations are traditionally solved by Monte Carlo methods (also known as particle methods). In recent years, the development of efficient real space or Fourier space methods to solve Boltzmann equations has been a very active research area. In particular, the line of research initiated by [9] and further developed in [1, 5] is especially relevant for our approach. The paper [9] proposed a fast algorithm for computing the Boltzmann collision kernel based on Fourier discretization, and [5] further improved the efficiency of the algorithm. The method we develop in this work for the collision operator of the matrix-valued Boltzmann equation is closely related, albeit with some differences: (a) Since we are dealing with collision terms originating from quantum mechanics, the microscopic energy is not necessarily conserved (see the effective Hamiltonian in Eq. (6) below); some new ideas are required to treat the resulting terms. (b) To evaluate double convolutions exactly using fast Fourier transforms, we use a double padding approach to avoid aliasing issues. As a result, while maintaining the spectral accuracy, the scheme also nicely respects the conservation law of the continuous equation. Further details can be found in Section 3.

A numerical algorithm for the spatially homogeneous matrix-valued Boltzmann equation in one dimension was considered before in [3, 4], which calculates the collision term directly using numerical quadrature. A subsequent work by one of the authors [8] considers a lattice Boltzmann method (LBM) for the spatially inhomogeneous equation with periodic boundary conditions, which can be understood as a discrete velocity method with very few velocity grid points. Due to the small number of grid points, the accuracy of the numerical result compared to the original equation is not guaranteed. In contrast to that, the method proposed here systematically approximates the original equation as we refine the grid.

Considering the matrix-valued Boltzmann equation, it is useful to represent the spin-density Wigner distribution in the basis of Pauli matrices. In fact, the formulas for the collision terms are more compact in the new representation, which might be of independent interest for understanding the physics and mathematics of the equation.

The rest of the paper is organized as follows. We introduce the spatially inhomogeneous matrix-valued Boltzmann equation and its associated boundary conditions in Section 2. We will focus on the development of the fast algorithm for the collision operator in Section 3. To deal with the spatial degree of freedom, we use the finite volume method and a parallel implementation based on MPI; this is discussed in Section 4. We show some numerical results for validating the algorithm and for exploring interesting physical phenomena in Section 5. Finally we wrap up the paper with some conclusive remarks in Section 6.

2. THE SPATIALLY INHOMOGENEOUS MATRIX-VALUED BOLTZMANN EQUATION

The starting point for the derivation [2] of the matrix-valued Boltzmann equation is the Hubbard model with a weak pair potential $\lambda V$ such that $0 < \lambda \ll 1$. Consider a spin-1/2 Fermi field with annihilation operators $a_s(x), x \in \mathbb{Z}^d, s \in \{\uparrow, \downarrow\}$, obeying the anti-commutation relations

$$\{a_s(x)\dagger, a_{s'}(x')\dagger\} = \delta_{xx'}\delta_{ss'}, \quad \{a_s(x), a_{s'}(x')\} = 0, \quad \{a_s(x)\dagger, a_{s'}(x')\} = 0,$$

where $A\dagger$ denotes the adjoint operator of $A$. The (many-body) Hamiltonian of the Hubbard system is then given by

$$H = \sum_{x, y \in \mathbb{Z}^d} a(x - y) a_s(x) a_s(y) + \frac{1}{2} \sum_{x \in \mathbb{Z}^d \setminus \{0\}} \lambda V(x - y) a_s(x)\dagger a_s(x) a_{s'}(y)\dagger a_{s'}(y).$$
with \( \sigma \) the hopping amplitude. Note that here the non-quadratic interaction in the Hubbard model is assumed to be on-site, while the numerical method can be easily extended to more general cases. The grid \( \mathbb{Z}^d \) must be distinguished from the spatial dimension considered below (in some sense, the grid \( \mathbb{Z}^d \) is on the microscopic scale while the spatial inhomogeneity is introduced on a mesoscopic scale). In Fourier representation, the time-dependent (Heisenberg picture) field operators \( \hat{a}_i(t, v) \) adhere to the initial \((t = 0)\) anti-commutation relation \( [\hat{a}_i(v)\dagger, \hat{a}_i'(v')] = \delta_{ij} \delta(v - v') \), with \( v, v' \) denoting velocity variables. As discussed in [2], the time-dependent average Wigner matrix \( W \) defined by

\[
\langle \hat{a}_i(t, v)\dagger \hat{a}_i'(t, v') \rangle = \delta(v - v') W_{i,i'}(t, v)
\]

will approximately satisfy a Boltzmann kinetic equation \( \partial_t W = \mathcal{C}[W] \) for times up to order \( \lambda^{-2} \). The effective Boltzmann equation is much easier to solve compared to the original quantum many-body system which is an extremely high-dimensional problem.

Augmenting the Boltzmann equation with the usual transport term for the spatially inhomogeneous setting and including an external magnetic field \( \vec{B} \), one arrives at Eq. (1), where \( \vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3) \) are the Pauli matrices:

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Hence \( \vec{B} \cdot \vec{\sigma} = \sum_{i=1}^3 B_i \sigma_i \). In (1), the Hermitian spin-density matrix Wigner distribution \( W : \mathbb{R}^2 \times \Omega \times \mathbb{R}^2 \rightarrow \mathbb{C}^{2 \times 2} \) additionally depends on the spatial location \( x \in \Omega \). For simplicity, we will only consider the case that \( \Omega \) is an open and bounded interval on \( \mathbb{R} \); and assume that the velocity space is \( \mathbb{R}^2 \). In other words, we are considering the case with one space dimension and two velocity dimensions. Physically, this means that the solution is homogeneous with respect to one of the spatial variables for a full two-dimensional (two space and two velocity dimensions) model. Without loss of generality, we will also assume \( \Omega = (0,1) \).

The collision operator in (1) consists of a conservative and dissipative part: \( \mathcal{C} = \mathcal{C}_c + \mathcal{C}_d \), where [3,4]

\[
\mathcal{C}_c[W](t, x, v) = -i \left[ H_{\text{eff}}(t, x, v), W(t, x, v) \right]
\]

with the effective Hamiltonian

\[
H_{\text{eff}}(t, x, v_1) = \int dv_2 dv_3 dv_4 \delta(v) \mathcal{P}(1/\omega)(W_3 W_4 - W_2 W_5 - W_3 W_2 - \text{tr}[W_4] W_3 + \text{tr}[W_2] W_3 + W_2).
\]

Here \( \mathcal{P} \) denotes the principal value, and we have used the shorthands notations \( W_i = W(t, x, v_i) \) for \( i = 1, \ldots, 4 \), the velocity difference \( \vec{v} = v_1 + v_2 - v_3 - v_4 \), and the energy difference \( \omega = \omega(v_1) + \omega(v_2) - \omega(v_3) - \omega(v_4) \). The energy (or dispersion relation) \( \omega(v) \) is precisely the Fourier transform of the hopping amplitude \( \alpha \) appearing in (2). The terms \( W_i W_j \) are usual matrix products. The dissipative part of the collision operator is given by

\[
\mathcal{C}_d[W](t, x, v_1) = \pi \int dv_2 dv_3 dv_4 \delta(v) \delta(\omega) \left( \mathcal{A}[W]_{1234} + \mathcal{A}[W]^{1234} \right)
\]

with

\[
\mathcal{A}[W]_{1234} = -W_4 \tilde{W}_5 W_3 + W_4 \text{tr}[\tilde{W}_2 W_3] - \left( \tilde{W}_4 W_5 - \tilde{W}_5 W_2 - \tilde{W}_2 W_3 + \tilde{W}_4 \text{tr}[W_2] - \tilde{W}_4 \text{tr}[W_3] + \text{tr}[W_3 \tilde{W}_2] \right) W_1,
\]

where \( \tilde{W} = 1 - W \). As explained in [3,4], the first two summands (plus their Hermitian conjugates) can be identified as gain term and \((...) W_1 \) (plus Hermitian conjugate) as loss term. Alternatively, by making use of
the invariance under \( v_3 \to v_4 \), the integrand of \( \mathcal{C}_d[W] \) can be represented as
\[
\mathcal{A}[W]_{1234} + \mathcal{A}[W]^\ast_{1234} \equiv \mathcal{A}_{\text{quad}}[W]_{1234} + \mathcal{A}_{\text{tr}}[W]_{1234}
\]
with
\[
\mathcal{A}_{\text{quad}}[W]_{1234} = -\bar{W}_1 W_3 \bar{W}_2 W_4 - W_3 \bar{W}_3 W_2 \bar{W}_4 + W_1 \bar{W}_3 W_2 \bar{W}_4 + \bar{W}_4 W_3 \bar{W}_2 W_1,
\]
\[
\mathcal{A}_{\text{tr}}[W]_{1234} = (\bar{W}_1 W_3 + W_3 \bar{W}_1) \text{tr}[\bar{W}_2 W_4] - (W_1 \bar{W}_3 + \bar{W}_3 W_1) \text{tr}[W_2 \bar{W}_4].
\]
The representation (10) emphasizes the similarity to the scalar collision operator [16], which is recovered when all \( W_i \) are proportional to the identity matrix. For what follows, we always take \( \omega(v) = \frac{1}{2} |v|^2 \) as dispersion relation. Note that if a general dispersion relation is taken, the transport term in (1) changes to \( (\partial_v \omega(v)) \cdot \partial_x W \).

One may check that the collision operator \( \mathcal{C} = \mathcal{C}_c + \mathcal{C}_d \) satisfies the density, momentum and energy conservation laws (at each \( x \))
\[
\int \mathcal{C}[W](v) \, dv = 0, \quad \int v \text{tr}[\mathcal{C}[W](v)] \, dv = 0, \quad \int \frac{1}{2} |v|^2 \text{tr}[\mathcal{C}[W](v)] \, dv = 0.
\]
As a result, the corresponding fluid dynamic moments, i.e., density \( \rho(t,x) \), velocity \( u(t,x) \), and internal energy \( \varepsilon(t,x) \)
\[
\rho(t,x) = \int W(t,x,v) \, dv; \quad \text{tr}[\rho(t,x)] u(t,x) = \int v \text{tr}[W(t,x,v)] \, dv; \quad \text{tr}[\rho(t,x)] \varepsilon(t,x) = \int \frac{1}{2} |v - u|^2 \text{tr}[W(t,x,v)] \, dv
\]
satisfy local conservation laws.

The (local) entropy of the state \( W \) is defined as
\[
S[W] = -\int \text{tr}[W(v) \log W(v) + \bar{W}(v) \log \bar{W}(v)] \, dv.
\]
The H-theorem states that the local entropy production rate is positive
\[
\sigma[W] := \frac{d}{dt} S[W] = -\int \text{tr} \left[ (\log W(v) - \log \bar{W}(v)) \mathcal{C}[W](v) \right] \, dv \geq 0
\]
for all \( W \) with eigenvalues in \([0,1]\).

In the asymptotic long-time limit \( t \to \infty \) for a closed system (with periodic boundary conditions) and in the absence of external fields, the solution of the Boltzmann equation (1) is expected to converge to the Fermi-Dirac distribution
\[
W_{\text{FD}}(v) = \sum_{s \in \{1, \bar{1}\}} \left( e^{\omega(v) - \mu_1/(k_B T)} + 1 \right)^{-1} |s \rangle \langle s |,\]
for a \( \nu \)-independent spin basis \( |s \rangle \), temperature \( T \), and chemical potentials \( \mu_1 \) and \( \mu_{\bar{1}} \). Note that the Fermi-Dirac distribution maximizes the entropy among states with the same fluid dynamic moments.

To complete the equation, we need to impose the boundary conditions. Let \( \Sigma = \partial \Omega \times \mathbb{R}^2 = [0,1] \times \mathbb{R}^2 \), and denote by \( n(x) \) be the outward unit normal vector at \( x \in \partial \Omega \). We define the outgoing and incoming boundaries as
\[
\Sigma_+ = \{(x,v) \in \Sigma; \pm n(x) \cdot v > 0\}.
\]
Hence

\begin{align}
\Sigma_+ &= \{(0, v); v_x < 0\} \cup \{(1, v); v_x > 0\}; \\
\Sigma_- &= \{(0, v); v_x > 0\} \cup \{(1, v); v_x < 0\}. 
\end{align}

For the boundary condition on the incoming boundary \(\Sigma_-\), we consider

- periodic boundary conditions: for \((x, v) \in \Sigma_-\),

\begin{equation}
W(t, x, v) = W(t, 1 - x, v).
\end{equation}

Note that \((1 - x, v) \in \Sigma_+\).

- Dirichlet boundary conditions: for \((x, v) \in \Sigma_-\),

\begin{equation}
W(t, x, v) = \Phi(t, x, v)
\end{equation}

where \(\Phi : \mathbb{R}_+ \times \Sigma_- \rightarrow C^2\times^2\) is a given boundary state.

- Maxwell boundary conditions:

\begin{equation}
W(t, x, v) = \mathcal{R}_x \left(W(t, x, \cdot)_{\Sigma_+}\right)(v),
\end{equation}

where \(\mathcal{R}_x\) is a Maxwell reflection operator:

\begin{equation}
\mathcal{R} = (1 - \alpha)L + \alpha D.
\end{equation}

Here \(\alpha \in [0, 1]\) is the accommodation coefficient. The local reflection operator \(L\) is given by

\begin{equation}
(L_x F)(v_x, v_y) = F(-v_x, v_y),
\end{equation}

and the diffusive reflection is given by (for a specified Fermi-Dirac state depending on spin basis, \(T, \mu_\uparrow\) and \(\mu_\downarrow\))

\begin{equation}
(D_x F)(v) = Z_x^{-1} W_{\text{FD}}(v) \tilde{F}(x),
\end{equation}

where \(\tilde{F}(x)\) is the total outgoing number flux

\begin{equation}
\tilde{F}(x) = \int_{v \cdot n(x) > 0} \text{tr}(F(v)) v \cdot n(x) \, dv,
\end{equation}

and \(Z_x\) is a normalizing constant such that

\begin{equation}
Z_x = \int_{v \cdot n(x) < 0} \text{tr}(W_{\text{FD}}(v)) |v \cdot n(x)| \, dv.
\end{equation}

In the following, we introduce an efficient and accurate numerical scheme for the Boltzmann equation (1).

### 3. Fast Spectral Method for the Collision Operator

Calculating the collision operator is the computationally most demanding step in solving (1). Here, we first represent the collision operator using Pauli matrices, and then develop a fast Fourier spectral method inspired by the ideas in [1,5,9].
3.1. **Representation of the collision operator using Pauli matrices.** Since the spin-density matrix $W(t, x, v)$ is Hermitian, it can be represented in the basis of the identity matrix and the Pauli matrices:

\begin{equation}
W_i = W(v_i) = w_{i,0} \mathbb{I} + \sum_{j=1}^{3} w_{i,j} \sigma_j,
\end{equation}

where the subscript $i$ specifies the velocity dependence, and we have suppressed the dependence on $(t, x)$ for concise notation. Moreover, we define the vector of components as

\begin{equation}
w_i = (w_{i,0}, w_{i,1}, w_{i,2}, w_{i,3}) \in \mathbb{R}^4,
\end{equation}

and introduce the notation $\sigma = (\mathbb{I}, \tilde{\sigma})$ so that

\begin{equation}
w_i \cdot \sigma = w_{i,0} \mathbb{I} + \sum_{j=1}^{3} w_{i,j} \sigma_j.
\end{equation}

The 3-vector part $\tilde{\vec{w}}_i = (w_{i,1}, w_{i,2}, w_{i,3}) \in \mathbb{R}^3$ is exactly the Bloch vector of $W_i$ (up to normalization), and the eigenvalues of $W_i$ are $w_{i,0} \pm |\tilde{\vec{w}}_i|$.

We will also use the $4 \times 4$ “metric tensor” $\eta = \text{diag}(1, -1, -1, -1)$ and set

\begin{equation}
\langle w_i, w_j \rangle_\eta = w_i^T \eta w_j.
\end{equation}

Since the eigenvalues of $W_i$ are in the interval $[0, 1]$, one can verify that likewise $\langle w_i, w_j \rangle_\eta \in [0, 1]$.

Using the interchangeability of $v_3 \leftrightarrow v_4$ in the integral, the gain term of the dissipative collision operator (7) can be written as

\begin{equation}
-W_4 \tilde{\vec{W}}_3 W_3 + W_4 \text{tr}[\tilde{\vec{W}}_2 W_3] + \text{h.c.} = 2 \langle w_3, w_4 \rangle_\eta (\mathbb{I} - \langle \eta w_2 \rangle \cdot \sigma),
\end{equation}

and the loss term as

\begin{equation}
-W_4 \tilde{\vec{W}}_2 W_3 + W_4 \text{tr}[\tilde{\vec{W}}_2 W_3] + \text{tr}[\tilde{\vec{W}}_2 W_1] W_1 + \text{h.c.}
\end{equation}

\begin{equation}
= -\langle (w_3, w_4) \eta \mathbb{I} - \langle w_3, w_2 \rangle \eta \mathbb{I} - \langle w_3, w_4 \rangle - 1 \rangle \langle \eta w_2 \rangle \cdot \sigma \rangle \rangle W_1 + \text{h.c.}
\end{equation}

For the Hermitian conjugate, one requires the anti-commutator of two Wigner matrices, which reads in the Pauli representation

\begin{equation}
\{W_1, W_2\} \equiv W_1 W_2 + W_2 W_1 = 2 \langle (w_{1,0} w_2 + w_{2,0} w_1) \cdot \sigma - \langle \eta w_2 \rangle \eta \mathbb{I}\rangle.
\end{equation}

Again using the interchangeability of $v_3 \leftrightarrow v_4$ in the integral, the integrand in Eq. (6) of the conservative collision operator (5) becomes

\begin{equation}
(W_3 W_4 - W_2 W_3 - W_3 W_2 - \text{tr}[W_4] W_3 + \text{tr}[W_2] W_3 + W_2)
\equiv \langle (w_3, w_2) \eta - \langle w_3, w_2 \rangle \eta \mathbb{I} - (w_3, w_4, w_4, 0) - 1 \rangle W_2.
\end{equation}

Since the identity matrix does not contribute to the commutator in Eq. (5), it suffices to keep the second term $-(w_3, w_4, w_4, 0) - 1 \rangle W_2$ only. The commutator in Eq. (5) reads in the Pauli matrix representation

\begin{equation}
-i [W_2, W_1] = 2 \langle \tilde{\vec{w}}_2 \times \tilde{\vec{w}}_1 \rangle \cdot \tilde{\vec{\sigma}}.
\end{equation}

To summarize, we have obtained the representation

\begin{equation}
\mathcal{C}_c[W_1] = i \int d\nu_2 d\nu_3 d\nu_4 \delta(\nu) \mathcal{P}(1/\omega) (w_{3,0} + w_{4,0} - 1) [W_2, W_1],
\end{equation}
and similarly
\begin{equation}
\mathcal{C}_d[W]_1 = \pi \int dv_2 \, dv_3 \, dv_4 \, \delta(v) \delta(w) \left( 2 \langle w_3, w_4 \rangle \eta \left( \mathbb{I} - (\eta w_2) \cdot \sigma \right) + (w_{3,0} + w_{4,0} - 1) \{W_1, (\eta w_2) \cdot \sigma \} \right).
\end{equation}

We remark that it is also possible to write the matrix-valued Boltzmann equation as a kinetic equation with multiple components, if we regard each matrix entry as a component. However, we prefer the more natural and physical representation in terms of Pauli matrices.

3.2. Fast Fourier spectral method. To efficiently evaluate the collision terms \((38)\) and \((39)\), we generalize the ideas in \([1, 5, 9]\) for a Fourier spectral discretization of the velocity space.

Let us discuss the conservative part \((38)\) first. Using the Carleman representation, we write
\begin{equation}
\mathcal{C}_c[W](v) = i \int_{B_R} \int_{B_R} du \, du' \mathcal{P}(1/(u \cdot u'))(2w_0(v + u) - 1) \{W(v + u + u')W(v) - \text{h.c.} \},
\end{equation}
where we have used the symmetry between \(u\) and \(u'\). Here \(R\) is the truncation of the collision integral, taken so that \(B_R\) is approximately the support of \(W\) in the \(v\) variable. Hence, we just need to deal with integrals of the kind
\begin{equation}
I_1(v) = \int_{B_R} \int_{B_R} du \, du' \mathcal{P}(1/(u \cdot u')) f(v + u) g(v + u + u') h(v).
\end{equation}
To apply the Fourier method, we periodize the functions \(f\), \(g\) and \(h\) etc. on the domain \([-L, L]^2\) with \(L \geq \frac{3 + \sqrt{2}}{2} R\), and define the Fourier grid
\begin{equation}
\Xi = [-N/2, -N/2+1, \ldots, N/2-1]^2.
\end{equation}
Here the cut-off frequency \(N\) controls the accuracy. Using the Fourier inversion formula, we approximate
\begin{equation}
f(v) \approx \sum_{\xi \in \Xi} \hat{f}(\xi) \exp(i \pi \xi \cdot v/L) \quad \text{and} \quad \hat{f}(\xi) = \int_{[-L,L]^2} f(v) e^{-i \frac{\pi}{L} \xi \cdot v} \, dv.
\end{equation}
Then
\begin{equation}
I_1(v) = \sum_{\chi, \eta, \xi} \int_{B_R} \int_{B_R} du \, du' \mathcal{P}(1/(u \cdot u')) \hat{f}(\chi) \hat{g}(\eta) \hat{h}(\xi) e^{i \frac{\pi}{L} \xi \cdot v} e^{i \frac{\pi}{L} \eta \cdot u} e^{i \frac{\pi}{L} \chi' \cdot u'}
\end{equation}
\begin{equation}
= \sum_{\chi, \eta, \xi} \hat{f}(\chi) \hat{g}(\eta) \hat{h}(\xi) e^{i \frac{\pi}{L} \xi \cdot v} e^{i \frac{\pi}{L} \eta \cdot u} G(\chi + \eta, \eta)
\end{equation}
where the matrix \(G(\xi, \chi)\) is defined as
\begin{equation}
G(\xi, \chi) = \int_{B_R} du \int_{B_R} du' \mathcal{P}(1/(u \cdot u')) \exp(i \pi \xi \cdot u/L) \exp(i \pi \chi \cdot u'/L).
\end{equation}
Changing to polar coordinates, one obtains
\begin{equation}
G(\xi, \chi) = \int_0^R dr \int_0^R dr' \int_{S^1} d\theta \int_{S^1} d\theta' \mathcal{P}(1/(\theta \cdot \theta')) \exp(i \pi \xi \cdot \theta r/L) \exp(i \pi \chi \cdot \theta' r'/L).
\end{equation}
Since \(\mathcal{P}(1/(\theta \cdot \theta'))\) is odd in both \(\theta\) and \(\theta'\), it suffices to take the odd part of the complex exponentials in the above integral, and we get
\begin{equation}
G(\xi, \chi) = -\int_0^R dr \int_0^R dr' \int_{S^1} d\theta \int_{S^1} d\theta' \mathcal{P}(1/(\theta \cdot \theta')) \sin(\pi \xi \cdot \theta r/L) \sin(\pi \chi \cdot \theta' r'/L).
\end{equation}
Note that
\begin{equation}
\phi_R(\xi, \theta) = \int_0^R dr \sin(\pi \xi \cdot \theta r/L) = \frac{L}{\pi (\xi \cdot \theta)} \left[ \cos(\pi \xi \cdot \theta R/L) - 1 \right] = -\frac{2L}{\pi (\xi \cdot \theta)} \sin^2(\pi \xi \cdot \theta R/(2L)).
\end{equation}
Hence,
\begin{equation}
G(\zeta, \chi) = -\int_{S^1} d\theta \int_{S^1} d\theta' G(1/(\theta \cdot \theta')) \phi_R(\zeta \cdot \theta) \phi_R(\chi \cdot \theta').
\end{equation}

We approximate \(G\) using numerical quadrature with a trapezoidal rule. To deal with the singularity in the principal value integral, we take the grids of \(\theta\) and \(\theta'\) to be
\begin{align}
\theta_j &= \exp(i(j-1/2)\pi / J), \quad \text{and} \quad \theta'_j = \exp(i(j-1/2)\pi / J), \\
& \quad j = 1, \ldots, J
\end{align}
for some positive integer \(J\). The quadrature rule converges exponentially [14, Section 6]. Due to symmetry, only quadrature points on half circles are required. We arrive at the final approximation
\begin{equation}
G(\zeta, \chi) \approx \sum_{j=1}^{J} \sum_{j'=1}^{J} \omega_{G,j,j'} \phi_{R,j}(\zeta) \phi_{R,j'}(\chi)
\end{equation}
where the weights are given by
\begin{equation}
\omega_{G,j,j'} = -\left(\frac{2\pi}{J}\right)^2 \frac{1}{\theta_j \cdot \theta'_{j'}}
\end{equation}
and we have used the shorthand notation
\begin{equation}
\phi_{R,j}(\zeta) = \phi_R(\zeta \cdot \theta_j) \quad \text{and} \quad \phi_{R,j'}(\chi) = \phi_R(\chi \cdot \theta'_{j'}).
\end{equation}

In summary, we have obtained the approximation
\begin{equation}
\tilde{I}_1(\zeta) \approx \sum_{\chi, \eta, \zeta} \sum_{j,j'} \omega_{G,j,j'} \tilde{f}(\chi) \tilde{g}(\eta) \tilde{h}(\zeta) \phi_{R,j}(\chi + \eta) \phi_{R,j'}(\eta)
\end{equation}
\begin{equation}
= \sum_{j,j'} \omega_{G,j,j'} \sum_{\zeta} \left[ \tilde{f}(\zeta - \eta) \left( \phi_{R,j}(\eta) \tilde{g}(\eta) \right) \right] \phi_{R,j}(\zeta - \eta) \tilde{h}(\zeta).
\end{equation}

For each \(j\) and \(j'\), we first calculate the product \(\phi_{R,j} \tilde{g}\) (complexity \(O(JN^2)\)); the summation over \(\eta\) is a convolution by FFT \((O(JN^2 \log N))\); we then multiply the result pointwise with \(\phi_{R,j'} \tilde{h}\) \((O(J^2 N^2))\). The summation over \(\zeta\) is another convolution \((O(J^2 N^2 \log N))\). The total complexity is thus \(O(J^2 N^2 \log N)\). We use double zero padding in the Fourier coefficients to avoid aliasing.

The dissipative part \((39)\) in Carleman representation consists of the following three kinds of integrals:
\begin{align}
I_2(v) &= \int_{B_R} \int_{B_R} du du' \delta(u \cdot u') f(v + u) g(v + u') h(v); \\
I_3(v) &= \int_{B_R} \int_{B_R} du du' \delta(u \cdot u') f(v + u) g(v + u) h(v + u + u'); \\
I_4(v) &= \int_{B_R} \int_{B_R} du du' \delta(u \cdot u') f(v + u) g(v + u + u') h(v).
\end{align}

To evaluate these integrals, we define
\begin{equation}
H(\zeta, \chi) = \int_{B_R} du \int_{B_R} du' \delta(u \cdot u') \exp(i\pi \zeta \cdot u / L) \exp(i\pi \chi \cdot u' / L).
\end{equation}
By similar steps as leading to \((51)\), one obtains
\begin{equation}
H(\zeta, \chi) \approx \sum_{j=1}^{J} \omega_{H,j} \psi_{R,j}(\zeta) \psi_{R,j}(\chi).
\end{equation}
Here
\begin{equation}
\omega_{H,j} = \frac{\pi}{J}, \quad \psi_{R,j}(\zeta) = \frac{2L}{\pi \zeta \cdot \theta_j} \sin \left( \frac{\pi R \zeta \cdot \theta_j}{L} \right) \quad \text{and} \quad \psi_{R,j}(\chi) = \frac{2L}{\pi \zeta \cdot \theta_j} \sin \left( \frac{\pi R \zeta \cdot \theta_j}{L} \right),
\end{equation}
where $R_{\pi/2}$ is the rotation by $\pi/2$.

Then the Fourier representation of $I_2$ is

$$I_2(\zeta) = \sum_{\chi, \eta, \xi} \sum_{j} \omega_{G,j} \mathcal{F}(\chi) \tilde{g}(\eta) \tilde{h}(\xi) \psi_{R,j}(\chi) \tilde{\psi}_{R,j}(\eta)$$

$$= \sum_{\chi, \eta, \xi} \sum_{j} \omega_{G,j} \mathcal{F}(\chi) \tilde{g}(\eta) \tilde{h}(\xi) \psi_{R,j}(\chi) \tilde{\psi}_{R,j}(\eta)$$

(61)

For each $j$, the pointwise products in the brackets are computed (complexity $\Theta(JN^2)$); for each $j$ and $\xi$, summation over $\chi$, $\eta$ and $\zeta$ is a double convolution by FFT ($O(JN^2 \log N)$). The total complexity is $O(JN^2 \log N)$. The integral type $I_3$ is similar to $I_1$, and hence we will omit the details.

For $I_3$, we need another representation of $H(\zeta, \chi)$, as suggested by Hu and Ying in [5]:

$$H(\zeta, \chi) \approx \frac{\pi}{j} \sum_{m=1}^{M} w_{R,m} \sum_{j=1}^{J} \left[ \exp(i \pi \rho_{R,m} \xi - \theta_j / L) \psi'_{R,j}(\chi) \right]$$

$$= \sum_{m=1}^{M} \tilde{\omega}_{H,j,m} \left[ \exp(i \alpha_{j,m} \cdot \xi) \psi'_{R,j}(\chi) \right]$$

with

$$\tilde{\omega}_{H,j,m} = \frac{\pi}{j} w_{R,m} \quad \alpha_{j,m} = \pi \rho_{R,m} \theta_j / L.$$  

In the above, $(\rho_{R,m}, w_{R,m})$ are the nodes and weights of a Gauss-Legendre quadrature on $[-R, R]$. Then, the integral $I_3$ can be calculated as

$$I_3(\zeta) = \sum_{j,m} \tilde{\omega}_{H,j,m} \sum_{\chi, \eta, \xi} \tilde{f}(\chi) \tilde{g}(\eta) \tilde{h}(\xi) \exp(i \alpha_{j,m} \cdot \chi) \psi'_{R,j}(\eta + \zeta)$$

$$= \sum_{j,m} \tilde{\omega}_{H,j,m} \sum_{\chi, \eta, \xi} \tilde{f}(\chi) \tilde{g}(\eta) \tilde{h}(\xi) \exp(i \alpha_{j,m} \cdot \chi) \psi'_{R,j}(\eta + \zeta)$$

$$= \sum_{j,m} \tilde{\omega}_{H,j,m} \sum_{\chi} \exp(i \alpha_{j,m} \cdot \chi) \tilde{f}(\chi) \psi'_{R,j}(\xi - \chi) \sum_{\eta, \xi, \eta + \zeta = \xi - \chi} \tilde{g}(\eta) \exp(i \alpha_{j,m} \cdot \xi) \tilde{h}(\xi).$$

(64)

We first calculate the pointwise products in the bracket for each $j$ and $m$ ($\Theta(JMN^2)$); summation over $\chi$, $\eta$ and $\xi$ is a double convolution ($\Theta(JMN^2 \log N)$). Since $M$ is $\Theta(N)$, the total complexity is $\Theta(JN^3 \log N)$.

4. TIME SPLITTING ALGORITHM AND PARALLELIZATION

The numerical discretization of Eq. (1) is based on a time splitting algorithm to deal with the convection, collision and external magnetic terms separately. Specifically, we perform half a time step of convection in physical velocity space, then transform the Wigner state to velocity Fourier space using FFT for the collision integrals as discussed in Section 3.2 and for applying the external magnetic field, and finally switch back to physical velocity space for another half time step of convection. For the convection we use the finite volume method with minmod slope limiter [6, Ch. 16]; other slope limiters can also be applied. For completeness, we briefly recall the formulation with some comments on parallelization of the algorithm.

In the advection step, each discrete velocity $\nu$ can be treated independently due to the time splitting. The minmod slope limiter method updates the solution as

$$W_{j}^{n+1} = W_{j}^{n} + \Delta t \left[ -\nu_{x}(W_{j+1}^{n} - W_{j-1}^{n}) + |\nu_{x}|(W_{j+1}^{n} - 2W_{j}^{n} + W_{j-1}^{n}) \right]$$

$$+ \frac{1}{2} \left( \text{sgn}(\nu_{x} - \psi) \right) \left[ -\nu_{x}(S_{j+1}^{n} - S_{j-1}^{n}) + |\nu_{x}|(S_{j+1}^{n} - 2S_{j}^{n} + S_{j-1}^{n}) \right].$$

(65)
where $\Delta x$ denotes the spatial mesh width, $\Delta t$ the time step, $n$ the discretized time index, $j$ the finite volume cell index, and $\hat{v} = \Delta t v_x / \Delta x$. We use the shorthand notations

$$W_j^n = W(n \Delta t, j \Delta x, v) \quad \text{and} \quad S_j^n = \minmod(W_{j+1}^n - W_j^n, W_j^n - W_{j-1}^n)$$

with the minmod function defined as

$$\minmod(a, b) = \begin{cases} 
  a & \text{if } |a| \leq |b| \text{ and } ab > 0; \\
  b & \text{if } |b| < |a| \text{ and } ab > 0; \\
  0 & \text{if } ab < 0.
\end{cases}$$

(66)

The first line in Eq. (65) is precisely Godunov’s method, and the second line originates from the additional slope limiter terms. As mentioned above, for the time splitting algorithm we actually perform two transport steps with $\Delta t/2$. Note that the Wigner state at the next time step depends on two neighbors on either side, i.e., on the five finite volumes with indices $j-2, \ldots, j+2$.

Concerning parallelization, each computing node handles a few adjacent finite volumes, that is, we parallelize the computation along the spatial $x$ dimension. This straightforward approach takes advantage of the locality of the computationally demanding collision step, which is independent of the neighboring finite volumes. Since the transport step (65) depends on two neighbors on each side, every computing node handles at least two adjacent finite volumes to minimize inter-process communication. In our custom C implementation, we use MPI to transfer neighboring states during the transport step.

5. Numerical examples

5.1. Validation of the algorithm. We first present several numerical tests to validate our algorithm. Let us start with the approximation of the kernels $G$ in (51) and $H$ in (59) and (62), which depend on the choice of parameters $J$ and $M$. To test the dependence on $J$, we calculate the collision kernel for a fixed spin density matrix $W(v)$. Here, $W(v)$ is (somewhat arbitrarily) chosen as

$$W(v) = \frac{1}{3\pi} (1 + v_x) e^{-\frac{1}{2} (v_x - 1)^2} \left[ \frac{3}{2} \left( \frac{v_y}{v_x} \right)^2 + \frac{3 \sqrt{6/5}}{55\pi} \left( \frac{1 - v_x}{2} + \frac{v_y}{6} \right)^2 e^{-\frac{1}{12} (2v_y + v_x)^2} - \frac{1}{10} v_y^2 \sigma_1 \right]$$

$$+ \frac{1}{4\pi \sqrt{2}} e^{-\frac{1}{8} (v_x - 1)^2 - \frac{1}{4} v_y^2} \sigma_2 + \frac{9}{56\pi} \left( \frac{1}{3} + v_x \right)^2 e^{-\frac{1}{8} (v_x - 1)^2 - \frac{1}{8} (v_x + 2v_y)^2} \sigma_3 .$$

(67)

We change $J$ while keeping the other parameters fixed, and compare the result to a reference calculation with a very large $J$. The convergence plot is shown in Figure 1a. One observes that the error decreases exponentially fast as $J$ increases, confirming the previous discussion of exponential convergence with respect to $J$. Figure 1a also illustrates that $J = 32$ already achieves relative errors smaller than $10^{-8}$ (note that $J = 32$ amounts to 64 grid points in $\theta$ due to symmetry). We will fix this choice in the sequel.

Next, we study the accuracy of the approximation (62) for different choices of $M$. For a given $R, M$ is the total number of Gauss-Legendre quadrature nodes on $[-R, R]$. As discussed before, the integrand becomes more oscillatory as $N$ increases, and thus we expect that $M$ depends linearly on $N$. In Figure 1b, the relative error of the $C_d$ collision term is plotted as a function of $M$ for $N = 16, 32$. Indeed the error decays very fast thanks to the accuracy of the Gauss-Legendre quadrature. In our subsequent computations we fix $M = 32$, which is adequate to achieve $10^{-8}$ relative error for $N = 32$.

To verify that our method achieves spectral accuracy in dealing with the collision terms, we calculate $\mathcal{E}_d[W]$ and $\mathcal{E}_c[W]$ for the spin density matrix $W$ in (67) and different $N$. The result is shown in Figure 2. A
large $M = 72$ is used to ensure the accuracy of the approximation (62) for each $N$. Spectral convergence is clearly observed in Figure 2.

**Figure 2.** Exponential convergence with respect to $N$, for fixed parameters $L = 12$ and $R = 7.5$, $M = 72$. The reference value has been obtained using $N = 72$.

5.2. **Spatially homogeneous equation.** We now study the time evolution under the spatially homogeneous equation. Here we choose the initial condition to be a Fermi-Dirac state perturbed by $\nu$-dependent rotations:

\begin{equation}
W(0, \nu) = e^{-i X(\nu)} \cdot U_0 \cdot \text{diag}(e^{\frac{1}{2}(|\nu - \nu_0|^2 - \mu_j)/(k_B T) + 1})^{-1} \cdot U_0^* \cdot e^{i X(\nu)}
\end{equation}

with

\[
U_0 = \begin{pmatrix}
\cos(\pi/5) & -i\sin(\pi/5) \\
\sin(\pi/5) & i\cos(\pi/5)
\end{pmatrix}, \quad X(\nu) = \sin(\nu_0^2)I + (\nu_x - 1)\sigma_1 + 2(\nu_x^2 + |\nu_y| + 1)^{-1}\sigma_2 + \cos(\nu_x + \nu_y/2)\sigma_3
\]
and the parameters $k_B T = 5/4$, $\mu_\uparrow = 1$, $\mu_\downarrow = 3/2$ and $\nu_0 = (0.4, -0.1)$. In Figure 3, the conserved quantities spin density, momentum, and energy are plotted as a function of time. Excellent conservation is observed numerically (note that the scale of the y-axes are $10^{-12}$, $10^{-4}$ and $10^{-5}$ respectively).

![Figure 3](image3.png)

**Figure 3.** Conservation of spin density, momentum and energy in the numerical scheme for the spatially homogeneous setting, with parameters $N = 32$, $L = 12$, $J = 32$, $M = 32$ and $R = 7.5$. The y-axis shows the relative deviation from the initial value on a logarithmic scale.

In Figure 4, we plot the maximum and minimum (with respect to $\nu$) of the eigenvalues of the Wigner spin-density matrices. The eigenvalues stay between 0 and 1, as required.
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**Figure 4.** Time-dependent range of the eigenvalues of the Wigner states, remaining between 0 and 1, as required.

Finally, Figure 5a shows that the entropy is monotonically increasing under our numerical algorithm. In Figure 5b, we check the convergence of the solution towards a Fermi-Dirac distribution. For that purpose, we plot the quantum relative entropy of the Wigner state with respect to the Fermi-Dirac distribution determined by the conserved quantities. Denoting the equilibrium state by $W_{\text{FD}}$, the quantum relative entropy is given by (recall that $\tilde{W} = 1 - W$)

$$S(W \parallel W_{\text{FD}}) = \int \text{tr} \left[ W(\nu) \left( \log W(\nu) - \log W_{\text{FD}}(\nu) \right) + \tilde{W}(\nu) \left( \log \tilde{W}(\nu) - \log \tilde{W}_{\text{FD}}(\nu) \right) \right] d\nu.$$  

Using the H-theorem for the entropy and the conservation property of the fluid dynamic moments, the relative entropy is monotonically decaying to zero as $t \to \infty$. The convergence in $L^1$-norm is shown in Figure 5c.
Figure 5. Time-dependent entropy (A) and quantum relative entropy (B) as specified in Eq. (69), as well as the $L^1$-norm distance (C) to the asymptotic Fermi-Dirac equilibrium state determined from the conservation laws (spatially homogeneous case).

5.3. Spatially inhomogeneous equation with periodic boundary conditions. For periodic boundary conditions, the spin density, momentum, and energy are still conserved globally, i.e., after taking the integral over the spatial dimension. Figure 6 shows the conservation in the numerical scheme, analogous to the spatially homogeneous case. The initial Wigner state has the form (68) with $T, \mu_s, v_0$ now depending on the spatial location $x$ and $U_0$ equal to the identity matrix.

The quantum relative entropy now involves integration over the spatial domain:

$$S(W(t, x, \cdot) \parallel W_{FD}) = \int S(W(t, x, \cdot) \parallel W_{FD}) \, dx.$$  

Note that the asymptotic Fermi-Dirac equilibrium state is independent of $t$ and $x$. For comparison, we define a quantum relative entropy with respect to locally fitted (at each $x$ and $t$) Fermi-Dirac states:

$$S_{loc}(W(t, x, \cdot) \parallel W_{FD,loc}(t, x, \cdot)) = \int S(W(t, x, \cdot) \parallel W_{FD,loc}(t, x, \cdot)) \, dx.$$  

Here $W_{FD,loc}(t, x, \cdot)$ is the Fermi-Dirac state with the same spin density, momentum and energy as $W(t, x, \cdot)$. 

Figure 6. Conservation of spin density, momentum and energy by the numerical scheme for the spatially inhomogeneous equation with periodic boundary conditions, $x \in [0, 1)$ and parameters $N = 32, L = 12, J = 32, M = 32, R = 7.5, \Delta x = 0.1$ and time step $\Delta t = 0.008$. 
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Figure 7. Time-dependent entropy (A) and quantum relative entropy (B) for the spatially inhomogeneous equation with periodic boundary conditions and \( x \in [0, 1) \). In (B), the blue curve shows the entropy relative to the global, uniform Fermi-Dirac state (Eq. (70)), whereas the green curve displays the entropy relative to locally fitted (at each \( x \) and \( t \)) Fermi-Dirac states (Eq. (71)).

Figure 7a visualizes the monotonically increasing entropy, and Figure 7b the quantum relative entropy, both global and local. It is easy to verify that

\[
S(W(t) \parallel W_{FD}) = S(W(t) \parallel W_{FD,loc}(t)) + S(W_{FD,loc}(t) \parallel W_{FD}).
\]

According to Figure 7b, the quantum relative entropy is dominated by \( S(W_{FD,loc}(t) \parallel W_{FD}) \), in other words, the system quickly relaxes to a local Fermi-Dirac state, before converging to the global equilibrium.

As next step, we investigate the effect of an external, \( x \)-dependent magnetic field, which enters the Boltzmann equation as the last term in Eq. (1). Specifically, we choose

\[
\vec{B}(x) = (0, \cos(2\pi x), \sin(2\pi x))^T
\]

for the simulation. Figure 8 visualizes the external magnetic field and shows the components of the spin density matrix at \( t = 1 \), with half the Bloch vector part defined as \( \vec{\rho} = (\rho_1, \rho_2, \rho_3) \). Compared to the above simulation without magnetic field (density not shown), the Bloch vector components of \( \rho(t, x) \) now change with \( x \). Since the magnetic field acts as a unitary rotation of the Wigner state in the time evolution, the trace \( tr[W(t, x, v)] \) remains unaffected by the magnetic field and the momentum and energy conservation laws still hold.

5.4. Spatially inhomogeneous equation with Dirichlet and Maxwell boundary conditions. First, we investigate a simulation with Dirichlet boundary conditions. The fixed states at the left and right boundary are Fermi-Dirac states (17) with different temperatures and eigenbasis, as summarized in Table 1. Here, \( U \) is the spin-eigenbasis of the Fermi-Dirac state. In Figure 9 we visualize the stationary density (after running the simulation until reaching stationarity) as well as the local temperature and entropy. The temperature is estimated by constructing a local Fermi-Dirac state with the same moments as the actual local Wigner state. Note that the stationary temperature is almost independent of \( x \), different from the initial state.
Figure 8. (A) Visualization of the external magnetic field in Eq. (73), with color encoding the position along the x axis. (B) Components of the corresponding spin density matrix $\rho(t, x)$ in the Pauli representation (29) for a simulation with this magnetic field, periodic boundary conditions and finite volume size $\Delta x = 0.1$. (C) Visualization of the corresponding Bloch vector part of the density (the axis is rotated compared to (A) for ease of visualization).

Table 1. Parameters of the fixed left and right Fermi-Dirac boundary states for a simulation with Dirichlet boundary conditions.

|                  | left | right |
|------------------|------|-------|
| $1/(k_B T)$      | 0.8  | 1.2   |
| $\mu_1$          | 1.5  | 1.5   |
| $\mu_1$          | -1.5 | -1.5  |
| $U$              | $\frac{1}{\sqrt{2}} (1 1^\text{t})$ |

Figure 9. Components of the stationary spin density matrix (A) in the Pauli representation (29), local temperature (B) and local entropy (C) for a simulation with Dirichlet boundary conditions, with finite volume size $\Delta x = 0.025$.

Finally, we explore the effects of Maxwell boundary states with (i) different temperature and chemical potentials but common spin eigenbasis, and (ii) same temperature and chemical potentials but spin eigenvectors pointing to different directions, as summarized in Table 2.
\[
\frac{1}{(k_B T)} \begin{array}{cc}
\text{left} & \text{right} \\
\mu_\uparrow & \mu_\downarrow \\
\end{array}
\begin{array}{cc}
\text{left} & \text{right} \\
0.6 & 1.1 \\
-0.4 & 1.3 \\
1.8 & -0.9 \\
\end{array}
\begin{array}{cc}
\text{left} & \text{right} \\
1 & 1 \\
\frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}
\end{array}
\]

Table 2. Parameters of the left and right diffusive reflection Fermi-Dirac states for two simulations with Maxwell boundary conditions.

Figure 10. Components of the stationary spin density matrix, local temperature and local entropy for two simulations with Maxwell boundary conditions, with finite volume size \(\Delta x = 0.025\) and \(\alpha = 0.4\) (accommodation coefficient for the reflection operator). The upper row corresponds to the parameter set (i) in Table 2, and the lower row to (ii).

The simulation results are shown in Figure 10. Somewhat surprisingly, the stationary density for case (i) with standard spin eigenbasis on the left and right contains nonzero off-diagonal entries, due to interaction of different spin components.

6. Conclusions and Outlook

We have developed an efficient numerical algorithm based on spectral Fourier discretization for the matrix-valued quantum Boltzmann equation. The effective Hamiltonian (6) appears only in the matrix-valued version (since a commutator of scalars vanishes) and consists of a principal value integral lacking microscopic energy conservation; we have introduced a shift in the numerical grid points (50) to treat the
singular part of the principal value. The resulting algorithm exhibit spectral accuracy as numerically confirmed in Figure 2.

Our numerical simulations support the picture of fast convergence to local equilibrium and slower global equilibration, see Figure 7b. This suggests that future work on effective hydrodynamic equations derived from the matrix-valued quantum Boltzmann equation might be a promising endeavor. A multiscale algorithm coupling the many-body Hubbard model, the kinetic description of the weakly interacting Hubbard system, and the hydrodynamic limit of the model would also be an interesting future direction to explore.
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