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Abstract

Objective. Post-traumatic stress disorder (PTSD) is highly heterogeneous, and identification of quantifiable biomarkers that could pave the way for targeted treatment remains a challenge. Most previous electroencephalography (EEG) studies on PTSD have been limited to specific handpicked features, and their findings have been highly variable and inconsistent. Therefore, to disentangle the role of promising EEG biomarkers, we developed a machine learning framework to investigate a wide range of commonly used EEG biomarkers in order to identify which features or combinations of features are capable of characterizing PTSD and potential subtypes.

Approach. We recorded 5 min of eyes-closed and 5 min of eyes-open resting-state EEG from 202 combat-exposed veterans (53% with probable PTSD and 47% combat-exposed controls). Multiple spectral, temporal, and connectivity features were computed and logistic regression, random forest, and support vector machines with feature selection methods were employed to classify PTSD. To obtain robust results, we performed repeated two-layer cross-validation to test on an entirely unseen test set.

Main results. Our classifiers obtained a balanced test accuracy of up to 62.9% for predicting PTSD patients. In addition, we identified two subtypes within PTSD: one where EEG patterns were similar to those of the combat-exposed controls, and another that were characterized by increased global functional connectivity. Our classifier obtained a balanced test accuracy of 79.4% when classifying this PTSD subtype from controls, a clear improvement compared to predicting the whole PTSD group. Interestingly, alpha connectivity in the dorsal and ventral attention network was particularly important for the prediction, and these connections were positively correlated with arousal symptom scores, a central symptom cluster of PTSD.

Significance. Taken together, the novel framework presented here demonstrates how unsupervised subtyping can delineate heterogeneity and improve machine learning prediction of PTSD, and may pave the way for better identification of quantifiable biomarkers.

1. Introduction

Post-traumatic stress disorder (PTSD) is a debilitating psychiatric disorder characterized by chronic stress symptoms following exposure to trauma. Specifically, four different clusters of symptoms have to be present for the clinical diagnosis: (a) intrusion and re-experiencing of the traumatic event, (b) avoidance symptoms, (c) negative alterations of mood and cognition and (d) alterations in arousal and reactivity (American Psychiatric Association 2013, Fenster et al 2018). There are multiple symptoms within each cluster, and thus, a plethora of different combinations can fulfil the diagnostic criteria for PTSD, resulting in PTSD being a very heterogeneous disorder (Galatzer-Levy and Bryant 2013). The heterogeneous
nature might partly explain the moderate response rate of trauma-focused psychotherapies, which are the first-line treatment option for PTSD. Indeed, a meta-analysis of psychotherapeutic treatment of combat-related PTSD found that approximately two-thirds of patients retain their diagnosis following psychotherapy (Steenkamp et al. 2015). The same is true for pharmacological treatments of PTSD: while selective serotonin reuptake inhibitors have proven superior to placebo in reduction of PTSD-symptoms, effect sizes are generally small and limited to symptom relief in certain patients (DePierro et al. 2019, Hoskins et al. 2021). Overall, the marked heterogeneity of PTSD calls for identification of clinical subtypes and biomarkers that can in turn pave the way for personalized treatment of PTSD.

Previous research has investigated whether changes in brain activity in patients with PTSD, measured using electroencephalography (EEG), could serve as potential clinical biomarkers (Butt et al. 2019). Discovery of new EEG biomarkers has the potential to improve diagnosis of PTSD and open new avenues of neurophysiological targets for EEG neurofeedback and pharmacological treatment of PTSD (Woo et al. 2017). Additionally, EEG has a high temporal resolution and good clinical practicality, due to being non-invasive, low cost, and mobile. However, EEG studies of PTSD have revealed conflicting findings. For example, some studies focusing on the alpha frequency band have reported lower alpha power in PTSD patients (Jokić-Begić and Begić 2003, Veltmeyer et al. 2006, Clancy et al. 2017), while other studies have found no differences in alpha power between healthy controls and PTSD patients (Begić et al. 2001, Ehlers et al. 2006, Rabe et al. 2006, Shankman et al. 2008, Kemp et al. 2010, Wahbeh and Oken 2013, Imperatori et al. 2014, Moon et al. 2018). Albeit less investigated, the same inconsistencies and opposite results can also be found in the other canonical frequency bands (Todder et al. 2012, see supplementary table A1 for an overview). Again, such conflicting results might pertain to the heterogeneous nature of PTSD, and call for the identification of biologically founded subtypes (Zhang et al. 2021).

Besides spectral power, other types of EEG features have also been investigated in regards to PTSD. Long-range temporal correlations (Linkenkaer-Hansen et al. 2001) were found to be lower in the alpha band in PTSD patients, but returned to a normal level following neurofeedback (Ros et al. 2017). A study measuring simultaneous EEG and fMRI observed a microstate associated with the dorsal default mode network to be more present in combat-related PTSD compared to combat-exposed controls, and its occurrence was correlated positively with the PTSD checklist scores (PCL; Weathers et al. 1993). Additionally, lower occurrence of a microstate associated with the anterior salience network and higher occurrence of a microstate associated with the posterior salience network was observed in the PTSD group (Yuan et al. 2018). A recent study also utilized microstate characteristics in a machine learning model to predict PTSD (Terpou et al. 2022). Another EEG feature that has been investigated in relation to PTSD is functional connectivity. Reduced frontal to posterior right hemispheric alpha Granger causality (GC) (Clancy et al. 2017) and reduced theta orthogonalized power envelope correlations (PECs) (Toll et al. 2020) have been observed in PTSD. Machine learning modelling using coherence has also been applied to EEG data from PTSD patients to predict the effect of transcranial magnetic stimulation (Zandvakili et al. 2019). However, common for all these non-spectral features is that each feature type has only been investigated by one or a limited number of studies in relation to PTSD, thus no clear conclusions can be drawn, as these results have not yet been reproduced. Additionally, most of the EEG studies examining PTSD have only focused on one particular feature type. To our knowledge, only one study has explored combinations of different resting-state EEG features, namely spectral power, spatial covariance, and network metrics to predict PTSD (Kim et al. 2020).

In this study, we present an extensive framework (figure 1) that computes multiple EEG features that are commonly used in EEG research, which can broadly be divided into spectral features (power, asymmetry, frontal theta/beta ratio, peak alpha frequency, and $1/f$ exponent), functional connectivity features (imaginary part of coherence (Imcoh), weighted phase lag index (wPLI), PEC, and GC), and features that capture the temporal dynamics of EEG (microstates and long-range temporal correlations estimated through detrended fluctuation analysis (DFA) exponents). Feature selection and machine learning classification were applied to investigate how well well veterans with probable PTSD (defined by a score of 44 or above on the PCL; Karstoft et al. 2014) can be distinguished from combat-exposed controls. Furthermore, we examined which features were important for the classifications. Stratified repeated two-layer cross-validation (CV) was employed for training, optimizing and testing the machine learning models (figure 2). Additionally, we also applied unsupervised sparse clustering (Witten and Tibshirani 2010) to the PTSD group to discern EEG-driven subtypes in an attempt to delineate biological heterogeneity. In line with the Research Domain Criteria (RDoC), the participants in this study were recruited broadly from a trauma-affected population to address the heterogeneity within PTSD and allow for identification of relevant subtypes of trauma-related psychopathology (Insel et al. 2010, Neria 2021).
Figure 1. Overview of the EEG analysis framework. After EEG acquisition, the data were preprocessed, and commonly used resting-state EEG features were computed. Repeated 10-by-10 two-layer cross-validation was performed to split the data. Feature selection, model training and hyperparameter tuning were performed on the inner fold training and validation set, while the generalization performance was evaluated on the entirely unseen test set. Specifically, we employed a minimal-redundancy-maximum-relevance filtering algorithm, followed by training of a linear support vector machine with recursive feature elimination, logistic regression with sequential forward selection, or random forest to classify PTSD. Multiple classifiers were used to ensure our results would be less dependent on model choice.

Figure 2. Schematic of the repeated two-layer cross-validation scheme. In order to obtain robust and reliable estimations of how well the classifiers would perform on unseen data, we employed ten repetitions of 10-by-10 two-layer cross-validation. The outer fold split ensured we tested on unseen data, while the inner fold split alleviates overfitting when we optimized model hyperparameters, i.e. regularization strength for logistic regression and support vector machine, number of trees and depth for random forest, and the number of features used by the models after feature selection.

2. Materials and methods

2.1. Participants
Participants for this study were pooled from three different studies. All participants were combat-exposed veterans and predominantly male (96% males). Inclusion criteria were broad in that everyone who was part of study 1 or presented at the Military Psychology Department at the Danish Defense (MPD; studies 2 and 3) was eligible for inclusion. For each study, specific inclusion criteria apply.
Study 1 is a case-control study among previously deployed soldiers from the same deployment cohort. Probable PTSD cases at 2.5 years after deployment (see Andersen et al. 2014 for overall study details) were invited to participate in an EEG-study 6.5 years after deployment, along with a control group (no PTSD) matched by age and gender. In total, 52 soldiers were included (26 individuals with probable PTSD at 2.5 years and 26 controls). At 6.5 years, 16 individuals were still considered PTSD cases (defined as PCL-score \( \geq 44 \); Karstoft et al. 2014), while 36 were not. Their mean age was 35.42 (SD = 8.24).

Study 2 is a cross-sectional study of treatment-seeking veterans aimed at studying the relation between trauma-related anhedonia and reward behaviour. Individuals referred to treatment at the MPD were included and all data were collected before treatment. To achieve a balanced sample, individuals were selected based on symptoms of anhedonia on the PCL. In total, 77 participants were included, of which 44 were probable PTSD cases (defined as PCL-score \( \geq 44 \)) while 33 were not. The mean age was 39.83 (SD = 9.53).

Study 3 is a cohort study of treatment-seeking veterans who are assessed over time from before to after treatment. For this study, we included data from the first assessment, i.e. at treatment intake. Inclusion criteria were broad and included everyone referred to treatment at the MPD. From this pool, participants were randomly selected. Overall, 61 were considered probable PTSD cases (defined as PCL-score \( \geq 44 \)) while 33 were not. The mean age was 35.11 (SD = 8.59).

Participants across all three studies gave their informed consent and the studies were approved by the Danish Data Protection Agency.

2.2. Clinical measures

The Post-Traumatic Stress Disorder Checklist-Civilian version (PCL-C; Weathers et al. 1993) is a 17-item self-report measure developed to capture the PTSD symptoms as described in the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV; American Psychiatric Association 1994). Each item is scored from 1 (not at all) to 5 (extremely). A total PCL-score is computed as the sum of the scores from all the items, ranging from 17 to 85. A criteria of total PCL-score \( \geq 44 \) (Karstoft et al. 2014) was used to define PTSD cases for the machine learning models. We also computed the sub-symptom severity scores, where the intrusion sub-symptom score was computed as the sum of items 1–5, avoidance score was the sum of items 6–12 and the arousal severity score was the sum of items 13–17 (Weathers et al. 1993).

2.3. EEG acquisition

For study 1, continuous EEG was recorded from the scalp at 22 sites (Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T7, T8, P7, P8, Fz, Cz, Pz, AFz, CPz, POz) using an EasyCap cap (EASYCAP GmbH, Woerthsee-Etterschlag, Germany) with passive sintered Ag/AgCl electrodes and an mBrainTrain SMARTING amplifier system (mBrainTrain, Beograd, Serbia). EEG was sampled at 500 Hz and 24 bit depth during the recording, with a reference to average mastoids. Impedance across all electrodes was kept below 10 kΩ.

For study 2, continuous EEG was recorded from the scalp at 31 sites (Fp1, Fpz, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FC4, FT8, FCz, T3, C3, Cz, C4, T4, CPz, TP7, CP3, CP4, TP8, T5, P3, Pz, P4, T6, O1, Oz, O2) using an ANT Waveguard cap (ANT Neuro, Hengelo, Netherlands) with passive sintered Ag/AgCl electrodes and a MITSAR EEG-202 amplifier system (Mitsar, St. Petersburg, Russia). EEG was sampled at 500 Hz and 24 bit depth with a 0.1–150 Hz bandpass filter during the recording, and a reference to linked ears. Impedance across all electrodes was kept below 10 kΩ.

For study 3, continuous EEG was recorded from the scalp at 19 sites (Fp1, Fp2, F7, F3, Fz, F4, F8, T7, C3, Cz, C4, T8, P7, P3, Pz, P4, F8, O1, O2) using an ECI cap (Electro-Cap International Inc., Eaton, Ohio, USA) with passive tin electrodes and a MITSAR EEG-201 amplifier system. EEG was sampled at 250 Hz and 16 bit depth with a 0.1–150 Hz bandpass filter during the recording, and a reference to linked ears. Impedance across all electrodes was below 10 kΩ.

For all three studies, the recordings were conducted in the following manner: participants were seated in a comfortable chair with arm and neck rests, facing a computer display. A brief breathing instruction was given to ensure that participants were sufficiently at rest. EEG was recorded in ten interleaved intervals of eyes-open and eyes-closed conditions, with each interval lasting 70 s. The first 10 s were universally rejected, leaving 60 s in each interval, resulting in 10 min of EEG data for each participant in total. During the recording, the experimenter was present, but the instructions to the participant were given via a PC screen. During eyes-open intervals, participants were required to fixate at a fixation cross at the centre of the computer display. During eyes-closed intervals, participants were required to close and open their eyes at the sounding of a signal tone. The progress of the recording intervals was controlled by the participants, being prompted by messages on the computer display.

2.4. EEG preprocessing

The EEG data were processed using MNE-python 0.22.1 (Gramfort et al. 2013). First, the data were band-pass filtered at 1–100 Hz, and a notch filter was applied at 50 Hz to remove power-line noise. After filtering, the data were divided in 4 s epochs without overlap. Bad epochs and channels with gross artefacts, with the exception of ocular and ECG artefacts, were rejected by visual inspection. The data
were re-referenced to the common average without using the bad channels in order to obtain a robust average (Bigdely-Shamlo et al 2015). The bad channels were then interpolated from adjacent channels using spherical spline interpolation (Perrin et al 1989). Ocular and ECG artefacts were removed using independent component analysis (ICA) based on FastICA, with number of components set to the number of non-interpolated channels (Bell and Sejnowski 1995, Makeig et al 1995). Remaining artefacts were removed by marking potential bad epochs using a variable peak-to-peak voltage threshold determined by Autoreject 0.2.1 (Jas et al 2017), followed by visual inspection of the marked bad epochs for the final confirmation of rejection. Participants with more than 20% bad epochs during all of the pre-processing steps were excluded from further analysis, resulting in a total sample size of 107 PTSD veterans and 95 combat-exposed controls. Finally, the EEG data were down-sampled to 200 Hz and filtered into five canonical frequency bands: delta (1.25–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), and gamma (30–49 Hz), unless otherwise stated. Due to different electrode configurations from the three studies, the EEG data from each study were up-sampled using spherical spline interpolation to match a common electrode configuration corresponding to the union of the channels across all three studies.

2.5. EEG feature estimation

A brief description of each EEG feature type is provided, as all the estimated features are already well-established (more details can be found in appendix B). All features were separately estimated for each eye condition.

2.5.1. Spectral analysis

EEG power was computed using multitaper spectral estimation (Babadi and Brown 2014) and we estimated both absolute and relative power. EEG power asymmetry (Sutton and Davidson 1997) was estimated in frontal, central and posterior regions. Theta/beta ratio was estimated in the frontal region (Angelidis et al 2018). Peak alpha frequency and 1/f exponent were estimated using the Fitting Oscillations & One Over F algorithm (FOOOF; Donoghue et al 2020). Peak alpha frequency and 1/f exponents were calculated for each channel, and a global peak alpha frequency was also computed as the average over all channels.

2.5.2. Long-range temporal correlations

Long-range temporal correlations were computed using DFA according to the procedure described by Hardstone et al (2012). Nolds 0.5.2 (Scholzel 2019) was used to implement DFA. The DFA exponent was calculated for each channel and a global DFA exponent was also computed as the average over all channels.

2.5.3. Microstates

The modified K-means algorithm was used to find the microstates (Pascual-Marqui et al 1995). Based on global explained variance and the CV criterion (Pascual-Marqui et al 1995), we determined four microstates were the most appropriate for our data. Ratio of time covered, microstate entropy, and transition matrices were computed for the microstates. The python implementation by von Wegner and Laufs (2018) was used for microstate analysis.

2.5.4. Source functional connectivity

We adapted the source localization methodology from Zhang et al (2021), who also investigated source functional connectivity in regards to PTSD. Briefly, minimum-norm estimation was performed to transform our sensor space EEG to source time series of 20 484 vertices, followed by extraction of time series from 31 cortical regions of interest (ROIs). The Destrieux Atlas (Destrieux et al 2010) parcellation was manually modified (supplementary figure B1) to approximate the 31 ROIs used by Zhang et al (2021) (described in Toll et al 2020). The FreeSurfer average brain template from FreeSurfer 6 (Fischl 2012) was used to construct the boundary element head model and forward operator for the source modelling. Additionally, free orientations were used for the dipoles and the regularization parameter for the minimum-norm estimation was set to $\lambda^2 = 1/81$. Principal component analysis was performed to reduce the three-dimensional source signals to one-dimensional by projecting onto the dominant principal direction. Following estimation of source time series, the various functional connectivity measurements were calculated.

Coherence is calculated as the magnitude of the cross spectrum between two signals divided with the square root of the product of each signal’s power spectrum for normalization (Nunez et al 1997). By using only the imaginary part of coherence (Imcoh), the effect of volume conduction can be mitigated (Nolte et al 2004).

Phase lag index estimates how consistent one signal leads/lags behind the other signal. Similar to the idea behind Imcoh, the wPLI was developed to further attenuate the effect of volume conduction by weighing each phase difference with the magnitude of the lag (Vinch et al 2011, Hardmeier et al 2014).

PECs were estimated following Toll et al (2020). Briefly, the time series were bandpass filtered, Hilbert transformed, orthogonalized to each other (Hipp et al 2012), squared, and log-transformed. Finally, Pearson’s correlations were calculated and Fischer’s $r$-to-$z$ transform was applied.

GC were estimated following Ding et al (2006). GC estimation using autoregressive models assumes the data is stationary, and this assumption was confirmed using Augmented Dicker-Fuller test. Akaike information criterion (AIC) and Bayesian
information criterion (BIC) were computed to estimate the model order, but BIC failed to converge at a minimum, thus only the AIC was used and a model order of 5 was chosen. The nite 0.8.1 (NIPY 2019) python library was used for implementation of GC.

2.6. Cross-validation
A group stratified nested two-layer CV scheme with ten-fold outer CV and ten-fold inner CV (figure 2) was employed to train and evaluate the performance of our machine learning models. The group stratification took into account the differences in class imbalances for the three studies, i.e. the percentage of patients with PTSD from each study was kept consistent across folds. All hyperparameters, e.g. regularization, number of features and number of trees were determined in the inner training fold, while the generalization performance was evaluated on the outer fold test set. Additionally, to obtain more robust performance estimates, we repeated the two-layer CV ten times, to take into account the effect of random splits, resulting in 100 hyperparameter sets, one for each final model tested on the test data (ten repetitions of ten-fold outer CV).

2.7. Machine learning
All the EEG features were combined and turned into a data matrix consisting of number of participants by 24 458 features. We had many more features than samples, and in order to decrease the dimensionality and reduce overfitting (Altman and Krzywinski 2018), we applied multiple dimensionality reduction methods. All feature selection steps were applied on the inner CV fold only. First, minimal-redundancy-maximum-relevance (mRMR; Peng et al 2005) was applied to each EEG feature type separately, to attenuate the effect of imbalance in the number of features between each EEG feature type. Specifically, it primarily attenuates bias towards the connectivity feature types, which consist of many features due to being computed for all pair-wise combinations. Following the first round of mRMR, the number of features for each EEG feature type have been approximately equalized and thus a second round of mRMR can be applied with all the feature types pooled, to further reduce the dimensionality. In some of the models, we tested the performance of each feature type separately, and for those models we only used one round of mRMR. Following mRMR, three commonly employed classifiers were trained to predict PTSD (defined as PCL-score \( \geq 44 \)): (a) linear support vector machine (SVM) with recursive feature elimination (Guyon et al 2002), (b) logistic regression with sequential forward selection, and (c) random forest (Breiman 2001). Multiple classifiers were used to ensure our results would be less dependent on model choice. We primarily used scikit-learn 0.24.1 (Pedregosa et al 2011) for implementation of the machine learning algorithms, mlxtend 0.17.0 (Raschka 2018) for sequential forward selection and a python implementation of mRMR (Kiran 2017).

All model hyperparameters were tuned in the inner CV fold on the validation set with grid search. Specifically, we tested the performance of using 20, 30, 40, 50 or 60 features in mRMR, nine values on a logarithmic scale from 0.001 to 1 for the regularization parameter \( C \) for SVM and logistic regression, and 10, 100, 500 or 1000 trees with depths 1 or 2 in random forest. Balanced accuracy, computed as the mean of sensitivity and specificity, was used as the scoring metric to account for class imbalances. The range of the hyperparameters were determined during preliminary analysis of when the models started to overfit and the step sizes were designed with the computational time in mind.

To determine which of the selected features were important for classifications, we evaluated the selected features in our classifiers based on how often they were selected in the different data splits. Features selected with a high frequency across CV runs consistently provide predictive information for classification, while features selected with a low frequency might be selected due to fitting to noise specific for those particular CV data splits. For visual purposes, we chose a threshold of presence in at least 20% of all CV runs, to not visualize an overwhelming amount of features and to better focus on the most important.

2.8. Subtyping
We adapted the clustering methodology from Zhang et al (2021), who also investigated PTSD subtypes, but expanded the clustering to use all our EEG features. Briefly, sparse \( K \)-means clustering performs joint feature selection and clustering by employing a lasso-type sparsity constraint \( s \). The gap statistic was used to determine number of clusters and the sparsity constraint (Tibshirani et al 2001, Witten and Tibshirani 2010). Specifically, we employed a grid-search approach where we estimated the gap statistic for all combinations of \( K \) between 2 and 6 clusters and 20 values for \( s \), ranging from 1.2 (few features) to 141 (all features), equally spaced on a logarithmic scale. For each \( s \) value, we found the best \( K \) using the one-standard-error criterion (Witten and Tibshirani 2010), which suggested that two clusters was the best choice. After fixing the number of clusters, we determined \( s \) as the lowest \( s \) within 1 standard deviation of the max gap statistic value using two clusters (Witten and Tibshirani 2010). We did not test more than six clusters, as visualization of the gap statistic indicated more clusters would lead to more overfitting and the range of \( s \) was set according to the defaults in Pysparcl 1.4.1 (Tsumeruso 2019), which was used for performing the sparse \( K \)-means clustering.
2.9. Statistical analysis

Results are shown as mean with 95% confidence intervals. Non-parametric Wilcoxon signed-rank tests were used to test differences in balanced accuracy between classifiers, and Mann–Whitney U rank test was employed for non-parametric unpaired differences between questionnaire scores between subtypes and group mean connectivity comparisons. Pearson’s correlation was used to test for correlations. Fisher’s exact test was employed to test whether the two subtypes were homogeneously spread across the three different studies. Multiple testing correction was performed using false discovery rate (FDR). The significant level was 0.05 for all hypothesis tests.

3. Results

3.1. Resting-state functional connectivity can predict PTSD

The machine learning classifiers were trained on all features or on each feature type separately, to investigate if any feature type on its own could yield similar or better performance compared to using combinations of feature types (figure 3(A)). The best performing classifier was SVM using all features, with a balanced test accuracy of 62.9% (95% CI: [61.0, 64.7], sensitivity: 64.6%, specificity: 61.2%) and area under the receiver operating characteristic curve of 0.68 (AUC; figure 3(B)). The logistic regression and random forest using all features had similar performances with above 60% balanced test accuracy, and all three models using all features performed significantly better than chance (all three Wilcoxon signed-rank tests with \( p < 0.001 \), FDR corrected for multiple testing). While none of the single feature type classifiers performed above 60% balanced test accuracy, classifiers using 1/f exponents, GC, Imcoh and wPLI had only slightly lower balanced test accuracies than the classifiers using all features (figure 3(A)), and this pattern was consistent for the three types of machine learning classifiers (supplementary table C1).

To determine the features driving the classifications, we evaluated the selected features in our best performing classifier. Using a threshold of presence in at least 20% of all CV runs, we observed that the features selected were predominantly functional connectivity features, with Imcoh and GC as the most common features, followed by wPLI. The only consistently selected non-connectivity feature was the 1/f exponent. We employed t-distributed stochastic neighbour embedding (t-SNE; van der Maaten and Hinton 2008) on the consistently selected features, and visually investigated the inherent clustering into PTSD and control groups based on the selected features. We observed some separation with the PTSD group being more prominently together in the upper right corner, while there was a cluster with mostly controls in the lower left corner. However there was still very high overlap between the two groups, consistent with the moderate classification performances we observed (figure 3(C)). The same pattern of overlap was observed with principal component analysis (PCA) visualization (supplementary figure D1(A)).

3.2. Two neurophysiologically distinct subtypes are defined within the PTSD group

Given the modest accuracy of our best model and high overlap between the two groups, we speculated that the classifier only characterized a portion of the PTSD group and was unable to find a general pattern for the whole PTSD group, partly due to the heterogeneous nature of PTSD. Thus we applied clustering on the PTSD group to attenuate some of the heterogeneity by identifying EEG-driven subtypes. Two subtypes were found with sparse K-means clustering, which primarily differed in their functional connectivity, most notably in their wPLI, GC and PEC values during the eyes-closed rest condition (figure 4(A)). This difference was frequency specific, with the alpha band being the most prominent band (figure 4(B)), followed by theta and beta band. When we compared mean alpha wPLI in the control versus PTSD group, we did not observe any clear qualitative difference, but when we compared the mean alpha wPLI in the two subtypes with the controls, we observed that subtype 1 had higher connectivity, especially in the parietal, temporal, and visual areas, and the posterior cingulate cortex. Subtype 2 had relatively similar connectivity to the control group, albeit with slightly lower connectivity (figure 4(C)). The same connectivity patterns described for the alpha band were also observed in the theta and beta band (supplementary figures D2 and D3). To quantify the differences, we averaged the alpha wPLI across all connections to compute a global alpha wPLI for each participant. We found no difference in global alpha wPLI between control and PTSD group (\( p = 0.763 \), Cohen \( d = 0.115 \)), significantly higher global alpha wPLI in subtype 1 compared to controls (\( p < 0.001 \), Cohen \( d = 1.857 \)), and significantly lower global alpha wPLI in subtype 2 compared to controls (\( p = 0.003 \), Cohen \( d = -0.586 \), all three tests were Mann–Whitney U rank test with FDR correction for the three contrasts).

Further evaluation revealed that the mean alpha wPLI across participants in the control group was strongly positively correlated with mean alpha wPLI across participants in both subtypes (Pearson’s \( r > 0.90 \)); however subtype 2 had a mean absolute difference across connections of 0.0282 (figure 4(D)), while subtype 1 had a considerably higher difference of 0.1032 (figure 4(E)). Interestingly, subtype 1 had significantly higher arousal symptom score compared to subtype 2 (\( p = 0.0456 \), Mann–Whitney U rank test with FDR for all three sub-symptoms), while no significant differences were observed for the intrusion and avoidance symptom scores (figure 4(F)). There
was also a difference in the number of participants clustered in each subtype, with 29 participants with electrophysiological activity corresponding to subtype 1 and 78 participants to subtype 2. We examined the distribution of the two subtypes across the three different studies to verify that the subtypes were not clustered due to study effects. Overall, subtype 1 had slightly higher amount of patients from study 3 and correspondingly fewer from study 1 compared to study 2, however these differences were not significant ($p = 0.195$, Fisher’s exact test; supplementary figure D4).

3.3. Better diagnostic predictions are obtained on PTSD subtypes

To evaluate if mitigation of heterogeneity with subtyping also translated to a better diagnostic performance, we reapplied the feature selection and classification pipeline, but instead of predicting on the whole PTSD group, we classified individuals into subtype or control group. The models were trained separately for each subtype and the features were restricted to the sparse $K$-means selected features from the eyes-closed condition. We observed high performance for classification of subtype 1 from controls, with logistic regression using wPLI obtaining 79.4% balanced test accuracy (95% CI: [77.0, 81.8], sensitivity: 66.0%, specificity: 92.8%, AUC: 0.92; figures 5(A) and (B)). The best classification of subtype 2 from controls was SVM using all features, which obtained 63.1% balanced test accuracy (95% CI: [60.7, 65.4], sensitivity: 64.8%, specificity: 61.3%, AUC: 0.66; supplementary figure D5). Table 1 provides an overview of the classification results. The results were consistent across all three machine learning classifiers (supplementary tables C2 and C3).

The best classification performance of subtype 2 was not different from the best classification of the whole patient group ($p = 0.370$, Wilcoxon signed-rank tests, FDR corrected for three comparisons). However, the best classification performance of subtype 1 was better than both classification of subtype 2 or the whole patient group ($p < 0.001$, Wilcoxon signed-rank tests, FDR corrected for three comparisons), consistent with subtype 1 having brain connectivity clearly different from controls. To better understand the wPLI connections that provided the best predictive information about subtype 1, we again employed t-SNE on the features that consistently provided important information for the classifier in
Figure 4. Data-driven clustering identified two neurophysiologically distinct subtypes in the PTSD group. (A) Sparse K-means was applied on all features and two clusters of the PTSD group were identified, primarily based on wPLI, GC and PEC. (B) Specifically, alpha wPLI, GC and PEC connectivity were important for the clustering, followed by some wPLI and GC connections in the theta and beta frequency band. (C) The mean alpha wPLI was very similar between the control and PTSD group, but after clustering, we observed a clear difference with higher wPLI in parietal, temporal and visual areas in subtype 1 compared to controls, while subtype 2 was relatively similar to controls, albeit with slightly lower wPLI. Mean alpha wPLI was strongly correlated between the two subtypes and controls (Pearson’s $r > 0.90$), although (D) the mean alpha wPLI was greater in subtype 1 for all areas compared to controls, while (E) subtype 2 had lower wPLI connectivity. (F) Subtype 1 had significantly higher arousal severity scores compared to subtype 2. Mean ± 95% confidence intervals are shown. MAE, mean absolute error.

at least 20% of all CV runs. Only 12 wPLI connections were robustly selected and using just these features, we observed a very clear separation of subtype 1 from the controls (figure 5(C)). The same pattern of clear separation was observed with PCA visualization (supplementary figure D1(B)).

To further investigate the underlying neurophysiological background for the prediction of subtype 1, we visualized the 12 wPLI connections and their importance. The feature that was most selected was beta wPLI between the anterior cingulate cortex and orbital gyrus, followed by multiple alpha wPLI connections between various areas from the dorsal attention network (DAN) and ventral attention network (VAN). Connections across the three frequency bands between the visual cortex and the two attention networks were also used by the classifier, and one connection between the somatosensory cortex and DAN in the alpha frequency range. In total one theta, eight alpha and three beta wPLI connections were consistently selected in more than 20% of all CV runs by the classifiers for prediction of subtype 1 (figure 6(A)).

Since we observed higher arousal severity symptoms in subtype 1 compared to subtype 2, we investigated whether some of the important wPLI connections were correlated with arousal severity. All eight alpha and one beta wPLI connection showed a significant positive Pearson’s correlation after FDR correction. Figure 6(B) shows examples of the four most significant correlations between the consistently selected wPLI features and arousal severity. The same significant results were obtained with Spearman’s rank correlation.
Figure 5. Subtyping improved machine learning prediction. (A) Performance of logistic regression using the sparse K-means identified eyes-closed EEG features. The best model using only wPLI features obtained 79.4% balanced test accuracy. The dashed line indicates chance level performance. (B) Receiver operating characteristic curve for the logistic regression using wPLI. (C) t-SNE of the important wPLI features selected by logistic regression. Only features that were selected in at least 20% of all cross-validation runs were included in the t-SNE. A clear separation between the control group and subtype 1 can be observed using the 12 most consistently selected wPLI features. Mean ± 95% confidence intervals are shown.

4. Discussion

In this study, we implemented a novel comprehensive framework for applying machine learning to investigate the ability of common resting-state EEG features to classify combat-related PTSD. We found that SVM with all features obtained a balanced test accuracy of 62.9%, which was significantly better than chance-level predictions. Further evaluation revealed that the functional connectivity features were the most important features driving the classifications (figure 3). The moderate performance in classifying the whole PTSD group from controls was consistent with the high heterogeneity and conflicting EEG results regarding PTSD previously found in the literature.

To mitigate some of the neurophysiological heterogeneity, we applied unsupervised sparse K-means clustering on the PTSD group. Two distinct subtypes were found, which differed mostly in their functional connectivity. Although we did not find a difference between the controls and the whole PTSD group, after subtyping, we observed that subtype 2 was relatively similar to controls, while subtype 1 had higher connectivity (figure 4). Interestingly, the best classifier obtained on average 79.4% balanced test accuracy on the test sets for classification of subtype 1, which was a clear significant improvement compared to when we predicted on the whole PTSD group, suggesting that the subtyping successfully mitigated some of the heterogeneity, and made it easier for the models to find specific EEG features related to PTSD subtypes.

Further evaluation of the specific connectivity features that were robustly utilized by our best classifier revealed 12 wPLI features from theta, alpha and beta frequency bands. The most consistently selected feature was a connection between the frontoparietal control network and VAN in the beta frequency bands.
The consistently selected features are correlated with arousal symptom severity. (A) Visualization of the 12 most consistently selected wPLI features by the logistic regression trained on classifying subtype 1 from controls. Most of the features were alpha connections between the dorsal and ventral attention networks, with some connections involving the frontoparietal control network in the beta band. One connection between the visual cortex and attention networks was also observed across all three frequency bands. (B) Example of the four most significantly correlated wPLI connections with arousal severity. All eight alpha wPLI connections were significantly positively correlated with arousal severity.

Both the DAN and VAN are key mediators for attention, and distinct attentional subprocesses have been attributed to them. The DAN is thought to mainly modulate attention towards external objects, whereas the VAN has been linked to internally directed cognition. The VAN is also sometimes referred to as the salience network or part of the salience network, due to its role in assigning salience and motivation. Thus both the DAN and VAN are important for mediating different subprocesses of attention, however the interplay and connections between both attention networks are also very important to take into account. Activity in the two attention networks has been found to correlate, but also anti-correlate depending on the task, and the frontoparietal control network is a likely candidate for governing the interplay between the two attention networks (reviewed in Menon 2011, Harmony 2013, Vossel et al 2014, Uddin et al 2019).

Previous studies have also found evidence supporting the notion of an abnormal attention network in PTSD. A one-year longitudinal EEG study found that worsened PCL scores were associated with increased delta activity in Broadman areas 13 and 44, which are part of the VAN and DAN (Jin et al 2021). Another study employed magnetoencephalography and found wPLI hyperconnectivity in the high gamma band to be associated with PTSD (Dunkley et al 2014). An fMRI study has also found an association between aberrant functional connectivity within the VAN and poor response to psychotherapy treatment (Etkin et al 2019). Thus several studies, using different neuroimaging modalities, have found evidence suggesting that attention networks in PTSD patients are abnormal.

Interestingly, among the 12 important wPLI features for prediction of subtype 1, all the alpha wPLI connections, which were primarily between the DAN and VAN, were positively correlated with arousal severity (figure 6(B)). Patients with PTSD often have impaired attentional control and display hypervigilance towards their surroundings, which could partly be explained by an impaired attention network, where threat processing is exaggerated at the cost of mental exhaustion and normal daily functioning (Shvil et al 2013). Alpha oscillations are also thought to play an active role in selective attention. During processing of stimuli, alpha oscillations have been observed to be suppressed in brain areas processing the stimuli, while increased alpha activity has been observed in brain areas not directly involved in the processing of the specific stimuli. Thus alpha oscillations are thought to mediate active suppression of irrelevant or distracting information during selective attention (Klimesch et al 2007, Rihs et al 2007, Fries et al 2008, Foxe and Snyder 2011), by having an inhibiting role on neuronal communication, in contrast to gamma oscillations, which become more prominent during processing of stimuli and are thought to enhance neuronal communication.
(Fries 2015). While the precise functions of alpha and gamma oscillations are still debated, there is consensus that they mediate attentional processes (Fries 2015). Thus if functional connectivity in the alpha frequency range is altered, as we observed in subtype 1, it may be associated with impaired attentional processes. Additionally, we also observed that subtype 1 had significantly greater arousal severity compared to subtype 2, which had more normal electrophysiological activity (figure 4(F)). This finding supports the notion of classification of clinical subgroups based on electrophysiological brain circuit dysfunctions as described in the RDoC (Insel et al 2010).

However, it is important to note that seemingly, only a portion of the PTSD patients in our dataset, i.e. subtype 1, had alpha wPLI hyperconnectivity. Additionally, this hyperconnectivity only partly explains the increased arousal in PTSD, which is evident in the weak correlations around $r \sim 0.25$ and the fact that subtype 2, which do not display these abnormal functional connectivity patterns, still have much higher arousal scores than controls. This further highlights the heterogeneous nature of PTSD, and stresses the importance of defining more homogeneous posttraumatic stress phenotypes.

Other studies have also tried finding quantifiable diagnostic biomarkers for PTSD using machine learning. One study investigated the P3-evoked response to a visual stimuli and reported around 90% sensitivity and specificity using a Fisher’s linear discriminant analysis (LDA) for classification of veterans with PTSD compared to healthy combat veterans with a similar military history (Attias et al 1996). However, the machine learning approach they employed had no formal CV scheme and they trained and tested on some of the same subjects, hence the performance values ranging from not better than chance level up to 100% accuracy on classifying subtype 1 obtained above 80% training accuracies, reflecting the inflation of the performance metric when applied to the training set. Most recent studies are now adapting CV schemes similar to the one used here, to better estimate the true generalization performance of their models. Dean et al (2020) examined data from molecular arrays of blood samples from combat veterans with and without PTSD and employed a machine learning pipeline with multiple feature selection algorithms to identify potential biomarkers before validating the biomarkers in an independent cohort. Although the type of data is different, their overall approach is similar to our pipeline. Using a random forest trained with one-layer CV for parameter tuning, they obtained a good performance with 81% accuracy on their independent test cohort. The approach of having a separate unseen test dataset for evaluation of the models is sometimes referred to as using a lockbox/hold-out dataset and circumvents the problem of training and testing on the same dataset (Hosseini et al 2020). However, while using unseen data for estimation of a generalization performance metric is definitely necessary, a single test set might not yield a reliable and robust result. We found a high variance in test accuracies, both for predicting the whole PTSD group (figure 3(A)) or the subtypes (figures 5(A) and D5(A)). The high variance in test accuracies also shows how big an impact the exact split of the data could have on our machine learning models, and reflects the general problems with heterogeneity and reproducibility. Using the exact same methodology and models, but training and testing on slightly different participants, we obtained performance values ranging from not better than chance level up to 100% accuracy on classifying subtype 1 in unseen test data. Thus when only testing on single hold-out dataset, it might have yielded a ‘lucky’ test accuracy of up to 100%, which clearly highlights the

| Diagnostic classification | BACC (%) | 95% CI |
|---------------------------|----------|--------|
| All PTSD patients         |          |        |
| Best performance: SVM with all features | 62.9 | [61.0, 64.7] |
| Median performance: SVM with wPLI | 54.6 | [52.5, 56.7] |
| Worst performance: logistic regression with PEC | 47.5 | [45.2, 49.7] |
| Subtype classification    |          |        |
| PTSD subtype 1            |          |        |
| Best performance: logistic regression with wPLI | 79.4 | [77.0, 81.8] |
| Median performance: logistic regression with Imcoh | 63.5 | [60.5, 66.5] |
| Worst performance: SVM with microstates | 50.0 | [49.9, 50.0] |
| PTSD subtype 2            |          |        |
| Best performance: SVM with all features | 63.1 | [60.7, 65.4] |
| Median performance: SVM with wPLI | 56.2 | [53.7, 58.6] |
| Worst performance: logistic regression with microstates | 50.7 | [49.0, 52.4] |

Accuracies are averaged across ten repetitions of 10-by-10 cross-validation runs. BACC, balanced accuracy.

CI, confidence interval.
importance of using a stringent robust evaluation of machine learning classifiers. Hence we recommend evaluating the performance through a two-layer CV, if hyperparameter optimization is needed, or one-layer CV for models without hyperparameter tuning. If possible, repetitions using different data splits for the CV should be conducted in order to obtain a more robust and reliable result.

The setting with ten repetitions of ten-fold CV was also employed by two recent papers investigating resting-state EEG in PTSD patients. Using a combination of source space covariance matrices, band power and network metrics, Kim et al. (2020) obtained around 64%, 65% and 62% test accuracies for LDA, SVM and random forest respectively. These performance results are consistent with the results we observed when predicting on the whole PTSD patient group. Interestingly, they also employed a Riemannian geometry-based classifier composed of a geodesic filter and minimum distance to the mean method and obtained a noticeable increased performance with around 73% test accuracy, suggesting that Riemannian based classifiers might outperform conventional classifiers on predicting PTSD.

Toll et al. (2020) also employed ten repetitions of ten fold CV to estimate the generalization performance and obtained an AUC of 0.813 (sensitivity: 76.3%, specificity: 74.9%). This result was observed with a linear kernel-based relevance vector machine using source space PEC as features in combat veterans with PTSD and combat-exposed veterans as controls. We also tested the performance of our three classifiers using only PEC features for predicting the whole PTSD group, however PEC was consistently shown to have the worst generalization performance in our dataset. We cannot provide a clear reason why PEC was distinctively worse than the other connectivity features for our dataset. We also tested the performance of our three classifiers using only PEC features for predicting the whole PTSD group, however PEC was consistently shown to have the worst generalization performance in our dataset. We cannot provide a clear reason why PEC was distinctively worse than the other connectivity features for our dataset.

Another limitation of the present study is the estimation of source level connectivity using relatively few electrodes. Ideally, more electrodes would improve the spatial resolution of the source localization. Nonetheless, the data analysed in the present study were obtained in a clinical setting, ranging from 19 to 31 electrodes, thus any result observed would be more likely to translate to the clinic. Going to source space also alleviates the effect of volume conduction, which functional connectivity is particularly sensitive to (Michel and Brunet 2019).

Only subtype 1 had an increase in predictive performance and obtained around 80% balanced accuracy, while subtype 2 still had similar predictive results around 63% balanced accuracy. Since subtype 2 corresponds to 73% of the PTSD group, it limits the clinical relevance of our findings. However, it is important to note that our control group consisted of combat-exposed veterans, who experienced the same type of traumas as our cases. Despite being considered controls in our dataset, many of the controls exhibited stress symptoms and were treatment-seeking, but did not meet the threshold for clinical PTSD. Thus the modest accuracy we observed on predicting the whole PTSD group and subtype 2 should be considered in relation to our control group, which are also veterans exposed to combat with various degrees of sub-clinical symptoms, as opposed to characterizing combat-related PTSD patients from healthy civilians unexposed to traumatic experiences. The latter classification has been shown to be easier, most likely due to greater between groups differences and less overlap in phenotypes. A resting-state fMRI study estimated functional connectivity features and obtained 92.5% accuracy with a SVM classifier in predicting PTSD from non-trauma exposed controls (Liu et al. 2014), and a structural MRI study reported 91% accuracy when comparing non-trauma exposed healthy controls with PTSD patients, but only 67% accuracy when comparing trauma exposed PTSD and controls using SVM (Gong et al. 2014).

Lastly, the sample size in our dataset is also a limiting factor. More samples are usually thought to be better, although many studies with greater sample sizes in neuroimaging have lower accuracies than small sample size studies (Arbabshirani et al. 2017, Woo et al. 2017). However, this is just the consequence of small sample size studies overfitting to their data, which would lead to a lack of reproducibility. Our sample size of more than 200 is relatively high for a clinical EEG study (Arbabshirani et al. 2017), but having more samples would not only mean the patient population would be better represented, but...
it would also make the machine learning models less likely to overfit and enable identification of more subtypes (Arbabshirani et al. 2017).

5. Conclusion

Taken together, the novel machine learning framework presented in this study has shown that the occurrence of PTSD can be classified above chance primarily from functional connectivity between EEG source regions. Delineating electrophysiological heterogeneity by identification of two distinct subtypes improved the classification performance on a portion of the PTSD patients, which was characterized by hyperconnectivity in parietal, temporal, visual areas, and posterior cingulate cortex. Further evaluation revealed alpha wPLI between DAN and VAN to be particularly important for the classification of the subtype, and these connections were correlated with arousal symptom severity. Overall, the novel framework presented here demonstrates how combining subtyping and machine learning classification enabled identification of potential quantifiable biomarkers for PTSD subtypes. This generic framework can be readily expanded to other datasets and psychiatric disorders. In the future we envision an overall similar approach, using data from more samples and multiple modalities, e.g. genetics, blood samples, neuroimaging, social behaviour etc, and with longitudinal data, will enable clinicians to administer tailored diagnosis and treatment for each subject.
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Appendix A. Overview of PTSD resting-state EEG power spectral density findings

Table A1. Overview of previous findings on power spectral density in PTSD. The results from resting-state spectral power EEG studies on PTSD were evaluated for whether they found a significant difference and the direction of the difference between a PTSD and control group.

|                          | Delta $\delta$ (1 - 4Hz) | Theta $\theta$ (4 - 8Hz) | Alpha $\alpha$ (8 - 13Hz) | Beta $\beta$ (13 - 30Hz) | Gamma $\gamma$ (30 - 50Hz) |
|--------------------------|--------------------------|-------------------------|----------------------------|--------------------------|---------------------------|
| Significantly Increased Power | 7                        | 1, 3                    | 1, 9, 12                   | 2, 7, 8                  |
| Significantly Decreased Power | 5, 9                    | 8, 9, 12                |                            |                          |
| No Significant Changes    | 1, 2, 3, 6, 9, 12        | 2, 6, 7, 12             | 1, 2, 3, 4, 6, 7, 10, 11   | 2, 3, 6, 7              |

Figure A1. Overview of previous findings on power spectral density in PTSD. The results from resting-state spectral power EEG studies on PTSD were evaluated for whether they found a significant difference and the direction of the difference between a PTSD and control group.

Appendix B. Supplementary methods

Additional information and mathematical equations for the estimated EEG features are provided here.

B.1. Spectral analysis

EEG power was computed using multitaper spectral estimation with seven discrete prolate spheroidal sequences windows for the five canonical frequency bands. Two transformations were applied to the power features; absolute power was converted into decibels (dB) by taking the log base 10 and multiplying with 10, and relative power was computed as proportion of power in each frequency band normalized to the total power in all frequency bands.

EEG power asymmetry was computed as the log transformed raw power (i.e. prior to absolute/relative transformation) in each left hemispheric channel, subtracted from the corresponding channel in the right hemisphere (Sutton and Davidson 1997):

\[ \text{Asymmetry} = \ln(\text{Power}_{rh}) - \ln(\text{Power}_{lh}). \]  

(B1)

The asymmetry values were averaged across the frontal (F3, F4, F7, F8, Fp1, Fp2), central (C3, C4, CP3, CP4, FC3, FC4, FT7, FT8, T7, T8, TP7, TP8) and posterior (O1, O2, P3, P4, P7, P8) regions respectively to yield frontal, central and posterior asymmetry.

Frontal theta/beta ratio was estimated by taking the averaged raw theta and beta power in the frontal channels (Fp1, Fpz, Fp2, AFz, Fz, F3, F4, F7, F8), followed by computing their ratio and applying the natural logarithm.

Peak alpha frequency and $1/f$ exponents were estimated using the FOOOF algorithm (Donoghue et al 2020). The FOOOF algorithm assumes the power spectral density is composed of an aperiodic ($1/f$) component and periodic components (e.g. alpha oscillations). A power law is used to fit the aperiodic component, while multiple Gaussian fits are utilized to fit the periodic components. We used the $R^2$ of the fit of the full model to evaluate how well the algorithm worked. Based on visual inspection of the fits and the $R^2$ values, we decided that for our data, the peak alpha frequency estimations of FOOOF fits with an $R^2 > 0.90$ was reliable. For the $1/f$ exponents, we set the thresholds to be $R^2 > 0.95$. If the $R^2$ was lower than the threshold, the peak alpha frequency or $1/f$ exponent values were set to NaN. Due to the presence of delta/theta peaks, which were harder to fit due to their location on the lower end of our estimated power spectra, the $R^2$ values might be below the threshold, despite the fit being good. To circumvent this specific problem, we iteratively tried fitting the FOOOF algorithm using 2, 3, 4, 5 or 6 Hz as the start frequency, until the $R^2$ was above the thresholds. The end range of the fit was set to 40 Hz. Peak alpha frequency and $1/f$ exponents were calculated for each channel, and a global peak alpha frequency was also computed as the average over all channels. Channel-wise mean imputation was applied to the NaN values for the machine learning modelling.

B.2. Long-range temporal correlations

Long range temporal correlations were computed according to the procedure described by Hardstone et al (2012). Briefly, the epochs were concatenated back into time series of up to 1 min long corresponding to their respective eye condition intervals, and band-pass filtered into the canonical frequency bands. The Hilbert transform was applied to calculate the instantaneous amplitude envelopes, and detrended fluctuation analysis (DFA) was performed to estimate the DFA exponent, which is also known as the Hurst exponent. The window sizes for the DFA were estimated for each frequency band by simulation of white-noise signals using statistics from our.
Figure B1. Source localization parcellation. The Destrieux Atlas parcellation was manually modified to approximate the 31 ROIs used by Zhang et al (2021). The areas were: visual network: 1. visual area 1 (V1); somatosensory network: 2. somatosensory cortex (SMC); dorsal attention network: 3. inferior frontal junction (IFJ), 4. intraparietal sulcus (IPS), 5. frontal eye fields (FEFs), 6. supplementary eye fields (SEFs); default mode network: 7. posterior cingulate cortex (PCC), 8. medial prefrontal cortex (mPFC), 9. angular gyrus (ANG); fronto-parietal control network: 10. posterior middle frontal gyrus (PMFG), 11. inferior parietal lobule (IPL), 12. orbital gyrus (ORB), 13. middle temporal gyrus (MTG); ventral attention network: 14. anterior middle frontal gyrus (AMFG), 15. insula (INS), 16. anterior cingulate cortex (ACC), 17. supramarginal gyrus (SUP).

B.3. Microstates

EEG microstates are characteristic global scalp potential topographical maps that remain stable for varying durations, and are thought to reflect different functional brain states (Lehmann et al 1987). No frequency decomposition was applied for microstate analysis. The modified K-means algorithm was used to find the microstates that best explain the variance in the topographical maps, i.e. find the most stable maps (Pascual-Marqui et al 1995). After the microstate maps had been determined, they were competitively back-fitted to each participant’s time-course EEG signals, and labels were estimated by assigning the microstate with the highest spatial correlation with the instantaneous topography at each time point. Finally, ratio of time covered, microstate entropy, and transition matrices were computed for the microstates. The python implementation by von Wegner and Laufs (2018) was used for microstate analysis.

B.4. Source functional connectivity

Interpolation of channels might lead to spurious connectivity, especially with neighbouring channels. To circumvent this problem and mitigate the effect of volume conduction (Michel and Brunet 2019) on the functional connectivity measurements, we dropped all interpolated channels prior to applying source localization, followed by estimation of functional connectivity measurements. The benefits of source localization were three-fold: (a) it makes it possible to compare results across the studies, (b) by giving estimates on cortical brain areas instead of the electrode locations, (c) while also alleviating volume conduction (Palva and Palva 2012, Donoghue et al 2022). We adapted the source localization methodology from Zhang et al (2021), since they also investigated source functional connectivity in regards to PTSD. Briefly, minimum-norm estimation was performed to transform our sensor space EEG to source time series of 20,484 vertices, followed by extraction of time series from 31 cortical regions of interest (ROIs). Specifically, we collapsed the vertices by finding the dominant direction of the vector orientations within each ROI and applied sign-flip to the time series at vertices that were more than 180° different from the dominant direction, before averaging across vertices within each ROI. The Destrieux Atlas (Destrieux et al 2010) parcellation was manually modified to approximate the 31 ROIs used by Zhang et al (2021) (Supplementary figure B1). The 31 ROIs were originally derived from independent component analysis of resting-state fMRI (Toll et al 2020), and consist of core cortical regions of six functional connectivity networks, ubiquitously observed in both task and resting-state fMRI studies (Uddin et al 2019). The FreeSurfer average brain template from FreeSurfer 6 (Fischl 2012) was used...
to construct the boundary element head model and forward operator for the source modelling. Additionally, free orientations were used for the dipoles and the regularization parameter for the minimum-norm estimation was set to $\lambda^2 = 1/81$. Principal component analysis was performed to reduce the three-dimensional source signals to one-dimensional by projecting onto the dominant principal direction. Following estimation of source time series, the various functional connectivity measurements were calculated.

### B.5. Imaginary coherence

Coherence can be viewed as the frequency domain analogue to Pearson’s correlation in the time domain, and both measure the linear dependency of two signals. Coherence is calculated as the magnitude of the cross spectrum between two signals divided by the square root of the product of each signal’s power spectrum for normalization (Nunez et al 1997). However, one problem with coherence is that it is sensitive to volume conduction, but by using only the imaginary part of coherence, the effect of zero-phase lag synchronization, which is the hallmark of volume conduction, can be removed (Nolte et al 2004)

$$\text{Imcoh} = \frac{\text{Im}(G_{xy})}{\sqrt{G_{xx}G_{yy}}}.$$  \hfill (B2)

Here $G_{xy}$ is the cross-spectral density between channels $x$ and $y$ and $G_{xx}$ and $G_{yy}$ is the power spectra of each signal respectively. An imaginary coherence value close to 1 indicates strong synchronization, while a value close to 0 reflects no synchronization between the two signals. Imcoh were calculated for each epoch and then averaged. The drawback of using Imcoh is that true non-volume conducted neuronal synchronization around zero-phase lag will also be attenuated, thus potentially leading to an underestimation of the true synchronization.

### B.6. Weighted phase lag index (wPLI)

The cross-spectral density contains information about both the amplitudes and the phase difference between the two signals of interest. When estimating the synchronization between two signals, using only the relative phase information and disregarding the amplitudes might be better at capturing the underlying neural activity as it becomes less sensitive towards noise. This is the idea behind the phase locking value (Lachaux et al 1999). However, a common source due to volume conduction might lead to consistent zero-phase differences and would thus inflate the phase locking value. Thus, the phase lag index was developed to circumvent this problem, by calculating how consistent one signal leads/lags behind the other signal. This is based on the assumption that if one signal consistently leads the other signal, then there is also a consistent non-zero-phase difference, whereas volume conduction would lead to a symmetrical phase difference distribution around zero-phase (Stam et al 2007)

$$\text{PLI} = \frac{1}{T} \left| \sum_{t=1}^{T} \text{sign}(|\sin(\Delta \phi_t)|) \right|$$  \hfill (B3)

where $\Delta \phi_t = \phi_{(x,t)} - \phi_{(y,t)}$ is the instantaneous phase difference in radians between the two signals of interest at timepoint $t$ and $T$ is the total number of timepoints within one epoch.

Similar to the idea behind imaginary coherence, the wPLI was developed to further attenuate the effect of volume conduction by weighing each phase difference with the magnitude of the lag, hence ensuring that phase differences around 0 will contribute minimally to the estimation of the connectivity (Vinck et al 2011, Hardmeier et al 2014)

$$\text{wPLI} = \frac{1}{T} \left| \sum_{t=1}^{T} \text{sign}(\sin(\Delta \phi_t)) \cdot \text{sign}(\sin(\Delta \phi_t)) \right|$$

$$\Leftrightarrow \text{wPLI} = \frac{\sum_{t=1}^{T} |\sin(\Delta \phi_t)| \cdot \text{sign}|\sin(\Delta \phi_t)|}{\sum_{t=1}^{T} |\sin(\Delta \phi_t)|}.$$  \hfill (B4)

The denominator normalizes the wPLI to the interval $0 \leq \text{wPLI} \leq 1$, where higher values indicate more synchronization. After estimation of wPLI in each epoch the values were averaged to obtain a more robust estimation.

### B.7. Power envelope correlations (PECs)

PEC were estimated following Toll et al (2020). Briefly, the time series for each signal pair were band-pass filtered for the canonical frequency bands, Hilbert transformed to obtain the analytical signals and then orthogonalized to each other. The orthogonalization ensures that the signal components which share the same phase are removed, i.e. volume conduction induced zero-phase lag correlations are removed (Hipp et al 2012). Following orthogonalization, the power envelope of the orthogonalized analytical signals are estimated by squaring the signals and log-transformed. Finally, Pearson’s correlations were calculated and Fischer’s $r$-to-$z$ transform applied to enhance normality.

### B.8. Granger causality (GC)

All previously mentioned connectivity measurements are symmetric, i.e. they do not contain information about the direction of the connectivity between the two ROIs. GC is a method that can infer the causal relationships, i.e. it provides directional information. The idea behind GC is that if $X$ ‘Granger causes’ $Y$, then it means that $X$ contains information that helps to predict the future of $Y$ better than if you only had the information of the past of $Y$. Mathematically, this can be represented with autoregressive functions and
by comparing an unrestricted model (equation (B5)) with a restricted model (equation (B6)):

\[
\begin{bmatrix}
X(t) \\
Y(t)
\end{bmatrix} = \sum_{k=1}^{p} A_k \cdot \begin{bmatrix}
X(t - kt_0) \\
Y(t - kt_0)
\end{bmatrix} + \begin{bmatrix}
E_x(t) \\
E_y(t)
\end{bmatrix}
\]

\[
Y(t) = \sum_{k=1}^{p} B_k \cdot Y(t - kt_0) + \tilde{E}_y(t).
\]

Here \( t \) denotes the time, \( t_0 \) is the time between successive observations, \( A \) and \( B \) are model coefficients, \( p \) is the model order and \( E_x, E_y \) and \( \tilde{E}_y \) are the residuals. GC can then be calculated as the log-ratio of the variance of the residuals in the restricted model and the unrestricted (Barrett et al 2012):

\[
\text{GC}_{X \rightarrow Y} = \ln \left( \frac{\text{var}(\tilde{E}_y(t))}{\text{var}(E_y(t))} \right).
\]
## Appendix C. Classification performance for all feature types and classifier combinations

### Table C1. Performance and confidence intervals of predicting the whole PTSD group from controls.

| Diagnostic classification          | BACC (%) | 95 % CI   |
|-----------------------------------|----------|-----------|
| All features                      |          |           |
| Best performance: support vector machine | 62.9    | [61.0, 64.7] |
| Median performance: random forest | 61.6    | [59.6, 63.5] |
| Worst performance: logistic regression | 60.3  | [58.2, 62.5] |
| Power                             |          |           |
| Best performance: support vector machine | 53.1    | [51.0, 55.1] |
| Median performance: random forest | 52.2    | [50.4, 54.1] |
| Worst performance: logistic regression | 51.8  | [49.6, 54.0] |
| ftBR + asymmetry                  |          |           |
| Best performance: logistic regression | 56.6    | [54.6, 58.7] |
| Median performance: support vector machine | 52.2    | [50.3, 54.2] |
| Worst performance: random forest | 51.2    | [49.3, 53.1] |
| Peak alpha frequency              |          |           |
| Best performance: random forest | 55.8    | [53.7, 58.0] |
| Median performance: logistic regression | 52.7  | [50.5, 54.9] |
| Worst performance: support vector machine | 51.6  | [49.7, 53.6] |
| 1/f Exponent                      |          |           |
| Best performance: support vector machine | 58.6    | [56.9, 60.3] |
| Median performance: random forest | 58.2    | [56.1, 60.2] |
| Worst performance: logistic regression | 57.1  | [55.0, 59.2] |
| Imaginary coherence               |          |           |
| Best performance: support vector machine | 58.4    | [56.4, 60.4] |
| Median performance: logistic regression | 57.6  | [55.4, 59.7] |
| Worst performance: random forest | 54.9    | [53.1, 56.7] |
| Weighted phase lag index          |          |           |
| Best performance: random forest | 59.0    | [57.1, 60.9] |
| Median performance: logistic regression | 57.8  | [55.7, 59.9] |
| Worst performance: support vector machine | 54.6  | [52.5, 56.6] |
| Power envelope correlation        |          |           |
| Best performance: random forest | 48.2    | [46.2, 50.2] |
| Median performance: logistic regression | 47.5  | [45.2, 49.7] |
| Worst performance: support vector machine | 47.5  | [45.5, 49.5] |
| Granger causality                 |          |           |
| Best performance: support vector machine | 58.6    | [56.4, 60.8] |
| Median performance: logistic regression | 57.1  | [55.1, 59.2] |
| Worst performance: random forest | 56.1    | [54.2, 57.9] |
| Microstates                       |          |           |
| Best performance: random forest | 54.5    | [52.6, 56.4] |
| Median performance: logistic regression | 53.7  | [51.9, 55.6] |
| Worst performance: support vector machine | 51.7  | [49.8, 53.6] |
| DFA exponent                      |          |           |
| Best performance: random forest | 52.2    | [50.2, 54.3] |
| Median performance: logistic regression | 52.0  | [49.8, 54.3] |
| Worst performance: support vector machine | 49.5  | [47.1, 51.9] |
Table C2. Performance and confidence intervals of predicting PTSD subtype 1 from controls.

| Subtype 1 classification | BACC (%) | 95 % CI       |
|--------------------------|----------|---------------|
| All features             |          |               |
| Best performance: support vector machine | 73.8     | [70.9, 76.8]  |
| Median performance: random forest   | 73.8     | [71.1, 76.4]  |
| Worst performance: logistic regression | 71.8     | [69.0, 74.7]  |
| Power                    |          |               |
| Best performance: support vector machine | 60.9     | [58.0, 63.8]  |
| Median performance: logistic regression | 58.6     | [55.8, 61.3]  |
| Worst performance: random forest   | 55.5     | [53.4, 57.6]  |
| Imaginary coherence       |          |               |
| Best performance: support vector machine | 65.1     | [62.6, 67.7]  |
| Median performance: logistic regression | 63.5     | [60.5, 66.5]  |
| Worst performance: random forest   | 61.1     | [58.6, 63.7]  |
| Weighted phase lag index   |          |               |
| Best performance: logistic regression | 79.4     | [77.0, 81.8]  |
| Median performance: support vector machine | 77.7     | [74.9, 80.5]  |
| Worst performance: random forest   | 72.2     | [69.5, 74.9]  |
| Power envelope correlation  |          |               |
| Best performance: random forest   | 62.7     | [59.8, 65.6]  |
| Median performance: support vector machine | 62.7     | [60.0, 65.4]  |
| Worst performance: logistic regression | 61.6     | [59.0, 64.3]  |
| Granger causality          |          |               |
| Best performance: logistic regression | 72.8     | [69.8, 75.8]  |
| Median performance: support vector machine | 70.1     | [67.0, 73.1]  |
| Worst performance: random forest   | 64.3     | [61.3, 67.3]  |
| Microstates                |          |               |
| Best performance: logistic regression | 54.0     | [52.1, 55.9]  |
| Median performance: random forest   | 51.7     | [49.9, 53.5]  |
| Worst performance: support vector machine | 50.0     | [49.9, 50.0]  |

Table C3. Performance and confidence intervals of predicting PTSD subtype 2 from controls.

| Subtype 2 classification | BACC (%) | 95 % CI       |
|--------------------------|----------|---------------|
| All features             |          |               |
| Best performance: support vector machine | 63.1     | [60.7, 65.4]  |
| Median performance: logistic regression | 61.6     | [59.3, 63.9]  |
| Worst performance: random forest   | 60.4     | [57.9, 62.8]  |
| Power                    |          |               |
| Best performance: logistic regression | 53.0     | [50.9, 55.1]  |
| Median performance: support vector machine | 51.1     | [48.7, 53.5]  |
| Worst performance: random forest   | 50.9     | [49.0, 52.9]  |
| Imaginary coherence       |          |               |
| Best performance: support vector machine | 55.9     | [53.9, 58.0]  |
| Median performance: logistic regression | 54.2     | [51.8, 56.7]  |
| Worst performance: random forest   | 52.5     | [50.4, 54.6]  |
| Weighted phase lag index   |          |               |
| Best performance: random forest   | 57.9     | [53.6, 60.2]  |
| Median performance: support vector machine | 56.2     | [53.7, 58.6]  |
| Worst performance: logistic regression | 55.8     | [53.5, 58.1]  |
| Power envelope correlation  |          |               |
| Best performance: random forest   | 58.3     | [56.1, 60.4]  |
| Median performance: logistic regression | 56.7     | [54.5, 58.9]  |
| Worst performance: support vector machine | 56.5     | [54.3, 58.7]  |
| Granger causality          |          |               |
| Best performance: random forest   | 62.8     | [60.6, 65.0]  |
| Median performance: support vector machine | 62.4     | [60.1, 64.6]  |
| Worst performance: logistic regression | 61.7     | [59.6, 63.8]  |
| Microstates                |          |               |
| Best performance: random forest   | 53.4     | [51.5, 55.3]  |
| Median performance: support vector machine | 52.2     | [50.5, 53.8]  |
| Worst performance: logistic regression | 50.7     | [49.0, 52.4]  |
Appendix D. Supplementary figures

Figure D1. PCA of the consistently selected features by the best classifiers. (A) PCA of the important features consistently selected by SVM trained on all features for classification of the whole PTSD group. (B) PCA of the important features consistently selected by logistic regression trained on sparse $K$-means wPLI features for classification of subtype 1. (C) PCA of the important features consistently selected by SVM trained on all sparse $K$-means features for classification of subtype 2.

Figure D2. Mean theta wPLI connectivity. No differences were observed between the PTSD and control group, but after clustering we observed higher wPLI in subtype 1, while subtype 2 was relatively similar to controls.
Figure D3. Mean beta wPLI connectivity. No differences were observed between the PTSD and control group, but after clustering we observed higher wPLI in subtype 1, while subtype 2 was relatively similar to controls.
Figure D4. Distribution of the subjects from the two PTSD subtypes across the three studies. Overall, the two subtypes contained relatively similar percentages of patients from the different studies, albeit subtype 1 had slightly higher amount of patients from study 3 and correspondingly fewer from study 1 compared to subtype 2.

Figure D5. Prediction of subtype 2 was not better than prediction of the whole PTSD group. (A) Performance of SVM using the sparse $K$-means identified eyes-closed EEG features. The best model using all the sparse $K$-means identified features obtained 63.1% balanced test accuracy. The dashed line indicates chance level performance. (B) Receiver operating characteristic curve for the best classifier. (C) t-SNE of the important features consistently selected in at least 20% of all cross-validation runs by the best classifier. Some separation between the two groups can be observed with subtype 2 being primarily prominent in the upper right corner, although there is still a large overlap, reflecting the moderate classification performance the classifier obtained. Mean $\pm$ 95% confidence intervals are shown.
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