Interpretable deep learning-based hippocampal sclerosis classification
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Abstract
Objective: To evaluate the performance of a deep learning model for hippocampal sclerosis classification on the clinical dataset and suggest plausible visual interpretation for the model prediction.

Methods: T2-weighted oblique coronal images of the brain MRI epilepsy protocol performed on patients were used. The training set included 320 participants with 160 no, 100 left and 60 right hippocampal sclerosis, and cross-validation was implemented. The test set consisted of 302 participants with 252 no, 25 left and 25 right hippocampal sclerosis. As the test set was imbalanced, we took an average of the accuracy achieved within each group to measure a balanced accuracy for multiclass and binary classifications. The dataset was composed to include not only healthy participants but also participants with abnormalities besides hippocampal sclerosis in the control group. We visualized the reasons for the model prediction using the layer-wise relevance propagation method.

Results: When evaluated on the validation of the training set, we achieved multiclass and binary classification accuracy of 87.5% and 88.8% from the voting ensemble of six models. Evaluated on the test sets, we achieved multiclass and binary classification accuracy of 91.5% and 89.76%. The distinctly sparse visual interpretations were provided for each individual participant and group to suggest the contribution of each input voxel to the prediction on the MRI.

Significance: The current interpretable deep learning-based model is promising for adapting effectively to clinical settings by utilizing commonly used data, such as MRI, with realistic abnormalities faced by neurologists to support the diagnosis of hippocampal sclerosis with plausible visual interpretation.
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Temporal lobe epilepsy (TLE) is the most common type of focal epilepsy in adults and might be cured by surgical treatment. Hippocampal sclerosis (HS) is the histopathological hallmark and the essential underlying etiology of TLE. Surgical treatment is the most effective method for alleviating the symptoms in patients with medial TLE with HS. The typical MRI features of HS are hippocampal volume loss, increased signal intensity on T2-weighted imaging, and distortion of internal architecture. However, in many cases, the structural hippocampal abnormalities in an MRI can be very subtle; therefore, it could be very challenging to accurately identify the epileptic hippocampus, even by expert epileptologists and neuroradiologists. It is well-known that interobserver agreement on HS is not perfect, ranging from approximately 70% to 90%. Therefore, the presence of HS is often judged by combining the results of other imaging tests, such as FDG-PET and SPECT.

Machine learning is increasingly being applied to the medical field, especially to aid systematic diagnosis based on image analysis. In line with this trend, many attempts have been made to apply machine learning techniques for MRI-based HS classification. Although some studies have demonstrated noticeable results, most of them used simple and conventional algorithms that led to a few drawbacks. First, they require complex and time-consuming data preprocessing steps to extract manually crafted features from the MRI images. Second, most previous work mainly focused on achieving high predictive accuracy but lacked useful interpretation or evidence for the prediction. Finally, all previous work used only healthy individuals with normal MRIs as a control group; such a setting may lead to an overestimation of the prediction accuracy when considering actual clinical applications. For example, discriminating HS from other abnormalities in the medial temporal region would be a critical challenge in practice.

To overcome the above limitations, we applied an end-to-end deep learning framework to MRI-based HS classification. We took the entire brain MRI image with minimal preprocessing as an input to the model, letting the deep neural network learn useful features, as well as the classifier itself in an end-to-end manner. Second, we applied the state-of-the-art neural network interpretation method to highlight the most relevant regions for the prediction and visualized the learned features to validate the reliability and effectiveness of the applied deep learning framework. Finally, to reflect the real clinical setting we composed a more challenging and larger dataset that consists of a control group not only with normal participants but also with those having other structural abnormalities in the brain, including in the hippocampus.
tumors (n = 8) and benign cysts (n = 8) were most common followed by vascular malformation (n = 4), cortical dysplasia (n = 3), and others. By adding such abnormal cases, achieving accurate classification in our setting became much more challenging and was more realistic in a clinical sense compared with the setting in other recent works, where only the participants with normal MRI were included in the control group.

To accurately evaluate the generalizability of our trained model, we constructed a separate test set that consisted of (a) pathologically confirmed HS cases or (b) HS supported by either EEG or nuclear imaging (PET of SPECT). Among the patients with HS used for the test data set, HS was pathologically confirmed by surgery in 66.0% (60.0% in left HS and 72.0% in right HS) of cases. The majority of pathologically confirmed cases belonged to ILAE classification type I (28/33, 84.9%) while one case was classified as type II (1/33, 3.0%). Due to the poor orientation of the hippocampus specimen, ILAE classification could not be applied in four cases (4/33, 12.1%) (Table S2). Twenty-five left TLE patients with HS (14 females; mean age 42.6 ± 14.5; range 19-80 years) and 25 right TLE patients with HS (15 females; mean age 46.8 ± 12.2; range 27-68 years) were included as the test Left HS and Right HS groups, respectively. In the test No HS group, we included 252 participants (128 females; mean age 41.3 ± 16.4; range 19-92 years), which consisted of 168 participants with normal findings, 69 participants with abnormalities in the extratemporal region and 15 participants with abnormal findings in the hippocampus besides HS.

This study was approved by the Institutional Review Board of Seoul National University Hospital (IRB No. 1906-106-1041). Informed consents from all participants were also obtained.

### 2.2 MRI acquisition and image processing

T2-weighted oblique coronal MR images were obtained from each patient using various scanners in Digital Imaging and Communications in Medicine (DICOM) format. Scanning conditions for each scanner are available in Table S3. The DICOM images were converted to Neuroimaging Informatics Technology Initiative (NifTI) format to combine multiple slices of the brain into a single three-dimensional brain file. Then, we unified the brain orientations, removed the shading artifacts, and stripped the skull through Analysis of Functional NeuroImages (AFNI) software. We registered the skull-stripped brain using FMRIB Software Library (FSL) software onto the Montreal Neurological Institute (MNI). 152 standard brain template with a spatial resolution of $1 \times 1 \times 1 \text{mm}^3$ to regulate the brain structure differences among the participants (Figure 1A). Finally, we cropped the backgrounds without loss of any potentially informative voxels. Therefore, we were able to unify all the brains to have an identical size of $160 \times 200 \times 170$.

### 2.3 Convolutional neural network development

Among various deep learning models, we implemented a 3D convolutional neural network (CNN) that consisted of four convolution layers followed by three fully connected layers. Each convolution layer was constituted by 3D convolutional filters, a rectified linear unit (ReLU) activation function and a pooling layer. The number of convolutional filters for each layer was 5, 10, 20, and 40. For the fully connected layers, when all of the nodes in a layer were connected to the nodes of the previous and next layers, we had 64, 64, and 3 nodes in each layer. As each group was defined as the class that the classifier was trying to predict, the softmax layer was implemented at the last layer of the classifier to compute the probabilities of the given input brain MRI belonging to each group. The specific implementation details could be found in the “Data Availability” section.

For training, the stochastic gradient descent (SGD) optimizer was used to update the model weight parameters with a batch size of 42. Using a hyperparameter optimization framework called Optuna, the initial learning rate was set as 0.0221 and decayed by 0.124 if the validation loss had stopped improving for 25 epochs during a total of 150 epochs. As an important training detail, we applied data augmentation by creating horizontally flipped training data and modified their labels by swapping the Left and Right HS groups. Such augmentation that was possible specifically for HS classification as the brain and hippocampus were more or less symmetric, effectively doubled the training data and was found to substantially help improve prediction accuracy. We also noted that neither the validation nor the test data were horizontally flipped. The model was trained on a single GPU (Tesla V100 SXM2 32GB), and took 20 hours to train with our implementation in Python 3.6.5 with PyTorch 1.4.0. The overall model structure is shown in Figure 1B.

We also employed a voting ensemble method that was commonly used to improve the prediction accuracy. We trained six distinct models that were randomly initialized with different random seeds before training, and performed the majority voting among the predictions of the models to obtain an ensemble prediction.
2.4 | Evaluation protocol

While the model was initially designed to classify the input into one of the No HS, Left HS, and Right HS groups, we also considered an easier binary classification setting in which the goal was to simply determine whether or not a person has HS. This would be done by combining the prediction probabilities for the Left and Right HS groups and comparing them with the probability for the No HS group. The accuracies of the models were evaluated through both five-fold stratified cross validation (CV) and test set. The stratification assures that each group had been included proportionally in each fold, and the cross validation was repeated 10 times with a different random seed each time.

After determining an optimal epoch for which the model achieved the highest accuracy on average among the validation folds, we trained a new model utilizing the entire training set until the epoch and evaluated its performance on a separate test set. As the test set is imbalanced, we adopted a balanced accuracy which is the average of the accuracies for each group. The overall model development and evaluation processes are given in Figure 1C.

2.5 | Interpretation of the model prediction

One of the typical criticisms for deep learning models is that the neural networks are very complex; hence, it is difficult to provide proper explanations for the models’ predictions. Several interpretation methods had recently been developed to provide more reliable explanations for deep learning models, and among those, we adopted layer-wise relevance propagation (LRP). The reason for choosing LRP was that it was computationally efficient and had been shown to be effective in obtaining reliable and sparse interpretations in various application areas. Once the model made a prediction for a given individual 3D brain image, LRP recursively ran the relevance propagation step to decompose and distribute the final prediction score to each input voxel.
The decomposed score, dubbed as the relevance score of LRP, represented the importance of each voxel for the given prediction. In our case, the positive and negative scores for the prediction were gathered separately during the process so that each value would be preserved without being canceled-out and represent the relevant regions better. We obtained the saliency map of the important voxels by visualizing only the positive scores. The interpretation was given as feedback to confirm which regions of the MRI were referenced and give confidence for the prediction. The clinicians would decide whether to trust the model by referring to the region of high relevance in the MRI.

### 2.6 Statistical analysis

To verify that the participants in both datasets have similar features, the demographic variables of the participants among the validation and test sets were compared using Mann-Whitney U test to denote a \( p \) value of .01.

The multiclass classification performance was evaluated by computing the accuracy for each group on both the validation set and the test set. We also showed the binary classification performances for the same datasets, and the following four evaluation criteria were used: accuracy, sensitivity, specificity, and the area under the receiver operating characteristic curve (AUROC).

### 3 RESULTS

#### 3.1 HS classification performance

Tables 1 and 2 summarize the overall classification accuracy obtained for multiclass and binary classification settings, respectively. In each table, both five-fold CV and test accuracy results are shown for the single model and voting ensemble. For the single model, we displayed the performance of the model with the highest accuracy among the six models used for the ensemble method. The numbers in parentheses represent the number of correct predictions and the total number of participants for each group.

From both multiclass classification and binary classification, the voting ensemble achieved the best performance for both the CV and test sets (Tables 1, 2). The overall accuracy for the test set showed little difference compared with that of CV, which reflected the true generalization performance of our model. We also observe the discrepancy of the validation accuracy across each group, which may be an artifact of the imbalanced training dataset. Furthermore, the test set accuracy for the control group participants with normal findings was significantly higher than that of the other classes within the control group in both the single model and voting ensemble model (Table S4). Considering that the overall accuracy would be higher if the control group only consisted of the participants with the normal MRI findings, we claim that distinguishing HS from nonHS disease controls with abnormalities is more challenging than distinguishing only from the normal, healthy controls. Moreover, the True Positive Rates (TPR) only for the pathologically confirmed HS cases (Table S5) in the test set were equally high, again showing good generalization capability of our model. As a summary, we plot the accuracy comparison among several single models and the voting ensemble method (Figure S1A) as well as the ROC curve of the voting ensemble method (Figure S1B).

We also stress that the data augmentation using the horizontally flipped MRI data as described in the Methods section, plays a critical role in achieving a high accuracy. For the multiclass classification, the model without data augmentation had accuracies of 79.4% and 75.0% for the CV and test sets, respectively (Table S6), which were decreased to 8.1% and 16.5% compared with those in Table 1. Likewise, for the binary classification, the model without data augmentation only achieved accuracies of 83.4% and 82.3% for the CV and test sets, respectively (Table S7), resulting in a reduction of 5.4% and 7.4% from Table 2.

| No HS/left HS/right HS Method | Multiclass Total accuracy | No HS | Left HS | Right HS |
|-------------------------------|--------------------------|-------|--------|---------|
| 5 fold CV Performance n = 160, 100, 60 Single model | 0.869 (278/320) | 0.888 (142/160) | 0.85 (85/100) | 0.85 (51/60) |
| Voting ensemble | 0.875 (280/320) | 0.913 (146/160) | 0.87 (87/100) | 0.783 (47/60) |
| Test Performance n = 25, 25, 25 Single model | 0.897 | 0.81 (204/252) | 0.88 (22/25) | 1.0 (25/25) |
| Voting ensemble | 0.915 | 0.865 (218/252) | 0.92 (23/25) | 0.96 (24/25) |

**Note:** The numbers of evaluated participants for the No, left and right HS groups are indicated in the first column. We separately measured the accuracies for each group with the number of correctly predicted participants over the total participants, shown in parentheses. The total accuracy for the test set was evaluated using the balanced accuracy metric which is an average of the accuracies for each group for the imbalanced dataset.

---

**TABLE 1** The multiclass classification performance for the five-fold cross validation and test set.
Thus, due to the symmetry of the brain and hippocampus, horizontal flip-based data augmentation became an essential recipe in improving the generalizability of our model.

### 3.2 Visualizations and interpretations

To make our model more clinically interpretable, we visualized the most relevant region on the brain MRI template. As small relevance scores may scatter across the input and could distract from highlighting the most relevant region, we set a threshold for each individual participant and only displayed values over the threshold for visual clarity. Figure 2 shows two examples of the LRP visualizations for the individual participants from the Left and Right HS groups. The red voxels were of higher relevance than the blue voxels. From both figures, we observed that the visualized regions displayed variable patterns. Most of the visualized regions were located in the medial temporal area; however, a substantial extent of other regions was also identified to be useful for HS prediction. In particular, the subarachnoid spaces adjacent to the ipsilateral temporal and frontal cortex and lateral sulcus turned out to be important, but this demonstrated different patterns among patients.

| No HS/HS | Method          | Binary class | Accuracy | Sensitivity | Specificity | AUROC  |
|----------|-----------------|--------------|----------|-------------|-------------|--------|
|          |                 |              | Fivefold CV Performance n = 160, 100, 60 | Single Model | 0.884 (283/320) | 0.881 (141/160) | 0.887 (142/160) | 0.942 |
|          |                 |              |          | Voting Ensemble | 0.888 (284/320) | 0.875 (140/160) | 0.9 (144/160) | 0.950 |
|          |                 |              | Test Performance n = 50, 25, 25 | Single Model | 0.883 | 0.96 (48/50) | 0.806 (203/252) | 0.945 |
|          |                 |              |          | Voting Ensemble | 0.897 | 0.94 (47/50) | 0.853 (215/252) | 0.961 |

Note: The correctly predicted participants over the total participants for accuracy, sensitivity, and specificity are shown in the parentheses. The setting for the test set is identical as in Table 1.
To obtain group-level interpretations that are more robust to individual variability, we averaged the relevance scores among the correctly classified participants for each group. The group-level interpretation for the Left and Right HS groups mainly converged to the left and right medial temporal areas, respectively (Figure 3). At the same time, we observe the relevance around the subarachnoid spaces adjacent to the ipsilateral temporal and frontal cortex and lateral sulcus were highlighted more significantly, which reflects that patients with HS are likely to be accompanied by neocortical atrophy of the ipsilateral temporal and frontal cortex. More details on the color scales in Figures 2 and 3 are given in Appendix S1.

In addition to the individual- and group-level interpretations, we visualized the learned feature embeddings for the participants of each group to show if they were well clustered, corroborating the good classification performance of our model. For both validation and test data, we applied a dimension reduction method called uniform manifold approximation and projection (UMAP)28 to the output of the first fully connected layer in our 3D CNN (Figure 4). As UMAP projects the high dimensional features preserving the relative distances, we would assert that the clearly clustered feature embeddings reflects the discriminative capability of our model. The group-level LRP interpretations for the selected samples in each group clearly demonstrated relevant brain regions for each group.

4 | DISCUSSION

Accurate diagnosis of HS is particularly important because it is a crucial factor in determining whether to perform surgical resection in epilepsy patients. In TLE patients with HS, a seizure-free state can be achieved after surgical resection.2,3 However, in some cases, the diagnosis of HS can be very tricky, and only experienced experts could make an accurate diagnosis.29 Many efforts have been made, such as applying the HS scoring system7,30 or providing automated quantitative MRI reports,5,6 to overcome the inter-rater diagnostic discrepancies. However, a substantial number of HS is still confirmed only by pathological examinations after surgery. To that end, we believe our results showed potential in developing a reliable HS diagnosis assistant based on deep learning.

Our proposed framework has several strengths. First, our end-to-end deep learning framework dramatically
reduced the computation time compared with the conventional machine learning approach\textsuperscript{9,10} that usually required complex and expensive data preprocessing for extracting handcrafted features. For example, data preprocessing for a model\textsuperscript{10} required approximately 50 minutes per image (on CPU) for the extraction and segmentation of the brain features. In contrast, our method only performed skull-stripping and registration onto the MNI template as preprocessing, which took only 5 minutes per image on a single CPU.

Second, our model was developed under conditions similar to the real-world practice of epilepsy patients by including various types of control group examples. HS can be present in epilepsy patients with “dual pathology”, which refers to the coexistence of HS with additional epileptogenic lesions.\textsuperscript{31-33} When HS and focal cortical dysplasia coexist, patients who receive hippocampal resection are more likely to have a favorable surgical outcome.\textsuperscript{34} Similarly, temporal lobectomy was related to better surgical outcomes in posttraumatic epilepsy patients with HS.\textsuperscript{35} These results implied that the identification of HS was also very important in epilepsy patients with extratemporal abnormalities. Nevertheless, most of the previous machine-learning approach studies conducted thus far have only included normal brain MRIs as the control group\textsuperscript{1,23,27,36} where the model may have been simply distinguishing abnormal brain MRIs from normal MRIs.

Third, our model achieved high test accuracy that was comparable with or better than previous studies conducted in much simplified settings, underscoring a good generalization capability of our model despite being evaluated on a larger test set compared with other previous work. Namely, Chen et al.\textsuperscript{8} developed an SVM for 37 participants for binary classification between HS and healthy controls (HC) and achieved 83.8% ± 3% validation accuracy. Zhou et al.\textsuperscript{11} developed a SVM model for 148 participants and achieved a validation accuracy of 72.3% in the binary classification between participants with mesial TLE and HC. Mo et al.\textsuperscript{1} utilized SVM and logistic regression models, and achieved fairly high
accuracy on the 100 training set participants and 60 test set participants. However, the insufficient test set participants raises doubts about whether the model performance will be maintained even with a large dataset or in practice.

Finally, our LRP-based interpretations were informative and could be obtained much more efficiently than previous work that utilized deep learning-based classifiers with brain MRI input. Namely, the interpretation methods used in the previous studies had a few drawbacks. Some of them were too dense and noisy or plotted on the automatically generated asymmetry maps, not on the MRI itself, hence the clinician had to further match the interpretations with the anatomical brain regions. In another work, the regions identified as important also included irrelevant regions like background or cranium, which cannot be truly associative with the prediction. In contrast, our interpretation based on LRP successfully highlighted the focused relevant regions directly on the individuals' and template MRI.

Interestingly, our LRP-based interpretations also suggested additional important features useful for the identification of HS. From the interpretations in Figures 2 and 3, our model seemed to use the information of subarachnoid spaces adjacent to ipsilateral temporal and frontal cortex and lateral sulcus in the diagnosis of HS. It has been reported that progressive brain damage caused by the gliotic process may occur in the paralimbic cortices of patients with prolonged epilepsy. Progressive neocortical atrophy had been reported in pharmacoresistant TLE patients and in seizure-free TLE patients. The pattern of neocortical atrophy have provided plenty of clinically meaningful information in epilepsy patients. The pattern of cortical thinning was different for TLE patients with and without HS, and neocortical atrophy of certain areas had been reported to be associated with disease progression in TLE. However, assessing neocortical atrophy by visual inspection and considering it in the diagnosis of HS was an extremely difficult task for humans. Based on recent rapid progress, the deep learning model showed the potential to surpass human capabilities in terms of comprehensively analyzing the morphology of the entire brain. Considering these characteristics, our 3D CNN model could be useful for predicting several important properties of epilepsy, such as pharmacoresistance, disease progression, and surgical outcome.

4.1 | Limitations

There are several future research directions worth pursuing to improve our work. One is to further enlarge the datasets, particularly the separated test set, and more reliably evaluate the generalizability of our 3D CNN model. Moreover, we could also consider merging multimodal data obtained from different structural and functional neuroimaging studies, or using features from T1-weighted, FLAIR, and T2-weighted images as Caldairou et al. to utilize the association among different data sources. Furthermore, although the MRI images we used were collected over 21 years with 12 different scanners and have sufficient variation in image quality and distribution, our work lacks the cross-site validation as the data were collected from a single institution. We could assert the generalizability by evaluating our model with the data from other institutions in the future. Finally, comparing our model's accuracy with the neurologist validation would objectively verify whether it can serve as an informative assistant for neurologist in HS diagnosis.

5 | CONCLUSIONS

We have developed an interpretable deep learning-based model for HS classification on MRI. Our model utilized the largest amount of MRI data with minimal preprocessing for developing the HS classification model, including various types of abnormal MRIs that mimicked the real clinical setting. With the high accuracy and capability of visual interpretation, we anticipate that our model could aid in diagnosing HS as a third opinion in practice and extend the scope of hippocampal pathology assessment in temporal lobe epilepsy.
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