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ABSTRACT
Sequential recommendation predicts users’ next behaviors with their historical interactions. Recommending with longer sequences improves recommendation accuracy and increases the degree of personalization. As sequences get longer, existing works have not yet addressed the following two main challenges. Firstly, modeling long-range intra-sequence dependency is difficult with increasing sequence lengths. Secondly, it requires efficient memory and computational speeds. In this paper, we propose a Sparse Attentive Memory (SAM) network for long sequential user behavior modeling. SAM supports efficient training and real-time inference for user behavior sequences with lengths on the scale of thousands. In SAM, we model the target item as the query and the long sequence as the knowledge database, where the former continuously elicits relevant information from the latter. SAM simultaneously models target-sequence dependencies and long-range intra-sequence dependencies with $O(L)$ complexity and $O(1)$ number of sequential updates, which can only be achieved by the self-attention mechanism with $O(L^2)$ complexity. Extensive empirical results demonstrate that our proposed solution is effective not only in long user behavior modeling but also on short sequences modeling. Implemented on sequences of length 1000, SAM is successfully deployed on one of the largest international E-commerce platforms. This inference time is within 30ms, with a substantial 7.30% click-through rate improvement for the online A/B test. To the best of our knowledge, it is the first end-to-end long user sequence modeling framework that models intra-sequence and target-sequence dependencies with the aforementioned degree of efficiency and successfully deployed on a large-scale real-time industrial recommender system.
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1 INTRODUCTION
Click-through rate (CTR) prediction is a core task in recommender systems. User sequential modeling is the key to mine users’ interest for accurate predictions. The sequences used are usually truncated to users’ most recent 50 to 100 behaviors [49, 50]. As user behavior records accumulate, it is possible to model longer user sequences. The introduction of long-term interests improves both recommendation accuracy and the degree of personalization. Yet as sequences get longer, particularly with lengths longer than 1000, the prediction task requires extraordinary long-range dependency modeling, efficient memory, acceptable training speed and real-time inference. Hidasi et al. [16] employ Recurrent Neural Networks (RNNs) for sequential recommenders, summarizing previous actions with a hidden state for the next action prediction. The long short-term memory (LSTM) is a special class in RNNs that models sequential behaviors [17]. Graves et al. [14] prove that LSTM forgets quickly and fails to generalize to sequences longer than 20. Many empirical results also verify that RNN-based sequential recommenders do not perform as well as attention-based models since the hidden state forgets long-term information quickly [19, 30, 48, 50].

Lately, the self-attention mechanism has proven to benefit a wide range of application domains, such as machine translation [38], speech recognition [4], reading comprehension [10, 26] and computer vision [35, 45]. The self-attention mechanism attends to different positions in the sequence, captures the most important features and allows the model to handle long-range intra-sequence dependencies. Self-Attentive Sequential Recommendation (SASRec) adapts the self-attentive Transformer architecture for sequential recommenders and outperforms convolution-based and recurrence-based methods empirically [19].
Two problems arise applying SASRec to long sequential recommender systems. Firstly, the memory complexity and the computational complexity are both quadratic with respect to the sequence length. The quadratic computational complexity might not be the major bottleneck since the self-attention mechanism allows for parallelization. Yet, the $O(L^2)$ memory complexity makes it infeasible to handle long sequences. Research on efficient self-attention is based on either sparse attention [8, 21, 24, 51] or approximated attention [32, 40], and consequently incompetent against the original Transformer. Furthermore, these methods are experimented in Natural Language Processing (NLP) or Computer Vision (CV), with no proven effective adaptations on recommender systems. Secondly, the self-attention mechanism is performed in a fixed fully-connected structure, which can be non-optimal for the click-through rate prediction task. SASRec encodes user sequences with Transformer and does not involve the target item for encoding.

Deep Interest Network (DIN) is designed to model user sequential behaviors [50]. It adaptively learns the user interest representation from historical behaviors with respect to a particular target item. The space and time complexities for DIN are linear, but DIN cannot model intra-sequence dependencies. Works succeeding DIN employ more complicated encoding mechanisms, which mostly rely on sequential updates. DIEN and MIMN perform sequential updates per incoming item, which imposes great difficulty on training and online serving[30, 49]. In this paper, we propose the Sparse Attentive Memory (SAM) network for long sequential user behavior modeling 1. In SAM, the target item acts as the query and the long sequence acts as the knowledge database, where the former continuously elicits relevant information from the latter. The contributions of this paper are summarized as follows:

- We propose the Sparse Attentive Memory (SAM) network, an end-to-end differentiable framework for long user sequential behavior modeling. It supports efficient training and real-time inference for user sequences with lengths on the scale of thousands.
- We derive a sparse attentive memory network to simultaneously model target-sequence dependencies and long-range intra-sequence dependencies with $O(L)$ complexity and $O(1)$ number of sequential updates. To the best of our knowledge, it is the first design to model intra-sequence and target-sequence dependencies with the aforementioned degree of efficiency.
- With greater computational and memory efficiency, SAM is deployed successfully on one of the largest international E-commerce platforms, with the number of items on the scale of hundreds of millions. Implemented on user sequences with length 1000 and deployed on GPU clusters, it supports real-time inference within 30ms. There is a significant 7.30% CTR improvement over the DIN-based industrial baseline.
- Extensive experiments on both public benchmarks and the industrial dataset demonstrate our proposed solution’s effectiveness not limited to long user behavior modeling but also on short sequences modeling.

---

1The source codes are available at https://github.com/waldenly/SAM.

2 RELATED WORK

Sequential Recommender Systems. Sequential recommender systems predict the user’s next clicking behavior based on his past activities. Recurrent Neural Networks (RNNs) are introduced for sequential recommenders [16, 42]. Due to their sequential nature, RNN-based methods are difficult to parallelize. RNNs also suffer from the problem of fast forgetting [14]. Attention is first introduced in the encoder-decoder framework, for better positional alignments in the machine translation task [2]. Researchers prove empirically that the self-attention mechanism with timestamp encodings can replace RNNs to encode sequences, with significantly less training time [38]. Attention-based sequential models proliferate in many other tasks, such as computer vision [45], reading comprehension [10, 26] and speech recognition [4]. Attention-based recommender systems include methods based on self-attention [19, 48], methods based on target attention[50] and the integration between recurrence-based methods and attention-based methods [49].

Memory Networks. Memory Networks have wide applications in Question-Answering (QA) for NLP tasks, finding facts related to a particular query from a knowledge database [5]. It can be viewed as a generalization to the attention mechanism with an external memory component. Neural Turing Machines (NTM) introduces the addressing-read-write mechanism for the memory search and update process [14], [41] proposes the general architecture for Memory Networks. DMN, DMTN and DMN+ are the subsequent research [23, 34, 44]. In recommender systems, MIMN utilizes the NTM architecture and uses GRU-based controllers to update user memory slots with each new clicked item [30]. SAM is different from the above architectures. Though we also keep an external memory vector, we do not update the memory with each sequence item, hence the number of sequential operations is $O(1)$.

3 PROBLEM FORMULATION

The recommender system models the user-item interaction as a matrix $C = \{c_{mn}\}_{M \times N}$, where $M$ and $N$ are the total number of users and items respectively. The interaction is either explicit ratings [22] or implicit feedback [1]. The click-through rate prediction task is usually based on implicit feedback. We denote $u \in U$ as user and $i \in I$ as item, and the user $u_m$ clicking on the item $i_t$ makes $c_{mn} 1$ and others 0. User sequential modeling predicts the probability of a user $u \in U$ clicking on the target item $i \in I$ based on his past behaviors, $i_1, i_2, ..., i_L$, where $L$ is the length of the user sequence. The sequence is usually in chronological order. Sequential recommenders usually use the most recent 50 to 100 behaviors. Our paper focuses on long user sequences, where the length of the user behaviors $L$ is on the scale of thousands.

4 SPARSE ATTENTIVE MEMORY NETWORK

The industrial recommender system is usually a two-staged system, consisting of the retrieval stage and the rank stage. Compared to the retrieval stage where it learns the probability to click each item from billions of candidates during training and performs an Approximate Nearest Neighbor (ANN) search during the inference stage, the rank task has access to the target item to be scored. In view of this, SAM frames the rank task as a Question-Answering...
The user behavior sequence can be split into three parts, the clicked item sequence, the timestamp sequence and the positional sequence. For the clicked item sequence $e(B^j) = \{e_1^j, e_2^j, ..., e_L^j\}$, $e_i^j \in \mathbb{R}^{d_i}$ is obtained by concatenating the $j$-th clicked item feature embedding vectors, including item id, category id, shop id and brand id, i.e., $e_i^j = [e_{itemid}] [e_{catid}] [e_{shopid}] [e_{brandid}]$, where $\|$ is the vector concatenation operator and $d_i$ is the dimension for the concatenated embedding vector. Different users have different action patterns, thus the action time contains important temporal information. Since it is difficult to learn a good embedding directly with continuous time features, we bucketize the timestamp into multiple granularities and perform categorical feature look-ups. We slice the continuous time features, we bucketize the timestamp into multiple intervals whose gap length increases exponentially. In other words, we map the time in range $[0, 1], [1, 2], [2, 4], ..., [2^k, 2^{k+1})$ to categorical features $0, 1, 2, ..., k + 1$ and perform categorical feature look-ups to obtain the absolute timestamp sequence $e(B_t) = \{e_1^t, e_2^t, ..., e_L^t\}$. Positional encodings are also added to represent the relative positions of sequence items. Since not all user sequences have length 1000, the positions are numbered in descending order of the serial number $\{1, L - 1, ..., 1\}$ where the most recent behavior is always 1 to ensure the semantics are the same for the same recency of the behavior. The positional sequence $e(B^p) = \{e_1^p, e_2^p, ..., e_L^p\}$ is obtained by the categorical feature look-up on the numbered positions. The clicked item sequence, the timestamp sequence and the positional sequence are summed up on each position to obtain the final encoder layer representation $e(B^u) = \{e_1^u, e_2^u, ..., e_L^u\}$, where the $j$-th user behavior $e_j^u$ is obtained as $e_j^u = e_j^p \oplus e_j^t \oplus e_j^p$, and $\oplus$ denotes element-wise sum-up. The timestamp encoding $e_j^p \in \mathbb{R}^{d_p}$ and the positional encoding $e_j^p \in \mathbb{R}^{d_p}$ have the same dimension as that of the item embedding $e_j^p$ to be directly summed. That is, $d_i = d_p$. The embedding vector for the target item $\sigma^T \in \mathbb{R}^{d_i}$ shares the id embedding look-up tables with the sequence item id embedding $e_j^u$.

### 4.1 Encoder Layer

The user behavior sequence can be split into three parts, the clicked item sequence, the timestamp sequence and the positional sequence. For the clicked item sequence $e(B^j) = \{e_1^j, e_2^j, ..., e_L^j\}$, $e_i^j \in \mathbb{R}^{d_i}$ is obtained by concatenating the $j$-th clicked item feature embedding vectors, including item id, category id, shop id and brand id, i.e., $e_i^j = [e_{itemid}] [e_{catid}] [e_{shopid}] [e_{brandid}]$, where $\|$ is the vector concatenation operator and $d_i$ is the dimension for the concatenated embedding vector. Different users have different action patterns, thus the action time contains important temporal information. Since it is difficult to learn a good embedding directly with continuous time features, we bucketize the timestamp into multiple granularities and perform categorical feature look-ups. We slice the elapsed time with respect to the ranking time into intervals whose gap length increases exponentially. In other words, we map the time in range $[0, 1], [1, 2], [2, 4], ..., [2^k, 2^{k+1})$ to categorical features $0, 1, 2, ..., k + 1$ and perform categorical feature look-ups to obtain the absolute timestamp sequence $e(B_t) = \{e_1^t, e_2^t, ..., e_L^t\}$. Positional encodings are also added to represent the relative positions of sequence items. Since not all user sequences have length 1000, the positions are numbered in descending order of the serial number $\{1, L - 1, ..., 1\}$ where the most recent behavior is always 1 to ensure the semantics are the same for the same recency of the behavior. The positional sequence $e(B^p) = \{e_1^p, e_2^p, ..., e_L^p\}$ is obtained by the categorical feature look-up on the numbered positions. The clicked item sequence, the timestamp sequence and the positional sequence are summed up on each position to obtain the final encoder layer representation $e(B^u) = \{e_1^u, e_2^u, ..., e_L^u\}$, where the $j$-th user behavior $e_j^u$ is obtained as $e_j^u = e_j^p \oplus e_j^t \oplus e_j^p$, and $\oplus$ denotes element-wise sum-up. The timestamp encoding $e_j^p \in \mathbb{R}^{d_p}$ and the positional encoding $e_j^p \in \mathbb{R}^{d_p}$ have the same dimension as that of the item embedding $e_j^p$ to be directly summed. That is, $d_i = d_p$. The embedding vector for the target item $\sigma^T \in \mathbb{R}^{d_i}$ shares the id embedding look-up tables with the sequence item id embedding $e_j^u$.

### 4.2 Point-wise Dual-query Attention

Long-range intra-sequence dependency modeling is important for long sequences. Since longer sequences contain more noises, the patterns within the long sequence are more difficult to mine. The self-attention mechanism is designed to capture intra-sequence dependencies. The canonical self-attention mechanism is in the form $\text{Attention}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d}})V$, where $Q, K, V$ are linear transformations of the input sequence. Yet the $O(L^2)$ space and time complexities make it not scalable to long sequences. The Point-wise Dual-query Attention (PDA) is the sparse attention mechanism that we propose to model intra-sequence dependencies in $O(L)$ space and time complexities.

As seen in Fig.1, for the $j$-th user behavior item $e_j^u \in \mathbb{R}^{d_i}$, we apply an attention mechanism with both the target item $\sigma^T \in \mathbb{R}^{d_i}$ and the memory $m_t \in \mathbb{R}^{d_i}$ as dual-queries to adaptively learn the weight for each behavior. We will introduce how the memory vector $m_t \in \mathbb{R}^{d_i}$
is initialized and updated in the following section 4.3. We define the feature vector \( \mathbf{a}_j \in \mathbb{R}^{d_a} \) to capture the tripartite relations amongst the sequence item as the input to update the memory vector \( \mathbf{m}_j \in \mathbb{R}^{d_m} \), the target item \( \mathbf{v}_j \in \mathbb{R}^{d_v} \), and the memory embedding vector \( \mathbf{m}_j \in \mathbb{R}^{d_i} \).

\[
\mathbf{a}_j(e_j, \mathbf{v}_j, \mathbf{m}_j) = [e_j^\top \odot \mathbf{m}_j, ||e_j^\top \odot \mathbf{v}_j^\top||, ||e_j^\top \odot \mathbf{v}_j^\top||, ||e_j^\top \odot \mathbf{v}_j^\top||, ||e_j^\top \odot \mathbf{v}_j^\top||]
\]

(1)

where \( \odot \) denotes the element-wise subtraction operation and \( \odot \) denotes the element-wise multiplication operation.

We input each feature vector \( \mathbf{a}_j \) corresponding to the \( j \)-th behavior \( e_j \) into a two-layer point-wise feed-forward network. In other words, we employ the feed-forward attention operator with sigmoid as the activation function on the input feature vector:

\[
a_j(e_j, \mathbf{v}_j^\top, \mathbf{m}_j) = \sigma(W^{(2)}\sigma(W^{(1)}\mathbf{a}_j(e_j, \mathbf{v}_j^\top, \mathbf{m}_j) + b^{(1)}) + b^{(2)})
\]

(2)

\( W^{(1)} \in \mathbb{R}^{d_a \times d_{a}}, W^{(2)} \in \mathbb{R}^{d_{a} \times 1}, b^{(1)} \in \mathbb{R}^{d_{a}}, b^{(2)} \in \mathbb{R}^{d_{a}} \) are learnable parameters shared across sequence items. \( \sigma \) denotes the sigmoid activation function. The fully-connected feed-forward network is applied to each sequence item separately and identically. We have also experimented with the softmax activation function for the second layer. There is negligible change in model performance. The dual-query attention uses both the target item and the memory vector as dual-queries to query the long sequence. As will be introduced in Section 4.3, the memory vector is updated with the retrieved sequence information. Querying the sequence with the memory vector models long-range intra-sequence dependencies.

### 4.3 Iterative Memory Update Module

While short-term memorization only requires limited memorization power, long-sequence memorization inevitably incurs the problem of gradually forgetting the early contents. Since the recurrent connection mechanism is limited in long-range dependency modeling [36], additional architecture components are required to capture long-term user preferences. To this end, SAM maintains an external memory matrix \( \mathbf{m}_j \in \mathbb{R}^{d_i} \) to expand the memorization capacity and memorize a user’s long-term preferences. Another challenge is how to design an effective memory update mechanism. Put mathematically, we need an abstraction function \( f(.): \mathbb{R}^{d_a} \rightarrow \mathbb{R}^{d_i} \) for the \( n \)-th memory update iteration as

\[
m_n \leftarrow f(\mathbb{U}(e(B^n)), m_{n-1})
\]

(3)

where \( \mathbb{U}(e(B^n)) \) is the set of user behavior sequence. Since long sequences contain much more information compared to short sequences, using fixed-size memory slots for memory abstraction inevitably leads to information loss. Maintaining a fixed-size first-in-first-out (FIFO) memory to cache the long-term information is reasonable in NLP tasks where related words are usually not far in the sentence [33], but in recommender systems the behavior sequence is not strictly ordered and users can exhibit seasonal periodic behaviors [37, 47]. Therefore, instead of requiring the memory to memorize as much as possible, we propose to give a clue so that the model can search for and memorize useful facts with the question. Since research has empirically validated the importance of the target item in the rank task [49, 50], we propose to use the target item as the clue. We model the rank task as the Question-Answering (QA) task. The target item is the question and the long sequence is the knowledge base, with the task to find facts related to the question from the knowledge database. We introduce the memory abstraction and update process in detail as follows.

The initial memory \( m_0 \in \mathbb{R}^{d_i} \) is initialized from the target item vector \( \mathbf{v}_j^\top \in \mathbb{R}^{d_i} \), to model the stage where the question is presented and no sequence information has been included.

\[
m_0 \equiv \mathbf{v}_j^\top
\]

(4)

For iteration \( n \), we apply weighted-sum pooling to the feature vector list of the user’s sub behaviors to map it to the user representation vector \( \mathbf{u}_{IMU}^n \in \mathbb{R}^{d_i} \). The weights for the weighted-sum pooling are derived from Eq.(2).

\[
u_{IMU}^n = f(\mathbf{v}_j^\top, \mathbb{U}(e(B^n)), m_{n-1})
\]

\[
u_{IMU}^n = \frac{1}{L} \sum_{j=1}^{L} a_j(e_j, \mathbf{v}_j^\top, m_{n-1}) e_j = \frac{1}{L} \sum_{j=1}^{L} w_j e_j
\]

(5)

Here we use weighted-sum pooling instead of sequential operations such as GRU and GRU with attentional update (AUGRU)[49] due to the following two reasons. Firstly, as aforementioned, the behavior sequence is not strictly ordered therefore we do not need sequential operations to model the strict order of sequence items. Secondly, though GRUs can also model intra-sequence dependencies, sequential updates hinder training and deployment for long sequences. The computational cost analysis in Section 5.6 validates the computational inefficiency with methods relying on sequential update operations.

Though we do not connect sequence items with recurrent mechanisms, we use a Gated Recurrent Network (GRU) to model the memory update mechanism after each iteration. We choose GRU because we intend to use the update gate to adaptively determine the content to memorize. We abbreviate the computation for GRU as \( h_t = GRU(x_t, h_{t-1}) \) where \( h_{t-1} \) is the vector representation for the last step and \( x_t \) is the input for the current step. Each memory update takes place after a full pass of the sequence. We use the user interest representation vector \( \mathbf{u}_{IMU}^n \) after iteration \( n \) as the input to update the memory \( m_{n-1} \).

\[
m_n = GRU(u_{IMU}^n, m_{n-1})
\]

(6)

After \( N \) iterations of the memory update mechanism, the final output from this module is \( m_N \).

A popular industrial rank model is DIN[50]. The target attention mechanism in DIN uses the target item to query sequence items to produce the weights for sequence item aggregation, hence DIN only models target-sequence dependencies. In contrast, SAM’s memory vector \( m_n \) is updated with a weighted sum pooling of sequence items. Since the memory vector \( m_n \) contains information about the sequence items, querying sequence items with the memory vector models intra-sequence dependencies.

In other words, SAM models co-occurrence beyond the (target item \( \mathbf{v}_j^\top \), sequence item \( e_j^\top \)) pair. For example, the target item is rum and the user sequence contains lime and peppermint. With the target attention mechanism, both the attention weight between the pair (peppermint, rum) and that between the pair (lime, rum) are not high. In contrast, the memory vector in SAM is continuously updated with the weighted aggregation of sequence items,
therefore it contains information about the peppermint and rum. When calculating the attention score for lime after the first memory update iteration, the memory of peppermint and rum awakens the item lime since the triplet (rum, peppermint, lime) is the recipe for Mojito and likely to co-occur multiple times. Hence, the likelihood to click rum increases with lime and peppermint in the sequence. While the target attention mechanism finds items that co-occur frequently with the target item, SAM finds the composite group of the user’s behavior items for the user to click the target item.

4.4 Memory Enhancement Module

The Memory Enhancement module takes the output from Iterative Memory Update module $\mathbf{m}_N$ as the input. It enhances the user memory $\mathbf{m}_N$ with the target item $\sigma^T$ repeatedly to elicit more clear memory specific to the target item and remove noises. We use another GRU to model the memory enhancement process. The GRU’s initial state is initialized from the memory after the Iterative Memory Update module, $\mathbf{u}^0_{MEM} = \mathbf{m}_N$. For each step, we apply a linear transformation $\mathbf{W}^u \in \mathbb{R}^{d_t \times d_i}$ on the GRU’s last hidden state $\mathbf{u}^{t-1}_{MEM}$, concatenate the transformed vector with the target item, and use the concatenated vector as the GRU’s input.

$$\mathbf{u}^t_{MEM} = GRU([\mathbf{W}^u \mathbf{u}^{t-1}_{MEM} || \sigma^T], \mathbf{u}^{t-1}_{MEM})$$

where $||$ is the concatenation operator and $\mathbf{u}^{t}_{MEM}$ is the user representation after $t$ steps in the Memory Enhancement module. We illustrate the Memory Enhancement module in Fig. 2.

The final output $\mathbf{u}^T_{MEM}$ from the module is concatenated with the vector representations of other items and user features followed by a multilayer perceptron (MLP) encoder to produce the final logit. Sigmoid is applied on the logit to get the final prediction $\hat{y}_t$. We minimize the cross entropy loss function between the predicted $\hat{y}_t$ and the ground-truth $y_t$.

5 EXPERIMENTS

This section presents the experimental setups, experimental results, ablation study, model analysis, computational cost and memory efficiency analysis, performance analysis on sequences of lengths up to 16K and hyper-parameter choices in detail.

5.1 Datasets and Experimental Setup

Amazon Dataset. We collect two subsets from the Amazon product data, Books and Movies [29]. Books contains 295982 users, 647589 items and 6626872 samples. Movies contains 233282 users, 165851 items and 4829693 samples. We split each dataset into 80% training and 20% test data according to the behavior timestamp. The sequence embedding dimension is 16. The MLP layer size is $64 \times 32$. We use the Adam optimizer, with 0.001 learning rate [20]. The mini-batch size is 512. We use 2 parameter servers and 4 workers, with 10GiB memory for each worker.

Industrial Dataset. We collect traffic logs from a real-world E-commerce platform. The E-commerce platform has search and recommendation systems, with user click and purchase logs. We use 30-day samples for training and the samples of the following day for testing. With 0.1 sampling on negative samples, there are 1.68 billion training samples. The ratio of positive to negative samples is 1:2.24 in the training set. The test set contains 57 million data points. The id embedding dimension is 32. The hidden state dimensions for GRUs are 32. MLP layers are $512 \times 256 \times 128$. The mini-batch size is 512. We use the Adam optimizer, with 0.0001 as the learning rate. We use 5 parameter servers and 50 workers, with 75GiB memory for each worker.

Evaluation Metric. We use Area Under the Curve (AUC) to measure the model performance. For the CTR prediction task, it represents the probability that the model ranks a randomly chosen clicked instance higher than a randomly chosen unclicked instance.

5.2 Model Comparison

While there is abundant research on click-through rate prediction, we select the relevant and representative baselines. Since our proposed method focuses on long sequence modeling, we do not include models on different topics such as xDeepFM and FFM which learn categorical feature interactions [18, 25]. We exclude methods based on Graph Neural Networks (GNNs) since research has shown their computational complexity limits the scalability to longer sequences [15, 27, 43]. We also exclude models that integrate long-term and short-term interests since our method models long-term interests and adding short-term interests modeling with highly complicated methods results in unfair comparisons [37, 46]. Furthermore, we do not need to include models which have been outperformed by our chosen baselines like GRU4REC and RUM [7, 16]. For methods that employ similar architectures, we include one of them. ATRank, SASRec and BST [6, 19, 48] use self-attention to model sequences and we only compare against SASRec. The chosen models are as follows:

- **YouTube DNN.** YouTube DNN uses average pooling to integrate behavior embeddings to fixed-width vectors as the user’s interest representation [9].
- **DIN.** DIN proposes the target attention mechanism to soft-search user sequential behaviors with respect to the target item [50].
- **DIEN.** DIEN integrates GRU with the target attention mechanism to model user interest evolutions [49].
- **SASRec.** SASRec is a self-attentive model based on Transformer [19].
- **MIMN.** MIMN uses a fixed number of memory slots to represent user interests. When a new click takes place, it updates the user memory slots with the GRU-based controller [30].
- **UBR4CTR.** UBR4CTR is a two-stage method. The first stage retrieves relevant user behaviors from the sequence with a learnable search method. The second stage feeds retrieved behaviors into a DIN-based deep model [31]. The Amazon datasets contain no item side information, therefore we use a strengthened version of sequence selection for the first stage with multi-head attention on the sequence itself.
- **SAM 2P/3P.** SAM models without the Memory Enhancement module. 2P refers to 2 iterations of the memory update process, and 3P refers to 3 iterations. We have removed the positional and timestamp encodings for fair comparisons.
- **SAM 3P+.** 3 memory update iterations, with the Memory Enhancement module. The number of steps $t$ is 3 for the Memory Enhancement module.
- **SAM 3P+ts.** SAM 3P+ with timestamp and positional encodings.
To ensure the comparison is fair, we remove both the timestamp and positional encodings in SAM 3P and SAM 3P+. The experimental discussions also revolve around SAM 3P.

5.3 Experimental Results
We report model performances on three datasets with maximum affordable sequence lengths in Table 1. Furthermore, we summarize model performances with varying sequence lengths 50, 100, 200, 500 and 1000 in Table 2. We have the following important findings:

- **SAM 3P consistently outperforms compared methods over three datasets.** This demonstrates the effectiveness of our proposed methodology, modeling intra-sequence dependencies and target-sequence dependencies simultaneously. SAM 3P+, with the Memory Enhancement module, has additional improvements over SAM 3P. SAM 3P+ts has limited improvement over SAM 3P+, testifying that the behavior sequence is not strictly ordered in recommender systems.

- **SAM 3P constantly outperforms SASRec, the Transformer-based sequential recommender, over equal sequence lengths.** As seen in Table 2, SAM 3P outperforms the compared models over equal sequence lengths. Noticeably, SAM 3P outperforms SASRec significantly. This does make sense, considering that SASRec encodes the sequence with multi-head attention with no knowledge on the target item. In contrast, SAM is aware of the target item throughout the encoding process. This shows that for recommender systems, modeling the relations between the sequence and the target item is crucial.

- **In general, methods that emphatically perform sequential updates seem to have moderate performance gain.** Both DIEN and MIMN process each sequence item with sequential operations. Table 2 shows that DIEN and MIMN constantly outperform DIN, though the improvement could be moderate in certain experiments. This validates that in recommender systems, the sequential order is not strict.

|                | Books AUC (mean±std) | Movies AUC (mean±std) | Industrial AUC (mean±std) |
|----------------|----------------------|-----------------------|--------------------------|
| YouTube        | 0.8373(±0.0013)      | 0.8342(±0.0016)       | 0.7353(±0.000081)        |
| DIN            | 0.8516(±0.0027)      | 0.8662(±0.00130)      | 0.7374(±0.000126)        |
| DIEN           | 0.8549(±0.00128)     | 0.8654(±0.00072)      | 0.7380(±0.000093)        |
| SASRec         | 0.8214(±0.00748)     | 0.8369(±0.000953)     | 0.7346(±0.000140)        |
| MIMN           | 0.8522(±0.00138)     | 0.8714(±0.00085)      | 0.7367(±0.000201)        |
| UBR4CTR        | 0.8483(±0.00062)     | 0.8595(±0.00145)      | 0.7364(±0.000096)        |
| SAM 2P         | 0.8537(±0.00196)     | 0.8821(±0.000138)     | 0.7393(±0.000034)        |
| SAM 3P         | 0.8672(±0.00077)     | 0.8852(±0.00149)      | 0.7415(±0.000095)        |
| SAM 3P+        | 0.8692(±0.00142)     | 0.8868(±0.00097)      | 0.7423(±0.000087)        |
| SAM 3P+ts      | 0.8697(±0.00113)     | 0.8874(±0.00157)      | 0.7423(±0.000103)        |

Table 1: Model performance (AUC) for two public benchmarks and the industrial dataset with maximum affordable sequence lengths.

5.4 Ablation Study
We conduct ablation study about the model structure and report the results in Table 3. We remove the timestamp and positional encodings and the Memory Enhancement module to produce the ablation model SAM(w/o. m.e.). We further remove the cross with the target item to produce the ablation model SAM(delayed cross). We replace the element-wise subtraction operation with another element-wise multiplication operation for the ablation model SAM(w/o. subtraction op.). We remove the iterative update process to produce SAM(w/o. iterative walk), which is essentially a DIN-based model. In SAM, the attention mechanism uses the feed-forward attention operator. We replace the feed-forward attention operator in SAM(w/o. iterative walk) to scaled dot-product attention to produce SAM (dot product) where the feature vector in the point-wise dual-query attention is $a_j(e^u_j, v^T, m_t) = [v^T_j \odot m_t, ||e^u_j \odot v^T||]$ where $\odot$ represents the dot-product operator. We replace attention with average pooling to produce SAM (w/o. attention), which is to YouTube DNN. The following are our findings:

- **The iterative update process models intra-sequence dependencies, which benefits the model performance significantly.** SAM(w/o. m.e.) has a large improvement over SAM(w/o. iterative walk), on par with the improvement of SAM(w/o. iterative walk) over SAM(w/o. attention). It shows it is effective to model intra-sequence dependencies in addition to target-sequence dependencies.

- **Delayed cross with the target item results in performance degradation.** SAM(w/o. m.e.) outperforms SAM(delayed cross) by a large extent, showing that crossing the user sequence and the target item at the bottom layer of the network results in performance gain. This also explains for SAM's performance improvements over SASRec, which crosses the Transformer-encoded user sequence and the target item at the very top.

- **Using feed-forward attention operators results in higher performance than scaled dot-product attention for long sequences.** SAM (w/o. iterative walk) outperforms SAM (dot product). This implies for long sequences, using feed-forward attention operators results in performance gain over scaled dot-product attention.

- **Multiple distance measures benefit model performances.** SAM(full) outperforms SAM(w/o. subtraction op.) to a certain extent, showing that multi-faceted distance modeling is beneficial.

5.5 Model Analysis
We analyze the compared models and summarize the complexity, minimum number of sequential operations, maximum path lengths and encoding paradigms in Table 4, with the observations below:

- **SAM is efficient with $O(L \cdot d)$ complexity and $O(1)$ number of sequential operations.** SAM incurs $O(L \cdot d)$ complexity. As shown in Section 5.9, the optimal number of memory update iterations is 3, which is a constant, hence the complexity only scales linearly with the sequence length. SASRec is based on Transformer and incurs $O(L^2 \cdot d)$ complexity. The minimum number of sequential operations measures the amount of parallelizable computations. Pure attention-based methods are at $O(1)$, while recurrence-based methods are at $O(L)$. Both DIEN and MIMN use sequential update operations per incoming item thus the number of sequential operations is $O(L)$. The number of sequential updates for SAM is $O(1)$ because it does not employ recurrence for each sequence item. GRU is only used for the memory update mechanism, which only needs 3 iterations. Maximum path length refers to the maximum length of signal traversal paths. Research has shown that the length of paths signals need to traverse is the key
Table 2: Model performance (AUC) for varying sequence lengths for the proposed solution and the compared models. Experiments with N.A. incur Out-of-Memory (OOM) error during training.

| Method       | Books Dataset | Movies Dataset | Industrial Dataset |
|--------------|---------------|----------------|-------------------|
|              | SeqLen=50     | SeqLen=50      | SeqLen=50         |
|              | SeqLen=100    | SeqLen=100     | SeqLen=100        |
|              | SeqLen=200    | SeqLen=200     | SeqLen=200        |
|              | SeqLen=500    | SeqLen=500     | SeqLen=500        |
|              | SeqLen=1000   | SeqLen=1000    | SeqLen=1000       |
| YouTube      | 0.80841       | 0.81327        | 0.73019           |
| DIN          | 0.81873       | 0.83538        | 0.73298           |
| DIEN         | 0.84541       | 0.84946        | 0.73304           |
| SASRec       | 0.81008       | 0.82978        | 0.73296           |
| MIMN         | 0.82753       | 0.85312        | 0.73212           |
| UBR4CTR      | 0.81762       | 0.82824        | 0.73287           |
| SAM 3P       | 0.85662       | 0.86347        | 0.73443           |

Table 3: Ablation study on the SAM model structure

| Method       | Books | Movies | Industrial |
|--------------|-------|--------|------------|
| w/o attention| 0.83738(±0.00131) | 0.83432(±0.00164) | 0.73534(±0.000851) |
| w/o iterative walk | 0.85162(±0.00272) | 0.86026(±0.00130) | 0.73749(±0.000126) |
| dot product   | 0.84885(±0.00147) | 0.85664(±0.00115) | 0.73677(±0.000855) |
| w/o subtraction op | 0.86491(±0.0066) | 0.87356(±0.00133) | 0.74020(±0.000124) |
| delayed cross | 0.85343(±0.00121) | 0.86037(±0.00107) | 0.73892(±0.000132) |
| w/o m.e.      | 0.86723(±0.00077) | 0.88352(±0.00149) | 0.74152(±0.000093) |
| full (SAM 3P+ts) | 0.86997(±0.00113) | 0.88714(±0.00157) | 0.74238(±0.001013) |

Table 4: Complexity, minimum number of sequential operations (abbreviated as Seq. Op.), maximum path length, and encoding paradigms for compared methods. $L$ is the sequence length and $d$ is the model dimension.

| Method       | Complexity | Seq. Op. | Max Path | Encoding |
|--------------|------------|----------|----------|----------|
| DIN          | $O(L \cdot d)$ | 0(1) | $O(\infty)$ | (CROSS) |
| DIEN         | $O(L \cdot d^2)$ | 0(1) | $O(L)$ | (ENC, CROSS) |
| UBR4CTR      | $O(L \cdot d)$ | 0(1) | $O(\infty)$ | (CROSS) |
| MIMN         | $O(L \cdot d^2)$ | 0(1) | $O(L)$ | (ENC, CROSS) |
| SAM          | $O(L \cdot d)$ | 0(1) | $O(\infty)$ | (CROSS, ENC) |

5.6 Computational Cost Analysis

We report the run-time for compared methods in Fig.3a and the inference time in Fig.3b. The run-time efficiency is measured by global steps per second during training. The real-time efficiency is measured by the inference time in milliseconds. The x-axis for Fig.3a is on a logarithmic scale. Both axes for Fig.3b are on logarithmic scales. For the inference time, we only measure the forward pass cost, excluding the input encoding cost. We use inputs with lengths 50, 100, 200, 500 and 1000. Experiments with missing data incur Out-of-Memory (OOM) errors that stop training. All experiments are conducted on Tesla A100 GPU with 10GiB memory. We summarize our findings below:

- **SAM is computationally efficient with increasing sequence lengths.** SAM involves matrix operations heavily, which are highly optimized and parallelizable on GPU. SAM has similar training efficiency as DIN when sequences are at length 1000. The forward pass inference cost at sequence length 1000 is only 3.6ms.
- **Methods based on sequential updates are computationally expensive for training and inference.** DIEN and MIMN, the two models based on sequential updates, have significantly lower training and inference speeds. The inference time for MIMN at sequence

...
length 50 is 216ms, while the industrial norm is 30ms to 80ms. The computational inefficiency forces MIMN to separate the user and the item sides, performing user side inference prior to online scoring. Similarly, DIEN’s inference time has reached 100ms at sequence length 200.

- **SASRec**, the self-attentive method, is efficient during inference time, but not during training time. The inference latency for SASRec is significantly lower compared to methods with sequential updates like DIEN and MIMN. This does make sense since self-attention allows for more parallelizations compared to DIEN and MIMN. Training is relatively slow for SASRec.

### 5.7 Memory Consumption

We evaluate the memory efficiency by measuring the peak memory usage in GiB in Fig.3c. The memory limit is 10GiB. Experiments above the horizontal dotted line in Fig.3c incur Out-of-Memory (OOM) errors. We summarize our findings below:

- **SAM** is efficient with memory consumption increasing linearly with sequence lengths. SAM incurs linear space complexity. The memory overhead is the user memory vector, the same size as the target item. The low peak memory consumption at varying lengths testifies its memory efficiency.
- **Self-attentive methods** have the most memory usage increase with increasing sequence lengths. The NTM-based MIMN is also memory-hungry. SASRec incurs Out-Of-Memory (OOM) errors on sequences longer than 100. Fig.3c also shows that its memory consumption increase is the most substantial with increasing sequence lengths, testifying the $O(L^2)$ memory bottleneck. MIMN is also memory-hungry, since keeping additional user memory slots results in memory overheads.

### 5.8 Extremely Long Sequences

To analyze computational and memory efficiencies for even longer sequences, we use synthetic inputs with varying lengths from 1K to 16K. The experimental settings are the same as in Section 5.1. We report the forward pass inference time in Fig.4a and the memory statistics in Fig.4b. We experiment on YouTube DNN, DIN and SAM since UBR4CTR uses a DIN-based model for the second stage and the other compared methods cannot afford sequences beyond length 1000. We summarize our findings below:

- **The computational costs for SAM are affordable for very long sequences under GPU environments.** The forward pass cost is within 80ms for SAM on sequences of length 16K. SAM relies heavily on matrix operations, which are highly optimized to be parallelizable on GPU. The inference time is only 1.7x in comparison to DIN. The increase in inference latency is a trade-off with the added ability to model intra-sequence dependencies. Since the ablation study in Section 5.4 shows the performance improvement with modeling intra-sequence dependencies is large, the inference latency increase is relatively insignificant.
- **Memory costs are not limiting SAM’s scalability to even longer sequences.** As seen in Fig.4b, SAM’s peak memory consumption is 16GiB when the sequence length reaches 16K. The memory consumption is only about 1.6x relative to the memory consumption for DIN. It empirically verifies that the linear memory complexities for SAM and DIN allow for their scalability to extremely long sequences. The quadratic memory complexity is indeed a major bottleneck for self-attention based methods.

### 5.9 Sensitivity w.r.t Number of Memory Update Iterations

We investigate the impact of memory update iterations. The number of memory update iterations equals the number of sequence walks since the memory is updated after a full pass of the sequence. Fig.5 shows SAM’s AUC performance against sequence walk iterations. For all three datasets, the AUC increases with more iterations and stabilizes after 3 to 4 iterations, showing that the optimal hyper-parameter for the memory update mechanism is 3. The AUC increase is large for the first two iterations, showing that the first two memory update iterations result in most performance gain. In order to visualize the degree of the attention dispersion, we calculate the entropy of the attention distribution $[13, 39]$:

$$
Entropy_{\alpha}(x) = -\sum_{i} (\alpha_i(x) \log(\alpha_i(x)))
$$

where $\alpha_i(x)$ is the normalized attention score for position $i$. The attention entropy is averaged over samples and plotted in Fig.5. The entropy also stabilizes after 3 to 4 iterations.

Both trends show that there are negligible benefits with additional iterative memory updates beyond 3 to 4 iterations, which justifies that the optimal iteration hyper-parameter is 3.

### 6 ONLINE A/B PERFORMANCE

We have deployed the proposed solution on one of the largest international E-commerce platforms for item recommendation. From 2021-10-15 to 2021-11-30, we conduct strict and thorough online A/B test experiments to validate the proposed SAM model. The baseline is the last deployed production model, a DIN-based deep model with sequences truncated to the most recent 50 user behaviors. SAM is implemented on user click sequences with length 1000, keeping other components exactly the same. Table 5 summarizes the A/B test results. Besides the canonical CTR metric, Total Clicked Items Count (TCIC) refers to the total number of distinct items having at least 1 click. Clicked Categories Count (CCC) refers to the average number of categories clicked per user. TCIC and CCC are diversity measures for recommender systems. With more items being clicked and more categories clicked by each user, the recommender system has a higher diversity. As seen in Table 5, SAM improves CTR by 7.30%, TCIC by 15.36% and CCC by 7.19%.

|                  | Online A/B Metrics (mean±std) |
|------------------|-------------------------------|
|                  | CTR  | TCIC | CCC                        |
| Base             | 4.4254±0.0244% | 2701.9 | 2.979±0.0133 |
| SAM              | 4.7482±0.0222% | 3055.1 | 3.193±0.0181 |
| **Impr**         | 7.30%±0.93% | 15.36%±1.65% | 7.19%±0.80% |

Table 5: Online A/B test results for consecutive 9 days. The row Impr denotes relative improvement.
Figure 3: Computational cost and memory efficiency for all compared models. The x-axes are on logarithmic scales for all three plots. The y-axis for Fig.3b is on a logarithmic scale.

Figure 4: Inference time and peak memory usage for extremely long sequences with lengths up to 16K. The y-axis for the inference time is on a logarithmic scale.

Figure 5: Model performance (AUC) and the entropy of the attention distribution against memory update iterations.

7 DEPLOYMENT TO PRODUCTION
Since December 2021, we have deployed SAM on all the traffic of the main page of one of the largest international E-commerce platforms, hosting 20 million daily users with a traffic volume of 1500 QPS (Query Per Second). To deploy complex models on industrial recommender systems requires great effort. The two most critical challenges we have tackled are latency and storage constraints.

- **Latency Constraints.** The typical upper limit for real-time industrial recommender response time is 30ms to 80ms. When we first deploy SAM on CPU clusters, the real-time inference time exceeds 300ms. SAM relies on matrix computations heavily. Since matrix computations are extensively researched and highly optimized on GPU[3, 11, 12, 28], we deploy SAM on GPU clusters. We use 48 Nvidia Tesla A100 GPUs to serve the traffic volume of 1500 QPS. The inference time is within 30ms.

- **Storage Constraints.** The storage constraints refer to both the storage space to store the offline samples and that to store the user sequences for online inference. With a 0.1 sample rate on the negative samples, the sample size for 1-day sample is 60 million and the storage volume is 1 terabyte (TB). We keep samples for 45 days, which account for a total storage size of 45 terabytes. When the model is served online, we need to feed the user sequences. We use the internal online graph storage system, with a total storage of 350 gigabytes (GB).

8 CONCLUSION
In this paper, we propose a novel user sequential behavior model, SAM, which models long sequences with lengths on the scale of thousands. It can model intra-sequence dependencies and target-sequence dependencies within $O(L)$ complexity and $O(1)$ number of sequential operations. Empirical results on several datasets demonstrate its effectiveness in modeling both long user behavior sequences and short sequences. SAM supports efficient training and real-time inference. It is deployed successfully on an E-commerce recommender system with 1500 QPS, with a significant improvement of 7.30% CTR over the DIN-based industrial baseline.
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