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Spectra of the neutral heavy mesons, ηc(1S, 2S), J/ψ, ψ(2S), ηb(1S, 2S, 3S), Υ(1S, 2S, 3S), D, D\textsuperscript{*}, B, B\textsuperscript{*}, B\textsubscript{s} and B\textsubscript{s}\textsuperscript{*}, in a homogeneous magnetic field are analyzed by using a potential model with constituent quarks. To obtain anisotropic wave functions and the corresponding eigenvalues, the cylindrical Gaussian expansion method is applied, where the wave functions for transverse and longitudinal directions in the cylindrical coordinate are expanded by the Gaussian bases separately. Energy level structures in the wide range of magnetic fields are obtained and the deformation of the wave functions is shown, which reflects effects of the spin mixing, the Zeeman splitting and quark Landau levels. The contribution from the magnetic catalysis in heavy-light mesons is discussed as a change of the light constituent quark mass.
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I. INTRODUCTION

Modification of hadron properties in extreme environments such as finite temperature and density is one of the important problems in hadron physics, which is useful to clarify the relation between hadrons and the vacuum. Similarly, an external magnetic field comparable to the typical scale of quantum chromodynamics (QCD) may drastically change hadron properties. Such an intense field can be induced in noncentral heavy-ion collisions between two charged nuclei, where the strength is estimated to reach |eB| \sim m^2_q \sim 0.02 \text{GeV}^2 at the Relativistic Heavy Ion Collider (RHIC) and |eB| \sim 15m^2_q \sim 0.3 \text{GeV}^2 at the Large Hadron Collider (LHC) [1–10]. Moreover, lattice QCD simulations are powerful tools to numerically confirm hadron properties in strong magnetic fields.

For light mesons (with only up, down and strange quarks) in a magnetic field, many studies have been performed using SU(2) [11, 12] and SU(3) [13–15] lattice gauge theory, AdS/QCD [16–18] as well as other phenomenological models [19–34]. Some of them were devoted to discussions on ρ meson condensation [19, 20]. There have been a few more studies for light baryons [30, 35–37]. It is known that the spontaneous chiral symmetry breaking ((qq) condensate) in the QCD vacuum is enhanced by a magnetic field, which is the so-called magnetic catalysis of (qq). This effect has been studied using various QCD-like models [38–56] as well as lattice QCD simulations [13, 57–67] (see Refs. [68, 69] for recent reviews). As temperature or density dependence of the (qq) condensate can modify hadron properties, the contribution of the magnetic field dependence of the condensate to hadron properties is also one of the more attractive topics in hadron physics.

Properties of hadrons with heavy quarks (charm and bottom) in a magnetic field were also investigated by various approaches. They include potential models [70–73], QCD sum rules [74–77] and AdS/QCD [78]. Among them, the constituent quark model is a suitable tool to investigate properties of heavy hadrons in an external field. In such a model, there are mainly two physical effects which lead to the change of hadronic properties: (i) mixing between different spin states by the \( -\mu \cdot B \) term and (ii) modification of quark kinetic energy by the \( B \times r \) term. In addition, for heavy-light meson systems such as D and B mesons, we expect two additional effects (iii) Zeeman splitting by the \( -\mu \cdot B \) term and (iv) magnetic field dependence of constituent light quark mass induced by the magnetic catalysis. Furthermore, (v) the anisotropy of the linear and Coulomb potential between a quark and an antiquark manifests itself in a magnetic field [51, 79–83]. The latter effect was evaluated by recent lattice QCD simulations [81] and its correction in the potential model for quarkonia was investigated in Ref. [72].

In this work, we will discuss the effects of (i)-(iv) by focusing on the neutral heavy meson systems. The main purpose of this paper is a systematic understanding of heavy-meson spectra in a magnetic field, while our previous work [73] is devoted to the findings of the level structure and wave function deformation in charmonia. To this end, we emphasize the importance of the comparison between charmonia and bottomonia, which is characterized by their different masses and electric charge. Furthermore, comparing quarkonia and heavy-light mesons is helpful to clarify the role of a light quark in heavy-meson systems under magnetic field.

It is not technically easy to solve the two-body Schrödinger equation with a confining potential under strong magnetic field and to extract the anisotropic wave functions for ground and excited states simultaneously. In Refs. [71, 72], the finite differential time domain (FDTD) method is applied to obtain the eigenvalues and eigenstates for the ground states of quarkonia. In our previous work [73], we proposed an alternative approach based on the variational method, which we call the cylindrical Gaussian expansion method (CGEM).
This method is an extension from the conventional Gaussian expansion method (GEM) [84, 85] mainly used for nuclear and atomic few-body systems. The CGEM has the following nice properties: (i) it respects the symmetry of the Hamiltonian under constant magnetic field, (ii) it can deal fully with higher excited states and (iii) it reduces the computational cost substantially.

This paper is organized as follows. In Sec. II, we construct a two-body Hamiltonian for heavy mesons in a magnetic field and develop the CGEM to solve the Schrödinger equation in the cylindrical coordinate. Numerical results obtained from this approach are shown in Sec. III and their physical pictures are discussed. Section IV is devoted to our conclusion and outlook.

II. FORMALISM

A. Quark model in a magnetic field

Nonrelativistic two-body Hamiltonian of the constituent quark model in a magnetic field is written as [71]

$$H = \sum_{i=1}^{2} \left[ \frac{1}{2m_i} \left( p_i - q_i A \right)^2 - \mu_i \cdot B + m_i \right] + V(r),$$

where $m_i$, $p_i$, $q_i$ and $\mu_i$ are the constituent quark mass, the momentum of quarks, the quark electric charge and the quark magnetic moment, respectively. For the vector potential, we choose the symmetric gauge $A(r_i) = \frac{1}{2} B \times r_i$. We introduce the center of mass and relative coordinates, $R = (m_1 r_1 + m_2 r_2)/M$ and $r = r_1 - r_2$, where $M = m_1 + m_2$ is the total mass of the two particles. As a new conserved quantity, we define the pseudomomentum [86]:

$$\hat{K} = \sum_{i=1}^{2} \left[ p_i + \frac{1}{2} q_i B \times r_i \right]$$

whose commutation relation is given by $[\hat{K}_i, \hat{K}_j] = -i (q_1 + q_2) \epsilon_{ijk} B_k$. When the system is charge neutral, the components $\hat{K}_i$ commute with each other. By using the pseudomomentum, the total wave function for the Hamiltonian can be factorized as follows:

$$\Phi(R, r) = \exp \left[ i (K - \frac{1}{2} q B \times r) \cdot R \right] \Psi(r).$$

For a neutral system with $q_1 = -q_2 = q$, the total Hamiltonian can be reduced into

$$H_{rel} = \frac{K^2}{2M} - \frac{q}{M} (K \times B) \cdot r$$

$$+ \frac{q}{2} \left( \frac{1}{m_1} - \frac{1}{m_2} \right) B \cdot (r \times p)$$

$$+ \frac{p^2}{2\mu} + \frac{q^2}{8\mu} (B \times r)^2 + V(r) + \sum_{i=1}^{2} [-\mu_i \cdot B + m_i],$$

where $p = \frac{m_1 p_1 - m_2 p_2}{m_1 + m_2}$, $\mu = m_1 m_2 / M$ are the relative momentum and the reduced mass, respectively. If the orbital angular momentum along $B$ is zero, we have $B \cdot (r \times p) = 0$. When we focus on a magnetic field along the $z$-axis, $B = (0, 0, B)$, $B \times r = B(y, z, 0)$ and $K = (K_x, K_y, 0)$, the Hamiltonian is reduced to, by using $p = -i \nabla$,

$$H_{rel} = \frac{K^2}{2M} - \frac{\nabla^2}{2\mu} + \frac{q^2 B^2}{8\mu} \rho^2 + \frac{qB}{4\mu} K_y r - \frac{qB}{4\mu} K_y x$$

$$+ V(r) + \sum_{i=1}^{2} [-\mu_i \cdot B + m_i],$$

where $\rho = \sqrt{x^2 + y^2}$. In this work, we investigate only the case of $K = 0$. In this situation, we can calculate the eigenvalues and eigenstates for mesons at rest. Then, the Hamiltonian maintains the rotational symmetry on the transverse $x$-$y$ plane and the reflection symmetry along the $z$-axis.

For the potential term in the model, we adopt the Cornell potential [87] with a spin-spin interaction:

$$V(r) = \sigma r - \frac{A}{r} + \alpha(S_1 \cdot S_2) e^{-A \rho^2} + C$$

$$= \sigma \sqrt{\rho^2 + z^2} - \frac{A}{\sqrt{\rho^2 + z^2}} + \alpha(S_1 \cdot S_2) e^{-A (\rho^2 + z^2)} + C,$$

where $S_1 = S_2 = -3/4$ and $1/4$ for the spin singlet and triplet, respectively. Here, choosing the conventional Gaussian form for the spin-spin interaction leads to the analytic expressions of the matrix elements.

Let us now consider the contribution of the effects induced by the term $-\mu_i \cdot B$ [70, 71], where the quark magnetic moment is given by $\mu_i = g q_i S_i / 2 m_i$ with the Landé $g$-factor. We have assumed $g = 2$. As a result, for a neutral meson system, we obtain

$$-(\mu_1 + \mu_2) \cdot B = \frac{g q}{2} \left( \frac{S_1}{m_1} - \frac{S_2}{m_2} \right) \cdot B$$

$$= \frac{g q}{4} \left( \frac{\sigma_1}{m_1} - \frac{\sigma_2}{m_2} \right) \cdot B,$$

where $\sigma_i$ is the Pauli matrix. Then the eigenstates with the different spin quantum numbers, the singlet $|00\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)$ and “longitudinal” component $|10\rangle = \frac{1}{\sqrt{2}} (|\uparrow\uparrow\rangle + |\downarrow\downarrow\rangle)$ of the triplet cannot mix with other states and the off-diagonal components are zero. For

To take into account the off-diagonal components of the matrix elements, Eq. (8), we have to solve a coupled-channel Schrödinger equation.

On the other hand, “transverse” components $|1 \pm 1\rangle$ ($|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$) of the triplet cannot mix with other states and the off-diagonal components are zero. For
neutral systems with \( m_1 \neq m_2 \) (e.g. heavy-light mesons), the expectation values of these diagonal components are given by
\[
\langle 1\pm 1 | - (\mu_1 + \mu_2) \cdot B | 1\pm 1 \rangle = \pm \frac{g q B}{4} \left( \frac{1}{m_1} - \frac{1}{m_2} \right). \tag{9}
\]
For systems with \( m_1 = m_2 \) (quarkonia), these values become zero. Then, the couplings between the quark magnetic moments and the magnetic field are completely canceled between the quark and the antiquark.

B. Cylindrical Gaussian expansion method

In this section, we review the cylindrical Gaussian expansion method. After that, we introduce a coupled-channel basis to solve the coupled-channel Schrödinger equation for the mixing between the spin singlet \(|00\rangle\) and longitudinal component \(|10\rangle\) of the spin triplet.

1. Cylindrical Gaussian basis

We have no analytic solution for the two-body Hamiltonian with the confinement potential and a magnetic field. To solve the two-body Schrödinger equation, we use the GEM based on the Rayleigh-Ritz variational method, which is a powerful tool in nuclear and atomic physics [84, 85]. In a magnetic field, a wave function should be expanded individually by the Gaussian basis on the transverse plane, \( e^{-\beta_n \rho^2} \), and the basis along the longitudinal axis, \( e^{-\gamma_n z^2} \), in the cylindrical coordinate \((\rho, z, \phi)\).

A such cylindrical basis was first applied to the quark model in our previous work [73] and a similar form was also successfully used for atomic systems such as hydrogen and helium in a magnetic field (e.g. Refs. [88, 89]).

The spatial part of the trial wave function for \( l_z = 0 \) is given as follows [73]:
\[
\Psi(\rho, z, \phi) = \sum_{n=1}^{N} C_n \Phi_n(\rho, z, \phi), \tag{10}
\]
\[
\Phi_n(\rho, z, \phi) = N_n e^{-\beta_n \rho^2} e^{-\gamma_n z^2}, \tag{11}
\]
where \( N \) and \( C_n \) are the number of basis functions and the expansion coefficients. \( N_n \) is the normalization constant defined by \( \langle \Phi_n | \Phi_n \rangle = 1 \). \( \beta_n \) and \( \gamma_n \) are Gaussian range parameters for the \( \rho \) and \( z \) directions, respectively. It is empirically known that the best set of the range parameters, \( \beta_1 \cdots \beta_N \) and \( \gamma_1 \cdots \gamma_N \), are the geometric progressions:
\[
\beta_n = \frac{1}{\rho_n}, \quad \rho_n = \rho_1 b^{n-1}, \tag{12}
\]
\[
\gamma_n = \frac{1}{z_n}, \quad z_n = z_1 c^{n-1}. \tag{13}
\]
Here, the four parameters, \( \rho_1, \rho_N, z_1 \) and \( z_N \), will be optimized as the energy eigenvalue is minimized. The analytic form of the matrix elements from the Hamiltonian (5) and the wave function basis (10) are summarized in Appendix A. We checked the applicability of our numerical code by comparing our variational result with the analytic solution of the three-dimensional anisotropic harmonic oscillator.

2. Coupled-channel basis for spin mixing

Since the spin singlet \(|00\rangle\) and longitudinal component \(|10\rangle\) of the spin triplet mix with each other in a magnetic field as seen in Eq. (8), the wave function should take into account the coupled channel. Then the basis function is given as a linear combination of the spin-0 and spin-1 components:
\[
\Psi(\rho, z, \phi) = \sum_{n=1}^{N} C_n^{S=0} \Phi_n^{S=0}(\rho, z, \phi) + \sum_{n=N+1}^{2N} C_n^{S=1} \Phi_n^{S=1}(\rho, z, \phi), \tag{14}
\]
\[
\Phi_n^{S=0}(\rho, z, \phi) = N_n^A e^{-\beta_n^A \rho^2} e^{-\gamma_n^A z^2}, \tag{15}
\]
\[
\Phi_n^{S=1}(\rho, z, \phi) = N_n^B e^{-\beta_n^B \rho^2} e^{-\gamma_n^B z^2}, \tag{16}
\]
where we have the four range parameters, \( \beta_n^A, \gamma_n^A, \beta_n^B \) and \( \gamma_n^B \). These parameters are also expressed by the geometrical progression, so that we finally optimize the eight parameters. A brief review of the generalized eigenvalue problem for the coupled-channel basis is shown in Appendix B.

C. Numerical setup

In this section, we set the parameters of our constituent quark model. For parameters in charmonium systems, the charm-quark kinetic mass \( m_c = 1.7840 \text{ GeV} \), the Coulomb parameter \( A = 0.713 \) and the string tension \( \sqrt{\sigma} = 0.402 \text{ GeV} \), are determined from the equal-time Q\( \bar{Q} \) Bethe-Salpeter amplitude in lattice QCD [90]. For the spin-dependent potential given as \( \alpha \exp(-\Delta r^2) \), we adopt \( \Lambda = 1.020 \text{ GeV}^2 \) obtained from lattice QCD [91] by fitting a charmonium potential. The remaining parameters, \( \alpha = 0.4778 \text{ GeV} \) and \( C = -0.5693 \text{ GeV} \), are chosen to reproduce the experimental values of the masses of the ground states of \( \Upsilon_n \) and \( J/\psi \). We checked that these parameters can reproduce the masses of the ground and excited states of the charmonium well.

For bottomonium system, we have no information from lattice QCD. Therefore, we fix \( \sqrt{\sigma} \) on the same value as that of charmonium. Furthermore, we put \( C = 0 \) and tune the bottom-quark kinetic mass \( m_b \), \( A \) and \( \alpha \) to reproduce the experimental masses of \( \eta_b \), \( 
\eta_b(2S) \) and \( \Upsilon(1S) \). For \( D_s \) meson systems, we know the values of \( m_s = 0.656 \text{ GeV} \), \( A = 1.30 \text{ GeV} \) and \( \sqrt{\sigma} = 0.324 \text{ GeV} \) from the lattice QCD [90]. Then, we tune only \( \alpha \) and \( C \)
by matching our results with the experimental masses of $D_s$ and $D_{s1}^*$ mesons. For $D$, $B$, and $B_s$ meson systems, we fix $A$ and $\sqrt{\sigma}$ on the same values as those of $D_s$ meson. The light-quark kinetic mass is fixed as $m_q = 0.3$ GeV and only $\alpha$ and $C$ are tuned by the experimental masses of $D-D^*$, and $B-B^*$ and $B_s-B_s^*$ mesons. Under these criteria, the resulting parameters are summarized in Tables I and II. A list of the predicted meson masses is shown in Table III.

Here we comment on the possible magnetic-field dependence of those parameters. As discussed in Refs. [51, 79–83], the linear and Coulomb potential can have an anisotropy in a magnetic field, which leads to different $A$ and $\sqrt{\sigma}$ between the $\rho$ and $z$ directions. Similarly, one can expect to appear $B$-dependences of the spin-spin interaction and constant term $C$. In this work, although we do not consider those effects, such improvements would be interesting in the future. Furthermore, the constituent light quark mass, $m_q$ and $m_s$, can be related to the chiral symmetry breaking in vacuum, so that the $B$-dependence of the chiral condensate can modify these masses. Such effects in a heavy-light meson will be investigated in Sec. III D.

### III. NUMERICAL RESULTS

#### A. Charmonia

The transverse vector charmonia $[J/\psi|_{1\pm1}]$ and $\psi(2S)|_{1\pm1}$] in a magnetic field do not show mixing ef-
FIG. 3. Masses of $\eta_c(1S,2S)$ and longitudinal $J/\psi, \psi(2S)$ in a magnetic field.

fects. The mass spectra and the shapes of the wave functions are shown in Fig. 1. In a weak magnetic field, both the masses of the ground and excited states increase gradually. We note that the mass shifts of the ground state estimated in weak magnetic fields agree with those obtained by using the same Hamiltonian and the FDTD method in Refs. [71, 72]. We find that the excited state $\psi(2S)$ is more sensitive to a magnetic field than the ground state $J/\psi$. For instance, the mass shifts at $eB = 0.3$ GeV$^2$ are $+12.8$ and $+50.8$ MeV for $J/\psi$ and $\psi(2S)$, respectively. The reason is that the size of the wave function of $\psi(2S)$ is twice as large as that of the corresponding ground state, so that the expectation value of the $\rho^2$ term in Eq. (5) also becomes larger. In a strong magnetic field, we see that the masses are linearly raised. Such a mass shift can be quantitatively understood as follows. The energy of a single constituent quark in a magnetic field is shifted by the nonrelativistic quark Landau level, $(n + 1/2)|q|B/m_c$, where $n$ is the discretized quantum number. The linear increase of the mass of a charmonium, as observed in our result, is consistent with the sum of such energy shifts for the two quarks inside the hadron. Thus, in the strong fields, the single-particle picture for the mass shifts is considered as a good approximation, even though it is not the rigorous two-body problem. We mention that, in Ref. [30], the masses of light mesons and baryons in a strong magnetic field were discussed from relativistic Landau levels of single particle quarks.

In Fig. 2, we show the root-mean square (RMS) radii of the wave function of $J/\psi|_{1\pm1}$ and $\psi(2S)|_{1\pm1}$, calculated from the matrix elements in Appendix A4. Here, we defined the RMS radii by

$$\sqrt{\langle \rho^2 \rangle} \equiv \sqrt{(3/2)\langle \Psi | \rho^2 | \Psi \rangle},$$

$$\sqrt{\langle z^2 \rangle} \equiv \sqrt{3\langle \Psi | z^2 | \Psi \rangle},$$

in the $\rho$- and $z$-directions, respectively. These values in vacuum are the same as the usual spherical RMS radius $\sqrt{\langle r^2 \rangle}$: $\sqrt{\langle r^2 \rangle}_{B=0} = \sqrt{\langle \rho^2 \rangle}_{B=0} = \sqrt{\langle z^2 \rangle}_{B=0}$. From this figure, we observe that both $\sqrt{\langle \rho^2 \rangle}$ and $\sqrt{\langle z^2 \rangle}$ of $J/\psi|_{1\pm1}$ decrease gradually. The shrinkage on the $\rho$-plane is induced by the $\rho^2$ term in Eq. (5) as expected naively. In the case of $\psi(2S)|_{1\pm1}$, $\sqrt{\langle \rho^2 \rangle}$ decreases gradually in all the regions of the magnetic field while $\sqrt{\langle z^2 \rangle}$ increases in weak magnetic fields. At about $eB = 1.0$ GeV, the enlargement of the wave function in the $z$-direction saturates, and, after that, it begins to decrease little by little. Then, in the wave function of a $2S$ state, only the excitation in the $z$-direction survives,
which means that it behaves as a quasi-one-dimensional object.

The results for pseudoscalar \([\eta_c(1S)\) and \(\eta_c(2S)]\) and longitudinal vector \([J/\psi(1S)\) and \(\psi(2S)]\) charmonia are shown in Figs. 3 and 4. In these hadrons in a magnetic field, spin-0 (\(\eta_c\)) and spin-1 (\(\psi\)) components are mixed with each other by the \(-\mu_i \cdot \mathbf{B}\) term in Eq. (5), so that we could no longer call these states \(\eta_c\) or \(J/\psi\). Therefore, we will label these states as first, second, third, and fourth states.

For the first state starting from \(\eta_c(1S)\) in vacuum, the mixing partners include all spin-1 excited states \([\psi(2S), \psi(3S)\ldots]\) as well as the ground state \(J/\psi\). \(\eta_c(1S)\) is expected to be predominantly mixed with \(J/\psi\) and its mass decreases gradually by the level repulsion with increasing magnetic field. Such predominance of the mix-
ing partners is also shown as the agreement between the first and second states in the figure of the mixing rates as shown in the upper right of Fig. 4. One of the interesting points is that the RMS radii in both ρ- and z-directions, for the first state in weak magnetic fields up to eB = 0.2 GeV², seem to increase slightly, as shown in the upper left of Fig. 4. The behavior might come from the contamination of the J/ψ components with the larger RMS radius. The radii of the second state are in contrast decreasing as B grows. The second state starting from J/ψ in vacuum is also expected to be mixed with ηc(1S) in a weak magnetic field. Its mass approaches the third state like ηc(2S) at a “crossing magnetic field” located in about eB = 1.0-1.1 GeV². Such a crossing point (strictly, avoided crossing) can also be seen as a jump in the figure of the RMS radii and the mixing rates. In this region, the dominance of the ψ component, characterized by the mixing rate more than 50%, is reversed, and the rate approaches almost 50%. After the crossing, the wave function is converted to the 2S-like shape with one node, and the mass of the second state begins to decrease slowly. Note that, as with the case of transverse J/ψ, the mass shifts of the first and second states in the weak magnetic fields obtained by the previous works in Refs. [71, 72] are consistent with our results. We also checked the comparison with the result from a hadron effective Lagrangian suggested in Refs. [75, 76] in Appendix C.

Furthermore, the third state starting from ηc(2S) can be expected to mix with the ψ(2S) state in a weak magnetic field. An important point is that the mass shifts of the excited states in the weak magnetic field are more sensitive to eB than that of the ground state. For instance, the obtained mass shifts of the first, second, third and fourth states at eB = 0.1 GeV² are −9.9, +12.4, −16.6 and +28.8 MeV, respectively. One of the reasons is that the hyperfine splitting in vacuum is smaller so that their mixing in a magnetic field becomes stronger: ∆mJ/ψ−ηc = 113 MeV for the ground state and ∆mψ(2S)−ηc(2S) = 47 MeV for the excited state [92]. Such a tendency can be easily inferred from a simplified two-level model as discussed in Refs. [71, 75, 76] (also see Appendix C). Thus the mixing in the weak magnetic fields quantitatively agrees with the behavior in the two-level system while the behavior in intermediate magnetic fields becomes more complicated because of the mixing between various states. Then the qualitative behavior of RMS radii is similar to the case of transverse J/ψ as shown in Fig. 2. At eB = 1.0-1.1 GeV², the third state approaches the second one like J/ψ. After the crossing, the mixing rate of the state shows a ψ-component dominance, which means that the state is predominantly mixed with the first state like ηc(1S). After that, the state approaches the fourth one like ηc(3S) at eB = 1.8-1.9 GeV² and the wave function changes to the 3S-like shape with two nodes. Finally, we also find that the fourth state starting from ψ(2S) shows similar behavior, which approaches the fifth state like ηc(3S) at eB = 0.6-0.7 GeV², the third state like J/ψ and the fifth state like ηc(4S) at eB = 2.4-2.5 GeV².

Here, we emphasize that the quantitative determination of crossing magnetic field would be important to compare our prediction with observables from other theoretical approaches or experiments. When we obtain hadron masses from QCD sum rules and lattice QCD simulations, we may evaluate a spectral function from the corresponding hadronic current-current correlator. For example, in Fig. 5, we show expected spectral functions of the longitudinal vector quarkonia. Since J/ψ mixes with ηc components in a magnetic field, the spectral function obtained from the vector-vector current correlator in a magnetic field can have not only the “original” J/ψ and ψ(2S) peaks (and continuum) but also “additional” peaks such as ηc and ηc(2S) [75, 76]. Then the level crossing in a magnetic field means that the positions of the two peaks in the spectral functions approach each other. After that, the two peaks are expected not to slip thorough but rather to begin to repel each other by the avoided crossing. Although it might be usually difficult to extract the higher-energy structures except for
FIG. 8. Masses of $\eta_b(1S, 2S, 3S)$ and longitudinal $\Upsilon(1S, 2S, 3S)$ in a magnetic field.

the ground state from QCD sum rules and lattice QCD simulations, phenomenological estimation as constructed by Refs. [75, 76] and some numerical techniques such as the maximum entropy method [93–95] could be useful to investigate excited states and crossing structures in hadronic spectral functions under finite magnetic field. Furthermore, the spectral function for vector channels can be related to the experimental dilepton spectra (e.g. $J/\psi \rightarrow e^+e^-$ in vacuum) and the modifications of such observables by mixing (crossing) effect under magnetic field would be more interesting.

B. Bottomonia

Next, we move to the discussions on bottomonia. For pseudoscalar and vector bottomonia, there are six states below the $\bar{B}B$ threshold located at about 10.56 GeV: $\eta_b(1S)$, $\Upsilon(1S)$, $\eta_b(2S)$, $\Upsilon(2S)$, $\eta_b(3S)$, and $\Upsilon(3S)$. The main differences between charmonia and bottomonia are (i) quark mass and (ii) quark electric charge. For (i), since bottom quarks are heavier than charm quarks, the kinetic energies of the heavy quarks moving inside a quarkonia are suppressed and the sizes of the wave functions tend to be smaller than those of charmonia. Furthermore, for (ii), the electric charge of bottom quarks is $|q| = (1/3)|e|$ while that of charm quarks is $|q| = (2/3)|e|$. This means that bottomonia are less sensitive to a magnetic field than charmonia, as seen in the $(q^2B^2/8\mu)\rho^2$ term in Eq. (5). From the definition of the magnetic moment, $\mu_i = g_i q_i S_i/2m_i$, we expect that the mixing effect characterized by Eq. (8) also becomes smaller.

Results for the transverse vector bottomonia [$\Upsilon(1S)|_{1\pm 1}$, $\Upsilon(2S)|_{1\pm 1}$ and $\Upsilon(3S)|_{1\pm 1}$] are shown in Figs. 6 and 7. We find that the mass shifts and the wave function deformation of bottomonia are less sensitive to a magnetic field than those of charmonia. For instance, the mass shifts of $\Upsilon(1S)$, $\Upsilon(2S)$ and $\Upsilon(3S)$ at $eB = 0.3 GeV^2$ are $+0.4$, $+2.3$ and $+5.0 MeV$. These smaller mass shifts could be experimentally irrelevant in heavy-ion collisions. Also, the shapes of the wave functions are almost spherical even at $eB = 1.0 GeV^2$. We find that first the mass of the ground state increases loosely and finally changes to the linear increase by the quark Landau levels. Such linear behavior can also be shown for the excited state in weaker magnetic fields. For the RMS radii shown in Fig. 7, while the radii of the ground state in both the $\rho$- and $z$-directions decrease, for the excited states 2S and 3S, we find the shrinkage in the $\rho$-plane and the expansion in the $z$-direction. In
The results of the pseudoscalar \([\eta_b(1S), \eta_b(2S)\) and \(\eta_b(3S)\)] and longitudinal vector \(\Upsilon(1S)_{10}, \Upsilon(2S)_{10}\) and \(\Upsilon(3S)_{10}\) bottomonia are shown in Figs. 8 and 9. For the first state starting from \(\eta_b(1S)\) in vacuum, the modification in a magnetic field is less sensitive than that of the corresponding state in charmonium. For instance, the mass shift and the mixing rate at \(eB = 0.3\, \text{GeV}^2\) are \(-5.9\, \text{MeV}\) and \(8\%\), respectively. Such behavior is quantitatively consistent with the previous studies based on

particularly, the radii of \(\Upsilon(2S)\) and \(\Upsilon(3S)\) in the \(\rho\)-plane approach to the same value as that of \(\Upsilon(1S)\) because the excitation in the \(\rho\)-plane is removed by a magnetic field and only that in the \(z\)-direction survives. From the result, in the strong field limit, we expect that the \(\rho\)-radii of all the states reach to the same saturation value for a magnetic field. On the other hand, the excitations in the \(z\)-direction behave as a quasi-one-dimensional object with a confinement potential.

FIG. 9. RMS radii and mixing rates of \(\eta_b(1S, 2S, 3S)\) and longitudinal \(\Upsilon(1S, 2S, 3S)\) in a magnetic field.
the same Hamiltonian in Refs. [71, 72]. The mass of the second state starting from Υ(1S) increases gradually by the level repulsion and approaches to the third state at about $eB = 5.5 \text{ GeV}^2$. After the crossing, the wave function like the ground state whose $\sqrt{\langle z^2 \rangle} \simeq 0.2 \text{ fm}$ converts to the $2S$-excitation in the $z$-direction, of which $\sqrt{\langle z^2 \rangle} = 0.7 \text{ fm}$. Also, the mixing rate having been 45% changes to almost 50%. The mass of the third state does not change almost up to $eB = 5.5 \text{ GeV}^2$. In this region, the wave function in the $z$-direction is gradually expanded. After that, it approaches the second state like Υ(1S) and the third state like $\eta_c(3S)$ at $eB = 8.5 \text{ GeV}^2$. These crossing magnetic fields seem to be quite larger than the case of the charmonia, where the corresponding fields are $eB = 1.0-1.1 \text{ GeV}^2$ and $eB = 1.8-1.9 \text{ GeV}^2$.

The upward mass shifts of the fourth state starting from Υ(2S) in weak magnetic fields are larger than those of the first state. The state approaches the fifth one like $\eta_c(3S)$, and, after the crossing at $eB = 3.0 \text{ GeV}^2$, the mass is almost unchanged. Moreover, after the crossing to the third state, the mass increases and will approach to the fifth state again. The behavior of the fifth (sixth) state starting from $\eta_c(3S)$ [$\Upsilon(3S)$] is similar to the third (fourth) state. Then we stress that the $BB$ threshold in vacuum is located at about 10.56 GeV, so that the modifications of bottomonia up to $\Upsilon(3S)$ in the weak magnetic field can be estimated without the threshold effect. In a stronger magnetic field, we need to take into account the competition with threshold effects related to the magnetic field dependences of $B$ mesons as shown in the next section.

C. Heavy-light mesons

In this section, we investigate the neutral heavy-light mesons: $D$, $B$, and $B_s$ mesons. As with quarkonia, heavy-light meson systems exhibit the mixing between $|00\rangle$ and $|10\rangle$ components [70, 77]. In addition, these mesons consist of one heavy quark and one light antiquark and have a nonzero magnetic moment, which induces the Zeeman splitting between the transverse components of the spin triplet ($|1+1\rangle$ and $|1-1\rangle$) in a magnetic field. As a result, the three states of the spin triplet, which degenerate in vacuum, are completely separated in a magnetic field.

It is important that these mesons include one (constituent) light quark so that one of the origins of such a constituent quark mass should come from the chiral symmetry breaking. Since a magnetic field enhances the chiral symmetry breaking by the magnetic catalysis, we may actually take into account the effect in our analyses for mesons with a light quark. In this section, we show meson systems from the model without the magnetic catalysis. Analyses with the magnetic catalysis will be discussed in the next section.

Results for $D$, $B$, and $B_s$ mesons are shown in Figs. 10, 11, and 12, respectively. In a weak magnetic field, the transverse vector heavy-light mesons ($D_{|1\pm1\rangle}^*$, $B_{|1\pm1\rangle}^*$, and $B_{s|1\pm1\rangle}^*$) are affected by the Zeeman splitting induced by the matrix element Eq. (9) and $s_z = \pm1$ states which degenerate in vacuum are split. Namely, the masses of upper states (symbolized as green points) increase and those of lower states (symbolized as orange points) decrease. In stronger magnetic fields, the contribution from quark Landau levels becomes larger and comparable with that from the Zeeman splitting. The masses of the up-
per states continue to increase. On the other hand, in the masses of the lower states, the quark Landau levels balance with the Zeeman splitting and the masses begin to increase at a "critical" magnetic field, at $eB = 0.6, 5.0, 6.0 \text{ GeV}^2$ for $D^*, B^*$, and $B^{*+}$, respectively. $s_z = \pm 1$ states have the same RMS radii because the operator $-\mu \cdot B$ only contributes to spin wave functions and does not affect to spatial wave functions. From the middle figures in Figs. 10, 11, and 12, we find that the RMS radii of the ground states of transverse vector heavy-light mesons continue to decrease.

Pseudoscalar ($D_s$, $B_s$, $B_s$) and longitudinal vector ($D_{10}^*$, $B_{10}^*$, $B_{s10}^*$) mesons under magnetic field are mixed with each other, which is similar to quarkonia. Also, we can see the similar spectroscopic structures including the level crossing. Furthermore, the mass shifts:

---

**Fig. 11.** Masses, RMS radii and mixing rates of neutral $B$ and $B^*$ mesons in a magnetic field.

**Fig. 12.** Masses, RMS radii and mixing rates of neutral $B_s$ and $B_s^*$ mesons in a magnetic field.
of the upper states of the transverse vector mesons (green points) and the longitudinal vector mesons (blue points) almost agree with each other in weak fields. This behavior can be simply understood by considering the form of the matrix elements of Eqs. (8) and (9) near the heavy quark limit \((m_2 \to \infty)\). In the limit, the diagonal component by the \(-\mu \cdot B\) term in transverse vector mesons agrees with the off-diagonal components in the longitudinal vector mesons. Therefore, as shown by the simplified two-level model, the mass increase by the mixing is the same as that by the Zeeman splitting.

For all the heavy meson channels, the evaluated “level crossing magnetic fields” are summarized in Table IV. Here, it is interesting that we compare \(D\) (\(B\) and \(B_s\)) mesons with charmonia (bottomonia), where the quark electric charges are the same and the only difference is one light quark mass. The crossing field in the \(D\) (\(B\) and \(B_s\)) meson channel is about \(3\) (8 and 3) times smaller than in the charmonium (bottomonium) channel. These ratios are almost consistent with the strength of the matrix element Eq. (8) which is proportional to the first order of \(|eB|/|eB/(1/m_1 + 1/m_2)|\]. This can be checked by a replacement of one quark mass, \(m_c \to m_q\) (\(m_b \to m_q\) or \(m_s\)). Furthermore, RMS radii and mixing rates of \(D\) (\(B\) mesons are more sensitive than the corresponding charmonia (bottomonia). As with the RMS radii of quarkonia, we also found the increases of radii of the first states in smaller magnetic fields. For the second states, we do not see such behavior. We obtained the mixing rates of 39%, 43% and 36% at \(eB = 0.3\) \(\text{GeV}^2\) for \(D\), \(B\), and \(B_s\) mesons, respectively.

**D. Magnetic catalysis in heavy-light mesons**

As shown in Ref. [96], in the constituent quark model, the chiral symmetry restoration (or the reduction of \(\langle \bar{q}q \rangle\)) in the nuclear medium corresponds to smaller values of the constituent quark mass, which leads to an increase of the mass of a heavy-light meson. Such a picture for \(D\) meson masses at finite density can be understood [96] by a balance between a decrease of the constituent quark mass, \(m_q\), and an increase of the kinetic and potential energies, \(E_K + E_V\), which is consistent with the results from QCD sum rules [97, 98] and some phenomenological approaches [99–101]. In contrast, in a magnetic field, the chiral symmetry breaking is enhanced by the magnetic catalysis and the constituent light quark mass should increase. Therefore, we may naively expect that the mass of a heavy-light meson decreases with increasing magnetic field. In this section, we investigate the light quark mass dependence of the analyses of the last section.

To introduce the \(B\)-field dependence of a constituent quark mass, we adopt the chiral condensate estimated from the two-flavor NJL model [102] as shown in Appendix D, where we input the differences from the value in vacuum, \(\langle \bar{q}q \rangle_{\text{vac}} - \langle \bar{q}q \rangle_{\text{vac}}\). Here, the values of \(\langle uu \rangle\) and \(\langle dd \rangle\) are distinguished from each other and the instanton interaction is neglected. Therefore, for analyses of neutral \(D\) mesons composed of charm and up quarks, we use the values of \(\langle uu \rangle\).

The \(D\)-meson masses with the \(B\)-field dependence of the light quark mass are shown in Fig. 13. In this figure, the dashed lines correspond to the masses taking into account the magnetic catalysis. The light quark mass can contribute to the two components: (i) the kinetic and potential energies \(E_K + E_V\), and (ii) the magnetic-moment given by \(\mu_q = g_q S_q/2m_q\). As explained above, for (i), \(E_K + E_V\) in a heavy-light meson decreases with increasing \(m_q\). On the other hand, for (ii), the magnetic moment of the light quark becomes smaller as \(m_q\) increases, so that the strength of the spin mixing (or the Zeeman splitting) is weakened. [See also the form of the matrix elements, Eqs. (8) and (9)]. As a result, we find that the pseudoscalar \(D\)-meson mass is almost unchanged because of the cancellation between the mass decrease by (i) and the mass increase from the weaker level repulsion based on (ii). The effect of (i) can also be applied to \(D^*\) mesons. The mass of the \(|10\rangle\) component of \(D^*\) decreases by the magnetic catalysis because of both the mass decreases by (i) and the smaller level repulsion. Similarly, for the \(|1 \pm 1\rangle\) components of \(D^*\), we can find the mass shifts which can be understood by the mass decrease by (i) and the reduction of the Zeeman splitting.

We note that the results in this section may theoretically be important in the sense that, in some previous works, a hadron effective model for \(D\) mesons was used [77] and such a model does not include contributions from the magnetic catalysis. If we would like to modify this model to include contributions from the magnetic catalysis, our current results imply necessities of quantitative corrections for \(D^*\) mesons. Furthermore, the previous analyses by QCD sum rules in Refs. [74, 77] have taken into account the magnetic catalysis of the
TABLE IV. List of level crossing magnetic fields for pseudoscalar-vector mixing states in heavy mesons in a magnetic field, which is evaluated by the constituent quark model, Eq. (5), and CGEM. For heavy-light mesons, contributions from the magnetic catalysis are not taken into account.

| Charmion | \(J/\psi\)-\(\eta_c(2S)\) | \(\eta_c(2S)-\psi(2S)\) | \(\psi(2S)-\eta_c(3S)\) |
|---|---|---|---|
| Crossing B-field [GeV²] | 1.0-1.1 | 1.8-1.9 | 0.6-0.7, 2.4-2.5 |
| Bottomion | \(\Upsilon(1S)\)-\(\eta_b(2S)\) | \(\eta_b(2S)-\Upsilon(2S)\) | \(\Upsilon(2S)-\eta_b(3S)\) |
| Crossing B-field [GeV²] | 5.5 | 8.5 | 3.0 |
| Heavy-light meson | \(D^*\)\(\Upsilon(1S)\)-\(D(2S)\) | \(B^\ast\)\(\Upsilon(1S)\)-\(B(2S)\) | \(B_s^\ast\)\(\Upsilon(1S)\)-\(B_s(2S)\) |
| Crossing B-field [GeV²] | 0.3-0.4 | 0.7-0.8 | 1.7-1.8 |

\(\langle qq\rangle\) condensate. We additionally mention that hadron masses from QCD sum rules in a magnetic field can be contributed from not only \(\langle qq\rangle\) but also other condensates (e.g. \(\langle q\bar{q}\sigma_{\mu\nu}q\rangle\)) as included in Ref. [77] more or less, so the relation of such condensates to the quark model would be one of the future issues.

IV. CONCLUSION AND OUTLOOK

In this paper, we investigated properties of heavy meson (charmonia, bottomonia, neutral \(D, B, B_s\) mesons) spectra in a magnetic field. We developed the method to solve the two-body Schrödinger equation for a quark model in the cylindrical coordinate. By using this approach, our results can include full contributions from higher excited states. As a result, we found mass shifts and deformation of wave functions in heavy meson systems in a magnetic field.

For transverse vector charmonia \([J/\psi_{[1\pm 1]}, \psi(2S)_{[1\pm 1]}, \Upsilon(1S)_{[1\pm 1]}, \Upsilon(2S)_{[1\pm 1]}, \Upsilon(3S)_{[1\pm 1]}]\), we found that there are mass shifts although these hadrons have no charge. On the other hand, for pseudoscalar and longitudinal vector charmonia \(|\eta_c(1S), J/\psi(10), \eta_c(2S), \psi(2S)_{[10]}| \) and bottomonia \(|\eta_b(1S), \Upsilon(10)_{(1S), \eta_b(2S), \Upsilon(2S)_{[10]}, \eta_b(3S), \Upsilon(3S)_{[10]}|\), the spin partners (spin-0 and spin-1) mix with each other, so that we obtained the level structures with the level repulsion.

For the transverse vector heavy-light mesons \(|D^*_{[1\pm 1]}, B^*_{[1\pm 1]}; B^*_{s[1\pm 1]}|\), we discussed mass shifts by Zee–man splitting. For the pseudoscalar and longitudinal vector heavy-light mesons \(|D, D^*_{[10]}; B, B^*_{[10]}; B_s, B^*_{s[10]}|\), we examined the level structures induced by the mixing. Moreover, for \(D\) meson masses, the modification of the constituent quark mass based on the magnetic catalysis is discussed. Here, we stress that heavy-light mesons under magnetic field can be useful for a probe of the magnetic catalysis. In association with the magnetic catalysis, we can also expect hadron modifications from the gluonic magnetic catalysis [63, 103] because properties of quarkonia are partially attributed to the gluon condensate instead of the chiral condensate.

It is worthwhile to note possible corrections in our approach: (i) B-dependences of the model parameters, (ii) relativistic corrections, and (iii) threshold and continuum effects. (i) As stated in Sec. II C, in this work, only the B-dependences of the constituent light quark mass \(m_q\) for \(D\)-meson channels were investigated. The anisotropic linear and Coulomb potentials were evaluated from Wilson loops in a recent lattice QCD simulation [81]. The applications of such potentials to the quark model are interesting, as performed in Ref. [72]. For example, because, in Ref. [81], the linear potential becomes larger (smaller) in the \(\rho\)-direction (\(z\)-direction), we can naively expect the squeezing of wave functions in the \(p\)-direction to become more drastic than the current results. In addition, the flavor dependence of the anisotropic potential and the B-dependences of the spin-spin interaction will also be discussed in future works. (ii) Our approach leads to the physics in a nonrelativistic limit and its validity should be discussed. The applicable region of the approach could be naively estimated from a ratio of the constituent quark mass \(m\) and the strength of magnetic field (e.g. \(eB/m^2 \ll 1\)). In strong fields beyond the applicable region, one has to consider the connection with the relativistic approach. (iii) Some of the excited states investigated in this work are located near the continuum threshold, so that we need the treatments of threshold (or continuum) effects in a magnetic field. Some possibilities of charmonium continuum in a magnetic field were discussed in Ref. [76].

As more realistic situations in heavy-ion collisions, we can investigate hadron properties at finite temperature (and/or density) in a magnetic field. In the constituent quark model, a temperature (density) dependence can be introduced as changes of model parameters and functional forms. A representative example is the potential model approach for \(J/\psi\) suppression near the critical temperature [104]. The approach can be simply extended to thermal quarkonia in a magnetic field. In addition, as discussed in this work, \(D\) meson mass shifts are expected to be a probe of the magnetic catalysis so that studying the temperature (or density) dependence of the \(\langle qq\rangle\) condensate would be interesting [32, 102, 105–136] and would also be related to the experimental explorations of the inverse magnetic catalysis scenarios (e.g. see Refs. [23, 64, 137–149]) observed by lattice QCD simulations [13, 62–64, 66, 150].

Our results in the weak magnetic fields are useful to predict the observables in a magnetic field induced by...
heavy-ion collisions, such as the $\eta_c + \gamma \rightarrow J/\psi$ transition rate \[151\], production cross section of quarkonia \[70\], anisotropic production \[152\] and quarkonium melting \[78, 153\]. In particular, the dilepton spectra constituting decay modes such as $J/\psi, \psi', \Upsilon \rightarrow e^+ e^-$ can shift by a magnetic field and can exhibit a splitting between the transverse and longitudinal components \[71, 154\]. Simultaneously, “anomalous” channels such as $\eta_c, \eta_b \rightarrow e^+ e^-$ can be opened due to the mixing with $J/\psi$ components, and these would be the signal of a magnetic field.

Recently, it was suggested that the isospin (QCD) Kondo effect in heavy-light mesons (heavy quarks) at finite density with a Fermi surface can occur and may modify transport properties of the systems \[155–158\] (see a part of Ref. \[159\] for a review). Under the existence of a magnetic field, the magnetically induced Kondo effect can also be predicted \[160\]. Properties of heavy quark systems with such effects are one of the more promising topics in heavy hadron physics.
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Appendix A: Matrix elements

In this appendix, we summarize the matrix elements used in the cylindrical Gaussian expansion method. We emphasize that to obtain the analytic forms of the matrix elements enables us to reduce the computational costs of the variational method.

1. Norm matrix

Each component $\Phi_n(\rho, z, \phi)$ for the expanded wave function is given in Eq. (11). Then the corresponding norm matrix is as follows:

$$N_{nn'} = \langle \Phi_n | \Phi_{n'} \rangle$$

$$= \int_0^\infty d\rho \int_{-\infty}^\infty dz \int_0^{2\pi} d\phi \rho \Phi_n^*(\rho, z, \phi) \Phi_{n'}(\rho, z, \phi)$$

$$= N_n N_{n'} \pi^{3/2} \sqrt{\gamma_n + \gamma_{n'}(\beta_n + \beta_{n'})}. \quad (A1)$$

By imposing the normalization $\langle \Phi_n | \Phi_n \rangle = 1$, we obtain the norm constant:

$$N_n = \frac{2^{3/4} \gamma_n^{1/4} \sqrt{\pi}}{\pi^{3/4}}. \quad (A2)$$

Finally, we obtain

$$N_{nn'} = \frac{2^{3/2}(\gamma_n \gamma_{n'})^{1/4} \sqrt{\beta_n \beta_{n'}}}{\sqrt{\gamma_n + \gamma_{n'}(\beta_n + \beta_{n'})}}. \quad (A3)$$

2. Kinetic term

By using the Laplacian in the cylindrical coordinate,

$$\nabla^2 = \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2}{\partial \phi^2} + \frac{\partial^2}{\partial z^2}, \quad (A4)$$

we obtain the matrix element for the kinetic term:

$$T^{B=0}_{nn'} \equiv \langle \Phi_n | -\frac{1}{2\mu} \nabla^2 | \Phi_{n'} \rangle$$

$$= -\frac{1}{2\mu} \left( N_n N_{n'} \pi^{3/2} \sqrt{\gamma_n + \gamma_{n'}(\beta_n + \beta_{n'})} \right) \left[ \frac{-2\beta_n \beta_{n'} + 2\beta_{n'}^2}{\beta_n + \beta_{n'}} - 2\beta_{n'} + \frac{-2\gamma_n \gamma_{n'}}{\gamma_n + \gamma_{n'}} \right]. \quad (A5)$$
Also, the $B$-dependent kinetic term is

$$T_{nn'}^B \equiv \langle \Phi_n | \frac{q^2 B^2}{8\mu} \rho^2 | \Phi_{n'} \rangle = \frac{q^2 B^2}{8\mu} N_n N_{n'} \sqrt{\gamma_n + \gamma_{n'} (\beta_n + \beta_{n'})^2}. \quad (A6)$$

3. Potential terms

The matrix elements for the potential terms (linear, Coulomb and spin-spin interactions) are given as

$$V_{nn'}^{\text{linear}} \equiv \langle \Phi_n | \sigma \sqrt{\rho^2 + z^2} | \Phi_{n'} \rangle$$

$$= 2\pi \sigma N_n N_{n'} \left\{ \begin{array}{ll}
1 & \text{for } \beta_{nn'} > \gamma_{nn'} \\
\frac{1}{\gamma_{nn'}} & \text{for } \beta_{nn'} = \gamma_{nn'}, \vspace{1mm} \\
1 + \frac{\gamma_{nn'} \arccos \sqrt{\frac{2\gamma_{nn'}}{\gamma_{nn''}}} - 1}{\beta_{nn'} (\beta_{nn'} - \gamma_{nn'})} & \text{for } \beta_{nn'} < \gamma_{nn'}
\end{array} \right\}$$

for $\beta_{nn'} = \beta_n + \beta_{n'}$, and $\gamma_{nn'} = \gamma_n + \gamma_{n'}$,

$$V_{nn'}^{\text{Coulomb}} \equiv \langle \Phi_n | -\frac{A}{\sqrt{\rho^2 + z^2}} | \Phi_{n'} \rangle$$

$$= -A 2\pi N_n N_{n'} \left\{ \begin{array}{ll}
\arccosh \left(-1 + \frac{2\beta_{nn'}}{\gamma_{nn'}}\right) & \text{for } \beta_{nn'} > \gamma_{nn'} \\
\frac{2\sqrt{\beta_{nn'} (\beta_{nn'} - \gamma_{nn'})}}{\gamma_{nn'}} & \text{for } \beta_{nn'} = \gamma_{nn'}, \\
\arccos \left(-1 + \frac{2\beta_{nn'}}{\gamma_{nn'}}\right) & \text{for } \beta_{nn'} < \gamma_{nn'} < 2\beta_{nn'} , \vspace{1mm} \\
\frac{2\sqrt{\beta_{nn'} (\beta_{nn'} - \gamma_{nn'})}}{\gamma_{nn'}} & \text{for } \beta_{nn'} = \gamma_{nn'}, \\
\arccos \sqrt{\frac{2\gamma_{nn'}}{\gamma_{nn''}}} & \text{for } \beta_{nn'} < \gamma_{nn'} \\
\arccosh \frac{2\gamma_{nn'}}{\gamma_{nn''}} & \text{for } \beta_{nn'} < \gamma_{nn'}
\end{array} \right\}$$

$$V_{nn'}^{SS} \equiv \langle \Phi_n | \alpha e^{-\Lambda (\rho^2 + z^2)} | \Phi_{n'} \rangle$$

$$= \alpha (S_1 \cdot S_2) N_n N_{n'} \sqrt{\gamma_n + \gamma_{n'} (\beta_n + \beta_{n'})^2}. \quad (A8)$$

4. Root-mean-square radii

In this work, we define the root-mean-square radii, $\langle \rho^2 \rangle$ and $\langle z^2 \rangle$, for the $\rho$- and $z$-directions, respectively.

$$\sqrt{\langle \rho^2 \rangle} \equiv \sqrt{\langle 3/2 | \Psi | \rho^2 | \Psi \rangle}$$

$$= \sqrt{\frac{3}{2} \sum_{n=1}^{N} \sum_{n'=1}^{N} C_n C_{n'} N_n N_{n'} \frac{\pi^{3/2}}{\sqrt{\gamma_n + \gamma_{n'} (\beta_n + \beta_{n'})^2}}} \quad (A10)$$

$$\sqrt{\langle z^2 \rangle} \equiv \sqrt{\langle 3 | \Psi | z^2 | \Psi \rangle}$$

$$= \sqrt{\frac{3}{2} \sum_{n=1}^{N} \sum_{n'=1}^{N} C_n C_{n'} N_n N_{n'} \frac{\pi^{3/2}}{2 (\beta_n + \beta_{n'}) (\gamma_n + \gamma_{n'})^{3/2}}}. \quad (A11)$$
where the factors, \(\sqrt{3/2}\) and \(\sqrt{3}\), are introduced to compare the anisotropic radii with the spherical radius \(\langle r^2 \rangle\) in vanishing magnetic field.

**Appendix B: Generalized eigenvalue problem for coupled-channel basis**

Here we review the generalized eigenvalue problem to solve the Schrödinger equation by the coupled-channel basis (14). For the spin singlet \langle 00 \rangle and longitudinal component \langle 10 \rangle of the spin triplet channels, the Hamiltonian (5) can be decomposed into the diagonal and off-diagonal parts:

\[
\hat{H} = \hat{H}_{\text{diag}} + \hat{H}_{\text{off}},
\]

where \(\hat{H}_{\text{off}} = -(\mu_1 + \mu_2) \cdot B\) and \(\langle 00|\hat{H}_{\text{off}}|10 \rangle = \langle 10|\hat{H}_{\text{off}}|00 \rangle \neq 0\). The Schrödinger equation for the coupled channel is written as

\[
(\hat{H}_{\text{diag}} + \hat{H}_{\text{off}})\Psi(\rho, z, \phi) = E\Psi(\rho, z, \phi).
\]

In the CGEM, we choose Eq. (14) as a trial wave function and then the Rayleigh-Ritz variational method leads to the generalized eigenvalue problem as follows:

\[
\begin{pmatrix}
\langle \Phi_P^0| \hat{H}_{\text{diag}}|\Phi_P^0 \rangle & \cdots & \langle \Phi_P^0| \hat{H}_{\text{off}}|\Phi_P^{N+1} \rangle \\
\vdots & \ddots & \vdots \\
\langle \Phi_P^{N+1}| \hat{H}_{\text{off}}|\Phi_P^0 \rangle & \cdots & \langle \Phi_P^{N+1}| \hat{H}_{\text{off}}|\Phi_P^{N+1} \rangle \\
\end{pmatrix}
\begin{pmatrix}
C_P^0 \\
\vdots \\
C_P^{N+1}
\end{pmatrix}
= E
\begin{pmatrix}
\langle \Phi_P^0| \Phi_P^0 \rangle & \cdots & \langle \Phi_P^0| \Phi_P^{N+1} \rangle \\
\vdots & \ddots & \vdots \\
\langle \Phi_P^{N+1}| \Phi_P^0 \rangle & \cdots & \langle \Phi_P^{N+1}| \Phi_P^{N+1} \rangle \\
\end{pmatrix}
\begin{pmatrix}
C_P^0 \\
\vdots \\
C_P^{N+1}
\end{pmatrix},
\]

where the superscripts \(P\) and \(V\) stand for \(S = 0\) and \(S = 1\), respectively. Components \(C_P, C_V\) of the eigenvectors are coefficients of the basis of a trial wave function in Eq. (14).

**Appendix C: Charmonium excited states from effective Lagrangian**

Here we briefly follow the approach based on the effective Lagrangian suggested in Refs. [75, 76] and discuss the excited states of charmonia in a magnetic field from the point of view of the hadron degrees of freedom (see also Ref. [77] for \(D\) mesons). In this approach, the effective interaction Lagrangian with vector and pseudoscalar fields and the dual field strength tensor is given by

\[
\mathcal{L}_{\eta PV} = \frac{g_{\eta PV}}{m_0} \tilde{F}_{\mu \nu} (\partial^\mu P) V^\nu,
\]

where \(m_0 = (m_P + m_V)/2\) is the averaging mass with \(m_P\) and \(m_V\) in vacuum, and \(g_{\eta PV}\) is the dimensionless coupling constant.

Assuming a magnetic field along the \(z\)-direction, \(\tilde{F}_{\eta 3} = -\tilde{F}_{30} = B\), and a zero spatial momentum \(q_0 = (\omega, 0, 0, 0)\), the equations of motion with the mixing between pseudoscalar and longitudinal vector fields can be written as a matrix form. In particular, focusing on the mixing between \(\eta_c\) and longitudinal \(J/\psi\), the corresponding equations are written as the \(2 \times 2\) “partial” matrix form [75, 76]:

\[
\begin{pmatrix}
-\omega^2 + m_{\eta_c}^2 & -i\frac{g_{\eta_c}}{m_4} \omega B \\
-i\frac{g_{\eta_c}}{m_4} \omega B & -\omega^2 + m_{J/\psi}^2
\end{pmatrix}
\begin{pmatrix}
\eta_c \\
J/\psi_{[10]}
\end{pmatrix} = 0,
\]

where we replaced \(g_{\eta PV} \to g_1\) and \(m_0 \to m_1 = (m_{\eta_c} + m_{J/\psi})/2\).

Similarly, for the mixing between \(\eta_c(2S)\) and longitudinal \(\psi(2S)\), we can find

\[
\begin{pmatrix}
-\omega^2 + m_{\eta_c(2S)}^2 & -i\frac{g_{\eta_c(2S)}}{m_4} \omega B \\
-i\frac{g_{\eta_c(2S)}}{m_4} \omega B & -\omega^2 + m_{\psi(2S)}^2
\end{pmatrix}
\begin{pmatrix}
\eta_c(2S) \\
\psi(2S)_{[10]}
\end{pmatrix} = 0.
\]
where \( m_4 = (m_{\eta_c(2S)} + m_{\psi(2S)})/2 \). The solution of the 2 \( \times \) 2 matrix form is given in Refs. [75, 76].

Furthermore, including also the effective vertex with different radial excitations such as \( \eta_c \psi(2S) \) and \( \eta_c(2S)-J/\psi \), we finally obtain the 4 \( \times \) 4 “full” matrix form (below the \( D \bar{D} \) threshold):

\[
\begin{pmatrix}
-\omega^2 + m_\eta^2 & -i \frac{g_{\eta_c}}{m_\eta} \omega eB & 0 & -i \frac{g_{\eta_c}}{m_\eta} \omega eB \\
-i \frac{g_{\eta_c}}{m_\eta} \omega eB & -\omega^2 + m_\psi^2 & -i \frac{g_{\eta_c}}{m_\psi} \omega eB & 0 \\
i \frac{g_{\eta_c}}{m_\psi} \omega eB & 0 & -\omega^2 + m_{\eta_c(2S)} & -i \frac{g_{\eta_c}}{m_{\eta_c(2S)}} \omega eB \\
i \frac{g_{\eta_c}}{m_{\eta_c(2S)}} \omega eB & 0 & -i \frac{g_{\eta_c}}{m_{\eta_c(2S)}} \omega eB & -\omega^2 + m_{\psi(2S)}^2
\end{pmatrix}
\begin{pmatrix}
\eta_c \\
J/\psi_{(10)} \\
\eta_c{(2S)} \\
\psi{(2S)}_{(10)}
\end{pmatrix} = 0,  \tag{C4}
\]

where \( m_2 = (m_{\eta_c} + m_{\psi(2S)})/2 \) and \( m_3 = (m_{\eta_c(2S)} + m_{J/\psi})/2 \). Then we emphasize that this form partially includes not only Eqs. (C2) and (C3) but also the new mixing terms being proportional to \( g_2 \) and \( g_4 \).

Next, let us determine the coupling constants, \( g_1, g_2, g_3 \), and \( g_4 \). According to Appendix A in Ref. [76], the coupling constants can be determined by the experimental values of the radiative decay widths of charmonia:

\[
g_{PV} = \sqrt{12\pi e^{-2} \tilde{p}^{-3} m_\eta^2 \Gamma_{rad}}, \tag{C5}
\]

where \( e = \sqrt{4\pi\alpha_{em}} \) and \( \tilde{p} = (m_\eta^2 - m_\psi^2)/(2m_\eta) \) is the center-of-mass momentum in the final state. Then, we input the experimental values of \( \Gamma_{\psi \rightarrow \gamma \eta_c} = 1.579 \text{ keV} \), \( \Gamma_{\psi(2S) \rightarrow \gamma \eta_c} = 1.0166 \text{ keV} \), and \( \Gamma_{\psi(2S) \rightarrow \gamma \psi} = 0.2093 \text{ keV} \), and \( \Gamma_{\eta_c(2S) \rightarrow \gamma J/\psi} = 15.7 \text{ keV} \) from the lattice QCD simulations [161]. Note that the radiative decay \( \eta_c(2S) \rightarrow \gamma J/\psi \) is still not measured and the predicted values are controversial (e.g. 1.53 keV [162], 5.6-7.9 keV [163], and 1.64 keV [164]). It is worthwhile to comment that the uncertainty of \( \Gamma_{\eta_c(2S) \rightarrow \gamma J/\psi} \) can quantitatively affect the strength of the avoided crossing between the second and third states. After substituting these values into Eq. (C5), we arrive at the coupling strengths

\[
g_1 = g_{\gamma \eta_c J/\psi} = 2.0877, \tag{C6}
g_2 = g_{\gamma \eta_c \psi(2S)} = 0.1346, \tag{C7}
g_3 = g_{\gamma \eta_c(2S) J/\psi} = 0.7610, \tag{C8}
g_4 = g_{\gamma \eta_c(2S) \psi(2S)} = 3.3762. \tag{C9}
\]

In Fig. 14, we plot the mass formulas obtained from Eqs. (C2), (C3), and (C4). Here the mass shifts from the effective Lagrangian tend to be smaller than those from the quark model. In particular, the crossing magnetic field between the second and third states is located in \( eB = 0.8 \text{ GeV}^2 \), which is somewhat smaller than \( eB = 1.0-1.1 \text{ GeV}^2 \) evaluated in the quark model. One of the reasons is the absence of the effects based on quark degrees of freedom in the effective Lagrangian approach. Then charmonia are considered as a point particle and the spacial information such as the \( B \)-dependence of the wave function is lost. As a result, the predicted masses could be underestimated. In addition, although the masses of the fourth state seem to be consistent in Fig. 14, the result from the effective Lagrangian does not take into account the mixing with the fifth or \( \eta_c{(3S)} \) state, so that actually it would be overestimation because of the absence of the level repulsion and crossing.

**Appendix D: Magnetic field dependence of constituent quark mass from NJL model**

In this appendix we mention briefly the magnetic field dependence of constituent quark masses. One sees more details in Ref. [102]. Here, we do not take into account the effect of instantons. To obtain the mean-field thermodynamical potential, we linearize the two-flavor NJL Lagrangian:

\[
\mathcal{L}_{\text{NJL}} = \bar{\psi}(i\tau^\mu \partial_\mu - m)\psi + G[(\bar{\psi}\tau_3\psi)^2 + (\bar{\psi}\tau_3g\gamma_5\psi)^2] \\
\simeq \bar{\psi}(i\tau^\mu \partial_\mu - \mathcal{M})\psi + \frac{(m_\eta - m)^2}{4G} - \frac{M_\eta^2}{4G}, \tag{D1}
\]

where \( m = m_u = m_d \), \( G \) and \( \tau_3 \) are the current light quark mass, coupling constant and Pauli matrix, respectively. \( \mathcal{M} = M_0\tau_0 + M_5\tau_3 \), \( M_0 = m - 2G(\bar{\psi}\tau_0\psi) \) and
$M_3 = m - 2G \langle \bar{\psi} \tau_3 \psi \rangle$. Here, we assume the $\langle \bar{\psi} \tau_0 \psi \rangle$ and $\langle \bar{\psi} \tau_3 \psi \rangle$ condensates are non-zero. The quadratic terms of the fluctuations are neglected. In this approximation the thermodynamic potential is given by

$$\Omega_{\text{tot}} = \frac{(M_0 - m)^2}{4G} - \frac{M_3^2}{4G} - \frac{N_c}{8\pi^2} \sum_{f=u,d} |M_f| \left[ \frac{M_f^3}{\rho_f} \ln \left[ \frac{\Lambda}{M_f} + \sqrt{1 + \frac{\Lambda^2}{M_f^2}} \right] - \Lambda(M_f^2 + 2\Lambda^2) \sqrt{\frac{\Lambda^2}{M_f^2} + 1} \right]$$

where $T$ is the temperature of the system and $N_c$ is the number of colors. $M_u = M_0 + M_3$ and $M_d = M_0 - M_3$ are the constituent quark masses. For the system in a finite magnetic field $B$, the dispersion relation of a quark and the integral over the three-momentum are modified as follows:

$$p_{\text{in}, n}^2 = p_z^2 + M_f^2 - (2n + 1 - s)|q_f|B$$

$$\int \frac{d^3 p}{(2\pi)^3} \rightarrow \frac{q_f |B|}{2\pi} \sum_{n=0}^{\infty} \int \frac{dp_z}{2\pi}$$

where $n$, $s$ and $q_f$ are the quantum number in the Landau levels, the spin and charge of the quark, respectively. Then, the thermodynamic potential takes the form in the case of $T = 0, B \neq 0$:

$$\Omega_{\text{tot}} = \Omega_0 + \Omega_1$$

$$= \frac{(M_0 - m)^2}{4G} - \frac{M_3^2}{4G} - \frac{N_c}{8\pi^2} \sum_{f=u,d} |M_f| \left[ \frac{M_f^3}{\rho_f} \ln \left[ \frac{\Lambda}{M_f} + \sqrt{1 + \frac{\Lambda^2}{M_f^2}} \right] - \Lambda(M_f^2 + 2\Lambda^2) \sqrt{\frac{\Lambda^2}{M_f^2} + 1} \right]$$

FIG. 15. Magnetic field dependences of the masses, $M_u$ and $M_d$, of light constituent quarks. $M_0$ is the constituent quark mass in vacuum.
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