Abstract

We consider the initial and progressive enlargements of a Brownian filtration with a random time, that is, a strictly positive random variable. We assume Jacod’s equivalence hypothesis, that is, the existence of a strictly positive conditional density for the random time with respect to the Brownian filtration. Then, starting with the predictable integral representation of a martingale in the initially enlarged Brownian filtration, we derive explicit expressions for the components which appear in the predictable integral representations for the optional projections of the martingale on the progressively enlarged filtration and on the Brownian filtration. We also provide similar results for the optional projection of a martingale in the progressively enlarged filtration on the Brownian filtration.
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1 Introduction

In this paper, we consider the initial (resp. progressive) enlargement of a Brownian filtration $\mathcal{F}$ (called hereafter the reference filtration) with a strictly positive absolutely continuous random variable $\tau$ (called hereafter a random time), denoted by $\mathcal{F}^{(\tau)}$ (resp. $\mathcal{G}$). We assume Jacod’s equivalence hypothesis introduced in [2] and [13] (see Section 3...
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below for details), which implies that there exists an $F^{(\tau)}$-martingale enjoying the predictable representation property with respect to $F^{(\tau)}$ (see Theorem 4.6 in [3]) and a pair of $G$-martingales enjoying the predictable representation property with respect to $G$ (see Theorem 6.4 in [18]). We study the relationship between the representation of martingales in the initially (resp. progressively) enlarged filtration and the various optional projections. We refer the reader to the monograph [1] for results on enlargements of filtrations. An application of our results is presented in [4] for the study of the characteristics of semimartingales and their optional projections. Our results will be useful to compare the optimal strategies of investors having different information flows, and to investigate optimal stopping problems in different filtrations. Note that the arguments developed in the paper can be extended to the case of models driven by marked point processes that we study in [12].

The paper is organised as follows. In Section 2, we recall standard definitions of projections and dual projections as well as other results on stochastic analysis that we use in the paper. In Section 3, we give some basic definitions and results related to the initial and progressive enlargements of a Brownian filtration under Jacod’s equivalence hypothesis. In Section 4, we recall that the predictable representation property holds with respect to explicit martingales in the filtrations involved, and prove that any $F^{(\tau)}$-martingale is continuous. We determine the multiplicity (or spanning number) of these filtrations (see [7] and [9] for the description of this concept). In Section 5, we consider the optional projections of an $F^{(\tau)}$-martingale on the filtrations $G$ and $F$. In particular, we derive explicit expressions for the components in the integral representations of these optional projections in terms of the original $F^{(\tau)}$-martingale and the components in its representation as a stochastic integral and give analogous results in the case of the $F$-optional projection of a $G$-martingale. In Section 6, we consider the optional projections of a positive $F^{(\tau)}$-martingale on $G$ and $F$ and the $F$-optional projection of a positive $G$-martingale. We describe the set of equivalent martingale measures in the associated extension of the Black-Merton-Scholes model enhanced with the random time $\tau$. In particular, we show that the set of equivalent martingale measures in the model with the progressively enlarged filtration $G$ is essentially larger than the one obtained by means of the optional projections on $G$ of the Radon-Nikodym densities in the model with the initially enlarged filtration $F^{(\tau)}$.

2 Preliminary definitions and results

For the ease of the reader, we recall some basic definitions and notation on stochastic analysis. We assume that $(\Omega, \mathcal{G}, P)$ is a probability space endowed with a filtration $\mathcal{H}$ satisfying the usual hypotheses of completeness and right continuity. For any pair $X$, $Y$ of $\mathcal{H}$-semimartingales, we denote by $\langle X, Y \rangle^\mathcal{H}$ the associated predictable quadratic covariation, when it exists (see page 210, line 6 in [14]), and, for simplicity, $\langle X, X \rangle^\mathcal{H}$ is denoted by $\langle X \rangle^\mathcal{H}$.

We start with the definitions of predictable and optional projections as well as dual predictable and optional projections (see Chapter V, Theorem 5.1 and 5.2, pages 135-136 in [14] for the definition and Sections 1-2 in the same chapter for more information).

**Definition 2.1.** Let $X = (X_t)_{t \geq 0}$ be a measurable process such that, for any $\mathcal{H}$-stopping time $\vartheta$, the random variable $X_{\vartheta} \mathbb{I}_{\{\vartheta < \infty\}}$ is $\sigma$-integrable with respect to $\mathcal{H}_\vartheta$. Then there exists a unique $\mathcal{H}$-optional process $\overset{\circ}{X}_{\mathcal{H}} = (\overset{\circ}{X}_{\mathcal{H}})_{t \geq 0}$ satisfying, for any $\mathcal{H}$-stopping time $\vartheta$,

$$
E[X_{\vartheta} \mathbb{I}_{\{\vartheta < \infty\}} | \mathcal{H}_\vartheta] = \overset{\circ}{X}_{\mathcal{H}} \mathbb{I}_{\{\vartheta < \infty\}}.
$$

The process $\overset{\circ}{X}_{\mathcal{H}}$ is called the $\mathcal{H}$-optional projection of $X$. 
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Remark 2.2. Note that, if $X$ is a càdlàg process, then so is the process $\bar{X}^H$ (cf. Theorem VI-47 in [8]). Moreover, if $X$ is a càdlàg process and $H$ satisfies usual conditions, then the process $(E[X_t | \mathcal{H}_t])_{t \geq 0}$ is a càdlàg process too. Finally, since $\bar{X}^H$ is a modification of $(E[X_t | \mathcal{H}_t])_{t \geq 0}$ and these processes are both càdlàg, then they are indistinguishable (cf. Chapter II, Definition 2.45, pages 55-56 in [14]). In particular, if $X$ is a $K$-martingale and $H \subset K$, then the optional projection $\bar{X}^H$ is an $H$-martingale.

Definition 2.3. Let $X = (X_t)_{t \geq 0}$ be a measurable process such that, for any predictable $H$-stopping time $\vartheta$, the random variable $X_\vartheta \mathbb{1}_{\{\vartheta < \infty\}}$ is $\sigma$-integrable with respect to $\mathcal{H}_\vartheta$. Then there exists a unique $H$-predictable process $\bar{X}^H = (\bar{X}^H_t)_{t \geq 0}$ satisfying, for any $H$-predictable stopping time $\vartheta$,

$$E[X_\vartheta \mathbb{1}_{\{\vartheta < \infty\}} | \mathcal{H}_\vartheta] = \bar{X}^H_\vartheta \mathbb{1}_{\{\vartheta < \infty\}}.$$

The process $\bar{X}^H$ is called the $H$-predictable projection of $X$.

Let $V = (V_t)_{t \geq 0}$ be a process of locally integrable variation. Then, there exists a unique $H$-optional process of locally integrable variation $V^{o,H}$, called the $H$-dual optional projection of $V$, such that

$$E \left[ \int_{[0,\infty)} U_s dV_s \right] = E \left[ \int_{[0,\infty)} U_s dV^{o,H}_s \right]$$

for any $H$-optional process $U = (U_t)_{t \geq 0}$ satisfying

$$E \left[ \int_{[0,\infty)} |U_s| d|V_s| \right] < \infty. \quad (2.1)$$

Similarly, there exists a unique $H$-predictable process $V^{p,H}$ of locally integrable variation, called the $H$-dual predictable projection of $V$, such that

$$E \left[ \int_{[0,\infty)} U_s dV_s \right] = E \left[ \int_{[0,\infty)} U_s dV^{p,H}_s \right]$$

for any $H$-predictable process $U = (U_t)_{t \geq 0}$ satisfying (2.1).

Note that, if $H$ is a continuous filtration\(^1\), then $H$-dual optional and $H$-dual predictable projections are equal. Indeed, the optional process $V^{o,H}$ is predictable (see, e.g., Chapter IV, Corollary 5.7, page 173 in [24]) and, since $(V^{o,H})^{p,H} = V^{p,H}$, the result follows.

For two processes $X = (X_t)_{t \geq 0}$ and $Y = (Y_t)_{t \geq 0}$, we write $X = Y$, when they are indistinguishable.

The notation $\vartheta \cdot X$ is used for the stochastic integral with respect to a semimartingale $X$, that is, we set

$$(\vartheta \cdot X)_t = \int_0^t \vartheta_s dX_s, \forall t \geq 0,$$

when it exists.

We shall make use of the multiplicative decomposition of càdlàg $H$-supermartingales (see Chapter II, Theorem 8.21, page 138 in [16] for the multiplicative decomposition of strictly positive special semimartingales or Proposition 1.32, page 15 in [1] for strictly positive supermartingales), which states that a strictly positive càdlàg $H$-semimartingale $Y = (Y_t)_{t \geq 0}$ admits a unique decomposition as

$$Y_t = N_t \cdot D_t, \forall t \geq 0,$$

\(^1\)A continuous filtration is a filtration $H$ such that any $H$-martingale is continuous. The basic example is the Brownian filtration.
where \( N = (N_t)_{t \geq 0} \) is an \( \mathbb{H} \)-local martingale, with \( N_0 = 1 \) and \( D = (D_t)_{t \geq 0} \) an \( \mathbb{H} \)-predictable process with locally finite variation. In Chapter II of [16], explicit expressions for \( N \) and \( D \) can be found in the case of semimartingales, and it is easy to check with these formulae that the process \( D \) is decreasing when \( Y \) is a supermartingale. In our setting, we shall present in (4.20) and (4.21) an explicit computation.

We introduce the stochastic exponential of a càdlàg \( \mathbb{H} \)-local martingale \( X \) which is the \( \mathbb{H} \)-local martingale \( \mathcal{E}(X) = (\mathcal{E}(X)_t)_{t \geq 0} \) defined by

\[
\mathcal{E}(X)_t = e^{X_t - X_0 - \frac{1}{2} \langle X \rangle_t} \prod_{0 < s \leq t} (1 + \Delta X_s) e^{-\Delta X_s}, \quad \forall t \geq 0,
\]

(2.3)

where \( X^c \) is the continuous \( \mathbb{H} \)-martingale part of \( X \), and \( \Delta X_t = X_t - X_{t-} \) (see, e.g., Chapter IX, Theorem 9.39, page 248 in [14] or Chapter I, Formula 4.64, page 59 in [16]). The process \( \mathcal{E}(X) \), called the Doléans-Dade exponential of \( X \), is the unique solution of the stochastic differential equation (see Chapter I, Formula 4.59, page 59 in [16] or Chapter IX, Theorem 9.39, page 248 in [14])

\[
dZ_t = Z_{t-} dX_t, \quad Z_0 = 1.
\]

For instance, in a Brownian filtration \( \mathbb{F} \), for an \( \mathbb{F} \)-optional process \( \theta = (\theta_t)_{t \geq 0} \) satisfying \( \int_0^t \theta^2_s ds < \infty \) (\( \mathbb{P} \)-a.s.), for all \( t \geq 0 \), the process \( Z = \mathcal{E}(\theta \cdot W) \) is the \( \mathbb{F} \)-local martingale solution of the equation

\[
dZ_t = Z_{t-} \theta_t dW_t, \quad Z_0 = 1.
\]

The following proposition is a particular case of the result of Chapter II, Theorem 8.21, page 138 in [16], suitable for our purposes.

**Proposition 2.4.** Let \( M = (M_t)_{t \geq 0} \) be an \( \mathbb{H} \)-martingale and \( X = 1 + (\theta \cdot M) \), where \( \theta = (\theta_t)_{t \geq 0} \) is an \( \mathbb{H} \)-predictable and locally bounded process. We assume that \( X \) and \( X_- \) take their values in \( (0, \infty) \). Then, the process \( X \) is a stochastic exponential martingale, that is, there exists an \( \mathbb{H} \)-predictable locally bounded process \( \psi \) such that equality \( X = \mathcal{E}(\psi \cdot M) \) holds.

A probability measure \( \mathbb{Q} \) is said to be locally equivalent to \( \mathbb{P} \) on the filtration \( \mathbb{H} \) if there exists a strictly positive \( \mathbb{H} \)-martingale \( L = (L_t)_{t \geq 0} \) such that

\[
\frac{d\mathbb{Q}}{d\mathbb{P}}|_{H_t} = L_t, \quad \forall t \geq 0.
\]

The martingale \( L \) is called the Radon-Nikodym density of \( \mathbb{Q} \) with respect to \( \mathbb{P} \). The “locally” terminology is needed, since, in Section 6 of our paper, as in [3], we cannot define the new probability measure \( \mathbb{Q} \) on \( \mathcal{H}_\infty \).

As usual, \( \mathcal{B}(\mathbb{R}^+) \) is the Borel \( \sigma \)-algebra on \( \mathbb{R}^+ \), and \( \mathcal{P}(\mathbb{H}) \) (resp. \( \mathcal{O}(\mathbb{H}) \)) denotes the predictable (resp. optional) \( \sigma \)-algebra associated with \( \mathbb{H} \).

**3 Jacod’s equivalence hypothesis**

In the whole paper, we work on a probability space \( (\Omega, \mathcal{G}, \mathbb{P}) \) which supports a standard Brownian motion \( W = (W_t)_{t \geq 0} \) with a continuous and completed natural filtration \( \mathbb{F} = (\mathcal{F}_t)_{t \geq 0} \) and a strictly positive random variable \( \tau \). We assume that the law of \( \tau \) has the support \( \mathbb{R}^+ \) and admits a density \( g \) with respect to Lebesgue’s measure. Note that the inclusion \( \mathcal{F}_\infty \subset \mathcal{G} \) holds and, in general, this inclusion is strict. We recall that any \( \mathbb{F} \)-martingale is continuous.

We assume, as in [3] and [13], that Jacod’s equivalence hypothesis holds, that is, for each \( t \geq 0 \), the regular conditional distribution of \( \tau \) given \( \mathcal{F}_t \) is equivalent to the law of \( \tau \):

\[
\mathbb{P}(\tau \in \cdot | \mathcal{F}_t) \sim \mathbb{P}(\tau \in \cdot), \quad \forall t \geq 0 \text{ (}\mathbb{P}\text{-a.s.)}.
\]
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In our model, due to the existence of a density for $\tau$, and the fact that $F$ is a continuous filtration, this assumption implies (see Lemma 2.2 in [3]) that there exists a family of strictly positive processes $p(u) = (p_t(u))_{t \geq 0}$ such that the function $(\omega, t, u) \mapsto p_t(u; \omega)$ is $O(F) \otimes B(R^+)$-measurable, and that, for each $u \geq 0$, the process $p(u)$ is an $F$-martingale. Furthermore, for any bounded Borel function $f$, the following equality holds

$$E[f(\tau) \mid \mathcal{F}_t] = \int_0^\infty f(u) p_t(u) g(u) du, \forall t \geq 0 \text{ (P-a.s.)}. \quad (3.1)$$

The expression in (3.1) implies that the following equality holds

$$P(\tau > s \mid \mathcal{F}_t) = \int_s^\infty p_t(u) g(u) du, \forall t, s \geq 0 \text{ (P-a.s.)},$$

so that, from the strict positivity of $\tau$, the equality

$$\int_0^\infty p_t(u) g(u) du = 1, \forall t \geq 0 \text{ (P-a.s.)},$$

is satisfied, and $p_0(u) = 1$, for each $u \geq 0$.

**Proposition 3.1.** For each $u \geq 0$, there exists an $F$-predictable process $\varphi(u) = (\varphi_t(u))_{t \geq 0}$ such that the strictly positive $F$-martingale $p(u)$ admits the representation in the form of the Doléans-Dade stochastic exponential

$$p_t(u) = \mathcal{E}(\varphi(u) \cdot W)_t = \exp \left( \int_0^t \varphi_s(u) dW_s - \frac{1}{2} \int_0^t \varphi_s^2(u) ds \right), \forall t \geq 0, \quad (3.2)$$

or, equivalently, $p(u)$ satisfies the stochastic differential equation

$$dp_t(u) = p_t(u) \varphi_t(u) dW_t, \quad p_0(u) = 1. \quad (3.3)$$

**Proof.** This result is an immediate application of the predictable representation theorem in a Brownian filtration (see, e.g., Chapter V, Theorem 3.5, page 201 in [24]) which states that, for each $u \geq 0$, there exists an $F$-predictable and locally bounded process $\theta(u) = (\theta_t(u))_{t \geq 0}$ such that $p(u) = 1 + \theta(u) \cdot W$ holds. Then, it follows from Proposition 2.4 that the representations in (3.2) and (3.3) hold with $\varphi(u) = \theta(u)/p(u)$, for each $u \geq 0$ (see also Chapter 5, Theorem 5.9, page 181 in [22]). It is shown in [26] that $u \mapsto \varphi_t(u)$ is a Borel function on $[0, \infty)$, for all $t \geq 0$ (P-a.s.). \qed

Let $H^{G}_t = (H^{G}_t)_{t \geq 0}$ be the indicator default process defined by $H^{G}_t := \mathbb{I}_{\{\tau \leq t\}}$, for each $t \geq 0$. In the credit risk theory, $\tau$ usually denotes the time when a default occurs. Moreover, since $H^{G}_t$ is a càdlàg process, we can introduce the $F$-supermartingale $G = (G_t)_{t \geq 0}$ defined by $G = \circ_{\mathcal{F}}(1 - H^{G})$, that is, the $\mathcal{F}$-optional projection of $1 - H^{G}$ satisfying the property

$$G_t = P(\tau > t \mid \mathcal{F}_t), \forall t \geq 0 \text{ (P-a.s.)}, \quad (3.4)$$

which, according to the equality (3.1), can also be written as

$$G_t = \int_t^\infty p_t(u) g(u) du, \forall t \geq 0 \text{ (P-a.s.)}. \quad (3.5)$$

Note that $G$ is strictly positive and continuous and that, from the strict positivity of $\tau$, one has $G_0 = 1$. The $F$-supermartingale $G$ is called the conditional survival process or the Azéma supermartingale of the random time $\tau$. 
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4 Enlargement of filtrations and martingales

The aim of the paper is to explicitly compute the components in the integral representations of the optional projections of the $F^{(\tau)}$-martingales and of the $G$-martingales. In this section, we recall some well known results. We give the form of the $F^{(\tau)}$-semimartingale decomposition and $G$-semimartingale decomposition of $W$ as well as the $G$-semimartingale decomposition of $H^G$. We underline that the martingale part $W^{(\tau)}$ of the $F^{(\tau)}$-semimartingale decomposition of $W$ enjoys the $F^{(\tau)}$-predictable representation property, while the pair $(W^G, M^G)$ of the martingale parts of the $G$-semimartingale decompositions of $W$ and $H^G$ enjoys the $G$-predictable representation property (see below in (4.8) and (4.12) the explicit form of this pair).

4.1 The initially enlarged filtration

As in the introduction, let us denote by $F^{(\tau)} = (F^{(\tau)}_t)_{t \geq 0} = (F_t \vee \sigma(\tau))_{t \geq 0}$ the initial enlargement of the filtration $F$ with the random time $\tau$. We recall that, under Jacod’s equivalence hypothesis, any $F$-local martingale is an $F^{(\tau)}$-special semimartingale (see, e.g., Theorem 2.1 in [15] or Proposition 5.30, page 116 in [1]). Note that, according to Proposition 3.3 in [3], the filtration $F^{(\tau)}$ is right-continuous. We also recall the following important result (see, e.g., Proposition 4.22, page 86 in [1] or Proposition 2.7, part (ii) in [6]).

**Lemma 4.1.** For any $t \geq 0$ fixed, any $F^{(\tau)}_t$-measurable random variable is of the form $Y_t(\omega, \tau(\omega))$, for some $F_t \otimes \mathcal{B}(\mathbb{R}^+)$-measurable function $\omega, u \mapsto Y_t(\omega, u)$. In particular, any $F^{(\tau)}_0$-measurable random variable is a Borel function of $\tau$.

In the light of the previous lemma, we denote by $Y(\tau) = (Y_t(\tau))_{t \geq 0}$ the processes adapted with respect to the filtration $F^{(\tau)}$. Recall that any $F^{(\tau)}$-predictable process can be represented in the form $(Y_t(\omega, \tau(\omega)), t \geq 0)$, where the mapping $(\omega, t, u) \mapsto Y_t(\omega, u)$ defined on $\Omega \times \mathbb{R}^+ \times \mathbb{R}^+$ and valued in $\mathbb{R}$, is $\mathcal{F}(F) \otimes \mathcal{B}(\mathbb{R}^+)$-measurable (see, e.g., Proposition 4.22, page 86 in [1]). As an immediate consequence of Jacod’s equivalence hypothesis, we observe that, for each $t \geq 0$, if the $F^{(\tau)}_t$-measurable random variable $Y_t(\tau)$ is integrable, then the following representation holds

$$E[Y_t(\tau) \mid F_t] = \int_0^\infty Y_t(u) p_t(u) g(u) du, \forall t \geq 0,$$

(see, e.g., Proposition 4.18(b), page 85 in [1]). Theorem 2.1 in [15] applies to prove that the process $W(\tau) = (W_t(\tau))_{t \geq 0}$ defined by

$$W_t(\tau) = W_t - \int_0^t d(W, p(u))_{F} d\varphi_s(\tau) = W_t - \int_0^t \varphi_s(\tau) ds, \forall t \geq 0,$$

is an $F^{(\tau)}$-standard Brownian motion, where the second equality follows from (3.3).

**Remark 4.2.** Note that, because of integrability reasons, the fact that $W$ is an $F^{(\tau)}$-martingale does not imply that any $F$-martingale is an $F^{(\tau)}$-semimartingale. However, under Jacod’s equivalence hypothesis, for any $F$-martingale $X$, the process $X(\tau)$

\[X_t = X_0 + \int_0^t \theta_s dW_s, \forall t \geq 0,\]

for some suitable process $\theta = (\theta_t)_{t \geq 0}$. One can think that $X$ is an $F^{(\tau)}$-semimartingale is an immediate consequence of the equality (4.2) writing

\[X_t = X_0 + \int_0^t \theta_s dW_s(\tau) + \int_0^t \varphi_s(\tau) \theta_s ds, \forall t \geq 0.\]
Projections of martingales in enlargements of Brownian filtrations

given by

\[ X_t(\tau) = X_t - \int_0^t \frac{d(X_p(u))_s^F}{p_s(u)} \bigg|_{u=\tau}, \forall t \geq 0, \]

is an \( F(\tau) \)-martingale (see, e.g., Theorem 2.1 in [15] or Proposition 4.25, page 88 in [1]).

We recall that the \( F(\tau) \)-standard Brownian motion \( W(\tau) \) enjoys the \( F(\tau) \)-predictable representation property (see, e.g., [3]). Therefore, any \( F(\tau) \)-martingale \( Y(\tau) \) is continuous and admits the representation

\[ Y_t(\tau) = \sum_{s \leq t, \sigma(\sigma) \leq \sigma(\tau)} E[Y_{s-} | \sigma(t) \cup \sigma(s)] + \int_{t}^{\infty} Y_{s-} \, dW_s(\tau), \forall t \geq 0, \]  

(4.3)

where \( u \mapsto Y_0(u) \) is \( B(R^+) \)-measurable and the map \( (\omega, t, u) \mapsto y_t(\omega, u) \) is \( (F) \otimes B(R^+) \)-measurable.

4.2 The progressively enlarged filtration

We denote by \( G = (G_t)_{t \geq 0} \) the progressive enlargement of \( F \) with \( \tau \), that is,

\[ G_t = \cap_{s \geq t} F_s \cup \sigma(\sigma \wedge s), \forall t \geq 0. \]  

(4.4)

Note that \( \tau \) is a \( G \)-stopping time and that, according to the hypothesis that the positive random variable \( \tau \) has a positive density with support \( R^+ \), the \( \sigma \)-algebra \( G_0 \) is trivial, so that the initial value of a \( G \)-adapted process is a deterministic one. Observe that, under Jacod’s equivalence hypothesis, any \( F \)-martingale is a \( G \)-semimartingale (see, e.g., Proposition 5.30, page 116 in [1] or Theorem 3.1 in [19]), and thus, a special semimartingale (see, e.g., Chapter VI, Theorem 4, page 367 in [23]). We also recall for the ease of the reader a result which follows from Lemma 3.1 in [11] (see also Lemma 7.4.1.1 in [17]). Lemma 3.1 in [11] follows by the fact that, for all \( t \geq 0 \), any \( G_t \)-measurable random variable is equal to an \( F_t \)-measurable random variable on the set \( \{ t < \tau \} \).

**Lemma 4.3.** For any integrable random variable \( Z \in F_T \), the following equality holds

\[ E[Z 1_{T < \tau} | G_t] = 1_{t < \tau} \frac{E[Z_{G_T} | F_t]}{G_t}, \forall t \geq 0, \]

where \( G \) is the Azéma supermartingale defined by the expression in (3.4).

We further indicate with the superscript \( G \) the processes which are \( G \)-adapted, as \( Y^G \), while we do not use the superscript \( F \) to denote the processes which are \( F \)-adapted, as \( Y, Y^u, \) or \( y(u) \).

Since \( G \) coincides with \( F \) on \( \{ t < \tau \} \) and with \( F(\tau) \) on \( \{ \tau \leq t \} \), for each \( t \geq 0 \), one has the following lemma (see Proposition 2.8 (i) in [6]):

**Lemma 4.4.** For any fixed \( t \geq 0 \), the random variable \( Y_t^G \) is \( G_t \)-measurable if and only if it is of the form

\[ Y_t^G(\omega) = y_t(\omega) 1_{t < \tau(\omega)} + y_t^1(\omega, \tau(\omega)) 1_{\{ \tau(\omega) \leq t \}}, \]

for some \( F_t \)-measurable random variable \( y_t \) and some \( F_t \otimes B(R^+) \)-measurable function \( (\omega, u) \mapsto y_t^1(\omega, u) \).

However, it may happen that \( \theta \) is such that the process

\[ \int_0^t \varphi_s(\tau) \theta ds, \forall t \geq 0, \]

is not defined (see Theorem 3 and the example given in Corollaire 3.1 in [21]), and \( X \) is not an \( F(\tau) \)-semimartingale.
This simple property can be extended (with care) to the case of processes as follows. Namely, under Jacod’s equivalence hypothesis, if the process $Y^G$ is $G$-optional, then, according to Theorem 6.9 in [25], it can be represented as

$$Y^G_t = \mathbb{I}_{\{\tau > t\}} Y^0_t + \mathbb{I}_{\{\tau \leq t\}} Y^1_t(\tau), \forall t \geq 0,$$  \hspace{1cm} (4.5)

where the process $Y^0$ is $F$-optional and the map $(\omega, t, u) \mapsto Y^1_t(\omega, u)$ is $\mathcal{O}(F) \otimes B(\mathbb{R}^+)$-measurable (we shall say that $Y^1$ is an $\mathcal{O}(F) \otimes B(\mathbb{R}^+)$-measurable process). We further call $Y^0$ the $F$-optional reduction of $Y^G$, which is uniquely defined in our setting due to the strict positivity of $G$ (see the arguments below). The uniqueness of the second part $Y_t(u)$ is valid only for $t \geq u$. This issue does not matter, since these processes appear only in the part in which the uniqueness holds.

For the ease of the reader, we recall the proof of this as it is done in Proposition 5.25 (b), page 113 in [1]. From (4.5), one has $Y^G_t \mathbb{I}_{\{\tau < t\}} = Y^0_t \mathbb{I}_{\{\tau < t\}}$, for each $t \geq 0$, therefore, taking conditional expectation of both sides with respect to $\mathcal{F}_t$, and using the fact that $G$ is strictly positive

$$Y^0_t = \frac{1}{G_t} \mathbb{E}[Y^G_t \mathbb{I}_{\{\tau < t\}} \mid \mathcal{F}_t], \forall t \geq 0.$$ 

Since $Y^G_t$ is defined as the optional projection (see Remark 2.2) of $Y_t(\tau)$,

$$\mathbb{E}[Y^G_t \mathbb{I}_{\{\tau < t\}} \mid \mathcal{F}_t] \xrightarrow{\text{TP}} \mathbb{E}[Y_t(\tau) \mathbb{I}_{\{\tau < t\}} \mid \mathcal{F}_t], \forall t \geq 0,$$

where the notation $\xrightarrow{\text{TP}}$ means that the equality follows by the tower property of conditional expectations. From (4.1), we obtain

$$Y^0_t = \frac{1}{G_t} \int_0^\infty Y_t(u) p_t(u) g(u) \, du, \forall t \geq 0.$$ 

A particular case occurs when $Y^G$ is the optional projection of a process $Y(\tau)$. In that case, for each $u \geq 0$, one has

$$Y^0_t = \frac{1}{G_t} \int_t^\infty Y_t(u) p_t(u) g(u) \, du, \forall t \geq 0, \quad \text{and} \quad Y^1_t(u) = Y_t(u), \forall t \geq u,$$  \hspace{1cm} (4.6)

where the process $G$ is defined in (3.4).

Furthermore, if the process $Y^G$ is $G$-predictable$^3$, Lemma 4.4 in [20] or Proposition 2.8, part (ii) in [6] yield the representation

$$Y^G_t = \mathbb{I}_{\{\tau \geq t\}} Y^0_t + \mathbb{I}_{\{\tau < t\}} Y^1_t(\tau), \forall t \geq 0,$$  \hspace{1cm} (4.7)

where the process $Y^0$ is $F$-predictable and $(\omega, t, u) \mapsto Y^1_t(\omega, u)$ is $\mathcal{P}(F) \otimes B(\mathbb{R}^+)$-measurable (we shall say that $Y^1$ is a $\mathcal{P}(F) \otimes B(\mathbb{R}^+)$-measurable process), and $Y^0$ is called the $F$-predictable reduction of $Y^G$. Note that the process $(\mathbb{I}_{\{\tau < t\}})_{t \geq 0}$ is predictable.

**Remark 4.5.** In our setting, $F$ being a Brownian filtration, the $F$-predictable reduction of $Y^G$ and the $F$-optional reduction are equal. Note that, in particular, the process $Y^0$ given by (4.6) is continuous. Obviously, for each $u \geq 0$, $Y^1_t(u) = Y_t(u)$, for all $t \geq u$. The main difference between (4.5) and (4.7) is the use of the sets $\{\tau \leq t\}$ instead of $\{\tau < t\}$, for all $t \geq 0$.

---

$^3$In the literature, the result for predictable processes is known from the seminal work of Jeulin, in a general setting of progressive enlargement by a random time. The result for optional processes is recent, and valid under restrictive conditions such as Jacod’s equivalence hypothesis. In our paper, we do need the optional version, because the $G$-martingales are not all predictable.
Under Jacod’s equivalence hypothesis, the process $M^G = (M^G_t)_{t \geq 0}$ defined by

$$M^G_t = \mathbb{1}_{\{\tau \leq t\}} - \int_0^t \mathbb{1}_{\{\tau \geq s\}} \frac{p_s(s) g(s)}{G_s} \, ds, \forall t \geq 0, \quad (4.8)$$

is a G-martingale (see Theorem 2.1 in [15] or Proposition 4.4 in [10]). We denote by $\lambda_t = \frac{p_t(t) g(t)}{G_t}, \forall t \geq 0$. \hfill (4.9)

Then, equation (4.8) can be rewritten as

$$M^G_t = H^G_t - \int_0^t (1 - H^G_s) \lambda_s \, ds = H^G_t - \int_0^{t \wedge \tau} \lambda_s \, ds, \forall t \geq 0,$$

so that $\lambda$ is the intensity rate of $\tau$. Note that we can apply the result of Chapter II, Theorem 13, page 31 in [5] to prove that it is possible to choose an $\mathbb{F}$-predictable version of the intensity rate and, since the function $g$ is deterministic and $G$ is a continuous $\mathbb{F}$-supermartingale, it is possible to consider in place of $(p_t(t))_{t \geq 0}$ its $\mathbb{F}$-predictable projection.

Proposition 4.1 in [10] states that

$$G_t = 1 + M_t - \int_0^t p_s(s) g(s) \, ds, \forall t \geq 0,$$

where the process $M = (M_t)_{t \geq 0}$ is an $\mathbb{F}$-martingale given by

$$M_t = - \int_0^t (p_t(s) - p_s(s)) g(s) \, ds, \forall t \geq 0,$$

and then

$$G_t + \int_0^t p_s(s) g(s) \, ds = 1 - \int_0^t (p_t(s) - p_s(s)) g(s) \, ds, \forall t \geq 0.$$

Moreover, we have

$$p_t(s) - p_s(s) = \int_s^t dp_u(s) = \int_s^t p_u(s) \varphi_u(s) \, dW_u, \forall t \geq s \geq 0,$$

where the last equality follows by equation (3.3). Replacing the latter equality in the previous one, we get

$$G_t + \int_0^t p_s(s) g(s) \, ds = 1 - \int_0^t \left( \int_s^t p_u(s) \varphi_u(s) \, dW_u \right) g(s) \, ds$$

$$= 1 - \int_0^t \left( \int_0^u p_u(s) \varphi_u(s) g(s) \, ds \right) dW_u, \forall t \geq 0,$$

so that

$$dG_t + p_t(t) g(t) \, dt = - \left( \int_0^t p_t(s) \varphi_t(s) g(s) \, ds \right) dW_t, \quad G_0 = 1. \quad (4.10)$$

Moreover, Proposition 4.7 and Remark 4.8 in [10] state that

$$\int_0^\infty p_t(s) \varphi_t(s) g(s) \, ds = 0, \forall t \geq 0,$$

and therefore, we have

$$\int_0^t p_t(s) \varphi_t(s) g(s) \, ds = - \int_t^\infty p_t(s) \varphi_t(s) g(s) \, ds, \forall t \geq 0.$$
Finally, the previous equality and equation (4.9) imply that the process $G$ admits the representation
\[ dG_t = -G_t \lambda_t \, dt + \left( \int_t^\infty p_t(s) \varphi_t(s) \, g(s) \, ds \right) \, dW_t, \quad G_0 = 1. \tag{4.11} \]

The decomposition of the $G$-special semimartingale $W$ follows from Proposition 4.3 in [6]
\[ W_t = W_t^G + \int_0^{t\wedge \tau} \frac{d(W_tG_t^F)}{G_s} + \int_t^{t\wedge \tau} \frac{d(W_t^p(u))_s^F}{p_s(u)} \big|_{u=\tau}, \quad \forall t \geq 0, \tag{4.12} \]
where the bracket of the two continuous semimartingales $W$ and $G$ is equal (see Chapter IV, page 128, Definition 1.20 in [24]) to the predictable bracket of $W$ and $G^c$, the continuous $F$-martingale part of $G$. By equation (4.11), we get
\[ G_t^c = \int_0^t \left( \int_{u=s}^{\infty} p_s(u) \varphi_s(u) g(u) \, du \right) \, dW_u, \quad \forall t \geq 0. \tag{4.13} \]

Then, it follows from P. Lévy characterisation theorem (see, e.g., Chapter IV, Theorem 3.6, page 150 in [24]) that the process $W_t^G = (W_t^G)_{t \geq 0}$ defined in (4.12) by
\[ W_t^G = W_t - \int_0^t \alpha_t^G \, ds, \quad \forall t \geq 0, \tag{4.14} \]
where $\alpha_t^G$ is the $G$-predictable process defined by
\[ \alpha_t^G = \mathbb{1}_{\{\tau \geq t\}} \frac{1}{G_t} \frac{d(W_tG_t^F)}{dt} + \mathbb{1}_{\{\tau < t\}} \frac{1}{p_t(\tau)} \frac{d(W_t^p(u))_t^F}{dt} \big|_{u=\tau}, \quad \forall t \geq 0, \tag{4.15} \]
is a $G$-standard Brownian motion. Note that the $G$-predictable process $\alpha_t^G$ admits the decomposition (4.7), that is,
\[ \alpha_t^G = \mathbb{1}_{\{\tau \geq t\}} \alpha_t^0 + \mathbb{1}_{\{\tau < t\}} \alpha_t^1(\tau), \quad \forall t \geq 0, \tag{4.16} \]
where, by virtue of the expression in (4.15) and equality (4.13), the $F$-predictable processes $\alpha_t^0$ and $\alpha_t^1(u)$, for each $u \geq 0$, are given by
\[ \alpha_t^0 = \frac{1}{G_t} \int_t^\infty \varphi_t(u) p_t(u) g(u) \, du, \quad \forall t \geq 0, \quad \text{and} \quad \alpha_t^1(u) = \varphi_t(u), \quad \forall t \geq u. \tag{4.17} \]

Note that, by virtue of equalities (4.2), (4.14) and (4.17), it follows that the $F^{(\tau)}$-semimartingale representation of the $G$-martingale $W_t^G$ turns out to be
\[ W_t^G = W_t(\tau) - \int_0^{t\wedge \tau} \left( \alpha_s^0 - \varphi_s(\tau) \right) \, ds, \quad \forall t \geq 0, \tag{4.18} \]
where $W(\tau)$ is given by equation (4.2).

From the definition of $\alpha_t^0$ in (4.17) and equality (4.11), we obtain
\[ G_t = 1 - \int_0^t G_s \lambda_s \, ds + \int_0^t G_s \alpha_s^0 \, dW_s, \quad \forall t \geq 0. \tag{4.19} \]

The multiplicative decomposition of the $F$-supermartingale being $G = ND$, where $N$ is a local martingale and $D$ a decreasing predictable process (see (2.2)), integration by parts leads to
\[ dG_t = D_t \, dN_t + N_t \, dD_t, \quad G_0 = 1. \]
Due to the uniqueness of the Doob-Meyer decomposition obtained in (4.19), one has
\[ D_t dN_t = G_t \alpha^0_t dW_t \quad \text{and} \quad N_t dD_t = -G_t \lambda_t dt, \]
which is equivalent to
\[ dD_t = -D_t \lambda_t dt \quad \text{and} \quad dN_t = N_t \alpha^0_t dW_t. \]
Solving the latter stochastic differential equations and applying the initial conditions \( G_0 = 1 \) and \( N_0 = 1 \), it follows that \( G = N D \) with
\[
D_t = \exp \left( -\int_0^t \lambda_s \, ds \right), \quad \forall t \geq 0, \tag{4.20}
\]
\[
N_t = \exp \left( \int_0^t \alpha^0_s \, dW_s - \frac{1}{2} \int_0^t (\alpha^0_s)^2 \, ds \right), \quad \forall t \geq 0. \tag{4.21}
\]
Finally, we recall that the pair \((W^G, M^G)\) enjoys the \(G\)-predictable representation property, that is, any \(G\)-martingale \(Y^G\) admits the integral representation
\[
Y^G_t = Y^G_0 + \int_0^t \beta^G_s \, dW^G_s + \int_0^t \gamma^G_s \, dM^G_s, \quad \forall t \geq 0, \tag{4.22}
\]
with some \(G\)-predictable processes \(\beta^G\) and \(\gamma^G\) (see Proposition 5.5 (ii) in [6] or Theorem 6.4 in [18]).

Remark 4.6. Note that, letting
\[
\gamma^G_t = \mathbb{1}_{\{\tau \geq t\}} \gamma^0_t + \mathbb{1}_{\{\tau < t\}} \gamma^1_t, \quad \forall t \geq 0, \tag{4.23}
\]
holds for any choice of the \(\mathcal{P}(\mathbb{F}) \otimes \mathcal{B}(\mathbb{R}^+)\)-measurable process \(\gamma^1\), since \(M^G\) is flat after \(\tau\) (i.e., \(M^G_t = M^G_{t \wedge \tau}\), for all \(t \geq 0\)) and equality (4.22) can be simplified to
\[
Y^G_t = Y^G_0 + \int_0^t \beta^G_s \, dW^G_s + \int_0^t \gamma^0_s \, dM^G_s, \quad \forall t \geq 0. \tag{4.24}
\]

5 Optional projections of martingales

Let \(Y(\tau)\) be an \(\mathbb{F}^{(\tau)}\)-martingale. Then, due to the \(\mathbb{F}^{(\tau)}\)-predictable representation property for \(W(\tau)\), the martingale \(Y(\tau)\) admits the integral representation given by (4.3). We study the \(G\)-optional projection \(Y^G\) of the process \(Y(\tau)\). By Remark 2.2, it follows that \(Y^G\) is a \(G\)-martingale. Any \(G\)-martingale \(Y^G\) admits the integral representation given by (4.22), with some \(G\)-predictable processes \(\beta^G\) and \(\gamma^G\) that can be represented as
\[
\beta^G_t = \mathbb{1}_{\{\tau \geq t\}} \beta^0_t + \mathbb{1}_{\{\tau < t\}} \beta^1_t, \quad \forall t \geq 0, \tag{5.1}
\]
\[
\gamma^G_t = \mathbb{1}_{\{\tau \geq t\}} \gamma^0_t, \quad \forall t \geq 0, \tag{5.2}
\]
where, as in (4.7), \(\beta^0\), \(\gamma^0\) are \(\mathbb{F}\)-predictable processes and \(\beta^1\) is a \(\mathcal{P}(\mathbb{F}) \otimes \mathcal{B}(\mathbb{R}^+)\)-measurable process. We also consider \(Y\), the \(G\)-optional projection of a \(G\)-martingale \(Y^G\). By Remark 2.2, \(Y\) is an \(\mathbb{F}\)-martingale.
Furthermore, due to the F-predictable representation property of \( W \), any F-martingale (in particular the F-optimal projection of \( Y(\tau) \) and the F-optimal projection of \( Y^G \)) admits the integral representation

\[
Y_t = Y_0 + \int_0^t \sigma_s \, dW_s, \, \forall t \geq 0,
\]

where \( \sigma \) is a suitable F-predictable process. In the next subsections, we will show how to compute the processes \( \beta^G \), \( \gamma^0 \) in terms of the processes \( Y(\tau) \) and \( y(\tau) \) and give the expression of \( \sigma \) in terms of \( Y^G \) and \( \beta^G \).

### 5.1 The projections of \( \mathbb{F}^{(\tau)} \)-martingales on \( G \)

**Proposition 5.1.** Let the process \( Y(\tau) \) be an \( \mathbb{F}^{(\tau)} \)-martingale with the representation (4.3). Then, its G-optimal projection \( Y^G = (Y^G_t)_{t \geq 0} \) enjoys representation (4.24) with \( Y^G_0 = \mathbb{E}[Y_0(\tau)] \) and \( \beta^G \) as in (5.1), where processes \( \beta^0, \beta^1(u), u \geq 0, \) and \( \gamma^0 \) from (5.1) and (5.2), respectively, are given by

\[
\begin{align*}
\beta^0 &= \frac{1}{G_t} \int_t^\infty (y_t(u) + (\varphi_t(u) - \alpha^0_t) Y_t(u)) p_t(u) g(u) \, du, \forall t \geq 0, \\
\beta^1(u) &= y_t(u), \forall t \geq 0, \\
\gamma^0 &= \beta^1 Y_t(t) - Y^G_0, \forall t \geq 0,
\end{align*}
\]

where \( \alpha^0 \) is given by (4.17), \( Y^0 \) is the F-predictable reduction of \( Y^G \) given by (4.6), and \( (\beta^1 Y_t(t))_{t \geq 0} \) is the F-predictable projection of \( (Y_t(t))_{t \geq 0} \).

**Proof.** In the first part of the proof (the first and the second step), we assume that the martingale \( Y(\tau) \) is square integrable\(^4\), so that the martingale \( Y^G \) is square integrable too, hence

\[
\mathbb{E} \left[ \int_0^\infty \left( (\beta^G_s)^2 + (\gamma^0_s)^2 \left( 1 - H^G_s \right) \right) ds \right] < \infty.
\]

In the first step, we determine \( \beta^G \) and, in the second step, we determine \( \gamma^0 \). We generalize the result to any \( \mathbb{F}^{(\tau)} \)-martingale by localisation in the second part of the proof (third step).

**First step:** Let us determine the process \( \beta^G \) which, due to the square integrability condition on \( Y(\tau) \), satisfies

\[
\mathbb{E} \left[ \int_0^\infty (\beta^G_s)^2 \, ds \right] < \infty.
\]

For this purpose, we consider a bounded G-predictable process \( n^G \) and define \( V^G = (V^G_t)_{t \geq 0} \) by

\[
V^G_t = \int_0^t n^G_s \, dW^G_s, \forall t \geq 0.
\]

Since \( W^G \) is a G-standard Brownian motion and the process \( n^G \) is bounded, the continuous process \( V^G \) is a G-martingale. On the one hand, the G-standard Brownian motion \( W^G \) is orthogonal to the pure-jump G-martingale \( M^G \), leading to the fact that

\[
\mathbb{E}[Y_{\tau}(\tau) V^G_{\tau}] = \mathbb{E}[V^G_{\tau}],
\]

\[
\mathbb{E}[Y_{\tau}(\tau) V^G_{\tau}] = \mathbb{E}[V^G_{\tau} \int_0^\tau \beta^G_{s} \, dW^G_s] = \mathbb{E} \left[ \int_0^\tau \beta^G_s n^G_s \, ds \right], \forall t \geq 0.
\]

\(^4\)A martingale \( X \) is square integrable when the condition \( \sup_{t \geq 0} \mathbb{E}[X^2_t] < \infty \) holds (see Chapter I, Definition 1.41, page 10 in [16]).
On the other hand, by means of integration by parts for semimartingales, we get

\[ Y_t(\tau) V_t^G = \int_0^t Y_s(\tau) dV_s^G + \int_0^t V_s^G dY_s(\tau) + [Y(\tau), V^G], \quad \forall t \geq 0, \]  

(5.8)

where the first integral on the right-hand side of equation (5.8) is understood as the integral of the \( \mathbb{F}^{(\tau)} \)-predictable process \( Y(\tau) \) with respect to the process \( V^G \), considered as an \( \mathbb{F}^{(\tau)} \)-semimartingale (see (5.10) below), and \( [Y(\tau), V^G] \) is the covariation process of the \( \mathbb{F}^{(\tau)} \)-semimartingales \( Y(\tau) \) and \( V^G \), and hence,

\[ \mathbb{E}[Y_t(\tau) V_t^G] = \mathbb{E}\left[ \int_0^t Y_s(\tau) dV_s^G \right] + \mathbb{E}\left[ \int_0^t V_s^G dY_s(\tau) \right] + \mathbb{E}\left[ [Y(\tau), V^G] \right], \quad \forall t \geq 0. \]  

(5.9)

Now, we develop the expressions in the right-hand side of equality (5.9), which consists of three terms.

- As far as the first term is concerned, we note that, by virtue of equality (4.18), the \( \mathbb{F}^{(\tau)} \)-semimartingale decomposition of the \( \mathbb{G} \)-martingale \( V^G \) is

\[ V_t^G = \int_0^t n_s^G dW_s(\tau) + \int_0^t \mathbb{1}_{\{\tau \geq s\}} \left( \varphi_s(\tau) - \alpha_s^G \right) n_s^G ds, \quad \forall t \geq 0. \]  

(5.10)

The process \( Y(\tau) = (Y_t(\tau))_{t \geq 0} \) defined by

\[ \overline{Y}_t(\tau) = \int_0^t Y_s(\tau) n_s^G dW_s(\tau), \quad \forall t \geq 0, \]

is an \( \mathbb{F}^{(\tau)} \)-martingale, due to the fact that \( n^G \) is bounded and that, \( Y(\tau) \) being square integrable, we have

\[ \mathbb{E}\left[ \int_0^t Y_s^2(\tau) ds \right] \leq t \sup_{0 \leq s \leq t} \mathbb{E}[Y_s^2(\tau)] < \infty, \quad \forall t \geq 0. \]

Then, from (5.10), we have

\[ \mathbb{E}\left[ \int_0^t Y_s(\tau) dV_s^G \right] = \mathbb{E}\left[ \int_0^t \mathbb{1}_{\{\tau \geq s\}} Y_s(\tau) \left( \varphi_s(\tau) - \alpha_s^G \right) n_s^G ds \right], \quad \forall t \geq 0. \]

- In order to handle the second term it is enough to prove that the \( \mathbb{F}^{(\tau)} \)-local martingale \( M(\tau) = (M_t(\tau))_{t \geq 0} \) defined by

\[ M_t(\tau) = \int_0^t V_s^G dY_s(\tau), \quad \forall t \geq 0, \]

is a true martingale. This will be the case when, for any \( T > 0 \) fixed, the property

\[ \mathbb{E}\left[ \sup_{0 \leq t \leq T} \left| M_t(\tau) \right| \right] < \infty \]

holds (see Chapter I, Theorem 51, page 38 in [23]). By Burkholder-Davis-Gundy’s inequality\(^5\), this condition is satisfied if

\[ \mathbb{E}\left[ \left( \left( M(\tau) \right)^{\mathbb{F}^{(\tau)} T} \right)^{1/2} \right] < \infty. \]

\(^5\)Burkholder-Davis-Gundy’s inequality states that, if \( M \) is a local martingale, for any \( p \geq 1 \), then the expression

\[ \mathbb{E}\left[ \sup_{0 \leq t \leq T} \left| M_t \right|^p \right] \leq C_p \mathbb{E}[\left( M_T \right)^{p/2}] \]

holds, for some \( C_p > 0 \) depending on \( p \) only (see, e.g., Chapter IV, Section 4, Theorem 48, page 195 in [23]).
Projections of martingales in enlargements of Brownian filtrations

Note that we have

\[
E \left[ \left( (M(\tau))^T \right)^{1/2} \right] = E \left[ \left( \int_0^T (V^G_s)^2 \, ds \right)^{1/2} \right] \\
\leq E \left[ \sup_{0 \leq s \leq T} |V^G_s| \left( \int_0^T y^2_s(\tau) \, ds \right)^{1/2} \right] \leq E \left[ \sup_{0 \leq s \leq T} |V^G_s|^2 \right] + E \left[ \int_0^T y^2_s(\tau) \, ds \right],
\]

where we have used the fact that $|ab| \leq (a^2 + b^2)$, for any $a, b \in \mathbb{R}$. It follows, using again Burkholder-Davis-Gundy's inequality, that

\[
E \left[ \sup_{0 \leq s \leq T} |V^G_s|^2 \right] \leq C_2 E \left[ \int_0^T (n^G_s)^2 \, ds \right] < \infty,
\]

for some constant $C_2 > 0$. Moreover, by the assumption of square integrability of the $F^{(\tau)}$-martingale $Y(\tau)$, we have

\[
E \left[ \int_0^T y^2_s(\tau) \, ds \right] < \infty.
\]

Hence, the second integral on the right-hand side of equation (5.8) is a centered $F^{(\tau)}$-martingale, so that the second term at the right-hand side of equality (5.9) is identically zero.

Finally, as far as the third term is concerned, due to the continuity of the process $Y(\tau)$, and, since the continuous $F^{(\tau)}$-martingale part of the $F^{(\tau)}$-semimartingale $V^G$ is $V^G = (V^G_t)_{t \geq 0}$ defined by

\[
V^G_t = \int_0^t n^G_s \, dW_s(\tau), \quad \forall t \geq 0,
\]

we obtain

\[
[Y(\tau), V^G]_t = \langle Y(\tau), V^G, F^{(\tau)} \rangle_t = \int_0^t y_s(\tau) n^G_s \, ds, \quad \forall t \geq 0.
\]

Summarising, we get

\[
E \left[ Y_t(\tau) V^G_t \right] = E \left[ \int_0^t \left( y_s(\tau) + \mathbb{I}_{\{\tau \geq s\}} (\varphi_s(\tau) - \alpha^0_s) Y_s(\tau) \right) n^G_s \, ds \right], \quad \forall t \geq 0. \tag{5.11}
\]

By applying Fubini's theorem twice to interchange the order of expectation and integration, we obtain, from equalities (5.7) and (5.11), the equality

\[
E \left[ \int_0^t \beta^G_s n^G_s \, ds \right] = E \left[ Y_t(\tau) V^G_t \right]
\]

\[
= E \left[ \int_0^t E \left[ y_s(\tau) + \mathbb{I}_{\{\tau \geq s\}} (\varphi_s(\tau) - \alpha^0_s) Y_s(\tau) \mid G_s \right] n^G_s \, ds \right], \quad \forall t \geq 0,
\]

for any $G$-predictable bounded process $n^G$, and, since $\tau$ is a $G$-stopping time, we have

\[
\beta^G_t = E \left[ y_t(\tau) + \mathbb{I}_{\{\tau \geq t\}} (\varphi_t(\tau) - \alpha^0_t) Y_t(\tau) \mid G_t \right]
\]

\[
= \mathbb{I}_{\{\tau \geq t\}} E \left[ y_t(\tau) + \mathbb{I}_{\{\tau \geq t\}} (\varphi_t(\tau) - \alpha^0_t) Y_t(\tau) \mid G_t \right] + \mathbb{I}_{\{\tau > t\}} y_t(\tau), \quad \forall t \geq 0. \tag{5.12}
\]

\[\text{For any two semimartingales } X = (X_t)_{t \geq 0} \text{ and } Y = (Y_t)_{t \geq 0}, \text{ one has}
\]

\[
[X, Y]_t = \langle X^e, Y^e \rangle_t + \sum_{0 \leq s \leq t} \Delta X_s \Delta Y_s, \quad \forall t \geq 0,
\]

where $\Delta X_t = X_t - X_{t-}$ and $\Delta Y_t = Y_t - Y_{t-}$ (see Chapter VIII, Definition 8.2, page 209 in [14]).
Projections of martingales in enlargements of Brownian filtrations

Then, by equality (4.1), applied to
\[
E\left[y_t(\tau) + (\varphi_t(\tau) - \alpha_t^0) Y_t(\tau) \right| \mathcal{G}_t], \quad \forall t \geq 0,
\]
the \( F \)-predictable reduction of \( \beta^G \) is given by
\[
\beta^G_t = \frac{1}{G_t} \int_0^\infty \left( y_s(u) + (\varphi_s(u) - \alpha_s^0) Y_s(u) \right) \sigma_s(u) du, \quad \forall t \geq 0,
\]
and (5.12) leads to \( \beta^G_t(u) = y_t(u) \), for all \( t \geq u \) and each \( u \geq 0 \).

**Second step:** We now determine the process \( \gamma^0 \). On the one hand, for any bounded \( G \)-predictable process \( n^G \), using the facts that \( M^G \) is a \( G \)-martingale strongly orthogonal to \( W^G \) such that the equality
\[
(M^G)_t^G = \int_0^t \mathbb{1}_{\{\tau > s\}} \lambda_s ds
\]
holds, and that \( M^G \) is flat after \( \tau \), we have
\[
E\left[Y_t(\tau) \int_0^t n_s^0 dM_s^G \right] = E\left[Y_t(\tau) \int_0^t n_s^0 dM_s^G \right] = E\left[\int_0^t \gamma_s^0 dM_s^G \int_0^t n_s^0 dM_s^G \right] = E\left[\int_0^t \mathbb{1}_{\{\tau > s\}} \gamma_s^0 \lambda_s n_s^0 ds \right] \quad \text{TP}
\]
where \( \lambda \) is, by abuse of notation, the \( F \)-predictable version of the process defined in (4.9), and \( n^0 \) is the \( F \)-predictable reduction of \( n^G \). We also note that \( M^G \) is an \( F^{(\tau)} \)-predictable bounded variation process. Applying the integration by parts formula and using the fact that the covariation process of the \( F^{(\tau)} \)-martingale \( Y(\tau) \) and the \( F^{(\tau)} \)-predictable bounded variation semimartingale \( U^G = (U^G_t)_{t \geq 0} \) defined by
\[
U^G_t = \int_0^t n_s^0 dM_s^G, \quad \forall t \geq 0,
\]
is null, we obtain
\[
E\left[Y_t(\tau) U^G_t \right] = E\left[\int_0^t Y_s(\tau) n_s^0 dM_s^G + \int_0^t U^G_s dY_s(\tau) \right], \quad \forall t \geq 0.
\]
Applying arguments similar to the ones used in the first part of the proof, we obtain that the \( F^{(\tau)} \)-local martingale \( U^G = (U^G_t)_{t \geq 0} \) given by
\[
U^G_t = \int_0^t U^G_s dY_s(\tau), \quad \forall t \geq 0,
\]
is an \( F^{(\tau)} \)-martingale.

Moreover, we have
\[
E\left[\int_0^t Y_s(\tau) n_s^0 dM_s^G \right] = E\left[\int_0^t Y_s(\tau) n_s^0 dH_s^G - \int_0^t \mathbb{1}_{\{\tau > s\}} \lambda_s Y_s(\tau) n_s^0 ds \right]
\]
and
\[
E\left[\mathbb{1}_{\{\tau \leq t\}} \int_0^t Y_s(\tau) n_s^0 ds \right] = \int_0^t E\left[Y_s(\tau) \right| \mathcal{G}_s] n_s^0 \lambda_s \mathbb{1}_{\{\tau > s\}} ds \right]
\]
for all \( t \geq 0 \).
where $Y^0$ is the $\mathcal{F}$-predictable reduction of $Y^G$. Applying equality (4.1) and recalling that, for each $u \geq 0$, the process $Y(u)p(u)$ is an $\mathcal{F}$-martingale (see Proposition 3.1 in [6]), we get
\[
E[Y_t(\tau) n^0_\tau \mathbb{1}_{\{\tau \leq t\}}] = E\left[\int_0^t Y_t(u) p_t(u) n^0_u g(u) \, du\right] = E\left[\int_0^t Y_u(u) p_u(u) n^0_u g(u) \, du\right], \forall t \geq 0.
\]

We may therefore conclude that, for all $t \geq 0$, for any $\mathcal{F}$-predictable bounded process $n^0$, we have
\[
E\left[\int_0^t (\gamma^0_s - Y^0_s + Y^0_s) \lambda_s G_s \, n^0_s \, ds\right] = 0, \forall t \geq 0,
\]
and, using the fact that $\lambda_t G_t = p_t(t) g(t)$, for all $t \geq 0$, we get that, for any $\mathcal{F}$-predictable bounded process $n^0$, that is, equality (5.6) holds, using tower property, the fact that $G$ is predictable and that one can choose a predictable version of $\lambda$.

**Third step:** The result obtained for square integrable martingales $Y(\tau)$ can be extended by means of localization to the case of martingales using standard methods. More precisely, if $Y(\tau)$ is an $\mathcal{F}^{(\tau)}$-martingale, one can introduce a localizing sequence $(T_k)_{k \geq 1}$ of $\mathcal{F}^{(\tau)}$-stopping times so that the stopped processes $Y^{T_k}(\tau) = (Y_{u \wedge T_k}(\tau))_{t \geq 0}$, $k \geq 1$, are square integrable martingales. Then, the arguments of the first and the second step of the proof lead to
\[
E\left[\int_0^{T_k} \beta^G_s n^G_s \, ds\right] = E\left[\int_0^\infty E[\mathbb{1}_{\{s \leq T_k\}} (y_s(\tau) + \mathbb{1}_{\{\tau \geq s\}} (\varphi_s(\tau) - \alpha^0_s)) Y_s(\tau)] \mid G_s] n^G_s \, ds\right], \forall t \geq 0.
\]
Hence, taking into account the fact that $T_k$ may fail to be a $\mathcal{G}$-stopping time, we obtain
\[
\beta^G_t \mathbb{P}(t \leq T_k \mid G_t) = E[\mathbb{1}_{\{t \leq T_k\}} (y_t(\tau) + \mathbb{1}_{\{\tau \geq t\}} (\varphi_t(\tau) - \alpha^0_t)) Y_t(\tau)] \mid G_t], \forall t \geq 0,
\]
and, letting $k$ going to infinity, since $\mathbb{1}_{\{t \leq T_k\}}$ increases to one, for each $t \geq 0$, we get the result. Similar arguments are applied to obtain $\gamma^0$.

**Remark 5.2.** One cannot extend the result for $\mathcal{F}^{(\tau)}$-local martingales, since if $Y(\tau)$ is an $\mathcal{F}^{(\tau)}$-local martingale, its $\mathcal{G}$-optional projection may fail to be a $\mathcal{G}$-local martingale.

### 5.2 The projections of $\mathcal{F}^{(\tau)}$-martingales on $\mathcal{F}$

**Proposition 5.3.** Let $Y(\tau)$ be an $\mathcal{F}^{(\tau)}$-martingale with the representation given by equality (4.3). Then, its $\mathcal{F}$-optional projection $\hat{Y}$ admits the representation (5.3) with the $\mathcal{F}$-predictable process $\sigma$ given by
\[
\sigma_t = \int_0^\infty (y_t(u) + \varphi_t(u) Y_t(u)) p_t(u) g(u) \, du, \forall t \geq 0.
\]
Proof. It follows from the predictable representation property in the filtration \( F \) that there exists an \( F \)-predictable process \( \sigma \) such that equality (5.3) holds, for all \( t \geq 0 \). We assume that \( Y(\tau) \) is a square integrable martingale. On the one hand, for any bounded \( F \)-predictable process \( n = (n_t)_{t \geq 0} \), we have

\[
E \left[ Y_t(\tau) \int_0^t n_s \, dW_s \right]_{\mathcal{F}_t} = E \left[ Y_t \int_0^t n_s \, dW_s \right] = E \left[ \int_0^t \sigma_s \, n_s \, ds \right], \quad \forall t \geq 0.
\]  
(5.14)

On the other hand, using the representation in (4.2) and applying the integration by parts formula to the left-hand side of (5.14), we get

\[
E \left[ Y_t(\tau) \int_0^t n_s \, dW_s \right] = E \left[ Y_t(\tau) \left( \int_0^t n_s \, dW_s(\tau) + \int_0^t \varphi_s(\tau) \, n_s \, ds \right) \right]
= E \left[ \int_0^t (y_s(\tau) + \varphi_s(\tau) \, Y_s(\tau)) \, n_s \, ds \right]_{\mathcal{F}_t} = E \left[ \int_0^t E \left[ y_s(\tau) + \varphi_s(\tau) \, Y_s(\tau) \mid \mathcal{F}_s \right] n_s \, ds \right], \quad \forall t \geq 0.
\]

Hence, by equation (4.1), we have

\[
\sigma_t = E \left[ y_t(\tau) + \varphi_t(\tau) \, Y_t(\tau) \mid \mathcal{F}_t \right] = \int_0^\infty (y_t(u) + \varphi_t(u) \, Y_t(u)) \, p_t(u) \, g(u) \, du, \quad \forall t \geq 0,
\]

that completes the proof in the case of square integrable \( F^{(\tau)} \)-martingales. For each \( u \geq 0 \), the processes \( y(u) \) and \( \varphi(u) \) being \( F \)-predictable, and \( Y(u), p(u) \) being \( F \)-adapted and continuous, the process \( \sigma \) is \( F \)-predictable.

The extension of this result to any \( F^{(\tau)} \)-martingale is done as in Proposition 5.1. \( \Box \)

5.3 The projections of \( G \)-martingales on \( F \)

Proposition 5.4. Let \( Y^G = (Y^G_t)_{t \geq 0} \) be a \( G \)-martingale with the representation given by equality (4.22). Then, its \( F \)-optional projection \( Y \) admits the representation

\[
Y_t = Y_0 + \int_0^t \eta_s \, dW_s, \quad \forall t \geq 0,
\]

where the \( F \)-predictable process \( \eta \) is given by

\[
\eta_t = E \left[ \beta^G_t + \alpha^G_t \, Y^G_t \mid \mathcal{F}_t \right], \quad \forall t \geq 0.
\]
(5.15)

In the particular case, where \( Y^G \) is the \( G \)-optional projection of an \( F^{(\tau)} \)-martingale \( Y(\tau) \) with the representation (4.3), one has

\[
\eta_t = (\beta^0_t + \alpha^0_t 1_{Y^1_t}) \, G_t + \int_0^t (\beta^1_s(u) + \alpha^1_s(u) \, Y^1_s(u)) \, p_t(u) \, g(u) \, du, \quad \forall t \geq 0,
\]
(5.16)

with the supermartingale \( G \) given by equality (3.4), the processes \( \alpha^0, \alpha^1(u), u \geq 0 \), given by (4.17), the processes \( \beta^0, \beta^1(u), u \geq 0 \), given by equality (5.1), and the processes \( Y^0, Y^1(u), u \geq 0 \), defined by equality (4.6).

Proof. Let \( Y^G \) be a \( G \)-square integrable martingale, and \( n \) be a bounded \( F \)-predictable process. On the one hand, we get

\[
E \left[ Y^G_t \int_0^t n_s \, dW_s \right]_{\mathcal{F}_t} = E \left[ \int_0^t \eta_s \, n_s \, ds \right], \quad \forall t \geq 0.
\]

On the other hand, by applying the integration by parts formula, we obtain

\[
E \left[ Y^G_t \int_0^t n_s \, dW_s \right] = E \left[ \int_0^t \left( \int_0^s n_u \, dW_u \right) dY^G_s + \int_0^t Y^G_s \, n_s \, dW_s + \int_0^t \beta^G_s \, n_s \, ds \right]
= E \left[ \int_0^t \left( \beta^G_s + \alpha^G_s \, Y^G_s \right) n_s \, ds \right]_{\mathcal{F}_t} = E \left[ \int_0^t E \left[ \beta^G_s + \alpha^G_s \, Y^G_s \mid \mathcal{F}_s \right] n_s \, ds \right], \quad \forall t \geq 0,
\]
where, in order to handle the stochastic integral with respect to $W$, we use its $G$-semimartingale decomposition given by equality (4.14). We do stress that the true martingale property of the local martingale terms is proved by using similar arguments as in the proof of Proposition 3.2. Hence, we deduce that, for any bounded $F$-predictable process $n$, we have

$$
E\left[ \int_0^t n_s \, ds \right] = E\left[ \int_0^t E[\beta_s^G + \alpha_s^G Y_s^G \mid \mathcal{F}_s] \, n_s \, ds \right], \quad \forall t \geq 0,
$$

and thus,

$$
\eta_t = E[\beta_t^G + \alpha_t^G Y_t^G \mid \mathcal{F}_t], \quad \forall t \geq 0.
$$

The predictability of $\eta$ is due to the fact that $\eta$ is $F$-optional, hence $F$-predictable. In the particular case where $Y^G$ is the $G$-optional projection of an $F^{(\tau)}$-martingale $Y(\tau)$ of the form (4.3),

$$
\eta_t = (\beta_t^G + \alpha_t^G Y_t^G) E[\mathbb{1}_{\left\{ \tau \leq t \right\}} \mid \mathcal{F}_t] + E[\mathbb{1}_{\left\{ \tau > t \right\}} (\beta^G_{\tau}(\tau) + \alpha^G_{\tau}(\tau)) Y^G_\tau(\tau) \mid \mathcal{F}_t], \quad \forall t \geq 0,
$$

that completes the proof. Note that, recalling equality (4.1), in order to deal correctly with the sets $\left\{ \tau < t \right\}$ and $\left\{ \tau \leq t \right\}$, for each $t \geq 0$, we have used Remark 4.5.

The extension of this result to any $G$-martingale is done as in Proposition 5.1. $\square$

**Remark 5.5.** Let $Y(\tau)$ be an $F^{(\tau)}$-martingale. Note that, since the following equality holds

$$
E[Y_t(\tau) \mid \mathcal{F}_t] \overset{T\mathcal{P}}{=} E[Y_t(\tau) \mid \mathcal{G}_t] \mid \mathcal{F}_t], \quad \forall t \geq 0,
$$

holds, we have $\sigma = \eta$. This is not straightforward to conclude that this equality holds true from the explicit forms given in (5.13) and (5.16). As a check, from (5.12) and the fact that (4.17) shows that $\alpha^t(u) = \varphi(u)$, for each $u \geq 0$, we see that

$$
\eta_t = E[\beta_t^G + \alpha_t^G Y_t^G \mid \mathcal{F}_t] = E[y_t(\tau) + \mathbb{1}_{\left\{ \tau \geq t \right\}} (\varphi_t(\tau) - \alpha_t^0) Y_t(\tau) + \mathbb{1}_{\left\{ \tau \geq t \right\}} \alpha_t^0 Y_t^0 + \mathbb{1}_{\left\{ \tau < t \right\}} \alpha_t^1(\tau) Y^0_t(\tau) \mid \mathcal{F}_t] = E[y_t(\tau) + \varphi_t(\tau) Y_t(\tau) \mid \mathcal{F}_t] = \sigma_t, \quad \forall t \geq 0,
$$

where the last equality comes from the fact that $\mathbb{1}_{\left\{ \tau < t \right\}} Y^0_t(\tau) = \mathbb{1}_{\left\{ \tau < t \right\}} Y_t(\tau)$, for each $t \geq 0$ (see equality (4.6)).

### 6 Changes of probability measures and applications

In this section, as an example of application of the results from the previous section, we consider the relationships between strictly positive $F^{(\tau)}$-martingales (or $G$-martingales) and their optional projections. Note that, for strictly positive martingales, a direct proof of Proposition 6.1 (based on equivalent changes of probability measures) was given in [27]. We apply the results in a financial market framework to study the set of equivalent martingale measures in different filtrations.

#### 6.1 Exponential martingales and their projections

##### 6.1.1 The projections of strictly positive $F^{(\tau)}$-martingales on $G$

Let $L(\tau)$ be a strictly positive $F^{(\tau)}$-martingale. Then, in particular, we have $L_0(\tau) > 0$ ($\mathbb{P}$-a.s.), so that we can write $L_t(\tau) = L_0(\tau) X_t(\tau)$, where $X(\tau)$ is a strictly positive $F^{(\tau)}$-martingale, satisfying the hypotheses of Proposition 2.4 with $M = \bar{W}(\tau)$. Hence, there
exists an \( F^\tau \)-predictable process \( \zeta(\tau) \) such that \( X(\tau) = \mathcal{E}(\zeta(\tau) \cdot W(\tau)) \) and the following representation holds

\[
L_t(\tau) = L_0(\tau) \mathcal{E}(\zeta(\tau) \cdot W(\tau)) = L_0(\tau) \exp \left( \int_0^t \zeta_s(\tau) dW_s(\tau) - \frac{1}{2} \int_0^t \zeta_s^2(\tau) ds \right), \forall t \geq 0. \tag{6.1}
\]

Note that, if \( E[L_0(\tau)] = 1 \), then we can associate to the strictly positive \( F^\tau \)-martingale \( L(\tau) \) the probability measure \( \tilde{P} \) locally equivalent to \( P \) on the filtration \( F^\tau \) defined by

\[
\frac{d\tilde{P}}{dP} \big|_{F^\tau_t} = L_t(\tau), \forall t \geq 0. \tag{6.2}
\]

**Remark 6.1.** The particular choice of \( L_0(\tau) = 1 \) (P-a.s.) is equivalent to the property \( \tilde{P}(\tau > u) = P(\tau > u) \), for each \( u \geq 0 \). Indeed, since \( \tau \) is \( F_0^\tau \)-measurable, we have \( \tilde{P}(\tau > u) = E[L_0(\tau) \mathbb{1}_{\{\tau > u\}}] \), for each \( u \geq 0 \). Hence, if \( L_0(\tau) = 1 \) (P-a.s.) holds, then we have \( \tilde{P}(\tau > u) = P(\tau > u) \), for each \( u \geq 0 \). Conversely, the equality \( \tilde{P}(\tau > u) = P(\tau > u) \), for each \( u \geq 0 \), implies that \( E[L_0(\tau) \mathbb{1}_{\{\tau > u\}}] = E[\mathbb{1}_{\{\tau > u\}}] \), for all \( u \geq 0 \). Thus, using the fact that the events \( \{\tau > u\}, u \geq 0 \), generate \( F_0^\tau \), we conclude that \( L_0(\tau) = 1 \) (P-a.s.).

We now consider the G-optimal projection \( L^G = (L^G_t)_{t \geq 0} \) of the strictly positive martingale \( L(\tau) \). The same arguments which were used to get equation (6.1) are applied here to prove that \( L^G = E[L_0(\tau)] \mathcal{E}(\theta^G \cdot X^G) \), where, by the G-predictable representation property of the pair \((W^G, M^G)\), the G-martingale \( \theta^G \cdot X^G \) can be represented as

\[
(\theta^G \cdot X^G)_t = \int_0^t \mu^G_s dW^G_s + \int_0^t \psi^0_s dM^G_s, \forall t \geq 0,
\]

with a G-predictable process \( \mu^G \) and an \( F \)-predictable process \( \psi^0 \) to be determined (this will be done explicitly in Proposition 6.2). Since \( W^G \) and \( M^G \) are strongly orthogonal G-martingales, Theorem 38, page 86 in [23] is applied to get

\[
L_t^G = E[L_0(\tau)] \mathcal{E}(\mu^G \cdot W^G)_t \mathcal{E}(\psi^0 \cdot M^G)_t, \forall t \geq 0. \tag{6.3}
\]

Moreover, from the definition of the stochastic exponential in (2.3), and the fact that the continuous martingale part of \( M^G \) is null, we have

\[
\mathcal{E}(\psi^0 \cdot M^G)_t = (1 + \psi^0_t) H^G_t \exp \left( - \int_0^{t \wedge \tau} \psi^0_s \lambda_s ds \right), \forall t \geq 0,
\]

where we recall that \( H^G_t = \mathbb{1}_{\{\tau \leq t\}} \), for all \( t \geq 0 \). The strict positivity of the processes \( L^G \) and \( \mathcal{E}(\mu^G \cdot W^G) \) implies the strict positivity of the process \( \mathcal{E}(\psi^0 \cdot M^G) \), and thus, the property \( \psi^0_t > -1 \).

**Proposition 6.2.** Let \( L(\tau) = (L_t(\tau))_{t \geq 0} \) be a strictly positive martingale of the form (6.1). Then, its G-optimal projection \( L^G \) satisfies (6.3) with the G-predictable processes \( \mu^G \) and the F-predictable process \( \psi^0 \) given by

\[
\mu^G_t = \mathbb{1}_{\{\tau \geq t\}} \frac{1}{L^G_t} \int_t^\infty L_u(\zeta(t) + \varphi_1(u) - \alpha^0_1) p(u) g(u) du
\]

\[
+ \mathbb{1}_{\{\tau < t\}} \zeta(t), \forall t \geq 0,
\]

\[
\psi^0_t = \frac{p(L_t(\tau))}{L^G_t} - 1, \forall t \geq 0,
\]

where \( L^0 = (L^0_t)_{t \geq 0} \) is the \( F \)-predictable reduction of \( L^G \) defined in (4.6).
Proof. Consider the $\mathcal{F}^{(\tau)}$-martingale $L(\tau)$ given by equality (6.1). Then it is the unique solution of the stochastic differential equation
\[
dL_t(\tau) = L_t(\tau) \zeta_t dW_t(\tau), \quad L_0(\tau) = \ell(\tau),
\]
where $\ell$ is a given strictly positive Borel function. Moreover, the $G$-optional projection $L^G$ of $L(\tau)$ satisfies the stochastic differential equation
\[
dL^G_t = L^G_t (\mu^G_t dW^G_t + \psi^G_t dM^G_t), \quad L^G_0 = \mathbb{E}[L_0(\tau)].
\]
Then, Proposition 5.1 applies with $Y(\tau) = L(\tau)$ and $g(u) = L(u)\zeta(u)$, for all $u \geq 0$, and therefore, equalities $\mu^G_t L^G_t = \beta^G_t$ and $\psi^G_0 L^G_0 = \gamma^G_t$ hold, for all $t \geq 0$. \hfill $\square$

Example 6.3. Assume that the $\mathcal{F}^{(\tau)}$-martingale $L(\tau)$ is given by
\[
L_t(\tau) = \ell(\tau) \mathcal{E}(-\varphi(\tau) \cdot W(\tau))_t, \quad \forall t \geq 0
\]
where $\ell$ is a given strictly positive Borel function and the process $\rho(u)$ is given by (3.2), for each $u \geq 0$. Note that the second equality is an easy consequence of (3.3). Indeed, Itô’s formula and equation (4.2) lead to
\[
d\left(\frac{1}{\rho_t(\tau)}\right) = \frac{1}{\rho_t(\tau)}(\varphi_t(\tau) dt + dW_t) = \frac{1}{\rho_t(\tau)} dW_t, \quad \frac{1}{\rho_0(\tau)} = \ell(\tau).
\]
In this case, its $G$-optional projection $L^G = (L^G_t)_{t \geq 0}$ is given by
\[
L^G_t = \mathcal{E}(\mu^G_\cdot \cdot W^G_\cdot \cdot) \mathcal{E}(\psi^G_\cdot \cdot M^G_\cdot \cdot)_t, \quad \forall t \geq 0,
\]
with
\[
\mu^G_t = -\mathbb{1}_{(\tau \geq t)} \alpha^0_t - \mathbb{1}_{(\tau < t)} \varphi_t(\tau) \quad \text{and} \quad \psi^G_t = \frac{G_t}{\rho_t(\tau)(1 - F(t))} - 1, \quad \forall t \geq 0,
\]
where we set $F(t) = \mathbb{P}(\tau \leq t)$, for all $t \geq 0$. Observe that the probability measure defined through (6.2) with this choice of $L(\tau)$ (which is a strictly positive martingale with expectation being equal to one) is a preserving and decoupling measure (see [2] and [13] for a discussion of an important role of this strictly positive $\mathcal{F}^{(\tau)}$-martingale $L(\tau)$).

6.1.2 The projections of strictly positive $\mathcal{F}^{(\tau)}$-martingales on $\mathcal{F}$

Let $L(\tau)$ be a strictly positive $\mathcal{F}^{(\tau)}$-martingale of the form (6.1). Then, its $\mathcal{F}$-optional projection admits the integral representation
\[
L_t = \mathbb{E}[L_0(\tau)] + \int_0^t L_s \xi_s dW_s, \quad \forall t \geq 0,
\]
where the $\mathcal{F}$-predictable process $\xi = (\xi_t)_{t \geq 0}$ can be derived by applying Proposition 5.3 with $Y(\tau) = L(\tau)$ (so that $Y = L$ and $L \xi = \sigma$),
\[
\xi_t = \frac{1}{L_t} \int_0^\infty L_t(u) (\zeta_t(u) + \varphi_t(u)) \rho_t(u) g(u) du, \quad \forall t \geq 0.
\]

6.1.3 The projections of strictly positive $G$-martingales on $\mathcal{F}$

From (6.3), any strictly positive $G$-martingale $L^G = (L^G_t)_{t \geq 0}$ admits the equivalent representation
\[
L^G_t = L^G_0 + \int_0^t L^G_s \mu^G_s dW^G_s + \int_0^t L^G_{s-} \psi^G_s dM^G_s, \quad \forall t \geq 0,
\]
and, being a $G$-optional process, it admits the decomposition
\[
L_t^G = \mathbb{1}_{\{\tau > t\}} L_t^0 + \mathbb{1}_{\{\tau \leq t\}} L_t^1(\tau), \quad \forall t \geq 0,
\]
where the process $L^0$ is $F$-optional and the process $L^1$ is $\mathcal{O}(F) \otimes B(\mathbb{R}^+)$-measurable. By similar arguments, it follows that its $F$-optional projection $L = (L_t)_{t \geq 0}$ admits the integral representation
\[
L_t = L_0^G + \int_0^t L_s \, dW_s, \quad \forall t \geq 0,
\]
where $x = (x_t)_{t \geq 0}$ is an $F$-predictable process. In order to derive $x$, it suffices to apply Proposition 5.4 with $Y^G = L^G$, $\beta^0 = (L\mu)^0$, $\beta^1 = L^1\mu^1$ and $\eta = Lx$, so that $Y^0 = L^0$ and $Y = L$. The equality $(L\mu)^0 = L^1\mu^0$ follows from the definition of predictable reduction. Therefore, we conclude that
\[
x_t = \frac{1}{L_t} \left( L_t^0 (\mu_t^0 + \alpha_t^G) G_t + \int_0^t L_s^1(u) (\mu_s^1(u) + \alpha_s^G(u)) p_s(u) g(u) \, du \right), \quad \forall t \geq 0. \tag{6.6}
\]

### 6.2 The equivalent martingale measures

Let us now consider a model of a financial market in which the risky asset price process $S = (S_t)_{t \geq 0}$ follows the stochastic differential equations
\[
dS_t = S_t (\nu \, dt + \rho \, dW_t) = S_t (\nu + \rho \varphi_t(t)) \, dt + \rho \, dW_t(t)
\]
\[
= S_t (\nu + \rho \alpha_t^G) \, dt + \rho \, dW_t^G, \quad S_0 = 1,
\]
according to the filtrations $F$, $F^{(\tau)}$, and $G$, respectively, where $\nu$ and $\rho > 0$ are some constants. We assume that the riskless asset has a zero interest rate.

It is straightforward to show that, for any strictly positive $B(\mathbb{R}^+)$-measurable function $u \mapsto L_0(u)$ satisfying $E[L_0(\tau)] = 1$, the positive $F^{(\tau)}$-martingale defined in (6.1) provides the Radon-Nikodym density of an equivalent martingale measure on $F^{(\tau)}$ for $S$ if and only if
\[
\zeta_t(\tau) = -\left( \varphi_t(t) + \frac{\nu}{\rho} \right), \quad \forall t \geq 0.
\]
In other terms, the set of $F^{(\tau)}$-equivalent martingale measures for $S$ is the set of probability measures $P^*$ which are locally equivalent to $P$ on $F^{(\tau)}$ with the Radon-Nikodym densities
\[
\frac{dP^*}{dP} |_{\mathcal{F}_{\tau}} = L_t^*(\tau), \quad \forall t \geq 0,
\]
where $L^*(\tau) = (L_t^*(\tau))_{t \geq 0}$ is defined by
\[
L_t^*(\tau) = L_0^*(\tau) \mathcal{E} \left( -\left( \varphi_t(t) + \frac{\nu}{\rho} \right) \cdot W(t) \right), \quad \forall t \geq 0,
\]
and $u \mapsto L_0^*(u)$ is a strictly positive measurable function satisfying $E[L_0^*(\tau)] = 1$. In this model, there exists infinitely many such probability measures, which differ from each other by the choice of the initial value $L_0^*(\tau)$, that is, by the choice of the law of $\tau$ (under $P^*$), namely,
\[
P^*(\tau > u) = E[L_0^*(\tau) \mathbb{1}_{\{\tau > u\}}] = \int_u^\infty L_0^*(u) g(v) \, dv, \quad \forall u \geq 0.
\]
Note that, by virtue of Girsanov’s theorem, the process $\hat{W}(\tau) = (\hat{W}_t(\tau))_{t \geq 0}$ defined as
\[
\hat{W}_t(\tau) = W_t(\tau) + \int_0^t \left( \varphi_s(\tau) + \frac{\nu}{\rho} \right) \, ds, \quad \forall t \geq 0,
\]
We will prove that the existence of such a function $L^0$ is not possible for some specific choices of $\gamma^0$. The quantity $L_i^0$ being computed in (4.6), the equation (6.9) is equivalent

$$\gamma^0_t = \frac{L_i^0(t)K_i(t)}{L_i^0(t^0)} - 1, \forall t \geq 0. \quad (6.9)$$

We will prove that the existence of such a function $L_i^0$ is not possible for some specific choices of $\gamma^0$. The quantity $L_i^0$ being computed in (4.6), the equation (6.9) is equivalent

---

8This can be explained by the fact that the multiplicity of the filtrations $\mathbb{F}^{(\tau)}$ and $\mathbb{F}$ is one, while the multiplicity of $\mathbb{G}$ is two (see [7] for the notion of multiplicity).
where \( \nu \) provides a contradiction to our assumptions above, since the left-hand side is deterministic, while the right-hand side is not, for \( \nu \neq 0 \). Note that, if \( \nu = 0 \), then the stochastic exponential on the right-hand side above is equal to one. Hence, due to the continuity of the processes, we have \( K(\tau) = 1/p(\tau) \), that corresponds to the choice of the decoupling measure from [2].

\[ G_t L_0^*(t) = (1 + \gamma_t^0) \int_\tau^\infty L_0^*(u) p_t(u) g(u) \, du = (1 + \gamma_t^0) \int_t^\infty L_0^*(u) K_t(u) p_t(u) g(u) \, du, \forall t \geq 0. \]  

Using the definition of \( K(\tau) \) above, equality (4.2) and the form of \( p(u) \) given in (3.2), one obtains

\[ K_t(u) p_t(u) = \exp \left( -\frac{\nu}{\rho} W_t - \frac{1}{2} \left( \frac{\nu}{\rho} \right)^2 t \right), \forall t \geq 0, \]

so that this product does not depend on \( u \geq 0 \) and equality (6.10) can be rewritten as

\[ G_t L_0^*(t) K_t(t) = (1 + \gamma_t^0) \exp \left( -\frac{\nu}{\rho} W_t - \frac{1}{2} \left( \frac{\nu}{\rho} \right)^2 t \right) \int_t^\infty L_0^*(u) g(u) \, du, \forall t \geq 0. \]

The choice of \( \gamma_t^0 = G_t K_t(t) \chi_t - 1 \), for all \( t \geq 0 \), for any strictly positive \( F \)-adapted process \( \chi = (\chi_t)_{t \geq 0} \) leads to the equality

\[ L_0^*(t) \left( \int_t^\infty L_0^*(u) g(u) \, du \right)^{-1} = \chi_t \exp \left( -\frac{\nu}{\rho} W_t - \frac{1}{2} \left( \frac{\nu}{\rho} \right)^2 t \right), \forall t \geq 0, \]

which provides a contradiction to our assumptions above, since the left-hand side is deterministic, while the right-hand side is not, for \( \nu \neq 0 \). Note that, if \( \nu = 0 \), then the stochastic exponential on the right-hand side above is equal to one. Hence, due to the continuity of the processes, we have \( K(\tau) = 1/p(\tau) \), that corresponds to the choice of the decoupling measure from [2].

Remark 6.5. Note that one can assume from the beginning, without subsequent complications, that the process \( S \) solves the stochastic differential equation

\[ dS_t = S_t \left( \nu_t \, dt + \rho_t \, dW_t \right), \quad S_0 = 1, \]

where \( \nu = (\nu_t)_{t \geq 0} \) and \( \rho = (\rho_t)_{t \geq 0} \) as well as the interest rate are some appropriate \( F \)-adapted process, as soon as the appropriate model of financial markets is complete and arbitrage free. We can also extend the study above to the case where the interest rate is \( G \)-adapted with \( r_t(\tau) = \mathbb{1}_{(\tau > 0)} r^0_t + \mathbb{1}_{(\tau \leq 0)} r^1_t(\tau) \), for all \( t \geq 0 \), where the processes \( r^0 = (r^0_t)_{t \geq 0} \) and \( r^1(u) = (r^1(u))_{t \geq 0}, u \geq 0 \), are \( F \)-adapted.
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