THE FRACTIONAL NONLOCAL ORNSTEIN–UHLENBECK EQUATION,
GAUSSIAN SYMMETRIZATION AND REGULARITY

FILOMENA FEO, PABLO RAÚL STINGA, AND BRUNO VOLZONE

Abstract. For 0 < s < 1, we consider the Dirichlet problem for the fractional nonlocal Ornstein–Uhlenbeck equation
\[
\begin{cases}
(\Delta + x \cdot \nabla)^s u = f, & \text{in } \Omega, \\
u = 0, & \text{on } \partial \Omega,
\end{cases}
\]
where \( \Omega \) is a possibly unbounded open subset of \( \mathbb{R}^n \), \( n \geq 2 \). The appropriate functional settings for this nonlocal equation and its corresponding extension problem are developed. We apply Gaussian symmetrization techniques to derive a concentration comparison estimate for solutions. As consequences, novel \( L^p \) and \( L^p(\log L)^\alpha \) regularity estimates in terms of the datum \( f \) are obtained by comparing \( u \) with half-space solutions.

1. Introduction

In the present paper we are interested in developing Gaussian symmetrization techniques and, as consequences, to obtain novel \( L^p \) and \( L^p(\log L)^\alpha \) regularity estimates for solutions to nonlocal equations driven by fractional powers of the Ornstein–Uhlenbeck (OU for short) operator subject to homogeneous Dirichlet boundary conditions. More precisely, we focus on problems of the form
\[
\begin{cases}
(\Delta + x \cdot \nabla)^s u = f, & \text{in } \Omega, \\
u = 0, & \text{on } \partial \Omega,
\end{cases}
\]
for 0 < s < 1, (1.1)
where \( \Omega \) is an open subset of \( \mathbb{R}^n \) with \( \gamma(\Omega) < 1 \). Here \( \gamma \) denotes the Gaussian measure on \( \mathbb{R}^n \), see (1.3).

Our problem (1.1) corresponds to a Markov process. Indeed, there is a stochastic process \( Y_t \) having as generator the fractional OU operator (1.1) with homogeneous Dirichlet boundary condition. The process can be obtained as follows. We first kill an OU process \( X_t \) at \( \tau_\Omega \), the first exit time of \( X_t \) from the domain \( \Omega \). Let us denote the killed OU process by \( X^\Omega_t \). Then we subdivide the killed OU process \( X^\Omega_t \) with an \( s \)-stable subordinator \( T_t \). Thus \( Y_t = X^\Omega_{T_t} \) is the resulting process (see for instance [6]). As explained in [16, 17] also arises in the context of nonlinear elasticity as the Signorini problem or the thin obstacle problem. Nonlocal equations with fractional powers of the OU operator in \( \Omega = \mathbb{R}^n \) have been studied in the past. Indeed, a Harnack inequality for nonnegative solutions was proved in [43]. Fractional isoperimetric problems and semilinear equations in infinite dimensions (Wiener space) have been considered in [35] and [36]. Fractional functional inequalities were recently analyzed in [15].

The symmetrization techniques in elliptic and parabolic PDEs are nowadays very classical and efficient tools to derive optimal \textit{a priori} estimates for solutions. The investigation in such direction started with the fundamental paper by H. Weinberger [49], see also [32]. The ideas were later fully formalized by G. Talenti in [44] for the homogeneous Dirichlet problem associated to a linear equation in divergence form with zero order term on a bounded domain of \( \mathbb{R}^n \). In particular, [44] establishes a strong pointwise comparison between the Schwarz spherical rearrangement of the solution \( u(x) \) to the original problem, and the unique radial solution \( v(|x|) \) of a suitable elliptic problem defined on a ball having the same measure as the original domain and radial data. In turn, this kind of result
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allows to obtain regularity estimates of solutions with optimal constants. When dealing with parabolic equations, any form of pointwise comparison between the solution $u(x,t)$ of an initial boundary value problem and the solution $v(|x|,t)$ of a related radial problem with respect to $x$ is in general no longer available. Indeed, in this case a weaker comparison result in the integral form, the so-called mass concentration comparison (or comparison of concentrations), holds for all times $t > 0$, see for instance [4] [33]. For a detailed survey on this theory we refer the interested reader to [45].

Quite recently, symmetrization techniques have been successfully applied to a class of fractional nonlocal equations. More precisely, results in terms of symmetrization were obtained for equations driven by the fractional Dirichlet Laplacian $(-\Delta_D)^s u = f$, and by the fractional Neumann Laplacian $(-\Delta_N)^s u = f$, in bounded domains of $\mathbb{R}^n$, for $0 < s < 1$. These equations arise in several important applications, see for example [2] [16] [40] [42]. The fractional operators above are defined in terms of the corresponding eigenfunction expansions. Then the characterization provided by the extension problem of [41] via the Dirichlet-to-Neumann map for a (degenerate or singular) elliptic PDE allows to treat the above-mentioned problems with local techniques (we also refer the reader to [14] for the fractional Laplacian on $\mathbb{R}^n$ and to [26] for the most general extension result available, namely, for infinitesimal generators of integrated semigroups in Banach spaces). This information was essential to start a program regarding the applications of symmetrization in PDEs with fractional Laplacians. Indeed, the first paper in such direction was the seminal work [21] for the case of the fractional Dirichlet Laplacian. Those ideas were extended and enriched with many other applications to nonlinear fractional parabolic equations in [39] [46] [47]. When Neumann boundary conditions in fractional elliptic and parabolic problems are assumed, the symmetrization tools applied to the extension problem still lead to a comparison result, though of a different type, see [48].

It is important to notice that all the comparison results in the nonlocal setting we just mentioned are not pointwise in nature, but in the form of mass concentration comparison. One motivation of such phenomenon relies on the fact that the symmetrization argument applies on the extension problem with respect to the spatial variable $x$, by freezing the extra extension variable $y > 0$. In other words, a comparison of the solution to the extension problem is given in terms of the so-called Steiner symmetrization.

On the other hand, for elliptic equations involving the OU operator

$$\mathcal{L} = -\Delta + x \cdot \nabla,$$

the first comparison result through symmetrization, in the pointwise form, was obtained in [9]. The symmetrization has to take into account the natural variational structure of the OU operator. Indeed, the Dirichlet problem for $\mathcal{L}$ is of the form

$$\begin{cases}
-\text{div}(\varphi \nabla u) = f \varphi, & \text{in } \Omega, \\
u = 0, & \text{on } \partial\Omega,
\end{cases} \tag{1.2}$$

where $\varphi = \varphi(x)$ is the density of the Gaussian measure $d\gamma$ with respect to the Lebesgue measure:

$$d\gamma(x) = \varphi(x) \, dx = (2\pi)^{-n/2} \exp(-|x|^2/2) \, dx, \quad \text{for } x \in \mathbb{R}^n. \tag{1.3}$$

The source term $f$ is then taken in the suitable class of weighted $L^p$ spaces. Moreover, the meaningful case is when $\Omega$ is an unbounded open set. Here we assume

$$\gamma(\Omega) < 1.$$

Hence, the comparison result must be done through Gaussian symmetrization instead of the usual Schwarz symmetrization. In this setting, one of the main tools in the proof is the Gaussian isoperimetric inequality, which states that among all measurable subsets of $\mathbb{R}^n$ with prescribed Gaussian measure, the half-space is the minimizer of the Gaussian perimeter. It becomes rather intuitive to guess that the Schwarz spherical rearrangement of a function (which is a special radial, decreasing
function), appearing in the comparison results in the Lebesgue setting, should now be replaced by the rearrangement with respect to the Gaussian measure. The latter is a particular increasing function, depending only on one variable, defined in a half-space (see Subsection 2.3 for definitions and related properties). The authors of [9] were able to apply this powerful machinery to compare the solution $u$ (in the sense of rearrangement) to (1.2) with the solution $v$ to the problem

\[
\begin{aligned}
- \text{div}(\varphi \nabla v) &= f^* \varphi, & \text{in } \Omega^*, \\
v &= 0, & \text{on } \partial \Omega^*,
\end{aligned}
\]  

(1.4)

where $\Omega^*$ is a half-space having the same Gaussian measure as $\Omega$ and $f^*$ is the $n$-dimensional Gaussian rearrangement of $f$. The solution $v$ to (1.4) (parallel to the classical case described in [44]) can be explicitly written, allowing the authors to derive the sharp a priori pointwise estimate

\[ u^*(x) \leq v(x), \quad \text{for } x \in \Omega^*. \]

This was the starting point to obtain regularity results for $u$ in Lorentz–Zygmund spaces. Generalizations of this result for elliptic and parabolic problems involving elliptic operators in divergence form which are degenerate with respect to the Gaussian measure are contained in [17, 20], see also references therein.

Our main concern is to get sharp estimates for the solution $u$ to (1.1) by comparing it with the solution $\psi$ to the problem

\[
\begin{aligned}
\mathcal{L}^* \psi &= f^*, & \text{in } \Omega^*, \\
\psi &= 0, & \text{on } \partial \Omega^*.
\end{aligned}
\]  

(1.5)

As our previous discussion evidences, (1.5) is actually a one dimensional problem. Our idea that yields the desired result reads as follows. Using the main extension result of [41] we can characterize the fractional OU operator $\mathcal{L}^*$ in (1.1) as a suitable Dirichlet-to-Neumann map. This allows us to obtain the solution $u$ to (1.1) as the trace on $\Omega$ of the solution $w = w(x, y)$ of the following degenerate elliptic boundary value problem, which will be called the extension problem associated to (1.1):

\[
\begin{aligned}
- \text{div}(y^a \varphi(x) \nabla_{x,y} w) &= 0, & \text{in } C^\Omega, \\
w &= 0, & \text{on } \partial_x C^\Omega, \\
- \lim_{y \to 0^+} y^a w_y &= f, & \text{on } \Omega.
\end{aligned}
\]  

(1.6)

Here

\[ a := 1 - 2s \in (-1, 1), \]  

(1.7)

while

\[ C^\Omega := \Omega \times (0, \infty) \]

is the infinite cylinder of basis $\Omega$, and $\partial_x C^\Omega := \partial \Omega \times [0, \infty)$ is its lateral boundary. In a similar way, the solution $\psi$ to (1.5) can be seen as the trace over $\Omega^*$ of the solution $v = v(x, y)$ to

\[
\begin{aligned}
- \text{div}(y^a \varphi(x) \nabla_{x,y} v) &= 0, & \text{in } C^\Omega^*, \\
v &= 0, & \text{on } \partial_x C^\Omega^*, \\
- \lim_{y \to 0^+} y^a v_y &= f^*, & \text{on } \Omega^*,
\end{aligned}
\]  

(1.8)

where

\[ C^\Omega^* := \Omega^* \times (0, \infty), \]  

(1.9)

and $\partial_x C^\Omega^* := \partial \Omega^* \times [0, \infty)$. Therefore, the problem reduces to look for a mass concentration comparison between the solution $w$ to (1.6) and the solution $v$ to (1.8). More precisely, we prove that

\[
\int_0^\gamma w^\oplus(\sigma, y) \, d\sigma \leq \int_0^\gamma v^\oplus(\sigma, y) \, d\sigma, \quad \text{for all } r \in [0, \gamma(\Omega)],
\]  

(1.10)

where, for all $y \geq 0$, the functions $w^\oplus(\cdot, y)$ and $v^\oplus(\cdot, y)$ are the one dimensional Gaussian rearrangements of $w(\cdot, y)$ and $v(\cdot, y)$, respectively. The key role of this framework is played by a novel second order derivation formula for functions defined by integrals, see Corollary 2.13 whose proof presents
new nontrivial technical difficulties owed to the Gaussian framework. As a consequence, we will obtain $L^p$ and $L^p(\log L)^\alpha$ estimates for $u$ in terms of $f$.

The paper is organized as follows. Section 2 contains the preliminaries needed for the developments of our results. In particular, we briefly describe some basic properties of the Gaussian measure and the OU semigroup. Moreover, we carefully develop a full and self-contained analysis of the main functional setting where problems (1.1) and (1.5) are posed. Section 2 ends with the introduction of the basic definitions and properties of symmetrization with respect to the Gaussian measure. In this regard, we will present the proof of the derivation formula stated in Theorem 2.12, whose consequence is the above-mentioned second order differentiation formula, see Corollary 2.13. Section 3 is entirely devoted to the proof of the comparison (1.10), that is, our main result Theorem 3.1. In Section 4 we present our novel Gaussian–Zygmund $L^p(\log L)^\alpha(\Omega, \gamma)$ and $L^p(\Omega, \gamma)$ regularity estimates for solutions $u$ in terms of the datum $f$, see Theorem 4.3. More precisely, our main result (Theorem 3.1) is combined with $L^p(\log L)^\alpha$ regularity estimates of the solution $\psi$ to problem (1.5), which is obtained by using the explicit form of $\psi$ in terms of the fractional integral $L^{-s}(f^*)$ and the OU semigroup. Finally, in the Appendix we shall use suitable estimates of the Mehler kernel to exhibit a semigroup-based proof of the regularity estimates when the datum $f$ belongs to the smaller Gaussian–Lebesgue space $L^p(\Omega, \gamma)$.

2. Preliminaries, functional setting, and the second order derivation formula

In this section we recall the basic tools we are going to use in the proof of our main comparison result, Theorem 3.1, and its consequences. First, we introduce some basics about Gaussian analysis and the OU semigroup. Then the necessary functional background to precise the fractional nonlocal equations (1.1) and (1.5), and their extension problems (1.6) and (1.8) will be developed. Finally, after presenting definitions and properties of rearrangement techniques in the Gaussian framework, we will prove our novel second order derivation formula, see Theorem 4.3 and Corollary 4.13.

2.1. Gaussian analysis and the OU semigroup

2.1.1. Gaussian measure and isoperimetry. Let $d\gamma$ be the $n$-dimensional normalized Gaussian measure on $\mathbb{R}^n$ defined in (1.4). Let $\Omega$ be an open subset of $\mathbb{R}^n$, possibly unbounded. We denote by $H^1(\Omega, \gamma)$ the Sobolev space with respect to the Gaussian measure, which is obtained as the completion of $C^\infty(\overline{\Omega})$ with respect to the norm

$$
\|u\|_{H^1(\Omega, \gamma)} = \int_\Omega u^2\,d\gamma(x) + \int_\Omega |\nabla u|^2\,d\gamma(x).
$$

By $H^1_0(\Omega, \gamma)$ we denote the closure of $C^\infty_c(\Omega)$ in the norm of $H^1(\Omega, \gamma)$. The following Poincaré inequality holds (see for instance [22]): if $\gamma(\Omega) < 1$ then there exists a constant $C_\Omega > 0$ such that

$$
\int_\Omega |u|^2\,d\gamma(x) \leq C_\Omega \int_\Omega |\nabla u|^2\,d\gamma(x), \quad \text{for all } u \in H^1_0(\Omega, \gamma).
$$

One of the main tools to prove the comparison result is the Gaussian isoperimetric inequality. Let us define the perimeter with respect to Gaussian measure as

$$
P(E) = \int_{\partial E} \varphi(x)\,d\mathcal{H}^{n-1}(x),
$$

where $E$ is a set of locally finite perimeter and $\partial E$ denotes its reduced boundary. As usual, $\mathcal{H}^{n-1}$ denotes the $(n-1)$-dimensional Hausdorff measure. It is well known (see [13]) that among all measurable sets of $\mathbb{R}^n$ with prescribed Gaussian measure, the half-spaces take the smallest perimeter. More precisely, we have

$$
P(E) \geq \frac{1}{\sqrt{2\pi}} \exp \left( - \frac{[\Phi^{-1}(\gamma(E))]^2}{2} / 2 \right),
$$

for all subsets $E \subset \mathbb{R}^n$, where, for $\lambda \in \mathbb{R} \cup \{-\infty, +\infty\}$, we set

$$
\Phi(\lambda) := \frac{1}{\sqrt{2\pi}} \int_{\lambda}^{\infty} e^{-r^2/2} \,dr.
$$
2.1.2. The OU semigroup. We recall some remarkable properties of the OU semigroup (see [5] [11] for further details) which will turn out to be useful in the following.

The solution to the Cauchy problem
\[
\begin{aligned}
\rho_t + \mathcal{L}\rho &= 0, & & \text{in } \mathbb{R}^n \times (0, \infty), \\
\rho(x, 0) &= g(x), & & \text{on } \mathbb{R}^n,
\end{aligned}
\]
is given by the OU semigroup
\[
\rho(x, t) = e^{-\mathcal{L}t} g(x).
\]
It is a classical fact that such a semigroup can be expressed in terms of a suitable integral kernel. More precisely, if \( g \in L^p(\mathbb{R}^n, \gamma) \), for \( 1 \leq p \leq \infty \), then
\[
e^{-\mathcal{L}t} g(x) = \int_{\mathbb{R}^n} M_t(x, y) g(y) \, d\gamma(y), \quad \text{for } x \in \mathbb{R}^n, \quad t > 0.
\]
Here \( M_t(x, y) \) is the so-called Mehler kernel, which is defined by
\[
M_t(x, y) = \frac{1}{(1 - e^{-2t})^{n/2}} \exp \left( -\frac{e^{-2t}|x|^2 - 2e^{-t}(x, y) + e^{-2t}|y|^2}{2(1 - e^{-2t})} \right).
\]
We recall that
\[
\int_{\mathbb{R}^n} M_t(x, y) \, d\gamma(y) = 1, \quad \text{for all } x \in \mathbb{R}^n, \quad t > 0,
\]
and that if \( g \in L^p(\mathbb{R}^n, \gamma) \), \( 1 \leq p < \infty \), then
\[
\|e^{-\mathcal{L}t} g\|_{L^p(\mathbb{R}^n, \gamma)} = \left\| \int_{\mathbb{R}^n} M_t(\cdot, y) g(y) \, d\gamma(y) \right\|_{L^p(\mathbb{R}^n, \gamma)} \leq \|g\|_{L^p(\mathbb{R}^n, \gamma)}.
\]
It is standard to define the OU semigroup on a domain \( \Omega \) of \( \mathbb{R}^n \) subject to homogenous Dirichlet boundary conditions. Indeed, the solution to the Cauchy–Dirichlet problem
\[
\begin{aligned}
\eta_t + \mathcal{L}\eta &= 0, & & \text{in } \Omega \times (0, \infty), \\
\eta(x, t) &= 0, & & \text{on } \partial \Omega \times [0, \infty), \\
\eta(x, 0) &= f(x), & & \text{on } \Omega,
\end{aligned}
\]
is given by the semigroup generated by the OU in \( \Omega \) with Dirichlet boundary conditions:
\[
\eta(x, t) = e^{-\mathcal{L}_{\partial}\eta} f(x).
\]
It follows from standard parabolic regularity theory that \( \eta \) is smooth in \( \Omega \times (0, \infty) \). Now, let us choose \( \Omega = H \), where \( H \) is the half-space \( H := \{ x = (x_1, x') \in \mathbb{R}^n : x_1 > 0, \ x' \in \mathbb{R}^{n-1} \} \) and define
\[
\tilde{f}(x) = \begin{cases} 
  f(x_1, x'), & \text{for } x \in H, \\
  -f(-x_1, x'), & \text{for } x \in \mathbb{R}^n \setminus H.
\end{cases}
\]
Observe that for \( 1 \leq p < \infty \) we have
\[
\|\tilde{f}\|_{L^p(\mathbb{R}^n, \gamma)} = 2 \|f\|_{L^p(H, \gamma)}.
\]
It is not difficult to check (see for example [27]) that in this case the semigroup associated to (2.8) is obtained as the restriction to \( H \) of the OU semigroup on \( \mathbb{R}^n \) applied to \( \tilde{f} \), that is,
\[
\eta(x, t) = e^{-\mathcal{L}_{\partial}H} f(x) = e^{-\mathcal{L}H} \tilde{f}(x)|_H.
\]
Moreover, using the expression of the OU semigroup in terms of the Mehler kernel (2.4), we see that the following explicit formula holds in dimension \( n = 1 \):
\[
\eta(x, t) = \int_0^\infty [M_t(x, y) - M_t(x, -y)] f(y) \, d\gamma(y), \quad \text{for all } x > 0, \ t > 0.
\]
2.2. The fractional nonlocal OU equation and the extension problem. We introduce now an appropriate functional setting, which is essential when dealing with problems \([11, 10]\). In order to define the fractional powers \(L^s u\), \(0 < s < 1\), we consider the sequence of eigenvalues \(0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \to \infty\) and the corresponding orthonormal basis of Dirichlet eigenfunctions \(\{\psi_k\}_{k \geq 1}\) of \(L\) in \(L^2(\Omega, \gamma)\), see for example \([10]\). In other words, for every \(k \geq 1\), \(\psi_k \in L^2(\Omega, \gamma)\) is a weak solution to the Dirichlet problem

\[
\begin{cases}
- \text{div}(\varphi \nabla \psi_k) = \lambda_k \varphi \psi_k, & \text{in } \Omega, \\
\psi_k = 0, & \text{on } \partial \Omega.
\end{cases}
\]

Now, let us define the Hilbert space

\[
\mathcal{H}^s(\Omega, \gamma) := \text{Dom}(L^s) := \left\{ u \in L^2(\Omega, \gamma) : \sum_{k=1}^{\infty} \lambda_k^s |\langle u, \psi_k \rangle_{L^2(\Omega, \gamma)}|^2 < \infty \right\},
\]

with scalar product

\[
\langle u, v \rangle_{\mathcal{H}^s(\Omega, \gamma)} := \sum_{k=1}^{\infty} \lambda_k^s |\langle u, \psi_k \rangle_{L^2(\Omega, \gamma)}\langle v, \psi_k \rangle_{L^2(\Omega, \gamma)}|.
\]

Then the norm in \(\mathcal{H}^s(\Omega, \gamma)\) is given by

\[
\|u\|_{\mathcal{H}^s(\Omega, \gamma)}^2 = \sum_{k=1}^{\infty} \lambda_k^s |\langle u, \psi_k \rangle_{L^2(\Omega, \gamma)}|^2.
\]

For \(u \in \mathcal{H}^s(\Omega, \gamma)\), we define \(L^s u\) as the element in the dual space \((\mathcal{H}^s(\Omega, \gamma))'\) through the formula

\[
L^s u = \sum_{k=1}^{\infty} \lambda_k^s \langle u, \psi_k \rangle_{L^2(\Omega, \gamma)} \psi_k, \quad \text{in } (\mathcal{H}^s(\Omega, \gamma))'.
\]

That is, for any function \(v \in \mathcal{H}^s(\Omega, \gamma)\) we have

\[
\langle L^s u, v \rangle = \sum_{k=1}^{\infty} \lambda_k^s \langle u, \psi_k \rangle_{L^2(\Omega, \gamma)} \langle v, \psi_k \rangle_{L^2(\Omega, \gamma)} = \langle u, v \rangle_{\mathcal{H}^s(\Omega, \gamma)}.
\]

This identity can be rewritten as

\[
(L^s u, v) = \int_\Omega (L^{s/2} u)(L^{s/2} v) \, dx, \quad \text{for every } u, v \in \mathcal{H}^s(\Omega, \gamma),
\]

where \(L^{s/2}\) is defined by taking the power \(s/2\) of the eigenvalues \(\lambda_k\).

**Remark 2.1** (The fractional OU operator is a nonlocal operator). By using the method of semigroups as in \([11]\), see also \([10, 2, 42, 43]\), it can be seen that the fractional operator \(L^s\) is a nonlocal operator. Indeed, we have the semigroup and kernel formulas

\[
L^s u(x) = \frac{1}{\Gamma(-s)} \int_0^\infty \left( e^{-tL^s} u(x) - u(x) \right) \frac{dt}{t^{1+s}}
= \text{PV} \int_\Omega (u(x) - u(y)) K_s(x, y) \, dy + u(x) B_s(x),
\]

where \(\text{PV}\) means that the integral is taken in the principal value sense. Here

\[
e^{-tL^s} u(x) = \int_\Omega H_t(x, y) u(y) \, dy,
\]

is the semigroup generated by \(L\) in \(\Omega\) with Dirichlet boundary conditions, \(H_t(x, y)\) is the corresponding heat kernel,

\[
K_s(x, y) = \frac{1}{\Gamma(-s)} \int_0^\infty H_t(x, y) \frac{dt}{t^{1+s}}, \quad x, y \in \Omega,
\]

and

\[
B_s(x) = \frac{1}{\Gamma(-s)} \int_0^\infty \left( 1 - e^{-tL^s} 1(x) \right) \frac{dt}{t^{1+s}}, \quad x \in \Omega.
\]
In the particular case of $\Omega = \mathbb{R}^n$, we have $H_1(x, y) = M_1(x, y)$, the Mehler kernel, and, as a direct consequence of (2.10), we see that $B_\ast(x) \equiv 0$. Though this description is important, we will not use it here. Instead, we will apply the extension technique.

Recalling the notation in (1.7), we define the Sobolev energy space on the infinite cylinder $C_\Omega$:

$$H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy) = \left\{ v \in H_{0, loc}(C_\Omega) : v = 0 \text{ on } \partial_L C_\Omega, \int_{C_\Omega} y^a (v^2 + |\nabla_{x,y} v|^2) d\gamma(x) dy < \infty \right\},$$

By the Gaussian Poincaré inequality (2.1), for each $v \in H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)$ we have

$$\int_{C_\Omega} y^a |\nabla_{x,y} v|^2 d\gamma(x) dy \leq C_\Omega \int_{C_\Omega} y^a \int_{\Omega} |\nabla_{x,y} v|^2 d\gamma(x) dy.$$

Thus we can equip the space $H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)$ with the equivalent norm

$$\|v\|^2_{H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)} = \int_{C_\Omega} y^a |\nabla_{x,y} v|^2 d\gamma(x) dy,$$

which is actually the norm defined through the scalar product

$$\langle v, w \rangle_{H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)} = \int_{C_\Omega} y^a \nabla_{x,y} v \cdot \nabla_{x,y} w d\gamma(x) dy.$$ 

Furthermore, since we can identify $H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)$ with the space $H^1((0, \infty), y^a dy; H_0^1(\Omega, \gamma))$, we have that $H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)$ is a Hilbert space.

The following Theorem is a particular case of [41, Theorem 1.1], see also [16, 26, 33]. It provides the characterization of $L^p u$ as the Dirichlet-to-Neumann map for a degenerate elliptic extension problem in the upper cylinder $C_\Omega$, for any $u \in H^s(\Omega, \gamma)$. As the solution $w(x, y)$ is explicitly given by (2.13) and (2.16), the proof is just a verification of the statements, see for example [41, 42].

**Theorem 2.2** (Extension problem). Let $u \in H^s(\Omega, \gamma)$. Define

$$w(x, y) \equiv P_y^s u(x) = \frac{2^{1-s}}{\Gamma(s)} \sum_{k=1}^{\infty} (\lambda_k^{1/2} y)^s \mathcal{K}_s(\lambda_k^{1/2} y)(u, \psi_k)_{L^2(\Omega, \gamma)} \psi_k(x),$$

for $y \geq 0$, where $\mathcal{K}_s$ is the modified Bessel function of the second kind and order $0 < s < 1$. Then $w \in H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)$ and it is the unique weak solution to the extension problem

$$\begin{cases}
- \text{div}_{x,y}(y^a \varphi(x) \nabla_{x,y} w) = 0, & \text{in } C_\Omega, \\
\n w = 0, & \text{on } \partial_L C_\Omega, \\
w(x, 0) = u(x), & \text{on } \Omega,
\end{cases}$$

that vanishes weakly as $y \to \infty$. More precisely,

$$\int_{C_\Omega} y^a (\nabla_{x,y} w \cdot \nabla_{x,y} \xi) d\gamma(x) dy = 0,$$

for all test functions $\xi \in H_{0, L}^1(C_\Omega, d\gamma(x) \otimes y^a dy)$ with zero trace over $\Omega$, $\text{tr}_\Omega \xi = 0$, and

$$\lim_{y \to 0^+} w(x, y) = u(x)$$

in $L^2(\Omega, \gamma)$. Furthermore, the function $w$ is the unique minimizer of the energy functional

$$F(v) = \frac{1}{2} \int_{C_\Omega} y^a |\nabla_{x,y} v|^2 d\gamma(x) dy,$$
over the set \( \mathcal{U} = \{ v \in H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) : \text{tr}_\Omega v = u \} \). We can also write

\[
w(x, y) = \frac{y^2}{4\Gamma(s)} \int_0^\infty e^{-y^2/(4t)} e^{-t} C_\Omega u(x) \frac{dt}{t^{s+1}}.
\]  
(2.16)

Moreover,

\[- \lim_{y \to 0^+} y^a w_y = c_s L^a u, \quad \text{in (} H^s(\Omega, \gamma))^\prime,\]

where \( c_s = \frac{\Gamma(1-s)}{4\Gamma(2s)} > 0 \). Finally, the following energy identity holds:

\[
\int_{C_\Omega} y^a |\nabla_x y|^2 d\gamma(x) dy = c_s \| L^{s/2} u \|_{L^2(\Omega, \gamma)}^2.
\]  
(2.17)

Theorem 2.2 shows in particular that the domain \( H^s(\Omega, \gamma) \) is contained in the range of the trace operator on \( H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \) at \( y = 0 \). The next Lemma shows that actually these two spaces coincide.

**Lemma 2.3 (Trace inequality).** We have

\[
\text{tr}_\Omega( H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy)) = H^s(\Omega, \gamma).
\]

Moreover, for all \( v \in H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \),

\[
\| L^{s/2} v(x) \|_{L^2(\Omega, \gamma)} \leq (2c_s)^{-1} \int_{C_\Omega} y^a |\nabla_x y|^2 d\gamma(x) dy.
\]  
(2.18)

In particular, equality holds in (2.18) if \( v = P_y^\prime(\text{tr}_\Omega v)(x) \), (see (2.15)).

**Proof.** Let \( u = \text{tr}_\Omega v \), for \( v \in H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \) and define the function \( w \) as in (2.18). It is readily checked that \( w \) satisfies (2.14), so it minimizes the functional \( \mathcal{F} \) in (2.15). Therefore, by (2.17),

\[
\| L^{s/2} u \|_{L^2(\Omega, \gamma)}^2 \leq (1+c_s)^{-1} \| v \|_{H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy)}^2 < \infty,
\]

that is, \( u \in H^s(\Omega, \gamma) \). Now (2.15) is clear. \( \square \)

**Proposition 2.4 (Compactness of the trace embedding).** We have

\[
\text{tr}_\Omega( H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy)) \subset L^2(\Omega, \gamma).
\]

**Proof.** We need to check that the trace operator \( \text{tr}_\Omega : H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \to L^2(\Omega, \gamma) \) is compact. It is clear that \( \text{tr}_\Omega \) is continuous from \( H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \) into \( L^2(\Omega, \gamma) \) since (2.18) holds. Similarly, the finite rank operators \( T_j, j \geq 1 \), defined by

\[
T_j v = \sum_{k=1}^j \langle v(\cdot, 0), \psi_k \rangle L^2(\Omega, \gamma),
\]

are continuous from \( H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \) into \( L^2(\Omega, \gamma) \). By using (2.18) and the fact that \( \lambda_k \nearrow \infty \), as \( k \to \infty \), we see that, if \( v \in H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \),

\[
\| T_j v - \text{tr}_\Omega v \|_{L^2(\Omega, \gamma)}^2 = \sum_{k=j+1}^\infty |\langle v(\cdot, 0), \psi_k \rangle|^2 \leq \frac{1}{\lambda_{j+1}^2} \sum_{k=j+1}^\infty |\langle v(\cdot, 0), \psi_k \rangle|^2 \leq \frac{1}{\lambda_{j+1}^2} \| v \|_{H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy)}^2.
\]

Therefore \( T_j \) converges to \( \text{tr}_\Omega \) in the operator norm, as \( j \to \infty \), and \( \text{tr}_\Omega \) is compact. \( \square \)

Using the previous preliminaries, it is natural to give the following definitions of weak solutions.

**Definition 2.5 (Weak solution of (1.6)).** Let \( f \in L^2(\Omega, \gamma) \). We say that \( w \in H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \) is a weak solution to the linear Dirichlet-Neumann extension problem (1.6) if

\[
\int_{C_\Omega} y^a \nabla_x w \cdot \nabla_x y v d\gamma(x) dy = c_s^{-1} \int_{\Omega} f(x) v(x, 0) d\gamma(x),
\]  
(2.19)

for every \( v \in H^1_{0,L}(C_\Omega, d_\gamma(x) \otimes y^d dy) \), where \( c_s > 0 \) is the constant appearing in Theorem 2.2.
Theorem 2.8 (Extension problem for negative powers). If \( w \) is the weak solution to (1.6), its trace \( u := w(\cdot, 0) \in \mathcal{H}^s(\Omega, \gamma) \) on \( \Omega \) will be called a weak solution to (1.6).

Remark 2.7. If we assume that \( f \) is in the dual space \( \mathcal{H}^s(\Omega, \gamma)' \), it is clear that the right hand side in (2.13) must be replaced by the dual product \( \langle f, v(\cdot, 0) \rangle \). Then the (unique) solution \( u \) to (1.6) will be again the trace over \( \Omega \) of the unique solution \( w \) to the extension problem (1.6).

The following is just a restatement of Theorem 2.2; see [11, Theorem 1.1] and also [20].

Theorem 2.8 (Extension problem for negative powers). Given \( f \in L^2(\Omega, \gamma) \), let \( u \in \mathcal{H}^s(\Omega, \gamma) \) be the unique solution to problem (1.1). The solution \( w \) (see (2.13)) to the extension problem (2.14) can be written as

\[
w(x, y) = \frac{2^{1-s}}{\Gamma(s)} \sum_{k=1}^{\infty} (\lambda_k^{1/2} y)^s \frac{K_s(\lambda_k^{1/2} y)}{\lambda_k^s} f(x) \psi_k(x) \psi_k(y) + \frac{1}{\Gamma(s)} \int_0^\infty e^{-y^2/(4t)} e^{-tL_0} f(x) \, dt \, \frac{e^{-tL_0}}{t^{1-s}}.
\]

In particular, this is the unique weak solution to (1.6) and

\[
w(x, 0) = u(x) = L^{-s} f(x) = \frac{1}{\Gamma(s)} \int_0^\infty e^{-tL_0} f(x) \, dt \, \frac{e^{-tL_0}}{t^{1-s}}
\]

The domain \( \mathcal{H}^s(\Omega, \gamma) \) of the fractional nonlocal operator \( \mathcal{L}^s \) can be characterized as a suitable interpolation space between two Hilbert spaces. Indeed, using the abstract discrete version of the J-Theorem (see for example the Appendix in [12]), it is straightforward to prove that

\[
\mathcal{H}^s(\Omega, \gamma) = \left[ H^1_{0,\Omega,\gamma}(\Omega), L^2(\Omega, \gamma) \right]_{1-s,s},
\]

where the space in the right hand side of (2.22) is the real interpolation space between \( H^1_{0,\Omega,\gamma}(\Omega) \) and \( L^2(\Omega, \gamma) \). Then \( H^{1/2}(\Omega, \gamma) \) may be seen as the equivalent of the Lions–Magenes space \( H^{1/2}_{0,\Omega}(\Omega) \) in the Gaussian setting.

2.3. Gaussian rearrangements. We give the notion of rearrangement with respect to the Gaussian measure. For extra details, we refer the interested reader to the classical monographs [8] and [19]. If \( u \) is a measurable function in \( \Omega \), we denote by

- \( u^\circ \) the one dimensional decreasing rearrangement of \( u \) with respect to the Gaussian measure (also called one dimensional Gaussian rearrangement of \( u \)):
  \[ u^\circ(r) = \inf \{ t \geq 0 : \gamma_u(t) \leq r \}, \quad r \in (0, \gamma(\Omega)) \]
  where \( \gamma_u(t) = \gamma(\{ x \in \Omega : |u(x)| > t \}) \) is the distribution function of \( u \);
- \( u^\ast \) the \( n \)-dimensional rearrangement of \( u \) with respect the Gaussian measure:
  \[ u^\ast(x) = u^\circ(\Phi(x_1)), \quad x \in \Omega^s, \]
  where \( \Omega^s = \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_1 > \lambda \} \) is the half-space such that \( \gamma(\Omega^s) = \gamma(\Omega) \) and \( \Phi \) is given by (2.3).

By definition, \( u^\ast \) is a function which depends only on the first variable \( x_1 \), it is increasing and its level sets are half-spaces. Moreover, \( u, u^\circ \) and \( u^\ast \) have the same distribution function. This implies that the Gaussian \( L^p \) norm is invariant under these rearrangements:

\[
\| u \|_{L^p(\Omega, \gamma)} = \| u^\circ \|_{L^p(\Omega, \gamma)} = \| u^\ast \|_{L^p(\Omega^s, \gamma^s)}, \quad \text{for any } 1 \leq p \leq \infty.
\]

If \( u \) is defined on a half-space and \( u = u^\ast \) we sometimes say that \( u \) is rearranged. Furthermore, if \( u \) and \( v \) are measurable functions then the following Hardy-Littlewood inequality holds:

\[
\int_\Omega |u(x)v(x)| \, d\gamma(x) \leq \int_{\Omega^s} u^\ast(x)v^\ast(x) \, d\gamma(x) = \int_0^{\gamma(\Omega)} u^\circ(r)v^\circ(r) \, dr.
\]
If $u$ is defined on $\Omega$, $v$ on $\Omega^*$ and the following estimate holds
\[
\int_0^{\gamma(r)} w^\otimes(r) \, dr \leq \int_0^{\gamma(r)} v^\otimes(r) \, dr,
\]
the same inequality is called mass concentration inequality (or comparison of mass concentration). If $v = v^\otimes$ and (2.24) occurs, we also say that $u^\otimes$ is less concentrated than $v$ and we write $u^\otimes \prec v$. Moreover, (2.24) implies that (see for instance [18])
\[
\|u\|_{L^p(\Omega, \gamma)} \leq \|v\|_{L^p(\Omega^* \setminus \gamma)}, \quad \text{for all } 1 \leq p \leq \infty.
\]
We will often deal with two-variable functions $w : (x, y) \in C_\Omega = \Omega \times (0, \infty) \to w(x, y) \in \mathbb{R}$, which are measurable with respect to $x$. In such a case it will be convenient to consider the so-called Gaussian Steiner symmetrization of $C_\Omega$ with respect to the variable $x$, namely, the set $C_\Omega^\otimes$ as defined in (1.19). In addition (see for instance [17, 22]) we will denote by $\gamma_w(t, y)$ and $w^\otimes(r, y)$ the distribution function and the one dimensional Gaussian decreasing rearrangements of (2.25), with respect to $x$, for each $y$ fixed. We will also define the function
\[
w^\otimes(x, y) = w^\otimes(\Phi(x), y),
\]
which is called the Gaussian Steiner symmetrization of $w$, with respect to $x$, that is, with respect to the line $x = 0$. Clearly, for any fixed $y$, $w^\otimes(\cdot, y)$ is an increasing function depending only on $x$.

Now we recall a result that we will use in the proof of our main comparison result in Section 3.

**Proposition 2.9** (See [17, p. 255]). Consider the Cauchy–Dirichlet problem (2.8) with $\Omega = \Omega^*$. If $f(x) = f^\otimes(x)$ for a.e. $x \in \Omega^*$ and $f^\otimes \in L^2(\Omega^* \setminus \gamma)$, then the solution $\eta$ to (2.8) is such that $\eta(x, t) = \eta^\otimes(x, t)$, for a.e. $x \in \Omega^*$ and for all $t \geq 0$.

### 2.4. The second order derivation formula.

It will be essential for us to be able to differentiate with respect to the extra variable $y$ under the integral symbol in the expression
\[
\int_{\{x : w(x,y) \geq w^\otimes(r,y)\}} \frac{\partial w}{\partial y}(x, y) \, d\gamma(x).
\]
Equivalently, we need to derive the Gaussian version of the first and second order differentiation formulas established for the Lebesgue measure in [4, 7, 25, 33]. The first order differentiation formula can be stated as follows:

**Proposition 2.10** (See [17], also [38]). If $w \in H^1(0, T; L^2(\Omega, \gamma))$ is a nonnegative function, for some $T > 0$, then $w^\otimes \in H^1(0, T; L^2(\Omega \setminus \gamma))$. In addition, if $\gamma(\{w(x, t) = w^\otimes(r, t)\}) = 0$ for a.e. $(r, t) \in (0, \gamma(\Omega)) \times (0, T)$, then the following derivation formula holds
\[
\int_{\{x : w(x,y) \geq w^\otimes(r,y)\}} \frac{\partial w}{\partial y}(x, y) \, d\gamma(x) = \int_0^T w^\otimes(x, y) \, d\gamma(x).
\]

In order to prove our novel second order derivation formula, we need the following version of the coarea formula (see [23] and [28, Theorem 11]).

**Proposition 2.11**. If $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$, with $p > 1$, and $\psi : \mathbb{R}^n \to \mathbb{R}$ is a nonnegative measurable function, then there exists a representative of $u$, denoted again by $u$, such that
\[
\int_{\mathbb{R}^n} \psi(x) |\nabla_x u| \, dx = \int_{-\infty}^{\infty} \left( \int_{\{|x : u(x) = r\}} \psi(x) \, d\mathcal{H}^{n-1}(x) \right) \, dr.
\]

Now we present our new Gaussian derivation formulas, which are a nonstandard adaptation of the derivation formula exhibited in [23].

**Theorem 2.12**. Let $0 < \varepsilon < T < \infty$. Consider a nonnegative function
\[
w = w(x, y) \in H^1_{0, L}(C_\Omega, d\gamma(x) \otimes y^p \, dy) \cap C^1(\Omega \times (\varepsilon, T)).
\]
Suppose also that \( w \) is \( C^{1,\alpha} \) with respect to \( y \in (\varepsilon, T) \), for some \( 0 < \alpha \leq 1 \), uniformly with respect to \( x \in \Omega \). Moreover, assume that \( f(x,y) \) is a continuous function on the cylinder \( C_\Omega \) such that \( f \in H^1(C_\Omega, dy \otimes y^n dy) \) and the function \( f(x,y)\varphi(x) \) is Lipschitz with respect to \( y \in (\varepsilon, T) \), uniformly with respect to \( x \in \Omega \). Furthermore, suppose that

\[
\gamma \left( \left\{ x \in \Omega : |\nabla_x w| = 0, w(x,y) \in (0, \sup_x w(x,y)) \right\} \right) = 0, \quad \text{for all } y \in (\varepsilon, T),
\]

and set

\[
H(t,y) := \int_{\{x : w(x,y) > t\}} f(x,y) \, d\gamma(x),
\]

for \( t \in [0, \infty) \) and \( y \in (\varepsilon, T) \). The following statements hold true.

(i) For any fixed \( y \in (\varepsilon, T) \), \( H(t,y) \) is differentiable with respect to \( t \) for a.e. \( t \geq 0 \) and

\[
\frac{\partial}{\partial t} H(t,y) = -\int_{\{x : w(x,y) = t\}} \frac{f(x,y)}{|\nabla_x w|} \varphi \, dH^{n-1}(x).
\]

(ii) For any fixed \( t \geq 0 \), \( H(t,y) \) is differentiable with respect to \( y \) and, for a.e. \( y \in (\varepsilon, T) \),

\[
\frac{\partial}{\partial y} H(t,y) = \int_{\{x : w(x,y) > t\}} \frac{\partial}{\partial y} f(x,y) \, d\gamma(x) + \int_{\{x : w(x,y) = t\}} \frac{\partial}{\partial y} w(x,y) \frac{f(x,y)}{|\nabla_x w|} \varphi \, dH^{n-1}(x).
\]

Proof. Let us first prove (i). By the extension theorem (see for instance [24]) we can extend \( w(\cdot, y) \) as a function in \( H^1(\mathbb{R}^n) \), for a.e. \( y > 0 \). Condition (2.28) allows us to choose \( \psi(x) = \frac{f(x,y)}{|\nabla_x w|} \varphi(x) \chi_{\{w(x,y) > t\}}(x) \) and \( u(x) = w(x,y) \) in the coarea formula (2.27) to get

\[
\int_{\{x : w(x,y) > t\}} f(x,y) \, d\gamma(x) = \int_0^\infty \left( \int_{\{x : w(x,y) = \tau\}} \frac{f(x,y)}{|\nabla_x w|} \varphi \, dH^{n-1}(x) \right) \, d\tau,
\]

for a.e. \( t \geq 0 \). Thus (2.29) follows.

Next we prove (ii). We observe that

\[
H(t,y) - H(t,\overline{y}) = \Delta_1 + \Delta_2 + \Delta_3,
\]

where

\[
\Delta_1 = \int_{\{x : w(x,\overline{y}) > t\}} \left[ f(x,y) - f(x,\overline{y}) \right] \, d\gamma(x), \quad \Delta_2 = \int_{\{x : w(x,y) > t \geq w(x,\overline{y})\}} f(x,y) \, d\gamma(x),
\]

and

\[
\Delta_3 = -\int_{\{x : w(x,\overline{y}) > t \geq w(x,y)\}} f(x,y) \, d\gamma(x).
\]

Since \( f(x,y)\varphi(x) \) is Lipschitz with respect to \( y \), uniformly in \( x \), by Lebesgue’s dominated convergence theorem we easily infer that

\[
\lim_{\overline{y} \to y} \frac{\Delta_1}{\overline{y} - y} = \int_{\{x : w(x,\overline{y}) > t\}} \frac{\partial f}{\partial y}(x,\overline{y}) \, d\gamma(x),
\]

for a.e. \( t \) and a.e. \( \overline{y} \in (\varepsilon, T) \). Let us next consider \( \frac{\Delta_2}{y - \overline{y}} \). We have

\[
\frac{\Delta_2}{y - \overline{y}} = \frac{1}{y - \overline{y}} \int_{D_1} f(x,y) \, d\gamma(x) + \frac{1}{y - \overline{y}} \int_{D_2} f(x,y) \, d\gamma(x),
\]

where

\[
D_1 = \left\{ x \in \Omega : w(x,y) > t \geq w(x,\overline{y}), \frac{\partial w}{\partial y}(x,\overline{y}) = 0 \right\},
\]

and

\[
D_2 = \left\{ x \in \Omega : w(x,y) > t \geq w(x,\overline{y}), \frac{\partial w}{\partial y}(x,\overline{y}) \neq 0 \right\}.
\]

We claim that

\[
\lim_{\overline{y} \to y} \frac{1}{\overline{y} - y} \int_{D_1} f(x,y) \, d\gamma(x) = 0, \quad \text{for a.e. } t \geq 0.
\]
Since \( w(x,y) \in C^{1,\alpha} \) with respect to \( y \in (\varepsilon,T) \), uniformly in \( x \in \Omega \), we have
\[
\left| \frac{\partial w}{\partial y}(x,y) - \frac{\partial w}{\partial y}(x,\overline{y}) \right| \leq c |y-\overline{y}|^{\alpha}, \quad \text{for every } x \in \Omega,
\] (2.34)
for a constant \( c > 0 \) independent on \( x, y \) and \( \overline{y} \). Since for any \( x \in D_1 \) we have \( \frac{\partial}{\partial y}w(x,\overline{y}) = 0 \), by (2.34) we easily find the uniform estimate
\[
|w(x,y) - w(x,\overline{y})| \leq \int_{\overline{y}}^{y} \left| \frac{\partial}{\partial z}w(x,z) \right| dz \leq c |y-\overline{y}|^{\alpha+1}, \quad \text{for all } x \in D_1,
\]
which yields
\[
\frac{1}{y-\overline{y}} \int_{D_1} f(x,y) \, d\gamma(x) \leq \frac{1}{y-\overline{y}} \int_{\{x: t - c|y-\overline{y}|^{\alpha+1} \leq w(x,\overline{y}) \leq t\}} |f(x,y)| \, d\gamma(x).
\] (2.35)

Let us set
\[
\Psi(t) := \max_{\{x: w(x,\overline{y}) > t\}} \{f(x,y)\} \, d\gamma(x).
\]
Since \( f \in L^2(\mathcal{C}_\Omega, d\gamma(x) \otimes y^\alpha \, dy) \) and \( f \) is continuous, by Fubini’s theorem we have that
\[
\int_{\Omega} |f(x,y)| \, d\gamma(x) < \infty,
\]
for a.e. \( y > 0 \), and \( \Psi(t) < \infty \), for all \( t \geq 0 \). Then (2.35) implies
\[
\frac{1}{y-\overline{y}} \int_{D_1} f(x,y) \, d\gamma(x) \leq c |y-\overline{y}|^{\alpha} \frac{\Psi(t-c|y-\overline{y}|^{\alpha+1}) - \Psi(t)}{c |y-\overline{y}|^{\alpha+1}}.
\]
Since the function \( \Psi \) is monotone, it is also differentiable almost everywhere and then (2.33) holds. Now let us evaluate the second term in (2.32). First we consider the case \( y > \overline{y} \). For \( y \) sufficiently close to \( \overline{y} \), we have
\[
\frac{1}{y-\overline{y}} \int_{D_2} f(x,y) \, d\gamma(x) = \frac{1}{y-\overline{y}} \int_{D_3} f(x,y) \, d\gamma(x),
\]
where
\[
D_3 = \left\{ x \in \Omega : w(x,y) > t \geq w(x,\overline{y}), \frac{\partial w}{\partial y}(x,\overline{y}) > 0 \right\}.
\]
Let us set
\[
\Gamma_t = \left\{ x \in \Omega : w(x,\overline{y}) = t \right\} \cap \left\{ x \in \Omega : \frac{\partial w}{\partial y}(x,\overline{y}) > 0 \right\}.
\]
In a neighborhood \( B_s(\overline{x},\overline{y},t) \) of a point \( (\overline{x},\overline{y},t) \in \mathbb{R}^{n+2} \) with \( \overline{x} \in \Gamma_t \), the equality \( w(x,y) = t \) implicitly defines a function \( y = v(x,t) \) such that \( \overline{y} = v(\overline{x},t) \) and \( w(x,v(x,t)) = t \). Moreover for \( y \) sufficiently close to \( \overline{y} \) we have
\[
D_3 \cap B_s(\overline{x},\overline{y},t) = \left\{ x \in B_s(\overline{x},\overline{y},t) : \overline{y} < v(x,t) < y \right\}.
\]
Observe that the implicit function theorem gives \( |\nabla_x v(x,t)| = |\nabla_x w(x,\overline{y})|/|\nabla_y w(x,\overline{y})| \). Then using the coarea formula (2.27) we have
\[
\lim_{y \to \overline{y}^+} \frac{1}{y-\overline{y}} \int_{D_3 \cap B_s(\overline{x},\overline{y},t)} f(x,y) \, d\gamma(x) = \lim_{y \to \overline{y}^+} \frac{1}{y-\overline{y}} \int_{\overline{y}}^{y} \int_{\{x: v(x,t) = s\}} \frac{f(x,y) \varphi(x)}{|\nabla_x v|} \, d\mathcal{H}^{n-1}(x) \, ds
\]
\[
= \int_{\{x \in B_s(\overline{x},\overline{y},t) : v(x,t) = \overline{y}\}} \frac{f(x,\overline{y})}{|\nabla_x v|} \varphi(x) \, d\mathcal{H}^{n-1}(x)
\]
\[
= \int_{\{x \in B_s(\overline{x},\overline{y},t) : w(x,\overline{y}) = t\}} \frac{\partial w}{\partial y}(x,\overline{y}) \frac{f(x,\overline{y})}{|\nabla_x w|} \varphi(x) \, d\mathcal{H}^{n-1}(x).
\] (2.36)
By (2.33) and (2.34) it follows that
\[
\lim_{y \to \overline{y}^+} \frac{1}{y-\overline{y}} \int_{\{x: w(x,\overline{y}) = t, \frac{\partial w}{\partial y}(x,\overline{y}) > 0\}} \frac{\partial}{\partial y} w(x,\overline{y}) \frac{f(x,\overline{y})}{|\nabla_x w|} \varphi(x) \, d\mathcal{H}^{n-1}(x).
\] (2.37)
By analogous arguments we obtain
\[
\lim_{y \to y_0} \frac{\Delta_2}{y - y_0} = \int_{\{x : w(x, y) = t, \frac{\partial w}{\partial y}(x, y) < 0\}} \frac{\partial w}{\partial y}(x, y) \frac{f(x, y)}{\|\nabla w\|} \varphi(x) \, d\mathcal{H}^{n-1}(x). \tag{2.38}
\]
In the same way we can prove the analogue of (2.37) and (2.38) with \(\Delta_2\) replaced by \(\Delta_3\). Then
\[
\lim_{y \to y_0} \frac{\Delta_2 + \Delta_3}{y - y_0} = \int_{\{x : w(x, y) = t, \frac{\partial w}{\partial y}(x, y) < 0\}} \frac{\partial w}{\partial y}(x, y) \frac{f(x, y)}{\|\nabla w\|} \varphi(x) \, d\mathcal{H}^{n-1}(x). \tag{2.39}
\]
Putting together (2.37) and (2.39) we obtain assertion (ii).

By recalling that the rearrangement \(w^\oplus\) of a function \(w\) is the generalized inverse function of the distribution function \(\gamma_w\), and applying the chain rule formula, we can prove our novel derivation formula.

**Corollary 2.13 (Gaussian second order derivation formula).** Under the assumptions of Theorem 2.13 for a.e. \(y \in (\varepsilon, T)\) the following derivation formula holds:

\[
\frac{\partial}{\partial y} \int_{\{x : w(x, y) > w^\oplus(r, y)\}} f(x, y) \, d\gamma(x) = \int_{\{x : w(x, y) > w^\oplus(r, y)\}} \frac{\partial f(x, y)}{\partial y} \, d\gamma(x) - \int_{\{x : w(x, y) = w^\oplus(r, y)\}} \frac{\partial w(x, y)}{\|\nabla w\|} \varphi(x) \, d\mathcal{H}^{n-1}(x) \left( \int_{\{x : w(x, y) = w^\oplus(r, y)\}} \varphi(x) \, d\mathcal{H}^{n-1}(x) \right)^{-1}.
\]

In particular, if \(w(x, y)\) is \(C^1\) and the functions \(w(x, y)\varphi(x), \frac{\partial w}{\partial y} w(x, y) \varphi(x)\) are Lipschitz in \(y \in (\varepsilon, T)\), uniformly with respect to \(x \in \Omega\), we have

\[
\int_{\{x : w(x, y) > w^\oplus(r, y)\}} \frac{\partial^2}{\partial y^2} w(x, y) \, d\gamma(x) = \frac{\partial^2}{\partial y^2} w^\oplus(\sigma, y) \, d\sigma - \int_{\{x : w(x, y) = w^\oplus(r, y)\}} \left( \frac{\partial w(x, y)}{\|\nabla w\|} \right)^2 \varphi(x) \, d\mathcal{H}^{n-1}(x) \left( \int_{\{x : w(x, y) = w^\oplus(r, y)\}} \varphi(x) \, d\mathcal{H}^{n-1}(x) \right)^{-1}.
\]

**Proof.** In order to prove (2.40) we need to evaluate the \(y\)-derivative of \(H(t, y)\) when \(t = w^\oplus(r, y)\). By a rearrangement property (see for example [8]) we have

\[
\int_{\{x : w(x, y) > w^\oplus(r, y)\}} \frac{\partial w^\oplus}{\partial r} w(x, y) \, d\gamma(x) = \int_0^\infty \frac{\partial w^\oplus}{\partial r}(\sigma, y) \, d\sigma. \tag{2.42}
\]

Observe that by applying (2.27) it is not difficult to prove that

\[
- \frac{\partial w^\oplus}{\partial r} = \left( \int_{\{x : w(x, y) = w^\oplus(r, y)\}} \frac{\varphi(x)}{\|\nabla w\|} \, d\mathcal{H}^{n-1}(x) \right)^{-1}. \tag{2.43}
\]
Now using (2.27), (2.43), (2.26) and the chain rule,
\[
\frac{\partial}{\partial y} w^\#(r, y) = \frac{\partial}{\partial y} \left( \frac{\partial}{\partial r} \int_0^r w^\#(\tau, y) d\tau \right) = \frac{\partial}{\partial r} \left( \frac{\partial}{\partial y} \int_0^r w^\#(\tau, y) d\tau \right) = \frac{\partial}{\partial r} \left( \frac{\partial}{\partial y} \int_{\{x: w(x, y) > w^\#(r, y)\}} \frac{\partial w}{\partial y} d\gamma(x) \right) (2.44)
\]
\[
= \frac{\partial}{\partial r} \left( \frac{\partial}{\partial y} \int_0^r w^\#(\tau, y) d\tau \right) = \frac{\partial}{\partial r} \int_{\{x: w(x, y) = r\}} \frac{\partial w(x, y)}{\|\nabla w^\#\|} \varphi(x) dH^{n-1}(x)
\]
\[
= -\frac{\partial w^\#}{\partial r} \int_{\{x: w(x, y) = w^\#(r, y)\}} \frac{\partial w(x, y)}{\|\nabla w^\#\|} \varphi(x) dH^{n-1}(x)
\]
\[
= \int_{\{x: w(x, y) = w^\#(r, y)\}} \frac{1}{\|\nabla w^\#\|} \varphi(x) dH^{n-1}(x).
\]
By (2.44), (2.29) and (3.30) we obtain
\[
\frac{\partial}{\partial y} H(w^\#(r, y), y) = \frac{\partial}{\partial t} H(t, y) \bigg|_{t=w^\#(r, y)} \frac{\partial}{\partial y} w^\#(r, y) + H_y(w^\#(r, y), y) (2.45)
\]
\[
= -\int_{\{x: w(x, y) = w^\#(r, y)\}} f(x, y, \varphi(x) dH^{n-1}(x) \times \int_{\{x: w(x, y) = w^\#(r, y)\}} \frac{\partial w(x, y)}{\|\nabla w^\#\|} \varphi(x) dH^{n-1}(x)
\]
\[
+ \int_{\{x: w(x, y) > w^\#(r, y)\}} \frac{\partial}{\partial y} f(x, y) d\gamma(x) + \int_{\{x: w(x, y) = w^\#(r, y)\}} \frac{\partial}{\partial y} w(x, y) \frac{\partial}{\partial x} f(x, y) \varphi(x) dH^{n-1}(x),
\]
which is (2.44). Now we are in position to prove (2.41). Indeed, by applying (2.45) with \(f(x, y) = w_y(x, y)\) and (2.26), we finally get
\[
\frac{\partial^2}{\partial y^2} \int_0^r w^\#(\sigma, y) d\sigma = \frac{\partial}{\partial y} \int_{\{x: w(x, y) > w^\#(r, y)\}} \frac{\partial}{\partial y} w(x, y) d\gamma(x)
\]
\[
= \int_{\{x: w(x, y) > w^\#(r, y)\}} \frac{\partial^2}{\partial y^2} w(x, y) d\gamma(x)
\]
\[
+ \int_{\{x: w(x, y) = w^\#(r, y)\}} \left( \frac{\partial}{\partial y} w(x, y) \right)^2 \varphi(x) dH^{n-1}(x)
\]
\[
- \left( \int_{\{x: w(x, y) = w^\#(r, y)\}} \frac{\partial}{\partial y} w(x, y) \varphi(x) dH^{n-1}(x) \right)^2
\]
\[
- \left( \int_{\{x: w(x, y) = w^\#(y, y)\}} \frac{1}{\|\nabla w^\#\|} \varphi(x) dH^{n-1}(x) \right).
\]

**Remark 2.14.** The sum of the last two terms to the right-hand side of (2.41) is nonpositive, see [3, Remark 2.8].

The following Lemma shows that we can actually apply the second order derivation formula (2.41) to the solution \(w\) to the extension problem (1.6), namely, when \(w = P_y u\) is the extension of the solution \(u \in H^s(\Omega, \gamma)\) to the linear problem (1.1).

**Lemma 2.15.** If \(f \in L^2(\Omega, \gamma)\) then the second order derivation formula (2.41) can be applied to the solution \(w\) to problem (1.6).
Proof. Since $w \in C^\infty(\Omega)$, by classical results on solutions of elliptic equations with analytic coefficients (see for instance [29]), $w$ is analytic. Hence condition (2.28) holds. Next we have to show that the functions $w(x,y)\varphi(x)$ and $\partial_y w(x,y)\varphi(x)$ are Lipschitz in $y \in (\varepsilon,T)$, uniformly with respect to $x \in \Omega$. This follows because it is known that the solution to the extension problem has the regularity $w \in C^\infty((0,\infty);H^s(\Omega,\gamma))$, see [29, 11]. For the sake of completeness, we also give a direct proof of this regularity result. By Theorem 2.8 and using the well known identity $\frac{d}{dt}(t^s K_u(t)) = -t^{s-1} K_u(t)$, for $\nu \in \mathbb{R}$, it follows that

$$\partial_y w = -C_s \sum_{k=1}^\infty (\lambda_k^{1/2}/y)^{s-1} K_{s-1}(\lambda_k^{1/2}/y) \frac{\langle f, \psi_k \rangle L^2(\Omega,\gamma)}{\lambda_k^{s-1/2}} \psi_k(x)$$

and

$$\partial_{yy} w = -C_s \sum_{k=1}^\infty \left[(\lambda_k^{1/2}/y)^{s-1} K_{s-1}(\lambda_k^{1/2}/y) - (\lambda_k^{1/2}/y)^{s-1} K_{s-2}(\lambda_k^{1/2}/y)\right] \frac{\langle f, \psi_k \rangle L^2(\Omega,\gamma)}{\lambda_k^{s-1/2}} \psi_k(x).$$

Then, as $K_u(t) \sim \sqrt{\frac{\pi}{t}} e^{-t}$, as $t \to \infty$, and $K_u(t) \sim C_s t^{-\nu}$, as $t \to 0$, we get

$$\int_0^T \int_\Omega |\partial_y w|^2 d\gamma(x) dy = C_s \sum_{k=1}^\infty \left[\int_0^\infty y^a |(\lambda_k^{1/2}/y)^{s-1} K_{s-1}(\lambda_k^{1/2}/y)|^2 dy \right] \frac{|\langle f, \psi_k \rangle L^2(\Omega,\gamma)|^2}{\lambda_k^{s-1}}$$

$$= C_s \sum_{k=1}^\infty \left[\int_0^\infty r |K_{s-1}(r)|^2 dr \right] \frac{|\langle f, \psi_k \rangle L^2(\Omega,\gamma)|^2}{\lambda_k^s} \leq C_s \|f\|_{L^2(\Omega,\gamma)}^2,$$

and $w(x,y)\varphi(x)$ is Lipschitz with respect to $y \in (0,\infty)$, uniformly in $x$. On the other hand,

$$\int_\varepsilon^\infty \int_\Omega |\partial_{yy} w|^2 d\gamma(x) dy$$

$$\leq C_s \sum_{k=1}^\infty \int_\varepsilon^\infty y^a |(\lambda_k^{1/2}/y)^{s-1} K_{s-2}(\lambda_k^{1/2}/y(1+y))|^2 dy \frac{|\langle f, \psi_k \rangle L^2(\Omega,\gamma)|^2}{\lambda_k^{s-1/2}}$$

$$\leq C_s \sum_{k=1}^\infty \int_\varepsilon^\infty y^{-2} e^{-2\lambda_k^{1/2}/y(1+y)} dy \frac{|\langle f, \psi_k \rangle L^2(\Omega,\gamma)|^2}{\lambda_k^{s-1/2}}$$

$$\leq C_s \sum_{k=1}^\infty \int_\varepsilon^\infty e^{-2\lambda_k^{1/2}/y} dy \frac{|\langle f, \psi_k \rangle L^2(\Omega,\gamma)|^2}{\lambda_k^{s-1/2}}$$

$$= C_s \sum_{k=1}^\infty \frac{e^{-2\lambda_k^{1/2}}}{\lambda_k^s} |\langle f, \psi_k \rangle L^2(\Omega,\gamma)|^2 \leq C_s \varepsilon \|f\|_{L^2(\Omega,\gamma)}^2.$$

Hence $\partial_y w(x,y)\varphi(x)$ is Lipschitz with respect to $y \in (\varepsilon,\infty)$, uniformly in $x \in \Omega$. \hfill \Box

3. The comparison result

With the previous results at hand, we are now in position to prove the main result of the paper.

**Theorem 3.1 (Comparison result).** Let $\Omega$ be an open subset of $\mathbb{R}^n$ with $\gamma(\Omega) < 1$. Let $u$ and $\psi$ be the weak solutions to (1.1) and (1.3), respectively, with $f \in L^2(\Omega,\gamma)$. Then

$$\int_0^r u^\wedge(\sigma) d\sigma \leq \int_0^r \psi^\wedge(\sigma) d\sigma, \quad \text{for all } 0 \leq r \leq \gamma(\Omega),$$

that is,

$$u^* < \psi.$$
Proof. By making the change of variables $y = (2s)z^{1/(2s)}$ (see [14]), we can write the extension problems (1.0) and (1.3) as

\[
\begin{align*}
-\mathcal{L} w + z^{2-1/s} w_{zz} &= 0, & \text{in } C_\Omega, \\
\frac{\partial w}{\partial t} &= 0, & \text{on } \partial_t C_\Omega, \\
\lim_{z \to 0^+} w_z &= d_s f, & \text{on } \Omega.
\end{align*}
\]

and

\[
\begin{align*}
-\mathcal{L} v + z^{2-1/s} v_{zz} &= 0, & \text{in } C^*_\Omega, \\
\frac{\partial v}{\partial t} &= 0, & \text{on } \partial_t C^*_\Omega, \\
\lim_{z \to 0^+} v_z &= d_s f^*, & \text{on } \Omega^*,
\end{align*}
\]

for some explicit constant $d_s > 0$, respectively. Now, since $u$ is the trace on $\Omega$ of the solution $w$ to (3.2) and $\psi$ is the trace on $\Omega^*$ of the solution $v$ to (3.3), the result will immediately follow once we prove the concentration comparison inequality

\[
\int_0^r w^\theta(s, z) d\sigma \leq \int_0^r v^\theta(s, z) d\sigma, \quad \text{for all } 0 \leq r \leq \gamma(\Omega), \text{ for any fixed } z \geq 0.
\]

We recall that $w$ is smooth for any $z > 0$. For a fixed $z > 0$ and $t > 0$, let

\[
\varsigma^k_\gamma(x) := \begin{cases} 
\text{sign } w(x, z), & \text{if } |w(x, z)| \geq t + h, \\
\frac{|w(x, z)| - t}{h} \text{sign } w, & \text{if } |w(x, z)| < t + h, \\
0, & \text{otherwise.}
\end{cases}
\]

By multiplying the first equation in (3.2) by $\varsigma^k_\gamma(x)$ and integrating over $\Omega$ with respect to the Gaussian measure (2.2), we obtain

\[
\frac{1}{h} \int_{\{x: t < |w(x, z)| < t + h\}} |\nabla_x w|^2 d\gamma = \frac{z^{2-1/s}}{h} \int_{\{x: |w(x, z)| > t + h\}} \frac{\partial^2 w}{\partial z^2} d\gamma - \frac{z^{2-1/s}}{h} \int_{\{x: t < |w(x, z)| < t + h\}} \frac{\partial^2 w}{\partial z^2} (|w| - t) \text{sign } w d\gamma = 0.
\]

Letting $h \to 0$ we obtain

\[
-\frac{\partial}{\partial t} \int_{\{x: |w(x, z)| > t\}} |\nabla_x w|^2 d\gamma(x) = - \frac{\partial}{\partial t} \int_{\{x: |w(x, z)| > t\}} \frac{\partial^2 w}{\partial z^2} d\gamma(x) = 0.
\]

On the other hand, the coarea formula (2.2) and the isoperimetric inequality with respect to the Gaussian measure (2.2) give

\[
-\frac{\partial}{\partial t} \int_{\{x: |w(x, z)| > t\}} |\nabla_x w| d\gamma(x) \geq \int_{\partial \{x: |w(x, z)| > t\}^*} \varphi(x) dH^{n-1}(x) = \frac{1}{\sqrt{2\pi}} \exp \left( - \left[ \Phi^{-1}(\gamma_w(t)) \right]^2 / 2 \right),
\]

where $\{x: |w(x, z)| > t\}^*$ is the half-space having Gauss measure $\gamma_w(t)$. By Hölder’s inequality,

\[
\frac{1}{h} \int_{\{x: t < |w(x, z)| < t + h\}} |\nabla_x w| d\gamma(x) \leq \frac{1}{h} \int_{\{x: t < |w(x, z)| < t + h\}} |\nabla_x w|^2 d\gamma(x)^{1/2} \left( \frac{1}{h} \int_{\{x: t < |w(x, z)| < t + h\}} d\gamma(x) \right)^{1/2},
\]

for any $h > 0$. Hence, by taking $h \to 0$,

\[
-\frac{\partial}{\partial t} \int_{\{x: |w(x, z)| > t\}} |\nabla_x w| d\gamma(x) \leq - \frac{\partial}{\partial t} \int_{\{x: |w(x, z)| > t\}} |\nabla_x w|^2 d\gamma(x)^{1/2} \left( - \frac{\partial}{\partial t} \int_{\{x: |w(x, z)| > t\}} d\gamma(x) \right)^{1/2}.
\]

Then (3.5) yields

\[
-\frac{\partial}{\partial t} \int_{\{x: |w(x, z)| > t\}} |\nabla_x w|^2 d\gamma(x) \geq \frac{1}{2\pi} (-\gamma_w'(t))^{-1} \exp \left( - \left[ \Phi^{-1}(\gamma_w(t)) \right]^2 \right).
\]

(3.7)
By plugging (3.7) into (3.8) we have
\[-z^{2-1/s} \int_{\{x : |w(x,z)| > t\}} \frac{\partial^2 w}{\partial z^2} d\gamma(x) - \frac{1}{2\pi} (\gamma'_{w}(t))^{-1} \exp \left( - \left[ \Phi^{-1}(\gamma_{w}(t)) \right]^2 \right) \leq 0.

Now we set
\[W(r, y) := \int_{0}^{r} w_{\#}(\sigma, z) d\sigma.

Using Lemma 2.15 and the second order derivation formula (2.41) we find that \( W \) verifies the following differential inequality
\[-z^{2-1/s} \frac{\partial^2 W}{\partial z^2} - p(r) \frac{\partial^2 W}{\partial r^2} \leq 0
\]
for a.e. \((r, z) \in (0, \gamma(\Omega)) \times (0, \infty)\), where \( p(r) = \frac{1}{2\pi} \exp(-[\Phi^{-1}(r)]^2) \). Moreover, the first order derivation formula (2.20) implies
\[\frac{\partial W}{\partial z}(r, z) = \frac{\partial}{\partial z} \int_{\{x : w(x,z) > w_{\#}(0, r)\}} w(x,z) d\gamma(x) = \int_{\{x : w(x,z) > w_{\#}(0, r)\}} \frac{\partial}{\partial z} w(x,z) d\gamma(x).
\]
Then, by the Hardy–Littlewood inequality (2.23), we easily infer
\[\frac{\partial W}{\partial z}(r, 0) = \int_{\{x : w(x,0) > w_{\#}(0, r)\}} \frac{\partial w}{\partial z}(x,0) d\gamma(x) = -d_s \int_{\{x : u(x) > w_{\#}(0, r)\}} f* d\gamma(x)
\]
\[\geq -d_s \int_{0}^{r} f^\#(\sigma) d\sigma, \quad \text{for } r \in (0, \gamma(\Omega)).
\]
Therefore \( W \) satisfies the following boundary conditions
\[W(0, z) = 0, \quad z \in [0, \infty),
\]
\[\frac{\partial W}{\partial r}(\gamma(\Omega), z) = 0, \quad z \in [0, \infty),
\]
\[\frac{\partial W}{\partial z}(r, 0) \geq -d_s \int_{0}^{r} f^\#(\sigma) d\sigma, \quad \text{for } r \in (0, \gamma(\Omega)).
\]
Next let us turn our attention to problem (1.8). By Proposition 2.9 it follows that the function \( \eta(x,t) := (e^{-t(4\pi t^{-1})} f^\#(x), is rearranged with respect to \( x \), that is, \( \eta(x,t) = \eta^*(x,t) \). Recall the semigroup formula (2.20):
\[v(x, y) = \frac{1}{\Gamma(s)} \int_{0}^{\infty} e^{-y^2/(4t)} \eta(x,t) \frac{dt}{t^{1-s}}.
\]
It is then clear that (even after the change of variables \( y = (2s)^{1/2} \)) \( v \) is rearranged with respect to \( x \) as well, namely, \( v(x,z) = v^*(x,z) \). This implies that the level sets of \( v(\cdot, z) \) are half-spaces, which gives in turn that all the inequalities involved in the symmetrization arguments for the solution \( u \) we performed above become equalities for \( v \). Therefore, if
\[V(r, z) := \int_{0}^{r} v_{\#}(\sigma, z) d\sigma,
\]
then
\[-z^{2-1/s} \frac{\partial^2 V}{\partial z^2} - p(r) \frac{\partial^2 V}{\partial r^2} = 0.
\]
Regarding the boundary conditions, we have
\[\frac{\partial V}{\partial z}(r, 0) = -d_s \int_{\{x : \psi(x_1) > \psi_{\#}(0, r)\}} f^\#(x) d\gamma(x)
\]
\[= -d_s \int_{0}^{\infty} \int_{\Phi^{-1}(x_1)} f^\#(\Phi^{-1}(x_1)) d\gamma(x)
\]
\[= -d_s \int_{0}^{r} f^\#(\sigma) d\sigma, \quad \text{for } r \in (0, \gamma(\Omega)).
\]
Then $V$ satisfies:

$$V(0, z) = 0, \quad z \in [0, \infty),$$

$$\frac{\partial V}{\partial r}(\gamma(\Omega), z) = 0, \quad z \in [0, \infty),$$

$$\frac{\partial V}{\partial z}(r, 0) = -\alpha s \int_0^r f^s(\sigma) \, d\sigma, \quad \text{for } r \in (0, \gamma(\Omega)).$$

If we put $Z(r, z) := W(r, z) - V(r, z) = \int_0^z [w^z(\sigma, z) - v^z(\sigma, z)] \, d\sigma$, then (5.8) and (5.9) imply that $Z$ is a subsolution to

$$-z^{2-1/s} \frac{\partial^2 Z}{\partial z^2} - p(r) \frac{\partial^2 Z}{\partial r^2} \leq 0,$$

for a.e. $(r, z) \in (0, \gamma(\Omega)) \times (0, \infty)$, together with the following boundary conditions

$$Z(0, z) = 0, \quad z \in [0, \infty),$$

$$\frac{\partial Z}{\partial r}(\gamma(\Omega), z) = 0, \quad z \in [0, \infty),$$

$$\frac{\partial Z}{\partial z}(r, 0) \geq 0, \quad \text{for } r \in (0, \gamma(\Omega)).$$

Moreover, since $\|w(\cdot, z)\|_{L^2(\Omega, \gamma)}, \|v(\cdot, z)\|_{L^2(\Omega^*, \gamma)} \to 0$, as $z \to \infty$, we have $Z(r, z) \to 0$, as $z \to \infty$, uniformly in $r$. Now we claim that $Z \leq 0$ in $[0, \gamma(\Omega)) \times [0, \infty)$. Indeed, observe that (3.10) can be rewritten as

$$-p(r)^{-1} \frac{\partial^2 Z}{\partial z^2} - z^{-2+1/s} \frac{\partial^2 Z}{\partial r^2} \leq 0.$$

Therefore, by multiplying both sides by $Z_+$, the positive part of $Z$, and integrating by parts over the strip $(0, \gamma(\Omega)) \times (0, \infty)$, the boundary conditions (3.11) and the fact that $Z(r, z) \to 0$ as $z \to \infty$ imply

$$\int_0^{\gamma(\Omega)} p(r)^{-1} \frac{\partial Z}{\partial z}(r, 0) Z_+(r, 0) \, dr + \int_0^\infty \int_0^{\gamma(\Omega)} z^{-2+1/s} \left| \frac{\partial Z_+}{\partial r} \right|^2 \, dr \, dz + \int_0^\infty \int_0^{\gamma(\Omega)} p(r)^{-1} \left| \frac{\partial Z_+}{\partial z} \right|^2 \, dr \, dz \leq 0,$$

namely,

$$\int_0^\infty \int_0^{\gamma(\Omega)} z^{-2+1/s} \left| \frac{\partial Z_+}{\partial r} \right|^2 \, dr \, dz + \int_0^\infty \int_0^{\gamma(\Omega)} p(r)^{-1} \left| \frac{\partial Z_+}{\partial z} \right|^2 \, dr \, dz \leq 0.$$

Thus $Z_+ \equiv 0$ and the concentration comparison inequality (3.4) follows. $\square$

4. Regularity estimates

We first introduce the Zygmund spaces, which appear naturally in the regularity scale for solutions to elliptic equations with Gaussian measure in the local setting, see [20]. We refer the reader to the monograph [8] for details about all the related properties we will use for our purposes.

**Definition 4.1 (Zygmund spaces).** Let $1 \leq p < \infty$ and $\alpha \in \mathbb{R}$. The Zygmund space $L^p(\log L)^\alpha(\Omega, \gamma)$ is defined as the space of all measurable functions $u : \Omega \to \mathbb{R}$ such that

$$\int_{\Omega} \left[ |u(x)| \log^\alpha (2 + |u(x)|) \right]^p \, d\gamma(x) < \infty.$$

If $\alpha = 0$ the Zygmund space $L^p(\log L)^0(\Omega, \gamma)$ coincides with the weighted space $L^p(\Omega, \gamma)$. Moreover, if $p > q$ and $\alpha, \beta \in \mathbb{R}$ then

$L^p(\log L)^\alpha(\Omega, \gamma) \subset L^q(\log L)^\beta(\Omega, \gamma)$. Moreover, if $\alpha > \beta$ then

$L^p(\log L)^\alpha(\Omega, \gamma) \subset L^q(\log L)^\beta(\Omega, \gamma)$.

When $p = q$ and $\alpha > \beta$ one can prove that

$L^p(\log L)^\alpha(\Omega, \gamma) \subset L^p(\log L)^\beta(\Omega, \gamma)$.
Theorem 4.3 (Regularity estimates). Let $\Omega$ be an open subset of $\mathbb{R}^n$, $n \geq 2$, such that $\gamma(\Omega) \leq 1/2$. Fix $0 < s < 1$. If $f \in L^p(\log L)^\alpha(\Omega, \gamma)$, where $\alpha \in \mathbb{R}$ for $2 < p < \infty$, and $\alpha \geq -\frac{s}{2}$ for $p = 2$, then the solution $u$ to \eqref{(1.1)} belongs to $L^p(\log L)^{\alpha+\gamma}(\Omega, \gamma)$ and

$$
\|u\|_{L^p(\log L)^{\alpha+\gamma}(\Omega, \gamma)} \leq C \|f\|_{L^p(\log L)^\alpha(\Omega, \gamma)},
$$

for a positive constant $C = C(n, p, \alpha, s, \gamma(\Omega))$ which is independent on $u$ and $f$.

In order to prove Theorem 4.3 we will first show that the space $H^s(\Omega, \gamma)$ is embedded in the Zygmund space $L^2(\log L)^{s/2}(\Omega, \gamma)$. This will allow us to choose the datum $f$ in the dual space $L^2(\log L)^{-s/2}(\Omega, \gamma)$ in problem \eqref{(1.1)}. In this way Definition 2.2 will still make sense and $u = w(\cdot, 0)$, where $w$ is the solution to \eqref{(1.1)}s, will be the unique weak solution to problem \eqref{(1.1)}. Towards this end we introduce the fractional Gaussian Sobolev space $H^s(\Omega, \gamma)$ as the real interpolation space defined by $H^s(\Omega, \gamma) = [H^1(\Omega, \gamma), L^2(\Omega, \gamma)]_{1-s}$.

Lemma 4.4. For any $u \in H^s(\Omega, \gamma)$ the following inequality holds

$$
\int_0^1 [(1 - \log r)^{s/2} u^\wedge(r)]^2 \ dr \leq C \|u\|_{H^s(\Omega, \gamma)}^2
$$

where $C$ is a positive constant depending on $n, s$ and $\Omega$. In particular,

$$
H^s(\Omega, \gamma) \hookrightarrow L^2(\log L)^{s/2}(\Omega, \gamma).
$$

Proof. Given any function $u \in H^s(\Omega, \gamma)$ we consider the extension $\tilde{u}$ of $u$ by zero outside of $\Omega$. Since $\tilde{u} \in H^s(\mathbb{R}^n, \gamma)$ and this last space coincides with the Gaussian Besov space $B^s(\mathbb{R}^n, \gamma)$ (see \eqref{(3.1)}), the embedding result contained in \eqref{(3.1)} Theorem 23 yields

$$
\int_0^{1/2} [(1 - \log r)^{s/2} u^\wedge(r)]^2 \ dr \leq C \|\tilde{u}\|_{H^s(\mathbb{R}^n, \gamma)}^2,
$$

for some constant $C > 0$. A change of variable and the monotonicity of the decreasing rearrangement $u^\wedge$ lead to

$$
\int_0^1 [(1 - \log r)^{s/2} u^\wedge(r)]^2 \ dr \leq 2 \int_0^{1/2} [(1 - \log r)^{s/2} u^\wedge(r)]^2 \ dr \leq 2C \|\tilde{u}\|_{H^s(\mathbb{R}^n, \gamma)}^2.
$$

Now we observe that the Exact Interpolation Theorem (see \eqref{(H1)} Theorem 7.23]) implies that extending any function $u \in H^s(\Omega, \gamma)$ by zero outside of $\Omega$ defines a continuous extension map between $H^s(\Omega, \gamma)$ and $H^s(\mathbb{R}^n, \gamma)$. Thus it follows that the norm at the right-hand side of (4.5) is bounded (up to a constant depending on $n, s$ and $\Omega$) by $\|u\|_{H^s(\Omega, \gamma)}^2$ and the result follows. \(\square\)
With these results at hand, we are able to show the generalization of the comparison result (Theorem \[4.1\]) for \( f \) in Zygmund spaces.

**Corollary 4.5.** Assume that \( f \in L^2(\log L)^{-s/2}(\Omega, \gamma) \). Then Theorem \[4.1\] still holds.

**Proof.** Let \( f_n \) be a sequence of smooth function such that \( f_n \to f \) strongly in \( L^2(\log L)^{-s/2}(\Omega, \gamma) \). Let \( w_n \) be the unique weak solution to problem \[4.6\] with data \( f_n \). By choosing \( w_n \) as a test function in \[2.16\] we have

\[
\int_{C_{\Omega}} y^{n} |\nabla_{x,y} w_n|^2 \, d\gamma(x) \, dy = c_{\gamma}^{-1} \int_{\Omega} f_n(x) w_n(x,0) \, d\gamma(x) \leq c_{\gamma}^{-1} \| w_n(x,0) \|_{L^2(\log L)^{-s/2}(\Omega, \gamma)} \| f_n(x,0) \|_{L^2(\log L)^{-s/2}(\Omega, \gamma)}.
\]

Next we use \([4.14]\) and the trace inequality \([2.18]\) to find

\[
\int_{C_{\Omega}} y^{n} |\nabla_{x,y} w_n|^2 \, d\gamma(x) \, dy \leq C \| w_n \|_{H^1_{\text{loc}}(\Omega, \nabla\psi \otimes dy)} \| f_n(x,0) \|_{L^2(\log L)^{-s/2}(\Omega, \gamma)}.
\]

This allows us to extract a subsequence from \( \{w_n\} \) (still labeled by \( \{w_n\} \)), such that \( w_n \to w \) weakly in \( H^1_{\text{loc}}(\Omega, \nabla\psi \otimes dy) \). Then the compact embedding established in Proposition \[2.24\] gives that, up to a new subsequence, \( w_n(\cdot,0) \to w(\cdot,0) \) strongly in \( L^2(\Omega, \gamma) \). Thus we can pass to the limit in the weak formulation \[2.19\] of \( w_n \) and find that \( w \) solves problem \[4.6\] corresponding to the data \( f \). Thus \( u := w(\cdot,0) \) is the weak solution to problem \[4.1\]. In order to obtain the concentration inequality \([3.1]\), we just observe that \( f^*_n \) approximates \( f^*_ \) in \( L^2(\Omega^*, \gamma) \). Then, if \( \{w_{n_k}\} \) and \( \{v_n\} \) are sequences of approximating solutions converging to \( w \) and \( v \) respectively, passing to the limit in the integral inequality

\[
\int_0^s w^\#_n(\sigma,0) \, d\sigma \leq \int_0^s v^\#_n(\sigma,0) \, d\sigma,
\]

we immediately get \([3.1]\). \( \square \)

For the proof of Theorem \[4.3\] we need two further preliminary results, interesting in their own right. The following is a regularity result for solutions of problems of the type \([4.1]\) with rearranged data, posed on the half-space \( H \).

**Theorem 4.6 (Estimates for half-space solutions).** Let \( H = \{ x \in \mathbb{R}^n : x_1 > 0 \} \). Suppose that \( h(x) = h^*(x) \), for all \( x \in H \). If \( h \in L^p(\log L)^\alpha(\Omega, \gamma) \) with \( \alpha \in \mathbb{R} \) for \( 2 < p < \infty \), and \( \alpha \geq -\frac{n}{2} \) for \( p = 2 \), then the weak solution \( \psi \) to

\[
\begin{aligned}
L^s \psi &= h, & & \text{in } H, \\
\psi &= 0, & & \text{on } \partial H,
\end{aligned}
\]

belongs to \( L^p(\log L)^{\alpha+s}(H, \gamma) \) and

\[
\| \psi \|_{L^p(\log L)^{\alpha+s}(H, \gamma)} \leq C \| h \|_{L^p(\log L)^\alpha(H, \gamma)},
\]

for some constant \( C = C(n, p, \alpha, s) > 0 \), which is independent on \( \psi \) and \( h \).

**Proof.** By \[2.21\] and \[2.29\]=\[2.11\] we can write

\[
\psi(x) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{e^{-t\mathcal{L} h}(x) \, dt}{t^{1-s}} = \frac{1}{\Gamma(s)} \int_0^\infty e^{-t\mathcal{L}^* h}(x) \, dt = \mathcal{L}^{-s} h(x).
\]

Then the estimate follows from \[3.1\], Theorem 5.7. \( \square \)

The next Lemma is a useful comparison principle for solutions of problems of the form \([4.1]\) with rearranged data, having as a ground domain an half-space of Gaussian measure larger than \( 1/2 \).

**Lemma 4.7 (Comparison of half-space solutions).** Let \( H_\omega = \{ x \in \mathbb{R}^n : x_1 > \omega \} \), for some \( \omega > 0 \). Let \( h \in L^p(\log L)^\alpha(H, \gamma) \) be a nonnegative function such that \( h(x) = h^*(x) \) and let \( \psi \) be the weak solution to

\[
\begin{aligned}
L^s \psi &= h, & & \text{in } H_\omega, \\
\psi &= 0, & & \text{on } \partial H_\omega.
\end{aligned}
\]

Then
\[ \psi(x) \leq \zeta(x), \quad \text{for a.e. } x \in H_\omega, \]
where ζ is the weak solution to (1.1) with datum Ω, where Ω denotes the zero extension of h in H \ H_ω.

Proof. The function
\[ F(x,t) := e^{-t(L_H)_L H}(x) - e^{-t(L_H)}_0 \]
solves the initial boundary value problem
\[
\begin{cases}
\partial_t F = \Delta F - x \cdot \nabla F, & \text{in } H_\omega \times (0, \infty), \\
F(x,t) \geq 0, & \text{on } \partial H_\omega \times (0, \infty), \\
F(x,0) = 0, & \text{on } H_\omega.
\end{cases}
\]
Thus, by a standard maximum principle argument, F \geq 0 in H_\omega \times [0, \infty). In other words,
\[ e^{-t(L_H)_L H} \geq e^{-t(L_H)}_0 \]
for all x \in H_\omega, t \geq 0.
Therefore, if v and Π denote the extensions as in (2.16) of ψ and ζ, respectively, then
\[ \Pi(x,y) \geq v(x,y), \quad \text{for all } x \in H_\omega, \ y \geq 0. \]
The result follows by taking y = 0 in this last inequality. \(\square\)

Now we are finally able to present the proof of the regularity estimate, namely, Theorem 4.3.

Proof of Theorem 4.3. Let u be the weak solution to (1.1) defined in an open set Ω such that γ(Ω) \leq 1/2, with corresponding datum f. By Theorem 3.1, u is less concentrated than the solution ψ to (1.3) defined in the half-space with the same Gauss measure as Ω and datum f*. If γ(Ω) = 1/2 the assertion follows by Theorem 4.6. If γ(Ω) < 1/2, we first apply Lemma 4.7 to estimate ψ in terms of the solution ζ to (4.10) defined in the half-space H = \{x \in \mathbb{R}^n : x_1 > 0\} and having the extension of f* by zero to H at the right-hand side. Then Theorem 4.6 allows us to conclude. \(\square\)

**Remark 4.8.** We remark that other regularity results for problems involving fractional operators with bounded lower order terms, but posed on bounded smooth domains, are contained in [27].

5. **Appendix: A semigroup method proof of the L^p estimate**

For completeness and convenience of the reader, we give an alternative and more explicit proof of Theorem 4.3 with L^p data using the Mehler kernel to represent the inverse of the fractional OU operator. Observe that such result is a particular case of Theorem 4.3 since, when f \in L^p(Ω, γ), Theorem 4.6 and the embedding (4.1) give u \in L^p(\log L)^s(Ω, γ) \subset L^p(Ω, γ).

**Theorem 5.1.** (Estimates for half-space solutions with L^p data). Let H = \{x \in \mathbb{R}^n : x_1 > 0\}. Suppose that h(x) = h^*(x), for all x \in H. If h \in L^p(H, γ), for 2 \leq p < \infty, then the weak solution ψ to (1.1) belongs to L^p(H, γ) and
\[ \|\psi\|_{L^p(H, γ)} \leq C\|h\|_{L^p(H, γ)}, \]
for some constant C = C(n, p, s) > 0, which is independent of ψ and h.

Proof. The proof will be split in four steps.

**Step 1. The explicit solution via the semigroup kernel.** By (2.1), and by using an abuse of notation, the solution ψ to (1.1) can be written as
\[ \psi(x) = \psi(x_1) = \frac{1}{\Gamma(s)} \int_0^\infty e^{-t(L_H)}_0 h(x) \frac{dt}{t^{1-s}} = \int_0^\infty G(x_1, y_1) h(y_1) d\gamma(y_1), \]
where (see (2.12))
\[ G(x_1, y_1) = \frac{1}{\Gamma(s)} \int_0^\infty [M_t(x_1, y_1) - M_t(x_1, -y_1)] \frac{dt}{t^{1-s}}. \]
Next we write
\[ G(x_1, y_1) = \int_0^{c(p)} \cdots \, dt + \int_{c(p)}^{T(x_1, y_1)} \cdots \, dt + \int_{T(x_1, y_1)}^{\infty} \cdots \, dt \]
\[ =: G_1(x_1, y_1) + G_2(x_1, y_1) + G_3(x_1, y_1), \]
with \( c(p) > 1 \) a suitable constant, and \( T(x_1, y_1) = \max\{c(p), \log(x_1^2 + y_1^2)\} \). It follows that
\[ \|\psi\|_{L^p(H, \gamma)}^p \leq \sum_{j=1}^{3} \int_0^{\infty} \left( \int_0^{\infty} G_j(x_1, y_1) \, d\gamma(y_1) \right)^p \, d\gamma(x_1). \]  
\[ \text{(5.1)} \]

**Step 2. Estimate of the term \( j = 1 \) in (5.2).** We observe that by \( (2.7) \) and \( (2.10) \) we get
\[ \left\| \int_0^{\infty} M_t(x_1, y_1) \tilde{h}(y_1) \, d\gamma(y_1) \right\|_{L^p(H, \gamma)} \leq \|\tilde{h}\|_{L^p(H, \gamma)} = 2 \|h\|_{L^p(H, \gamma)}, \]
where \( \tilde{h} \) is defined like in \( (2.9) \). Tonelli’s theorem, Minkowski’s inequality and \( (5.3) \) yield
\[ \left\| \int_0^{\infty} G_1(x_1, y_1) \, d\gamma(y_1) \right\|_{L^p(H, \gamma)} \leq c_s \int_0^{c(p)} \left\| \int_0^{\infty} [M_t(x_1, y_1) - M_t(x_1, -y_1)] \, h(y_1) \, d\gamma(y_1) \right\|_{L^p(H, \gamma)} \, dt \]
\[ \leq c_s \int_0^{c(p)} \left\| \int_0^{\infty} M_t(x_1, y_1) \tilde{h}(y_1) \, d\gamma(y_1) \right\|_{L^p(H, \gamma)} \, dt \]
\[ \leq 2c_s \|h\|_{L^p(H, \gamma)} \int_0^{c(p)} \, dt = c_s \|h\|_{L^p(H, \gamma)}. \]

**Step 3. Estimate of \( G_2 \) and \( G_3 \).** We prove that
\[ \int_0^{\infty} \left( \int_0^{\infty} G_j^p(x_1, y_1) \, d\gamma(y_1) \right)^{p/p'} \, d\gamma(x_1) < \infty, \quad \text{for } j = 2, 3. \]

By Jensen’s inequality, it is enough to show that \( G_j \in L^p(H \times H, \gamma \otimes \gamma) \), for \( j = 2, 3 \). If \( t > c(p) > 1 \) then \( (1 - e^{-2t}) \sim 1 \) and \( |M_t(x_1, y_1)| \leq c \exp(4e^{-t} |x_1| |y_1|) \), see \( (2.5) \). It follows that
\[ |G_2(x_1, y_1)| \leq c_s \int_0^{T(x_1, y_1)} |M_t(x_1, y_1) - M_t(x_1, -y_1)| \, dt \]
\[ \leq \frac{c_s}{c(p)^{1-s}} \int_0^{T(x_1, y_1)} \exp(4e^{-t} |x_1| |y_1|) \, dt \]
\[ \leq \frac{c_s}{c(p)^{1-s}} \int_0^{T(x_1, y_1)} \exp \left( 2e^{-c(p)}(x_1^2 + y_1^2) \right) \, dt \]
\[ \leq \frac{c_s}{c(p)^{1-s}} \frac{T(x_1, y_1)}{(\varphi(x_1))^{4e^{-c(p)}}} =: G_2(x_1, y_1). \]

We then get \( \tilde{G}_2(x_1, y_1) \in L^p(H \times H, \gamma \otimes \gamma) \) if we choose \( 4pe^{-c(p)} < 1 \), that is, if \( c(p) > \max\{1, \log(4p)\} \).

Moreover, by Taylor’s formula and using that \( t > 1 \) and \( e^{-t}(|x_1|^2 + |y_1|^2) < 1 \),
\[ M_t(x_1, y_1) - M_t(x_1, -y_1) \leq C_n \left| \exp \left( \frac{e^{-t}(x_1, y_1)}{1 - e^{-2t}} \right) - \exp \left( \frac{e^{-t}(x_1, y_1)}{1 - e^{-2t}} \right) \right| \]
\[ \leq Ce^{-t/|x_1, y_1|} \exp \left( ce^{-t}(x_1, y_1) \right) \]
\[ \leq Ce^{-t}(|x_1|^2 + |y_1|^2) \exp \left( ce^{-t}(|x_1|^2 + |y_1|^2) \right) \]
\[ \leq Ce^{-t}(|x_1|^2 + |y_1|^2). \]
Then
\[ |G_3(x_1, y_1)| \leq C_s \int_{T(x_1, y_1)}^\infty |M_t(x_1, y_1) - M_t(x_1, -y_1)| \frac{dt}{t^{1-s}} \leq C_{n,s} (|x_1|^2 + |y_1|^2) \int_{T(x_1, y_1)}^\infty e^{-t} dt \]
\[ = C_{n,s} (|x_1|^2 + |y_1|^2) e^{-T(x_1, y_1)} \leq C_{n,s} \in L^p(H \times H, \gamma \otimes \gamma). \]

**Step 4. Estimates of the terms** \( j = 2, 3 \) in \([5, 2] \). By Hölder’s inequality and the estimates of Step 3, we get
\[
\int_0^\infty \left( \int_0^\infty G_j(x_1, y_1) h(y_1) \, d\gamma(y_1) \right)^p \, d\gamma(x_1) \\
\leq \int_0^\infty \left( \int_0^\infty G_j^p(x_1, y_1) d\gamma(y_1) \right)^{p/p'} \left( \int_0^\infty |h(y_1)|^p \, d\gamma(y_1) \right) \, d\gamma(x_1) \leq c \|h\|^p_{L^p(H, \gamma)},
\]
for \( j = 2, 3 \) and for some positive constant \( c = c(n, p, s) \).

Hence the desired result follows by collecting Steps 2 and 4 in estimate \([5, 2] \). \( \square \)
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