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Abstract

Compressive Sensing (CS) has recently attracted attention for ECG data compression. In CS, an ECG signal is projected onto a small set of random vectors. Recovering the original signal from such compressed measurements remains a challenging problem. Traditional recovery methods are based on solving a regularized minimization problem, where a sparsity-promoting prior is used. In this paper, we propose an alternative iterative recovery algorithm based on the Plug-and-Play (PnP) method, which has recently become popular for imaging problems. In PnP, a powerful denoiser is used to implicitly perform regularization, instead of using hand-crafted regularizers; this has been found to be more successful than traditional methods. In this work, we use a PnP version of the Proximal Gradient Descent (PGD) algorithm for ECG recovery. To ensure mathematical convergence of the PnP algorithm, the signal denoiser in question needs to satisfy some technical conditions. We use a high-quality ECG signal denoiser fulfilling this condition by learning a Bayesian prior for small-sized signal patches. This guarantees that the proposed algorithm converges to a fixed point irrespective of the initialization. Importantly, through extensive experiments, we show that the reconstruction quality of the proposed method is superior to that of state-of-the-art methods.
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1. Introduction

Electrocardiogram (ECG) is widely used for diagnosis and monitoring cardiac conditions such as hypertension [1], heart failure [2], arrhythmia [3] etc. Essentially, an ECG signal is a representation of the electric activity in the heart over time. Extensive use of ECG in healthcare fosters a need for sophisticated signal processing approaches to efficiently compress, analyze, store and transmit ECG signals. For example, in wearable devices, there is a need to reduce energy consumption due to data transmission and to increase memory usage efficiency. Recently, several efforts have been made to develop wireless ECG sensors for continuous health monitoring, for which it is desirable to have devices with low power consumption or low complexity. However, continuous wireless transmission of long-term biomedical data consumes a significant amount of energy. Thus, compression of ECG signals would be helpful to achieve energy efficiency.

Compressive Sensing (CS) is a possible solution for signal compression. It employs random linear projections that aim to preserve the structure of the signal. The signal can be reconstructed from its projections using nonlinear recovery methods. In fact, several works have explored the application of CS to biomedical signal processing, including ECG [4, 5, 6], EMG [7, 8], EEG [9] signals and MRI images [10].

1.1. Compressive Sensing of ECG Signals

The data acquisition model in CS is given by [5, 6]
\[
y = \Phi x + n
\]
where \( x \in \mathbb{R}^N \) is the original ECG signal having length \( N \), \( \Phi \in \mathbb{R}^{M \times N} \) is a compression matrix with \( M \ll N \), and \( n \) denotes the noise in the acquisition system. Typically, \( n \) is assumed to be white Gaussian noise with mean 0, whereas \( \Phi \) is taken to be a random Gaussian or binary matrix [4, 5, 6].

The original signal \( x \) can be approximately recovered by solving the regularized inversion problem
\[
\min_{x \in \mathbb{R}^N} f(x) + \lambda g(x),
\]
where the term \( f(x) = \frac{1}{2}\|y - \Phi x\|^2 \) forces consistency of the recovered signal w.r.t. the measurements, whereas \( g(x) \) (known as the regularizer) acts as a penalty function that forces the recovered signal to have some desirable properties such as smoothness. Here, \( \lambda \) is a positive scalar used to control the amount of regularization and \( \|\cdot\| \) denotes the \( \ell_2 \) norm.

A good regularizer \( g(x) \) is necessary since recovering \( x \) from \( y \) is an ill-posed problem (as \( M \ll N \)). Several regularizers have been explored for the ECG compressive recovery task, such as the weighted \( \ell_1 \) norm [11], various other \( \ell_p \) norms [12], total variation (TV) [13], and second-order sparsity-promoting functions [6]. Moreover, efficient recovery algorithms have been derived by exploiting the temporal correlation between successive samples; examples include \( \ell_p^1 \)-regularized least-squares [14], Block Sparse Bayesian Learning Bound-Optimization (BSBL-BO) [15], and Block Sparse Bayesian Learning with Expectation Maximization (BSBL-EM) [16]. The latter two are considered to be state-of-the-art.
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1. Classical Regularization

It is well-known that the $\ell_1$ norm promotes sparse solutions; moreover, natural signals such as ECG are known to be approximately sparse in suitably chosen domains [11, 13]. Therefore, sparsity-promoting regularizers based on the $\ell_1$ norm in the wavelet and gradient domains (TV) have traditionally been used for ECG reconstruction. The downside is that the $\ell_1$ norm is not differentiable. Hence, the objective function in (2) as a whole is non-differentiable, even though $f(x)$ is differentiable. A good choice of iterative numerical solvers to solve such problems is the class of proximal algorithms [17], such as ADMM and Proximal Gradient Descent (PGD). A proximal algorithm generally consists of smaller subproblems which individually involve only one of the two functions. Consequently, it is possible to take advantage of the differentiability of $f(x)$. In this paper, we focus on PGD since it is a particularly simple proximal algorithm. PGD is sometimes known as the Iterative Shrinkage-Thresholding Algorithm (ISTA) [18]. Starting from an initial point $x_0 \in \mathbb{R}^N$, PGD creates a sequence of points $x_1, x_2, \ldots$ recursively using the rule

$$x_{k+1} = \text{prox}_{\gamma g}(x_k - \gamma \nabla f(x_k)),$$

where $\gamma > 0$ is a fixed parameter (known as the step size) and $\text{prox}_{\gamma g}(\cdot)$ is a function known as the proximal operator of $g$:

$$\text{prox}_{\gamma g}(z) = \text{argmin}_{w \in \mathbb{R}^N} \left[ \frac{1}{2} \| w - z \|^2 + \gamma \lambda g(w) \right].$$

Note that if we put $\Phi = \mathbf{I}$ in (2), then (2) reduces to (4). Thus, the proximal denoiser can be interpreted effectively as a Gaussian denoising operator. For regularizers such as the $\ell_0$ and $\ell_1$ norms, the proximal operator has a closed-form formula [17]. Hence, the PGD algorithm is easy to implement. As discussed in Section 2, the algorithm is guaranteed to converge under some mild conditions to a minimum of $f(x) + \lambda g(x)$. Note that every PGD step can be seen as the composition of two operations: the first (computing $x_k - \gamma \nabla f(x_k)$) is effectively one step of the classical gradient descent algorithm and depends only on the function $f$, while the second (computing the proximal operator) depends only on $g$. This is why the algorithm is named as Proximal Gradient Descent.

1.3. Plug-and-Play Regularization

Plug-and-play (PnP) regularization is a novel regularization technique developed in the image processing community [19, 20]. The main step in PnP is to replace the proximal operator by a powerful signal denoiser. As discussed in Section 2, this is due to the similarity of the proximal operator with a denoising operation. In the context of PGD, the function $\text{prox}_{\gamma g}(\cdot)$ is replaced by a signal denoiser $D(\cdot)$, so that the $k$th step now becomes

$$x_{k+1} = D(x_k - \gamma \nabla f(x_k)).$$

This algorithm is known as PnP-PGD. Essentially, this amounts to taking one step of gradient descent, followed by denoising. Note that we no longer need to choose a regularizer $g(x)$ since $g$ does not appear in the modified algorithm; the regularization is performed implicitly by the denoiser.

PnP has yielded state-of-the-art results in many imaging problems. However, since there is no regularizer $g$ involved, the aforementioned convergence to a minimum of $f(x) + \lambda g(x)$ does not apply.

1.4. Contribution

The contributions of this work are as follows.

1. We introduce the PnP framework for reconstructing ECG signals from CS measurements. To the best of our knowledge, PnP has never been used for this application. Through extensive experiments, we show that the proposed method, based on PnP-PGD, outperforms the current state-of-the-art CS recovery methods for ECG signals.

2. Even though convergence of PGD to a minimum of $f + \lambda g$ is not applicable to PnP-PGD, we show that a different form of convergence, known as fixed-point convergence, can be guaranteed if the ECG denoiser $D(\cdot)$ satisfies a condition known as contractivity. Thus, the challenge lies in designing a contractive ECG denoiser.

3. We derive a high-quality contractive ECG denoiser $D(\cdot)$ by modeling small patches as random vectors following a Gaussian Mixture Model (GMM). We experimentally show that the denoising performance of the GMM denoiser is comparable or better than existing state-of-the-art ECG denoisers.

The rest of this paper is organized as follows. In Section 2, we give an overview of the PnP-PGD algorithm and explain the motivation behind its development. We derive the GMM denoiser in Section 3 and compare its denoising quality with existing ECG signal denoisers. In Section 4, we discuss how this denoiser can be used in a way that guarantees convergence of PnP-PGD for CS recovery. Numerical experiments on CS recovery of ECG signals are shown in Section 5, and we conclude the paper in Section 6. Some of the mathematical proofs are given in the Appendix.

2. Plug-and-Play PGD

We first state a standard convergence result for PGD and then move on to discuss some convergence-related aspects of PnP. What makes PnP a simple yet powerful algorithm is its guarantee of convergence to a minimum of $f(x) + \lambda g(x)$. In the following theorem (and the rest of the paper), we denote the largest singular value of a matrix by $\sigma_{\text{max}}(\cdot)$.

**Theorem 1** ([18]). Consider the PnP algorithm for minimizing the function $f(x) + \lambda g(x)$, where $f(x) = \frac{1}{2} \| y - \Phi x \|^2$. Suppose $g$ is continuous and convex, and that $0 < \gamma < 2/\sigma_{\text{max}}(\Phi^T \Phi)$. Then the sequence $f(x_k) + \gamma g(x_k)$ converges to the minimum of $f(x) + \lambda g(x)$ as $k \to \infty$.

We now turn our attention to the PnP framework. Consider the definition of $\text{prox}_{\gamma g}(\cdot)$ in (4). Note that the minimization problem in (4) is similar to (2) if we put $\Phi = \mathbf{I}$, the identity
matrix. Hence, prox$_{\lambda g}(z)$ is essentially a regularized inverse corresponding to the additive noise model $z = w + n$, where $n$ is Gaussian noise. Thus, the proximal operator is simply an additive Gaussian denoising operator.

It is well-known in the image processing community that specially designed denoisers such as nonlocal means (NLM) [21] and BM3D [22] are superior to traditional denoisers based on regularization, e.g. $\ell_1$ or TV-regularized denoising. Motivated by this observation, the work in [19] explored how the performance of a proximal algorithm for image recovery problems is affected if we replace prox$_{\gamma R}(\cdot)$ by some arbitrary Gaussian denoiser $D(\cdot)$, such as NLM or BM3D. This scheme was named as plug-and-play, since the denoiser $D$ serves as a pluggable module that replaces the proximal operator in an already existing numerical solver. In the original work [19], the PnP scheme was explored for a different proximal algorithm – ADMM – but it was adapted to PGD in [20]. The PnP-PGD algorithm is thus recursively defined by

$$x_{k+1} = D(x_k - \gamma \nabla f(x_k)). \quad (5)$$

Note that the same denoiser $D$ can be utilized for several kinds of image recovery problems using the PnP framework, since only the function $f$ changes from problem to problem. For this reason, in the past few years, PnP has gained a lot of interest in the imaging community. However, the use of PnP for recovering one-dimensional signals such as ECG signals has remained an unexplored territory.

An immediate question that arises from the PnP scheme is as follows: Does the sequence $(x_k)$ converge to some $x^*$? And if so, is $x^*$ optimal in some sense? The latter question can be resolved if $D(\cdot)$ is expressible as the proximal operator of some function $g$. In general, however, an arbitrary $D$ cannot be expressed in this way. As a result, the PnP-PGD algorithm cannot be interpreted as minimizing an objective function of the form $f + \lambda g$, and the convergence result in Theorem 1 is not generally applicable. Therefore, we are left with trying to determine whether at least the sequence $(x_k)$ converges. It turns out that such a guarantee can indeed be given under a technical condition on $D$.

**Definition 1.** The denoiser $D : \mathbb{R}^N \rightarrow \mathbb{R}^N$ is said to be contractive if there exists $\delta \in [0, 1)$ such that for all points $z_1, z_2 \in \mathbb{R}^N$,

$$\|D(z_1) - D(z_2)\| \leq \delta \|z_1 - z_2\|$$

We now state a theorem that guarantees the convergence of PnP-PGD using a contractive denoiser.

**Theorem 2.** Consider the PnP-PGD algorithm, $x_{k+1} = D(x_k - \gamma \nabla f(x_k))$, where $f(x) = (1/2)\|\Phi x - y\|^2$. Suppose $0 < \gamma \leq 2/\sigma^2_{\text{max}}(\Phi^T \Phi)$. Moreover, suppose the denoiser $D$ is contractive. Then, as $k \rightarrow \infty$, the sequence $x_1, x_2, \ldots$ converges linearly (at an exponential rate) to a unique fixed point $x^*$ that does not depend on the initialization $x_0$.

While Theorem 2 is proved in the Appendix, we mention here that the proof uses the Banach Fixed Point Theorem [23, Th. 9.23], from which the linear rate of convergence follows.

Note the difference between the types of convergence addressed in Theorems 1 and 2: Theorem 1 claims the convergence of the sequence of objective function values $f(x_k) + \lambda g(x_k)$, whereas Theorem 2 is concerned with the sequence of variables $x_k$. Theorem 2 essentially claims that the PnP-PGD algorithm eventually stabilizes, in the sense that two consecutive iterates $x_k$ and $x_{k+1}$ are close to each other. This property is known as fixed-point convergence [24], and is desirable for any recovery algorithm. Thus, by Theorem 2, it is sufficient for the denoiser $D$ to be contractive, in order to have fixed-point convergence.

It is useful to compare our result with a similar result in a recent work [25]. In [25], the authors proved fixed-point convergence of PnP-PGD under a different set of assumptions than ours. The convergence result in [25] is applicable to the case where the loss function $f(x)$ is strongly convex and $D - I$ is Lipschitz continuous, where $I$ is the identity operator. In contrast, we require $D$ to be contractive and we do not require strong convexity of $f$. In fact, in our case, $f$ is not strongly convex since the sensing matrix $\Phi$ has a non-trivial null space.

Various methods for Gaussian denoising of ECG signals have been explored in the literature; see [26] for a review. The state-of-the-art techniques are optimization-based, e.g. TV, multiresolution analysis methods such as wavelets, empirical mode decomposition methods etc. A combination of these methods is sometimes used [27]. Further, nonlocal means (NLM) denoising has also been found to be promising [28]. However, to the best of our knowledge, there is no work that determines whether any of these denoisers are contractive. Can we design a high-quality contractive ECG signal denoiser? In the next section, we show that this can indeed be done. Specifically, we design a Gaussian denoiser which takes the form $D(z) = Wz$, where $W$ is a symmetric matrix. The resulting PnP-PGD algorithm outperforms state-of-the-art methods for ECG.

3. GMM Denoiser

Our ECG denoiser is inspired from an observation that was made in the context of images [29, 30]: A small patch of some fixed size belonging to a clean (i.e. noiseless) image can be well-modeled as a random vector having a Gaussian Mixture Model (GMM) as its density. Such a density can be learned by fitting a GMM to a large collection of patches extracted from a set of clean images, usually belonging to a common class (e.g. face images). We apply this idea to model patches belonging to ECG signals. Specifically, we extract a large collection of patches of length $P \lesssim N$ from a set of noiseless ECG signals as our training data set. This is used to fit a GMM density (with a pre-determined number of components $K$) using the expectation-maximization (EM) algorithm. Essentially, we model clean ECG patches of length $P$ as random vectors $v \in \mathbb{R}^P$ drawn from this learned GMM density, which we denote by $p(v)$. For $j = 1, \ldots, K$, let $\alpha_j \geq 0$ be the mixture coefficient of the $j$-th component, $\mu_j \in \mathbb{R}^P$ be the mean and $\Sigma_j$ be the positive
definite covariance matrix. Then \( p(v) \) is given by

\[
p(v) = \sum_{j=1}^{K} \alpha_j N(v; \mu_j, \Sigma_j),
\]

where \( N \) denotes a Gaussian density function.

How can this model be used for denoising an ECG signal corrupted with Gaussian noise? Again, we borrow from a patch-based denoising framework that is quite popular in image processing [29, 30]. At a high level, this framework consists of the following steps:

1. Extract all possible patches of length \( P \) from the noisy signal; if the signal length is \( N \), then there are \( N \) such patches (we apply circular padding to the signal). If \( z \) denotes the noisy signal, the collection of patches is given by \( P_1 z, \ldots, P_N z \), where \( P_i : \mathbb{R}^N \rightarrow \mathbb{R}^P \) is the linear operator that extracts the patch starting at the \( i \)-th location. This is defined as the segment \( (z_i, z_{i+1}, \ldots, z_{i+P-1}) \).

2. Denoise each patch independently by computing a Bayesian estimate of its corresponding clean patch under an additive Gaussian noise model, using \( p(v) \) as the prior distribution of clean patches. Letting \( G \) denote the denoising operator, the collection of denoised patches is given by \( G(P_1 z), \ldots, G(P_N z) \).

3. Place each denoised patch back into its corresponding location in the signal. Each sample location \( i \in \{1, \ldots, N\} \) belongs to \( P \) overlapping denoised patches; take the average of the \( P \) values at this location as the estimate of the \( i \)-th sample of the denoised signal. This completes the overall denoising process, which is given by

\[
D(z) = \frac{1}{P} \sum_{i=1}^{N} P_i^\top G(P_i z).
\]

The patch denoiser \( G \) forms the core of this framework, and the overall denoising performance depends on the performance of \( G \). One approach to incorporate the Bayesian prior \( p(\cdot) \) in the patch denoising is to take \( G(\cdot) \) as the maximum a-posteriori (MAP) estimator of the clean patch under a Gaussian noise model. That is, for a noisy patch \( u = v + n \) (where \( n \) is Gaussian noise), we can define \( G(u) \) to be the mode of the conditional density \( p(v|u) \). However, it is known that this cannot be computed in closed form when the prior \( p(v) \) is a GMM [29]. Instead, motivated by [30], we choose \( G \) to be the minimum mean-squared-error (MMSE) estimator of the clean patch:

\[
G(u) = \mathbb{E}[v|u].
\]

The theorem below gives a closed-form expression for \( \mathbb{E}[v|u] \).

**Theorem 3** ([30]). Consider the additive noise model \( u = v + n \), where \( n \) is zero-mean Gaussian noise having variance \( \sigma^2 \). Suppose \( v \) has the GMM density given by (6). Then,

\[
G(u) = \left( \sum_{j=1}^{K} \beta_j(u) C_j \right)u,
\]

where \( C_j = \Sigma_j (\Sigma_j + \sigma^2 I)^{-1} \) and

\[
\beta_j(u) = \frac{\alpha_j N(u; \mu_j, \Sigma_j + \sigma^2 I)}{\sum_{j=1}^{K} \alpha_j N(u; \mu_j, \Sigma_j + \sigma^2 I)}.
\]

To summarize, the overall GMM denoiser \( D \) is given by

\[
D(z) = \frac{1}{P} \sum_{i=1}^{N} P_i^\top \left( \sum_{j=1}^{K} \beta_j(P_i z) C_j \right) P_i z.
\]

In order to gauge the quality of the GMM denoiser, we perform a denoising experiment on a noisy ECG signal. Specifically, we compare its performance with the following ECG signal denoising schemes: TV [31], NLM [28], and wavelet-\( \ell_1 \) regularization. In Figure 1, we show a segment of signal #115 (assumed...
Table 1: Denoising performance (SNR in dB). The signal length is $N = 200$.

| Noisy | TV   | NLM | Wavelet | GMM  |
|-------|------|-----|---------|------|
| 15    | 25.721 | 26.257 | 23.216  | 27.492 |
| 20    | 26.901 | 27.023 | 25.861  | 28.373 |
| 25    | 29.252 | 29.415 | 29.157  | 29.646 |
| 30    | 33.081 | 33.139 | 31.396  | 33.819 |
| 35    | 35.322 | 35.892 | 32.699  | 36.276 |
| 40    | 40.391 | 40.455 | 33.681  | 41.262 |

A higher SNR value indicates a better estimation quality. Theorem 4. Theorem 4.

Theorem 4. Let $W$ be defined as in (10), where $b_{ji} \geq 0$ for all $i, j$, and $\sum_{j=1}^{K} b_{ji} = 1$ for all $i$. Suppose $N$ is a multiple of $P$. Then the largest eigenvalue of $W$, $\lambda_{\text{max}}(W)$, is $< 1$. Consequently, the denoiser $D(z) = Wz$ is contractive, with the constant $\delta$ being $\lambda_{\text{max}}(W)$.

The proof is given in the appendix. Note that the requirement for $N$ to be a multiple of $P$ is not too restrictive, since we can pad the signal if it is not. We only need to find suitable coefficients $b_{ji}$ to replace $\beta_j(P, z)$ in (9). This can be done as follows. We first run a small number $T$ (say, $T = 10$ or $20$) of PnP-PGD iterations using the coefficients $\beta_j(P, z)$ in the denoiser, to get an intermediate estimate $x_T$. We then set $b_{ji} = \beta_j(P, x_T)$ for all $i$ and $j$. That is, we fix the $b_{ji}$’s as the coefficients obtained from the intermediate point $x_T$. The subsequent PnP-PGD iterations are run using the denoiser in (10) that uses these fixed coefficients. Since $W$ is contractive, it follows from Theorem 2 that the sequence $x_{T+1}, x_{T+2}, \ldots$ converges to some fixed point $x^*$. Consequently, the PnP-PGD iterations $x_1, x_2, \ldots$ converge to some fixed point $x^*$.

The idea behind fixing the coefficients after $T$ iterations is that as $k$ increases, $x_k$ is expected to become more refined (in the sense of looking similar to the unknown signal $x$); therefore, the coefficients $\beta_j(P, x_T)$ after $T$ iterations would be good enough to use for all subsequent iterates as well. In fact, this scheme has been used in PnP algorithms for image restoration [35, 24].

We note that although the patch denoiser $G$ in (8) is an MMSE estimator, the overall image denoiser $D$ is not. Therefore existing convergence results for PnP with MMSE denoisers, e.g. [36], do not apply to our case. We make an important remark on the similarity and differences of the proposed GMM denoiser with the denoiser in [37, 30]. Indeed, the idea of our GMM denoiser is inspired by that in [37, 30]. However, there are a couple of subtle differences:

- The denoiser in [37, 30] is scene-adapted, in the sense that the GMM distribution is tailored for the specific scene being reconstructed. This is possible because the application considered there is hyperspectral image sharpening, in which a complementary image of the same scene is available to obtain training data tailored for that scene. In contrast, in this work, we learn just one GMM distribution that is kept common for all the signals being reconstructed.
- The method used to replace $\beta_j(P, z)$ by a fixed coefficient $b_{ji}$ is different in our paper as compared to [2]. This is because the approach in [2] fundamentally relies on the availability of a complementary image, and thus cannot be applied to compressive sensing. In particular, in our paper, we take the $b_{ji}$’s to be the coefficients acquired from a surrogate signal that is obtained by running a few iterations of the PnP-PGD algorithm; this idea was inspired by [Sreehari]. On the other hand, in [2], the $b_{ji}$’s are taken to the coefficients obtained from the complementary image (multispectral or panchromatic image).

5. Experimental Results

**Database:** To validate the proposed PhP-PGD method for ECG CS recovery, we use a subset of the data from the Phys-
Figure 2: Ten randomly selected eigenvectors corresponding to the largest few eigenvalues of the covariance matrices from the learned GMM model.

Figure 3: Ten randomly selected eigenvectors corresponding to the smallest few eigenvalues of the covariance matrices from the learned GMM model.

Figure 4: Visual comparison of a CS recovered ECG signal with 10% measurements and no additive noise. The length of the original signal is $N = 512$. The proposed method produces more structurally similar (with the clean signal) output even under lower number of observations.

ionet MIT-BIH Arrhythmia Database [32, 33, 34]. Every file in the database consists of two lead recordings sampled at 360Hz with 11 bits per sample of resolution. It contains 48 half-hour excerpts of two-channel ambulatory ECG recordings, obtained
We quantify the performance of the proposal using the brain scanner with 32GB RAM. The magnetic resonance imaging (MRI) scans were obtained from 47 subjects studied by the BIH Arrhythmia Laboratory. The processing results in the subsequent sections support the claim that GMM modeling is a good prior for modeling ECG signal patches. Note that the diagonal matrices from the learned GMM distribution. This type of visualization is commonly utilized in papers on image processing, e.g. [29]. In particular, in [29] it is observed that the eigenvectors corresponding to the largest few eigenvalues (of each covariance matrix) are relatively smooth and capture the large-scale structure of the patches, whereas the eigenvalues corresponding to the smallest few eigenvectors contain many fluctuations and thus capture the local structure. If the GMM is a good model, we expect to see a similar trend for ECG signal patches.

In our case, we fit a GMM with $K = 10$ components on ECG patches of size 30. In Figure 3, we plot 10 randomly selected eigenvectors (having unit norm) corresponding to eigenvalue indices $\geq 20$ (i.e. largest few eigenvalues) from the fitted GMM model. In Figure 3, we show similar plots but for eigenvalue indices $\leq 3$ (i.e. smallest few eigenvalues). It is evident that the expected trend described in the previous paragraph holds true in practice: the richness of textures, fluctuations and other local structures is captured by the signals in Figure 3, while most of the large-scale details are captured by the signals in Figure 2.

5.2. Recovery from Noiseless Measurements

We study the signal reconstruction performance of our method (under zero noise), especially when the number of measurements $M$ is much less than $N$. In Figure 4, we show a segment of the original ECG signal #100 from [33] and its reconstruction obtained using our proposed method with 10% measurements. We can see that the recovered signal using GMM as the denoiser produces visually similar result on comparison with the other methods and also has better performance in terms of SNR.

5.3. Study of SNR for Different M

We next perform an exhaustive experiment where we vary the number of measurements ($M$) while fixing the length of the signal. The signal #105 of length $N = 512$ is used for the experiment. The results are reported in Figure 6. Each instance of the SNR values shown is obtained by averaging of 500 independent trials. We note that our proposed method achieves the best recovery among all the methods.
5.4. Study of Average SNR over Different Signals

In this section, we study the performance of the proposed method with that of various ECG signals from MIT-BIH database [33]. We consider a larger dataset of 10 signals (#100 to #109), shown in Figure 5 for performance evaluation. All the signals are of length $N = 512$. We also compare with a more recent method, ECGLet [38], in this section. We measure the average SNR (over all the 10 test signals) of the reconstructed signal for different values of $M$. The results are reported in Figure 7. Note that the proposed method yields the highest SNR among all the methods considered, for every $M$.

5.5. Effect of Compression Ratio

In this section we investigate the effect of compression ratio (CR) on the quality of the reconstructed ECG signals. The CR is defined as:

$$\text{CR} = \frac{N - M}{N} \times 100$$

(11)

where $N$ is the length of the original signal and $M$ is the length of the compressed signal. For each value of CR, we repeated the experiment 500 times, and in each time, the sensing matrix was randomly generated [5]. Figure 8, shows the variation of SNR with CR. It is worth noting that we obtain superior performance over the whole range of CR values. The input signal is a segment of ECG signal #105 from the MIT-BIH database [33].

5.6. Recovery from Noisy Measurements

From previous experiments we notice that the proposed method performs well when compared with the other methods in noiseless scenario, i.e. when $n = 0$ in (1). Now we examine the recovery performance of our method from noisy compressed measurements. The signal #103 of length $N = 512$ and $M = 256$ is used for this experiment. In Figure 9, we plot the MSE of the recovered signal as a function of the noise level in the input $y$ (specified in terms of the SNR of the input). The values reported are averaged over 500 independent trials. To simulate the noisy measurements, we followed the approach in [28]. It is evident that the proposed method produces quality reconstructions under noisy measurements. Finally we show a reconstruction result from noisy measurements in Figure. 10. In the experiment, we add random Gaussian noise to the compressed measurements. On comparison, none of the three methods in Figure 10 are able to completely mitigate the effect of noise. However, our method performs the best by a significant margin, resulting in an SNR of 24.24 dB in the recovered signal, and is visually similar to the original signal. We observed that in low SNR scenarios, TV acts as a better denoiser than GMM, which might explain why the CS reconstruction performance is higher for TV as compared to the proposed method when the input SNR is low.
we observed that the contrast in stability is more pronounced.

We use PnP-PGD for reconstruction from realizations of the sensing matrix $\Phi$.

The proposed method is able to capture the minute variations in the signal faithfully.

5.7. Numerical Convergence

In this section, we numerically verify the convergence of the proposed PnP-PGD algorithm. For all the signals in Figure 5, we use PnP-PGD for reconstruction from $M = 0.5N$ measurements. As explained in Section 4, we take the surrogate signal as the signal obtained after running the algorithm for $T = 10$ iterations. The plots of $\|x_{k+1} - x_k\|$ as a function of $k$ are shown in Figure 11 for each of the signals. Note that $\|x_{k+1} - x_k\|$ decays to 0 as $k$ increases, which is a necessary condition for convergence.

5.8. Comparison with Deep Learning

For completeness, we compare the proposed method with a deep learning method for CS reconstruction, known as SDAE [39]. In this experiment, we use the non-invasive Fetal ECG dataset from Physionet, which was used in [39]. This database contains a series of 55 multichannel abdominal non-invasive fetal electrocardiogram (FECG) recordings, taken from a single subject between 21 to 40 weeks of pregnancy. We conducted an experiment on the signal with patient id ecgca154. Table 2 shows the variation of SNR with CR for the proposed method and SDAE. We note that the proposed method is able to outperform SDAE in all cases except when the CR is very high.

5.9. Stable Recovery

We show that the proposed method produces very stable reconstructions. For this experiment, we considered the signal #105 with 10% measurements ($N = 512$). We ran 500 trials of the method, so that its stability can be observed for different realizations of the sensing matrix $\Phi$. In Figure 12, we show the SNR variation for BSBL-BO (blue) and the proposed method (red). We noted a standard deviation of 6.90 dB in SNR for BSBL-BO and 2.70 dB for the proposed method. Thus, the proposed method is more stable as compared to BSBL-BO. In fact, we observed that the contrast in stability is more pronounced for smaller $M$.

6. Conclusion

We introduced a novel framework for recovering ECG signals from compressively sensed measurements. Our method is based on the plug-and-play (PnP) paradigm that has recently become popular for image restoration problems. Essentially, the recovery method consists of repeating two main steps – inverting the forward model, and denoising – until stability is attained. We designed a high-quality ECG signal denoiser to be used in the denoising step. Moreover, we proved that the recovery algorithm is guaranteed to converge. Importantly, we showed via numerical experiments that our proposed method is superior to current state-of-the-art methods used for ECG CS recovery.

7. Appendix

7.1. Proof of Theorem 2

Since $\nabla f(x) = \Phi^\top(\Phi x - y)$, we can write the PnP-PGD algorithm as $x_{k+1} = S(x_k)$, where

$$ S(x) = D(x - \gamma\Phi^\top\Phi x + \gamma\Phi^\top y). $$

It is enough to prove that the function $S(\cdot)$ is contractive, since the convergence of $(x_k)$ to some unique fixed point $x^*$ at a linear rate would then follow by the Banach Fixed Point Theorem [23, Th. 9.23].

Let $\delta < 1$ be the constant in Definition 1. Then for any $z_1, z_2 \in \mathbb{R}^N$, we have,

$$ \|S(z_1) - S(z_2)\| \leq \delta \|(z_1 - \gamma\Phi^\top\Phi z_1) - (z_2 - \gamma\Phi^\top\Phi z_2)\| $$

$$ = \delta \|I - \gamma\Phi^\top\Phi\|(z_1 - z_2)\| $$

$$ \leq \delta \cdot \sigma_{max}(I - \gamma\Phi^\top\Phi) \cdot \|z_1 - z_2\|. $$

Let $L = \sigma_{max}(\Phi^\top\Phi)$. Since $\Phi^\top\Phi$ is positive semidefinite, its singular values are also its eigenvalues. In particular, its eigenvalues lie in $[0, L]$. Since $0 < \gamma \leq 2/L$, the eigenvalues of
Thus, for all $\lambda_i$.

To show Figure 12: Variation of SNR with trials for BSBL-BO (blue) and the proposed method (red). The length of the original ECG signal $N$.

The proposed method exhibits stable recovery of the ECG signal even for a low compression ratio.

Table 2: Performance comparison with SDAE on FECG data, collected from Physionet database (patient id: ecgca154) by varying the compression ratio.

| CR   | 25  | 37.5 | 50  | 62.5 | 75  | 87.5 | 93.75 |
|------|-----|------|-----|------|-----|------|-------|
| SDAE | 37.69 | 36.73 | 35.39 | 32.40 | 26.78 | 23.56 | 22.79 |
| GMM  | **42.85** | **39.56** | **37.18** | **33.29** | **27.16** | **20.57** | **11.44** |

Figure 11: Plots of $||x_{k+1} - x_k||$ vs $k$ in the proposed algorithm (with $M = 0.5N$) for the test signals in Figure 5.

Table 2: Performance comparison with SDAE on FECG data, collected from Physionet database (patient id: ecgca154) by varying the compression ratio.

| CR   | 25  | 37.5 | 50  | 62.5 | 75  | 87.5 | 93.75 |
|------|-----|------|-----|------|-----|------|-------|
| SDAE | 37.69 | 36.73 | 35.39 | 32.40 | 26.78 | 23.56 | 22.79 |
| GMM  | **42.85** | **39.56** | **37.18** | **33.29** | **27.16** | **20.57** | **11.44** |

I $- \gamma \Phi^T \Phi$ lie in $[-1, 1]$. Therefore, $\sigma_{\max}(I - \gamma \Phi^T \Phi) \leq 1$. Thus, for all $z_1, z_2 \in \mathbb{R}^N$ we have,

$$||S(z_1) - S(z_2)|| \leq \delta ||z_1 - z_2||.$$ 

Since $\delta < 1$, the function $S(\cdot)$ is contractive.

7.2. Proof of Theorem 4

A proof can be found in [30, Appendix B]; for completeness, here we give a different and more concise proof. Note that each $C_j$ is symmetric positive semidefinite (p.s.d.); hence, for each $i$, the matrix $B_i := \sum_j b_j C_j$ is p.s.d. (as a convex combination of p.s.d. matrices). By the same logic, we get that $W$ is p.s.d. Thus, to show $\lambda_{\max}(W) < 1$, we only need to show that $z^T W z < ||z||^2$ for all $z \in \mathbb{R}^N$.

To prove this, first note that $\lambda_{\max}(C_i) < 1$ for all $i$. Since each $B_i$ is a convex combination of all $C_j$’s and since $\lambda_{\max}(\cdot)$ is a convex function on the set of symmetric matrices, we have $\lambda_{\max}(B_i) < 1$ for all $i = 1, \ldots, N$. Let

$$\delta = \max(\lambda_{\max}(B_1), \ldots, \lambda_{\max}(B_N)).$$

Clearly, $\delta < 1$. Note that for each $i$, we have $u^T B_i u \leq \lambda_{\max}(B_i)||u||^2 \leq \delta ||u||^2$. Therefore, for any $z \in \mathbb{R}^N$,

$$z^T W z = \frac{1}{P} \sum_{i=1}^{N} (P z)^T B_i (P z) \leq \frac{\delta}{P} \sum_{i=1}^{N} ||P z||^2.$$ 

Since $N$ is a multiple of $P$, $\sum_{i=1}^{N} ||P z||^2$, which is the sum of all patches of length $P$ extracted from $z$ (using circular padding), is simply equal to $P ||z||^2$. Thus, we get that $z^T W z \leq \delta ||z||^2 < ||z||^2$ for all $z \in \mathbb{R}^N$.
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