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Abstract

We consider partially-connected $K$-user interference networks, where the transmitters have no knowledge about the channel gain values, but they are aware of network topology (or connectivity). We introduce several linear algebraic and graph theoretic concepts to derive new topology-based outer bounds and inner bounds on the symmetric degrees-of-freedom (DoF) of these networks. We evaluate our bounds for two classes of networks to demonstrate their tightness for most networks in these classes, quantify the gain of our inner bounds over benchmark interference management strategies, and illustrate the effect of network topology on these gains.

I. INTRODUCTION

Channel state information (CSI) plays a central role in the design of physical layer interference management strategies for wireless networks. As a result, training-based channel estimation techniques (i.e. transmission of known training symbols or “pilots”) are commonly used in today’s wireless networks to estimate the channel parameters at the receivers and then to propagate the estimates to other nodes in the network via feedback links. However, as wireless networks grow in size and mobility increases, the availability of channel state information at the transmitters (CSIT) becomes a challenging task to accomplish.

Consequently, there has been a growing interest in understanding how the lack of CSI would have an impact on fundamental limits of interference management in wireless networks. In particular, in the context of interference channels, various settings for CSIT have been studied in the literature, such as no CSIT (e.g., [1]–[3]), local CSIT (e.g., [4]–[6]) and delayed CSIT (e.g., [7]–[9]).

In this work, we focus on the impact of knowledge about network topology on interference management in $K$-user interference networks. We consider an interference network consisting of $K$ transmitters and $K$ receivers, where each transmitter intends to deliver a message to its corresponding receiver. In order to model propagation path loss and interference topology, the network is considered to be partially connected (in which “weak channels” are removed by setting their channel gains to zero), and the network topology is represented by the adjacency matrix of the network connectivity graph. Similar partial connectivity models have been studied in [10]–[12]. However, in this work, we assume that all nodes are aware of network topology, i.e. the adjacency matrix of the network graph, but beyond that, the transmitters have no information about the actual values of the channel gains in the network (i.e., no-CSIT beyond knowing the topology). This is partially motivated by the fact the network connectivity often changes at a much slower pace than the channel gains, hence it is plausible to acquire them at the transmitters. In this setting,
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the goal is to understand the limits at which the knowledge about network topology can be utilized to manage the interference.

This problem has been also considered in some prior works in the literature. In [4], a slow fading scenario is considered, in which the channel gains associated with existing links in the network remain constant. In this setting, authors have used a “normalized sum-capacity” metric in order to characterize the largest fraction of the sum-capacity-with-full-CSI that can be obtained when transmitters only know network topology and the gains of some local channels. Via the characterization of normalized sum-capacity for several classes of network topologies and development of two interference management strategies, namely Coded Set Scheduling and Independent Graph Scheduling, it has been shown that the knowledge about network topology can be effectively utilized to increase sum-capacity.

In another work [13], which is more related to this paper, a fast fading scenario is considered in which the channel gains of the existing links in the network are considered to be identically and independently distributed over time (with a sufficiently large coherence time) and also across the users. It has been shown that the DoF region of this problem is bounded above by the DoF region of a corresponding wireless index coding problem, and they are equivalent if both problems are restricted to linear solutions and the coherence time of the channels is sufficiently large. A similar approach has been taken in [14], in which a slow fading scenario is considered and the channel gain values are assumed to be sufficiently large to satisfy a minimum signal-to-noise ratio (SNR) at each receiver. It is shown that, quite interestingly, the degrees-of-freedom (DoF) of this problem has a counterpart in the capacity analysis of wired networks. This connection enabled the derivation of several outer bounds on the symmetric DoF, and the development of an interference-alignment-based achievability scheme. Also, necessary and sufficient conditions have been derived for networks to achieve a symmetric DoF of $\frac{1}{2}$.

In this paper, we focus on the fast fading scenario with only network topology knowledge at the nodes, where the all the channel gains are assumed to undergo i.i.d. fading. We derive new graph theoretic and linear algebraic inner and outer bounds on the symmetric DoF. To derive the outer bounds, we will introduce two novel linear algebraic concepts, namely “generators” and “fractional generators”, and utilize them to upper bound the symmetric DoF for general network topologies. The key idea of generators is that in any network topology, we seek for a number of signals from which we can decode the messages of all the users, and then we will find an upper bound for the joint entropy of those signals. Instead of upper bounding this joint entropy proportionally to the number of the signals, we will use the concept of fractional generators to find the tightest upper bound on the entropy of the signals based on the interference interactions at the receivers. We will demonstrate, through examples, that we can systematically apply our outer bounds to any arbitrary network topology.

Moreover, we will present three inner bounds based on three achievable schemes. First, we discuss two benchmark schemes and characterize their achievable symmetric DoF with respect to two graph theoretic parameters of the network graph, namely “maximum receiver degree” and “fractional chromatic number”. Through examples, we show that these schemes are suboptimal in some networks and gain can be accomplished by taking more details of network topology into account. This motivates the third scheme, called “structured repetition coding”, which performs at least the same as or strictly better than the two benchmark schemes. The main idea of this scheme is to enable neutralization of interference at the receivers by repeating the symbols based on a carefully-chosen structure at the transmitters. We derive graph theoretic conditions, based on the matching number of bipartite graphs induced by network topology and the repetition structure of transmitters, that characterize the symmetric DoF achieved by
structured repetition coding.

Finally, we will evaluate our inner and outer bounds so as to characterize the symmetric DoF in two interesting practical scenarios. First, we consider 6-user networks composed of 6 square cells in which each receiver receives interference from at least one and at most three of its adjacent cells, as well as the signal from its own transmitter. Interestingly, after removing isomorphic graphs, we see that our inner and outer bounds meet for all 22336 possible network topologies except 16, hence characterizing the symmetric DoF in those cases. Second, we consider 6-user networks with 1 central and 5 surrounding base stations and evaluate our inner and outer bounds for a large number of randomly generated client locations. In this case, the results show that our bounds are tight for all generated network topologies. In both scenarios, we will demonstrate the distribution of the gain of structured repetition coding over the two benchmark schemes and study the impact of network density on these gains.

The rest of the paper is organized as follows. In Section II we introduce the problem model and notations. In Section III we present our outer bounds on the symmetric DoF. In Section IV we present our achievable schemes. In Section V we present our numerical analysis for the aforementioned network scenarios. Finally, we conclude the paper in Section VI.

II. PROBLEM FORMULATION AND NOTATIONS

A $K$-user interference network ($K \in \mathbb{N}$) is defined as a set of $K$ transmitter nodes $\{T_i\}_{i=1}^K$ and $K$ receiver nodes $\{D_j\}_{j=1}^K$. To model propagation path loss and interference topology, we consider a similar model to [14] in which the network is partially connected represented by the adjacency matrix $M \in \{0, 1\}^{K \times K}$, such that $M_{ij} = 1$ iff transmitter $T_i$ is connected to receiver $D_j$ (i.e. $D_j$ is in the coverage radius of $T_i$). We assume there exist direct links between each transmitter $T_i$ and its corresponding receiver $D_i$ (i.e. $M_{ii} = 1$, $\forall i \in [1 : K]$), where we use the notation $[1 : m]$ to denote $\{1, 2, ..., m\}$ for $m \in \mathbb{N}$. We also define the set of interfering nodes to receiver $D_j$ as $\mathcal{I}_j := \{i : M_{ij} = 1, i \neq j\}$.

The communication is time-slotted. At each time slot $l$ ($l \in \mathbb{N}$), the transmit signal of transmitter $T_i$ is denoted by $X_i[l] \in \mathbb{C}$ and the received signal of receiver $D_j$ is denoted by $Y_j[l] \in \mathbb{C}$ given by

$$Y_j[l] = g_{jj}[l]X_j[l] + \sum_{i \in \mathcal{I}_j} g_{ij}[l]X_i[l] + Z_j[l],$$

where $Z_j[l] \sim \mathcal{CN}(0, 1)$ is the additive white Gaussian noise and $g_{ij}[l]$ is the channel gain from transmitter $T_i$ to receiver $D_j$ at time slot $l$. If transmitter $T_i$ is not connected to receiver $D_j$ (i.e. $M_{ij} = 0$), then $g_{ij}[l]$ is assumed to be identically zero at all times. We assume that the non-zero channel gains (i.e. $g_{ij}[l]$’s s.t. $M_{ij} = 1$) are independent and identically distributed (with a continuous distribution $f_G(g)$) through time and also across the users, and are also independent of the transmit symbols. The distribution $f_G(g)$ needs to satisfy three regularity conditions: $\mathbb{E}[|g|^2] < \infty$, $f_G(g) = f_G(-g), \forall g \in \mathbb{C}$, and $\exists f_{\text{max}}$ s.t. $f_{|G|}(r) \leq f_{\text{max}}, \forall r \in \mathbb{R}^+$, where $f_{|G|}(\cdot)$ is the distribution of $|g|$. The noise terms are also assumed i.i.d. among the users and the time slots, and also independent of the transmit symbols and channel gains.

It is assumed that the transmitters $\{T_i\}_{i=1}^K$ are only aware of the connectivity pattern of the network (or the network topology), represented by the adjacency matrix $M$, and also the distribution $f_G$ of the non-zero channel gains; i.e. the transmitters only know which users are interfering to each other and they also know the statistics of the channel gains, not the actual gains of the links. In this paper, we refer to this assumption as no channel state information at the transmitters (no CSIT). As for the receivers
\{D_j\}_{j=1}^K$, we assume that they are aware of the adjacency matrix \(M\) and the channel gain realizations of their incoming links. In other words, receiver \(D_j\) is aware of \(M\) and \(g_{ij}[l]\), \(\forall i \in \{j\} \cup \mathcal{I}F_j\), \(\forall l\).

In this network, every transmitter \(T_i\) intends to deliver a message \(W_i\) to its corresponding receiver \(D_i\). The message \(W_i\) is encoded to a vector \(X^n_i = [X_i[1] \ X_i[2] \ldots X_i[n]]^T \in \mathbb{C}^n\) through an encoding function \(e_i(W_i|\mathcal{M}, f_G)\); i.e. transmitters use their knowledge of network topology and the distribution of the channel gains to encode their messages. There is also a transmit power constraint \(E[\frac{1}{n}\|X^n_i\|] \leq P\), \(\forall i \in [1 : K]\). This encoded vector is transmitted within \(n\) time slots through the wireless channel to the receivers. Each receiver \(D_j\) receives the vector \(Y^n_j = [Y_j[1] \ Y_j[2] \ldots Y_j[n]]^T\) and uses a decoding function \(e_j^*(Y^n_j|M, G^n_j)\) to recover its desired message \(W_j\). Here, \(G^n_j := \{g_{ij}^n : i \in [1 : K]\}\) where \(g_{ij}^n := [g_{ij_1}[1] \ g_{ij_2}[2] \ldots g_{ij[n]}]^T\) denotes the vector of the channel gain realizations from transmitter \(T_i\) to receiver \(D_j\) during \(n\) time slots. We also denote the set of all channel gains in all time slots by \(G^n = \{G^n_1, \ldots, G^n_K\}\).

The rate of transmission for user \(i\) is denoted by \(R_i(P) := \frac{\log |W_i(P)|}{n}\) where \(|W_i(P)|\) is the size of the message set of user \(i\) and we have explicitly shown the dependence of \(W_i\) on \(P\). Denoting the maximum error probability at the receivers by \(Pr_e(P) = \max_{j \in [1 : K]} \Pr[W_j(P) \neq e_j^*(Y^n_j|M, G^n_j)],\) a rate tuple \((R_1(P), \ldots, R_K(P))\) is said to be achievable if \(Pr_e(P)\) goes to zero as \(n\) goes to infinity.

In this paper, the considered metric is the symmetric degrees-of-freedom (DoF) metric, which is defined as follows. If a rate tuple \((R_1(P), \ldots, R_K(P))\) is achievable and we let \(d_l = \lim_{P \to \infty} \frac{R_l(P)}{\log(P)}\), then the DoF tuple of \((d_1, \ldots, d_K)\) is said to be achievable. The symmetric degrees-of-freedom \(d_{\text{sym}}\) is defined as the supremum \(d\) such that the DoF tuple \((d, \ldots, d)\) is achievable.

Therefore, the main problem we are going to address in this paper is that given a \(K\)-user interference network with adjacency matrix \(M\) (which is known by every node in the network) and channel gains distribution \(f_G\), what the symmetric degrees-of-freedom \(d_{\text{sym}}\) is, under no-CSIT assumption. We will start by presenting our outer bounds on \(d_{\text{sym}}\) in the next section.

### III. OUTER BOUNDS ON \(d_{\text{sym}}\)

In this section, we will present our outer bounds for the symmetric DoF of \(K\)-user interference networks. To this end, we provide two types of outer bounds and we will motivate each outer bound through an introductory example. The main idea in both of the outer bounds is to create a set of signals by which we can sequentially decode the messages of all the users with a finite number of bits provided by a genie. This set of signals corresponds to a matrix called a generator. We will show systematically that for any network topology, there are some linear algebraic conditions that a matrix should satisfy to be called a generator. Therefore, our outer bounds rely highly on the topology of the network graph and the goal is to algebraically explain how these bounds are derived. The first converse generally states that the number of signals corresponding to a generator is an upper bound for the sum degrees-of-freedom of the network. However, the second converse enhances the first one, showing that there may be tighter upper bounds on the sum degrees-of-freedom due to the specific topology of the network.

#### A. Upper Bounds Based on the Concept of Generators

We start by presenting our first outer bound through the notion of generators. The main idea of this outer bound is presented in Example [1]. Before starting the example, we need to define a few notations.
• If \( S \subseteq [1 : K] \) is a subset of users in a \( K \)-user interference network with adjacency matrix \( M \), then \( M^S \) denotes the adjacency matrix of the corresponding subgraph and \( I^{|S|} \) denotes the \(|S| \times |S|\) identity matrix.

• For a general \( m \times n \) matrix \( A \) and \( N \subseteq [1 : n] \), \( A_N \) denotes the submatrix of \( A \) composed of the columns whose indices are in \( N \). For the sake of brevity, if \( N = \{i\} \), i.e. if \( N \) has only one member, we use \( A_i \) to denote the \( i^{th} \) column of \( A \).

• For a general matrix \( A \), \( c(A) \) denotes the number of columns of \( A \).

We will also need the following definition.

**Definition 1.** If \( \mathbf{v} \in \{0, \pm 1\}^{n \times 1} \) and \( \mathcal{V} \) is a subspace of \( \mathbb{R}^n \), then \( \mathbf{v} \in \mathcal{V} \) means that there exists a vector \( \tilde{\mathbf{v}} \) in \( \mathcal{V} \) which is the same as \( \mathbf{v} \) up to the sign of its elements; i.e.

\[
\mathbf{v} \in \mathcal{V} \iff \exists \tilde{\mathbf{v}} \in \mathcal{V} \text{ s.t. } |\tilde{v}_j| = |v_j|, \quad \forall j \in [1 : n].
\]

Moreover, if \( i \in [1 : n] \), then \( \mathbf{v} \in \mathcal{V}_i \) is defined as

\[
\mathbf{v} \in \mathcal{V}_i \iff \exists \tilde{\mathbf{v}} \in \mathcal{V} \text{ s.t. } |\tilde{v}_i| = |v_i| \text{ and } \tilde{v}_j(|\tilde{v}_j| - |v_j|) = 0, \quad \forall j \in [1 : n] \setminus \{i\},
\]

implying that there exists a vector \( \tilde{\mathbf{v}} \) in \( \mathcal{V} \) whose \( i^{th} \) element is the same as the \( i^{th} \) element of \( \mathbf{v} \) up to its sign, while every other element of \( \tilde{\mathbf{v}} \) either equals zero or matches the corresponding element of \( \mathbf{v} \) up to its sign.

**Example 1.** Consider the 5-user interference network in Figure [1] We claim that the symmetric DoF of this network with no CSIT is upper bounded by \( \frac{2}{5} \).

\[
\begin{align*}
\tilde{Y}_1^n &= g_1^n X_1^n + g_3^n X_3^n + g_4^n X_4^n + \tilde{Z}_1^n \\
\tilde{Y}_5^n &= g_2^n X_2^n + g_3^n X_3^n + g_5^n X_5^n + \tilde{Z}_5^n,
\end{align*}
\]

where \( \tilde{Z}_1^n \) and \( \tilde{Z}_5^n \) have the same distributions as the original noise vectors, but are independent of them and also of each other and \( g_i^n = g_{ii}^n, \quad i \in [1 : 5] \). We now show that \( H(W_1, ..., W_5 | \tilde{Y}_1^n, \tilde{Y}_5^n, G^n) \leq \)
\[ no(\log(P)) + n\epsilon_n, \] which implies
\[
\sum_{i=1}^{5} R_i = \frac{1}{n} H(W_1, ..., W_5 | G^n) = \frac{1}{n} \left[ I(W_1, ..., W_5; \tilde{Y}_1^n, \tilde{Y}_5^n | G^n) + H(W_1, ..., W_5 | \tilde{Y}_1^n, \tilde{Y}_5^n, G^n) \right] \leq 2 \log(P) + o(\log(P)) + \epsilon_n.
\]

hence \( d_{sym} \leq \frac{2}{5} \). This is obtained through the following steps, which are explained intuitively here and their formal proof is discussed in the proof of Theorem\[ ] for general network topologies.

- **Step 1:** \( H(W_1, W_5 | \tilde{Y}_1^n, \tilde{Y}_5^n, G^n) \leq n\epsilon_n, \) due to the fact that \( \tilde{Y}_1^n \) and \( \tilde{Y}_5^n \) are statistically the same as \( Y_1^n \) and \( Y_5^n \), respectively, and Fano’s inequality.

- **Step 2:** \( H(W_4 | \tilde{Y}_1^n, \tilde{Y}_5^n, W_1, W_5, G^n) \leq no(\log(P)) + n\epsilon_n. \) This is obtained by noting that from \( W_5 \), one can create \( X_5^n \) and then by using the other terms in the conditioning, we can construct \( \tilde{Y}_4^n = \tilde{Y}_1^n - \tilde{Y}_5^n + g_5^n X_5^n = g_1^n X_1^n - g_2^n X_2^n + g_3^n X_3^n + g_4^n X_4^n + \tilde{Z}_1^n - \tilde{Z}_5^n \), which is statistically the same as \( Y_4^n \) except for a larger, but bounded, noise variance. This is because the distribution of the channel gains is symmetric around zero \( (f_G(g) = f_G(-g), \forall g \in \mathbb{C}). \) The desired inequality then follows, where the \( n\epsilon_n \) term is due to Fano’s inequality and the \( no(\log(P)) \) term is due to the larger noise variance, treated more formally in Lemma\[ ] which appears later.

- **Step 3:** \( H(W_3 | \tilde{Y}_1^n, \tilde{Y}_5^n, W_1, W_5, W_4, G^n) \leq n\epsilon_n, \) obtained by noting that from \( W_1 \) and \( W_4 \), one can create \( X_1^n \) and \( X_4^n \) and then by using the other terms in the conditioning, we can construct \( \tilde{Y}_3^n = \tilde{Y}_3^n - g_1^n X_1^n - g_4^n X_4^n = g_3^n X_3^n + \tilde{Z}_1^n \), which is statistically the same as \( Y_3^n \). The inequality then follows from Fano’s inequality.

- **Step 4:** \( H(W_2 | \tilde{Y}_1^n, \tilde{Y}_5^n, W_1, W_5, W_4, W_3, G^n) \leq n\epsilon_n, \) obtained by noting that from \( W_3 \) and \( W_5 \), one can create \( X_3^n \) and \( X_5^n \) and then by using the other terms in the conditioning, we can construct \( \tilde{Y}_2^n = \tilde{Y}_5^n - g_3^n X_3^n - g_5^n X_5^n = g_2^n X_2^n + \tilde{Z}_2^n \), which is statistically the same as \( Y_2^n \). The inequality then follows from Fano’s inequality.

Adding the above inequalities and using the chain rule for entropy yield the desired result. Therefore, starting from \( \{\tilde{Y}_1^n, \tilde{Y}_5^n\} \), we created a sequence of users \( \{1, 5, 4, 3, 2\} \) in which we could successively generate statistically similar versions of the signals at their receivers (with a bounded difference in noise variance) by a linear combination of the signals available at each step, and at the end of the final step, we could decode the messages of all users by initially having the two signals \( \{\tilde{Y}_1^n, \tilde{Y}_5^n\} \).

This process can be explained in a more systematic and linear algebraic form. Each of the signals discussed above (ignoring the noise term) can be represented as a \( 5 \times 1 \) column vector whose \( i^{th} \) element, \( i \in [1:5], \) is equal to the coefficient of \( g_i^n X_i^n \) in that signal. For instance, \( \tilde{Y}_1^n \) corresponds to \( \left[ 1 \ 0 \ 1 \ 1 \ 0 \right]^T \) and \( \tilde{Y}_5^n \) corresponds to \( \left[ 0 \ 1 \ 1 \ 0 \ 1 \right]^T \). We concatenate these two vectors so that \( \{\tilde{Y}_1^n, \tilde{Y}_5^n\} \) can be represented by the matrix
\[
A = \begin{bmatrix}
1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1
\end{bmatrix}^T.
\]

Now, using the notation introduced in Definition\[ ] the successive decoding steps mentioned earlier in this example can be expressed in a linear algebraic form. In what follows, \( S = [1:5] \).

- **Step 1** is equivalent to \( M_1 \in \mathbb{E} \ span(A) \). The reason is as follows. First, note that
\( \mathbf{M}_1 = \begin{bmatrix} 1 & 0 & 1 & 1 & 0 \end{bmatrix}^T \) is the first column of the adjacency matrix, which corresponds to the signal received at receiver 1, namely \( Y_1^n \) (because \( Y_1^n = \begin{bmatrix} g_{11}^n X_1^n & \ldots & g_{51}^n X_5^n \end{bmatrix} M_1 + Z_1^n \)). Therefore, \( \mathbf{M}_1 \in \pm \text{span}(\mathbf{A}) \) means that by a combination of the signals \( \{ \tilde{Y}_1^n, \tilde{Y}_5^n \} \), we can create a statistically-similar version of \( Y_1^n \) (actually, the combination is \( Y_1^n \) itself). Since the distribution of the channel gains is symmetric around zero \( f_G(g) = f_G(-g), \forall g \in \mathbb{C} \), the sign of each element \( g_{ij}^n X_i^n \) in \( Y_1^n \) is not important, therefore letting us use the notation developed in Definition 1. In the same way, we have \( \mathbf{M}_5 \in \pm \text{span}(\mathbf{A}) \), which means that by a combination of the signals \( \{ \tilde{Y}_1^n, \tilde{Y}_5^n \} \), we can create a statistically-similar version of \( Y_5^n \).

- Step 2 is equivalent to \( \mathbf{M}_4 \in \pm \text{span}(\mathbf{A}, \mathbf{I}^{[S]}_{\{1,5\}}) \). The reason is as follows. First, note that columns 1 and 5 of the identity matrix are now included since we have already decoded \( W_1 \) and \( W_5 \) in the previous step, and by having them and the channel gains, we can create the signals \( g_{11}^n X_1^n \) and \( g_{55}^n X_5^n \) which correspond to \( \mathbf{I}_1^{[S]} \) and \( \mathbf{I}_{5}^{[S]} \), respectively. Therefore, ignoring the noise terms because of their finite variance, we can create a statistically similar version of \( Y_4^n \) by having \( \tilde{Y}_1^n, \tilde{Y}_5^n, W_1, W_5 \) and the channel gains.

- Step 3 is equivalent to \( \mathbf{M}_3 \in \pm \text{span}(\mathbf{A}, \mathbf{I}^{[S]}_{\{1,5,4\}}) \). The reason is as follows. First, note that before this step, we have already decoded \( W_1, W_5 \) and \( W_4 \), and by having them and the channel gains, we can create the signals \( g_{11}^n X_1^n, g_{55}^n X_5^n \) and \( g_{44}^n X_4^n \) which correspond to \( \mathbf{I}_1^{[S]}, \mathbf{I}_{5}^{[S]} \) and \( \mathbf{I}_{4}^{[S]} \), respectively. Therefore, we can create a statistically similar version of \( Y_3^n \) by having \( \tilde{Y}_1^n, \tilde{Y}_5^n, W_1, W_5, W_4 \) and the channel gains.

- Step 4 is equivalent to \( \mathbf{M}_2 \in \pm \text{span}(\mathbf{A}, \mathbf{I}^{[S]}_{\{1,5,4,3\}}) \), which means that we can create a statistically similar version of \( Y_2^n \) by having \( \tilde{Y}_1^n, \tilde{Y}_5^n, W_1, W_5, W_4, W_3 \) and the channel gains.

Motivated by Example 1, we now formally define the notion of generators.

**Definition 2.** Consider a \( K \)-user interference network with adjacency matrix \( \mathbf{M} \) and assume \( S \subseteq [1 : K] \) is a subset of users. \( \mathbf{A} \in \{\pm 1, 0\}^{|S| \times r} (r \in \mathbb{N}) \) is called a *generator* of \( S \) if there exists a sequence \( \Pi_S = (i_1, \ldots, i_{|S|}) \) of the users in \( S \) such that

\[
\mathbf{M}_j^S \in \pm \text{span} (\mathbf{A}, \mathbf{I}^{[S]}_{\{i_1, \ldots, i_{j-1}\}}), \quad \forall j \in [1 : |S|].
\]

We use \( \mathcal{J}(S) \) to denote the set of all generators of \( S \).

To gain an intuition about the above definition, similar to what we mentioned in Example 1, each column of a generator \( \mathbf{A} \) of \( S \) corresponds to a signal which is a linear combination of the transmit symbols \( X_i^n, i \in S \). Therefore, the number of columns of \( \mathbf{A} \), denoted by \( c(\mathbf{A}) \), represents the number of these signals. Consequently, the spanning relationships in Definition 2 represent a sequence of users in which all the messages can be decoded by having \( c(\mathbf{A}) \) signals, as in Example 1. Also, the reason that we have used the notation \( \in \pm \text{span} \) instead of \( \in \text{span} \) (which we were using in Example 1) is that intuitively, it is not necessary to generate (a statistically-similar version of) the received signal at receiver \( D_i \) exactly. Instead, it suffices to generate a *less-interfered* version of its received signal (by deleting some of the interference terms) and still be able to decode its message, because interference only hurts.

By having the definition of the generator in mind, we can present our first converse as follows.
Theorem 1. The symmetric DoF of a K-user interference network with no CSIT is upper bounded by
\[ d_{sym} \leq \min_{S \subseteq [1 : K]} \min_{\mathbf{A} \in \mathcal{J}(S)} \frac{c(\mathbf{A})}{|S|}, \]
where for each \( S \subseteq [1 : K] \), \( \mathcal{J}(S) \) denotes the set of all generators of \( S \) (Definition 2) and \( c(\mathbf{A}) \) denotes the number of columns of \( \mathbf{A} \).

Before proving the theorem, we present the following lemma, which is proved in Appendix A.

Lemma 1. For a discrete random variable \( W \), continuous random vector \( Y^n \), and two complex Gaussian noise vectors \( Z_1^n \) and \( Z_2^n \), where each element of \( Z_1^n \) and \( Z_2^n \) are \( \mathcal{CN}(0,1) \) and \( \mathcal{CN}(0,N) \) random variables, respectively and all the random variables are mutually independent, if \( H(W|Y^n+Z_1^n) \leq n\epsilon \), then \( H(W|Y^n+Z_2^n) \leq n\epsilon + n \log(N+1) \).

Proof of Theorem 1. Consider a generator of \( S \) denoted by \( \mathbf{A} \). Without loss of generality, assume that \( S = [1 : m] \), \( c(\mathbf{A}) = m' (m' \leq m) \) and \( \Pi_S = (1, \ldots, m) \). Define \( \tilde{Y}_i^n = [g_1^n X_1^m \ldots g_m^n X_m^m] \mathbf{A}_i + \tilde{Z}_i^n \), \( i \in [1 : m'] \), where \( g_i^n = g_i^n, \forall i \in [1 : m] \) and the noise vectors \( \tilde{Z}_i^n \) have the same distributions as the original noises, but are independent of them and also of each other. Suppose rates \( R_i, i \in S \) are achievable. Then, we will have:
\[ \begin{align*}
n \sum_{i \in S} R_i &= H(W_1, \ldots, W_m|\mathcal{G}^n) \\
&= I(W_1, \ldots, W_m; \tilde{Y}_1^n, \ldots, \tilde{Y}_m^n|\mathcal{G}^n) + H(W_1, \ldots, W_m|\tilde{Y}_1^n, \ldots, \tilde{Y}_m^n, \mathcal{G}^n) \\
&= h(\tilde{Y}_1^n, \ldots, \tilde{Y}_m^n|\mathcal{G}^n) - h(\tilde{Z}_1^n, \ldots, \tilde{Z}_m^n) + H(W_1, \ldots, W_m|\tilde{Y}_1^n, \ldots, \tilde{Y}_m^n, \mathcal{G}^n) \\
&= h(\tilde{Y}_1^n, \ldots, \tilde{Y}_m^n|\mathcal{G}^n) + n\epsilon + n \log(P) + H(W_1, \ldots, W_m|\tilde{Y}_1^n, \ldots, \tilde{Y}_m^n, \mathcal{G}^n).
\end{align*} \]
(2)

Now, we prove that \( H(W_l|\tilde{Y}_1^n, \ldots, \tilde{Y}_m^n, W_1, \ldots, W_{l-1}, \mathcal{G}^n) \leq \epsilon \log(P) + n\epsilon_{l,n} \) for \( l \in [1 : m] \). By Definition 2, \( M_l^S \subseteq \text{span} (\mathbf{A}_1 \mathbf{I}_{[1, \ldots, l-1]}|S) \), implying that there exist a vector \( \tilde{v} \in \mathbb{R}^{|S|} \) and coefficients \( c_i (i \in [1 : m']) \) and \( d_k (k \in [1 : l-1]) \) such that
\[ \tilde{v} = \sum_{i=1}^{m'} c_i \mathbf{A}_i + \sum_{k=1}^{l-1} d_k \mathbf{I}_k^{|S|} \]
(3)
\[ |	ilde{v}_l| = |M_l^S| = 1 \]
(4)
\[ \tilde{v}_j (|\tilde{v}_j| - |M_j^S|) = 0, \forall j \in [1 : m] \setminus \{l\}. \]
(5)

Note that if \( j \in \mathcal{I}_l \), then \( M_j^S = 1 \) and (5) implies that \( \tilde{v}_j \) can either be equal to 0 or \( \pm 1 \); i.e. \( \tilde{v}_j \in \{0, \pm 1\} \). On the other hand, if \( j \notin \mathcal{I}_l \), then \( M_j^S = 0 \) and (5) implies that \( \tilde{v}_j = 0 \). Multiplying \([g_1^n X_1^m \ldots g_m^n X_m^m]\) by both sides of (3), hence, yields
\[ \tilde{v}_l g_l^n X_l^n + \sum_{j \in \mathcal{I}_l} \tilde{v}_j g_j^n X_j^n = \sum_{i=1}^{m'} c_i \tilde{y}_i^n + \sum_{k=1}^{l-1} d_k g_k^n X_k^n + \tilde{z}_l^n, \]
where the variance of each element of $\tilde{Z}_l^n$ is $N_l = \sum_{i=1}^{m_l} c_i^2 < \infty$. Therefore, we can write:

$$H(W_l | \sum_{i=1}^{m_l} c_i \tilde{Y}_i^n + \sum_{k=1}^{l-1} d_k g_k^n X_k^n, G^n) = H(W_l | \tilde{v}_lg_l^n X_l^n + \sum_{j \in \mathcal{I}_F} \tilde{v}_g^n X_g^n - \tilde{Z}_l^n, G^n)$$

$$= H(W_l | \tilde{v}_lg_l^n X_l^n + \sum_{j \in \mathcal{I}_F} \tilde{v}_g^n X_g^n - \tilde{Z}_l^n, \sum_{j \in \mathcal{I}_F} (1 - |\tilde{v}_j|)g_j^n X_j^n, G^n)$$

$$\leq H(W_l | \tilde{v}_lg_l^n X_l^n + \sum_{j \in \mathcal{I}_F} \tilde{v}_g^n X_g^n - \tilde{Z}_l^n, G^n)$$

$$\leq n \log(P) + n\epsilon_{l,n},$$

where (6) is true because, as discussed before, for all $j \in \mathcal{I}_F$, $\tilde{v}_j$ can only take the values in $\{\pm 1\}$ and therefore the signals in $\sum_{j \in \mathcal{I}_F} \tilde{v}_j g_j^n X_j^n$ and $\sum_{j \in \mathcal{I}_F} (1 - |\tilde{v}_j|)g_j^n X_j^n$ do not have common terms.

In (7), $\tilde{v}'_j$ is defined as $\tilde{v}'_j := \tilde{v}_j + (1 - |\tilde{v}_j|)$. Clearly $\tilde{v}'_j$ can only take the values in $\{1, -1\}$ because $\tilde{v}_j \in \{\pm 1\}$. Also, (4) implies that $\tilde{v}_l \in \{1, -1\}$. Therefore, $\tilde{v}_lg_l^n X_l^n + \sum_{j \in \mathcal{I}_F} \tilde{v}'_g^n X_g^n - \tilde{Z}_l^n$ is statistically the same as $Y_l^n$ (with a bounded difference in noise variance), because the channel gains have a symmetric distribution around zero ($f_G(g) = f_G(-g)$, $\forall g \in \mathbb{C}$). This, together with Lemma 1 and Fano’s inequality, implies that (5) is correct. Hence, using the chain rule for entropy yields

$$H(W_1, ..., W_m | \tilde{Y}_1^n, ..., \tilde{Y}_m^n, G^n) = \sum_{l=1}^{m} H(W_l | \tilde{Y}_1^n, ..., \tilde{Y}_m^n, W_{l-1}, G^n)$$

$$\leq \sum_{l=1}^{m} n \log(P) + n\epsilon_{l,n}$$

which together with (2) implies

$$n \sum_{i \in \mathcal{S}} R_i \leq h(\tilde{Y}_1^n, ..., \tilde{Y}_m^n | G^n) + n \log(P) + n\epsilon$$

$$\leq nm' \log(P) + n \log(P) + n\epsilon.$$

Letting $n$ and then $P$ go to infinity, we will have:

$$\sum_{i \in \mathcal{S}} d_i \leq m' \Rightarrow |\mathcal{S}| \leq c(A) \Rightarrow d_{sym} \leq \frac{c(A)}{|\mathcal{S}|} \Rightarrow d_{sym} \leq \min_{\mathcal{S}\subseteq[1:K]} \min_{A \in \mathcal{J}(\mathcal{S})} \frac{c(A)}{|\mathcal{S}|}.$$

A simple corollary of Theorem 1 is the following.

**Corollary 1.** Consider a $K$-user interference network with adjacency matrix $M$. If $A \subseteq \mathcal{S} \subseteq [1 : K]$ and there exists a sequence $\Pi_{S \setminus A} = (i_1, ..., i_{|S\setminus A|})$ of the users in $S \setminus A$ such that:

$$M_{i_j}^{S} \in \mathbb{I}_{i_j} \text{ span } \left( M_{A}^{S} \cup \cup_{i_{j-1} \in \cup_{1,...,i_{j-1}}} \right), \forall j \in [1 : |S\setminus A|],$$

1If $\tilde{v}_j = 0$, then $1 - |\tilde{v}_j| = 1$, and if $\tilde{v}_j = 1$ or $\tilde{v}_j = -1$, then $1 - |\tilde{v}_j| = 0$. Hence, either $\tilde{v}_j$ or $1 - |\tilde{v}_j|$ is non-zero, but not both.
then 

\[ d_{\text{sym}} \leq \frac{|A|}{|S|}. \]

Proof: If \( A \) satisfies the conditions in the corollary, then it is easy to show that \( M_A^S \) is a generator of \( S \) and hence Theorem 1 yields 

\[ d_{\text{sym}} \leq c\left(M_A^S\right) = \frac{|A|}{|S|}. \]

Remark. Theorem 1 and Corollary 1 both depend completely on the set of interferers to the receivers or, equivalently, the adjacency matrix. Therefore, they both highlight the special role of the topology of the network on the outer bounds. Moreover, Corollary 1 implies that it may be sufficient to only consider as the generators the matrices which are a subset of the columns of the adjacency matrix; i.e. only considering a subset of the received signals as our initial signals. This in fact worked for the case of Example 1 where we could derive the outer bound of \( \frac{2}{5} \) for the symmetric degrees-of-freedom.

It is important to notice that in the final step of the proof of Theorem 1 we used the trivial upper bound of \( c(A)n \log(P) \) for the joint entropy of the signals corresponding to the generator \( A \). However, there may be a way to derive a tighter upper bound for this joint entropy in some network topologies, and as we see in the next section, this is in fact the case; i.e. there exist some network topologies in which the upper bound of Theorem 1 can be improved. Hence, we will illustrate a method to tighten the upper bound in the following section.

B. Upper Bounds Based on the Concept of Fractional Generators

We will now introduce the notion of fractional generators to enhance the outer bound of Theorem 1. The idea is that we can make use of the signal interactions and interference topology at the receivers to derive possibly tighter upper bounds for the entropy of the signals corresponding to a generator. To be precise, if a signal is composed of a subset of interferers to a receiver, there is a tighter upper bound than \( n \log(P) \) for that signal. To clarify this concept, we will again go through an introductory example.

Example 2. Consider the 6-user network shown in Figure 2. We claim that the symmetric DoF for this network is upper bounded by \( \frac{7}{8} \), while the best upper bound based on Theorem 1 is \( \frac{6}{7} \).

The best upper bound of Theorem 1 for this example can be shown to be \( \frac{7}{8} \), which is obtained by, for example, using \( A = M_{\{1,4\}}^S \) as a generator of the entire network \( S = [1:6] \) with \( \Pi_S = \{1, 4, 2, 5, 3, 6\} \).
We now show how the proof steps of Theorem 1 can be enhanced to obtain a tighter upper bound on $d_{sym}$.

Following the proof of Theorem 1 for the network in Figure 2 until equation (9) provides

$$n \sum_{i=1}^{6} R_i \leq h(\tilde{Y}_1^n, \tilde{Y}_4^n | G^n) + no(\log(P)) + n\epsilon_n,$$

(10)

where $\tilde{Y}_1^n = g_1^n X_1^n + g_3^n X_3^n + g_5^n X_5^n + \tilde{Z}_1^n$ and $\tilde{Y}_4^n = g_2^n X_2^n + g_4^n X_4^n + g_6^n X_6^n + \tilde{Z}_1^n$, $\tilde{Z}_1^n$ and $\tilde{Z}_4^n$ have the same distributions as the original noise vectors, but are independent of them and also of each other and $g_i^n = g_{ii}^n$, $i \in [1 : 6]$. Now, instead of simply upper bounding $h(\tilde{Y}_1^n, \tilde{Y}_4^n | G^n)$ as $h(\tilde{Y}_1^n, \tilde{Y}_4^n | G^n) \leq h(\tilde{Y}_1^n | G^n) + h(\tilde{Y}_4^n | G^n) \leq 2n \log(P) + no(\log(P))$, we show that a tighter upper bound can be found for $h(\tilde{Y}_1^n | G^n)$, hence improving the upper bound on $d_{sym}$.

The idea is that in the network of Figure 2 $D_1$ receives signals from transmitters 1, 3 and 5. However, these transmitters are a subset of the interferers to receiver 2; i.e. $\{1, 3, 5\} \subseteq \mathcal{I}$. This leads to a tighter upper bound of $h(\tilde{Y}_1^n | G^n) \leq n(\log(P) - R_2) + no(\log(P)) + n\epsilon_n$, which can be proved as following.

First, note that

$$H(W_2) - H(W_2 | g_{22}^n X_2^n + \tilde{Y}_1^n, G^n) = h(g_{22}^n X_2^n + \tilde{Y}_1^n | G^n) - h(g_{22}^n X_2^n + \tilde{Y}_1^n | W_2, G^n),$$

since both sides are equal to $I(g_{22}^n X_2^n + \tilde{Y}_1^n ; W_2 | G^n)$. Therefore,

$$h(g_{22}^n X_2^n + \tilde{Y}_1^n | W_2, G^n) = H(W_2 | g_{22}^n X_2^n + \tilde{Y}_1^n, G^n) + h(g_{22}^n X_2^n + \tilde{Y}_1^n | G^n) - H(W_2)$$

$$\leq n\epsilon_n + h(g_{22}^n X_2^n + \tilde{Y}_1^n | G^n) - H(W_2)$$

(11)

and

$$h(g_{22}^n X_2^n + \tilde{Y}_1^n | W_2, G^n) \leq n\epsilon_n + no(\log(P)) + n \log(P) - nR_2,$$

(12)

where (11) holds because of the same arguments as in the proof of Theorem 1 (less-interfered version of a received signal is sufficient to decode its corresponding symbol). On the other hand, since $X_2^n$ is a function of $W_2$, we have

$$h(g_{22}^n X_2^n + \tilde{Y}_1^n | W_2, G^n) = h(\tilde{Y}_1^n | G^n),$$

which together with (12) yields $h(\tilde{Y}_1^n | G^n) \leq n(\log(P) - R_2) + no(\log(P)) + n\epsilon_n$. Hence we can continue (10) as

$$n \sum_{i=1}^{6} R_i \leq h(\tilde{Y}_1^n | G^n) + h(\tilde{Y}_4^n | G^n) + no(\log(P)) + n\epsilon_n$$

$$\leq 2n \log(P) - nR_2 + no(\log(P)) + n\epsilon_n.$$

Letting $n$ and then $P$ go to infinity and setting all the DoFs to be equal to $d_{sym}$, we will have:

$$6d_{sym} \leq 2 - d_{sym} \Rightarrow d_{sym} \leq \frac{2}{7},$$

which is strictly tighter than the previous outer bound of $\frac{2}{6}$ based on Theorem 1.

Now, we will illustrate the improvement of the outer bound in a linear algebraic form. The key part in the enhancement was that by adding $g_{22}^n X_2^n$ to $\tilde{Y}_1^n$, we could create a signal which was able to decode $W_2$. As we have discussed before, if $S = [1 : 6]$, then $\tilde{Y}_1^n$ corresponds to the vector $M_1^S = \begin{bmatrix} 1 & 0 & 1 & 0 & 1 \end{bmatrix}^T$. Therefore, adding $g_{22}^n X_2^n$ to $\tilde{Y}_1^n$ can be translated to adding $I_2^{[S]} = \begin{bmatrix} 1 & 0 & 1 & 0 & 1 \end{bmatrix}^T$.
by adding \( \sum_{\mathbf{S}} \mathbf{S} \) the messages of the users in \( \mathbf{S} \) to linear algebraically describe the improvement in the outer bound on \( \mathbf{d} \) means that by expanding the signal corresponding to \( \mathbf{M} \), denoted by \( \Psi \), is equal to 3 and the minimum internal conflict distance, denoted by \( \Delta \), is equal to 1 for the network of Figure 2. Therefore, both of the bounds presented in Theorem 4.12 and Corollary 4.13 of [14] for the network of Figure 2 are equal to \( \frac{1}{3} \), while the outer bound of \( \frac{2}{7} \) that we derived in Example 2 is strictly tighter.

Remark. A similar approach in [14] has been taken to derive an upper bound for the symmetric DoF of general network topologies. In particular, if for the network in Example 2 we set \( h_{26} = h_{46} = h_{66} = -\sqrt{\text{SNR} \times \frac{N_0}{P}} \) and the other channel gains \( h_{ji} \) to \( \sqrt{\text{SNR} \times \frac{N_0}{P}} \), then maximum cardinality of an acyclic subset of messages, denoted by \( \Psi \), is equal to 3 and the minimum internal conflict distance, denoted by \( \Delta \), is equal to 1 for the network of Figure 2. Therefore, both of the bounds presented in Theorem 4.12 and Corollary 4.13 of [14] for the network of Figure 2 are equal to \( \frac{1}{3} \), while the outer bound of \( \frac{2}{7} \) that we derived in Example 2 is strictly tighter.

To generalize the improvement of the outer bound to all network topologies, we define the concept of fractional generator.

**Definition 3.** Consider a \( K \)-user interference network with adjacency matrix \( \mathbf{M} \) and suppose \( \mathbf{S}' \subseteq \mathbf{S} \subseteq [1 : K] \). A vector \( \mathbf{c} \in \{\pm 1, 0\}^{\mathbf{S}} \) is called a fractional generator of \( \mathbf{S}' \) in \( \mathbf{S} \) if \( \mathbf{c}_k = 0, \forall k \in \mathbf{S}' \) and there exists a sequence \( \Pi_{\mathbf{S}'} = (i_1, ..., i_{|\mathbf{S}'|}) \) of the users in \( \mathbf{S}' \) such that:

\[
\mathbf{M}_j^{\mathbf{S}} \in \mathbb{F}_2^{+} \text{ span } \left( \mathbf{e} + \sum_{k \in \mathbf{S}'} \mathbf{1}_k^{\mathbf{S}} \right), \forall j \in [1 : |\mathbf{S}'|].
\]

We use the notation \( \mathcal{F}_{\mathcal{S}}(\mathbf{S}') \) to denote the set of all fractional generators of \( \mathbf{S}' \) in \( \mathbf{S} \).

Intuitively, a fractional generator of \( \mathbf{S}' \) in \( \mathbf{S} \) is a column vector whose corresponding signal can decode the messages of the users in \( \mathbf{S}' \) (which is a subset of the set of entire users \( \mathbf{S} \)) sequentially, after expansion by adding \( \sum_{k \in \mathbf{S}'} \mathbf{1}_k^{\mathbf{S}} \) to it (or equivalently, by adding \( \sum_{k \in \mathbf{S}'} g_{n,k} X^n_k \) to its corresponding signal).

After having the definition of fractional generators, we can state the following lemma, which is proved in Appendix B.

**Lemma 2.** Consider a subset of users \( \mathbf{S} \subseteq [1 : K] \) in a \( K \)-user interference network, and suppose \( \mathbf{c} \in \mathcal{F}_{\mathcal{S}}(\mathbf{S}') \). If rates \( R_i \) are achievable for all \( i \in \mathbf{S}' \), then

\[
h(\sum_{j \in \mathbf{S}} \mathbf{c}_j g^n_j X^n_j + Z^n | g^n) \leq n(\log(P) - \sum_{i \in \mathbf{S}'} R_i) + n o(\log(P)) + n \epsilon_n,
\]

where \( g^n_j = g^n_{jj}, \forall j \in \mathbf{S}, \epsilon_n \to 0 \) as \( n \to \infty \), and each element in \( Z^n \) is a \( \mathcal{C} \mathcal{N}(0,1) \) random variable.

We will also define \( n_\mathcal{S}(\mathbf{c}) \) as follows for a vector \( \mathbf{c} \in \{\pm 1, 0\}^{\mathbf{S}} \).

**Definition 4.** Consider a subset of users \( \mathbf{S} \subseteq [1 : K] \) in a \( K \)-user interference network. For a vector \( \mathbf{c} \in \{\pm 1, 0\}^{\mathbf{S}} \), \( n_\mathcal{S}(\mathbf{c}) \) is defined as

\[
n_\mathcal{S}(\mathbf{c}) := \max_{\mathbf{S}' \subseteq \mathbf{S}} |\mathbf{S}'| \text{ s.t. } \mathbf{c} \in \mathcal{F}_{\mathcal{S}}(\mathbf{S}').
\]
Theorem 2. The symmetric DoF of a K-user interference network with no CSIT is upper bounded by

$$d_{sym} \leq \min_{S \subseteq [1:K]} \min_{\mathbf{A} \in \mathcal{J}(S)} \frac{c(\mathbf{A})}{|S| + \sum_{i=1}^{c(\mathbf{A})} n_S(\mathbf{A}_i)},$$

where for each $S \subseteq [1:K]$, $\mathcal{J}(S)$ denotes the set of all generators of $S$ (Definition 2), $c(\mathbf{A})$ denotes the number of columns of $\mathbf{A}$ and $n_S(\mathbf{A}_i)$ is defined as in Definition 4.

Proof: Following the proof of Theorem 1 until equation (9), we know that if $S = \{1, \ldots, m\}$, $c(\mathbf{A}) = m'$, $\cap = \{1, \ldots, m\}$, $\bar{Y}^n_i = \left[ g^n_1 X^n_1 \ldots g^n_m X^n_m \right] \mathbf{A}_i + \tilde{Z}^n_i$, $i \in [1: m']$ and if rates $R_i (i \in S)$ are achievable, we will have

$$\sum_{i \in S} R_i \leq h(\bar{Y}^n_i, ..., \bar{Y}^n_m | \mathcal{G}^n) + n o(\log(P)) + n e_n$$

$$\leq \sum_{i=1}^{m'} h(\bar{Y}^n_i | \mathcal{G}^n) + n o(\log(P)) + n e_n. \quad (13)$$

Now, if $\mathbf{A}_i \in \mathcal{J}_S(S')$, then Lemma 2 implies

$$n(\log(P) - \sum_{j \in S'} R_j) + n o(\log(P)) + n e_n \geq h \left( \sum_{j \in S} \mathbf{A}_j g^n_j X^n_j + \tilde{Z}^n_i | \mathcal{G}^n \right)$$

$$= h \left( \left[ g^n_1 X^n_1 \ldots g^n_m X^n_m \right] \mathbf{A}_i + \tilde{Z}^n_i | \mathcal{G}^n \right)$$

$$= h(\bar{Y}^n_i | \mathcal{G}^n). \quad (14)$$

Thus, to find the tightest upper bound on $h(\bar{Y}^n_i | \mathcal{G}^n)$ for every $i \in [1: c(\mathbf{A})]$, we need to find the largest subset $S'$ such that $\mathbf{A}_i \in \mathcal{J}_S(S')$, which we denote by $S'^*_i$; i.e. $S'^*_i = \arg \max_{S'} |S'| \text{ s.t. } \mathbf{A}_i \in \mathcal{J}_S(S')$. Combining this with (13) and (14) yields

$$n \sum_{i \in S} R_i \leq \sum_{i=1}^{c(\mathbf{A})} n(\log(P) - \sum_{j \in S'^*_i} R_j) + n o(\log(P)) + n e_n.$$

Letting $n$ and then $P$ go to infinity and setting all the DoFs to be equal to $d_{sym}$, we will have:

$$|S| d_{sym} \leq c(\mathbf{A}) - \sum_{i=1}^{c(\mathbf{A})} |S'^*_i| d_{sym} = c(\mathbf{A}) - \sum_{i=1}^{c(\mathbf{A})} n_S(\mathbf{A}_i) d_{sym}$$

$$\Rightarrow d_{sym} \leq \frac{c(\mathbf{A})}{|S| + \sum_{i=1}^{c(\mathbf{A})} n_S(\mathbf{A}_i)}$$

$$\Rightarrow d_{sym} \leq \min_{S \subseteq [1:K]} \min_{\mathbf{A} \in \mathcal{J}(S)} \frac{c(\mathbf{A})}{|S| + \sum_{i=1}^{c(\mathbf{A})} n_S(\mathbf{A}_i)}.$$
As it is clear from the above discussion, the outer bound of Theorem 2 captures the impact of network topology on upper bounding the symmetric DoF more strongly than Theorem 1. In fact, Theorem 2 tries to focus on the signal and interference interactions at the receivers through Lemma 2, which is the key aspect of the improvement of the bound compared to the bound suggested by Theorem 1.

IV. INNER BOUNDS ON $d_{\text{sym}}$

In this section, we derive inner bounds on the symmetric degrees-of-freedom. In particular, we focus on two benchmark schemes, namely random Gaussian coding and interference avoidance, and introduce a new scheme called structured repetition coding. The structured repetition coding scheme in general performs better than (or at least the same as) the first two schemes and as we illustrate in Section V, it closes the gap between the inner and outer bounds in many networks where the first two schemes fail to do so.

A. Benchmark Schemes

We start by presenting two benchmark schemes and we will compare them with each other through examples to study their performance with respect to our outer bounds in Section III.

1) Random Gaussian Coding and Interference Decoding: In the first scheme, we use random Gaussian coding, such that all interfering messages at each receiver are decoded. Consider a $K$-user interference network and look at one of the receivers, say $D_j$. It receives signals from $T_i$, $i \in \{j\} \cup \mathcal{I}_j$. Therefore, we can see this subnetwork as a multiple access channel (MAC) to receiver $j$. It is well known [15] that in the fast fading settings, the capacity region of MAC with no CSIT is specified by

$$\sum_{i \in S} R_i \leq \mathbb{E} \left[ \log \left( 1 + \sum_{i \in S} |g_{ij}|^2 P \right) \right], \quad \forall S \subseteq \{j\} \cup \mathcal{I}_j,$$

where the expectation is taken with respect to the channel gains. Now, since $\log(x) < \log(1 + x)$ for all positive $x$, the rates $R_i$ are achievable if they satisfy

$$\sum_{i \in S} R_i \leq \mathbb{E} \left[ \log \left( \sum_{i \in S} |g_{ij}|^2 P \right) \right] = \log(P) + \mathbb{E} \left[ \log \left( \sum_{i \in S} |g_{ij}|^2 \right) \right], \quad \forall S \subseteq \{j\} \cup \mathcal{I}_j.$$

Then, because $\log(.)$ is a monotonically increasing function, the rates $R_i$ are achievable if the following holds.

$$\sum_{i \in S} R_i \leq \log(P) + \mathbb{E} \left[ \log \left( |g_{ij}|^2 \right) \right], \quad \forall S \subseteq \{j\} \cup \mathcal{I}_j,$$

where for each $S \subseteq \{j\} \cup \mathcal{I}_j$, $i_S$ is some user in $S$. From the regularity conditions on the distribution of the channel gains (mentioned in Section II), it can be shown that $\mathbb{E} \left[ \log \left( |g|^2 \right) \right] > -\infty$ (a more general case is proved in Appendix D). Therefore, dividing the above equations by $\log(P)$ and letting $P$ go to infinity leads to the fact that the degrees-of-freedom $d_j$ are achievable if

$$\sum_{i \in S} d_i \leq 1, \quad \forall S \subseteq \{j\} \cup \mathcal{I}_j.$$
For the degrees-of-freedom to be symmetric, we will therefore have \( d_{\text{sym}} \leq \frac{1}{|S|} \) which should hold for every \( S \subseteq \{j\} \cup \mathcal{I}_j \). Choosing the largest subset \( S \) yields \( d_{\text{sym}} \leq \frac{1}{1 + |\mathcal{I}_j|} \). Furthermore, all the rates (degrees-of-freedom) in this region can be achieved using random Gaussian codebooks of size \( 2^{nR_i} \times n \) generated for each user, in which all the elements are i.i.d. \( \mathcal{CN}(0, P) \). The message \( W_i \) is the index of the row of this codebook matrix and the transmit vector will be the corresponding row of the codebook. Therefore, by applying the viewpoint of multiple access channels to all the receivers in the interference network, this theorem follows immediately.

**Theorem 3.** Consider a \( K \)-user interference network with adjacency matrix \( M \). If we denote the maximum receiver degree by \( \Delta_R \) (defined as \( \Delta_R := 1 + \max_{j \in [1:K]} |\mathcal{I}_j| = \max_{j \in [1:K]} \sum_{i=1}^{K} M_{ij} \)), then the symmetric DoF of \( \frac{1}{\Delta_R} \) is achievable.

Theorem 3 only considers the maximum degree among the receivers to derive an inner bound on \( d_{\text{sym}} \). However, it fails to capture how further details of network topology can affect the achievable symmetric DoF. In other words, this theorem suggests a similar inner bound for all network topologies whose maximum receiver degrees are identical, implying its possible suboptimality for many networks. Therefore, we should seek for other schemes that exploit other structures in the network topology.

2) **Interference Avoidance:** As the name suggests, this scheme is based on avoiding the interference by all the users. Each transmitter, aware of the network topology, knows the receivers which receive interference from itself and also the transmitters who cause interference at its corresponding receiver. Therefore, it can avoid sending its symbols at the same time as those users. In other words, in this scheme, each user uses a time slot to transmit data if and only if the users who receive interference from/cause interference at that user do not use that time slot. This is tightly connected to the concept of independent sets.

Suppose we have a \( K \)-user interference network. \( \mathcal{U} \subseteq [1 : K] \) is an independent set if for all two distinct users \( i \) and \( j \) in \( \mathcal{U} \), \( M_{ij} = M_{ji} = 0 \); i.e. users \( i \) and \( j \) are mutually non-interfering. Obviously, all the users in an independent set can transmit their symbols at the same time without experiencing any interference. This is the essence of the interference avoidance scheme. Naturally, it is best if the largest possible subset of the users send together, leading to the concept of maximal independent sets. \( \mathcal{U} \) is a maximal independent set if it is an independent set, but for all \( l \in [1 : K] \setminus \mathcal{U}, \mathcal{U} \cup \{l\} \) is not an independent set.

After describing the above scheme, we can state our second inner bound.

**Theorem 4.** Consider a \( K \)-user interference network with adjacency matrix \( M \) and suppose \( \mathcal{U} = \{\mathcal{U}_1, \ldots, \mathcal{U}_m\} \) is the set of all maximal independent sets of this network. Then, the following symmetric DoF is achievable by interference avoidance.

\[
\sup_{n \in \mathbb{N}} \max_{\mathcal{U}, \ldots, \mathcal{U}'_n \in \mathcal{U}} \min_{i \in [1:K]} \frac{\sum_{j=1}^{n} 1(i \in \mathcal{U}'_j)}{n},
\]

where for an event \( A \), \( 1(A) = 1 \) if \( A \) occurs and \( 1(A) = 0 \) otherwise.

**Proof:** If we take \( n \) maximal independent sets \( \mathcal{U}'_1, \ldots, \mathcal{U}'_n \) and allow all the users in \( \mathcal{U}'_j \) to transmit simultaneously in time slot \( j, j \in [1 : n] \), then for every user \( i, i \in [1 : K] \), there will be \( \sum_{j=1}^{n} 1(i \in \mathcal{U}'_j) \) clean, interference-free, channels between \( T_i \) and \( D_i \). Hence, each user \( i \) achieves \( \frac{\sum_{j=1}^{n} 1(i \in \mathcal{U}'_j)}{n} \) degrees-of-
freedom. Since we are interested in the achievable symmetric degrees-of-freedom, the maximum DoF that all the users can simultaneously achieve with a specific choice of $n$ and $\mathcal{U}_1',...,\mathcal{U}_n'$ is
$$\min_{i \in [1:K]} \sum_{i=1}^{\bar{m}} 1(i \in \mathcal{U}_i')$$

Optimizing over $n$ and $\mathcal{U}_1',...,\mathcal{U}_n'$, the best symmetric DoF achievable under interference avoidance is
$$\sup_{n \in \mathbb{N}} \max_{\mathcal{U}_1',...,\mathcal{U}_n' \in \mathcal{U}} \min_{i \in [1:K]} \frac{\sum_{i=1}^{\bar{m}} 1(i \in \mathcal{U}_i')}{n}.$$

Remark. The aforementioned ideas of independent sets are very closely related to fractional coloring and fractional chromatic numbers of graphs in graph theory [16]. To relate the two problems, we define the conflict graph of a $K$-user interference network with adjacency matrix $\mathbf{M}$ as an undirected graph $G = (\mathcal{V}, \mathcal{E})$ with the set of vertices $\mathcal{V} = [1:K]$ and the set of edges $\mathcal{E}$ where for all $i \neq j$, $e_{ij} \in \mathcal{E}$ if $\mathbf{M}_{ij} = 1$ or $\mathbf{M}_{ji} = 1$ in the original interference network. Now, the assignment of time slots to different users based on independent sets corresponds to coloring the conflict graph $G$. An $n$-coloring of a graph $G = (\mathcal{V}, \mathcal{E})$ is an assignment of a single color out of a set of $n$ colors to each of the vertices in $\mathcal{V}$ such that if $e_{ij} \in \mathcal{E}$, different colors are assigned to vertices $i$ and $j$. The smallest $n$ for which an $n$-coloring is possible for $G$ is called the chromatic number of $G$, denoted by $\chi(G)$.

Moreover, an $m$-fold coloring (known as fractional coloring) of a graph $G$ is an assignment of sets of $m$ colors to each vertex in $\mathcal{V}$ such that if $e_{ij} \in \mathcal{E}$, the sets of colors assigned to vertices $i$ and $j$ are disjoint. Also, $G$ is said to be $n : m$-colorable if there exists an $m$-fold coloring of $G$ such that all the colors used in the coloring are drawn from a set of $n$ distinct colors. The smallest $n$ for which $G$ is $n : m$-colorable is called the $m$-fold chromatic number of $G$, denoted by $\chi_m(G)$. The maximum symmetric DoF achievable by interference avoidance is $\max_{m \in \mathbb{N}} \frac{\bar{m}}{m}$. However, the fractional chromatic number of $G$ is defined as $\chi_f(G) = \inf_{m \in \mathbb{N}} \frac{\chi_m(G)}{m}$, which can also be shown to equal $\lim_{m \to \infty} \frac{\chi_m(G)}{m}$. Therefore, the best symmetric DoF achievable by interference avoidance is in fact $\frac{1}{\chi_f(G)}$.

The two schemes we presented so far, incorporate two different aspects of network topology, namely maximum receiver degree and fractional chromatic number, to improve spectral efficiency. A natural question that comes to mind is: How do these two schemes compare to each other? Is one of them superior than the other one for all network graphs? The answer is negative. We will present two examples to clarify how the schemes work and also to compare them. In the first example, random Gaussian coding performs better, while in the second one, interference avoidance outperforms the first scheme.

Example 3. Consider the 4-user network in Figure 3a. Suppose we want to apply interference avoidance
Fig. 3: (a) A 4-user interference network in which random Gaussian coding is optimal, and (b) its corresponding conflict graph.

to this network. We should identify the independent sets in this network. Clearly, all the users are mutually interfering in this network. This can also be seen in the fully connected conflict graph of Figure 3b whose maximal independent sets are \(\{1\}, \{2\}, \{3\}\) and \(\{4\}\), implying that the best symmetric DoF achievable under interference avoidance is \(\frac{1}{4}\). However, the maximum receiver degree in this network is \(\Delta_R = 3\) and therefore, Theorem 3 implies that random Gaussian coding and interference decoding can achieve the symmetric DoF of \(\frac{1}{3}\) which is higher than the value achieved by interference avoidance.

To show that the symmetric DoF of \(\frac{1}{3}\) is optimal, it is necessary to mention the outer bound, too. If you consider the subnetwork consisting of the users \(S = \{1, 2, 3\}\), then clearly \([1 1 1]^T\) is a generator of \(S\). Therefore, using Theorem 1, \(d_{sym} \leq \frac{1}{3}\) implying the optimality of random Gaussian coding and interference decoding in this network, whereas interference avoidance performs suboptimally in this case.

Example 4. As our next example, we return to the network we considered in Example 1, which is repeated in Figure 4a for convenience.

Fig. 4: (a) A 5-user interference network in which interference avoidance is optimal, (b) the corresponding conflict graph, and (c) a 5:2-coloring.

As shown before, for this network \(d_{sym} \leq \frac{2}{5}\). However, the maximum receiver degree in this network is \(\Delta_R = 3\), hence random Gaussian coding and interference decoding can only achieve the symmetric DoF of \(\frac{2}{3}\) which is less than the outer bound.

On the other hand, it is obvious that the maximal independent sets of the conflict graph of this network, shown in Figure 4b are \(\{1, 2\}, \{2, 3\}, \{3, 4\}, \{4, 5\}\) and \(\{5, 1\}\). By assigning one time slot to each of
these sets, we can achieve the symmetric DoF of $\frac{2}{5}$ because each user is repeated twice in these sets, therefore meeting the outer bound of $\frac{2}{5}$ mentioned earlier. A corresponding 5:2-coloring is also shown in Figure 4c. Hence, in this example, interference avoidance outperforms random Gaussian coding and interference decoding.

Taking a closer look at the two schemes presented in this section, they can be viewed as two extremes of a spectrum. Random Gaussian coding and interference decoding tries to decode all the interference at all the receivers by adopting a random code which does not make efficient use of the topology of the network. On the other side, interference avoidance tries to prevent the mutually interfering nodes from transmitting at the same time, which causes no interference to occur at the receivers. Therefore, one may think of using a scheme that is naturally between these two extremes; i.e. using some kind of structured code that makes best use of the topology of the network and does not necessarily try to avoid the interference at the receivers, but at the same time enables the receivers to decode their desired messages. This leads to a new scheme which will be introduced in the following section.

B. Structured Repetition Coding

We now present a scheme based on structured repetition codes at the transmitters so that we can better exploit structure of network topology. This scheme unifies the two schemes presented in Section IV-A in the way that it not only enables the receivers to decode their intended symbols without necessarily decoding all the interference, but it also allows mutually interfering users to possibly send data at the same time, implying that the scheme can potentially outperform both benchmark schemes presented in Section IV-A. We will motivate the idea of structured repetition coding through the following example. But before starting the example, we need the following definition.

Definition 5. For a graph $G = (V, E)$, a matching is a subset of edges no two of which share a common vertex. The matching number of $G$, denoted by $\mu(G)$, is the size of a maximum matching of $G$ (a matching of $G$ containing the largest possible number of edges).

Example 5. Consider the 6-user network in Figure 5. We claim that in this network, the symmetric DoF of $\frac{1}{3}$ is achievable, while the benchmark schemes discussed in the previous section can at most achieve a symmetric DoF of $\frac{1}{4}$.

Fig. 5: A 6-user interference network in which random Gaussian coding and interference avoidance are suboptimal.
In this network, the outer bound for the symmetric DoF is \( d_{sym} \leq \frac{1}{3} \) by Corollary 1, because the sets \( \mathcal{A} = \{2\} \) and \( \mathcal{S} = \{1, 2, 3\} \) satisfy the conditions of the corollary; i.e. in the subnetwork \( \mathcal{S} \), we can generate statistically similar versions of the signals at receivers 3 and 1 by having the received signal at receiver 2. Therefore, \( d_{sym} \leq \frac{|A|}{|S|} = \frac{1}{3} \).

However, in terms of the achievable schemes, Theorem 3 indicates that the best symmetric DoF achievable by random Gaussian coding and interference decoding is \( \frac{1}{\Delta n} = \frac{1}{3} \). Also, the maximal independent sets of this network are \( \{1, 5, 6\}, \{2, 5, 6\}, \{3\} \) and \( \{4, 6\} \). Therefore, Theorem 4 states that the maximum symmetric DoF which interference avoidance can achieve is \( \frac{1}{3} \). Thus, our two previous schemes both achieve the same symmetric DoF of \( \frac{1}{3} \) which is strictly lower than the outer bound of \( \frac{1}{3} \). Now, let us see if the achievable symmetric DoF can be improved.

Targeting the symmetric DoF of \( \frac{1}{3} \), we can think of an achievable scheme in which each transmitter has one symbol to be sent within three time slots such that all the receivers can decode their desired messages. To this end, we create a transmission matrix \( T \in \{0, 1\}^{6 \times 3} \) where \( T_{ik} = 1 \) if transmitter \( i \) sends its single symbol \( X_i \) in time slot \( k \) and \( T_{ik} = 0 \) if transmitter \( i \) is silent in time slot \( k \). Consider the following matrix.

\[
T = \begin{pmatrix}
1 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0
\end{pmatrix}^T. \tag{15}
\]

As mentioned above, the first row of (15) means that transmitter 1 sends its only symbol \( X_1 \) in time slot 1 and remains silent otherwise, the second row means that transmitter 2 sends its symbol \( X_2 \) in time slot 2, the third row implies that transmitter 3 repeats its symbol \( X_3 \) in time slots 1 and 3, etc. We will now show that with this transmission matrix, all the receivers can create interference-free versions of their desired symbols for almost all values of channel gains. As an example, let us focus on receiver 4. The signals that \( D_4 \) receives in three time slots are as follows.

\[
Y_4[1] = g_{34}[1]X_3 + g_{44}[1]X_4 + g_{54}[1]X_5 + Z_4[1] \\
Y_4[2] = g_{54}[2]X_5 + Z_4[2] \\
Y_4[3] = g_{34}[3]X_3 + g_{44}[3]X_4 + Z_4[3].
\]

Since \( D_4 \) is aware of the channel gains of all the links connected to it at all times, it can create the following signal.

\[
Y_4'[1, 2] := Y_4[1] - \frac{g_{54}[1]}{g_{54}[2]} Y_4[2] = g_{34}[1]X_3 + g_{44}[1]X_4 + Z_4'[1, 2],
\]

where \( Z_4'[1, 2] \) is a noise term with bounded variance. Now, it is clear that from \( Y_4[3] \) and \( Y_4'[1, 2] \), \( D_4 \) can create an interference-free version of \( X_4 \) as follows.

\[
\frac{g_{34}[1]Y_4[3] - g_{44}[3]Y_4'[1, 2]}{g_{34}[1]g_{44}[3] - g_{34}[3]g_{44}[1]} = X_4 + \tilde{Z}_4,
\]

where \( \tilde{Z}_4 \) has a bounded variance. The above combination of the signals is possible if \( g_{34}[1]g_{44}[3] - g_{34}[3]g_{44}[1] \neq 0 \) which holds for almost all values of channel gains, because the channel gains are i.i.d. and drawn from continuous distributions.

The fact that for almost all values of the channel gains, there exists a linear combination of the
received signals at receiver 4 which is an interference-free version of $X_4$ can also be viewed in terms of the matching number of a bipartite graph. The idea is to first create an “effective” transmission matrix \( \bar{T}_4 \) for receiver 4, which is defined as a $6 \times 3$ matrix, where \( \bar{T}_{ik} = M_{ik} T_{ik}, \forall i \in [1 : 6], k \in [1 : 3] \), as shown in (16). In words, \( \bar{T}_4 \) is the same as \( T \) with the distinction that the rows corresponding to the transmitters which are not connected to $D_4$ are set to zero.

\[
\bar{T}_4 = \begin{pmatrix}
0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0
\end{pmatrix}^T.
\]  

(16)

This matrix corresponds to a bipartite graph \( \bar{G}_4 \), shown in Figure 6a, with the set of vertices \( \{v_1, ..., v_6\} \cup \{v'_1, v'_2, v'_3\} \), where \( v_i \) is connected to \( v'_k \) iff \( \bar{T}_{ik} = 1, \forall i \in [1 : 6], k \in [1 : 3] \).

Fig. 6: (a) The bipartite graph \( \bar{G}_4 \) corresponding to the matrix \( \bar{T}_4 \) in (16), and (b) the graph \( \bar{G}_4 \setminus 4 \), which is the same as \( \bar{G}_4 \) after removing \( v_4 \) and its corresponding edges. In both graphs, the dashed edges correspond to a maximum matching.

Note that the matching number of \( \bar{G}_4 \), denoted by \( \mu(\bar{G}_4) \), is equal to 3 and a maximum matching of \( \bar{G}_4 \) is shown in Figure 6a. However, as shown in Figure 6b, upon removal of \( v_4 \) and its corresponding edges from \( \bar{G}_4 \), the matching number reduces to 2. As we show in Lemma 3 this reduction in the matching number is equivalent to the fact that for almost all values of the channel gains, there exists a linear combination of the signals at receiver 4 which is an interference-free version of $X_4$. Theorem 5 shows that this procedure reduces the problem of checking whether the transmission matrix $T$ is successful or not to a bipartite matching problem. Therefore, user 4 can achieve $\frac{1}{3}$ degrees-of-freedom. Arguments similar to the one above can show that all the other receivers can create interference-free versions of their desired symbols either, by linearly combining their received signals in three time slots. In particular, $D_1$ needs to combine its received signals at time slots 1 and 3, whereas $D_2$, $D_3$, $D_5$ and $D_6$ only need their received signals at time slots 2, 3, 2 and 2, respectively. Therefore, this scheme, which we will call structured repetition coding, can achieve the symmetric DoF of $\frac{1}{3}$. This inner bound meets the outer bound, indicating that structured repetition coding is optimal in the network of Figure 5, contrary to the two benchmark schemes which perform suboptimally in this example.

Motivated by Example 5, we now formally define structured repetition coding. In what follows, for a general matrix $T$, we use $T_{l,*}$ to denote the $l^{th}$ row of $T$.

**Definition 6.** Consider a $K$-user interference network with adjacency matrix $M$. Also, consider a matrix
\( T \in \{0,1\}^{mK \times n} \), for some \( m, n \in \mathbb{N} \), satisfying
\[
\sum_{l=(i-1)m+1}^{im} T_{lk} \leq 1, \forall k \in [1:n], \forall i \in [1:K],
\]
which, in words, means that there exists at most one 1 in positions \((i-1)m + 1 \) to \( im\) of each column \( k\), for all \( i \in [1:K]\) and for all \( k \in [1:n]\). Then, \textit{structured repetition coding with transmission matrix} \( T \) is defined as a scheme, in which transmitter \( T_i \) \( (i \in [1:K]) \) intends to deliver \( m \) symbols, denoted by \( \{ \tilde{X}_l \}_{l=(i-1)m+1}^{im} \), to receiver \( D_i \) in \( n \) time slots, using the following encoding and decoding procedure.

- Transmitter \( T_i \) \( (i \in [1:K]) \) creates its transmit vector, denoted by \( X_i^n \), as follows.
\[
X_i^n = \sum_{l=(i-1)m+1}^{im} T_{i,l}^T \tilde{X}_l.
\]
In words, this means that at each time slot \( k \), transmitter \( i \) \( (i \in [1:K]) \) looks for index \( l \in [(i-1)m + 1 : im]\) such that \( T_{lk} = 1 \) (note that due to \( (17) \) there is at most one such \( l \)) and transmits \( \tilde{X}_l \) in that time slot (if such an index cannot be found, the transmitter will remain silent).

- At the end of the transmission, receiver \( D_j \) \( (j \in [1:K]) \) receives
\[
Y_j^n = \sum_{i=1}^{K} M_{ij} g_{ij} X_i^n + Z_j^n
= \sum_{i=1}^{K} M_{ij} g_{ij} \left( \sum_{l=(i-1)m+1}^{im} T_{i,l}^T \tilde{X}_l \right) + Z_j^n
= \sum_{l=1}^{mK} M_{i,j} g_{ij} X_l^n + Z_j^n.
\]
Then, \( D_j \) looks for vectors \( u_l \in \mathbb{C}^n, l \in [(j-1)m + 1 : jm] \) such that
\[
G^j u_l = T_{l,k}^n, \forall l \in [(j-1)m + 1 : jm], \tag{18}
\]
where \( G^j \) is the \( mK \times n \) matrix whose \( lk^{th} \) element is defined as \( G_{lk}^j = M_{i,j} g_{ij} X_l^n \), and if it can find such \( u_l \)'s, it will reconstruct a noisy, but interference-free, version of each symbol \( \tilde{X}_l \) by projecting \( Y_j^n \) along the direction of \( u_l \), i.e.
\[
(Y_j^n u_l^T) = \tilde{X}_l + (Z_j^n u_l^T), \forall l \in [(j-1)m + 1 : jm],
\]
\[\Box\]

\textbf{Remark.} If the conditions in \( (18) \) are satisfied, then by using an outer code for each of the symbols \( \tilde{X}_l \), \( l \in [1:mK] \), a rate of \( C_l = \mathbb{E} \left[ \log \left( 1 + \frac{P}{\|u_l\|_2^2} \right) \right] \) \( \geq \log(P) - \mathbb{E} \left[ \log \left( \|u_l\|_2^2 \right) \right] \) over each symbol can be achieved, where the expectation is taken with respect to the channel gain values. Since \( \mathbb{E} \left[ \log \left( \|u_l\|_2^2 \right) \right] \) does not scale with the transmit power \( P \), and as shown in Appendix \( D \) its value is finite, the scheme guarantees 1 DoF per symbol.

In the remainder of this section, we will address the conditions that the transmission matrix \( T \) needs
to satisfy in order to guarantee the existence of $u_i$’s satisfying [18], hence being able to neutralize the interference at all the receivers. We will then use these conditions to characterize the symmetric DoF that is achievable by structured repetition coding.

**Definition 7.** Consider a $K$-user interference network with adjacency matrix $M$ and structured repetition coding with transmission matrix $T \in \{0, 1\}^{mK \times n}$. For each $j \in [1 : K]$, $T^j$ is an $mK \times n$ matrix whose $l_k^{th}$ element is defined as

$$T^j_{lk} = T_{lk}M_{\lfloor \frac{l}{n} \rfloor j}, \forall l \in [1 : mK], \forall k \in [1 : n].$$

Moreover, $\bar{G}^j$ is defined as the bipartite graph with the set of vertices $V = \{v_1, ..., v_{mK}\} \cup \{v'_1, ..., v'_{n}\}$ whose adjacency matrix is $\bar{T}^j$; i.e. $v_1$ is connected to $v_k'$ iff $T^j_{lk} = 1$, $\forall l \in [1 : mK], \forall k \in [1 : n]$. Also, for all $l \in [1 : mK]$, we use the notation $\bar{G}^j \setminus l$ to denote the subgraph of $\bar{G}^j$ with node $v_l$ and its incident edges removed.

The above definitions make us ready to state our theorem about the graph theoretic conditions that a transmission matrix $T$ needs to satisfy to achieve a symmetric DoF of $\frac{m}{n}$.

**Theorem 5.** Consider a $K$-user interference network with adjacency matrix $M$. If a transmission matrix $T \in \{0, 1\}^{mK \times n}$ satisfies the following conditions

$$\mu(\bar{G}^j) - \mu(\bar{G}^j \setminus l) = 1, \forall l \in [(j - 1)m + 1 : jm], \forall j \in [1 : K],$$

where $\bar{G}^j$ and $\bar{G}^j \setminus l$ are defined in Definition 7, then for almost all values of channel gains, there exist vectors $\{u_i\}_{i=1}^{mK}$ satisfying

$$(Y^n_j)^T u_l = \tilde{X}_l + (Z^n_j)^T u_l, \forall l \in [(j - 1)m + 1 : jm], \forall j \in [1 : K],$$

where $Y^n_j$ and $\tilde{X}_l$ are defined in Definition 6. Hence, structured repetition coding with transmission matrix $T$ achieves the symmetric DoF of $\frac{m}{n}$.

Theorem 5 immediately leads to the following corollary.

**Corollary 2.** Consider a $K$-user interference network with adjacency matrix $M$. Then, the following symmetric DoF is achievable by structured repetition coding (see Definition 6).

$$\sup_{n \in \mathbb{N}} \max_{m \in [1:n]} \frac{m}{n}$$

s.t. $\exists T \in \{0, 1\}^{mK \times n}: \mu(\bar{G}^j) - \mu(\bar{G}^j \setminus l) = 1, \forall l \in [(j - 1)m + 1 : jm], \forall j \in [1 : K],$

where $\bar{G}^j$ and $\bar{G}^j \setminus l$ are defined in Definition 7.

**Remark.** While in the optimization problem of Corollary 2, the value of $\max_{m \in [1:n]} \frac{m}{n}$ is optimized over $n \in \mathbb{N}$, we will limit the range space for $n$ to be bounded as $n \in [1 : K + 1]$ in order to numerically evaluate the inner bounds in Section V and as we will see, the inner bounds derived after this reduction match the outer bounds in most of the topologies. This reduces the optimization problem in Corollary 2 to a combinatorial optimization problem that can be solved for relatively small networks. Finding efficient algorithms to solve it for general networks is an interesting open problem.
Remark. The structured repetition coding scheme illustrates the fact that even in the case where the channel gains change i.i.d. over time (i.e. coherence time of 1 time slot), it is possible to exploit network topology in order to design a carefully-chosen repetition pattern at the transmitters which enables the receivers to neutralize all the interference. However, as the coherence time of the channel increases, there would be other opportunities that can be utilized, such as aligning the interference, as in [13][14].

The existence of a vector \( u_l \) satisfying the conditions in Theorem 5 is equivalent to the existence of a vector \( u_l \) satisfying the conditions in (18), i.e. \( G^j u_l = I_{mK}^l \), where \( G^j \) is an \( mK \times n \) matrix whose entries are either zero or i.i.d. random variables (corresponding to the channel gains \( g_{ij} \)). This enables us to use the following lemma, proved in Appendix C, which addresses the existence of \( u_l \)'s satisfying \( G^j u_l = I_{mK}^l \) for such structured random matrices \( G^j \).

Lemma 3. Consider a bipartite graph \( G = (\{v_1, ..., v_m\} \cup \{v_1', ..., v_n'\}, E) \) with a corresponding \( m \times n \) adjacency matrix \( T \) where \( T_{ij} = 1 \) if \( v_i \) is connected to \( v_j' \) and \( T_{ij} = 0 \) otherwise. Also, define \( \tilde{T} \) to be an \( m \times n \) matrix for which \( \tilde{T}_{ij} = g_{ij} T_{ij} \), where \( g_{ij} \)'s are i.i.d. random variables drawn from a continuous distribution. If for some \( l \in [1 : m] \), \( \mu(G) - \mu(G \setminus l) = 1 \) (where \( G \setminus l \) denotes the subgraph of \( G \) with node \( v_l \) and its incident edges removed), then for almost all values of \( g_{ij} \)'s, there exists a vector \( u \in \mathbb{C}^n \) such that

\[
\tilde{T}u = I^m_l,
\]

where \( I^m_l \) is the \( l \)-th column of the \( m \times m \) identity matrix. Moreover, \( \|u\|_2 = \left\| \left( \tilde{T}^l \right)^{-1} I^m_l \mu(G) \left\|_2 \right. \), where \( \tilde{T}^l \) is a \( \mu(G) \times \mu(G) \) submatrix of \( \tilde{T} \) corresponding to a maximum matching in \( G \).

Proof of Theorem 5: Following Definitions 6 and 7, the received vector of receiver \( j \) \((j \in [1 : K])\) can be written as

\[
Y^n_j = \sum_{l=1}^{mK} M_{k,l}^{\frac{1}{mK}} g_{l,m}^n T_{l,*}^T \tilde{X}_l + Z^n_j
\]

\[
= \sum_{l=1}^{mK} g_{l,m}^n (T_{l,*}^j)^T \tilde{X}_l + Z^n_j,
\]

and it needs vectors \( \{u_l\}_{l=(j-1)m+1}^{jm} \) such that

\[
(Y^n_j)^T u_l = \tilde{X}_l + (Z^n_j)^T u_l, \forall l \in [(j-1)m + 1 : jm].\]

(19)

This means that for almost all values of the channel gains, there must exist vectors \( \{u_l\}_{l=(j-1)m+1}^{jm} \) satisfying

\[
G^j u_l = I_{mK}^l, \forall l \in [(j-1)m + 1 : jm],
\]

where \( I_{mK}^l \) is the \( l \)-th column of the \( mK \times mK \) identity matrix, and \( G^j \) is an \( mK \times n \) matrix whose \( lk \)-th element is defined as \( G^j_{lk} = g_{[\frac{l}{m}]}_{[\frac{k}{m}]} T^l_{lk} \). Due to the specific structure of the transmission matrix \( T \) described in (17), \( G^j \) has i.i.d. random entries and zeros wherever \( T^j \) has ones and zeros, respectively. This enables us to make use of Lemma 3 therefore proving the existence of vectors \( u_l, \forall l \in [(j-1)m + 1 : jm], \forall j \in [1 : K] \).
The only remaining issue to address is the noise variance in (19). The capacity of the channel in (19) is equal to
\[ C_l = E \left[ \log \left( 1 + \frac{P}{\|u_l\|^2} \right) \right], \tag{20} \]
where the expectation is taken with respect to the channel gains. Lemma 3 implies that
\[ \|u_l\|^2 = \left\| \left( G^j \right)^{-1} I_{\mu(G^j)} \right\|_2^2, \]
where \( G^j \) is a \( \mu(G^j) \times \mu(G^j) \) submatrix of \( G^j \) corresponding to a maximum matching in \( G^j \). Combining this with (20), we can write
\[ C_l \geq E \left[ \log \left( 1 + \frac{P}{\|u_l\|^2} \right) \right] \]
\[ = \log(P) - E \left[ \log \left( \|u_l\|^2 \right) \right] \]
\[ = \log(P) - E \left[ \log \left( \left\| \left( G^j \right)^{-1} I_{\mu(G^j)} \right\|_2^2 \right) \right]. \tag{21} \]

Now, note that \( E \left[ \log \left( \left\| \left( G^j \right)^{-1} I_{\mu(G^j)} \right\|_2^2 \right) \right] \) does not scale with the transmit power \( P \) and as we show in Appendix D, its value is finite. Therefore, the outer code on each of the symbols \( \tilde{X}_l \) guarantees 1 degree-of-freedom to be achieved for that symbol.

Hence, if all the conditions of the theorem are satisfied, then all the receivers can create interference-free versions of their \( m \) desired symbols, implying that structured repetition coding with transmission matrix \( T \) can achieve the symmetric DoF of \( \frac{m}{n} \).

Theorem 5 therefore implies that for any given network topology, it suffices to carefully choose a well-structured transmission matrix \( T \in \{0, 1\}^{mK \times n} \) which satisfies the graph theoretic conditions mentioned in the theorem. This makes the symmetric DoF of \( \frac{m}{n} \) achievable through structured repetition coding.

V. NUMERICAL ANALYSIS

In this section, we will evaluate our inner and outer bounds for two diverse classes of network topologies. We will examine the possible network instances in two scenarios of 6-user networks with 6 square cells and 6-user networks with 1 central and 5 surrounding base stations. The goal is to study the tightness of our inner and outer bounds, compare the performance of the achievable schemes presented in Section IV and study the effect of network density on the fraction of topologies in which structured repetition coding outperforms benchmark schemes. Note that for the structured repetition coding scheme, we search over all transmission matrices \( T \in \{0, 1\}^{mK \times n} \) for which \( n \leq K + 1 \), due to computational tractability. We seek to answer the following questions.

- Do there exist any network topologies in which our inner and outer bounds on the symmetric DoF do not meet? On the other hand, among the networks in which the bounds are tight, what are the possible values of the symmetric DoF and how are these values distributed among these networks?
- Focusing on the topologies in which the inner and outer bounds meet, what is the impact of the sparsity or density of the network graph on the gains that can be obtained beyond the benchmark schemes by using only the knowledge about network topology?
What is the fraction of the topologies in which structured repetition coding can outperform the benchmark schemes? How much can the sole knowledge about network topology help to go beyond random Gaussian coding and interference avoidance?

We will address these questions in the following classes of networks.

A. 6-User Networks with 6 Square Cells

The networks that we consider in this section are represented by 6 square cells, each one having a base station $BS_i$ in the center, $i \in [1 : 6]$, with a mobile user inside the cell. An example can be seen in Figure 7.

![Figure 7: A 6-cell network realization where the blue triangles, green crosses, black squares and red circles represent base stations, mobile users, cell boundaries and coverage area of base stations, respectively.](image)

In this figure, the blue triangles represent base stations, the green crosses represent mobile users, the black squares represent the cells and the red circles depict the coverage area of each base station. It is obvious that any placement of the mobile users corresponds to a partially-connected 6-user interference network.

In what follows, we will generalize this model to all possible topologies in which a mobile user in a cell can receive interference from any nonempty subset of its three adjacent BS’s, together with the signal from its own BS. For instance in Figure 7, user 2 can receive interference from any nonempty subset of $\{BS_1, BS_3, BS_4\}$ and user 4 can receive interference from any nonempty subset of $\{BS_1, BS_2, BS_3\}$ or $\{BS_3, BS_5, BS_6\}$ (corresponding to left and right halves of the cell, respectively). This implies that the degree of each receiver is no less than 2 and no more than 4. Ignoring isomorphic topologies, there are in total 22,336 unique topologies in this class. For each of these topologies, we evaluated our inner and outer bounds to draw the following conclusions.

1) We note that quite interestingly, our bounds are tight for all cases, except for 16 distinct topologies. We will discuss two of these 16 topologies in Section VI. For the remaining networks, which we will hereby focus on, the gap is zero, implying that our bounds determine the symmetric DoF for most networks in this class. In these networks, the symmetric DoF only takes 4 distinct values in $\{\frac{1}{4}, \frac{1}{3}, \frac{2}{5}, \frac{1}{2}\}$ with the distribution shown in Figure 8.

2) Figure 9 illustrates the impact of the number of interfering links on the performance of structured repetition coding compared to benchmark schemes. As it is clear, the gain is not much when the network is too dense. However, if the density of the network, characterized by the number of cross
links in the network, is at a moderate level, then the gain of structured repetition coding over the benchmark schemes can be significant. It is worth mentioning that there are totally around 50 percent and 10 percent of the networks in which structured repetition coding outperforms random Gaussian coding and interference avoidance, respectively. Moreover, structured repetition coding outperforms both benchmark schemes in 1167 network topologies, which constitute more than 5 percent of all the networks. This means that even with a sole knowledge of network topology, one can perform better than both of the benchmark schemes.

3) Turning our focus to the networks where structured repetition coding outperforms the benchmark schemes, it is interesting to know the value of the gains obtained over them. Among the networks in which structured repetition coding outperforms random Gaussian coding, the gain of the former scheme over the latter takes 5 distinct values in \( \{ 6, 5, 4, 3, 2 \} \), distributed as shown in Figure 10a. Also, Figure 10b illustrates the distribution of the gain of structured repetition coding over interference avoidance among the networks in which this gain is greater than unity. This gain can take 4 distinct values in \( \{ 6, 5, 4, 3 \} \).
Among all the network topologies, there are 14 topologies which yield the highest gains over both random Gaussian coding and interference avoidance. As an example, one of these networks is depicted in Figure [11].

In the network of Figure [11] (and all the other 13 networks which yield the highest gains), $d_{sym}$ is equal to $\frac{1}{2}$, which can be achieved by structured repetition coding. However, the best symmetric DoF achieved by random Gaussian coding is $\frac{3}{4}$, hence a gain of 2 can be obtained over this scheme. This implies that for all these 14 networks, there exists a receiver whose degree is 4 (receiver $D_6$ in Figure [11a]). Moreover, another pattern that is common among these 14 “high-yield” topologies is that the three users which are interfering to the receiver with degree 4 are mutually non-interfering, hence constituting an independent set (users $\{3,4,5\}$ in Figure [11a]). The third common feature of all these topologies is containing a 3-user cyclic chain (a 3-user network with users $i, j$ and $k$ where
$T_i$ is connected to $D_j$, $T_j$ is connected to $D_k$, and $T_k$ is connected to $D_i$). The subgraph consisting of users \{1,2,3\} in Figure 11a is a 3-user cyclic chain. This is the main reason that interference avoidance can achieve no better than the symmetric DoF of $\frac{1}{3}$ in these networks, allowing structured repetition coding to have a gain of $\frac{3}{2}$ over it.

B. 6-User Networks with 1 Central and 5 Surrounding Base Stations

In this section, we explore another class of 6-user networks, consisting of 1 base station (BS) located in the center of a circle with radius 1, and 5 other base stations located uniformly on the boundary of the circle. Each base station has a coverage radius of $r < 1$, with a mobile client randomly located in its coverage area. A realization of such a network scenario is illustrated in Figure 12.

Fig. 12: A 6-user network realization with 1 BS in the middle and 5 BS's surrounding it, where the blue triangles, green crosses, black circle and red circles represent base stations, mobile clients, unit circle and coverage area of base stations, respectively. In this figure, $r = 0.8$.

Again, as we had in Figure 7, the blue triangles represent base stations, the green crosses represent mobile clients, the black circle represents the unit circle and the red circles depict the coverage area of each BS. Obviously, any placement of the mobile clients corresponds to a partially-connected 6-user interference network.

To analyze our bounds for this class of networks, we generated 12000 network instances by randomly locating the mobile clients for the case of $r = 0.8$. Upon removing isomorphic graphs, we ended up with 1507 distinct topologies and evaluated our inner and outer bounds for these topologies, leading to the following conclusions.

1) We find out interestingly, that our bounds are tight in all the generated network topologies, and Figure 13 illustrates the distribution of $d_{sym}$ among these topologies. We note that $d_{sym}$ takes 4 distinct values in \{ $\frac{1}{3}$, $\frac{2}{5}$, $\frac{1}{2}$, 1 \}. The most frequent value that $d_{sym}$ takes is $\frac{1}{3}$, followed by $\frac{1}{2}$.

2) Figure 14 illustrates the effect of the number of cross links in the network, which is a measure of density of the network graph, on the fraction of topologies which yield gains over benchmark schemes. The trend is similar to that of Figure 9, showing that if the network graph is too sparse (few number of cross links) or too dense (high number of cross links), there is not much gain beyond the
benchmark schemes. However, if the network graph is moderately dense, then structured repetition coding can attain gain over the benchmark schemes in a larger fraction of networks. Moreover, the figure implies that, on average, interference avoidance yields higher inner bounds on $d_{sym}$ than random Gaussian coding, in this class of networks.

3) Figure 15a illustrates the distribution of the gain of structured repetition coding over random Gaussian coding among the topologies in which this gain is greater than unity. This gain can take 2 distinct values in $\{\frac{6}{5}, \frac{3}{2}\}$. Moreover, among the networks in which there is a gain over interference avoidance, this gain can take 2 distinct values in $\{\frac{5}{4}, \frac{3}{2}\}$, with the distribution shown in Figure 15b. The most frequent value of both of the gains is $\frac{3}{2}$, which indicates a 50% improvement in the inner bound on $d_{sym}$.
VI. CONCLUDING REMARKS AND FUTURE DIRECTIONS

In this work, we studied the impact of network topology on the symmetric degrees-of-freedom of $K$-user interference networks with no CSIT. We presented two outer bounds on the symmetric DoF based on two new linear algebraic concepts of generators and fractional generators. An achievable scheme, called structured repetition coding, has been introduced based on the graph theoretic concept of bipartite matching, as well as two benchmark achievable schemes. Moreover, we demonstrated, via numerical analysis, that our bounds were tight for most topologies in two classes of networks. We illustrated topologies in which structured repetition coding yields gains over benchmark schemes, and also discussed the effect of network sparsity on these gains.

This paper also opens up several interesting future directions. For instance, as we demonstrated in Section V, our bounds were tight for most instances of network topologies. However, we found some networks in which our bounds were not tight. Figure 16 illustrates two of these networks.

Both of these networks correspond to the class of 6-user networks with 6 square cells, discussed in Section V-A. By imposing the constraint $n \in [1 : K + 1]$ on the transmission matrices of structured repetition coding, our best inner bounds in the networks of Figures 16a and 16b are $\frac{6}{5}$ and $\frac{1}{3}$, respectively. However, letting $n = 2K = 12$ leads to the inner bound of $\frac{6}{12}$. This shows that in some topologies, letting $n > K + 1$ may yield higher inner bounds by structured repetition coding than $n \leq K + 1$. However, our inner and outer bounds still do not meet in these networks. Therefore, an interesting direction would be finding new techniques to tighten the bounds for these networks and extending them to general topologies.

Another interesting direction is the generalization of the problem to more generic network settings, such as multihop networks. As an example, the authors in [19] study the problem of two-hop wireless networks with K sources, K relays and K destinations, where the network is assumed to be fully-connected and full CSI is also presumed to be available at the transmitters. This problem can be extended in two ways by considering the impacts of partial connectivity and lack of CSIT on the results.
Fig. 16: Two interference networks in which our bounds yield $\frac{5}{12} \leq d_{sym} \leq \frac{1}{2}$, hence characterizing the symmetric DoF remains open.
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APPENDIX A

PROOF OF LEMMA 1

\[ H(W|Y^n + Z^n_2) = H(W|Y^n + Z^n_2, Z^n_1 - Z^n_2) + I(W; Z^n_1 - Z^n_2|Y^n + Z^n_2) \]
\[ \leq H(W|Y^n + Z^n_1) + h(Z^n_1 - Z^n_2|Y^n + Z^n_2) - h(Z^n_1 - Z^n_2|Y^n + Z^n_2, W) \]
\[ \leq n\epsilon + h(Z^n_1 - Z^n_2) - h(Z^n_1 - Z^n_2|Y^n + Z^n_2, W, Z^n_2) \]
\[ = n\epsilon + n \log(\pi e(N + 1)) - n \log(\pi e) \]
\[ = n\epsilon + n \log(N + 1). \]

APPENDIX B

PROOF OF LEMMA 2

Without loss of generality, let $S = [1 : m]$ and $S' = [1 : m']$ ($m' \leq m$). Also, with respect to $c$ being a fractional generator of $S'$ in $S$, suppose (without loss of generality) that $I_{|S'|} = (1, ..., m')$. First, note
that
\[ h \left( \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n | G^n \right) - h \left( \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n | W_1, ..., W_{m'}, G^n \right) \]
\[ = H(W_1, ..., W_{m'}) - H(W_1, ..., W_{m'} | \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n, G^n), \]

since both sides are equal to \( I(\sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n; W_1, ..., W_{m'}, G^n) \). Therefore, we can write
\[ h \left( \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n | W_1, ..., W_{m'}, G^n \right) \]
\[ = H(W_1, ..., W_{m'}) \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n, G^n) \]
\[ + h \left( \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n | G^n \right) - H(W_1, ..., W_{m'}) \]
\[ \leq H(W_1, ..., W_{m'}) \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n, G^n) + n(\log(P) - \sum_{i \in S'} R_i) + n\log(P)) . \]

(22)

Now, we prove that \( H(W_1 | \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n, W_1, ..., W_{l-1}, G^n) \leq n\log(P) + n\epsilon_{l,n} \) for \( l \in [1 : m'] \). By Definition 3 \( M^S \in \mathbb{I}^{m} \) span \((c + \sum_{k=1}^{m'} \mathbb{I}^{m'}_k, \mathbb{I}^{m'}_l), \mathbb{I}^{m'}_l \) \), implying that there exist a vector \( \tilde{v} \in \mathbb{R}^{m'} \) and coefficients \( \alpha \) and \( d_k (k \in [1 : l - 1]) \) such that
\[ \tilde{v} = \alpha \left( c + \sum_{k=1}^{m'} \mathbb{I}^{m'}_k \right) + \sum_{k=1}^{l-1} d_k \mathbb{I}^{m'}_k \]

(23)
\[ |\tilde{v}| = |M^S_{jl}| = 1 \]
\[ |\tilde{v}_i| = |M^S_{jl}| = 1 \]
\[ \tilde{v}_j(|\tilde{v}_j| - |M^S_{jl}|) = 0, \forall j \in [1 : m] \setminus \{l\}. \]

(24)
(25)

Note that if \( j \in \mathcal{I}_l, \) then \( M^S_{jl} = 1 \) and (25) implies that \( \tilde{v}_j \) can either be equal to 0 or \( \pm 1 \); i.e. \( \tilde{v}_j \in \{0, \pm 1\} \). On the other hand, if \( j \notin \mathcal{I}_l, \) then \( M^S_{jl} = 0 \) and (25) implies that \( \tilde{v}_j = 0 \). Multiplying \( \begin{bmatrix} g_1^n X_1^n & \ldots & g_m^n X_m^n \end{bmatrix} \) by both sides of (23), hence, yields
\[ \tilde{v}_i g_l^n X^l_1 + \sum_{j \in \mathcal{I}_l} \tilde{v}_j g_{j}^{n} X_{j}^{n} = \alpha \left( \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n \right) + \sum_{k=1}^{l-1} d_k g_k^n X_k^n . \]

Therefore, we can write:
\[ H \left( W_l | \alpha \left( \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n \right) + \sum_{k=1}^{l-1} d_k g_k^n X_k^n, G^n \right) \]
\[ H(W_1, ..., W_{m'}) \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n, \mathcal{G}^n) \]
\[ = H(W_1, ..., W_{m'}) \sum_{j=1}^{m} \tilde{v}_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + \alpha Z^n, \mathcal{G}^n) \]
\[ \leq H(W_1, ..., W_{m'}) \sum_{j=1}^{m} \tilde{v}_j' g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + \alpha Z^n, \mathcal{G}^n) \]
\[ \leq \text{no}(\log(P)) + n\epsilon_{l,n}, \]  

where (26) is true because, as discussed before, for all \( j \in \mathcal{I}_F \), \( \tilde{v}_j \) can only take the values in \( \{ \pm 1, 0 \} \) and therefore the signals in \( \sum_{j \in \mathcal{I}_F} \tilde{v}_j g_j^n X_j^n \) and \( \sum_{j \in \mathcal{I}_F} (1 - |\tilde{v}_j|) g_j^n X_j^n \) do not have common terms. In (27), \( \tilde{v}_j' \) is defined as \( \tilde{v}_j' := \tilde{v}_j + (1 - |\tilde{v}_j|) \). Clearly \( \tilde{v}_j' \) can only take the values in \( \{ +1, -1 \} \) because \( \tilde{v}_j \in \{ \pm 1, 0 \} \). Also, (24) implies that \( \tilde{v}_l \in \{ +1, -1 \} \). Therefore, \( \tilde{v}_l g_l^n X_l^n + \sum_{j \in \mathcal{I}_F} \tilde{v}_j' g_j^n X_j^n + \alpha Z^n \) is statistically the same as \( Y_l^n \) (with a bounded difference in noise variance), because the channel gains have a symmetric distribution around zero \( f_{C_i}(g) = f_{C_i}(-g), \forall g \in \mathbb{C} \). This, together with Lemma 1 and Fano’s inequality, implies that (28) is correct. Hence, using the chain rule for differential entropy yields

\[ H(W_1, ..., W_{m'}) \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n, \mathcal{G}^n) \]
\[ = \sum_{l=1}^{m'} H(W_l | \sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n, W_1, ..., W_{l-1}, \mathcal{G}^n) \]
\[ \leq \sum_{l=1}^{m'} \text{no}(\log(P)) + n\epsilon_{l,n} \]
\[ = \text{no}(\log(P)) + n\epsilon_n. \]

Therefore, (22) can be written as

\[ h(\sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n | W_1, ..., W_{m'}, \mathcal{G}^n) \leq n(\log(P) - \sum_{i \in \mathcal{S}'} R_i) + \text{no}(\log(P)) + n\epsilon_n. \]  

But note that

\[ h(\sum_{j=1}^{m} c_j g_j^n X_j^n + \sum_{k=1}^{m'} g_k^n X_k^n + Z^n | W_1, ..., W_{m'}, \mathcal{G}^n) = h(\sum_{j=1}^{m} c_j g_j^n X_j^n + Z^n | \mathcal{G}^n), \]

because by Definition 3 \( c_j = 0, \forall j \in \mathcal{S}' \) and therefore, \( \sum_{j=1}^{m} c_j g_j^n X_j^n + Z^n \) is independent of \( W_1, ..., W_{m'} \). The lemma then follows from (29) and (30).

**APPENDIX C**

**PROOF OF LEMMA 1**

The fact that \( \mu(G) - \mu(G \setminus l) = 1 \) means that there exists a maximum matching in \( G \) which covers node \( v_l \); i.e. there is one edge in the matching incident on \( v_l \). This matching covers \( \mu(G) \) vertices out

3If \( \tilde{v}_j = 0 \), then \( 1 - |\tilde{v}_j| = 1 \), and if \( \tilde{v}_j = 1 \) or \( \tilde{v}_j = -1 \), then \( 1 - |\tilde{v}_j| = 0 \). Hence, either \( \tilde{v}_j \) or \( 1 - |\tilde{v}_j| \) is non-zero, but not both.
of \{v_1, ..., v_m\}, including \(v_l\) for sure, and \(\mu(G)\) vertices out of \(\{v'_1, ..., v'_n\}\) (note that for the bipartite graph \(G\), \(\mu(G) \leq \min\{m, n\}\)). Therefore, it corresponds to a \(\mu(G) \times \mu(G)\) submatrix of the entire adjacency matrix \(T\), which we will denote by \(T^l\), and we know that \(T^l\) includes (a subset of) the \(l^{th}\) row of \(T\). Without loss of generality, we assume that \(l \in [1 : \mu(G)]\) and \(T^l\) consists of the first \(\mu(G)\) rows and columns of \(T\). We will also denote the corresponding random matrix by \(T^l\); i.e. \(T^l_{ij} = g_{ij}T_{ij}\), \(\forall i \in [1 : \mu(G)], \forall j \in [1 : \mu(G)]\).

Now, we show that \(\det(T^l) \neq 0\) for almost all values of \(g_{ij}\)’s. This is because

\[
\det(T^l) = \sum_{\sigma \in \Pi_{\mu(G)}} \text{sgn}(\sigma) \prod_{i=1}^{\mu(G)} T^l_{\sigma_i},
\]

(31)

where \(\Pi_{\mu(G)}\) is the set of all permutations of \([1 : \mu(G)]\) and \(\text{sgn}(\sigma) = 1\) if \(\sigma\) can be derived from \([1 : \mu(G)]\) by doing an even number of switches, and \(\text{sgn}(\sigma) = -1\) otherwise. Note that \(\det(T^l)\) is a multivariate polynomial of distinct i.i.d. channel gains (drawn from a continuous distribution), which is not identically zero. The reason that the polynomial is not identically zero is because the matching corresponds to a set of nonzero entries of \(T^l\) (and hence \(\tilde{T}^l\)) which do not share common rows/columns, hence constituting a non-zero term in (31). Therefore, the Schwartz-Zippel Lemma [17,18] states that the value of this polynomial is not zero for almost all values of \(g_{ij}\)’s.

Therefore, \(T^l\) is invertible with probability 1, implying that there exists a vector \(u' \in \mathbb{C}^{\mu(G)}\) such that \(T^lu' = I^{\mu(G)}_l\). In fact, \(u' = (T^l)^{-1}I^{\mu(G)}_l\). Now, let \(u \in \mathbb{C}^n\) be the vector such that

\[
u_j = \begin{cases} u'_j & \text{if } j \in [1 : \mu(G)] \\ 0 & \text{if } j \in [\mu(G) + 1 : n] \end{cases}
\]

(32)

Now, we claim that \(\tilde{T}u = I^n\). This is true because of the following.

- \(\tilde{T}_{i,*}u = T^l_{i,*}u' = 1\).
- \(\tilde{T}_{i,*}u = T^l_{i,*}u' = 0, \forall i \in [1 : \mu(G)] \setminus \{l\}\).
- Also, each row \(\tilde{T}_{j,*}(j \in [\mu(G) + 1 : n])\) is linearly dependent on the rows \(\tilde{T}_{i,*}, i \in [1 : \mu(G)] \setminus \{l\}\), because otherwise, we would have at least \(\mu(G)\) independent rows in \(\tilde{T}_{i,*}\) (the same matrix as \(\tilde{T}\) with the \(l^{th}\) row removed) and this corresponds to a matching with a size of at least \(\mu(G)\) in \(G \setminus l\), contradicting \(\mu(G) - 1\) being the size of the maximum matching in \(G \setminus l\). Therefore, for all \(j \in [\mu(G) + 1 : n]\), there exist coefficients \(\alpha_{ij}\) \(i \in [1 : \mu(G)] \setminus \{l\}\) such that \(\tilde{T}_{j,*} = \sum_{i \in [1 : \mu(G)] \setminus \{l\}} \alpha_{ij}\tilde{T}_{i,*}\), implying that \(\tilde{T}_{j,*}u = \sum_{i \in [1 : \mu(G)] \setminus \{l\}} \alpha_{ij}\tilde{T}_{i,*}u = 0\).

To complete the proof, note that \(\|u\|_2 = \|u'\|_2 = \|(T^l)^{-1}I^{\mu(G)}_l\|_2\), because of the definition of \(u\) in (32).

**APPENDIX D**

**PROOF OF FINITENESS OF NOISE VARIANCE IN (21)**

In this appendix, we intend to show that in (21), \(\mathbb{E} \left[ \log \left( \left\| \left( \hat{G}^{l,l} \right)^{-1} I^{\mu(G)}_l \right\|_2^2 \right) \right] < \infty\). We need the following key lemma to prove this inequality.
Lemma 4. Assume $p(X_1, \ldots, X_n) = \sum_{i=1}^{m} a_i \prod_{j=1}^{n} X_j^{d_{ji}}$ ($1 \leq m \leq 2^n$) is a multivariate polynomial of complex i.i.d. random variables $X_1, \ldots, X_n$ with a continuous distribution, where for all $i \in [1 : m]$, $a_i$ is a constant coefficient in $\mathbb{C}$ satisfying $|a_i| \geq 1$, all the monomials are assumed to be distinct, and the degree of $X_j$ in the $i$th monomial, denoted by $d_{ji}$, satisfies $d_{ji} \in \{0, 1\}$, $\forall j \in [1 : n]$, $\forall i \in [1 : m]$. If there exists $f_{\text{max}} < \infty$ such that $f_{\mid X_i}(r) \leq f_{\text{max}}, \forall r \in \mathbb{R}^+$, where $f_{\mid X_i}(r)$ is the distribution of $|X_i|$, $\forall i \in [1 : n]$, then for all $\epsilon \in [0, 1]$, 

$$\Pr [\|p(X_1, \ldots, X_n)\| \leq \epsilon] \leq 2^{n+1} f_{\text{max}}^{2^n - 1} \sqrt{\epsilon}.$$ 

Before proving the lemma, we show how this lemma implies that $E \left[ \log \left( \frac{\|G_{\mu(G)}^{\ell, l}\|_2}{2} \right) \right] < \infty$ in (21). Note that $(\tilde{G}_{\mu(G)}^{\ell, l})^{-1}$ is the $l$th column of $(\tilde{G}_{\mu(G)}^{\ell, l})^{-1}$, the inverse of $\tilde{G}_{\mu(G)}^{\ell, l}$. Therefore, 

$$\left\| (\tilde{G}_{\mu(G)}^{\ell, l})^{-1} I_{\mu(G)}^{(G)} \right\|_2^2 = \sum_{i=1}^{\mu(G)} \left| (\tilde{G}_{\mu(G)}^{\ell, l})^{-1} \right|_{il}^2 = \frac{1}{\det(\tilde{G}_{\mu(G)}^{\ell, l})^2} \sum_{i=1}^{\mu(G)} |M_{li}|^2,$$

where $M_{li}$ is the determinant of $\tilde{G}_{\mu(G)}^{\ell, l}$ after removing its $l$th row and $i$th column. Due to the definition of determinants (see (31), for instance), each of the terms $M_{li}$ and also $\det(\tilde{G}_{\mu(G)}^{\ell, l})$ is a multivariate polynomial of i.i.d. channel gains, in which each of the random variables appear with the degree of 0 or 1 in each monomial. In other words, if we rename the i.i.d. channel gains inside $\tilde{G}_{\mu(G)}^{\ell, l}$ as $g_1, \ldots, g_n$, then each $M_{li}$ can be written as 

$$M_{li} = \sum_{k=1}^{m_{li}} a_{k, li} \prod_{h=1}^{n} g_{h}^{d_{k, h, li}}, \quad (33)$$

and $\det(\tilde{G}_{\mu(G)}^{\ell, l})$ can be written as 

$$\det(\tilde{G}_{\mu(G)}^{\ell, l}) = \sum_{k=1}^{m} a_{k} \prod_{h=1}^{n} g_{h}^{d_{k, h}}, \quad (34)$$

where $|a_{k, li}| = |a_k| = 1$ and $d_{k, h, li}, d_{k, h} \in \{0, 1\}$, for all $h, k, i$. Hence, we can write 

$$E \left[ \log \left( \frac{\|G_{\mu(G)}^{\ell, l}\|_2}{2} \right) \right] = E \left[ \log \left( \sum_{i=1}^{\mu(G)} |M_{li}|^2 \right) \right] - E \left[ \log \left| \det(\tilde{G}_{\mu(G)}^{\ell, l}) \right|^2 \right] \leq \log \left( \sum_{i=1}^{\mu(G)} E \left[ |M_{li}|^2 \right] \right) - E \left[ \log \left| \det(\tilde{G}_{\mu(G)}^{\ell, l}) \right|^2 \right] \quad (35)$$

This lemma has connections to estimating the size of lemniscates of multivariate polynomials, studied in [20, 21]. However, here we prove a different form of upper bound which suits our framework to prove the finiteness of the noise variance in [21].
\[
\leq \log \left( \sum_{i=1}^{\mu(G)} m_{li} \sum_{k=1}^{m_{li}} \mathbb{E} \left[ \left| \prod_{h=1}^{n} g_{h,k,i} \right|^2 \right] \right) - \mathbb{E} \log \left| \det (\tilde{G}^{j,l}) \right|^2
\]

(36)

\[
= \log \left( \sum_{i=1}^{\mu(G)} m_{li} \sum_{k=1}^{m_{li}} \mathbb{E} \left[ |g|^2 \sum_{h=1}^{n_k} d_{k,h,i} \right] \right) - \mathbb{E} \left| \det (\tilde{G}^{j,l}) \right|^2,
\]

(37)

where (35) follows from Jensen’s inequality, (36) follows from the Cauchy-Schwarz inequality, and (37) follows from \(g_h\)’s being i.i.d. Hence, if \(\mathbb{E} |g|^2 < \infty\), then the first term in (37) is bounded. Therefore, it remains to show that \(\mathbb{E} \log \left| \det (\tilde{G}^{j,l}) \right|^2 > -\infty\). We can write

\[
\mathbb{E} \left| \det (\tilde{G}^{j,l}) \right|^2 \geq \mathbb{E} \left( \min \left\{ 1, \left| \det (\tilde{G}^{j,l}) \right|^2 \right\} \right) = -\mathbb{E}[Y],
\]

(38)

where \(Y = -\log \left( \min \left\{ 1, \left| \det (\tilde{G}^{j,l}) \right|^2 \right\} \right)\) is a non-negative random variable. Hence, we have

\[
\mathbb{E}[Y] = \int_0^\infty \mathbb{P}[Y \geq y] dy
\]

\[
= \int_0^\infty \mathbb{P} \left[ \min \left\{ 1, \left| \det (\tilde{G}^{j,l}) \right|^2 \right\} \leq 2^{-y} \right] dy
\]

\[
= \int_0^\infty \mathbb{P} \left[ \left| \det (\tilde{G}^{j,l}) \right|^2 \leq 2^{-y} \right] dy
\]

\[
= \frac{2}{\ln 2} \int_0^1 \mathbb{P} \left[ \left| \det (\tilde{G}^{j,l}) \right| \leq u \right] \frac{du}{u}
\]

(39)

\[
\leq \frac{2}{\ln 2} \int_0^1 \frac{2^{n+1} f_{max} 2^{n-1} \sqrt{u}}{u} du
\]

\[
= \frac{2^{n+2} f_{max}}{\ln 2} \int_0^1 u^{\frac{1}{2^{n+1}} - 1} du
\]

\[
= \frac{2^{n+1} f_{max}}{\ln 2}
\]

(40)

< \infty,

where in (39), we have used the change of variables \(u = 2^{-\frac{y}{2}}\) and (40) follows from (34) and Lemma 4. This, together with (38) implies that \(\mathbb{E} \log \left| \det (\tilde{G}^{j,l}) \right|^2 > -\infty\), hence finishing the proof.

Now, we focus on proving Lemma 4.

Proof of Lemma 4: We will use induction on the number of variables \(n\) to prove the desired inequality.

Base case: We need to prove that for all \(\epsilon \leq 1\), \(\mathbb{P} [ |p(X_1)| \leq \epsilon ] \leq 4 f_{max} \epsilon\). In general, \(p(X_1) = aX_1 + b\), where \(a, b \in \mathbb{C}\) and \(|a| \geq 1\) and \(|b| \geq 1\). Therefore, we can write

\[
\mathbb{P} [ |p(X_1)| \leq \epsilon ] = \mathbb{P} [ |aX_1 + b| \leq \epsilon ]
\]
\[ \begin{align*}
&\leq \Pr[|\alpha X_1 - |b| \leq \epsilon] \\
&= \Pr\left[\frac{|b| - \epsilon}{|a|} \leq |X_1| \leq \frac{|b| + \epsilon}{|a|}\right] \\
&\leq 2f_{\text{max}} \epsilon \\
&< 4f_{\text{max}} \epsilon.
\end{align*} \] (41)

**Inductive step:** Assume for all \( \epsilon \in [0, 1] \), \( \Pr[|p(X_1, \ldots, X_{k+1})| \leq \epsilon] \leq 2^{k+1} f_{\text{max}} \epsilon^{2^{k-1} \sqrt{\epsilon}} \). Now, consider the polynomial \( p(X_1, \ldots, X_k, X_{k+1}) = \sum_{i=1}^{m} a_i \prod_{j=1}^{k} X_j^{d_{ij}} \). Without loss of generality, we can write this polynomial as

\[ p(X_1, \ldots, X_k, X_{k+1}) = \sum_{i=1}^{m'} (a_i X_{k+1} + b_i) \prod_{j=1}^{k} X_j^{d_{ij}} + \sum_{i=m'+1}^{m} a_i \prod_{j=1}^{k} X_j^{d_{ij}}, \] (42)

where we first factored out the monomials which include \( X_{k+1} \), and afterwards, we lumped together the monomials that were indistinct in terms of \( X_1, \ldots, X_k \).

Now, we can write

\[ \begin{align*}
\Pr[|p(X_1, \ldots, X_k, X_{k+1})| &\leq \epsilon] \\
&= \Pr\left[\min_{i \in [1:m']} |a_i X_{k+1} + b_i| \leq \sqrt{\epsilon}\right] \Pr\left[\min_{i \in [1:m']} |a_i X_{k+1} + b_i| \leq \sqrt{\epsilon}\right] \\
&+ \Pr\left[\min_{i \in [1:m']} |a_i X_{k+1} + b_i| > \sqrt{\epsilon}\right] \Pr\left[\min_{i \in [1:m']} |a_i X_{k+1} + b_i| > \sqrt{\epsilon}\right] \\
&\leq \Pr\left[\min_{i \in [1:m']} |a_i X_{k+1} + b_i| \leq \sqrt{\epsilon}\right] + \int_A \Pr\left[|p(X_1, \ldots, X_k, r e^{i\phi})| \leq \epsilon\right] f_{|X|, \angle X}(r, \phi) d\phi dr \\
&\leq \sum_{i=1}^{m'} \Pr[|a_i X_{k+1} + b_i| \leq \sqrt{\epsilon}] \\
&+ \int_A \Pr\left[\sum_{i=1}^{m'} \frac{a_i r e^{i\phi} + b_i}{\sqrt{\epsilon}} \prod_{j=1}^{k} X_j^{d_{ij}} + \sum_{i=m'+1}^{m} \frac{a_i}{\sqrt{\epsilon}} \prod_{j=1}^{k} X_j^{d_{ij}} \right] \leq \sqrt{\epsilon}\right] f_{|X|, \angle X}(r, \phi) d\phi dr \\
&\leq 2^k (2f_{\text{max}} \sqrt{\epsilon}) + \int_A \left(2^{k+1} f_{\text{max}} \epsilon^{2^{k-1} \sqrt{\epsilon}}\right) f_{|X|, \angle X}(r, \phi) d\phi dr \\
&\leq 2^{k+1} f_{\text{max}} \epsilon^{2^{k-1} \sqrt{\epsilon}} + 2^{k+1} f_{\text{max}} \epsilon^{2^{k-1} \sqrt{\epsilon}} \\
&= 2^{k+2} f_{\text{max}} \epsilon^{2^{k-1} \sqrt{\epsilon}},
\end{align*} \] (43)

(44)

(45)

where in (43), the integration is over \( A = \{(r, \phi) : \min_{i \in [1:m']} |a_i r e^{i\phi} + b_i| > \sqrt{\epsilon}\} \), and in (44), we have used the union bound. Also, (45) is true because of the upper bound in (41), the fact that \( m' \leq 2^k \), and also because in (44), we have \( \left|\frac{a_i r e^{i\phi} + b_i}{\sqrt{\epsilon}}\right| > 1, \forall i \in [1 : m'] \) and \( \frac{a_i}{\sqrt{\epsilon}} \geq |a_i|, \forall i \in [m' + 1 : m] \), which enables us to use the inductive assumption by noting that \( \sum_{i=1}^{m'} \frac{a_i r e^{i\phi} + b_i}{\sqrt{\epsilon}} \prod_{j=1}^{k} X_j^{d_{ij}} + \sum_{i=m'+1}^{m} \frac{a_i}{\sqrt{\epsilon}} \prod_{j=1}^{k} X_j^{d_{ij}} \) is a polynomial in \( X_1, \ldots, X_k \), satisfying the conditions in the lemma. This completes the proof. \[ \blacksquare \]
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