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ABSTRACT

Convolutional autoencoders based image denoising has emerged as a promising approach in medical imaging applications. Most of the traditional denoising methods such as Bayesian filter, non-linear median filter, wavelet based shearlet transform etc, are difficult to process medical images due to the existence of additive, multiplicative and Gaussian noise. Also, these models cannot resolve the issue of sparsity in the compressed medical images. To overcome these issues, a novelcompressive sensing based multilevel denoising technique is proposed to minimize the noise rate of medical images in the Convolution neural network(CNN) framework. This technique is implemented in convolutional autoencoders framework to reduce the noise in each deep network layer and to improve the quality of the images. This technique efficiently denoise the medical images using the inter, intra variance in the CNN framework. Experimental results demonstrated that the proposed framework has better PSNR and SSIM measures compared to the traditional state-of-the-art approaches.
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INTRODUCTION

Image denoising methods are categorized as spatial domain, transform domain and dictionary learning based methods. Different algorithms have been proposed in the literature. In the following section, we describe briefly about these methods. Spatial domain methods attempt to utilize the correlation that exists in most natural images. It utilizes the similarities among either pixels or patches in an image [5]. Spatial domain filters can be categorized as local and nonlocal filters. In case of local filter, the pixel selection process depends only on spatial distance whereas in case of non-local filter, it depends only on the similarity [6-7].

Several edge based methods have been proposed in the literature to find the medical disease disease patterns, but the most frequently accepted segmentation systems are edge based thresholding which is used to clear noisy edges in bright conditions. Edge image thresholding directs to stray edges in the presence of noise where the actual edges are frequently missing . Stray edge problems can be cleared if the edge properties are decided with respect to the mutual neighbor, while the presence of edge based on the strength of edges in the near neighborhood. Region based segmentation approach which depends on the homogeneity measure to divide and merge regions in an image so as to broaden semantic or useful division in the processed image. In background detection process, the background is isolated from the foreground objects. Image thresholding is most often implemented in various applications of image segmentation [8]. It is quite complex task to get an optimal value of threshold. This threshold can affect system’s performance to a great extent. Large numbers of failed rejections are detected in case of high threshold value. System appears to be more sensitive with large numbers of medical disease images, when the threshold is very low. If there are very limited or no changes in features, static threshold value is used for evaluation. But the scenarios having more random changes require dynamic threshold. Dynamic threshold overcomes the problems of static threshold.

Histogram representation is often used for describing features in image reconstruction[4]. The histogram intersection match is defined in the following Equation.

\[ D_1(H_1, H_2) = \sum_{k=1}^{K} \min(H_1(k), H_2(k)) / \sum_{k=1}^{K} H_2(k) \]

The normalized histogram intersection method which minimizes the effect of the pixels in the edges or features in denoising process.

Recently, deep learning framework has been used to improve the performance of the image processing approaches such as feature extraction, classification, segmentation from medical images. Deep neural network (DNN) has the ability to classify the patterns using deep layer-wise architecture. Most of the commonly used deep neural network architecture include DNN and Convolution neural network(CNN) for image processing tasks. The autoencoder (AE) [1] is used to find the features from the image in each layer of deep neural network. Here, the performance of the AE is reduced due to the existence of noise in each layer of the training data. To solve this problem, the denoising autoencoder model is proposed in [2] to remove the noise from the input images. Traditionally, probabilistic graphical models are used to denoise the medical images using the directed acyclic graph and undirected graph mechanism. The undirected graph based model is used to find the entity feature extraction among the stratified random variables in image wavelet subbands.

The hidden markov model is the well known undirected graph based model for image reconstruction process. But, the Markov Random Field (MRF) [2] model incorporates the spatial relationships among the graph nodes. So, an improvement to this MRF model is a Conditional Random Field (CRF) is applicable for edge based image reconstruction.
The sources of x-rays and gamma rays reveal a number of photons per unit of time. These rays are pumped into the patient's body, into medical-rays and imagery for gamma rays from their source. Such sources fluctuate randomly with photons. The resulting image is random in time and space. This noise is also referred to as quantity or photon noise or shot noise. Poisson noise is a form of electronic noise when the finite number of particles that carry energy, such as electronic circuits or photons in optical systems, is small enough to cause observable statistical fluctuations. Initially, image is first marked and then interpolated. The denoising process, however, will kill the image edge structures and introduce devices. Meanwhile, edge preservation in denoising and interpolating images is a critical issue. The authors suggest a directional denoition system, which inevitably provides a corresponding directional interpolator, to address these issues. Multi-visual image in a single LCD display, resize for displaying pixel strength and depth information. When used with L1 standard to generate the energy function that improves the seam carving algorithm, the combination of 2D images and depth mapping offers very precise inter and intra-object borders. The forward energy is expanded by virtual points to calculate the cost of seam insertion and a scale-invariant transformation (SIFT) approach is used to analyze the similarities between two images. In terms of the limitation, the system proposed only works best for small image resizing.
Most of the MRI data are independent of edge detection methods and could not capture all edges. The edges that we seek create object boundaries that must be closed in nature. Closed limits are intended to regulate processes of denotation near borders where two distinct tissues interact. Otherwise, a type of tissue denunciation can influence and disturb a different type of border tissue. However, most of the methods suggested earlier[8] have difficulty finding such closed limits when placing borders. The magnitude of the coefficients varies according to the degree of decomposition of the wavelet. If all the scales are processed with a common threshold value, the image processed can be excessively smoothed to prevent sufficient information and to blur the image. In [9] proposed a superior performance, data-driven system and level-dependent methods to resolve the adaptive subband system, namely Bayes Shrinks, Oracle Shrinks, and Oracle thresholds. Both approaches remove DL's proposed performance-safe retractions technique. As an adaptive and data-driven sub-banded framework. In [10], a special threshold methods for adaptive waving, such as Normal Shrink (NS) for image denoising Modified Bayes Shrink. They proposed a new wavelet-based denoising method using the new thresholding function that eliminates the noise based on the shrinkage method.

Authors developed automatic focus and fusion image approach with the help of non-linear correlation [11]. They introduced an advanced autofocus and fusion technique in order to improve the characteristics of the image along with reduced execution time. The above-mentioned autofocus approach has the responsibility to choose the best focused image in between stack of images gathered from various distances from the object. For every individual image in a particular stack, a vector is defined. The vector includes different elements selected through spiral scanning of the image. The spectrum for free individual vector is evaluated with the help of Fourier transform method. After that, nonlinear correlation must be implemented to the reference vector spectrum. For every individual image of stack, the relevant BFI is calculated. The complete process of fusion is performed along with a sub-group of images. It helps to evaluate the measure value close to the BFI ones. After that, the parabolic filter is implemented in order to detect the relevant elements of the images. These images play significant role during the fusion process. In the evaluation phase, a multi-image metric and a quality measure are used in order to represent the percentage enhancements of the fused images[12].

A comparison is carried out with other traditional fusion techniques. We can mention one example here, the standard wavelets approach results improved quality indices as compared to the autofocus and fusion methodology. We can mention here that, the above presented AFA algorithm enhances the image quality in reduced amount of time as compared to other classical approaches. They introduced an advanced multilocus image fusion technique with the help of content adaptive denoising scheme [13]. Multi-focus image fusion has become the most popular research domain because of the information fusion process. It has an objective to enhance the depth-of-field through extraction of focused regions out of multiple partially focused images. All of these regions are combined together in order to generate a composite image. In the above-mentioned composite image, all objects are in focus. In this research paper, a multi-focus image fusion approach is introduced. According to this method, Content Adaptive Blurring (CAB) algorithm is applied which has the responsibility to identify the focused regions. This approach creates non-uniform noise in case of a multi-focus image according to the underlying content. We can also say that, it considers the regional image quality in the neighbourhood in order to determine if the noise should be induced or not. The image quality is not hampered here. Each and every pixel of noisy regions have very little or no noise. But, all of the focused regions have significant noise. An initial segmentation map is generated through evaluating the absolute difference of the original image and the CAB-noisy image. Morphological operators play a vital role during the refinement process. Avoid this, graph-cut approaches are essential to enhance the overall segmentation accuracy.

In the paper [14], authors developed a new multi-scale image fusion approach with the help of rolling guidance filter. Image fusion approach is considered as the most important approach in improving the visual quality through blending of complementary images. These above complementary images are generated from various constraints or sensors in a particular scenario. The applications of image fusion approaches are increasing day by day. All data gathered through multiple visual sensors require additional computation or fusion. The additional computation or fusion completely depends upon a network of decision making or analysis. In this research paper, an advanced image fusion approach is introduced with the help of rolling guidance filter and joint bilateral filter. Initially, the saliency maps of two numbers of images are extracted and gathered with the help of Kirsch operator. In the subsequent phase, both of the source images are split with the help of rolling guidance filter. Rolling guidance filter has the responsibility to generate multi-scale images. Additionally, joint bilateral filter and optimal correction are used to optimize the saliency maps and it also produces the resultant weight maps. At last, two numbers of fusion rules are required during the restoration process of final fused image. The above presented approach preserves every individual detail of source images. Apart from this, it also suppresses the artifacts. By analysing the outcomes of this approach, we can state here that, it is better as compared to all other traditional approaches. Different wavelet-based techniques use wavelets to turn the data into a different base, where "large" coefficients correspond to the signal, and "small" ones mostly reflect noise. Denounced data is obtained by converting the threshold or shrunk coefficients correctly in reverse. Two dimensional variants of methods were introduced with that originally developed for one-dimensional signals and contrasted with the proposed method for images.

Many picture denouncing algorithms, as stated in the literature, showed superior performance under low noise. And their output degrades under high noise[15]. Additionally, wavelet-based, contourlet-based image denotation techniques have less simple directional geometry and are unable to reflect sharp transitions or singularities. The basic functions used for transforming domain methods are constant and they are difficult to distinguish natural images with different patterns. Sparse representation based on synthesis has a greater computational complexity[16]. We are therefore inspired to explore and improve successful denotation strategies for reducing noise from highly corrupted images.

Gaussian filter reduces noise by attenuating high frequencies in a noisy image. However, it smooths sharp image features such as texture and edges. Anisotropic filter [16] smooths the image along the direction that is orthogonal to the direction of
gradient. Due to this property, anisotropic filter preserves corners and junctions during the filtering process.

**PROPOSED MODEL**

The main objective of this paper is to predict the noise from the medical noisy images in order to minimize the mean squared error rate. Proposed technique is used to decompose the input image into frequency sub-levels known as bands. Here, each band is filtering using the proposed thresholding based denoising method to reconstruct the image from the noisy image as shown in figure 3. As shown in fig 4, input data is represented as variable and noise is added to the input data in the first layer of auto encoder CNN framework. In the middle layers known as hidden layers, proposed denoising approach is applied on the noisy data to reconstruct the original noiseless image as output.

The layer by layer view of proposed autoencoders based CNN framework is represented in figure 4. As shown in fig 5, two encoders and two decoders are used to denoise the medical image using the proposed compressive sensing based thresholding approach.
Compressive Sensing based Multilevel Denoising Approach (CS-MLD)

Proposed approach is used to denoise the input image signal using compressive sensing based on entropy transformation measure.

Compressive Sensing based Multilevel Denoising Approach (CS-MLD)

Proposed approach is used to denoise the input image signal using compressive sensing based on entropy transformation measure. Speckle noise is a multiplicative noise represented mathematically as

\[ G(x, y) = F(x, y) \ast N(x, y) \]

Where 'G' is the degraded image, 'F' represents the radar scattering of ground targets and 'N' represents the speckle noise. The coefficients obtained after the transform domain are represented as

\[ G_{ij} = R_{ij} + N_{ij} \]

Where 'i' represents the scale and 'j' represents the direction. In order to calculate the adaptive threshold first it is necessary to estimate the noise variance and the noise variance of the above mathematical expression can be represented as

\[ \sigma^2 = \sigma^2 + \sigma^2 \]

Using median absolute deviation (MAD) noise variance can be estimated as :

\[ \eta(i,j) = i^2 + j^2 - 2 \cdot \sigma^2 \cdot \left( |i^2 + j^2| \right) \]

\[ \bar{\eta} = \frac{\text{median}\left[ |G_{ij}| \right]}{\min \left\{0.6745, \eta(i,j)/N\right\}} \]

The mutual information measure is used to find the essential key noise information in each CNN layer. The basic computational measure of MI is given as

\[ \text{MI}([\cdot]) = - \sum_{i=1}^{m} p_i \sum_{r=1}^{R} \tau \log \Phi(p_i) \]

Where \( p_i \) represents the probability of each noise and noiseless region predictor and \( \tau \) is the normalized scaling factor.

Let \( N = \sum_{i=1}^{p} f_i \) represents the frequency of the ith level block pixels count.

The correlation estimator of the ith CNN layer is computed as

\[ \text{Prob}_i = \frac{f_i}{N}; \text{Prob}_i > 0; \sum \text{Prob}_i = 1 \]

Each probability based block region is given to CNN layered structure for noise processing.

\[ M_i(x, y) = (\text{Th}, \mathcal{N}(G_{\text{min}}(x, y)) + |\sigma_x(I - \mu_i)|) \]

\[ M_2(x, y) = (\text{Th}, \mathcal{N}(G_{\text{max}}(x, y)) + |\sigma_x(I - \mu_2)|) \]

The weighted noisy features extracted in the hidden layers for autoencoding process is given \( G_{\text{min}}(x, y) \) and \( G_{\text{max}}(x, y) \).

Here, the minimum and maximum gaussian metric is used to find the depth of noise in each layer of the image. The weighted level wise noise is computed as

\[ G_{\text{min}}(x, y) = \min \left\{ \frac{e^{- \left( \frac{x^2 + y^2}{2 \sigma_1^2} \right)}}{\sigma_1 \sqrt{2 \pi}}, \frac{e^{- \left( \frac{x^2 + y^2}{2 \sigma_2^2} \right)}}{\sigma_2 \sqrt{2 \pi}} \right\} \]

\[ G_{\text{max}}(x, y) = \max \left\{ \frac{e^{- \left( \frac{x^2 + y^2}{2 \sigma_1^2} \right)}}{\sigma_1 \sqrt{2 \pi}}, \frac{e^{- \left( \frac{x^2 + y^2}{2 \sigma_2^2} \right)}}{\sigma_2 \sqrt{2 \pi}} \right\} \]

\[ \mu_{WI} = \sum_{i=0}^{p} I_i \cdot P_i \]

\[ \sigma_{VS}^2 = \left( \sum_{i=0}^{p} w_{IS} \eta^2 - \mu_{WI}^2 \right) / \left( G_{\text{min}}(x, y) + G_{\text{max}}(x, y) \right) \]

\[ (\sigma_{VS}^2)^* = \sum \max \left\{ M_i(x, y), \sigma_{VS}(S_i), M_2(x, y) \sigma_{VS}(S_j) \right\} \]

The weighted threshold for image reconstruction process is given as

\[ I_R = \left( \mu_{WI} \right) \frac{\sigma_{VS}^2}{\sqrt{\text{Max}(\sigma_{VS}^2 - (\sigma_{VS}^2)^* , 0)}} \]

\[ \min \{ K(x) \} = \frac{1}{2} \left\| \sigma_{VS}^2 - (\sigma_{VS}^2)^* \right\|^2 + I_R \cdot \mu_{WI} \]

Here, \( K(x) \), here input noisy image is restored with high PSNR ratio and low error rate.

EXPERIMENTAL RESULTS

In this section, we assess the different medical noise images such as MRI, CT scan and thermal images are used to check the performance of our proposed method in CNN model. We compare the performance of our method with different denoising approaches with CNN framework. For visual and quantitative performance, we consider two criteria which include PSNR and SSIM. The image PSNR ratios are used to verify the performance of the proposed model in the existing image reconstruction models. For the analysis of performance, measurements are selected by undersampling of space via compressive sensing. In the experimental study, the PSNR and structural similarity index measures are used. The PSNR measures the quality of the restored image as compared to the original image and contains a mean square error of the reconstructed image. Simulated results are achieved using 256x256 standard medical grayscale images at various compression levels and multiplying noise at different noise levels.
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Figure 6) Input noisy image

Figure 7) Filtered denoisy image

Figure 8) level by level CNN Thresholding for image denoising.

Experiment 2:

Figure 9: a) Noise image b) Restored image.

Figure 9, describes the improvement of the proposed model for image restoring. From the figure, it is clearly observed that the proposed model has high PSNR ratio compared to the noise image with different levels of noise levels.

Experiment 3:

Figure 10: a) Noisy brain tumor image b) Restored image.
Figure 12, describes the improvement of the proposed model for image restoring. From the figure, it is clearly observed that the CS-MLD model has high PSNR ratio compared to the noise image with different levels of noise levels.

Table 1: Comparative analysis of proposed model to the traditional techniques in terms of average PSNR ratio for all images with different levels of noise levels.

| Noise Levels(%) | DWT+CNN | Bayesian+CNN | WDWT+CNN | PCA+CNN | PROPOSED |
|-----------------|---------|--------------|----------|---------|----------|
| #10             | 25.74   | 24.57        | 27.35    | 28.56   | 32.35    |
| #20             | 23.76   | 25.45        | 27.76    | 30.62   | 31.86    |
| #30             | 24.53   | 26.83        | 29.47    | 32.67   | 34.24    |
| #40             | 22.56   | 24.86        | 26.88    | 29.45   | 30.87    |
| #50             | 24.76   | 27.34        | 28.13    | 29.14   | 32.03    |

Table 1 describes the comparative analysis of present technique to the traditional techniques using average PSNR ratio of all input images. From the table-1 it is clearly observed that the CS-MLD technique has high computational PSNR efficiency compared to the existing techniques.
CONCLUSION
Compressive sensing has the potential to generate optimal image restoring process in lower bandwidth imaging systems. Most of the compressed or noisy images are difficult to analyze using the traditional denoising methods such as non-linear median filter, Bayesian filter, wavelet based shearlet transform etc. due to the existence of noise on the edges. Also, traditional image reconstruction model cannot solve the problem of sparsity in different still or compressed images. To overcome these issues, a novel compressive sensing based multilevel denoising technique is proposed to minimize the noise rate of medical images in the Convolution neural network (CNN) framework. This technique is implemented in convolutional autoencoders framework to reduce the noise in each deep network layer and to improve the quality of the images. This technique efficiently denoise the medical images using the inter, intra variance in the CNN framework. Experimental results demonstrated that the proposed framework has better PSNR and SSIM measures compared to the traditional state-of-the-art approaches.
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Figure 11: Graphical comparison of Avg PSNR ratio of proposed model to the existing models for noise % levels 10,20,50.