COALESCENCE PHENOMENON OF QUANTUM COHOMOLOGY OF GRASSMANNIANS AND THE DISTRIBUTION OF PRIME NUMBERS
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Abstract. The occurrence and frequency of a phenomenon of resonance (namely the coalescence of some Dubrovin canonical coordinates) in the locus of Small Quantum Cohomology of complex Grassmannians is studied. It is shown that surprisingly this frequency is strictly subordinate and highly influenced by the distribution of prime numbers. Two equivalent formulations of the Riemann Hypothesis are given in terms of numbers of complex Grassmannians without coalescence: the former as a constraint on the disposition of singularities of the analytic continuation of the Dirichlet series associated to the sequence counting non-coalescing Grassmannians, the latter as asymptotic estimate (whose error term cannot be improved) for their distribution function.
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Notations

Given two natural numbers $0 < k < n$ we will denote by $G(k, n)$ the Grassmannian of $k$-dimensional $\mathbb{C}$-subspaces of $\mathbb{C}^n$. Thus $G(1, n) = \mathbb{P}^{n-1}_\mathbb{C}$.

In what follows we will use the following notations for number theoretical functions:

- $P_1(n) := \min \{ p \in \mathbb{N} : p \text{ is prime and } p|n \}, \ n \geq 2$;
- for real positive $x, y$ we define
  $$\Phi(x, y) := \text{card} \left( \{ n \leq x : n \geq 2, \ P_1(n) > y \} \right);$$
- $\pi_\alpha(n) := \sum_{p \text{ prime}} p^\alpha, \ \alpha \geq 0$;
- $\zeta(s)$ is the Riemann $\zeta$-function;
- $\zeta(s, k)$ will denote the truncated Euler product
  $$\zeta(s, k) := \prod_{p \text{ prime}} \left( 1 - \frac{1}{p^s} \right)^{-1}, \ k \in \mathbb{R}_{>0}, \ s \in \mathbb{C} \setminus \{0\}.$$  
- $\zeta_P(s)$ is the Riemann prime $\zeta$-function, defined on the half-plane $\text{Re}(s) > 1$ by the series
  $$\zeta_P(s) := \sum_{p \text{ prime}} \frac{1}{p^s};$$
- $\zeta_{P,k}(s)$ will denote the partial sums
  $$\zeta_{P,k}(s) := \sum_{p \text{ prime}} \frac{1}{p^s};$$
- $\omega : \mathbb{R}_{\geq 1} \to \mathbb{R}$ is the Buchstab function ([Buc37]), i.e. the unique continuous solution of the delay differential equation
  $$\frac{d}{du} (u \omega(u)) = \omega(u - 1), \ u \geq 2;$$
  with the initial condition
  $$\omega(u) = \frac{1}{u}, \text{ for } 1 \leq u \leq 2.$$  

If $f, g : \mathbb{R}_+ \to \mathbb{R}$, with $g$ definitely strictly positive, we will write

- $f(x) = \Omega_+(g(x))$ to denote
  $$\limsup_{x \to \infty} \frac{f(x)}{g(x)} > 0;$$
- $f(x) = \Omega_-(g(x))$ to denote
  $$\liminf_{x \to \infty} \frac{f(x)}{g(x)} < 0;$$
- $f(x) = \Omega_\pm(g(x))$ if both $f(x) = \Omega_+(g(x))$ and $f(x) = \Omega_-(g(x))$ hold.
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1. Introduction and Results

In this paper we exhibit a direct connection between the theory of Frobenius Manifolds, more precisely the Gromov-Witten and Quantum Cohomology theories, and one of the most ancient problems lying at the heart of Mathematics, the distribution of prime numbers. We study a phenomenon of resonance in the small quantum cohomology of complex Grassmannians (consisting in the coalescence of some natural parameters there defined), and show that the occurrence and frequency of this phenomenon is surprisingly related to the distribution of prime numbers. This relation is so strict that it leads to (at least) two equivalent formulations of the famous Riemann Hypothesis: the former is given as a constraint on the disposition of the singularities of a generating function of the numbers of Grassmannians not presenting the resonance, the latter as an (essentially optimal) asymptotic estimate for a distribution function of the same kind of Grassmannians. Besides their geometrical-enumerative meaning, three point genus zero Gromov-Witten invariants of complex Grassmannians implicitly contain information about the distribution of prime numbers. This mysterious relation deserves further investigations.

Born in the last decades of the XX-th century, in the middle of the creative impetus for a mathematically rigorous foundations of Mirror Symmetry, the theory of Frobenius Manifolds ([Dub96], [Dub98], [Dub99], [Man99], [Heo02], [Sab08]) seems to be characterized by a sort of universality (see [Dub04]): this theory, in some sense, is able to unify in a unique, rich, geometrical and analytical description many aspects and features shared by the theory of Integrable Systems, Singularity Theory, Gromov-Witten Invariants, the theory of Isomondromic Deformations and Riemann-Hilbert Problems, as well as the theory of special functions like Painlevé Transcendents.

Originally introduced by physicists ([Va91]), in the context of $N = 2$ Supersymmetric Field Theories and mirror phenomena, the Quantum Cohomology of a complex projective variety $X$ (or more in general a symplectic manifold [MS12]) is a family of deformations of its classical cohomological algebra structure defined on $H^\bullet(X) := \bigoplus_k H^k(X; \mathbb{C})$, and parametrized over an open domain $D \subseteq H^\bullet(X)$: the fiber over $p \in D$ is identified with the tangent space $T_p D \cong H^\bullet(X)$. This is exactly the prototype of a Frobenius manifolds, namely a manifold, endowed with a flat metric, on whose tangent spaces there is a well defined commutative, associative, unitary algebra structure, satisfying also some more compatibility conditions. The structure constants of the quantum deformed algebras are given by (third derivatives of) a generating function $F_X^0$ of Gromov-Witten Invariants of genus 0 of $X$: these rational numbers morally “count” (modulo parametrizations) algebraic/pseudo-holomorphic curves of genus 0 on $X$, with a fixed degree, and intersecting some fixed subvarieties of $X$.

Focusing on the case of complex Grassmannians, $X = G(k, n)$, in what follows we study the occurrence of a phenomenon of coalescence of some numerical parameters on their small quantum cohomology (i.e. $D \cap H^2(X)$). This set of parameters defines a system of coordinates (called Dubrovin canonical coordinates) near any point whose corresponding Frobenius algebra is semisimple. It is important to keep in mind that these parameters have a double algebro-geometric meaning:

1. at each point $p \in D$ their vector fields coincide with the idempotents of the algebra structure defined on $T_p D$;
2. they are the eigenvalues of an operator of multiplication by a distinguished vector field (the Euler vector field) which codifies the grading structure of the algebras. Notice that, along the small quantum locus, the Euler vector field coincides with the first Chern class $c_1(X)$.

Moreover, this coalescence of canonical coordinates can be interpreted as a “delicate point” in the local description of semisimple Frobenius manifolds as spaces of deformation parameters for isomonodromic families of linear differential systems with rational coefficients in complex domains, at least as exposed

---

1 The canonical coordinates are not uniquely determined by the requirement (1) alone: there is a shift ambiguity. We fix this freedom by requirement (2).
2 In the theory of Painlevé equations they are called critical points.
in [Dub98] and [Dub99]. Such a description is carried on in all details in [CG16], for the general analytic case, and in [CDG16] for the specific Frobenius case. For simplicity, we will call coalescing a Grassmannian such that some of the Dubrovin canonical coordinates coalesce.

The questions, to which we answer in the present paper, are the following:

(i) For which $k,n$ the Grassmannian $G(k,n)$ is coalescing?
(ii) How frequent is the phenomenon of coalescence among all Grassmannians?

Let us summarize some of the main results obtained.

**Theorem** (cf. Theorems 4.4, 4.5, 5.1, 5.2 and Corollaries 4.3, 4.2 for more details)

**PART I** The complex Grassmannian $G(k,n)$ is coalescing if and only if $P_1(n) \leq k \leq n - P_1(n)$. In particular, all Grassmannians of proper subspaces of $\mathbb{C}^p$, with $p$ prime, are not coalescing.

**PART II** Let us denote by $\tilde{\alpha}_n$, for $n \geq 2$, the number of non-coalescing Grassmannians of proper subspaces of $\mathbb{C}^n$, i.e.

$$\tilde{\alpha}_n := \text{card}\{k : G(k,n) \text{ is not coalescing}\},$$

and let

$$\tilde{\mathcal{J}}(s) := \sum_{n=2}^{\infty} \frac{\tilde{\alpha}_n}{n^s}$$

be the associated Dirichlet series. $\tilde{\mathcal{J}}(s)$ is absolutely convergent in the half-plane $\text{Re}(s) > 2$, where it can be represented by the infinite series involving the Riemann zeta function and the truncated Euler products

$$\tilde{\mathcal{J}}(s) = \sum_{p \text{ prime}} \frac{p-1}{p^s} \left( \frac{2\zeta(s)}{\zeta(s,p-1)} - 1 \right).$$

By analytic continuation, $\tilde{\mathcal{J}}(s)$ can be extended to (the universal cover of) the punctured half-plane

$$\{s \in \mathbb{C} : \text{Re}(s) > \sigma\} \setminus \left\{ s = \frac{p}{k} + 1 : \begin{array}{l} \rho \text{ pole or zero of } \zeta(s), \\ k \text{ squarefree positive integer} \end{array} \right\},$$

having logarithmic singularities at the punctures.

In particular, we have the equivalence of the following statements:

- (RH) all non-trivial zeros of the Riemann zeta function $\zeta(s)$ satisfy $\text{Re}(s) = \frac{1}{2}$;
- the derivative $\tilde{\mathcal{J}}'(s)$ extends, by analytic continuation, to a meromorphic function in the half-plane $\frac{3}{2} < \text{Re}(s)$ with a single pole of order one at $s = 2$.

At the point $s = 2$ the following asymptotic estimate holds

$$\tilde{\mathcal{J}}(s) = \log \left( \frac{1}{s-2} \right) + O(1), \quad s \to 2, \quad \text{Re}(s) > 2.$$
As a consequence, we have that
\[ \sum_{k=2}^{n} \tilde{n}_k \sim \frac{1}{2} \frac{n^2}{\log n}, \]
which means that non-coalescing Grassmannians are rare.

**Figure 1.** In this figure we represent complex Grassmannians as disposed in a Tartaglia-Pascal triangle: the \( k \)-th element (from the left) in the \( n \)-th row (from the top of the triangle) represents the Grassmannian \( G(k,n+1) \), where \( n \leq 102 \). The dots colored in black represent non-coalescing Grassmannians, while the dots colored in gray the coalescing ones. The reader can note that black dots are rare w.r.t. the gray ones, and that the black lines correspond to Grassmannians of subspaces in \( \mathbb{C}^p \) with \( p \) prime.

**PART III** For \( x \in \mathbb{R}_{\geq 4} \) we define
\[ \hat{\mathcal{H}}(x) := \text{card} \left\{ n: \begin{array}{l} 2 \leq n \leq x \text{ is such that } G(k,n) \\
\text{is not coalescing for } 1 \leq k \leq \lfloor x^{\frac{1}{2}} \rfloor + 1 \end{array} \right\}. \]
We have the following results:

(a) for any \( \kappa > 1 \), the following integral representations\(^3\) hold
\[
\hat{\mathcal{H}}(x) = \frac{1}{2\pi i} \int_{\Lambda_{\kappa}} \left[ \frac{\zeta(s)}{\zeta(s, x^{\frac{1}{2}} + 1)} - 1 \right] \frac{s^x}{s} ds,
\]
\[
\hat{\mathcal{F}}(x) = \frac{1}{2\pi i} \int_{\Lambda_{\kappa}} \left[ \frac{\zeta(s)}{\zeta(s, x^{\frac{1}{2}} + 1)} - 1 \right] x^s + \zeta_p(s) \left( (x^{\frac{1}{2}} + 1)^s - (2x^{\frac{1}{2}} + 1)^s \right) \frac{ds}{s},
\]
both valid for \( x \in \mathbb{R}_{\geq 2} \setminus \mathbb{N} \), and where \( \Lambda_{\kappa} := \{ \kappa + it: t \in \mathbb{R} \} \) is the line oriented from \( t = -\infty \) to \( t = +\infty \).

\(^3\)The integral must be interpreted as a Cauchy Principal Value.
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(b) The function $\hat{H}$ admits the following asymptotic estimate:

$$\hat{H}(x) = \int_0^x \frac{dt}{\log t} + O \left( x^\Theta \log x \right),$$

where $\Theta := \sup \{ \Re(\rho) : \zeta(\rho) = 0 \}$.

Hence, it is clear the equivalence of (RH) with the (essentially optimal) estimate with $\Theta = \frac{1}{2}$.

Question (i) has already been addressed in [GGI16] (Remark 6.2.9): it is claimed, but not proved, that the condition $\gcd(\min(k, n - k)!, n) > 1$ (which is equivalent to the condition $P_1(n) \leq k \leq n - P_1(n)$) is a necessary condition for coalescence of some canonical coordinates in the small quantum locus of $\mathbb{G}(k,n)$.

1.1. Plan of the paper. In Section 2 we summarize some basic notions about Frobenius Manifolds, Gromov-Witten Theory and Quantum Cohomology. In Section 3 we expose a description, valid both in the classical and in the quantum setup, of the cohomology of Grassmannians as alternate products of cohomology of Projective Spaces.

In Section 4 the coalescence phenomenon is completely characterized, and a generating function (Dirichlet series) for the numbers of non-coalescing Grassmannians is introduced: from the study of the behavior of this function near its singularities, we deduce the rareness (i.e. zero density) of the non-coalescence.

In Section 5 we introduce and study some distribution functions for non-coalescing Grassmannians: some integral representations and asymptotic expansions are found. It is shown that RH can be reformulated as an (essentially optimal) estimate for one of the distribution function introduced.

Acknowledgements. The author is grateful to Boris Dubrovin and Davide Guzzetti for useful discussions and encouragement, to Alberto Perelli and Gérald Tenenbaum for the friendly e-mail conversations, to Don Zagier for critical comments, and to Michael Zieve for pointing out a Theorem due to H.B. Mann (Theorem 4.1), used in the proof of Proposition 4.1.

2. Frobenius Manifolds and Quantum Cohomology

Introduced and extensively developed by B. Dubrovin in [Dub98], [Dub99], [Dub99] in order to give a differential geometrical description of the WDVV-system of equations obtained in two dimensional topological field theories ([DVV91], [Wit90]), Frobenius Manifolds are, roughly speaking, smooth/analytic manifolds whose tangent spaces are endowed with an associative, commutative and unitary algebra structure, smoothly/analytically depending on the point. Furthermore, in order to be Frobenius, these algebras structures must satisfy a compatibility condition with respect to a symmetric bilinear non-degenerate form, simply called metric: if $M$ is a Frobenius manifold, with metric $\eta$, and we denote by $\circ_p$ the product defined on the tangent space $T_p M$ at the point $p \in M$, then the required compatibility condition is

$$\eta(a \circ_p b, c) = \eta(a, b \circ_p c) \quad \text{for all } a, b, c \in T_p M, \quad p \in M.$$ (2.1)

In the remaining part of the paper, we will consider only complex analytic Frobenius manifolds. It could be useful for the reader to keep in mind the following elementary example of Frobenius algebra.

Example 2.1. Let $X$ be a smooth compact manifold of even dimension, with vanishing odd cohomology, i.e. $H^{2k+1}(X) \cong 0$ for all $k \geq 0$. Let us consider its classical cohomology ring $A := \bigoplus H^k(X; \mathbb{C})$, endowed with the $\cup$-product, and the Poincaré metric $\eta$ defined by

$$\eta(\alpha, \beta) := \int_X \alpha \cup \beta.$$ 

Then, the resulting algebra structure is associative, commutative, unitary, there is a well defined $\mathbb{C}$-bilinear symmetric form which is non-degenerate (Poincaré Duality Theorem), with respect to which

4In the smooth and real analytic cases, the ground field of the algebra is $\mathbb{R}$, in the complex analytic case (on which we will focus in the present paper) is $\mathbb{C}$.

5If $M$ is a complex analytic Frobenius manifold, the metric is defined on the holomorphic tangent bundle $TM$, and it is just $O_M$-bilinear.
the compatibility condition (2.1) is trivially satisfied. \( A \) is the classical Frobenius cohomological algebra associated to the manifold \( X \). From a physical point of view, this algebra describes the matter sector of the topological \( \sigma \)-model with target space \( X \).

One of the main features of the algebra \( A \) is that it is a naturally Frobenius graded algebra: there exists a linear morphism \( Q: A \to A \), called grading operator, such that
\[
Q(\alpha \cup \beta) = Q(\alpha) \cup \beta + \alpha \cup Q(\beta),
\]
\[\eta(Q(\alpha), \beta) + \eta(\alpha, Q(\beta)) = d \cdot \eta(\alpha, \beta),\]
where \( d \) is a number called the charge of the algebra. In Example 2.1, the operator \( Q \) is defined as the map acting on a homogeneous basis \((T_i)_i\) of \( A \) as \( Q(T_i) = \frac{1}{2} \deg(T_i) \cdot T_i \), and the charge is \( d = \frac{1}{2} \dim_X X \).

If we restrict to the case of Frobenius algebras with diagonalizable grading operators, by imposing a flatness condition for the Levi-Civita connection associated to \( \eta \), we can extend the grading structure on a whole Frobenius manifold by the choice of a distinguished affine vector field, the so-called Euler vector field. We give now the complete and detailed definition.

**Definition 2.1.** A Frobenius manifold structure on a complex manifold \( M \) of dimension \( n \) is defined by giving

(FM1) a symmetric \( O(M) \)-bilinear metric tensor \( \eta \in \Gamma\left(\bigwedge^2 T^* M\right) \), whose corresponding Levi-Civita connection \( \nabla \) is flat;

(FM2) a \((1,2)\)-tensor \( c \in \Gamma\left(TM \otimes \bigwedge^2 T^* M\right) \) such that
- \( c^\alpha \in \Gamma\left(\bigwedge^3 T^* M\right) \),
- \( \nabla c^\alpha \in \Gamma\left(\bigwedge^4 T^* M\right) \);

(FM3) a vector field \( e \in \Gamma(TM) \), called the unity vector field, such that
- the bundle morphism \( c(-, e, -): TM \to TM \) is the identity morphism,
- \( \nabla e = 0 \);

(FM4) a vector field \( E \in \Gamma(TM) \), called the Euler vector field, such that
- \( \nabla E = c \),
- \( \nabla E \eta = (2 - d) \cdot \eta \), where \( d \in \mathbb{C} \) is called the charge of the Frobenius manifold.

The tensor \( c \) is the tensor of constants structure of a Frobenius algebra on each tangent space: the multiplication of vector fields will be denoted by \( \circ \). We leave as an easy exercise for the reader to deduce from the axioms above that the resulting algebra on each tangent space is Frobenius. Being the connection \( \nabla \) flat, there exist local flat coordinates, that we denote \((t^\alpha)_\alpha \), w.r.t. which the metric \( \eta \) is constant. Moreover, observe that because of flatness and the conformal Killing condition, the Euler vector field is affine, i.e. \( \nabla \nabla E = 0 \). Without loss of generality, we can mark the first flat coordinate \( t^1 \) in such a way that
- \( \frac{\partial}{\partial t^1} \) coincides with the unity vector field,
- and that the local expression of the Euler vector field is \( E = \sum \nu \left[ (1 - q_\nu) t^{\nu'} + r^{\nu'} \right] \partial_\nu \), with \( q_\nu, r^{\nu'} \in \mathbb{C} \), \( q_1 = 0 \) and \( r^{\nu'} \neq 0 \) if and only if \( q_\nu = 1 \).

Since the metric \( \eta \) is flat, in flat local coordinates \((t^\alpha)_\alpha \) the connection \( \nabla \) coincides with partial derivatives: so, the condition \( \nabla c^\alpha \in \Gamma\left(\bigwedge^4 T^* M\right) \) means that \( \partial_\alpha c_{\beta\gamma} \) is symmetric in all indices. This implies the local existence of a function \( F \) such that
\[
c_{\alpha\beta\gamma} = \partial_\alpha \partial_\beta \partial_\gamma F.
\]

The associativity of the algebra, together with its graded structure, are equivalent to the following conditions for \( F \), called WDVV-equations:
\[
\begin{align*}
F_{\alpha\beta\gamma} \eta^{\delta} F_{\delta t uv} &= F_{\nu\beta\gamma} \eta^{\delta} F_{\delta\alpha}, & F_{\alpha\beta\gamma} := \partial_\alpha \partial_\beta \partial_\gamma F. \\
\eta_{\alpha\beta} &= F_{1\alpha\beta}, & \nabla E F = (3 - d) \cdot F + Q(t),
\end{align*}
\]
where $Q(t)$ denotes a quadratic polynomial in $t^\alpha$'s. Giving a solution of the WDVV problem (2.2), (2.3) is equivalent to locally defining a Frobenius manifold structure (for more details see [Dub96], [Dub99]).

2.1. Semisimple Frobenius Manifolds. We will focus now on a particularly interesting and vast class of Frobenius manifolds, the class of semisimple Frobenius manifolds.

Definition 2.2. A point $p$ of a Frobenius manifold $M$, of complex dimension $n$, is said to be a semisimple point if the corresponding Frobenius algebra $(T_p M, \eta|_p, \circ_p)$ satisfies one of the following equivalent conditions:

1. it is without nilpotents;
2. it is isomorphic to $\mathbb{C}^n$;
3. it admits a basis of orthogonal idempotent vectors $\varphi_1, \ldots, \varphi_n$:
   \[ \varphi_i \circ_p \varphi_j = \delta_{ij} \varphi_i, \quad \eta_p(\varphi_i, \varphi_j) = \eta_p(\varphi_i, \varphi_i) \delta_{ij}; \]
4. it admits a regular vector, i.e. a vector $v$ such that the operator $v \circ_p (-): T_p M \to T_p M$ has simple spectrum.

A Frobenius manifold with an open dense subset of semisimple points is called semisimple.

Locally, near semisimple points, a distinguished system of (non-flat) coordinates is always well-defined:

Theorem 2.1 (B. Dubrovin [Dub99]; see also [CDG16]). Let $M$ be a Frobenius manifold, and $p_0 \in M$ a semisimple point. On any sufficiently small, simply-connected, open neighborhood $U$ of $p_0$, made of semisimple points, a coherent labeling $(u_1, \ldots, u_n)$ of the eigenvalues of the operators $U := E \circ_p (-): T_p M \to T_p M, p \in U$, can be used as holomorphic local coordinates such that the coordinate vector fields

\[ \frac{\partial}{\partial u_1}, \ldots, \frac{\partial}{\partial u_n} \]

are the orthogonal idempotent vector fields at any point $p \in U$.

We will refer to this particular system of coordinates as the system of Dubrovin canonical coordinates.

One of the main features of the theory of semisimple Frobenius manifolds is that their whole structure can be locally parametrized by a finite number of parameters, or local moduli. A particularly effective method of local parametrization of semisimple Frobenius structures consists in their (local) identification with spaces of independent deformation parameters for isomonodromic families of equations in complex domains with rational coefficients. If $M$ is a Frobenius manifold, and $p_0 \in M$ is a point with pairwise distinct canonical coordinates (i.e. $u_i(p_0) \neq u_j(p_0)$ for $i \neq j$; this implies that $p_0$ is semisimple), then, for a sufficiently small neighborhood $N$ of $p_0$, we can associate to any point $p \in N$ a differential system on $\mathbb{P}^1(\mathbb{C}) \setminus \{0, \infty\}$ of the form

\[ \frac{dY}{dz} = \left( U(p) + \frac{V(p)}{z} \right) Y, \quad Y(z) \in M_n(\mathbb{C}), \quad z \in \mathbb{C} \setminus 0, \]

such that

- $U(p) := \text{diag}(u_1(p), \ldots, u_n(p))$,
- the matrix $V(p)$ is anti-symmetric,
- the monodromy data of solutions of the equation do not depend on $p$.

We refer the reader to [Dub96], [Dub99] and [Guz01] for more details, and explicit formulae for the local reconstruction of the Frobenius structure starting from the monodromy data of the isomonodromic family (2.4).

The extension of this local description of Frobenius manifolds, as spaces of deformation parameters of isomonodromic families of equations, near semisimple points with coalescing canonical coordinates, is

\[ 6 \quad 8 \quad \text{COALESCE} \quad \text{OF} \quad QH^*(G(k, n)) \quad \text{AND} \quad \text{THE} \quad \text{DISTRIBUTION} \quad \text{OF} \quad \text{PRIME} \quad \text{NUMBERS} \]

A sufficient condition for a complex analytic Frobenius manifold to be semisimple is to have at least one semisimple point: it is clear, indeed, that the semisimplicity condition is open. For a proof of the density of the open set of semisimple points see [Her02].
quite delicate, and it is treated in all details in [CG16] (for the general analytic theory) and in [CDG16] (for the specific case Frobenius).

2.2. Gromov-Witten Theory and Quantum Cohomology. Let $X$ be a smooth projective complex variety. In order not to deal with superstructures, we will suppose for simplicity that the variety $X$ has vanishing odd cohomology, i.e. $H^{2k+1}(X;\mathbb{C}) \cong 0$ for $0 \leq k$. Let us fix a homogeneous basis $(T_0, T_1, \ldots, T_N)$ of $H^\bullet(X;\mathbb{C}) = \bigoplus_k H^{2k}(X;\mathbb{C})$ such that

- $T_0 = 1$ is the unity of the cohomology ring;
- $T_1, \ldots, T_r$ span $H^2(X;\mathbb{C})$.

We will denote by $\eta$: $H^\bullet(X;\mathbb{C}) \times H^\bullet(X;\mathbb{C}) \to \mathbb{C}$ the Poincaré metric

$$\eta(\xi, \zeta) := \int_X \xi \cup \zeta,$$

and in particular

$$\eta_{\alpha\beta} := \int_X T_\alpha \cup T_\beta.$$

If $\beta \in H_2(X;\mathbb{Z})/\text{torsion}$, we denote by $\overline{M}_{g,n}(X,\beta)$ the Kontsevich-Manin moduli stack of $n$-pointed, genus $g$ stable maps to $X$ of degree $\beta$, which parametrizes:

- equivalence classes of pairs $((C_g, x); f)$, where $(C_g, x)$ is an $n$-pointed algebraic curve of genus $g$, with at most nodal singularities and with $n$ marked points $x = (x_1, \ldots, x_n)$, and $f: C_g \to X$ is a morphism such that $f_*[C_g] \equiv \beta$. Two pairs $((C_g, x); f)$ and $((C'_g, x'); f')$ are defined to be equivalent if there exists a biaalytic map $\varphi: C_g \to C'_g$ such that $\varphi(x_i) = x'_i$, for all $i = 1, \ldots, n$, and $f' = \varphi \circ f$.

- The morphisms $f$ are required to be stable: if $f$ is constant on any irreducible component of $C_g$, then that component should have only a finite number of automorphisms as pointed curves (in other words, it must have at least 3 distinguished points, i.e. points that are either nodes or marked ones).

We will denote by $\text{ev}_i: \overline{M}_{g,n}(X,\beta) \to X$: $((C_g, x); f) \mapsto f(x_i)$ the naturally defined evaluations maps, and by $\psi_i \in H^2(\overline{M}_{g,n}(X,\beta);\mathbb{Q})$ the Chern classes of tautological cotangent line bundles

$$L_i \to \overline{M}_{g,n}(X,\beta), \quad L_i|_{((C_g, x); f)} = T^*_{x_i}C_g, \quad \psi_i := c_1(L_i).$$

Using the construction of [BF97] of a virtual fundamental class $[\overline{M}_{g,n}(X,\beta)]^{\text{virt}}$ in the Chow ring $A_*(\overline{M}_{g,n}(X,\beta))$, and of degree equal to the expected dimension

$$[\overline{M}_{g,n}(X,\beta)]^{\text{virt}} \in A_D(\overline{M}_{g,n}(X,\beta)), \quad D = (1 - g)(\dim \mathbb{C} - 3) + n + \int_X c_1(X),$$

a good theory of intersection is allowed on the Kontsevich-Manin moduli stack.

We can thus define the Gromov-Witten invariants (with descendants) of genus $g$, with $n$ marked points and of degree $\beta$ of $X$ as the integrals (whose values are rational numbers)

$$\langle \tau_{d_1}, \gamma_1, \ldots, \tau_{d_n}, \gamma_n \rangle_{g,n,\beta}^X := \int_{[\overline{M}_{g,n}(X,\beta)]^{\text{virt}}} \prod_{i=1}^n \text{ev}_i^*(\gamma_i) \cup \psi_i^{d_i},$$

(2.5)

$$\gamma_i \in H^\bullet(X;\mathbb{C}), \quad d_i \in \mathbb{N}, \quad i = 1, \ldots, n.$$

Since by effectiveness (see [Man99], [KM94]) the integral is non-vanishing only for effective classes $\beta \in \text{Eff}(X) \subseteq H_2(X;\mathbb{Z})$, the generating function of rational numbers (2.5), called total descendant potential (or also gravitational Gromov-Witten potential, or even Free Energy) of genus $g$ is defined as the formal series

$$F^X_g(\gamma, Q) := \sum_{n=0}^{\infty} \sum_{\beta \in \text{Eff}(X)} \frac{Q^\beta}{n!} \langle \gamma, \ldots, \gamma \rangle_{g,n,\beta}^X.$$
where we have introduced (infinitely many) coordinates $t := (t^{\alpha,p})_{\alpha,p}$

$$\gamma = \sum_{\alpha,p} t^{\alpha,p} \partial_{\alpha}, \quad \alpha = 0, \ldots, N, \ p \in \mathbb{N},$$

and formal parameters

$$Q^g := Q_1^{T_1} \cdots Q_r^{T_r}, \quad Q_i \text{’s elements of the Novikov ring } \Lambda := \mathbb{C}[Q_1, \ldots, Q_r] .$$

The free energy $\mathcal{F}^X_g \in \Lambda[\mathbb{C}]$ can be seen a function on the large phase-space, and restricting the free energy to the small phase space (naturally identified with $H^\bullet(X; \mathbb{C})$),

$$F^X_g(t^{1,0}, \ldots, t^{N,0}) := \mathcal{F}^X_g(t)|_{t^{\alpha,p}=0, \ p>0},$$

one obtains the generating function of the Gromov-Witten invariants of genus $g$.

By the Divisor axiom, the genus 0 Gromov-Witten potential $F^X_0(t)$, can be seen as an element of the ring $\mathbb{C}[t^0, Q_1 e^i, \ldots, Q_r e^r, t^{r+1}, \ldots, t^N]$: in what follows we will be interested in cases in which $F^X_0$ is the analytic expansion of an analytic function, i.e.

$$F^X_0 \in \mathbb{C} \left\{ t^0, Q_1 e^i, \ldots, Q_r e^r, t^{r+1}, \ldots, t^N \right\} .$$

Without loss of generality, we can put $Q_1 = Q_2 = \cdots = Q_r = 1$, and $F^X_0(t)$ defines an analytic function in an open neighborhood $\mathcal{D} \subseteq H^\bullet(X; \mathbb{C})$ of the point

$$t^i = 0, \quad i = 0, r+1, \ldots, N, \quad \text{Re } t^i \to -\infty, \quad i = 1, 2, \ldots, r.$$  \hspace{1cm} (2.6) \hspace{1cm} (2.7)

The function $F^X_0$ is a solution of WDVVV equations (for a proof see [KM94], [Man99], [CK99]), and thus it defines an analytic Frobenius manifold structure on $\mathcal{D}$.

**Definition 2.3.** The Frobenius manifold structure defined on the domain of convergence $\mathcal{D}$ of the Gromov-Witten potential $F^X_0$, solution of the WDVVV problem, is called Quantum Cohomology of $X$, and denoted by $QH^\bullet(X)$. Note that

- the flat metric is given by the Poincaré metric $\eta$;
- the unity vector field is $T_0 = 1$, using the canonical identifications of tangent spaces

$$T_\alpha \mathcal{D} \cong H^\bullet(X; \mathbb{C}) : \partial_{\alpha} \mapsto T_\alpha;$$

- the Euler vector field is

$$E := c_1(X) + \sum_{\alpha=0}^{N} \left(1 - \frac{1}{2} \deg T_\alpha \right) t^\alpha T_\alpha .$$

By the expression small quantum cohomology (or small quantum locus) we denote the Frobenius structure attached to points in $\mathcal{D} \cap H^2(X; \mathbb{C})$.

**Remark 2.1.** We have no general results guaranteeing the convergence of the Gromov-Witten potential for a generic smooth projective variety $X$; however, for some classes of varieties, it is known that the sum defining $F^X_0$ at points with coordinates $t^0 = t^{r+1} = \cdots = t^N = 0$ is finite. This is the case for

- Fano varieties,
- varieties admitting a transitive action of a semisimple Lie group.

For a proof see [CK99]. Notice that for these varieties the small quantum locus coincide with the whole space $H^2(X; \mathbb{C})$. Conjecturally, for Calabi-Yau manifolds the series defining $F^X_0$ is convergent in a neighborhood of the classical limit point (see [CK99], [KM94]). In case of convergence, the potential (and hence the whole Frobenius structure) can be maximally analytically continued to an unramified covering of a subdomain of $H^\bullet(X; \mathbb{C})$. We refer to this global Frobenius structure as the Big Quantum Cohomology.
Remark 2.2. At the classical limit point (2.6), (2.7), the algebra structure on the tangent spaces coincide with the classical cohomological algebra structure introduced in Example 2.1. Indeed, the following is the structure of the potential:

1. by Point Mapping Axiom, the Gromov-Witten potential can be decomposed into a classical term and a quantum correction as follows

\[ F_X^0(\gamma) = F_{\text{classical}} + F_{\text{quantum}} \]

\[ = \frac{1}{6} \int_X \gamma^3 + \sum_{k=0}^{\infty} \sum_{\beta \in \text{Eff}(X) \setminus \{0\}} \frac{1}{k!} \langle \gamma, \ldots, \gamma \rangle_{\alpha, k, \beta}^X, \quad \text{where} \ \gamma = \sum_{\alpha=0}^{N} t^{a} T_{\alpha}; \]

2. the variable \( t^0 \) appears only in the classical term of \( F_X^0 \);

3. because of the Divisor axiom, the variables corresponding to cohomology degree 2 (i.e. \( t^1, \ldots, t^r \)) appear in the exponential form in the quantum term; the Frobenius structure is \( 2\pi i \)-periodic in the 2-nd cohomology directions: the structure can be considered as defined on an open region of the quotient \( H^*(X; \mathbb{C})/2\pi i H^2(X; \mathbb{Z}) \).

Remark 2.3. The Frobenius algebra of Example 2.1 is not semisimple (it clearly contains nilpotents). By quantum deformation of the \( \cup \)-product, it may happen that the quantum cohomology is semisimple. There are no general results characterizing smooth projective varieties with semisimple quantum cohomology: however, for some classes of varieties such as

- some Fano threefolds \([\text{Cio04}]\),
- toric varieties \([\text{Iri07}]\),
- some homogeneous spaces \([\text{CMP10}]\),

it has been proved that the small quantum locus is made of semisimple points. Grassmannians are among these varieties. More general homogeneous spaces may have non-semisimple small quantum cohomology \([\text{CMP10}], [\text{CP11}]\). Some necessary conditions for semisimplicity are given in \([\text{HMT09}]\); some sufficient conditions for other Fano varieties are given in \([\text{Per}]\). There is an intriguing conjecture \([\text{Dub98}, \text{Dub13}]\) which relates the enumerative geometry of a projective variety \( X \) with semisimple quantum cohomology with its derived category of coherent sheaves \( D^b(X) \); more details and new results can be found in \([\text{CDG16}]\) and \([\text{CDG}]\).

3. Quantum Satake Principle

The quantum cohomology of Grassmannians has been one of the first cases that both physicists \([\text{Wit95}]\) and mathematicians (see e.g. \([\text{Ber96}, \text{Ber97}, \text{Buc03}]\)) studied in details. In this section we expose an identification, valid both in the classical \([\text{Mar00}]\) and in the quantum setup \([\text{GM}, \text{BCFK05}, \text{GGI16}]\), of the cohomology of Grassmannians with an alternate product of the cohomology of Projective Spaces. This identification has been well known to physicists for long time: e.g. the reader can find an analogue description of the supersymmetric \( \sigma \)-model of \( G(k, n) \) in Section 8.3 and Appendix A of the paper \([\text{CV93}]\), on the classification of \( N = 2 \) Supersymmetric Field Theories. In the context of the theory of Frobenius manifolds, such an identification has been generalized and axiomatized in \([\text{KS08}]\) in the notion of alternate product of Frobenius manifolds.

3.1. Results on classical cohomology of Grassmannians. A classical reference for cohomology of Grassmannians is \([\text{GH78}]\). Let us introduce the following notations, used only in this section, to denote the (products of) complex flag manifolds

\[ \mathbb{P} := \mathbb{P}^{n-1}, \quad \Pi := \underbrace{\mathbb{P} \times \cdots \times \mathbb{P}}_{k \text{ times}} \]

\[ G := G(k, n), \quad F := \text{Fl}(1, 2, \ldots, k, n), \]
with \( n \geq 2 \), and \( 1 \leq k < n \). If we fix an hermitian structure on \( \mathbb{C}^n \) (e.g. the standard one), we have the following diagram:

\[
\begin{array}{ccc}
\mathbb{C} & \xrightarrow{\pi} & \mathbb{G} \\
\downarrow & & \downarrow \\
\mathbb{P} & \xrightarrow{\iota} & \Pi
\end{array}
\]

where \( p \) is the canonical projection, and \( \iota \) the inclusion. Moreover, it is also defined a natural rational map «taking the span»

\[
\Pi \xrightarrow{\iota} \mathbb{G}: (\ell_1, \ldots, \ell_k) \mapsto \text{span}(\ell_1, \ldots, \ell_k),
\]

whose domain is the image of \( \iota \). On the manifold \( \Pi \) we have \( k \) canonical line bundles, denoted \( \mathcal{L}_j \) for \( j = 1, \ldots, k \), defined as the pull-back of the bundle \( O(1) \) on the \( j \)-th factor \( \mathbb{P} \). If we denote \( \mathcal{W}_1 \subseteq \mathcal{W}_2 \subseteq \cdots \subseteq \mathcal{W}_k \) the tautological bundles over \( \mathbb{P} \), we have that

\[
i^* \mathcal{L}_j \cong (\mathcal{W}_j/\mathcal{W}_{j-1})^\vee.
\]

Denoting with the same symbol \( x_i \) the Chern class \( c_1(\mathcal{L}_i) \) on \( \Pi \) and its pull-back \( c_1(i^* \mathcal{L}_i) = i^*c_1(\mathcal{L}_i) \) on \( \mathbb{P} \), we have

\[
H^\bullet(\Pi; \mathcal{C}) \cong H^\bullet(\mathbb{P}; \mathcal{C}) \otimes_k \cong \frac{\mathbb{C}[x_1, \ldots, x_k]}{(x_1^2, \ldots, x_k^2)} \quad \text{(by Künneth Theorem)},
\]

\[
H^\bullet(\mathbb{P}; \mathcal{C}) \cong \frac{\mathbb{C}[x_1, \ldots, x_k]}{(h_{n-k+1}, \ldots, h_n)},
\]

where \( h_j \) stands for the \( j \)-th complete symmetric polynomial in \( x_1, \ldots, x_k \). Since the classes \( x_1, \ldots, x_k \) are the Chern roots of the dual of the tautological bundle \( \mathcal{W}_k \), we also have

\[
H^\bullet(\mathbb{G}; \mathcal{C}) \cong \frac{\mathbb{C}[x_1, \ldots, x_k]}{(h_{n-k+1}, \ldots, h_n)} \cong \frac{\mathbb{C}[x_1, \ldots, x_k]}{e_k(x_1, \ldots, x_k)},
\]

where the \( e_j \)'s are the elementary symmetric polynomials in \( x_1, \ldots, x_k \). This is the classical representation of the cohomology ring of the Grassmannian \( \mathbb{G} \) with generators the Chern classes of the dual of the tautological vector bundle \( \mathcal{S} \), and relations generated by the Segre classes of \( \mathcal{S} \).

From this ring representation, it is clear that any cohomology class of \( \mathbb{G} \) can be lifted to a cohomology class of \( \Pi \): we will say that \( \tilde{\gamma} \in H^\bullet(\Pi; \mathcal{C}) \) is the lift of \( \gamma \in H^\bullet(\mathbb{G}; \mathcal{C}) \) if \( p^*\gamma = i^*\tilde{\gamma} \). The following integration formula allow us to express the cohomology pairings on \( H^\bullet(\Pi; \mathcal{C}) \) in terms of the cohomology pairings on \( H^\bullet(\mathbb{G}; \mathcal{C}) \).

**Theorem 3.1** (S. Martin, [Mar00]). If \( \gamma \in H^\bullet(\mathbb{G}; \mathcal{C}) \) admits the lift \( \tilde{\gamma} \in H^\bullet(\Pi; \mathcal{C}) \), then

\[
\int_{\mathbb{G}} \gamma = \frac{(-1)^{\binom{k}{2}}}{k!} \int_{\Pi} \tilde{\gamma} \cup \Delta^2,
\]

where

\[
\Delta := \prod_{1 \leq i < j \leq k} (x_i - x_j).
\]

**Corollary 3.1** (Ellingsrud-Stromme, [ES89]). The linear morphism

\[
\vartheta: H^\bullet(\mathbb{G}; \mathcal{C}) \to H^\bullet(\Pi; \mathcal{C}): \gamma \mapsto \tilde{\gamma} \cup \Delta
\]

is injective, and its image is the subspace of anti-symmetric part of \( H^\bullet(\Pi, \mathcal{C}) \) w.r.t. the \( \mathfrak{S}_r \)-action. Moreover

\[
\vartheta(\alpha \cup \beta) = \vartheta(\alpha) \cup \vartheta(\beta).
\]

**Proof.** If \( \vartheta(\gamma) = 0 \), then

\[
\int_{\mathbb{G}} \gamma \cup \gamma' = \frac{(-1)^{\binom{\gamma}{2}}}{k!} \int_{\Pi} (\tilde{\gamma} \cup \Delta) \cup (\tilde{\gamma'} \cup \Delta) = 0
\]
for all $\gamma' \in H^*(\mathbb{G}; \mathbb{C})$. Then $\gamma = 0$. Being clear that $\vartheta(\gamma)$ is anti-symmetric, observe that any anti-symmetric class is of the form $\tilde{\gamma} \cup \Delta$ with $\tilde{\gamma}$ symmetric in $x_1, \ldots, x_k$. The last statement follows from the fact that the lift of a cup product is the cup product of the lifts. \hfill \square

We can identify the anti-symmetric part of $H^*(\Pi; \mathbb{C}) \cong H^*(\mathbb{P}; \mathbb{C})^\otimes k$ with $\wedge^k H^*(\mathbb{P}; \mathbb{C})$, using the identifications $i, j$ illustrated in the following non-commutative diagram

$$
\begin{array}{ccc}
H^*(\mathbb{P}; \mathbb{C})^\otimes k & \xrightarrow{\pi} & \wedge^k H^*(\mathbb{P}; \mathbb{C}) \\
\downarrow & & \downarrow \\
[H^*(\mathbb{P}; \mathbb{C})^\otimes k]^{\text{ant}} & \xrightarrow{j} & \wedge^k H^*(\mathbb{P}; \mathbb{C}) \\
\leftarrow i & & \leftarrow \\
\end{array}
$$

where

$$
\pi: H^*(\mathbb{P}; \mathbb{C})^\otimes k \to \bigwedge^k H^*(\mathbb{P}; \mathbb{C}): \alpha_1 \otimes \cdots \otimes \alpha_k \mapsto \alpha_1 \wedge \cdots \wedge \alpha_k,
$$

$$
i: \bigwedge^k H^*(\mathbb{P}; \mathbb{C}) \to [H^*(\mathbb{P}; \mathbb{C})^\otimes k]^{\text{ant}}: \alpha_1 \wedge \cdots \wedge \alpha_k \mapsto \sum_{\rho \in S_k} \varepsilon(\rho) \alpha_{\rho(1)} \otimes \cdots \otimes \alpha_{\rho(k)},
$$

together with its inverse

$$
\jmath: [H^*(\mathbb{P}; \mathbb{C})^\otimes k]^{\text{ant}} \to \bigwedge^k H^*(\mathbb{P}; \mathbb{C}): \alpha_1 \otimes \cdots \otimes \alpha_k \mapsto \frac{1}{k!}\alpha_1 \wedge \cdots \wedge \alpha_k.
$$

The Poincaré pairing $g^P$ on $H^*(\mathbb{P}; \mathbb{C})$ induces a metric $g^\otimes P$ on $H^*(\mathbb{P}; \mathbb{C})^\otimes k$ and a metric $g^{\wedge P}$ on $\bigwedge^k H^*(\mathbb{P}; \mathbb{C})$ given by

$$
g^\otimes P(\alpha_1 \otimes \cdots \otimes \alpha_k, \beta_1 \otimes \cdots \otimes \beta_k) := \prod_{i=1}^k g^P(\alpha_i, \beta_i),
$$

$$
g^{\wedge P}(\alpha_1 \wedge \cdots \wedge \alpha_k, \beta_1 \wedge \cdots \wedge \beta_k) := \det (g^P(\alpha_i, \beta_j))_{1 \leq i, j \leq k}.
$$

Using the identifications above, when $g^\otimes P$ is restricted on the subspace $[H^*(\mathbb{P}; \mathbb{C})^\otimes k]^{\text{ant}}$ it coincides with $k!g^{\wedge P}$ on $\bigwedge^k H^*(\mathbb{P}; \mathbb{C})$. We deduce the

**Corollary 3.2.** The isomorphism

$$
j \circ \vartheta: (H^*(\mathbb{G}; \mathbb{C}), g^P) \to \left(\bigwedge^k H^*(\mathbb{P}; \mathbb{C}), (-1)^k \frac{\det}{k!} g^{\wedge P}\right)
$$

is an isometry.

**Proof.** It follows immediately from the integration formula (3.1). \hfill \square

An additive basis of $H^*(\mathbb{G}; \mathbb{C})$ is given by the Schubert classes (Poincaré-dual to the Schubert cycles), given in terms of $x_1, \ldots, x_k$ by the Schur polynomials

$$
\sigma_\lambda := \det \begin{pmatrix}
x_1^{\lambda_1+k-1} & x_1^{\lambda_2+k-2} & \cdots & x_1^{\lambda_k} \\
x_2^{\lambda_1+k-1} & x_2^{\lambda_2+k-2} & \cdots & x_2^{\lambda_k} \\
\vdots & \vdots & \ddots & \vdots \\
x_k^{\lambda_1+k-1} & x_k^{\lambda_2+k-2} & \cdots & x_k^{\lambda_k}
\end{pmatrix}
$$

where $\lambda$ is a partition whose corresponding Young diagram is contained in a $k \times (n-k)$ rectangle. The lift of each Schubert class to $H^*(\Pi; \mathbb{C})$ is the Schur polynomial in $x_1, \ldots, x_k$ (indeed each $x_i$ in the Schur
polynomial has exponent at most \( n - k < n \). Thus, under the identification above, the class \( j \circ \vartheta(\sigma_k) \) is \( \sigma_{\lambda_1+k-1} \land \cdots \land \sigma_{\lambda_k} \in \wedge^k H^*(\mathbb{R}; \mathbb{C}) \), \( \sigma \) being the generator of \( H^2(\mathbb{R}; \mathbb{C}) \).

Using the Künneth isomorphism \( H^*(\Pi; \mathbb{C}) \cong H^*(\mathbb{R}; \mathbb{C}) \otimes_{\mathbb{C}} \), the cup product \( \cup_\Pi \) is expressed in terms of \( \cup_\mathbb{R} \) as follows:

\[
\left( \sum_i \alpha_i^l \otimes \cdots \otimes \alpha_k^l \right) \cup_\Pi \left( \sum_j \beta_j^l \otimes \cdots \otimes \beta^l_k \right) = \sum_{i,j} (\alpha_i^l \cup_\mathbb{R} \beta_j^l) \otimes \cdots \otimes (\alpha_k^l \cup_\mathbb{R} \beta^l_k).
\]

If \( \gamma \in H^*(\Pi; \mathbb{C}) \), then \( \gamma \cup_\Pi (-) : H^*(\mathbb{R}; \mathbb{C}) \to H^*(\Pi; \mathbb{C}) \) leaves invariant the subspace of antisymmetric classes. Thus, \( \gamma \cup_\Pi (-) \) induces an endomorphism \( A_\gamma \in \operatorname{End}(\wedge^k H^*(\mathbb{R}; \mathbb{C})) \) that acts on decomposable elements \( \alpha = \alpha_1 \land \cdots \land \alpha_k \) as follows

\[
A_\gamma(\alpha) = j(\gamma \cup_\Pi i(\alpha)) = \frac{1}{k!} \sum_{i, \rho} \varepsilon(\rho)(\gamma_1^i \cup_\mathbb{R} \alpha_{\rho(1)}) \land \cdots \land (\gamma_k^i \cup_\mathbb{R} \alpha_{\rho(k)}),
\]

where \( \gamma_j \in H^*(\mathbb{R}; \mathbb{C}) \) are such that

\[
\gamma = \sum_i \gamma_i^i \otimes \cdots \otimes \gamma_k^i.
\]

As an example, in the following Proposition we reformulate in \( \wedge^k H^*(\Pi; \mathbb{C}) \) the classical Pieri formula, expressing the multiplication by a special Schubert class \( \sigma_\ell \) in \( H^*(\mathbb{G}; \mathbb{C}) \)

\[
\sigma_\ell \cup_\mathbb{G} \sigma_\mu = \sum_\nu \sigma_\nu,
\]

where the sum is on all partitions \( \nu \) which belong to the set \( \mu \otimes \ell \) (the set of partitions obtained by adding \( \ell \) boxes to \( \mu \), at most one per column) and which are contained in the rectangle \( k \times (n-k) \), in terms of the multiplication by \( \sigma_\ell = (\sigma)^\ell \in H^*(\mathbb{R}; \mathbb{C}) \). We also make explicit the operation of multiplication by the classes \( p_\ell \in H^*(\mathbb{G}; \mathbb{C}) \) defined in terms of the special Schubert classes by

\[
p_\ell := - \left( \sum_{m_1 + 2m_2 + \cdots + km_k = \ell} \frac{\ell(m_1 + \cdots + m_k - 1)!}{m_1! \cdots m_k!} \prod_{i=1}^k (-\sigma_i)^{m_i} \right), \quad \ell = 0, \ldots, n-1,
\]

because of the nice form of their lifts \( \tilde{p}_\ell \in H^*(\Pi; \mathbb{C}) \).

**Proposition 3.1.** If \( \mu_0 \in H^*(\mathbb{G}; \mathbb{C}) \) is a Schubert class, then

- the product \( \sigma_\ell \cup_\mathbb{G} \sigma_\mu \) with a special Schubert class \( \sigma_\ell \) is given by

\[
j \circ \vartheta(\sigma_\ell \cup_\mathbb{G} \sigma_\mu) = \frac{1}{k!} \left( \sum_{i_1 + \cdots + i_k = \ell} \sum_{\rho \in \Theta_\mu} \prod_{j=1}^k \sigma_{\rho(j)} \cup_\mathbb{R} \sigma_{\mu_j + k-j} \right);
\]

- the product \( \sigma_\ell \cup_\mathbb{G} \sigma_\mu \) is given by

\[
j \circ \vartheta(p_\ell \cup_\mathbb{G} \sigma_\mu) = \sigma_{\mu_1 + k-1} \land \cdots \land (\sigma_{\mu_1 + k-1} \cup_\mathbb{G} \sigma_\ell) \land \cdots \land \sigma_{\mu_k}.
\]

**Proof.** From Corollary (3.1) we have

\[
\vartheta(\sigma_\ell \cup_\mathbb{G} \sigma_\mu) = \sigma_\ell \cup_\Pi \vartheta(\sigma_\mu)
\]

If \( \gamma = \tilde{\sigma}_\ell \) is the lift of the special Schubert class \( \sigma_\ell \in H^*(\mathbb{G}; \mathbb{C}) \), then

\[
\tilde{\sigma}_\ell = h_\ell(x_1, \ldots, x_k) = \sum_{i_1 + \cdots + i_k = \ell} \sigma_{x_1} \otimes \cdots \otimes \sigma_{x_k},
\]
and using (3.2) we easily conclude. Analogously, we have that
\[
\tilde{p}_t = \sum_{i=1}^k x_i^t = \sum_{i=1}^k \sigma_t \otimes \cdots \otimes 1,
\]
and
\[
A_{\tilde{p}_t}(\alpha) = \sum_{i=1}^k \alpha_1 \wedge \cdots \wedge (\sigma_t \cup_{\tau} \alpha_i) \wedge \cdots \wedge \alpha_k.
\]

3.2. Quantum Cohomology of \(G(k,n)\). The identification in the classical cohomology setting of \(H^\bullet(G; \mathbb{C})\) with the wedge product \(\wedge^k H^\bullet(\mathbb{P}; \mathbb{C})\), exposed in the previous section, has been extended also to the quantum case in [BCFK05], [BCFK08], [CFKS08], and [KS08].

The following result, is a quantum generalization of Corollary 3.1.\(^\Box\)

Theorem 3.2 ([BCFK05]). For any Schubert classes \(\sigma_\lambda, \sigma_\mu \in H^\bullet(G; \mathbb{C})\) we have
\[
\overline{\vartheta}(\sigma_\lambda \ast_{G,q} \sigma_\mu) = [\vartheta(\sigma_\mu) \ast_{\Pi,q_1,\ldots,q_k} \overline{\sigma}_\lambda]_q.
\]
In particular, using the identification \(\overline{j}\), we have that
\[
\overline{j} \circ \overline{\vartheta}(\sigma_\mu \ast_{G,q} p_t) = \sum_{i=1}^k \sigma_{\mu_1 + k-1} \wedge \cdots \wedge \sigma_{\mu_i + k-1} \ast_{\mathbb{P}, (-1)^{k-1} q} \sigma_t \wedge \cdots \wedge \sigma_{\mu_k}.
\]

Proof. The essence of the result (3.3) is the following identity between 3-point Gromov-Witten invariants of genus 0 of the Grassmannian \(G\) and \(\Pi\):
\[
\langle \sigma_\mu, \sigma_\nu, \sigma_\rho \rangle_{G,0,3,\delta} = \frac{(-1)^{\binom{\delta}{2}}}{k!} \sum_{d_1 + \cdots + d_k = \delta} (-1)^{d(k-1)}(\sigma_t \Delta, \sigma_\nu, \sigma_\rho \Delta)_{\Pi}^{d_1(\sigma_t^{(1)})_\nu + \cdots + d_k(\sigma_t^{(k)})_\nu},
\]
Proposition 3.2. At the point □ by the Quantum Pieri Formula (see [Ber97]). The first term coincides with the classical one, whereas the second term is the quantum correction dictated then \((\varphi_i,\varphi_j)\) are given by the sums \(\pi_i\varphi_i = u_i\varphi_i, \quad i = 1, \ldots, n\).

Then
\[
\left(\overline{f} \circ \overline{g}\right)^{-1}(\varphi_1, \cdots, \varphi_k),
\]
with \(1 \leq i_1 < i_2 < \cdots < i_k \leq n\), are eigenvectors of \(U_{\rho}^\varphi\) with corresponding eigenvalues \(u_{i_1} + \cdots + u_{i_k}\). □

4. FREQUENCY OF COALESCENCE PHENOMENON IN \(QH^*(G(k, n))\)

Given \(1 \leq k < n\), the canonical coordinates of the quantum cohomology of the projective space \(\mathbb{P}^{n-1}_C\) at the point \(\hat{\rho} = t^2\sigma_1 + (k - 1)\pi_1\sigma_1\) in the small locus \(H^2(\mathbb{P}^{n-1}_C; \mathbb{C})\) are
\[
u_h = n \exp\left(\frac{t^2 + (k - 1)\pi i n}{n}\right)^{k-1} \zeta_n, \quad \zeta_n := e^{\frac{2\pi i}{n}}, \quad h = 1, \ldots, n. \tag{4.1}
\]
Consequently, by Proposition 3.2, the canonical coordinates of the quantum cohomology of the Grassmannian \(G(k, n)\) at the point \(p = t^2\sigma_1\) are given by the sums
\[
u_h = n \exp\left(\frac{t^2 + (k - 1)\pi i n}{n}\right)^{k-1} \zeta_n, \quad h = 1, \ldots, n. \tag{4.2}
\]
for all possible combinations \(0 \leq i_1 < i_2 < \cdots < i_k \leq n - 1\). This means that, although general results guarantees the semisimplicity of the small quantum cohomology of Grassmannians (see Remark 2.3), it may happens that some Dubrovin canonical coordinates coalesce (i.e. the spectrum of the operator \(c_1(G(k, n)) \ast_{\rho} (-)\) is not simple). More precisely, if there is a point \(p \in H^2(G(k, n); \mathbb{C})\) with coalescing canonical coordinates then all points of the small quantum locus have this property. In such a case, we will simply say that the Grassmannian \(G(k, n)\) is coalescing. In this and in the next sections, we want to answer to the following

**Question 1.** For which \(k\) and \(n\) the Grassmannian \(G(k, n)\) is coalescing?

**Question 2.** How much frequent is this phenomenon of coalescence among all Grassmannians?

For the answers we need some preliminary results.
4.1. Results on vanishing sums of roots of unity. In this section we collect some useful notions and results concerning the problem of vanishing sums, and more general linear relations among roots of unity. The interested reader can find more details and historical remarks in [Man65], [CJ76], [LJ78], [Zan89], [Zan95] and the references therein. Following [Man65] and the survey [LJ78], we will say that a relation
\[ k \sum_{\nu=1}^{\nu=k} a_\nu z_\nu = 0, \quad a_\nu \in \mathbb{Q}, \quad (4.3) \]
and \( z_\nu \)'s are roots of unity is irreducible if no proper sub-sum vanishes; this means that there is no relation
\[ k \sum_{\nu=1}^{\nu=k} b_\nu z_\nu = 0, \quad \text{with } b_\nu (a_\nu - b_\nu) = 0 \]
for all \( \nu = 1, \ldots, k \) with at least one but all \( b_\nu = 0 \).

**Theorem 4.1** (H.B. Mann, [Man65]). Let \( z_1, \ldots, z_r \) be roots of unity, and \( a_1, \ldots, a_r \in \mathbb{N}^* \) such that
\[ r \sum_{i=1}^{i=r} a_i z_i = 0. \]
Moreover, suppose that such a vanishing relation is irreducible. Then, for any \( i, j \in \{1, \ldots, r\} \) we have
\[ \left( \frac{z_i}{z_j} \right)^m = 1, \quad m := \prod_{p \text{ prime} \atop p \leq r} p. \]

Let \( G = \langle a \rangle \) be a cyclic group of order \( m \), and let \( \zeta_m \) be a fixed primitive \( m \)-th root of unity. There is a well defined natural morphism of ring
\[ \phi: \mathbb{Z}G \to \mathbb{Z}[\zeta_m]: a \mapsto \zeta_m, \]
so that, we have the following identification
\[ \ker \phi = \{ \mathbb{Z}\text{-linear relations among the } m\text{-th roots of unity} \}. \]

Let us also introduce
- the function \( \varepsilon_0: \mathbb{Z}G \to \mathbb{Z} \), defined by
  \[ \varepsilon_0 \left( \sum_{g \in G} x_g g \right) := \text{card}(\{g: x_g \neq 0\}); \]
- a natural partial ordering on \( \mathbb{Z}G \), by declaring that given two sums
  \[ x = \sum_{g \in G} x_g g, \quad y = \sum_{g \in G} y_g g, \]
we have \( x \geq y \) if and only if \( x_g \geq y_g \) for all \( g \in G \).

We define \( NG := \{ x \in \mathbb{Z}G: x \geq 0 \} \).

**Theorem 4.2** (T.Y. Lam, K.H. Leung, [LL00]). Suppose that \( G \) is a cyclic group of order \( m = p_1 p_2 \cdots p_r \), with \( p_1 < p_2 < \cdots < p_r \) primes and \( r \geq 2 \). Let \( \phi: \mathbb{Z}G \to \mathbb{Z}[\zeta_m] \) be the natural map, and let \( x, y \in NG \) such that \( \phi(x) = \phi(y) \). If \( \varepsilon_0(x) \leq p_1 - 1 \), then we have
(A) either \( y \geq x \),
(B) or \( \varepsilon_0(y) \geq (p_1 - \varepsilon_0(x))(p_2 - 1) \).
In case (A), we have \( \varepsilon_0(y) \geq \varepsilon_0(x) \), and in case (B) we have \( \varepsilon_0(y) > \varepsilon_0(x) \).

**Corollary 4.1.** In the same hypotheses of the previous Theorem, let us suppose that \( \varepsilon_0(x) = \varepsilon_0(y) \). Then \( x = y \).
Lemma 4.1. Let $n \geq 2$, and $0 \leq k \leq n$. We will say that $n$ is \textit{k-balancing} if there exists a combination of integers $1 \leq i_1 < \cdots < i_k \leq n$ such that

$$\zeta_n^{i_1} + \cdots + \zeta_n^{i_k} = 0, \quad \zeta_n := e^{\frac{2\pi i}{n}}.$$  

In other words, there are $k$ distinct $n$-roots of unity whose sum is 0.

Definition 4.1. Let $n \geq 2$, and $0 \leq k \leq n$. We will say that $n$ is \textit{k-balancing} if there exists a combination of integers $1 \leq i_1 < \cdots < i_k \leq n$ such that

$$\zeta_n^{i_1} + \cdots + \zeta_n^{i_k} = 0, \quad \zeta_n := e^{\frac{2\pi i}{n}}.$$  

In other words, there are $k$ distinct $n$-roots of unity whose sum is 0.

Theorem 4.3 (G. Sivek, [Siv10]). If $n = p_1^{\alpha_1} \cdots p_r^{\alpha_r}$, with $p_i$'s prime and $\alpha_i > 0$, then $n$ is \textit{k-balancing} if and only if

$$\{k, n-k\} \subseteq \mathbb{N}p_1 + \cdots + \mathbb{N}p_r.$$  

4.2. Characterization of coalescing Grassmannians. Using the results exposed above on vanishing sums of roots of unity, we want to study and quantify the occurrence and the frequency of the coalescence of Dubrovin canonical coordinates in small quantum cohomologies of Grassmannians. Our first aim is to explicitly describe the following sets, defined for $n \geq 2$:

$$\mathcal{A}_n := \{h: 0 < h < n \text{ s.t. } \mathbb{G}(h, n) \text{ is coalescing}\},$$

together with their complements

$$\tilde{\mathcal{A}}_n := \{h: 0 < h < n \text{ s.t. } \mathbb{G}(h, n) \text{ is not coalescing}\}.$$  

We need some previous Lemmata.

Lemma 4.1. The following conditions are equivalent

- $k \in \mathcal{A}_n$;
- there exist two combinations

$$1 \leq i_1 < \cdots < i_k \leq n \quad \text{and} \quad 1 \leq j_1 < \cdots < j_k \leq n,$$

with $i_h \neq j_h$ for at least one $h \in \{1, \ldots, k\}$, such that

$$\zeta_n^{i_1} + \cdots + \zeta_n^{i_k} = \zeta_n^{j_1} + \cdots + \zeta_n^{j_k}, \quad \zeta_n := e^{\frac{2\pi i}{n}}.$$  

Proof. It is an immediate consequence of Proposition 3.2, and formulae (4.1), (4.2).  

Lemma 4.2.

1. If $n$ is prime, then $\mathcal{A}_n = \emptyset$.
2. If $k \in \{2, \ldots, n-2\}$ is such that $k \in \mathcal{A}_n$, then $\{\min(k, n-k), \ldots, \max(k, n-k)\} \subseteq \mathcal{A}_n$.
3. If $n$ is \textit{k-balancing} (with $2 \leq k \leq n-2$), then $k \in \mathcal{A}_n$. Thus, if $P_1(n) \leq n-2$, we have $\{P_1(n), \ldots, n-P_1(n)\} \subseteq \mathcal{A}_n$.

Proof. Point (1) follows from Corollary 4.1. For the point (2), notice that given a linear relation as in Lemma 4.1 with $k$ roots on both l.h.s. and r.h.s. we can obtain a relation with more terms, by adding to both sides the same roots. For point (3), if we have $\zeta_n^{i_1} + \cdots + \zeta_n^{i_k} = 0$, then also $\zeta_n \cdot (\zeta_n^{i_1} + \cdots + \zeta_n^{i_k}) = 0$, and Lemma 4.1 applies. The last statement follows from the previous Theorem 4.3 and point (1).

Proposition 4.1. If $P_1(n) \leq n-2$, then $\min \mathcal{A}_n = P_1(n)$.

Proof. Let $k := \min \mathcal{A}_n$. We subdivide the proof in several steps.

- Step 1. Let us suppose that $n$ is \textit{squarefree}. By a straightforward application of Corollary 4.1, from an equality like

$$\zeta_n^{i_1} + \cdots + \zeta_n^{i_k} = \zeta_n^{j_1} + \cdots + \zeta_n^{j_k},$$

and $r < P_1(n)$ we deduce that necessarily $i_h = j_h$ for all $h = 1, \ldots, r$. Thus $k = P_1(n)$. This proves the Proposition if $n$ is squarefree.
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• Step 2. From now on, $n$ is not supposed to be squarefree. We suppose, by contradiction, that $k < P_1(n)$. Because of the minimality condition on $k$, in an equality

$$\zeta_{i_1}^n + \cdots + \zeta_{i_k}^n = \zeta_{j_1}^n + \cdots + \zeta_{j_k}^n,$$

(4.4)

we have that $i_h \neq j_h$ for all $h = 1, \ldots, k$. Multiplying, if necessary, by the inverse of one root of unity, we can suppose that one root appearing in (4.4) is 1. Moreover, we can rewrite equation (4.4) as a vanishing sum

$$\sum_{i=1}^{2k} \alpha_i z_i = 0, \quad \alpha_i \in \{-1, +1\}$$

(4.5)

and where $z_1, \ldots, z_{2k}$ are distinct $n$-roots of unity.

• Step 3. We show that the vanishing sum (4.5) is irreducible. Indeed, if we consider the smallest (i.e. with the least number of terms) proper vanishing sub-sum, then it must have at most $k$ addends, otherwise its complement w.r.t. (4.5) would be a vanishing proper sub-sum with less terms. By application of Theorem 4.1 to this smallest sub-sum, we deduce that for all roots $z_i$’s appearing in it, we must have

$$\left(\frac{z_i}{z_j}\right)^m = 1, \quad m := \prod_{p \text{ prime}} p.$$ 

Under the assumption $k < P_1(n)$, we have that $\gcd(m, n) = 1$, and since also

$$\left(\frac{z_i}{z_j}\right)^n = 1, \quad \text{we deduce} \quad \frac{z_i}{z_j} = 1,$$

which is absurd by minimality of $k$. Thus (4.5) is irreducible.

• Step 4. We now show that the order of any roots appearing in (4.5) must be a squarefree number. By application of Theorem 4.1, we know that for all $i, j$

$$\left(\frac{z_i}{z_j}\right)^m = 1, \quad m := \prod_{p \text{ prime}} p \leq 2k.$$ 

Since for one root in (4.5) we have $z_j = 1$, we deduce that $z_i^m = 1$ for any roots in (4.5), and that any orders, being divisors of $m$, must be squarefree.

• Step 5. By applying the argument of Step 1, we conclude. □

**Theorem 4.4.** The complex Grassmannian $\mathbb{G}(k, n)$ is coalescing if and only if $P_1(n) \leq k \leq n - P_1(n)$. In particular, all Grassmannians of proper subspaces of $\mathbb{C}^p$, with $p$ prime, are not coalescing.

**Proof.** The proof directly follows from Lemma 4.2 and Proposition 4.1. □

4.3. Dirichlet series associated to non-coalescing Grassmannians, and their rareness. Let us now define the sequence

$$\tilde{a}_n := \text{card} \left( \tilde{A}_n \right), \quad n \geq 2.$$ 

Introducing the Dirichlet series

$$\tilde{\mathcal{L}}(s) := \sum_{n=2}^{\infty} \frac{\tilde{a}_n}{n^s},$$

we want deduce information about $(\tilde{a}_n)_{n \geq 2}$ studying properties of the generating function $\tilde{\mathcal{L}}(s)$.

**Theorem 4.5.** The Dirichlet series $\tilde{\mathcal{L}}(s)$ associated to the sequence $(\tilde{a}_n)_{n \geq 2}$ is absolutely convergent in the half-plane $\text{Re}(s) > 2$, where it can be represented by the infinite series

$$\tilde{\mathcal{L}}(s) = \sum_{p \text{ prime}} \frac{p - 1}{p^s} \left( \frac{\zeta(s)}{\zeta(s, p-1)} - 1 \right).$$
The function defined by $\tilde{\eta}(s)$ can be analytically continued into (the universal cover of) the punctured half-plane

$$\{s \in \mathbb{C}: \Re(s) > \overline{\sigma} \} \setminus \left\{ s = \frac{\rho}{k} + 1: \begin{array}{l} \rho \text{ pole or zero of } \zeta(s), \\ k \text{ squarefree positive integer} \end{array} \right\},$$

$$\overline{\sigma} := \limsup_{n \to \infty} \frac{1}{\log n} \log \left( \sum_{\substack{k \leq n \text{ composite} \\ \tilde{\alpha}_k}} \right), \quad 1 \leq \overline{\sigma} \leq \frac{3}{2},$$

having logarithmic singularities at the punctures. In particular, at the point $s = 2$ the following asymptotic estimate holds

$$\tilde{\eta}(s) = \log \left( \frac{1}{s - 2} \right) + O(1), \quad s \to 2, \quad \Re(s) > 2. \quad (4.6)$$

**Proof.** Let $\sigma_a$ be the abscissa of (absolute) convergence for $\tilde{\eta}(s)$. Since

$$\inf \{ \alpha \in \mathbb{R}: \tilde{\alpha}_n = O(n^\alpha) \} = 1,$$

we have $1 \leq \sigma_a \leq 2$. Moreover, the sequence $(\tilde{\alpha}_n)_{n \geq 2}$ being positive, by a Theorem of Landau ([Cha68], [Ten15]) the point $s = \sigma_a$ is a singularity for $\tilde{\eta}(s)$. For $\Re(s) > \sigma_a$, we have (by Theorem 4.4)

$$\tilde{\eta}(s) = \sum_{p \text{ prime}} \frac{p - 1}{p^s} + \sum_{n \text{ composite}} \frac{2(P_1(n) - 1)}{n^s}. \quad (4.7)$$

Note that

$$\sum_{n \text{ composite}} \frac{2(P_1(n) - 1)}{n^s} = \sum_{p \text{ prime}} \sum_{m \geq 2} \frac{2(p - 1)}{(pm)^s} \prod_{q \text{ prime}} q^{k_p s}$$

$$= 2 \sum_{p \text{ prime}} \frac{p - 1}{p^s} \left( -1 + \sum_{m \geq 1 \ P_1(m) \geq p} \frac{1}{m^s} \right)$$

$$= 2 \sum_{p \text{ prime}} \frac{p - 1}{p^s} \left( -1 + \prod_{q \text{ prime}} \sum_{k=0}^{\infty} \frac{1}{q^{ks}} \right)$$

$$= 2 \sum_{p \text{ prime}} \frac{p - 1}{p^s} \left( -1 + \zeta(s) \prod_{q \text{ prime}} \left( 1 - \frac{1}{q^s} \right) \right).$$

From this and equation (4.7) it follows that

$$\tilde{\eta}(s) = \sum_{p \text{ prime}} \frac{p - 1}{p^s} \left( \frac{2\zeta(s)}{\zeta(s, p-1)} - 1 \right).$$

Since for any $s$ with $\Re(s) > 1$ we have $\lim_{p \to \infty} \frac{\zeta(s)}{\zeta(s, p-1)} = 1$, by asymptotic comparison we deduce that the half-plane of absolute convergence of $\tilde{\eta}(s)$ coincides with the half-plane of $\zeta_P(s-1) - \zeta_P(s)$, hence $\sigma_a = 2$ ([Frö68]).
The second Dirichlet series in (4.7) defines an holomorphic function in the half-plane of absolute convergence \( \text{Re}(s) > \sigma \), where ([HR15])

\[
\sigma := \limsup_{n \to \infty} \frac{1}{\log n} \cdot \log \left( \sum_{k \leq n} \tilde{a}_k \right).
\]

From the elementary and optimal inequality \( P_k(n) \leq n^{\frac{3}{2}} \), valid for any composite number \( n \), we deduce that \( \frac{1}{2} \leq \sigma \leq \frac{3}{2} \). Thus, the sequence \( (\alpha_n)_{n \in \mathbb{N}} \) defined by

\[
\alpha_n := \frac{1}{\log 2n} \cdot \log \left( \sum_{k \leq 2n} \tilde{a}_k \right),
\]

is bounded: by Bolzano-Weierstrass Theorem, we can extract a subsequence converging to a positive real number \( r \) and, by characterization of the superior limit, we necessarily have \( r \leq \sigma \). Notice that we have

\[
\sum_{k \leq 2n} \tilde{a}_k = \left( \sum_{4 \leq k \leq 2n} \tilde{a}_k \right) + \left( \sum_{k \leq 2n} \tilde{a}_k \right) > 2(n - 1),
\]

and we deduce that \( 1 \leq r \). In conclusion, \( 1 \leq \sigma \leq \frac{3}{2} \).

As a consequence, the function \( \tilde{J}(s) \) can be extended by analytic continuation at least up to the half-plane \( \text{Re}(s) > \sigma \), and it inherits from the function \( \zeta_P(s - 1) - \zeta_P(s) \) some logarithmic singularities in the strip \( \sigma < \text{Re}(s) \leq 2 \): they correspond to the points of the form

\[
\rho_n + 1, \quad 0 < \text{Re}(\rho) \leq 1,
\]

where \( \rho = 1 \) or \( \zeta(\rho) = 0 \), and \( k \) is a squarefree positive integer. This follows from the well known representation

\[
\zeta_P(s) = \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \log \zeta(ns),
\]

\( \mu \) being the Möbius arithmetic function (see [Gle91], [Frö68] and [THB86]).

For \( \rho = k = 1 \), we find again that \( s = 2 \) is a logarithmic singularity for \( \tilde{J}(s) \): the asymptotic expansion (4.6) follows from

\[
\zeta_P(s) = \log \left( \frac{1}{s - 1} \right) + O(1), \quad s \to 1, \quad \text{Re}(\rho) > 1.
\]

This completes the proof. \( \square \)

**Corollary 4.2.** The following statements are equivalent:

1. (RH) all non-trivial zeros of the Riemann zeta function \( \zeta(s) \) satisfy \( \text{Re}(s) = \frac{1}{2} \);
2. the derivative \( \tilde{J}'(s) \) extends by analytic continuation to a meromorphic function in the half-plane \( \frac{3}{2} < \text{Re}(s) \) with a single pole of order one at \( s = 2 \).

**Remark 4.1.** The analytic continuation of the function \( \tilde{J}(s) \) beyond the line \( \text{Re}(s) = \sigma \) is highly influenced by the analytic continuation of the series

\[
\sum_{n \text{ composite}} \frac{\tilde{a}_n}{n^s}
\]

in the strip \( 1 < \text{Re}(s) < \sigma \). In particular, if in this strip it does not have enough logarithmic singularities annihilating those of \( \zeta_P(s - 1) - \zeta_P(s) \), then the line \( \text{Re}(s) = 1 \) is necessarily a natural boundary for
\( \tilde{\Omega}(s) \): indeed, the singularities of \( \zeta_P(s - 1) \) cluster near all points of this line ([LW20]). Notice that \( s = \sigma \) is necessarily a singularity for \( \tilde{\Omega}(s) \), by Landau Theorem.

**Remark 4.2.** If we introduce the sequence \( \pi_n := \text{card}(\mathfrak{A}_n) \), for \( n \geq 2 \), and the corresponding generating function

\[
\mathcal{J}(s) := \sum_{n=2}^{\infty} \frac{\pi_n}{n^s},
\]

the following identity holds:

\[
\mathcal{J}(s) + \tilde{\Omega}(s) = \zeta(s - 1) + \zeta(s).
\]

In this sense, \( \mathcal{J}(s) \) is “dual” to \( \tilde{\Omega}(s) \).

**Corollary 4.3.** The following asymptotic expansion holds

\[
\sum_{k=2}^{n} \tilde{\alpha}_k \sim \frac{1}{2} \frac{n^2}{\log n}.
\]

In particular, the non-coalescing Grassmannians are rare:

\[
\lim_{n \to \infty} 2 \frac{n}{n^2 - n} \sum_{k=2}^{n} \tilde{\alpha}_k = 0.
\]

**Proof.** Since the function \( \tilde{\Omega}(s) \) is holomorphic at all points of the line \( \text{Re}(s) = 2 \) but \( s \neq 2 \), and the asymptotic expansion (4.6) holds, an immediate application of Ikehara-Delange Tauberian Theorem for the case of singularities of mixed-type (involving both monomial and logarithmic terms in their principal parts) for Dirichlet series, gives the result (see [Del54] Theorem IV, and [Ten15] pag. 350). Another more elementary (and maybe less elegant) proof is the following: from Theorem 4.4 we have that

\[
\sum_{k=2}^{n} \tilde{\alpha}_k = 2(1 - n) + \pi_0(n) - \pi_1(n) + 2 \sum_{j=2}^{n} P_1(j),
\]

and recalling the following asymptotic estimates (see [SZ68], [KL12] or [Jak13])

\[
\pi_\alpha(n) \sim \frac{n^{1+\alpha}}{(1+\alpha) \log n}, \quad \alpha \geq 0,
\]

\[
\sum_{j=2}^{n} P_1(n)^m \sim \frac{1}{m+1} \frac{n^{m+1}}{\log n}, \quad m \geq 1,
\]

one concludes. \( \square \)

### 5. Distribution functions of non-coalescing Grassmannians, and equivalent form of the Riemann Hypothesis

In this section we want to obtain some more fine results about the distribution of these rare not coalescing Grassmannians. Thus, let us introduce the following

**Definition 5.1.** For all real numbers \( x, y \in \mathbb{R}_{\geq 2}, \) with \( x \geq y \), define the function

\[
\mathcal{H}(x,y) := \text{card}\{(n \leq x : n \geq 2, \ \tilde{\alpha}_n > y)\}.
\]

In other words, \( \mathcal{H} \) is the cumulative number of vector spaces \( \mathbb{C}^n, \) \( 2 \leq n \leq x \), having more than \( y \) non-coalescing Grassmannians of proper subspaces. For \( x \in \mathbb{R}_{\geq 4} \) we will define also the restriction

\[
\mathcal{H}(x) := \mathcal{H}(x, 2x^{\frac{1}{2}}).
\]

In the following result, we describe some analytical properties of the function \( \mathcal{H} \).

**Theorem 5.1.**
(1) For any \( \kappa > 1 \), the following integral representation\(^7\) holds

\[
\mathcal{H}(x, y) = \frac{1}{2\pi i} \int_{\Lambda_\kappa} \left( \frac{\zeta(s)}{\zeta(s, \frac{y}{2} + 1)} - 1 - \zeta_{P,y+1}(s) + \zeta_{P,\frac{y}{2}+1}(s) \right) \frac{x^s}{s} ds,
\]

valid for \( x \in \mathbb{R}_{\geq 2} \setminus \mathbb{N}, \ y \in \mathbb{R}_{\geq 2} \) (with \( y \leq x \)), and where \( \Lambda_\kappa := \{ \kappa + it : t \in \mathbb{R} \} \) is the line oriented from \( t = -\infty \) to \( t = +\infty \).

(2) For any \( \kappa > 1 \), the following integral representation holds

\[
\mathcal{H}(x, y) = \frac{1}{2\pi i} \int_{\Lambda_\kappa} \left( \frac{\zeta(s)}{\zeta(s, \frac{y}{2} + 1)} - 1 \right) x^s + \zeta_P(s) \left( \frac{(y+2)^s}{2^s} - (y+1)^s \right) \frac{ds}{s},
\]

valid for \( x, y \in \mathbb{R}_{\geq 2} \setminus \mathbb{N} \) (with \( y \leq x \)), and where \( \Lambda_\kappa := \{ \kappa + it : t \in \mathbb{R} \} \) is the line oriented from \( t = -\infty \) to \( t = +\infty \).

(3) The following asymptotic estimate holds uniformly in the range \( x \geq y \geq 2 \)

\[
\mathcal{H}(x, y) = \frac{x}{\zeta(1, \frac{y}{2} + 1)} \left( e^{\gamma \omega} \left( \frac{\log x}{\log y} + O \left( \frac{1}{\log y} \right) \right) + O \left( \frac{y}{\log y} \right) \right).
\]

**Proof.** The crucial observation is the following: if we consider, for fixed \( x \) and \( y \), the sets

\[
\mathcal{A} := \{ n : 2 \leq n, \ \tilde{n} > y \}, \quad \mathcal{B} := \{ n : 2 \leq n, \ 2P_2(n) - 2 > y \}, \quad \mathcal{C} := \{ p \text{ prime} : p - 1 \leq y, \ 2p - 2 > y \},
\]

then we have \( \mathcal{C} \subseteq \mathcal{B} \) and \( \mathcal{A} \equiv \mathcal{B} \setminus \mathcal{C} \). In this way:

- the Dirichlet series associated to the sequence \( \mathbb{1}_A(n) \) (indicator function of \( \mathcal{A} \)) is the difference of the Dirichlet series associated to \( \mathbb{1}_B(n) \) and \( \mathbb{1}_C(n) \). The first one is given by (see e.g. [Ten15])

\[
\frac{\zeta(s)}{\zeta(s, \frac{y}{2} + 1)} - 1,
\]

while the second one is given by the difference of partial sums

\[
\zeta_{P,y+1}(s) - \zeta_{P,\frac{y}{2}+1}(s).
\]

An application of Perron Formula for \( x \) not integer gives the integral representation (1) of \( \sum_{n \leq x} \mathbb{1}_A(n) \).

- Moreover, we also get the identity

\[
\mathcal{H}(x, y) = \Phi \left( x, \frac{y}{2} + 1 \right) - \pi_0(y + 1) - \pi_0 \left( \frac{y}{2} + 1 \right).
\]

For \( x \) and \( y \) not integer, we can apply Perron Formula separately for the three terms:

\[
\Phi \left( x, \frac{y}{2} + 1 \right) = \frac{1}{2\pi i} \int_{\Lambda_\kappa} \left( \frac{\zeta(s)}{\zeta(s, \frac{y}{2} + 1)} - 1 \right) \frac{x^s}{s} ds,
\]

\[
\pi_0(y + 1) = \frac{1}{2\pi i} \int_{\Lambda_\kappa} \zeta_P(s) (y + 1)^s \frac{ds}{s},
\]

\[
\pi_0 \left( \frac{y}{2} + 1 \right) = \frac{1}{2\pi i} \int_{\Lambda_\kappa} \zeta_P(s) \left( \frac{y}{2} + 1 \right)^s \frac{ds}{s}.
\]

The sum of the three terms gives the second integral representation (2).

- Form equation (5.1), by applying the well known de Bruijn’s asymptotic estimate ([dB50], [SMC06]), we obtain the estimate (3).

\(\square\)

\(^7\)The integral must be interpreted as a Cauchy Principal Value.
Theorem 5.2. The function $\tilde{H}$ admits the following asymptotic estimate:

$$\tilde{H}(x) = \int_0^x \frac{dt}{\log t} + O \left( x^{\Theta} \log x \right),$$

where $\Theta := \sup \{ \Re(\rho) : \zeta(\rho) = 0 \}$.

Hence the following statements are equivalent:

1. (RH) all non-trivial zeros of the Riemann zeta function $\zeta(s)$ satisfy $\Re(s) = \frac{1}{2}$;
2. for a sufficiently large $x$, the following (essentially optimal) estimate holds

$$\tilde{H}(x) = \int_0^x \frac{dt}{\log t} + O \left( x^{\frac{1}{2}} \log x \right).$$

(5.2)

Proof. Using the elementary fact that for any composite number $n$ we have $\Phi(n) \leq n^{\frac{1}{2}}$, we obtain the estimate

$$\Phi(x, x^{\frac{1}{2}}) = \pi_0(x) + O \left( x^{\frac{1}{2}} \right).$$

Hence, from the equation (5.1) specialized to the case $y = x^{\frac{1}{2}}$, and by invoking the Prime Number Theorem, we obtain that

$$\tilde{H}(x) = \pi_0(x) + O \left( x^{\frac{1}{2}} \right).$$

It is well known (see e.g. [Ten15] pag. 271) that

$$\pi_0(x) = \int_0^x \frac{dt}{\log t} + O \left( x^{\Theta} \log x \right), \quad \Theta := \sup \{ \Re(\rho) : \zeta(\rho) = 0 \}.$$

Since we have $\Theta \geq \frac{1}{2}$ (Hardy proved in 1914 that $\zeta(s)$ has an infinity of zeros on $\Re(s) = \frac{1}{2}$; see [Har14], and also [THB86] pag. 256), the estimate for $\tilde{H}(x)$ follows. The equivalence with RH is evident.

The optimality of the estimate (5.2) (within a factor of $(\log x)^2$) is a consequence of Littlewood’s result ([Lit14]; see also [HL18] and [MV07], Chapter 15) on the oscillation for the error terms in the Prime Number Theorem:

$$\pi_0(x) - \int_0^x \frac{dt}{\log t} = \Omega \left( \frac{x^{\frac{1}{2}} \log \log \log x}{\log x} \right).$$

This completes the proof. $\square$

References

[BCFK05] A. Bertram, I. Ciocan-Fontanine, and B. Kim. Two proofs of a conjecture of Hori and Vafa. Duke Math. J., 126:101–136, 2005.
[BCFK08] A. Bertram, I. Ciocan-Fontanine, and B. Kim. Gromov-Witten invariants for abelian and nonabelian quotients. J. Algebraic Geom., 17(2):275–294, 2008.
[Ber96] A. Bertram. Computing Schubert’s calculus with Severi residues: an introduction to quantum cohomology. In Moduli of Vector Bundles (Sanda 1994; Kyoto 1994), volume 179 of Lecture Notes in Pure and Appl. Math., pages 1–10, New York, 1996. Dekker.
[Ber97] A. Bertram. Quantum Schubert Calculus. Adv. Math., 128:289–305, 1997.
[BF97] K. Behrend and B. Fantechi. The intrinsic normal cone. Invent. Math., 128:45–88, 1997.
[Buc37] A.A. Buchstab. Asymptotic estimation of a general number-theoretic function. Matematicheskii Sbornik, 2(44):1239–1246, 1937.
[Buc03] A.S. Buch. Quantum Cohomology of Grassmannians. Compositio Mathematica, 137:227–235, 2003.
[CDG16] G. Cotti, B. Dubrovin, and D. Guzzetti. Local moduli of semisimple Frobenius coalescent structures. in preparation, 2016.
[CFKS08] I. Ciocan-Fontanine, B. Kim, and C. Sabbah. The abelian/nonabelian correspondence and Frobenius manifolds. Invent. Math., 171(2):301–343, 2008.
[CJ76] J.H. Conway and A.J. Jones. Trigonometric diophantine equations (on vanishing sums of roots of unity). Acta Arithmetica, 30:229–240, 1976.
COALESCEMENT OF $QH^*(G(k, n))$ AND THE DISTRIBUTION OF PRIME NUMBERS

[Siv10] G. Sivek. On vanishing sums of distinct roots of unity. *Integers*, 10:365–368, 2010.

[SMC06] J. Sándor, D. Mitrinović, and B. Crstici. *Handbook of Number Theory I*. Kluwer Academic, 2006.

[SZ68] T. Salát and S. Znám. On the sums of prime powers. *Acta Fac. Rer. Nat. Univ. Com. Math.*, 21:21–25, 1968.

[Ten15] G. Tenenbaum. *Introduction to Analytic and Probabilistic Number Theory*. American Mathematical Society, 2015.

[THB86] E.C. Titchmarsh and D.R. Heath-Brown. *The Theory of the Riemann Zeta-function*. Oxford Univ. Press, 1986.

[Vaf91] C. Vafa. Topological mirrors and quantum rings. arXiv:hep-th/9111017v1, 1991.

[Wit90] E. Witten. On the structure of the topological phase of two-dimensional gravity. *Nucl. Phys. B*, 340:281–332, 1990.

[Wit95] E. Witten. *The Verlinde Algebra and the cohomology of the Grassmannians*, pages 357–422. Internat. Press, Cambridge (MA), 1995.

[Zan89] U. Zannier. On the linear independence of roots of unity over finite extensions of $\mathbb{Q}$. *Acta Arithmetica*, 50:171–182, 1989.

[Zan95] U. Zannier. Vanishing sums of roots of unity. *Rend. Sem. Mat. Univ. Pol. Torino*, 53(4):487–495, 1995.