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Abstract—Partially-overlapping tones (POT) are known to help mitigate co-channel interference in uncoordinated multi-carrier networks by introducing intentional frequency offsets (FOs) to the transmitted signals. In this paper, we explore the use of POT with reinforcement learning (RL) in dense networks where multiple links access time-frequency resources simultaneously. We propose a novel framework based on Q-learning, to obtain the FO for the multi-carrier waveform used for each link. In particular, we consider filtered multi-tone (FMT) systems that utilize Gaussian, root-raised-cosine (RRC), and isotropic orthogonal transform algorithm (IOTA) based prototype filters. Our simulation results show that the proposed scheme enhances the capacity of the links by at least 30% in additive white Gaussian noise (AWGN) channel at high signal-to-noise ratio (SNR), and even more so in the presence of severe multi-path fading. For a wide range of interfering link densities, we demonstrate substantial improvements in the outage probability and multi-user efficiency facilitated by POT, with the Gaussian filter outperforming the other two filters.
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I. INTRODUCTION

Internet-of-things (IoT) is a rapidly growing technology that is expected to connect billions of devices in the near future. IoT devices can be densely located in area on the order of $10^3$ per km$^2$ [1]. Hence, they can form very dense uncoordinated networks and face spectral efficiency and throughput challenges due to complicated multi-user interference scenarios. Partially-overlapping tones (POT) have recently gained attention for mitigating the co-channel interference (CCI) in uncoordinated networks. By introducing an intentional frequency offset (FO) for each link equal to a fraction of the frequency spacing between two subcarriers, POT facilitates a reduction of multi-user interference among neighboring links.

The related research on POT in the literature is largely based on using partially overlapping channels (using all the available spectrum) to improve throughput in wireless networks. For instance, partial overlapping channels are used in [2] to improve the throughput in a remote wireless device-to-device (D2D) network using unmanned aerial vehicles (UAVs), in [3] broadly considering wireless mesh networks (WMNs) scenarios, and in [4] for a WMN scenario specific to IoT devices. However, these studies do not consider the effect of the waveform used in the physical layer (PHY). Individual subcarriers and several schemes for waveform are considered in [5], which lays a theoretical foundation for the analysis of using different waveform types in POT. In [6], the authors explore POT for the cellular networks and propose an algorithm, called Play n Wait, to assign FOs sequentially where one user scans for the best possible FO while all other users have to wait for several seconds. This assumption may not hold for a practical uncoordinated network. In this study, we focus FO assignment problem for POT as in [6] and aim at addressing this challenge with reinforcement learning (RL).

In wireless networks, RL is commonly used to solve resource allocation [7], [8] as well as power allocation problems [9]. For example, in [7], energy efficiency maximization problem of a hybrid-powered dense network is studied, considering an actor-critic RL technique. In [8], the authors introduce RL-based decentralized resource allocation techniques while taking strict delay constraints into account inherent in vehicle-to-vehicle networks. A distributed RL algorithm is utilized for maintaining fairness and quality of service in dense heterogeneous networks in [9]–[11]. In [12], authors propose a deep Q-learning based algorithm that solves an optimization problem considering power control, beamforming, and interference coordination for sub-6 GHz and above-6 GHz bands.

In this paper, we develop an offline Q-learning algorithm to assign intentional FO to each link. Since the algorithm is trained beforehand and available to all the users within the network, there is no time delay in assigning these FOs. For POT, we consider filtered multi-tone (FMT), which is a subset of filter-bank multicarrier, that allows for every subcarrier being filtered individually while allowing complex modulation symbols [13], forming a grid-like structure in the time-frequency plane that partially overlapping subcarriers can exploit. We utilize Gaussian, root-raised-cosine (RRC), and isotropic orthogonal transform algorithm (IOTA) based prototype filters with the FMT POT framework, and study the associated trade-offs for using them with POT. With numerical results, we demonstrate the benefits of using POT with FMT in terms of improvements in capacity, multi-user efficiency (ME), and outage probabilities considering common propagation channels.

The rest of the paper is organized as follows. Section II discusses the system model. Section III describes our reinforcement learning based algorithm, while Section IV describes the
II. SYSTEM MODEL

Consider $U$ links uniformly distributed in an area where each link consists of a transmission point (TP) and a reception point (RP). Among $U$ links, consider any one to be a link of interest with index $u$ for $u \in \{1, ..., U\}$. The rest of the TPs are then considered to be aggressors and the RP of the link of interest is the victim. We model the transmitted signal from the TP of the $u$th link as

$$s_u(t) = \sum_{l=-\infty}^{\infty} \sum_{n=0}^{N-1} X^u_{ln} g_{ln}(t),$$

where $X^u_{ln}$ is the information symbol to be transmitted from the $u$th TP, $l$ is the time index, $n$ is the subcarrier index, $N$ is the total number of subcarriers, and $g_{ln}(t)$ is the synthesis function [14] that maps $X$ to the time-frequency domain in a lattice structure as $g_{ln}(t) = p(t - l\tau_0)e^{j2\pi n\nu_0 t}$, where $p(t)$ is the prototype filter being used, $\tau_0$ is the time spacing between two consecutive symbols and $\nu_0$ is the spacing between any two subcarriers.

The received signal at the $u$th RP can be calculated as

$$y_u(t) = \sum_{i=1}^{U} \int_{\tau_{i,u}} h_{i,u}(\tau_{i,u}, t)s_i(t - \tau_{i,u}) dt + w(t),$$

where $h_{i,u}(t)$ is the channel impulse response between the desired RP of $u$th pair and TP of $i$th pair (one of which is the desired signal), $s_i(t)$ is the transmitted signal from the TP of the $i$th pair, and $w(t)$ is the additive white Gaussian noise (AWGN). The information symbol $X^u_{mk}$ can be obtained by calculating the projection of $y_u(t)$ onto the analysis function $\gamma_{mk}(t) = p(t - m\tau_0)e^{j2\pi k\nu_0 t}$ as [14]

$$\hat{X}^u_{mk} = \langle y_u(t), \gamma_{mk}(t) \rangle,$$

where $m$ and $k$ are the time and subcarrier indices at the receiver, respectively. By grouping terms related to the interference, [3] can be written as

$$\hat{X}^u_{mk} = \frac{\text{desired symbol}}{G_u X^u_{mk} A^u_{mk} + G_u \sum_{l=-K+1}^{K-1} \sum_{n=0}^{N-1} X^u_{ln} A^u_{ln} + \sum_{i \neq u} \sum_{l=-K+1}^{K-1} \sum_{n=0}^{N-1} X^i_{mk} A^i_{ln} + W_u}{\text{self-interference}} + \frac{\text{co-channel interference}}{\text{AWGN}},$$

where $G_u$ and $G_i$ are the channel gains at the desired signal and the $i$th aggressor, respectively, $X^u_{mk}$ is the symbol of the $i$th aggressor, $A^u_{mk}$ and $A^u_{ln}$ represent the coefficients obtained through the corresponding ambiguity functions of the desired signal and $i$th aggressor, respectively, which can be calculated as [5]:

$$A^i_{nlmk} = \int_{\tau} \int_{\nu} g_{ln}(t - \tau)e^{j2\pi \Delta f_i(t - \tau)} \gamma_{mk}(t)e^{j2\pi \nu t} dt d\tau d\nu,$$

where $\Delta f_i$ is the intentional FO given to the $i$th aggressor.

For POT, the amount of CCI and the amount of self-interference (SI) in [4] are adjusted though $\Delta f_i$. By sacrificing the orthogonality of the pulses on the desired link through more time-dispersive filters, an intentional FO prevents aggressors’ transmit pulses from fully overlapping with the receiver filters. Hence, it can reduce CCI even if the pulses are not aligned in time, which results in higher throughput for TP-RP links. For a large network, the assignment of the FOs for each link should be chosen such that the capacity of the entire network should be optimized. Also, the parameters of the filters need to be optimized as they also affect the SI, as can be seen from [5].

A. Prototype Filters

The filters used in (1) and (3) determine the inter-symbol interference characteristics. In this study, we consider three filters for analysis: 1) RRC filter with a roll-off factor $\alpha$, 2) Gaussian filter with a time-frequency dispersion parameter $\rho$, and 3) IOTA filter with a dispersion parameter $\rho$. While RRC filters give a set of orthogonal functions, which is a commonly used for single-carrier schemes, Gaussian pulses yield a non-orthogonal base where the basis functions are localized in both time and frequency optimally. IOTA filter is derived from the Gaussian filter. A Gaussian filter is modified such that it is orthogonal to its shifted versions in time and frequency. Therefore, its time-frequency characteristics are similar to Gaussian filter [14].

III. COMBINING Q-LEARNING WITH POT

In this study, we consider Q-learning to address the FO assignment problem. Q-learning is a model-free RL algorithm whose learned decision policy is determined by state-action value function $Q$ [15], which estimates long-term discounted rewards for each state-action pair. We assume that the pairs in the network do not communicate with each other since we consider an uncoordinated network. We also assume that once an aggressor TP-RP pair enters the network, they stay active. Let $S_u$ be the number of aggressors adjacent to the $u$th link. The parameter $S_u$ is estimated though a simple counting method, i.e., $S_u$ increases by 1 if the signal-to-interference-plus-noise ratio (SINR) of the $u$th link drops by more than 3 dB or decreases by 1 if the SINR increases by 3 dB. Each pair actively monitors $S_u$.

For the sake of illustrating the proposed scheme, consider a network with $U = 3$ links. When the first link is established, there is no aggressor. After the first aggressor enters the network, it will fully overlap with the victim at the first link. In this case, TPs at the victim link increases its counter by 1 (if the SINR drops by more than 3 dB). The aggressor senses transmission at this desired frequency and it also increases its count by 1. At this point, the first aggressor knows that it is the second to enter the network and it takes the FO provided
by the Q-learning algorithm for \( S_{u=2} = 1 \). When the second aggressor enters, it can again fully overlap with the victim at \( (u = 1) \) th link. Now, the number of aggressors from the perspective of the second aggressor is \( S_{u=3} = 1 \). Hence, it takes the same FO as the first aggressor, which results in both aggressors fully overlapping. Therefore, both aggressors increase their counters, i.e., \( S_{u=2} = 2 \) and \( S_{u=3} = 2 \) and infer that there are two aggressors in the network. Since the victim has fully overlapped with both aggressors, its count will also be \( S_{u=1} = 2 \). The trained Q-table is stored in each TP-RP pair. Therefore, each link looks for the FO values that avoid full overlapping for the new count. Through this sequence, the aggressors will also keep in memory the order in which they enter the network to ensure they do not pick the same offset provided by the proposed algorithm.

The Q-learning algorithm is trained separately for different values of \( S_u \) in this study, adding another dimension to the Q-table. For every \( S_u \) value, all the aggressors choose from the set of possible actions and observe the corresponding rewards. The algorithm goes through a state-action value iteration process dictated by \( [6] \) and computes the optimal value of each state-action pair.

The states in our Q-learning algorithm are the current FOs for all the aggressors. There are two possible actions that an agent can take in every iteration during training - 1) Change FO: The RL algorithm can change the FO by a fraction of the frequency carrier spacing and 2) Change dispersion parameter: choose the filter dispersion parameter to reduce the interference. In this paper, we focus on changing the FO, while the use of the dispersion parameter in the action space is left as a future study. In each time step, the agent updates the \( Q(s, a) \) value, where \( s \) and \( a \) are one of the possible states and actions respectively, by recursively discounting future rewards and weighing them by a positive learning rate \( \beta \):

\[
Q_{\text{new}}(s_t, a_t) \leftarrow (1 - \beta)Q_{\text{old}}(s_t, a_t) + \beta[r + \gamma \max_{a'_\in A} Q_{\text{old}}(s_{t+1}, a')],
\]

where \( s_t \) and \( s_{t+1} \) are the current and next state, respectively, \( a_t \) is the action taken at state \( s_t \), \( r \) is the reward for taking action \( a_t \) at state \( s_t \), \( \gamma \in [0, 1) \) is the discount parameter, and \( A \) is the set of possible actions. After the training process, the algorithm converges to optimal Q-values for each state-action pair \( [15] \), \( Q^*(s, a) \) and the optimal policy can be obtained by acting greedily in every state \( s \) as

\[
\pi^* = \arg \max_{a \in A} Q^*(s, a). \tag{7}
\]

In this study, the reward \( r \) is defined as the improvement in capacity due to the change in FO and/or the filter parameter, which can be expressed as

\[
r = \lambda_1(C_t - C_{t-1}), \tag{8}
\]

where \( C_t \) is the current sum-capacity of the entire channel calculated during simulations, \( C_{t-1} \) is the sum capacity in the previous iteration, and \( \lambda_1 \) is a weight parameter that can be tuned. The change in the sum capacity after an iteration may be very small and \( \lambda_1 \) allows us to amplify it for faster convergence. The Q-value at every state is the current capacity of the desired user, given the current FO and the filter parameters for the aggressors. After training, \( u \) th TP-RP pair can look up the ideal FO and filter parameter based on \( S_u \).

### IV. Multi-user Efficiency in POT

The ME is a measure of the signal quality over the total interference in the network. In \([16]\), asymptotic ME for the desired signal \( u \) is defined as

\[
\eta_u = \lim_{\sigma \to \infty} \frac{e_u}{\sigma^2}, \tag{9}
\]

where \( e_u \) is the effective energy of the desired signal at the \( u \) th user and \( \sigma \) is the standard deviation of the noise in the channel. For a conventional detector (i.e., single-user matched filter \([16]\)), \( \eta_u \) is simplified to

\[
\eta_u = \max \left\{ 0, 1 - \frac{\sum G_i g_{i,u}}{G_u} \right\}, \tag{10}
\]

where \( g_{i,u} \) is the correlation factor between the desired user and the \( i \) th aggressor. For our case, the partially overlapping between the victim and aggressor links due to intentional FOs leads to correlation between them. So this intentional FOs can be considered analogous to the correlation factor. From \([4]\), the energies of the desired signal of user \( u \), the SI, and the CCI can be calculated as

\[
E_S = G_u^2 A^2_{mkmk}, \tag{11}
\]

\[
E_{SI} = G_u^2 \sum_{l=-K+1}^{K-1} \sum_{n=0}^{N-1} A^2_{nlmk}, \tag{12}
\]

\[
E_{OI} = \sum_i G_i^2 \sum_{l=-K+1}^{K-1} \sum_{n=0}^{N-1} A^2_{nlmk}. \tag{13}
\]

The effective symbol energy for the desired user after taking the interference into account is then calculated as

\[
e_u = G_u^2 A^2_{mkmk} - G_u^2 \sum_{l=-K+1}^{K-1} \sum_{n=0}^{N-1} A^2_{nlmk} - \sum_i G_i^2 \sum_{l=-K+1}^{K-1} \sum_{n=0}^{N-1} A^2_{nlmk}. \tag{14}
\]

As a result, the ME is obtained as

\[
\eta_u = \frac{e_u}{G_u^2} = \max \left\{ 0, 1 - \sqrt{\frac{E_{SI} + E_{OI}}{G_u A_{mkmk}}} \right\}. \tag{15}
\]

### V. Simulation Results

In this section, we evaluate the performance of the proposed learning method with computer simulations. We uniformly distribute the TPs and RPs in an area of 1 km² and pair them. Considering IoT applications, we assume a modestly small resource allocation for data with \( N = K = 12 \) for all links in the network. We use quadrature phase shift keying (QPSK) modulation throughout the simulations. To calculate path loss, we use the free-space path loss model without loss of generality of the proposed scheme. The carrier frequency is 800 MHz with the bandwidth of 200 kHz for each TP-RP link. In current simulations, we keep the filter parameter to be constant (\( \rho = \alpha = 0.2 \)). The multi-path channel is modeled based on extended pedestrian A (EPA) specified in Long-Term Evolution (LTE) standards, unless otherwise stated.
A. Effect of Filter Parameters on Interference

In this section, we analyze the impact of the dispersion parameter on the system's performance. Figure 1 shows the ambiguity plots for RRC and Gaussian filters for different dispersion parameters. For Gaussian filter, when the dispersion parameter $\rho = 1$, the energy is distributed equally in the time and frequency domain (i.e., isotropic) as in Figure 1(a). However, when we set $\rho = 0.5$, the filter starts to squeeze in the frequency domain and expand in the time domain as in Figure 1(c). Thus, in the presence of CCI, a lower $\rho$ allows other users to exploit available responses in frequency. However, this leads to the problem of SI at the desired link as it causes non-orthogonal pulses. We observe the same behavior for RRC filter in Figure 1(b) and Figure 1(d) for different $\alpha$ parameters. Dealing with this SI requires an equalizer being used at the receiver, and is out of the scope of this paper.

The behavior of IOTA filter is similar to the Gaussian filter with more energy spreading in time and frequency. For the ambiguity function for IOTA filter, we refer the reader to [14].

B. Capacity Analysis

In Figure 2, we analyze the capacity at the desired link (i.e., average capacity over different instances for the same link) for different filters against when ten aggressors are present. Figure 2(a) and Figure 2(b) show the capacity curves for AWGN and EPA channel models, respectively. Among the filters, Gaussian filter provides the best capacity performance in both channel conditions. As compared to fully overlapping, POT provides a gain by approximately 80% with Gaussian filters without noise being present. Another important observation is that the capacity reduces without POT under EPA channel model, while the drop is not substantial for POT.

In Figure 3, we investigate the capacity in the channel for a victim link against the number of aggressors present in the network at 10 dB signal-to-noise ratio (SNR). As expected, with the increasing interference from the number of aggressors, the capacity reduces gradually. Gaussian filter offers a small improvement over other filters when POT are used. The capacity when full overlapping occurs is the same for any type of filter used. In the case of severe CCI (e.g., 1000 femtocells/km$^2$ [17]), the curves for full overlapping and...
partial overlapping converge.

C. Multi-user Efficiency and Outage Probability

Based on [13], the ME for different filters at different interference conditions are plotted in Figure 4. Among all the filters, the Gaussian filter gives a higher ME for POT. For a full overlapping scenario, all filters provide similar ME. We present the outage probabilities in Figure 5. The outage occurs when the SINR of the desired signal falls below a pre-defined threshold denoted by $\Gamma$. Figure 5 shows the outage probabilities for $\Gamma = -6$ (specified in LTE). The Gaussian filter outperforms other filters again and shows the least probability of outage against any number of aggressors.

VI. CONCLUSION AND FUTURE WORK

Our preliminary results show the benefits of using POT in uncoordinated networks. We show that users to the order of $10^2$ can be accommodated at a cost (to performance) significantly lower than the one with fully overlapping. We observe that a non-orthogonal filter (Gaussian) has the highest potential to fully exploit benefits offered by POT. Gaussian filters yield superior capacity against noise and interference, while also providing higher ME. For outage probability, using RRC filters provides similar performance but Gaussian slightly edges out ahead. The primary disadvantage of the proposed scheme is that the algorithm becomes more computationally expensive with the increasing number of aggressors, requiring a longer training period. As an extension of the current study, a detailed analysis of the computational complexity versus the accuracy of training is needed. Another extension is an online Q-learning algorithm which accounts for cases where a TP-RP pair has a wrong estimate of the number of aggressors. Incorporating an equalizer which addresses the inherent SI for non-orthogonal filters also needs to be investigated to improve the link performance further.
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