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ABSTRACT

In this work, we explore techniques to improve performance for rare classes in the task of Automatic Chord Recognition (ACR). We first explored the use of the focal loss in the context of ACR, which was originally proposed to improve the classification of hard samples. In parallel, we adapted a self-learning technique originally designed for image recognition to the musical domain. Our experiments show that both approaches individually (and their combination) improve the recognition of rare chords, but using only self-learning with noise addition yields the best results.

Index Terms— Automatic Chord Recognition, Data Imbalance, self-training, focal loss.

1. INTRODUCTION

The field of Music Information Retrieval (MIR) comprises a wide range of different tasks. In particular, Automatic Chord Recognition (ACR) aims to identify each musical chord being played at a given instant on an audio segment. The current state-of-the-art on ACR involves deep learning techniques [1], which require large amounts of labeled data. However, most publicly available chord datasets [2, 3, 4] consist of no more than a few hundreds of music recordings. Furthermore, they are inherently imbalanced, which generates a clear bias toward some of the more common chord types.

To show the degree of imbalance in a typical dataset, we present in Figure 1a the chord type distribution of the Beatles and Queen Isophonics Dataset [2], which is one of the most popular datasets for ACR. We can clearly see that its composition is overwhelmed by major (maj) and minor (min) chords, which together represent almost 80% of all examples. Besides being the most common types of chords, they are also the easiest ones, as they are less ambiguous and are composed of fewer pitches.

Dealing with highly imbalanced data is a challenge when training a classifier for any given problem, as there will be very few (or sometimes no examples at all) for some of the classes, which hinders its accuracy or makes it impossible to learn at all. In the context of ACR, the problem is even more challenging since creating new chord datasets or expanding existing ones is not easy. Unlike trivial tasks such as labeling common objects in images, the identification of chords requires musical training, and it is very time-consuming. A second issue with imbalanced data relates to the metrics chosen to evaluate the results, as a classifier might perform well on the common classes and very poorly on all others, but still get good scores if a global accuracy is used.

This work focuses on improving the classification scores of uncommon chords. For that purpose, we explore a self-learning strategy that combines labeled and (large) unlabeled datasets. We show that our approach can significantly increase balanced accuracy metrics [5] with little (or no impact) to the global accuracy.

2. RELATED WORK

As reported in [1], the evolution of ACR techniques has moved from knowledge-driven to data-driven systems. Advances in the field have been promoted by new deep learning models, including hierarchical and multi-stage classification [6] and alternative target label representation to provide better chord class separation [7, 8]. However, chord vocabulary and associated balance of chord classes are still big issues for ACR. In [9], a system framework with a skewed class-sensitive training scheme is proposed to mitigate the imbalance of chord classes. Wu and Li [6] attempts to use a hierarchical classification that first defines the minor or major chord and, based on that, decides if the excerpt is actually a more complex related chord. The approaches described in [8, 9] use Encoder-Decoder architectures and chord structure decomposition in order to achieve better results for large vocabulary recognition.

One of the most challenging issues presented, when training classifiers for such large chord vocabularies, is the lack or imbalance of training examples per class. It is also important to point out that imbalanced data also arises in several other problems, such as image detection/classification and medical data processing. A systematic review of class imbalance in CNNs was presented in [10], where authors claim that oversampling proved to be a good choice. However, ACR datasets present some classes with so few samples that direct oversampling might lead to overfitting (all classes would present only a few samples). Another common strategy is to use weights to compensate for the class imbalance (so that less frequent classes present larger weights in the loss function). In fact, a combination of this strategy with a modification
to the cross-entropy loss (called focal loss) to decrease the weight of “easy” samples was presented in [11], with good results for object detection. In the context of image classification, recent approaches have shown that using synthetic examples for rare classes can improve the classifier [12].

Finally, there is a recent trend of using self-learning approaches to boost the accuracy results in image classification problems. The noisy student approach presented in [13] combines labeled and unlabeled data with a class balancing scheme. Despite the good results shown in their paper, the extension for sequential problems (such as ACR) is not trivial, since the input is a sequence of chords (and not a single one). Hence, the problems of instance selection and class balancing must consider a sequence of chords, not individual samples. Recently, their approach was extended for speech recognition [14], where some considerations about sample selection on the unlabeled dataset for sequential data were made.

This paper follows two main directions for improving the classification results of rare chords in ACR. First, we explore the use of class balancing at the loss function using a focal loss [11], accounting for sequential data. Second, we extend the noisy student approach in [13] using a large unlabeled dataset for ACR and a careful instance selection scheme tailored to sequential data.

3. THE PROPOSED APPROACH

Our study will explore two state-of-the-art techniques, which have proven themselves quite useful for improving training performance of imbalanced image datasets, adapted to the sequential domain of ACR. The proposed approach will be described next.

3.1. Focal Loss

As mentioned before, existing ACR datasets suffer from strong imbalance, and some of the most common chords are also easier to classify than others. The log-loss function, used in most classifiers, assigns a relatively high value for these “easy” chords even for high classification probabilities, which lowers even more the relative importance of rare chords. To alleviate this problem, we tested the use of the focal loss [11], which introduces a power term to the traditional log-loss aiming to lower the loss value of easier samples:

$$FL = (1 - pt)^\gamma \log(pt),$$

where $pt$ is the estimated probability for ground truth chord and $\gamma$ is a parameter that determines how much the weight of the loss of easy examples will be reduced.

3.2. Self-Learning

The second strategy adopted in this paper was the use of large unlabeled datasets for improving the accuracy of the classifier, based on a state-of-the-art semi-supervised learning technique known as Noisy-Student [13]. The proposed method relies on using a classifier trained with a known dataset (teacher) to generate pseudo labels for a large unlabeled dataset. A subset of this unlabeled dataset is then selected, set aside and some augmentation techniques are applied to generate “noisy” samples. The original training dataset is then merged with this pseudo-labeled augmented dataset, and a new training dataset is obtained and used to train a new student model. This model then becomes the new teacher and is used to relabel the original unlabeled data, and the method proceeds iteratively in this way.

One important step in [13] is the procedure for selecting the subsets with pseudo-labels. It is done by randomly selecting the same amount of samples for each class, with replacement, from a dataset that contains labels predicted by the teacher that present confidence values larger than a threshold. Therefore the resulting subset is expected to be balanced and contain a sample of the most confident predictions. This strategy has been tested on images and provided promising results, but when attempting to transfer it to the audio domain, in particularly ACR, additional care must be taken. First, while the original image-based application works in a single-input single-output manner, most ACR approaches classify a set of temporally adjacent chords (the input is a short audio sequence), which generates a set of labels that are temporally connected. Hence, it is not possible to pinpoint individual chords with high confidence, as they require the temporal context provided by temporally neighboring chords. Second, as we will choose chords along with their context, obtaining a truly balanced dataset is nearly impossible. Third, in the context of ACR, most of the examples are major and minor chords, and rarer chords represent a very small part of a dataset, as indicated in Figure 1.

Having these issues in mind, we propose a new strategy for selecting the examples out of the pseudo-labeled dataset. First, we define minLength as the minimum length an audio excerpt needs to provide the required context for the classifier, and desiredDuration, which represents the total desired duration for each rare chord type across the dataset. This algorithm aims to obtain samples that together present around...
the same duration as the original labeled training dataset, so the desiredDuration is defined as the duration of that dataset divided by the number of rare chords present in the pseudolabels. For each rare chord class, we then select only excerpts with the corresponding label ordered by confidence, and iterate through them in that order. For each of the entries, we select an excerpt with duration minLength centered on the selected entry, or adjusting if at the beginning/end of the audio file. We then merge it with the new dataset, joining overlapping excerpts and adding its duration to selectedDuration. After the desired duration for this chord type is achieved, we move on to the next, until the dataset is complete.

The proposed strategy, summarized in Algorithm 1, generates subsets that are much more balanced than a traditional ACR dataset, as can be seen in Figure 1b. Major and minor chords still dominate, but that is inevitable since they tend to accompany the rare chords. It is also important to notice that the generated subset has a smaller variety of chords, as the classifier we used, a state-of-the-art ACR technique based on the Transformer architecture [15], has a limited number of classes it is able to predict.

Algorithm 1 Balanced Pseudolabel Dataset Selection

1: minLength = minimum length for each audio excerpt
2: desiredDuration = total duration desired for each rare chord type
3: for each rare chord type ct do
4: Filter labeled entries by ct ordering by prediction confidence
5: Initialize selectedDuration = 0
6: for each ordered excerpt do
7: Create new excerpt centered on excerpt, with duration minLength
8: Add it to dataset, merging overlaps to avoid duplicates
9: Increment selectedDuration by duration of the excerpt
10: If selectedDuration ≥ desiredDuration then move to next chord type

Another important component of [13] is the addition of noise to the selected subset. For model noise, we maintained the recommended usage of dropout, and for input noise, we adapted it to augmentation techniques used in the context of MIR. The first strategy we used was pitch shifting, which raises or lowers the audio at a given pitch interval, generating new labels without changing the types of chords present. This technique has proven very valuable in the ACR context, but it does not add a random component to the labels, as the transformation is always the same for a given audio excerpt. As a result, we also decided to use a second technique that randomly selects audio excerpts from the UrbanSound8K dataset [16], which contains noise recorded from a city environment, and mixing them together with our pseudo-labeled audio examples using the MUDA library [17]. This strategy adds a random component to the subset, and helps to reduce the presence of pitched artifacts that could corrupt the ground truth chord profiles.

4. EXPERIMENTAL RESULTS

We ran our experiments using the previously stated state-of-the-art classifier [15] and implemented the necessary modifications in order to run both the focal loss and self-learning examples. For our labeled dataset, we used the Isophonics Queen and Beatles dataset [2], and as our (large) unlabeled data, we used the audios indicated by the DALI dataset [18], which results in around 5,000 songs without chord label annotations. We split the Isophonics dataset into training and validation sets using a 80/20 split, where the validation set was used for early stopping. For the testing stage, we used the RWC [3] chord dataset, yielding a cross-dataset experiment.

We generated the baseline results by running the unmodified version of the classifier through the pipeline. For the focal loss, we ran experiments with three different values of γ: 1, 2 and 5. For the Noisy-Student strategy, we ran two versions: one using only dropout and pitch shifting for augmentation, and another that also included random noise into the pseudolabeled dataset. Finally, we ran a final experiment that combined NoisyStudent with focal loss, configured with the value for γ that provided the best preliminary results. The original paper for Noisy-Student obtained the best results by running three iterations, and we follow this recommendation in our work.

4.1. Evaluation Metrics

A crucial issue observed in the context of ACR is that most songs are composed of only two chord types, so that many algorithms are able to obtain very good results by focusing on improving predictions for those types exclusively. This could happen when using one of the most common metrics in ACR, known as Weighted Chord Symbol Recall (WCSR) [2]. It provides a global accuracy metric, but its scores are proportional to the duration of the classes, allowing high scores for imbalanced results. As our goal in this work is to improve predictions for the more uncommon classes, it also required the usage of a different metric in order to properly measure our results. We decided to use a metric which would be capable of measuring how balanced the accuracy across the classes is. It is called Average Chord Quality Accuracy (ACQA) [5] and is defined as the sum of the WCSR of each individual chord type divided by the number of types present, and it penalizes predictions that are biased towards common chords.

4.2. Analysis of the Results

In Table 1, we can see the results obtained for each of the different experiments. As the NoisyStudent ran for three iterations, we are displaying the results for the one which obtained the best ACQA performance. For the focal loss we only obtained a gain in the ACQA compared to the baseline on the experiment with γ = 2, with the WCSR kept on the same
level, while for other values of $\gamma$ there was a loss on both metrics. For the experiments with NoisyStudent, we obtained better results compared to the baseline for the ACQA on all three instances, and furthermore, surpassed it on both WCSR and ACQA when applying random noise. The combination of NoisyStudent with random noise and focal loss, had a good improvement on the ACQA metric, but was still inferior to the same experiment without focal loss.

One important aspect that we believe would be relevant in our results is the behavior obtained from the Noisy-Student variations used over each of its iterations. This can be seen in Figures 2a and 2b where we display the evolution of the WCSR and ACQA metrics starting from the baseline (Iteration 0) up to the third iteration. We can observe how we initially obtain a better WCSR score on the first iteration by using Noisy-Student. However, it clearly starts to degrade after this point, becoming even worse than the baseline on the third iteration. This behavior is not reflected so clearly on the ACQA, where the results keep improving, or at least are maintained far above the baseline, which indicates that the increase of accuracy of rare chords on later iterations happened at the expense of the accuracy on the more common ones.

This trade-off between WCSR and ACQA had already been previously observed in [19] in an even more radical way, where all gains obtained in the ACQA through the even chance sampling of the training data were accompanied by a reduction of the WCSR. They reported a gain of 20% in the ACQA, versus a reduction of 3% in the WCSR performance.

On the other hand, our approach managed to – up to some extent – obtain an increase in both metrics, as was seen in the first two iterations of the Noisy-Student, with a gain of almost 3% in the WCSR and one of 21% for the ACQA, or managed to obtain an improvement on the ACQA by 33% while maintaining the WCSR at the baseline level, as was seen in our experiment using Noisy-Student with random noise.

Another way to observe this trade-off is by dividing the performance into chord classes. Table 2 shows the relative duration of some chord types in our training and testing datasets, along with the accuracy obtained on the different experiments. We can clearly see how the performance for the most common chords (maj and min) degrades with our attempts to improve the balance of our resulting predictions. However, one important aspect that should also be considered in this table is the great improvement achieved for very rare chord classes. For instance, the hdim7 chords, which composes less than 1% of the Isophonics training dataset, obtained an accuracy of more than 44% when using the NoisyStudent self-learning technique, which starts with the same training dataset as the baseline. Although the other rare chord classes do not present such a large gain in their performance, they are all more accurate in our experiments than in the baseline. This happens in such a degree that the result obtained by the WCSR, as was presented, is kept at the same levels as the baseline, however with a much more balanced result, as now all rare chord types can be predicted more accurately.

5. CONCLUSION

This paper presented two strategies for improving the recognition of rare chord types: the use of a focal loss to train a classifier, and the adaptation of a self-learning technique to deal with sequential data. Both strategies improved the overall in terms of the ACQA metric, but self-learning with noise presented the best results (even improving the WCSR scores). However, we observed that in some cases, the more balanced accuracy comes as a result of a loss in the individual accuracy of common classes. Finally, our experiments also indicated that this technique has a very large potential for learning extremely rare examples, as we have demonstrated with chords that composed less than 1% of the training data. In case of acceptance our modified NoisyStudent code will be made available.

Table 1. Weighted Chord Symbol Recall (WCSR) and Average Chord Quality Accuracy (ACQA) for each of the experiments performed.

|                      | WCSR | ACQA |
|----------------------|------|------|
| Baseline             | 44.7 | 17.4 |
| Focal loss ($\gamma = 2$) | 44.7 | 19.2 |
| NoisyStudent without random noise | 44.2 | 23.0 |
| NoisyStudent with random noise | 44.8 | 23.4 |
| NoisyStudent + Focal loss ($\gamma = 2$) | 44 | 23.1 |

Table 2. Individual Chord accuracy associated to relative duration on Isophonics Dataset (training dataset)

|                      | maj | min | maj | min | maj | dim | hdim7 |
|----------------------|-----|-----|-----|-----|-----|-----|-------|
| % of train dataset   | 45  | 15  | 7.2 | 13.8| 7.4 | 0.8 | 0.4   |
| % of test dataset    | 63  | 16.1| 6.9 | 2.6 | 1   | 0.4 | 0.2   |
| Baseline             | 61.6| 69.3| 31  | 14.9| 1.5 | 11.8| 2     |
| Focal loss           | 58.5| 63.3| 30.7| 27.1| 7.5 | 20  | 8.5   |
| NoisyStudent         | 53.5| 52.4| 48.5| 45.5| 11  | 28.9| 41.3  |

Fig. 2. Performance over the NoisyStudent, NoisyStudent with random noise (RN) and NoisyStudent with Focal Loss, compared to baseline (in red)
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