Superstatistical wind fields from point-wise atmospheric turbulence measurements
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Accurate models of turbulent wind fields have become increasingly important in the atmospheric sciences, e.g., for the determination of spatiotemporal correlations in wind parks, the estimation of individual loads on turbine rotor and blades, or the modeling of particle-turbulence interaction in atmospheric clouds or pollutant distributions in urban settings. Due to the difficult task of resolving the fields across a broad range of scales, one oftentimes has to invoke stochastic wind field models that fulfill specific, empirically observed, properties. Whereas commonly used Gaussian random field models solely control second-order statistics (i.e., velocity correlation tensors or kinetic energy spectra), we explicitly show that our extended model emulates the effects of higher-order statistics as well. Most importantly, the empirically observed phenomenon of small-scale intermittency, which can be regarded as one of the key features of atmospheric turbulent flows, is reproduced with a very high level of accuracy and at considerably low computational cost. Our method is based on a multipoint statistical description of turbulent velocity fields that consists of a superposition of multivariate Gaussian statistics with fluctuating covariances. We propose a new and efficient sampling algorithm for this Gaussian scale mixture and demonstrate how such “superstatistical” wind fields can be constrained on a certain number of real-world measurement data points from a meteorological mast array.

I. INTRODUCTION

Atmospheric turbulence is one of the key drivers of atmospheric processes, and strongly affects properties such as mixing or energy and momentum transfer in the atmospheric boundary layer [1, 2]. Since the early works by Richardson [3, 4], Monin [5], and Oboukhov [6], atmospheric turbulence research has been carried out by joint efforts between experimental, theoretical, as well as numerical approaches. Nonetheless, our understanding of the basic physical processes underlying the phenomenon of atmospheric turbulence, e.g., the empirically confirmed higher-order statistics of small-scale wind field fluctuations [7, 8], is rather limited. Therefore, the treatment of the long-standing problem of atmospheric turbulent flows has to be addressed by a combination of state-of-the-art experimental measurement campaigns [9, 11] and methods from nonequilibrium statistical physics [12–14].

The need for more accurate models of atmospheric turbulence can best be illustrated in the context of the wind energy sciences: Due to the ever-increasing size of wind turbines, with recent generations potentially exceeding the height of the atmospheric surface layer, new challenges for turbine design and operating conditions arise [15, 16]. As it is computationally expensive to resolve the broad range of scales from rotor diameter to dissipative scales and to account for the unsteadiness of atmospheric turbulence within direct numerical simulations (DNS) of the governing fluid dynamical equations, one oftentimes has to resort to stochastic inflow turbulence models for the assessment of turbine loads and power output. On the other hand, in large eddy simulations (LES), which are computationally less demanding than DNS, the use of certain subgrid models does not preserve turbulence properties down to an arbitrarily small scale. Furthermore, a considerable amount of the computational time has to be invested into the build-up of flow profiles with the desired turbulence characteristics (e.g., mean velocity profile or turbulence intensity). Therefore, spectral stochastic models such as the ones proposed by Mann and Veers [17, 18] play an important role for the design process of wind turbines, which is also reflected by the guidelines established by the International Electrotechnical Commission [19]. Whereas such spectral models capture spatiotemporal correlations as well as shear, they do not account for the non-Gaussian/intermittent features of atmospheric turbulence, and therefore potentially bias subsequent load calculations [20, 22]. On the other hand, non-Gaussian models, e.g., the Continuous Time Random Walk model [20, 23, 24] control intermittency properties of a turbulent time series (by a method referred to as subordination of a stochastic process [25, 26]), but not of a full three-dimensional field. As turbine load calculations are strongly affected by three-dimensional wind field structures, the assessment of non-Gaussian wind fields statistics on load time series and material fatigue remains inconclusive [27]. Here, we present such a model for the generation of a fully three-dimensional wind field that can be apprehended as an extension of the well-known Mann model for inflow turbulence.

The purpose of the present article is twofold: First, we aim at generalizing Gaussian wind field models [17, 18] to a novel class of random fields, which will be henceforth referred to as superstatistical random fields, whose non-Gaussian properties are precisely controllable. Second, we propose a new method that constrains these random fields on sparse, point-wise atmospheric turbulence measurements; in our case from propeller anemometers in a meteorological mast array. Our approach thus addresses the problem of incomplete measurements which arises for instance in laser-based Doppler anemometer
measurements [28, 29] or due to large surface areas covered by aerial measurements of the wakes of large wind park clusters [30]. It has to be stressed that although the present work discusses the reconstruction of a wind field in front of a wind turbine, our methodology is applicable to a broad range of problems in atmospherics physics and beyond. Typical examples include the pollutant distribution in urban street canyons [31, 32], the problem of urban heat island formation [33], the further development of sub-grid models [34], and, in a different context, the reconstruction of spatial fields in urban systems [35]. Nonetheless, an extension of the here-proposed methodology requires additional knowledge, e.g., on the joint temperature-velocity field statistics, on the effects of atmospheric stability or on variable pressure gradients due to complex geometries.

This paper is organized as follows: Sec. II characterizes the atmospheric turbulence measurements that will serve to illustrate our methodology in Sec. III and Sec. III C. Future model improvements as well as concluding remarks are given in Sec. V.

II. CHARACTERIZATION OF THE ATMOSPHERIC TURBULENCE MEASUREMENTS

In this section, we give a brief overview of the atmospheric wind field measurement campaign which will be the basis for the wind field reconstructions in Sec. III C. The GROWIAN (German for “Große Windenergieanlage”) measurement campaign at Kaiser-Wilhelm-Koog, Germany, which was carried out intermittently between January 1984 and February 1987, collected horizontal wind speed time series, measured by 16 propeller anemometers with a sampling frequency of 2.5 Hz [36, 37]. The propeller anemometers were mounted on two meteorological masts in front of a 3MW wind turbine, which at that time was the largest wind turbine worldwide. The turbine was a two-bladed “lee-runner” (its rotor faced downstream) and had a hub height of 102 m. The objective of the measurements was to gain insights into correlations between spatiotemporal wind structures and rotor loads [38].

In the context of wind field reconstructions, the measurements are particularly valuable since they cover an area spanning 76 × 100 m² as depicted in Fig. 1. Fig. 2(a) shows three exemplary time series \( u(t) \) at heights 50, 100, and 150 m. The gray-shaded area indicates the part of the 16 time series that will be used for reconstructing a full spatiotemporal wind field in Sec. III C and corresponds to 51.6 s. We choose the latter extract of the time series due to its clear mean vertical velocity profile depicted in Fig. 2(b), which has been obtained by averaging the 16 time series in horizontal direction. It must be stressed that the latter choice is rather arbitrary and that other parts of the time series might exhibit entirely different vertical profiles (e.g., inverted or negative wind profiles for smaller time intervals).

In the following, we are interested in a more detailed statistical analysis of GROWIAN measurements and extracting wind field parameters, which will be needed for our modeling endeavors in Sec. III. To this end, we perform a pre-selection procedure of time series from the entire available GROWIAN measurements which is motivated by the one proposed by Mücke et al. [20]. The first step of the procedure consists in calculating the mean and turbulence intensity of each of the 20 min time series at a given height (here, we choose a height of 100 m since it is close to the hub height of the original wind turbine at 102 m). Fig. 2(c) depicts the turbulence intensity \( I \) against mean \( \langle u \rangle \) at \( z = 100 \) m of all 344 available data sets (green and orange points). By the use of a simple K-means algorithm we can distinguish between two clusters, namely a cluster with moderate turbulence intensity and mean wind speed (cluster 1, orange), and a cluster with strong wind speed but moderate turbulence intensity (cluster 2, green). In the following, we select 100 nearest neighbor time series of cluster 1 (dark orange points) as it is more significant than cluster 2 and thus offers sufficient statistics for our purposes (the choice of exactly 100 time series is motivated by the Sandia report for subsequent load estimations [40]). Furthermore, as outlined in the original project report [36], cluster 1 corresponds to stable atmospheric conditions whereas cluster 2 can be mainly attributed to unstable stratification with strong wind gusts. In order to test for the station-
FIG. 2. (a) Typical excerpts of wind speed time series measured at one of the two met masts at the GROWIAN site at three different heights, 50, 100, and 150 m (see Sec. III for further details on this measurement campaign). The hub height of the installed wind turbine was at 102 m. The gray-shaded area indicates the part of the time series that will be used to reconstruct a fully three-dimensional field in Sec. III C (b) Vertical velocity profiles averaged over x-y-coordinates of the wind speed extracts similar to the gray-shaded ones in (a). The green line shows a horizontal average over all 100 time series that were part of the GROWIAN measurement campaign. (c) Turbulence intensity $I$ against mean wind speed $\langle u \rangle$ at height $z = 100$ m of all 334 GROWIAN measurements (green and orange points). Two clusters can be distinguished and 100 time series in the vicinity of cluster 1 (orange) have been selected (dark orange) for further statistical analysis. (d) Velocity increment probability distribution averaged over all 100 time series of the GROWIAN measurements (dark orange points in (c)). The scale separations $r$ have been calculated using Taylor’s hypothesis and are given in multiples of the model integral length scale $L$ (see Sec. III for further description). Dashed lines correspond to fits using the K62 model of homogeneous isotropic turbulence. Here, only the left part of the PDFs have been fitted as the PDFs exhibit a considerable asymmetry (the K62 model as stated here possesses no skewness) which becomes more pronounced at small scales. The precise reason for this asymmetry remains inconclusive, and it is unclear whether this is an intrinsic feature of the atmospheric turbulence (skewness is also predicted for homogeneous isotropic turbulence) or whether this is a measurement artifact, e.g., due to propeller inertia or increased response time of propeller alignment with changing wind direction [39].

arity of these time series, we simply split each 20 min series into half and verify whether 10 min mean values and turbulence intensities deviate significantly or not (relative errors for mean and turbulence intensity are 2.01% and 9.23% for the 100 selected time series, respectively). Hence, by means of this selection procedure, we try to ensure that the data sets correspond to a stationary wind time series.

In the context of the further statistical analysis, we must emphasize that several hypothesis from the theory of homogeneous isotropic turbulence [41] will be invoked in a local sense, i.e., at small scales where the turbulent fluctuations “forget” about the presence of large-scale atmospheric motions or circulations. We first use Taylor’s hypothesis in order to convert the temporal time series into a spatial field [42]. Here, we assume that the meteorological mast array in Fig. 1 spans the y-z-plane, whereas the x-direction is obtained from $x = \langle u_x \rangle t$, where $\langle u_x \rangle$ denotes the mean velocity in x-direction $u_x$, which can be calculated from wind speed and wind direction measurement [20]. Furthermore, the theory of homogeneous isotropic turbulence explicitly excludes the presence of a mean velocity field, which contradicts the observed mean vertical velocity profiles in Fig. 2(b). To assess the small-scale fluctuations, we therefore subtract the mean vertical velocity profile from the measurements. The corresponding probability density function (PDF) of longitudinal velocity increments $v(r) = [u(x + r) - u(x)] / r$ at different scales $r$ are depicted in Fig. 2(d). Deviations from Gaussianity in Fig. 2(d) are visible at all observable scales $r$. Even at large scales $r$, the PDFs do not approach a Gaus-
sian distribution, which contrasts observations from homogeneous isotropic turbulence \[43\]. This particularity of atmospheric turbulent flows can be attributed to non-stationary features of atmospheric flows and has been observed in numerous atmospheric turbulence studies \[7, 44\]. In more detail, if the velocity field would exhibit stationary features at large scales \( r \), the PDFs \( h(v, r) \) would decay into a single-point quantity which is close to Gaussian. Nonetheless, here, we are solely interested in reproducing the evolution of small-scale atmospheric turbulent fluctuations by a model of homogeneous isotropic turbulence, the Kolmogorov-Oboukhov K62 model (see Sec. III A for further discussion). The dashed lines in Fig. 2(d) indicate the K62 model predictions with fit parameters \( H = 0.338, \mu = 0.243 \), and \( L = 10.75 \) km (Hurst exponent \( H \), intermittency coefficient \( \mu \), and integral length scales \( L \), which will be further specified in Sec. III A) and reproduce the evolution of small-scale fluctuations fairly well. We must emphasize that the here-determined model length scale \( L \) does not correspond to a characteristic turbulence length of the atmospheric boundary layer, but solely represents a large scale quantity which is consistent with the evolution of the PDF of small-scale fluctuations as depicted in Fig. 2(d). In particular, the rather large value of \( L \) can be attributed to long-range correlations of velocity field fluctuations in the analyzed data set. Nonetheless, as we are mostly interested in reproducing the effects of small-scale fluctuations, latter parameters can now be used for reconstructing highly-resolved velocity fields as described in the following Sections.

### III. SUPERSTATISTICAL RANDOM FIELDS

In this section, we outline a method for the synthesis of a random field \( \mathbf{u}(x) \) which possesses multifractal properties and, hence, is able to reproduce the non-Gaussian features of atmospheric turbulence measurements (as manifested, e.g., in Fig. 2(d)). Similar models of synthetic turbulence have been proposed in terms of multiplicative cascade models \[45, 48\] or random multifractal walks \[49, 50\]. Nonetheless, due to their complexity, difficulties in numerical implementations, as well as their inability to incorporate real point-wise measurements, latter models are rarely used in the field of atmospheric turbulence. The here-proposed modeling approach therefore, addresses these issues in a systematic and practical manner by generalizing the well-known Mann model of inflow turbulence \[17\] to a non-Gaussian or superstatistical random field.

In the following, we first derive a joint multipoint statistics for such a superstatistical random field (see also \[51\]) and prove that its velocity increment statistics (a two-point quantity) is consistent with the Kolmogorov-Oboukhov (K62) model of turbulence. Hence, in a first iteration, we approximate the atmospheric wind field as a homogeneous and isotropic random field. Therefore, empirically observed features such as wind shear or atmospheric stability are not intrinsically contained, but enter externally by constraining on measurements (see Sec. III C). Moreover, by imposing further conditions, such as the incompressibility of the velocity field, we obtain additional restrictions, in particular a relation between the statistics of longitudinal and transverse velocity increment.

Hence, the model assumptions can be roughly summarized as follows:

1. the turbulent flow is rotationally invariant (assumption of isotropy)

2. the turbulent flow is invariant under translations (assumption of homogeneity)

3. the turbulent flow is incompressible (i.e., velocities are small compared to the speed of sound - a valid assumption in the Earth’s atmosphere.)

4. assumptions 1.-4. only apply in a local sense, large-scale flow patterns are influenced by anisotropies and shear; these effects are taken into account by constraining the resulting superstatistical random field on existing turbulence measurements

The following model derivation is organized as follows: Sec. III A derives a joint multipoint statistics which serves as a starting point for the sampling algorithm of superstatistical random fields described in Sec. III B. Sec. III C details how real-world measurement points can be embedded in such superstatistical random fields while preserving the intermittency properties at small scales.
A. Joint multipoint statistics of superstatistical random fields

The central idea of our approach and the work of Kolmogorov [52] and Obukhov [4] who devised a phenomenological model for the longitudinal velocity increments \( v(r) = [\mathbf{u}(\mathbf{x} + \mathbf{r}) - \mathbf{u}(\mathbf{x})] \cdot \frac{x}{r} \). As mentioned in the previous section, the statistics of \( v(r) \) in atmospheric turbulence is dominated by the occurrence of extreme events at small length scales \( r \) (heavy tails of the probability density function) and deviates significantly from Gaussian statistics. In the K62 model, non-Gaussian behavior emerges due to a superposition of Gaussian distributions with varying variances which is schematically depicted in Fig. 2(d). The statistics of \( v(r) \) (green curve) has been obtained by superposing several Gaussians (dashed lines), which results in pronounced tails, or in other words, an increased probability for the occurrence of extreme fluctuations of \( v(r) \).

In mathematical terms, the probability density function (PDF) of the longitudinal velocity increments \( v(r) \) in the K62 model

\[
h(v, r) = \int_0^\infty d\xi g(\xi) \frac{1}{\sqrt{2\pi \sigma_\xi}} e^{-\frac{v^2}{2\sigma_\xi^2}(r)},
\]

is calculated as a superposition of Gaussian distributions whose variances

\[
\sigma_\xi^2(r) = \sigma_\xi^2 2H \sqrt{A + \mu \ln \frac{x}{x^r}} \left( \frac{r + x}{x^r} \right)^H \mu r^{2H},
\]

fluctuate with respect to the parameter \( \xi \), which follows a lognormal distribution (we also refer the reader to [51])

\[
g(\xi) = \frac{1}{\sqrt{2\pi \xi}} e^{-\ln \xi^2}. \tag{3}
\]

Moreover, the intermittency coefficient \( \mu \) determines deviations from a purely self-similar distribution which is characterized by the Hurst exponent \( H \) (\( H = 1/3 \) in the K41 phenomenology [53], where \( x^r \) and \( x^s \) are large- and small-scale cut-off, \( \sigma^2 \) is the intensity of fluctuations, and \( A \) is a quantity which depends on the flow’s large-scale structure [52]). The emergence of such nonequilibrium statistics as a consequence of the superposition of equilibrium statistics is sometimes referred to as superstatistics [13, 14, 54, 57].

The K62 model can be considered as a rather realistic model of a turbulent flow; the empirically observed phenomenon of intermittency is captured in an accurate manner, which is also underlined by the fits in Fig 2(d).

Nonetheless, a statistical model for the velocity increments \( v(r) \) is not sufficient for generating a complete random field \( \mathbf{u}(\mathbf{x}) \), as it solely relies on two-point statistical quantities [53]. A generalization to a multipoint statistics that consist of a superposition of multivariate Gaussian statistics is however possible [51] and yields the joint n-point PDF

\[
f_n(\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_n) = \int_0^\infty d\xi g(\xi) \frac{1}{(2\pi)^{3n} \det \sigma_\xi} e^{-\frac{1}{2} \xi \sigma_\xi^{-1} \xi}, \tag{4}
\]

where Greek indices indicate spatial components \( \alpha = 1, 2, 3 \), (summation over identical indices is implied). Furthermore, we introduce the covariance matrix \( \sigma_{\xi,\alpha\beta} \) and its inverse \( \sigma_{\xi,\alpha\beta}^{-1} \) which are entirely determined by the correlation tensor \( C_{\xi,\alpha\beta}(\mathbf{x}_i - \mathbf{x}_j) \) of the individual part of the Gaussian ensemble. Similar to the variances of the velocity increment PDF [2], these fluctuating covariances introduce strong correlations between all spatial points in the flow. Furthermore, the particular choice of \( g(\xi) = \delta(\xi - \xi_0) \) in Eq. (4), where \( \delta \) denotes the Dirac delta distribution, reduces the model to a Mann-type model and thus results in a purely Gaussian random field \( \mathbf{u}(\mathbf{x}) \).

Before we further discuss how random velocity field realizations can be drawn from the distribution (4), we further investigate statistical properties that are determined by the correlation tensor \( C_{\xi,\alpha\beta}(\mathbf{x}_i - \mathbf{x}_j) \). As outlined in Sec. 4, we assume that in a first-order approximation, we are dealing with homogeneous isotropic turbulence, whereas effects due to shear and atmospheric stability will be discussed in Sec. 5. In the following, we thus determine the parametrization of the Gaussian scale mixture (mixing distribution \( g(\xi) \) and covariance matrices \( \sigma_{\xi} \) of the multivariate Gaussian distributions in Eq. (4)) by invoking a realistic phenomenological model of turbulence, i.e., the K62 model. Here, the empirically determined model parameters will enter the covariance matrices in a more intricate way than in the variances of the original K62 model (4). In principle, it is also possible to directly infer the decomposition into Gaussian statistics suggested by Eq. (4) on the basis of experimental measurements [59], e.g., in flows with complex geometry where the assumptions of homogeneous isotropic turbulence are not fulfilled. Nonetheless, in the case of homogeneous isotropic turbulence, the correlation tensor \( C_{\xi,\alpha\beta}(\mathbf{x}_i - \mathbf{x}_j) \) is solely a function of the separation \( \mathbf{x}_i - \mathbf{x}_j \), which implies that the entire joint n-point PDF is invariant with respect to translations [59], \( \mathbf{x}_i \rightarrow \mathbf{x}_i + \mathbf{X} \) and which thus ensures the homogeneity of the random field \( \mathbf{u}(\mathbf{x}) \). Furthermore, the assumption of isotropy (i.e., invariance under rotations) leads to the following ansatz for the correlation tensor [55]

\[
C_{\xi,\alpha\beta}(\mathbf{r}) = (C_{\xi,rr}(\mathbf{r}) - C_{\xi,tt}(\mathbf{r})) \frac{r_\alpha r_\beta}{r^2} + C_{\xi,tt}(\mathbf{r}) \delta_{\alpha\beta}, \tag{5}
\]

where \( C_{\xi,rr}(\mathbf{r}) \) and \( C_{\xi,tt}(\mathbf{r}) \) denote the longitudinal and transverse correlation function, respectively, and \( \delta_{\alpha\beta} \) denotes the Kronecker delta. In the following, we further investigate the implications of this ansatz for the statistics of the corresponding random field:

1) **incompressibility**: As shown in Appendix B, the incompressibility condition \( \nabla \cdot \mathbf{u}(\mathbf{x}) = 0 \), implies that the
longitudinal and transverse correlation functions in Eq. (5) are related by
\[ \int_0^\infty d\xi g(\xi) \left[ C_{\xi,rt}(r) - \frac{1}{2r} \frac{\partial}{\partial r} \left( r^2 C_{\xi,rr}(r) \right) \right] = 0 . \] (6)

As \( g(\xi) \) is an arbitrary distribution (in our case the log-normal distribution in Eq. (3)), the integral can only vanish if the expression in the square brackets vanishes, hence, each of the individual parts of the Gaussian ensemble has to fulfill a von Kármán-Howarth relation [11]
\[ C_{\xi,rt}(r) = \frac{1}{2r} \frac{\partial}{\partial r} \left( r^2 C_{\xi,rr}(r) \right) , \] (7)

which entails that the statistical properties of the random field \( \xi \) are solely determined by the appropriate choice of either the longitudinal or the transverse correlation functions. As we will specify the longitudinal statistics in iii.) in more detail, here, we consider \( C_{\xi,rr}(r) \) as variable and, consequently, \( C_{\xi,rt}(r) \) as fixed by Eq. (7).

ii.) single-point statistics: The definition of the joint multipoint statistics in Eq. (4) implies that the mean of the velocity field, \( \langle \mathbf{u}(\mathbf{x}) \rangle \), vanishes. Therefore, the single-point statistics \( (n=1 \text{ in Eq. (4)}) \) reduces to a centered Gaussian
\[ f_1(\mathbf{u}_1) = \frac{1}{\sqrt{2\pi u_{rms}^2}} e^{-\frac{u_1^2}{2u_{rms}^2}} , \] (8)

where we used \( C_{\xi,\alpha\beta}(r) = 0 = u_{rms}^2 \delta_{ij} \) with the root mean square velocity \( u_{rms} = \sqrt{\langle \mathbf{u}^2 \rangle} \) that will be specified in terms of the model parameters later on. It should be noted that the dependence of \( f_1(\mathbf{u}_1, \mathbf{x}_1) \) on \( \mathbf{x}_1 \) vanishes as a consequence of the homogeneity condition.

iii.) longitudinal velocity increment statistics à la K62:
As mentioned under i.), the entire statistical properties of the velocity field \( \mathbf{u}(\mathbf{x}) \) are fully determined by an appropriate choice of the longitudinal correlation function \( C_{\xi,rr}(r) \). In the following, we impose an additional requirement, i.e., the reduction of the longitudinal increment statistics to the K62 model of turbulence as given by Eq. (1). Latter requirement parameterizes the longitudinal correlation function in terms of the model parameters (i.e., the intermittency coefficient \( \mu \), the Hurst exponent \( H \), the integral length scale \( L \), as well as a large- and small-scale cutoff). We first define the longitudinal structure functions as \( S_{n,r}(r) = \langle \mathbf{v}(r)^n \rangle \). As shown in Appendix C, the longitudinal structure functions can be derived from the multipoint statistics as
\[ S_{n,r}(r) = \int_0^\infty d\xi g(\xi)(n-1)!!2^{\frac{n}{2}} [S_{2\xi,r}(r)]^{\frac{n}{2}} , \] (9)

where \( S_{2\xi,r}(r) = 2C_{\xi,rr}(0) - 2C_{\xi,rr}(r) \). Latter relation holds only for even \( n \) and structure functions of odd order are zero as the model does not account for skewness [51]. In the following, we choose
\[ C_{\xi,rr}(r) = \frac{-\sigma^2}{2} \rho_\xi(r)^{2H} + \frac{\sigma^2 L^{2H}}{2} \Gamma(2H+1) \cosh \left( \frac{\rho_\xi(r)}{L} \right) \left[ e^{-\frac{\rho_\xi(r)}{L} K^H \left( \frac{\rho_\xi(r)}{L} \right)} - e^{-\frac{\rho_\xi(r)}{L} K^H \left( -\frac{\rho_\xi(r)}{L} \right)} \right] , \] (10)

which is the correlation function of a fractional Ornstein-Uhlenbeck process [61] with a re-parameterized scale
\[ \rho_\xi(r) = \xi \sqrt{4 + \ln_+ \frac{x^2}{r + x \gamma \rho_\xi}} \left( r + x \gamma \rho_\xi \frac{x^2}{x^2} \right)^{\frac{H}{2}} r , \] (11)

where \( \ln_+ \) denotes the positive branch of the logarithm and where we introduced the same model parameters as for the original K62 model in Eq. (2) (see also [51] for further information). Moreover, we introduce Kummer’s confluent hypergeometric function
\[ _1F_1(a, b, z) = \frac{\Gamma(b)}{\Gamma(b-a) \Gamma(a)} \int_0^1 dt e^{zt} t^{a-1} (1-t)^{b-a-1} , \] (12)
as \( K^H(r) = _1F_1(2H + 1, 2H + 2, r) \), where \( \Gamma(z) = \int_0^\infty dt t^{z-1} e^{-t} \) denotes the gamma function.

We will now prove that the particular choice (5) in combination with (10) ensures that the velocity increment statistics of our model coincides with the K62 prediction. To this end, we approximate \( S_{2\xi,r}(r) \approx \sigma^2 \rho_\xi(r)^{2H} \) in Eq. (9), which is valid for \( r \ll L \), and obtain
\[ S_{n,r}(r) = C_n \left( \frac{r + x \gamma \rho_\xi}{x^2} \right)^{\frac{n}{2}} \left( n^{H-n/2} H^{H} \right) r^{nH} . \] (13)
The particular choice \( H = 1/3 \) for the Hurst exponent leads to the well-known K62 model, \( S_{n,r}(r) \sim r^{H-\frac{n}{2}(n-3)} \), (the same result is obtained by taking the moments of Eq. (1), see also [51] for further proof). Hence, imposing Eq. (10) for the longitudinal statistics ensures that the random field \( \mathbf{u}(\mathbf{x}) \) is consistent with the K62 model of turbulence and we have fully specified its
FIG. 4. Scatter plot of the reconstructed velocity field from the GROWIAN measurements (shaded gray area in Fig. 2(a)). The points are chosen to lie within the interval \([8.5, 9] \text{ m/s}\) and are color-coded with their corresponding values.

joint multipoint statistics \(4\) in terms of the model parameters.

iv.) relations between longitudinal and transverse structure functions: As described in Appendix C, we obtain the following expression for the transverse structure functions

\[
S_{n,t}(r) = \int_0^\infty d\xi g(\xi)(n-1)!!2^{\frac{n}{2}} \left[ S_{2\xi,t}(r) \right]^{\frac{n}{2}},
\]

which can be related to the longitudinal statistics by the von Kármán-Howarth relation \(7\) according to

\[
S_{n,t}(r) = \int_0^\infty d\xi g(\xi)(n-1)!!2^{\frac{n}{2}} \left[ \frac{1}{2r} \frac{\partial}{\partial r} \left( r^2 S_{2\xi,r}(r) \right) \right]^{\frac{n}{2}}.
\]

In the inertial range, i.e., for \(r \ll L\), this reduces to

\[
S_{n,t}(r) = \int_0^\infty d\xi g(\xi)(n-1)!!\sigma^n \rho(\xi)(r)^n H r^{\frac{n}{2}}
\]

\[
\left[ \frac{2H+2}{r} + \frac{\mu H}{r+x^\mu} - \frac{\mu H}{r+x^\mu} \ln\xi - \frac{1}{A+\mu \ln x^\mu + \frac{x^\mu}{r+x^\mu}} \right]^{\frac{n}{2}}.
\]

Here, we can observe that for \(\mu = 0\), we obtain \(S_{n,t}(r) \sim r^{n H}\), i.e., the same power law as for the longitudinal structure functions \(13\). Whether or not longitudinal and transverse structure functions exhibit different scaling in the inertial range is still not entirely clear \(62\). In this model, differences can arise due to the non-Gaussianity for non-vanishing \(\mu\). Further analysis of potential differences between longitudinal and transverse statistics will be covered in a following publication.

Let us briefly summarize the steps that lead to the results obtained in this section: Firstly, we made an ansatz \(5\) for the two-point correlation tensor \(C_{\xi,\alpha\beta}(r)\), which characterizes the individual Gaussian multivariate statistics in Eq. \(4\) and is based on the assumptions of homogeneity and isotropy of the underlying flow. The two remaining scalar functions of the norm of the separation vector \(\rho = \|r\|\), i.e., the longitudinal and transverse correlation functions \(C_{\xi,rr}(r)\) and \(C_{\xi,tt}(r)\), could further be related by the incompressibility condition for the velocity field, which resulted in Eq. \(7\). Finally, the longitudinal statistics \(13\) was fixed by the K62-scaling, which was achieved by imposing Eq. \(10\) for the longitudinal correlations \(C_{\xi,rr}(r)\). In the following section, we discuss a sampling algorithm that allows one to draw samples from the joint multipoint PDF \(4\).

B. Sampling algorithm for superstatistical random fields

In general, sampling from the joint \(n\)-point PDF \(4\) is a rather challenging task and one typically has to resort to Markov Chain Monte Carlo methods or collapsed Gibbs sampling. In the following, we propose a sampling algorithm which is motivated by sampling of an ordinary Gaussian random field in Fourier space. The central observation here is that Eq. \(4\) can be interpreted as a scale
mixture of Gaussians with different covariances. Therefore, we can first construct a $3 + 1$-dimensional Gaussian velocity field $u_\alpha(\xi, \mathbf{x})$ where the parameter $\xi$ can be interpreted as an additional time coordinate.

The scale mixture can then be introduced by assigning each point in space $\mathbf{x}$ to a different parameter $\xi$, weighed by the lognormal distribution. In some sense, the procedure is thus reminiscent of the sampling of a subordinated process in the context of the Continuous Time Random Walk (indeed, it can be shown that the re-parameterized scale $r_\xi(r)$ in Eq. (1) obeys a Langevin equation with multiplicative noise). On the basis of these observation our sampling algorithm can roughly be divided into two steps:

$i.)$ A Gaussian random field $u_\alpha(\xi, \mathbf{x})$ with an additional dependence on the parameter $\xi$ is constructed in the usual way in Fourier space $\hat{u}_\alpha(\xi, \mathbf{k}) = \int d\mathbf{x} e^{-i\mathbf{k} \cdot \mathbf{x}} u_\alpha(\xi, \mathbf{x})$. For a homogeneous and isotropic velocity field, the kinetic energy spectrum $E_\xi(k)$ can be obtained from a Fourier transform of Eq. (3), i.e.,

$$\hat{C}_{\xi,\alpha\beta}(k) = \int d\mathbf{r} e^{-i\mathbf{k} \cdot \mathbf{r}} C_{\xi,\alpha\beta}(\mathbf{r})$$

according to $E_\xi(k) = \frac{1}{2\pi^2} \sum_{\alpha=\beta} C_{\xi,\alpha\beta}(k)$. A Gaussian random field with the desired kinetic energy spectrum $E(\xi, k)$ can now be constructed as

$$\hat{u}_\alpha(\xi, \mathbf{k}) = E_\xi^{\frac{1}{2}}(k) \varphi_\alpha(\mathbf{k}),$$

where $\varphi(\mathbf{k})$ is a white noise vector with random phases and unit amplitude, which satisfies $\langle \varphi_\alpha(\mathbf{k}) \varphi_\beta(\mathbf{k}') \rangle = \frac{1}{2\pi^2} \left( -\frac{k_x k_y}{k^2} + \delta_{\alpha\beta} \right) \delta(\mathbf{k} + \mathbf{k}')$. Here, it is important to stress that the same realization $\varphi_\alpha(\mathbf{k})$ has to be chosen for each parameter $\xi$ in order to guarantee the appropriate scale mixture.

$ii.)$ After assembling $\hat{u}_\alpha(\xi, \mathbf{k})$ according to Eq. (17) and an inverse Fourier transform, the desired random field $u_\alpha(\mathbf{x})$ is obtained by assigning each spatial point $\mathbf{x}$ a different value $\xi$ from the family of Gaussian random fields $u_\alpha(\xi, \mathbf{x})$. Here, one has to guarantee that neighboring points of $\mathbf{x}$ have been assigned similar values of $\xi$ and that the change in $\xi$ is not too abrupt (this ensures that one does not converge against fractional Gaussian noise at small scale separations). The sampling algorithm is also summarized in Appendix B.

Hence, the proposed sampling method relies on the assumed equivalence of the ensemble average in Eq. (4) (i.e., the average over Gaussian ensembles characterized by different covariance matrices $\Sigma_\xi$) and the average over the reference point $\mathbf{x}$, which is usually invoked to calculate statistical quantities (e.g., correlation or structure functions) from the random field $u(\mathbf{x})$.

The advantage of this method is that one avoids the full computation of the covariance matrix in Eq. (4) which is typically required for Monte Carlo-type sampling methods. Therefore, the computational costs related to the random field synthesis by this method are comparable to the spectral models by Mann or Veers. In the following section, we further outline a method which integrates point-wise turbulence measurement data sets into such superstatistical random fields.

C. Stochastic interpolation of point-wise atmospheric turbulence data by superstatistical random fields

The superstatistical random fields of the previous section can be considered as homogeneous isotropic turbulent wind fields with parameters that can be determined empirically (intermittency coefficient $\mu$, Hurst exponent $H$, and integral length scale $L$). In this section, we discuss a modification of the sampling algorithm that is capable of including experimental measurements $U_i$ at points $x_i$. In order to constrain the superstatistical random field $u(\mathbf{x})$ on these points, we apply the methodology of multipoint Gaussian bridge processes [63, 64] for the family of Gaussian random fields $u(\xi, \mathbf{x})$ in the previous section. Here, the point-wise measurements are denoted by $U_i$ at points $x_i$. The bridge process can thus be constructed from $u(\xi, \mathbf{x})$ according to

$$u^B(\xi, \mathbf{x}) = u(\xi, \mathbf{x}) - [u_\alpha(\xi, x_i) - U_{\alpha, i}] \sigma^{-1}_{\xi, i\alpha; j\beta} \langle u_\beta(\xi, x_j) u(\xi, \mathbf{x}) \rangle,$$

where the covariance matrix is defined as $\sigma_{\xi, i\alpha; j\beta} = \langle u_\alpha(\xi, x_i) u_\beta(\xi, x_j) \rangle$ and summation over the same indices is implied. It can be seen that each bridge process (for varying $\xi$) exactly “hits” the prescribed measurement points, i.e.,

$$u^B(\xi, x_k) = u_\gamma(\xi, x_k) - [u_\alpha(\xi, x_i) - U_{\alpha, i}] \sigma^{-1}_{\xi, i\alpha; j\beta} \langle u_\beta(\xi, x_j) u_\gamma(\xi, x_k) \rangle$$

$$= u_\gamma(\xi, x_k) - [u_\alpha(\xi, x_i) - U_{\alpha, i}] \delta_{ij} \delta_{i\gamma} = U_{\gamma, k},$$

where $\delta_{ij}$ denotes the Kronecker delta.

Non-Gaussian features are again generated by subsequent scale mixing at each point $\mathbf{x}$ with different $\xi$ as outlined in the previous section (see also Appendix C). Hence, combining the Gaussian bridge processes (19) with the proposed non-Gaussian sampling algorithm in Sec. III B provides a three-dimensional reconstruction of a velocity field with exactly controllable intermittency properties from a sparse measurement set. In the following section, we will give a more detailed account of this integrated reconstruction method at the example of the GROWIAN measurement and the extracted model parameters from Sec. III.

IV. RESULTS AND VALIDATION FOR THE RECONSTRUCTED SUPERSTATISTICAL WIND FIELDS

In this section, we demonstrate our reconstruction method at the example of the GROWIAN measurements.
Furthermore, we perform a model validation by comparing certain statistical quantities (e.g., correlation functions, flatness, or longitudinal velocity increment PDFs) against empirical quantities. We must emphasize that this reconstruction method assumes the universality of small-scale turbulent fluctuations in the sense of a K62-type model (i.e., Fig. 2(d) should be continuable to arbitrarily small scales). Nonetheless, the model is finely tunable for any inflow condition and site, for which model parameters have to be determined by the procedure outlined in Sec. II.

To this end, we generated a full three-dimensional velocity field from an exemplary data set of the GROWIAN velocity field (blue) from averaging the entire field in $x$– and $y$–direction.

A scatter plot for a certain range of the reconstructed superstatistical velocity field is shown in Fig. 3(d) and exhibits a rather convoluted structure. Interestingly, some puffs of comparably low velocity can be found at larger heights, but it is not evident whether these result from the constraining on the GROWIAN data or if they are an intrinsic feature of the superstatistical random field itself.

A slice through the velocity field with zero-mean fluctuations and we have to first subtract the mean vertical velocity profile from the measurements. As we also fill up points in between the five heights in Fig. 2(b), we apply a fit for the shear profile (we assumed a logarithmic profile) and then subtract this profile from the measurement points $U_{\alpha,i}$ at the corresponding heights. In the last step the mean vertical velocity profile is added to the stochastically interpolated velocity field. Further model parameters ($H, \mu, L, \sigma$) have to be determined from measurement data (see also Sec. II and are further summarized in Tab. I. Here, the Hurst exponent $H$, the intermittency coefficient $\mu$, and the integral length scale $L$ have been determined from a global analysis of the entire data set (by fitting the PDFs in Fig. 2(d)), whereas the parameter $\sigma$ entering the correlation function (10) has been obtained from the standard deviation $u_{rms}$ of the time series extract (gray-shaded area in Fig. 2(a)) by $u_{rms} = \sigma L^H \sqrt{\Gamma(2H + 1)/2}$ (please note that the dimension of $\sigma$ is [m/s$^2$] only for the special case of $H = 0.5$). Furthermore, the model parameter $L$ does not constitute the integral length scale of the data set, but is a fit parameter which is consistent with the small-scale evolution of the velocity increment PDFs in Fig. 2(d).

A scatter plot for a certain range of the reconstructed superstatistical velocity field is shown in Fig. 3(d) and exhibits a rather convoluted structure. Interestingly, some puffs of comparably low velocity can be found at larger heights, but it is not evident whether these result from the constraining on the GROWIAN data or if they are an intrinsic feature of the superstatistical random field itself.

A slice through the velocity field with zero-mean fluctuations and we have to first subtract the mean vertical velocity profile from the measurements. As we also fill up points in between the five heights in Fig. 2(b), we apply a fit for the shear profile (we assumed a logarithmic profile) and then subtract this profile from the measurement points $U_{\alpha,i}$ at the corresponding heights. In the last step the mean vertical velocity profile is added to the stochastically interpolated velocity field. Further model parameters ($H, \mu, L, \sigma$) have to be determined from measurement data (see also Sec. II and are further summarized in Tab. I. Here, the Hurst exponent $H$, the intermittency coefficient $\mu$, and the integral length scale $L$ have been determined from a global analysis of the entire data set (by fitting the PDFs in Fig. 2(d)), whereas the parameter $\sigma$ entering the correlation function (10) has been obtained from the standard deviation $u_{rms}$ of the time series extract (gray-shaded area in Fig. 2(a)) by $u_{rms} = \sigma L^H \sqrt{\Gamma(2H + 1)/2}$ (please note that the dimension of $\sigma$ is [m/s$^2$] only for the special case of $H = 0.5$). Furthermore, the model parameter $L$ does not constitute the integral length scale of the data set, but is a fit parameter which is consistent with the small-scale evolution of the velocity increment PDFs in Fig. 2(d).
FIG. 6. (a) Correlation functions $C(r)$ evaluated from the entire GROWIAN data set (green). The dashed lines correspond to the correlation function of the reconstructed superstatistical random field depicted in Fig. 4. (b) Flatness $S_4(r)/3S_2(r)^2$ of the GROWIAN data set (green) as well as of the superstatistical random field (dashed curve). A flatness of 1 would be tantamount to a Gaussian distribution of velocity increments. (c) Velocity increment PDFs of the reconstructed superstatistical random field reproduces the non-Gaussian properties of the GROWIAN data set (colored curves). This can also be proven by calculating the modified $n$-point statistics (A.1) for the reconstructed velocity field $u^{(n)}(x)$ as shown in Appendix D.

V. CONCLUSIONS AND POTENTIAL MODEL IMPROVEMENTS

We have presented a novel method to reconstruct a non-Gaussian velocity field from a set of sparse, pointwise atmospheric turbulence measurements. The method is highly relevant for many applications such as the estimation of loads on wind turbines [20], to refine meso-scale models of atmospheric turbulence, as well as for reconstructions of temperature fields or aerosol concentrations. In contrast, to commonly used wind field models [17, 18], our method controls the empirically observed intermittency of atmospheric turbulence with very high accuracy. To our knowledge, the combination of non-Gaussian random fields and the stochastic interpolation of a certain number of sparse measurement points has never been proposed before and should lead to new research collaborations between experiment, numerical simulations, and theory. As stated in Sec. III on superstatistical random field synthesis, our model is currently set up in terms of a homogeneous isotropic turbulence and thus neglects small-scale statistical features due to shear. Only the subsequent reconstruction on the basis of the meteorological mast measurements incorporates the effect of shear, small-scale fluctuations, however, remain homogeneous and isotropic. We must stress that this can be considered as a zeroth-order approximation, and future work has to be devoted to the important question whether shear also acts on small-scales. It seems plausible to assume that a direct consequence of the measurement data entering the bridge construction.

Fig. 6(a) depicts the correlation function $C(r)$ of the entire GROWIAN data set (green) and agrees fairly well with the correlation function of the reconstructed superstatistical random field (dashed curve). The deviations for small $r$ are due to different standard deviations of the velocities evaluated from the entire data set and the excerpt (gray-shaded area in Fig. 2(a)). Moreover, we emphasize that - although the underlying wind field model implies the assumption of homogeneity - we recover the decay of correlations at scales $r < 0.25L$ quite well. Fig. 6(b) shows the flatness $S_4(r)/3S_2(r)^2$ which characterizes deviations from Gaussian distributions of the velocity increments (Gaussianity would imply a flatness of 1). The flatness increases with decreasing $r$ and the GROWIAN predictions (green curve) and the superstatistical random field agree well. Both curves deviate only for small $r$ where the GROWIAN data set exhibits deviations from the nearly linear behavior of the reconstructed field (Fig. 6(b) is plotted in log-log-representation). The latter behavior might be attributed to the limited temporal resolution of the propeller anemometers or might indicate the presence of a dissipation range, and is thus difficult to assess any further. The statistics of the longitudinal velocity increments of the reconstructed superstatistical random field is depicted Fig. 5(c) in form of the dashed lines. Due to the exactly controllable intermittency properties of the random field (by virtue of the joint multipoint statistics (A.1) in combination with the model calibration with the parameters in Tab. I, the superstatistical random field reproduces the non-Gaussian properties of the GROWIAN data set (colored curves). This can also be proven by calculating the modified $n$-point statistics (A.1) for the reconstructed velocity field $u^{(n)}(x)$ as shown in Appendix D.
the effect is scale-dependent and one observes a critical balance between horizontal and vertical fluctuations [65]. If the latter holds true, one should directly modify the correlation tensor [5]. Due to the fact that the proposed statistics in Sec. III consists of a superposition of Gaussian statistics, it is possible to deal with shear and atmospheric stability by similar concepts as in the case of the Mann model [66, 67]. Another possibility would be to use the tensorial form of axisymmetric turbulence [68, 69] with respect to a preferred direction \( \lambda \), namely

\[
C_{\xi,\alpha\beta}(r, \lambda) = A_{\xi}(r, \lambda) \frac{r_{\alpha}r_{\beta}}{r^2} + B_{\xi}(r, \lambda) \delta_{\alpha\beta} + C_{\xi}(r, \lambda) \frac{r_{\alpha}r_{\beta}}{r^2} + D_{\xi}(r, \lambda) \frac{r_{\alpha}r_{\beta}}{r^2} + E_{\xi}(r, \lambda) \frac{\lambda_{\alpha}\lambda_{\beta}}{\lambda^2}. \tag{20}
\]

Latter tensorial form involves five unknown scalar functions, which can be reduced to four by imposing the incompressibility condition of the velocity field. Therefore, other hypothesis, e.g., a scale-dependent balance between the cross terms in Eq. (20), have to be invoked. Another assumption that has been invoked for the reconstruction of the superstatistical random field was Taylor’s hypothesis. Numerous studies have shown that the use of Taylor’s hypothesis in the atmospheric surface layer can be problematic [70–72]. Therefore, future work has to be devoted to a more comprehensive assessment of Taylor’s hypothesis in the context of the wind field reconstruction. However, it should be possible to account for a spatio-temporal spectrum of turbulence by the use of Kraichnan’s random sweeping hypothesis [73] where the correlation tensor [5] should be modified accordingly.

From a numerical point of view, the proposed algorithm in Sec. III B for the construction of purely superstatistical random fields, i.e., without constraining on data points, is rather effective as it operates directly in Fourier space. The resolution of the random fields is therefore limited by machine memory. Only the subsequent reconstruction imposes difficulties as it involves the calculation of correlations between all grid points with the prescribed points (last correlator in Eq. (19)). Latter issue, however, can be addressed by tensor decomposition such as matrix product states. Increasing the wind field reconstruction interval in Fig. 2(a) will be a necessary prerequisite for further applications of superstatistical random fields. This applies in particular to the accurate load or power curve estimations in the context of the wind energy sciences for which statistical significance is a key issue. It is also imaginable that the proposed scale refinement, which “injects” arbitrarily small turbulent fluctuations into a large-scale flow configuration, could be used as a stochastic subgrid model in the context of large eddy simulations. Nonetheless, latter approach will require further considerable efforts in making the constraining algorithm and the Fourier-based scale mixing more computationally efficient.

Further potential future applications include the small-scale enhancement of LiDAR measurements, where small-scale turbulent fluctuations are averaged over probe volumes [9] [29], as well as the study of particle transport in the here-proposed synthetic fields. Furthermore, motivated by studies of wind speed persistence in the atmosphere [74] [75], it would be interesting to investigate whether the here-proposed wind fields exhibit similar features and how these might be connected to wind shear. In this context, we stress again that the current work was motivated by the modeling of small-scale wind field fluctuations by a homogeneous wind field model and future work has to be devoted to account for large-scale coherent structures and memory effects in the atmospheric boundary layer as well [76]. As far as basic turbulence research is concerned, the proposed joint multipoint statistics could also be applied to the hierarchical problem in the statistical description of the Navier-Stokes equation [60]. Latter approach could yield important insights in the physical mechanism underlying the phenomenon of small-scale intermittency, which is not captured by conventional Gaussian approximations.
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Appendix A: Characteristic functional of the velocity field

A first step towards a multipoint statistical description of a random field is the so-called fine-grained n-point-probability density function (PDF)

\[ \hat{f}_n(u_1, x_1; \ldots; u_n, x_n) = \prod_{i=1}^{n} \delta(u_i - u(x_i)) , \]  

(A1)

where \( u_i \) denote sample space variables and the Dirac delta distributions guarantee that the fined-grained PDF is peaked at \( u_i = u(x_i) \) for each point \( x_i \).

The joint n-point probability density function is obtained by averaging over different realizations of the random field \( u(x) \) according to

\[ f_n(u_1, x_1; \ldots; u_n, x_n) = \left\langle \hat{f}_n(u_1, x_1; \ldots; u_n, x_n) \right\rangle \]
\[ = \left\langle \prod_{i=1}^{n} \delta(u_i - u(x_i)) \right\rangle . \]  

(A2)

For later convenience, we define the so-called characteristic functional

\[ \varphi[\eta(x)] = \left\langle e^{\int dx \eta(x) \cdot u(x)} \right\rangle . \]  

(A3)

The joint n-point PDF \( \varphi[\eta(x)] \), for instance, is related to the characteristic functional

\[ \varphi[\eta(x)] = \int_{0}^{\infty} d\xi g(\xi) e^{-\frac{1}{2} \int dx \int dx' \eta_\alpha(x) \eta_\beta(x-x') C_{\xi,\alpha\beta}(x-x')} , \]  

(A4)

which can be shown by using the relation

\[ f_n(u_1, x_1; \ldots; u_n, x_n) = \prod_{j=1}^{n} \int \frac{d\eta_j}{(2\pi)^{3n}} e^{-\frac{i}{2} \sum_{i=1}^{n} \eta_i \cdot u_i} \varphi \left[ \eta(x) = \sum_{i=1}^{n} \eta_i \delta(x - x_i) \right] . \]  

(A5)
Appendix B: Implications of the incompressibility of the velocity field

The incompressibility condition for the velocity field implies that \( \nabla \cdot \mathbf{u}(x) = 0 \). The velocity correlation tensor can be derived from the characteristic functional \([A4]\) according to

\[
C_{\alpha\beta}(\mathbf{r}) = \langle u_{\alpha}(x + \mathbf{r}) u_{\beta}(x) \rangle
\]

\[
= \frac{\delta}{\delta \nabla \cdot \hat{\mathbf{u}}(x + \mathbf{r})} \frac{\delta}{\delta \nabla \cdot \hat{\mathbf{u}}(x)} \mathcal{L}[\mathbf{u}(\mathbf{x})] |_{\eta = 0}
\]

\[
= \int_0^\infty d\xi g(\xi) C_{\xi,\alpha\beta}(\mathbf{r}) . \quad (B1)
\]

Using the incompressibility condition, we obtain

\[
\frac{\partial}{\partial r_{\alpha}} C_{\alpha\beta}(\mathbf{r}) = \left\langle \frac{\partial u_{\alpha}(x + \mathbf{r})}{\partial r_{\alpha}} u_{\beta}(x) \right\rangle = 0 , \quad (B2)
\]

where summation over the same index is implied. Inserting the tensorial form \([\mathbf{3}]\) for \( C_{\xi,\alpha\beta}(\mathbf{r}) \), we obtain

\[
0 = \int_0^\infty d\xi g(\xi) \frac{\partial}{\partial r_{\alpha}} C_{\xi,\alpha\beta}(\mathbf{r}) = \int_0^\infty d\xi g(\xi) \left[ \frac{1}{2r} \frac{\partial}{\partial r} r^2 (C_{\xi,rr}(r) - C_{\xi,tt}(r)) + \frac{\partial C_{\xi,tt}(r)}{\partial r} \right] r_{\beta} \frac{r}{r} , \quad (B3)
\]

which corresponds to Eq. \([4]\).

Appendix C: Determination of longitudinal and transverse velocity increment statistics

First, we derive the longitudinal structure functions

\[
S_{n,r}(r) = \left\langle \left( \left( \frac{\mathbf{r}}{r} \times (\mathbf{u}(\mathbf{x} + \mathbf{r}) - \mathbf{u}(\mathbf{x})) \right) \cdot \frac{\mathbf{r}}{r} \right)^n \right\rangle , \quad (C1)
\]

for even \( n \) (all moments of odd order are zero) from the characteristic functional \([A4]\). We thus obtain

\[
S_{n,r}(r) = \left( \left[ \frac{\delta}{\delta \nabla \cdot \hat{\mathbf{u}}(x + \mathbf{r})} - \frac{\delta}{\delta \nabla \cdot \hat{\mathbf{u}}(x)} \right] \cdot \frac{r}{r} \right)^n \mathcal{L}[\mathbf{u}(\mathbf{x})] |_{\eta = 0}
\]

\[
= \int_0^\infty d\xi g(\xi) (n - 1)! 2^{\frac{n}{2}} [C_{\xi,rr}(0) - C_{\xi,rr}(r)]^{\frac{n}{2}} . \quad (C2)
\]

On the other hand, the transverse structure functions

\[
S_{n,t}(r) = \left( \left( \frac{\mathbf{r}}{r} \times (\mathbf{u}(\mathbf{x} + \mathbf{r}) - \mathbf{u}(\mathbf{x})) \right) \cdot \frac{\mathbf{r}}{r} \right)^n , \quad (C3)
\]

for even \( n \), can be derived from the characteristic functional \([A4]\) according to

\[
S_{n,t}(r) = \left( \left[ \frac{\delta}{\delta \nabla \cdot \hat{\mathbf{u}}(x + \mathbf{r})} - \frac{\delta}{\delta \nabla \cdot \hat{\mathbf{u}}(x)} \right] \cdot \frac{r}{r} \right)^n \mathcal{L}[\mathbf{u}(\mathbf{x})] |_{\eta = 0}
\]

\[
= \int_0^\infty d\xi g(\xi) (n - 1)! 2^{\frac{n}{2}} [C_{\xi,tt}(0) - C_{\xi,tt}(r)]^{\frac{n}{2}} . \quad (C4)
\]

Appendix D: Modification of the joint multipoint statistics due to the measurement points

For the case of a bridge scale mixture, the \( n \)-point statistics \([4]\) gets modified due to the correlation functions,

\[
C_{\xi,\alpha\beta}(\mathbf{x}, \mathbf{x}') = C_{\xi,\alpha\beta}(\mathbf{x} - \mathbf{x}') - C_{\xi,\alpha\gamma}(\mathbf{x} - \mathbf{x}_i) \left[ \sigma_{\xi,\gamma;\delta}^{-1} - \sigma_{\xi,\gamma;\delta,k}^{-1} U_{\xi,k} U_{\xi;l} \sigma_{\xi,j;\delta,k}^{-1} \right] C_{\xi,\beta}(\mathbf{x}' - \mathbf{x}_j) \quad (D1)
\]

This expression now replaces Eq. \([3]\) and modifies the \( n \)-point statistics \([4]\). However, if \( \mathbf{x} - \mathbf{x}' \ll |\mathbf{x}_i - \mathbf{x}_j| \), we can approximate \( C_{\xi,\alpha\beta}(\mathbf{x}, \mathbf{x}') \approx C_{\xi,\alpha\beta}(\mathbf{x} - \mathbf{x}') \). Hence the small-scale statistics still coincide with the K62-type statistics.

Appendix E: Sampling algorithm for the superstatistical random field

Here, we give a brief schematic depiction of the sampling algorithm discussed in Sec. III B. In order to simplify the presentation of the scheme, we simply consider a single component of the velocity field \( u(x) \).
Initialization of the scale mixture:
Assemble the noise vector $\hat{\phi}(k)$ in Fourier space
for $i = 0; \text{ to } N_\xi$ do
  Draw a random number $\xi_i$ from the lognormal distribution $g(\xi)$
  Assemble the correlation function $C_{\xi_i}(r)$ and calculate its Fourier transform $\hat{C}_{\xi_i}(k)$
  Calculate the power spectrum $E_{\xi_i}(k) = \frac{1}{2\pi k^2} \hat{C}_{\xi_i}(k)$
  Multiply the noise vector $\hat{\phi}(k)$ by the amplitudes $E_{\xi_i}^{\frac{1}{2}}(k)$ which results in $\hat{u}(\xi_i, k) = E_{\xi_i}^{\frac{1}{2}}(k) \hat{\phi}(k)$
  Inverse Fourier transform $\hat{u}(\xi_i, k)$ to obtain $u(\xi_i, x)$
  Optionally: Perform the bridge construction \[10\] by linear operation on $u_\alpha(\xi_i, x)$, which transforms $u(\xi_i, x) \rightarrow u^B(\xi_i, x)$
end

Perform the scale mixture:
for $r = |x^2|; \text{ to } R$; do
  Assign velocity field points $u(\xi, x)$ on spherical shell $r$ the same chosen parameter $\xi$, where $i$ is chosen randomly from $[0, N_\xi]$
  Here, $i$ is chosen by an ordinary (integer) Ornstein-Uhlenbeck process in order to avoid the presence of fractional Gaussian noise in $u(x)$
  $u(x) = u(\xi_i, x)$
end
Algorithm 1: Scheme for sampling a realization of the random field $u(x)$ from the joint multipoint PDF \[4\]. The optional point in the for-loop can be applied for constraining the random field on the measurement points $U_i$ at points $x_i$ by the bridge construction \[19\].