Decoupling with random diagonal unitaries
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We investigate decoupling, one of the most important primitives in quantum Shannon theory, by replacing the uniformly distributed random unitaries commonly used to achieve the protocol, with repeated applications of random unitaries diagonal in the Pauli-Z and -X bases. This strategy was recently shown to achieve an approximate unitary 2-design after a number of repetitions of the process, which implies that the strategy gradually achieves decoupling. Here, we prove that even fewer repetitions of the process achieve decoupling at the same rate as that with the uniform ones, showing that rather imprecise approximations of unitary 2-designs are sufficient for decoupling. We also briefly discuss efficient implementations of them and implications of our decoupling theorem to coherent state merging and relative thermalisation.

1 Introduction

The decoupling theorem states that the task of destroying all possible correlations between two quantum systems, can be achieved by applying a randomly chosen unitary to one of the systems, with error bounds expressed in terms of entropic correlation measures. Versions of the theorem can be traced back to the origins of the field of quantum Shannon theory [12, 13, 18, 36] and the original form is responsible not only for simplifying the derivation of known quantum protocols [1, 10], offering critical insight into these procedures, but also for providing operational interpretations for entropic quantities and correlation measures. The decoupling theorem, or simply decoupling, has been particularly used to achieve the state merging protocol [24], giving rise to an operational interpretation for the negativity of quantum conditional entropy that represents a fundamental deviation from the classical counterpart. Decoupling is also relevant to fundamental physics in complex quantum systems, such as the information paradox of quantum black holes [22] and thermalisation in isolated quantum systems [11].

Traditionally, the unitary applied during the protocol is chosen uniformly at random over the entire unitary group according to the unique unitarily invariant probability measure, also known as the Haar measure. These unitary operators are often referred to as Haar random unitaries. In Ref. [16, 17], decoupling with Haar random unitaries was studied in its most general form, and it was revealed that whether this protocol can be achieved depends on a simple sum of the smooth entropy of the initial state and that of a state corresponding to the quantum channel involved in the protocol. Despite that this result has wide applications in quantum information science, Haar random unitaries cannot be efficiently implemented by quantum circuits. Here efficiently means by using at most a polynomial number of gates and random bits. This fact raises the question of what kinds of efficiently implementable probability measures on the unitary
(group achieve decoupling as strong as the Haar measure. One of the analyses goes through using so-called unitary t-designs [3, 5, 7, 9, 14, 15, 19, 20, 28, 32, 40, 41], which simulate up to the tth order statistical moments of Haar random unitaries, and it turned out that approximations of unitary 2-designs can achieve decoupling if the approximation is precise enough [37]. However, it remains open whether such precise approximations are necessary or not.

In this paper, we propose a new method of achieving decoupling, based on the repeated application of random unitaries diagonal in the Pauli-Z and -X bases. This process was first introduced in Ref. [33] and has been shown to constitute an approximate unitary 2-design, which was later proven to constitute t-designs for general t [32]. Together with the fact that an approximate 2-design can achieve decoupling if the approximation is precise enough [37], it immediately follows that the process achieves the decoupling as strong as Haar random ones after a certain number of repetitions. However, we here go on and show that such strong decoupling is achievable after even fewer repetitions, implying that rather imprecise approximations of unitary 2-designs achieve decoupling at the same rate as the Haar one. This result may open the possibility that decoupling could be achieved by random unitaries with less structure than unitary 2-designs even if we require the same rate as the Haar random one. We also prove the concentration of measure for this process and briefly discuss implications of our results to coherent state merging protocols [24] and relative thermalisation [11].

For an introduction to the decoupling theorem in the asymptotic setting we refer, in particular, to a tutorial by Hayden [21] and in the non-asymptotic setting we refer to Ref. [16]. An introduction to the uses of random diagonal unitaries in quantum information science can be found in Ref. [30].

The article is organised as follows. In Section 2 we begin by introducing the necessary notation, where three known versions of the decoupling theorem are also presented for the sake of comparison. The main results are presented in Section 3. There, we also briefly discuss efficient implementations and applications. Section 4 contains the proofs of our results and we conclude with Section 5.

2 Preliminaries

We first introduce our notation, including the definitions of several entropies and random unitaries, in Subsection 2.1. We then provide three known versions of decoupling theorem in Subsection 2.2.

2.1 Notation

We use the standard asymptotic notations, such as \( O \), \( \Omega \), and \( \Theta \), and the standard norms for operators and superoperators, such as the Schatten \( p \)-norms and the diamond norm. The definitions are listed in Appendix A.

Let \( A \) be a system composed of \( N_A \) qubits. We denote by \( \mathcal{H}_A \) the corresponding Hilbert space and by \( d_A = 2^{N_A} \) the dimension of \( \mathcal{H}_A \). The set of bounded operators, positive semidefinite operators, subnormalised states and states on a Hilbert space \( \mathcal{H} \) are denoted by \( \mathcal{B}(\mathcal{H}) \), \( \mathcal{P}(\mathcal{H}) \), \( S_\leq(\mathcal{H}) := \{ \rho \in \mathcal{P}(\mathcal{H}) | \text{Tr} \rho \leq 1 \} \), and \( S(\mathcal{H}) := \{ \rho \in \mathcal{P}(\mathcal{H}) | \text{Tr} \rho = 1 \} \), respectively. Reduced operators of \( X_{AR} \in \mathcal{B}(\mathcal{H}_{AR}) \) are denoted by \( X_A := \text{Tr}_R X_{AR} \) and \( X_R := \text{Tr}_A X_{AR} \). Throughout the paper \( \rho^{-1} \) will be the Moore-Penrose generalised inverse of \( \rho \). We use the Choi-Jamiolkowski representation \( J(T_{A \rightarrow B}) \) of a linear map \( T_{A \rightarrow B} : \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B) \), which is indeed an isomorphism (see Appendix B). In quantum mechanics, an important class of linear maps is a set of completely positive and trace preserving (CPTP) maps, often referred to as quantum channels, of which Choi-Jamiolkowski representations are sometimes called the Choi-Jamiolkowski states.

We also use entropic quantities, namely the conditional collision entropy and conditional min-entropy.

**Definition 1** (Conditional collision entropy and conditional min-entropy [35, 38]). Let \( \rho_{AB} \in S_\leq(\mathcal{H}_{AB}) \). The conditional collision entropy \( H_2(A|B)_\rho \) and the conditional min-entropy \( H_{\min}(A|B)_\rho \)
of $A$ given by $B$ are defined by, respectively,

$$H_2(A|B)_\rho = \sup_{\sigma_B \in S(\mathcal{H}_B)} -\log \text{Tr}((I_A \otimes \sigma_B^{-1/4})\rho_{AB}(I_A \otimes \sigma_B^{-1/4}))^2,$$

$$H_{\min}(A|B)_\rho = \sup_{\sigma_B \in S(\mathcal{H}_B)} \sup_{\lambda \in \mathbb{R}} \{\lambda \in \mathbb{R} : 2^{-\lambda} I_A \otimes \sigma_B - \rho_{AB} \geq 0\},$$

where $I_A$ is the identity operator on $\mathcal{H}_A$.

We also use a smoothed version of the conditional min-entropy. Let $P(\rho, \sigma)$ be the purified distance for $\rho, \sigma \in S_\leq(\mathcal{H})$, given by $P(\rho, \sigma) = \sqrt{1 - \bar{F}(\rho, \sigma)^2}$ where $\bar{F}(\rho, \sigma) := \|\sqrt{\rho} \sqrt{\sigma}\|_1 - \sqrt{(1 - \text{Tr}\rho)(1 - \text{Tr}\sigma)}$.

**Definition 2 (Smooth conditional min-entropy [35]).** Let $\epsilon \geq 0$ and $\rho_{AB} \in S_\leq(\mathcal{H}_{AB})$. The $\epsilon$-smooth conditional min-entropy of $A$ given $B$ is defined by

$$H^\epsilon_{\min}(A|B)_\rho = \sup_{\sigma \in S_\leq(\mathcal{H}_{AB})} \sup_{P(\rho_{AB}, \sigma) \leq \epsilon} H_{\min}(A|B).$$

Random unitaries play crucial roles in decoupling. The definitions are given below.

**Definition 3 (Haar random unitaries).** Let $\mathcal{U}$ be the unitary group, and denote the Haar measure (i.e. the unique unitarily invariant probability measure) on $\mathcal{U}$ by $H$. A Haar random unitary $U$ is a $\mathcal{U}$-valued random variable distributed according to the Haar measure, $U \sim H$.

**Definition 4 (Random $X$- and $Z$-diagonal unitaries [29]).** Let $\mathcal{D}_W(d)$ be the set of unitaries diagonal in the Pauli-$W$ basis $\{|n\rangle_W\}_{n=0}^{d-1}$ ($W = X, Z$), given by $\{\sum_{n=0}^{d-1} e^{i\phi_n} |n\rangle_W : \phi_n \in [0, 2\pi)\}$ for $n \in \{0, \ldots, d - 1\}$. Let $\mathcal{D}_W$ denote a probability measure on it induced by a uniform probability measure on its parameter space $[0, 2\pi]^d$. A random $W$-diagonal-unitary $D$ is a $\mathcal{D}_W(d)$-valued random variable distributed according to $\mathcal{D}_W$, $D \sim \mathcal{D}_W$.

These random unitaries have been applied to a wide variety of problems in quantum information science (see e.g. [28] and [30]). However, implementations of Haar random unitaries on $N$ qubits necessarily use $\Omega(2^{2N})$ quantum gates and at least the same amount of random bits [25], and so, cannot be efficient. This fact has led to the investigations of *unitary $t$-designs* [3, 5, 7, 9, 14, 15, 19, 20, 28, 40, 41]. Let $t$ be a natural number and $G_{U^{\otimes N}}^{(t)}(X)$ be a CPTP map given by $G_{U^{\otimes N}}^{(t)}(X) := E_{U^{\otimes N}}[U^{\otimes t}XU^{\dagger \otimes t}]$ for any $X \in \mathcal{B}(\mathcal{H}^{\otimes t})$, where $E_{U^{\otimes N}}$ represents an average over a probability measure $\nu$. A $\delta$-approximate unitary $t$-design is then defined as follows.

**Definition 5 (Unitary $t$-designs [9, 20]).** Let $\nu$ be a probability measure on the unitary group. A random unitary $U \sim \nu$ is called a $\delta$-approximate unitary $t$-design if $\|G_{U^{\otimes N}}^{(t)} - G_{U^{\otimes N}}^{(t)}\|_0 \leq \delta$. The design is called exact when $\delta = 0$.

Finally, we introduce a probability measure related to a random quantum circuit (RQC). An RQC, first introduced in Refs. [8, 34], is a quantum circuit where each local gate is chosen independently and uniformly at random from a given gate set and is applied to a randomly chosen pair of qubits. In this paper, we denote the RQCs, where the gate set is chosen to be a set of all two-qubit gates, with length $O(L)$ by $RQC(L)$. The $RQC(L)$ is naturally equipped with a probability measure, induced from the random choices of gates and qubits on which the gates are applied. We denote the measure by $RQC(L)$.

### 2.2 Generalised decoupling: Setting and previous results

Let us consider the following bipartite setting with a system $A$ and a reference $R$. Initially, they share a given initial state $\rho_{AR} \in S(\mathcal{H}_{AR})$. We apply a unitary $U_A$ on the system $A$, and the state on $A$ is sent to $B$.
A decoupling rate with a Haar random unitary is given from Ineq. (5) for all $L$ . Moreover, for any $B$ 2-design, respectively. Then, for $\rho_{AR} \in S(\mathcal{H}_{AR})$, a CPTP map $T_{A\rightarrow B}:\mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$, and $\epsilon > 0$,

$$\mathbb{E}_{U_A \sim \nu} \| T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger) - T_B \otimes \rho_R \|_1 \leq 2^{-\frac{1}{2} (H_{\min}(A|R)_{\nu} + H_{\min}(A|B)_R)} + 12 \epsilon.$$  

Moreover, for any $\eta > 0$, an RQC($L$) satisfies

$$\mathbb{E}_{U_A \sim \text{RQC}(L)} \| T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger) - T_B \otimes \rho_R \|_1 \leq \sqrt{\frac{1}{\text{poly}(N_A)}} + 2^{2\eta N_A - H_2(A|R)_{\nu} - H_2(A|B)_R} + 8d_A \delta \epsilon + 12 \epsilon.$$  

for all $L \geq c N_A (\log N_A)^2$, where $c$ is a constant.

A decoupling rate with a Haar random unitary is given from Ineq. (5): for sufficiently small $\epsilon$,

$$\Lambda_{\text{Haar}} = \frac{1}{2} (H_{\min}(A|R)_{\nu} + H_{\min}(A|B)_R).$$  

Figure 1: This figure depicts the decoupling protocol in the most general form. The left diagram shows the protocol starting with an initial state $\rho_{AR}$. The goal is to make the output state $T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger)$ as close as possible to $T_B \otimes \rho_R$ by choosing an appropriate unitary $U_A$.

via a given quantum channel $T_{A\rightarrow B}$. The task of decoupling is to make the resulting state $T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger)$ as close to a product state as possible by selecting an appropriate unitary $U_A$ (see also Fig. 1). In particular, when the resulting state is approximately $T_B \otimes \rho_R$, where $T_B = \text{Tr}_A(J(T_{A\rightarrow B}))$ and $\rho_R = \text{Tr}_A \rho_{AR}$, it is often said that generalised decoupling is achieved [16, 17]. We consider this generalised version in this paper and simply refer to it as decoupling.

In this paper, for a given probability measure $\nu$ on the unitary group, we say decoupling is achievable with an error $\Delta$ when

$$\mathbb{E}_{U_A \sim \nu} \| T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger) - T_B \otimes \rho_R \|_1 \leq \Delta. \quad (4)$$

At this point we can draw an analogy to the asymptotic setting of many independent and identically distributed (i.i.d.) states where we would define the decaying rate of the error as $\lim_{n \rightarrow \infty} \frac{1}{n} \log \Delta$. For our purposes, if $\Delta = O(2^{-A})$, in a slight abuse of nomenclature, we call $A$ the decoupling rate with the random unitary $U_A$. This analogy is justified in the sense that all errors $\Delta$ leading to the same decoupling rate $\Lambda$ give the same asymptotic rate when applying the protocol to many i.i.d. states. Since the left-hand side of Eq. (4) is non-negative, when the error $\Delta$ is sufficiently small or the decoupling rate $\Lambda$ is sufficiently large, almost all unitaries according to the measure $\nu$ approximately achieve decoupling.

In the literature, three generalised versions of decoupling are known, which we summarise in the following theorem.

**Theorem 6 (Decoupling theorems [4, 17, 37]).** Let $H$, and $\text{Des}^{(2,\delta)}$ be the Haar measure and a $\delta$-approximate unitary 2-design, respectively. Then, for $\rho_{AR} \in S(\mathcal{H}_{AR})$, a CPTP map $T_{A\rightarrow B}:\mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$, and $\epsilon > 0$,

$$\mathbb{E}_{U_A \sim H} \| T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger) - T_B \otimes \rho_R \|_1 \leq 2^{-\frac{1}{2} (H_{\min}(A|R)_{\nu} + H_{\min}(A|B)_R)} + 12 \epsilon,$$  

$$\mathbb{E}_{U_A \sim \text{Des}^{(2,\delta)}} \| T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger) - T_B \otimes \rho_R \|_1 \leq \sqrt{1 + 4 \delta A} \ 2^{-\frac{1}{2} (H_{\min}(A|R)_{\nu} + H_{\min}(A|B)_R)} + 8d_A \delta \epsilon + 12 \epsilon.$$  

Moreover, for any $\eta > 0$, an RQC($L$) satisfies

$$\mathbb{E}_{U_A \sim \text{RQC}(L)} \| T_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger) - T_B \otimes \rho_R \|_1 \leq \sqrt{\frac{1}{\text{poly}(N_A)}} + 2^{2\eta N_A - H_2(A|R)_{\nu} - H_2(A|B)_R} + 8d_A \delta \epsilon + 12 \epsilon.$$  

for all $L \geq c N_A (\log N_A)^2$, where $c$ is a constant.
This rate can be also achieved by $\delta$-approximate unitary 2-designs when $\delta = O(d_A^{-4})$, which can be observed from Eq. (6). Due to the asymptotic equipartition property of the smooth conditional min-entropy [39], $\Lambda_{\text{Haar}}$ can be easily transformed to the standard rate in the asymptotic limit of the i.i.d. setting, given by the sum of the conditional von Neumann entropies. The inequality (7) shows that $RQC(N_A(\log N_A)^2)$ achieves decoupling at the expense of exponentially small decoupling errors.

We note that no random unitaries are known so far, which are worse approximations than $O(d_A^{-4})$ of unitary 2-designs but still achieve decoupling at the same rate as $\Lambda_{\text{Haar}}$. This motivates us to explore imprecise approximations of unitary 2-designs achieving decoupling at the rate $\Lambda_{\text{Haar}}$.

3 Main results

Here, we show that decoupling at the rate $\Lambda_{\text{Haar}}$ can be achieved by $\Theta(d_A^{-2})$-approximate unitary 2-designs. We then briefly discuss efficient implementations, and implications to coherent state merging [24] and relative thermalisation [11].

Our strategy is to use independent random $Z$- and $X$-diagonal unitaries. As it is obvious that one use of a random $Z$- or $X$-diagonal unitary cannot achieve decoupling, we need to consider combinations of them, such as alternate applications of random $Z$- and $X$-diagonal unitaries. It turns out however that one repetition of them does not achieve decoupling in general, which is presented in Proposition 7 below (see Appendix C for the proof).

**Proposition 7.** Consider a system $A$ composed of two subsystems $A_1$ and $A_2$ with dimension $d_{A_1}$ and $d_{A_2}$, respectively. Let $\rho_{AR}$ be $\rho_{AR} = \Phi_{A_1,R} \otimes |0\rangle\langle 0|_{A_2}$, where $\Phi_{A_1,R}$ is the maximally entangled state between $A_1$ and $R$, and $|0\rangle$ is in the Pauli-$Z$ basis. Then, for a random unitary $U_A = D^X D^Z$ ($D^X \sim D_X$ and $D^Z \sim D_Z$), we have

$$\mathbb{E}_{U_A \sim D_X \times D_Z} \|\text{Tr}_{A_2}(U_A \rho_{AR} U_A^\dagger) - \text{Tr}_{A_2}J(\text{Tr}_{A_2}) \otimes \rho_R\|_1 \geq \frac{1}{\sqrt{2}} \left( \frac{1}{d_{A_1}} + \frac{1}{d_{A_2}} - \frac{1}{d_A} - \frac{1}{d_A^2} \right).$$

(9)

On the other hand, in the same setting, Haar random unitaries satisfy

$$\mathbb{E}_{U_A \sim H} \|\text{Tr}_{A_2}(U_A \rho_{AR} U_A^\dagger) - \text{Tr}_{A_2}J(\text{Tr}_{A_2}) \otimes \rho_R\|_1 \leq \frac{d_{A_1}}{\sqrt{d_{A_2}}},$$

(10)

where the upper bound is much smaller than the right-hand side of Eq. (9) when $d_{A_1} = O(d_A^{1/3})$.

Proposition 7 provides an explicit example where one repetition of random $Z$- and $X$-diagonal unitaries do not generally achieve decoupling with the same error as the Haar random one. Hence, we consider a number $\ell$ of repetitions, giving rise to a random unitary $D[\ell] := D^X_{\ell+1} D^X_\ell D^Z_\ell \cdots D^X_2 D^Z_2 D^X_1 D^Z_1$,

(11)

where $D^W_i$ are independent $W$-diagonal unitaries ($i = 1, \ldots, \ell + 1, W = X, Z$). Note that the random unitary $D[\ell]$ starts and ends with random $Z$-diagonal unitaries, which is just for simplifying the analysis. We denote by $D[\ell]$ the set of unitaries on which $D[\ell]$ takes its value, and by $D[\ell]$ the probability measure of $D[\ell]$ induced by those of $D^W_i$.

In Ref. [33], $D[\ell]$ was shown to form an approximate unitary 2-design if $\ell$ is sufficiently large.

**Theorem 8 (Ref. [33]).** The random unitary $D[\ell]$ on $N$ qubits is a $\delta$-approximate unitary 2-design where

$$\frac{2}{2^N} \left[ 1 - \frac{1}{2^N - 1} \right] \leq \delta \leq \frac{2}{2^N} \left[ 1 + \frac{2}{2^N - 1} \right].$$

(12)
Theorem 8 implies that $\Theta((\log 1/\delta)/N)$ repetitions are necessary and sufficient for $D[\ell]$ to achieve a $\delta$-approximate unitary 2-design. Together with the decoupling theorem with approximate unitary 2-designs, given in Eq. (6), it immediately follows that decoupling at the rate $\Lambda_{\text{Haar}}$ is achieved by $D[\ell]$ if $\ell \geq 4$. However, our first main result shows that $D[\ell]$ for $\ell \geq 2$ is sufficient for achieving decoupling at rate $\Lambda_{\text{Haar}}$ (see Section 4.2 for the proof).

**Theorem 9 (Main Result 1: Decoupling with $D[\ell]$).** Let $\ell$ be a natural number. In the setting as Theorem 6, it follows that

$$
E_{U_A \sim D[\ell]} \|T_{A \rightarrow B}(U_A \rho_A U_A^\dagger) - \tau_B \otimes \rho_R\|_1 \leq \sqrt{1 + 8d_A^2 \ell^2 2^{-\frac{1}{2}(H_2(A|R) + H_2(A|B))}}.
$$

(13)

In terms of the smooth conditional min-entropy, we have

$$
E_{U_A \sim D[\ell]} \|T_{A \rightarrow B}(U_A \rho_A U_A^\dagger) - \tau_B \otimes \rho_R\|_1 \leq \sqrt{1 + 8d_A^2 \ell^2 2^{-\frac{1}{2}(H_{\min}(A|R) + H_{\min}(A|B))} + 12\epsilon}.
$$

(14)

Noting the factor $d_A^2\ell$ in the coefficient, we observe that decoupling at the rate $\Lambda_{\text{Haar}}$ can be achieved by $D[\ell]$ if $\ell \geq 2$. This result can be rephrased in terms of the approximations of 2-designs. Because $D[2]$ is a $\Theta(d_A^2)-$approximate unitary 2-design and cannot be better due to Theorem 8, this provides the first instance of a random unitary that is less uniform than an $O(d_A^2)$-approximate unitary 2-design but is able to achieve decoupling at the rate $\Lambda_{\text{Haar}}$.

We also provide a probabilistic statement about decoupling with $D[\ell]$.

**Theorem 10 (Main Result 2: Probabilistic decoupling theorem with $D[\ell]$).** For a unitary $U_A$ drawn uniformly at random according to the probability measure $D[\ell]$, and $\eta \geq 0$, it follows that

$$
\text{Prob}_{U_A \sim D[\ell]} \left[ \|T_{A \rightarrow B}(U_A \rho_A U_A^\dagger) - \tau_B \otimes \rho_R\|_1 \leq 2\Delta_{D[\ell]} + \eta \right] \geq 1 - 2e^{-\chi_d A^2 \eta^3},
$$

(15)

where $\Delta_{D[\ell]} = \sqrt{1 + 8d_A^2 \ell^2 2^{-\frac{1}{2}(H_{\min}(A|R) + H_{\min}(A|B))} + 12\epsilon}$ for $\epsilon > 0$, and $\chi_d^2 = 2^{11}(2\ell + 1)^3 K^4 \pi^2$, and $K = d_A\|\rho_A\|_{\infty}$.

The proof is given in Section 4.3.

We here comment on an efficient implementation of $D[\ell]$ and the amount of randomness needed for the implementation. Because $D[\ell]$ consists of random $X$- and $Z$-diagonal unitaries and both cannot be exactly implemented by quantum circuits in efficient ways [31], exact $D[\ell]$ cannot be implemented efficiently. It is also a problem that drawing a random phase from $[0, 2\pi)$ uniformly at random requires an infinite number of random bits, which is surely inefficient. To overcome these problems, we use the standard trick that decoupling is proved by considering first and second moments of random unitaries (see e.g. Ref. [17]). That is, if we use a random unitary that simulates the second order moments of $D[\ell]$, we obtain exactly the same result as Theorem 9. Simulating lower order moments of random $Z$-diagonal unitaries was thoroughly investigated in Ref. [31], from which we obtain conclusions that the same statement as Theorem 9 holds not only for $D[\ell]$ but also for quantum circuits, where the number of gates is $\Theta(N_A^2)$ and the same amount of random bits is used. This is as efficient as most other implementations of unitary 2-designs leading to decoupling [9, 15, 20], both in terms of the number of gates and the amount of randomness, but there is a better implementation, which uses $O(N_A \log^2 N_A)$ gates and $O(N_A)$ random bits [7]. Our circuits have however a simple structure, leading to interesting insights in certain situations. For instance, it is possible to interpret the circuits as dynamics generated by many-body Hamiltonians. Then, the corresponding time-dependent Hamiltonians turn out to be certain types of quantum chaos, implying that decoupling is a typical phenomena in chaotic many-body systems. For more details, see Ref. [32, 33].

Finally, we briefly mention implications of our results to two important applications of decoupling. For more elaborated explanations and formal statements, see Appendix D.
4 Proofs

Here, we provide proofs of our main results. We start with presenting the key lemmas in Subsection 4.1. A proof of Theorems 9 and 10 is given in Subsection 4.2 and 4.3, respectively.

4.1 Key Lemmas

Here, we provide two key lemmas of the proofs of Theorems 9 and 10. Other lemmas needed to prove Theorem 9 are listed in Appendix B.

The most important lemma in the proof of Theorem 9 is about the CPTP map $\mathcal{R}$ defined by $\mathcal{R} = \mathcal{G}^{(2)}_{D_x} \circ \mathcal{G}^{(2)}_{D_y} \circ \mathcal{G}^{(2)}_{D_z}$, where $\mathcal{G}^{(2)}_U$ for a random unitary $U$ is given by $\mathcal{G}^{(2)}_U(X) = \mathbb{E}_U[U \otimes U^\dagger \otimes 2]$. The $\ell$ repetitions of this map are known to be decomposed into a probabilistic mixture of two CPTP maps.

**Lemma 11** (Lemma 2 in Ref. [33]). Let $\ell$ be a natural number. Then, $\ell$ repetitions of the CPTP map $\mathcal{R}$, denoted by $\mathcal{R}^{\ell}$, is given by $\mathcal{R}^{\ell} = (1 - p_\ell)\mathcal{G}^{(2)}_{\mu_I} + p_\ell\mathcal{C}^{(\ell)}$, where $p_\ell = \frac{d^{\ell+1} + d^{\ell} - 2}{d^{\ell+1}(d-1)} = \Theta(d^{-\ell})$, and $\mathcal{C}^{(\ell)}$ is a unitary CPTP map.

For the proof of the probabilistic statement of decoupling, i.e. Theorem 10, we use the concentration of measure on a hypertorus. Let us consider a $K$-dimensional torus $\mathbb{T}^K$ equipped with a normalized product measure $\mu$ and the normalized $\ell^1$-metric $d(\vec{s}, \vec{t})$, given by $\frac{1}{K} \sum_{i=1}^{K} |s_i - t_i|$. Let $\vartheta(r)$ for $r > 0$ be the concentration function on it defined by $\vartheta(r) = \sup \{ 1 - \mu(A_r) : A \subset \mathbb{T}^K, \mu(A) \geq 1/2 \}$, where $A_r = \{ x \in \mathbb{T}^K : d(x, A) < r \}$.

**Lemma 12** (Corollary of Theorem 4.4 in Ref. [27]). The concentration function on $(\mathbb{T}^K, \mu, d)$, defined above, satisfies $\vartheta(r) \leq 2e^{-\frac{k^2}{8d^2}}$.

4.2 Proof of Theorem 9

We now prove Theorem 9. We first use the standard technique of investigating decoupling (see e.g. Ref. [17]), and then combine it with the key lemma to obtain the statement.

We introduce a CP map $\mathcal{E}_{\bar{A}\rightarrow R}$ from $\mathcal{B}(\mathcal{H}_\bar{A})$ to $\mathcal{B}(\mathcal{H}_R)$ satisfying $J(\mathcal{E}_{\bar{A}\rightarrow R}) = \rho_{AR}$, where $\mathcal{H}_{\bar{A}} \cong \mathcal{H}_A$. In terms of $\mathcal{E}_{\bar{A}\rightarrow R}$, the resulting state after the process is given by

$$\mathcal{T}_{A\rightarrow B}(U_A \rho_{AR} U_A^\dagger) = \mathcal{T}_{A\rightarrow B} \otimes \mathcal{E}_{\bar{A}\rightarrow R}(U_A \Phi_{\bar{A}\bar{A}} U_A^\dagger),$$

where $\Phi_{\bar{A}\bar{A}}$ is the maximally entangled state between $A$ and $\bar{A}$. Denoting $\Phi_{\bar{A}\bar{A}} - I_A/\sqrt{d} \otimes I_{\bar{A}}/\sqrt{d}$ by $\xi_{AA}$, $\|\mathcal{T}_{A\rightarrow B} \otimes \mathcal{E}_{\bar{A}\rightarrow R}(U_A \Phi_{\bar{A}\bar{A}} U_A^\dagger) - \tau_B \otimes \rho_R\|_1$ is written as $\|\mathcal{T}_{A\rightarrow B} \otimes \mathcal{E}_{\bar{A}\rightarrow R}(U_A \xi_{AA} U_A^\dagger)\|_1$. Following the same
approach in Ref. [17], we obtain
\[
\left(\mathbb{E}_{U_A \sim D[\ell]}|\mathcal{T}_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow R}(U_A \xi_A U_A^\dagger)\right)_1^2 \leq \text{Tr} \mathbb{E}_{U_A \sim D[\ell]} \left[ (U_A \xi_A U_A^\dagger)^{\otimes 2} \right] \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \otimes \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'}),
\] (17)
where \( \tilde{T}_{A \rightarrow B}(\rho) := \sigma_B^{1/4} \tilde{T}_{A \rightarrow B}(\rho) \sigma_B^{-1/4} \), \( \tilde{\xi}_{A \rightarrow R}(\rho) := \sigma_{R}^{-1/4} \xi_{A \rightarrow R}(\rho) \sigma_{R}^{-1/4} \) for any \( \sigma_W \in \mathcal{S}(\mathcal{H}_W) \) (\( W = B, R \)), * represents the adjoint in terms of the Hilbert-Schmidt inner product, and \( \mathbb{F}_{WW'} \in \mathcal{B}(\mathcal{H}_W^{\otimes 2}) \) (\( W = B, R \)) is the swap operator defined by \( \sum_{i,j} |ij)(ji|_{WW'} \).

Now, we rewrite the average operator \( \mathbb{E}_{U_A \sim D[\ell]}[(U_A \xi_A U_A^\dagger)^{\otimes 2}] \) in terms of the map \( \mathcal{R}_{AA'} \). To this end, we use a fact that applying two random \( Z \)-diagonal unitaries is equivalent to applying only one, which is due to the uniform distribution of the unitaries. Hence, the random unitary \( D[\ell] \) is equivalent given by \( D[\ell] = \prod_{i=1}^{d} D_i^3 D_i \), where all random diagonal unitaries are independent and \( \prod_{i=1}^{d} \) is in the reverse order. Recalling the definition of \( \mathcal{R}_{AA'} \) and noting that, when an average is taken over all random unitaries, the independence of random unitaries enables us to take averages of each random unitary separately, we obtain
\[
\mathbb{E}_{U_A \sim D[\ell]}[(U_A \xi_A U_A^\dagger)^{\otimes 2}] = \mathcal{R}_{AA'}^{\ell}(\xi_A \otimes \xi_{A'}),
\]
which leads to an upper bound in terms of \( \mathcal{R}_{AA'} \):
\[
\left(\mathbb{E}_{U_A \sim D[\ell]}|\mathcal{T}_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow E}(U_A \xi_A U_A^\dagger)\right)_1^2 \leq \text{Tr} \mathcal{R}_{AA'}^{\ell}(\xi_A \otimes \xi_{A'}) \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \otimes \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'}).
\] (19)

Due to Lemma 11, the map \( \mathcal{R}_{AA'}^{\ell} \) can be further decomposed into the map corresponding to a Haar random unitary and the unital CPTP map \( \mathcal{C}(\ell) \), leading to
\[
\left(\mathbb{E}_{U_A \sim D[\ell]}|\mathcal{T}_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow E}(U_A \xi_A U_A^\dagger)\right)_1^2 \leq (1 - p_\ell) \text{Tr} \mathcal{G}_{H,AA'}^{(2)}(\Phi_{AA} \otimes \Phi_{A'A'}) \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \otimes \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'})
\]
\[
+ p_\ell \text{Tr} \mathcal{C}_{AA'}^{\ell}(\xi_A \otimes \xi_{A'}) \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \otimes \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'}),
\]
(20)
The first term of the right-hand side in Eq. (20) is exactly the same as the term investigated in Ref. [17] and is bounded from above as
\[
\text{Tr} \mathcal{G}_{H,AA'}^{(2)}(\Phi_{AA} \otimes \Phi_{A'A'}) \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \otimes \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'}) \leq \text{Tr} \tilde{\tau}_{AB}^2 \text{Tr} \tilde{\rho}_{AR}^2,
\]
(21)
where \( \tilde{\tau}_{AB} = J(\tilde{T}_{A \rightarrow B}) \) and \( \tilde{\rho}_{AB} = J(\tilde{\xi}_{A \rightarrow R}) \). For the second term of the right-hand side in Eq. (20), we substitute \( \xi_{A'A'} = \Phi_{A'A'} - I_{AA'} / d_A \) and obtain
\[
\mathcal{C}_{AA'}^{\ell}(\xi_A \otimes \xi_{A'}) = \mathcal{C}_{AA'}^{\ell}(\Phi_{AA} \otimes \Phi_{A'A'}) - I_{AA'A'} / d_A^4,
\]
(22)
where we have used a fact that \( \mathcal{C}(\ell) \) is unital. Then, the second term of the right-hand side in Eq. (20) is bounded from above by
\[
\text{Tr} \mathcal{C}_{AA'}^{\ell}(\xi_A \otimes \xi_{A'}) \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \otimes \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'})
\]
\[
\leq \| \mathcal{C}_{AA'}^{\ell}(\xi_A \otimes \xi_{A'}) \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \otimes \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'}) \|_1
\]
(23)
\[
\leq \| \mathcal{C}_{AA'}^{\ell}(\xi_A \otimes \xi_{A'}) \|_1 \| \tilde{T}_{B \rightarrow A}^{\otimes 2} (\mathbb{F}_{BB'}) \|_\infty \| \tilde{\xi}_{R \rightarrow A}^{\otimes 2} (\mathbb{F}_{RR'}) \|_\infty
\]
\[
\leq d_A^3 \| \mathcal{C}_{AA'}^{\ell}(\Phi_{AA} \otimes \Phi_{A'A'}) - I_{AA'A'} / d_A^4 \|_1 \text{Tr} \tilde{\tau}_{AB}^2 \text{Tr} \tilde{\rho}_{AR}^2
\]
\[
\leq 2 d_A^5 \text{Tr} \tilde{\tau}_{AB}^2 \text{Tr} \tilde{\rho}_{AR}^2,
\]
(24)
(25)
(26)
(27)
where the second inequality is obtained by the Hölder’s inequality, the third one by Lemma 15 in Appendix B, and the last one by the triangle inequality and the fact that \( \mathcal{C}_{AA'}^{\ell} \) is a CPTP map.

Together with these upper bounds, we obtain from Eq. (20) that
\[
\left(\mathbb{E}_{U_A \sim D[\ell]}|\mathcal{T}_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow E}(U_A \xi_A U_A^\dagger)\right)_1^2 \leq (1 + (2d_A^2 - 1)p_\ell) \text{Tr} \tilde{\tau}_{AB}^2 \text{Tr} \tilde{\rho}_{AR}^2
\]
\[
\leq (1 + 8d_A^2 - \ell) \text{Tr} \tilde{\tau}_{AB}^2 \text{Tr} \tilde{\rho}_{AR}^2
\]
(28)
(29)
Recalling \[ |T_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow R}(U_A \xi_A \bar{U}_A^t)|_1 = |T_{A \rightarrow B}(U_A \rho_{AR} U_A^t) - \tau_B \otimes \rho_R|_1 \] and choosing \( \sigma_X \) (\( X = B, R \)) such that \( \operatorname{Tr} \rho_{AR} = 2^{-H_2(A|R)_\rho} \) and \( \operatorname{Tr} \tau_{AB} = 2^{-H_2(A|B)_\rho} \), we obtain the desired result:

\[
E_{U_A \sim \mathcal{D}[\ell]} |T_{A \rightarrow B}(U_A \rho_{AR} U_A^t) - \tau_B \otimes \rho_R|_1 \leq \sqrt{1 + 8d_A^2 - 2^{2 - \frac{1}{2}(H_2(A|B)_\rho + H_2(A|R)_\rho)}}. \tag{30}
\]

The statement in terms of the smooth conditional min-entropies is obtained following the same approach in Ref. [17].

4.3 Proof of Theorem 10

Let \( \mathcal{D}[\ell] \) be a set of unitaries \( \{Z_{i+1} \prod_{i=1}^\ell X_i Z_i : W_i \in \mathcal{D}_W(d), W \in \{X, Z\}, i = 1, \ldots, \ell + 1\} \) on which the random unitary \( \mathcal{D}[\ell] \) takes the value. To prove Theorem 10, we start with a simple observation that \( \mathcal{D}[\ell] \) is isomorphic to a \((2\ell + 1)d_A\)-dimensional torus \( \mathbb{T}^{(2\ell + 1)d_A} \). We prove Theorem 10 based on the concentration of measure on \( \mathbb{T}^{(2\ell + 1)d_A} \) equipped with the normalized product measure \( \mu \) and the normalized \( \ell \)-metric given by \( d(s, t) = \frac{1}{2\pi^{(2\ell + 1)d_A}} \sum_{i=1}^{(2\ell + 1)d_A} |s_i - t_i| \) for \( s, t \in \mathbb{T}^{(2\ell + 1)d_A} \).

We again use a CP map \( \mathcal{E}_{A \rightarrow R} \), defined by \( \mathcal{E}_{A \rightarrow R} = \rho_{AR} \). Let \( \Delta(U_A) \) be \( |T_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow R}(U_A \Phi_{AA} U_A^t) - \tau_B \otimes \rho_R|_1 \) for \( U_A \in \mathcal{D}[\ell] \) and \( \Delta_M \) be a median of \( \Delta(U_A) \). We denote by \( \phi_U \) the point on \( \mathbb{T}^{(2\ell + 1)d_A} \) corresponding to \( U_A \) and define \( S \) by \( \{\phi_U \in \mathbb{T}^{(2\ell + 1)d_A} : \Delta(U_A) \leq \Delta_M\} \). We also denote by \( S_r \) an \( r \)-neighbourhood of \( S \) given by \( S_r = \{\phi \in \mathbb{T}^{(2\ell + 1)d_A} : d(\phi, S) < r\} \). As \( \Delta_M \) is the median, \( S \) satisfies \( \mu(S) \geq 1/2 \), leading to \( 1 - \mu(S_r) \leq \vartheta(r) \), where \( \vartheta(\eta) \) is the concentration function on \( (\mathbb{T}^{(2\ell + 1)d_A}, \mu, d) \). As \( \mu \) is a normalized measure, this is equivalent to

\[
\mu(\{\phi \in \mathbb{T}^{(2\ell + 1)d_A} : d(\phi, S) \geq r\}) \leq \vartheta(r). \tag{31}
\]

Using Lemma 12, we have

\[
\mu(\{\phi \in \mathbb{T}^{(2\ell + 1)d_A} : d(\phi, S) \geq r\}) \leq 2e^{-\frac{2^{(2\ell + 1)d_A}r^2}{\pi}}. \tag{32}
\]

We relate this inequality with the probability on \( \mathcal{D}[\ell] \) according to \( \mathcal{D}[\ell] \), that \( \Delta(U_A) \) deviates from its median \( \Delta_M \) by more than \( \eta \). To do so, we calculate an upper bound of \( |\Delta(U_A) - \Delta(V_A)| \), where \( U_A, V_A \in \mathcal{D}[\ell] \), in terms of a distance \( d(\phi_U, \phi_V) \) on \( \mathbb{T}^{(2\ell + 1)d_A} \).

Defining \( K \) by \( \max\{|T_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow R}(X)|_1 : X \in \mathcal{B}(\mathcal{H}_A^{\otimes 2}), \|X\|_1 \leq 1\} \), we have

\[
|\Delta(U_A) - \Delta(V_A)| \leq |T_{A \rightarrow B} \otimes \mathcal{E}_{A \rightarrow R}(U_A \Phi_{AA} U_A^t - V_A \Phi_{AA} V_A^t)|_1 \tag{33}
\leq K|U_A \Phi_{AA} U_A^t - V_A \Phi_{AA} V_A^t|_1 \tag{34}
\leq \sqrt{2}K|U_A \Phi_{AA} U_A^t - V_A \Phi_{AA} V_A^t|_2 \tag{35}
\leq 2K|(|U_A - V_A| \Phi_{AA})|, \tag{36}
\]

where we used the triangular inequality in the first line, a fact that the rank of \( U_A \Phi_{AA} U_A^t - V_A \Phi_{AA} V_A^t \) is at most two and \( |A|_1 \leq \sqrt{\text{rank} A} |A|_2 \) in the third line, and \( |\langle \phi \rangle - |\psi\rangle | \leq \sqrt{2} |\phi - |\psi\rangle | \) in the last line.

As \( U_A, V_A \in \mathcal{D}[\ell] \), we denote them by \( Z_A^{(\ell + 1)} \prod_{m=1}^\ell X_A^{(m)} Z_A^{(m)} \) and \( \bar{Z}_A^{(\ell + 1)} \prod_{m=1}^\ell \bar{X}_A^{(m)} \bar{Z}_A^{(m)} \), respectively, where \( W_A^{(m)}, \bar{W}_A^{(m)} \in \mathcal{D}_{W, \text{diag}} \) (\( W \in \{X, \bar{X}\} \) and \( m = \{1, \ldots, \ell + 1\} \)). Using this notation and using Lemma 16, we have

\[
|\Delta(U_A) - \Delta(V_A)| \leq 2K \left( \sum_{m=1}^{\ell + 1} |Z_A^{(m)} - \bar{Z}_A^{(m)}| \Phi_{AA} \right) + \sum_{m=1}^{\ell} |X_A^{(m)} - \bar{X}_A^{(m)}| \Phi_{AA} \right). \tag{37}
\]
Denoting $Z_A^{(m)} = \text{diag}_Z(e^{i\xi_1^{(m)}}, \ldots, e^{i\xi_d^{(m)}})$ and $\tilde{Z}_A^{(m)} = \text{diag}_Z(e^{i\tilde{\xi}_1^{(m)}}, \ldots, e^{i\tilde{\xi}_d^{(m)}})$, we have

\[ |(Z_A^{(m)} - \tilde{Z}_A^{(m)})|_{\Phi_{A\bar{A}}}^2 = \frac{1}{d_A} \sum_{k=1}^{d_A} |e^{i\xi_k^{(m)}} - e^{i\tilde{\xi}_k^{(m)}}|^2 \]

\[ \leq \frac{2}{d_A} \sum_{k=1}^{d_A} |e^{i\xi_k^{(m)}} - e^{i\tilde{\xi}_k^{(m)}}| \]

\[ \leq \frac{2}{d_A} \sum_{k=1}^{d_A} |\xi_k^{(m)} - \tilde{\xi}_k^{(m)}|, \]

for any $m$, where we used facts that $x^2 \leq x$ for $x \in [-1, 1]$ in the second line and that $|e^{ix} - e^{iy}| \leq |x - y|$ in the last line. Thus, we have

\[ |(Z_A^{(m)} - \tilde{Z}_A^{(m)})|_{\Phi_{A\bar{A}}} \leq \left( \frac{2}{d_A} \sum_{k=1}^{d_A} |\xi_k^{(m)} - \tilde{\xi}_k^{(m)}| \right)^{1/2}. \]

Similarly, we have

\[ |(X_A^{(m)} - \tilde{X}_A^{(m)})|_{\Phi_{A\bar{A}}} \leq \left( \frac{2}{d_A} \sum_{k=1}^{d_A} |\chi_k^{(m)} - \tilde{\chi}_k^{(m)}| \right)^{1/2}, \]

for $X_A^{(m)} = \text{diag}_X(e^{i\chi_1^{(m)}}, \ldots, e^{i\chi_d^{(m)}})$ and $\tilde{X}_A^{(m)} = \text{diag}_X(e^{i\tilde{\chi}_1^{(m)}}, \ldots, e^{i\tilde{\chi}_d^{(m)}})$. Substituting Eqs. (41) and (42) into Eq. (37) and using the convexity of $\sqrt{x}$, $|\Delta(U_A) - \Delta(V_A)|$ is bounded from above as follows;

\[ |\Delta(U_A) - \Delta(V_A)| \leq 2K \sqrt{\frac{2(2\ell + 1)}{d_A} \sum_{m=1}^{d_A} \sum_{k=1}^{d_A} |\xi_k^{(m)} - \tilde{\xi}_k^{(m)}| + \sum_{m=1}^{d_A} \sum_{k=1}^{d_A} |\chi_k^{(m)} - \tilde{\chi}_k^{(m)}|} \]

\[ \leq 4(2\ell + 1)K\sqrt{\pi d(\phi_U, \phi_V)}. \]

The equation (44) implies that, to change the value of $\Delta(U_A)$ by more than $\eta$ from its median $\Delta_M$, it is necessary to change the value of $d(\phi_U, \phi_V)$ by at least $\frac{\eta^2}{4(2\ell + 1)K\sqrt{\pi}}$. Thus, we obtain from Eq. (32) that

\[ \text{Prob}_{U_A \sim D[\eta]}[|\Delta(U_A) - \Delta_M| \geq \eta] \leq \mu\left(\{\phi \in T^{(2\ell + 1)d_A} : d(\phi, S) \geq \frac{\eta^2}{2(2\ell + 1)^2K^2\pi}\}\right) \]

\[ \leq 2\exp\left[-\frac{d_A\eta^4}{2^{11}(2\ell + 1)^3K^4\pi^2}\right]. \]

The median is replaced with the expectation value using Markov’s inequality $\Delta_M \leq 2\mathbb{E}_{U_A \sim D[\eta]}|\Delta(U_A)|$, and we can use an upper bound of the expectation value given in Eq. (14) in terms of the conditional smooth entropies.

Finally, we investigate $K$. As $K := \max\{\|T_{A\rightarrow B} \otimes E_{A\rightarrow R}(X)\|_1 : X \in B(H_A \otimes H_A), \|X\|_1 \leq 1\}$, it is bounded from above by $\|T_{A\rightarrow B} \otimes E_{A\rightarrow R}\|_{1 \rightarrow 1} = \max\{\|T_{A\rightarrow B} \otimes \sigma_{A\bar{A}}\|_1 : \sigma_{A\bar{A}} \in S(H_A \otimes H_A)\}$. Using the Choi-Jamiołkowski representation $\tau_{AB} = J(T_{A\rightarrow B})$ and $\rho_{AB} = J(E_{A\rightarrow R})$ (see Lemma. 13), we obtain

\[ |T_{A\rightarrow B} \otimes E_{A\rightarrow R}(\sigma_{A\bar{A}})|_1 = d_A^2 |\text{Tr}_{A\bar{A}}(\sigma_{A\bar{A}}^T \otimes I_{BR})(\tau_{AB} \otimes \rho_{AB})|_1 \]

\[ = d_A^2 |\text{Tr}(\sigma_{AA}^T \otimes I_{BR})(\tau_{AB} \otimes \rho_{AB})| \]

\[ = d_A^2 |\text{Tr}(\sigma_{AA}^T)(\tau_{A} \otimes \rho_{A})| \]

\[ = d_A |\text{Tr}(\sigma_{A}^T \rho_{A})|. \]

where we used that $\tau_A = I_A/d_A$, as $T_{A\rightarrow B}$ is a TP map, in the last line. This implies $K \leq d_A|\rho_A|_\infty$. ■
5 Conclusion

We have investigated decoupling with $D[\ell]$, a random unitary obtained by alternately applying independent random $Z$- and $X$-diagonal unitaries $\ell$ times. We have shown that, if $\ell \geq 2$, $D[\ell]$ achieves decoupling at the same rate as the Haar random one. As $D[2]$ forms a $\Theta(d_A^{-2})$-approximate unitary 2-design and cannot be better, our result implies that decoupling at the same rate as the Haar random one is achievable with rather imprecise approximations of unitary 2-designs. Although this construction itself is not efficient, we have explained that the same results can be obtained by efficient quantum circuits and by the dynamics generated by time-dependent chaotic Hamiltonians. We have also provided a concentration of measure phenomena for the decoupling with $D[\ell]$ and have briefly discussed implications of our results to information theoretic protocols and relative thermalisation.

A natural open question is if worse approximations of unitary 2-designs can achieve the same rate of decoupling. Since we have presented that $\Theta(d_A^{-2})$-approximations can achieve decoupling, what is not clear is whether $\Omega(d_A^{-1})$-approximations could achieve decoupling. This question can be rephrased in terms of $D[\ell]$. Since we have shown that $D^X D^Z$ does not achieve decoupling in general (Proposition 7) and that $D[2] = \tilde{D}^Z \tilde{D}^X \tilde{D}^Z D^X D^Z$ achieves decoupling well (Theorem 9), it is interesting to investigate decoupling with $D[1] = D^Z D^X D^Z$, which is a $\Theta(d_A^{-1})$-approximate unitary 2-design.

Another natural and theoretically interesting question is whether random unitaries strictly less uniform than unitary 2-designs could achieve the Haar decoupling rate. This is important to figure out what properties of Haar random unitaries enable us to achieve decoupling. One possible way to address this question is to use random quantum circuits and to analyse the relation between the length of the circuits and the decoupling rate achievable with the circuit, which is in the same spirit as Ref. [4]. Another approach is to address the question directly in terms of unitary designs. To this end, it may be significant to generalise the idea of unitary $t$-designs, defined so far only for a natural number $t$, to “finer” versions by introducing smooth parameters quantifying the uniformity of random unitaries, such as unitary $t$-designs for positive real numbers $t$. It is not clear if such unitary designs can be defined in the way consistent with the standard definitions of designs. Nevertheless, we believe that addressing this question will lead to new developments of the theory of random unitaries.

Finally, in Ref. [33] and in this paper, we have shown that diagonal unitaries, which can implement a unitary 2-design and achieve decoupling, are potentially useful in quantum information science. Our constructions use quantum circuits with a constant number of commuting parts, which may lead to a simplification of the experimental realisation to some extent. However, in many tasks, a unitary 2-design or decoupling is just one primitive of the whole process, and non-commuting gates are required in the rest of the protocols. It is hence interesting and practically useful to invent the method of re-organising the quantum circuit so that it consists of the minimal number of commuting parts.
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A  Notation in detail

Let \( f(n) \) and \( g(n) \) be functions on \( \mathbb{R}^+ \). We say \( f(n) = O(g(n)) \) if there exist \( c, n_0 > 0 \) such that \( f(n) \leq cg(n) \) for all \( n \geq n_0 \). When there exist \( c, n_0 > 0 \) such that \( f(n) \geq cg(n) \) for all \( n \geq n_0 \), we say \( f(n) = \Omega(g(n)) \). If \( f(n) = O(g(n)) \) and \( f(n) = \Omega(g(n)) \), we denote it by \( f(n) = \Theta(g(n)) \).

The 1-norm, the 2-norm and the operator norm of \( X \in \mathcal{B}(\mathcal{H}) \) are given by \( \|X\|_1 := \text{Tr}\sqrt{X^†X} \), \( \|X\|_2 := \sqrt{\text{Tr}X^†X} \), and \( \|X\|_\infty := \max_i x_i \), where \( \{x_i\} \) are the singular values of \( X \), respectively. They satisfy \( \|X\|_1 \geq \|X\|_2 \geq \|X\|_\infty \) for any \( X \in \mathcal{B}(\mathcal{H}) \).

The 1-norm is of particular importance in quantum information science because it provides the optimal success probability \((1 + |\rho - \sigma|)/2\) when we would like to distinguish two quantum states \( \rho \) and \( \sigma \). For a superoperator \( \mathcal{C} : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \), the diamond norm is defined by

\[
\|\mathcal{C}\|_\diamond := \sup_k \sup_{\|X\|_1 = 1} \|\mathcal{C} \otimes \text{id}_k(X)\|_1
\]

where \( \text{id}_k \) is the identity map acting on a Hilbert space of dimension \( k \). Similarly to the 1-norm for quantum states, the diamond norm provides the optimal success probability to distinguish two quantum channels when we are allowed to use auxiliary systems.

B  Additional Lemmas

Here, we list lemmas. The proofs are given in the referred papers or right after the lemma.

**Lemma 13 (Choi-Jamiołkowski representation [6, 26]).** The Choi-Jamiołkowski map \( J \) is an isomorphism between a set of linear maps from \( \mathcal{B}(\mathcal{H}_A) \) to \( \mathcal{B}(\mathcal{H}_B) \) and \( \mathcal{B}(\mathcal{H}_{AB}) \). The map \( J \) is explicitly given by

\[
J(T_{A\to B}) = (\text{id}_A \otimes T_{A'\to B})(|\Phi\rangle\langle\Phi|_{AA'}),
\]

where \( \text{id}_A \) is the identity map on \( \mathcal{H}_A \), \( |\Phi\rangle_{AA'} = \frac{1}{\sqrt{d_A}} \sum_{i} |ii\rangle_{AA'} \) is the maximally entangled state in \( \mathcal{H}_{AA'} \), and \( \mathcal{H}_{A'} \cong \mathcal{H}_A \). The inverse map \( J^{-1} \) takes an operator \( X_{AB} \in \mathcal{B}(\mathcal{H}_{AB}) \) to the linear map \( T_{A\to B} \) given by

\[
T_{A\to B}(Y_A) = d_A \text{Tr}_A(Y_A^T \otimes I_B)X_{AB}
\]

for any \( Y_A \in \mathcal{B}(\mathcal{H}_A) \), where \( T \) represents a transpose with respect to the Schmidt basis used in \( |\Phi\rangle_{AA'} \).

**Lemma 14 (Swap trick (see e.g. Ref. [28])).** Let \( X, Y \in \mathcal{B}(\mathcal{H}) \). Then, \( \text{Tr}(X \otimes Y)F = \text{Tr}XY \).

**Lemma 15 (Ref. [37]).** For a linear map \( \mathcal{C}_{A\to B} \) from \( \mathcal{B}(\mathcal{H}_A) \) to \( \mathcal{B}(\mathcal{H}_B) \), its adjoint map \( \mathcal{C}_{B\to A}^* \) in terms of the Hilbert-Schmidt inner product, defined by \( \text{Tr}(\mathcal{C}_{A\to B}(X_A)Y_B) = \text{Tr}X_A\mathcal{C}_{B\to A}(Y_B) \), satisfies \( \|\mathcal{C}_{B\to A}(F_{BB'})\|_\infty \leq d_A\text{Tr}J(\mathcal{C}_{A\to B})^2 \).

Finally, we use a simple inequality for the vector norm.

**Lemma 16.** Let \( |\Phi_{AA'}\rangle \) be a vector corresponding to the maximally entangled state in \( \mathcal{H}_{AA'} \). For unitaries \( U_A, U'_A, V_A, V'_A \) acting on \( \mathcal{H}_A \), it holds that

\[
|\langle U_AU'_A - V_AV'_A | \Phi_{AA'} \rangle| \leq |\langle U_A - V_A | \Phi_{AA'} \rangle| + |\langle U'_A - V'_A | \Phi_{AA'} \rangle|.
\]

**Proof.** Using the triangular inequality, we have

\[
|\langle U_AU'_A - V_AV'_A | \Phi_{AA'} \rangle| \leq |\langle U_A - V_A | U'_A | \Phi_{AA'} \rangle| + |\langle V_A | V'_A - U'_A | \Phi_{AA'} \rangle|.
\]

As the norm is invariant under a unitary transformation, the second term on the right-hand side is simply equal to \( |\langle U'_A - V'_A | \Phi_{AA'} \rangle| \). Using the property of the maximally entangled state such that \( W_A |\Phi_{AA'}\rangle = W_A^T |\Phi_{AA'}\rangle \), where \( T \) is the transpose in the Schmidt basis of \( |\Phi_{AA'}\rangle \) in \( \mathcal{H}_{A'} \), the first term on the right-hand side is given by \( |\langle U_A - V_A | (U'_A)^T | \Phi_{AA'} \rangle| \), which is also equal to \( |\langle U'_A | (U_A - V_A) | \Phi_{AA'} \rangle| = |\langle U_A - V_A | (U'_A)^T | \Phi_{AA'} \rangle| \). □
C Proof of Proposition 7

As \( |X|_1 \geq |X|_2 \) for any \( X \in \mathcal{B}(\mathcal{H}) \), we obtain

\[
\mathbb{E}_{U_A \sim \mathcal{D}_X \times \mathcal{D}_Z}[\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger) - \tau_A \otimes \rho \Lambda] \geq \mathbb{E}[\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger) - \tau_A \otimes \rho \Lambda]_2 \\
= \mathbb{E}\sqrt{\text{Tr}(\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger) - \tau_A \otimes \rho \Lambda)^2}^2 \\
\geq \frac{1}{\sqrt{2}}\mathbb{E}\text{Tr}(\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger) - \tau_A \otimes \rho \Lambda)^2.
\]

(56)

(57)

(58)

where we used an inequality \( \sqrt{x} \leq x \) for \( 0 \leq x \leq 1 \) and a fact that \( \text{Tr}(\rho - \sigma)^2 \leq 2 \) for any \( \rho, \sigma \in \mathcal{S}(\mathcal{H}) \).

Substituting \( \tau_A = \rho \Lambda = I_A/d_A \), and using a swap trick (Lemma 14) and \( \mathbb{E}_{U_A \sim \mathcal{D}_X \times \mathcal{D}_Z}[U_A \rho \Lambda R U_A^\dagger] = I_A/d_A \otimes \rho \Lambda \), we obtain

\[
\mathbb{E}_{U_A \sim \mathcal{D}_X \times \mathcal{D}_Z}[\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger) - \tau_A \otimes \rho \Lambda]_1 \geq \frac{1}{\sqrt{2}}\mathbb{E}\left[\text{Tr}(\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger))^2 \right] - 1/d_A^2.
\]

(59)

Using a swap trick given in Lemma 14 and linearity of \( \mathcal{T}_{A \rightarrow A_1} \), we have

\[
\mathbb{E}_{U_A \sim \mathcal{D}_X \times \mathcal{D}_Z}[\text{Tr}(\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger))^2] = \text{Tr}\mathcal{T}_{A \rightarrow A_1}^\otimes (\mathbb{E}[(U_A \rho \Lambda R U_A^\dagger)^\otimes 2]) \mathcal{F}_{A_1 A_1'} \otimes \mathcal{F}_{RR'}.
\]

(60)

We then directly compute the operator \( \mathbb{E}[(U_A \rho \Lambda R U_A^\dagger)^\otimes 2] \) by substituting \( \rho \Lambda R = \Phi_{A_1 R} \otimes |0\rangle \langle 0|_{A_2} \) and using relations such as \( \mathbb{E}[(D^2_A O D_A^2)^\otimes 2] = \sum_{i,j} (O_{i,j}^2 |i\rangle \langle i| + O_{j,i}^2 |i\rangle \langle j| - O_{i,i}^2 |i\rangle \langle i|) \) for any \( O = \sum_{i,j,k,l} |i\rangle \langle k| \otimes |j\rangle \langle l| \in \mathcal{B}(\mathcal{H}^\otimes 2) \), where \( \{|i\rangle \} \) is the Pauli-Z basis. Noting that \( U_A = D_X D_Z \) and \( \mathcal{T}_{A \rightarrow A_1} = \text{Tr}_{A_2} \), we obtain after some calculation that

\[
\mathcal{T}_{A \rightarrow A_1}^\otimes (\mathbb{E}[(U_A \rho \Lambda R U_A^\dagger)^\otimes 2]) = \frac{1}{d_A d_{A_1}} \left[ d_{A_1} I_{A,RR}' \mathcal{F}_{A_1 A_1'} \otimes \mathcal{F}_{RR'} + \mathbb{L}^X \otimes \mathbb{L}^Z \right.
\]

\[
- \mathbb{L}^X - \mathbb{L}^X \otimes \mathcal{F}_{RR'} - \mathbb{L}^Z - \mathbb{L}^Z \otimes \mathcal{F}_{RR'}
\]

\[
+ \sum_{i,j=1}^{d_A} \sum_{a,b=1}^{d_{A_1}} \iota_i \iota_j \alpha_a \beta_b (d_{A_1} |\alpha \beta\rangle \langle \alpha \beta|_{A_1 A_1'} \otimes |i\rangle \langle j|_{RR'} + |\alpha \beta\rangle \langle \beta \alpha|_{A_1 A_1'} \otimes |i\rangle \langle j|_{RR'})
\]

(61)

where \( \mathbb{L}^Z = \sum_{i} |i\rangle \langle i| \), \( \mathbb{L}^X \) is the Hadamard conjugation of \( \mathbb{L}^Z \), \( \{|\alpha\rangle\} \) is the Pauli-X basis, and \( \iota_i = |i\rangle \langle i| \).

Substituting this into Eq. (60), and using \( \mathcal{H}_R \cong \mathcal{H}_{A_1} \) and relations \( \text{Tr} \mathcal{F}_{A_1 A_1'} = \text{Tr} \mathbb{L}_{A_1 A_1'} \mathcal{F}_{A_1 A_1'} = d_{A_1} \) for \( W = X, Z \), we obtain

\[
\mathbb{E}_{U_A \sim \mathcal{D}_X \times \mathcal{D}_Z}[\text{Tr}(\mathcal{T}_{A \rightarrow A_1}(U_A \rho \Lambda R U_A^\dagger))^2] = \frac{1}{d_{A_1}} + \frac{1}{d_A} - \frac{1}{d_A}.
\]

(62)

Substituting this into Eq. (59), we conclude the proof.

> From Theorem 6, it is straightforward to calculate the decoupling rate with a Haar random unitary by taking \( \epsilon \to 0 \).

D Applications in detail

In this section, we provide more detailed discussions about applications of decoupling theorems given in Section 3.
D.1 Information theoretic protocols

Here, we consider the coherent state merging protocol in a one-shot setting [1, 2, 10]. Out of all information theoretic protocols this one is of particular interest, since many others can be derived from it as special cases. The task here is to transfer some part \( A \) of a tripartite quantum state \( \Psi^{ABR} \) from one party to another which might already possess a part \( B \) of the state, while leaving the reference \( R \) unchanged. At the same time both parties try to generate as much shared entanglement as possible. In a more precise way the protocol is defined as follows.

**Definition 17.** Consider a pure tripartite quantum state \( \Psi^{ABR} \) where \( A = A_1A_2 \) and \( B = B_1B_2 \). Now, coherent state merging with error \( \epsilon > 0 \) is a LOCC process \( \mathcal{M}^{AB \rightarrow A_1B_1BBR} \), with

\[
\|\mathcal{M}^{AB \rightarrow A_1B_1BBR}(\Psi^{ABR}) - \Phi^{A_1B_1} \otimes \Psi^{BBR}\|_1 \leq \epsilon,
\]

where \( \Phi^{A_1B_1} \) is a maximally entangled state and \( \Psi^{BBR} = \text{id}^{A \rightarrow B} \Psi^{ABR} \). The entanglement gain is now given as \( e^{(1)}_\epsilon = \log |A_1| \) and the communication cost by \( q^{(1)}_\epsilon = \log |A_2| \).

In the general one-shot setting, the optimal rates for coherent state merging have been shown [10] to be

\[
e^{(1)}_\epsilon \geq \frac{1}{2}[H_{\min}^\delta(A|R)_\Psi + H_0^\delta(A)_\Psi] + \log(\delta')
\]

\[
q^{(1)}_\epsilon \leq \frac{1}{2}[-H_{\min}^\delta(A|R)_\Psi + H_0^\delta(A)_\Psi] - \log(\delta')
\]

for \( 0 < \epsilon \leq 1 \) and \( \delta > 0 \) such that \( \epsilon = 2\sqrt{3}\delta' + 2\sqrt{\delta}, \delta' = \delta + 4\sqrt{\delta - 4}\delta \) and \( H_0^\delta(A)_\rho = \text{log Tr} \Pi_{\rho^A} \), where \( \Pi_{\rho^A} \) denotes the projector onto the support of \( \rho^A \). Here, we use the term **optimal** as done in Ref. [10], where it was shown that these rates indeed converge to the optimal ones in the limit of many identical copies of the state \( \Psi \). Furthermore the same work also gave a converse bound in the one-shot case. In Ref. [10] the achievability of these rates was shown using a decoupling theorem with a Haar random unitary, implying that there always exists at least one that can be used for sufficiently precise decoding. It is natural to ask whether similar rates can be achieved using simpler unitaries. This was, for example, investigated in Ref. [23] where the optimal rates for coherent state merging were calculated using a decoupling theorem based on an approximate unitary 2-design.

Our result offers the opportunity to implement the encoding for coherent state merging using a unitary in \( D[\ell] \), with achievable rates depending on the number of repetitions. To state these rates we note that we use the following corollary, obtained by rewriting Eq. (14), when the CPTP map is given by the partial trace over a subsystem of \( A \).

**Corollary 18 (Smooth decoupling with \( D[\ell] \) for the partial trace).** Let a system \( A \) be composed of two subsystems \( A_1 \) and \( A_2 \), of which Hilbert spaces are \( \mathcal{H}_{A_1} \) and \( \mathcal{H}_{A_2} \) with dimension \( d_{A_1} \) and \( d_{A_2} \), respectively. While

\[
\log d_{A_1} \leq \frac{1}{2}(H_{\min}^\epsilon(A|R)_\rho + \log d_A) + \log \epsilon + \log(1 + 8d_A^{-2\ell}),
\]

the following holds

\[
\text{E}_{U_{A \sim D[\ell]}}(\text{Tr}_{A_2}(U_A \rho_{A_2} U_A^\dagger) - \tau_{A_1} \otimes \rho_R)\|_1 \leq 9\epsilon
\]

to the leading order.

Using this, we can express the rates for coherent state merging using random diagonal unitaries.

**Theorem 19 (Achievable rates for coherent state merging with \( D[\ell] \)).** Fix \( 0 < \epsilon \leq 1 \). Given a tripartite pure state \( \Psi^{ABR} \), the quantum communication cost \( q^{(1)}_\epsilon \) and the entanglement gain \( e^{(1)}_\epsilon \) of any \( \epsilon \)-error one-shot coherent state merging protocol with \( D[\ell] \) satisfies the following bounds:

\[
e^{(1)}_\epsilon \geq \frac{1}{2}[H_{\min}^\delta(A|R)_\Psi + H_0^\delta(A)_\Psi] + \log(\delta') + \log(1 + 8d_A^{-2\ell})
\]

\[
q^{(1)}_\epsilon \leq \frac{1}{2}[-H_{\min}^\delta(A|R)_\Psi + H_0^\delta(A)_\Psi] - \log(\delta') - \log(1 + 8d_A^{-2\ell})
\]
for $\delta > 0$ such that $\epsilon = 2\sqrt{9\delta^7} + 2\sqrt{\delta}$, and $\delta' = \delta + \sqrt{4\sqrt{\delta} - 4}\delta$.

We can conclude that coherent state merging can be achieved with essentially optimal rates for $\ell \geq 2$ when using our decoupling technique and therefore with an efficient implementation. In the line of Ref. [23] this results further improves the decoding complexity by showing that even simpler implementations than those using unitary 2-designs can achieve the given rates.

D.2 Relative thermalisation

We here discuss implications of our results on relative thermalisation, which is one of the fundamental questions in thermodynamics.

Formally, relative thermalisation is defined as follows.

**Definition 20 (Ref. [11]).** Let $S, E, R$ be quantum systems and $\Xi \subseteq S \otimes E$ be a subspace with a physical constraint such as total energy. The global system is in a state $\rho_{\Xi R} \in S(\Xi \otimes R)$. $S$ is called $\delta$-thermalised relative to $R$ if

$$
\|\rho_{SR} - \pi_S \otimes \rho_R\|_1 \leq \delta,
$$

where $\rho_R$ is arbitrary and $\pi_S$ is a local microcanonical state, defined as $\pi_S := \text{Tr}_E \pi_\Xi$, where $\pi_\Xi := \frac{\rho_\Xi}{\text{Tr}_\Xi}$ is the fully mixed state on $\Xi$.

Here, the $S$, $E$, and $R$ should be identified with the system, an environment, and a reference, respectively. With this identification, relative thermalisation requires that, after the environment is traced out, the system should be close to the state $\pi_S$ and should not have strong correlations with the reference. When the physical constraint defining the subspace $\Xi$ is given by total energy, $\pi_S$ is simply a thermal Gibbs state on $S$. Thus, relative thermalisation is considered to be a mathematical definition of one of the assumptions in standard thermodynamics that the system should lose all correlations with other systems once it becomes a thermal Gibbs state.

It is important to clarify when and how relative thermalisation occurs in physically feasible situations. One idea is, as proposed in Ref. [11], to apply decoupling theorem by assuming that Haar random unitaries are acting on $\Xi$. It is however not clear whether Haar distributed unitaries have any physical interpretation. Since the random unitary $D[\ell]$ may typically appear as a natural Hamiltonian dynamics in certain types of quantum chaotic systems (see Ref. [32, 33]), our decoupling result provides a relative thermalisation in physically feasible systems.

We first rewrite Theorem 10 in the following form.

**Corollary 21 (Probabilistic decoupling theorem with $D[\ell]$).** Let $\epsilon, \Delta, \eta > 0$. If the entropic relation

$$
H_{\min}^\epsilon(A|E)_\rho + H_{\min}^\epsilon(A|B)_\tau \geq 2 \log \frac{2\sqrt{1 + 8d_A^{2-\ell}}}{\Delta - 12\epsilon}
$$

holds, then the fraction of unitaries $U_A \in D[\ell]$ such that

$$
||T_{A \to B}(U_A \rho_{AE} U_A^\dagger) - \tau_B \otimes \rho_E||_1 \geq \Delta + \eta
$$

is at most $2e^{-\chi_{dA}^\ell \eta^d}$ with respect to the measure $D[\ell]$, where $\chi_{dA}^{-1} = 2^{11}(2\ell + 1)^3K^4\pi^2$, and $K = d_A \|\rho_A\|_\infty$. Using Corollary 21 and setting $A = \Xi, B = S$, and $T_{A \to B} = \text{Tr}_E$, we can calculate the fraction of relative thermalisation with random diagonal unitaries. Following the approach in Ref. [11], we obtain the following theorem.

**Theorem 22 (Relative thermalisation using $D[\ell]$).** Let $\rho_{\Xi R} \in S(\Xi \otimes R)$, with $\Xi \subseteq S \otimes E$. Let $\epsilon_2, \epsilon_3, \Delta > 0$ and $\epsilon_1 > \epsilon_2 + \epsilon_3$. If the entropic relation

$$
H_{\min}^{\epsilon_3}(SE|R)_\rho + H_{\min}^{\epsilon_3}(E)_{\pi} - H_{\max}^{\epsilon_3}(S)_{\pi} \geq 2 \log \frac{2\sqrt{1 + 8d_S^{2-\ell}}}{(1 - \sqrt{1 - (\epsilon_1 - \epsilon_2 - \epsilon_3)^2})(\Delta - 24\epsilon_1)}
$$

holds, then the fraction of unitaries $U_A \in D[\ell]$ such that

$$
||T_{A \to B}(U_A \rho_{AE} U_A^\dagger) - \tau_B \otimes \rho_E||_1 \geq \Delta + \eta
$$

is at most $2e^{-\chi_{dA}^\ell \eta^d}$ with respect to the measure $D[\ell]$, where $\chi_{dA}^{-1} = 2^{11}(2\ell + 1)^3K^4\pi^2$, and $K = d_A \|\rho_A\|_\infty$. Using Corollary 21 and setting $A = \Xi, B = S$, and $T_{A \to B} = \text{Tr}_E$, we can calculate the fraction of relative thermalisation with random diagonal unitaries. Following the approach in Ref. [11], we obtain the following theorem.
holds, then, after a unitary evolution $U \in \mathcal{D}[\ell]$ acting on $\Xi$, $S$ will be $\delta$-thermalised relative to $R$, except for a fraction of at most $2e^{-\chi d_S \delta^4}$ of the unitaries with respect to $\mathcal{D}[\ell]$, where $\chi^{-1} = 2^{11}(2\ell + 1)^3 K^4 \pi^2$, and $K = d_S \|\rho_S\|_\infty$.

Theorem 22 provides the conditions when relative thermalisation occurs, which is similar to Ref. [11]. The fraction is however dependent on the constant $K = d_S \|\rho_S\|_\infty$, which satisfies $1 \leq K \leq d_S$. When $K = \Omega(d_S^{1/4})$, the fraction bound in Theorem 22 becomes rather trivial. However, we are especially interested in the situation where initial state $\rho_{\Xi R}$ is strongly correlated between $S$ and $R$ because the main goal is to understand whether the correlations are destroyed during the thermalisation process. In this case, $K$ is expected to be relatively small and hence, Theorem 22 shall imply that almost any dynamics in sufficiently chaotic many-body systems, modelled by $D[\ell]$, makes the system $S$ thermalised relative to $R$.

References

[1] A. Abeyesinghe, I. Devetak, P. Hayden, and A. Winter. The mother of all protocols : Restructuring quantum information’s family tree. Proc. R. Soc. A, 465:2537, 2009. DOI: 10.1098/rspa.2009.0202.
[2] M. Berta. Single-shot Quantum State Merging. arXiv:0912.4495, 2009.
[3] F. G. S. L. Brandão, A. W. Harrow, and M. Horodecki. Local random quantum circuits are approximate polynomial-designs. Commun. Math. Phys., 346(2):397–434, September 2016. DOI: 10.1007/s00220-016-2706-8.
[4] W. Brown and O. Fawzi. Decoupling with random quantum circuits. Commun. Math. Phys., 340:867, 2015. DOI: 10.1007/s00220-015-2470-1.
[5] W. G. Brown, Y. S. Weinstein, and L. Viola. Quantum pseudorandomness from cluster-state quantum computation. Phys. Rev. A, 77(4):040303(R), 2008. DOI: 10.1103/PhysRevA.77.040303.
[6] M. D. Choi. Completely positive linear maps on complex matrices. Linear Algebra Appl., 10:285, 1975. DOI: 10.1016/0024-3795(75)90075-0.
[7] R. Cleve, D. Leung, L. Liu, and C. Wang. Near-linear constructions of exact unitary 2-designs. Quant. Info. & Comp., 16(9 & 10):0721–0756, 2016.
[8] O. C. O. Dahlsten, R. Oliveira, and M. B. Plenio. The emergence of typical entanglement in two-party random processes. J. Phys. A: Math. Theor., 40(28):8081, 2007. DOI: 10.1088/1751-8113/40/28/S16.
[9] C. Dankert, R. Cleve, J. Emerson, and E. Livine. Exact and approximate unitary 2-designs and their application to fidelity estimation. Phys. Rev. A, 80:012304, 2009. DOI: 10.1103/PhysRevA.80.012304.
[10] N. Datta and M.-H. Hsieh. The apex of the family tree of protocols : optimal rates and resource inequalities. New J. Phys., 13:093042, 2011. DOI: 10.1088/1367-2630/13/9/093042.
[11] L. del Rio, A. Hutter, R. Renner, and S. Wehner. Relative thermalization. Phys. Rev. E, 94(2):022104, 2016. DOI: 10.1103/PhysRevE.94.022104.
[12] I. Devetak. The private classical capacity and quantum capacity of a quantum channel. IEEE Trans. Inf. Theory, 51(1):44–55, 2005. DOI: 10.1109/TIT.2004.839515.
[13] I. Devetak and A. Winter. Relating Quantum Privacy and Quantum Coherence: An Operational Approach. Phys. Rev. Lett., 93(8):080501, 2004. DOI: 10.1103/PhysRevLett.93.080501.
[14] I. T. Diniz and D. Jonathan. Comment on “Random quantum circuits are approximate 2-designs“. Commun. Math. Phys., 304:281, 2011. DOI: 10.1007/s00220-011-1217-x.
[15] D. P. DiVincenzo, D. W. Leung, and B. M. Terhal. Quantum data hiding. IEEE Trans. Inf. Theory, 48:580, 2002. DOI: 10.1109/18.985948.
[16] F. Dupuis. The decoupling approach to quantum information theory. PhD thesis, Université de Montréal, 2010. arXiv:1004.1641.
[17] F. Dupuis, M. Berta, J. Wullschleger, and R. Renner. One-shot decoupling. Commun. Math. Phys., 328:251, 2014. DOI: 10.1007/s00220-014-1990-4.
[18] B. Groisman, S. Popescu, and A. Winter. Quantum, classical, and total amount of correlations in a quantum state. Phys. Rev. A, 72(3):032317, 2005. DOI: 10.1103/PhysRevA.72.032317.
[19] D. Gross, K. Audenaert, and J. Eisert. Evenly distributed unitaries: On the structure of unitary designs. J. of Math. Phys., 48(5):052104, 2007. DOI: 10.1063/1.2716992.

[20] A. W. Harrow and R. A. Low. Random quantum circuits are approximate 2-designs. Commun. Math. Phys., 291:257, 2009. DOI: 10.1007/s00220-009-0873-6.

[21] P. Hayden. Decoupling: A building block for quantum information theory. http://qip2011.quantumlah.org/images/QIPtutorial1.pdf, 2012. Accessed: 2017-3-30.

[22] P. Hayden and J. Preskill. Black holes as mirrors: quantum information in random subsystems. J. High Energy Phys., 2007(09):120, 2007. DOI: 10.1088/1126-6708/2007/09/120.

[23] C. Hirche and C. Morgan. Efficient achievability for quantum protocols using decoupling theorems. In Proc. 2014 IEEE Int. Symp. Info. Theory, page 536, 2014. DOI: 10.1109/ISIT.2014.6874890.

[24] Y. Nakata and M. Murao. Diagonal-unitary 2-designs and their implementations by quantum circuits. Int. J. Quant. Inf., 11:1350062, 2013. DOI: 10.1142/S0219749913500627.

[25] Y. Nakata and M. Murao. Diagonal quantum circuits: their computational power and applications. Eur. Phys. J. Plus, 129:152, 2014. DOI: 10.1140/epjp/i2014-14152-9.

[26] Y. Nakata, M. Koashi, and M. Murao. Generating a state t-design by diagonal quantum circuits. New J. Phys., 16:053043, 2014. DOI: 10.1088/1367-2630/16/5/053043.

[27] Y. Nakata, C. Hirche, M. Koashi, and A. Winter. Efficient Quantum Pseudorandomness with Nearly Time-Independent Hamiltonian Dynamics. Phys. Rev. X, 7(2):021006, 2017. DOI: 10.1103/PhysRevX.7.021006. see also arXiv:1609.07021.

[28] Y. Nakata, C. Hirche, C. Morgan, and A. Winter. Implementing unitary 2-designs using random diagonal-unitary matrices. J. Math. Phys., 58(5):052203, 2017. DOI: 10.1063/1.4983266.

[29] M. Tomamichel. Quantum Information Processing with Finite Resources. SpringerBriefs in Mathematical Physics, 2016.

[30] M. Tomamichel, R. Colbeck, and R. Renner. A Fully Quantum Asymptotic Equipartition Property. IEEE Trans. Inf. Theory, 55(12):5840, 2009. DOI: 10.1109/TIT.2009.2032797.

[31] G. Tóth and J. J. García-Ripoll. Efficient algorithm for multiqudit twirling for ensemble quantum computation. Phys. Rev. A, 75(4):042311, 2007. DOI: 10.1103/PhysRevA.75.042311.

[32] Y. S. Weinstein, W. G. Brown, and L. Viola. Parameters of pseudorandom quantum circuits. Phys. Rev. A, 78(5):052332, 2008. DOI: 10.1103/PhysRevA.78.052332.