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ABSTRACT

Market Basket Analysis is an observational data mining methodology to investigate the consumer buying behavior patterns in retail Supermarket. It analyzes customer baskets and explores the relationship among products that helps retailers to design store layouts, make various strategic plans and other merchandising decisions that have a big impact on retail marketing and sales. Frequent itemsets mining is the first step for market basket analysis. The association rules mining uncovers the relationship among products by looking what products the customers frequently purchase together. In retail marketing, the transactional database consists of many itemsets that are frequent only in a particular season however not taken into consideration as frequent in general. In some cases, association rules mining at lower data level with uniform support doesn’t reflect any significant pattern however there is valuable information hiding behind it. To overcome those problems, we propose a methodology for mining seasonally frequent patterns and association rules with multilevel data environments. Our main contribution is to discover the hidden seasonal itemsets and extract the seasonal associations among products in addition to the traditional strong regular rules in transactional database that shows the superiority for making season based merchandising decisions. The dataset has been generated from the transaction slips in large supermarket of Bangladesh that discover 442 more seasonal patterns as well as 1032 seasonal association rules in additionally with the regular rules for 0.1% minimum support and 50% minimum confidence.
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I. INTRODUCTION

Market basket analysis is a set of analytical techniques aimed to discover the associations and correlations among products by analyzing the customer’s shopping baskets [1]. In retail marketing, it is used to investigate what another related product is more likely to buy, whenever a customer purchases a product. For example, when a customer purchase Noodles, in most of cases, buys Eggs as well. Mining such association rules among products in retail market plays important roles to create new business strategies, design offer and discounts coupons, store layout design and other merchandising decisions that improve the benefits of the organizations as well as customers satisfactions.

The retail market is highly seasonal. For a season-based marketing, the item Hot-Coffee has highly demand in winter however the Cold Drinks is not sells in winter seasons in general. Evaluating the changes in customer demand with the change of seasons are the more challenging task against the market basket analysis.

The uniform support threshold based traditional association rules mining with fixed data level sometimes fail to show all significant patterns hiding behind it. Many lower supported itemsets are missed for higher support threshold value and the number of patterns explodes for the lower support threshold level. Multilevel reduced support-based association mining will provide the extreme advantage to a retailer to improve the effectiveness of sales and marketing in retail Supermarket.

The frequent pattern and association rules mining methodology first proposed by Agrawal et al. [1]. The support and confidence are two measures commonly used to derive the association rules [2]. The support measure calculates the frequency of itemsets in transactional database (i.e., how many times it appears in customer transactions) and the items which satisfy the user specified minimum support threshold level is considered as frequent itemsets. The confidence is a degree of the accuracy and credibility of each discovered pattern to derive the strong association rules.

The Apriori [1], FP-Growth [3], Eclat [5] and K-Apriori [6] are the most widely used data mining algorithms for frequent itemsets mining as well as association rules.
generation. The Apriori algorithm is the popular and first developed algorithm for frequent pattern mining, but the main limitation is, it requires multiple scanning of transaction datasets and generates huge number of candidate itemsets that reduce the efficiency of algorithm [8]. Eclat algorithm uses the vertical data format and applies the depth-first search technique that is faster than Apriori and requires less memory for small datasets [5]. It requires more time and space when the number of transactions is relatively large. The FP-Growth is a tree based, currently most popular, faster and memory efficient algorithm for frequent pattern mining in large transactional database [9]. Depending on the demands and applications, several aspects of market basket analysis have been proposed such as the periodic-frequent patterns mining [12], fuzzy association rules mining [13], positive and negative association mining [17], generalized association rules, spatial rules [18], quantitative rules, interesting association rules, inter-transaction rules, temporal association rules [23] etc.

In this paper, a season based frequent pattern and association rules mining approach with multilevel datasets have been proposed. The tree based Fp-growth concepts are used to generate the frequent itemsets from transactional database. The generated multilevel seasonal association rules help to discovering more specific and applicable hidden knowledge which plays an important role in inventory management for a retailer. Seasonal pattern and associations mining will be milestones to a retailer for designing seasonal offer & discount coupons, seasonal plan and layout design and any others season-based business decisions

II. FREQUENT PATTERN MINING

A frequent pattern is a set of items(s) that occurs frequently in transactional database. A measure called support is used to check the frequency of an itemset. Suppose TDB is a transactional database where each transaction T is associated with unique Tid number and the set of items I= \{i1, i2, ..., in\} purchased by the customers. The support of an itemset X with unique Tid number and the set of items I= \{i1, i2, ..., in\} is the ratio of containing |TX| in |T| where, |T| is the total number of transactions in TDB. An itemset is defined as a frequent pattern if the support count is greater than or equal to the user specified minimum support threshold (\(\sigma\)). A pattern with \(\beta\) number of items is called a \(\beta\)-pattern.

$$\text{Sup}(X) = \frac{|X|}{|T|} = \frac{\text{# of transactions containing item } X}{\text{Total number of transactions in TDB}}$$

$$\text{Frequent (D, } \sigma) = \{X \subseteq I \vert \text{Sup } \geq \sigma\}$$

| TABLE I: THE SAMPLE TRANSACTIONAL DATASET (TDB) |
|--------------------------------------------------|
| Transaction Id (Tid) | Set of Items |
|----------------------|--------------|
| 1                    | a, i, p, f, d, c, h |
| 2                    | g, b, l, a, h, m, c, p |
| 3                    | k, e, l, a, m |
| 4                    | f, h, m, k |
| 5                    | a, c, f, h, j, g, p |

The tree-based FP-growth approach follows the three consecutive steps to mining the frequent itemsets from transactional database.

**Step 1:**
- Scan the complete database and count the support value for each item.
- Discard all the non-frequent items (support value doesn’t satisfies the minimum threshold value).
- Generate the frequent item list (F_list) by sorting the items in descending order of their support.

**Step 2:**
- Scan the transactions one by one and maps it on a tree.
- Construct the complete tree structure (Fp_tree) for the generated frequent item list (F_list).

**Step 3:**
- For each item in F_list, construct the conditional pattern-base and its conditional Fp_tree.
- Repeat for each newly generated conditional tree until the resulting tree is empty or at single path.
- Discover the frequent patterns by taking all combinations of the sub-path.

The Table I represents a transactional database with 5 transactions of 12 unique items. The frequent items list (F_List) with user specified minimum support threshold (Min_sup) 60% (i.e. 3/5) is generated at Fig. 1. The first transaction consists of the items a, i, p, f, d, c and h. Therefore, after scanning the first transaction, the support count is 1 for those items. The items g, b, l, a, h, m, c and p are appearing at second transaction from which the support count of a, p, c and h is 2 because of they are second time occurring in database. Similarly, after scanning all the transactions the total support count for all items is shown in Fig. 2 (e). After removing the non-frequent items (who doesn’t satisfy the threshold level 60%) from the list, the final sorted frequent item list (F_list) is reflected at Fig. 2 (g).

**TABLE II: UPDATED DATASET WITH FREQUENT ITEMS ONLY**

| Transaction Id (Tid) | Set of Items | Sorted Frequent Items |
|----------------------|--------------|-----------------------|
| 1                    | a, i, p, f, d, c, h | a, h, f, p, c |
| 2                    | g, b, l, a, h, m, c, p | a, h, p, c, m |
| 3                    | k, e, l, a, m | a, m |
| 4                    | f, h, m, k | f, h, m |
| 5                    | a, c, f, h, j, g, p | a, h, p, f, c |

By considering only the items in F_list, the updated dataset of Table I is shown in Table II. At the next step, the Fp_tree has been generated by scanning each transaction of updated
frequent items dataset. The tree structures for each transaction are shown into Fig. 2 respectively. Only the frequent items will take part in the construction of Fp_tree. After scanning the final transaction, the complete scenario of frequent items with their paths is reflected at Fig. 2(e).

Finally, the conditional pattern base for all the frequent items is being generated from the final Fp-tree. The conditional pattern base of the item f is \( \{a, h, p\}: 2, \{h\}: 1 \) means the item f appears 2 times with the frequent itemset \{a, p, h\} and one time with the item h only. All the conditional patterns reflected on the Fp-tree are represented at Table III. To mining the frequent patterns recursively, the algorithm generates the conditional Fp-tree for all the conditional pattern base and repeat the process until the resulting tree is empty or containing only single path. All the combinations of items in a single path are considered as a frequent pattern. There is total 18 patterns have been generated from the above dataset with 60\% minimum support threshold (Table IV).

**TABLE III: CONDITIONAL PATTERN BASE FOR EACH FREQUENT ITEM**

| Frequent Items | Conditional Pattern Base |
|----------------|--------------------------|
| a              | a : 3                    |
| h              | ah : 3                   |
| f              | ahp : 2, h : 1           |
| m              | ahpf : 2, ah : 1         |

**TABLE IV: FREQUENT PATTERNS WITH 60\% SUPPORT THRESHOLD.**

| Items in a Pattern | Frequent Patterns |
|--------------------|-------------------|
| 1-pattern          | \{a\}, \{h\}, \{p\}, \{f\}, \{c\}, \{m\} |
| 2-pattern          | \{a, b\}, \{a, p\}, \{h, p\}, \{f, h\}, \{h, c\}, \{h, p, c\}, \{a, c\} |
| 3-pattern          | \{a, h, p\}, \{a, h, c\}, \{a, p, c\}, \{h, p, c\} |
| 4-pattern          | \{a, h, p, c\} |

### III. SEASONALLY FREQUENT PATTERN MINING

Customer demand changes with the season. By analyzing season-based customer demands, designing various seasonal offers and discount coupons, changing store layouts, and creating various seasonal business plans provide the extreme advantages to a retailer to increase the sales and improve the customer satisfactions. Seasonally frequent pattern mining approach finds different seasonal patterns hidden in the database that are not usually caught in traditional pattern mining system. In the case of seasonal pattern mining, the database is clustered on the basis of different seasons and the pattern mining algorithms are simultaneously run in each seasonal cluster along with the overall dataset. As a result, after scanning the entire database, a separate Sf_list is generated for each season along with the frequent F_list. In the same way, for each Sf_list, the Sf_tree has been generated to mine seasonal patterns in additionally with overall frequent patterns which are used to find the season-based associations next.

**TABLE V: A SAMPLE TRANSACTIONAL DATABASE WITH 3 SEASONS**

| Transaction ID | Season | Items |
|----------------|--------|-------|
| 1              | 1st    | a, b  |
| 2              | 2nd    | a, c  |
| 3              | 3rd    | a, d  |
| 4              | 4th    | a, e  |
| 5              | 5th    | b, c  |
| 6              | 6th    | b, d  |
| 7              | 7th    | b, e  |
| 8              | 8th    | c, a  |
| 9              | 9th    | c, b  |
| 10             | 10th   | c, d  |
| 11             | 11th   | c, e  |
| 12             | 12th   | d, a  |
| 13             | 13th   | d, b  |
| 14             | 14th   | d, c  |
| 15             | 15th   | d, e  |

**IV. ASSOCIATION RULES MINING**

Association rule is an if-then scenario represented as a form of \( X \rightarrow Y \), where \( X \) and \( Y \) are two disjoint sets. It discovers the dependency of items on other items and finds the interesting associations among products in transactional database. The highly dependable items (strong association rules) those are purchase together can be put together within a shelf in order to increase the sales. Two measures support and confidence are used to measure the strength of the associations (i.e., effectiveness of the rules). The support calculates the frequency of a rule that is how many times it appears in customer transactions in transactional database. The confidence measures how often in Y appear in X transactions that contain the item X. It is the
conditional probability that a transaction having X also contains Y.

\[
\text{Sup}(X \rightarrow Y) = \frac{|T^{X\cup Y}|}{|T|} = \frac{\# \text{ of Ts containing } (X,Y)}{\text{Total number of Ts in TDB}}
\]

\[
\text{Conf}(X \rightarrow Y) = \frac{|T^{X\cup Y}|}{|T^X|} = \frac{\# \text{ of Ts containing } (X,Y)}{\# \text{ of Ts containing } X}
\]

The strong association rules allow only the rules with support ≥ min_sup and confidence ≥ min_conf, where min_sup and min_conf are the corresponding minimum thresholds values for support and confidence defined by the user. The two-step approach is used to mining the association rules. Firstly, mining all the frequent itemsets from transactional database and secondly, generate the association rules for mined frequent itemsets so that it can prune all the non-frequent itemsets without computing the confidence values. The association rules for all the generated patterns (Table IV) with 80% minimum confidence (min_conf) level are computed at Table VI. There are 32 rules has been generated for that dataset. In the same way seasonal rules are generated from the seasonal Sf_lists. By Applying the knowledge gained from such rules for making product-based merchandising decisions can easily lead to increase sales and profits.

### V. MULTILEVEL ASSOCIATION MINING

In retail market, the items are often forming a hierarchical structure. At the lower-level dataset, same product with different brands, flavors or packet sizes are considered as different individual items. As a result, numbers of single items in transactional database are increased and many lower supported items are missed while the minimum support threshold level is higher. Oppositely the number of patterns explodes when the support threshold level is lower. To solve this problem the proposed approach converted the dataset into three different levels. The first level dataset, each individual item is associated with brand name, flavor name and their packet size if available. The dataset at the next level does not consider the packet size and flavors name of a product although the brand names are still under consideration. At the last level, an item with different size, flavors, and brands is considered as a single item in transactional dataset.

The items ColoseUp Ever Fresh Toothpaste 145gm, ColoseUp Ever Fresh Toothpaste 50gm, ColoseUp Red Hot Toothpaste 45gm and Midi Plus Toothpaste 90gm are different individual products with support 4%, 2%, 1% and 4% respectively at Level 1 of Fig. 4. The Level 2 ignores the packet size and flavors so the 5 distinct items in Level 1 are now converted into two items only with support 6% and 4% respectively. Level 3 combined those two different brands of Toothpaste into single item, resulting in the support of Toothpaste is now 10% in overall dataset. The items at the lower level are expected to have comparatively lower support therefore setting the fixable support threshold by analyzing the level of the dataset will discover more valuable and applicable hidden patterns in retail transactional database.

### VI. RESULTS AND DISCUSSION

#### A. Data Collections

The real-world transactional data are used for this study. The dataset (SupershopBD1) has been generated from the one-year transaction slips in large super shop of Bangladesh. Different preprocessing techniques are applied, and the final dataset contains three features: transaction number, transaction date and list of items for a customer transaction. The preprocessed dataset contains 99,760 transactions for 2382 unique items (Table VII). The dataset is converted into 3 different levels. The seasonal patterns are generated by considering summer, winter, and spring seasons based on the transaction date of customer transactions in database. The Table 1 shows the details about the dataset. The experimental environment is a Windows 10 computer with 8 GB of RAM and 64 bit Core i5 a 6th generation processor. All the programs are written in Java.

### TABLE VII: THE DATASET

| Dataset | No. of transactions | Levels | No. of unique items |
|---------|---------------------|--------|---------------------|
| SupershopBD1 (Generated from the transaction slips in large Super shop of Bangladesh) | 99,760 | Level 2 | 1663 |
| SupershopBD1 | 2582 | Level 1 | 453 |

#### B. Results

The total number of frequent patterns as well as association rules including the seasonal aspects with different minimum support thresholds (Min_sup) values is shown in Table 8. When the minimum support threshold is raised, many patterns are left out because they are not able to satisfy the threshold level. Association rules have been generated with the minimum confidence 50%. The algorithm generates all
the frequent patterns of the entire dataset as well as it extracts the hidden seasonal patterns for each specific season. Then it generates the rules by finding co-relations among frequent itemsets with at least 50% confidence and discovers the seasonal association rules for seasonal products. There are 642 additional seasonal frequent patterns has been generated with the 636 overall frequent patterns for the user define support threshold 0.1%. Those 636 frequent patterns and 642 seasonal patterns generate the 1193 strong regular association rules and 1032 seasonal association rules respectively. The number of patterns and rules with different cases are shown in Table VIII and Table IX respectively.

| Min_Sup(%) | Frequent Patterns | Seasonal Frequent Patterns |
|-----------|------------------|---------------------------|
|           | Summer | Winter | Spring |
| 0.1       | 636    | 147    | 203    | 92    |
| 0.2       | 434    | 117    | 167    | 81    |
| 0.3       | 401    | 83     | 125    | 68    |
| 0.4       | 376    | 72     | 89     | 49    |
| 0.5       | 213    | 58     | 67     | 33    |

Our study shows that relatively more seasonal products are sold out at winter season in our country. As a result, the seasonal frequency pattern and association rules are higher in the winter season than spring and summer (Fig. 5a and 5b).

For the 0.3% minimum support, there are 125 frequent patterns and 300 associations with 50% confidence are generated in winter season and oppositely 197 associations with 83 frequent patterns and 112 associations with 68 frequent patterns are being generated in summer and spring season, respectively.

| Min_Sup(%) | Association Rules | Seasonal Association Rules |
|-----------|-------------------|---------------------------|
|           | Summer | Winter | Spring |
| 0.1       | 1193    | 311    | 522    | 199 |
| 0.2       | 787     | 262    | 427    | 173 |
| 0.3       | 703     | 197    | 300    | 112 |
| 0.4       | 622     | 128    | 222    | 82  |
| 0.5       | 594     | 94     | 109    | 53  |

Although the support threshold value depends on the location, size, type, and other parameters of a store, it has to be set by considering the data levels in a multilevel dataset. Lower level datasets require lower support otherwise many quality patterns are missed, oppositely whenever we set lower support for higher level datasets, it will generates much more additional non actionable patterns. For the same support threshold values, the curve of increasing the number of patterns with increasing the data level is shown in Fig. 5.

Fig. 5. Patterns and association rules for different Min_sup with different seasons and data levels. (a) Patterns for different seasons with different Min_sup (b) rules with different seasons (c) patterns for different data levels and (d) rules for different data levels.
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VII. CONCLUSIONS

In this paper we have proposed an approach for mining seasonal association rules along with the overall strong regular rules in multilevel data environments. Although most of the generated rules are somewhat predictable for a retailer, it is extremely difficult to tracking season-based product affinities and leveraging on them for a large super shop where retailer deals with the huge number of products daily. However, it is important for the retailer to know exactly what items are purchased together and in what season. Such information provides the better understanding of consumers’ demands that can be used as a basis for decisions making for different merchandizing activity including seasonal promotional support, inventory control, layout design, cross and up-sale campaigns etc. The discovered patterns and rules may not be unusual, but they are useful and actionable in retail Supermarket. As a part of future work, we are investigating the alternative search technique to reduce the execution time and required search space for large datasets.
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