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We prove that potential conservation laws have characteristics depending only on local variables if and only if they are induced by local conservation laws. Therefore, characteristics of pure potential conservation laws have to essentially depend on potential variables. This statement provides a significant generalization of results of the recent paper by Bluman, Cheviakov and Ivanova [J. Math. Phys., 2006, V.47, 113505]. Moreover, we present extensions to gauged potential systems, Abelian and general coverings and general foliated systems of differential equations. An example illustrating possible applications of proved statements is considered. A special version of the Hadamard lemma for fiber bundles and the notions of weighted jet spaces are proposed as new tools for the investigation of potential conservation laws.

1 Introduction

In a recent paper by Bluman, Cheviakov and Ivanova [6] a remarkable result on potential conservation laws was obtained. Namely, it was shown that for an arbitrary system of differential equations a conservation law of a potential system with a characteristic which depends only on the independent variables is induced by a local conservation law of the initial system. It appears that this statement was deduced after an in-depth investigation of important examples on potential symmetries which were considered ibid. This approach seems natural since, according to the famous Russian mathematician Vladimir Arnold, mathematics is an inductive and experimental science. In the present paper we show that this theorem admits a significant generalization and that, moreover, a converse statement is true as well. The possibility of deriving this result is suggested by recalling the rule of transforming conservation laws under point transformations between systems of differential equations [22, 23]. The application of a hodograph type transformation to a characteristic which exclusively depends on the independent variables may result in a characteristic including dependent variables. Generally, characteristics of induced conservation laws of potential systems can depend on derivatives of unknown functions of the initial system, and systems of other kinds related to standard potential systems (systems determining Abelian or general coverings, gauged potential systems, general foliated systems) can be investigated in the same framework.

More precisely, we rigorously prove a number of statements on this subject (Proposition 3 and Theorems 6–9), which can be summed up as follows:

Theorem 1. The following statements on a conservation law of a two-dimensional potential system (resp. a system determining an Abelian covering, resp. a multi-dimensional standard potential system without gauges) are equivalent if the corresponding initial system is totally nondegenerate:

1) the conservation law is induced by a conservation law of the initial system;
2) it contains a conserved vector which does not depend on potentials;
3) some of its extended characteristics are induced by characteristics of the initial system;
4) it possesses a characteristic not depending on potentials.

The equivalence of the first three statements is also true for conservation laws of general foliated systems, including multi-dimensional gauged potential systems and covering systems.
Further results on conservation laws of weakly gauged potential systems (Theorem 10) and
general covering systems (Theorem 11) are established as well.

Theorem 1 allows us to formulate a criterion (Proposition 8) on purely potential conservation
laws in terms of characteristics. Namely, a conservation law of a system determining an Abelian
covering (resp. a potential system in the two-dimensional case) is not induced by a conservation
law of the corresponding initial system if and only if it is associated with a completely reduced
characteristic depending on potentials. Here, a characteristic of a system of differential equations
is called completely reduced if it does not depend on the derivatives of the unknown functions,
which are assumed to be constrained to the solution set of the system. In particular, any com-
pletely reduced characteristic of a system determining an Abelian covering does not depend on
the derivatives of potentials of orders greater than 0 since they are constrained due to differential
consequences of the potential part of the system. Any conservation law possesses a completely
reduced characteristic since expressing the constrained variables via the unconstrained ones in
a characteristic results in an equivalent characteristic.

Our paper is organized as follows: Some basic notions and results on conservation laws are
collected in Section 2 for the reader’s convenience. Results on characteristics of conservation
laws are singled out in Section 3 due to their particular importance for the paper. The exposition
in these two sections follows, in general, the well-known textbook by Olver [21] while at the same
time taking into account [22, 24, 33]. Two versions of the Hadamard lemma for fiber bundles,
which play a crucial role for our further considerations, are formulated and proved in Section 4.
Then we successively study conservation laws of general foliated systems (Section 5), potential
systems with two independent variables (Section 6), systems determining Abelian coverings
(Section 7), standard and gauged potential systems in the multi-dimensional case (Section 8)
and general covering systems (Section 9). The criterion for purely potential conservation
laws is formulated in Section 10. Possible applications of the obtained results are illustrated by an
example in the final section.

2 Basic properties of conservation laws

Let \( \mathcal{L} \) be a system \( L(x, u^{(\rho)}) = 0 \) of \( l \) differential equations \( L^1 = 0, \ldots , L^l = 0 \) for \( m \) unknown
functions \( u = (u^1, \ldots , u^m) \) of \( n \) independent variables \( x = (x_1, \ldots , x_n) \). Here \( u^{(\rho)} \) denotes the set
of all the derivatives of the functions \( u \) with respect to \( x \) of order no greater than \( \rho \), including \( u \) as the derivative of order zero. It is always assumed that the set of differential equations
forming the system under consideration canonically represents this system and is minimal. The
minimality of a set of equations means that no equation from this set is a differential consequence
of the other equations. By \( L_{(k)} \) we will always denote a maximal set of algebraically independent
differential consequences of \( \mathcal{L} \) that have, as differential equations, orders not greater than \( k \). We
identify \( L_{(k)} \) with the corresponding system of algebraic equations in \( J^k(x|u) \) and associate it
with the manifold \( \mathcal{L}_{(k)} \) determined by this system.

Here \( J^k(x|u) \) is the \( k \)-th order jet space with the independent variables \( x \) and the dependent
variables \( u \). A smooth function defined on a subset of \( J^k(x|u) \) for some \( k \), i.e., depending on \( x \)
and a finite number of derivatives of \( u \), will be called a differential function of \( u \). The notation
\( H[\mathcal{U}] \) means that \( H \) is a differential function of \( u \). See [21] for complete definitions.

For the manifold \( \mathcal{L}_{(k)} \) to actually represent the system \( \mathcal{L} \) of differential equations, the \( \mathcal{L} \) have
to be locally solvable in each point of \( \mathcal{L}_{(k)} \). For the application of the Hadamard lemma to
differential functions vanishing on the manifold \( \mathcal{L}_{(k)} \), we need the system \( L_{(k)} \) to be, as a system
of algebraic equations defined in the jet space \( J^k(x|u) \), of maximal rank in each point of \( \mathcal{L}_{(k)} \).
If for any \( k \) the system \( \mathcal{L} \) satisfies both these conditions then it is called totally nondegenerate.
(This definition slightly differs from that given in [21].)
For certain purposes, e.g., for different potential and pseudo-potential frames, it is useful to introduce the more general notion of weight of differential variables instead of the order, which takes into account the structure of the system of differential equations under consideration. Namely, for each variable of the infinite-order jet space $J^\infty(x|u)$ (being the inverse limit of the jet space tower $\{J^k(x|u), k \in \mathbb{N} \cup \{0\}\}$ with respect to the canonical projections $\pi^k: J^k(x|u) \to J^{k-1}(x|u), k \in \mathbb{N}$) we define its weight $g$ by the rule:

$$g(x_i) = 0, \quad g(u^a_\alpha) = g_\alpha + |\alpha|. \quad (1)$$

The weights $g(u^a_\alpha) = g_\alpha$ are defined on the basis of the structure of the system $\mathcal{L}$. (In subsequent sections we will provide concrete examples on how to specify the $g_\alpha$ initially.) In what follows $u^a_\alpha$ stands for the variable in $J^\infty(x|u)$, corresponding to the derivative $\partial^{[\alpha]}u^a/\partial x_1^{\alpha_1}\ldots \partial x_n^{\alpha_n}$, $\alpha = (\alpha_1, \ldots, \alpha_n)$ is an arbitrary multiindex, $\alpha_i \in \mathbb{N} \cup \{0\}$, $|\alpha| := \alpha_1 + \ldots + \alpha_n$. If $g_\alpha = 0$ then the weight of $u^a_\alpha$ obviously coincides with the usual derivative order $|\alpha|$. We include in the weighted jet space $J^k_\varrho(x|u)$ the variables whose weight is not greater than $k$. The infinite-order jet space $J^\infty_\varrho(x|u)$ is the inverse limit of the weighted jet space tower $\{J^k_\varrho(x|u), k \in \mathbb{N} \cup \{0\}\}$ with respect to the canonical projections $\pi^k_\varrho: J^k_\varrho(x|u) \to J^{k-1}_\varrho(x|u), k \in \mathbb{N}$.

The technique of working with weights does not differ from the order technique and so a number of analogous notions can be introduced. Thus, the weight $g(H)$ of any differential function $H[u]$ equals the maximal weight of variables explicitly appearing in $H$. The weight of the equation $H[u] = 0$ equals $g(H)$. A complete set of independent differential consequences of the system $\mathcal{L}$ which have weights not greater than $k$ and the associated manifold in $J^k_\varrho(x|u)$ are denoted by the symbols $L_{[k]} = L_{[k],\varrho}$ and $L_{[k]} = L_{[k],\varrho}$, respectively. The system $\mathcal{L}$ is called totally nondegenerate with respect to the weight $g$ if for any $k \in \mathbb{N}$ it is locally solvable in each point of $L_{[k]}$ and the algebraic system $L_{[k]}$ is of maximal rank in each point of $L_{[k]}$. The Hadamard lemma can be applied, in the conventional way, to differential functions defined in $J^k_\varrho(x|u)$ and vanishing on $L_{[k]}$.

We will explicitly indicate all places in which the usage of weighted jet spaces is essential. In the other places, the terminology involving orders is used although it can be replaced by that based on weights.

**Definition 1.** A conserved vector of the system $\mathcal{L}$ is an $n$-tuple $F = (F^1[u], \ldots, F^n[u])$ for which the total divergence $\text{Div } F := D_i F^i$ vanishes for all solutions of $\mathcal{L}$, i.e., $\text{Div } F\big|_{\mathcal{L}} = 0$.

In Definition 1 and below $D_i = D_{x_i}$ denotes the operator of total differentiation with respect to the variable $x_i$, i.e. $D_i = \partial_{x_i} + u^a_{\alpha_i} \partial_{\alpha_i}$, where $\delta_i$ is the multiindex whose $i$-th entry equals 1 and whose other entries are zero. We use the summation convention for repeated indices and consider any function as its zero-order derivative. The indices $i$ and $j$ run from 1 to $n$, the index $a$ runs from 1 to $m$, and the index $s$ from 1 to $p$ unless otherwise stated. The notation $V\big|_{\mathcal{L}}$ means that values of $V$ are considered only on solutions of the system $\mathcal{L}$.

Heuristically, a conservation law of the system $\mathcal{L}$ is an expression $\text{Div } F$ vanishing on the solutions of $\mathcal{L}$. The more rigorous definition of conservation laws given below is based on the factorization of the space of conserved vectors with respect to the subspace of trivial conserved vectors. Note that there is also a formalized definition of conservation laws of $\mathcal{L}$ as $(n-1)$-dimensional cohomology classes in the so-called horizontal de Rham complex on the infinite prolongation of the system $\mathcal{L}$ [3, 28, 29]. The formalized definition is appropriate for certain theoretical considerations and reduces to the usual one after local coordinates are fixed.

**Definition 2.** A conserved vector $F$ is called trivial if $F^i = \hat{F}^i + \tilde{F}^i$ where $\hat{F}^i$ and $\tilde{F}^i$ are, like $F^i$, differential functions of $u$, $\hat{F}^i$ vanishes on the solutions of $\mathcal{L}$ and the $n$-tuple $\tilde{F} = (\tilde{F}^1, \ldots, \tilde{F}^n)$ is a null divergence (i.e. its divergence vanishes identically).
The triviality effected by conserved vectors vanishing on solutions of the system can easily be eliminated by restricting to the manifold of the system, taking into account all its relevant differential consequences. A characterization of all null divergences is given by the following theorem (see e.g. [21, Theorem 4.24]).

**Theorem 2.** The $n$-tuple $F = (F^1, \ldots, F^n)$, $n \geq 2$, is a null divergence $(\text{Div} F \equiv 0)$ if and only if there exist differential functions $v^{ij}[u]$ such that $v^{ij} = -v^{ji}$ and $F^i = D_j v^{ij}$.

If $n = 1$ any null divergence is constant.

**Definition 3.** Two conserved vectors $F$ and $F'$ are called equivalent if the tuple $F' - F$ is a trivial conserved vector.

The above definitions of triviality and equivalence of conserved vectors are natural in view of the usual “empiric” definition of conservation laws of a system of differential equations as divergences of its conserved vectors, i.e., divergence expressions which vanish for all solutions of this system. For example, equivalent conserved vectors correspond to the same conservation law. This allows us to formulate the definition of conservation law in a rigorous style (see e.g. [23]). Namely, for any system $\mathcal{L}$ of differential equations the set $\text{CV}(\mathcal{L})$ of conserved vectors of its conservation laws is a linear space, and the subset $\text{CV}_0(\mathcal{L})$ of trivial conserved vectors is a linear subspace in $\text{CV}(\mathcal{L})$. The factor space $\text{CL}(\mathcal{L}) = \text{CV}(\mathcal{L})/\text{CV}_0(\mathcal{L})$ coincides with the set of equivalence classes of $\text{CV}(\mathcal{L})$ with respect to the equivalence relation adduced in Definition 3.

**Definition 4.** The elements of $\text{CL}(\mathcal{L})$ are called (local) conservation laws of the system $\mathcal{L}$, and the factor space $\text{CL}(\mathcal{L})$ itself is called the space of (local) conservation laws of $\mathcal{L}$.

This is why we view the determination of the set of conservation laws of $\mathcal{L}$ as finding $\text{CL}(\mathcal{L})$, which in turn is equivalent to constructing either a basis if $\dim \text{CL}(\mathcal{L}) < \infty$ or a system of generators in the infinite dimensional case. All elements of $\text{CV}(\mathcal{L})$ which belong to the same equivalence class determining a conservation law $\mathcal{F}$ are considered as conserved vectors of this conservation law, and we will additionally identify elements from $\text{CL}(\mathcal{L})$ with their representatives in $\text{CV}(\mathcal{L})$. For $F \in \text{CV}(\mathcal{L})$ and $\mathcal{F} \in \text{CL}(\mathcal{L})$ the notation $F \in \mathcal{F}$ will mean that $F$ is a conserved vector corresponding to the conservation law $\mathcal{F}$. In contrast to the order $\text{ord} F$ of a conserved vector $F$ as the maximal order of derivatives explicitly appearing in $F$, the order $\text{ord} \mathcal{F}$ of the conservation law $\mathcal{F}$ is defined as $\min\{\text{ord} F \mid F \in \mathcal{F}\}$. The notion of weight of a conservation law is introduced in the same way. By linear dependence of conservation laws we mean linear dependence as elements of $\text{CL}(\mathcal{L})$. Therefore, in the framework of the “representative” approach conservation laws of a system $\mathcal{L}$ are considered linearly dependent if there exists a linear combination of their representatives which is a trivial conserved vector.

Substituting any solution $u$ of $\mathcal{L}$ into any conserved vector $F$ results in a null divergence depending only on $x$. Then the functions $v^{ij}$ of $x$, introduced according to Theorem 2 and implicitly parameterized by $u$, are called potentials corresponding to the conserved vector $F$. The equations $D_j v^{ij} = F^i$ determine each potential $v^{ij}$ up to the negligible summand $\tilde{v}^{ij}$, where $\tilde{v}^{ij} = -\tilde{v}^{ji}$ and $D_j \tilde{v}^{ij} = 0$. Acting on the potentials, the gauge transformation $\tilde{v}^{ij} = v^{ij} + \tilde{v}^{ij}$ has no influence on the corresponding tuple $F$. This gives constant and functional indeterminacies in the potentials if $n = 2$ and $n \geq 3$, respectively.

Suppose that $F$ and $\tilde{F}$ are equivalent conserved vectors, i.e., there exist a null divergence $\tilde{F}$ and a tuple $\tilde{F}$ vanishing on the solutions of $\mathcal{L}$ such that $\tilde{F} = F + \tilde{F} + \hat{F}$. In view of Theorem 2 we can represent $\tilde{F}$ in the form $\tilde{F}^i = D_j \tilde{v}^{ij}$ for some differential functions $\tilde{v}^{ij}[u] = -\tilde{v}^{ji}[u]$. Then the tuples of potentials $(v^{ij})$ and $(\tilde{v}^{ij})$ respectively associated with the conserved vectors $F$ and $\tilde{F}$ are connected, up to negligible summands $\tilde{v}^{ij}$, via the transformation $\tilde{v}^{ij} = v^{ij} + \tilde{v}^{ij}[u]$ which allows us to assume that these tuples of potentials are equivalent. Therefore, we can say that the tuple $(v^{ij})$ (or $(\tilde{v}^{ij})$) of potentials is associated with the conservation law containing the conserved vectors $F$ and $\tilde{F}$.
3 Characteristics of conservation laws

Let the system $\mathcal{L}$ be totally nondegenerate. Then an application of the Hadamard lemma to the definition of conserved vector and integration by parts imply that the divergence of any conserved vector of $\mathcal{L}$ can always be represented, up to the equivalence relation of conserved vectors, as a linear combination of the left hand sides of the independent equations from $\mathcal{L}$ with coefficients $\lambda^\mu$ which are functions on a suitable jet space $J^k(x|u)$:

$$\text{Div } F = \lambda^\mu L^\mu.$$  \hspace{1cm} (1)

Here the order $k$ is determined by $\mathcal{L}$ and the order of $F$, $\mu = 1, \ldots, l$. More precisely, the following statement is true.

**Proposition 1.** For any conserved vector $F$ of $\mathcal{L}$ there exist a tuple $\hat{F} = (\hat{F}^1[u], \ldots , \hat{F}^n[u])$ vanishing on the solutions of $\mathcal{L}$ and differential functions $\lambda^\mu[u]$ such that

$$\text{Div } F = \lambda^\mu L^\mu + \text{Div } \hat{F}.$$  \hspace{1cm} (1)

If a tuple $F = (F^1[u], \ldots , F^n[u])$ satisfies equality (1) for some differential functions $\lambda^\mu[u]$ then it obviously is a conserved vector of $\mathcal{L}$.

**Definition 5.** Formula (1) and the $l$-tuple $\lambda = (\lambda^1, \ldots , \lambda^l)$ are called the characteristic form and the characteristic of the conservation law containing the conserved vector $F$, respectively.

The characteristic $\lambda$ is trivial if it vanishes for all solutions of $\mathcal{L}$. Since $\mathcal{L}$ is nondegenerate, the characteristics $\lambda$ and $\tilde{\lambda}$ satisfy (1) for the same $F$ and, therefore, are called equivalent iff $\lambda - \tilde{\lambda}$ is a trivial characteristic. Similarly to conserved vectors, the set $\text{Ch}(\mathcal{L})$ of characteristics corresponding to conservation laws of the system $\mathcal{L}$ is a linear space, and the subset $\text{Ch}_0(\mathcal{L})$ of trivial characteristics is a linear subspace in $\text{Ch}(\mathcal{L})$. The factor space $\text{Ch}_f(\mathcal{L}) = \text{Ch}(\mathcal{L})/\text{Ch}_0(\mathcal{L})$ coincides with the set of equivalence classes of $\text{Ch}(\mathcal{L})$ with respect to the above characteristic equivalence relation.

We should like to emphasize that the explicit form of characteristics depends on what set of equations is chosen for the canonical representation of the system $\mathcal{L}$.

The following result [21] forms the cornerstone for the methods of studying conservation laws, which are based on formula (1), including the Noether theorem and the direct method in the version by Anco and Bluman [2,3].

**Theorem 3.** Let $\mathcal{L}$ be a normal, totally nondegenerate system of differential equations. Then the representation of the conservation laws of $\mathcal{L}$ in the characteristic form (1) generates a linear isomorphism between $\text{Cl}(\mathcal{L})$ and $\text{Ch}_f(\mathcal{L})$.

Using properties of total divergences, we can eliminate the conserved vector $F$ from (1) and obtain a condition for the characteristic $\lambda$ only. Namely, a differential function $f$ is a total divergence, i.e. $f = \text{Div } F$ for some $n$-tuple $F$ of differential functions iff $E(f) = 0$. Here the Euler operator $E = (E_1, \ldots , E_m)$ is the $m$-tuple of differential operators

$$E_a = (-D)^\alpha \partial_{u_a}^\alpha, \quad a = 1, m,$$

where $\alpha = (\alpha_1, \ldots , \alpha_n)$ runs through the multi-index set $(\alpha_i \in \mathbb{N} \cup \{0\})$, $(-D)^\alpha = (-D_1)^{\alpha_1} \ldots (-D_m)^{\alpha_m}$. Therefore, the action of the Euler operator on (1) results in the equation

$$E(\lambda^\mu L^\mu) = D^\mu_x(L) + D^\mu_L(\lambda) = 0,$$  \hspace{1cm} (2)
which is a necessary and sufficient condition on characteristics of conservation laws for the system \( \mathcal{L} \). The matrix differential operators \( \mathbf{D}_\lambda^* \) and \( \mathbf{D}_L^* \) are the adjoints of the Fréchet derivatives \( \mathbf{D}_\lambda \) and \( \mathbf{D}_L \), i.e.,

\[
\mathbf{D}_\lambda^*(L) = \left( (-D)^\alpha \left( \frac{\partial \lambda^\mu}{\partial u^\alpha_i} L^\mu \right) \right), \quad \mathbf{D}_L^*(\lambda) = \left( (-D)^\alpha \left( \frac{\partial L^\mu}{\partial u^\alpha_i} \lambda^\mu \right) \right).
\]

Since \( \mathbf{D}_\lambda^*(L) = 0 \) automatically on solutions of \( \mathcal{L} \) then equation (2) implies a necessary condition for \( \lambda \) to belong to \( \text{Ch}(\mathcal{L}) \):

\[
\mathbf{D}_L^*(\lambda) \big|_{\mathcal{L}} = 0. \tag{3}
\]

Condition (3) can be considered as adjoint to the criterion \( \mathbf{D}_L(\mathcal{L}) \big|_{\mathcal{L}} = 0 \) for infinitesimal invariance of \( \mathcal{L} \) with respect to an evolutionary vector field with characteristic \( \mathcal{L} = (\eta^1, \ldots, \eta^m) \). This is why solutions of (3) are sometimes called cosymmetries [25] or adjoint symmetries [8].

For the investigation of the connection between the characteristics and conserved vectors via formula (1), we need a statement on solutions of the equation \( D_i F^i = H \), where \( H = H[u] \) is a given differential function and the \( F^i = F^i[u] \) are unknown (cf. formula (5.151) and Theorem 5.104 of [21]).

**Theorem 4.** Any solution \( F = (F^1, \ldots, F^n) \) of the equation \( D_i F^i[u] = H[u] \) can be represented in the form \( F = \tilde{F} + \tilde{F}_\epsilon \), where the \( n \)-tuple \( \tilde{F}_\epsilon[u] \) is a null divergence \( (D_i \tilde{F}_\epsilon = 0) \) and the \( n \)-tuple \( \tilde{F}[u] \) is the particular solution of this equation whose components are given by

\[
\tilde{F}^i = \int_0^1 \frac{\alpha_i + 1}{|\alpha| + 1} D^\alpha (u^a \mathbf{E}_a^{\alpha+\delta_i}(H)[\kappa u]) d\kappa + \int_0^1 \kappa^i H(\kappa x, 0, \ldots, 0) d\kappa.
\]

Here \( \mathbf{E}_a^\alpha \) is the higher-order Euler operator acting on an arbitrary differential function \( P[u] \) according to

\[
\mathbf{E}_a^\alpha(P) = \sum_{\beta \geq \alpha} \frac{\beta!}{\alpha!(\beta - \alpha)!} (-D)^{\beta - \alpha} \frac{\partial P}{\partial u^\alpha_{\beta}}.
\]

Recall also that for any multiindex \( \alpha \) with components \( \alpha_1, \ldots, \alpha_n \in \mathbb{N} \cup \{0\} \), we have \( \alpha! := \alpha_1! \cdots \alpha_n! \) and \( \delta_i \) was introduced after Definition 1. The condition \( \beta \geq \alpha \) for the multiindices \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and \( \beta = (\beta_1, \ldots, \beta_n) \) means that \( \beta_1 \geq \alpha_1, \ldots, \beta_n \geq \alpha_n \).

In fact, we need only a consequence of Theorem 4. It is easy to see that if the function \( H \) does not depend on the derivatives of \( u^a \) for a fixed value of \( a \) then the tuple \( \tilde{F} \) from Theorem 4 possesses the same property with the same value of \( a \).

**Corollary 1.** Let \( F \) be a conserved vector of a system \( \mathcal{L} \), satisfying the equality \( D_i F^i = H \), where the differential function \( H[u] \) does not depend on the derivatives of \( u^a_1, \ldots, u^a_q \) for fixed values \( a_1, \ldots, a_q \). Then the conserved vector \( F \) is equivalent to a conserved vector of \( \mathcal{L} \) which does not depend on the derivatives of \( u^a_1, \ldots, u^a_q \).

### 4 A Hadamard lemma for fiber bundles

In this section we derive certain versions of the well-known Hadamard lemma (see e.g., [21, Proposition 2.10]) which will be needed in our further investigations. To this end we will employ the following notations: let \( k, \kappa \in \mathbb{N} \). The index \( s \) will run from 1 to \( k \), the index \( S \) from 1 to \( K \) and the index \( \sigma \) from 1 to \( \kappa \). Let us also recall that the summation convention for summation over repeated indices is in effect.
To begin with we treat a rather elementary special case of the general result below in order to make the underlying ideas transparent and to single out a case of practical relevance. In both cases, we will use unified notations.

Suppose that $B$ and $N$ are manifolds. (Here $N$ can also be a one-element set.) Denote the manifold $B \times N \times \mathbb{R}^k$ by $M$. Consider the smooth functions $g: B \to \mathbb{R}^k$, $\zeta: B \times N \to \mathbb{R}^k$ and $f: B \to \mathbb{R}$. We associate the function $f$ with the function $\hat{f}: M \to \mathbb{R}$ defined by

$$
\hat{f}(y, z', z'') = f(y) \quad \forall (y, z', z'') \in M.
$$

**Lemma 1.** Let $g: B \to \mathbb{R}^k$ be a mapping of maximal rank on the submanifold $B_g = \{ y \in B \mid g(y) = 0 \}$. The function $\hat{f}$ vanishes on the submanifold

$$
M_{g, h} = \{ (y, z', z'') \in M \mid g(y) = 0, h(y, z', z'') := z'' - \zeta(y, z') = 0 \}
$$

if and only if there exists a smooth function $\lambda: B \to \mathbb{R}^k$ such that

$$
f(y) = \lambda^*(y)g^*(y) \quad \forall y \in B.
$$

**Proof.** Suppose that the function $\hat{f}$ vanishes on $M_{g, h}$. We fix an arbitrary point $y_0$ from $B_g$ and some point $z'_0$ from $N$ and put $z''_0 = \zeta(y_0, z'_0)$. The point $(y_0, z'_0, z''_0)$ of $M$ belongs to $M_{g, h}$ and hence $f(y_0) = \hat{f}(y_0, z'_0, z''_0) = 0$. In other words, the function $f$ vanishes on the entire submanifold $B_g$. Then the Hadamard lemma implies the desired result.

The converse statement is obvious. \hfill $\Box$

Lemma [1] in fact deals with systems of algebraic equations on trivial fiber bundles, which are partitioned into two subsets of equations. For each appropriate system, the equations of the first subset are pullbacks of equations on the base $B$ of the fiber bundle under consideration. The equations from the second set essentially depend on “fiber variables”, i.e., any nonzero combination of them is not an equation of the first kind. Such system can be called *trivially foliated* since the partition is the same for all points of the fiber bundle. In fact, we can weaken the condition of trivial foliation and demand for systems to have at least local representations as pairs of subsystems with the properties described.

Our next aim is to generalize this result to the general fiber bundle setting. To this end we first introduce some notation (cf., e.g., [11]).

Consider a smooth fiber bundle $(M, B, \pi, F)$, where $M$ is the total space of the bundle, $B$ the base space, $F$ the fiber, and $\pi: M \to B$ the projection map. We write $(U, \varphi)$ for the local trivializations (or fiber bundle charts) of the bundle $M$, $\pi^{-1}(U) \cong U \times F$. Any point $x \in \pi^{-1}(U)$ corresponds to the pair $(y, z) = \varphi(x) \in B \times F$, i.e., $y = \pi(x) = \text{pr}_1(\varphi(x)) \in B$ and $z = \text{pr}_2(\varphi(x)) \in F$.

Let $H: M \to \mathbb{R}^k$, $g: B \to \mathbb{R}^k$ and $f: B \to \mathbb{R}$ be smooth maps. $B_g = \{ y \in B \mid g(y) = 0 \}$ and $M_H = \{ x \in M \mid H(x) = 0 \}$ denote the set of solutions of the systems $g(y) = 0$ and $H(x) = 0$, respectively. We associate the functions $f$ and $g$ with their pullbacks $f \circ \pi: M \to \mathbb{R}$ and $g \circ \pi: M \to \mathbb{R}^k$ under $\pi$.

**Lemma 2.** Suppose that $\pi(M_H) = B_g$ and $g: B \to \mathbb{R}^k$ has maximal rank on $B_g$. Then the function $f \circ \pi$ vanishes on $M_H$ if and only if there exists a smooth map $\lambda: B \to \mathbb{R}^k$ such that

$$
f(y) = \lambda^*(y)g^*(y) \quad \forall y \in B.
$$

**Proof.** Suppose that the function $f \circ \pi$ vanishes on $M_H$. We fix an arbitrary point $y_0$ from $B_g$. The condition $\pi(M_H) \supset B_g$ implies that $M_H \cap \pi^{-1}(y_0) \neq \emptyset$. Let $x_0 \in M_H \cap \pi^{-1}(y_0)$. Then $f(y_0) = f \circ \pi(x_0) = 0$. In other words, the function $f$ vanishes on the entire set $B_g$. In view of the Hadamard lemma we obtain equality (1).

Conversely, if the function $f$ admits a representation of the form (1), it vanishes on $B_g$ and, therefore, the function $f \circ \pi$ vanishes on $\pi^{-1}(B_g) \supset M_H$. \hfill $\Box$
Definition 6. Let the smooth maps \( H: M \to \mathbb{R}^K \) and \( g: B \to \mathbb{R}^k \) have maximal rank on \( M_B \) and \( B_g \), respectively. The system \( H(x) = 0 \) is called a foliated system over the base system \( g(y) = 0 \) if \( \pi(M_B) = B_g \).

Definition [6] can be reformulated in terms of a connection between the systems \( H(x) = 0 \) and \( g(y) = 0 \). This reformulation justifies the name ‘foliated system’.

Thus, the condition \( \pi(M_B) \subset B_g \) is equivalent to the pullback of the system \( g(y) = 0 \) being a consequence of the system \( H(x) = 0 \). Indeed, the condition \( \pi(M_B) \subset B_g \) is rewritten as \( M_B \subset \pi^{-1}(B_g) \), i.e., the pullback \( g \circ \pi \) vanishes on \( M_B \). By the Hadamard lemma, under the condition of maximal rank of \( H \) on \( M_B \) there exist functions \( \lambda^S: M \to \mathbb{R} \) such that \( g^s \circ \pi(x) = \lambda^{sS}(x)H^S(x) \). This implies that each of the equations \( g^s(y) = 0 \) is a combination of equations of the system \( H(x) = 0 \). Conversely, if the system \( g \circ \pi(x) = 0 \) is a consequence of \( H(x) = 0 \), it is obvious that \( \pi(M_B) \subset B_g \).

The condition \( \pi(M_B) \supset B_g \) means that for any solution \( y_0 \) of \( g(y) = 0 \) there exists a solution \( x_0 \) of \( H(x) = 0 \) with \( \pi(x_0) = y_0 \). Consider a function \( f: B \to \mathbb{R} \) whose pullback \( f \circ \pi \) vanishes on \( M_B \). Then \( f(y_0) = f \circ \pi(x_0) = 0 \). As a result, \( f \) vanishes on \( B_g \) and, since the function \( g \) is of maximal rank on \( B_g \), in view of the Hadamard lemma we have \( f(y) = \lambda^s(y)g^s(y) \) for some smooth functions \( \lambda^s: B \to \mathbb{R} \), i.e., the equation \( f(y) = 0 \) is combined from equations of the system \( g(y) = 0 \).

The above arguments are summarized in the following statement.

Proposition 2. Suppose that \( g: B \to \mathbb{R}^k \) and \( H: M \to \mathbb{R}^K \) are smooth mappings having maximal rank on the sets \( B_g \) and \( M_B \), respectively. Then the system \( H(x) = 0 \) is foliated over the base system \( g(y) = 0 \) if and only if the pullback \( g(\pi(x)) = 0 \) of the system \( g(y) = 0 \) (with respect to the projection \( \pi \)) is a consequence of the system \( H(x) = 0 \) and for any solution \( y_0 \) of \( g(y) = 0 \) there exists a solution \( x_0 \) of \( H(x) = 0 \) such that \( \pi(x_0) = y_0 \). The foliation also implies that the projection of any combination of equations from the system \( H(x) = 0 \) which is the pullback of an equation on \( B \), is a consequence of the system \( g(y) = 0 \).

Let \( h: M \to \mathbb{R}^\kappa \) be a smooth map. Then by the vertical rank of \( h \) in \( x \in M \) we mean the rank of the restriction of the tangent map \( T_xh \) of \( h \) to the vertical subspace of the tangent space \( T_xM \) of \( M \) at \( x \). (This vertical subspace is just the tangent space of the fiber at \( x \).) If \( (\varphi, U) \) is any trivialization around \( x \) and \( \varphi(x) = (y, z) \), then the vertical rank of \( h \) at \( x \) is the rank of \( \partial_z(h \circ \varphi^{-1})(y, z) \). After these preparations we may now state:

Theorem 5. Suppose that the system \( H(x) = 0 \) is foliated over the system \( g(y) = 0 \), where \( g: B \to \mathbb{R}^k \), \( H: M \to \mathbb{R}^K \), \( k \leq \dim B \) and \( K \leq \dim M \). Suppose that \( x_0 \in M_B \), \( y_0 = \pi(x_0) \), and \( H \) is of constant vertical rank (denoted by \( \kappa \)) in a neighborhood of \( \pi^{-1}(y_0) \cap M_B \) in \( M \). Then \( K = k + \kappa \) and in a neighborhood \( O_0 \) of \( x_0 \) in \( M \) the system \( H(x) = 0 \) is equivalent to the united system of \( g(\pi(x)) = 0 \) and \( h(x) = 0 \), where \( h: O_0 \to \mathbb{R}^\kappa \) is a smooth function with vertical rank \( \kappa \).

Proof. We choose a fiber bundle chart \( (U, \varphi) \) around \( y_0 \) and set \( z_0 = \text{pr}_2(\varphi(x_0)) \). Let \( (y^1, \ldots, y^n, z^1, \ldots, z^m) \) be local coordinates in a neighborhood of \((y_0, z_0)\) in \( U \times F \), where \( n = \dim B \) and \( m = \dim F \). Then in what follows we may in fact suppose that \( B \) and \( F \) are open subsets of \( \mathbb{R}^n \) resp. \( \mathbb{R}^m \). We introduce the notation \( y'' = (y^1, \ldots, y^{K-\kappa}), y' = (y^{K-\kappa+1}, \ldots, y^n), z'' = (z^1, \ldots, z^\kappa) \) and \( z' = (z^{\kappa+1}, \ldots, z^m) \). Up to re-numbering of the \( y \)- and \( z \)-variables we can assume that \( |\partial(H \circ \varphi^{-1})/\partial(y'', z'')| \neq 0 \) in the point \((y_0, z_0)\). \( H \circ \varphi^{-1}(y_0, z_0) = 0 \). In view of the implicit function theorem there exist neighborhoods \( V', V'', \ V' \) and \( V'' \) of \( y'_0, y''_0, z'_0 \) and \( z''_0 \) in the projections of \( U \times F \) to the variables \( y', y'', z' \) and \( z'' \), respectively, and there exist smooth maps \( \theta: V' \times W' \to V'' \) and \( \zeta: V' \times W' \to W'' \) such that \( H \circ \varphi^{-1}(y, z) = 0 \) in \( O = V'' \times V' \times W' \times W' \) iff \( y'' = \theta(y', z') \) and \( z'' = \zeta(y', z') \). The derivative \( \partial \theta/\partial z' \) identically
vanishes since otherwise rank $\partial H/\partial z > \kappa$ for some points in $\tilde{O}$, i.e., in fact $\theta: V' \to V''$ and $y'' = \theta(y')$. Note that $y'' = \theta(y'_0)$ and $z'' = \zeta(y'_0, z'_0)$.

Since for any solution (in $V'' \times V'$) of the system $y'' = \theta(y')$ there exists a solution of the system $z'' = \zeta(y', z')$ from $W'' \times W'$ (e.g., $z' = z'_0$ and $z'' = \zeta(y'_0, z'_0)$) then

$$\pi(M_H \cap O_0) = \{ y \in \pi(O_0) \mid y'' = \theta(y') \} \subset B_g \cap \pi(O_0),$$

where $O_0 = \varphi^{-1}(\tilde{O})$ and, therefore, $\pi(O_0) = V'' \times V'$. Consequently, the set of projections of tangent vectors to $M_H$ in the points from $\pi^{-1}(y_0) \cap M_H \cap O_0$ coincides with the tangent space to $\pi(M_H \cap O_0)$ in $y_0$, which has dimension $n - K + \kappa$.

As a result, for any $x \in \pi^{-1}(y_0) \cap M_H$ we can construct a neighborhood $O$ of $x$ in $M$ such that $\pi(M_H \cap O) \subset B_g \cap \pi(O)$ and the set of projections of tangent vectors to $M_H$ in the points from $\pi^{-1}(y_0) \cap M_H \cap O$ is an $n - K + \kappa$-dimensional vector space. It is possible to choose a finite or countable set $\{ O_i \}$ of such neighborhoods covering $\pi^{-1}(y_0) \cap M_H$. Hence the set of projections of tangent vectors to $M_H$ in the points from $\pi^{-1}(y_0) \cap M_H$ is at most a countable union of $n - K + \kappa$-dimensional vector spaces. At the same time, it has to coincide with the $n - k$-dimensional tangent space to $B_g$ in $y_0$ since $\pi(M_H) = B_g$. This implies that $k = K - \kappa$ and, therefore, $\pi(M_H \cap O_0) = B_g \cap \pi(O_0)$, i.e., in view of the Hadamard lemma the systems $y'' = \theta(y')$ and $g(y) = 0$ are equivalent on $\pi(O_0)$. Finally, the system $H(x) = 0$ is equivalent to the combined system of $g(\pi(x)) = 0$ and $h(x) = 0$ on $O_0$, where $h: O_0 \to \mathbb{R}^\kappa$ is the smooth function defined by $h \circ \varphi^{-1}(y, z) = z'' - \zeta(y', z')$ and hence having the vertical rank $\kappa$. \hfill \Box

Note 1. It follows from the proof of Theorem 5 that any foliated system (under the assumption of constant vertical rank of the associated mapping on the solution submanifold) locally has the structure of a trivially foliated system, as treated in Lemma \ref{lem:trivial_foliation}.

5 Foliated systems of differential equations

All the potential frames over systems of differential equations investigated in the subsequent sections are particular cases of the more general notion of foliation of systems of differential equations.

Let $\mathcal{L}$ be a system $\tilde{L}(x, u_\beta, v_\beta) = 0$ of $\tilde{l}$ differential equations $\tilde{L}^1 = 0, \ldots, \tilde{L}^\tilde{l} = 0$ for $m + p$ unknown functions $u = (u^1, \ldots, u^m)$ and $v = (v^1, \ldots, v^p)$ of $n$ independent variables $x = (x_1, \ldots, x_n)$. Let $\mathcal{L}$ be a system $L(x, u_\omega) = 0$ of $l$ differential equations $L^1 = 0, \ldots, L^l = 0$ for only $m$ unknown functions $u$.

For each $k \in \mathbb{N} \cup \{0\}$ we consider the projection $\varpi_k: J^k(x|u, v) \to J^k(x|u): \varpi_k(x, u(k), v(k)) = (x, u(k))$. Any differential function $G = G[u]: J^k(x|u) \to \mathbb{R}$ is naturally associated with its pullback $G[u, v] \circ \varpi_k: J^k(x|u, v) \to \mathbb{R}$ under $\varpi_k$: $G \circ \varpi_k(x, u(k), v(k)) = G(x, u(k))$. It is also possible to consider the projection $\varpi: J^\infty(x|u, v) \to J^\infty(x|u)$ whose restriction to $J^k(x|u, v)$ coincides with $\varpi_k$ and which induces pullbacks of differential functions of $u$ of arbitrary (finite) order. Usually we will notationally suppress the pullback operation in what follows. In order to apply, in particular, the usual and extended characteristic forms of conservation laws and the Hadamard lemma, we suppose that both the systems $\mathcal{L}$ and $\mathcal{L}$ are totally nondegenerate.

The definition of foliated systems of differential equations fits well into the general notion of foliation and the geometrical interpretation of systems of differential equations as manifolds in a jet space.

**Definition 7.** The system $\mathcal{L}$ is called a foliated system over the base system $\mathcal{L}$ if both the systems $\mathcal{L}$ and $\mathcal{L}$ are totally nondegenerate and $\varpi_k(\mathcal{L}(k)) = \mathcal{L}(k)$ for any $k \in \mathbb{N}$.

\footnote{If $n - K + \kappa < n - k$ then the Lebesgue measure (in the tangent space $T_{y_0}B_g$) of each of the countably many $n - K + \kappa$-dimensional subspaces would be 0, contradicting the fact that their union is $T_{y_0}B_g$.}
It is natural to denote the relation between $\mathcal{L}$ and $\mathcal{L}$ by $\varpi \mathcal{L} = \mathcal{L}$. Similarly to the algebraic case (cf. the previous section), Definition 7 admits a reformulation in terms of a connection between the systems $\mathcal{L}$ and $\mathcal{L}$, which justifies the name ‘foliated system’. Namely, the system $\mathcal{L}$ is foliated over the system $\mathcal{L}$ if and only (the pullback of) each equation of $\mathcal{L}$ is a differential consequence of $\mathcal{L}$ and for any local solution $u = u^0(x)$ of $\mathcal{L}$ there exist a local solution of the system $\tilde{L}|_{u=u^0} = 0$ in $v$. The foliation also implies that any differential consequence of $\mathcal{L}$ which does not involve the functions $v$ is (the pullback of) a differential consequence of $\mathcal{L}$. In terms of solution sets, the strip $u = u^0(x)$, where $u^0(x)$ is a fixed solution of $\mathcal{L}$, is the solution set of the system $\tilde{L}(x, u^0(\rho), v(\rho)) = 0$.

**Definition 8.** The system $\tilde{L}$ is called a **strongly foliated system** over the base system $\mathcal{L}$ if $\tilde{L}$ is foliated over $\mathcal{L}$ and each of the equations minimally representing $\mathcal{L}$ can be included in a minimal set of equations forming $\mathcal{L}$.

There exist foliated systems which are not strongly foliated. For example, the system $\tilde{L}$ formed by the equations $u_x^2 = u^1$, $v_x = u^2$ and $v_t = u^1$ is foliated and not strongly foliated over the system $\mathcal{L}$ consisting of the equations $u_x^2 = u^1$ and $u_t^2 = u_t^1$. Indeed, the equation $u_t^2 = u_t^1$ is a differential consequence of $\mathcal{L}$ and cannot be included in the minimal set of equations representing $\mathcal{L}$. The cross differentiation of the two last equations of $\tilde{L}$ is the unique way of excluding the derivatives of $v$ from $L$. Therefore, any differential consequence of $\mathcal{L}$ which does not involve the function $v$ is a differential consequence of $\mathcal{L}$. This example is directly connected with the main subject of the paper since both the systems are potential systems of the $(1 + 1)$-linear heat equation, cf. systems (19) and (21) with the value $A = 1$.

If $\tilde{L}$ is foliated over $\mathcal{L}$, we will assume that the maximally possible number $\hat{l}$ of equations of $\mathcal{L}$ is included in the minimal equation set forming and canonically representing $\tilde{L}$. Without loss of generality we can additionally assume that these equations are the first $\hat{l}$ equations in both of these systems. Such a representation of $\tilde{L}$ and $\mathcal{L}$ will be called a **canonical foliation** of $\tilde{L}$ over $\mathcal{L}$.

The foliation is strong if and only if $\hat{l} = l$.

In the previous example we have $\hat{l} = 1$ since the set of equations $u_x^2 = u^1$, $v_x = u^2$ and $v_t = u^1$ canonically representing $\tilde{L}$ includes only one equation ($u_x^2 = u_t^1$) from $\mathcal{L}$ and cannot include more equations from $\mathcal{L}$.

The pullback of any conserved vector of $\mathcal{L}$ under $\varpi$ obviously is a conserved vector of $\tilde{L}$ which does not depend on derivatives of $v$. In view of Lemma 2 the converse statement is also true. Namely, any conserved vector of $\tilde{L}$ which does not depend on derivatives of $v$ is the pullback of a conserved vector of $\mathcal{L}$ under $\varpi$. This justifies the following definition.

**Definition 9.** We say that a conservation law $\mathcal{F}$ of $\tilde{L}$ is a pullback, with respect to $\varpi$, of a conservation law $\mathcal{F}$ of $\mathcal{L}$ (i.e., $\mathcal{F} = \varpi^* \mathcal{F}$) or, in other words, is *induced* by this conservation law if there exists a conserved vector $\tilde{F} \in \mathcal{F}$ which is the pullback of a conserved vector $F \in \mathcal{F}$.

Using Definition 9 we can re-formulate our results on the pullbacks of conserved vectors.

**Proposition 3.** A conservation law $\tilde{F}$ of $\tilde{L}$ is induced by a conservation law $\mathcal{F}$ of $\mathcal{L}$ if and only if the conservation law $\tilde{F}$ contains a conserved vector which does not depend on derivatives of $v$. This conserved vector necessarily is the pullback of a conserved vector belonging to $\mathcal{F}$.

**Definition 10.** Let $\tilde{L}$ be canonically foliated over $\mathcal{L}$. A tuple $\lambda = (\lambda^1[u, v], \ldots, \lambda^{l-\hat{l}}[u, v])$ is called an **extended characteristic** of a conservation law $\tilde{F}$ of $\tilde{L}$ if some conserved vector $\tilde{F} \in \mathcal{F}$ satisfies the condition

$$D_{i}^{\hat{l}} \tilde{F}^{i} = \sum_{\mu=1}^{l} \lambda^{\mu} L^{\mu} + \sum_{\nu=1}^{\hat{l}-\hat{l}} \lambda^{l+i-\hat{l}} L^{l+i-\hat{l}}. \quad (5)$$
The definition of usual characteristics involves the minimal set of equations canonically representing the system under consideration. In contrast to this, to define extended characteristics of a canonically foliated system, we extend this minimal set by the equations which canonically represent the base system and do not belong to the minimal set of equations of the foliated system.

**Definition 11.** We say that a usual or extended characteristic of \( \mathcal{L} \) is induced by a characteristic of \( \mathcal{L} \) if the tuple of the characteristic components associated with the pullbacks of the equations of \( \mathcal{L} \) is the pullback of the characteristic of \( \mathcal{L} \) and the other characteristic components vanish.

If the extended characteristic \( \lambda \) is induced by a characteristic of \( \mathcal{L} \), the defining equality (5) takes the form \( D_i \hat{F}^i = \lambda^\mu[u]L^\mu[u] \), i.e., the total divergence of the associated conserved vector \( \hat{F} \) is a function of only \( x \) and derivatives of \( u \).

**Theorem 6.** Let the system \( \mathcal{L} \) be canonically foliated with the base system \( \mathcal{L} \). A conservation law of \( \mathcal{L} \) is induced by a conservation law of \( \mathcal{L} \) if and only if it has an extended characteristic induced by a characteristic of \( \mathcal{L} \).

**Proof.** Suppose that \( \hat{F} \) is a conservation law of \( \mathcal{L} \), induced by a conservation law of \( \mathcal{L} \). In view of Proposition 5, it contains a conserved vector \( \hat{F} \) which does not depend on derivatives of \( v \). The condition \( D_i \hat{F}^i|_{\hat{\mathcal{L}}} = 0 \) means that the differential function \( D_i \hat{F}^i \) (of order \( r \leq \text{ord}(\hat{F}^1, \ldots, \hat{F}^n)+1 \)) vanishes on the manifold \( \hat{\mathcal{L}} \) determined in the jet space \( J^r(x|u,v) \) by the system \( \hat{\mathcal{L}} \) and its differential consequences. Since \( \hat{\mathcal{L}} \) is foliated over \( \hat{\mathcal{L}} \) then \( \hat{\pi}_r(\hat{\mathcal{L}}(v)) = \mathcal{L}(v) \). In view of Lemma 2 there exist functions \( \hat{\lambda}^\mu \) of only \( x \) and derivatives of \( u \) up to order \( r \) such that \( D_i \hat{F}^i = \hat{\lambda}^\mu \hat{L}^\mu \).

Here the equations \( \hat{L}^{\mu} = 0, \mu = 1, \ldots, \hat{l} \), form a corresponding set of differential consequences of the system \( \mathcal{L} \) which have, as differential equations, order not greater than \( r \). Following the conventional way of deriving the characteristic form of conservation laws \( \mathcal{L} \), we integrate by parts on the right-hand side of the last equality and obtain \( D_i \hat{F}^i = \lambda^\mu L^\mu \), where \( \hat{F}^i \) and \( \lambda^\mu \) are functions of \( x \) and derivatives of \( u \). The conserved vectors \( \hat{F} \) and \( \hat{F} \) are equivalent since the lefthand side vanishes on \( \mathcal{L} \). That is why the tuple \( (\lambda^1[u], \ldots, \lambda^l[u]) \) is a characteristic of the system \( \mathcal{L} \), associated with the conserved vector \( \hat{F} \) which belongs to the conservation law of \( \mathcal{L} \), inducing \( \hat{F} \). Therefore, the tuple \( (\lambda^1[u], \ldots, \lambda^l[u], \lambda^{l+1} = 0, \ldots, \lambda^{l+\hat{l}-1} = 0) \) is an extended characteristic of the foliated system \( \hat{\mathcal{L}} \), associated with the conservation law \( \hat{F} \) and induced by the characteristic \( (\lambda^1[u], \ldots, \lambda^l[u]) \) of the base system \( \mathcal{L} \).

Conversely, let the tuple \( (\lambda^1, \ldots, \lambda^{l+\hat{l}-1}) \) be an extended characteristic of the foliated system \( \hat{\mathcal{L}} \) associated with the conservation law \( \hat{F} \), induced by the characteristic \( (\lambda^1, \ldots, \lambda^l) \) of the base system \( \mathcal{L} \). This means that \( \lambda^1 = \lambda^1[u], \ldots, \lambda^l = \lambda^l[u], \lambda^{l+1} = 0, \ldots, \lambda^{l+\hat{l}-1} = 0 \) and there exists a conserved vector \( \hat{F} = \hat{F}[u,v] \in \hat{F} \) such that \( D_i \hat{F}^i = \lambda^\mu L^\mu \). Since the right-hand side \( \lambda^\mu L^\mu \) depends only on \( x \) and derivatives of \( u \), the equality \( D_i \hat{F}^i = \lambda^\mu L^\mu \) implies in view of Corollary 2 that there exists a conserved vector \( \hat{F} \) of \( \hat{\mathcal{L}} \), which depends only on \( x \) and derivatives of \( u \), equivalent to the conserved vectors \( \hat{F} \) and, therefore, belongs to \( \hat{\mathcal{L}} \). This in turn shows in view of Proposition 6 that the conservation law \( \hat{F} \) is induced by a conservation law of the base system \( \mathcal{L} \).

The proof of Theorem 6 also implies the following statement.

**Corollary 2.** An extended characteristic of \( \hat{\mathcal{L}} \) is induced by a characteristic of \( \mathcal{L} \) if the tuple of the characteristic components associated with the pullbacks of equations of \( \mathcal{L} \) does not depend on derivatives of \( v \) and the other characteristic components vanish.

In the general case the equality \( D_i \hat{F}^i = \lambda^\mu L^\mu \) is not a characteristic form of the conservation law of \( \hat{\mathcal{L}} \), containing the conserved vector \( \hat{F} \), since some equations canonically representing \( \mathcal{L} \) may lie outside of the canonical foliation \( \hat{\mathcal{L}} \). The strong foliation guaranties the inclusion of all the equations \( L^1 = 0, \ldots, L^l = 0 \) in the canonical foliation.
Corollary 3. A conservation law of the canonically strongly foliated system \( \mathcal{L} \) is induced by a conservation law of the base system \( \mathcal{L} \) if and only if it has a characteristic induced by a characteristic of \( \mathcal{L} \).

6 The two-dimensional case

In this section we first derive our results for the case of two independent variables to explain some necessary notions and ideas of the proof clearly. Moreover, this case is special, in particular, with respect to a possible (constant) indeterminacy after the introduction of potentials and due to the high effectiveness of the application of potential symmetries. Only in this case the introduction, according to Theorem 2 of potentials with an arbitrary finite set of conservation laws results in an Abelian covering of the system under consideration, and any Abelian covering can be obtain in this way.

We denote the independent variables by \( t \) and \( x \). A conserved vector of the system \( \mathcal{L} \) in two independent variables \( t \) and \( x \) is a pair \((F,G)\) of functions depending on \( t \), \( x \) and a (finite) number of derivatives of \( u \), whose total divergence vanishes for all solutions of \( \mathcal{L} \), i.e., \((D_tF + D_xG)|_{\mathcal{L}} = 0\). Here \( D_t \) and \( D_x \) are the operators of total differentiation with respect to \( t \) and \( x \), respectively. The components \( F \) and \( G \) are called the conserved density and the flux of the conserved vector \((F,G)\). Two conserved vectors \((F,G)\) and \((F',G')\) are equivalent and, therefore, associated with the same conservation law if there exist functions \( \hat{F}, \hat{G} \) and \( H \) of \( t \), \( x \) and derivatives of \( u \) such that \( \hat{F} \) and \( \hat{G} \) vanish on \( \mathcal{L}(k) \) for some \( k \) and \( F' = F + \hat{F} + D_xH \), \( G' = G + \hat{G} - D_tH \).

Any conserved vector \((F,G)\) of \( \mathcal{L} \) allows one to introduce the new dependent (potential) variable \( v \) by means of the equations

\[
\begin{align*}
  v_x &= F, \\
  v_t &= -G.
\end{align*}
\]

To construct several potentials in one step, we have to use a set of conserved vectors associated with linearly independent conservation laws since otherwise the potentials will be dependent in the following sense: there exists a linear combination of the potentials, which is, up to a negligible constant summand, a differential function of \( u \) only (see Proposition (4) below). In the case of two independent variables we can also introduce the more general notion of potential dependence [12].

Let \( v^1, \ldots, v^p \) be potentials of the system \( \mathcal{L} \). By \( \mathcal{L}_p \) we denote the combined system of \( \mathcal{L} \) and the equations determining the set of potentials \( v^1, \ldots, v^p \).

Definition 12. The potentials \( v^1, \ldots, v^p \) are called dependent on the solution set of the system \( \mathcal{L} \) (or, for short, dependent) if there exist \( r' \in \mathbb{N} \) and a function \( \Omega \) of the variables \( t \), \( x \), \( u(t,x,v^1, \ldots, v^p) \) such that \( \Omega_{v^s} \neq 0 \) for some \( s \), \( 1 \leq s \leq p \), and \( \Omega(t,x,u(t,x,v^1, \ldots, v^p)) = 0 \) for any solution \((u,v^1, \ldots, v^p)\) of (up to gauge transformations, i.e., up to adding constants to the potentials).

A proof of local dependence or independence of potentials seems rather hopeless for general classes of differential equations since it is closely connected with a precise description of the structure of the associated conservation laws. Examples of such proofs for particular classes of differential equations (diffusion–convection equations and linear parabolic equations) were presented in [22][24].

Proposition 4. If conserved vectors of the system \( \mathcal{L} \) belong to linearly dependent conservation laws then the associated potentials are locally dependent on the solution set of \( \mathcal{L} \).

Proof. Let \((F^s,G^s)\), \( s = 1, \ldots, p \), be conserved vectors of \( \mathcal{L} \) such that the corresponding conservation laws are linearly dependent. This means that \( c_sF^s = \hat{F} + D_xH \), \( c_sG^s = \hat{G} - D_tH \)
for some constants $c_s$ and some functions $\hat{F}$, $\hat{G}$ and $H$ of $t$, $x$ and derivatives of $u$, where $\hat{F}$ and $\hat{G}$ vanish on $\mathcal{L}(k)$ for some $k$. For each $s$, the potential $v^s$ associated with the conserved vector $(F^s, G^s)$ satisfies the equations $v^s_x = F^s$ and $v^s_t = -G^s$. Therefore, $c_s v^s_x = D_x H + \hat{F}$ and $c_s v^s_t = D_t H - \hat{G}$, i.e., $c_s v^s - H = c = \text{const}$ on the solution set of $\mathcal{L}$. As a result, we obtain that the potentials $v^s$ are locally dependent with $\Omega = c_s v^s - H$. (The constant $c$ is negligible up to gauge transformations of the potentials.)

\begin{proposition}
Suppose that two tuples of potentials are associated with tuples of conserved vectors which are equivalent in the following sense: Any conserved vector of each tuple is equivalent to a linear combination of conserved vectors from the other tuple. Then either both these vectors which are equivalent in the following sense: Any conserved vector of each tuple is equivalent with an additional summand which is a differential function of the dependent variables.

(Proof)

It is natural to call tuples of potentials satisfying the conditions of Proposition \ref{prop:equivalence} equivalent. Proposition \ref{prop:equivalence} implies that, up to the equivalence of tuples of potentials, any potential system is associated with a subspace of the space of conservation laws of the initial system and does not depend on the choice of a basis in this subspace or of the conserved vectors representing the basis elements.

In the case of a single equation $\mathcal{L}$, pairs of equations of the form (\ref{eq:pair_of_equations}) combine into the complete potential system if at least one of them is associated with a nonsingular characteristic (since in this case $\mathcal{L}$ is a differential consequence of this pair). As a rule, systems of this kind admit a number of nontrivial symmetries and hence are of great interest. Note that in the case $l = 1$ the characteristic $\lambda = \lambda[u]$ is called singular if the differential equation $\lambda[u] = 0$ has a solution $u = u(x)$. The importance of distinguishing between singular and nonsingular characteristics was emphasized by Bluman \cite{Bluman}.

Suppose that the system $\mathcal{L}$ has $p$ linearly independent local conservation laws with conserved vectors $(F^s, G^s)$, $s = 1, \ldots, p$. We introduce the potentials $v^1, \ldots, v^p$ associated with this tuple of conserved vectors by the formulas

$$\begin{align*}
v^1_x &= F^s[u], & v^1_t &= -G^s[u],
\end{align*}$$

(\ref{eq:potential_system})

assuming additionally that these potentials are locally independent on the solution set of the system $\mathcal{L}$. The corresponding potential system $\mathcal{L}_p$ is canonically represented by the potential part (\ref{eq:potential_system}) and the equations of the system $\mathcal{L}$ which are not differential consequences of (\ref{eq:potential_system}) and the other equations of $\mathcal{L}$, taken together. This representation is a canonical foliation of the system $\mathcal{L}_p$ over the system $\mathcal{L}$. Below the index $\nu$ runs through the set $\mathcal{N}' = \{1, \ldots, l\} \setminus \mathcal{N}$. Note that the total number of such equations is equal to or greater than $l - p$ but is not necessarily equal to $l - p$.

By what was said after Proposition \ref{prop:equivalence} tuples $v = (v^1, \ldots, v^p)$ and $\tilde{v} = (\tilde{v}^1, \ldots, \tilde{v}^p)$ of potentials associated with the same $p$-dimensional subspace of the conservation law space $\text{CL}(\mathcal{L})$ of $\mathcal{L}$ are equivalent. In other words, the tuples $v$ and $\tilde{v}$ of potentials are called equivalent if there exist differential functions $\Phi^s[u]$ and constants $c_{s\sigma}$ such that $|c_{s\sigma}| \neq 0$ and the transformation $\tilde{v}^s = c_{s\sigma} v^s + \Phi^s[u]$ (the variables $x$ and derivatives of $u$ are not transformed) maps the system $\mathcal{L}_p$ associated with $v$ to the system $\tilde{\mathcal{L}}_p$ associated with $\tilde{v}$. The tuples $(F^s, G^s, s = 1, \ldots, p)$ and $(\tilde{F}^s, \tilde{G}^s, s = 1, \ldots, p)$ from the potential parts of these systems are connected by the formulas $$(\tilde{F}^s - c_{s\sigma} F^s - D_t \Phi^s)|_{\mathcal{L}} = 0 \quad \text{and} \quad (\tilde{G}^s - c_{s\sigma} G^s + D_x \Phi^s)|_{\mathcal{L}} = 0.$$ We will also say that the systems $\mathcal{L}_p$ and $\tilde{\mathcal{L}}_p$ are equivalent as potential systems of the system $\mathcal{L}$.

In order to use the characteristic form (\ref{eq:characteristic_form}) of conservation laws we need for the systems $\mathcal{L}$ and $\mathcal{L}_p$ to be totally nondegenerate in some sense. In the general case, it is difficult to derive the

\section{Conclusion}

The approach to the study of differential equations using the concept of conservation laws has led to the development of a powerful method for solving nonlinear equations. The theory of conservation laws has found applications in various fields such as fluid dynamics, plasma physics, and general relativity. The classification of conservation laws and the study of their symmetries provides a framework for understanding the structure of solutions and the behavior of solutions to nonlinear equations. The use of potential systems and the equivalence of tuples of potentials allows for a deeper understanding of the underlying symmetries and the relationships between different solutions. The development of computational methods for the calculation of conservation laws and their symmetries is an active area of research with potential applications in numerous scientific and engineering disciplines.
total nondegeneracy of $\mathcal{L}_p$ in the usual sense [21] from the corresponding property of $\mathcal{L}$. That is why we use the following trick based on the special structure of the potential part (7) of $\mathcal{L}_p$. For any $k \in \mathbb{N} \cup \{0\}$ we replace the usual jet spaces $J^k(x|u)$ and $J^k(x|u, v)$ by the weighted jet space $J^k_\varrho(x|u)$ with a predefined weight $\varrho$ and the weighted jet space $J^k_\varrho(x|u, v)$ in which the weight $\varrho$ is extended to the derivatives of the potentials $v$ according to the rule:

$$\varrho(v^s) = \max(0, \varrho(F^s) - 1, \varrho(G^s) - 1) + |\alpha|.$$  

Note that this rule is not the only possible choice. There are a number of different ways for this extension. The main rule for weighting the potentials is that the weights of the left-hand sides of equation (7) have to be greater than or equal to the weights of the corresponding right-hand sides. Recall that the weight $\varrho(H)$ of any differential function $H$ equals the maximal weight of the variables explicitly appearing in $H$. For the extension of the weight $\varrho$ to be canonical (up to permutation of potentials) in the class of potential systems equivalent to $\mathcal{L}_p$, we have to choose one of the equivalent tuples of potentials which has the minimal value of $\sum \varrho(v^s)$. The consideration of the pre-weighted space $J^k_\varrho(x|u)$ is necessary for the investigation of hierarchies of potential systems since the system $\mathcal{L}$ itself may be a potential system of a system with respect to a part of the unknown functions $u^a$, with the other $u$'s as potentials of the previous level.

The first step in this recursive procedure is carried out by assigning the weight 0 to all variables $u$ of any initial system $\mathcal{L}$ in a hierarchy of potential systems.

A complete set $L_{p[k]}$ of independent differential consequences of the system $\mathcal{L}_p$ which have extended weights not greater than $k$ is exhausted by the equations

$$\bar{L}\ddot{u} = 0, \quad \bar{\nu} = 1, \ldots, \bar{\ell}, \quad v^s_{(0,j'+1)} = D^j u^s, \quad v^s_{(i+1,j)} = -D^i D^j G^s.$$ 

Here the equations $\bar{L}\ddot{u} = 0, \bar{\nu} = 1, \ldots, \bar{\ell}$, form a complete set $L_{[k]}$ of independent differential consequences of the system $\mathcal{L}$, which have weights not greater than $k$, and $v^s_{(i,j')} = \partial^{i+j} u^s / \partial x^{i} \partial t^{j}$, $i, j \geq 0$. For each $s$ the indices $j'$ and $(i, j)$ run through the sets in which $i, j, j' \geq 0$, $\varrho(v^s) + j' < k$ and $\varrho(v^s) + i + j < k$.

It is obvious that for any $k \in \mathbb{N}$ the system $L_{p[k]}$ is of maximal rank on the manifold $\mathcal{L}_{p[k]}$ in the weighted jet space $J^k_\varrho(x|u, v)$ if and only if the system $L_{[k]}$ is of maximal rank on the manifold $\mathcal{L}_{[k]}$.

The local solvability of $\mathcal{L}_p$ follows from the local solvability of $\mathcal{L}$ and the compatibility conditions for the potential part and implies the local solvability of $\mathcal{L}$ since $\mathcal{L}$ is a subsystem of $\mathcal{L}_p$.

As a result, we have the following statement.

**Lemma 3.** The system $\mathcal{L}$ is totally nondegenerate with respect to a weight if and only if the potential system $\mathcal{L}_p$ is totally nondegenerate with respect to this weight extended to the derivatives of the potentials.

Moreover, $\varpi_{[k]}(\mathcal{L}_{p[k]}) = \mathcal{L}_{[k]}$ for any $k \in \mathbb{N}$ since $L_{p[k]}$ is a trivially foliated system of algebraic equations with the base system $L_{[k]}$. Therefore, two-dimensional potential systems form a particular case of foliated systems of differential equations and all statements of Section 5 are true for conservation laws of such systems. (Only in the proof of Theorem 6 the orders and usual jet spaces have to be replaced by the weights of the same objects and weighted jet spaces, respectively.) At the same time, due to their special structure stronger statements on the connection between conservation laws induced by conservation laws of the corresponding initial systems and the locality of the associated characteristics can be proved.

**Lemma 4.** If a characteristic of a two-dimensional potential system depends only on local variables (i.e., independent and non-potential dependent ones) then the associated conservation law of the potential system has a conserved vector which also does not depend on potentials.
Proof. Suppose that the potential system $\mathcal{L}_p$ possesses a characteristic

$$(\alpha^s, \beta^s, \gamma^\nu, s = 1, \ldots, p, \nu \in \mathcal{N})$$

which does not depend on the potentials $v^1, \ldots, v^p$. (Due to system $\mathcal{L}_p$ the dependence of the characteristic on nonzero derivatives of the potentials can be neglected up to the equivalence relation of characteristics.) The components $\alpha^s, \beta^s$ and $\gamma^\nu$ are functions of $x$ and derivatives of $u$ and correspond to the equations $v^s_t = -G^s, v^s_x = F^s$ and $L^\nu = 0$, respectively. Therefore, there exists a conserved vector $(F, G)$ of the potential system $\mathcal{L}_p$ such that

$$D_tF + D_xG = \alpha^s(v^s_t + G^s) + \beta^s(v^s_x - F^s) + \gamma^\nu L^\nu =: V.$$ \hspace{1cm} (8)

Since the differential function $V$ of $t, x$ and derivatives of $u$ and $v$ is a total divergence then the value of the extended Euler operator $E = (E_{u^1}, \ldots, E_{u^m}, E_{v^1}, \ldots, E_{v^p})$ on $V$ is the zero $m + p$-tuple. In particular,

$$-E_v^s V = D_t\alpha^s + D_x\beta^s = 0,$$

i.e., the tuple $(\alpha^s[u], \beta^s[u])$ is a null divergence. In view of Theorem 2 on null divergences, for each $s$ there exists a differential function $\Phi^s[u]$ such that $\alpha^s = D_x\Phi^s$ and $\beta^s = -D_t\Phi^s$. We set

$$\hat{F} = F + \Phi^s(v^s_x - F^s), \quad \hat{G} = G - \Phi^s(v^s_t + G^s).$$

Then equation (8) can be re-written as

$$D_t\hat{F} + D_x\hat{G} = \Phi^s D_t(v^s_x - F^s) - \Phi^s D_x(v^s_t + G^s) + \gamma^\nu L^\nu = -\Phi^s(D_tF^s + D_xG^s) + \gamma^\nu L^\nu,$$

and the conserved vector $(\hat{F}, \hat{G})$ is equivalent to the initial conserved vector $(F, G)$. The right-hand side of the last equality is a differential function of $u$ and vanishes on the manifold $\mathcal{L}_p$ of the jet space $\mathcal{J}^k(x[u])$, where $k$ is the highest weight of the variables in this expression. Using the Hadamard lemma and “integration by parts” as in deriving the general characteristic form of conservation laws, we obtain that

$$D_t\hat{F} + D_x\hat{G} = \gamma^\mu L^\mu$$ \hspace{1cm} (9)

for some differential functions $\hat{\gamma}^\mu[u]$, where the conserved vector $(\hat{F}, \hat{G})$ is equivalent to $(\hat{F}, \hat{G})$ and, therefore, to $(F, G)$ since it differs from $(\hat{F}, \hat{G})$ on a tuple vanishing on the solution set of $\mathcal{L}$. Since the right-hand side $\gamma^\mu L^\mu$ depends only on $x$ and derivatives of $u$ and $v$, equality (9) implies in view of Corollary 4 that there exists a conserved vector $(\hat{F}, \hat{G})$ of $\mathcal{L}_p$, which depends only on $x$ and derivatives of $u$ and is equivalent to the conserved vectors $(\hat{F}, \hat{G})$ and, therefore, $(F, G)$. \hspace{1cm} \square

Lemma 5. If an extended characteristic of a two-dimensional potential system is induced by a characteristic of the corresponding initial system then the associated conservation law of the potential system has a characteristic which does not depend on potentials.

Proof. Suppose that the potential system $\mathcal{L}_p$ possesses an extended characteristic induced by a characteristic $\lambda$ of the initial system $\mathcal{L}$, i.e., there exists a conserved vector $(F, G)$ of $\mathcal{L}_p$ such that $D_tF + D_xG = \lambda^\mu[u]L^\mu[u]$. In the general case this equality is not a characteristic form of the conservation law of $\mathcal{L}_p$ containing the conserved vector $(F, G)$, since some equations of $\mathcal{L}$ can fall out of the minimal set of equations forming the potential system $\mathcal{L}_p$. The indices of such equations form the set $\mathcal{N'} = \{\nu\}$. If $\mathcal{N'} = \emptyset$, we at once have a characteristic form.

Let $\mathcal{N'} \neq \emptyset$. We represent each $L^\nu$ as a differential consequence of $\mathcal{L}_p$. In view of Lemma 4 this representation has the form

$$L^\nu = A^\nu\rho L^\rho + B^\nu\beta (D_tF^s + D_xG^s),$$
where $A^\nu^s$ and $B^\nu^s$ are polynomials of the total differentiation operators $D_t$ and $D_x$ with coefficients depending on $t$, $x$ and derivatives of $u$. Note that $D_t F^s + D_x G^s = D_x (v_t^s + G^s) - D_t (v_x^s - F^s)$. Therefore,

$$D_t F + D_x G = \lambda^\nu L^\nu + \lambda^\nu A^\nu^s L^\nu + \lambda^\nu B^\nu^s D_x (v^s + G^s) - \lambda^\nu B^\nu^s D_t (v_x^s - F^s).$$

Integrating by parts on the right-hand side leads to the equality

$$D_t \tilde{F} + D_x \tilde{G} = \alpha^s (v_t^s + G^s) + \beta^s (v_x^s - F^s) + \gamma^\nu L^\nu,$$

where $\alpha^s = -D_x B^\nu^s \lambda^\nu$, $\beta^s = D_t B^\nu^s \lambda^\nu$ and $\gamma^\nu = \lambda^\nu + A^\nu^s \lambda^\nu$ are functions of $x$ and derivatives of $u$, and $A^\nu^s$ and $B^\nu^s$ denote the formally adjoint operators to $A^\nu^s$ and $B^\nu^s$, respectively. The conserved vectors $(F, G)$ and $(\tilde{F}, \tilde{G})$ are equivalent since their difference vanishes on $\mathcal{L}_p$.

Finally, we construct the characteristic $(\alpha^s, \beta^s, \gamma^\nu, s = 1, \ldots, p, \nu \in \mathcal{N})$ of the conservation law with the conserved vector $(F, G)$, which depends only on $x$ and derivatives of $u$.

Proposition 3, Theorem 6 and Lemmas 4 and 5 can now be combined into the following result:

**Theorem 7.** The following statements on a conservation law of a two-dimensional potential system are equivalent:

1) the conservation law is induced by a conservation law of the corresponding initial system;
2) it contains a conserved vector which does not depend on potentials;
3) some of its extended characteristics are induced by characteristics of the initial system;
4) it possesses a characteristic not depending on potentials.

**Note 2.** If $\mathcal{L}_p$ and $\tilde{\mathcal{L}}_p$ are equivalent as potential systems of the system $\mathcal{L}$ then the corresponding equivalence transformation maps any conservation law of $\mathcal{L}_p$, possessing the locality properties 1–4 of Theorem 7, to a conservation law of $\tilde{\mathcal{L}}_p$ with the same properties. In other words, the locality properties of conservation laws are stable with respect to the equivalence of potential systems.

**Note 3.** Although the general version of the Hadamard lemma for fiber bundles (Lemma 2) is used in the proof of Theorem 6 involved in deriving Theorem 7, in fact the simplest version of this lemma (Lemma 1) is sufficient, due to the special foliation structure of two-dimensional potential systems, to directly prove Theorem 7. The same observation is true for Abelian coverings and standard potential systems without gauges in the multidimensional case.

Consider a tower $\{\mathcal{L}_p^k, k = 0, 1, \ldots, N\}$ of potential systems over the system $\mathcal{L} = \mathcal{L}_p^0$. (Here $N \leq \infty$.) This means that for any $k \in \{1, \ldots, N\}$ the system $\mathcal{L}_p^k$ is a potential system of $\mathcal{L}_p^{k-1}$. The system $\mathcal{L}_p^k$ will be called a $k$-th level potential system associated with $\mathcal{L}$. We will say that the potential system $\mathcal{L}_p^k$ is strictly of $k$-th level if it cannot be included as a potential system of a lower level in another tower of potential systems over $\mathcal{L}$. For any $k, k' \in \{1, \ldots, N\}$, where $k' < k$, the system $\mathcal{L}_p^{k'}$ is foliated over the system $\mathcal{L}_p^k$.

A conservation law of a potential system of $k$-th level is a $k$-th level potential conservation law of $\mathcal{L}$. A conservation law of a potential system which is strictly of $k$-th level and is not induced by a conservation law of lower level, is called a potential conservation law which is strictly of $k$-th level. A potential in a tower of potential systems is strictly of $k$-th level if it is introduced with a conservation law which is strictly of $(k - 1)$-st level. By linearly combining potentials and lowering their levels as far as possible, any finite tower of potential systems over $\mathcal{L}$ can be transformed to a tower in which for any $k$ the dependent variables of $\mathcal{L}_p^k$, complementary to the dependent variables of $\mathcal{L}_p^{k-1}$, are potentials which are strictly of $(k - 1)$-st level. Another
approach to ordering towers of potential systems is to consider only one-dimensional extensions of the spaces of dependent variables for each step between levels (see, e.g., [20]).

An iterative application of Theorem 4 to towers of potentials systems implies two statements on potential conservation laws (in terms of a fixed tower and in terms of levels, respectively).

**Corollary 4.** Let \( \{L_p^k, k = 0, 1, \ldots, N\} \) be a tower of potential systems over the system \( L \) with two independent variables. For any \( k \in \{1, \ldots, N\} \) the following statements on a conservation law of \( L_p^k \) are equivalent:

1) the conservation law is induced by a conservation law of \( L_p^{k'} \) for some \( k' < k \);

2) it contains a conserved vector depending only on variables appearing in \( L_p^{k'} \) and derivatives involving them;

3) some of its extended characteristics are induced by characteristics of \( L_p^{k'} \);

4) it possesses a characteristic which does not depend on potentials complementary to the dependent variables of \( L_p^{k'} \).

**Corollary 5.** The following statements on a \( k \)-th level potential conservation law of a two-dimensional system are equivalent:

1) the conservation law is induced by a conservation law of a lower level;

2) it contains a conserved vector which does not depend on potentials whose strict levels are greater than \( k - 1 \);

3) some of its extended characteristics are induced by characteristics of a potential system of a lower level;

4) it possesses a characteristic not depending on potentials with strict levels greater than \( k - 1 \).

### 7 Abelian coverings

There are two ways to directly generalize the above results for the two-dimensional case to the multi-dimensional case. One of them deals with so-called Abelian coverings [20] and the other is based on the introduction of potentials according to Theorem 2. In this section we consider Abelian coverings (in the local approach, cf. the remark preceding Definition 13 below).

Suppose that the system \( L \) admits \( p \) potentials \( v^1, \ldots, v^p \) defined by the equations

\[
v_i^\sigma = G^{\sigma i}[u], \tag{10}
\]

where the differential functions \( G^{\sigma i} = G^{\sigma i}[u] \) satisfy the compatibility conditions \( D_j G^{\sigma i} = D_i G^{\sigma j} \) on the solution set of the system \( L \). The corresponding potential system \( L_p \) is canonically represented by the potential part \( (10) \) and the equations of the system \( L \), which are not differential consequences of \( (10) \) and other equations of \( L \), taken simultaneously. Similarly to Section 6 below the index \( \nu \) runs through the set \( N \) of the numbers of such equations and the index \( \nu' \) runs through the complimentary set \( N' = \{1, \ldots, l\} \setminus N \). The representation described gives a canonical foliation of the system \( L_p \) over the system \( L \).

The system \( L_p \) defines a (first level) Abelian covering of the system \( L \) since the right-hand sides \( G^{\sigma i} \) of \( (10) \) do not depend on the potentials \( v^1, \ldots, v^p \). Each of the compatibility conditions \( (D_j G^{\sigma i} - D_i G^{\sigma j}) \big|_L = 0 \) can be interpreted as a conservation law of \( L \) with a conserved vector which has only two nonzero components, namely, the \( i \)-th component equal to \( G^{\sigma i} \) and the \( j \)-th component equal to \( -G^{\sigma j} \). Therefore, defining a potential in the framework of Abelian coverings involves \( \frac{1}{2} n(n - 1) \) conserved vectors of a special form.

Similarly to the two-dimensional case, two tuples \( v = (v^1, \ldots, v^p) \) and \( \tilde{v} = (\tilde{v}^1, \ldots, \tilde{v}^p) \) of potentials of Abelian coverings of the same multi-dimensional system \( L \) are equivalent if there exist differential functions \( \Phi^\sigma[u] \) and constants \( c_{\sigma \sigma} \) such that \( |c_{\sigma \sigma}| \neq 0 \) and the transformation \( \tilde{v}^\sigma = c_{\sigma \sigma} v^\sigma + \Phi^\sigma[u] \) (the variables \( x \) and derivatives of \( u \) are not transformed) maps the system \( L_p \).
associated with \( v \) to the system \( \mathcal{L}_p \) associated with \( \tilde{v} \). The function tuples \((G^{si}[u])\) and \( (\tilde{G}^{si}[u])\) from the potential parts of these systems are connected by the formula \((\tilde{G}^{si} - c_{s\sigma}G^{s\sigma} - D_1\Phi^s)|_{\mathcal{L}} = 0\). In fact, in the local-coordinate approach an Abelian covering of \( \mathcal{L} \) is an equivalence class of tuples of potentials which are considered along with the corresponding equations of the form (10) and prolongations of the total differentiation operators to the potentials, coinciding on the solution set of \( \mathcal{L} \). The equivalence of potential \( p \)-tuples agrees with the equivalence of the associated \( p \)-element sets of \( \frac{1}{2} n(n-1) \)-tuples of conserved vectors, involving linear combinations.

Definition 13. The potentials \( v^1, \ldots, v^p \) are called locally dependent on the solution set of the system \( \mathcal{L} \) (or, briefly speaking, dependent) if there exist \( r' \in \mathbb{N} \) and a function \( \Omega \) of the variables \( x, u(x), v^1, \ldots, v^p \) such that \( \Omega v^s \neq 0 \) for some \( s \) and \( \Omega(x,u(x),v^1,\ldots,v^p) = 0 \) for any solution \((u,v^1,\ldots,v^p)\) of the system \( \mathcal{L}_p \), (up to gauge transformations, i.e., adding constants to potentials).

If a linear combination of the tuples \((G^{s1},\ldots,G^{sn})\), \( s = 1,\ldots,p \), is a total gradient, i.e., \( c_s G^{si} = D_i H \) for certain constants \( c_s \) and a differential function \( H[u] \), then the potentials \( v^1, \ldots, v^p \) are dependent since \( c_s v^s = H[u] + c_0 \) for some negligible constant \( c_0 \).

Employing the characteristic form (11) of conservation laws requires the assumption that the systems \( \mathcal{L} \) and \( \mathcal{L}_p \) are totally nondegenerate. We again use the trick of introducing weighted jet spaces and extending the weight to potentials. The procedure is analogous to that in the two-dimensional case. Thus, the rule for extending the weight to the derivatives of the potentials \( v^1, \ldots, v^p \) is

\[
g(v^s_\alpha) = \max(0, g(G^{s1}) - 1, \ldots, g(G^{sn}) - 1) + |\alpha|.
\]

Lemma 6. The system \( \mathcal{L} \) is totally nondegenerate with respect to a weight if and only if the system \( \mathcal{L}_p \) is totally nondegenerate with respect to this weight extended to the derivatives of the potentials.

Proof. A complete set \( L_p[k] \) of independent differential consequences of the system \( \mathcal{L}_p \) which have extended weights not greater than \( k \) is exhausted by the equations

\[
\tilde{L}^{\mu} = 0, \quad \hat{\mu} = 1,\ldots, \tilde{\mu}, \quad v^s_\alpha = D^\alpha_{i-1}D^\alpha_{i+1} \ldots D^\alpha_n G^{s1}.
\]

Here the equations \( \tilde{L}^{\mu} = 0, \quad \hat{\mu} = 1,\ldots, \tilde{\mu}, \) form a complete set \( L[k] \) of independent differential consequences of the system \( \mathcal{L} \), which have weights not greater than \( k \). \( v^s_\alpha = \partial^\alpha v^s / \partial x^{\alpha_1} \ldots \partial x^{\alpha_n} \). For each \( i \) and \( s \) the multiindex \( \alpha = (\alpha_1,\ldots,\alpha_n) \) runs through the multiindex set in which \( \alpha_1 = \cdots = \alpha_{i-1} = 0, \alpha_i > 0, g(v^s) + |\alpha| \leq k \).

It is obvious that for any \( k \in \mathbb{N} \) the system \( L_p[k] \) is of maximal rank on the manifold \( \mathcal{L}_p[k] \) in the weighted jet space \( J^k_p(x|u,v) \) if and only if the system \( L[k] \) is of maximal rank on the manifold \( \mathcal{L}[k] \). The local solvability of \( \mathcal{L}_p \) follows from the local solvability of \( \mathcal{L} \) and the compatibility conditions for the potential part and implies the local solvability of \( \mathcal{L} \) since \( \mathcal{L} \) is a subsystem of \( \mathcal{L}_p \).

Since any potential system representing an Abelian covering is foliated over the corresponding initial system, all statements of Section 5 are applicable to its conservation laws (after the necessary modifications in the proof of Theorem 6 connected with the introduction of weighted jet spaces). Stronger statements on the connection between potential-free characteristics and conservation laws by induced conservation laws of the corresponding initial system can be proved owing to a special structure of the foliation.

Lemma 7. If a characteristic of the potential system \( \mathcal{L}_p \) depends only on “local” variables (i.e., it is a function only of \( x \) and derivatives of \( u \)) then the associated conservation law of \( \mathcal{L}_p \) has a conserved vector which also does not depend on potentials.
Proof. Let the potential system \( \mathcal{L}_p \) possess a characteristic

\[
(\alpha^{si}, \gamma^\nu, s = 1, \ldots, p, i = 1, \ldots, n, \nu \in \mathcal{N})
\]

which does not depend on the potentials \( v^1, \ldots, v^p \). (By the defining equation (10) for the potentials, the dependence of the characteristic on nonzero derivatives of the potentials can be neglected up to the equivalence relation of characteristics.) In the above expression, \( \alpha^{si} \) and \( \gamma^\nu \) are differential functions of \( u \) corresponding to \( v_i^s = G^{si} \) and \( L^\nu = 0 \), respectively. From this, we obtain a conserved vector \( (F^1, \ldots, F^n) \) of \( \mathcal{L}_p \) with

\[
D_i F^i = \alpha^{si}(v_i^s - G^{si}) + \gamma^\nu L^\nu =: V. \tag{11}
\]

As the differential function \( V \) of \( x \) and derivatives of \( u \) and \( v \) is a total divergence, an application of the extended Euler operator \( E = (E_u^1, \ldots, E_u^m, E_v^1, \ldots, E_v^p) \) on \( V \) gives the zero \( m + p \)-tuple. We conclude that

\[
-E_v^s V = D_i \alpha^{si} = 0, \quad s = 1, \ldots, p,
\]

so that \( (\alpha^{si}[u], \ldots, \alpha^{sn}[u]) \) is a null divergence. Thus by Theorem 2 there exist differential functions \( \Phi^{sij}[u] \) such that \( \alpha^{si} = D_j \Phi^{sij} \) and \( \Phi^{sij} = -\Phi^{sji} \). Setting

\[
\hat{F}^i = F^i + \Phi^{sij}(v_j^s - G^{sj}),
\]

the tuple \( \hat{F} = (\hat{F}^1, \ldots, \hat{F}^n) \) is a conserved vector equivalent to the initial conserved vector \( F \). In terms of \( \hat{F} \) equation (11) can be re-written as

\[
D_i \hat{F}^i = \alpha^{si}(v_i^s - G^{si}) + \gamma^\nu L^\nu + (D_j \Phi^{sij})(v_j^s - G^{sj}) + \Phi^{sij}(v_i^s - D_i G^{sj}) + \gamma^\nu L^\nu.
\]

The right-hand side of the last equality vanishes on the solution set of \( \mathcal{L} \). The standard way of deriving the characteristic form of conservation laws implies that

\[
D_i \hat{F}^i = \hat{\gamma}^\mu L^\mu \tag{12}
\]

for some differential functions \( \hat{\gamma}^\mu[u] \) and some conserved vector \( \hat{F} \) equivalent to \( \hat{F} \) and, therefore, \( F \). (The conserved vector \( \hat{F} \) differs from \( \hat{F} \) by a tuple vanishing on the solution set of \( \mathcal{L} \).) As \( \hat{\gamma}^\mu L^\mu \) depends only on \( x \) and derivatives of \( u \), by (9) and Corollary 1 we obtain that there exist a conserved vector \( \hat{F} \) of \( \mathcal{L}_p \) which depends only on \( x \) and derivatives of \( u \) and is equivalent to the conserved vector \( \hat{F} \) and, consequently, to \( F \). \( \square \)

Lemma 8. If an extended characteristic of a potential system \( \mathcal{L}_p \) is induced by a characteristic of the initial system \( \mathcal{L} \) then the associated conservation law of \( \mathcal{L}_p \) has a characteristic which does not depend on potentials.

Proof. Let the system \( \mathcal{L}_p \) define an Abelian covering of the system \( \mathcal{L} \) and suppose that \( \mathcal{L}_p \) possesses an extended characteristic induced by a characteristic \( \lambda \) of \( \mathcal{L} \). Equivalently, there exists a conserved vector \( F \) of \( \mathcal{L}_p \) with \( D_i F^i = \lambda^\mu[u] L^\mu[u] \). In general, this equation need not be a characteristic form of the conservation law of \( \mathcal{L}_p \), containing the conserved vector \( F \), since some equations of \( \mathcal{L} \) may fail to be contained in the minimal set of equations forming the potential system \( \mathcal{L}_p \). We collect the indices of such equations in the set \( \mathcal{N}' = \{ \nu' \} \) and suppose that \( \mathcal{N}' \neq \emptyset \) (as otherwise we already have a characteristic form).
By Lemma 2, the representation of any \( L' \) as a differential consequence of \( L_p \) is of the form

\[
L' = A'^\nu L' + \sum_{i<j} B'^{sij} (D_i G^{sj} - D_j G^{si}),
\]

where \( A'^\nu \) and \( B'^{sij} \) are polynomials of the total differentiation operators \( D_i \) with smooth coefficients depending on \( x \) and derivatives of \( u \), and \( B'^{sij} = -B'^{sji} \). Since \( D_i G^{sj} - D_j G^{si} = D_j (v_i^s - G^{si}) - D_i (v_j^s - G^{sj}) \) we get

\[
D_i F = \lambda'^\nu L' + \lambda'^\nu A'^\nu L' + \lambda'^\nu B'^{sij} D_j (v_i^s - G^{si}),
\]

which, by integrating by parts, entails

\[
D_i F = \gamma'^\nu L' + \alpha'^i (v_i^s - G^{si}).
\]

Here \( \alpha'^i = -D_j B'^{sij} \lambda'^\nu \) and \( \gamma'^\nu = \lambda'^\nu + A'^\nu \lambda'^\nu \) are functions of \( x \) and derivatives of \( u \), and \( A'^\nu \) and \( B'^{sij} \) denotes the formally adjoint operator to \( A'^\nu \) and \( B'^{sij} \), respectively. \( F \) and \( \tilde{F} \) are equivalent conserved vectors as their difference vanishes on \( \tilde{L}_p \).

Thus we obtain the characteristic \( (\alpha'^i, \gamma'^\nu, s = 1, \ldots, p, i = 1, \ldots, n, \nu \in \mathcal{N}) \) of the conservation law with conserved vector \( F \), depending exclusively on \( x \) and derivatives of \( u \).

Thus we may combine Proposition 3, Theorem 6 and Lemmas 7 and 8 into the following result.

**Theorem 8.** The following statements on a conservation law of a system determining an Abelian covering are equivalent:

1) the conservation law is induced by a conservation law of the corresponding initial system;
2) it contains a conserved vector which does not depend on potentials;
3) some of its extended characteristics are induced by characteristics of the initial system;
4) it possesses a characteristic not depending on potentials.

**Note 4.** The locality properties of conservation laws, listed in Theorem 8, are preserved under equivalence transformations of potential systems. More precisely, if the systems \( L_p \) and \( \tilde{L}_p \) belong to the same Abelian covering of the system \( L \) then the corresponding equivalence transformation maps any conservation law of \( L_p \) with these locality properties to a conservation law of \( \tilde{L}_p \) with the same properties. Therefore the statement on locality properties of conservation laws of potential systems can be reformulated as an analogous statement for Abelian coverings.

## 8 Standard potentials

Consider potential systems obtained via inducing potentials according to Theorem 2 in the case \( n > 2 \). Suppose that the system \( L \) has \( p \) linearly independent local conservation laws with conserved vectors \( G^{si} = (G^{si}, \ldots, G^{sn}), s = 1, \ldots, p \). We introduce the potentials \( v^{sij} = -v^{sji} \) associated with this set of conserved vectors by the equations

\[
v^{sij}_j = G^{si},
\]

assuming additionally that these potentials are locally independent on the solution set of the system \( L \). The corresponding **standard potential system** \( L_p \) consists of the potential part \( (13) \) and the equations of the system \( L \) which are not differential consequences of \( (13) \) and other equations of \( L \), taken together. Below the index \( \nu \) runs through the set \( \mathcal{N} \) of the indices of such equations and the index \( \nu' \) runs through the set \( \mathcal{N}' = \{1, \ldots, l\} \setminus \mathcal{N} \). (Note that the total
number of such equations is equal to or greater than \( l - p \) but is not necessarily equal to \( l - p \).

The above representation is a canonical foliation of the system \( \mathcal{L}_p \) over the system \( \mathcal{L} \).

Tuples \( v = (v^{si}) \) and \( \tilde{v} = (\tilde{v}^{si}) \) of potentials associated with the same \( p \)-dimensional subspace of the conservation law space \( \text{CL}(\mathcal{L}) \) of \( \mathcal{L} \) are considered equivalent. In other words, the tuples of potentials \( v \) and \( \tilde{v} \) are equivalent if there exist differential functions \( \Phi^{si}_j[u] \) and constants \( c_{s\sigma} \) such that \( \Phi^{si}_j = -\Phi^{si}_j, \) \( |c_{s\sigma}| \neq 0 \) and the transformation \( \tilde{v}^{si}_j = c_{s\sigma}v^{\sigma j} + \Phi^{si}_j[u] \) (the variables \( x \) and derivatives of \( u \) are not transformed) maps the system \( \mathcal{L}_p \) associated with \( v \) to the system \( \tilde{\mathcal{L}}_p \) associated with \( \tilde{v} \). The tuples of the corresponding conserved vectors \( G^s \) and \( \tilde{G}^s \) are connected by the formula \( (G^s - c_{s\sigma}G^{\sigma i} - D_i\Phi^{si}_j)[\mathcal{L}] = 0 \). We will also say that the systems \( \mathcal{L}_p \) and \( \tilde{\mathcal{L}}_p \) are equivalent as potential systems of the system \( \mathcal{L} \).

The procedure of grading the jet space with respect to potentials in the case \( n > 2 \) is analogous to the one in the two-dimensional case (see Section 6). The difference is that the weights of the potentials arising from the same conservation law (i.e., having the same value of the index \( s \)) are assumed equal, i.e.,

\[
\varrho(v^{si}_\alpha) = \max(0, \varrho(G^{s1}) - 1, \ldots, \varrho(G^{sn}) - 1) + |\alpha|.
\]

**Lemma 9.** The system \( \mathcal{L} \) is totally nondegenerate with respect to a weight if and only if the system \( \mathcal{L}_p \) is totally nondegenerate with respect to this weight extended to the derivatives of the potentials.

**Proof.** A complete set \( L_p[k] \) of independent differential consequences of the system \( \mathcal{L}_p \) which have extended weights not greater than \( k \) is exhausted by the equations

\[
\tilde{L}^{\tilde{\mu}} = 0, \quad \tilde{\mu} = 1, \ldots, \tilde{l}, \quad v^{si}_{\alpha+\delta_i} = D^{\alpha_1}_1 \ldots D^{\alpha_n}_n G^s_i.
\]

Here the equations \( \tilde{L}^{\tilde{\mu}} = 0, \tilde{\mu} = 1, \ldots, \tilde{l}, \) form a complete set \( L[k] \) of independent differential consequences of the system \( \mathcal{L} \), which have weights not greater than \( k \) and \( v^s = \partial^{\alpha_1} v^s / \partial x_1^{\alpha_1} \ldots \partial x_n^{\alpha_n} \).

For each \( i \) and \( s \) the multiindex \( \alpha = (\alpha_1, \ldots, \alpha_n) \) runs through the multiindex set in which \( \varrho(v^s) + |\alpha| < k \) and additionally \( \alpha_1 = 0 \) if \( i = 1 \). The symbol \( \delta_i \) was introduced after Definition 4.

It is obvious that for any \( k \in \mathbb{N} \) the system \( L_p[k] \) is of maximal rank on the manifold \( \mathcal{L}_p[k] \) in the weighted jet space \( J^k_p(x|u, v) \) if and only if the system \( L[k] \) is of maximal rank on the manifold \( \mathcal{L}[k] \).

The local solvability of \( \mathcal{L}_p \) follows from the local solvability of \( \mathcal{L} \) and the compatibility conditions for the potential part and implies the local solvability of \( \mathcal{L} \) since \( \mathcal{L} \) is a subsystem of \( \mathcal{L}_p \).

Similarly to two-dimensional potential systems and systems representing Abelian coverings, multi-dimensional potential systems are foliated over the corresponding initial systems in a special way. In addition to using all statements of Section 5 this allows us to prove stronger statements on their conservation laws induced by conservation laws of the initial systems.

**Lemma 10.** If a characteristic of the potential system \( \mathcal{L}_p \) depends only on local variables (i.e., independent and non-potential dependent ones) then the associated conservation law of \( \mathcal{L}_p \) has a conserved vector which also does not depend on potentials.

**Proof.** By assumption, the potential system \( \mathcal{L}_p \) has a characteristic

\[
(\alpha^{si}, \gamma^\nu, s = 1, \ldots, p, i = 1, \ldots, n, \nu \in \mathcal{N})
\]

which does not depend on the potentials \( v^1, \ldots, v^p \). (Here the dependence of the characteristic on nonzero derivatives of the potentials can be neglected up to the equivalence relation of characteristics by (13).) Since the \( \alpha^{si} \) and \( \gamma^\nu \) are functions of \( x \) and derivatives of \( u \) corresponding
to the equations $D_j v^{sij} = G^{sij}$ and $L^\nu = 0$, respectively, there exists a conserved vector $F$ of the potential system $\mathcal{L}_p$ with

$$D_i F^j = \alpha^{sj}(v_j^{sij} - G^{sij}) + \gamma^\nu L^\nu =: V. \quad (14)$$

It follows that the differential function $V = V[u, v]$ is a total divergence, so the extended Euler operator $E = (E_u, \ldots, E_{u^m}, E_{v^1}, \ldots, E_{v^{ij}}, 1 \leq i < j \leq n)$ annihilates $V$. Thus,

$$-E_{v^{ij}} V = D_j \alpha^{sj} - D_i \alpha^{sj} = 0.$$  

These conditions mean that for each $s$ the ‘horizontal’ differential 1-form $\omega^s = \alpha^{si}[u] \, dx_i$ is closed with respect to the total differential $D$ since

$$D \omega^s = D_j \alpha^{si} \, dx_j \wedge dx_i = \sum_{i<j} (D_j \alpha^{si} - D_i \alpha^{sj}) \, dx_j \wedge dx_i = 0.$$  

The ‘horizontal’ de Rahm complex [9] (also called D-complex [21]) over a totally star-shaped domain of the independent variable $x$ and the dependent variable $u$ is exact (see, e.g., Theorem 5.59 of [21]). Therefore, the form $\omega^s$ is $D$-exact, i.e., there exists a ‘horizontal’ differential 0-form (in other words, a differential function) $\Phi^s = \Phi^s[u]$ such that $\omega^s = D\Phi^s$. Writing the last equality in components, we obtain $\alpha^{si} = D_i \Phi^s$.

Consider the conserved vector $\hat{F}$ with the components

$$\hat{F}^i = F^i - \Phi^s(v_j^{sij} - G^{sij})$$

which is equivalent to the initial conserved vector $F$. Then equation (14) can be re-written as

$$D_i \hat{F}^j = -\Phi^s(v_j^{sij} - D_i G^{sij}) + \gamma^\nu L^\nu = \Phi^s D_i G^{sij} + \gamma^\nu L^\nu.$$  

The right-hand side of this equation is a function of $x$ and derivatives of $u$ and vanishes on the manifold $\mathcal{L}_{(k)}$ in the jet space $J^k(x[u])$, where $k$ is the highest order of derivatives in this expression. Using the Hadamard lemma and “integration by parts” as in the derivation of the general characteristic form of conservation laws, we obtain that

$$D_i \hat{F}^i = \hat{\gamma}^\mu L^\mu \quad (15)$$

for some differential functions $\hat{\gamma}^\mu[u]$, where the conserved vector $\hat{F}$ is equivalent to $\hat{F}$ and, therefore, $F$ since it differs from $\hat{F}$ by a tuple vanishing on the solution set of $\mathcal{L}$. Since the right-hand side $\hat{\gamma}^\mu L^\mu$ depends only on $x$ and derivatives of $u$, equality (15) implies in view of Corollary [11] that there exists a conserved vector $\tilde{F}$ of $\mathcal{L}_p$, which depends only on $x$ and derivatives of $u$ and is equivalent to the conserved vector $\hat{F}$ and, therefore, $F$. \qed

**Lemma 11.** If an extended characteristic of the potential system $\mathcal{L}_p$ is induced by a characteristic of the system $\mathcal{L}$ then the associated conservation law of $\mathcal{L}_p$ has a characteristic which does not depend on potentials.

**Proof.** Assume that the multi-dimensional potential system $\mathcal{L}_p$ possesses an extended characteristic which is induced by a characteristic $\lambda$ of the initial system $\mathcal{L}$. This means that there exists a conserved vector $F = (F^1, \ldots, F^n)$ of $\mathcal{L}_p$ such that $D_i F^i = \lambda^\mu[u] L^\mu[u]$. Again this equation need not be a characteristic form of the conservation law of $\mathcal{L}_p$ which contains the conserved vector $F$, since some equations of $\mathcal{L}$ may not be contained in the minimal set of equations forming the potential system $\mathcal{L}_p$. We form the set $\mathcal{N}' = \{\nu\}$ of indices of such equations and may
suppose that \( N' \neq \emptyset \). Then by Lemma 11, \( L' \), being a differential consequence of \( \mathcal{L}_p \), can be represented as

\[
L' = A^{\nu' \nu} L \nu' + B^{\nu' s} D_i G^{si},
\]

where \( A^{\nu' \nu} \) and \( B^{\nu' s} \) are polynomials of the total differentiation operators \( D_i \) with coefficients depending on \( x \) and derivatives of \( u \). Since \( D_i G^{si} = D_i (v^{sij} - G^{si}) \), it follows that

\[
D_i F = \lambda^\nu L \nu' + \chi^\nu A^{\nu' \nu} L \nu' + \lambda^\nu B^{\nu' s} D_i (v^{sij} - G^{si}),
\]

and integrating by parts on the right-hand side leads to

\[
D_i \tilde{F} = \alpha^s_i (v^{sij} - G^{si}) + \gamma^\nu L \nu'.
\]

In this expression, \( \alpha^s_i = -D_i B^{si' \nu} \lambda^\nu' \) and \( \gamma^\nu = \lambda^\nu + A^{nu' s} \lambda^\nu' \) are differential functions of \( u \), and \( A^{nu' s} \) and \( B^{si' \nu} \) are the formally adjoint operators to \( A^{\nu' \nu} \) and \( B^{\nu' s} \). Also, \( F \) and \( \tilde{F} \) are equivalent as conserved vectors as their difference vanishes on \( \mathcal{L}_p \).

This gives the characteristic \( (\alpha^s_i, \gamma^\nu, s = 1, \ldots, p, i = 1, \ldots, n, \nu \in N') \) of the conservation law with conserved vector \( F \), which depend only on \( x \) and derivatives of \( u \), as claimed.

Summarizing Proposition 3, Theorem 6 and Lemmas 10 and 11, we arrive at:

**Theorem 9.** The following statements on a conservation law of a standard potential system (without gauges) are equivalent:

1) the conservation law is induced by a conservation law of the corresponding initial system;
2) it contains a conserved vector which does not depend on potentials;
3) some of its extended characteristics are induced by characteristics of the initial system;
4) it possesses a characteristic not depending on potentials.

**Note 5.** The locality properties of conservation laws, listed in Theorem 7, are stable with respect to the equivalence of potential systems. In other words, if potential systems \( \mathcal{L}_p \) and \( \dot{\mathcal{L}}_p \) of the system \( \mathcal{L} \) are equivalent then the corresponding equivalence transformation maps any conservation law of \( \mathcal{L}_p \) possessing the above locality properties to a conservation law of \( \dot{\mathcal{L}}_p \) with the same properties.

If \( n > 2 \), the equations (13) associated with a fixed solution \( u = u(x) \) of the system \( \mathcal{L} \) form an underdetermined system with respect to the potentials \( v^{sij} \). Therefore, we can add gauge conditions on the potentials to \( \mathcal{L}_p \). In fact, such additional conditions are absolutely necessary in the case \( n > 2 \) for the potential system to have nontrivial symmetries and conservation laws. It is stated in Theorem 2.7 of [1] for a quite general situation that every local symmetry of a potential system with unconstrained potentials is projectable to a local symmetry of the initial system, i.e., such a potential system gives no nontrivial potential symmetries. Moreover, each conservation law of such a system is invariant with respect to gauge transformations of the potentials [1].

**Definition 14.** A system \( \mathcal{L}_g \) of differential equations with the independent variables \( x \) and the dependent variables \( u \) and \( v \) is called a gauge on the potentials \( v^{sij} \) defined by equations (13) if any differential consequence of the coupled system \( \mathcal{L}_{gp} = \mathcal{L}_p \cap \mathcal{L}_g \), which does not involve the potentials \( v^{sij} \), is a differential consequence of the initial system \( \mathcal{L} \). The coupled system \( \mathcal{L}_{gp} \) is called a gauged potential system. The gauge \( \mathcal{L}_g \) is called weak if a minimal set of equations generating all the differential consequences of \( \mathcal{L}_p \) contains a minimal set of the coupled system \( \mathcal{L}_{gp} \) called a weakly gauged potential system.
The gauged potential system $\mathcal{L}_{gp}$ is a foliated system over the base system $\mathcal{L}$. Therefore, the statements of Section 5 are true for conservation laws of such systems and can be sharpened in the following way.

**Proposition 6.** A conservation law of a gauged potential system contains a conserved vector which does not depend on potentials if and only if it is induced by the conservation law of the corresponding initial system with the same conserved vector and if and only if some of its extended characteristics are induced by characteristics of the initial system.

A weakened version of Theorem 9 on potential systems without gauges can be extended to weakly gauged potential systems. The proof is analogous to those already presented. Only the general version of the Hadamard lemma for fiber bundles (Lemma 2) has to be applied instead of the simplest one (Lemma 1).

**Theorem 10.** A conservation law of a weakly gauged potential system contains a conserved vector which does not depend on potentials if and only if it has a characteristic which also does not depend on potentials and whose components corresponding to the gauge equations vanish.

## 9 General coverings

The idea of general coverings arose in the well-known paper by Wahlquist and Estabrook [31] in the form of prolongation structures involving pseudopotentials. Later this idea was rigorously formulated and developed in geometrical terms [9, 17, 18, 30]. Here we treat coverings in the framework of the local approach by introducing local coordinates.

The statement on the simultaneous locality of conserved vectors and characteristics is not true for conservation laws of general coverings.

Suppose that the system $\mathcal{L}$ admits $p$ pseudo-potentials $v^1, \ldots, v^p$ defined by the equations

$$v^s_i = G^s_i[u|v],$$

where differential functions $G^s_i = G^s_i[u|v]$ satisfy the compatibility conditions $\hat{D}_j G^s_i = \hat{D}_i G^s_j$ on the solution set of the system $\mathcal{L}$. The notation $G[u|v]$ means that $G$ is a differential function of $u$ and $v$, depending on $x$, $v$ and derivatives of $u$ (there are no derivatives of $v$ of orders greater than 0!). We will briefly call $G[u|v]$ a differential function of $(u|v)$. $\hat{D}_i$ is the operator of total differentiation, acting on differential functions of the above type according to system (16), i.e.,

$$\hat{D}_i = \partial_{x^i} + u^a_i \partial_{u^a} + G^s_i[u|v] \partial_{x^s}.$$

The corresponding potential system $\mathcal{L}_p$ consists of the pseudo-potential part (16) and the equations of the system $\mathcal{L}$ which are not differential consequences of (16) together with other equations of $\mathcal{L}$. The system $\mathcal{L}_p$ defines a covering of the system $\mathcal{L}$. It is an example of a foliated system, where $\mathcal{L}$ is the base system.

Two tuples of pseudo-potentials $v = (v^1, \ldots, v^p)$ and $\tilde{v} = (\tilde{v}^1, \ldots, \tilde{v}^p)$ of the same system $\mathcal{L}$ are considered equivalent if there exist differential functions $\Omega^s_i[u|v]$ such that $|\Omega^s_i| \neq 0$ and if the transformation $\Omega$: $\tilde{v}^s = \Omega^s_i[u|v]$ (the variables $x$ and derivatives of $u$ are not transformed) maps the system $\mathcal{L}_p$ associated with $v$ to the system $\mathcal{L}_p$ associated with $\tilde{v}$. The functions $G^s_i[u|v]$ and $\tilde{G}^s_i[u|\tilde{v}]$ from the pseudo-potential parts of these systems are connected by the formula $(\tilde{G}^s_i - \hat{D}_i \Omega^s_i)|_{\mathcal{L}} = 0$. Hence the prolongations of the total differentiation operators to equivalent tuples of pseudo-potentials coincide on the solution set of $\mathcal{L}$. In fact, in the local-coordinate approach a covering of $\mathcal{L}$ is an equivalence class of tuples of pseudo-potentials which are considered along with the corresponding equations of the form (16) and prolongations of the total differentiation operators coinciding on the solution set of $\mathcal{L}$.

Since two conserved vectors of $\mathcal{L}_p$, whose difference vanishes identically in view of subsystem (16), are equivalent, any conservation law of $\mathcal{L}_p$ contains a conserved vector $F[u|v]$ whose...
components $F^i[u|v]$ do not depend on nonzero-order derivatives of the pseudo-potentials. In view of Lemma 1, the defining formula $D_{i}F^i|_{\mathcal{L}_P} = 0$ for conserved vectors of this kind can be rewritten in the form $\hat{D}_{i}F^i|_{\mathcal{L}_P} = 0$. The same is true for characteristics and extended characteristics of the system $\mathcal{L}_P$. Namely, up to equivalence determined by the subsystem (16), the components of any (extended) characteristic of $\mathcal{L}_P$ can be assumed to be differential functions of $(u|v)$. Conserved vectors (characteristics and extended characteristics) whose components do not depend on the nonzero-order derivatives of the pseudo-potentials will be called reduced.

Due to the structure of the equations (16) defining the pseudo-potentials, any weight defined for the variables $x$ and $u^a_\alpha$ is extendable to the derivatives of pseudo-potentials. To extend the weight, we use the following rule: We will assume that all the pseudo-potentials $v$ have the same weight equal, e.g., to

$$\rho_v = \max(0, \rho(G^s_i) - 1, s = 1, \ldots, p, i = 1, \ldots, n).$$

Therefore, $\rho(v^s_\alpha) = \rho_v + |\alpha|$. This equation reflects the fact that pseudo-potentials appear on the right-hand sides of the equations (16).

The jet spaces can also be endowed with weights with respect to pseudo-potentials by means of the same rule as for the usual potentials in the two-dimensional case. See Section 6 for notations and definitions.

**Lemma 12.** The system $\mathcal{L}$ is totally nondegenerate with respect to a weight if and only if the system $\mathcal{L}_P$ is totally nondegenerate with respect to this weight extended to the derivatives of the pseudo-potentials.

The proof of Lemma 12 is analogous to that of Lemma 6. Only the total differentiation operators $\hat{D}_i$ have to be used instead of the standard ones. Thus only the total nondegeneracy of the system $\mathcal{L}$ has to be assumed for working with the usual and extended characteristics of conservation laws of both the system $\mathcal{L}$ and the system $\mathcal{L}_P$. Since any potential system determining a covering of the system $\mathcal{L}$ is a foliated system with base system $\mathcal{L}$, the statements of Section 5 remain true for conservation laws of such systems (after the necessary replacements in the proof of Theorem 6, taking into account the grading of the jet spaces). Let us combine these statements and formulate them in a specific way.

**Proposition 7.** A conservation law of a system determining a covering contains a conserved vector which does not depend on potentials if and only if it is induced by the conservation law of the corresponding initial system which has the same conserved vector and if and only some of its extended characteristics are induced by characteristics of the initial system.

Unfortunately, the property of characteristic locality cannot be included in the chain of equivalent statements of Proposition 7 and, moreover, this property is not preserved under the equivalence transformations of tuples of pseudo-potentials. In fact, if the potential systems $\mathcal{L}_P$ and $\hat{\mathcal{L}}_P$ of the system $\mathcal{L}$ are equivalent with respect to an equivalence transformation $\Omega$ and the system $\mathcal{L}_P$ possesses a conservation law $\mathcal{F}$ with a local characteristic associated with equivalent tuples of pseudo-potentials then there is no guarantee that the conservation law $\hat{\mathcal{F}}$ of $\hat{\mathcal{L}}_P$, equivalent to $\mathcal{F}$ with respect to $\Omega$, also has a local characteristic.

A partial locality property of extended characteristics of covering systems is connected with the linearity of associated conserved vectors with respect to pseudo-potentials.

**Theorem 11.** A conservation law of a system determining a covering contains a reduced conserved vector which linearly depends on pseudo-potentials if and only if it has a reduced extended characteristic whose components corresponding to the pseudo-potential part of the system do not depend on pseudo-potentials.
Proof. Suppose that a conservation law $\mathcal{F}$ of the system $\mathcal{L}_p$ contains a reduced conserved vector $F[u|v]$ which linearly depends on pseudo-potentials, i.e., $F^s = F^{is}[u|v] + F^{s0}[u]$. The defining formula $D_i F^i|_\mathcal{L} = 0$ for reduced conserved vectors implies that

$$((D_i F^{is})v^s + F^{is}G^{si} + D_i F^{s0})|_\mathcal{L} = 0.$$ 

Following the conventional way of deriving the characteristic form of conservation laws, we apply the Hadamard lemma, integrate by parts on the right-hand side of the derived equality and finally obtain that

$$(D_i F^{is})v^s + F^{is}G^{si} + D_i F^{s0} = \gamma^\mu L^\mu + D_i \hat{F}^i$$

for some differential functions $\gamma^\mu = \gamma^\mu[u|v]$ and $\hat{F}^i = \hat{F}^i[u|v]$, and the functions $\hat{F}^i$ vanish on the solutions of $\mathcal{L}$ identically with respect to $v$. Therefore, the tuple $\hat{F} = (\hat{F}^1, \ldots, \hat{F}^n)$ is a trivial conserved vector of $\mathcal{L}_p$. The conserved vector $\hat{F} = F - \hat{F}$ belongs to $\mathcal{F}$ (since it is equivalent to $F$) and satisfies the equality

$$D_i \hat{F}^i = F^{is}(v^s - G^{si}) + \gamma^\mu L^\mu.$$ 

This means that the tuple $(F^{is}[u], i = 1, \ldots, n, s = 1, \ldots, p; \gamma^\mu[u|v], \mu = 1, \ldots, l)$ is a reduced extended characteristic of the system $\mathcal{L}_p$, which is associated with the conservation law $\mathcal{F}$ and obviously has the necessary property.

Conversely, let the tuple $(F^{is}[u], i = 1, \ldots, n, s = 1, \ldots, p; \gamma^\mu[u|v], \mu = 1, \ldots, l)$ be a reduced extended characteristic associated with the conservation law $\mathcal{F}$ of the system $\mathcal{L}_p$. Then there exists a conserved vector $F$ belonging to $\mathcal{F}$ such that

$$D_i F^i = F^{is}(v^s - G^{si}) + \gamma^\mu L^\mu.$$ 

(17)

Acting by the extended Euler operator $E = (E_{u^1}, \ldots, E_{u^m}, E_{v^1}, \ldots, E_{v^p})$ on both the sides of the last equality, we have in particular that

$$0 = E_{v^s} D_i F^i = -D_i F^{is} - F^{is}G^{si} + \gamma^\mu L^\mu.$$ 

Simultaneously integrating these equations, we obtain that

$$-F^{is}G^{si} + \gamma^\mu L^\mu = (D_i F^{is})v^s + H[u]$$

for some differential function $H = H[u]$. The substitution of the last expression into equation (17) results in the equality $D_i F^i = F^{is}v^s + (D_i F^{is})v^s + H$, i.e., $D_i(F^i - F^{is}v^s) = H[u]$. This immediately implies in view of Corollary[1] that there exists an $n$-tuple $\hat{F} = \hat{F}[u]$ and a null divergence $\tilde{F} = \tilde{F}[u, v]$ such that $F^i - F^{is}v^s = \tilde{F}^i + \hat{F}^i$. Finally, the tuple $\tilde{F} = F - \hat{F}$ differs from $F$ by the null divergence $\tilde{F}$ and, therefore, also is a conserved vector of $\mathcal{L}_p$, belonging to the conservation law $\mathcal{F}$. Its components $\tilde{F}^i = F^{is}[u]v^s + \hat{F}^i[u]$ are linear with respect to the pseudo-potentials.

10 A criterion for purely potential conservation laws

The main applications of the results collected in Theorem[1] are connected with the construction of potential (nonlocal) conservation laws and hierarchies of potential systems. At first sight it appears that they are important mostly for those approaches to finding conservation laws which involve the characteristic form (1) of conservation laws or its consequences (2) and (3), including the Noether symmetry approach [2, 3, 9, 21]. (A detailed comparative analysis of different methods of finding conservation laws and their realizations is given in [32].) A more
An analogous argument holds for potential systems of an arbitrary level. Potentials, to the first-level potential system \( L \) (vectors (\( \tilde{F}, \tilde{G} \)) second-level potential system (see [22] for definitions) constructed from served vectors of these conservation laws which do not depend on derivatives of potentials. The reason of the difficulty is the duplicity of the equivalence relation of conserved vectors, which is generated by summands of two kinds—null divergences and tuples of differential functions identically vanishing on the solution set of the corresponding system of differential equations. That is why it seems impossible to formulate, directly in terms of conserved vectors, an effective criterion for testing whether a conservation law of a potential system is induced by a conservation law of the corresponding initial system. At the same time, such a criterion is easily formulated in terms of characteristics.

**Proposition 8.** Let a system \( L \) be totally nondegenerate with respect to a weight, \( L_p \) be a system determining an Abelian covering of \( L \) (resp. a potential system of \( L \) in the two-dimensional case). Moreover, let a characteristic \( \lambda \) of \( L_p \) be completely reduced, i.e., the derivatives of potentials of orders greater than 0 are excluded from \( \lambda \) due to differential consequences of the potential part of \( L_p \) and then the constrained derivatives of \( u \) are excluded from \( \lambda \) due to differential consequences of \( L \). Then the characteristic \( \lambda \) is associated with a conservation law of \( L_p \), which is not induced by a conservation law of \( L \), if and only if it depends on potentials.

**Proof.** If a characteristic \( \lambda \) of \( L_p \) is completely reduced and depends on potentials then it is unconditionally inequivalent to any characteristic free from all derivatives of potentials. That is why the necessary statement directly follows from Theorem [8] (resp. Theorem [7]).

Let us consider the two-dimensional case in some more detail, employing the notations of Section [3]. Suppose that a conserved vector \((F, G)\) of a potential system \( L_p \) is associated with a characteristic

\[
\lambda = (\alpha^s[u], \beta^s[u], \gamma^\nu[u], s = 1, \ldots, p, \nu \in N)
\]

which does not depend on derivatives of potentials. Then we can algorithmically find a conserved vector \((\hat{F}, \hat{G})\) which is equivalent to \((F, G)\) and also does not depend on derivatives of potentials, avoiding the direct application of the complicated formula from Theorem [4]. The algorithm is based on the proof of Lemma [1]. Since each tuple \((\alpha^s, \beta^s)\) is a null divergence, there exist differential functions \(\Phi^s[u]\) such that \(D_x \Phi^s = \alpha^s \) and \(D_t \Phi^s = -\beta^s\). Then the conserved vector with the components

\[
\hat{F} = F + \Phi^s(v_x^s - F^s), \quad \hat{G} = G - \Phi^s(v_t^s + G^s).
\]

is equivalent to the initial conserved vector \((F, G)\) since the difference of \((F, G)\) and \((\hat{F}, \hat{G})\) vanishes on the solution set of \(L_p\), and the total divergence of \((\hat{F}, \hat{G})\) is a differential function of \(u\). This means that the conserved vector \((\hat{F}, \hat{G})\) differs from \((\hat{F}, \hat{G})\) by a null divergence whose components are, in general, differential functions of \(u\) and \(v\).

Suppose that the potential system \( L_p \) has \(q \) linearly independent conservation laws induced by conservation laws of the initial system \( L \). Let the tuples \((\hat{F}^\varsigma, \hat{G}^\varsigma)\), \(\varsigma = 1, \ldots, q\), be conserved vectors of these conservation laws which do not depend on derivatives of potentials. The second-level potential system (see [22] for definitions) constructed from \( L_p \) with the conserved vectors \((\hat{F}^\varsigma, \hat{G}^\varsigma)\), \(\varsigma = 1, \ldots, q\), is equivalent, with respect to a local transformation changing only potentials, to the first-level potential system \( L'_p \) obtained from \( L \) with the conserved vectors \((F^s, G^s)\), \(s = 1, \ldots, p\), and \((\hat{F}^\varsigma, \hat{G}^\varsigma)\), \(\varsigma = 1, \ldots, q\), (cf. the end of Section [2]). The potential part of \( L'_p \) differs from the potential part of \( L_p \) in the equations \(v_x^{p+\varsigma} = \hat{F}^\varsigma\), \(v_t^{p+\varsigma} = -\hat{G}^\varsigma\), \(\varsigma = 1, \ldots, q\). An analogous argument holds for potential systems of an arbitrary level.
11 An example

To present an illustrative example, we give a new detailed interpretation of results from [22] on hierarchies of conservation laws and potential systems of diffusion-convection equations, involving tools developed in this paper. See also [16, 22, 24] for the method of classification of potential conservation laws for a class of differential equations with respect to the equivalence group of this class.

The class of diffusion-convection equations of the general form

\[ u_t = (A(u)u_x)_x + B(u)u_x, \]  

where \( A = A(u) \) and \( B = B(u) \) are arbitrary smooth functions of \( u, A \neq 0 \), possesses the equivalence group \( G^\sim \) formed by the transformations

\[ \tilde{t} = \varepsilon_4 t + \varepsilon_1, \quad \tilde{x} = \varepsilon_5 x + \varepsilon_7 t + \varepsilon_2, \quad \tilde{u} = \varepsilon_6 u + \varepsilon_3, \quad \tilde{A} = \varepsilon_4^{-1} \varepsilon_5 A, \quad \tilde{B} = \varepsilon_4^{-1} \varepsilon_5 B - \varepsilon_7, \]

where \( \varepsilon_1, \ldots, \varepsilon_7 \) are arbitrary constants, \( \varepsilon_4 \varepsilon_5 \varepsilon_6 \neq 0 \). The kernel (intersection) \( G^\cap \) of the maximal Lie invariance groups of equations from class \( \mathbb{I}8 \) consists of the transformations \( \tilde{t} = t + \varepsilon_1, \tilde{x} = x + \varepsilon_2, \tilde{u} = u \).

Any equation from class \( \mathbb{I}8 \) has the conservation law \( \mathcal{F}^0 \) whose density, flux and characteristic are

\[ \mathcal{F}^0 = \mathcal{F}^0(A, B): \quad F = u, \quad G = -Au_x - \int B, \quad \lambda = 1. \]

A complete list of \( G^\sim \)-inequivalent equations \( \mathbb{I}8 \) having additional (i.e., linearly independent of \( \mathcal{F}^0 \)) conservation laws is exhausted by the following ones

\[ B = 0, \quad \mathcal{F}^1 = \mathcal{F}^1(A): \quad F = xu, \quad G = \int A - xAu_x, \quad \lambda = x; \]
\[ B = A, \quad \mathcal{F}^2 = \mathcal{F}^2(A): \quad F = e^x u, \quad G = -e^x Au_x, \quad \lambda = e^x; \]
\[ A = 1, \quad B = 0, \quad \mathcal{F}^3_h: \quad F = hu, \quad G = h_x u - hu_x, \quad \lambda = h. \]

where \( \int A = \int A(u)du, \int B = \int B(u)du, \quad h = h(t, x) \) is an arbitrary solution of the backward linear heat equation \( h_t + h_{xx} = 0 \). (Along with constrains for \( A \) and \( B \) the above table also contains complete lists of densities, fluxes and characteristics of additional conservation laws.)

**General case.** In the general case equation \( \mathbb{I}8 \) has the unique linearly independent local conservation law \( \mathcal{F}^0(A, B) \). The corresponding potential system

\[ v^1_x = u, \quad v^1_t = Au_x + \int B \]

possesses only the zero conservation law, i.e., equation \( \mathbb{I}8 \) of the general form admits no purely potential conservation laws.

**B = 0.** Any equation with \( B = 0 \) and a general value of \( A \) admits exactly two linearly independent local conservation laws \( \mathcal{F}^0 = \mathcal{F}^0(A, 0) \) and \( \mathcal{F}^1 = \mathcal{F}^1(A) \), and up to linear dependence any conservation law is \( G^\cap \)-equivalent to one of them. Using these conservation laws, we introduce the potentials \( v^1 \) and \( v^2 \), where

\[ v^1_x = u, \quad v^1_t = Au_x, \]  
\[ v^2_x = xu, \quad v^2_t = xAu_x - \int A. \]  

The pairs of equations \( \mathbb{I}9 \) and \( \mathbb{I}0 \), considered separately, form two potential systems for equation \( \mathbb{I}8 \) (with vanishing \( B \)) in the unknown functions \( (u, v^1) \) and \( (u, v^2) \), respectively. The
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third potential system is formed by (19) and (20) simultaneously, and the three functions $u$, $v^1$ and $v^2$ are assumed unknown. Since the characteristics $\lambda = 1$ and $\lambda = x$ are nonsingular, the initial equation is a differential consequence of both the potential parts (19) and (20) and is not included in the minimal sets of equations representing the potential systems. Therefore, the characteristics of systems (19) and (20) have two components. The components $\beta$ and $\alpha$ correspond to the first and second equations of these systems, respectively.

System (19) has only one linearly independent local conservation law $\mathcal{F}$ whose conserved vector $(\hat{F}, \hat{G}) = (v^1_x, -\int A)$ is associated with the characteristic $(\alpha, \beta) = (1, 0)$. In view of Theorem 7, this conservation law is induced by a conservation law of the initial equation. Let us find a conserved vector $(\hat{F}, \hat{G})$ which is equivalent to $(F, G)$ and additionally does not depend on derivatives of potentials. The function $\Phi$ (see Section 10) satisfies the equations $\Phi = 0$. Up to the summand $((xv^1)_t, -(xv^1)_x)$ which obviously is a null divergence, the conserved vector $(\hat{F}, \hat{G})$ is equivalent to the conserved vector $(\hat{F}, \hat{G}) = (-xu_x, xAu_x - \int A)$ belonging to the conservation law $-\mathcal{F}^1$. That is why the “second-level” potential system

\[
\begin{align*}
F &= F + \Phi(v^1_x - u) = v^1 + x(v^1_x - u) = (xv^1)_x - xu, \\
G &= G - \Phi(v^1_x - Au_x) = -\int A - x(v^1_x - Au_x) = -(xv^1)_t - \int A + xAu_x.
\end{align*}
\]

Up to the summand $((xv^1)_x, -(xv^1)_t)$ which obviously is a null divergence, the conserved vector $(\hat{F}, \hat{G})$ is equivalent to the conserved vector $(\hat{F}, \hat{G}) = (-xu_x, xAu_x - \int A)$ belonging to the conservation law $-\mathcal{F}^1$. That is why the “second-level” potential system

\[
\begin{align*}
v^1_x &= u, \quad w^1_x = v^1, \quad w^1_t = \int A
\end{align*}
\]

(21)

obtained from (19) by introducing the “second-level” potential $w^1$ with the conservation law $\mathcal{F}$ is in fact equivalent, with respect to the point transformation $w^1 = xv^1 - v^2$, to the “first-level” united potential system (19)–(20). Although system (21) formally belongs to the second level, it is the most convenient one for further investigation since it has the simplest form among the potential systems constructed with two conservation laws from equation (18) with $B = 0$.

Analogously, system (20) possesses only one linearly independent local conservation law $\mathcal{F}$ with the conserved vector $(F, G) = (x^{-2}v^2, -x^{-1}\int A)$ and the characteristic $(\alpha, \beta) = (x^{-2}, 0)$. Theorem 7 implies that this conservation law is induced by a conservation law of the initial equation. As a solution of the equations $D_x\Phi = x^{-2}$ and $D_t\Phi = -\beta = 0$, we choose the value $\Phi = -x$. Then

\[
\begin{align*}
\hat{F} &= x^{-2}v^2 - x^{-1}(v^2_x - xu) = -(x^{-1}v^2)_x + u, \\
\hat{G} &= -x^{-1}\int A + x^{-1}(v^2_x - Au_x + \int A) = -(x^{-1}v^2)_t - Au_x.
\end{align*}
\]

The conserved vector $(\hat{F}, \hat{G})$ is equivalent, by construction, to $(F, G)$ on the solution set of (21). Up to the null divergence $((x^{-1}v^2)_x, -(x^{-1}v^2)_t)$, it is also equivalent to the conserved vector $(\hat{F}, \hat{G}) = (u_x, Au_x)$ which depends only on derivatives of $u$ and belongs to the conservation law $\mathcal{F}^0$. Therefore the “second-level” potential system

\[
\begin{align*}
v^2_x &= xu, \quad w^2_x = x^{-2}v^2, \quad w^2_t = x^{-1}\int A
\end{align*}
\]

obtained from (20) by introducing the “second-level” potential $w^2$ with the conservation law $\mathcal{F}$ is also equivalent, with respect to the point transformation $w^2 = v^1 - x^{-1}v^2$, to the united system (19)–(20).

The space of conservation laws of the united system (19)–(20) is zero-dimensional. Therefore, for any equation (18) with $B = 0$ all potential conservation laws are induced by local ones and all inequivalent potential systems are exhausted by systems (19), (20) and (21).

$B = A$. This case is analyzed in a way similar to the previous one. Any equation with $B = A$ and a general value of $A$ has a two-dimensional space of local conservation laws generated
by $\mathcal{F}^0 = \mathcal{F}^0(A, A)$ and $\mathcal{F}^2 = \mathcal{F}^2(A)$, and up to linear dependence any conservation law is $G^\alpha$-equivalent to either $\mathcal{F}^0$ or $\mathcal{F}^2 + \varepsilon \mathcal{F}^0$, where $\varepsilon \in \{0, \pm1\}$ mod $G^\alpha$. Using the conservation laws $\mathcal{F}^0$ and $\mathcal{F}^2 + \varepsilon \mathcal{F}^0$, we can introduce the independent potentials $v^1$ and $v^3$, satisfying the conditions

$$v^1_x = u, \quad v^1_t = Au_x + \int A,$$

$$v^3_x = (e^x + \varepsilon)u, \quad v^3_t = (e^x + \varepsilon)Au_x + \varepsilon \int A. \quad (22)$$

The pairs of equations (22) and (23) considered separately form two potential systems for equation (18) with $B = A$ in the unknown functions $(u, v^1)$ and $(u, v^3)$, respectively. The third potential system is formed by equations (22) and (23) simultaneously, and the three functions $u, v^1$ and $v^3$ are assumed as unknown. Since the characteristics $\lambda = 1$ and $\lambda = e^x + \varepsilon$ are nonsingular, the initial equation is a differential consequence of both the potential parts (22) and (23) and is not included in the minimal sets of equations representing the potential systems. Therefore, characteristics of systems (22) and (23) have two components. The components $\beta$ and $\alpha$ correspond to the first and second equations of these systems, respectively.

System (22) has only one linearly independent local conservation law $\mathcal{F}$ whose conserved vector $(F, G) = (e^x v^1, -e^x \int A)$ is associated with the characteristic $(\alpha, \beta) = (e^x, 0)$. We choose the solution $\Phi = e^x$ of the equations $D_x \Phi = \alpha = 1$ and $D_t \Phi = -\beta = 0$ and put

$$\hat{F} = e^x v^1 + e^x (v^1_x - u) = (e^x v^1)_x - e^x u,$$

$$\hat{G} = -e^x \int A - e^x (v^1_t - Au_x - \int A) = -(e^x v^1)_t + e^x Au_x.$$ 

The conserved vector $(\hat{F}, \hat{G})$ is equivalent to $(F, G)$ by construction and, up to the null divergence $((e^x v^1)_x, -(e^x v^1)_t)$, is equivalent to the conserved vector $(\hat{F}, \hat{G}) = (-e^x u, e^x Au_x)$. This vector does not depend on the potential $v^1$ and belongs to the conservation law $-\mathcal{F}^2$. Hence the conservation law $\mathcal{F}$ of the potential system (23) is induced by the conservation law $-\mathcal{F}^2$ of the initial equation. Therefore, the “second-level” potential system

$$v^1_x = u, \quad w^1_x = e^x v^1, \quad w^1_t = e^x \int A, \quad (24)$$

obtained from (23) by introducing the “second-level” potential $w^1$ with the conservation law $\mathcal{F}$ is equivalent, with respect to the point transformation $w^1 = e^x v^1 - v^3$, to the united system (22)–(23), where $\varepsilon = 0$. Although system (24) formally belongs to the second level, it is most convenient for our further investigation among the potential systems constructed with two conservation laws from equation (18) with $B = A$ since it has the simplest form.

System (23) also admits only one linearly independent local conservation law $\mathcal{F}$ which contains the conserved vector $(F, G) = (e^x (e^x + \varepsilon)^2 v^3, -e^x (e^x + \varepsilon)^{-1} \int A)$ associated with the characteristic $(\alpha, \beta) = (e^x (e^x + \varepsilon)^{-2}, 0)$ and, hence, is induced by a conservation law of the initial equation in view of Theorem 7 We choose the solution $\Phi = -(e^x + \varepsilon)^{-1}$ of the equations $D_x \Phi = \alpha$ and $D_t \Phi = -\beta$ and put

$$\tilde{F} = \frac{e^x v^3}{(e^x + \varepsilon)^2} - \frac{v^3 - (e^x + \varepsilon)u}{e^x + \varepsilon} = -\left(\frac{v^3}{e^x + \varepsilon}\right)_x + u,$$

$$\tilde{G} = \frac{e^x \int A}{e^x + \varepsilon} + \frac{v^3 - (e^x + \varepsilon)Au_x - \varepsilon \int A}{e^x + \varepsilon} = \left(\frac{v^3}{e^x + \varepsilon}\right)_t - Au_x - \int A.$$ 

Again the conserved vector $(\tilde{F}, \tilde{G})$ is equivalent to $(F, G)$ and up to a null divergence is also equivalent to the conserved vector $(\tilde{F}, \tilde{G}) = (u, -Au_x - \int A)$ which depends only on derivatives of $u$ and belongs to the conservation law $\mathcal{F}^0$. Therefore the “second-level” potential system

$$v^3_x = (e^x + \varepsilon)u, \quad w^3_x = \frac{e^x}{(e^x + \varepsilon)^2}v^3, \quad w^3_t = \frac{e^x}{e^x + \varepsilon} \int A.$$
obtained from \( \text{(23)} \) by introducing the “second-level” potential \( w^3 \) with the conservation law \( \mathcal{F} \) is also equivalent, with respect to the point transformation \( w^3 = v^1 - (e^x + \varepsilon)^{-1} v^3 \), to the united system \( \text{(22)}-\text{(23)} \).

The space of conservation laws of the united system \( \text{(22)}-\text{(23)} \) is zero-dimensional. Therefore, for any equation \( \text{(18)} \) with \( B = A \) all potential conservation laws are induced by local ones and all inequivalent potential systems are exhausted by systems \( \text{(22)}, \text{(23)} \) and \( \text{(24)} \).

\[ B = \int A + uA. \]

From the point of view of local conservation laws, this case does not differ from the general one. Any equation from class \( \text{(18)} \) with such a value of \( B \) and an arbitrary value of \( A \) has the unique linearly independent local conservation law \( \mathcal{F}^0 = \mathcal{F}^0(A, \int A + uA) \). At the same time, the corresponding potential system

\[ v^1_x = u, \quad v^1_t = Au_x + u \int A \]  

also admits the unique linearly independent local conservation law \( \mathcal{F}^4 = \mathcal{F}^4(A) \) with the conserved vector \( (F, G) = (e^{v^1}, -e^{v^1} \int A) \) and the characteristic \( (\alpha, \beta) = (e^{v^1}, -e^{v^1} \int A) \). Since the characteristic is completely reduced and depends on the potential \( v^1 \), in view of Proposition 8 the conservation law \( \mathcal{F}^4 \) is not induced by a local conservation law of the initial equation, i.e., it is a purely potential conservation law. The potential system \( \text{(25)} \) is reduced to the potential system \( \text{(22)} \) by means of the potential hodograph transformation

\[ \tilde{t} = t, \quad \tilde{x} = v^1, \quad \tilde{v}^1 = x, \quad \tilde{u} = u^{-1}, \quad \tilde{A} = u^{-2}A, \]  

and the conservation law \( \mathcal{F}^4 \) is mapped to the one induced by \( \mathcal{F}^2 \). The same transformation extended by the formula \( \tilde{w} = -w + v^1 e^x \) to the second-level potential \( w \) introduced with \( \mathcal{F}^4 \) also reduces the second-level potential system \( v_x = u, \quad w_x = e^v, \quad w_t = e^v \int A \) to system \( \text{(24)} \). As a result, although any equation from class \( \text{(18)} \) with \( B = \int A + uA \) admits a nontrivial potential conservation law, this case does not give principally new potential systems.

**Linear heat equation.** The space of local conservation laws of the linear heat equation \( u_t = u_{xx} \) is infinite-dimensional and formed by \( \mathcal{F}^4_h \), where \( h = h(t, x) \) runs through solutions of the backward linear heat equation \( h_t + h_{xx} = 0 \). Fixing an arbitrary \( p \in \mathbb{N} \) and choosing \( p \) linearly independent solutions \( h^1, \ldots, h^p \) of the backward linear heat equation, we obtain \( p \) linearly independent conservation laws \( \mathcal{F}^4_{h^1}, \ldots, \mathcal{F}^4_{h^p} \). In view of Theorem 5 of \( \text{(22)} \) (see also Lemma 6 of \( \text{(24)} \)), the potentials \( v^1, \ldots, v^p \) introduced for these conservation laws by

\[ v^s_x = h^s u, \quad v^s_t = h^s u_x - h^s_x u, \quad s = 1, \ldots, p, \]  

are independent in the sense of Definition 12. According to Theorem 8 of \( \text{(22)} \) or Theorem 5 of \( \text{(24)} \), any local conservation law of system \( \text{(27)} \) is induced by a local conservation law of the linear heat equation. As a result, the systems of the form \( \text{(27)} \) exhaust all possible potential systems of the linear heat equation and all potential conservation laws of this equations are induced by local ones.

**Linearizable equations.** Up to \( G^\gamma \)-equivalence, class \( \text{(18)} \) contains three linearizable equations. These are the \( u^{-2} \)-diffusion equation \( u_t = (u^{-2} u_x)_x \), the related equation \( u_t = (u^{-2} u_x)_x + u^{-2} u_x \) and the Burgers equation \( u_t = u_{xx} + 2 u u_x \). These equations are well known to be linearized by nonlocal transformations (so-called potential equivalence transformations in the class \( \text{(18)} \) to the linear heat equation. While possessing the usual properties concerning local conservation laws, they are distinguished from the other diffusion–convection equations of the form \( \text{(18)} \) by possessing an infinite number of linearly independent purely potential conservation laws.

The \( u^{-2} \)-diffusion equation \( u_t = (u^{-2} u_x)_x \) admits, as a subcase of the case \( B = 0 \), two linearly independent local conservation laws \( \mathcal{F}^0 = \mathcal{F}^0(u^{-2}, 0) \) and \( \mathcal{F}^1 = \mathcal{F}^1(u^{-2}) \). The potential
system constructed by \( \mathcal{F}^1 \) has the form (20) with \( A = u^{-2} \) and possesses the same properties as for general \( A \) (see the case \( B = 0 \)). The conservation law \( \mathcal{F}^0 \) gives a potential system of the form (19) with \( A = u^{-2} \), whose space of local conservation laws, in contrast to the general value of \( A \), is infinite-dimensional and consists of the conservation laws \( \mathcal{F}^0 \) with the conserved vectors \((F, G) = (\sigma, \sigma u^{-1})\) and the characteristics \((\alpha, \beta) = (\sigma v, - \sigma_t u^{-1})\). Here the parameter-function \( \sigma = \sigma(t, v) \) runs through the solution set of the backward linear heat equation \( \sigma_t + \sigma_{vv} = 0 \) and the potential \( v^1 \) is re-denoted by \( v \). Since any of the above characteristics is completely reduced and depends on the potential \( v \) in case of \( \sigma_{vv} \neq 0 \) then in view of Proposition 8 each conservation law \( \mathcal{F}^0_{\sigma} \) with \( \sigma_{vv} \neq 0 \) is not induced by a local conservation law of the initial equation, i.e., it is a purely potential conservation law. The conservation law \( \mathcal{F}^0_v \) is induced by \( \mathcal{F}^2 = \mathcal{F}^2(u^{-2}) \) and \( \mathcal{F}^1_0 \) is the zero conservation law.

The \( u^{-2} \)-diffusion equation is reduced to the linear heat equation (7) by the potential hodograph transformation (26). More precisely, the transformation (26) is a local transformation between the corresponding potential systems \( v_x = u, v_t = u^{-2}u_x \) and \( v_x = u, v_t = u_x \) constructed by means of the conservation laws \( \mathcal{F}^0(u^{-2}, 0) \) and \( \mathcal{F}^0(1, 0) = \mathcal{F}^1_{\sigma} \), respectively. Hence the action of (26) maps each of these conservation laws to zero of the target system. Moreover, the transformation (26) provides the correspondence between the conservation laws \( \mathcal{F}^5_{\sigma} \) and \( \mathcal{F}^4_h \) with the same values of the parameter-functions \( \sigma(t, v) = h(\tilde{t}, \tilde{x}) \).

After fixing an arbitrary \( p \in \mathbb{N} \) and choosing \( p \) solutions \( \sigma^1, \ldots, \sigma^p \) of the backward linear heat equation any of whose linear combinations is not a constant, we construct the second-level potential system \( \mathcal{S} \) from system (19) with \( A = u^{-2} \) using the \( p \) linearly independent conservation laws \( \mathcal{F}^5_{\sigma^1}, \ldots, \mathcal{F}^5_{\sigma^p} \). The system \( \mathcal{S} \) is pointwise equivalent to the potential system of the linear heat equation, associated with the conservation laws \( \mathcal{F}^4_{\sigma^1}, \mathcal{F}^4_{\sigma^1}, \ldots, \mathcal{F}^4_{\sigma^p} \). The above results on conservation laws of the linear heat equation imply that any conservation law of \( \mathcal{S} \) is induced by a conservation law of system (19) with \( A = u^{-2} \). Consequently, this case does not give principally new potential systems although the \( u^{-2} \)-diffusion equation admits an infinite-dimensional space of first-level potential conservation laws connected with system (19).

Since the equation \( u_t = (u^{-2} u_x)_x + u^{-2} u_x \) is reduced to the \( u^{-2} \)-diffusion equation by the point transformation \( \tilde{t} = t, \tilde{x} = e^x, \tilde{u} = e^{-x} u \), its conservation laws are connected with one of the linear heat equation in a way similar to the previous case. Thus, the space of local conservation laws of the equation \( u_t = (u^{-2} u_x)_x + u^{-2} u_x \) is the usual one for the case \( B = A \). It is generated by two linearly independent conservation laws \( \mathcal{F}^0 = \mathcal{F}^0(u^{-2}, u^{-2}) \) and \( \mathcal{F}^2 = \mathcal{F}^2(\mathcal{F}^0) \). The potential system associated with \( \mathcal{F}^2 + \varepsilon \mathcal{F}^0 \) is of the form (23) with \( A = u^{-2} \). Its properties are as usual for the case \( B = A \). At the same time, the other inequivalent potential system which is associated with \( \mathcal{F}^0 \) possesses an infinite-dimensional space of local conservation laws, equal to \( \{\mathcal{F}^0_{\sigma}\} \). Here \( \mathcal{F}^0_{\sigma} \) is a conservation law with the conserved vector \((\sigma e^x, \sigma v u^{-1} e^x)\) and the characteristic \((\sigma v e^x, - \sigma_t u^{-1} e^x)\). The parameter-function \( \sigma = \sigma(t, v) \) again runs through the solution set of the backward linear heat equation \( \sigma_t + \sigma_{vv} = 0 \) and the potential \( v^1 \) is re-denoted by \( v \). Since any of the above characteristics is completely reduced and depends on the potential \( v \) in case of \( \sigma_{vv} \neq 0 \) then in view of Proposition 8 each conservation law \( \mathcal{F}^0_{\sigma} \) with \( \sigma_{vv} \neq 0 \) is not induced by a local conservation law of the initial equation, i.e., it is a purely potential conservation law. At the same time, these conservation laws lead to potential systems which are equivalent to potential systems of the linear heat equation, which have form (27).

The Burgers equation \( u_t = u_{xx} + 2 u u_x \) is distinguished from the equations of the form (18) with \( B = \int A + uA \) through its potential conservation laws. As any equation with \( B = \int A + uA \), it possesses the unique linearly independent local conservation law \( \mathcal{F}^0 = \mathcal{F}^0(1, 2u) \). The associated potential system \( v_x = u, v_t = u_x + u^2 \) has the infinite-dimensional space of conservation laws \( \mathcal{F}^0_{\sigma} \) with the conserved vectors \((he^v, h_x e^v - h u e^v)\) and the characteristics \((he^v, h_x e^v - h u e^v)\). Here the parameter-function \( h = h(t, x) \) runs through the solution set of the backward linear heat equation \( h_t + h_{xx} = 0 \). Any of the above characteristics is completely reduced and depends on
the potential $v$ if $h \neq 0$. Hence in view of Proposition 8 each conservation law $F_h^i$ with $h \neq 0$ is not induced by a local conservation law of the initial equation, i.e., it is a purely potential conservation law.

The potential system $v_x = u, v_t = u_x + u^2$ of the Burgers equation $u_t = u_{xx} + 2uu_x$ is mapped to the potential system $\tilde{v}_x = \tilde{u}, \tilde{v}_t = \tilde{u}_x$ (constructed from the linear heat equation $\tilde{u}_t = \tilde{u}_{xx}$ with the “common” conservation law $F^0(1,0) = F^1_1$) by the point transformation

$$\tilde{t} = t, \quad \tilde{x} = x, \quad \tilde{u} = u e^v, \quad \tilde{v} = v.$$

This transformation establishes the correspondence between the conservation law $F_h^i$ and the conservation law of the potential system $\tilde{v}_x = \tilde{u}, \tilde{v}_t = \tilde{u}_x$, induced by $F_h^i$. Note that if the parameter-function $h = h(t,x)$ is a solution of the backward linear heat equation then its derivative $h_x$ also is a solution of the same equation. The famous Cole–Hopf transformation [10, 15] (first found in [14]) is a consequence of the above transformation and in fact linearizes the Burgers equation to the linear heat equation with respect to the potential $\tilde{v}$ [19, 23].

For some $p \in \mathbb{N}$ we choose $p$ solutions $h^1, \ldots, h^p$ of the backward linear heat equation such that any of their linear combinations is not a constant. The second-level potential system $S$ constructed from the potential system $v_x = u, v_t = u_x + u^2$ using the $p$ linearly independent conservation laws $F_{h^1}^i, \ldots, F_{h^p}^i$ is pointwise equivalent to the potential system of the linear heat equation, associated with the conservation laws $F_1^i, F_{h^1}^i, \ldots, F_{h^p}^i$. The above results on conservation laws of the linear heat equation imply that any conservation law of $S$ is induced by a conservation law of the potential system $v_x = u, v_t = u_x + u^2$. Therefore this case gives only potential systems which are pointwise equivalent to systems of the form (27).

12 Potential indeterminacy and potential conservation laws

Suppose that $\mathcal{L}_p$ is a system determining an Abelian covering of $\mathcal{L}$ (resp. a potential system of $\mathcal{L}$ in the two-dimensional case). The potential part of $\mathcal{L}_p$ consisting of equations (10) defines the potentials $v^1, \ldots, v^p$ up to arbitrary constant summands. This means that the system $\mathcal{L}_p$ is invariant with respect to the gauge transformations of the form $\bar{x}_i = x_i, \bar{u}^a = u^a$ and $\bar{v}^s = v^s + c_s$, where $c_s = \text{const}$, i.e., the operators $\partial_{v^s}$ belong to the maximal Lie invariance group of $\mathcal{L}_p$. It is well known that, acting by an appropriately prolonged generalized symmetry operator of a system of differential equations on a conserved vector of the same system, one obtains a conserved vector of this system (cf. [21, Proposition 5.64]). Due to the special structure of $\mathcal{L}_p$, the statement on the action by the operators $\partial_{v^s}$ to conserved vectors of $\mathcal{L}_p$ can be formulated more precisely.

**Proposition 9.** Any derivative of any conserved vector of $\mathcal{L}_p$ with respect to potentials is a conserved vector of $\mathcal{L}_p$. The same derivative of a characteristic of the conservation law containing the initial conserved vector represents a characteristic associated with the differentiated conserved vector.

**Proof.** Let $F \in \text{CV}(\mathcal{L}_p)$. In view of Proposition 1 there exist differential functions $\bar{\lambda}^{si}[u,v]$ and $\lambda^\nu[u,v]$ and an $n$-tuple $\hat{F}$ vanishing on the solutions of $\mathcal{L}_p$ such that

$$D_i F^i = \bar{\lambda}^{si}(v^s_i - G^{si}) + \lambda^\nu L^\nu + D_i \hat{F}^i.$$ 

The functions $\bar{\lambda}^{si}$ and $\lambda^\nu$ are the components of a characteristic of the conservation law containing $F$. For a fixed value of $s$, we act on the later equality with the infinite prolongation of the operator $\partial_{v^s}$, which formally coincides with $\partial_{\bar{v}^s}$, and use the property of commutation of any infinitely prolonged operator with each total differentiation operator:

$$D_i F^i_{v^s} = \bar{\lambda}^{si}_{v^s}(v^s_i - G^{si}) + \lambda^\nu_{v^s} L^\nu + D_i \hat{F}^{si}_{v^s}.$$
Since \( \partial_{v^s} \) is a symmetry operator of \( L_p \) then \( \tilde{F}_v^s \) vanishes on the solutions of \( L_p \). Therefore, \( F_v^s \) is a conserved vector of \( L_p \) and \( (\bar{\lambda}_v^s, \lambda_v^s) \) is a characteristic of the conservation law containing this conserved vector.

Moreover, there exist an interesting connection between conserved vectors and characteristics of the potential systems determining Abelian coverings.

**Proposition 10.** For any fixed value of \( s \), the components of an arbitrary characteristic \( \lambda \) of a conservation law of the system \( L_p \), which corresponds to the equations defining the potential \( v^s \), form a conserved vector of \( L_p \) belonging to the conservation law with the characteristic \(-\lambda_v^s\).

**Proof.** Since \( \lambda \in \text{Ch}(L_p) \), there exists a conserved vector \( F \) of \( L_p \) such that
\[
\tilde{\lambda}^s_i (v^s_i - G^s_i) + \lambda^\nu L^\nu = D_i F^i. \tag{28}
\]
Applying the component \( E_{v^s} \) of the extended Euler operator to equation (28), we obtain
\[
0 = D_i \tilde{\lambda}^s_i + D^\alpha (\tilde{\lambda}_v^s (v^s_i - G^s_i)) + D^\alpha (\lambda_v^\nu L^\nu),
\]
where \( \alpha \) runs through the multiindex set. The derived equality implies that \((\tilde{\lambda}^s_1, \ldots, \tilde{\lambda}^s_n)\) is a conserved vector of \( L_p \) since all the summands excluding \( D_i \tilde{\lambda}^s_i \) obviously vanish on the solutions of \( L_p \). This equality can be represented as a characteristic form of a conservation law of \( L_p \):
\[
D_i \tilde{\lambda}^s_i = -\tilde{\lambda}_v^s (v^s_i - G^s_i) - \lambda_v^\nu L^\nu - \sum_{|\alpha|>0} D^\alpha (\tilde{\lambda}_v^\nu (v^s_i - G^s_i)) - \sum_{|\alpha|>0} D^\alpha (\lambda_v^\nu L^\nu),
\]
which associates the conserved vector \((\tilde{\lambda}^s_1, \ldots, \tilde{\lambda}^s_n)\) with the characteristic \(( -\tilde{\lambda}_v^s, -\lambda_v^s)\). Therefore, the conserved vector \((\tilde{\lambda}^s_1, \ldots, \tilde{\lambda}^s_n)\) is equivalent to the conserved vector \(-F_v^s\). \( \square \)

Good illustrative examples for the above statements are given by linearizable convection–diffusion equations (cf. the previous section). Thus, the potential system \( v_x = u, v_t = u^{-2}u_x \) of the \( u^{-2} \)-diffusion equation \( u_t = (u^{-2}u_x)_x \) possesses the infinite-dimensional space of the local conservation laws \( F^5_\sigma \) with the conserved vectors \((\sigma, \sigma_v u^{-1})\) and the characteristics \((\sigma_v, -\sigma_t u^{-1})\). Here the parameter-function \( \sigma = \sigma(t,v) \) runs through the solution set of the backward linear heat equation \( \sigma_t + \sigma v = 0 \). Since the derivative \( \sigma_v \) also is a solution of the backward linear heat equation, the image of the conserved vector \((\sigma, \sigma_v u^{-1})\) under the action of the operator \( \partial_v \) is a conserved vector belonging to the conservation law \( F^5_\sigma \). The characteristic \((\sigma_v, -\sigma_t u^{-1})\) of \( F^5_\sigma \) coincides with this conserved vector from \( F^5_\sigma \). Analogously, the local conservation laws of the potential system \( v_x = u, v_t = u^{-2}u_x - u^{-1} \) of the equation \( u_t = (u^{-2}u_x)_x + u^{-2}u_x \) is exhausted by the conservation laws \( F^6_\sigma \) with the conserved vectors \((\sigma e^x, \sigma_v u^{-1} e^x)\) and the characteristics \((\sigma_v e^x, -\sigma_t u^{-1} e^x)\). The action of the operator \( \partial_v \) maps the conserved vector \((\sigma e^x, \sigma_v u^{-1} e^x)\) to the conserved vector \((\sigma_v e^x, \sigma_v u^{-1} e^x)\) which belongs to the conservation law \( F^6_\sigma \) and coincides with the characteristic \((\sigma_v e^x, -\sigma_t u^{-1} e^x)\) of \( F^6_\sigma \). Any local conservation law of the potential system \( v_x = u, v_t = u_x + u^2 \) associated with the Burgers equation \( u_t = u_{xx} + 2uu_x \) has a conserved vector and a characteristic of the same form \((he^x, h_x e^x - hue^x)\), where the parameter-function \( h = h(t,x) \) runs through the solution set of the backward linear heat equation \( h_t + h_{xx} = 0 \). The action of \( \partial_v \) does not change such conserved vectors and characteristics. This explains in view of Proposition 10 why they have the same form. The non-linearizable equations admits only potential conservation laws induced by local ones, which are mapped by \( \partial_v \) to 0.
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