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With the advent of the era of multimedia and in-depth development, the whole human society has been produced and spread a huge amount of image data, but at the same time, in view of the digital image and tamper with the attack of piracy phenomenon also more and more serious, malicious attacks will produce serious social, military, and political influence, therefore, to protect the authenticity of the original image content, which is also more and more important. In order to further improve the performance of image hashing and enhance the protection of image data, we proposed an end-to-end dual-branch multitask neural network based on VGG-19 to produce a perceptual hash sequence and used prepart of network of pretrained VGG-19 model to extract image features, and then, the image features are transformed into a hash sequence through a convolutional and fully connected network.

At the same time, in order to enhance the function of the network and improve the adaptability of the proposed network to using scenarios, the rest part of the network layer of the VGG-19 model was used as another branch for image classification, so as to realize the multitask characteristics of the network. Through the experiment of the testing set, the network can not only resist many kinds of attack operations (content retention operations), but also realize accurate classification about the image, and has a satisfactory tampering detection ability.

1. Introduction

Since the beginning of this century, the technologies of Internet and multimedia develop rapidly, and information interaction mode of people has been transformed from text message to multidirectional fusion presentation of text message, image, and video information. With the wide application of powerful image editing tools, massive digital images are easily tampered; thus, the protection of the real content of the image is increasingly important. Due to the influence of technology, equipment, time, and other factors, an image is often distributed without any protection after it is produced, which makes the image more vulnerable to piracy, tamper, and other attack operations. In order to deal with a variety of malicious attacks, image hashing technology can be used to generate a unique and unidirectional perceptual image hash sequence for the original image. Image hashing, also known as “image fingerprint,” verifies image piracy or tamper by comparing the similarity of hash sequences. Imagine a scenario that there is an image that is so important for the owner. But he does not know if his image was tampered or pirated, and it is so difficult for him to check in the image dataset, which has so many images. So, the image hashing can help him to find the similar images quickly by comparing the similarity of hash sequences effectively and judge whether they are tampered or piracy images to protect the copyright.

With the in-depth research and development of image hashing schemes, a variety of schemes have been proposed by researchers according to various requirements of multimedia security. Generally speaking, a typical perceptual image hashing scheme has the following three properties: (1) perceptual robustness—the generated hash sequence of the image without changing the visual content after the content retention operations should be similar or the same as the hash sequence of the original image; (2) discriminative/anticollision—two hash sequences correspond to two completely different images should be completely different; and (3) security—the hash sequence needs to have key dependence to ensure the security of scheme; that is, the hash
sequence generated with the wrong key is completely different from the sequence generated with the right key. The perceptual image hashing scheme includes three main stages: preprocessing, feature extraction, and hash generation. According to the methods of feature extraction, perceptual image hashing schemes can be divided into four main types: methods based on spatial domain, transform domain, dimensionality reduction, and deep learning.

In the methods based on the spatial domain, Schneider and Chang [1] used the histogram features of the image to generate hash sequence, which opened up the research in the field of image hashing. Yan et al. [2] proposed adaptive local feature extraction technology to obtain the location information of features and achieve image tampering positioning. In order to resist the attack of image rotation from any Angle, some scholars [3] used MDS (Multidimensional Scaling Technology) [4] on the basis of ring-based coding scheme, ring division, and invariant vector distance [5], and experimental results show that the hash sequences generated by this scheme are robust and unique for common image content retention operations. The scheme in [6] used the relationship between local feature points to overcome the problem, which feature point distribution is ignored. Qin et al. [7] proposed a robust image hashing scheme based on perceived texture and structural features; furthermore, local texture features and color vector angle features were considered simultaneously in [8]. Shen et al. [9] extracted the color opposition component from the secondary image and applied quadtree decomposition to connect the generated color feature vector with the structural feature vector and then combined with pseudo-random key scrambling to generate the final hash sequence. For the content of image in screen, the scheme in [10] extracted the maximum gradient and the corresponding direction information from $R$, $G$, and $B$ color components and counted the relevant data to construct the image hash sequence. There are also some research studies about retrieval, and the scheme in [11] proposed a content-based image retrieval scheme in multi-user scenarios, which used Euclidean distance comparison technology to sort the similarity of image feature vectors and return top-$K$ results to achieve the retrieval purpose. Li et al. [12] proposed an encrypted image retrieval system supporting multiple keys with edge computing based on local sensitive hashing, secure neighbor, and proxy re-encryption technologies, which improved the efficiency and accuracy of image retrieval.

In the methods based on the transform domain, some early schemes used DCT [13] (discrete cosine transform) and DFT (discrete Fourier transform) to design schemes. From the perspective of human visual characteristics, Watson was used to adjust the corresponding frequency domain coefficients to improve the robustness and discrimination of the scheme in [14]. Some scholars also used the DFT [15] to extract robust frequency features in the secondary image, and nonuniform sampling was used to combine with low and intermediate frequency components to obtain a secure hash sequence. In the work of [16], the CSLBP (center symmetric local binary pattern) was applied to DWT (discrete wavelet transform) to generate compact image hashing. A geometric invariant vector distance method based on both the spatial domain and the frequency domain was proposed in [17]. In the dimensional-reduction method, NMF (non-negative matrix factorization), PCA (principal component analysis), and SVD (singular value decomposition) often occur as important steps. In [18], hash sequences were generated by combining BTC (block truncation coding) with PCA. A scheme based on low-rank sparse decomposition was proposed in [19].

In recent years, with the continuous improvement of GPU performance, and continuous development of deep learning, so many researchers have used deep neural networks to achieve image retrieval and the performance is much better than the traditional image retrieval schemes [20–23]. But, generally speaking, there are relatively few research studies on perceptual robust hashing used deep neural networks. In the methods based on deep neural networks, the scheme in [24] proposed a robust image hashing scheme, which is based on deep learning. And this work was an early scheme to perceptual image hashing with deep neural networks, and it has better performance than traditional schemes. In the work of [24], researchers have used pretrained DAE (auto encoder denoising) to enhance robustness and used fine-tuning to improve the accuracy of image detection. In [25], an image hashing scheme based on CNN (convolutional neural network) with multiple constraints was proposed, and the experimental results showed that it can obtain a good balance between robustness and discrimination. In order to strengthen the functional properties of the neural network and make more efficient and reasonable use of existing computing resources, there are also some other schemes about deep learning in the field of image authentication. The scheme in [26] introduced two subnetworks to improve the BusterNet for image copy-move forgery localization with source/target region distinguishement, and these subnetworks were the copy-move similarity detection network (CMSMDNet) and the source/target region distinguishement network (STRDNet). The face detection is also important. Reference [27] used RGB and YCbCr color spaces, and introduced the convolutional block attention module and multilayer feature aggregation module into the Xception model to achieve better performance for detecting postprocessed face images.

We proposed a perceptual image hashing scheme based on the multitask neural network. The mainly innovation and contribution are as follows:

(1) Efficient end-to-end framework. Instead of the traditional strong explanatory method with low efficiency and weak generalization ability, an advanced and efficient deep learning method is adopted to collect image features and generate hash sequence. Based on the excellent performance of the convolutional network and fully connected network, the end-to-end hash sequence generated framework is realized by integrating feature extractor and hash generator.

(2) Multitask intensifies the applicability of network model to multiple scenarios. In order to improve the
applicability of the neural network model to multiple scenarios and use an excellent pretrained model, based on the pretrained model of VGG-19 neural network, we added a dual-branch layer after the feature extractor, so as to achieve the purpose of multitask.

In Section 2, the structure of the proposed network, loss function, and other related contents will be introduced. In Section 3, the experimental results of the proposed neural network based on a specific training strategy will be introduced. The advantages of our scheme will be summarized in Section 4.

2. Proposed Scheme

At present, the field of deep learning is developing rapidly, a large number of network structures have emerged, and the use of pretrained models is becoming more and more systematic. Many network structures are used for different tasks. On the basis of realizing the image hash process, the proposed scheme has added the function of image classification, so that the final neural network not only can generate the hash sequence of the image but also has function in the image classification, which is adapted to more application scenarios.

2.1. Network Structure. In the structure of the proposed neural network, we comprehensively considered the task requirements on the number of network layers and network structure, and selected VGG-19 as the basic structure to use. We first use part of VGG-19 network layer as the image feature extractor. Note that, because the function of image classification should be considered, this part of VGG-19 does not participate in the parameter updating of the training in proposed neural network, but uses the fixed parameters. The main structure of the proposed neural network is described in Figure 1. The feature extractor is connected with a small convolutional network of six layers and constructed hash generation network, which is named Branch I, and the connected point of this generated network is named branch point. The proposed network has selected the output in the second pooling of the VGG-19 network as the branch point through testing in the network training process. Specific test and evaluation will be discussed in Subsection 2.2. At the same time, the rest part (Branch II) of the network layer in VGG-19 also is remained and connected with the feature extractor through branch point to realize the function of image classification. Branch II was composed of twelve convolutional layers and three FC (Fully connected) layers, and the activation function was ReLU. So that, due to branch point, multitask is achieved and constructed the dual-branch neural network.

During the processing stage of the image hashing neural network, the feature extractor is used to collect features of the image. Then, the features are input into the small convolutional network to generate the hash sequence, and the small convolutional network is mainly composed of four blocks (convolutional layer + BN + ReLU) and two FC layers. Image features and intermediate features are so important, and the convolutional layer is a useful filter to extract them. Thus, we used four convolutional blocks in the hashing neural network to further extract useful features, and two FC layers were used to compress and transform the features into a hash sequence. As for the other branch, it is used to process features, which can classify images and realize the multitask capability. Due to the use of FC and average pool layers, the input size of image was limited, and the size was $128 \times 128$.

2.2. Loss Function. In order to measure the similarity of generated hash sequences, we use MSE (mean square error) as the measurement tool to calculate the hash distance among original image, similar images, and different images. However, due to the large numerical span of the generated hash sequence, direct use of MSE will make the network convergence unstable, so the activation function named Sigmoid is used to normalize the values obtained by MSE.

We define that there are $n$ similar images and $n$ different images (the specific composition of the dataset will be introduced in Subsection 2.3, Subsection 3.1, and Subsection 3.2), so that, in the situation of including the original image, $2n + 1$ hash sequences are generated, which is given in the following equation:

$$H(\chi), H(\tilde{\chi}_{[1]}), \ldots, H(\tilde{\chi}_{[n]}), H(\kappa_{[1]}), \ldots, H(\kappa_{[n]}),$$

where $H(\cdot)$ represents the whole end-to-end hashing neural network, $\chi$ is the original image, $\tilde{\chi}_{[i]}$ is similar image ($i = 1, 2, \ldots, n$), and $\kappa_{[i]}$ represents the different image ($i = 1, 2, \ldots, n$). The hash sequences of images are generated, and the MSE is used to measure the distance of sequences, which are given as

$$\varphi_{sh}^{(i)} = \frac{1}{l} \sum_{k=1}^{l} [H(\chi)_{k} - H(\tilde{\chi}_{[i]}_{k})]^2,$$

$$\varphi_{dh}^{(i)} = \frac{1}{l} \sum_{k=1}^{l} [H(\chi)_{k} - H(\kappa_{[i]}_{k})]^2,$$

where $|\cdot|^2$ represents the Euclidean norm, $l$ is the length of hash sequence, and $\varphi_{sh}^{(i)}$ and $\varphi_{dh}^{(i)}$ represent the hash distance of similar image pair and different image pair, respectively. The hash distance between original image and similar image, and between different image should be large. So, as for the proposed scheme, $\varphi_{sh}^{(i)}$ should be as small as possible, and $\varphi_{dh}^{(i)}$ should be as larger as possible. In order to obtain useful loss value, the Sigmoid is used to normalize the value of MSE to $[0.5, 1]$, as shown in the following equation:

$$S(\chi) = \frac{1}{1 + e^{-\chi}},$$

where $S(\cdot)$ is the function of Sigmoid, and the whole loss function is

$$\min_{\Gamma} = \alpha_1 \frac{1}{n} \sum_{i=1}^{n} S(\varphi_{sh}^{(i)}) - \alpha_2 \frac{1}{n} \sum_{i=1}^{n} S(\varphi_{dh}^{(i)}),$$

$$\text{s.t. } \alpha_1, \alpha_2 \in [0, 1],$$
where $\Gamma$ represents the whole loss function, and $a_1$ and $a_2$ both represent the super parameters, which are used to adjust the loss function. As for the pretrained model of VGG-19, the CEL (cross-entropy loss) function is used during the training. Denote a sample’s tag target as $\{t_1, t_2, ..., t_{10}\}$, the predicted output of the model is $\{o_1, o_2, ..., o_{10}\}$, and then the value of CEL of the network is

$$L = -\sum_{i=1}^{10} t_i \log(o_i). \quad (5)$$

In particular, the following is used to measure and decide the best branch point among these max pooling layers:

$$\zeta = \max_{j=1,2,...,m_b} \left\{ \frac{1}{n_r} \sum_{i=1}^{n_r} S(\phi_{sh}^{(j)}) - \frac{1}{n_r} \sum_{i=1}^{n_r} S(\phi_{dh}^{(j)}) \right\}, \quad (6)$$

where $\phi_{sh}^{(j)}$ and $\phi_{dh}^{(j)}$ represent the hash distance of perceptual similar pair and different image pair, respectively. The $m_b$ is the quantity of batches in the test image set, and $n_r$ is the quantity of similar images or different images in one batch. The smaller the $\zeta$, the more suitable the connection point is.

2.3. Training Strategy. Based on the pretrained model of VGG-19, we use the prepart of the network of it as the feature extractor, but the parameters of it are fixed, which will not be updated during the training of the hash sequence generation network. Note that, after the testing of equation (6), the second max pooling of VGG-19 is selected as the branch point, and the whole structure of the network and classification branch is shown in Table 1.

First, before the training of VGG-19, the CIFAR-10 training dataset is used in our scheme, and the optimizer is SGD. In the training, the training momentum is 0.9, the weight attenuation is $5 \times 10^{-4}$, and according to the number of training epochs, the value of the learning rate is constantly adjusted to accelerate the convergence of the network and improve the accuracy of classification.

During the training and testing of the network, the super parameters $a_1$ and $a_2$ are both set as 1, at the same time, the optimizer Adam is used for the training of the proposed network (II branch), the learning rate is 0.001, and the value of epoch is 200.

The training dataset of the proposed neural network includes $\eta$ original images, which are randomly selected from the COCO dataset [28]. Each original image would be transformed into 67 similar images through the attack operations given in Table 2, and we also added 67 different images with the original image. The original image, similar images, and different images have been combined into an image group, and therefore, we will obtain $\eta$ image groups. Each time, we input an image group into proposed network for training.

3. Experimental Results and Comparisons

In order to evaluate the effectiveness and superiority of proposed scheme, the proposed neural network model in the aspects of perceptual robustness, discrimination, performance of content authentication, image classification, and computational complexity was tested and compared. The MSE is used to measure the hash distance as follows:

$$D(Q^{(1)}, Q^{(2)}) = \frac{1}{l} \sum_{j=1}^{l} |Q^{(1)}_j - Q^{(2)}_j|^2,$$  \quad (7)

where $l$ represents the length of the hash sequence, and $Q^{(1)}_j$ and $Q^{(2)}_j$ are $j$-th values of hash sequences $Q^{(1)}$ and $Q^{(2)}$.
Table 1: Structure of the multitask neural network.

| Input (32 × 32 RGB image) | conv3-64 + ReLU | conv64-64 + ReLU | MaxPooling | Conv64-128 + ReLU | Conv128-128 + ReLU |
|---------------------------|-----------------|-----------------|------------|-------------------|-------------------|
| Conv128-256 + ReLU | Conv256-256 + ReLU | Conv256-256 + ReLU | MaxPooling | Conv512-512 + ReLU | FC-512 + ReLU |
| FC-256 + ReLU | FC-512 + ReLU | FC-10 | Softmax |

Branch I

Branch II

Specific operations and parameter settings are shown in Table 2. Each image generated 67 perceptually similar images, and a total of 67,000 similar images were obtained. Meanwhile, 67,000 hash distances were obtained by using equation (7). Table 3 shows the extreme value, mean value, and standard deviation of each attack operation. The extreme max and min values are used to indicate the overall numerical range, and the mean and standard deviation values represent the situation of hash distance fluctuations. However, as the robustness testing data of all 1,000 images were difficult to display, five typical standard images, named Airplane, Baboon, Boat, House, and Peppers, were selected to display, as shown in Figure 2. After the content retention attack operations with eight different parameters as shown in Table 2 were used for these five images, the distance measurement was carried out according to the hash sequence generated from the original image and 67 similar images by using equation (7). Figure 3 shows the changes of 5 × 67 hash distances and demonstrates the superior robustness of the proposed scheme.

As shown in Figure 3, for JPEG compression, speckle noise, circle average filtering, median filtering, and scaling attack operations, the hash distances are small, less than 0.25. In the Gaussian filtering operation, with the increase of variance, the hash distance of Boat increases greatly compared with that of the other four images, but it is still in an acceptable range. Although the rotation and cropping and gamma correction operations have strong changes, compared with other attack operations, the average values of hash distances of these two operations are 0.3724 and 0.2089, respectively. As observed in Table 3, the performance of the proposed scheme was still excellent under rotation and cropping and gamma correction operations.

3.2. Discrimination Capability. To verify the discrimination capability of the proposed scheme, we used the UCID database [29], which contains 1,338 different images with sizes of 512 × 384 and 384 × 512. First, we generated hash sequences of the first 1,000 images in [29]. Then, we calculated the hash distance D between each image and other 999 images. So that, we obtained (1,000 × 999)/2 = 495,500 hash distances. Through the analysis of this experiment, and estimated according to values, the distribution of these hash distances followed the data distribution of mean μ = 1.871 and standard deviation σ = 2.258. Obviously, the smaller the threshold θ, the lower the collision probability, which means better discrimination capability. When the hash distance D of two images is less than the preset threshold value θ, two images are defined as perceptual similar image pair. If the threshold value θ is too small, the network will distinguish some similar images as different ones, thus affecting the robustness performance of the proposed scheme. Therefore, we need to choose an appropriate threshold θ to achieve a balance between perceptual robustness and discrimination.

As can be seen from Table 3, the average hash distance of perceptually similar images in common image content retention operations is less than 0.4. In addition, when the threshold value θ = 0.4, the collision probability of the

3.1. Robustness Analysis. In the robustness test, 1,000 images (not in the training dataset) from the COCO dataset [28] were randomly sampled as original images for content retention attack operations. Common robust attacks included speckle noise, median filtering, and rotation and cropping.
The proposed scheme is 0.0607, which is shown in Table 4; that is, 93.93% of different images are correctly judged. Although hash distances between some perceptually similar images in Table 3 are greater than 0.4, they are only a very small part of the results and have little impact on the overall performance. Therefore, in the proposed scheme, we set the threshold $\theta = 0.4$ to achieve the balance of perceptual robustness and discrimination.

| Operations               | Min.    | Max.    | Mean   | Std.   |
|--------------------------|---------|---------|--------|--------|
| Speckle noise            | $1.8 \times 10^{-4}$ | 0.1751  | 0.0253 | 0.0377 |
| Scaling                  | $8.0 \times 10^{-5}$ | 0.0550  | 0.0046 | 0.0109 |
| Median filtering         | 0       | 0.0091  | 0.0026 | 0.0025 |
| Circle average filtering | 0       | 0.2417  | 0.0512 | 0.0646 |
| JPEG compression         | $1.3 \times 10^{-4}$ | 0.1138  | 0.0131 | 0.0253 |
| Rotation and cropping    | $1.6 \times 10^{-3}$ | 3.2829  | 0.3724 | 0.7473 |
| Gamma correction         | $5.9 \times 10^{-4}$ | 2.7986  | 0.2089 | 0.5312 |
| Gaussian filtering       | $7.9 \times 10^{-4}$ | 0.1424  | 0.0268 | 0.0321 |

Figure 2: Five standard images for testing. (a) Airplane. (b) Baboon. (c) Boat. (d) House. (e) Peppers.

Figure 3: Test curves of five standard images in different image attack operations. (a) Speckle noise. (b) Scaling. (c) Median filtering. (d) Circle average filtering. (e) JPEG compression. (f) Rotation and cropping. (g) Gamma correction. (h) Gaussian filtering.
Table 4: The collision probability $P_c$ under different threshold $\theta$

| Threshold $\theta$ | Collision probability $P_c$ |
|--------------------|----------------------------|
| 0.90               | 0.2741                     |
| 0.80               | 0.2284                     |
| 0.70               | 0.1827                     |
| 0.60               | 0.1385                     |
| 0.50               | 0.0972                     |
| 0.40               | 0.0607                     |
| 0.30               | 0.0308                     |

3.3. Performance of Content Authentication. In order to illustrate the superiority of the proposed scheme, the perceptual robustness and discrimination were considered, and we compared the proposed scheme with other four classical image hashing schemes: DCP [7], RP-IVD [4], RP-NMF [3], and DAE NN-based [24]. The first three schemes used traditional methods, and the last method used deep learning. Because the perceptual robustness and discrimination of the scheme are contradictory, when the perceptual robustness of the scheme is strong, the discrimination must be relatively weak, and vice versa. In order to compare the proposed scheme fairly with the other four schemes, we considered the combined performance of perceptual robustness and discrimination of each scheme as the content authentication ability to perceptually similar and different images.

In this experiment, we randomly selected 1,000 images (not in the training dataset) from [28] to construct a testing image dataset. Each image of this dataset corresponded to 67 perceptual similar images generated by the image content retention operations shown in Table 2 and 67 different images were randomly selected from this dataset. Through setting different values of $\theta$, $P_{\text{FAR}}$ and $P_{\text{FRR}}$ can be calculated by the following equation:

$$P_{\text{FAR}}(\theta) = \Pr(D(H^{(1)}, H^{(2)}) \leq \theta),$$

$$P_{\text{FRR}}(\theta) = \Pr(D(H^{(1)}, H^{(2)}) > \theta),$$

where $P_{\text{FAR}}$ is the probability of the hash distance less than $\theta$. On the contrary, $P_{\text{FRR}}$ is the probability of the hash distance larger than $\theta$, and $\Pr(\cdot)$ is the function of probability. $F_1$ score is an important quantitative index used to measure the accuracy of content authentication, and when the $F_1$ score is larger, the performance of content authentication is better. The calculated method of $F_1$ score is

$$F_1 = \max_\theta \left\{ \frac{2 \cdot [1 - P_{\text{FAR}}(\theta)] \cdot [1 - P_{\text{FRR}}(\theta)]}{[1 - P_{\text{FAR}}(\theta)] + [1 - P_{\text{FRR}}(\theta)]} \right\}.$$

Table 5 lists the comparison of $F_1$ scores of four schemes in different image content retention operations, and bold one of $F_1$ scores in each line is the best one. The proposed scheme is almost ahead of existing four excellent image hashing schemes in the eight attack operations, and the mean of $F_1$ score in our scheme is the largest among them, as shown in Table 5. In particular, compared with DAE NN-based [24], four $F_1$ scores of our scheme are significantly ahead, and other four $F_1$ scores are also very close. To further demonstrate the overall performance of content authentication based on perceptual robustness and discrimination, we used ROC (receiver operating characteristic) to demonstrate the overall performance of our scheme and other four schemes. In Figure 4, the abscissa is $P_{\text{FRR}}$, the ordinate is $1 - P_{\text{FAR}}$, and the ROC curves are closer to top left corner, which means that the better performance of content authentication. Through ROC curves of four schemes in Figure 4, the curve of our scheme is closer to top left corner than other curves. Although the curve of the scheme [24] is close to ours, our scheme is better from the small graph magnified in the lower right. To sum up, according to the quantization results and ROC curves, our scheme had satisfactory performance than [3, 4, 7, 24] in image content authentication.

The generalization ability of our scheme was also tested, different image datasets were used, including COCO dataset [28], UCID dataset [29], Imagenet dataset [30], and NUS_WIDE dataset [31]. ROC curves generated by our scheme for different image datasets are shown in Figure 5. As observed from Figure 5, our scheme has good generalization ability in different image datasets, and at the same time, our scheme has satisfactory adaptive capacity.

3.4. Performance of Image Classification. Because the multitask neural network was used in the proposed scheme, apart from the function of hash authentication, the network also has the function of image classification. We used original images of CIFAR-10 dataset to test the accuracy rate of image classification in our pretrained VGG-19 neural network. There are 1,000 images in this testing dataset. Some results of the image classification of our pretrained network are displayed in Figure 6. The images of the first and second lines are completely correctly identified, but ship (as shown in the red box) is mistakenly identified as truck in the third line, which can be explained that ship had relatively similar characteristics to truck. The accuracy of classification in the final line is 90%. After the test of all images, the final accuracy rate was 93.42%, which means that our multitask neural network can do the task of image classification well.

3.5. Computational Complexity. In actual application, the performance of proposed scheme will face a variety of hardware resources and environment constraints. Therefore, considering the actual use and deployment of the scheme, it is necessary to test and compare the computational complexity of those schemes. In order to avoid the contingency, we randomly selected 100 images from [27] to generate the hash sequences and recorded the running time. Meanwhile, the same test would be carried out on other schemes to compare the advantages. The results are shown in Table 6, although the computational complexity and hash length are not best, considering the influence of multitask function and the tiny gap between ours and the best ones, our scheme is still the leading one in comprehensive performance.

3.6. Application of Tampering Detection. The tampering authentication is also important, and the relative test was also performed for the proposed scheme. Tampered images
Table 5: \( F_1 \) scores of different schemes in different content retention operations.

| Operations               | Proposed | DCP [7] | RP-IVD [4] | RP-NMF [3] | DAE NN-based [24] |
|--------------------------|----------|---------|------------|------------|-------------------|
| Speckle noise            | 0.9996   | 0.9409  | 0.9299     | 0.9995     |                   |
| Scaling                  | 0.9996   | 0.8487  | 0.8909     | 0.9665     | 0.9993            |
| Median filtering         | 0.9996   | 0.9631  | 0.9782     | 0.9891     | 0.9998            |
| Circle average filtering | 0.9988   | 0.9063  | 0.7121     | 0.7889     | 0.9895            |
| JPEG compression         | 0.9993   | 0.7957  | 0.9383     | 0.9925     | 0.9998            |
| Rotation and cropping    | 0.9990   | 0.6339  | 0.9936     | 0.9983     | 0.9961            |
| Gamma correction         | 0.9987   | 0.9518  | 0.9903     | 0.8418     | 0.9999            |
| Gaussian filtering       | 0.9991   | 0.9195  | 0.8148     | 0.8656     | 0.9992            |
| Mean                     | 0.9992   | 0.8708  | 0.9074     | 0.9216     | 0.9979            |

Figure 4: ROC curves about comprehensive performance of five schemes.

Figure 5: ROC curves of the proposed scheme in each image dataset.
can be judged by comparing the hash distance between original image and other images efficiently in a large image dataset. In order to test the tampering detection capability of proposed scheme, we randomly selected some original images and corresponding tampered versions from [32]. In Figure 7, we displayed six pair original-tampered images and, in each pair, original image in left, tampered image in right.

The hash distances of different tampered image pairs in Table 7 are larger than $\theta = 0.4$, which indicates the hash sequences are significantly different between the original image and corresponding tampered version. Therefore, the proposed scheme has good tampering authentication performance in practical application, and it can be applied to certain tampering detection scenarios.

### 4. Conclusion

In order to improve the performance of the image hashing scheme and the reusability of the neural network, we proposed a dual-branch multitask neural network with functions of hash sequence generation and image classification. By looking for the branch point in multiple max pooling layers of VGG-19 network and adding two branch networks, the proposed neural network could have two functions and used one feature extractor. In the two branch networks, one is the original network for image classification after the branch point of the VGG-19 network, and the other is the proposed network to generate the hash sequence. In order to ensure the network converges to the target result, a loss function is proposed to measure the hash distance, which is combined with the MSE and Sigmoid function. The experimental results
show that the proposed scheme has superior robustness and discrimination, and the testing results of image classification are better than the existing classical schemes. The proposed scheme can resist speckle noise, median filtering, rotation and cropping, etc., and it also has advantage in content authentication performance. Through the comparation of ROC curves with other schemes, it can be seen that the proposed scheme is still ahead of them in comprehensive performance. In addition, it has some superiority and applicability in computational complexity and tampering detection applications. In terms of task of image classification, it can be applied to common task of image classification to ensure the function of multitask and improve the applicability of the proposed network to multiple scenarios.
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