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Abstract. We state and discuss several interrelated results, conjectures, and questions regarding contractive inequalities for classical $H^p$ spaces of the unit disc. We study both coefficient estimates in terms of weighted $\ell^2$ sums and the Riesz projection viewed as a map from $L^q$ to $H^p$ with $q \geq p$. Some numerical evidence is given that supports our conjectures.

1. Introduction

This paper deals with certain contractive inequalities for the classical Hardy spaces $H^p$ of the unit disc $\mathbb{D}$, where as usual $f$ belongs to $H^p$ for $0 < p < \infty$ if $f$ is analytic in $\mathbb{D}$ and

$$\|f\|_{H^p} := \sup_{0 < r < 1} \left( \int_0^{2\pi} |f(re^{i\theta})|^p \frac{d\theta}{2\pi} \right)^{\frac{1}{p}} < \infty.$$ 

Carleman’s inequality (see [13] for an excellent exposition), which states that

$$\left( \sum_{n=0}^{\infty} \frac{|a_n|^2}{n+1} \right)^{\frac{1}{2}} \leq \|f\|_{H^1},$$

for $f(z) = \sum_{n=0}^{\infty} a_n z^n$, is a prototypical example of the kind of inequality we are interested in. It is well known that (1) belongs to a family of inequalities that appear in the following way. For $\alpha \geq 1$, define $c_\alpha$ as the coefficient sequence of the binomial series

$$\frac{1}{(1-z)^\alpha} = \sum_{n=0}^{\infty} c_\alpha(n) z^n, \quad c_\alpha(n) := \binom{n + \alpha - 1}{n}.$$ 

Burbea [6] proved the following extension of Carleman’s inequality (which is the case $p = 1$). If $p = 1/k$ for some integer positive $k$, then

$$\left( \sum_{n=0}^{\infty} \frac{|a_n|^2}{c_{2/p}(n)} \right)^{\frac{1}{2}} \leq \|f\|_{H^p}.$$ 

This paper is inspired by the following.

Conjecture 1. The inequality (3) holds for every $0 < p \leq 2$. 
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Our interest in Conjecture 1 arose from a number theoretic application (see [3, 4]), which in turn rests on the recognition of Bayart [1] and later of Helson [8] that contractive inequalities like those above may “lift” multiplicatively to yield interesting inequalities for Hardy spaces on the infinite-dimensional torus. As an example, we mention that Helson showed that (1) implies a multiplicative counterpart that takes the form

\[
\left( \sum_{n=1}^{N} \frac{|b_n|^2}{d(n)} \right)^{1/2} \leq \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \left| \sum_{n=1}^{N} b_n e^{-itn} \right| \, dt,
\]

where \(d(n)\) is the number of divisors of \(n\) and \(N\) is an arbitrary positive integer.

When \(p = 2\), the inequality (3) is simply an identity, since \(c_1(n) = 1\). That (3) holds with some constant \(C_p \geq 1\) on the right hand side for every \(0 < p \leq 2\) goes back to Hardy and Littlewood [7].

The key to understanding (3) is to observe that the left-hand side is in fact equal to the norm \(\|f\|_{A^2_p}\). Here \(A^2_p\) is the Bergman space of the unit disc, defined for \(0 < p < \infty\) and \(\alpha > 1\) as the closure of the set of analytic polynomials with respect to the (quasi)-norm

\[
\|f\|_{A^2_p} := \left( \int_{D} |f(z)|^p (\alpha - 1)(1 - |z|^2)^\alpha \, d\mu(z) \right)^{1/p}.
\]

In (4) and the remainder of this paper, \(\mu\) denotes the Möbius invariant measure of the unit disc, defined for \(z = x + iy\) by

\[
d\mu(z) := \frac{1}{(1 - |z|^2)^2} \, \frac{dxdy}{\pi}.
\]

In light of (4), we note that the left hand side of (3) becomes larger if we factor out the inner part of \(f\). Setting \(\alpha = 2/p\) and replacing \(f\) with \(f^\alpha\) when \(f\) is an outer function, we get the following equivalent inequality

\[
\|f\|_{A^2_p} = \left( \int_{D} |f(z)|^{2\alpha} (\alpha - 1)(1 - |z|^2)^\alpha \, d\mu(z) \right)^{1/\alpha} \leq \|f\|_{H^2}.
\]

Note that Burbea’s result is equivalent to the statement that (5) holds when \(\alpha = k\) is a positive integer, and his result is indeed proved in this formulation. This is also the approach used by Carleman.

We provide four conjectures and several questions. We were initially inspired by Conjecture 1 and its symmetric companion (Conjecture 3), both of which have been considered by others before (see e.g. [11, Sec. 2.5]). However, we have found our new Conjectures 2 and 4 to be more interesting. As will become clear, Conjecture 2 implies Conjecture 1, while the combination of Conjecture 1 and Conjecture 4 implies Conjecture 3.

This paper is organized into four further sections. In the next section, we will revisit Burbea’s proof and demonstrate how it follows from a log-convexity result about the norms of the Bergman spaces \(A^2_p\). We will investigate the formulation (4) using calculus and duality arguments, and try to illuminate the main difficulties. In Section 3 we will discuss one possible line of attack by formulating a conjecture about a weak–type estimate for the Möbius invariant measure \(\mu\). The symmetric companion to Conjecture 1 can be found in Section 4 where we also formulate
Conjecture 4 regarding contractivity of the Riesz projection. In the final section, we provide numerical evidence for our conjectures and questions.

2. Related inequalities and main difficulties

It is well-known that $H^p$ is the limit of $A^p_\alpha$ when $\alpha \to 1^+$ in the sense that if $f$ is in $H^p$, then $f$ is in $A^p_\alpha$ for every $\alpha > 1$ and

$$\lim_{\alpha \to 1^+} \|f\|_{A^p_\alpha} = \|f\|_{H^p}.$$ 

We therefore adopt the convention $A^p_1 = H^p$. We can rephrase (5) as the apparently more general inequality

$$\|f\|_{A^p_\alpha} \leq C^{2/p}_\alpha \|f\|_{H^p},$$

with $C_\alpha = 1$; this is achieved by observing again that we may replace $f$ by $f^{p/2}$ when $f$ is an outer function and that the left-hand side becomes larger if we factor out the inner part of $f$.

Let $\alpha > 1$ and $0 < p < \infty$ be fixed. We will verify that (6) is best possible for both contractivity and boundedness, and consider therefore the inequality

$$\|f\|_{A^p_\beta} \leq C \|f\|_{H^p}.$$ 

Suppose that some choice of $\beta$ gives that (7) holds with $C = 1$. Setting $f(z) = 1 + \varepsilon z$ and letting $\varepsilon \to 0^+$, we can by a straightforward computation show that $\beta \geq \alpha$ is a necessary condition. Moreover, if (7) holds for some $C \geq 1$, then setting $f(z) = (1 - rz)^{-2/p}$ and letting $r \to 1^-$, we get that $\beta \geq \alpha$ is necessary for mere boundedness as well.

The fact that (6) holds with some constant $C_\alpha \geq 1$ goes back to Hardy and Littlewood [7, Thm. 31]. We refer to [11, Sec. 4.1] for a modern treatment of (6) and related results, with a proof relying on Marcinkiewicz interpolation and Bourgain’s decomposition lemma [5]. It must be stressed that these proofs do not give the desired constant $C_\alpha = 1$ for any $\alpha > 1$. In both cases, the problem seems to be that something is lost when decomposing an analytic function. Note that the case $\alpha = 1$ in (6) is simply the identity $\|f\|_{A^p_1} = \|f\|_{H^p}$. Carleman’s inequality states that $C_2 = 1$.

Theorem 1 (Carleman–Burbea [6, 13]). The inequality (6) holds with $C_\alpha = 1$ when $\alpha = k$ is a positive integer.

As far as we are aware, it is not known whether $C_\alpha = 1$ holds for any other $\alpha$. See also [11, Sec. 2.5] for some discussion of this, and note that our Conjecture 4 is equivalent to [11, Prob. 2.1]. To prepare for a general version of Theorem 1, we begin with the following log-convexity result regarding the Bergman space norms.

Lemma 2. For $1 \leq j \leq k$ let $f_j \in A^2_{\alpha_j}$ with $\alpha_j \geq 1$. Set $f := f_1 f_2 \cdots f_k$ and $\alpha := \alpha_1 + \alpha_2 + \cdots + \alpha_k$. Then

$$\|f\|_{A^2_\alpha} \leq \|f_1\|_{A^2_{\alpha_1}} \|f_2\|_{A^2_{\alpha_2}} \cdots \|f_k\|_{A^2_{\alpha_k}}.$$ 

Equality in (8) occurs if and only if there are constants $\lambda_j \in \mathbb{C}$ and $w \in \mathbb{D}$ such that $f_j(z) = \lambda_j (1 - wz)^{-\alpha_j}$ for every $1 \leq j \leq k$. 


Proof. We will rely on the following formula,
\[
\|f\|_{A^2_\alpha} = \left( \sum_{n=0}^{\infty} \frac{1}{c_\alpha(n)} \left( \sum_{n_1+n_2=n} a_{n_1} b_{n_2}^2 \right)^2 \right)^{\frac{1}{2}}
\]
Note that (9) follows at once from (2). It is sufficient to prove (8) only in the case \( k = 2 \). Thus, let \( f = gh \) where \( g(z) = \sum_{n \geq 0} a_n z^n \) and \( h(z) = \sum_{n \geq 0} b_n z^n \). We expand the left hand side of (8) at the level of coefficients, and use the Cauchy–Schwarz inequality with (2) to get
\[
\|f\|_{A^2_\alpha}^2 = \left( \sum_{n=0}^{\infty} \frac{1}{c_\alpha(n)} \left( \sum_{n_1+n_2=n} a_{n_1} b_{n_2}^2 \right)^2 \right)^{\frac{1}{2}} \leq \left( \sum_{n=0}^{\infty} \sum_{n_1+n_2=n} \frac{|a_{n_1}|^2}{c_\alpha(n_1)} \frac{|b_{n_2}|^2}{c_\alpha(n_2)} \right)^{\frac{1}{2}} = \|g\|_{A^2_{\alpha_1}} \|h\|_{A^2_{\alpha_2}},
\]
where we used that \( \alpha = \alpha_1 + \alpha_2 \). The second statement is now obvious. \( \square \)

The following result follows at once from Lemma 2 and contains Theorem 1 as a consequence of the tautology \( A^p_1 = H^p \).

Corollary 3. Suppose that (8) holds for some pair of parameters \( 0 < p < \infty \) and \( 1 \leq \alpha < \infty \). Then \( \|f\|_{A^p_{k\alpha}} \leq C_\alpha 2^p \|f\|_{H^p} \) holds for every \( 0 < p < \infty \) and every positive integer \( k \). In particular, starting from \( A^p_1 = H^p \) we get
\[
\|f\|_{A^p_{k\alpha}} \leq \|f\|_{H^p}
\]
for every positive integer \( k \).

It is also natural to ask if complex interpolation can be used to extend Theorem 1 to non-integer values of \( \alpha \). However, when we interpolate between \( H^p \) spaces, a constant of interpolation appears (see [2] pp. 18–19 and [12]). This constant is a direct consequence of the fact that we work with analytic functions, and do not appear when interpolating between the usual \( L^p \) spaces. This seems again to be related to the decompositions needed for the interpolation machinery to work.

For two pairs of compatible Banach spaces \( (X_0, X_1) \) and \( (Y_0, Y_1) \) and an operator \( T \) which is contractive from \( X_0 \) to \( Y_0 \) and \( X_1 \) to \( Y_1 \), we know that \( T \) defines a contraction from the interpolation spaces \( X_\theta = [X_0, X_1]_\theta \) to the interpolation spaces \( Y_\theta = [Y_0, Y_1]_\theta \), for \( 0 < \theta < 1 \). The statement about Hardy spaces made above is that \( [H^p, H^q]_\theta \cong H^r \) for some suitable \( r \) between \( p \) and \( q \), but the norms are equivalent and not equal. This means that it is impossible to obtain contractive results in this way.

However, by fixing \( p = 2 \) so that \( [H^2, H^2]_\theta = H^2 \) we use the formulation (9), and interpolate between the cases \( \alpha = 2, 3, \ldots \) to retain contractive estimates. Note that the case \( \alpha = 1 \) has to be excluded since the norm is supported on \( \mathbb{T} \) and not in \( \mathbb{D} \) — or more technically, the Dirac measure is not absolutely continuous with respect to the Lebesgue measure (see [2] Chap. 5).

This interpolation procedure can also be carried out directly using the three lines lemma as in the proof of the Riesz–Thorin theorem, but we give a shorter (and essentially equivalent) formulation using interpolation spaces. Let \( [\alpha] \) denote the integer part of the positive real number \( \alpha \) and let \( \{\alpha\} \) denote the fractional part of \( \alpha \), so that \( \alpha = [\alpha] + \{\alpha\} \).
Lemma 4. Let \( \alpha \geq 2 \) and suppose that \( f \) is in \( H^2 \). Then
\[
\|f\|_{A^{2\alpha}} \leq \left( \frac{\alpha - 1}{([\alpha] - 1)^{1-\alpha}} \right)^{\frac{1}{2}} \|f\|_{H^2}.
\]

Proof. In view of (5), we consider \( T \) to be the operator defined by
\[
(a_n)_{n \geq 0} \mapsto \sum_{n=0}^{\infty} a_n z^n,
\]
which maps \( \ell^2 \) to \( L^p(\mathbb{D}, dA_\alpha) \), where
\[
dA_\alpha(z) = (\alpha - 1)(1 - |z|^2)^\alpha d\mu(z).
\]
We will interpolate between the cases \( \alpha = k \) and \( \alpha = k + 1 \), for \( k = 2, 3, \ldots \), where we know that \( T \) is contractive. Let therefore \( k < \alpha < k + 1 \) and set \( \theta = \{\alpha\} \).

Obviously \( \ell^2, \ell^2 \theta = \ell^2 \). We get from [2, Sec. 5.5] that
\[
\left[ L^{2k}(\mathbb{D}, dA_k), L^{2(k+1)}(\mathbb{D}, dA_{k+1}) \right] \theta = L^{2(k+\theta)}(\mathbb{D}, d\tilde{A}_\theta),
\]
with equal norms, where
\[
d\tilde{A}_\theta(z) = (k - 1)^{1-\theta} (k + 1 - 1)^\theta (1 - |z|^2)^{k+\theta} d\mu(z).
\]
The proof is completed by recalling that \( k = [\alpha] \) and \( \theta = \{\alpha\} \).

It is plain that\( (10) \lim_{\alpha \to \infty} \frac{\alpha - 1}{([\alpha] - 1)^{1-\alpha}} = 1. \)

We offer only the following explicit value, formulated with respect to Conjecture [4].

Theorem 5. Let \( 0 < p < 1 \) and set \( C = (2/(c \log 2))^{1/2} = 1.030279 \ldots \). Then
\[
\left( \sum_{n=0}^{\infty} \frac{|a_n|^2}{c_{2/p}(n)} \right)^{\frac{1}{2}} \leq C\|f\|_{H^p}.
\]

Proof. We set \( \alpha = 2/p \) and reformulate Lemma 4 as follows. If \( 0 < p < 1 \) and \( f(z) = \sum_{n \geq 0} a_n z^n \) is in \( H^p \), then
\[
\left( \sum_{n=0}^{\infty} \frac{|a_n|^2}{c_{2/p}(n)} \right)^{\frac{1}{2}} \leq \left( \frac{\alpha - 1}{([\alpha] - 1)^{1-\alpha}} \right)^{\frac{1}{2}} \|f\|_{H^p}.
\]
Set \( [\alpha] = k \) and note that
\[
\frac{\alpha - 1}{([\alpha] - 1)^{1-\alpha}} = \frac{k^k}{(k-1)^{k+1}} \cdot (\alpha - 1) \left( \frac{k}{k-1} \right)^{1-\alpha}.
\]
The maximum of \( \alpha \mapsto (\alpha - 1) \left( \frac{k}{k-1} \right)^{1-\alpha} \) on the interval \([k, k + 1] \) occurs at the point \( \alpha = 1 + 1/\log \left( \frac{k}{k-1} \right) = 1 + 1/\beta(k) \).
Hence we get that
\[
\frac{\alpha - 1}{(|\alpha| - 1)^{1-\alpha}(|\alpha|)^{\alpha}} \leq \frac{1}{\beta(k)(k-1)^{k-1/\beta(k)}k^{1+1/\beta(k)-k}} = \exp (k\beta(k) - \log (k\beta(k)) - 1).
\]

We easily check that \(x \mapsto x - \log(x) - 1\) is increasing and that \(k \mapsto k\beta(k)\) is decreasing, and conclude that for every \(\alpha \geq 2\) we have
\[
\frac{\alpha - 1}{(|\alpha| - 1)^{1-\alpha}(|\alpha|)^{\alpha}} \leq \exp (2\beta(2) - \log (2\beta(2)) - 1) = 2e^{\log 2}.
\]

The final observation of this section is that (6) seems to be weaker as \(\alpha\) increases. To make this statement explicit, let us now fix an outer function \(f\) in \(H^2\), and assume that \(\|f\|_{H^2} = 1\). We define
\[
U_f(\alpha) := \|f\|_{A^\alpha}^2 = \int_D |f(z)|^{2\alpha}(\alpha - 1)(1 - |z|^2)^\alpha d\mu(z).
\]
Replacing \(\alpha\) by a complex number \(\gamma = \alpha + i\beta\), we use the fact that \(f\) is outer, and hence non-vanishing, to conclude that
\[
U_f(\gamma) = \text{Re} \int_D |f(z)|^{2\gamma}(\gamma - 1)(1 - |z|^2)^\gamma d\mu(z)
\]
is harmonic. Clearly \(U_f(1) = 1\), and it would be enough to prove that \(U_f(\alpha) \leq 1\) for \(\alpha \geq 1\) to conclude. We are therefore led to the the following.

**Question 1.** Suppose that \(f\) is an outer function with \(\|f\|_{H^2} = 1\). Is it true that
\[
\frac{\partial}{\partial \alpha} U_f(\alpha) \leq 0
\]
for all \(\alpha > 1\)?

Let us collect some computations in support of a positive answer to this question. We see that
\[
U'_f(\alpha) := \frac{\partial}{\partial \alpha} U_f(\alpha) = \int_D |f(z)|^{2\alpha}(1 - |z|^2)^\alpha d\mu(z)
\]
\[
- (\alpha - 1) \int_D |f(z)|^{2\alpha}(1 - |z|^2)^\alpha \log \frac{1}{|f(z)|^{2\alpha}(1 - |z|^2)^\alpha} d\mu(z).
\]
Note that if \(f\) is not a normalized reproducing kernel, then by the Cauchy–Schwarz inequality
\[
|f(z)|^2(1 - |z|^2) < \|f\|_{H^2}^2 = 1
\]
for every point \(z \in D\). This means that \(U_f\) is “eventually” decreasing because the logarithmic factor is bounded below. Note that by Lemma 2 and the fact that \(f\) is non-vanishing we get that
\[
U_f(\alpha + \beta) \leq U_f(\alpha)U_f(\beta)
\]
for every \(\alpha, \beta \geq 1\). In particular, \(U_f(\alpha + 1) \leq U_f(\alpha)\), so that \(U'_f(\alpha) \leq 0\) must occur for some \(\alpha\) in every interval of length 1.
3. A weak type inequality

Let again $f$ be a nontrivial function in $H^2$ with $\|f\|_{H^2} = 1$. For $0 < \lambda < 1$, we wish to estimate $\mu(E_f(\lambda))$, where

$$E_f(\lambda) := \{ z \in \mathbb{D} : |f(z)|^2(1 - |z|^2) > \lambda \}.$$ 

Our interest in $\mu(E_f(\lambda))$ is motivated by the observation that (11) may rewritten in distributional form as

$$U_f(\alpha) = \alpha(\alpha - 1) \int_0^1 \lambda^{\alpha - 1} \mu(E_f(\lambda)) \, d\lambda.$$ 

We will prove the following theorem.

**Theorem 6.** There exists a universal constant $C$ such that

$$\mu(E_f(\lambda)) \leq C(1/\lambda - 1)$$

for every function $f$ in $H^2$ with $\|f\|_{H^2} = 1$ and $0 < \lambda < 1$.

Plugging (13) into (12), we get

$$U_f(\alpha) \leq C.$$ 

We will prove the following conjecture.

**Conjecture 2.** Suppose that $f \in H^2$. Then

$$\mu \left( \{ z \in \mathbb{D} : |f(z)|^2(1 - |z|^2) > \lambda \|f\|_{H^2}^2 \} \right) \leq \frac{1}{\lambda} - 1.$$ 

We will make some additional comments on this conjecture below and proceed now to prove Theorem 6.

**Proof of Theorem 6.** By Möbius invariance, we may, without loss of generality, assume that $z \mapsto |f(z)|^2(1 - |z|^2)$ attains its maximum at 0. Then for every $0 \leq \theta < 2\pi$ and $\lambda$ less than $|f(0)|$,

$$r^*(\theta) := \max \{ r : |f(re^{i\theta})|^2(1 - r^2) = \lambda \}$$

exists. It follows that

$$\mu(E_f(\lambda)) \leq \frac{1}{\lambda} \int_0^{2\pi} \left( \int_0^{r^*(\theta)} \frac{2\pi}{(1 - r^2)^2} \, dr \right) \frac{d\theta}{2\pi}$$

and hence

$$\mu(E_f(\lambda)) \leq \frac{1}{\lambda} \int_0^{2\pi} \max \{ |f(re^{i\theta})|^2 : |f(re^{i\theta})|^2(1 - r^2) = \lambda \} \frac{d\theta}{2\pi} - 1.$$ 

We introduce the radial maximal function $f^*(\theta) := \sup_{0 < r < 1} |f(re^{i\theta})|$ and see that the latter inequality implies that

$$\mu(E_f(\lambda)) \leq \frac{1}{\lambda} \int_0^{2\pi} f^*(\theta)^2 \frac{d\theta}{2\pi} - 1 \leq \frac{C}{\lambda} \|f\|_{H^2}^2 - 1 = \frac{C}{\lambda} - 1,$$

where we in the second step used a classical theorem of Hardy and Littlewood.
We can improve (15) by using (6), or in other words the fact that there is an absolute constant $M$ (independent of $f$) such that

$$k(k-1) \int_0^1 \lambda^{k-1} \mu(E_f(\lambda)) d\lambda \leq M$$

whenever, say, $k \geq 2$. (In view of (10), $M$ can be chosen arbitrarily close to 1 if we choose a sufficiently large lower bound for $k$.) Taking into account the monotonicity of $\mu(E_f(\lambda))$, we see that

$$\mu(E_f(1-\varepsilon)) \leq M(1-\varepsilon)^{-k} = M(1-\varepsilon)^{-1} \frac{(1-\varepsilon)^{(k-1)}}{k-1}.$$ 

The maximum of $x \mapsto c^x/x$ occurs when $x = 1/|\log(1-\varepsilon)|$ so that

$$\mu(E_f(1-\varepsilon)) \leq M e(1-\varepsilon)^{-1} \log(1-\varepsilon) = M e(\varepsilon + O(\varepsilon^2))$$

when $\varepsilon \to 0^+$. The estimate in (13) can therefore be improved to

$$\mu(E_f(\lambda)) \leq C' \left( \frac{1}{\lambda} - 1 \right)$$

for a universal constant $C'$. □

Clearly, the transition from (14) to (15) is not optimal. In fact, we could hope for an affirmative answer to the following question, which would establish Conjecture 2.

**Question 2.** Is it true that

$$\int_0^{2\pi} \max \left\{ |f(re^{i\theta})|^2 : |f(re^{i\theta})|^2(1-r^2) = \lambda \right\} \frac{d\theta}{2\pi} \leq \|f\|_{L^2}^2$$

holds whenever $0 < \lambda < |f(0)|$?

It is clear that (16) holds for $\lambda$ close to 1; this is obvious when $f$ is a reproducing kernel and otherwise we have $|f(0)| < \|f\|_{L^2}$. Since we may assume that $f$ is an outer function, it is also clear that the integral in (14) tends to $\|f\|_{L^2}^2$ when $\lambda \to 0$, in view of Lebesgue’s dominated convergence theorem and the domination by $f^*$. Hence if it is true that the integral increases with $1/\lambda$, then (16) would follow.

Alternatively, we may approach Conjecture 2 by starting from the formula

$$\mu(E_f(\lambda)) = \int_{E_f(\lambda)} d\mu(z) = \int_{E_f(\lambda)} \Delta \log \left( \frac{1}{1-|z|^2} \right) \frac{dxdy}{4\pi}.$$ 

Using the second Green identity, we obtain

$$\int_{E_f(\lambda)} \Delta \log \left( \frac{1}{1-|z|^2} \right) \frac{dxdy}{4\pi} = \int_{\partial E_f(\lambda)} \frac{\partial}{\partial n} \log \left( \frac{1}{1-|z|^2} \right) ds$$

$$= \int_{\partial E_f(\lambda)} \frac{1}{1-|z|^2} \frac{\partial}{\partial n} |z|^2 ds \frac{4\pi}{4\pi},$$

where $\frac{\partial}{\partial n}$ is differentiation in the outward normal direction and $ds$ is the arclength measure over the curve $\gamma_\lambda = \partial E_f(\lambda)$. On the curve $\gamma_\lambda$, we have that

$$\frac{1}{1-|z|^2} = \frac{|f(z)|^2}{|f(0)|^2}$$
where we retain the normalization \( \|f\|_{H^2}^2 = 1 \). Thus
\[
\int_{\gamma_\lambda} \frac{1}{1 - |z|^2} \frac{\partial}{\partial n} |z|^2 \frac{ds}{4\pi} = \int_{\gamma_\lambda} \frac{|z|^2}{1 - |z|^2} \frac{\partial}{\partial n} \log |z|^2 \frac{ds}{4\pi}
= \int_{\gamma_\lambda} \left( \frac{|f(z)|^2}{\lambda} - 1 \right) \frac{\partial}{\partial n} \log |z|^2 \frac{ds}{4\pi}.
\]
Finally, using again the second Green identity, we get
\[
\int_{\gamma_\lambda} \left( \frac{|f(z)|^2}{\lambda} - 1 \right) \frac{\partial}{\partial n} \log |z|^2 \frac{ds}{4\pi} = -\frac{1}{\lambda} \int_{\gamma_\lambda} \log |z|^2 \frac{\partial}{\partial n} |f(z)|^2 \frac{ds}{4\pi}
+ \int_{E_{f}(\lambda)} \frac{1}{\lambda} \log |z|^2 \Delta |f(z)|^2 \frac{dx\,dy}{4\pi} + \frac{|f(0)|^2}{\lambda} - 1.
\]
If we use the Littlewood–Paley formula for the \( H^2 \) norm, namely
\[
\frac{1}{2\pi} \int_0^{2\pi} |f(e^{i\theta})|^2 \, d\theta = |f(0)|^2 + \frac{1}{\pi} \int_{\mathbb{D}} |f'(z)|^2 \log \frac{1}{|z|^2} \, dx\,dy,
\]
then we finally find that
\[
\mu(E_f(\lambda)) = \frac{1}{\lambda} - 1 - \frac{1}{\lambda} \int_{\mathbb{D}\setminus E_{f}(\lambda)} |f'(z)|^2 \log \frac{1}{|z|^2} \frac{dx\,dy}{\pi} + \frac{1}{\lambda} \int_{\gamma_\lambda} \log |z|^2 \frac{\partial}{\partial n} |f(z)|^2 \frac{ds}{4\pi}.
\]
If the last integral is negative, then we have proved the desired inequality and Conjecture 2 is verified.

4. Contractive symmetry and Riesz projection

We will now investigate a symmetric companion to (3) in the range \( 2 \leq q < \infty \).
To be more precise, we are interested in contractive inequalities of the type
\[
(17) \quad \|f\|_{H^q} \leq \left( \sum_{n=0}^{\infty} |a_n|^2 c_\beta(n) \right)^{\frac{q}{2}} =: \|f\|_{D_\beta},
\]
By choosing \( f(z) = 1 + \varepsilon z \) for some small \( \varepsilon > 0 \), it is easy to verify that \( \beta \geq q/2 \) is necessary for (17) to be contractive.

Conjecture 3. The inequality
\[
(18) \quad \|f\|_{H^q} \leq \left( \sum_{n=0}^{\infty} |a_n|^2 c_{q/2}(n) \right)^{\frac{q}{2}}
\]
holds for every \( 2 \leq q < \infty \).

Clearly, (18) reduces to an identity when \( q = 2 \), so we get that (18) holds for all even integers \( q \) from the following result, which is an analogue of Corollary 3.

Lemma 7. If (17) holds for some pair of parameters \( 2 \leq q < \infty \) and \( 1 \leq \beta < \infty \),
then it also holds for the pairs \( kq \) and \( k\beta \) for every positive integer \( k \).

Proof. We will rely on two preliminary results. The first is (9) and the second is
\[
c_\beta(n_1 + n_2 + \cdots + n_k) \leq c_\beta(n_1)c_\beta(n_2)\cdots c_\beta(n_k),
\]
which can be deduced inductively from the case $k = 2$. Set $n = n_1 + n_2$, so

$$(n + \beta - 1) \binom{n}{n} = \prod_{j=1}^{n} \frac{j + \beta - 1}{j} = \left( \frac{n_1 + \beta - 1}{n_1} \right) \prod_{j=1}^{n_2} \frac{n_1 + j + \beta - 1}{n_1 + j} \leq \left( \frac{n_1 + \beta - 1}{n_1} \right) \left( \frac{n_2 + \beta - 1}{n_2} \right),$$

where we used that $\beta - 1 \geq 0$. Let $f(z) = \sum_{n \geq 0} a_n z^n$. Then by the assumption that $\| g \|_{H^p} \leq \| g \|_{D_\beta}$, the Cauchy–Schwarz inequality and the preliminary results, we get that

$$\| f \|_{H^{\pi q}} = \| f \|_{H^q} \leq \| f \|_{D_\beta} = \left( \sum_{n=0}^{\infty} c_\beta(n) \left| \sum_{n_1 + \cdots + n_k = n} a_{n_1} \cdots a_{n_k} \right|^2 \right)^{1/2} \leq \left( \sum_{n=0}^{\infty} c_\beta(n) \left[ \sum_{n_1 + \cdots + n_k = n} c_\beta(n_1) \cdots c_\beta(n_k) \right] \right)^{1/2} \times \left[ \sum_{n_1 + \cdots + n_k = n} \frac{|a_{n_1}|^2}{c_\beta(n_1)} \cdots \frac{|a_{n_k}|^2}{c_\beta(n_k)} \right]^{1/2} \leq \left( \sum_{n=0}^{\infty} \sum_{n_1 + \cdots + n_k = n} c_{k\beta}(n_1) |a_{n_1}|^2 \cdots c_{k\beta}(n_k) |a_{n_k}|^2 \right)^{1/2} = \| f \|_{D_{k\beta}},$$

and we are done.

Let us now turn to a direct connection between the inequalities (8) and (18). We will work here in the pairing of $L^2(\mathbb{T})$, and view therefore the Hardy space $H^p$ as a closed subspace of $L^p(\mathbb{T})$. Through the Hahn–Banach theorem, this gives that the dual space $(H^p)^*$ is equal (with identical norm) to the quotient space $L^q/(L^q \ominus H^q)$, where $1/p + 1/q = 1$. Finally, when $1 < p < \infty$, we have $L^q/(L^q \ominus H^q) \cong H^q$, but the norms are not equal. The best general bounds we can give are

$$\| g \|_{L^q/(L^q \ominus H^q)} \leq \| g \|_{H^q} \leq \frac{1}{\sin(\pi/q)} \| g \|_{L^q/(L^q \ominus H^q)},$$

the upper (sharp) bound is from (9). Let $P$ denote the Riesz projection from $L^2(\mathbb{T})$ to $H^2$. It is well-known that $P$ extends to a bounded operator from $L^q(\mathbb{T})$ to $H^q$, and the result from (9) gives that the norm is $(\sin(\pi q))^{-1}$.

We now compare the dual of (3) (taken here only for $1 \leq p \leq 2$) with (18) (taken here only for $2 \leq p \leq 4$). Clearly, the dual space of $A_\alpha^2$ is isometrically isomorphic to $D_\alpha$ in this pairing, so we get that

$$\| f \|_{(H^p)^*} \leq \| f \|_{D_{2/p}}, \quad 1 \leq p \leq 2,$$
$$\| f \|_{H^q} \leq \| f \|_{D_{q/2}}, \quad 2 \leq q \leq 4.$$
we conjecture a contractive relationship between \( H^q \) and the Riesz projection of \( L^r(\mathbb{T}) \) where

\[
q = \frac{4}{p} = 4 \left( 1 - \frac{1}{r} \right).
\]

A result from [10] states that the Riesz projection \( P: L^\infty(\mathbb{T}) \to H^4 \) is contractive and that \( q = 4 \) is sharp. Hence we arrive at the following.

**Conjecture 4.** The Riesz projection \( P \) is a contraction from \( L^r(\mathbb{T}) \) to \( H^q \) with \( q = 4(1 - 1/r) \) for \( 1 < r \leq \infty \). If \( f \) is in \( L^1(\mathbb{T}) \), then

\[
\exp \left( \int_0^{2\pi} \log |Pf(e^{i\theta})| \frac{d\theta}{2\pi} \right) \leq \|f\|_{L^1}.
\]

Here follow several remarks pertaining to Conjecture 4. Let us begin by making note of two observations regarding (19). A classical theorem (see [14, Chap. VII.2]) states that there is an absolute constant \( C \geq 1 \) such that for every \( 0 < q < 1 \),

\[
\| Pf \|_{H^q} \leq \frac{C}{1-q} \| f \|_{L^1}.
\]

As far as we know, the best constant \( C_q \) in (20) is not known. Suppose now that \( g \) is in \( H^q \) for some \( q > 0 \). Then

\[
\lim_{q \to 0^+} \| g \|_{H^q} = \exp \left( \int_0^{2\pi} \log |g(e^{i\theta})| \frac{d\theta}{2\pi} \right),
\]

which means that (19) can be interpreted as saying that (20) is contractive in the limit \( q \to 0^- \). Moreover, from (21) we also see that if the statement of Conjecture 4 holds for \( 1 < r \leq 1 + \delta \), for some positive \( \delta \), then the statement from \( r = 1 \) follows by taking said limit.

Since the Riesz projection is a self-adjoint operator, the above-mentioned result from [10] gives that the Riesz projection is contractive from \( L^{1/3}(\mathbb{T}) \) to \( H^1 \). Indeed, if \( g \) is in \( L^\infty(\mathbb{T}) \), then

\[
\| (Pf, g)_{L^2(\mathbb{T})} \| \leq \| f \|_{L^{1/3}} \| P g \|_{H^4} \leq \| f \|_{L^{1/3}} \| g \|_{L^\infty}.
\]

We have therefore verified that Conjecture 4 is true for \( r = 4/3 \). This argument is a special case of the following result, where we use the notation \( r^* \) for the conjugate exponent to \( r \) when \( 1 \leq r \leq \infty \), i.e. \( 1/r + 1/r^* = 1 \).

**Lemma 8.** Suppose that Conjecture 4 holds for some \( r \) and that \( q = 4(1 - 1/r) > 1 \). Then Conjecture 4 also holds with \( r = q^* \) and \( q = r^* \). In particular, Conjecture 4 holds in the interval \( 2 \leq r \leq 4 \) if and only if it holds in the interval \( 4/3 \leq r \leq 2 \).

**Proof.** Arguing as in (22), we get that \( P: L^r(\mathbb{T}) \to H^q \) is contractive if and only if \( P: L^{r^*}(\mathbb{T}) \to H^{r^*} \) is contractive. We now rewrite the relationship \( q = 4(1 - 1/r) \) as

\[
q r^* = 4.
\]

If (23) holds for \( q \) and \( r \), then it also holds for \( q = r^* \) and \( r = q^* \), since \( (q^*)^* = q \). \( \square \)

By complex interpolation between the contractive cases \( P: L^\infty(\mathbb{T}) \to H^4 \) and \( P: L^2(\mathbb{T}) \to H^2 \), it was found in [10] that the Riesz projection is contractive from \( L^r(\mathbb{T}) \) to \( H^{4r/(r+2)} \) for \( 2 \leq r \leq \infty \). Furthermore, by arguing as in Lemma 8 we find
that the Riesz projection is contractive from $L^r(T)$ to $H^{2r/(4-r)}$ when $4/3 \leq r \leq 2$. However, note that
\[
\frac{4r}{r+2} < 4 \left(1 - \frac{1}{r}\right), \quad 2 < r < \infty,
\]
\[
\frac{2r}{4-r} < 4 \left(1 - \frac{1}{r}\right), \quad \frac{4}{3} < r < 2,
\]
so again we observe that interpolation gives something weaker than our conjecture. Let us now see that $q \leq 4\left(1 - \frac{1}{r}\right)$ in Conjecture 4 is necessary.

**Theorem 9.** Let $1 < r < \infty$. If the Riesz projection $P$ is contractive from $L^r(T)$ to $H^q$, then $q \leq 4\left(1 - \frac{1}{r}\right)$. There is no $q > 0$ such that $P$ is contractive from $L^1(T)$ to $H^q$.

**Proof.** Fix $1 \leq r < \infty$ and consider the function $f(z) = (1 - \varepsilon z)/(1 - \varepsilon \bar{z})^{1-2/r}$ for some small $\varepsilon > 0$. Then
\[
\|f\|_{L^r} = \left( \int_0^{2\pi} |1 - \varepsilon e^{i\theta}|^2 \frac{d\theta}{2\pi} \right)^{1/r} = 1 + \frac{1}{r} \varepsilon^2 + O(\varepsilon^4).
\]
Note that $Pf(z) = 1 - \rho \varepsilon^2 - \varepsilon z$ with $\rho = 1 - 2/r$. Hence
\[
\|Pf\|_{H^q} = \left( \int_0^{2\pi} \left| 1 - \rho \varepsilon^2 - \varepsilon e^{i\theta} \right|^q \frac{d\theta}{2\pi} \right)^{1/q}
\]
\[
= (1 - \rho \varepsilon^2) \left( \int_0^{2\pi} \left( \left| 1 - \frac{\varepsilon}{1 - \rho \varepsilon^2} e^{i\theta} \right| \right)^{2q/2} \frac{d\theta}{2\pi} \right)^{1/q}
\]
\[
= (1 - \rho \varepsilon^2) \left( 1 + \frac{q}{4} \frac{\varepsilon^2}{(1 - \rho \varepsilon^2)^2} + O(\varepsilon^4) \right) = 1 - \rho \varepsilon^2 + \frac{q}{4} \varepsilon^2 + O(\varepsilon^4).
\]
As $\varepsilon \to 0$, contractivity implies that
\[
1 + \frac{1}{r} \varepsilon^2 \geq 1 - \rho \varepsilon^2 + \frac{q}{4} \varepsilon^2 \iff \frac{q}{4} \leq \frac{1}{r} + \rho = 1 - \frac{1}{r},
\]
so we conclude that $q \leq 4\left(1 - \frac{1}{r}\right)$ is necessary for contractivity. Moreover, when $r = 1$, there is no $q > 0$ such that $P$ is contractive from $L^1(T)$ to $H^q$. \square

Let us end this section by making precise the relationship between Conjecture 1, Conjecture 3, and Conjecture 4.

**Theorem 10.** Suppose that Conjecture 1 holds for $1 < q < 2$ and that Conjecture 4 holds for $2 < r < \infty$. Then Conjecture 3 holds for $2 < q < \infty$.

**Proof.** It is sufficient to verify that Conjecture 3 holds for $2 < q < 4$, by Lemma 4. For $2 < q < 4$, we use Conjecture 3 with $r = 4/(4 - q)$ and take the infimum over all $g \in L^r(T)$ such that $Pg = f$. Hence we get
\[
\|f\|_{H^q} \leq \inf_{Pg=f} \|g\|_{L^r(4-q)} = \|f\|_{(H^{4-q})^*} \leq \|f\|_{D^q/2},
\]
where the final inequality is the (the dual of) Corollary 1. \square
5. Numerical evidence

Conjecture 1 has been tested by generating random polynomials $f$ and computing with such functions. More precisely, we fixed the degree and picked the coefficients $a_n$ of the polynomials independently with a normal distribution centered at 0 and with variance $c z_1^2 / p(z_1)$. We then computed the $L^p(T)$ norm of $f$ with an adaptative Gauss–Kronrod quadrature. We tested the conjecture against several thousand polynomials successfully.

As for Conjecture 2, we have some numerical evidence that the integral in (14) is increasing with $1/\lambda$. We took several thousand normalized random polynomials as before. For each polynomial $f$ we found the maximum of $(1 - |z|^2) |f(z)|^2$. We composed each polynomial with a Möbius transformation in such a way that the new function $g$ had the property that the maximum of $(1 - |z|^2) |g(z)|^2$ is attained at the origin. For fixed $\theta$ and $\lambda$, it is possible to solve numerically the equation $|g(re^{i\theta})|^2 (1 - r^2) = \lambda$ and thus we computed numerically the integral in (14) for many values of $0 < \lambda < |g(0)|$, and we have checked that it actually increases with $1/\lambda$. We have also checked numerically that Question 1 has a positive answer for $1 < \alpha < 2$ for many random polynomials.

Conjecture 3 has been tested successfully in a similar way as Conjecture 1. To test Conjecture 4, we considered random trigonometric polynomials of the form

$$f(z) = \sum_{n=-M}^{N} a_n z^n$$

for different values of $M, N > 0$ and independent coefficients with standard normal distribution. We computed numerically the $L^r(T)$ norm of $f$ and the $L^q(T)$ norm of its Riesz projection

$$Pf(z) = \sum_{n=0}^{N} a_n z^n.$$ We observed that the Riesz projection was contractive for $q \geq 4(1-1/r)$. Moreover, in the limiting case $r = 1$, we observed that

$$\exp \left( \int_0^{2\pi} \log |Pf(e^{i\theta})| \frac{d\theta}{2\pi} \right) \leq \int_0^{2\pi} |f(e^{i\theta})| \frac{d\theta}{2\pi}.$$ 
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