Research on Comprehensive Analysis Method of Stock KDJ Index based on K-means Clustering
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Abstract. This paper proposed a K-means measure to cluster stocks, and predicted the investment of strong profitability objects through comprehensive analysis of KDJ indicators. The paper analyzed the clustering hierarchy diagram, as well as the inter-cluster similarity structure diagram of different cluster numbers. It is found that the clusters can be effectively distinguished for each type of stock. The comprehensive prediction precision of KDJ are better than each single index. The feasibility and effectiveness of the suggested method are verified by the example of the constituents of the CSI 800 Index. The quantitative investment model established by the analytical method in this paper has better prediction effect.
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1. Introduction

The earliest scholar of the effectiveness of securities technology analysis in academia is Alexander (1961), who in the study assumed that when the stock price rises by at least x% from a certain low level, the stock is bought and held; when the price falls from a high level, at least At x%, the stock is sold and continues to wait for the next buy signal. The study concluded that when tested using the Dow Jones Industrial Average and the Standard & Poor's Index, this strategy can yield significant excess returns compared to the buy-and-hold strategy. Based on Alexander's research, Fama and Blume (1966) further added the company's dividend effect and transaction cost factors, using the pre-recovery of the Dow Jones index constituent stock price data. The two studies have shown that this trading strategy does not lead to a better outcome than the buy-and-hold strategy [1].

With the advent and widespread use of computers, people have begun to consider using computers to test the effectiveness of technical analysis using more advanced statistical methods. Brock, Lakonishok, and Le Baron (1992) were among the first scholars to study technical analysis indicators. They examined the profitability of two technical trading rules, the moving average strategy and the support line resistance breakout strategy.

The neural network is a massively parallel complex nonlinear dynamic system that represents an extremely complex nonlinear model system. In recent years, many methods have been developed that use neural networks for stock analysis.

Stein used the 3-year data of the German stock market as a training set and one-year daily data as a test set to build and test an artificial neural network model. The results show that half of the 24 buy signals generated by the neural network are correct. Yao and Poh [1] used the BP neural network to predict the index of the Kuala Lumpur Stock Exchange. The results show that the prediction accuracy of the neural network model trained with daily data is higher than that of the neural network model trained with weekly data. The above research results have completed the analysis of stock analysis from different angles and using different data mining methods, and have good application value [2].

However, these results are mainly based on the study of the operating rules of one or several stocks, and lack of a comprehensive analysis mechanism for existing stock technical indicators. Therefore,
the research in this paper starts with the basic stock technical analysis indicators, and carries out multi-dimensional comprehensive analysis through data mining technology to form the information needed for trading decision [3].

2. The Principle

2.1 Definition of Clustering

Clustering is a process of dividing a data set into thousands of subsets, and makes the data objects in the same set have higher similarity, while the data objects in different sets are not similar, similar or dissimilar metrics. It is determined based on the value of the data object description attribute, which is usually described by using the distance between each cluster. The basic guiding ideology of analysis is to maximize the similarity of objects in the class and the smallest similarity between objects.

2.2 K-means Clustering Algorithm

Clustering is one of the important tasks of data mining. Given a set of elements D, each of which has n observable attributes, the clustering algorithm divides D into k subsets (called a cluster), requiring similarities between elements within each subset. It may be high, and the dissimilarity of elements in different subsets is as high as possible.

The K-means algorithm proposed by JB. MacQueen in 1967 is a classical clustering algorithm widely used in scientific research and industrial applications. It is simple and fast. In particular, it has been widely used for high scalability and noise immunity in large data set processing. The core idea of the K-means algorithm is to divide n data objects into n clusters, so that the sum of the squares of the data points in each cluster to the cluster center is the smallest [4]. The algorithm processing flow chart is as follows:

![Algorithm Processing Flow Chart](image)

Fig. 1. The algorithm processing flow chart
First, k objects are arbitrarily selected from the n data objects as the initial cluster center: for the remaining other objects, they are assigned to be most similar to them according to their similarity (distance) with these cluster centers. Clustering (represented by cluster centers).

Then calculate the cluster center of each new cluster (the mean of all objects in the cluster) and repeat the process until the standard measure function begins to converge. Generally, the mean square error is used as a standard measure function, which is defined as follows:

\[ E = \sum_{i=1}^{n} \sum_{p \in C_i} |p - m|^2 \]

Where \( e \) is the sum of the mean squared deviations of all objects in the database;
\( p \) is a point in the space representing the object;
\( m \) is the average value of cluster C (\( p \) and \( m \), both are multidimensional).

The clustering criteria shown in the formula are intended to make the obtained \( k \) clusters have the following characteristics: each cluster itself is as compact as possible, and the clusters are separated as much as possible. There are 3 key issues:

1) Point-to-point, point and cluster, and cluster-to-cluster similarity calculation.
2) calculation of the center point of the cluster.
3) Iteration end condition setting.

2.3 KDJ Indicator Set

The KDJ index, also called stochastic index, is a fairly novel and practical technical analysis index. It was first used in the analysis of the futures market, and was widely used in the short-term trend analysis of the stock market. It is the most commonly used in the futures and stock markets. Technical analysis tools. The stochastic indicator KDJ is calculated based on the highest price, the lowest price and the closing price. The obtained K value, D value and J value are respectively formed at a point on the coordinate of the index, and an infinite number of such points are connected. Form a complete KDJ indicator that reflects the trend of price fluctuations. It is mainly a technical tool that uses the true volatility of price fluctuations to reflect the strength of price movements and overbought and oversold, and to issue trading signals before prices have risen or fallen. In the design process, it mainly studies the relationship between the highest price, the lowest price and the closing price. It also combines some of the advantages of the momentum concept, the strength indicator and the moving average [5]. Therefore, it can be judged quickly, quickly and intuitively. Quotes. Since the KDJ line is essentially a concept of random fluctuations, it is more accurate for grasping the short- and medium-term market.

The KDJ index is to obtain the immature stochastic index value by calculating the proportional relationship between the highest price, the lowest price and the closing price that have appeared in a specific period, and then smooth the corresponding data to obtain a series of index values, and draw the graph is used to judge the trend of securities.

The calculation of KDJ is more complicated. First, calculate the RSV value of the period (n, n, etc.), that is, the immature random index value, and then calculate the K value, D value, J value, and so on. Taking the calculation of the daily KDJ value as an example, the calculation formula is:

\[ \text{n day RSV} = \frac{(C_n - L_n)}{(H_n - L_n)} \times 100 \]

In the formula, \( C_n \) is the closing price on the nth day; \( L_n \) is the lowest price in n days; \( H_n \) is the highest price in n days. The RSV value always fluctuates between 1 and 100.

Second, calculate the K and D values:

The day K value = \( 2 / 3 \times \) the previous day K value + \( 1/3 \times \) the day RSV

Day D value = \( 2 / 3 \times \) previous day D value + \( 1/3 \times \) day K value

If there is no K value and D value on the previous day, 50 can be used instead.

\( j \) value = \( 3 \times \) day K value - \( 2 \times \) day D value

KDJ can characterize the fluctuations of short and medium-term markets by setting time periods of different durations. The duration can be set to the level of week, month, and so on [6].
Using MATLAB programming, KDJ clustering at k=5: There are five categories (overbought area, oversold area, squat area, long area, short area).

The stochastic indicator is three curves on the graph. Both K line, D line, J line. Using the relationship between these three curves, we can study the trend of stock prices. The stochastic indicator is mainly used to reflect the overbought and oversold phenomenon in the stock market, the trend of the relaxation phenomenon and the cross-breaking phenomenon of the K-line and the D-line. Thus, predicting the short-term trend to the top and bottoming process.

3. Stock Analysis

3.1 Overbought and Oversold Phenomenon

The value of KDJ ranges from 0 to 100 (the J line sometimes exceeds). According to the popular and commonly used judgment criteria, the 0-100 can be divided into overbought area, oversold area and squat area.

Overbought area: K value is above 80, D value is above 70, and J value is greater than 90 when it is overbought. Under normal circumstances, the stock price may fall. Investors should be cautious, and outsiders should not chase after them. The insiders should sell them in due course.

Oversold area: K value below 20, D value below 30 is the oversold area. Under normal circumstances, the stock price may rise and the possibility of rebound increases. Insiders should not easily throw stocks, and outsiders can look for opportunities to enter.

Hover area: The KD value is around 50. For example, in the long market, 50 is the back-support line; Short market 50 is the rebound pressure line; if it is around 50, it means that the market is still finishing, should be based on wait and see, it is not appropriate to rush to decide to buy and sell.

Bulls are investors who are optimistic about the stock market and expect stock prices to be bullish, so buy stocks at low prices and sell them when stocks rise to a certain price to get the difference. Bulls are one of the speculative methods in futures exchanges.

Shorts are investors and stockists who believe that the current stock price is higher, but the stock market outlook is bad, the stock price is expected to fall, so the stock is sold, and the IU is sold at a high price. The trading method of buying and selling the difference first is called short position.

Speculators estimate that securities, commodities, etc. have a tendency to increase in price, buy in advance, and attempt to sell after price increases in order to obtain the benefit of the difference. This kind of speculation is based on the first purchase. Speculators have a lot of securities or commodities before they are sold, so they are called “long” and “short”.

It should be noted that since the J-line reaction is sensitive, the variation speed is faster and the amplitude is higher than the K-line, D line. Generally, only for reference.

3.2 The Phenomenon of Back Relaxation

When the stock price trend is higher than the peak, the J-line of the stochastic indicator is lower than the peak, or when the stock price trend is lower than the trough, the J-line is higher than the trough. This phenomenon is called divergence. When the stochastic indicator and the stock price trend are divergent, it is generally a signal of market turn, indicating that the medium-term or short-term trend has reached the top or has bottomed out. This is the time to buy and sell stocks [10].

3.3 Cross-breaking of the K-line and the D-line

When the K value is greater than the D value, it indicates that the stock price is currently in an upward trend. Therefore, when the K line crosses the D line from the bottom to the top, it is the time to buy the stock. Conversely, when the K value is less than the D value, it indicates that the stock market is currently in a downward trend. Therefore, when the K line crosses the D line from top to bottom, it is the time to sell the stock.
4. The Experimental Process and Results Analysis and Verification

4.1 Sample Selection

This paper introduces the method of stock clustering by taking the constituents of CSI 800 as an example. The empirical study is conducted on the sample from the first trading day of 2010 to the last trading day of 2017 and the closing price of January 2018.

Stocks missing data are removed from the sample. And use this data to conduct a series of experiments to verify the validity of the proposed model. Export the raw data to Excel format by running the MATLAB program.

![Fig.2. Part of the stock closing price Excel diagram](image)

People can't directly observe and judge the high-dimensional data of hundreds of stocks. Therefore, it is necessary to analyze the data through clustering algorithm, and discover hidden information in the data, so as to select a class of stocks with large appreciation space. investment. The condensed algorithm is a bottom-up strategy. First, each data point is treated as a single cluster, and then they are merged to form a larger cluster until all data points are in the same cluster, or a termination condition is reached. This paper intends to use a cohesive algorithm to program through the built-in functions of MATLAB statistics and machine learning toolbox. [7]

![Fig.3. k is the cluster analysis result of the constituents of the CSI 800](image)
4.2 Analysis of the Table

Table 1. Some Stock KDJ Indicator Values Indicate

| Securities code | Securities name              | KDJ_K   | KDJ_D   | KDJ_J   |
|-----------------|------------------------------|---------|---------|---------|
| 000001.SZ       | Ping An Bank                 | 54.66   | 49.85   | 53.85   |
| 000002.SZ       | Vanke A                      | 60.30   | 49.97   | 58.16   |
| 000006.SZ       | Deep vibration industry A    | 53.22   | 50.03   | 54.15   |
| 000008.SZ       | Shenzhou High Speed Rail     | 62.64   | 50.04   | 62.28   |
| 000009.SZ       | Baoan, China                 | 47.87   | 50.18   | 49.44   |
| 000012.SZ       | CSG A                        | 41.91   | 50.11   | 42.76   |
| 000021.SZ       | Deep technology              | 45.47   | 49.99   | 46.57   |
| 000025.SZ       | Special force A              | 56.41   | 49.89   | 57.01   |
| 000027.SZ       | Shenzhen Energy              | 44.41   | 49.88   | 45.94   |
| 000028.SZ       | National medicine            | 61.16   | 49.96   | 60.58   |
| 000031.SZ       | COFCO Real Estate            | 45.92   | 49.84   | 47.44   |
| 000039.SZ       | CIMC                         | 45.06   | 50.18   | 46.07   |
| 000049.SZ       | Desai battery                | 55.55   | 50.07   | 55.61   |
| 000060.SZ       | Zhongjin Lingnan             | 38.76   | 50.05   | 40.28   |
| ......           | ......                        | ......   | ......   | ......   |

4.3 Analysis of the Results

As shown in Figure 4, 800 stocks are clustered into 5 clusters. Typical characteristics of a cluster can be obtained by analyzing the characteristics of the data in each cluster. For example, for a stock with a stock code of 000008.sz, the stock has a k value of 62.64, a d value of 50.04, and a j value of 62.28, which is shown as the first cluster on the chart. According to the stock technical analysis experience, the stock is in the bullish area. You can also analyze the stock through the trend of the k-line d-line and the j-line. For example, select the stock code as 000001.SZ for the KDJ value analysis.

![Fig.4. Pingtung Bank KDJ value trend chart](image)

As shown in the above figure: When the blue k value is below the low level of 50, a phenomenon in which the bottom is higher than the bottom is formed, and the value of k is crossed from the bottom to the top twice, and the stock price will be larger.

When the blue K value is at a high level of 50 or higher, a phenomenon in which the top is lower than the top is formed, and the k value is crossed from the top to the bottom twice in orange, the stock
price will have a large drop. Blue K line After crossing the orange d line from bottom to top, it failed to turn to the bottom. k line Cross the d line again, and the space between the two lines is called the upward reversal wind tunnel. As shown above, the stock price will rise when there is an upward reversal of the wind tunnel. Conversely, it is called downward reversal of the wind tunnel. The stock price will fall when there is a downward reversal of the wind tunnel.

Hover area: The KD value is around 50. For example, in the long market, 50 is the back support line; Short market 50 is the rebound pressure line; if it is around 50, it means that the market is still finishing, should be based on wait and see, it is not appropriate to rush to decide to buy and sell [8].

4.4 Experimental Verification

To further validate the validity of the model, we used the average closing price of the stock in January 2018 to verify the previous stock price. Table 3 shows the results of partial data verification. The results of the rise and fall are identified by -1, 0, and 1, which represent the fall, level, and rise. The prediction accuracy is calculated as the percentage of the stock in a cluster that matches the actual rise and fall.

| Value | Accuracy% |
|-------|-----------|
| K     | 35.35     |
| D     | 24.55     |
| J     | 49.13     |
| KDJ   | 75.66     |

The comparison results of the KDJ comprehensive analysis method and the K, D, J individual technical indicators analysis experiments are shown in Table 2 [9].

It can be seen from Table 4 that the accuracy of the KDJ cluster analysis method proposed in this paper is higher than that of the three indicators alone.

5. Conclusion

The KDJ-k-means model is a solution to the use of data mining technology based on the KDJ indicator set. It provides an idea and method for the in-depth analysis of stock data. The main contributions are summarized as follows:

1) Although the proposed model has only been analyzed and tested for the KDJ indicator set, it is also very useful for the comprehensive analysis of other stock technical analysis indicators.

2) Compared with neural networks and other methods, there are few researches on stock technology analysis methods using cluster mining technology, but this study shows that cluster mining application is not only feasible in stock analysis, but also has obvious features that are intuitive and easy to use.

The next research work is mainly to use the numerical analysis software MTLAB programming to carry out related research and experiments on various stock technical indicators and multiple data mining algorithms, and to expand the KDJ-k-means model and its scope of use.
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