DCPA: approximate adder design exploiting dual carry prediction
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Abstract This letter presents a novel approximate adder that significantly improves computation accuracy by utilizing a dual carry prediction and error reduction scheme. In our experiments, the proposed adder improves mean error distance (MED) and mean relative error distance (MRED) by up to 58.6% and 58.5%, respectively, when compared with existing approximate adders. Also, when implemented in 65-nm CMOS technology, the proposed adder reduces area, delay, and power by 37%, 48%, and 41%, respectively, compared with the traditional adder. Furthermore, the effectiveness of our design over existing adders is investigated using a digital image processing application.
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1. Introduction

Recently, approximate computing, which trades computation accuracy for energy efficiency, has been investigated for use in error-resilient applications, such as image processing and machine learning [1, 2, 3, 4, 5]. The opportunity for efficiency lies in the fact that these applications do not require full precision accuracy but can tolerate a certain amount of errors in computations. One of the most important and heavily used arithmetic operations is addition and approximate adders improve energy efficiency by reducing hardware complexity in approximate computing [6, 7, 8]. Therefore, an efficient approximate adder is the key enabler and a considerable number of related works have been presented in the literature [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. One of the most efficient approximate adder architecture is to split an adder into two parts: accurate and inaccurate parts [9, 13]. In general, the former yields accurate outputs for higher-order bits using a precise adder, such as ripple carry adder (RCA), whereas the latter yields approximate outputs for lower-order counterparts by utilizing approximate logics. Additionally, to improve overall computation accuracy, the accurate part often uses a carry input predicted by the inaccurate part [9]. This architecture was adopted by the lower-part OR adder (LOA), and the OR operation is used to approximately add lower-order bits with the AND-based carry prediction [9]. The optimized lower-part constant OR adder (OLOA) is identical to the LOA except that a few least significant bit (LSB) outputs are set to 1 regardless of the corresponding inputs, resulting in hardware cost savings with a slight degradation in accuracy [10]. The hardware optimized adder having a near-normal error distribution (HONED) is a design variant of the OLOA that improves error characteristics [11]. The approximate mirror adder 5 (AMA5) utilizes a mirror operation for both approximate addition and carry prediction [12]. The error tolerant adder I (ETAI) uses a modified XOR operation without a carry prediction, whereas the simplified ETA (SETA) optimized the ETAI’s operation to decrease hardware complexity [13, 14].

In this letter, we present an approximate adder that uses a dual carry speculation, which utilizes two input pairs to predict the carry, to significantly improve the accuracy. Also, the proposed error reduction scheme improves error characteristics using only a few logic gates. To demonstrate the efficacy of our design, we systematically examine it and extensively compare it to existing adders in terms of hardware resource, computation accuracy, and practical application.

2. Proposed approximate adder design

Fig. 1 shows the proposed adder architecture, termed dual carry prediction adder (DCPA). The n-bit adder divides a k-bit accurate part to yield higher-order accurate outputs \(S_{n−1:n−k}\) and carry output \(C_{out}\) using a precise adder and an \((n − k)\)-bit inaccurate part to obtain lower-order approximate ones \(S_{n−k−1:0}\), which is done by the OR operation except for its most significant bit (MSB), where the XOR is used to improve the accuracy by forming a half adder. Also, the constant truncation for \(l\) LSBs is employed to reduce hardware complexity. While the conventional LOA and its variants use only \((n − k − 1)\)th input to predict a carry for the accurate part, in our design, its previous \((n − k − 2)\)th input is also utilized to enhance the prediction accuracy. The carry \(C_{in1}\) generated from \((n − k − 1)\)th input is directly fed into the precise adder. The other carry \(C_{in2}\) generated from \((n − k − 2)\)th input should be propagated through \((n − k − 1)\)th bit position to pass it to the accurate part. Since an XOR plays a role of the propagate signal, there-
fore, \( C_{n-k-2} \) and \((n-k-1)\)th XOR output are ANDed to produce the second carry \( C_{in2} \) (see solid-filled gates). Importantly, to avoid an increase in the adder’s delay, this carry is ORed with the precise adder’s LSB output to produce the final LSB \((i.e., S_{n-k} = C_{in2} OR S'_{n-k})\). Moreover, the error reduction logic (see pattern-filled gates) decreases the error distance (ED) metrics when the second carry \( C_{in2} \) is 1.

Fig. 2 illustrates an operation of our 16-bit adder with \( k = 8 \) and \( l = 4 \) when \( C_{in2} = 1 \). The accurate part adds \( k \) MSB inputs and the carry \( C_{in1} \) to produce an intermediate output \( S'_{n-1:n-k} \). The inaccurate part produces a lower-order intermediate output \( S'_{k-1:k-1} \) by conducting XOR/OR operations for the higher four bits with constant truncation for the lower four. Then, the second carry \( C_{in2} \) is ORed with the precise adder’s LSB output to produce the final LSB output \( S_{n-k} \). When \( C_{in2} = 1 \), the intermediate output \( S'_{n-k-1} \) is always \( 112 \) but its correct output is \( 002 \). Therefore, the error reduction logic decreases the ED by forcing the output to \( 002 \). Note that this reduction occurs when \( S'_{n-k} = 0 \) because \( C_{in2} \) does not affect the accurate part’s output when \( S'_{n-k} = 1 \). Also, this logic does not affect the output when \( C_{in2} = 0 \) and therefore, the intermediate output becomes the final. Under a given input in Fig. 2, the ED and relative ED (RED) are significantly reduced from 62 to 2 and from \( 1.14e-3 \) to \( 3.67e-5 \), respectively, by more than 96%.

3. Experimental results

The proposed adder, an accurate adder (RCA), and six existing approximate adders (LOA, OLOCA, HOAANED, AMA5, ETAI, and SETA) were designed in Verilog-HDL and synthesized with a 65-nm CMOS technology using Synopsys Design Compiler. We considered 16-bit adders with an 8-bit precise adder \((i.e., n = 16 \text{ and } k = 8)\) \([10, 25, 26, 27]\). Also, the error metrics, such as mean ED (MED) and mean RED (MRED), were extracted under \( 10^7 \) random inputs.

Fig. 3 shows the performance analysis of the proposed adder with various \( l \) from 0 to 6. All the values were normalized using the value at \( l = 0 \). The area and power decrease as \( l \) increases because a larger \( l \) requires fewer OR gates. Note that the delay is not affected by \( l \) and is consistent. The adder’s MED and MRED trend is the same over \( l \). They linearly decrease as \( l \) increases from 0 to 4 and drastically increase from \( l = 5 \) to \( l = 6 \). The accuracy performance is almost identical at \( l = 4 \) and \( l = 5 \) but a larger \( l \) brings a greater hardware benefit. Therefore, \( l = 5 \) can be chosen for the best tradeoff between hardware and accuracy and the proposed adder with \( l = 5 \) will be used for comparison with others.

Table I summarizes the performance of various adders. The RCA has the longest delay due to its long carry chain and consumes the most area and power. Because of its simple approximation with constant truncation, the area and power of the OLOCA are the smallest. The lack of carry prediction makes the ETAI and SETA the fastest adder. The HOAANED and AMA5 use a similar hardware resource, as do the LOA and our DCPA. The MED and MRED values for the OLOCA, ETAI, and SETA are similar, but the LOA’s accuracy shows slightly better than these adders. Certainly, our adder design achieves the best in terms of the MED and MRED performance. Specifically, the proposed DCPA outperforms the AMA5 by \( 2.42x \) and \( 2.41x \), respectively.

To assess the efficacy of the proposed adder in practical applications, we applied our design to a \( 3 \times 3 \) edge detection filter in \([28]\). We filtered the well-known 8-bit grayscale cameraman image using our adder with \( n = 12 \), \( k = 6 \), and \( l = 3 \) to avoid biased inputs. The same parameters were used for others. The output images filtered using accurate and approximate adders are shown in Fig. 4. The peak signal-to-
noise ratio (PSNR) was used to assess the image quality, and the values were extracted against the output image filtered using the accurate adder [29, 30]. The OLOCA and SETA produce nearly identical output images that are visually indistinguishable with a PSNR difference ≤ 0.1dB from the LOA and ETAI, respectively, and thus, the images filtered using them were excluded from this analysis. The filtering using the LOA and AMA5 do not properly detect edges and pixel inversions occurred in some regions. The PSNRs of the HOAANED and ETAI are higher, at 16.7dB and 15.1dB, respectively, but there is some noise and unclear edges. The proposed DCPA achieves the best performance with a PSNR of 19.1dB in the edge detection because the resultant image is the closest to the one filtered using the accurate adder.

4. Conclusion
This letter proposed an approximate adder that utilizes a dual carry prediction to significantly improve the overall accuracy with the error reduction scheme. The proposed adder, when implemented in 65-nm CMOS technology, reduced area, delay, and power by 37%, 48%, and 41%, respectively, and achieved up to a 2.4× better MED and MRED performance than the AMA5. Furthermore, the efficacy of the proposed design was clearly demonstrated in the edge detection, where our adder outperforms existing approximate adders.
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