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ABSTRACT

Inferring causal directions on discrete and categorical data is an important yet challenging problem. Even though the additive noise models (ANMs) approach can be adapted to the discrete data, the functional structure assumptions make it not applicable on categorical data. Inspired by the principle that the cause and mechanism are independent, various methods have been developed, leveraging independence tests such as the distance correlation measure. In this work, we take an alternative perspective and propose a subsampling-based method to test the independence between the generating schemes of the cause and that of the mechanism. Our methodology works for both discrete and categorical data and does not imply any functional model on the data, making it a more flexible approach. To demonstrate the efficacy of our methodology, we compare it with existing baselines over various synthetic data and real data experiments.

1. INTRODUCTION

Understanding causal relationships is a fundamental problem in science. While interventional approaches often lead to accurate identification of causal relationships, they are potentially costly and can even involve invasive procedures. It is thus appealing to perform causal inference based on observational data alone, which has witnessed major advances in recent years [1–7], following the pioneering works on structural causal models (SCM) by Pearl [8]. In this work, we focus on inferring causal direction on discrete and categorical data [3–9][14]. Even though the additive noise models (ANMs) can be adapted to the discrete data [3][10], the additive noise structure may not be suitable for certain applications, especially when the data is categorical in nature. Motivated by the fundamental principle, independence of the cause and mechanism [8], the authors in [11] propose an ingenious approach, which we will refer to as the DC-causal method in this work. The main idea is to view the cause $p(x)$ and the mechanism $p(y|x)$ as random variables, and then test the independence of the two via the empirical distance correlation measure [15]. Given the flexibility of this approach and its competitive empirical performances on both discrete and categorical data, it has the potential to be adapted to more complex settings. However, we observe that the usage of the empirical distance correlation measure for finite samples can lead to some inherent bias with respect to the support sizes of the cause $X$ and effect $Y$. More importantly, the interpretation of the “independence of the cause and mechanism” principle is by no means unique, and we propose to test the independence between the generating scheme of the cause vs. that of the mechanism. This alternative view allows us to leverage a subsampling method to stabilize the empirical distance correlation measure. We present various synthetic and real data experiments and show that our method is competitive in comparison with existing baseline methods.

2. THE DC-CAUSAL METHOD: TWO CAVEATS

To set the stage, let us consider a pair of discrete random variables $(X, Y) \sim p(x, y)$ (that is, $P((X, Y) = (x, y)) = p(x, y)$), where the support sizes of $X$ and $Y$ are $|X|$ and $|Y|$, respectively. For simplicity of presentation, we write $x = (x_1, ..., x_{|X|})$ and $y = (y_1, ..., y_{|Y|})$. We use capital letters $(X, Y)$ (or $(X, Y)$) for random variables (or vectors), while the lowercase ones $(x, y)$ (or $(x, y)$) for the corresponding realizations. Also we write $p(x):=(p(x_1), ..., p(x_{|X|}))$ and $p(y):=(p(y_1), ..., p(y_{|Y|}))$. Let us focus on the causal direction from $x \rightarrow y$, i.e., $x \rightarrow y$ to describe the DC-causal method. The main idea is to view $(p(x_i), p(y|x_i)), i \in \{1,...,|X|\}$, as one sample of a random variable pair $(p(X), p(y|X))$, where $X \sim p(x)$ and $p(y|X) := (p(y_1|X), ..., p(y_{|Y|}|X))$. Hence there are $|X|$ samples in total.

We now discuss the implications, focusing on explaining the effect of viewing each realization as one sample. First note that $p(X)$ is one-dimensional and $p(y|X)$ has dimension $|Y|$. The distributions of these two random variables can be written as follows: for $i \in \{1,...,|X|\}$,

\[
P(p(X) = p(x_i)) = p(x_i),
\]
\[
P(p(y|X) = p(y|x_i)) = p(x_i).
\]

They can never be independent of each other since both of them depend on $X$. So in order to remove this common de-
pendency on $X$, the authors in \cite{11} implicitly apply randomized transformations to these two random variables so that they are uniformly distributed over the same set of realizations, and this is accomplished by forcing each realization to be one sample. As a consequence, it is now sufficient to sample each realization once rather than according to weights $p(x_i)$. More concretely, consider the following two randomized transformations $U_x(\cdot)$ and $U_{y|x}(\cdot)$ such that

$$P(U_x(p(X)) = p(x_i)) = 1/|X|, \quad P(U_{y|x}(p(y|X)) = p(y|x_i)) = 1/|X|. $$

Based on this, the main postulate in \cite{11} is that $x$ causes $y$ is equivalent to $U_x(p(X))$ and $U_{y|x}(p(y|X)$ being independent of each other. The problem of testing $x \rightarrow y$ thus boils down to testing the independence by inputting $|X|$ samples $(p(x_i), p(y|x_i)), i \in \{1, \ldots, |X|\}$, to the empirical distance correlation measure for the independence test \cite{13}. Similarly, to test the reverse direction $y \rightarrow x$, one uses $|Y|$ samples $(p(y_j), p(x|y_j)), j \in \{1, \ldots, |Y|\}$. Now we argue that there are two caveats of the DC-causal method \cite{11}.

**Support-size bias.** First, we start with a support-size bias associated with the method. It turns out that for finite sample size, the distance correlation estimate has an inherent bias. Roughly speaking, for a pair of independent variables, the distance correlation measure decreases (towards 0) as the support sizes grow. As a result, the DC-causal method tends to claim the one with the smaller (or larger) support size as the effect (or cause). Furthermore, it has been observed that this phenomena exists in other methods intended for discrete and categorical variables where the ANM assumption is relaxed. (see Section VII in \cite{12} for detailed discussions about support bias in the method we later refer to as CISC). Note that an unbiased version of the distance correlation measure is available \cite{16}, however, it is not stable when the sample size is small.

**Inputs of the Distance Correlation Measure.** A more critical caveat, in our view, is the inputs of the distance correlation measure. As we have explained above, the DC-causal method aims to test the independence between $U_x(p(X))$ and $U_{y|x}(p(y|X)$ for the $x \rightarrow y$ direction and thus treat each realization $(p(x_i), p(y|x_i))$ as one sample, leading to a total of $|X|$ samples. Similarly, the reverse direction is tested based on $|Y|$ samples. However, for discrete random variables, either $|X|$ or $|Y|$ or both can be too small to obtain reliable estimates. More importantly, we interpret the independence of the cause and mechanism principle \cite{8} as that the cause $p(x)$ and the mechanism $p(y|x)$ are generated independently so that changing one does not affect the other. Therefore, it seems more natural to us to consider testing the independence between the underlying generating schemes of the cause and the mechanism.

Specifically, consider two unknown random generating schemes $G_x$ and $G_{y|x}$ that generate $p(x)$ and $p(y|x)$, respectively, where $p(x)$ is viewed as one realization of the cause and $p(y|x)$ the mechanism. Given a data set $D = \{(x_i, y_i)\}_{i=1}^N$, we therefore hope to test the independence between $G_x$ and $G_{y|x}$ by inputting different samples of $p(x)$ and $p(y|x)$, achieved via subsampling, into the empirical distance correlation measure. We discuss this in more detail in the next section.

### 3. Subsampling with Distance Correlation

Suppose we have $m$ random samples $(X_i, Y_i), 1 \leq i \leq m$, where $X_i = (X_{i,1}, \ldots, X_{i,p})$ and $Y_i = (Y_{i,1}, \ldots, Y_{i,q})$ coming from the joint distribution of $(X, Y)$. Define $a_{i,j} = \|X_i - X_j\|$ for $i, j = 1, \ldots, m$ and

$$a_{i,j} = \frac{1}{m} \sum_{j=1}^m a_{i,j}, \quad a_{i,j} = \frac{1}{m} \sum_{j=1}^m a_{j,i}, \quad a_{i,j} = \frac{1}{m} \sum_{i,j=1}^m a_{i,j}.$$ 

Then let $A_{i,j} = a_{i,j} - a_{i,\cdot} - a_{\cdot,j} + a_{\cdot,\cdot}$ and similarly construct $A_{j,i}$ based on $b_{i,j} = \|Y_i - Y_j\|$. The empirical distance covariance is defined as $C_m(X, Y) = \frac{1}{m^2} \sum_{i,j=1}^m A_{i,j}B_{i,j}$. The distance correlation $R_m(X, Y)$ is the just the normalized $C_m(X, Y)$, and we refer the readers to \cite{15} for more details.

**Algorithm 1** Subsampling with distance correlation

**Input:** Data set $D = \{(x_i, y_i)\}_{i=1}^N$, subsampling probability $q$, number of subsampled datasets $m$

**Output:** $x \rightarrow y$ or $y \rightarrow x$.

**procedure** TEST($x \rightarrow y$)

1. Subsample $m$ datasets $D_1, \ldots, D_m$ from $D$, where $D_i$ includes each $(x_i, y_i)$ independently with probability $q$.
2. For each dataset $i$, compute the corresponding empirical distribution $(\hat{p}_i(x), \hat{p}_i(y|x))$.
3. Treat $(\{\hat{p}_i(x), \hat{p}_i(y|x)\})_{i=1}^m$ as $m$ random samples of $(p(x), p(y|x))$ and compute the empirical distance correlation $R_m(G_x, G_{y|x})$.

**procedure** TEST($y \rightarrow x$)

If $R_m(G_x, G_{y|x}) < R_m(G_y, G_{x|y})$ then

**Output:** $x \rightarrow y$

else

**Output:** $y \rightarrow x$

As we have alluded to in the previous section, we propose a subsampling-based DC method presented in Algorithm 1. The main idea is to first bootstrap (via subsampling) an ensemble of $m$ empirical estimates of $p(x)$ and $p(y|x)$, and then use the distance correlation measure to test the independence using these $m$ samples. However, it should be noted that a support-size bias still remains but in a different manner and we try to provide some insights on this as follows. Suppose that $|X| < |Y|$ and given a fixed dataset, then the $m$ empirical estimates of $p(x)$ will be more similar to each other.
than that of \( p(y) \), making the former closer to be “uniform”. As a consequence, it is more likely that \( \mathcal{R}_m(G_x, G_{y|x}) < \mathcal{R}_m(G_y, G_{x|y}) \), creating a bias to make \( y \) more likely to be the effect. Therefore, it is reasonable to only test cases when \( |X| = |Y| \), which is what we will do in our experiment section.

We now discuss the choices of \( m \) and \( p \) based on our empirical experiments. We choose \( p \) according to the following rule: \( p^* = \min\{p_f, p_b\} \), where \( p_f \) denotes the \( p \) that minimizes the empirical distance correlation calculated based on the forward channel, i.e., \( p_f = \arg \min_p \mathcal{R}_m(G_x, G_{y|x}) \). Similarly, \( p_b \) is defined for the backward model. One can also optimize \( p \) under different criteria, such as maximizing the gap between \( \mathcal{R}_m(G_x, G_{y|x}) \) and \( \mathcal{R}_m(G_y, G_{x|y}) \). We choose to adopt the former one due to its empirical performance. Note that our subsampling approach produces a random output, due to the randomness from the subsampling procedure. We thus choose large enough \( m \) so that the results become stable, and we illustrate this in our synthetic data experiments in the next section.

4. EXPERIMENTS

In our experiments, we compare our method (referred to as SUB in the plots) with the DC-causal method as well as various existing baseline methods: DR \([3]\), CISC \([2]\), ICGL \([3]\), HCR \([9]\), and ACID \([10]\). The ground truth is \( x \rightarrow y \) for all the cause-effect pairs in our experiments. For the synthetic data, we choose \( m = 100 \) and it is justified in Fig. 2. For each real data experiment, we choose the \( m \) by plotting the distance correlations for both forward and backward directions, and then choose large enough \( m \) so that the two directions do not overlap. \( p \) is chosen based on the criteria mentioned above. \( p_f \) and \( p_b \) are determined by selecting the smallest of 10 linear spaced \( p \)'s between 0.01 and 0.99.

4.1. Synthetic Data Experiments

In this section, we revisit two synthetic data experiments from \([11]\). As we shall illustrate below, the original setups favor the forward direction \( (x \rightarrow y) \) by making \( p(x) \) (or \( p(y|x) \)) closer to a uniform distribution, since \( \mathcal{R}_n(p(x), p(y|x)) \) is close to 0 if \( p(x) \) or \( p(y|x) \) is close to uniform. In light of this, we propose to modify the setups to make the two directions less distinguishable. In all synthetic data experiments, accuracy results are averaged over 1000 separate datasets. Each dataset contains 2000 samples.

**Experiment 1:** We first, summarize the setup of Section 5.1 in \([11]\). The cause and effect are related via an additive noise model: \( y = f(x) + N \), where the noise \( N \) is independent of \( X \), and \( \mathcal{X} = \{1, 2, ..., 30\} \). (I) \( p(x) \) is obtained by randomly generating a vector (of length \( |\mathcal{X}| \)) with each entry being an integer between \( 1, |\mathcal{X}|/4 \) and then normalizing it. (II) \( f \) is a random mapping from \( \mathcal{X} \) to \( \mathcal{Y}_0 = \{1, 2, ..., 30\} \).

Now we make some observations. In (I), sampling \( p(x) \) from a discrete distribution on a smaller interval tends to produce many repeating probabilities in \( p(x) \) (see Fig. 1 for a simple illustration). Note that probabilities close to constant under different criteria, such as maximizing \( |X| \) is defined for the backward model. One can also optimize \( p \) according to the following rule: \( p^* = \min\{p_f, p_b\} \), where \( p_f \) denotes the \( p \) that minimizes the empirical distance correlation calculated based on the forward channel, i.e., \( p_f = \arg \min_p \mathcal{R}_m(G_x, G_{y|x}) \). Similarly, \( p_b \) is defined for the backward model. One can also optimize \( p \) under different criteria, such as maximizing the gap between \( \mathcal{R}_m(G_x, G_{y|x}) \) and \( \mathcal{R}_m(G_y, G_{x|y}) \). We choose to adopt the former one due to its empirical performance. Note that our subsampling approach produces a random output, due to the randomness from the subsampling procedure. We thus choose large enough \( m \) so that the results become stable, and we illustrate this in our synthetic data experiments in the next section.

We propose to make the following changes. (a) Given the support sizes \( |\mathcal{X}| \) and \( |\mathcal{N}| \), we generate \( p(x) \) and \( p(n) \) from the (continuous) uniform distribution over \([0, 1]\). (b) The function \( f \) is constructed using a random but one-to-one mapping from \( |\mathcal{X}| \) to \( |\mathcal{Y}_0| \). As a minor change for the sake of making \( |\mathcal{X}| = |\mathcal{Y}| \) easily, we adopt \( Y = (f(X) + N) \mod |\mathcal{Y}_0| \), inspired by the cyclic models in \([3]\). Note that the curves are not sensitive to this change.

Results of the modified setup are presented in Fig. 3 and we fix the support of \( |\mathcal{N}| \) to be \( \{-2, -1, 0, 1, 2\} \). Our subsampling method achieves near perfect accuracy even when the support sizes are small. DR consistently achieves around 90% accuracy. Except on support sizes less than 8, ACID achieves close to 100% accuracy. ICGL performs only slightly better than a random coin flip. Like the subsampling method, the CISC method also achieves near optimal results. However, the subsampling method’s reliability can be seen by examining the relative gap (defined below) between each method’s forward and backward scores, that is, the empirical distance correlation for the subsampling method and the stochastic complexity for CISC. Here we define the relative gap as \( |s_f - s_b|/\max\{s_f, s_b\} \), where \( s_f \) and \( s_b \) denote the forward score and backward score, respectively. The subsampling method has a relative gap of 0.13 while the CISC method has 2.5 \( \times \) 10^{-4}. Since it has been observed that the CISC method also has an inherent bias and favors the variable with the smaller support size as the cause, we assert that the subsampling method holds an edge over the CISC method.

**Experiment 2:** We start with summarizing the setup of Section 5.2 in \([11]\). Both \( p(x) \) and \( p(y|x) \) are generated randomly, and \( p(x) \) is obtained in the same way as in Experiment 1, while \( p(y|x) \) is selected using a reference set, which contains \( |\mathcal{X}|/4 \) distributions. Each distribution in the reference set is generated in the same manner as that of \( X \) with the exception that \( |\mathcal{Y}| \) samples are taken. Then, for \( x \in X \), \( p(y|x) \) is selected randomly from the reference set.

Following the same reasoning as in the previous experiment, we propose the following changes. (a) We generate \( p(x) \) and \( p(y|x) \) from the (continuous) uniform distribution over \([0, 1]\). (b) The reference set is removed. Each conditional distribution \( p(y|x) \) is created in the same way as \( p(x) \).

The results are presented in Fig. 4. As in Experiment 1, the subsampling method and CISC are highly accurate at inferring the correct causal direction. Though, due to the relative gap, we still assert the subsampling method as superior.
The results of DR and ACID are less accurate compared to the results in Experiment 1. We attribute this to the fact that the datasets in Experiment 2 do not emit an ANM-like structure. DC and IGCI perform only slightly better than a coin flip.

4.2. Real Data Experiments

We test our method on real world datasets that are available at https://webdav.tuebingen.mpg.de/cause-effect/. Given that most of them are continuous variables, we need to preprocess them by rounding in order to reduce their support sizes. Specifically, we investigate the variables with at most two digits after the decimal point, and simply round them to the nearest integers. After the preprocessing step, we focus on the cases where the cause and effect have the same or similar support sizes that are less than 50. There are 8 such datasets in total and we investigate all of them individually as follows.

Longitude/latitude vs. temperature. These are the 3rd and 20th datasets, and they were collected in 349 locations in Germany from 1961 to 1990. The three variables longitude, latitude, and temperature have support sizes 10, 9 and 11, respectively. Our subsampling method infers the correct directions in both cases, and ACID identifies the correct direction for the latitude vs. temperature dataset. All the other methods fail.

Population growth and food consumption. This is the 76th dataset, and it is taken from food security statistics provided by Food and Agriculture Organization of the United Nations during 1990 to 2000. \(x\) denotes the average annual rate of change of population, while \(y\) the average annual rate of change of total dietary consumption for total population. After preprocessing, they have support sizes 13 and 16, respectively. Four methods are able to identify the correct direction: our method, ACID, IGCI, and CISC.

Some continuous-valued datasets. There are a few datasets (as listed below) that the support sizes of cause and effect are close to each other after some preprocessing steps. However, the raw datasets have many digits after the decimal points. Thus we prefer to treat them as continuous rather than discrete, and we discuss the cases as follows. The financial datasets (65th, 66th, and 67th) have more than 10 digits after the decimal point. Thus even with rounding (or \(\operatorname{round}(100 \times a)\) for a real-valued number \(a\) as in [11]), we consider them to be continuous in nature and thus the methods for discrete data might not be appropriate. In fact, we observe that the inferred causal direction changes with different resolutions \(k\), which can be defined through \(\operatorname{round}(10^k \times a)\). We therefore consider the inferred direction as unreliable. Two similar datasets are: the logarithm of employment and logarithm of population (the 84th dataset) and the logarithm of the performance measure and characteristics of CPUs (the 100th dataset).
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