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Abstract

During the emergence of a pandemic, we need to estimate the prevalence of a disease using serological assays whose characterization is incomplete, relying on limited validation data. This introduces uncertainty for which we need to account.

In our treatment, the data take the form of continuous assay measurements of antibody response to antigens (eg. ELISA), and fall into two groups. The training data includes the confirmed positive or negative infection status for each sample. The population data includes only the assay measurements, and is assumed to be a random sample from the population from which we estimate the seroprevalence.

We use the training data to model the relationship between assay values and infection status, capturing both individual-level uncertainty in infection status, as well as uncertainty due to limited training data. We then estimate the posterior distribution over population prevalence, additionally capturing uncertainty due to finite samples.

Finally, we introduce a means to pool information over successive time points, using a Gaussian process, which dramatically reduces the variance of our estimates.

The methodological approach we here describe was developed to support the longitudinal characterization of the seroprevalence of COVID-19 in Stockholm, Sweden.

1 Introduction

One approach to estimate prevalence from assay measurements begins by setting a cut-off value; samples whose measurement exceeds the value are diagnosed as infected, those below as uninfected. Rather than setting a cut-off, we model the
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probability that a sample is infected, given their measurement, and use this to estimate prevalence.

To illustrate our approach, we begin with the following problem. Suppose we have training data, a prior probability that a randomly drawn individual from the population is infected, and an assay measurement for such an individual. Given this information, how can we produce a posterior probability that they are infected?

A simple approach would be to fit a logistic regression \cite{1} to the training data, and use this to calculate the probability of infection conditioned on the individual’s measurement. This approach has two drawbacks. Firstly, it neglects the prior probability that an individual is infected. Secondly, logistic regression is sensitive to the ratio of positive to negative samples in the training data, and in general this may be very different from the prevalence in the population. Our approach overcomes these issues by modelling the likelihood ratio of a measurement given the two possible infection statuses. Using Bayes’ theorem, this leads naturally to a class-balance adjustment in the logistic regression, which accounts for mismatch in the prevalence of infected cases in the training data and the population.

1.1 Assumptions

The principal assumption of our model is that the log-likelihood ratio of a measurement given possible infection status is a linear function of the measurements. Suppose that the assay measures the antibody response to \( k \) antigens, and let \( y_* = (y_{*1}, \cdots, y_{*k}) \) be the measurements of a random individual. Let \( \kappa_* \) be their unknown infection status, coded as one for positive, zero for negative. Our model stipulates that

\[
\log \left( \frac{p(y_*|\kappa_* = 1, \beta)}{p(y_*|\kappa_* = 0, \beta)} \right) = \beta_0 + \beta_1 y_{*1} + \cdots + \beta_k y_{*k},
\]

(1)

where \( \beta = (\beta_0, \cdots, \beta_k) \) are coefficients to be estimated. Here and in what follows we abuse notation by writing

\[
\beta \cdot y_* = \beta_0 + \beta_1 y_{*1} + \cdots + \beta_k y_{*k}.
\]

A key property of (1) is that it determines \( p(y_*|\kappa_* = 1, \beta) \) and \( p(y_*|\kappa_* = 0, \beta) \) up to a common constant that, for all downstream analyses, can be ignored. Whenever we are required to evaluate a likelihood containing these terms, we will be able to use the next two equations, which follow from (1), instead:

\[
\frac{p(y_*|\kappa_* = 1, \beta)}{p(y_*|\kappa_* = 0, \beta) + p(y_*|\kappa_* = 1, \beta)} = \frac{1}{1 + e^{-\beta \cdot y_*}},
\]

(2)

\[
\frac{p(y_*|\kappa_* = 0, \beta)}{p(y_*|\kappa_* = 0, \beta) + p(y_*|\kappa_* = 1, \beta)} = \frac{e^{-\beta \cdot y_*}}{1 + e^{-\beta \cdot y_*}}.
\]

(3)

For fixed \( \beta \), the denominator on the left side of these equations depends only on the data, and can therefore be discarded in an unnormalised posterior distribution.
1.2 Learning $\beta$s

Bayes' theorem [2] suggests a method to estimate the coefficients $\beta$ with a class-balance adjusted logistic regression. In terms of prior and posterior odds, Bayes’ theorem reads

$$\frac{p(\kappa_* = 1|y_*, \beta)}{p(\kappa_* = 0|y_*, \beta)} = \frac{p(y_*|\kappa_*= 1, \beta) \ p(\kappa_*= 1)}{p(y_*|\kappa_*= 0, \beta) \ p(\kappa_*= 0)}.$$ 

Taking logarithms, rearranging, and substituting (1) for the log likelihood-ratio, we get

$$\log \left( \frac{p(\kappa_*= 1|y_*, \beta)}{p(\kappa_*= 0|y_*, \beta)} \right) = \beta \cdot y_* + \log \left( \frac{p(\kappa_*= 1)}{p(\kappa_*= 0)} \right).$$

This resembles a logistic regression, with the addition of the rightmost term, the unknown log prior odds. Considered in the context of a training data set, in which the infection status of each sample is known, a natural interpretation of the prior odds is the ratio of positive cases to negative cases. Making this assumption defines a likelihood from which we can estimate the coefficients $\beta$.

To formally describe the logistic regression, we begin with some notation. Let $x = (x_{ij})$ be the $m \times k$ matrix of training data, where $x_{ij}$ is the assay measurement of sample $i$ against antigen $j$. We use a single subscript to denote all the measurements for one sample, so $x_i$ is the $i$th row of $x$. Let $c = (c_i)_{i=1}^m$ be the vector of confirmed infection statuses. Motivated by the preceding discussion, our regression model is

$$\logit \ p(c_1 = 1|x_i, \beta) = \beta_0 + \beta_1 x_{i1} + \cdots + \beta_k x_{ik} + \lambda,$$ 

where the class-balance adjustment is the log of the ratio of frequencies in the training data:

$$\lambda = \log \left( \frac{\#positives}{\#negatives} \right).$$

The likelihood of the training data under this model is

$$p(c|x, \beta) = \prod_{i=1}^m \left( \frac{1}{1 + e^{-\beta \cdot x_i - \lambda}} \right)^{c_i} \left( \frac{e^{-\beta \cdot x_i - \lambda}}{1 + e^{-\beta \cdot x_i - \lambda}} \right)^{1-c_i}.$$ 

We use Bayesian inference to estimate posterior distributions over the $\beta$ coefficients, using MCMC [3]. The uncertainty in the relationship between assay measurements and infection status is captured by the variance of these distributions.

1.3 Estimating the posterior probability of a single infection

Returning to our problem, we consider a randomly sampled individual with assay measurements $y_*$ and unknown infection status $\kappa_*$. We want an estimate
for the probability that $\kappa_* = 1$, given $y_*$ and the training data $(x, c)$, which incorporates the prior probability of infection $p(\kappa_* = 1)$.

We start with

$$p(\kappa_* = 1|y_*, x, c) = \int p(\kappa_* = 1, \beta|y_*, x, c)d\beta$$

$$= \int p(\kappa_* = 1|y_*, \beta, x, c)p(\beta|y_*, x, c)d\beta$$

$$= \int p(\kappa_* = 1|y_*, \beta)p(\beta|y_*, x, c)d\beta.$$  

We additionally assume that all information about $\beta$ must come from the training data, and that we can learn nothing more from unlabelled data:\n
$$p(\kappa_* = 1|y_*, x, c) = \int p(\kappa_* = 1|y_*, \beta)p(\beta|x, c)d\beta.$$  

$(6)$

We estimate the integral (6) with an average

$$\frac{1}{N}\sum_{s=1}^{N} p(\kappa_* = 1|y_*, \beta^s),$$

where $N$ is large. The samples $\{\beta^s\}_{s=1}^{N}$ are drawn from the posterior distribution over $\beta$, given the training data, with the model described in section 1.2. The probabilities $p(\kappa_* = 1|y_*, \beta^s)$ are calculated using Bayes’ theorem to write

$$p(\kappa_* = 1|y_*, \beta^s) = \frac{p(y_*|\kappa_* = 1, \beta^s)p(\kappa_* = 1)}{p(y_*|\kappa_* = 1, \beta^s)p(\kappa_* = 1) + p(y_*|\kappa_* = 0, \beta^s)(1 - p(\kappa_* = 1))},$$

and then using (2), (3) to substitute for $p(y_*|\kappa_* = 1, \beta^s)$ and $p(y_*|\kappa_* = 0, \beta^s)$. Note how the unknown denominators in (2) and (3) fall out of the calculation.

2 Estimating prevalence at one point in time

Throughout this section we assume that a set of posterior beta samples has been obtained, but we omit the dependence on $\beta$ in the notation.

Let $y = (y_{ij})$ be the $n \times k$ population data matrix, where row $y_i$ consists of the antibody responses of sample $i$ to each of $k$ proteins. Let $\kappa_i$ be the unknown infection status of sample $i$, and set $\kappa = (\kappa_1, \cdots, \kappa_n)$. We wish to estimate $\theta$, the proportion of the population that is infected.

We assume that an individual’s measurement $y_i$ is independent of $\theta$, given their infection status $\kappa_i$. The joint posterior distribution for $\kappa$ and $\theta$ is

$$p(\kappa, \theta|y) \propto p(y|\kappa, \theta)p(\kappa, \theta) = \left( \prod_{i=1}^{n} p(y_i|\kappa_i)p(\kappa_i|\theta) \right)p(\theta).$$  

$(7)$

$\textbf{1}$ By not explicitly modeling the distribution of positive and negative classes we are forced to give up the possibility of refining our estimates of the infection probabilities from any unlabelled data. This would be possible under a full generative model, but likely overly sensitive to assumptions about the distribution of positive and negative cases.
Our prior over $\theta$ and $\kappa$ is

$$
\begin{align*}
\theta & \sim \text{Beta}(\alpha_\theta, \beta_\theta) \\
\kappa_i | \theta & \sim \text{Bernoulli}(\theta).
\end{align*}
$$

We do not model the distributions of $y_i|\kappa_i$, but rather the likelihood ratio over possible infection status:

$$
\log \left( \frac{p(y_i|\kappa_i = 1)}{p(y_i|\kappa_i = 0)} \right) = \beta_0 + \beta_1 y_{i1} + \cdots + \beta_k y_{ik}.
$$

(8)

As discussed in section 1.1, this determines $p(y_i|\kappa_i = 1)$ and $p(y_i|\kappa_i = 0)$ up to a common constant that depends only on the data $y_i$ (and fixed $\beta$). Therefore, we can evaluate the unnormalised posterior distribution on the right side of (7), and sample from the posterior distribution using MCMC techniques.

**Implementation**

We estimate $\theta$, marginalising out the latent variables $\kappa$.\(^2\) For concreteness, we are estimating the posterior distribution

$$
p(\theta | y) \propto \left( \prod_{i=1}^{n} \left( \sum_{\kappa_i = 0}^{1} p(y_i|\kappa_i)p(\kappa_i|\theta) \right) \right) p(\theta).
$$

We:

1. Draw samples $\beta^1, \cdots, \beta^N$ from the posterior distribution over $\beta$ given the training data, using the likelihood (5) and weakly informative, normal priors.

2. For each posterior sample $\beta^s$, draw one sample $\theta^s$ from the posterior distribution $p(\theta | y)$ (which depends on $\beta^s$). To do this we run $K$ iterations of Metropolis' algorithm to sample from $p(\theta | y)$, and set $\theta^s$ to the last sample obtained.

The set $\{\theta^s\}_{s=1}^{N}$ represents a sample from the posterior distribution for $\theta$, from which moments and Bayesian intervals [4] can be computed.

3 **Estimating prevalence at multiple times**

We extend the model to estimate the prevalence of the disease from samples that have been collected at multiple times. Our method assumes that seroprevalence is monotonically increasing, which requires that antibodies in infected individuals wane at a rate slower than the accumulation of new infections\(^3\). If antibody

\(^2\)If one is interested in each individual’s posterior probability of infection, one can jointly sample $\kappa$ and $\theta$.

\(^3\)This monotonicity can be relaxed at the expense of increased variance in the seroprevalence estimates.
waning is negligible over the time scales considered, then we can interpret sero-prevalence as the total proportion of individuals that are currently infected or that have been infected in the past.

Suppose that we have samples from times $t_1, \cdots, t_w$. Let

- $y_t = (y_{t,i,j})$ be the $n_t \times k$ matrix of assay measurements for the $j^{th}$ protein of the $i^{th}$ donor at time $t$, whose $i^{th}$ row we write as $y_{t,i}$,
- let $\kappa_t = (\kappa_{t,1}, \cdots, \kappa_{t,m})$ be latent variables representing the infection status of donor $i$ at time $t$, and
- let $\theta_1, \cdots, \theta_w$ be the prevalence at times $t_1, \cdots, t_w$.

We assume that the $(y_t, \kappa_t)$ are independent of all other variables in the model, given $\theta_t$. For each time $t$, the model for the variables $(y_t, \kappa_t)|\theta_t$ is the same as described in the single time case:

$$
\kappa_{t,i}|\theta_t \sim Bernoulli(\theta_t)
$$

$$
\log\left(\frac{p(y_{t,i}|\kappa_{t,i} = 1)}{p(y_{t,i}|\kappa_{t,i} = 0)}\right) = \beta_0 + \beta_1 y_{t,i1} + \cdots + \beta_k y_{t,ik}.
$$

We introduce a prior over the initial prevalence, and over the increase in prevalence over time. Each increase is the product of an unknown exposure probability $\eta_i$ and the proportion of the population that has not yet been infected. We use a Gaussian process prior over the logit of the exposures, allowing flexibility in the prevalence trajectories. Formally, we let

$$
\theta_1 \sim Beta(\alpha_\theta, \beta_\theta),
$$

$$
\theta_{i+1} = \theta_i + \eta_i(1 - \theta_i)
$$

for $i = 1, \cdots, w - 1$, and

$$
\text{logit}(\eta_1), \cdots, \text{logit}(\eta_{w-1}) \sim GP(\mu, \Sigma).
$$

Prevalence increases monotonically and is bounded above by one.

The Gaussian process (11) is realized at constant time intervals (eg. weeks). The covariance terms in $\Sigma$ are determined by a rational quadratic kernel, which is a mixture of squared exponential kernels of varying time scales

$$
k(t, t') = \sigma^2 \left(1 + \frac{(t - t')^2}{2\alpha l^2}\right)^{-\alpha},
$$

$\sigma^2$ is the variance, $l^{-2}$ is the average time scale, and $\alpha$ is a parameter that controls the distribution of time scales [5]. See Figure 1 for draws from our Gaussian Process prior.
Figure 1: Curves drawn from the Gaussian process prior (left) and corresponding prevalence curves (right), starting from the same initial prevalence. One hundred curves are drawn in grey to illustrate the distribution of curves under the model. In red, ten trajectories have been highlighted. The process parameter values are described in the text.

Implementation

We estimate the posterior distribution over all the model parameters except the latent states \( \kappa_{t,i} \), which we marginalise out. The posterior distribution is

\[
p(\theta_1, \eta_1, \cdots, \eta_{w-1} | y_1, \cdots, y_w) \propto \left( \prod_{t=t_1, \cdots, t_w} \left( \prod_{i=1}^{n_t} p(y_{t,i} | \theta_t) \right) \right) p(\theta_1)p(\eta_1, \cdots, \eta_{w-1}),
\]

where

\[
p(y_{t,i} | \theta_t) = \sum_{\kappa_{t,i}} p(y_{t,i} | \kappa_{t,i})p(\kappa_{t,i} | \theta_t).
\]

Our implementation is now an extension of the one described in the single time case:

1. Draw samples \( \beta^1, \cdots, \beta^N \) from the posterior distribution over \( \beta \) given the training data, using the likelihood (5), and weakly informative, normal priors over the \( \beta \) parameters.

2. For each posterior sample \( \beta^s \), draw one sample \( (\theta^s_1, \eta^s_1, \cdots, \eta^s_{w-1}) \), from the posterior distribution over these parameters (which depends on \( \beta^s \)). To do this we run many iterations of Metropolis’ algorithm to sample from \( p(\theta_1, \eta_1, \cdots, \eta_{w-1} | y_1, \cdots, y_w) \), and keep the last sample obtained. (Proposals to the parameters \( (\eta_1, \cdots, \eta_{w-1}) \) are made by adding a draw from a mean-zero Gaussian process to the current values.)

Our sample from the posterior distribution over prevalences \( (\theta_1, \cdots, \theta_w) \) is \( \{ (\theta^s_1, \cdots, \theta^s_w ) \}_{s=1}^N \). We refer to each of these samples as a posterior prevalence trajectory.
Figure 2: Three degrees of overlap between positive and negative Gamma distributions.

4 Simulations

In our simulations we consider a single ELISA measurement \(k = 1\), drawn from either of two Gamma distributions, which correspond to positive and negative cases. The components of the simulations which we vary are, \(i\) the degree of overlap between positive and negative distributions, \(ii\) the number of training samples and the class-balance, and \(iii\) the number of population samples.

Firstly, we examine three degrees of overlap between the positive and negative distributions, using a Gamma\(2, 0.1\) negative distribution throughout, and Gamma\(5, 0.1\), Gamma\(10, 0.1\) and Gamma\(30, 0.1\) positive distributions for the large overlap, slight overlap and well-separated settings, respectively (see Figure 2).

Secondly, the number of training samples in the positive and negative classes are divided into five settings, two of which skew the class-balance by a factor of 20:

| setting        | (a) | (b) | (c) | (d) | (e) |
|----------------|-----|-----|-----|-----|-----|
| # positive samples | 10  | 100 | 1000| 50  | 1000|
| # negative samples | 10  | 100 | 1000| 1000| 50  |

Thirdly, we take the number of population data samples obtained at each time to be 40, 200 or 1000.

For each of the 45 settings just described, we run ten replicate simulations, and the training data, sample times, true prevalence sequences and population data are drawn new in each replicate.

Data generation

To generate true prevalence sequences that mimic plausible real-world scenarios, we ran a Susceptible-Infected-Recovered (SIR) model in which the basic reproduction number \(R_0\) is subject to small stochastic changes. We then drew a random sample of times, and set the true prevalence at each of these times.

\(^4\)We parametrise Gamma distributions by shape and scale, whose product gives the mean.
to be the proportion of the population that is either infected or recovered; see Figure 3.

Given the sample times, and the sequence of true prevalence values at these times, we draw binomial positive case counts from these, and then simulate ELISA measurements from the positive and negative distributions for each case in the corresponding class.

**Model settings for inference**

In each replicate, we ran inference under our model with the following settings. Our priors on the beta coefficients were $\beta_0, \beta_1 \sim \text{Normal}(0, 20)$. For the Gaussian process prior over prevalence curves we used

- a mean vector $\mu$ with all entries equal to $-7$, and
- a covariance matrix $\Sigma$ determined by a rational quadratic kernel with $\sigma^2 = 2, l = 5$ and $\alpha = 0.5$; see (12).

The mean vector $\mu$ controls the expected slope of the corresponding prevalence curve, and the kernel parameters control the variance in the slope ($\sigma^2$) and frequency of fluctuations in the slope ($l$ and $\alpha$). We selected the parameter values by inspecting trajectories simulated under the prior, ensuring that the process represents a reasonable distribution over prevalence curves; see Figure 1.

In each replicate we ran the model with a Beta$(1, 15)$ and a Uniform$(0, 1)$ prior over the initial prevalence $\theta_1$. 

---

**Figure 3: Prevalence curves (left) and corresponding incidence curves (right) drawn from our SIR model.** One hundred curves are drawn in grey to illustrate the distribution of curves under the model. In red, seven trajectories have been highlighted, with randomly drawn sample times indicated on the prevalence curves.
Figure 4: Non-linear prevalence trajectories over large time scales. Each plot shows 1000 posterior prevalence trajectories (in red), with their median (in black) and 95% credible interval (dashed). The true prevalence, and the realised proportion of positive samples at each sampled time, are also shown. In these simulations, 40 population samples were drawn at each of 18, 33 and 25 times, from slightly overlapping or well-separated positive and negative distributions.

4.1 Results

The results of our simulations show that the model performs well in the following key respects:

- it is sufficiently flexible to estimate non-linear trends in prevalence,
- it appropriately captures uncertainty in the posterior estimates,
- its posterior estimates are accurate,
- it is robust to a skewed class-balance in the training data, and
- it is not sensitive to choice of prior on $\theta_1$.

Model flexibility

The prevalence during a pandemic is a non-linear function of time, and linear functions will not always yield satisfactory approximations, especially over large time scales. Indeed, under a standard SIR model, the prevalence, $I + R$, grows exponentially at first, and eventually plateaus as the total proportion that will become infected is saturated. The examples in Figure 4 demonstrate that our model is capable of learning non-linear prevalence functions.

Uncertainty in posterior estimates

When we infer prevalence, there are several sources of uncertainty that should affect the confidence in the posterior estimates. The three sources we examine
Figure 5: The distribution of errors $\epsilon_{\text{sim}}$ for all simulations (left), and for all simulations with a given degree of overlap between positive and negative distributions (right).

here are the degree of overlap in the positive and negative distributions, the number of training samples, and the number of population samples.

SI Figure 1 illustrates the decrease in width of the posterior intervals with increase in the separation between positive and negative distributions, and in the number of training examples, whilst holding the size of the population data roughly constant. SI Figure 2 illustrates the tendency for the width of the posterior intervals to decrease as the size of the population data increases, either by increasing the number of samples at each time, or the number of sampling times.

**Accuracy of estimates**

To assess the accuracy of posterior estimates of prevalence, we defined a *simulation error* as $\epsilon_{\text{sim}} = \hat{\theta}_t - \theta_t^*$, where $t$ is a random sample time in that simulation, $\hat{\theta}_t$ is the median posterior sample of prevalence at time $t$, and $\theta_t^*$ is the true prevalence. In Figure 5 we plot the distribution of simulation errors over all simulations, and a breakdown by degree of overlap in the positive and negative distributions. In the large overlap case, the errors are often undesirably large, but the accuracy improves as the degree of overlap decreases.

**Robustness under skewed class-balance**

The model is able to accommodate a twenty-fold imbalance between the positive and negative classes in the training data, provided that the overlap between positive and negative distributions is not large. Figure 6 compares the errors under balanced training data to each of the scenarios with unbalanced training data, demonstrating that accuracy is not affected by a skewed class-balance.
Effect of the prior on $\theta_1$

To examine the effect of our choice of prior over $\theta_1$, we ran our model on the data from each simulation, using a Beta(1, 15) prior and a flat Uniform(0, 1) prior. Inspection of the posterior distributions shows almost no difference between the two cases. Furthermore, Figure 7 shows that the distribution of median posterior $\theta_1$ estimates over all simulations is the same for both choices of prior. Therefore the model’s estimates should be insensitive to any reasonable specification of prior on $\theta_1$.

5 Discussion

We began by mentioning that standard serological diagnostics use a single threshold to decide between positive and negative cases, and then estimate how frequently this is correct in two directions: sensitivity and specificity. It is possible to apply principled adjustments to these hard-threshold models when estimating population prevalence, correcting for the expected proportion of false positives and false negatives [6]. But the underlying hard-threshold model treats a sample whose measurement is just over the threshold as having the same uncertainty as a strong positive signal. Here we have sought to introduce a principled way of relaxing such a hard threshold, while accounting for multiple relevant sources of uncertainty.

The core of the approach presented here is that we can exploit a discriminative model of infection given assay measurement to estimate population prevalence. We use logistic regression to model infection status, but logistic regression can be replaced with any discriminative probabilistic model of infection probability given assay measurement. For logistic regression, the class balance
adjustment propagates into the linear term (as $\lambda$ in eq. (4)), but this isn’t a
general requirement, and this class balance adjustment can be introduced to
any discriminative model with probabilistic outputs.

We additionally show that pooling information over time provides large gains
in the precision of prevalence estimates when multiple time points are sampled
sparsely. One avenue for extension would be to implement hyperparameter
inference for the Gaussian Process, which would become progressively more
useful as the number of sampling time points increases.

Our transformed Gaussian Process prior over new infections is a modular
component, and more sophisticated pooling strategies that encode epidemic dy-
namics may be required when modeling prevalence over longer time scales. This
would provide efficient pooling, while allowing us to infer epidemic parameters
(eg. $R(t)$) from serology data, but would have to be sufficiently flexible to avoid
becoming over-constrained by model assumptions.

While we do not demonstrate this, covariates of infection probability can be
included in the model, and their coefficients estimated.

Finally, future work will require comparison to emerging approaches that
either correct for uncertain sensitivity and specificity when estimating sero-
prevalence [6], or that use cutoff-free approaches, but in a generative modeling
framework [7].
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