Identification of Smartwatch-Collected Lifelog Variables Affecting Body Mass Index in Middle-Aged People Using Regression Machine Learning Algorithms and SHapley Additive Explanations
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Abstract: Body mass index (BMI) plays a vital role in determining the health of middle-aged people, and a high BMI is associated with various chronic diseases. This study aims to identify important lifelog factors related to BMI. The sleep, gait, and body data of 47 middle-aged women and 71 middle-aged men were collected using smartwatches. Variables were derived to examine the relationships between these factors and BMI. The data were divided into groups according to height based on the definition of BMI as the most influential variable. The data were analyzed using regression and tree-based models: Ridge Regression, eXtreme Gradient Boosting (XGBoost), and Category Boosting (CatBoost). Moreover, the importance of the BMI variables was visualized and examined using the SHapley Additive Explanations Technique (SHAP). The results showed that total sleep time, average morning gait speed, and sleep efficiency significantly affected BMI. However, the variables with the most substantial effects differed among the height groups. This indicates that the factors most profoundly affecting BMI differ according to body characteristics, suggesting the possibility of developing efficient methods for personalized healthcare.
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1. Introduction

A lifelog is an integrated digital record consisting of personal data collected from various digital sensors [1] such as activity, sleep information, weight change, body mass, muscle mass, and fat mass. With the development of wearable devices, more accurate and precise measurements are possible. Lifelog information obtained by wearable devices, such as gait, sleep, and weight, is now used for chronic disease occurrence monitoring and health care [2–4]. However, healthcare services using lifelogs are currently limited to simple records or incomplete statistics. Even if they include exercise and lifestyle feedback functions, the feedback provided is not personalized according to user characteristics. Therefore, this study aims to identify factors that can be used to develop personalized healthcare through lifelog analysis. This study interprets machine learning results using an interpretable model rather than a black box model.

Most previous studies on the correlation between BMI and weight with disease incidence have used medical data [5,6]. In contrast, we used lifelogs of sleep, steps, and weight in daily life. Individual analysis was subsequently performed using machine learning algorithms.

The rest of this paper is organized as follows. Section 2 describes the use and importance of lifelog data. Section 3 analyzes the association between lifelog data and BMI using...
regression machine learning algorithms. Section 4 details the method used, and Section 5 compares the results with prior research and relevant references.

2. Importance of Lifelog Analysis: Relationship between Lifelog and Diseases

2.1. Relationship between Walking and Disease

According to the U.S. Physical Activity Guidelines [7] and the U.K. Public Health Agency [8], walking can be easily achieved by anyone in their daily and work lives to help prevent cardiovascular and other diseases. According to a cohort study involving menopausal women, walking significantly reduced the risk of developing cardiovascular disease [9]. Moreover, among 10 cohort studies, five studies on walking showed that individuals who did the most walking had a significantly lower risk of type 2 diabetes than those who performed the least walking [10]. In addition, a study of men below and above the age of 62 showed that a 3 min walk every 30 min helped to control blood sugar [11].

2.2. Relationship between Sleep and Disease

Sleep is essential for maintaining good health. Adults who do not sleep for 7–8 h regularly have a higher risk of cardiovascular disease, diabetes, obesity, and mortality [5]. A previous study found that the risk of hypertension increased as sleep time decreased [12]. Body mass index (BMI) is also closely related to sleep. Sleeping for less than five hours has increased the risk of obesity by 1.5 times, with BMI increasing by 0.35 kg/m² for every one-hour decrease in sleep time [13]. Some studies have shown that even more than eight hours of sleep are associated with increased BMI and obesity [14,15]. Moreover, the risk of type 2 diabetes has increased with less than six hours [16] and even with more than nine hours of sleep [17]. Previous studies have also shown that sleep time correlates with cancer incidence, with short sleep times increasing the risk of breast, colon, and prostate cancer [18–21]. The risk of developing breast cancer is lower in women who sleep for more than nine hours [22]. Furthermore, epidemiological studies have shown that nightshift workers have an increased risk of developing breast, colon, prostate, and endometrial cancer [23,24].

2.3. Relationship between Weight and Disease

Weight gain is known to be associated with an increased risk of type 2 diabetes, coronary artery disease, high blood pressure [25], cholelithiasis [26], and several cancers [27]. A study that used cohort survey data from 92,837 women and 25,303 men in the U.S. to investigate how weight changes from adolescence to middle age are associated with various chronic diseases after the age of 55 years found that weight gain increased the risk of type 2 diabetes, hypertension, cardiovascular disease, obesity-related cancer, cholelithiasis, severe osteoarthritis, and cataracts.

In this study, weight was used as an indicator of health status; sleep and gait were used as independent variables related to weight. However, as each person’s physical characteristics are unique, BMI was calculated and used as the response variable instead of weight.

3. The Association between Lifelog Data and BMI Using Regression Machine Learning Algorithms

Existing relevant studies can generally be categorized as follows.

3.1. Digital Healthcare Research Using Machine Learning and Data Generated by Smartphones and Smartwatches

One study proposed developing a severity score for Parkinson’s disease using smartphone sensor data and machine learning, which can provide helpful information for the clinical management and treatment of patients with the disease [28]. Other studies have proposed a motion recognition model related to the user’s meal intake using a smartwatch sensor [29].
3.2. Research on Men and Women’s Health Using Machine Learning

One study proposed a predictive model using individual health data that affects the mortality rate in women with breast cancer [30]; another study developed and tested an early prediction model that could predict diabetes in women with an accuracy of 81.1% using a factor analysis that was highly correlated with diabetes [31]. Other studies have used machine learning predictive models to identify women at high risk of postpartum depression [32].

3.3. Research on Weight and Weight Change Using Machine Learning

In a study that summarized the risk factors for obesity and overweight using machine learning, age and gender were selected as significant relevant risk factor variables [33]. In addition, some studies have classified and predicted high, medium, and low weight loss potential levels using machine learning algorithms and the dietary and exercise data of obese patients [34].

4. Methods

4.1. Data Collection

Data on sleep, gait, and weight of 47 women and 71 men aged 35–59 years were obtained using the GiVita Inc. app on Samsung Galaxy Watch Active2 smartwatches, collected from 1 February to 9 August 2021. The age was set at 35 to 59; we targeted middle age because the age at which health care begins is the age at which interest in health care is greatest.

We collected the data for these six months because the app was updated compared to the previous version, improving usability, stabilizing data, and reducing missing and abnormal values. First, updating the app resulted in fewer errors, making data collection more stable. Second, the user experience was significantly improved and rewards were provided as an update. The data included the users’ bedtimes, wake-up times, steps per minute and day, walking distance per minute and day, walking speed per minute and day, and daily weight. Based on these records, data on daily sleep in minutes, daily steps in minutes, and daily weight were created. The dataset sizes were 6223 rows of sleep data collected by day, 241,068 rows of sleep data collected by minute, 1,797,590 rows of step data collected per day, 6380 rows of step data collected by minute, and 6729 rows of body weight data collected by day.

4.2. Data Preprocessing

To find the optimal variables explaining individual BMI variance, several variables, such as total daily sleep time and sleep efficiency, were generated using daily sleep data and sleep data in minutes. Likewise, derivative variables, such as the total number of steps per day and average walking speed in the morning, were generated using the daily step data and step data in minutes. Additionally, the users’ body data, such as height and weight, were integrated with each day’s step and sleep data. The derivative variables are shown in Appendix A: Table A1.

4.3. Feature Selection

If all 55 derived variables (Table A1) were used as inputs in the model, there would be a risk of overfitting. Therefore, feature selection was performed to remove unnecessary variables. This study selected features using the Boruta SHapley Additive exPlanations (BorutaSHAP) method, which combines the Boruta feature selection algorithm with SHAP values [35]. The execution procedure of the Boruta algorithm can be summarized as follows [36], and Figure 1 shows the procedure of Boruta feature selection.
SHAP values [35]. The execution procedure of the Boruta algorithm can be summarized as follows [36], and Figure 1 shows the procedure of Boruta feature selection.

1. Create a replicated random variable called “shadow features” for all features.
2. Randomly mix and combine the original and replicated data to remove possible correlations between dependent variables and features.
3. Create a random forest on the combined data and calculate the variable’s importance.
4. Calculate the Z-score.
5. Search for the maximum Z-score among shadow attributes (MZSA).
6. For raw data, if the Z-score is greater than the MZSA, it is an important variable.
7. Repeat the above process as often as the random forest is performed, or until each variable is marked as either important or non-significant.

In previous studies, algorithm experiments on multiple datasets have shown that the Boruta method is better at feature selection than the Chi-Square method [37]. Boruta is a method of selecting variables based on a random forest. In addition, the BorutaSHAP process uses the Light Gradient Boosting Machine (LGBM), Category Boosting (CatBoost) (which robustly addresses categorical variables, as well as random forests), or other boosting-type models, such as eXtreme Gradient Boosting (XGBoost), to calculate feature importance. BorutaSHAP provides flexibility in model selection and allows visualization of the selected features by applying the SHAP [35].

Therefore, the BorutaSHAP algorithm was used in this study for flexible model selection and convenient visualization of the key selected variables. This method extracts

![Flow chart of procedure of the Boruta feature selection.](image)

**Figure 1.** Flow chart of procedure of the Boruta feature selection.

1. Create a replicated random variable called “shadow features” for all features.
2. Randomly mix and combine the original and replicated data to remove possible correlations between dependent variables and features.
3. Create a random forest on the combined data and calculate the variable’s importance.
4. Calculate the Z-score.
5. Search for the maximum Z-score among shadow attributes (MZSA).
6. For raw data, if the Z-score is greater than the MZSA, it is an important variable.
7. Repeat the above process as often as the random forest is performed, or until each variable is marked as either important or non-significant.
boosting-type models, such as eXtreme Gradient Boosting (XGBoost), to calculate feature importance. BorutaSHAP provides flexibility in model selection and allows visualization of the selected features by applying the SHAP [35].

Therefore, the BorutaSHAP algorithm was used in this study for flexible model selection and convenient visualization of the key selected variables. This method extracts important features using thresholds and t-tests on data with random shadow variables added.

As there are few categorical variables in this study, and the feature importance computed using random forest can be biased in some cases [38], to calculate the feature importance, the XGBoost model was selected instead [39]. The strengths of the BorutaSHAP algorithm are the consistency of feature importance [40] and the use of intuitive colors to visualize the feature importance.

As shown in Figure 2, most of the sleep variables in the variable list extracted using BorutaSHAP, except for the total number of hours of sleep per day, are in red and do not significantly influence the generation of rules related to BMI prediction. These steps can directly affect BMI. Most of the variables are green and can be identified as primary variables. In addition, height, which is very closely related to BMI, was also identified as a significant variable. The four blue boxes represent the minimum, median, mean, and maximum attributes. The yellow box means tentative, the importance of which is difficult to determine. The reason is that this corresponding provisional attribute appears near the maximum attribute, which is challenging to identify in the basic random forest execution of the Boruta algorithm.

![Figure 2. Importance of variables calculated using the BorutaSHAP algorithm.](image-url)
Figure 2 shows the feature importance obtained by the BorutaSHAP method for all data. The following features were selected: AVG spd, DIST std, DISTANCE, LNC AVG spd, TOTAL SLEEP TIME HOUR, STEP COUNT, CALORIE, NT AVG spd, LNC WALK DIST, NT WALK TIME, TOTAL SLEEP TIME VARIABILITY, HEIGHT, and STEP STD.

4.4. Data Modeling

The final features obtained using BorutaSHAP were learned using three models: XGBoost, CatBoost, and Ridge Regression. Table 1 shows the hyperparameters found by GridSearchCV in the Scikit-Learn (Sklearn) library and used in the three models. Training and test data were divided 8:2, and a 5-fold cross-validation was used for more accurate verification.

| Table 1. Hyperparameters for XGBoost, CatBoost, and Ridge Regression. |
|---------------------------------------------------------------|
| **XGBoost**                                                  |
| colsample_bylevel 0.88                                       |
| Gamma 0.5                                                   |
| colsample_bytree 1                                           |
| learning_rate 0.04                                          |
| max_depth 6                                                  |
| min_child_weight 3                                           |
| n_estimators 1000                                            |
| reg_alpha 0.7                                                |
| Subsample 0.89                                               |
| **CatBoost**                                                 |
| Depth 4                                                      |
| Iterations 800                                               |
| learning_rate 0.05                                          |
| Objective MAE                                               |
| **Ridge regression**                                        |
| model__alpha 0.01                                           |

In this study, data were not normalized to remove outliers from data preprocessing and to facilitate the interpretation of the study results. Thus, we used ridge regression and tree-based machine learning models, such as XGBoost and CatBoost, which can operate relatively robustly without regularization.

4.5. Evaluation

This study mainly used five evaluation indicators: Explained Variance Score, R-squared score, adjusted-R-squared score, Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE).

The description and calculation formulas of the performance indicators for each are as follows:

\[ R^2 = 1 - \frac{SSR}{SST} \]

\[ SSR = \sum_{i=1}^{n} (y_i - y_p)^2, \quad SST = \sum_{i=1}^{n} (y_i - \bar{y})^2, \quad y_i \text{ is the actual value, } y_p \text{ is the predicted value, and } \bar{y} \text{ is the average of the actual values.} \]

\[ Adj. R^2 = 1 - \frac{SSR}{\frac{n-k-1}{n-1}} \]
The Explained Variance Score is $1 - (\text{Sum of Squared Residuals} - \text{Mean Error}) / \text{Total Variance})$. The only difference between the Explained Variance Score (EVS) and the R-squared score is that the R-squared score subtracts the mean error from the Sum of Squared Residual (SSR). If the mean error is not close to zero, and a negative or positive value is obtained, the error is biased to one side and, thus, the model is biased. In other words, if the R-squared and the explanatory variance score are different, the error is biased, and there is a high possibility of incorrect fitting.

$$\text{MAE} = \frac{|y_i - y_p|}{n}$$

$$\text{RMSE} = \sqrt{\frac{\sum(y_i - y_p)^2}{n}}$$

Compared to MAE, RMSE has the advantage of giving a sizable penalty for a significant error value difference and is strong.

5. Results

This study made predictions on the test dataset using a model based on the entire training data. The BMI values predicted by the model were analyzed using SHAP. Figure 2 shows the feature importance in XGBoost model using SHAP, which indicates that height is a highly important feature. However, according to the BMI calculation formula, height already had a high correlation with BMI, regardless of model performance. It may not be possible to measure the influence of other variables correctly. Therefore, a clustering method was used to divide the data according to height, and the relationships between the variables and BMI were examined in each height group.

The reason for dividing the groups based on height was to accurately identify the degree of influence of the changeable activity variable on the BMI of users in the same group, as height is an immutable variable. According to the National Statistical Office of Korea and previous studies, the average heights of women in their 30s, 40s, and 50s in Korea are 174.05, 172.15, and 169.39 cm, respectively [41,42]. Figure 3 also shows that height was an important feature. Based on height, we divided the women’s data into two groups, 150–160 cm and 160–170 cm, and the men’s data into three groups, 165–170 cm, 170–175 cm, and 175–180 cm. To reduce the imbalance in the data due to excessive grouping, we divided the men’s data by 5 cm. For females, we formed two groups because the amount of data in a given group became too small when divided by 5 cm, resulting in performance problems.
Tables 2 and 3 summarize the performance indicators of the three models in each cluster for men and women, respectively.

**Table 2.** Comparison of the Performance Indicators of the XGBoost, CatBoost, and Ridge Regression Machine Learning Algorithms for each height group.

|       | Model      | Explained Variance Score | R Squared | Adjusted R Squared | MAE   | RMSE   |
|-------|------------|--------------------------|-----------|--------------------|-------|--------|
| Group 1 | XGBoost    | 0.600                    | 0.589     | 0.568              | 1.173 | 1.569  |
|       | CatBoost   | 0.611                    | 0.605     | 0.574              | 1.240 | 1.641  |
|       | Ridge      | −0.040                   | −20.487   | −22.171            | 11.807| 12.104 |
| Group 2 | XGBoost    | 0.570                    | 0.568     | 0.560              | 1.131 | 1.455  |
|       | CatBoost   | 0.319                    | 0.316     | 0.295              | 1.305 | 1.850  |
|       | Ridge      | −0.013                   | −1.434    | −1.510             | 2.871 | 3.490  |
| Group 3 | XGBoost    | 0.546                    | 0.546     | 0.533              | 1.336 | 1.943  |
|       | CatBoost   | 0.538                    | 0.533     | 0.532              | 1.346 | 2.076  |
|       | Ridge      | 0.316                    | −107.124  | −134.390           | 38.207| 38.328 |

For modeling women’s data, it was decided to use only XGBoost based on the men’s data analysis results. The XGBoost algorithm is generally similar to or superior to Ridge Regression and CatBoost algorithms. The benefits of using CatBoost are limited because the features used for analysis have few categorical features.

**Table 3.** Comparison of the performance indicators of the XGBoost machine learning algorithms for each height group.

|       | Model      | Explained Variance Score | R Squared | Adjusted R Squared | MAE   | RMSE   |
|-------|------------|--------------------------|-----------|--------------------|-------|--------|
| Group 1 | XGBoost    | 0.540                    | 0.538     | 0.531              | 1.353 | 1.684  |
| Group 2 | XGBoost    | 0.541                    | 0.532     | 0.527              | 1.793 | 2.520  |

For modeling women’s data, it was decided to use only XGBoost based on the men’s data analysis results. The XGBoost algorithm is generally similar to or superior to Ridge Regression and CatBoost algorithms. The benefits of using CatBoost are limited because the features used for analysis have few categorical features.

The main relevant variables for women’s group 1 were calories burned, distance, number of steps, time walked at night, and total sleep time per day (Figure 4).

![Figure 4. Feature importance calculated using the SHapley Additive exPlanations for women’s group 1.](image-url)

A figure illustrating the data of women’s group 2 can be found in the Appendix A (Figure A1). The main variables of women’s group 2 were calories burned by walking, total sleep time per day, total sleep time variability, gait variability, and average walking speed at night.
The men’s data were analyzed in the same way. The main variables of men’s group 1 were average morning walking speed, calories burned, total sleep time variability, daily average walking speed, and daily total sleep time. Considering the accumulated SHAP values for this group, we found that average walking speed in the morning based on the approximate distance lowered BMI and that total sleep time influenced increases in BMI (Figure 5).

![Figure 5](image-url) Feature importance calculated using the SHapley Additive exPlanations for men’s group 1.

Figures illustrating the data from men’s groups 2 and 3 are presented in the Appendix A (Figures A2 and A3). As for the main variables of men’s group 2, calories burned, distance walked, and the number of steps generally influenced whether BMI would be lower, as confirmed by the accumulated SHAP values of the group. The primary relevant variables of men’s group 3 were step variability, calorie consumption by walking, daily average walking speed, length of time spent walking at night, and walking distance variability. The accumulated SHAP values of the group confirmed that variability in the number of steps, distance walked, and amount of time walked at night influenced lowering BMI, and calorie consumption by walking influenced increasing BMI.

For the local interpretation of arbitrary data, the SHAP force plot was used. For the women in group 1, the number of steps, distance walked, amount of time walking at night, and average walking speed at night influenced lowering BMI. In contrast, calories and total sleep time affected increasing BMI (Figure 6).

![Figure 6](image-url) Local interpretation of arbitrary data in women’s group 1 using SHAP.

Figure A4 in the Appendix A summarizes the data on women’s group 2. In this group, the number of calories consumed, total sleep time, bedtime, step variability, and average speed walking at night affected a reduction in BMI. In contrast, total sleep time variability and average walking speed increased BMI.

Similarly, men’s group 1 data showed that step variability, total sleep time, average morning walking speed, and overall daily average walking speed affected a reduction in BMI. In contrast, variability in the length of time spent walking in the morning and total sleep time affected increasing BMI (Figure 7).
The integrated lifelog data analysis of walking, sleep, and weight with machine learning revealed the key variables and how walking and sleep affect body weight. For middle-aged individuals, lifelogs can inform specifically and individually tailored health analyses beyond simple predictions, and they can influence weight regulation through interpretable techniques and visualization.

In this study, the most common influential variables were calories burned, number of steps per day, distance walked per day, and sleep quality. These findings are consistent with
those of previous studies, indicating that the number of steps [43], walking speed [44,45], and sleep quality [46,47] affect BMI.

The analysis highlights daily calorie consumption as an essential variable for predicting BMI. In the case of women’s group 1 (150–160 cm), calories burned per day, the number of steps per day, distance walked per day, and amount of time walking at night had the most significant effect on BMI. In women’s group 2 (160–170 cm), daily calorie consumption by walking, total sleep time, total sleep time variability, and step variability had the highest impact on BMI.

For men’s group 1 (165–170 cm), average morning walking speed, calorie consumption per day, and total sleep variability had the most substantial effects on BMI. In men’s group 2 (170–175 cm), daily calorie consumption by walking, total sleep time, total sleep time variability, and step variability had the highest impact on BMI.

Thus, factors such as height, diet, physical activity may affect physical changes and the incidence of diseases in different ways [48–50]. In addition, the effects of training methods may vary according to BMI and weight (body type) [51,52]. Experiments have found that different variables, including walking variables, may affect each group differently.

These findings provide evidence that the factors with the most decisive influence on BMI depend on the height and lifelog of an individual, suggesting the possibility of developing an efficient method for personalized healthcare in the future. Although this study has proposed various sleep and gait variables that affect BMI, it would be valuable for a follow-up study to determine specific values or ranges for each variable to support a healthy BMI.
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**Appendix A**

**Table A1.** Description of Variables and Derived Variables.

| Name of Variables | Description |
|-------------------|-------------|
| AFT_AVG_SPD       | Average walking speed in the afternoon (4:00 p.m.–8:00 p.m.) per day |
| AFT_REAL_WALK_TIME| The total length of time spent walking in the afternoon calculated based on the distance |
| AFT_WALK_DIST     | Distance walked in the afternoon per day |
| AFT_WALK_TIME     | The total length of time spent walking in the afternoon calculated by a Samsung Galaxy Watch |
| AGE               | Age of user |
| AGE_CATEGORY_10   | Age group categorized in 10 years |
| AGE_CATEGORY_5    | Age group categorized in 5 years |
| AVG_SPD           | Average walking speed per day |
| BED_TIME          | Time when going to sleep |
| BED_TIME_AT_10PM_TO_12PM_FLAG | Whether BED_TIME is between 10:00 p.m. and 00:00 a.m. |
| Name of Variables                          | Description                                                                 |
|------------------------------------------|-----------------------------------------------------------------------------|
| BED_TIME_VARIANCE                         | The change in BED_TIME compared to the previous day                         |
| BED_TIME_VARIANCE_FLAG                    | Whether BED_TIME_VARIANCE is less than 2 h                                  |
| BMI                                      | BMI measured by a scale                                                     |
| BMI_INDEX                                | Category by BMI                                                             |
| BMI_STATUS                               | Weight status using BMI (underweight, normal, overweight, or obese)         |
| CALORIE                                  | Calorie consumption per day                                                |
| DATE                                     | Date                                                                        |
| DEEP_SLEEP_RATE                          | Deep sleep (N3 sleep) ratio                                                |
| DIST_STD                                 | Standard deviation of distance walked per day                                |
| DISTANCE                                 | Distance walked per day                                                     |
| FAT                                      | Fat mass measured by a scale                                               |
| GENDER                                   | Gender of user                                                              |
| HEIGHT                                   | Height of user                                                              |
| HEIGHT_CATEGORIZE_10                     | Height group categorized in 10 cm                                           |
| HEIGHT_CATEGORIZE_5                      | Height group categorized in 5 cm                                            |
| HOLIDAY                                  | Whether it is a holiday or not                                              |
| LNC_AVG_SPD                              | Average walking speed during lunchtime (11:00 a.m.–3:00 p.m.) per day       |
| LNC_REAL_WALK_TIME                       | The total length of time spent walking in lunchtime calculated based on the distance |
| LNC_WALK_DIST                            | Distance walked during lunchtime per day                                     |
| LNC_WALK_TIME                            | The total length of time spent walking during lunchtime calculated by a Samsung Galaxy Watch |
| MOR_AVG_SPD                              | Average walking speed in the morning(6:00 a.m.–10:00 a.m.) per day         |
| MOR_REAL_WALK_TIME                       | The total length of time spent walking in the morning calculated based on the distance |
| MOR_WALKDIST                             | Distance walked in the morning per day                                      |
| MOR_WALK_TIME                            | The total length of time spent walking in the morning calculated by a Samsung Galaxy Watch |
| MUSCLE                                   | Muscle mass measured by a scale                                            |
| NAP_COUNT                                | Number of naps in a day                                                     |
| NT_AVG_SPD                               | Average walking speed at night (8:00 p.m.–00:00 a.m.) per day              |
| NT_REAL_WALK_TIME                        | The total length of time spent walking at night calculated based on the distance |
| NT_WALK_DIST                             | Walked distance at night per day                                            |
| NT_WALK_TIME                             | The total length of time spent walking at night calculated by a Samsung Galaxy Watch |
| REAL_SUM_WALK_TIME                       | The total daily walking time calculated based on the distance              |
| REM_SLEEP_RATE                           | REM sleep ratio                                                            |
| SLEEP_EFFICIENCY                         | Sleep efficiency (the number of hours of sleep without waking up during sleep) |
| SPD_STD                                  | Standard deviation of average walking speed per day                         |
| STEP_COUNT                               | Number of steps per day                                                    |
| STEP_STD                                 | Standard deviation of number of steps per day                               |
| SUM_WALK_TIME                            | The total daily walking time calculated by a Samsung Galaxy Watch          |
| TOTAL_COUNT_CONTINUOUS_WALK_20MINUTES    | The total number of continuous walks for more than 20 min in a day          |
| TOTAL_SLEEP_TIME_HOUR                    | Total number of hours of sleep per night                                    |
Table A1. Cont.

| Name of Variables                      | Description                                                                 |
|----------------------------------------|-----------------------------------------------------------------------------|
| TOTAL_SLEEP_TIME_VARIABILITY           | Standard deviation of the total number of hours of sleep per night           |
| TOTAL_TIME_CONTINUOUS_WALK_20MINUTES   | The total time of walking continuously for more than 20 min in a day         |
| USER_CODE                              | Distinct user code                                                          |
| WEEKEND                                | Day of the week other than Saturday or Sunday                                |
| WEEKEND                                | Whether it is the weekend or not                                            |
| WEIGHT                                 | Weight measured by a scale                                                  |

Figure A1. Importance of variables calculated using the SHapley Additional exPlanations for women’s group 2.

Figure A2. Importance of variables calculated using the SHapley Additional exPlanations for men’s group 2.

Figure A3. Importance of variables calculated using the SHapley Additional exPlanations for men’s group 3.
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