Observation of field-dependent magnetic parameters in the magnetic molecule \{Ni_4Mo_{12}\}
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We investigate the bulk magnetic, electron paramagnetic resonance, and magneto-optical properties of \{Ni_4Mo_{12}\}, a magnetic molecule with antiferromagnetically coupled tetrahedral Ni\textsuperscript{II} in a diamagnetic molybdenum matrix. The low-temperature magnetization exhibits steps at irregular field intervals, a result that cannot be explained using a Heisenberg model even if it is augmented by magnetic anisotropy and biquadratic terms. Allowing the exchange and anisotropy parameters to depend on the magnetic field provides the best fit to our data, suggesting that the molecular structure (and thus the interactions between spins) may be changing with applied magnetic field.
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I. INTRODUCTION

Despite the enormous progress that has been made in understanding magnetic molecules over the past decade,\textsuperscript{1-9} it is still a challenge to deduce the underlying microscopic spin Hamiltonian. Mn\textsubscript{12}-acetate is a good example of this problem.\textsuperscript{1,4,10-13} Although known for almost 20 years, only extensive investigation elucidated the model parameters.\textsuperscript{14,15} Small magnetic molecules, with their simpler chemical and magnetic structure, can therefore provide an important opportunity to understand the dependence of magnetic observables on model parameters.\textsuperscript{16-18}

In this work we report our joint experimental and theoretical efforts to understand the behavior of \(\text{[Mo}_{12}\text{V}_{3}\text{O}_{50}\text{(H}_2\text{O})_{10}\text{H}_2\text{[Ni}^{\text{II}}\text{(H}_2\text{O})_3\text{]}_{14}\text{]}\), henceforth abbreviated as \{Ni\textsubscript{4}Mo\textsubscript{12}\}, a magnetic molecule which is comprised of Ni\textsuperscript{II} centers positioned at the nucleophilic sites of an \(\text{V}^{\text{V}}\)-Keggin cluster forming an almost ideal tetrahedron.\textsuperscript{19} In contrast to several other nickel compounds which exhibit ferromagnetic\textsuperscript{16,20-23} or mixed coupling,\textsuperscript{24} the Ni centers of this molecule are antiferromagnetically coupled, as is also the case for certain Ni-2\times2-grid molecules.\textsuperscript{18} Because the structure of \{Ni\textsubscript{4}Mo\textsubscript{12}\} is almost perfectly tetrahedral one might anticipate that the magnetic energy levels are reasonably well described by an isotropic Heisenberg model with a single antiferromagnetic exchange parameter.\textsuperscript{19} Such a Hamiltonian can be expressed in terms of the total spin:

\[
H = -2J \sum_{\nu < \gamma} \mathbf{s}(\nu) \cdot \mathbf{s}(\gamma) + g\mu_B \mathbf{B} \cdot \sum_{\nu} \mathbf{s}(\nu) \\
= -J(S^2 - 4S(S + 1)) + g\mu_B BS_z, \tag{1}
\]

where \(s(\nu)\) is a single-spin operator at site \(\nu\) and \(S\) is the total spin operator. The spin quantum number of each Ni\textsuperscript{II} ion in an octahedral ligand field is \(S=1\). For antiferromagnetic coupling \((J<0)\) the resulting low-temperature magnetization curve \(\mathcal{M}(B)\) that follows from Eq. (1) displays four steps before reaching saturation. These steps occur at the magnetic fields

\[
B_{S\rightarrow(S+1)} = -\frac{2J}{g\mu_B}(S+1), \tag{2}
\]

for \(S=0,1,2,3\), where the lowest Zeeman-split levels of adjacent multiplets cross. In particular, from (2) it follows that the level crossing fields are uniformly spaced.\textsuperscript{25,26} In stark contrast to the expectation of uniformly spaced crossing fields, the experimental magnetization \(\mathcal{M}(B)\) curve of \{Ni\textsubscript{4}Mo\textsubscript{12}\} features nonequidistant steps at 4.5, 8.9, 20.1, and 32 T. Even assuming an anisotropic Hamiltonian\textsuperscript{27} with two
exchange couplings and biquadratic terms as done for other Ni\textsuperscript{II}-compounds,\textsuperscript{16,18} we were unable to account for the specific sequence of steps in the low-temperature magnetization of \{Ni\textsubscript{4}Mo\textsubscript{12}\}. In order to provide a comprehensive picture of the unusual high-field magnetic behavior of \{Ni\textsubscript{4}Mo\textsubscript{12}\}, we have been led to invoke field-dependent exchange and anisotropy parameters. We argue that this dependence emanates from changes in molecular structure (and thus the overlap of those atomic orbitals that determine the exchange interactions as well as the coordination geometries which affect the electronic single-ion properties) with applied magnetic field. The magneto-optical response of \{Ni\textsubscript{4}Mo\textsubscript{12}\} supports a small change in the Ni\textsuperscript{II} coordination environment and the associated electronic single-ion properties.

II. CHEMICAL AND CRYSTAL STRUCTURE

The neutral \{Ni\textsubscript{4}Mo\textsubscript{12}\} cluster is isolated in the form of crystals of [Mo\textsubscript{12}V\textsubscript{3}O\textsubscript{30}(\mu\textsubscript{3}-OH)\textsubscript{10}H\textsubscript{2}[Ni\textsuperscript{II}(H\textsubscript{2}O)\textsubscript{13}]\textsuperscript{1+}]·14H\textsubscript{2}O and is based on the diamagnetic, highly-charged \(\epsilon\)-Keggin anion [Mo\textsubscript{12}V\textsubscript{3}O\textsubscript{38}(\mu\textsubscript{3}-OH)\textsubscript{12}]\textsuperscript{18–}, built up from four edge-sharing \{Mo\textsubscript{6}\} groups (each consisting of three edge-sharing Mo\textsubscript{6} octahedra). Within the \(\epsilon\)-Keggin framework, the Mo positions form six Mo\textsubscript{3} groups with short Mo-Mo single bonds. The \(\epsilon\)-Keggin structure is formally derived from the common \(\alpha\)-Keggin isomer by rotating all four Mo\textsubscript{3} groups by 60°, preserving the \(T_{d}\) symmetry. In \{Ni\textsubscript{4}Mo\textsubscript{12}\}, four \[Ni\textsuperscript{II}(H\textsubscript{2}O)\textsubscript{13}\textsuperscript{2+}\] groups are coordinated each to three (unprotonated) \(\mu\textsubscript{2}-\)oxo centers that interlink the Mo positions of the Mo\textsubscript{6}V\textsubscript{3} groups (Fig. 1). This results in an octahedral O\textsubscript{3}Ni\textsuperscript{II}(H\textsubscript{2}O)\textsubscript{3} coordination environment with all-trans-positioned oxo and water ligands and nearly identical Ni-O distances (Ni-\(\mu\textsubscript{2}-\)O): 2.05 Å, Ni-OH\textsubscript{2}: 2.06 Å. This capping of the Mo\textsubscript{3} groups of the \(\epsilon\)-Keggin fragment by four Ni\textsuperscript{II} positions produces a near-regular Ni\textsubscript{4} tetrahedron. Contrary to many other tetrahedral Ni\textsubscript{4} structures in which Ni pairs are connected by mononuclear bridging centers, in \{Ni\textsubscript{4}Mo\textsubscript{12}\} each Ni pair is interconnected via one -O-(Mo\textsubscript{3})-O- bridging motif serving as a superexchange pathway (see Fig. 1 where one Ni-O-Mo-O-Ni pathway is highlighted by dark bonds). The geometry of each of these pathways is therefore characterized by four bond lengths, three bond angles, and two dihedral angles, as opposed to Ni\textsubscript{4}-type structures comprising mononuclear linker groups (two bond lengths, one bond angle). Importantly however, the molecular geometry of \{Ni\textsubscript{4}Mo\textsubscript{12}\} slightly deviates from the \(T_{d}\)-symmetric ideal, resulting in a slightly stretched Ni\textsubscript{4} pyramid with elongated Ni-Ni distances between the Ni positions of a basal Ni\textsubscript{3} plane and one apex. While the crystallographic symmetry operations result in the molecular point group \(C_{r}\), the actual geometry is virtually of \(C_{3v}\) symmetry, and the geometric parameters for all Ni-O-(Mo\textsubscript{3})-O-Ni pathways correspondingly fall into two sets. Within these two sets, the individual bond lengths and angles display minimal deviations (typically <0.8%) from the respective averages: Intra-basal Ni-Ni contacts are characterized by \(\langle Ni-O\rangle=2.05\text{ Å}, \langle Mo-O\rangle=1.95\text{ Å}, \langle Ni-O-Mo\rangle=135.4°, and \langle Mo-O-Mo\rangle=89.6°\). For Ni-Ni contacts between the apex to the base positions average values of \(\langle Ni-O\rangle=2.03\text{ Å}, \langle Mo-O\rangle=1.95\text{ Å}, \langle Ni-O-Mo\rangle=137.9°, and \langle Mo-O-Mo\rangle=94.6°\) are found. As the geometric parameters do not vary significantly within the intrabasal and within the apex-basal Ni-Ni contacts, we do not take into account slight deviations from the idealized \(C_{3v}\) symmetry, and use only exchange constants \(J\) and \(J'\) in this paper (Fig. 2).

It should be added that magnetic exchange through polyoxomolybdate frameworks, especially if more than one possible pathway exists for each contact, has been found to be fairly insensitive to the separation distance of the pair of spin centers. Also, for similar systems based on mononuclear linker groups the bond angles have a stronger effect on the exchange energies than the contact distance.\textsuperscript{16,18,20–22,28–30} Due to the presence of crystal water molecules in the solid-state structure of \{Ni\textsubscript{4}Mo\textsubscript{12}\}·14H\textsubscript{2}O which space the cluster entities apart, the closest intermolecular Ni⋯Ni distance in the solid state exceeds 7.15 Å, rendering inter-molecular (dipole-dipole) magnetic exchange insignificant.

III. EXPERIMENTAL RESULTS

A. Magnetic properties of \{Ni\textsubscript{4}Mo\textsubscript{12}\}

Figure 3 displays the magnetic susceptibility \(\mathcal{M}(B)\) of \{Ni\textsubscript{4}Mo\textsubscript{12}\} as a function of temperature. These data were
indicating thermal equilibrium behavior of NiII-compounds.16,18

High-field magnetization measurements are a valuable tool to extract information on the spin Hamiltonian which is not accessible from magnetization measurements on commercial SQUID magnetometers. The high-field magnetization for a powder sample of [Ni4Mo12] has been independently measured in pulsed magnetic fields at the facility of the National High Magnetic Field Laboratory (NHMFL) at Los Alamos as well as at the Okayama High Magnetic Field Laboratory (OHMFL) by using a standard inductive method (maximum at NHMFL $B=60$ T, whereas the maximum at OHMFL is $B=40$ T, $dB/dt=10,000–15,000$ T/s). The results of these two measurements are in very close agreement. No hysteresis is found between up and down sweep runs, indicating thermal equilibrium behavior of $\mathcal{M}$ vs $B$.

Figure 4 shows the magnetization as a function of applied external magnetic field at $T=0.44$ K. Strikingly, four non-equidistant steps are observed in the magnetization. These steps are found near 4.5, 8.9, 20.1, and 32 T. Saturation of the magnetization is not observed until 60 T. For comparison, we show the expected response of a simple Heisenberg Hamiltonian [Eq. (1), ideal tetrahedron] for the model parameters extracted above. Note that this model predicts equidistant steps in the magnetization at 4.5, 9.0, 13.5, and 18.0 T with saturation above the fourth step. The drastic deviation between the predictions of Eq. (1) and the experimental results cannot be the result of heating via the magne-
tocaloric effect. Although observed in other compounds, such an effect would only smear out the steps but not shift the step positions. In addition sample heating or cooling in a varying field is often accompanied by hysteresis, which is absent in this measurement.31 The observed step positions thus constitute a challenge not only to the simple Heisenberg model given by Eq. (1), but also to more elaborate models (3) incorporating anisotropy terms and biquadratic exchange. We suggest that these models should be extended to include field-dependent parameters in order to account for our experimental results. This will be discussed in Sec. V.

Figure 5 displays the results of our electron paramagnetic resonance (EPR) measurements. The transmission of a powder sample was determined as a function of applied magnetic field in a frequency range from 95 to 381.5 GHz. The figure
shows the dependence of the observed EPR resonance frequencies $P_1$ (circles), $P_2$ (triangles), and $P_3$ (squares) on magnetic field. One immediately notices that two different slopes can be assigned to the data, one corresponding to $\Delta M=1$ and another one corresponding to forbidden transitions with $\Delta M=2$. These dependencies can be qualitatively—and to some extent quantitatively—explained by looking at the Zeeman level scheme of the simple Heisenberg model (1) as it is schematically depicted in Fig. 6.

The strongest transition which we observe in the spectra is the allowed transition $P_3$ with $\Delta M=1$. Since the applied temperature is of the order of the coupling, this transition is actually a sum of several transitions. At low-field values it is dominated by the transition between $(S=1,M=1)$ and $(S=1,M=0)$, whereas at higher fields the dominant contribution stems from the transition between $(S=2,M=2)$ and $(S=2,M=-1)$. The dependence of the resonance frequency of $P_3$ on the applied field suggests that the zero-field splitting in the triplet is small.

$P_1$ is a low-field transition which connects $(S=1,M=-1)$ and $(S=1,M=+1)$ and thus should be forbidden. In the spectra its strength is much weaker than that of $P_3$. We believe that this transition appears due to mixing of $S_z$ eigenstates that would arise from anisotropic contributions to the Hamiltonian. The line which is plotted through the data points suggests that the zero-field splitting between $(S=1,M=1)$ and $(S=1,M=+1)$ is probably small, although, the experimental data points—which extend only down to 1.3 T—would also allow a somewhat bigger splitting, especially since the lowest-lying $P_1$ data points appear to deviate from a straight line.

$P_2$ is another rather weak forbidden transition which shares the slope with $P_1$. We believe that this transition connects $(S=2,M=2)$ and $(S=1,M=0)$. This transition is not observable below about 7 T due to the fact that this transition occurs only when the mixing of $S_z$ eigenstates is sufficiently strong which is the case around the level crossing at 9 T. The dependence of this transition on temperature, i.e., on the thermal occupation of the level with $(S=2,M=2)$ is small. The extrapolation of the field dependence allows one to deduce an approximate isotropic Heisenberg coupling from the zero-field energy separation of the triplet and the pentuplet. From Eq. (1) one deduces that $E(S=2)-E(S=1)=-4J$, thus one obtains $J=-3.4$ K, which is in very good agreement with the exchange constants deduced from our susceptibility measurements. The spectroscopic splitting factor can be determined from the slopes of $P_3$ and $P_1$ in Fig. 5 to be $g=2.23\pm0.03$, which is also in good agreement with the value deduced from the high-temperature behavior of the susceptibility. It is noteworthy that the high-field data of transition $P_3$ have a smaller slope which, if fitted alone (dash-dotted line in Fig. 5), suggests $g=2.11\pm0.03$. However, we want to point out that these considerations are done on the basis of the simple Heisenberg model (1), that does not take into account that a realistic Hamiltonian has to contain anisotropic terms. A more detailed explanation is given at the end of Sec. V.

Summarizing this part, we find that the zero-field splitting is small. We explain this observation by the fact that the local principal axes of the Ni ions point in different directions (radially outwards), and thus the average global anisotropy is small. Our use of a powder sample led to additional averaging.

C. Optical properties of $\{\text{Ni}_4\text{Mo}_{12}\}$

Figure 7 displays the optical conductivity of a $\{\text{Ni}_4\text{Mo}_{12}\}$ pellet at 4.2 K (solid curve) and 300 K (dashed curve), calculated from reflectance measurements (inset) by Kramers-Kronig analysis. The energy range of our magneto-optical work is indicated by the arrow.
We quantify the magneto-optical effect in \(\{\text{Ni}_4\text{Mo}_{12}\}\) by plotting the absolute value of the integrated intensity of the reflectance ratio as a function of applied magnetic field [Fig. 8(b)].\(^{35}\) The magneto-optical effect is small at low fields, becomes appreciable above 10 T, and continues to grow for \(B \gg 30\) T. There is no evidence of saturation to 33 T. The overall rising magnetochromic response can be fit with several different functions including a cubic polynomial in \(|B|\) and a simple exponential, suggesting a likely functional form for the field dependence of the magnetic parameters in \(\{\text{Ni}_4\text{Mo}_{12}\}\), described below. We propose that the applied magnetic field interacts with the spin centers, deforming the local structure around the Ni\(^{II}\) sites. This process modifies the crystal field environment, the result of which is a field-induced change in electronic structure [Fig. 8(a)]. Thus, these spectroscopic results support the picture of field-dependent exchange and anisotropy terms in the spin Hamiltonian of \(\{\text{Ni}_4\text{Mo}_{12}\}\) that derive from magnetoelastic (and consequent spin-orbit) interactions. Magneto-optical effects due to field-induced changes in local structure have also been observed in other materials including \((\text{CPA})_2\text{CuBr}_4\) [Bis(cyclopentylammonium)tetrabromocuprate, where CPA =C\(_6\)H\(_2\)NH\(_3\)] and \(\text{K}_2\text{V}_3\text{O}_8\).\(^{36,37}\)

IV. THEORETICAL MODELS

In order to understand the magnetic properties of \(\{\text{Ni}_4\text{Mo}_{12}\}\) we adopt the following general Hamiltonian that has been used for other Ni\(^{III}\) compounds:\(^{16,18}\)

\[
H = H_{\text{II}} + H_{\text{ani}} + H_{\text{biq}} + H_{\text{Z}},
\]

where

\[
H_{\text{II}} = -2 \sum_{uv} J_{uv}[\vec{s}(u) \cdot \vec{s}(v)],
\]

\[
H_{\text{ani}} = D \left( \sum_u [\vec{e}_r(u) \cdot \vec{s}(u)]^2 - \frac{8}{3} \right),
\]

\[
H_{\text{biq}} = -2 \sum_{uv} J_{uv}[\vec{z}(u) \cdot \vec{s}(v)]^2,
\]

\[
H_{\text{Z}} = g \mu_B B \cdot \sum_u \vec{s}(u).
\]

Here \(H_{\text{II}}\) denotes the Heisenberg Hamiltonian and \(H_{\text{ani}}\) describes the single-site anisotropic (ligand field) contribution, which is compatible with the approximate tetrahedral symmetry of \(\{\text{Ni}_4\text{Mo}_{12}\}\). The unit vector \(\vec{e}_r(u)\), which points radially outward, serves as a local anisotropy axis for site \(u\). The term \(8/3\) is convenient in order to render the Hamiltonian traceless. \(H_{\text{biq}}\) represents biquadratic terms, which are the next higher order compared to the Heisenberg Hamiltonian,\(^{35}\) and \(H_{\text{Z}}\) is the Zeeman term. We employ a single spectroscopic splitting factor \(g\) since the \(g\)-tensor anisotropy was found to be very small for the present system; a similar result has been found for Ni\(^{III}\) squares.\(^{18}\) We also assume that a possible anisotropic exchange between the Ni\(^{III}\)
centers is small because the orbital contribution to the ground state is small.\textsuperscript{39}

In the following sections, we simplify $J_{\mu\nu}=J$ and $j_{\mu\nu}=j$, or, if we use two different constants, $J'=J_{12}=J_{13}=J_{14}$, $J=J_{23}=J_{24}=J_{34}$ and $j'=j_{12}=j_{13}=j_{14}$, $j_{23}=j_{24}=j_{34}$, as illustrated in Fig. 2. We also account for impurity effects (additional paramagnetic Ni\textsuperscript{II} ions) and their batch-to-batch variation by adding a paramagnetic term to the Hamiltonian (3).

We have made numerous attempts to model the experimental magnetization curve of \{Ni\textsubscript{4}Mo\textsubscript{12}\} (Fig. 4) with field-independent values of $J$ and $D$, as described previously. Despite these efforts, an explanation for the nonuniform spacing of the crossing fields has not been forthcoming. Assuming a Ni\textsuperscript{II} grid molecule for samples 1 and 2, respectively. The simulated data are averaged over 100 orientations.

\section{V. FIELD-DEPENDENT MODEL PARAMETERS}

\subsection{A. Low-field properties of {Ni\textsubscript{4}Mo\textsubscript{12}}}

It is not \textit{a priori} clear how the model parameters should depend on the external magnetic field since this dependence is indirect. The exchange couplings, the biquadratic contributions as well as anisotropy result from the electronic structure, and are (complicated) functions of orbital overlaps, lattice stiffness, and spin-orbit coupling. If the electronic structure is noticeably altered by an applied field it is probable that the parameters entering Hamiltonian (3) are also changed, but very likely in a highly nonlinear manner. To the best of our knowledge, so far such dependencies were only observed in certain Mn grid molecules,\textsuperscript{43} where the anisotropy changes sign at a level crossing. It appears plausible to us that besides continuous variations, the parameters can also change abruptly since the molecular structure may relax into new ground states at certain field values. Therefore, one can anticipate that the field dependence of the model parameters might only be piecewise analytic between the abrupt changes. In this section we therefore investigate simple piecewise parameterizations of the Hamiltonian. We also neglect a possible anisotropic field dependence of the parameters, i.e. the exchange parameters of different bonds would be modified differently, and therefore the effect should depend on the relative orientation of the molecule with respect to the field.

It turns out that the low-field susceptibility versus temperature data, shown in Fig. 9, can be modeled by two sets of parameters. The magnetization of two different samples of \{Ni\textsubscript{4}Mo\textsubscript{12}\} at $B=0.5$ T can be understood assuming $J/k_B=-3.2$ K, $J'/k_B=-3.1$ K, $j/k_B=1.6$ K, $j'=0$, $D/k_B=-1.0$ K together with the separate term to account for the paramagnetic impurities (free Ni\textsuperscript{II} ions) contained in the samples (parametrization 1). The parameters of the Hamiltonian compare nicely to those of $2 \times 2$-Ni\textsuperscript{II} grid molecules.\textsuperscript{18} The sign of the anisotropy as well as that of the biquadratic term signal the same behavior, only the absolute value of the biquadratic term is somewhat larger. The resulting zero-field splitting of the triplet is only 0.15 K, in very good agreement with our EPR results. The fact that the biquadratic term is one order of magnitude larger than usually observed\textsuperscript{18,38,41} ($j \approx J/100$) signals that the bonds in the basal triangle of the molecule might be rather soft. The other four susceptibility measurements, Fig. 9, which are obtained from $B=3.5$ to 5 T, can be better approximated by a second set of parameters: $J/k_B=-3.2$ K, $J'/k_B=-3.1$ K, $j/k_B=1.5$ K, $j'=0$, and $D/k_B=-3.2$ K (parametrization 2). These parameters differ from those for $B=0.5$ T in two ways: (1) the biquadratic contribution is 7% smaller; (2) the anisotropy coefficient is three times larger.

\subsection{B. High-field properties of {Ni\textsubscript{4}Mo\textsubscript{12}}}

Although the above parametrization describes the low-field data up to $B=5$ T reasonably well, it fails to reproduce the magnetization data at higher fields. The dramatic increase of the field spacings between adjacent magnetization steps at 4.5, 8.9, 20.1, and 32 T cannot be explained by small changes of the anisotropy $D$ or the coupling $J$. The third field spacing is about twice the first one, which using relation (2) suggests an exchange coupling that is about 1.25 of the original one. In the following we therefore investigate a model where only the exchange parameters are allowed to depend on field. This is of course a simplification since all parameters of the Hamiltonian ($J$, $j$, $D$, and $g$) should be modified in a varying field. For our purpose we assume a hypothetical exponential dependence of $J$ on the absolute value of the external magnetic field

\[ J(B) = J_0 \exp \left( \frac{|B|}{\gamma} \right), \]  

which we motivate by a possible change of the overlap of those orbitals that are involved in the superexchange. Such a
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Change could be caused by variations of the bond distances and angles; the latter are known to have dramatic effects on the exchange parameters. Based on the magneto-structural correlations for Ni-O cubanes in Ref. 28, a change of the exchange parameter in \( \{\text{Ni}_2\text{MoO}_3\} \) by the necessary amount would correspond to a change of the bond angles by approximately one quarter of a degree if the effect was attributed solely to bond angle modifications. A literature survey of chemically-similar Ni(II) cluster compounds reveals that \( J \) and \( D \) vary from at least \(-10 \) to \( 17.5 \) cm\(^{-1}\) \((\approx -7 \) to \( 12.2 \) K) and \(-5.5 \) to \( 0.5 \) cm\(^{-1}\) \((-3.8 \) to \( 8.5 \) K), respectively. In these systems, bond angle is the governing structural parameter due to the intimate relationship between angle and magnetic orbital overlap. There is a linear correlation between the value of \( J \) and Ni-O-Ni and Ni-O-O-Ni bond angles in several nickel clusters. Although the transition metal centers in these nickel clusters have different local environments, the aforementioned range of \( J \) and \( D \) represents the variation in physical parameters that can be accessed by chemical tuning in these compounds. Magnetic field-induced effects are anticipated to be in this range as well.

The best fit using two exchange parameters was obtained for \( J/k_B = -4.2 \) K \( \times \exp(B/96 \) T), \( J'/k_B = -3.2 \) K \( \times \exp(B/52 \) T), \( j/k_B = 0.16 \) K, \( j'/k_B = 0.39 \) K, \( D/k_B = -8.9 \) K, and \( g = 2.195 \) together with the paramagnetic impurity contribution already determined for sample 2 (parametrization 3). This fit is shown in Fig. 10. Except for small fields, where the two aforementioned parameter sets are appropriate, this model provides a rather good description of the magnetization over a large field range. The assumption of an exponential dependence is not essential; a polynomial dependence yields similar results.

C. EPR reconsidered

The level scheme and possible EPR transitions can be shown more closely using the parameters of the general Hamiltonian (3).

In Fig. 11 the Zeeman split levels are presented for fields up to \( 8 \) T using parametrization 2. The thick curves show levels for an orientation of the field axis pointing from the mid point of the basal triangle through the top Ni center (Ni ion 1 in Fig. 2). The thinner curves show the levels for orientations with relative angle steps of \( 10^\circ \) along a great circle through one of the basal Ni centers. The variation of the level positions with orientation for a fixed absolute value of the external field is especially large at avoided level crossings. Although the final EPR line is given by averaging over all orientations one can already deduce from Fig. 11 that the EPR measurement is in full agreement with the microscopic Hamiltonian. The attached symbols for the three observed transitions match the calculated level spacings very well.

To some extent one can even explain the widths of the three transitions, which are shown in Fig. 12 for a frequency of \( \nu = 190 \) GHz and a temperature of \( T = 4.2 \) K. The transition P1, which occurs between energy levels marked by filled circles in Fig. 11, is rather narrow; this is connected to the fact that variations of the field direction do not lead to strong variations of the respective levels. This also implies that the

**FIG. 10.** (Color online) Magnetization of sample 2. Experimental data (NHMFL) are given by squares. The solid curve provides the best fit using a Hamiltonian with an exponentially field-dependent coupling. The simulated data are averaged over 100 orientations. The inset shows the experimental differential magnetization \( dM/dB \) as data points as well as the theoretical \( dM/dB \) (solid curve) using the same parameters as above.

**FIG. 11.** (Color online) The figure shows the Zeeman level splittings for the realistic Heisenberg model (3) (parametrization 2) for several orientations of the field relative to the molecules. The various curves, which differ especially at avoided level crossings, represent relative angles of \( 10^\circ \).

**FIG. 12.** Relative EPR transmission observed at \( \nu = 190 \) GHz, which corresponds to an energy level difference of \( 9.12 \) K. The dominant (allowed) transition P3 is rather broad, whereas the weaker (forbidden) transition P1 results in a much sharper peak. The other weak (forbidden) transition P2, which is masked by P3, is broader than P1.
mixing of $S_z$ eigenstates is weak and thus the amplitude of this forbidden transition is small. P3 on the contrary is an allowed transition which dominates the spectrum. In the investigated field range it is given mainly by the transition between levels marked by open squares in Fig. 11, but transitions between other (unmarked) levels also contribute. The rather broad line can in part be explained by the rather strong variation of the upper marked level with variations of the field direction. The transition P2 between levels marked by open triangles in Fig. 11 is stronger than P1 but also broader, which can again be understood by looking at the variation of levels.

VI. CONCLUSIONS

We have presented a comprehensive experimental and theoretical investigation of the magnetic molecule $\text{Ni}_4\text{Mo}_{12}$. We find that the main model parameters of the Hamiltonian (i.e., exchange and anisotropy parameters) have a strong dependence on magnetic field, an effect that may be accompanied by molecular magnetostriiction. All of our efforts to avoid this conclusion lead to a blatant contradiction between theory and experiment. The discovery of a dependence of Hamiltonian parameters on field in $\{\text{Ni}_4\text{Mo}_{12}\}$ is quite unusual. Nevertheless, it may be a general characteristic of magnetic cluster-based materials with strong lattice coupling. It is well known that most materials (including magnetic molecules) are not rigid. In addition, only relatively few high-field magnetization studies have been performed to date. Thus, it is of interest to discover whether other magnetic molecules might display a similarly strong dependence of the model parameters on magnetic field in the regime above 20 T.
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