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Abstract
Unsupervised disentangled representation learning is a long-standing problem in computer vision. This work proposes a novel framework for performing image clustering from deep embeddings by combining instance-level contrastive learning with a deep embedding based cluster center predictor. Our approach jointly learns representations and predicts cluster centers in an end-to-end manner. This is accomplished via a three-pronged approach that combines a clustering loss, an instance-wise contrastive loss, and an anchor loss. Our fundamental intuition is that using an ensemble loss that incorporates instance-level features and a clustering procedure focusing on semantic similarity reinforces learning better representations in the latent space. We observe that our method performs exceptionally well on popular vision datasets when evaluated using standard clustering metrics such as Normalized Mutual Information (NMI), in addition to producing geometrically well-separated cluster embeddings as defined by the Euclidean distance. Our framework performs on par with widely accepted clustering methods and outperforms the state-of-the-art contrastive learning method on the CIFAR-10 dataset with an NMI score of 0.772, a 7-8% improvement on the strong baseline.

Introduction
Cluster analysis is one of the fundamental challenges in unsupervised machine learning and has been widely studied. In the context of computer vision, image clustering aims to group data without the presence of ground truth labels. While this task has been approached from different perspectives, data grouping is generally done based on some well-understood metric for measuring similarity, such as the pair-wise distance between separated clusters. For example, the well-known k-means algorithm (Macqueen [1967]) assigns each data point to the cluster with the minimum mean based on Euclidean distance and iteratively refines this mean in the feature space. Although this works well for lower dimensional data, this doesn’t scale well, and the choice of the feature space becomes more decisive.

To solve this problem of the curse of dimensionality, representation learning using deep neural networks have been widely popularized. Recent methods (Xie, Girshick, and Farhadi [2015]; Jiang et al. [2016]; Dizaji et al. [2017]; Caron et al. [2018]; Shaham et al. [2018]) use deep neural networks to define a parametrized non-linear mapping from the data space X to a lower-dimensional feature space Z while optimizing a clustering objective in this representation space. Although optimizing in the representation space yields better clustering, there are still limitations such as poor clustering accuracy, dependency on offline training, requirements for multi-stage training pipelines, and significant dependence on the inherent overlap across classes within a dataset.

On the other hand, instance-level contrastive learning has gained a lot of recognition in the self-supervised learning community owing to its recent successes (Wu et al. [2018]; Bachman, Hjelm, and Buchwalter [2019]; Chen et al. [2020]). Contrastive learning aims to learn representations such that similar samples stay close to each other while dissimilar ones remain far apart. Most approaches produce different data augmentations in parallel for every instance and aim to learn representations such that augmented samples generate similar embeddings. A contrastive loss in the latent space penalizes and maximizes agreement between differently augmented image embeddings. The ability to push similar instances closer while keeping different samples apart is handy for grouping data and thus performing clustering.

We take inspiration from contrastive representation learning and deep cluster embeddings. Since we need to learn the cluster centers while learning better representations simultaneously, the optimization process has its challenges. To this end, we present a clustering framework that jointly learns representations and predicts cluster centers in an end-to-end manner. Our method consists of a backbone network, an instance-level contrastive head, and cluster centers as learnable parameters. We iteratively refine the cluster centers using an auxiliary target distribution derived from the existing soft probability distribution. Through rigorous ablations studies, we observe that this is essential in addition to the instance-wise contrastive loss for performing single-stage, end-to-end, and online clustering, subsequently generating better outcomes. The main contributions of this work are summarized as follows: (1) We propose a novel architecture that performs
end-to-end online clustering. (2) Define an ensemble loss based on instance-level contrastive loss, KL-divergence based clustering loss, and an aggregated anchor objective function combining the raw cluster centers predicted along with the augmented predictions (3) Conduct extensive experiments and visualizations that present the effectiveness of our framework when compared to widely accepted existing works. (4) Conduct ablation studies to evaluate the effectiveness of data augmentation, the network’s three components, and the anchor objective function.

Related Work

Contrastive Learning: Self-supervised representation learning has seen substantial growth in recent years, with huge successes in extending these learned representations for solving downstream tasks. While traditional methods (Dosovitskiy et al. 2014; Noroozi and Favaro 2016; Gidaris, Singh, and Komodakis 2018) aim to learn representations by solving pretext tasks, the advent of SimCLR (Chen et al. 2020) popularized contrastive learning methods, which are not limited to noncomprehensive representations learned while solving specific pretext tasks. Several other works (Wu et al. 2018; van den Oord, Li, and Vinyals 2018; Hénaff et al. 2019; Tian, Krishnan, and Isola 2019; Hjelm et al. 2019; He et al. 2019) prior to SimCLR also used certain elements of contrastive learning to achieve reasonable success. The overarching theme in all these works is that a set of sub-samples that are drawn from the same instance of data (positive pair) are optimized to be closer in the embedding space, while samples from other data instances (negative pair) get pushed apart. Due to the absence of annotated labels, a positive pair often consists of data augmentations of the sample, whereas negative pairs consist of the sample and randomly chosen samples from the minibatch. Therefore, different instances are well-separated in the learned embedding space while actively preserving local invariance for each instance.

While heavy data augmentation, large batch size, and hard negative mining remain the key components for the success of contrastive methods by avoiding collapse to trivial solutions, more recent works have highlighted other interesting viewpoints and translated this approach to other domains. For example, BYOL (Grill et al. 2020a) achieves state-of-the-art results without using negative pairs; CURL (Srinivas, Laskin, and Abbeel 2020) applies ideas from contrastive learning to reinforcement learning; SimSiam (Chen and He 2021) uses a stop-gradient operation without minimizing those of negative ones. This work uses a SimCLR-like loss and incorporates an entropy term to avoid collapse to a trivial solution. Inspired by similar ideas, our work builds upon instance-wise contrastive learning along with additional components, creating an ensemble learning algorithm for deep clustering.

In the same timeline, some works (Khosla et al. 2020; Purushwalkam and Gupta 2020; Li et al. 2020) show that while instance-wise contrastive learning groups similar instances together (Wu et al. 2018) by pushing representations from different instances apart, it gives rise to worse representations in some cases because of overlooking the inherent semantic similarity in the dataset.

Unsupervised Deep Clustering: Traditional clustering algorithms such as K-Means (Macqueen 1967) and Gaussian Mixture Models (Celeux and Govaer 1995) do not perform well with larger datasets due to their inability to learn representations in higher dimensions (Steinbach, Ertöz, and Kumar 2003). This drawback led to methods such as DEC (Xie, Girshick, and Farhadi 2015) that use neural networks to perform efficient clustering. While DEC learns a mapping from the data space to a lower-dimensional feature space where it iteratively optimizes a clustering objective, JULE (Yang, Parikh, and Batra 2016) follows a recurrent process where it progressively merges data points and uses the clustering results as a supervisory signal to learn a more discriminative representation by a neural network. Although works like DEC do not surpass modern methods in terms of clustering performance, the ideas introduced in this work are inspiring. Similar ideas have also motivated successes in other domains, such as text clustering (Hadifar et al. 2019; Zhang et al. 2021). Likewise, DeepCluster (Caron et al. 2018) groups the features using k-means and trains a convolutional neural network with the cluster indices for representation learning. However, a significant drawback with such two-stage methods is that the performance deteriorates due to errors accumulated during the alternation. Moreover, the successes of these methods in online scenarios are limited as they need to perform clustering on the entire dataset.

Subsequently, there have been more recent works that perform end-to-end clustering and achieve state-of-the-art results. For example, IIC (Ji, Henriques, and Vedaldi 2018) maximizes the mutual information between the class assignments of two different views of the same image to learn representations that preserve what is shared between the views while discarding instance-specific details. PICAS (Huang, Gong, and Zhu 2020) learns the most semantically plausible data separation of the clustering solution by performing partition confidence maximization.

In a more recent approach, Contrastive Clustering(CC) (Li et al. 2021) performs instance and cluster level contrastive learning in the row and column space, respectively, by maximizing the similarities of positive pairs while minimizing those of negative ones. This work uses a SimCLR-like loss and incorporates an entropy term to avoid collapse to a trivial solution. Inspired by similar ideas, our work builds upon instance-wise contrastive learning along with additional components, creating an ensemble learning algorithm for deep clustering.
Figure 1: Model Architecture: Two augmented views of one image are processed by $f$(backbone) followed by $g_I$(instance-wise contrastive head) for computing the Instance loss. A raw input sample is fed to $f$(backbone) followed by $g_C$ and $g_T$ for computing the Cluster loss. A combination of the raw input representations and augmented representations($h_0^I$, $h_1^I$ and $h_2^I$) is fed to $g_C$ for computing the anchor loss. The net loss is computed using the Instance loss, Cluster loss and Anchor loss.

Our method considers CC as the baseline and outperforms it on all datasets considered.

Analogously, IDFD (Tao, Takagi, and Nakata 2021) combines instance discrimination and softmax-formulated decorrelation constraints, simultaneously learning representations and clustering, and ConCURL (Deshmukh et al. 2021) performs deep clustering by building a consensus on multiple clustering outputs, both yielding state-of-the-art results. Besides, there have been recent works (Gansbeke et al. 2020; Niu and Wang 2021) that do not perform end-to-end clustering. For example, SCAN (Gansbeke et al. 2020) uses embedding features of the representation learning model for computing the instance similarity, consequently using the learned representations for finding the closest images to an anchor image using the nearest samples; SPICE (Niu and Wang 2021) generates pseudo-labels via self-learning and directly uses the pseudo-label-based classification loss to train a deep clustering network, which requires a fair amount of supervised pre-training of parameters.

**Model**

As illustrated in Figure 1, our method consists of three jointly learned components along with their respective losses. These components include an instance-wise contrastive head, a clustering head, and an anchor head. Additionally, we employ a backbone network that generates a mapping to a lower-dimensional representation space, followed by the corresponding components, thus computing the contrastive, clustering, and anchor losses. Furthermore, our framework utilizes augmented data in addition to the raw images, which are mainly applicable for computing the contrastive and anchor losses. In this section, we will explain the details of each of these components, an instance-wise contrastive head, a clustering network, an anchor network, and ultimately define the ensemble loss used for training the network end-to-end.

**Backbone**

We choose the commonly used ResNet34 (He et al. 2015) as the backbone for our network, denoted by $f(\cdot)$, owing to its success in contrastive learning and for a fair comparison with our baseline. The neural network $f(\cdot)$ extracts representations in a lower-dimensional space for the input samples. Besides, we use a data augmentation module that produces two correlated views, denoted by $x_1$ and $x_2$ for every input sample $x$. Since data augmentation plays a critical role (Chen et al. 2020) in achieving good performance for downstream tasks, we use Resized Crop, Color Jitter, Grayscale, Horizontal Flip, and Gaussian Blur similar to (Li et al. 2021) and apply them stochastically and independently with the same settings as SimCLR (Chen et al. 2020). We pass the augmented and original input samples through the backbone network $f(\cdot)$, generating $f(x_1) = h_1$, $f(x_2) = h_2$, and $f(x_0) = h_0$, respectively. While the anchor head requires the augmented as well as raw input samples, the instance-wise contrastive head and clustering head require only $h_1$ and $h_2$, and $h_0$, respectively.
Instance-wise Contrastive Head

We choose a neural network $g_i(\cdot)$ that maps representations to the latent space where the instance-wise contrastive loss gets applied. We use the representations of the augmented data samples as the input to the instance-wise contrastive head, namely, $h_1$ and $h_2$. This contrastive head aims to maximize the similarity of positive pairs while penalizing the negative ones. Formally, given a minibatch $B$ of size $N$, we generate two data augmentations resulting in a minibatch $B^a$ with $2N$ data samples $\{x_1, x_2, \ldots, x_N, x'_1, x'_2, \ldots, x'_N\}$. Let $x_k$ belongs to $B^a$, be the first augmentation of the $k^{th}$ input sample in $B$, and $x'_{k}$ be the second augmentation of the $k^{th}$ input sample from $B$. We consider $\{x_k^1, x_k^2\}$ as a positive pair in the minibatch and the remaining $2N-2$ examples as negative pairs. For the $k^{th}$ sample in minibatch $B^a$, the backbone layer generates representations for a positive pair $\{h_k^1, h_k^2\}$ along with $2N-2$ negative pairs. Thus, the contrastive head $g_i(\cdot)$ takes these representations as inputs producing $z_k^1 = g_i(h_k^1)$. We choose a two-layer MLP, with one hidden layer, thus reducing the induced information loss by projecting the feature matrix into a subspace via $z_k^1 = g_i(h_k^1) = W(2)g(W(1)h_k^1)$ where $\sigma$ denotes the ReLU non-linearity. Thus, without loss of generality, for a sample $x_k^1$, we apply the following loss:

$$l_{i}^{1} = -\log \frac{\exp\left(\psi(z_k^1, z_k^2) / \tau\right)}{\sum_{j=1}^{N} \left[\exp\left(\psi(z_k^1, z_j^2) / \tau\right) + \exp\left(\psi(z_k^2, z_j^2) / \tau\right)\right]}$$

where $\tau$ denotes the instance-wise contrastive learning temperature parameter which is set to 0.5 and $\psi(x, y)$ computes the pairwise similarity computed measure by the cosine distance, i.e,

$$\psi(z_k^1, z_k^2) = \frac{(z_k^1) \cdot (z_k^2)^T}{\|z_k^1\| \|z_k^2\|}$$

To compute the net instance loss, we compute $l_{i}^{1}$ for all the augmented samples in the minibatch $B^a$,

$$L_{\text{Instance}} = \sum_{i=1}^{N} \left( l_{i}^{1} + l_{i}^{2} \right) / 2N$$

Clustering network

While the contrastive head brings similar instances closer, the clustering head maximizes agreement between semantically closer samples, thereby bringing samples that cluster together, resulting in compact clusters. Given $K$ initial cluster centroids $\{\mu_k\}_{k=1}^{K}$ computed using $K$-Means, we perform a two-phase parameter optimization. In the first phase, we compute soft cluster assignments by using the Student’s t-distribution [van der Maaten and Hinton 2008] as a kernel to measure similarity between embedding $h_i$ and centroid $\mu_j$:

$$q_{ij} = \frac{\left(1 + \|h_i - \mu_j\|^2 / \alpha\right)^{-\alpha/2}}{\sum_{j'} \left(1 + \|h_i - \mu_{j'}\|^2 / \alpha\right)^{-\alpha/2}}$$

where $h_i = f(x_i)$ where $x_i \in B$, which denotes a minibatch with unaugmented samples, $\alpha$ are the degrees of freedom, and $q_{ij}$ is the probability of assigning sample $i$ to cluster $j$. We set $\alpha = 1$ for all our experiments as per [van der Maaten and Hinton 2008]. In the second phase, we iteratively refine the cluster centers by learning from high confidence assignments using an auxiliary target distributed inspired by [Xie, Girshick, and Farhadi 2015]. Specifically, the auxiliary target distribution $p_{ij}$ is defined as follows:

$$p_{ij} = \frac{q^2_{ij}/f_j}{\sum_{j'} q^2_{ij'}/f_{j'}}$$

where $f_j = \sum_j q_{ij}$ are soft cluster frequencies approximated within a minibatch $B$. This target distribution fosters learning with high confidence by first raising $q_{ij}$ to the second power, resulting in finer soft probabilities and then normalizing by the cluster frequency, handling any implicit bias introduced due to imbalanced clusters. Consequently, we define our clustering objective as a KL divergence loss between the cluster assignments $q_i$ and target distribution $p_i$. 

---

**Algorithm 1:**

**Input:** dataset $X$; training epochs $E$; batch size $N$; temperature parameter $\tau$; $M$ clusters; structure of $T, f, g_C, g_T$

**Output:** cluster assignments

// Train
for epoch = 1 to $E$ do
  for $i \in \{1, \ldots, N\}$ do
    sample a minibatch $B$;
    /* store raw sample */
    $x_0^i = x_i$;
    sample two augmentations $T^1 \sim T, T^2 \sim T$;
    /* generate augmentations */
    $x_1^i = T^1(x_i)$;
    $x_2^i = T^2(x_i)$;
    generate representations as follows;
    /* instance */
    $h_1^i = f(x_1^i)$, $h_2^i = f(x_2^i)$;
    $z_1^i = g_i(h_1^i)$, $z_2^i = g_i(h_2^i)$;
    /* cluster */
    $h_0^i = f(x_0^i)$;
    $q_0^i = g_C(h_0^i)$, $p_i = g_T(q_0^i)$;
    /* anchor */
    $h_0^i = f(x_0^i)$, $h_1^i = f(x_1^i)$, $h_2^i = f(x_2^i)$;
    $q_i = g_C(h_1^i)$, $q_i^e = g_C(h_1^i)$, $q_i^a = g_C(h_2^i)$;
    compute $L_{\text{Instance}}, L_{\text{Cluster}}$ and $L_{\text{Anchor}}$;
    compute overall loss $L_\text{Total}$;
    update $f, g_C, g_T$ to minimize $L_\text{Total}$;
  end for
end for

// Test
for $x \in X$ do
  $h = f(x)$; // generate embeddings
  $p = g_C(h)$; // cluster probability
  assign $x$ to cluster $c$ using $p$;
end for
To compute the net anchor loss, we compute \( L_{\text{Anchor}} \) as follows:

\[
L_{\text{Anchor}} = \frac{1}{N} \sum_{i=1}^{N} l_i^A
\]

as follows:

\[
l_i^C = KL[p_i||q_i] = \sum_i^N \sum_j p_{ij} \log \frac{p_{ij}}{q_{ij}}
\]

To compute the net clustering loss, we compute \( l_i^C \) for all the samples in minibatch \( B \),

\[
L_{\text{Cluster}} = \frac{1}{N} \sum_{i=1}^{N} l_i^C
\]

**Anchor network**

While the clustering loss brings semantically closer clusters together, it only performs parameter optimization over a minibatch \( B \) that consists of raw image samples. We propose an anchor loss such that cluster assignments for raw samples explicitly maximize agreement with augmented cluster assignments using an aggregated KL divergence loss. Let the anchor distribution for the \( i \)th sample be \( q_i^0 \), and \( q_i^1 \) and \( q_i^2 \) denote the augmented cluster assignments. While the Jenson-Shannon divergence (JSD) produces a symmetrized and smoothed version of KL divergence by considering the mixture distribution of two probability distributions, we pair an anchor distribution with two probability distributions that smoothens the combined KL divergence loss without changing the structure and symmetry of the objective function. More specifically, we compute the loss as follows:

\[
l_i^A = KL[q_i^0||q_i^1] + KL[q_i^0||q_i^2]
\]

To compute the net anchor loss, we compute \( l_i^A \) for all the samples in minibatch \( B \),

\[
L_{\text{Anchor}} = \frac{1}{N} \sum_{i=1}^{N} l_i^A
\]

**Objective function**

Optimizing the instance-wise contrastive head, clustering network, and the anchor network is one-state and end-to-end learning. In summary, the overall objective is the cumulative sum of the contrastive loss, clustering loss, and anchor loss as follows:

\[
L_{\text{Total}} = \alpha L_{\text{Instance}} + \beta L_{\text{Clustering}} + \gamma L_{\text{Anchor}}
\]

where \( \alpha, \beta \) and \( \gamma \) denote the weight parameters to balance out losses for better performance (Grill et al. 2020b). Although we don’t conduct an extensive tuning of these hyperparameters, we observe that setting \( \alpha = 20, \beta = 0.1, \) and \( \gamma = 0.1 \) prioritizes instance-wise contrastive learning early on and fine-tunes the clusters with the clustering and anchor loss, yielding reasonably high accuracy. Having a higher weight for contrastive learning loss helps in learning effective representations and influences the movement of the gradient towards the spectrum of the global optimum. In contrast, the clustering and anchor weights help fine-tune the cluster centers once the gradient is within the narrow horizon for achieving good clustering. Another viable option is considering a more complicated learning schedule with a drop in alpha as time progresses, while values of beta and gamma increase. However, we omit this in our work since the existing more straightforward schedule performs well.

### Results

We evaluate our proposed framework on four challenging image datasets. Table 2 summarizes each of these datasets. While we use both the training and testing data for CIFAR-
Table 2: Summary of datasets

| Dataset        | Split         | Samples | Classes |
|----------------|---------------|---------|---------|
| CIFAR-10       | Train+Test    | 60K     | 10      |
| ImageNet-10    | Train         | 13K     | 10      |
| ImageNet-Dogs  | Train         | 19.5K   | 15      |
| Tiny-ImageNet  | Train         | 100K    | 200     |

10, we only use the training set for ImageNet-10, ImageNet-Dogs, and Tiny-ImageNet.

Implementation Details

We implement our model using PyTorch (Paszke et al. 2019). We choose ResNet34 as our network backbone for a fair comparison with our baseline. Besides, we resize all images to 224 x 224, followed by respective image transformations for generating augmented data. We omit Gaussian Blur augmentation for CIFAR-10 and Tiny ImageNet since datasets with small image samples tend to get blurred. Thus, our minibatch generator yields a minibatch with a set of raw image samples as well as a pair of augmented data samples. For the instance-wise contrastive head, we use a linear layer that takes input features of 512 dimensions produced by the backbone and outputs vectors of size 128 dimensions, performing a mapping to lower-dimensional latent space for computing the contrastive loss. We choose the instance-level temperature parameter as $\tau = 0.5$ for optimizing the contrastive loss. For the clustering head, we initialize a linear network with learnable parameters depending on the number of clusters; thus, our clustering head is of size $512 \times K$, where 512 features are output from the backbone and $K$ indicates the number of clusters. We choose $\alpha = 1$ for all datasets similar to (Xie, Girshick, and Farhadi 2015). We use Adam (Kingma and Ba 2015) as the optimizer with a learning rate of 0.0003 without any weight decay for the entire model. Due to memory limitations, the batch size is set to 128; however, we train the model longer (2000 epochs) to compensate for the smaller batch size (Chen et al. 2020). We conduct our experiments using Nvidia Tesla V100 32G and it takes around 70 hours to train our model for 1000 epochs on the CIFAR-10 dataset.

Evaluation Metrics: For performing a comparative assessment, we consider three metrics, namely, Normalized Mutual Information(NMI), Accuracy(ACC), and Adjusted Rand Index(ARI), for evaluating our method. For these metrics, a higher value indicates better clustering. We report these metrics on the cluster centers predicted as well as on the learned representations by extracting features from the instance-wise contrastive head followed by K-Means.
Comparison with State-of-the-art

We demonstrate that our framework can achieve highly competitive performance on image clustering by evaluating on four challenging image datasets and performing a comparative study. For benchmarking, we consider state-of-the-art clustering approaches, including K-Means (Macqueen), SC (Zelnik-manor and Perona), AE (Bengio et al.), DAE (Vincent et al.), DCGAN (Radford, Metz, and Chintala), VAE (Kingma and Welling), JULE (Yang, Parikh, and Batra), DEC (Xie, Girshick, and Farhadi), DAC (Chang et al.), ADC (Haeusser et al.), DDC (Chang et al.), DCCM (Wu et al.), PI-CA (Huang, Gong, and Zhu), CC (Li et al.) Single-Noun Prior (Cohen and Hoshen), ConCURL (Deshmukh et al.), and IDFD (Tao, Takagi, and Nakata). As shown in Table 1, our model, either the representations learned by K-Means or the clusters predicted, outperforms the chosen baseline (CC) across all datasets on all metrics. Moreover, there is almost a 7-8% increase in the NMI score on the CIFAR-10 dataset, which is substantial given the already high NMI score achieved using CC. As shown in Figure 2, along with NMI and Accuracy increasing, the inter-cluster distance also increases with time, proving that our model converges, producing well-separated clusters. Besides, we observe that while the model representation gives higher scores on the ImageNet-Dogs and Tiny-ImageNet datasets, the end-to-end clusters predicted fare better on the CIFAR-10 and ImageNet-10 datasets. While the model is robust, we suppose that a more thorough hyperparameter optimization would allow better clustering scores over the representations learned for different datasets since the number of classes and the inherent structure of the data have a profound impact on the gradients and the net ensemble loss. We also observe that our framework has comparable performance with scores reported in more recent approaches such as ConCURL, Single-Noun Prior, and IDFD. Each method is a better performer across various metrics and different datasets.

Qualitative Study

While quantitative metrics such as NMI and Accuracy, combined with the increase in the inter-cluster distance over time, show the efficacy of our framework, we compute the t-SNE plots over time to evaluate the learned representations. We determine these embeddings using the output of the instance-wise contrastive head and perform cluster assignments using the predicted cluster centers. The results in figure 3 show that our model converges well since the cluster assignments become more distinct and separated over time, transitioning from one big block to scattered features grouped together based on labels.

Ablation Study

Importance of Data Augmentations: We reaffirm the importance of data augmentations (Chen et al., 2020) by observing that our method relies upon data augmentations for achieving better clustering. In Table 3, $T(x)$ denotes augmented data, and $x_0$, $x_1$, $x_2$ are the respective inputs, along with the clustering scores on the CIFAR-10 dataset. We also follow that while augmenting data is critical for instance-wise contrastive learning, it is not necessary, in fact, detrimental, for our clustering network.

Effect of respective losses: To prove the effectiveness of the three components in our framework, we conduct an ablation study on the CIFAR-10 dataset by discarding certain losses, as shown in Table 4. We use the representation followed by K-means to compute the metrics for the case with only the instance-wise contrastive head. The results suggest that the cluster and anchor loss are essential components.

Effect of Anchor Objective function: While the previous ablation shows the necessity of each component, we conduct another ablation study on the CIFAR-10 dataset with other potential functions for proving the chosen anchor objective’s effectiveness. Our experiments show that pushing the anchor assignments to each augmented assignment using an aggregated KL divergence loss gives the best results.

### Table 3: Effect of data augmentations

| Input($x_0$, $x_1$, $x_2$) | NMI   | ACC   | ARI   |
|---------------------------|-------|-------|-------|
| $x + x + x$               | 0.038 | 0.163 | 0.197 |
| $T(x) + T(x) + T(x)$      | 0.679 | 0.707 | 0.537 |
| $x + T(x) + T(x)$         | 0.772 | 0.805 | 0.698 |

### Table 4: Effect of each loss on the CIFAR-10 dataset

| Loss                          | NMI   | ACC   | ARI   |
|-------------------------------|-------|-------|-------|
| Instance                      | 0.699 | 0.782 | 0.616 |
| Instance + Cluster            | 0.729 | 0.764 | 0.630 |
| Instance + Cluster + Anchor   | 0.772 | 0.805 | 0.698 |

### Table 5: Effect of different Anchor objective functions

| Function                                   | NMI   | ACC   | ARI   |
|--------------------------------------------|-------|-------|-------|
| $\text{JS}D[q_1^i || q_2^i]$               | 0.730 | 0.768 | 0.617 |
| $\text{KL}[p_1^i || q_1^i] + \text{KL}[p_2^i || q_2^i]$ | 0.728 | 0.749 | 0.641 |
| $\text{KL}[p_1^i || q_2^i] + \text{KL}[p_2^i || q_1^i]$ | 0.718 | 0.651 | 0.578 |
| $\text{KL}[q_1^i || q_1^i] + \text{KL}[q_2^i || q_2^i]$ | 0.772 | 0.805 | 0.698 |

Conclusion

We proposed a new method for image clustering using deep embeddings and contrastive learning, with an ensemble loss that depends on instance-wise contrastive learning, clustering, and an anchor component. This framework can be viewed as an unsupervised technique to learn relevant representations efficiently. Our empirical evaluation on four datasets shows the ability of our framework to generalize and produce high evaluation scores, with up to 7-8 percentage points NMI gain on the CIFAR-10 dataset. The proposed framework shows that its promising to use multiple synergetic elements that focus on different features, providing scope to learn better representations. For future work, we plan to assist the training using weak supervision, promoting learning better representations.
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