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1. Introduction

Let \( \Gamma \) be a group, and \( D \) a category. A weak action of \( \Gamma \) on \( D \) is a map
\[
\psi : \Gamma \to \text{Aut}(D), \quad g \mapsto \psi_g,
\]
from \( \Gamma \) to the auto-equivalences of \( D \), such that for all \( h, g \in \Gamma \), \( \psi_g \psi_h \cong \psi_{gh} \). In a genuine action of \( \Gamma \), one also specifies isomorphisms \( \alpha_{g,h} : \psi_g \psi_h \to \psi_{gh} \) and requires them to satisfy an associativity constraint. Though the entirety of this paper is concerned only with a single weak action, the one we consider can be made genuine, and it is worth noting from the outset the importance of genuine actions. If \( k \) is a field and the category \( D \) is enriched in finite dimensional \( k \)-vector spaces, we say that \( \psi \) is a 2-representation of \( \Gamma \).

Let \( \text{Aut}(D) \) denote the group of isomorphism classes of auto-equivalences of \( D \). Given a weak action of \( \Gamma \) on \( D \), the induced map \( [\psi] : \Gamma \to [\text{Aut}(D)] \) is a group homomorphism.

It often happens in examples that the category \( D \) is also triangulated, with \( \Gamma \) acting by triangulated auto-equivalences. We can then restrict even more and ask that the triangulated category \( D \) be finitely-generated, which means that there are finitely many objects of \( D \) with the property that the smallest full triangulated subcategory containing all of them is \( D \) itself. We then arrive at the following definition.

Definition 1. A group \( \Gamma \) is 2-linear if \( \Gamma \) admits a 2-representation \( \psi \) on a finitely-generated \( k \)-linear triangulated category such that the associated group homomorphism \( [\psi] \) is injective.

This notion of a 2-linear group is analogous to the notion of a linear group, which is one that embeds into the group of invertible endomorphisms of a finite-dimensional \( k \)-vector space. In the last twenty years a number of explicit examples of 2-representations of groups on triangulated categories have appeared in representation theory, symplectic and algebraic geometry, and mathematical physics. Often in these examples, however, it is the triangulated category that is of interest, with the group and its 2-representation appearing mainly as organizing objects. Moreover, despite the existence of interesting examples, the class of 2-linear groups remains somewhat understudied as a chapter of combinatorial and geometric group theory. For example, almost nothing is known at present about the group theoretic consequences of 2-linearity, and it is not at all clear how different the classes of 2-linear and linear groups are from one another. Nevertheless, it appears that the class of 2-linear groups is very rich. In particular, the following groups are either known or conjectured to be 2-linear.

- **Coxeter groups and their braid groups.** Coxeter groups themselves are 2-linear\(^1\) while their groups are known to be 2-linear in some important special cases \([9, 15]\).

\(^1\)The 2-linearity of a Coxeter group \( W \) of simply-laced type follows, for example, from work of Frenkel-Khovanov-Schiffmann \([12]\). The underlying triangulated category in the FKS 2-representation is a category of matrix factorizations over a non-commutative zigzag algebra. The Grothendieck group of this
In [25], Rouquier conjectures that the 2-representation of an arbitrary Artin-Tits braid group on the homotopy category of Soergel bimodules is faithful.

- **Mapping class groups of surfaces.** The theory of bordered Floer-homology of Lipshitz-Oszvath-Thurston provides faithful 2-representations of mapping class groups of surfaces with boundary [22]. As far as we are aware, it is an open problem to show that the mapping class groups of closed surfaces are 2-linear. The question of group-theoretic consequences of 2-linearity was first posed by Lipshitz-Oszvath-Thurston.

- **Fundamental groups of complexified hyperplane arrangements.** Many of the organizing functors (twisting, shuffling, wall-crossing, cross-walling,...) of geometric representation theory and symplectic-algebraic geometry produce 2-representations of these fundamental groups. Of particular interest here are the 2-representations of fundamental groups on the derived category of category O for a symplectic resolution [5, 7, 8, 23]. It is an open question to determine when these 2-representations are faithful.

The n-strand Artin braid group $B_n$ is perhaps the best studied example from the point of view of 2-linearity, and $B_n$ appears as an entry in each of the three classes described above. The existing literature on 2-representations of $B_n$ also motivates the interest in studying explicit faithful 2-representations in detail. For the first non-trivial example of a representation of $B_n$ on a vector space – the Burau representation – is not faithful except for small $n$. Moreover, although the group $B_n$ is known to be linear by work of Bigelow and Krammer [6, 19], studying $B_n$ via the Bigelow-Krammer representation is difficult. On the other hand, the first non-trivial example of a 2-representation of $B_n$ – the categorification of the Burau representation – is already faithful, as was shown first by Khovanov-Seidel [18] and, for $n = 3$, Rouquier-Zimmermann [26]. Moreover, much of the rich mathematics related to the braid group is readily visible from the lens of this first faithful 2-representation. (See, for example, [18, 28, 20, 9, 3], each of which contains a explanation of how some structure of interest in the study of the braid group appears in the categorified Burau representation.)

The goal of the current paper is to define and study what we feel is a basic and prototypical example of a faithful 2-representation of a group. We construct a faithful 2-representation of the free group $F_n$ and explore how some of the structure of $F_n$ appears from the homological algebra of this 2-representation. Our underlying category $\mathcal{D}$ is the homotopy category of projective modules over a finite dimensional $k$-algebra $\hat{A}$, where $k$ is a field of characteristic 0. This algebra, which is an example of a zigzag algebra, is the Koszul dual of the preprojective algebra of the doubled complete graph (see Section 4.1). Our main result, which establishes the 2-linearity of $F_n$, is the following.

**Theorem 1.1.** The action of $F_n$ on $\mathcal{D}$ is faithful.

The zigzag algebra $\hat{A}$ has $n$ indecomposable projective modules $P_1, \ldots, P_n$, and the Seidel-Thomas spherical twists in these objects define the action of the standard generators of $\sigma_1, \ldots, \sigma_n$ of $F_n$. If spherical objects $E_1, E_2$ have no morphisms between them, then the associated spherical twists $\Phi_{E_1}$ and $\Phi_{E_2}$ will commute; when there is a one-dimensional space of morphisms between them, on the other hand, the spherical twists will braid. Thus, if the spherical twists in objects $P_1, \ldots, P_n$ are to generate a free action of $F_n$, the dimensions 2-representation is the reflection representation of $W$, which is known to be faithful. One can give a similar construction for other Coxeter groups using matrix factorizations of Soergel bimodules.
of morphism spaces between each pair of the generating spherical objects must be at least 2. Our algebra $\hat{A}$ is constructed so that $\dim \text{Hom}(P_i, P_j) = 2$ for all $i, j = 1, \ldots, n$. From this point of view, our main result Theorem 1.1 below is somewhat analogous to a theorem of Keating [17], who proves that if $L$ and $L'$ are two non-quasi-isomorphic Lagrangian spheres in a symplectic manifold $M$ with $\dim \text{Hom}(L, L') = 2$ in the Fukaya category of $M$, then the Dehn twists in $L$ and $L'$ generate a free group of rank 2 inside the symplectomorphism group of $M$.

Our proof of Theorem 1.1 is by ping pong. After establishing Theorem 1.1, we devote the remaining sections to describing how other structure of interest in the mathematics of the free group appears in the representation theory of the zigzag algebra $\hat{A}$. For instance, we describe is how two different monoids in $F_n$ arise as stabilizers of “non-negative” subcategories of the category $\mathcal{D}$. These non-negative subcategories, in turn, arise from non-negative gradings on the zigzag algebra. For example, one grading on $\hat{A}$ – the $\tilde{o}$-grading – gives rise to a subcategory $\mathcal{D}_{\geq 0} \subset \mathcal{D}$ with the property that $g \in F_n$ preserves $\mathcal{D}_{\geq 0}$ if and only if $g$ is in the standard positive monoid generated by $\sigma_1, \ldots, \sigma_n$. This particular grading is used crucially in our ping pong proof of Theorem 1.1. Another grading on $\hat{A}$ – the $\bar{o}$-grading – gives rise to a different subcategory $\mathcal{D} \subset \mathcal{D}_{\geq 0}$ with the property that $g(\mathcal{D} \subset \mathcal{D}_{\geq 0}$ if and only if $g$ is in the dual positive monoid $F_n^+$ of $F_n$ defined by Bessis in [4]. In fact, the ping pong construction used in the proof Theorem 1.1, which uses the baric structure determined by the $\bar{o}$-grading, has a dual analog which uses the $\tilde{o}$-grading and the Bessis monoid. The appearance of the Bessis monoid in relation to the $\bar{o}$-grading hints at a close relationship between the $\bar{o}$-graded representation theory of $\hat{A}$ and the topology of the punctured disk (whose fundamental group is the free group). This relationship is partially explored in Section 6 (see, for example, Proposition 6.4).

The categories $\mathcal{D}_{\geq 0}(\tilde{o})$ and $\mathcal{D}_{\geq 0}(\bar{o})$ are both the non-negative parts of baric structures in the sense of Achar-Treumann [1]. At the end of the paper we use the compatibility of monoids and baric structures to give homological interpretations of the standard and Bessis dual word-length metrics on $F_n$ in Theorems 7.1 and 7.2. These theorems equate the relevant word length of $g \in F_n$ with the associated “baric spread” of $g$ in its action on $\mathcal{D}$.

A third grading on $\hat{A}$, the Koszul path-length grading, gives rise to a $t$-structure $(\mathcal{D}_{\geq 0}, \mathcal{D}_{\leq 0})$. Just as for the baric subcategory $\mathcal{D}_{\geq 0}(\tilde{o})$, a group element $g \in F_n$ preserves the subcategory $\mathcal{D}_{\geq 0}$ if and only if $g$ is in the standard positive monoid. However, the metric on the free group determined by this $t$ structure is different than the metrics defined by baric structures, and the little bit we know about it is mentioned at the end of the paper. It would be interesting to give a combinatorial description, without direct reference to the category $\mathcal{D}$, of this exotic metric.

The construction of the zigzag algebra $\hat{A}$ and the action of $F_n$ on the homotopy category of projective $\hat{A}$ modules is very similar to a number of earlier constructions of braid and Artin-Tits group actions on representation categories of quivers [14, 18, 25, 26]. Analogs of some aspects of this paper should exist for arbitrary Artin-Tits braid groups, and we plan to write about special cases of spherical and right-angled Artin-Tits groups in [21] and [20], respectively. In the remainder of the introduction we give a more detailed explanation of the contents of the paper.
1.1. Contents. In Section 2 we collect some information about the free group to be used later, including the definition of reflections in $F_n$, the Bessis monoid $F_n^+$, and the Hurwitz action of $B_n$ on reduced expressions for the Coxeter element $\gamma = \sigma_1 \cdots \sigma_n$.

In Section 3, we recall Klein’s ping pong lemma and state a dual ping pong lemma using the Bessis monoid $F_n^+$. The point of both of these lemmas is to formulate conditions which guarantee that an action of $F_n$ on a set is free. A notable point about the dual ping pong lemma is that it only requires studying the positive Bessis monoid $F_n^+$ and not the entire free group. Our formulation of dual ping pong using $F_n^+$ is motivated by a similar formulation for the positive monoid of the braid group $B_n$ used by Krammer in [19].

In Section 4 we begin by defining the zigzag algebra $\widehat{\Lambda}$, introduce several gradings on it, and discuss some basic properties of the homotopy category of (graded) projective $\widehat{\Lambda}$ modules. We then define the relevant baric and $t$-structures on this triangulated category. Finally, the 2-representation $\Psi : F_n \to \text{Aut}(D)$ is defined in Section 4.8.

The proof of Theorem 1.1 is given in Section 5 and it is by ping pong. Crucial in the construction is the non-negative $\tilde{o}$-grading of the zigzag algebra arising from a specific orientation $\tilde{o}$ of the doubled complete graph; this grading induces a baric structure on $D$, and we use the slices of this baric structure to construct the non-empty disjoint sets required for the application of the ping pong lemma. As a consequence, we obtain a homological realization of the standard word-length metric on $F_n$, which we formulate at the end of the paper in Theorem 7.1.

In Section 6, we revisit the relationship between the free group and the category $D$ from the point of view of the $\tilde{o}$-grading of the zigzag algebra and the associated baric structure on $D$. Here the appearance of the free group as the fundamental group of the punctured disk becomes important. The main result here is Proposition 6.6, which plays dual ping pong using complexes of projective modules. (Since they are not needed for the proof of Theorem 1.1 a few of the proofs in Section 6 are sketched rather than written out completely.) A corollary of Proposition 6.6 is that we obtain a homological realization of the word-length metric in the simple Bessis generators of $F_n$; the precise statement is written in Theorem 7.2. An important part of the setup for dual pingpong is the Hurwitz action of the braid group $B_n$ on reduced reflection expressions for $\gamma = \sigma_1 \cdots \sigma_n$ and a parallel action of $B_n$ on spherical collections in $D$ (see Section 6.1). The action of $B_n$ on spherical collections in $D$ is similar to (and motivated by) constructions of Bridgeland in [10]. The final subsection of the paper constructs the exotic metric on $F_n$, explains the little bit we know about it, and poses the question of describing it combinatorially.
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2. The Free group

In this section we collect some information about the free group. We recall the definitions of reflections in $F_n$, the positive monoid $F_n^+ \subset F_n$ defined by Bessis, and the Hurwitz action of the $n$-strand Artin braid group $B_n$ on reduced reflection expressions for the Coxeter element $\gamma = \sigma_1 \ldots \sigma_n$.

2.1. The positive monoid of Bessis. Our presentation in this section closely follows that of [4], and we refer the reader there for further information regarding the positive monoid and quasi-Garside structure of $F_n$.

We fix $n + 1$ distinct points $x_0, x_1, \ldots, x_n \in \mathbb{C}$, and set

$$F_n := \pi_1(\mathbb{C} - \{x_1, \ldots, x_n\}, x_0).$$

It is convenient to choose $x_0 = -1$, and $x_i$ for $i \neq 0$ purely imaginary, with

$$-1 < \text{im}(x_1) < \cdots < \text{im}(x_n) < 1,$$

so that the points $\{x_1, \ldots, x_n\}$ lie on a vertical line segment inside the unit disc. The unit circle itself, traversed counterclockwise starting at $x_0 = -1$, defines an element $\gamma \in F_n$. We refer to $\gamma$ as a Coxeter element of $F_n$, since it's image in the Coxeter group $W_n = F_n/\langle \sigma_i^2 \rangle$ is a Coxeter element of $W_n$. In terms of the standard generators $\sigma_1, \ldots, \sigma_n$, we have

$$\gamma = \sigma_1 \sigma_2 \ldots \sigma_n.$$

A connecting path is a continuous map $f : [0, 1] \to \mathbb{C}$ such that $f(0) = x_0$, $f(1) = x_i$ for some $i = 1, \ldots, n$, and $t \neq 1 \implies f(t) \notin \{x_1, \ldots, x_n\}$. Given a connecting path $f$, we may assign an element $r_f \in F_n$ as follows: begin at $f(0) = x_0$, travel close to $f(1)$ via the connecting path, make a counterclockwise turn around a small circle centred at $f(1)$, and then return to $x_0$ by traversing $f$ backwards. A $\gamma$-reflection of $F_n$ is an element $r \in F_n$ such that there is a connecting path $f$ such that $r = r_f$. For example, the standard generators $\sigma_1, \ldots, \sigma_n$ of $F_n$ are $\gamma$-reflections, and the corresponding connecting paths are drawn in Figure 1. (Note that the inverses $\sigma_1^{-1}, \ldots, \sigma_n^{-1}$ are not $\gamma$-reflections.) Another connecting path $f$ given in Figure 2; it corresponds to the $\gamma$-reflection $g^{-1} \sigma_2 g$, with $g = \sigma_3^{-1} \sigma_1 \sigma_3 \sigma_2 \sigma_1$.

We denote by $F_n^+$ the Bessis monoid, which is the submonoid of $F_n$ generated by the $\gamma$-reflections. The Bessis monoid $F_n^+$ has a divisibility partial ordering: for $f, g \in F_n^+$,

$$f \leq g \iff \exists h \in F_n^+, fh = g.$$
Figure 2. The $\gamma$-reflection $(\sigma_1^{-1}\sigma_2^{-1}\sigma_3^{-1}\sigma_4^{-1}\sigma_3)\sigma_2(\sigma_3^{-1}\sigma_4\sigma_3\sigma_2\sigma_1)$

In fact, there exists $h \in F_n^+$ with $fh = g$ if and only if there exists $h' \in F_n^+$ with $h'f = g$, so the partial order defined above does not depend on the choice of left or right divisibility. If $f \leq g$, we say that $f$ divides $g$.

A slightly larger generating set for $F_n^+$, which includes the $\gamma$-reflections and which plays a prominent role later, is the interval in the Bessis monoid between 1 and the Coxeter element. We denote this set by $Be^+$:

$$Be^+ := \{g \in F_n^+: 1 \leq g \leq \gamma\}.$$  

We refer to elements of $Be^+$ as simple Bessis elements of $F_n^+$.

A crucial property of the Bessis monoid $F_n^+$ is that it is a lattice, that is, has greatest common divisors and least common multiples. In particular, for any element $g \in F_n^+$, there exists a unique left factor $lf(g) \in Be^+$ such that

- the left factor $lf(g)$ divides $g$, and
- for all simple Bessis elements $x \in Be^+$, if $x$ divides $g$, then $x$ divides $lf(g)$.

The corresponding left-greedy normal form of $g \in F_n^+$ is defined to be the unique expression for $g$ as a product

$$g = y_1y_2\ldots y_k$$

with $y_i \in Be^+$ and $y_i = lf(y_iy_{i+1}\ldots y_k)$ for all $i = 1,\ldots, k$.

2.2. The Hurwitz action of $B_n$ on reduced reflection expressions of $\gamma = \sigma_1\ldots\sigma_n$. 

For any $(g_1,\ldots, g_n) \in F_n^{\times n}$, set

$$\tau_i(g_1,\ldots, g_n) = (g_1,\ldots, g_{i-1}, g_i g_{i+1} g_i^{-1}, g_{i+2},\ldots, g_n).$$

This defines the Hurwitz action of the $n$-strand Artin braid group $B_n$ on $F_n^{\times n}$. We are interested in the $B_n$ action on $n$-tuples of $\gamma$-reflections whose product is the Coxeter element $\gamma$.

Definition 2. A length $k$ reflection expression for $\gamma$ is a $k$-tuple $(r_1,\ldots, r_k)$ of $\gamma$-reflections whose product $r_1\ldots r_k = \gamma$. Since $k = n$ is the minimal possible length of a reflection expression for $\gamma$, we refer to a length $n$ reflection expression for $\gamma$ as a minimal length reflection expression. We denote by $\text{Red}(\gamma)$ the set of minimal length reflection expressions for $\gamma$.

The following theorem is then due to Artin [2], and we refer to [4] for a proof.
Theorem 2.1. The Hurwitz action of the Artin braid group $B_n$ on $\text{Red}(\gamma)$ is simple and transitive.

3. Ping Pong and Dual Ping Pong

In this section we recall the version of the ping pong lemma which we will use to prove the faithfulness Theorem 1.1 in Section 5. We also make use of the Bessis monoid $F_n^+$ to formulate a dual ping pong lemma, which we will use later in Section 6.

3.1. Ping Pong. The following lemma, versions of which are ubiquitous in combinatorial and geometric group theory, is usually attributed to Klein.

Lemma 3.1. Fix $n \geq 2$. Let $Y$ be a set, and let

$$g_1, \ldots, g_n : Y \to Y$$

be bijections. Let $X_1^+, \ldots, X_n^+, X_1^-, \ldots, X_n^-$ be subsets of $Y$, and denote by $X \subset Y$ their union. Suppose that

- the subsets $X_1^+, \ldots, X_n^+, X_1^-, \ldots, X_n^-$ are pairwise disjoint;
- there exist points $y_1, \ldots, y_n \in Y \setminus X$ such that for $j \neq i$, $g_{i}^{\pm 1}(y_j) \in X_i^\pm$, and
- $x \in X \setminus X_i^\pm \implies g_i(x) \in X_i^\pm$.

Then the group homomorphism

$$F_n \to \{\text{Bijections } g : Y \to Y\}, \quad \sigma_i \mapsto g_i$$

is injective.

Proof. Let $\sigma = \sigma_i^{t_k} \cdots \sigma_i^{t_1}$ be a reduced word in $F_n$, so that no $\sigma_i$ is adjacent to a $\sigma_i^{-1}$, and let $g = g_i^{t_k} \cdots g_i^{t_1}$ be the image of $\sigma$ under the homomorphism $\sigma_i \mapsto g_i$. We must show that $g$ is not the identity map $1_Y$.

If we can find a point $y \in Y$ such that $g_{i}^{t_i}(y) \in X_i^{t_i}$, then it follows from the assumptions of the lemma that $g(y) \in X_i^{t_k}$. So if we can find a $y$ such that $g_{i}^{t_i}(y) \in X_i^{t_i}$ but $y \notin X_i^{t_k}$, we will have $g(y) \neq y$. Now the assumption on the points $y_j \in Y \setminus X$ guarantees that for $j \neq i_1$,

$$g(y_j) \neq y_j.$$

Thus that $g \neq 1$. \qed

3.2. Dual Ping Pong. The Bessis monoid $F_n^+$ has the pleasant feature that any element $\beta \in F_n$ can be written

$$\beta = \alpha_1^{-1} \alpha_2,$$

where $\alpha_1, \alpha_2 \in F_n^+$ are in the positive Bessis monoid. This implies the following.

Lemma 3.2. Suppose that $\psi : F_n \to \{\text{Bijections } g : Y \to Y\}$ is an action of $F_n$ on a set $Y$ which distinguishes elements of the Bessis monoid $F_n^+$. Then $\psi$ is injective.

Proof. Suppose that $\psi(\beta) = 1_Y$ for some $\beta \in F_n$. Writing $\beta = \alpha_1^{-1} \alpha_2$ with $\alpha_1, \alpha_2 \in F_n^+$, we see that $\psi(\alpha_2) = \psi(\alpha_1)$. But by assumption, $\psi$ distinguishes elements of $F_n^+$, so that $\alpha_1 = \alpha_2$. Thus $\beta = 1$. \qed
Lemma 3.2 shows that one can reduce the question of whether or not an action of the free group is faithful to a question about whether or not the action distinguishes elements of the Bessis monoid. As a result, a “dual” analogue of the ping pong Lemma 3.1 can be formulated using only the simple Bessis elements $Be^+ = \{w : 1 \leq w \leq \gamma\}$.

More precisely, we have the following, which we refer to as a dual ping pong lemma for the free group.

**Lemma 3.3.** Let $Y$ be a set, and let $\psi : F_n \rightarrow \{\text{Bijections } g : Y \rightarrow Y\}$ be an action. Denote by $\psi_\beta$ the image of an element $\beta \in F_n$ under this homomorphism. Suppose that there exist non-empty disjoint subsets $\{X_w\}_{w \in Be^+}$ of $Y$, such that for all simple Bessis elements $u, w \in Be^+$,

$$\psi_u(X_w) \subset X_{if(uw)}.$$  

Then the group homomorphism $\psi$ is injective.

**Proof.** Suppose that $\beta \in F_n^+$. Let $\beta = u_1 \ldots u_k$ be the left greedy normal form of $\beta$. We will show that the left factor $u_1$ of $\beta$ is determined by the bijection $\psi_\beta$. Once we show this, it follows by induction that the entire left greedy normal form of $\beta$ can be read off from the bijection $\psi_\beta$; in particular, $\psi$ will distinguish elements of the Bessis monoid $F_n^+$, and the statement then follows from Lemma 3.2.

To see that $u_1$ is determined by the bijection $\psi_\beta$, choose $x \in X_{u_k}$, where $u_k$ is the rightmost term in the left greedy normal form of $\beta$. By the assumptions of the lemma, we have $\psi_\beta(x) \in X_{u_1}$, so that $\psi_\beta$ determines $u_1$. \qed

**Remark 1.** One can also show that in checking the condition

$$\psi_u(X_w) \subset X_{if(uw)}$$

for all simple Bessis elements $u, w \in Be^+$, it suffices to check that $\psi_t(X_w) \subset X_{if(tw)}$ for all $w \in Be^+$ and $t$ a $\gamma$-reflection.

---

4. A 2-representation the free group

The goal of this section is to define a 2-representation of $F_n$. The underlying category of the 2-representation will be the homotopy category of projective modules over a finite dimensional algebra $\hat{A}$. The algebra $\hat{A}$ is itself a quotient of the the path algebra of a quiver, so we begin by introducing the required quiver notation.

4.1. **Quivers associated to the doubled complete graph.** Let $Q$ denote the doubled complete graph on $n$ vertices. We number the vertices of $Q$ by the integers $1, 2, \ldots, n$. In the doubled complete graph, for any pair of distinct vertices $i, j$ there are two (unoriented) edges between $i$ and $j$. To distinguish these two edges from each other, we will name one of them the $x$-edge from $i$ to $j$ and the other the $y$ edge from $i$ to $j$. The graph $Q$ for $n = 4$ is depicted below.
4.2. The zigzag algebra $\hat{A}$. We now fix a field $k$ of characteristic 0. For a quiver $X$, we denote by $\text{Path}(X)$ the path algebra over $k$.

Let $\hat{Q}$ be the Ginzburg double of $Q$: in the quiver $\hat{Q}$, each unoriented edge of $Q$ has been replaced by two oriented edges, one in each direction; thus, for each $i \neq j$ there are now four oriented edges between $i$ and $j$, two of them pointing $i \to j$ and two pointing $j \to i$. In addition, we put a loop, labeled $z$, at each vertex. For each pair of vertices $i, j$ with $i < j$, we label the edges from $i \to j$ by $x$ and $y$, and the edges pointed $j \to i$ by $x^*$ and $y^*$. The quiver $\hat{Q}$ for $n = 3$, with its edge labels, is drawn below.
The main algebra of interest here is a finite-dimensional quotient of the path algebra \( \text{Path}_k(\hat{Q}) \) of the Ginzburg quiver \( \hat{Q} \). The length 0 path at vertex \( i \) in \( \text{Path}_k(\hat{Q}) \) is denoted by \( e_i \), and this path is an idempotent in \( \text{Path}_k(\hat{Q}) \). When regarded as elements of the path algebra, we somewhat abusively refer to edges of \( \hat{Q} \) by their labels. So, for example, the four edges connecting vertices 1 and 2 will be referred to as \( x, x^*, y \) and \( y^* \), as will the four edges connecting vertices 2 and 3, while each of the loops will be denoted by \( z \). As a result, in order for a string of letters in the alphabet \( \{x, y, x^*, y^*, z\} \) to give a well-defined path, we should specify the starting and ending vertices of the path.

We define

\[
\hat{A} = \text{Path}_k(\hat{Q})/I,
\]

where \( I \) is the two-sided ideal in \( \text{Path}_k(\hat{Q}) \) generated by

- all length two paths which start and end at distinct vertices;
- the following linear combinations of length two paths which start and end at the same vertex:

\[
e_i a^* b e_i - \delta_{a,b} e_i z e_i, \quad a, b \in \{x, y, x^*, y^*\}.
\]

In the last relation it is understood that \( x^{**} = x \) and \( y^{**} = y \).

A few words about these relations: first, note that as a consequence of the second relation we could have presented the algebra \( \hat{A} \) as a quotient of the path algebra of the quiver without using the loops \( z \) at all: for example, the loop \( e_1 z e_1 \) at vertex 1 is equal to the length 2 path \( e_1 x x^* e_1 \) starting and ending at vertex 1 and passing through vertex 3; second, since all of
the length two relations involving a path \( i \to j \to k \) do not depend on the middle vertex \( j \), we have also omitted notation for this middle vertex in the relations above. Finally, a special case of the last relation says that a length two path of the form \( e_i x y e_i \) starting and ending at vertex \( i \) – regardless of which other vertex it travels through – is zero. (Similarly, \( e_i y e_i x \) and \( e_i y x e_i \) are zero.) The loop \( e_i z e_i \) at vertex \( i \) is non-zero, but it follows from relations that any path through \( i \) which involves both \( z \) and another edge in the quiver must be equal to zero in \( \hat{A} \).

The case \( n = 1 \) is slightly degenerate, since when \( n = 1 \) there are no edges in \( Q \); our convention when \( n = 1 \) is to set \( \hat{A} \cong k[z]/z^2 \). By analogy with the case of simply-laced quivers considered in [14], we call the algebra \( \hat{A} \) the zigzag algebra of \( Q \).

The following lemma is immediate from the definition of the algebra \( \hat{A} \). (Essentially, the relations in \( \hat{A} \) were chosen so that the lemma below would hold.)

**Lemma 4.1.** For \( i < j \):

\[
e_i \hat{A} e_j = \text{span}_k \{x, y\} \cong k^2,
\]

\[
e_j \hat{A} e_i = \text{span}_k \{x^*, y^*\} \cong k^2,
\]

and

\[
e_i \hat{A} e_i = \text{span}_k \{e_i, z\} \cong k^2.
\]

In particular, \( \hat{A} \) is a finite-dimensional \( k \)-algebra of dimension \( 2n^2 \).

The left \( \hat{A} \) module \( P_i = \hat{A} e_i \) is indecomposable and projective, and the \( n \) modules \( \{P_i\}_{i=1}^n \) form a complete collection of pairwise distinct isomorphism classes of indecomposable projective left \( \hat{A} \) modules. From Lemma 4.1 we see that the endomorphism algebra of \( P_i \) is given by

\[
\text{End}_{\hat{A}}(P_i, P_i) \cong e_i \hat{A} e_i \cong k[z]/z^2,
\]

While all the other hom spaces \( \text{Hom}_{\hat{A}}(P_i, P_j) \cong e_i \hat{A} e_j \) are also two-dimensional vector spaces with a distinguished basis.

### 4.3. Gradings on \( \hat{A} \)

In the sections to come we will consider several different non-negative gradings on \( \hat{A} \). Of primary importance are

- the path length grading, given by setting

\[
\text{deg}_{\text{path}}(e_i) = 0, \quad \text{deg}_{\text{path}}(z) = 2,
\]

\[
\text{deg}_{\text{path}}(x) = \text{deg}_{\text{path}}(x^*) = \text{deg}_{\text{path}}(y) = \text{deg}_{\text{path}}(y^*) = 1;
\]

- the orientation grading \( \text{deg}_o \) corresponding to an orientation \( o \) of the graph \( Q \). A choice of orientation \( o \) of \( Q \) is a choice of head and tail for each edge of \( Q \), and choosing such an orientation gives us a quiver \( Q_o \). The quiver \( Q_o \) gives rise to a grading on \( \hat{A} \) by setting, for \( i < j \),

\[
\text{deg}_o(x) = \begin{cases} 
1, & \text{if the } x \text{ edge of } Q \text{ between } i \text{ and } j \text{ goes from } i \to j \text{ in } Q_o; \\
0, & \text{otherwise.}
\end{cases}
\]

\[
\text{deg}_o(y) = \begin{cases} 
1, & \text{if the } y \text{ edge of } Q \text{ between } i \text{ and } j \text{ goes from } i \to j \text{ in } Q_o; \\
0, & \text{otherwise.}
\end{cases}
\]

\[
\text{deg}_o(x^*) = 1 - \text{deg}_o(x);
\]
\[
\deg_o(y^*) = 1 - \deg_o(y).
\]
\[
\deg_o(z) = 1.
\]

These all non-negative integral gradings on the algebra \( \hat{A} \). For an orientation \( o \) of \( Q \), let \( o^\vee \) be the opposite orientation. The degree 0 subalgebras of \( \hat{A} \) for various gradings can be described as follows.

- When endowed with the path-length grading, the degree 0 subalgebra of \( \hat{A} \) is semi-simple and isomorphic to \( k^n = \text{span}_k \{e_1, \ldots, e_n\} \).
- When endowed with the \( o \)-orientation grading, the degree 0 subalgebra of \( \hat{A} \) is isomorphic to the quotient of the path algebra \( \text{Path}_k(Q_{o^\vee}) \) by the two-sided ideal generated by all length two paths in \( Q_{o^\vee} \).

We introduce special notation for the two specific orientations that will play an important role later:

- Let \( \tilde{o} \) denote the orientation of \( Q \) obtained by orienting one edge (the \( x \) edge) between \( i \) and \( j \) as an arrow \( i \to j \) and orienting the other edge (the \( y \) edge) of \( Q \) as an arrow \( j \to i \). We denote by \( \tilde{Q} = Q_{\tilde{o}} \) the associated quiver, given by endowing \( Q \) with the orientation \( \tilde{o} \). The quiver \( \tilde{Q} \) for \( n = 4 \) is drawn below.

The edge labels on the above quiver specify the natural embedding of \( \tilde{Q} \) as a sub quiver of the Ginzburg double \( \hat{Q} \). In the zigzag algebra \( \hat{A} \), the edges of the Ginzburg
double $\tilde{Q}$ which are in the image of this embedding (the $x$ and $y^*$ edges) will have $\tilde{\sigma}$-degree 1 in the zigzag algebra $\tilde{A}$, whereas the dual edges ($x^*$ and $y$) will have $\tilde{\sigma}$-degree 0.

- Let $\tilde{\sigma}$ denote the orientation of $Q$ such that, for $i < j$, both edges between $i$ and $j$ are oriented to point $i \rightarrow j$ (thus the quiver $\tilde{Q} = Q_{\tilde{\sigma}}$ has no oriented cycles). The quiver $\tilde{Q}$ for $n = 4$ is drawn below.

The edge labels on the above quiver specify the embedding of $\tilde{Q}$ as a sub quiver of the Ginzburg double $\tilde{Q}$. In the zigzag algebra $\tilde{A}$, the edges of the Ginzburg double $\tilde{Q}$ which are in the image of this embedding (the $x$ and $y$ edges) will have $\tilde{\sigma}$-degree 1, whereas the dual edges ($x^*$ and $y^*$) will have $\tilde{\sigma}$-degree 0.

4.4. **Categories of complexes.** We denote by $D$ the homotopy category of bounded complexes of finitely-generated projective $A$-modules. An object of $D$ is a bounded complex of finitely generated projective modules

$$Y = (Y^m, \partial^m), \quad \partial^m : Y^m \rightarrow Y^{m+1}, \quad \partial^{m+1} \circ \partial^m = 0.$$  

A morphism $f$ from $X$ to $Y$ is a collection of $\tilde{A}$ module maps $f^i : X^i \rightarrow Y^i$ intertwining the differentials. Two maps $f, g : X \rightarrow Y$ are equal in $D$ if they are homotopic when regarded as maps of chain complexes. We let $[k]$ denote the auto-equivalence of $D$ which shifts a complex $k$ degrees to the left:

$$Y[k]^m = Y^{k+m}, \quad \partial_{Y[k]} = (-1)^k \partial_Y.$$  

The pair $(D, [1])$ is a finitely-generated, $k$-linear triangulated category.
Given a map of complexes \( f : X \to Y \), the cone of \( f \) is the complex \( X[1] \oplus Y \) with the differential

\[
\partial(x, y) = (-\partial_X(x), f(x) + \partial_Y(y)).
\]

In the sequel we will often endow \( \hat{\mathcal{A}} \) with one of the non-negative gradings defined earlier, in which case we will be interested in the homotopy category of bounded complexes of finitely-generated projective graded \( \hat{\mathcal{A}} \)-modules. Since different gradings will be used in different sections, we will state explicitly at the beginning of each section which grading we are considering. Abusing notation slightly, we will still use \( D \) to denote the homotopy category of bounded complexes of finitely-generated graded modules in each of these sections; \([k]\) always denotes a shift in homological degree; we will always denote by \( \langle k \rangle \) the shift in the relevant internal grading.

4.5. **Minimal complexes.** Let \( Y \in D \) be an indecomposable complex, so that

\[
Y \cong Y_1 \oplus Y_2 \in D \implies Y_1 \cong 0 \text{ or } Y_2 \cong 0.
\]

Let \( \tilde{Y} \) be a representative of \( Y \) in the \( k \)-linear category of bounded complexes of projective \( \hat{\mathcal{A}} \) modules. In other words, \( \tilde{Y} \) is a bounded complex of \( \hat{\mathcal{A}} \) modules which is homotopy equivalent to \( Y \), but not necessarily isomorphic to \( Y \) as a chain complex. We say that \( \tilde{Y} \) is a **minimal complex** for \( Y \) if \( \tilde{Y} \) is indecomposable in the additive category of bounded complexes of projective \( \hat{\mathcal{A}} \) modules. In particular, if \( \tilde{Y} \) is a minimal complex for \( Y \), then when regarded as a complex of projective \( \hat{\mathcal{A}} \) modules, \( \tilde{Y} \) has no contractible summands. Moreover, the chain groups of a minimal complex are themselves determined up to isomorphism as projective \( \hat{\mathcal{A}} \) modules. We thus refer to \( \tilde{Y} \) as the **minimal complex** of \( Y \), with the understanding that the chain groups of \( \tilde{Y} \) are only determined up to isomorphism. When \( Y \) is not necessarily indecomposable, the minimal complex of \( Y \) is defined to be the direct sum of the minimal complexes of the indecomposable summands of \( Y \). As every complex \( Y \) is homotopy equivalent to a minimal complex, in some arguments it will be convenient to study \( Y \) by assuming it is already minimal.

4.6. **Slicing complexes.** The goal of this section is to briefly describe two ways to use a grading on \( \hat{\mathcal{A}} \) to “slice” objects of \( D \) into homogeneous pieces. The first way, which is very well known, is via a bounded \( t \)-structure. We assume some familiarity with the notion of a \( t \)-structure here, and refer the reader to [13] for further information. For now, it suffices to note that a bounded \( t \)-structure on \( D \) defines a collection of abelian subcategories \( \{D^k\}_{k \in \mathbb{Z}} \). The subcategory \( D^0 \) is called the **heart** of the \( t \)-structure, and a bounded \( t \)-structure on \( D \) is determined by its heart. Moreover, a collection of full \( k \)-linear subcategories \( \{D^k\}_{k \in \mathbb{Z}} \) determines a \( t \)-structure provided the following conditions hold:

- \((a)\) for all \( k \in \mathbb{Z} \), \( D^k[1] = D^{k+1} \),
- \((b)\) if \( X \in D^k \) and \( Y \in D^l \) with \( k > l \), then \( \text{Hom}_D(X, Y) = 0 \), and
- \((c)\) for every nonzero object \( E \in D \) there are integers \( m < n \) and a collection of triangles

\[
\begin{array}{ccccccccc}
0 & \rightarrow & E(m) & \rightarrow & E(m+1) & \rightarrow & E(m+2) & \rightarrow & \cdots & \rightarrow & E(n-1) & \rightarrow & E(n) = E \\
\downarrow & & & & & & & & & & & & & \\
Y(m+1) & \rightarrow & Y(m+2) & \rightarrow & Y(n)
\end{array}
\]
with \( Y(k) \in D^k \) for all \( k \).

We will refer to the terms \( Y(k) \) appearing above as the \( t\)-slices of the object \( E \).

A non-negative grading on the algebra \( \hat{A} \) gives rise to a bounded \( t\)-structure on the homotopy category of graded \( \hat{A} \) modules \( D \) whose heart is the category of linear complexes of projectives. By definition, a linear complexes of projective modules is a complex \( Y \in D \) such that the term \( Y^k \) in homological degree \( k \) is a direct sum of projective modules \( \oplus P_j(k) \), so that the homological degree matches the internal grading shift on the nose. Thus gradings on \( \hat{A} \) give rise to \( t\)-structures, and hence to “slicings” of complexes of graded projective \( \hat{A} \) modules. We refer the reader to \cite{24} for a detailed discussion of linear complexes of projective modules over finite dimensional non-negatively-graded algebras.

Besides using \( t\)-structures, there is another somewhat simpler way to slice an object of \( D \) into homogeneous pieces, which is to ignore the homological degree completely and slice the minimal complex of \( E \) using only an internal grading on \( \hat{A} \)-modules. The resulting decomposition of can be formalised in the language of baric structures, introduced by Achar and Treumann in \cite{1}.

In more detail, fix an orientation \( o \) of \( Q \) and let \( D \) denote the homotopy category of complexes of \( o\)-graded \( \hat{A} \)-modules, where \( \hat{A} \) is endowed with the \( o\)-grading defined in Section 4.3. For \( k \in \mathbb{Z} \), let \( D_k \) denote the full subcategory of \( D \) consisting of complexes \( Y = (Y^m, \partial^m) \) such that, in the minimal complex of \( Y \), the chain groups are direct sums of projective modules whose internal grading shift is exactly \( k \) in every homological degree:

\[
Y^m \cong \oplus_i P^o_i(k) \text{ for all } m \in \mathbb{Z}.
\]

The subcategories \( \{D_k\} \) define a baric structure in the sense of \cite{1}. Since the baric structures we consider are essentially just gradings on projective \( \hat{A} \)-modules, rather than give the full abstract definition of a baric structure on a triangulated category here, we prefer to simply note that the subcategories \( \{D_k\} \) defined above satisfy the following properties (all of which follow directly from properties of the non-negative grading on \( \hat{A} \)):

(a) for all \( k \in \mathbb{Z} \), \( D_k[1] = D_k \),
(b) if \( X \in D_k \) and \( Y \in D_l \) with \( k > l \), then \( \text{Hom}_D(X,Y) = 0 \), and
(c) for every non-zero object \( E \in D \) there are integers \( m < n \) and a collection of triangles

\[
\begin{array}{cccccccc}
0 & = & E(m) & \rightarrow & E(m+1) & \rightarrow & E(m+2) & \rightarrow & \cdots & \rightarrow & E(n-1) & \rightarrow & E(n) = E \\
& & Y(m+1) & & Y(m+2) & & & & Y(n) & & & &
\end{array}
\]

with \( Y(k) \in D_k \) for all \( k \).

We refer to the subcategories \( \{D_k\} \) induced from the \( o\)-grading on \( \hat{A} \) as the \( o\)-baric structure on \( D \), and to the objects \( Y(k) \in D_k \) appearing above as the \( o\)-baric slices of the object \( E \).

Given an interval \([k,l] \subset \mathbb{Z} \), we set \( D_{[k,l]} \) to be the full subcategory of \( D \) consisting of those complexes \( Y \) whose non-zero baric slices live in \( D_m \) for \( k \leq m \leq l \). Similarly, \( D^{[k,l]} \) is the full subcategory of \( D \) whose non-zero \( t\)-slices live in \( D^m \) for \( k \leq m \leq l \). The subcategories \( D_{\leq k}, D_{\geq k}, D^{\leq k}, D^{\geq k} \) are defined similarly.

We have chosen to use the same notation \( Y(k) \) for both baric slices and for \( t\)-slices; with the exception of a brief point in the last section of paper we will on make use of baric slices,
and in any case it will always be made clear in each section which structures – baric or \( t \) – we are considering. Despite some similarity in the properties shared by baric and \( t \)-structures, there are important differences between the two notions. For instance, in a \( t \)-structure, the heart \( D^0 \) is an abelian subcategory of the triangulated category \( D \), and this subcategory is not preserved by the homological shift \([1]\); by contrast, the baric heart \( D_0 \) will not in general be an abelian subcategory of \( D \), though in the cases we consider it will be closed under homological shifts.

4.7. **Top and bottom slices.** Fix an orientation \( o \) of \( D \), and let \( Y \in D \). Using the \( o \)-baric slices \( \{Y(k)\}_{k \in \mathbb{Z}} \), we may define integers \( \phi_+(Y) \) by

\[
\phi_+(Y) = \sup\{k \in \mathbb{Z} : Y(k) \neq 0\}
\]

and \( \phi_-(Y) \) by

\[
\phi_-(Y) = \inf\{k \in \mathbb{Z} : Y(k) \neq 0\}.
\]

As the minimal complex of \( Y \) is a bounded complex of finitely-generated graded \( \hat{A} \)-modules, the chain groups of the minimal complex are all supported in finitely many \( o \)-degrees, so that slices \( Y(k) \) will be non-zero for only finitely many \( k \). We may also define complexes \( Y(\phi_+) \) and \( Y(\phi-) \) – the **top and bottom slices of** \( Y \) – by

\[
Y(\phi_+) := Y(\phi_+(Y)), \quad Y(\phi-) := Y(\phi_-(Y)).
\]

These top and bottom slices will play an essential role in the ping pong and dual ping pong constructions in latter sections.

4.8. **The functors** \( \Sigma_i \). In this section we define our main object of interest, the 2-representation

\[
\Psi : F_n \longrightarrow \text{Aut}(D).
\]

Define homomorphisms \( f_i, g_i, 1 \leq i \leq n \) of \((\hat{A}, \hat{A})\) bimodules

\[
\begin{align*}
f_i & : \hat{A}e_i \otimes_k e_i \hat{A} \longrightarrow \hat{A}, \\
g_i & : \hat{A} \longrightarrow \hat{A}e_i \otimes_k e_i \hat{A}
\end{align*}
\]

by

\[
\begin{align*}
f_i & : e_i \otimes e_i \mapsto e_i, \\
g_i & : 1 \mapsto z \otimes e_i + e_i \otimes z + \sum x \otimes x^* + x^* \otimes x + y \otimes y^* + y^* \otimes y,
\end{align*}
\]

where \( z \) denotes the loop at \( i \) and the sum is over all \( x, x^*, y, y^* \) edges out of vertex \( i \).

Let \( \Sigma_i \) denote the two-term complex of \((\hat{A}, \hat{A})\) bimodules

\[
\Sigma_i := \hat{A} \xrightarrow{g_i} \hat{A}e_i \otimes_k e_i \hat{A},
\]

with the term \( \hat{A} \) sitting in homological degree 0. Let \( \Sigma_i^{-1} \) denote the two-term complex of \((\hat{A}, \hat{A})\) bimodules

\[
\Sigma_i^{-1} := \hat{A}e_i \otimes_k e_i \hat{A} \xrightarrow{f_i} \hat{A},
\]

with the term \( \hat{A} \) sitting in homological degree 0. The functors

\[
Y \mapsto \Sigma_i \otimes_{\hat{A}} Y, \quad Y \mapsto \Sigma_i^{-1} \otimes_{\hat{A}} Y,
\]

are endofunctors of \( D \); we somewhat abusively denote these endofunctors by \( \Sigma_i, \Sigma_i^{-1} \), too.

The proof of the following proposition follows exactly as in Proposition 2.4 of \([18]\) (see also \([14]\)).
Proposition 4.2. For each \( i = 1, \ldots, n \), the functors \( \Sigma_i \) and \( \Sigma_i^{-1} \) are mutually inverse equivalences of \( \mathcal{D} \), i.e., there are functor isomorphisms
\[
\Sigma_i \Sigma_i^{-1} \cong 1_{\mathcal{D}} \cong \Sigma_i^{-1} \Sigma_i.
\]
Thus the assignment
\[
\Psi : F_n \rightarrow \text{Aut}(\mathcal{D}), \quad \sigma_i \mapsto \Sigma_i, \quad \sigma_i^{-1} \mapsto \Sigma_i^{-1},
\]
is a (weak) 2-representation of the free group \( F_n \).

An important point which emerges in the proof of the above proposition is that the functor isomorphisms
\[
\Sigma_i \Sigma_i^{-1} \cong 1_{\mathcal{D}} \cong \Sigma_i^{-1} \Sigma_i
\]
will not hold if \( \mathcal{D} \) is replaced by the additive category of complexes of finitely-generated projective \( \hat{A} \)-modules; these isomorphisms only hold after passing to the homotopy category.

When we regard \( \hat{A} \) as a graded algebra, the bimodule map \( g_i \) used in the definition of the auto-equivalence \( \Sigma_i \) is not a map of degree 0, but rather a map of degree 1 for the \( o \)-grading for an orientation \( o \) and a map of degree 2 for the path-length grading. Thus, in order to define auto-equivalences of the homotopy category of graded modules, we need to add a grading shift to one of the bimodules used in the definition of \( \Sigma_i \). When we consider \( \hat{A} \) as a graded algebra with the \( o \)-grading coming from an orientation, the auto-equivalence \( \Sigma_i \) will be defined as tensoring with the complex
\[
\hat{A} \xrightarrow{g_i} (\hat{A}e_i \otimes_k e_i \hat{A})\langle 1 \rangle,
\]
while when we consider \( \hat{A} \) as a graded algebra with the path-length grading, \( \Sigma_i \) will be given by tensoring with
\[
\hat{A} \xrightarrow{g_i} (\hat{A}e_i \otimes_k e_i \hat{A})\langle 2 \rangle.
\]

With these additional grading shifts, the statement of Proposition 4.2 also holds when \( \Sigma_i \) and \( \Sigma_i^{-1} \) are regarded as endofunctors of the homotopy category of graded projective \( \hat{A} \) modules.

We record here basic example calculations of the complexes \( \Sigma_i(P_j) \), taking into account the different possible gradings.

- If we endow \( \hat{A} \) with the symmetric \( \tilde{o} \) grading and let \( P_i \) denote the \( \tilde{o} \)-graded projective \( \hat{A} \) module with \( e_i \) sitting in \( \tilde{o} \)-degree 0, then for \( i \neq j \),
  \[
  \Sigma_i(P_j) \cong (P_j \rightarrow P_i\langle 1 \rangle \oplus P_i) \quad \text{and} \quad \Sigma_i(P_i) \cong P_i\langle 1 \rangle[-1].
  \]
- If we endow \( \hat{A} \) with the ordered \( \tilde{o} \)-grading and now let \( P_i \) denote the \( \tilde{o} \)-graded projective \( \hat{A} \) module with \( e_i \) sitting in degree 0, then
  \[
  \Sigma_i(P_i) \cong P_i\langle 1 \rangle[-1];
  \]
  for \( i > j \),
  \[
  \Sigma_i(P_j) \cong (P_j \rightarrow P_i\langle 1 \rangle \oplus P_i\langle 1 \rangle);
  \]
  for \( i < j \),
  \[
  \Sigma_i(P_j) \cong (P_j \rightarrow P_i \oplus P_i).\]
• If we endow $\hat{A}$ with the path-length grading and let $P_i$ denote the path-graded projective $\hat{A}$ module with $e_i$ sitting in degree 0, then we have
\[ \Sigma_i(P_j) \cong (P_j \to P_i(1) \oplus P_i(1)) \quad \text{and} \quad \Sigma_i(P_i) \cong P_i(2)[-1] \]
for all $i \neq j$.

5. 2-LINEARITY VIA PING PONG AND THE $\hat{o}$-GRADING ON $\hat{A}$

In this section, we prove Theorem 1.1 which says that the group homomorphism
\[ \psi : F_n \longrightarrow [\text{Aut}(D)] \]
is injective. In the entirety of this section, we endow all algebras, modules, and complexes with the $\hat{o}$-grading determined by the symmetric orientation $\hat{o}$ on the doubled complete graph $Q$. In particular, in this section $D$ will denote the homotopy category of bounded complexes of projective $\hat{o}$-graded $\hat{A}$ modules. The main ingredients in the proof of Theorem 1.1 are the symmetric orientation $\hat{o}$, the top and bottom $\hat{o}$-baric slices $Y(\phi_+), Y(\phi_-)$ of $Y \in D$ defined in Section 4.6 and the ping pong Lemma 3.1.

5.1. The sets $X_i^\pm$. For $i \in I$, we set
\[ \mathfrak{P}_i = \bigoplus_{k \in \mathbb{Z}} P_i[k]. \]
Thus, for $m \in \mathbb{Z}$, the projective module $\mathfrak{P}_i \langle m \rangle$ is the direct sum of all possible shifts of $P_i$ which lie in the subcategory $D_m$ for the $\hat{o}$ baric structure on $D$. Technically, the module $\mathfrak{P}_i$ is not an object of $D$, as it is not homotopy equivalent to a bounded complex of finitely-generated modules. Nevertheless, the summands of $\mathfrak{P}_i$ are all objects of $D$, and for $Y \in D$, the hom space
\[ \text{Hom}(Y, \mathfrak{P}_i) = \bigoplus_{k \in \mathbb{Z}} \text{Hom}(Y, P_i[k]) \]
is a well-defined finite-dimensional vector space.

The following is the key definition in the proof of Theorem 1.1. For $i = 1, \ldots, n$, we define subsets $X_i^+$ and $X_i^-$ of objects of $D$ by declaring that

1. $X_i^+$ consists of those indecomposable complexes $Y$ such that
   • the top slice $Y(\phi_+)$ is isomorphic to a direct sum of shifts of $P_i$;
   • $\text{Hom}(Y, \mathfrak{P}_j \langle \phi_-(Y) \rangle) = 0 \iff j = i$;
2. $X_i^-$ consists of those indecomposable complexes $Y$ such that
   • the bottom slice $Y(\phi_-)$ is isomorphic to a direct sum of shifts of $P_i$;
   • $\text{Hom}(\mathfrak{P}_j \langle \phi_+(Y) \rangle, Y) = 0 \iff j = i$.

We now check that the sets $X_i^\pm$ and the points $z_i = P_i$ satisfy the assumptions of the ping pong Lemma 3.1.

Proposition 5.1. We have the following:

1. for all $j \neq i$, $\Sigma_i^\pm(P_j) \in X_i^\pm$;
2. the sets $X_1^-, \ldots, X_n^-, X_1^+, \ldots, X_n^+$ are pairwise disjoint;
3. for all $i \neq j$, $Y \in X_j^- \implies \Sigma_i(Y) \in X_i^+$;
4. for all $i \neq j$, $Y \in X_j^+ \implies \Sigma_i^{-1}(Y) \in X_i^-$;
5. for all $i, j$, $Y \in X_i^+ \implies \Sigma_i(Y) \in X_i^+$;
(6) for all \( i, j, Y \in X_j^- \implies \Sigma_i^{-1}(Y) \in X_i^+ \)

**Proof.** The fact that \( \Sigma_i(P_j) \in X_i^+ \) when \( j \neq i \) follows by direct computation, as

\[ \Sigma_i(P_j) \cong (P_j \to P_i(1) \oplus P_i), \]

and the properties required for membership in \( X_i^+ \) are easily checked for this complex. Similarly, when \( j \neq i \), it is straightforward to see that \( \Sigma_i^{-1}(P_j) \in X_i^- \). It is also clear from the definition of the sets \( X_i^+ \) that \( X_i^+ \cap X_j^+ = \emptyset \) when \( i \neq j \), since the top slice of a complex in \( X_i^+ \) is a sum of shifts of \( P_i \) and the top slice of a complex in \( X_j^+ \) is a sum of shifts of \( P_j \). Similarly, \( X_i^- \cap X_j^- = \emptyset \) when \( i \neq j \).

We now show that \( X_i^+ \cap X_j^- = \emptyset \). To see this, note that by definition complexes in \( X_k^- \) have a shift of \( P_k \) as a direct summand in the bottom \( \partial^- \)-baric slice. Thus it suffices to note that if \( Y \in X_k^+ \), then the bottom slice \( Y(\phi_-) \) does not have any direct summands isomorphic to a shift of \( P_k \) for any \( k = 1, \ldots, n \). For suppose that \( Y(\phi_-) \) has a direct summand \( N \cong P_k(\phi_- (Y)) \), which for simplicity we assume is in homological degree 0. Since

\[ \text{Hom}(P_k(\phi_- (Y)), P_i(\phi_- (Y))) \cong \text{Hom}(P_k, P_i) \neq 0, \]

it follows that \( \text{Hom}(Y, P_i(\phi_- (Y))) \neq 0 \). To see this, let \( 0 \neq f \in \text{Hom}(Y, P_i(\phi_- (Y))) \) be the map on \( N \) given by a \( \partial^- \)-degree 0 edge of the quiver, extended by 0 to all of \( Y \). (The restriction of \( f \) to \( N \) is a scalar multiple of either an \( x^* \), a \( y \), or an \( e_i \), depending on whether \( i < k, i > k, \) or \( i = k \).) Let \( f^* \in \text{Hom}(P_i(\phi_- (Y) - 1), Y) \) denote the dual morphism (either as an \( x \), a \( y^* \), or a \( z \) from \( P_i(\phi_- (Y)) \)) into the summand \( N \). Since

\[ f \circ f^* = z \in \text{Hom}(P_i(\phi_- (Y) - 1), P_i(\phi_- (Y))) \]

is nonzero, it follows that \( f \neq 0 \). But this implies that \( Y \notin X_k^+ \). Thus we have shown that the sets

\[ X_1^-, \ldots, X_n^-, X_1^+, \ldots, X_n^+ \]

are pairwise disjoint. This completes the proof of (1) and (2).

We now show statement (5):

\[ Y \in X_j^+ \implies \Sigma_i(Y) \in X_i^+. \]

To see that \( \Sigma_i(Y)(\phi_+) \) is isomorphic to a sum of shifts of \( P_i \), it suffices to note that

\[ \phi_+(\Sigma_i(Y)) > \phi_+(Y), \]

as the only complex that can appear as an \( \partial^- \)-baric slice of \( \Sigma_i(Y) \) in a level greater than \( \phi_+(Y) \) is a direct sum of shifts of \( P_i \). To show \( \phi_+(\Sigma_i(Y)) > \phi_+(Y) \), note that by assumption \( Y(\phi_+) \) is isomorphic to a direct sum of shifts of \( P_i \). Let \( M_j \) be such a summand, which for simplicity we assume lives in homological degree 0. Now

\[ \text{Hom}(P_i(\phi_+(Y)), P_j(\phi_+(Y))) \cong \text{Hom}(P_i, P_j) \]

is clearly non-zero, and if \( 0 \neq f \in \text{Hom}(P_i(\phi_+(Y)), P_j(\phi_+(Y))) \), the map \( f' : P_i(\phi_+(Y)) \to Y \) which maps into \( M_j \) via \( f \) cannot be homotopic to 0. It follows that

\[ \text{Hom}(P_i(\phi_+(Y)), Y) \neq 0, \]

and by adjunction

\[ \text{Hom}(P_i(\phi_+(Y) + 1)[-1], \Sigma_i(Y)) \cong \text{Hom}(P_i(\phi_+(Y)), Y) \neq 0, \]
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too. This shows that \( \phi_+(\Sigma_i(Y)) > \phi_+(Y) \), so that the top level of \( \Sigma_i(Y) \) is isomorphic to a direct sum of shifts of \( P_i \).

We must now show that \( \Sigma_i(Y) \) satisfies the second requirement for membership in \( X_i^+ \), namely, that

\[
\text{Hom}(\Sigma_i(Y), \mathcal{P}_k(\phi_-(\Sigma_i(Y)))) = 0 \iff k = i.
\]

To this end, note that \( \text{Hom}(Y, \mathcal{P}_k(\phi_-(Y))) = 0 \) by assumption. Thus the bottom slice \( Y(\phi_-) \) does not have a summand of the form \( P_k(\phi_-(Y)) \) for any \( k \). In particular, we have \( \phi_-(\Sigma_i(Y)) = \phi_-(Y) \), since these two numbers would be different precisely when the bottom slice of \( Y \) is a direct sum of shifts of \( P_i \). Since \( \phi_-(\Sigma_i(Y)) = \phi_-(Y) \), we must show that

\[
\text{Hom}(\Sigma_i(Y), \mathcal{P}_k(\phi_-(Y))) = 0 \iff k = i.
\]

For this we check the cases \( k = i \) and \( k \neq i \) separately.

- For \( k = i \), we have

\[
\text{Hom}(\Sigma_i(Y), \mathcal{P}_i(\phi_-(\Sigma_i(Y)))) = \text{Hom}(Y, \Sigma_i^{-1}\mathcal{P}_i(\phi_-(Y))) = \text{Hom}(Y, \mathcal{P}_i(\phi_-(Y) - 1)) = 0,
\]

since there are no nonzero maps from \( Y \) to any complex in \( \mathcal{D}_{<\phi_-(Y)} \).

- Now suppose \( k \neq i \). We need to show that \( \text{Hom}(\Sigma_i(Y), \mathcal{P}_k(\phi_-(Y))) \neq 0 \). We have

\[
\text{Hom}(\Sigma_i(Y), \mathcal{P}_k(\phi_-(Y))) \cong \text{Hom}(Y, \Sigma_i^{-1} (\mathcal{P}_k)(\phi_-(Y))) \cong \text{Hom}(Y, (\mathcal{P}_i(-1) \oplus \mathcal{P}_i \rightarrow \mathcal{P}_k)(\phi_-(Y))).
\]

There are no non-zero \( \tilde{A} \)-module maps – much less chain maps – from the minimal complex of \( Y \) to the lowest term \( \mathcal{P}_i(-1 + \phi_-(Y)) \) above; from this we see that

\[
\text{Hom}(\Sigma_i(Y), \mathcal{P}_k(\phi_-(Y))) \cong \text{Hom}(Y, (\mathcal{P}_i \rightarrow \mathcal{P}_k)(\phi_-(Y))),
\]

so we must show that the right hand side is non-zero. We do this by finding an explicit non-zero element in this hom space. We consider the minimal complex of the bottom slice \( Y(\phi_-) \) of \( Y \):

\[
Y(\phi_-) = (\ldots Y_{s-1} \rightarrow Y_s \rightarrow 0 \rightarrow \ldots),
\]

so that \( Y_s \) is the rightmost non-zero term in the minimal complex of the bottom slice.

Suppose first that the chain group \( Y_s \) has a summand \( M_l \cong P_l(\phi_-(Y)) \) with \( l \neq i \), and write \( Y_s \cong M_l \oplus Y'_s \). Let \( f \) be a degree 0 morphism (either an \( x^* \) or \( y \)) from \( M_l \) to \( P_l(\phi_-(Y)) \). We extend \( f \) by 0 to a map on chain groups:

\[
\begin{array}{ccccccccc}
Y_{s-2} & \rightarrow & Y_{s-1} & \overset{\partial_{s-1}}{\rightarrow} & M_l \oplus Y'_s & \overset{\partial_s}{\rightarrow} & 0 & \rightarrow & 0 \\
0 & \rightarrow & 0 & \overset{f \oplus 0}{\rightarrow} & P_l(\phi_-(Y)) & \overset{d}{\rightarrow} & P_k(\phi_-(Y)) & \rightarrow & 0
\end{array}
\]

Since the differential \( d \) above is of \( \tilde{\alpha} \)-baric degree 0 and is an \( x^* \) or a \( y \), the relations in the algebra \( \tilde{A} \) imply that the composition of \( d \circ f \) is zero; by the same reasoning, the composition \( f \circ \partial_{s-1} = 0 \). Thus the map \( f \) may be regarded a well-defined element of \( \text{Hom}(Y, (\mathcal{P}_i \rightarrow \mathcal{P}_k)(\phi_-(Y))) \). But, as \( Y_s \) is the rightmost term in the bottom slice of the minimal complex, there is no possible homotopy \( h = (h_1, h_2) \) between \( f \) and the 0 map. Thus in this case \( \text{Hom}(Y, (\mathcal{P}_i \rightarrow \mathcal{P}_k)(\phi_-(Y))) \neq 0 \).
On the other hand, suppose that $Y_s \cong P_i^{\oplus m}(\phi_-(Y))$. We choose a single summand from $Y_s$ and denote it by $N_i$, so that $Y_s \cong N_i \oplus Y'_s$. Let $g$ be the degree 0 map from $N_i$ to $P_k(\phi_-(Y))$ (so $g$ is either an $x^*$ or a $y$). This $g$ extends to a chain map from $Y$ to $(\mathfrak{P}_i \to \mathfrak{P}_k)(\phi_-(Y))$, which we claim cannot be homotopic to 0.

$$
\begin{array}{cccccc}
Y_{s-2} & \xrightarrow{\partial_{s-1}} & Y_{s-1} & \xrightarrow{\partial_s} & N_i \oplus Y'_s & \xrightarrow{\partial_s} & 0 \\
0 & \downarrow{h = h' \oplus h''} & 0 & \downarrow{g \oplus 0} & 0 & \downarrow{0} \\
0 & \xrightarrow{d} & P_i(\phi_-(Y)) & \xrightarrow{0} & P_k(\phi_-(Y)) & \xrightarrow{0} & 0
\end{array}
$$

To see this, note first that the only possible components to use for a homotopy $h = (h', h'')$ must be scalar multiples of the $\partial$-degree 0 idempotent $e_i$. Now, $Y'_s$ is isomorphic to a direct sum of $P_i(\phi_-(Y))$’s, $h''$ is a map of $\widehat{A}$ modules whose matrix entries are scalar multiples of the idempotent $e_i$, and the differential $d$ satisfies

$$d \circ e_i = d \neq 0.$$

From this we see that $d \circ h'' = 0 \implies h'' = 0$. But once $h'' = 0$, the homotopy relations imply that we must have $h' \circ \partial_{s-1} = 0$, too. Thus the composition of $\partial_{s-1}$ with the projection $Y_s \to N_i$ must be 0, and $N_i$ is a direct summand of the bottom slice $Y(\phi(-))$ of $Y$ in the homotopy category. But, as we have observed earlier, if $Y \in X_j^+$, then the bottom slice of $Y$ cannot have any summands isomorphic to $P_k(\phi_-(Y))$ for any $k$. Thus we conclude that the homotopy $h$ cannot exist, and therefore that

$$\text{Hom}(Y, (\mathfrak{P}_i \to \mathfrak{P}_k)(\phi_-(Y))) \neq 0.$$

This concludes the check of (5).

We now show (3), namely, that $Y \in X_j^-$ and $j \neq i$ implies $\Sigma_i(Y) \in X_i^+$. As before, in order to show that the top slice of $\Sigma_i(Y)$ is a direct sum of shifts of $P_i$, it suffices to note that $\phi_+(\Sigma_i(Y)) \supset \phi_+(Y)$. Since

$$\text{Hom}(\mathfrak{P}_i(\phi_+(Y) + 1), \Sigma_i(Y)) \cong \text{Hom}(\mathfrak{P}_i(\phi_+(Y)), Y) \neq 0$$

by assumption, we must have $\phi_+(\Sigma_i(Y)) \supset \phi_+(Y)$. What remains is to show that

$$\text{Hom}(\Sigma_i(Y), \mathfrak{P}_k(\phi_-(\Sigma_i(Y)))) = 0 \iff k = i.$$

But this is clear: by assumption $Y(\phi_-)$ is isomorphic to a direct sum of shifts of $P_j$, and it follows immediately (e.g. from the example computations in Section 4.8) that $\Sigma_i(Y)(\phi_-)$ is isomorphic to a direct sum of shifts of the complex $(P_j \to P_i)$. Since maps from $\Sigma_i(Y)$ to objects of $D_{\phi_-(\Sigma_i(Y))}$ are determined completely by maps out of the bottom slice $\Sigma_i(Y)(\phi_-)$, it follows that $\text{Hom}(\Sigma_i(Y), \mathfrak{P}_k(\phi_-(\Sigma_i(Y))))$ is isomorphic to a direct sum of hom spaces of the form

$$\text{Hom}((P_j \to P_i)(\phi_-(\Sigma_i(Y)), \mathfrak{P}_k(\phi_-(\Sigma_i(Y)))) \cong \text{Hom}((P_j \to P_i), \mathfrak{P}_k)$$

But now one can see directly using the relations in the algebra $\widehat{A}$ that the hom space on the right is zero if and only if $k = i$. The remaining claims (4) and (6) in the proposition now follow by symmetric arguments.

As a corollary, we obtain Theorem 1.1 from the introduction.
Corollary 5.2. The group homomorphism
\[ \psi : F_n \rightarrow [\text{Aut}(\mathcal{D})] \]
from the free group to the isomorphism classes of auto-equivalences of \( \mathcal{D} \), is injective.

We have proven that \( F_n \) acts faithfully on the homotopy category of graded projective \( \hat{A} \) modules, where the grading is the one induced by the \( \hat{\sigma} \) orientation of \( Q \). Of course, one may ask about the faithfulness of the \( F_n \) action on the homotopy category of graded modules for one of our other gradings, or about the faithfulness of the action on the homotopy category of ungraded projective modules. In fact Corollary 5.2 implies that \( F_n \) acts faithfully on all of these different triangulated categories. The main point is that while not all complexes of ungraded \((\hat{A}, \hat{A})\) bimodules have graded lifts, the minimal complexes of ungraded \((\hat{A}, \hat{A})\) bimodules of the form \( \Psi_g \) do all have canonical graded lifts, at least for the gradings we are considering. From this, one can show directly that if \( \Psi_g \) is homotopic to \( \hat{A} \) as a complex of ungraded bimodules, then there must actually exist an graded homotopy between \( \Psi_g \) and \( \hat{A} \). Thus faithfulness on the homotopy category of \( \hat{\sigma} \)-graded projective modules implies faithfulness on the homotopy category of ungraded projective modules (and therefore on the homotopy category of graded projective modules for any of our other gradings.)

6. The Bessis monoid, the \( \hat{\sigma} \)-grading on \( \hat{A} \), and dual ping pong

In this section we describe the relationship between the Bessis monoid \( F_n^+ \) of \( F_n \) and the triangulated category \( \mathcal{D} \). The basic ingredients are the 2-representation \( \Psi \) and the \( \hat{\sigma} \)-grading on the zigzag algebra \( \hat{A} \).

To begin, we explain how the Hurwitz action of the Artin braid group \( B_n \) appears naturally from the point of view of the 2-representation \( \Psi \). Our description is very similar to the well-known appearance of \( B_n \) in the theory of exceptional sequences of representations of quivers \([11]\). Actions of \( B_n \) on spherical collections in triangulated categories have also been considered before, see for example \([10]\) and references therein. Our main goal here is to directly relate these kinds of actions to the Hurwitz action of \( B_n \) on reduced reflection expressions of \( \gamma = \sigma_1 \ldots \sigma_n \).

In this section the grading shift \( \langle \bullet \rangle \) will denote a shift in the \( \hat{\sigma} \)-grading coming from the orientation \( \hat{\sigma} \) of \( Q \), and \( \mathcal{D} \) will denote the homotopy category of bounded complexes of finitely-generated \( \hat{\sigma} \)-graded projective modules. Given \( Y \in \mathcal{D} \), \( Y(k) \) will denote the \( \hat{\sigma} \)-baric slice of \( Y \).

6.1. The Hurwitz action of the braid group on spherical collections. One special feature of complexes in \( \mathcal{D} \) of the form \( \Psi_g(P_i) \) is that their endomorphism algebras are isomorphic to \( k[z]/z^2 \), the homology ring of the sphere. For this reason, we refer to these objects as spherical.\[2]\] If \( E \cong \Psi_g(P_k) \) is spherical, we denote by \( \Phi_E \cong \Psi_g \Sigma_k \Psi_g^{-1} \) the associated spherical twist, which is an auto-equivalence of \( \mathcal{D} \).

\[2\]The terms spherical object and spherical twist are due to Seidel-Thomas \([27]\), who define a spherical object to be an object \( E \) such that \( \oplus_k \text{Hom}(E, E[k]) \) is isomorphic to the homology ring of a sphere. The notion of spherical object we use here is quadratic dual to theirs. In particular, if we choose to work instead with the corresponding simple modules over the quadratic dual of \( \hat{A} \), these simple modules will be spherical in the original sense of Seidel-Thomas.
A spherical collection in \( \mathcal{D} \) is a collection
\[
\{E_1, E_2, \ldots, E_n\}
\]
of finitely-many spherical objects \( E_i \). The auto-equivalence group of \( \mathcal{D} \) acts on the set of spherical collections, with an auto-equivalence \( \Phi \) acting by
\[
\Phi \cdot \{E_1, \ldots, E_n\} = \{\Phi(E_1), \ldots, \Phi(E_n)\}.
\]
It is sometimes convenient to fix an order \((E_1, E_2, \ldots, E_n)\) on the objects in a spherical collection; after doing so the Artin braid group \( B_n \) then acts on the set of spherical collections, where the action of the generator \( \tau_i \in B_n \) is defined by
\[
\tau_i(E_1, \ldots, E_i, E_{i+1}, \ldots, E_n) = (E_1, \ldots, \Phi(E_{i+1}), E_i, \ldots, E_n).
\]
(See, for example, [10]). We denote the set of ordered spherical collections in \( \mathcal{D} \) by \( \mathcal{O}_D \), and, in anticipation of Lemma 6.2, we refer to this \( B_n \) action as the Hurwitz action of the braid group on \( \mathcal{O}_D \). An interesting question is to describe the orbits of \( B_n \) on ordered spherical collections in \( \mathcal{D} \); in particular, it is desirable to find orbits where the \( B_n \) action is free. It is also desirable to find conditions on the morphism spaces between objects in a collection which are preserved by the Hurwitz action. This motivates the following definition.

**Definition 3.** An \( \vec{\sigma} \)-spherical collection in \( \mathcal{D} \) is an \( n \)-tuple
\[
(E_1, E_2, \ldots, E_n)
\]
such that
- each \( E_i \) is spherical;
- each \( E_i \in \mathcal{D}_0 \), where \( \mathcal{D}_0 \) denotes the heart of the \( \vec{\sigma} \)-baric structure on \( \mathcal{D} \) (see Section 4.6);
- for \( i < j \) and \( l \in \mathbb{Z} \),
  \[
  \text{Hom}(E_i, E_j(k)(l)) \neq 0 \implies k = 1;
  \]
- for \( i > j \) and \( l \in \mathbb{Z} \),
  \[
  \text{Hom}(E_i, E_j(k)(l)) \neq 0 \implies k = 0;
  \]

The basic example of an \( \vec{\sigma} \)-spherical collection is \( (P_1, P_2, \ldots, P_n) \).

The proof of the following lemma is almost immediate from the definitions.

**Lemma 6.1.** The Hurwitz action of \( B_n \) preserves the set of \( \vec{\sigma} \)-spherical collections.

Let \( \mathcal{O}_D^\vec{\sigma}(\Psi_\gamma) \) denote the set of \( \vec{\sigma} \)-spherical collections \( (E_1, \ldots, E_n) \) such that the composition of their spherical twists is given by the action of the Coxeter element
\[
\Phi_{E_1} \cdots \Phi_{E_n} \simeq \Psi_\gamma \in \text{Aut}(\mathcal{D}).
\]
Recall that \( \text{Red}(\gamma) \) denotes the set of reduced \( \gamma \)-reflection expressions for \( \gamma \in F_n \). A comparison of the definition of the Hurwitz action on \( \vec{\sigma} \)-spherical collections to that of the Hurwitz action on reduced \( \gamma \)-reflection expressions for \( \gamma \) yields the following.
Lemma 6.2. The assignment \((\sigma_1, \ldots, \sigma_n) \mapsto (P_1, \ldots, P_n)\) extends uniquely to a map
\[
f : \text{Red}(\gamma) \longrightarrow \mathcal{O}_D^\beta(\Psi_\gamma)
\]
which intertwines the \(B_n\) actions. If \(f : (t_1, \ldots, t_n) \mapsto (E_1, \ldots, E_n)\), then for all \(k = 1, \ldots, n\) the auto-equivalence \(\Psi_{t_k}\) is isomorphic to the spherical twist \(\Phi_{E_k}\).

Proposition 6.3. The Hurwitz action of the braid group \(B_n\) on the orbit of the spherical collection \((P_1, \ldots, P_n)\) is free. Thus the assignment \((\sigma_1, \ldots, \sigma_n) \mapsto (P_1, \ldots, P_n)\) extends uniquely to an isomorphism of sets with a \(B_n\) action.

Proof. Let \(1 \neq \beta \in B_n\), and suppose that \(\beta(P_1, \ldots, P_n) = (E_1, \ldots, E_n)\). We must show that for some \(i\), \(E_i\) is not isomorphic to \(P_i\). To see this, consider the Hurwitz action of \(B_n\) on the reduced \(\gamma\)-reflection expressions for \(\gamma\), and let
\[
\beta((\sigma_1, \ldots, \sigma_n)) = (t_1, \ldots, t_n).
\]
In particular, in the 2-representation \(\Psi\), the reflection \(t_i\) acts by the spherical twist \(\Phi_{E_i}\). By Artin’s Theorem [2.1]
\[
(t_1, \ldots, t_n) = (\sigma_1, \ldots, \sigma_n) \iff \beta = 1.
\]
Thus, if \(\beta \neq 1\), at least one of the reflections \(t_i\) is not equal to \(\sigma_i\). Now, by Theorem [1.1] it follows that the spherical twists \(\Phi_{E_i}\) and \(\Phi_{P_i} = \Sigma_i\) are not isomorphic, and thus \(E_i\) is not isomorphic to \(P_i\).

6.2. Reflection complexes. Let \(t \in F_n^+\) be a \(\gamma\)-reflection. To \(t\) we may associate a complex \(\mathcal{C}_t\) whose associated twist is \(t\). We call \(\mathcal{C}_t\) the reflection complex associated to \(t\), and in this section we study the basic properties of reflection complexes. The most important point is that there is a close connection between the morphism spaces between reflection complexes and the topology of the punctured disc. The basic features of this connection will be summarized in Proposition [6.4] below.

Let \(\beta \in B_n\) be a braid such that
\[
\beta \cdot (\sigma_1, \ldots, \sigma_n) = (t, x_2, \ldots, x_n),
\]
where \(B_n\) acts on \(n\)-tuples of \(\gamma\)-reflections via the Hurwitz action. Similarly, there exists a complex \(\mathcal{C}_t\) with
\[
\beta \cdot (P_1, \ldots, P_n) = (\mathcal{C}_t, \mathcal{C}_{x_2}, \ldots, \mathcal{C}_{x_n}).
\]
The complex \(\mathcal{C}_t\) is well defined independent of the choice of \(\beta \in B_n\) used to obtain an \(n\)-tuple of the form \((t, x_2, \ldots, x_n)\). The complex \(\mathcal{C}_t\), which we call the reflection complex associated to \(t\), lives in the heart \(D_0\) of the \(\Sigma\)-baric structure on \(D\).

As an example, let \(t\) be the \(\gamma\)-reflection \(\sigma_1 \sigma_2 \sigma_1^{-1}\). The associated reflection complex is
\[
\mathcal{C}_{\sigma_1 \sigma_2 \sigma_1^{-1}} \cong \Sigma_1(P_2) \cong \left( P_2 \xrightarrow{x \oplus y^*} P_1 \oplus 2 \right).
\]

An alternative description of the reflection complex \(\mathcal{C}_t\) is as follows: any \(\gamma\)-reflection \(t\) may be written as \(t = g \sigma_i g^{-1}\) for some \(g \in F_n\) and some \(i = 1, \ldots, n\), with \(g\) determined uniquely up to multiplication on the right by a power of \(\sigma_i\). The complex \(\Psi_g(P_i)\) will agree up to a grading and homological shift with the reflection complex \(\mathcal{C}_t\) defined above, where the “up to a shift” is a result of the ambiguity in the choice of \(g\). The advantage of our first definition above is that it uses the Hurwitz action to fix this choice of \(g\) uniformly for all \(\gamma\)-reflections.
However, for some statements it seems more natural to allow for an “up to shift” ambiguity in the definition of $C_t$. In particular, for $t$ a $\gamma$-reflection, we define a complex $\mathcal{C}_t$ by

$$\mathcal{C}_t = \bigoplus_{k \in \mathbb{Z}} C_t[k].$$

Thus $\mathcal{C}_t$ is the direct sum of all homological shifts of $C_t$ which live in the $\bar{\sigma}$-baric heart $\mathcal{D}_0$. Note that changing the definition of $\mathcal{C}_t$ by homological shift does not change the object $\mathcal{C}_t$.

The complexes $\mathcal{C}_t$ are not objects of $\mathcal{D}$, though the summands of $\mathcal{C}_t$ are. In particular, for any $Y \in \mathcal{D}$, the space $\text{Hom}(Y, \mathcal{C}_t)$ is a well-defined finite dimensional $k$-vector space.

In the statement of the Proposition 6.4 below, we find it convenient to introduce the notation $\doteq$ by writing, for complexes $Y$ and $B$,

$$Y \doteq B \iff \text{there exists an integer } m \text{ such that } Y \cong B[m].$$

When we have fixed a direct sum decomposition $B \cong B_1 \oplus \cdots \oplus B_k$, we will also write

$$Y \doteq B_1 \oplus \cdots \oplus B_k \iff \text{there exist integers } m_1, \ldots, m_k \text{ such that } Y \cong B_1[m_1] \oplus \cdots \oplus B_k[m_k].$$

In the special case $C_{\sigma_i} \cong P_i$, we follow the notation of Section 5 and write $\Psi_i := C_{\sigma_i}$ (though we remind the reader again that in this section the module $P_i$ is endowed with its $\bar{\sigma}$-grading, while in Section 5 the notations $P_i$ and $\mathcal{P}_i$ were used to denote $\bar{\sigma}$-graded objects).

**Proposition 6.4.** Let $t$ and $u$ be $\gamma$-reflections. The following are equivalent:

1. $tu \in \mathcal{B}e^+$ is a simple Bessis element;
2. $tut^{-1}$ is a $\gamma$-reflection;
3. $u^{-1}tu$ is a $\gamma$-reflection;
4. The connecting paths $f_t$ and $f_u$ have isotopic representatives in the unit disc which intersect only at the base point $x_0$, and such that in a sufficiently small neighbourhood of $x_0$, the curve $f_t$ lies below $f_u$.
5. $\text{Hom}(C_{u}, C_t(k)) = 0$ for $k \neq 0$.
6. $\text{Hom}(C_t, C_u(k)) = 0$ for $k \neq 1$.
7. $\Psi_i(C_u) \cong C_tu^{-1} \in \mathcal{D}_0$;
8. $\Psi_i^{-1}(C_t) \cong C_u^{-1}tu \in \mathcal{D}_0$;
9. $\Psi_i(C_t) \in \mathcal{D}_{[0,1]}$ with $\bar{\sigma}$-baric slices
   $$\Psi_i(C_t)(\phi_+) \doteq \bigoplus_{i=1}^r C_u(1) \text{ and } \Psi_i(C_t)(\phi_-) \doteq C_t;$$
10. $\Psi_i^{-1}(C_u) \in \mathcal{D}_{[-1,0]}$ with $\bar{\sigma}$-baric slices
    $$\Psi_i^{-1}(C_u)(\phi_-) \doteq \bigoplus_{i=1}^r C_t(-1) \text{ and } \Psi_i^{-1}(C_u)(\phi_+) \doteq C_u;$$

**Proof.** We only give a sketch of the proof here (see also [20]). The equivalence of the first four claims is immediate from Bessis’ work [4], and does not involve the 2-representation $\Psi$. The equivalence of the remaining statements with each other and with items (1), (2), (3), (4) can be shown using the Hurwitz action on the set of $\bar{\sigma}$-spherical collections.

For example, we show the equivalence of (1) and (5). Recall that if $(C_{t_1}, \ldots, C_{t_n}) \in \mathcal{O}^0_\mathcal{D}(\Psi_\gamma)$ is a $\bar{\sigma}$-spherical collection of reflection complexes corresponding to a minimal length reflection expression

$$\gamma = t_1 t_2 \cdots t_n,$$

then it follows from the definition of a $\bar{\sigma}$-spherical collection that for $i < j$

$$\text{Hom}(C_{t_i}, C_{t_j}(k)) \neq 0 \implies k = 1,$$
while for for $i > j$

$$\text{Hom}(C_t, C_j \langle k \rangle) \neq 0 \implies k = 0.$$  

Now suppose that $tu$ is a simple Bessis element, and $(t, u, x_1 \ldots x_{n-2})$ be a minimal length $\gamma$-reflection expression for the Coxeter element $\gamma$. Then there is some braid $\beta \in B_n$ such that

$$\beta(P_1, P_2, \ldots, P_n) \cong (C_t, C_u, \ldots, C_{x_{n-2}}).$$

Since the $B_n$ action preserves the set of $\sigma$-spherical collections, it follows that

$$\text{Hom}(C_u, C_i \langle k \rangle) = 0$$

for $k \neq 0$.

To prove the converse statement $(5) \implies (1)$, for concreteness we will assume that $t = \sigma_1$, so that $C_t = P_1$ and $C_i = \mathcal{F}_1$. (The case of more general $t$ can be reduced to this one using the Hurwitz action, although one can also give a more direct proof along the lines indicated below for the case $C_t = P_1$.) So we now suppose that $\text{Hom}(C_u, \mathcal{F}_1 \langle k \rangle) = 0$ for $k \neq 0$. We claim that $C_u$ is in the full triangulated subcategory generated by $\{P_2, \ldots, P_n\}$; that is, we claim that no shifts of $P_1$ appear in the chain groups of the minimal complex of $C_u$.

For suppose that a shift of $P_1$ appears somewhere in the minimal complex of $C_u$; let us denote such a summand of the chain group of the minimal complex of $C_u$ by $N_1$, which for convenience we assume appears in homological degree $0$. The boundary map of the minimal complex of $C_u$ does not involve any non-zero scalar multiples of the map $e_1 : P_1 \to P_1$, as any appearance of $e_1$ would result in a contractible summand of $C_u$. But the the only $\sigma$-degree 0 maps out of $N_1$ are scalar multiples of $e_1$, and all components of the differential in the minimal complex of $C_u$ are of $\sigma$-degree 0. From this it follows that $N_1$ must be in the kernel of the boundary map of the minimal complex of $C_u$. Now, let

$$\iota : P_1 \to C_u$$

be the map which sends $P_1$ to $N_1$ isomorphically via $e_1$. Since $N_1$ is in the kernel of the boundary map of the minimal complex of $C_u$, $\iota$ is a chain map and defines an element of $\text{Hom}(P_1, C_u)$. Let

$$z_{\sigma_1} : C_u \to P_1 \langle 1 \rangle$$

be the map which restricts to multiplication by the loop $z : N_1 \to P_1 \langle 1 \rangle$ and which is 0 on all other summands of the chain group of the minimal complex of $C_u$. This, too, is a chain map, and composition

$$z_{\sigma_1} \circ \iota = z : P_1 \to P_1 \langle 1 \rangle$$

is clearly non-zero in the homotopy category; hence $z_{\sigma_1}$ is non-zero in the homotopy category, too. Thus $\text{Hom}(C_u, \mathcal{F}_1 \langle 1 \rangle) \neq 0$, contradicting the assumption of $(5)$.

We conclude that if $\text{Hom}(C_u, \mathcal{F}_1 \langle k \rangle) = 0$ for all $k \neq 0$, then $C_u$ must be in the full triangulated subcategory generated by $P_2, \ldots, P_n$. Now an inductive argument using the Hurwitz action implies that if a reflection complex $C_u$ lies in the full triangulated subcategory generated by $P_2, \ldots, P_n$, then in fact the reflection $u$ is a divisor of $\gamma' = \sigma_2 \ldots \sigma_n$. Thus $\sigma_1 u$ divides $\sigma_1 \gamma' = \gamma$, so that $\sigma_1 u = tu$ is a simple Bessis element, giving $(1)$.

The equivalence of $(6)$ with $(1)$ is given analogously. The equivalence of each of $(7) - (10)$ with $(5), (6)$ is obtained directly using the definition of the auto-equivalences $\Psi^\pm_1, \Psi^\pm_u$. □
The transitivity Hurwitz action of $B_n$ on $\bar{\sigma}$-spherical collections in the orbit of $(P_1, \ldots, P_n)$ has some further important consequences for morphism spaces between reflection complexes. For example, we have the following lemma, whose proof we leave as an exercise for the interested reader. (One such proof is by induction on the length of the braid $\beta \in B_2 \cong \mathbb{Z}$ needed to obtain $r$ as a component of $\beta(t,u)$ under the Hurwitz action.)

**Lemma 6.5.** Let $t,u$ be $\gamma$-reflections with $tu \in B^+$ a Bessis simple element. Suppose that
\[
\text{Hom}(C_t, Y) = \text{Hom}(C_u, Y) = 0.
\]
Then for any $\gamma$-reflection $r$ dividing $tu$,
\[
\text{Hom}(C_r, Y) = 0.
\]
Similarly, if
\[
\text{Hom}(Y, C_t) = \text{Hom}(Y, C_u) = 0,
\]
then for any $\gamma$-reflection $r$ dividing $tu$,
\[
\text{Hom}(Y, C_r) = 0.
\]

6.3. **Dual ping pong.** In this section we define the sets required for dual ping pong, as formulated in Lemma 3.2. We remind the reader that in this section $\langle \bullet \rangle$ denotes a shift in the $\bar{\sigma}$-grading, while $D_{>k}, D_{\geq k}, D_{\leq k}$, etc. denote the subcategories of $D$ defined in Section 4.6 using the $\bar{\sigma}$-baric structure.

For $w \in B^+$ a simple Bessis element, set
\[
X_w = \{ Y \in D_{\geq 0} : \text{Hom}(Y, C_t) = 0 \iff t \text{ divides } w \}.
\]
We now show that the $X_w$ satisfy the requirements for dual ping pong, as formulated in Lemma 3.3.

**Proposition 6.6.** The sets $\{X_w\}_{w \in B^+}$ are all non-empty and pairwise disjoint. For $u$ a $\gamma$-reflection and $w \in B^+$,
\[
\Psi_u(X_w) \subset X_{lf(uw)}.
\]

**Proof.** We first show the sets $X_w$ are all non-empty. For $w \neq \gamma \in B^+$, write $\gamma = (w')w$, and let
\[
Y_w = \bigoplus_{x \text{ a } \gamma}\text{-reflection dividing } w' C_x.
\]
A basic property of the Bessis monoid $F^+_n$ is that, for $t$ a $\gamma$-reflection, $xt \in B^+$ for all $x$ dividing $w'$ if and only if $t$ divides $w$. Thus it follows from from Proposition 6.4 that $\text{Hom}(Y_w, C_t) = 0$ if and only if $xt \in B^+$ if and only if $t$ divides $w$; this shows that $Y_w \in X_w$, so that $X_w \neq \emptyset$. Since $D_{>0} \subset X_{\gamma}$, the set $X_{\gamma}$ is clearly non-empty, too.

The fact that $X_w \cap X_y = \emptyset$ when $w \neq y$ is clear from the definition, since if $Y \in X_w$, then $w$ is the least common multiple of the set $\{ t \mid \text{Hom}(Y, C_t) = 0 \}$, and thus $Y$ determines $w$.

We now show that $\Psi_u(X_w) \subset X_{lf(uw)}$. Let $a = lf(uw)$, and write $uw = ab = ua'b$, with $a'b = w$. Let $Y \in X_w$. We must now show that $\Psi_u Y \in X_a$, that is, we must show that
\[
\text{Hom}(\Psi_u Y, C_t) = 0 \iff t \text{ divides } a.
\]
Suppose first that $t$ divides $a$. One possibility is that $t = u$, in which case
\[
\text{Hom}(\Psi_u Y, C_u) \cong \text{Hom}(Y, \Psi_u^{-1} C_u) \cong \text{Hom}(Y, C_u(-1)).
\]
As \( Y \in D_{\geq 0} \), the summands of \( C_u^{-1} \) are in \( D_{<0} \), and
\[
\text{Hom}(D_{\geq 0}, D_{<0}) = 0,
\]
we have that \( \text{Hom}(Y, C_u^{-1}) = 0 \).

Next, suppose that \( t \) divides \( a' \). Since \( t \) divides \( w \) and \( Y \in X_w \), we know that
\[
\text{Hom}(Y, C_t) = 0.
\]
Also, as \( ua' \in Be^+ \) is a simple Bessis element and \( ut \) divides \( ua' \), we know that \( ut \in Be^+ \), too. Now, by Proposition \ref{prop:6.4} (10), we have that \( \Psi_u^{-1}C_t \) is isomorphic to a mapping cone of a direct sum of \( C_u^{-1} \)'s mapping to \( C_t \). Since the \( C_u^{-1} \) terms of \( \Psi_u^{-1}C_t \) live in \( D_{<0} \), it follows that for \( Z \in D_{\geq 0} \),
\[
\text{if } \text{Hom}(Z, C_t) = 0 \text{ then } \text{Hom}(Z, \Psi_u^{-1}C_t) = 0.
\]
Taking \( Z = Y \), we then have
\[
\text{Hom}(Y, C_t) = 0 \implies \text{Hom}(\Psi_u Y, C_t) \cong \text{Hom}(Y, \Psi_u^{-1}C_t) = 0.
\]
Thus \( \text{Hom}(\Psi_u Y, C_t) = 0 \) for \( t = u \) and also for \( t \) dividing \( a' \). Now Lemma \ref{lem:6.5} shows that \( \text{Hom}(\Psi_u Y, C_t) = 0 \) for any \( t \) dividing \( ua' = a = lf(uw) \).

We now show the converse statement:
\[
\text{Hom}(\Psi_u Y, C_t) = 0 \implies t \text{ divides } a.
\]
Let \( a'' \) be the least common multiple of \( \{ t \mid \text{Hom}(\Psi_u Y, C_t) = 0 \} \). Since \( u \) is in this set, \( u \) divides \( a'' \), and we may write \( a'' = ua''' \) for a simple Bessis element \( a''' \). If we show that \( a''' \) divides \( w \), then since \( ua''' = a'' \), it will follow that \( a''' \) divides \( a = lf(uw) \).

To see that \( a''' \) divides \( w \), suppose that \( t \) is a \( \gamma \)-reflection dividing \( a''' \). We claim that \( \text{Hom}(Y, C_t) = 0 \). As before, we know that
\[
\text{if } \text{Hom}(Y, \Psi_u^{-1}C_t) = 0 \text{ then } \text{Hom}(Y, C_t) = 0.
\]
Since
\[
\text{Hom}(\Psi_u Y, C_t) \cong \text{Hom}(Y, \Psi_u^{-1}C_t) = 0,
\]
and \( Y \in X_w \), we conclude then \( t \) divides \( w \). Since \( t \) was an arbitrary factor of \( a''' \), it follows that \( a''' \) divides \( w \), and \( a'' = ua''' \) divides \( a = lf(uw) \), as desired. \( \square \)

Remark 2. The statements Proposition \ref{prop:6.6} above together with the dual ping pong Lemma \ref{lem:3.3} together imply the faithfulness of the \( F_n \) action on \( D \), so it might appear as though we have given a second independent proof of Theorem \ref{thm:1.1}. However, in preparation for Proposition \ref{prop:6.6}, we used Theorem \ref{thm:1.1} to prove that the Hurwitz action of \( B_n \) on \( \bar{\sigma} \)-spherical collections is free. Nevertheless, one can give a proof of Proposition \ref{prop:6.6} which does not use Theorem \ref{thm:1.1} (by, for example, proving the freeness of the Hurwitz action on \( \bar{\sigma} \)-spherical collections directly) and so in principle one can prove Theorem \ref{thm:1.1} using either ping pong or dual ping pong. We give a dual ping pong faithfulness proof in setting of categorical actions of ADE spherical Artin-Tits groups in \cite{21}.
7. Metrics on $F_n$ from homological algebra

Let $o$ be an orientation of $Q$, and $\{D_k\}$ the associated $o$-baric structure of $D$, as defined in Section 4.6. For any auto-equivalence $\beta$ of $D$ we may define a closed interval

$[\phi_-(\beta), \phi_+(\beta)] \subset \mathbb{Z}$

as the smallest interval such that

$$\Psi_\beta(D_0) \subset D[\phi_-(\beta), \phi_+(\beta)].$$

There is no a priori reason to consider only $o$-baric structure on $D$ for such a definition, and one could (and should) consider instead $t$-structures, co-$t$ structures, Bridgeland slicings or co-slicings, etc. In favourable situations, the length of this interval will give a metric on the auto-equivalence group of $D$. It would be interesting to study the resulting metrics on the free group coming from categorical structures on $D$ more systematically, and we certainly have not done that here. However, the ping pong and dual ping pong constructions considered in Sections 5 and 6 allow us to at least give a combinatorial description of the metrics arising from the $\tilde{o}$- and $\vec{o}$-baric structures on $D$. We collect the relevant statements in two theorems below. The proofs of these theorems are very similar to the proofs of Propositions 5.1 and 6.6, and as a result we omit the details. (In fact, the easiest way to prove these statements is via an examination of the ping pong and dual ping pong games constructed in Propositions 5.1 and 6.6. We also refer also [21],[20], where we prove analogous metric statements for spherical and right-angled Artin-Tits groups.)

For the first statement, we consider the symmetric orientation $\tilde{o}$, which was used in Section 5 for our construction of ping pong and proof of Theorem 1.1. Thus the integers $\phi_-(\beta)$ and $\phi_+(\beta)$ are determined by the interval in (1), where $D_k$ are given by the $\tilde{o}$-baric structure on $D$.

**Theorem 7.1.** For $n \geq 2$ and all $\beta \in F_n$, $\phi_-(\beta) \leq 0$ and $\phi_+(\beta) \geq 0$. Furthermore,

- $\phi_+(\beta)$ is equal to the number of positive generators from the set $\{\sigma_1, \ldots, \sigma_n\}$ in a reduced expression
  $$\beta = \sigma_{i_1}^{\epsilon_1} \ldots \sigma_{i_r}^{\epsilon_r}, \ \epsilon_i \in \pm 1;$$
- $-\phi_-(\beta)$ is equal to the number of negative generators from the set $\{\sigma_{-1}^{-1}, \ldots, \sigma_n^{-1}\}$ in a reduced expression
  $$\beta = \sigma_{i_1}^{-\epsilon_1} \ldots \sigma_{i_r}^{-\epsilon_r}, \ \epsilon_i \in \pm 1;$$
- the $\tilde{o}$-baric spread $l_{\tilde{o}}(\beta) = \phi_+(\beta) - \phi_-(\beta)$ is equal to the word length of $\beta$ in the standard generators $\{\sigma_i^{\pm 1}\}$ of $F_n$.

We now replace the symmetric orientation $\tilde{o}$ on $Q$ by the ordered orientation $\vec{o}$ on $Q$; the $\vec{o}$-grading on $\hat{A}$ was used in Section 6 for dual ping pong. Thus in the following theorem, the integers $\phi_+(\beta)$ and $\phi_-(\beta)$ are defined by the interval in (1), where now $D_k$ are given by the $\vec{o}$-baric structure on $D$.

**Theorem 7.2.** For any $\beta \in F_n$, we have the following:

- If $\phi_+(\beta) \geq 0$, then $\phi_+(\beta)$ is equal to the number of positive simple Bessis elements $w \in \mathcal{B}e^+$ in any minimal length expression
  $$\beta = w_{i_1}^{\epsilon_1} \ldots w_{i_r}^{\epsilon_r}, \ \epsilon_i \in \pm 1$$
  for $\beta$ as a word in the generating set $(\mathcal{B}e^+)^{\pm 1}$.  


• If \( \phi_+(\beta) \leq 0 \), then \( \beta \in (F_n^+)^{-1} \) is in the negative Bessis monoid. Moreover, in this case \( -\phi_+(\beta) \) is equal to the number of \( \gamma^{-1} \)'s in any minimal length expression
\[
\beta = w_{i_1}^{\epsilon_1} \ldots w_{i_r}^{\epsilon_r}, \quad \epsilon_i \in \pm 1
\]
for \( \beta \) as a word in the generating set \( (B^1_n)^{\pm 1}_{\epsilon} \).
• If \( \phi_-(\beta) \leq 0 \), then \( -\phi_-(\beta) \) is equal to the number of negative simple Bessis elements \( w^{-1} \) in any minimal length expression
\[
\beta = w_{i_1}^{\epsilon_1} \ldots w_{i_r}^{\epsilon_r}, \quad \epsilon_i \in \pm 1
\]
for \( \beta \) as a word in the generating set \( (B^1_n)^{\pm 1}_{\epsilon} \).
• If \( \phi_-(\beta) \geq 0 \), then \( \beta \in F_n^+ \) is in the positive Bessis monoid. Moreover, in this case \( \phi_-(\beta) \) is equal to the number of \( \gamma \)'s in any minimal length expression
\[
\beta = w_{i_1}^{\epsilon_1} \ldots w_{i_r}^{\epsilon_r}, \quad \epsilon_i \in \pm 1
\]
for \( \beta \) as a word in the generating set \( (B^1_n)^{\pm 1}_{\epsilon} \).
• Let
\[
\phi^*_+(\beta) = \max\{\phi_+(\beta), 0\} \quad \text{and} \quad \phi^*_-(\beta) = \min\{\phi_-(\beta), 0\},
\]
so that \( \phi^*_+(\beta) \geq 0 \) and \( \phi^*_-(\beta) \leq 0 \). The \( \bar{\alpha} \)-baric spread
\[
l_{\bar{\alpha}}(\beta) = \phi^*_+(\beta) - \phi^*_-(\beta)
\]
is equal to the word length of \( \beta \) in the generating set \( (B^1_n)^{\pm 1}_{\epsilon} \) of simple Bessis elements and their inverses.

Thus Theorems 7.1 and 7.2 give homological constructions of the standard and dual word-length metrics on \( F_n \).

7.1. The exotic metric on \( F_n \). We close by defining a distinguished homological metric on the free group arising from the faithful 2-representation \( \Psi \). Recall that the triangulated category \( \mathcal{D} \) has a distinguished \( t \)-structure \( \{\mathcal{D}^k\} \) whose heart \( \mathcal{D}^0 \) is the abelian category of linear complexes of graded projective \( \widehat{A} \)-modules, where here the grading on \( \widehat{A} \) we consider is the grading by path-length (see Section 4.3). Just as for the baric structures considered in the previous section, this \( t \)-structure gives rise to a metric on \( F_n \), and a basic problem is to describe it combinatorially.

In more detail, for \( \beta \in F_n \), define \( [\phi_-(\beta), \phi_+(\beta)] \subset 2 \) to be the smallest interval such that
\[
\Psi_\beta(\mathcal{D}^0) \subset \mathcal{D}^{[\phi_-(\beta), \phi_+(\beta)]}.
\]
It is not difficult to see that for \( n \geq 2 \) and any \( \beta \in F_n \), \( -\infty < \psi_-(\beta) \leq 0 \) and \( 0 \leq \phi_+(\beta) < \infty \). Using the injectivity of the 2-representation \( \Psi \), one can also show the following.

**Proposition 7.3.** The function \( d : F_n \times F_n \to \mathbb{Z}_{\geq 0} \) defined by
\[
d_{\text{exotic}}(\alpha, \beta) = \phi_+(\beta^{-1} \alpha) - \phi_-(\beta^{-1} \alpha)
\]
is a (left-invariant) metric on \( F_n \), \( n \geq 2 \).

The triangle inequality and the symmetry of \( d_{\text{exotic}} \) in the arguments \( \alpha \) and \( \beta \) both follow immediately from the definitions; the non-trivial point is to prove that
\[
\text{if } d_{\text{exotic}}(\alpha, \beta) = 0 \text{ then } \alpha = \beta.
\]
Thus, to prove Proposition 7.1, one must show that

\( \beta(D^0) \subset D^0 \iff \beta = 1. \)

This is in principle a slightly stronger condition than the faithfulness of the action of \( F_n \) on \( D \). However, the faithfulness of the action of \( F_n \) on \( D \) implies that for \( \beta \neq 1 \), the complex of \((\hat{A}, \hat{A})\) bimodules defining \( \Psi_\beta \) is not homotopic to the \((\hat{A}, \hat{A})\) bimodule \( \hat{A} \). Now, by examining the chain groups of the (minimal complexes of) the top and bottom slices of \( \Psi_\beta \), one can show that there is either a projective module \( P_j \) such that the top \( t \)-slice of \( \Psi_\beta(P_j) \) is in \( D^{>0} \) or a projective module \( P_j \) such that the bottom \( t \)-slice of \( \Psi_\beta(P_j) \) is in \( D^{<0} \). From this it follows that

\[ \Psi_\beta(\oplus_{j=1}^n P_j) \in D^0 \iff \beta = 1, \]

which implies statement (2).

We refer to the metric \( d_{\text{exotic}} \) as the exotic metric on \( F_n \), and pose the following problem.

**Problem 7.4.** Give a combinatorial description of the exotic metric on \( F_n \).

If \( \beta \) is an element of the standard positive monoid, so that a minimal expression for \( \beta \) in the generators \( \{\sigma_i^{\pm 1}\} \) uses only positive generators \( \{\sigma_i\} \), then one can show that \( d(\beta, 1) \) is equal to the length of \( \beta \) with respect to the generating set of canonical positive lifts from the associated universal Coxeter group

\[ W_n = F_n/\langle \sigma_i^2 \rangle. \]

We denote by \( d_{\text{Cox}} \) the word-length metric on \( F_n \) whose length one elements are these positive lifts and their inverses. Thus, for \( n = 2 \), the free group elements \( \alpha \) with \( d_{\text{Cox}}(\alpha) = 1 \) are

\[ \sigma_1, \sigma_2, \sigma_1\sigma_2, \sigma_2\sigma_1, \sigma_1\sigma_2\sigma_1, \sigma_2\sigma_1\sigma_2, \sigma_1\sigma_2\sigma_1\sigma_2, \ldots \]

and their inverses. In fact, when \( n = 2 \) one can show that for all \( \alpha, \beta \in F_2 \),

\[ d_{\text{exotic}}(\alpha, \beta) = d_{\text{Cox}}(\alpha, \beta). \]

This solves Problem 7.4 when \( n = 2 \).

When \( n > 2 \), the situation appears to be more subtle. While we always have

\[ d_{\text{exotic}}(\alpha, \beta) \leq d_{\text{Cox}}(\alpha, \beta), \]

typically we will not have equality (though we will have equality when \( \beta^{-1}\alpha \) is in the standard positive monoid.) For example, in \( F_3 \), if

\[ \alpha = \sigma_2\sigma_1 \text{ and } \beta = \sigma_1\sigma_3\sigma_1^{-1}, \]

then \( d_{\text{Cox}}(\alpha, \beta) = 3 \), but \( d_{\text{exotic}}(\alpha, \beta) = 2 \). In fact we have no reason to expect that \( d_{\text{exotic}} \) is a word-length metric when \( n > 2 \).
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