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Abstract

Tristructural isotropic (TRISO)-coated particle fuel is a robust nuclear fuel and determining its reliability is critical for the success of advanced nuclear technologies. However, TRISO failure probabilities are small and the associated computational models are expensive. We used coupled active learning, multifidelity modeling, and subset simulation to estimate the failure probabilities of TRISO fuels using several 1D and 2D models. With multifidelity modeling, we replaced expensive high-fidelity (HF) model evaluations with information fusion from two low-fidelity (LF) models. For the 1D TRISO models, we considered three multifidelity modeling strategies: only Kriging, Kriging LF prediction plus Kriging correction, and deep neural network (DNN) LF prediction plus Kriging correction. While the results across these multifidelity modeling strategies compared satisfactorily, strategies employing information fusion from two LF models consistently called the HF model least often. Next, for the 2D TRISO model, we considered two multifidelity modeling strategies: DNN LF prediction plus Kriging correction (data-driven) and 1D TRISO LF prediction plus Kriging correction (physics-based). The physics-based strategy, as expected, consistently required the fewest calls to the HF model. However, the data-driven strategy had a lower overall simulation time since the DNN predictions are instantaneous, and the 1D TRISO model requires a non-negligible simulation time.
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1. Introduction

Tristructural isotropic (TRISO)-coated particle fuel is an advanced nuclear fuel designed to withstand extreme operating temperatures inside reactors [23, 15, 13]. Due to its robustness, it is being proposed to be used for multiple modern nuclear technologies, such as small modular reactors, advanced reactors, and microreactors [9]. TRISO particles can be compacted in multiple forms for various applications. A 25-mm-long, 6-mm-radius cylindrical fuel compact can contain approximately 10,000–15,000 TRISO particles, each with a radius of around 375–430 µm [32]. Each TRISO particle has a fuel kernel and several protective outer layers, and a particle is considered to have failed if the outer protective layer has fractured due to thermo-mechanical stresses [19]. Due to the uncertainties in the fuel properties and the particle geometries, the failure of a TRISO particle is characterized probabilistically, and the failure probabilities can range from $10^{-3}$ to $10^{-6}$ depending upon irradiation conditions in the reactor and fuel fabrication processes [19, 24]. Determining these failure probabilities accurately is critical to assess the ability to retain fission products...
within the fuel [16, 19, 24] and further analyze the overall reactor safety [25]. However, TRISO models can be computationally expensive, which makes it difficult to compute these failure probabilities using regular Monte Carlo or even standard variance reduction methods, such as subset simulation [2]. Active learning for reliability estimation provides a good alternative to efficiently estimate small failure probabilities involving expensive computational models (e.g., [37, 38, 6, 8]). In addition, there has been an interest in multifidelity modeling strategies for uncertainty quantification that fuse data from low-fidelity (LF) and high-fidelity (HF) models (e.g., [29, 21, 33, 14]). Combining active learning and multifidelity modeling can further reduce the computational expense when estimating low failure probabilities. This study applies a coupled active learning, multifidelity modeling, and subset simulation algorithm proposed in Dhulipala et al. [8] to estimate the failure probabilities and reliability indices (i.e., negative of the inverse CDF corresponding to a standard Normal distribution of the failure probabilities) of TRISO fuel models.

Active learning methods for efficient small failure probability estimation are popular when the computational model is expensive. These active learning methods leverage machine-learned surrogate models to efficiently approximate the HF model and drive the learning, most often using Gaussian Process regression (Kriging; [4]) or polynomial chaos expansions [44]. The Adaptive Kriging Monte Carlo Simulation (AK-MCS) method proposed by Echard et al. [11] is a popular approach for efficient reliability estimation. As such, several versions of the AK-MCS algorithm have been developed for complex limit state functions and/or high-dimensional spaces [22, 12, 1]. There has also been interest in integrating variance reduction methods, such as importance sampling and subset simulation, with adaptive Kriging for reduced computational cost along with accurate failure probability estimation [17, 46, 45]. In addition to the use of Kriging as the primary surrogate to replace expensive high-fidelity (HF) model evaluations, studies such as Papadopoulos et al. [26] and Cheng and Lu [5] use other machine learning models, such as support vector machines and neural networks, for reliability estimation. However, most active learning methods for reliability estimation rely on a single surrogate model and do not incorporate multifidelity physics-based models. Independently of the problem of small failure probability estimation, the concept of multifidelity modeling is being utilized, where information from multiple LF models are fused to approximate the HF model output [28, 34]. Studies have shown that, for many uncertainty quantification tasks, combining information from multiple LF models can reduce the computational expense compared to a single LF model [29, 30, 14]. Based on this concept, Dhulipala et al. [8] proposed a coupled active learning, multifidelity modeling, and subset simulation algorithm for efficient low-failure probability computations. Their algorithm adds a Kriging-based correction term to an LF model output to adaptively decide when to call a HF model. This algorithm has some interesting features such as: (1) flexibility over the LF model selection and potentially to allow for multiple LF models; (2) the capability to estimate very low failure probabilities on the order of $10^{-5}$ (most, if not all, active learning algorithms have difficulty estimating such very low failure probabilities as noted in [37, 38, 6]); and (3) minimal memory and computational requirements for Kriging usage as the test size is always one (the computational complexity of Kriging for prediction and uncertainty quantification with input dimension $d$ and test size $S$ are $O(dS)$ and $O(S^2)$, respectively [36]).

In this work, we apply the coupled active learning, multifidelity modeling, and subset simulation algorithm proposed in [8] for failure probability estimation of multifidelity TRISO fuel models, considering both 1D and 2D versions of TRISO fuel models. While the 1D model takes about 11 seconds for each evaluation, the 2D TRISO model takes about 4 minutes on ten processors (this also depends on the mesh density) and can characterize the TRISO failure more accurately. TRISO models can have failure probabilities from $10^{-3}$ to $10^{-6}$. As such, contributions of this paper are as follows:

- This study illustrates the computational gains brought by active learning on practical and critical problems regarding the safety of advanced nuclear fuel systems, while the majority of studies proposing active learning methods are demonstrated on analytical limit state functions or HF models of academic interest.

- This paper explores whether multiple LF models in active learning can bring computational gains as opposed to a single LF model (e.g., a Kriging model) that is routinely used.

- Data-driven and physics-based multifidelity modeling strategies are considered and the computational
This paper is organized as follows. Section 2 gives an introduction to TRISO fuel modeling. Section 3 provides some background on Kriging, the AK-MCS algorithm, and subset simulation. Section 4 summarizes the coupled active learning, multifidelity modeling, and subset simulation algorithm proposed in Dhulipala et al. [8]. Section 5 applies this coupled algorithm for the reliability estimation of TRISO fuel using 1D models as the HF model by considering three multifidelity modeling strategies. Section 6 applies the coupled algorithm for the reliability estimation of TRISO fuel using 2D models as the HF model by considering two multifidelity modeling strategies, which are data-driven and physics-based. Section 7 summarizes the contributions of this paper and presents the important conclusions.

2. Description of the TRISO Nuclear Fuel Model

The TRISO particle is composed of a fuel kernel and four layers: buffer, inner pyrolytic carbon (IPyC), silicon carbide (SiC), and outer pyrolytic carbon (OPyC). Figure 1 presents a schematic of an axisymmetric representation of the TRISO particle. Each TRISO particle has a radius of about 430 $\mu$m. Due to fission, the fuel kernel generates heat, which is transferred to the coating layers, resulting in thermo-mechanical stresses, which increase susceptibility to failure. IPyC and SiC layers retain fission products within the TRISO particles, therefore, maintaining the structural integrity of these layers is particularly important. The TRISO particle is considered to have failed when the SiC layer fails, which means the stress exceeds its strength. Two failure modes for SiC failure are considered [19, 7]: stress concentration due to IPyC cracking and pressure vessel failure. When the stress in the IPyC layer exceeds its strength, it cracks and causes a stress concentration in the SiC layer (Figure 1). The resulting stress concentration increases the likelihood of SiC layer failure. Alternatively, the SiC layer can fail without IPyC layer cracking when its stress exceeds its strength. This failure mode is called a pressure vessel failure and is more likely in an aspherical particle than in the spherical one presented in Figure 1. However, a SiC layer failure in the pressure vessel mode is 3–4 orders of magnitude less likely than a SiC failure due to IPyC cracking in both spherical and aspherical particles (see the UCO kernel discussion in Jiang et al. [19] and Miller et al. [24]). As such, only the failure due to IPyC cracking is considered and the failure probability is estimated using:

$$P_f = P(\text{SiC failure}) = P(\text{SiC failure} | \text{IPyC failure}) P(\text{IPyC failure})$$

(1)

Because TRISO fuel failure depends heavily on the local mechanical and thermal response, accurate models for that are an essential foundation for failure prediction. The governing equations for modeling the thermo-mechanical behavior of TRISO, levels of modeling fidelity, and model input parameters are discussed in the following sections.

2.1. Governing Equations

The thermo-mechanical behavior of the fuel kernel and each layer of a TRISO particle is governed by two equations: heat and momentum conservation as described in Williamson et al. [42] and Jiang et al. [19]. The heat equation is given by:

$$\rho \ C_p \ \frac{\partial T}{\partial t} + \nabla \cdot (k \nabla T) - E_f \ \dot{F} = 0$$

(2)
where $T$ is the unknown temperature and $k$, $C_p$, $\rho$, $E_f$, and $\dot{F}$ are the thermal conductivity, specific heat, density, energy released per fission, and volumetric fission rate, respectively. The momentum conservation equation (neglecting body forces and inertial forces) is given by:

$$\nabla \cdot \sigma = 0$$  \hspace{1cm} (3)

where $\sigma$ is the Cauchy stress tensor. The constitutive law (assuming small strains) is given by:

$$\sigma = C : (\varepsilon - \varepsilon_c - \varepsilon_t - \varepsilon_i)$$ \hspace{1cm} (4)

where $C$ is the elasticity tensor and $\varepsilon$, $\varepsilon_c$, $\varepsilon_t$, and $\varepsilon_i$ are the total strain, irradiation creep strain, thermal expansion strain, and irradiation-induced eigen strain, respectively. These governing equations for the fuel kernel and outer layers are dependent on a number of parameters and coefficients calibrated from experiments. Jiang et al. [19] provides an exhaustive description of the governing equations and their parameters and coefficients for different TRISO layers.

2.2. Multifidelity TRISO Fuel Models and Failure Indicator

Multifidelity modeling of the TRISO particle is performed here using the Bison fuel performance code [43], which is built using the Multiphysics Object Oriented Simulation Environment [31] (MOOSE; https://mooseframework.inl.gov). To model IPyC cracking and stress concentration in SiC as presented in Figure 1, a 2D model of the TRISO particle is required. Such a 2D model relies on the extended finite element method (XFEM) module in MOOSE [18] to represent a crack in the IPyC layer and simulate stress concentration in the SiC layer. Depending upon the mesh density in the finite element model, each evaluation of the 2D TRISO model can take about 4 minutes on ten processors, which can be too expensive for probabilistic analysis. Therefore, a 1D version of the TRISO model has been developed for efficient failure analysis [24, 19], as shown in Figure 2. The 1D model cannot directly model cracking of the IPyC layer and the resulting stress concentration in the SiC layer. Stress modification factors are used in the 1D model to approximate the stress concentrations in a corresponding 2D model [19]. The 1D model, therefore, approximates the behavior of the 2D model, although it is much more computationally efficient. Each 1D model evaluation takes about 11 seconds.

For the 2D and 1D versions of the TRISO model, either IPyC or SiC layer failure is defined by the indicator function:

$$I = \begin{cases} 
1 & \text{if } \sigma_1(X^\#) - \Sigma \geq 0 \\
0 & \text{if } \sigma_1(X^\#) - \Sigma < 0
\end{cases} \hspace{1cm} (5)$$
where $\sigma_1$ is the maximum principal stress in either IPyC or SiC, $X^#$ is a subset of the input parameters, and $\Sigma$ is either IPyC or SiC strength. The full set of input parameters include the IPyC and SiC strengths and is given by $X = \{X^#, \Sigma_{\text{IPyC}}, \Sigma_{\text{SiC}}\}$. The whole set of uncertain input parameters $X$ to the TRISO model is discussed next.

### 2.3. Considered TRISO Models and Input Parameter Uncertainties

The TRISO model is defined by a number of input parameters, of which the layer geometries and mechanical properties can be uncertain and have been found to be the most important for its probabilistic failure analysis. We considered four TRISO models in this study to determine their failure probabilities and these models represent a range of verification cases as well as experimental validation cases as discussed in Jiang et al. [19]. These four models differ not only in terms of their distributions of layer geometries and mechanical properties but also in the irradiation temperatures inside the nuclear reactor. Both the input parameter distributions and the irradiation temperatures can affect the failure probabilities. Tables 1 and 2 present the input parameters and irradiation temperatures for the four TRISO models, respectively. While Models 1 & 2 and Models 3 & 4 have 7 and 11 uncertain input parameters, respectively. In summary, Models 1 & 2 and Models 3 & 4 have 7 and 11 uncertain input parameters, respectively.

Table 1: Input parameters for the four TRISO models considered in this study. This table is adapted from Dhulipala et al. [7].

| Category       | Parameter                               | Models 1 & 2  | Models 3 & 4  |
|----------------|-----------------------------------------|---------------|---------------|
| Particle geometry | Kernel radius ($\mu$m)                  | $\mathcal{N}(213.35, 4.4)$ | $\mathcal{N}(212.5, 5.0)$ |
|                | Buffer thickness ($\mu$m)               | $\mathcal{N}(98.9, 8.4)$   | $\mathcal{N}(100.0, 10.0)$ |
|                | IPyC thickness ($\mu$m)                 | $\mathcal{N}(40.4, 2.5)$   | $\mathcal{N}(40.0, 3.0)$   |
|                | SiC thickness ($\mu$m)                  | $\mathcal{N}(35.2, 1.2)$   | $\mathcal{N}(35.0, 2.0)$   |
|                | OPyC thickness ($\mu$m)                 | $\mathcal{N}(43.4, 2.9)$   | $\mathcal{N}(40.0, 3.0)$   |
|                | Asphericity ratio                       | 1.0            | 1.04           |
| Fuel properties      | Kernel density (gm/cm$^3$)              | 10.966         | 11.0           |
|                | Kernel theoretical density (gm/cm$^3$)  | 11.37          | 11.4           |
|                | Buffer density (gm/cm$^3$)              | 1.05           | 1.05           |
|                | Buffer theoretical density (gm/cm$^3$)  | 2.25           | 2.25           |
|                | IPyC density (gm/cm$^3$)                | 1.89           | $\mathcal{N}(1.9, 0.02)$ |
|                | OPyC density (gm/cm$^3$)                | 1.907          | $\mathcal{N}(1.9, 0.02)$ |
|                | IPyC anisotropy factor                  | 1.0465         | $\mathcal{N}(1.05, 0.005)$ |
|                | OPyC anisotropy factor                  | 1.0429         | $\mathcal{N}(1.05, 0.005)$ |
| Layer strengths      | IPyC strength                           | $W(\sigma_{ms}, 9.5)$ | $W(\sigma_{ms}, 9.5)$ |
|                | SiC strength                            | $W(\sigma_{ms}, 6.0)$ | $W(\sigma_{ms}, 6.0)$ |

**Notations:** $\mathcal{N}(x, y)$: normal distribution with mean $x$ and standard deviation $y$; $\sigma_{ms}$: mean strength, which is dependent on the characteristic strength obtained from Jiang et al. [19]; $W(\sigma_{ms}, m)$: Weibull distribution with mean strength $\sigma_{ms}$ and Weibull modulus $m$.

Table 2: Irradiation temperatures in the nuclear reactor for the four TRISO fuel models.

| Model 1                  | Model 2                  | Model 3                  | Model 4                  |
|--------------------------|--------------------------|--------------------------|--------------------------|
| Type = Daily varying     | Type = Daily varying     | Type = Constant          | Type = Constant          |
| Max. = 1226.84°C         | Max. = 1281.84°C         | Value = 700.0°C          | Value = 1000.0°C         |
| Min. = 207.4°C           | Min. = 195.84°C          |                          |                          |
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3. Background on Kriging, Active Learning in Monte Carlo Sampling, and Subset Simulation

This section provides a brief background on Kriging, active learning in Monte Carlo sampling, and subset simulation. These concepts provide a basis for the coupled active learning, subset simulation, and multifidelity modeling discussed in the next section.

3.1. Kriging with Multiple Length Scales

The working principle of Kriging has been described well in several studies related to active learning [11, 8]. Only a brief overview will be provided here for completeness. In Kriging, given the training set \((\mathbf{X}, \mathbf{y})\) and test inputs \(\mathbf{x}_*\), we are interested in inferring the posterior predictive distribution of \(y_*\), which has a closed form solution [35]:

\[
p(y_* | \mathbf{X}, \mathbf{x}_*, \mathbf{y}) \sim N \left( k(\mathbf{x}_*, \mathbf{X}) k(\mathbf{X}, \mathbf{X})^{-1} y, k(\mathbf{x}_*, \mathbf{x}_*) - k(\mathbf{x}_*, \mathbf{X}) k(\mathbf{X}, \mathbf{X})^{-1} k(\mathbf{X}, \mathbf{x}_*) \right)
\]

where \(k(\cdot, \cdot)\) is the kernel function that describes the correlation between two points in the input space and \(N(\cdot, \cdot)\) is the multivariate Normal distribution. Although the posterior predictive distribution has a closed form solution in a Kriging model, the kernel function has hyperparameters, which need to be optimized given the training data. This optimization is performed by maximizing the negative log likelihood function:

\[
\mathcal{L} = -\ln p(y | \mathbf{X}, \sigma^2, \lambda) \propto \frac{1}{2} \ln |k(\mathbf{X}, \mathbf{X})| + \frac{1}{2} \mathbf{y}^T k(\mathbf{X}, \mathbf{X})^{-1} \mathbf{y}
\]

The kernel function in Equations (6) and (7) is usually described by a squared exponential kernel [10]:

\[
k(\mathbf{X}, \mathbf{x}_*) = \sigma^2 \exp \left( -\frac{(\mathbf{X} - \mathbf{x}_*)^2}{2l^2} \right)
\]

where \(\sigma^2\) is the amplitude scale and \(l\) is the length scale. The length scale, in general, describes the degree with which the outputs change with respect to the inputs. In practice, it is possible for different input parameters in the vector \(\mathbf{X}\) to have different degrees of sensitivity on the output. In such cases, having a single length scale as in Equation (8) is not advisable. Using the concept of anisotropic kernels, the squared exponential kernel can be modified to have multiple length scales, one for each input parameter in the vector \(\mathbf{X}\) [10]:

\[
k(\mathbf{X}, \mathbf{x}_*) = \sigma^2 \exp \left( -\frac{1}{2} \sum_{d=1}^{D} \frac{(X_d - X_{d*})^2}{l_d^2} \right)
\]

where \(l_d\) is the length scale corresponding to dimension \(d\) in the input vector \(\mathbf{X}\) and \(D\) is the dimensionality of \(\mathbf{X}\).

3.2. Active Learning in Monte Carlo Sampling: AK-MCS Method

In a regular Monte Carlo sampling (MCS), an estimator for the failure probability is given by:

\[
\hat{P}_f = \frac{1}{N} \sum_{i=1}^{N} I \left( F(\mathbf{X}_i) \leq 0 \right) = \frac{1}{N} \sum_{i=1}^{N} I_i
\]

where \(N\) is number of Monte Carlo samples, \(F(\mathbf{X}_i) \leq 0\) is the condition that the HF model output for \(i^{th}\) input parameters sample \(\mathbf{X}_i\) exceeds the specified failure threshold, and \(I_i\) is an indicator function for model output exceeding the failure threshold. Reliability estimation often involves low failure probabilities, and estimating these probabilities requires numerous calls to a computationally expensive HF model. Owing to the drawbacks from a computational perspective of using a regular MCS, Echard et al. [11] proposed an
adaptive use of Kriging to replace expensive HF model evaluations with cheaper Kriging predictions. With the use of adaptive Kriging in MCS (AK-MCS), the estimator for the failure probability becomes:

\[ \hat{P}_f = \frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_i(X) = \frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_i \]  \hspace{1cm} (11)

where \( \mathcal{P}_i \) is the probability that \( I_i = 1 \) and is further expanded as:

\[ \mathcal{P}_i = P(I_i = 1) = P(I_i = 1 | I_i, K = 1) P(I_i, K = 1) + P(I_i = 1 | I_i, K = 0) P(I_i, K = 0) \]  \hspace{1cm} (12)

where \( I_i, K \) is the value of the indicator function when Kriging predictions are used. Equation (12) takes into consideration the probability of Kriging predictions making a sign error (i.e., falsely classifying a failed sample as being safe and vice versa) through the use of conditional probabilities \( P(I_i = 1 | .) \). However, since the accuracy of Kriging predictions is checked for every sample, \( \mathcal{P}_i \) in Equation (11) is expressed as:

\[ \mathcal{P}_i = \begin{cases} 1 \times \Phi_{i} + 0 \times (1 - \Phi_{i}) = \Phi_{i} & \text{if } I_i, K = 1 \\ 0 \times \Phi_{i} + 1 \times (1 - \Phi_{i}) = 1 - \Phi_{i} & \text{if } I_i, K = 0 \end{cases} \]  \hspace{1cm} (13)

where \( \Phi_{i} \) is the probability of a Kriging prediction making a sign error. To determine when to call the HF model and when a Kriging prediction is used in Equation (13), certain Kriging learning functions are used. Several Kriging learning functions have been developed for use in reliability analysis (e.g., Bichon et al. [3], Echard et al. [11], or Zhang et al. [46]). The \( U \)-function is a popular one and is defined as [11]:

\[ U = \frac{|\mu_K(X)|}{\sigma_K(X)} \]  \hspace{1cm} (14)

where \( \mu_K(X) \) is the mean Kriging prediction and \( \sigma_K(X) \) is its standard deviation. The \( U \)-function becomes sensitive to the accuracy of Kriging predictions for points that are close to the failure threshold and/or associated with a high standard deviation. New points are iteratively added to the training set, and the HF model is evaluated at training points that correspond to the minimum of \( U \). The Kriging model is re-trained, and this process is repeated until \( \min(U) \geq 2 \). This value of 2 corresponds to a probability of making a sign error of \( \Phi_i = \Phi(-U_i) = \Phi(-2) \approx 0.0228 \) (\( \Phi \) is a standard Normal cumulative distribution function). Also, as explained in Dhulipala et al. [8], for most cases when the \( U \)-function exceeds 2 and Kriging predictions are used, \( \Phi_i \) in Equation (13) will approximately equal 1. Therefore, \( \mathcal{P}_i \) in Equations (11) and (12) converges to an indicator function \( \mathcal{I}_i \). Also, the coefficient of variation (COV) estimator for the failure probability converges to the MCS COV estimator:

\[ \hat{\gamma} = \sqrt{1 - \hat{P}_f} \frac{\hat{P}_f}{\bar{P}_f} \]  \hspace{1cm} (15)

where \( N \) is the total number of calls to both the high-fidelity and Kriging models.

A notable drawback of AK-MCS, as explained in Dhulipala et al. [8], is that when failure probabilities are \( 10^{-4} \) or less, AK-MCS requires evaluating a large number of Kriging predictions for a satisfactory COV value. A large number of Kriging evaluations can result in computational and memory requirement bottlenecks [36], and approaches building on AK-MCS have been developed to alleviate these issues as discussed below.

3.3. Subset Simulation

The following section presents a brief overview of subset simulation for the sake of completeness; more details can be found in several other studies [2, 45, 17]. Subset simulation expresses the failure probability \( \hat{P}_f \) as a product of larger failure probabilities:

\[ \hat{P}_f = \hat{P}_1 \prod_{i=2}^{N_i} \hat{P}_{ij,i-1} \]  \hspace{1cm} (16)
where  \( \hat{P}_1 \) is the first unconditional failure probability computed as the fraction of samples exceeding the intermediate failure threshold, \( F_1 \), and  \( \hat{P}_{i|i-1} \) are the subsequent conditional failure probabilities that are conditional on exceeding the prior intermediate failure thresholds, \( F_{i-1} \), and are computed as the fraction of samples exceeding the intermediate failure threshold \( F_i \). In expressing  \( \hat{P}_1 \) as a product of larger failure probabilities, subset simulation creates intermediate failure thresholds (\( F_1, \ldots, F_{N_s-1} \)) before the required threshold of zero. The samples falling in between two subsequent intermediate failure thresholds \( F_{i-1} \) and \( F_i \) constitute a subset. While a regular MCS is used to estimate  \( \hat{P}_1 \), a Markov chain Monte Carlo is used to estimate  \( \hat{P}_{i|i-1} \). To estimate these intermediate failure probabilities, the intermediate failure thresholds must be specified. These are usually taken as the \( 1 - p_0 \) percentile value of sample outputs from each subset. \( p_0 \) is fixed a priori (0.1 is usually used). Although a component-wise Metropolis-Hastings algorithm proposed by Au and Beck [2] is popular for simulating the conditional samples in  \( \hat{P}_{i|i-1} \), it can sometimes lead to degenerate sampling when dealing with models having geometrically complex limit state functions. To alleviate these issues, more advanced sampling methods, such as delayed rejection Markov chain Monte Carlo [27], Hamiltonian Monte Carlo [41], and affine invariant ensemble sampling [40], have been proposed. In addition, an approximate COV estimate to the intermediate failure probability in subset \( i \) is given by [2]:

\[
\hat{\delta}_i = \begin{cases} 
\sqrt{\frac{1-\hat{P}_1}{\hat{P}_1} N_n} & \forall \ i = 1 \\
\sqrt{\frac{1-\hat{P}_{i|i-1}}{\hat{P}_{i|i-1}} N_n} & \forall \ 1 < i \leq N_s 
\end{cases}
\]

(17)

where \( N_n \) is the number of samples in a subset. The overall COV estimate over the required failure probability (\( \hat{P}_f \)) is:

\[
\hat{\delta} = \sqrt{\sum_{i=1}^{N_s} \hat{\delta}_i^2} 
\]

(18)

This estimator does not consider correlation between Markov chains and therefore underestimates the COV. A revised estimator that accounts for these correlations has been derived in Shields et al. [40].

4. Coupled Active Learning, Multifidelity Modeling, and Subset Simulation

This section provides an overview of the coupled active learning, multifidelity modeling, and subset simulation algorithm and summarizes it in the form of a flowchart.

4.1. Adaptive Kriging in Subset Simulation

Several studies in the past have incorporated Kriging into subset simulation. For example, Huang et al. [17] proposed an adaptive Kriging subset simulation (AK-SS) algorithm that works in a similar fashion to that of the AK-MCS algorithm. However, instead of using regular Monte Carlo with the trained Kriging model to estimate failure probabilities, subset simulation was used. Xu et al. [45] proposed adaptive Kriging modified subset simulation, which mainly differs from AK-SS in how the intermediate failure thresholds are determined. Cui and Ghosn [6] proposed a subset simulation with Kriging and K-means clustering to replace expensive model calls with a cheaper surrogate and identify potential model failure modes, respectively. A commonality between these approaches is that Kriging and subset simulation are de-coupled. That is, although the accuracy of Kriging predictions is checked using a learning function, this is done collectively for an initially generated \( N_0 \) Monte Carlo samples. In contrast, the approach we employ in this paper does not use such \( N_0 \) Monte Carlo samples, and instead, Kriging is actively used in subset simulation in place of the HF model with the prediction accuracy checked for every input sample individually.

Figure 3 presents a flowchart of the coupled Kriging and subset simulation method, which serves as a special case of the multifidelity method proposed in Dhulipala et al. [8] (the full method will be presented in Section 4.3). The method proceeds in a sequential fashion. A Kriging model is first trained on a few
evaluations (e.g., about 12) of the HF model. Then, an input sample \( X_i \) is generated using a regular Monte Carlo if it is the first subset or a component-wise Metropolis-Hastings (MH) if it is a subset greater than one. An active learning function (e.g., U-function) is computed to evaluate the Kriging performance for input sample \( X_i \). If the Kriging prediction is not adequate, the HF model is called and the Kriging model is re-trained by adding input sample \( X_i \) to the training set. Otherwise, the Kriging prediction is taken as the model prediction. If it is a subset greater than one, there is an additional step that involves checking whether the output (either from Kriging or HF model) exceeds an intermediate failure threshold \( F_{i-1} \). This additional step is to ensure that the samples follow the conditioning criterion in the distribution \( P(\text{output} > F_i \mid \text{output} > F_{i-1}) \). The procedure is repeated for each subset until \( i = N_n \), the required number of samples in a subset.

![Figure 3: Flowchart of the coupled Kriging and subset simulation algorithm.](image)

As can be seen in Figure 3, the method is very similar to that of a regular subset simulation, except for the Kriging prediction, performance assessment using a learning function, and re-training steps that are used to replace expensive HF model evaluations with cheaper Kriging predictions. Since Kriging is used in a coupled fashion with a subset simulation, we can also estimate very low probabilities on the order of \( 10^{-9} \) as demonstrated in Appendix A. However, as discussed subsequently, special attention should be placed on the learning function as the traditional \( U \)-function in Equation (14) cannot be directly used.

### 4.2 Subset-Dependent U Learning Functions

Using the traditional \( U \)-function, Equation (14), in Figure 3 can cause the method to break down when the failure probabilities are \( 10^{-4} \) or less. For smaller failure probabilities, the required failure threshold is usually far away from the nominal distribution of input parameters. Then, the traditional \( U \)-function, which partly relies on the distance between the Kriging prediction and the failure threshold (the numerator in Equation (14)) will be usually larger than 2.0 and does not trigger calls to the HF model and retraining of the Kriging model. As the subset simulation method proceeds, the under-trained Kriging model will not result in predictions that are close to the required failure threshold as the subset index increases. This causes the method in Figure 3 to break down and return a zero for the failure probability.
To combat this breakdown issue, subset-dependent $U$ learning functions were proposed. If the subset index is less than $N_s$ (the final subset), the subset-dependent learning function is defined as:

$$U_i = \frac{|\mu_{F_k}(X) - F_i|}{\sigma_{F_k}(X)} \quad \forall \ i < N_s$$

(19)

where $F_i$ is the intermediate failure threshold of subset $i$. The issue with using Equation (19) in Figure 3 is that we do not know $F_i$ exactly before all the $N_n$ samples in subset $i$ are simulated. A stochastic estimate of $F_i$ in Equation (19) has also been proposed for use. That is, its value is estimated as the $1 - p_o$ quantile value of all the sample outputs made until the current sample index in subset $i$ by either the Kriging or HF model. This stochastic estimate of $F_i$ will quickly converge to the actual value of $F_i$ with the number of samples in the subset. For the final subset $N_s$, the $U$-function in Equation (14) is used.

4.3. Use of Multifidelity Modeling

The coupled Kriging and subset simulation method in Figure 3 uses a surrogate model to both predict the HF model response and evaluate the prediction quality using active learning functions. Using the concepts of information fusion and adaptation from the multifidelity modeling literature [29], the method in Figure 3 can be expanded to decouple the model response prediction and the prediction quality estimation. This allows for physics-based LF models (e.g., using simplified physics or coarse numerical schemes) or data-driven (i.e., computationally cheap surrogate models), or a combination of both to be used for prediction purposes. For our purposes, regardless of whether this is a physics-based model or a data-driven model, we will refer to it as the LF model. A data-driven approach is then used to assess prediction quality, i.e. using Kriging active learning functions. In this multifidelity scheme, we define a corrected prediction from a LF model ($y_{LF}^C$) as [8]:

$$y_{LF}^C = y_{LF} + \varepsilon_\ast$$

(20)

where, $y_{LF}$ is a LF prediction made by the LF model and $\varepsilon_\ast$ is a machine learned correction term. The correction model must also quantify the uncertainty associated with the correction in order to leverage active learning functions that decide when $y_{LF}^C$ is inadequate and HF model evaluation is necessary. For this reason, we use Kriging to define the correction term $\varepsilon_\ast$ because it is endowed with a natural error measure in its variance estimator. More specifically, $\varepsilon_\ast$ is defined as:

$$\varepsilon_\ast \approx y_{HF} - y_{LF} \sim p(\varepsilon_\ast \mid X, X_\ast, \varepsilon)$$

(21)

where, $y_{HF}$ is the HF model output, $X_\ast$ and $\varepsilon = y_{HF} - y_{LF}$ are the training inputs and outputs, respectively, and $X$ are the test inputs. The distribution $p(\varepsilon_\ast \mid X, X_\ast, \varepsilon)$ in Equation (21) follows a Gaussian with mean $\mu_{\varepsilon_\ast}(X)$ and standard deviation $\sigma_{\varepsilon_\ast}(X)$. Initially, the Kriging correction model is trained on a few evaluations of both the HF and LF models to characterize $p(\varepsilon_\ast \mid X, X_\ast, \varepsilon)$. With the use of multifidelity modeling, the subset-dependent $U$ learning functions in Section 4.2 need to be modified such that the multifidelity subset-dependent $U$ learning function for subset $i < N_s$ is defined as:

$$U_i = \frac{|y_{LF} + \mu_{\varepsilon_\ast}(X) - F_i|}{\sigma_{\varepsilon_\ast}(X)} \quad \forall \ i < N_s$$

(22)

For $i = N_s$, the final subset, $U$ learning function is defined as:

$$U_i = \frac{|y_{LF} + \mu_{\varepsilon_\ast}(X)|}{\sigma_{\varepsilon_\ast}(X)} \quad \forall \ i = N_s$$

(23)
4.4. Overview of the Method

The method for implementing the coupled Kriging and subset simulation with multifidelity modeling is presented in Figure 4. It consists of the following steps:

1. Select an LF model. Preferably this will be a physics-based model with either simplified physics or reduced number of degrees of freedom. However, in principal it may also be a data-driven model.
2. Evaluate both the HF and LF model on a few samples (e.g., 12) and train a Kriging model with multiple length scales to learn the difference between the HF and LF model predictions.
3. Generate an input parameters sample using a Monte Carlo (for subset $i = 1$) or a component-wise MH (for subset $i > 1$) and do the following:
   - Make an LF prediction.
   - Compute the Kriging correction using Equation (21) and add it to the LF prediction.
   - Compute the subset-dependent multifidelity version of the active learning function with Equation (22) or (23) using a stochastic estimate of the failure threshold $\bar{F}_i$.
   - Use the active learning function to decide whether the Kriging-corrected LF prediction is adequate. If not, call the HF model and re-train the Kriging correction model.
   - If the subset $i > 1$, check whether the output exceeds the intermediate failure threshold $F_i - 1$. If not, use the previous output value.
4. Repeat Step 3 until the number of samples in the subset equals $N_s$.
5. Repeat Steps 3 and 4 for all subsets.

![Flowchart of the coupled Kriging and subset simulation algorithm with the use of multifidelity modeling.](image_url)

Figure 4: Flowchart of the coupled Kriging and subset simulation algorithm with the use of multifidelity modeling.
5. Reliability Estimation of TRISO Nuclear Fuel using 1D Models

In this section, the failure probabilities and reliabilities of four 1D TRISO fuel models, which represent the behavior of this fuel under a variety of conditions, will be estimated using the coupled active learning, multifidelity modeling, and subset simulation algorithm previously presented. The 1D model is used here in this initial study as the HF model, but will later be used in Section 6 as the LF model together with a 2D HF model. The TRISO $P_f$ is defined as the product of IPyC layer failure probability $P(\text{IPyC})$ and SiC layer failure probability conditioned on IPyC layer failure $P(\text{SiC} | \text{IPyC})$ as discussed in Section 2. We use the coupled active learning, multifidelity modeling, and subset simulation algorithm to estimate only $P(\text{SiC} | \text{IPyC})$ as it is associated with low values of the order $10^{-3}$ to $10^{-5}$. Since $P(\text{IPyC})$ is of the order $10^{-1}$, we use the simple AK-MCS algorithm to estimate it. Next, we present the different multifidelity modeling strategies used to estimate $P(\text{SiC} | \text{IPyC})$ and then discuss the TRISO failure analysis results.

5.1. Description of the Multifidelity Models

We consider three alternative multifidelity modeling strategies to estimate $P(\text{SiC} | \text{IPyC})$ for the four TRISO models. Herein, the model output corresponds to the difference between stress and strength in either the IPyC or SiC layer depending upon the failure probability of the layer of interest. In each multifidelity modeling strategy, the LF model is provided as a data-driven model with limited training data. Physics-based LF models will be considered in the next section. Figure 5 presents these alternative strategies. Strategy (a) uses the method presented in Sections 4.1 and 4.2 in which a single Kriging model is used to predict the HF (1D TRISO model) outputs and to check prediction accuracy using the active learning functions in Equations (19) and (14). Strategy (b) uses a Kriging model with limited training data as the LF model for prediction, and a separate Kriging model for the correction using Equation (20) but also to check the prediction accuracies using the active learning functions in Equations (22) and (23). Strategy (c) is similar to that of Strategy (b), except that instead of a Kriging model to make an LF prediction, a DNN is used. This DNN has three hidden layers with 20 neurons per layer, and the loss function is regularized using L2 regularization. We used 5000 epochs for training the DNN and a learning rate of 0.002. In Strategy (a), the Kriging model is initially trained on 12 evaluations of the HF 1D TRISO model and is retrained after each HF model evaluation. In Strategies (b) and (c), the LF model is trained on 12 evaluations of the HF 1D TRISO model each and the Kriging correction is retrained after each HF model evaluation.
Figure 5: Three multifidelity modeling strategies for estimating SiC conditional of IPyC failure probability \( P(\text{SiC} | \text{IPyC}) \) by approximating the 1D TRISO output: (a) Only Kriging; (b) Kriging LF model output plus an added Kriging correction term; (c) DNN LF model output plus an added Kriging correction term.

5.2. IPyC Layer Failure Results

The failure probability of the IPyC layer is required to determine the failure probability of the TRISO particle, as discussed in Section 2. Usually, the IPyC failure probabilities are \( O(10^{-1}) \). Although in theory, the coupled active learning, multifidelity modeling, and subset simulation algorithm can be used, it is more straightforward to use the AK-MCS algorithm proposed by Echard et al. [11] such that the target COV of \( P_f \) is around 0.05. Table 3 presents the results for the four TRISO models discussed in Section 2.3 along with the reference \( P_f \) value from Dhulipala et al. [7], who used a Weibull failure theory to compute the failure probabilities. More information about this Weibull approach can be found in either Dhulipala et al. [7] or Zok [47]. Across all four models, not only do the failure probabilities and reliability indices compare well between the AK-MCS and reference values, but also, the AK-MCS only requires a small fraction of calls to the HF 1D TRISO model compared to the total number of input samples for a target COV of 0.05.

Table 3: 1D TRISO model IPyC layer failure probabilities computed using the standard AK-MCS algorithm [11].

| IPyC layer failure probability for the 1D TRISO models | Model 1 | Model 2 | Model 3 | Model 4 |
|--------------------------------------------------------|---------|---------|---------|---------|
| \( P_f \)                                              | 0.226   | 0.115   | 0.98    | 0.082   |
| \( \hat{\delta}_P \)                                   | 0.047   | 0.047   | 0.015   | 0.045   |
| \( \hat{\beta} \)                                      | 0.752   | 1.2     | \text{N/A} | 1.391   |
| # HF calls                                             | 43      | 56      | 12      | 84      |
| # samples                                              | 1500    | 3500    | 90      | 5500    |

Reference result using the Weibull approach from [7]

| \( P_f \)                                              | 0.228   | 0.104   | 0.967   | 0.086   |
| \( \hat{\delta}_P \)                                   | 0.025   | 0.026   | 0.004   | 0.035   |
| \( \hat{\beta} \)                                      | 0.745   | 1.26    | \text{N/A} | 1.36    |
| # HF calls                                             | 1500    | 3500    | 90      | 5500    |

Notations. \( \hat{P}_f \): Failure probability estimate of the IPyC layer; \( \hat{\delta}_P \): COV estimate over \( \hat{P}_f \); \( \hat{\beta} \): Reliability index estimate
5.3. SiC Layer Failure Results

The TRISO particle $P_f$ is defined in Equation (1), wherein the $P(SiC|IPyC)$ and $P(IPyC)$ are computed separately and then multiplied to get the final failure probability. First, $P(SiC|IPyC)$ results using the active learning, multifidelity modeling, and subset simulation method in Figure 4 are discussed for the four TRISO models. Then, the overall TRISO failure probability results are discussed.

5.3.1. SiC Failure Conditioned on IPyC Failure

SiC failures conditioned on IPyC failure probabilities for the four TRISO models are computed using the method presented in Figure 4. Per Figure 5, three multifidelity modeling strategies are used: (a) only Kriging; (b) Kriging LF prediction with Kriging correction and (c) DNN LF prediction with Kriging correction. We used 5,000 samples in each subset such that the target COV over $P_f$ is about 0.075. Given that the IPyC failure probabilities have a COV of around 0.05, the resultant COV over the TRISO failure probabilities will be around 0.1. A COV value of 0.1 is considered satisfactory for the TRISO model case study [7, 19, 24]. While for Models 1, 2, and 4, we used four subsets, for Model 3, we used three. Table 4 presents the results using these three multifidelity modeling strategies along with the reference results from Dhulipala et al. [7]. The number of HF calls in Table 4 include the calls made during the initial training of all the LF models. Overall, all the three multifidelity modeling strategies are satisfactorily predicting the SiC failure conditioned on IPyC failure probabilities and the corresponding reliability indices given the COV value. However, some interesting observations can be made on the number of calls to the 1D TRISO model. The use of either Kriging (i.e., Strategy (b)) or DNN (i.e., Strategy (c)) to make an LF prediction and then Kriging to make a correction always results in fewer calls to the 1D TRISO model than using Kriging alone (i.e., Strategy (a)). Strategy (c), which uses a DNN, requires the fewest calls to the 1D TRISO model, with the total calls being 26% and 18% less for all four TRISO models for Strategies (a) and (b), respectively. These observations imply that: (1) using a single LF model with a ML correction can more effectively reduce the computational expense than using a single surrogate model; and (2) the approximation quality of the LF model when using a corrected LF model can impact the computational gains.
Table 4: 1D TRISO model SiC conditional on IPyC failure probabilities computed using the coupled active learning, multifidelity modeling, and subset simulation algorithm. Results corresponding to the three multifidelity modeling strategies in Figure 5 are presented.

| SiC layer failure probability conditional on IPyC layer failure for the 1D TRISO models | Model 1 | Model 2 | Model 3 | Model 4 |
|----------------------------------------|--------|--------|--------|--------|
| **Multifidelity strategy (a) in Figure 5:** | $P_f = 5.37E - 4$ | $P_f = 3.4E - 4$ | $P_f = 1.1E - 3$ | $P_f = 1.7E - 4$ |
| # HF calls | 296 | 274 | 331 | 541 |
| # samples | 20,000 | 20,000 | 15,000 | 20,000 |
| **Multifidelity strategy (b) in Figure 5:** | $P_f = 4.63E - 4$ | $P_f = 2.98E - 4$ | $P_f = 1.1E - 3$ | $P_f = 1.6E - 4$ |
| # HF calls | 281 | 229 | 301 | 504 |
| # samples | 20,000 | 20,000 | 15,000 | 20,000 |
| **Multifidelity strategy (c) in Figure 5:** | $P_f = 4.18E - 4$ | $P_f = 3.47E - 4$ | $P_f = 0.93E - 3$ | $P_f = 2.06E - 4$ |
| # HF calls | 220 | 197 | 261 | 396 |
| # samples | 20,000 | 20,000 | 15,000 | 20,000 |
| **Reference result using the Weibull approach from [7]** | $P_f = 4.65E - 4$ | $P_f = 3.27E - 4$ | $P_f = 0.86E - 3$ | $P_f = 1.52E - 4$ |
| # HF calls | 226 | 260 | 261 | 396 |
| # samples | 20,000 | 20,000 | 15,000 | 20,000 |

**Notations.** $P_f$: Failure probability estimate of SiC layer conditional on IPyC layer failure; $\hat{\delta}_{P_f}$: COV estimate over $P_f$; $\hat{\beta}$: Reliability index estimate.

**Abbreviation.** DNN: Deep Neural Network

Figure 6 plots the cumulative number of 1D TRISO model calls as a function of the sample index in the subset for the four TRISO models for each of the multifidelity strategies employed here. Since there are several subsets, the number of model calls across all the subsets are added at each sample index. A possible reason why the strategies with multiple LF models are consistently calling the HF model less often is due to a greater information gain. In Strategies (b) and (c) in Figure 5, the LF model provides an approximation to the HF model output which the Kriging correction model only has to correct. Both the LF models are contributing information regarding the HF output. However, in Strategy (a) in Figure 5, only one LF model (i.e., the Kriging model) is contributing information regarding the HF output. Between Strategies (b) and (c), the fact that the use of DNN prediction and Kriging correction consistently requires fewer calls to the HF model may be due to better generalization. That is, the DNN model (Strategy [c]) has been trained with a regularization term in the loss function which helps mitigate over-fitting. The Kriging model (Strategy [b]) over-fits the training data set and hence results in more calls to the HF model as the algorithm proceeds. One way to somewhat mitigate this over-fitting issue is to add a noise variance term to the LF Kriging predictions in Equations (6)–(9) with an assumed noise value.
Figure 6: Evolution of the cumulative number of HF model (1D TRISO model) calls with the sample index in the subset for the three multifidelity modeling strategies in Figure 5. (a) Subset 1, (b) Subset 2, (c) Subset 3, (d) Subset 4. Since there are four subsets, at each sample index, the number of HF model calls across these subsets are added.

5.3.2. Overall SiC (and TRISO Fuel) Failure

Following Equation (1), the IPyC failure and SiC failure conditioned on IPyC failure probabilities, respectively, from Tables 3 and 4 are multiplied. Table 5 presents the overall TRISO failure probability results for the four TRISO models. Overall, the results from the three multifidelity modeling strategies compare satisfactorily with the reference results, given that the resultant COV is around 0.1. In line with the previous observations, Strategy (c) with DNN prediction and Kriging correction requires the fewest HF model calls across all the TRISO models.
Results corresponding to the three multifidelity modeling strategies in Figure 5 are presented. Table 5: 1D TRISO model overall SiC (and TRISO fuel) failure probabilities computed by combining the results from Tables 3 and 4 per Equation (1). Results corresponding to the three multifidelity modeling strategies in Figure 5 are presented.

| Model | Overall SiC layer (and TRISO) failure probability for the 1D TRISO models |
|-------|-------------------------------------------------------------------------|
| AK-MCS + Multifidelity Strategy (a) in Figure 5 | $P_f = 1.21E-4$ $\delta P_f = 0.089$ $\hat{\beta} = 3.67$ $\# \text{ HF calls } = 339$ $\# \text{ samples } = 21,500$ |
| AK-MCS + Multifidelity Strategy (b) in Figure 5 | $P_f = 1.04E-4$ $\delta P_f = 0.089$ $\hat{\beta} = 3.71$ $\# \text{ HF calls } = 324$ $\# \text{ samples } = 21,500$ |
| AK-MCS + Multifidelity Strategy (c) in Figure 5 | $P_f = 0.94E-4$ $\delta P_f = 0.089$ $\hat{\beta} = 3.73$ $\# \text{ HF calls } = 263$ $\# \text{ samples } = 21,500$ |
| Reference result using the Weibull approach from [7] | $P_f = 1.06E-4$ $\delta P_f = 0.046$ $\hat{\beta} = 3.7$ | $P_f = 3.4E-5$ $\delta P_f = 0.047$ $\hat{\beta} = 3.98$ | $P_f = 0.83E-3$ $\delta P_f = 0.063$ $\hat{\beta} = 3.15$ | $P_f = 1.3E-5$ $\delta P_f = 0.072$ $\hat{\beta} = 4.21$ |

Notations. $\hat{P}_f$: Failure probability estimate of TRISO; $\delta P_f$: COV estimate over $\hat{P}_f$; $\hat{\beta}$: Reliability index estimate

6. Reliability Estimation of TRISO Nuclear Fuel using 2D and 1D Models

Instead of relying on only a 1D TRISO model to approximate the failure probability, in this section, we consider a 2D TRISO model as a HF model and the 1D model as the LF model. We pick Models 1 and 2 from the discussion in Section 2.3. Moreover, the emphasis of this section is to further evaluate the performance of the coupled active learning, multifidelity modeling, and subset simulation method on a more expensive model and not to compare the failure probability results between 1D and 2D TRISO models. The results of the 2D TRISO model can be sensitive to the mesh density of the finite element model. The stress concentration in the SiC layer due to the crack in the IPyC layer, which is represented using XFEM, is sensitive to the mesh resolution near the crack region. Additionally, the accuracy of the 1D TRISO failure probability results depend on the accuracy of the stress modification factors that are used to transform the 1D model stresses to 2D stresses accounting for IPyC cracking. Dhulipala et al. [7] and Jiang et al. [20] conduct a detailed investigation on the similarities and differences between 1D and 2D TRISO results. In this section, the model used to predict SiC failure due to stress concentration caused by IPyC cracking has a mesh density that results in each model evaluation taking about 4 minutes on ten processors. We will next discuss the strategies for multifidelity modeling, IPyC failure results, and overall SiC (and TRISO) failure results. We will conclude this section with a discussion on the computational budget.

6.1. Description of the Multifidelity Models

For modeling SiC failure conditioned on IPyC failure with the 2D model, we use two multifidelity modeling strategies. From the results corresponding to the 1D TRISO model in Section 5, using a DNN led to not only accurate failure probability estimates but also the fewest calls to the HF model. Therefore, the first strategy, as presented in Figure 7(a), consists of a DNN trained on 12 evaluations of the 2D TRISO model, which makes the LF prediction. This DNN is composed of three hidden layers with 20 neurons per layer, and its loss function is regularized using L2 regularization. We used 5000 epochs for training the DNN and a learning rate of 0.002. Then, a Krige correction term is added to the LF prediction from the DNN. The second strategy, as presented in Figure 7(b), consists of a 1D TRISO model that makes the
LF prediction with an added Kriging correction term. Overall, while Strategy (a) is “data-driven” because of the use of a DNN, Strategy (b) is “physics-based” because of the use of a 1D TRISO model. We then compare the performance of these approaches in terms of the number of times the 2D TRISO model is called.

Figure 7: Two multifidelity modeling strategies for estimating SiC conditional of IPyC failure probability \( P(\text{SiC} | \text{IPyC}) \) by approximating the 2D TRISO output: (a) DNN LF model output plus an added Kriging correction term; and (b) 1D TRISO LF model output plus an added Kriging correction term. While (a) is a data-driven strategy, (b) is a physics-based strategy.

6.2. IPyC Layer and Overall SiC Layer (and TRISO) Failure Results

In line with the approach adopted in Section 5, the IPyC failure probability is computed using the standard AK-MCS method [11] because its value is \( O(10^{-1}) \). Table 6 presents the results. Both the failure probability and reliability index estimates match well across the two models with the reference results using a Weibull approach from Dhulipala et al. [7], taking into consideration the COV over all the results. In addition, the AK-MCS requires a small fraction of calls to the 2D TRISO model in comparison with the number of input samples evaluated.

Table 6: 2D TRISO model IPyC layer failure probability computed using the standard AK-MCS algorithm [11].

| IPyC layer failure probability for the 2D TRISO models |
|-------------------------------------------------------|
| **Model 1** | **Model 2** |
| \( \tilde{P}_f \) = 0.278 | \( \tilde{P}_f \) = 0.125 |
| \( \delta \tilde{P}_f \) = 0.042 | \( \delta \tilde{P}_f \) = 0.044 |
| \( \hat{\beta} \) = 0.587 | \( \hat{\beta} \) = 1.15 |
| \# HF calls = 36 | \# HF calls = 52 |
| \# samples = 1500 | \# samples = 3600 |

| Reference results using the Weibull approach from [7] |
|-------------------------------------------------------|
| \( \tilde{P}_f \) = 0.283 | \( \tilde{P}_f \) = 0.12 |
| \( \delta \tilde{P}_f \) = 0.027 | \( \delta \tilde{P}_f \) = 0.036 |
| \( \hat{\beta} \) = 0.573 | \( \hat{\beta} \) = 1.17 |

**Notations.** \( \tilde{P}_f \): Failure probability estimate of the IPyC layer; \( \delta \tilde{P}_f \): COV estimate over \( \tilde{P}_f \); \( \hat{\beta} \): Reliability index estimate.
Next, we computed the SiC failure conditioned on IPyC failure probabilities using the coupled active learning, multifidelity modeling, and subset simulation with the two multifidelity modeling strategies presented in Figure 7. We used four and three subsets for models 1 and 2, respectively, with 5,000 samples per subset such that the COV estimate on SiC conditional on IPyC failure probability is around 0.075. This COV value will result in an overall COV of around 0.1 or less when the IPyC failure probability is also considered. Table 7 presents the overall SiC (and TRISO) failure results by also considering the IPyC failure results from Table 6 through Equation (1). The failure probability and reliability index estimates from the two multifidelity modeling strategies match well with the reference results using a Weibull approach from Dhulipala et al. [7] across the two models. Interestingly, Strategy (b) in Figure 7, which uses a physics-based LF model, requires about 13% fewer calls on an average to the 2D TRISO model compared to Strategy (a), which uses a data-driven LF model. This is expected since the DNN in Strategy (a), which predicts the outputs in a black-box fashion is trained only on 12 evaluations of the 2D TRISO model. Contrarily, the 1D TRISO model in Strategy (b) is physics-based, and it approximates the behavior of the 2D TRISO model at a more fundamental level. With respect to the results for the 1D TRISO Models 1 and 2 in Table 5, the failure probabilities presented below in Table 7 are higher. This disparity between the 1D and 2D TRISO model results is because the 1D model approximates the stress states in the 2D model through stress modification factors, which can be inconsistent with the 2D TRISO model, where the stress concentrations due to IPyC cracking are explicitly simulated using XFEM [18]. The stress modification factors used in the 1D model could be re-calibrated by running several simulations of the both the 1D and 2D models. These manually re-calibrated stress modification factors may lead to a better agreement between the 1D and 2D TRISO failure probability results, but direct 2D model evaluations are expected to provide more accurate results.

Table 7: 2D TRISO model overall SiC (and TRISO fuel) failure probabilities. Results corresponding to the two multifidelity modeling strategies in Figure 7 are presented.

| Overall SiC layer (and TRISO) failure probability for the 2D TRISO models | Model 1 | Model 2 |
|--------------------------------------------------------------------------|---------|---------|
| **AK-MCS +** Data-driven multifidelity Strategy (a) in Figure 7          |         |         |
| $P_f = 1.62E \ - \ 4$                                                      | $P_f = 1.17E \ - \ 4$ |
| $\delta P_f = 0.085$                                                     | $\delta P_f = 0.085$ |
| $\hat{\beta} = 3.595$                                                   | $\hat{\beta} = 3.68$ |
| # HF calls = 212                                                         | # HF calls = 178 |
| # samples = 21500                                                        | # samples = 18600 |
| **AK-MCS +** Physics-based multifidelity Strategy (b) in Figure 7        |         |         |
| $P_f = 1.88E \ - \ 4$                                                     | $P_f = 1.24E \ - \ 4$ |
| $\delta P_f = 0.085$                                                     | $\delta P_f = 0.086$ |
| $\hat{\beta} = 3.56$                                                    | $\hat{\beta} = 3.65$ |
| # HF calls = 190                                                         | # HF calls = 150 |
| # samples = 21500                                                        | # samples = 18600 |
| Reference results using the Weibull approach from [7]                    |         |         |
| $P_f = 1.92E \ - \ 4$                                                     | $P_f = 1.05E \ - \ 4$ |
| $\delta P_f = 0.076$                                                     | $\delta P_f = 0.094$ |
| $\hat{\beta} = 3.55$                                                    | $\hat{\beta} = 3.7$ |

**Notations.** $\hat{P}_f$: Failure probability estimate of TRISO; $\hat{\delta P}_f$: COV estimate over $\hat{P}_f$; $\hat{\beta}$: Reliability index estimate

6.3. Discussion on the Computational Budget for Data-Driven and Physics-Based Low-Fidelity Models

Figure 8a plots the cumulative number of 2D TRISO model calls as a function of the sample index for the two multifidelity modeling strategies in Figure 7 for the two TRISO models. At each sample index, the number of 2D TRISO calls across all the subsets are added. Only the results corresponding to the SiC failure conditioned on IPyC failure are considered here. Strategy (b) with 1D TRISO as the LF model is consistently calling the 2D TRISO model less often than Strategy (a), which uses a DNN as the LF model. However, as seen in Figure 8b, calling the 2D TRISO model fewer times does not necessarily result in a lower overall simulation time for estimating the failure probability and reliability index. In Strategy (a), the DNN predictions are almost instantaneous and do not contribute to the overall simulation time. However, each 1D
TRISO model evaluation in Strategy (b) requires about 11 seconds and can contribute significantly to the overall simulation time. Therefore, the accuracy losses due to using a black-box DNN as the LF model are outweighed by its nearly instantaneous predictions, which leads to a significantly lower overall simulation time compared to using 1D TRISO as the LF model. In other words, the gains in accuracy provided by using a 1D TRISO model as the LF model relative to a DNN are not enough to justify its simulation cost. For more general applications, this overall cost comparison obviously depends on the ratio of computational expense between the HF and LF models. A potential strategy to further increase computational gains could be to consider hierarchies of LF models based on their computational cost and accuracy: for example, in the TRISO case, a DNN could be the lowest fidelity model, the 1D TRISO model could be a LF model that is more accurate, but also more computationally expensive than the DNN, and the 2D TRISO model could be a HF model. The 1D TRISO model could then only be called when the active learning functions deem that the DNN prediction is inadequate, and further, the 2D TRISO model could only be called when the 1D TRISO model predictions are inadequate. In the future, we will explore Bayesian model averaging strategies to consider such hierarchies of LF models in the multifidelity modeling framework for reliability estimation.
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Figure 8: (a) Evolution of the cumulative number of HF model (2D TRISO model) calls with the sample index in the subset for the three multifidelity modeling strategies in Figure 7. Since there are three to four subsets, at each sample index, the number of HF model calls across these subsets are added. (b) Computational budget for the two multifidelity modeling strategies in Figure 7. LF and HF here stand for low-fidelity and high-fidelity, respectively. In computing the computational budgets, we did not consider the small overhead time it takes to re-train the Kriging correction model every time a HF called is made in both the multifidelity modeling strategies (i.e., DNN or 1D TRISO as the LF model).

7. Summary and Conclusions

TRISO nuclear fuel is a robust fuel that is being proposed for use in several advanced reactor technologies, such as small modular reactors and microreactors. Estimating the failure probability and reliability of TRISO fuel is critical for the success of these technologies since these calculations further permit analyzing fission product release into the environment and assessing reactor safety. However, the failure probability estimates of TRISO fuel are usually small, from $10^{-3}$ to $10^{-6}$, and the computational models for TRISO can be expensive. To this end, we applied a coupled active learning, multifidelity modeling, and subset simulation algorithm to efficiently estimate the reliability of TRISO fuel. This algorithm has several advantages such as: (1) the use of corrected LF models to better approximate the HF model output in a multifidelity strategy, unlike the single surrogate model strategy used in most active learning methods; (2) sequential active learning where the test size for Kriging predictions is always one; and (3) the use of subset-dependent active learning functions, which allow the algorithm to even estimate very small failure probabilities of the
order $10^{-9}$. Sequential active learning means that the algorithm does not require Kriging evaluations on $N_0$ Monte Carlo samples used in most active learning methods, which may cause computational and memory bottlenecks for smaller failure probabilities.

We first applied the coupled active learning algorithm to four 1D TRISO models (requiring $\sim 11$ seconds for each evaluation) using three strategies for multifidelity modeling: (a) Kriging as an actively learned surrogate model; (b) Kriging as an LF model plus an added Kriging correction term; and (c) DNN as an LF model plus an added Kriging correction term. In all three strategies, the 1D TRISO model was used as the HF model. Across all four 1D TRISO models, all three strategies satisfactorily predicted the failure probabilities and reliability indices. However, Strategy (c), which uses a DNN, consistently required the fewest calls to the HF model, about 26% and 18% fewer compared to Strategies (a) and (b), respectively. We hypothesize that better regularization of the loss function in the DNN avoided over-fitting the training dataset leading to a better performance than Strategies (a) and (b).

Next, we applied the coupled active learning algorithm to two 2D TRISO models (requiring $\sim 4$ minutes for each evaluation on 10 processors) using two strategies for multifidelity modeling: (a) DNN as an LF model plus an added Kriging correction term; and (b) 1D TRISO as an LF model plus an added Kriging correction term. Strategies (a) and (b) are data-driven and physics-based, respectively. Both the strategies satisfactorily predicted the failure probabilities and reliability indices. Although Strategy (b) required 13% fewer calls to the HF model, its overall simulation time is considerably higher than Strategy (a) since the 1D TRISO model itself has a non-negligible simulation time. In contrast, the DNN predictions are nearly instantaneous and the computational losses due to using this black-box DNN as the LF model are outweighed by its instantaneous predictions, which led to a significantly lower overall simulation time compared to using 1D TRISO model as the LF model. For more general applications, this overall cost comparison obviously depends on the ratio of computational expense between the HF and LF models. Future work will explore the application of Bayesian model averaging strategies to consider hierarchies of LF models for reliability estimation.
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Appendix A: Coupled Kriging and Subset Simulation to Estimate a Very Low Failure Probability of the Order $10^{-9}$

We use a borehole reliability problem [39] to demonstrate that the coupled Kriging and subset simulation method presented in Figure 3 can estimate a very low failure probability of the order $10^{-9}$. For this demonstration, we do not use the multifidelity modeling concept presented in Section 4.3. The borehole function is defined as:

$$F(X) = \frac{2\pi T_u (H_u - H_l)}{\ln (r/r_w) \left( 1 + \frac{2LT_u}{\ln(r/r_w) r_w^2 K_u} + \frac{T_u}{T_l} \right)}$$

(24)
where $F(\mathbf{X})$ is the water flow and $\mathbf{X} = \{r_w, r, T_w, T_i, H_l, L, K_w\}$ is the input parameter vector. A description of $\mathbf{X}$ and the distributions of the parameters are provided in Schöbi et al. [39]. The indicator function for model failure is defined as:

$$ I = \begin{cases} 1 & \text{if } F(\mathbf{X}) - 300.0 \geq 0 \\ 0 & \text{if } F(\mathbf{X}) - 300.0 < 0 \end{cases} \quad (25) $$

To estimate the failure probability, we ran the coupled Kriging and subset simulation method with eight subsets and 50,000 samples per subset. We used a new Kriging model for each subset by training it on 12 model evaluations at the beginning of the subset. Although the use of a new Kriging model for each subset is unnecessary, when failure probabilities are very low, doing so may lead to computational gains since the training cost for Kriging increases cubically with the training set size. Figures A1a and A1b present the model value and cumulative number of model calls, respectively, (i.e., Equation (24)) with respect to the sample index in each subset. Table A1 presents the failure probability, COV, reliability index, and number of model calls. Also presented in Table A1 are the reference results from two previous studies that have used extended AK-MCS [38] and importance sampling with Gaussian mixture sampling density [37] for this problem. It is observed that for a COV of 0.038, the failure probability and reliability index estimates provided by the coupled Kriging and subset simulation method are quite close to the reference results.

![Figure A1](image-url)  
**Figure A1:** (a) Borehole model value evolution within each subset as well across subsets in the coupled Kriging and subset simulation algorithm in Figure 3. (b) Cumulative number of borehole model calls with the sample index in each subset.

| Method                                          | Failure Probability $P_f$ | COV for $P_f$ | Reliability Index | Model Calls |
|------------------------------------------------|---------------------------|---------------|-------------------|-------------|
| Coupled Kriging and subset simulation (Figure 3) | $8.45E-9$                  | 0.038         | 5.64              | 4211        |
| eAK-MCS [38]                                    | $8.97E-9$                  | 0.002         | 5.63              | –           |
| Importance sampling with Gaussian mixture sampling density [37] | $8.73E-9$                  | 0.003         | 5.64              | 1E7         |

Table A1: Borehole model failure probability and reliability estimated using the coupled Kriging and subset simulation algorithm in Figure 3. Reference results from Razaaly and Congedo [38] and Razaaly and Congedo [37] are also provided for comparison.
B. Peherstorfer, T. Cui, Y. Marzouk, and K. Willcox. Multifidelity importance sampling. *Computer Methods in Applied Mechanics and Engineering*, 300:490–509, 2016. doi: http://hdl.handle.net/1721.1/118111.

B. Peherstorfer, K. Willcox, and M. Gunzburger. Survey of multifidelity methods in uncertainty propagation, inference, and optimization. *SIAM Review*, 60(3):550–591, 2018. doi: 10.1137/16M1082469.

P. Perdikaris, M. Raisi, A. Damianou, N. D. Lawrence, and G. E. Karniadakis. Nonlinear information fusion algorithms for data-efficient multifidelity modelling. *Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences*, 473(2198):20160751, 2017. doi: 10.1098/rspa.2016.0751.

C. J. Permann, D. R. Gaston, D. Andrs, R. W. Carlsen, F. Kong, A. D. Lindsay, J. M. Miller, J. W. Peterson, A. E. Slaughter, R. H. Stogner, and R. C. Martineau. MOOSE: Enabling massively parallel multiphysics simulation. *SoftwareX*, 11:100430, 2020. doi: 10.1016/j.softx.2020.100430.

D. A. Petti, P. A. Demkowicz, and J. T. Maki. Triso-coated particle fuel performance. *Comprehensive Nuclear Materials*, 3:151–213, 2012. doi: 10.1016/B978-0-08-056033-5.00055-0.

T. Pham and A. A. Gorodetsky. Ensemble approximate control variate estimators: Applications to multi-fidelity importance sampling. *Preprint*, arXiv:2101.02786:1–32, 2021.

S. Ranftl, G. M. Melito, V. Badeli, A. Reinhancer-Ko¨ stinger, K. Ellermann, and W. von der Linden. Bayesian uncertainty quantification with multifidelity data and gaussian processes for impedance cardiography of aortic dissection. *Entropy*, 22(1):58–72, 2020. doi: 10.3390/e22010058.

C. E. Rasmussen. *Gaussian Processes in Machine Learning*. Springer Berlin Heidelberg, 2004.

V. C. Raykar and R. Duraiswami. Fast large scale Gaussian process regression using approximate matrix-vector products. In *In Learning Workshop*, pages 1–8, 2007.

N. Razaaly and P. M. Congedo. Novel algorithm using active metamodel learning and importance sampling: application to multiple failure regions of low probability. *Journal of Computational Physics*, 368:92–114, 2018. doi: 10.1016/j.jcp.2018.04.047.

N. Razaaly and P. M. Congedo. Extension of ak-mcs for the efficient computation of very small failure probabilities. *Reliability Engineering & System Safety*, 203:107084, 2020. doi: 10.1016/j.ress.2020.107084.

R. Schöni, B. Sudret, and S. Marelli. Rare event estimation using polynomial-chaos kriging. *ASCE-ASME Journal of Risk and Uncertainty in Engineering Systems, Part A: Civil Engineering*, 3(2):D4016002, 2017. doi: 10.1061/AJRUA6.0000870.

M. D. Shields, D. G. Giovanis, and V. S. Sundar. Subset simulation for problems with strongly non-Gaussian, highly anisotropic, and degenerate distributions. *Computers & Structures*, 245:106431, 2021. doi: 10.1016/j.compstruc.2020.106431.

R. L. Williamson, J. D. Hales, S. R. Novuscene, M. R. Tonks, D. R. Gaston, C. J. Permann, D. Andrs, and R.C. Martineau. Multidimensional multiphysics simulation of nuclear fuel behavior. *Journal of Nuclear Materials*, 425(1):149–163, 2012. doi: 10.1016/j.jnucmat.2012.01.012.

R. L. Williamson, J. D. Hales, S. R. Novuscene, G. Pastore, K. A. Gamble, B. W. Spencer, W. Jiang, S. A. Pitts, A. Casagranda, D. Schwen, A. X. Zabirske, A. Toptan, R. Gardner, C. Matthews, W. Liu, and H. Chen. BISON: A flexible code for advanced simulation of the performance of multiple nuclear fuel forms. *Nuclear Technology*, 207(7):954–980, 2021. doi: 10.1080/00295450.2020.1836949.

X. Wu and T. Kozlowki. Inverse uncertainty quantification of reactor simulations under the bayesian framework using surrogate models constructed by polynomial chaos expansion. *Nuclear Engineering and Design*, 313:29–52, 2017. doi: 10.1016/j.nucengdes.2016.11.032.

C. Xu, W. Chen, J. Ma, Y. Shi, and S. Lu. AK-MSS: An adaptation of the AK-MCS method for small failure probabilities. *Structural Safety*, 86:101971, 2020. doi: 10.1016/j.strusan.2020.101971.

X. Zhang, L. Wang, and J. D. Sørensen. Reif: a novel active-learning function toward adaptive kriging surrogate models for structural reliability analysis. *Reliability Engineering & System Safety*, 185:440–454, 2019. doi: 10.1016/j.ress.2019.01.014.

F. W. Zok. On weakest link theory and weibull statistics. *Journal of the American Ceramic Society*, 100(4):1265–1268, 2017. doi: 10.1111/jace.14665.