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Abstract—The current trend in the evolution of wind turbines is to increase their rotor size in order to capture more power. This leads to taller, slender and more flexible towers, which thus experience higher dynamical loads due to the turbine rotation and environmental factors. It is hence compelling to deploy advanced control methods that can dynamically counteract such loads, especially at tower positions that are more prone to develop cracks or corrosion damages. Still, to the best of the authors’ knowledge, little to no attention has been paid in the literature to load mitigation at multiple tower locations. Furthermore, there is a need for control schemes that can balance load reduction with optimization of power production. In this paper, we develop an Economic Model Predictive Control (eMPC) framework to address such needs. First, we develop a linear modal model to account for the tower flexural dynamics. Then we incorporate it into an eMPC framework, where the dynamics of the turbine rotation are expressed in energy terms. This allows us to obtain a convex formulation, that is computationally attractive. Our control law is designed to avoid the “turnpike” behavior and guarantee recursive feasibility. We demonstrate the performance of the proposed controller on a 5MW reference WT model: the results illustrate that the proposed controller is able to reduce the tower loads at multiple locations, without significant effects to the generated power.

I. INTRODUCTION

Wind energy has recently received increasing attention in the international energy market. In 2020, 90 GW of new wind power capacity was deployed, contributing to a global growth of 53% compared to 2019 [1]. Such growth is partially driven by the increasing physical dimension of wind turbines (WTs), which allows for more wind power to be captured. However, higher fatigue loads on the increasingly flexible WT towers are also experienced as a downside of this trend. Extra attention, therefore, needs to be paid to mitigate the structural loads while keeping power production minimally affected, as these objectives are often competitive. From the control engineering standpoint, this urges for the employment of advanced controllers, capable of addressing the power regulation and load mitigation trade-off.

In the literature, a number of control algorithms that are able to cater for the aforementioned trade-off have been proposed. For instance, a quasi-linear parameter varying model predictive control scheme was used in [2] and an adaptive gain scheduling proportional–integral (PI) control was proposed in [3]. In addition, the economic model predictive control (eMPC) framework was proposed to optimize the aforementioned trade-off [4], [5]. eMPC is a control paradigm that has been introduced in the past decade to include economic considerations in the objective function of predictive controllers, rather than tracking reference points [6]. The control methods mentioned above mainly account for fatigue loads at the tower bottom location. However, critical damage can be caused by fatigue loads on other tower locations as well, where cracks or serious corrosion can occur. Thus, the reduction of fatigue loads at more than one location along the WT’s tower is of importance. Still, to the best of the authors’ knowledge, there are no contributions in literature addressing the design of a controller capable of optimizing the trade-off of power generation and the reduction of loads at multiple tower locations. Additionally, turnpike behavior is a common feature of finite-horizon eMPC [6], [7]. This undesired behaviour refers to the fact that the optimizer may drive the nominal system away from the optimal steady state at the end of the prediction horizon. Although addressed in [8] by including a suitably defined term in the objective function of the eMPC-based controller, analysis of appropriate solutions to avoid the turnpike behavior is lacking from a large number of works in the literature addressing eMPC for WTs.

In this paper, we develop an eMPC-based controller that simultaneously reduces loads at multiple WT tower locations and maximizes power generation. Our main contributions are:

- we leverage modal analysis to include a higher order approximation of the tower fore-aft flexural dynamics [9];
- we improve performance by introducing a terminal constraint in the eMPC law, based on the optimal steady state, which avoids the turn-pike behavior;
- we apply the proposed controller to the National Renewable Energy Laboratory (NREL)’s 5MW reference WT model [10] and present the extensive results.

The higher order flexural model allows us to predict the state of the WT more accurately, thus achieving higher performance with respect to existing control strategies. Additionally, the inclusion of a terminal constraint ensures that optimal trajectories do not exhibit turnpike behavior, while also improving control performance. The effectiveness of the proposed controller is compared to other eMPC-based solutions from the literature, specifically: one with...
single-location tower load reduction [4], and one in which
tower loads are not included in the controller objective function [11]. Analysis of the effects of the prediction
horizon length is also given, highlighting the need to balance performance and computational complexity. In this respect, we note how including a terminal constraint further improves performances at a negligible computational cost.

The remainder of this paper is organized as follows: in Section II the system dynamic model is defined. Section III formalizes the eMPC framework for loads reduction on multiple tower locations. In Section IV, case studies are carried out to numerically demonstrate the proposed controller. Finally, conclusions are drawn in Section V.

II. DEFINITION OF THE SYSTEM DYNAMIC MODEL

Let us start by introducing the dynamical model of the WT used in this paper; specifically, we utilize a single rotational model to describe the dynamics of the turbine drive train, and a multi-mode model to approximate the tower vibration.

A. Drive Train Dynamics

Let \( \omega_g \) denote the generator angular speed. Then the single-order model of the drive train dynamics is formulated as:

\[
\dot{\omega}_g = \frac{1}{J} \left( \frac{1}{G} T_r - T_g \right),
\]

where \( T_r, T_g \) and \( G \geq 1 \) are the rotor torque, generator torque and gearbox ratio, respectively; \( J = J_k + J_r/G^2 \) represents the equivalent inertia at the generator shaft, where \( J_r \) and \( J_k \) are, respectively, the rotor and generator inertia; and, supposing a stiff rotor shaft, the rotor speed is \( \omega_r = \omega_g/G \). The rotor torque \( T_r \) is defined by:

\[
T_r = \frac{1}{2 \omega_r} \rho AC_p(\lambda, \beta) v_w^3,
\]

where \( \rho \) is the air density; \( A \) is the rotor swept area; \( \beta \) is the blade pitch angle; \( v_w \) is the wind speed; and \( \lambda \) represents the tip-speed ratio, defined as:

\[
\lambda = \frac{\omega_r D_r}{2 v_w} = \frac{\omega_g D_r}{2 G v_w},
\]

where \( D_r \) is the rotor diameter. Finally, \( C_p \) is the nonlinear power coefficient, specific to each WT, which is derived via experiments or steady-state simulations. For the NREL’s 5MW WT [10] considered in this work, look-up tables for \( C_p \) have been derived for control design.

The aerodynamic power extracted from the wind, \( P_r \), and the generator power, \( P_g \), are defined as:

\[
P_r = T_r \omega_r = \frac{1}{2} \rho AC_p(\lambda, \beta) v_w^3,
\]

\[
P_g = \eta_g T_g \omega_g,
\]

where \( \eta_g \) is the generator efficiency. As is standard in this modeling framework, we consider \( \omega_g \) as the state variable of the system, while \( \beta \) and \( T_g \) are controllable inputs, and \( v_w \) is an uncontrolled input to the system.

\[
\begin{align*}
\dot{x}_m &= M^{-1}_m D_m x_m + M^{-1}_m K_m x_m = B_m F_T, \\
K_m = & \\
B_m &= \end{align*}
\]

For proper operation of the WT, the following state, input, and output constraints must be guaranteed [11]:

\[
\begin{align*}
\omega_{g,\text{min}} &\leq \omega_g \leq \omega_{g,\text{max}}, \\
0 &\leq T_g \leq T_{g,\text{max}}, \\
\beta_{\text{min}} &\leq \beta \leq \beta_{\text{max}}, \\
0 &\leq P_g \leq P_{g,\text{rated}}.
\end{align*}
\]

B. Multi-mode Tower Vibration Model

Having presented the dynamical model of the WT drive train, let us now define our modeling of the WT tower vibrations. Specifically, we are interested in the tower fore-aft vibrations.

Let \( F_T \) denote the thrust force. As shown in Fig. 1(a), the tower structure can be modeled as a multiple mass-spring-damper system which is fixed at the bottom. Here we approximate the tower vibration dynamics via modal analysis [9], through which the vibration can be decomposed into different contributing modes. In Fig. 1(b) we show the mode shapes of the first two contributing modes. Let \( \Phi \in \mathbb{R}^{N_d \times N_l} \) represent the mode-shape matrix, with \( \Phi_i = [\phi_{1,i}, \ldots, \phi_{N_d,i}]^T \) being the \( i \)th column of the matrix and \( N_d \) the number of degrees of freedom. Let then \( N_l \) denote the number of locations: then \( z_l \in [0, 1], l \in \{1, \ldots, N_l\} \) represent the normalized heights, with \( z_1 = 1 \). To exploit the modeling modal framework, we must be able to relate \( x_p = [x_{p,1}, \ldots, x_{p,N_l}]^T \), the physical displacement of the tower locations, to a modal displacement \( x_m \in \mathbb{R}^{N_m} \). Here, \( N_m \) is the number of contributing modes considered. According to the order-reduction analysis [12], \( x_p \) can be expressed as:

\[
\begin{align*}
x_p &= S^T x_m, \\
F_T &= \end{align*}
\]

where \( S = [s_{il}] \in \mathbb{R}^{N_m \times N_l} \) is a matrix in which each element \( s_{il} \) represents the shape of the \( i \)th mode at height \( z_l \). Such elements are defined as:

\[
s_{il} = \Phi_i^T [z_1^0, \ldots, z_{N_d}^{N_l-1}]^T.
\]

The multi-mode tower vibration model [9] can be then described compactly as:

\[
\dot{x}_m + M^{-1}_m D_m x_m + M^{-1}_m K_m x_m = B_m F_T,
\]

where the diagonal matrices \( M_m, K_m, D_m \in \mathbb{R}^{N_m \times N_m} \) are, respectively, the modal mass, stiffness and damping matrices. Specifically, each diagonal element \( m_{m,i} \) of \( M_m \) is defined
as [13], [14]:
\[ m_{m,i} = \sum_{l=1}^{N_l} \rho(z_l) s_l^2 \Delta z_l H_t, \]  
(13)

where \( H_t \) is the tower height; \( \rho(z_l) \) is the tower mass density at height \( z_l ; \) and \( \Delta z_l = z_l - z_{l-1} \). The diagonal elements of \( D_m \) and \( K_m \) are assumed to be given. The matrix \( B_m \in \mathbb{R}^{N_m} \) is the input matrix in modal analysis coordinate, defined as \( B_m = M_m^{-1} \Phi^T B_o \) [9]. The symbol \( B_o = [1 \quad 0 \quad \ldots \quad 0]^{T} \) indicates that the aerodynamic thrust force \( F_T \) is applied at the top of the tower, as shown in Fig. 1(b). Finally \( F_T \), which is the input to (12), is calculated as:
\[ F_T = \frac{1}{2} \rho AC_t (\lambda, \beta) v_w^2, \]  
(14)

where \( C_l \) is the thrust coefficient, a nonlinear function of \( \lambda \) and \( \beta \), and is dependent on the physical characteristics of the turbine. Similar to \( C_p, C_l \) can be derived and stored in a look-up table for control purposes.

III. EMPC TOWER DAMPING CONSIDERATION MULTIPLE VIBRATION MODES

Having presented the WT model, let us now introduce the eMPC-based controller to simultaneously reduce fatigue loads on multiple tower locations. Given the nonlinear nature of the WT dynamics defined in Section II, we start by presenting a method to linearize them via a change of variables, introduced in [4], [11]; following this, we mathematically formulate the objective function for tower load reduction; finally, we define the full eMPC-based controller.

A. Convex Constraints Formulation

To simplify the analysis of the eMPC-based controller, the nonlinear model of the WT can be made linear by introducing the kinetic energy, while keeping the constraints convex [4], [11]. The kinetic energy \( K \) stored in the generator is defined as:
\[ K = \frac{1}{2} \omega^2. \]  
(15)

By substituting (15) into the drive train dynamics defined in (1), dynamics of \( K \) is derived as:
\[ \ddot{K} = J \omega \dot{\omega} = \omega_c \left( \frac{1}{G} T_T - T_G \right) = P_r - \frac{1}{\eta_g} P_g. \]  
(16)

Here, the introduction of \( P_r \) and \( P_g \), considered as directly controllable inputs, allows for a linear formulation of the dynamics.

Finally, to complete the linearization of the dynamics, we must ensure that the modal dynamics in (12) are linear with respect to the kinetic energy [4]. To do this, we define the following approximation of the thrust force:
\[ \hat{F}_T = \zeta_1 P_r + \zeta_2 K + \zeta_3, \]  
(17)

where \( \zeta_1, \zeta_2, \zeta_3 \in \mathbb{R} \) are derived from the linearization of (14) around an operating point. By defining \( v_m = \dot{x}_m \), we have:
\[ \dot{v}_m = \Phi^T (\zeta_1 P_r + \zeta_2 K + \zeta_3) - D_m v_m - K_m x_m \].  
(18)

Hence, a state space representation of the turbine dynamics can be defined as:
\[ \dot{x}(t) = A x + B u(t), \]  
(19)

where \( x = [K, x_m, v_m]^T \in \mathbb{R}^{2N_m+1}, u = [P_r, P_g]^T \in \mathbb{R}^2, \) and \( A \) and \( B \) are derived from (16) and (18).

We now show that the constraints (6)-(8) remain convex. Given the definition of \( K \) in (15), the state constraints expressed in (6) can be rewritten as:
\[ \frac{J}{2} \omega^2, \min \leq K \leq \frac{J}{2} \omega^2, \max, \]  
(20)

Moreover, the input constraints (7)-(8) can be rewritten for \( P_r \) and \( P_g \) as:
\[ \begin{cases} 0 \leq P_r \leq \hat{P}_p (v_w, K) \\ 0 \leq P_g \leq \eta_g \max \sqrt{\frac{2}{J} K} \end{cases}, \]  
(21)

where \( \hat{P}_p (v_w, K) \) is a convex approximation of \( P_p (v_w, K) \), the available wind power. Similarly, the physical bound of \( \hat{F}_T \) as defined in (17) must satisfy:
\[ 0 \leq \hat{F}_T \leq F_T, \max, \]  
(22)

where \( F_T, \max \) is the maximum thrust force, given \( v_w \) and \( K \), as defined in [4], i.e.
\[ F_T, \max = \max_{\beta, \min \leq \beta \leq \beta, \max} 0.5 \rho AC_t (K, \beta) v_w^2. \]  
(23)

In conclusion, a convex constraint function \( C(x, u) \), to be used in eMPC, can be constructed such that \( C(x, u) \leq 0 \) ensures that (20), (21) and (22) hold.

B. Load reduction at multiple tower locations

The objective of our proposed controller is to reduce the fatigue loads at multiple locations. Let us start by introducing the Tower Fore-Aft Moment (TFAM) at location \( z_l \) of the tower. The cyclic loads, i.e., the variation of TFAM\( (z_l) \) over time [15] and at multiple heights \( z_l, l \in \{1, \ldots, N_l\} \) are taken into account as they are related to fatigue accumulation:
\[ \frac{d}{dt} \text{TFAM}(z_l) = (H_t - z_l)(\dot{x}_{p, \text{top}} - \dot{x}_{p, l}) + k_l (\dot{x}_{p, \text{top}} - \dot{x}_{p, l}), \]  
(24)

where \( x_{p, \text{top}} = H_t \), and \( d_l, k_l \) are the damping and stiffness coefficients, which are constant for \( z_l \). Such loads can be effectively reduced by minimizing the term \( \dot{x}_{p, \text{top}} - \dot{x}_{p, l} \) [4]. Let \( v_p = x_p \). Since the loads at the tower base are the highest, \( v_p, \text{bottom} \) must be included in \( v_p \). As a proxy for minimizing the TFAM, we will here minimize \( v_p \), by assigning a larger weight for minimizing \( v_p \). Finally, we can thus define the following objective
\[ O_v = v_p^T W v_p = v_m^T S W S^T v_m \]  
(25)

where \( W = \text{diag} \{ [1, \ldots, N_l] [w_i] \} \) are weights allowing to account for the relative importance of multiple tower locations.
C. Load-limiting eMPC

We are now ready to present the eMPC-based controller to achieve power maximization with tower load limiting at multiple locations.

As discussed in Section III-A, the WT dynamics can be described as the linear system in (19), and a convex constraint \( C(x, u) \leq 0 \) can be defined. In addition, we include in \( C(x, u) \) the following

\[
0 \leq K = \frac{J}{2} \omega^2_{g, \text{rated}} + \epsilon, \quad \text{(26)}
\]

where \( \epsilon \) is a variable in the objective function, used to limit the turbine’s overspining, as is further detailed in the following.

Finally, before moving on to the definition of the eMPC-based controller, let us define its objective function. We consider a scalar weighted sum of multiple objectives, where the weights are defined such that appropriate tradeoffs between conflicting goals can be achieved. Specifically, we define

\[
O(x, u) = \alpha_1 P_g + \alpha_2 \dot{P}_{av}(v_w, K) - \alpha_3 \dot{P}_g^2 - \alpha_4 \dot{P}_r^2 - \alpha_5 \epsilon - O_v(x), \quad \text{(27)}
\]

where \( \alpha_7, \gamma \in \{1, \ldots, 5\} \) are appropriately defined weights, to be tuned together with \( w_q, l \in \{1, \ldots, N_l\} \). When maximizing the objective function \( O(x, u) \), the first terms in \( P_g \) and \( \dot{P}_{av} \) determine the maximization of the power output of the turbine. Next two terms penalize their rate of change, while the fifth one penalizes the turbine’s deviation from its rated rotational speed. Finally, the last term minimizes the velocity of the displacement at \( N_l \) tower locations, and thus the TFAM.

In line with standard formulation of model predictive control, the control law is formulated as a Finite-Horizon Optimal Control Problem (FHOCP):

\[
\max_{U^*} \sum_{q=0}^{N_p-1} \left[ O(x(q), u(q)) \right], \quad \text{(28a)}
\]

s.t. \[
\begin{align*}
& x(q + 1) = \mathbf{A}_d x(q) + \mathbf{B}_d u(q), \quad \text{(28b)}
& C(x(q), u(q)) \leq 0, \quad \forall q \in \{0, \ldots, N_p - 1\}, \quad \text{(28c)}
& x(0) = x_s, \quad \text{(28d)}
& x(N_p) = x_s, \quad \text{(28e)}
\end{align*}
\]

where \( N_p \) is the finite horizon, \( x(q) = [\dot{K}(q), \dot{x}^T_m(q), \dot{v}_m^T(q)]^T, q \in \{0, \ldots, N_p\} \) is the predicted state of the system at time instant \( q \), \( \mathbf{A}_d, \mathbf{B}_d \) are the result of discretization of (19) with a sampling time \( T_s \). \( x(t_k) \) is the state of the system, which is reconstructed from the measurements \( \omega_{g}(t_k), x_p, v_p \) based on (15) and (10). and \( U = [u^T(0), \ldots, u^T(N_p - 1)]^T \in \mathbb{R}^{2N_l} \).

The constraints of the FHOCP are defined as follows: (28b) represents the dynamics with which the state is predicted, (28c) guarantees that the constraints are satisfied, (28d) sets the initial state of the nominal model to be the same as the measured state at time \( t_k \). (28e) is a terminal constraint on the predicted state, which ensures that the terminal predicted state is the same as \( x_s \), the optimal steady-state state. This is calculated by solving:

\[
\begin{align*}
& \max_{x_s, u^*} \quad O(x_s, u^*) \\
& \text{s.t.} \quad x_s = A_d x_s + B_d u_s, \quad C(x_s, u_s) \leq 0 \quad \text{(29)}
\end{align*}
\]

The terminal constraint \((28e)\) is included in the FHOCP, to ensure that the optimal trajectories over the prediction horizon do not exhibit turnpike behavior, and ensures recursive feasibility of the FHOCP \((28)\).

The solution to \((28)\) is computed at every time step \( t_k \), the optimal value \( U^* \) is found, and \( u(t_k) = u^*(0) \) is applied to the system. For each of the following time instants, the problem \((28)\) will roll ahead and the procedure is repeated at the next time instant. In the proposed scheme the model was transformed resulting in linear dynamics, and convex constraints and a concave objective function are derived. Therefore, the problem can be solved globally and in a computationally efficient way [16].

Since the dynamics and constraints of the FHOCP are formulated in power and energy variables as detailed in Section III-A, it is necessary for \( u(t_k) \) to be translated back into the original, usable WT control signals, namely \( T_{g} = P_g/(\eta_g \sqrt{2K_s/T})^1 \) and \( \beta^* = \Psi(P_{r}, v_w, K^*) \). The pitch look-up table \( \Psi \) contains the inverse nonlinear mapping involving \( C_r \), only defined for the pitch range \((8)\). Thus, it is ensured that \( \beta \) will not violate its operational bounds.

IV. Simulation Results and Analysis

In this section, the performance of the proposed eMPC approach is demonstrated on a simplified NREL’s 5MW WT dynamic model. The eMPC-based controller proposed in Section III with a two-mode model of the tower vibration dynamics is compared to two eMPC-based controllers in literature: one with single mode damping, proposed in [4], and one without tower damping, designed in [11].

A. Turbine Configuration

The natural frequency of the first and second mode are 0.3240 Hz and 2.9003 Hz, respectively. Other structural and dynamic model parameters, such as the tower mass and damping ratio, can be found in [10].

Without loss of generality, two tower measurements considered in the case study to illustrate the load mitigation performance: i. the tower top \((z_1 = 1)\) where the dominant displacement occur, and ii. the location \((z_2 = 0.72)\) where the maximum displacement of the second mode shape is observed. In practice, other tower locations where the measurement device is instrumented can be selected for load reduction, depending on the user’s need.

\footnote{With a slight abuse of notation, \( K^* \) here represents the one-step ahead prediction of \( K \).}
B. Simulation Configuration

A uniform wind flow, whose velocity follows a staircase profile, is considered. The stepwise wind speed increases from 6 to 17 m/s, with each step lasting for 100 s. The weights $\alpha_\gamma (\gamma = \{1, ..., 5\})$ and $w_l, l = \{1, 2\}$ are tuned to find a suitable trade-off between power regulation and tower loads reduction. For $\alpha_\gamma$, the weights are selected to guarantee each term with the same order of magnitude. While designing $w_l$, we focus more on the tower bottom load-reduction because it is the location where the strongest fatigue loads are suffered. Thus, we choose $w_1 - w_2 > 2w_2$ to guarantee the proxy mentioned in Section II-B. Besides, $w_l$ can not be too large because we do not want to sacrifice too much generated power. Based on the rules explained above, we choose the weights presented in Table I.

The simulation platform is MATLAB/Simulink software. The computer configuration is a laptop with a CPU i7-8665U, 2.11 GHz frequency and a 8 GB memory capacity. The sampling time of the simulation is 0.2 s. Regarding the definition of the prediction horizon, we remark that this should be chosen as a compromise between the computational time required to solve (28) and system performance. To demonstrate this trade-off, we compare three different values of $N_p$: a. $N_p = 50$, b. $N_p = 100$, c. $N_p = 200$. The results of this comparison are shown in Fig. 2, from which it is found that the controller with $N_p = 100$ shows similar performance to the one with $N_p = 200$, but at lower computation cost. Therefore, $N_p = 100$ is selected for the comparison study, implying a 20s prediction horizon.

| $\alpha_1$ | $\alpha_2$ | $\alpha_3$ | $\alpha_4$ | $\alpha_5$ | $w_1$ | $w_2$ |
|-----------|-----------|-----------|-----------|-----------|-------|-------|
| 1         | 1         | 1         | 0.01      | 100       | 100   | 20    |

Fig. 2: Comparison of $N_p = 50$, $N_p = 100$, $N_p = 200$.

C. Controller Performance

First, the trajectories of the velocities and accelerations are presented in Figs. 3 and 4. It shows that the structural load at both locations is alleviated by the two-modes-damping control strategy: indeed, the amplitude and oscillation of the velocities of both locations are significantly reduced. With (24) in mind, this leads to the fatigue loads at both locations being alleviated. Furthermore, Fig. 5 illustrates the performance of the power generation. In Figs. 5(a) and 5(b), at $v_w = 7$ m/s and $10$ m/s, $P_g$ at steady states stays the same.

D. The Importance of Terminal Constraints

As discussed in Section III, to reduce the turnpike phenomenon, we construct terminal constraints for the states $x(N)$ (28e). In Fig. 6(a)-6(b), we show the optimal trajectory of the nominal states $K$ and $\bar{v}_{m,1}$, i.e., the first and third components of the nominal state $\bar{x}$, over one prediction horizon, with and without terminal conditions. From this, it can be seen that the turnpike effect is significantly reduced. Similar results can be found for $x_{m,1}, x_{m,2}$ and $v_{m,2}$.

Apart from the reduction in the turnpike behavior over the prediction horizon, in Fig. 6(c)-6(d) we show how the inclusion of the terminal constraint (28e) improves the controller performance. Indeed, in Fig. 6(c) we show that, at above rated wind speed $v_w = 16$ m/s, the $P_g$ resulting from the controller with a terminal constraint is larger than the case without (28e). Furthermore, in Fig. 6(d) we see that...
there is a reduction of computation time for the solution of the FHOCP with the terminal constraint compared to the FHOCP without (28e), across a wide range of wind speeds.

V. CONCLUSIONS

In this paper, we develop a load-limiting control based on the economic model predictive control (eMPC) framework to mitigate tower fatigue loads on multiple locations of wind turbines (WTs). In detail, a multi-mode vibration model is first incorporated into the eMPC framework, which allows for load reduction on multiple tower locations. Secondly, the rotational dynamics of the WT are written in energy terms, allowing to obtain a linear eMPC problem with convex constraints. Finally, a simulation study is performed to illustrate the scheme effectiveness, and analyse the influence of different prediction horizons and of terminal constraints. To evaluate the control performance of the proposed approach, also eMPC-based controllers without tower damping and with one mode damping only are implemented for comparison. Simulation results show that the proposed controller is able to effectively reduce the vibration at multiple locations, without significant effects on the power generation. In addition, the terminal constraints in the eMPC framework shows good effectiveness in alleviating the turnpike behavior.

In future work, we will further verify the proposed controller using a high-fidelity WT model, such as Fatigue, Aerodynamics, Structures, and Turbulence (FAST). Furthermore, the current controller can be extended for floating WTs considering tower model with multiple degrees of freedom.
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