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Abstract

Conditional Autoregressive Value–at–Risk and Conditional Autoregressive Expectile have become two popular approaches for direct measurement of market risk. Since their introduction several improvements both in the Bayesian and in the classical framework have been proposed to better account for asymmetry and local non–linearity. Here we propose a unified Bayesian Conditional Autoregressive Risk Measures approach by using the Skew Exponential Power distribution. Further, we extend the proposed models using a semiparametric P–spline approximation answering for a flexible way to consider the presence of non-linearity. To make the statistical inference we adapt the MCMC algorithm proposed in Bernardi et al. (2018) to our case. The effectiveness of the whole approach is demonstrated using real data on daily return of five stock market indices.
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1. Introduction

Accurate risk measurement is a primary need for financial institutions and investors especially after the recent financial crisis. Within the instruments for market risk measurement, Value–at–Risk (VaR) (Jorion (2007)) and Expected Shortfall (ES) (Artzner et al. (1999)) are certainly the most popular and used approaches. VaR answers the question on what is the maximum potential loss that will be exceeded with a certain probability in the next days. It can be simply understood as a specific (say $\tau$) conditional quantile of the portfolio returns given the current information, i.e., $\mathbb{P}(Y_t < -\text{VaR}_t | \mathcal{F}_t) = \tau$, where $Y_t$ and $\mathcal{F}_t$ denote the return of a portfolio and the information set available at time $t$, respectively, while $\tau \in (0, 1)$ denotes the quantile confidence level associated with the
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VaR. Even though it is widely used among financial institutions VaR has been criticized because of the absence of the sub-additivity property, namely, it does not guarantee that a diversified portfolio is less risky than a concentrated one. In addition VaR gives no information regarding possible exceedances beyond the quantile which may be quite important in evaluating risks. Artzner et al. (1999) first recognized the lack of coherency of the VaR and proposed the ES as an alternative coherent risk measure which gives more information about the returns' distribution in the tails. In particular the ES is defined as the conditional expected loss given that the loss exceed the VaR, i.e., \( E(Y_t | y_t < -\text{VaR}) \). Despite ES is a coherent risk measure, it is in general more difficult to calculate and to backtest it, i.e., to verify how accurately the strategy or method would have predicted actual results. Its modeling and measuring is still an ongoing problem without reaching a consensus. Moreover, it is not as simple to interpret as the VaR, and, for these reasons there is not a prevailing risk measure between VaR and ES.

In financial time series it is usually the case that the distribution of the returns typically changes over time, for this reason the recent literature focuses on modeling VaR and the ES by considering conditional autoregressive models. A recent development in the VaR literature is the Conditional Autoregressive Value at Risk (CAViaR) class of models (see Engle and Manganelli (2004)). In particular it specifies the evolution of the quantile over time using an autoregressive approach, and estimates the parameters using a quantiles regression framework. This approach has strong appeal in that it focuses the tail of return distribution directly and does not rely on any distributional assumption.

In order to impose a dynamic evolution over ES risk measure, Taylor (2008) elaborates the Conditional Autoregressive Expectile (CARE) class of models which delivers estimates for both VaR and ES by considering the theory of expectiles. In practice the expectile is used as the basis for estimating ES, obtained applying the equation (12) of Section 2. Moreover, the one–to–one mapping from expectiles to quantiles can be used to obtain also an estimate of the VaR by following Efron (1991) who showed that the estimator of the \( \tau \)-th quantile is the corresponding \( \nu \)-th expectile having the proportion of observations below equal to \( \tau \% \).

The inferential approach proposed in the literature to estimate the parameters of the two class of models consider both the frequentist and the Bayesian tools. In the CaViaR framework the former approach is based on quantile regression methods (Koenker (2005), Engle and Manganelli (2004)) consisting in minimizing the loss function introduced by Koenker and Basset (1978). The Bayesian approach instead relies on the Asymmetric Laplace (AL) distribution tool; see for example Yu and Moyeed (2001), Kottas and Gelfand (2001), Kottas and Krnjajic (2009), Sriram et al. (2013) and Bernardi et al. (2015). From a CARE model point of view the frequentist approach relies on the Asymmetric Least Squares (ALS) as in Newey and Powell (1987) while the Bayesian paradigm consider the Asymmetric Gaussian (AG) distribution assumption (see, e.g., Gerlach and Wang (2015), Gerlach and Chen (2014), Wichitakson et al. (2014), Gerlach et al. (2016), Gerlach and Chen (2016)).

With this paper we introduce three main innovations on the existing literature on CaViaR and CARE models. First, we develop a unified Bayesian Conditional Autoregressive Risk Measure (B–CARM) model which encompasses both the CAViaR and the CARE ones as particular cases by using the Skew Exponential Power (SEP) as working likelihood (see, e.g., Zhu and Zinde-Walsh (2009) and Bernardi et al. (2018)). Using the properties and the parametrization of the SEP presented in Zhu and Zinde-Walsh (2009)
and extended in the quantile regression framework by Bernardi et al. (2018), we show how to estimate the CAViaR and the CARE class of Conditional Autoregressive Risk models by varying one of the parameter of the SEP distribution. A parallel idea is developed in Kobayashi (2015) where quantiles and expectiles are calculated for a stochastic volatility model when the SEP distribution is assumed.

The second new issue of the paper consists in proposing a new nonlinear and semiparametric specification (the BNL–CARM) of the B–CARM one by using the penalized B–Splines approximation for the News Impact Curve (NIC) (see, Boor (2001), Eilers et al. (1996), Lang and Brezger (2004)) to estimate the relation between the quantile/expectile and the exogenous variables. The need for a model that allows for nonlinearity without assuming any particular shape restrictions is of clear interest in financial literature. Most of the existing literature on CaViaR and CARE imposes a priori the nonlinearity relation between the observed variables and the current quantile or expectile level (see i.e. Engle and Manganelli (2004), Gerlach et al. (2011) and Gerlach et al. (2012), Chen et al. (2009) and Chen et al. (2012), Gerlach and Chen (2014)).

Finally, a new Adaptive–Independent Metropolis–Hastings (AIMH) algorithm is implemented to estimate efficiently the model parameters both in the parametric and semiparametric versions. In particular we adapt the method proposed in Bernardi et al. (2018) to our case. The algorithm is in line with the Adaptive MCMC methods proposed in Faming Liang (2010) that allows the proposal distribution to be updated at each iteration to tailor its shape to that of the target one. These methods do not require the prior specification of the proposal parameters and their theoretical properties are now well understood, see, e.g., Andrieu and Thoms (2008) and Faming Liang (2010), Atchad’e and Rosenthal (2005), Atchad’e et al. (2011).

From an applied point of view we estimate the BNL–CARM and the B–CARM models for five stock market indices comparing their performances. In particular we conduct a backtesting procedure showing that, even without imposing any restrictive assumption on the relations among variables, the proposed BNL–CARM performances are in line with those of the competitors. By that we can consider the BNL–CARM as a valid and more general alternative to the existing models.

The remaining of the paper is organized as follows. Section 2 briefly reviews conditional autoregressive risk models; Section 3 introduces the SEP as working likelihood for the Bayesian Conditional Autoregressive Risk Model with the CAViaR and the CARE models being special cases, while Section 4 proposes a nonlinear and semiparametric extension. Section 5 shows and discusses the implemented Bayesian methodology; Section 6 shows results from real datasets and Section 7 provides concluding remarks.

### 2. CAViaR and CARE models

The most important VaR and ES dynamic models proposed in literature are the class of conditional autoregressive risk measure models known as the CAViaR and the CARE models introduced by Engle and Manganelli (2004) and Taylor (2008), respectively. The CAViaR class of models attempt to compute the $\tau$–th level VaR by estimating the $\tau$–th level quantile of the portfolio returns through a conditional autoregressive equations structure. More specifically, let $y_t$ be the return at time $t$, the CAViaR model has the
following form:

\[ y_t = q_{t,\tau}(\theta) + \varepsilon_t \]
\[ q_{t,\tau}(\theta) = \omega + \gamma q_{t-1,\tau}(\theta) + \ell(\beta, y_{t-1}) , \]

where \( q_{t,\tau}(\theta) \) is the \( \tau \) level quantile of \( y_t \) conditional upon the information set up to time \( t-1, F_{t-1} \). It is defined as the value that minimizes function \( \mathbb{E} \left[ \left[ \tau - \mathbb{1}_{(-\infty,q_{t,\tau}(\theta))}(y_t) \right] | y_t - q_{t,\tau}(\theta) \right] \), where \( \mathbb{1}_A \) is the indicator function of the set \( A \), \( \theta = (\omega, \gamma, \beta) \) are the parameters of the model and \( \ell(\cdot) \) is an unknown function of the past returns. Here, \( \varepsilon_t \), for any \( t = 1, 2, \ldots, T \), are independent random variables which are supposed to have zero \( \tau \)-th quantile and constant variance. As noted by Engle and Manganelli (2004), \( \ell(\cdot) \) can be interpreted as the News Impact Curve (NIC) introduced by Engle and Basset (1993) for ARCH–type models. The form of the function \( \ell(\cdot) \) is one of the most addressed tasks in the risk modeling literature. Indeed, we can recognize different CAViaR models by considering different form of \( \ell(\cdot) \) such as:

\[ \ell(\beta, y_{t-1}) = \beta |y_{t-1}|, \]  \textit{Symmetric Absolute Value} \hspace{1cm} (3)  
\[ \ell(\beta, y_{t-1}) = \beta_1 (y_{t-1}^+) + \beta_2 (y_{t-1}^-), \]  \textit{Asymmetric Slope} \hspace{1cm} (4)  
\[ \ell(\beta y_{t-1}) = \begin{cases} \beta_1 [y_{t-1}], & z_t \leq r \\ \beta_2 [y_{t-1}], & z_t > r, \end{cases} \]  \textit{Threshold CAViaR}, \hspace{1cm} (5)

where \( z_t \) is an observed threshold variable that could be exogenous or \( y_t \) itself, i.e., \( z_t = y_t \); \( r \) is the threshold value, typically set equal to zero, i.e., \( r = 0 \) (see Gerlach et al. (2011)). Another possible configuration of the CAViaR model is the Indirect Garch(1,1) where in equation (2) we have

\[ q_{t,\tau}(\theta) = (\omega + \gamma q_{t-1,\tau}(\theta) + \ell(\beta, y_{t-1}))^{1/2} \]  \hspace{1cm} (6)

and

\[ \ell(\beta, y_{t-1}) = \beta y_{t-1}^2 \]  \hspace{1cm} (7)

From an inferential point of view, the frequentist approach estimate CAViaR through quantile regression methods (Koenker (2005), Engle and Manganelli (2004)) by Koenker and Basset (1978) i.e.

\[ \min_\theta \frac{1}{T} \sum_{t=1}^{T} \rho_\tau(y_t - q_{t,\tau}(\theta)) \]  \hspace{1cm} (8)

where \( \rho_\tau(u) \equiv u (\tau - \mathbb{1}_{u<0}) \) is the well known quantile check function.

The Bayesian approach, instead, relies on the AL distribution assumption as inferential tool to perform the statistical analysis (see, e.g., Yu and Moyeed (2001), Kottas and Gelfand (2001), Kottas and Krnjajic (2009), Sriram et al. (2013), Bernardi et al. (2015)).

The same structure considered for the CAViaR models is used to build the CARE model defined as:

\[ y_t = \mu_{t,\nu}(\theta) + \varepsilon_t \]
\[ \mu_{t,\nu}(\theta) = \omega + \gamma \mu_{t-1,\nu}(\theta) + \ell(\beta, y_{t-1}) , \]  \hspace{1cm} (9)
where $\mu_{t,\nu}(\theta)$ is the $\nu$–th expectile of $y_t$ defined as the value that minimizes the function $\mathbb{E} \left[ |\nu - \mathbb{1}_{(-\infty, \mu_{t,\nu}(\theta))}(y_t)| (y_t - \mu_{t,\nu}(\theta))^2 \right]$. In this model $\varepsilon_t$, for any $t = 1, 2, \ldots, T$, are independent random variables having zero $\nu$–th expectile and constant variance. The specifications of $\ell(\cdot)$ in equations (3)–(5) remain valid to define different CARE models with the Indirect GARCH(1,1) CARE obtained by substituting in (6) $q_{t,\nu}(\theta)$ with $\mu_{t,\nu}(\theta)$. The estimation procedure for the generic expectile is addressed in the frequentist approach by using the Asymmetric Least Square (ALS) estimator as in Newey and Powell (1987), i.e. by minimizing

$$\min_{\theta} \frac{1}{T} \sum_{t=1}^{T} r_{\tau}(y_t - \mu_{t,\tau}(\theta))$$

(11)

where $r_{\tau}(u) \equiv u^2 (\tau - \mathbb{1}_{(u<0)})$ is the expectile check function.

In the Bayesian paradigm the literature relies on the use of the AG distribution as working likelihood in order to make inference (see, e.g., Gerlach and Wang (2015), Gerlach and Chen (2014), Wichitaksorn et al. (2014), Gerlach et al. (2016), Gerlach and Chen (2016)). Finally, since the expectile does not give immediately information on quantile and ES another passage is required to obtain VaR and ES from the estimated expectile. In the first case we simply use the expectile as an estimator of the quantile by iteratively searching for the $\nu$–th expectile for which we observe $\tau\%$ observations in–sample below it. This procedure was suggested by Efron (1991) and allows us to obtain the quantile of interest and consequently the associated VaR level. The ES is instead obtained using the one to one mapping between expectile and ES suggested in Taylor (2008) given by:

$$\text{ES}_t(\tau) = \left( 1 + \frac{\nu}{(1-2\nu)\tau} \right) \mu_{t,\nu}(\theta) - \frac{\nu}{(1-2\nu)\tau} \mathbb{E}(y_t).$$

(12)

In the next Section we provide a unified framework structure which encompasses the CAViaR and CARE ones.

3. Bayesian Conditional Autoregressive Risk Measures

In this Section we develop a unified Conditional Autoregressive Risk model which encompasses both the CAViaR and the CARE as particular cases by using the Skew Exponential Power (SEP) proposed by Zhu and Zinde-Walsh (2009) and utilized in a quantile framework by Bernardi et al. (2018). In particular we show that one of the parameter of the SEP distribution is responsible for the choice of the autoregressive risk model considered. We approach this problem from a Bayesian point of view in line with Bernardi et al. (2018), producing a unified framework that we call the Bayesian Conditional Autoregressive Risk Measure (B–CARM) class of models. For this reason let’s recall the SEP density function:

$$f_{\text{SEP}}(y_t; g_t, \sigma, \tau, \alpha) = \begin{cases} \frac{1}{2} \kappa_{\text{EP}}(\alpha) \exp \left\{ -\frac{1}{\alpha} \left( \frac{y_t - g_t}{\sigma \tau \alpha} \right)^{\alpha} \right\}, & \text{if } y_t \leq g_t, \\ \frac{1}{2} \kappa_{\text{EP}}(\alpha) \exp \left\{ -\frac{1}{\alpha} \left( \frac{g_t - y_t}{\sigma (1-\tau) \alpha} \right)^{\alpha} \right\}, & \text{if } y_t > g_t, \end{cases}$$

(13)

where $g_t$ is the location parameter and $\tau \in (0, 1)$ is the skewness parameter. In addition, $\sigma \in \mathbb{R}^+$ and $\alpha \in (0, \infty)$ are the scale and shape parameters, respectively, while $\kappa_{\text{EP}} =$
\[
\left[2\alpha \Gamma \left(1 + \frac{1}{\alpha}\right)\right]^{-1}
\]
and \(\Gamma (\cdot)\) is the complete gamma function. It is easy to check that the SEP distribution encompass the AL and the AG distributions by setting \(\alpha = 1\) and \(\alpha = 2\), respectively (see Ayebo and Kozubowski (2004), Zhu and Zinde-Walsh (2009) and Bernardi et al. (2018)). In this way by considering the generic model specification

\[ y_t = g_{t,\nu}(\theta) + \varepsilon_t \quad (14) \]

with

\[ g_{t,\nu}(\theta) = \omega + \gamma g_{t-1,\nu}(\theta) + \ell (\beta, y_{t-1}) \quad (15) \]

and using the SEP distribution as working likelihood we retrieve the CAViaR models by fixing \(\alpha = 1\) and the CARE ones by fixing \(\alpha = 2\). Indeed if we use \(\alpha = 1\) in (13) than \(g_t\) becomes the quantile, while with \(\alpha = 2\) the \(g_t\) becomes the expectile. In this way we are able to build a unified class of autoregressive risk models by using the SEP distribution. As said before, since the expectile does not represent a risk measure itself, when \(\alpha = 2\) we estimate the VaR by iteratively searching for the expectile for which we observe a given percentage of observations below it, while the ES is obtained using the one to one mapping between expectile and ES given in equation (12).

### 4. Nonlinear CARM

To keep as general as possible the model specified in equations (14)–(20) we present a new Bayesian Non–linear CARM (BNL–CARM) model where in (14)–(15) we set up a nonlinear and semiparametric framework by using a spline approach to model the function \(\ell (\cdot)\). In this way we avoid to impose an apriori functional form for \(\ell (\cdot)\) like the ones considered in the previous sections allowing the data to decide about its shape. In particular we use the B–spline functions of order \(d\) with \(k\) knots as:

\[ \ell (\beta, y_{t-1}) = \beta y_{t-1} \quad (20) \]

and using the SEP distribution as working likelihood we retrieve the CAViaR models by fixing \(\alpha = 1\) and the CARE ones by fixing \(\alpha = 2\). Indeed if we use \(\alpha = 1\) in (13) than \(g_t\) becomes the quantile, while with \(\alpha = 2\) the \(g_t\) becomes the expectile. In this way we are able to build a unified class of autoregressive risk models by using the SEP distribution. As said before, since the expectile does not represent a risk measure itself, when \(\alpha = 2\) we estimate the VaR by iteratively searching for the expectile for which we observe a given percentage of observations below it, while the ES is obtained using the one to one mapping between expectile and ES given in equation (12).
of the knots. Moreover in order to capture the smoothness of the data it is important to carefully choose the number of knots to take in two account of the trade-off between too few and too many knots, which may cause underfitting or overfitting respectively. A possible solution of this problem is known as Penalized Spline (P–Spline) and proposed by (O’Sullivan (1986) and O’Sullivan (1988)) and generalized by Eilers et al. (1996). To ensure enough flexibility without incurring in the overfitting problem we use a relatively large number of knots jointly with a penalization term able to smooth sufficiently the fitted curve following Eilers et al. (1996). In more details we consider a penalty element on the second differences of the B–Spline coefficients which can be embedded in a Bayesian framework by using a second order random walk type prior for all the B–Spline coefficients following Lang and Brezger (2004), Brezger and Lang (2006), Brezger and Steiner (2008) and Bernardi et al. (2018) i.e:

\[ \beta_{\nu} = 2\beta_{\nu-1} - \beta_{\nu-2} + u_{\nu}, \quad \forall \nu = 1, 2, \ldots, k + d. \]  

(22)

Here the generic stochastic component \( u_{\nu} \) has a Gaussian distribution with zero mean and variance equal to \( \phi^2 \), i.e. \( u_{\nu} \sim N(0, \phi^2) \) and \( \beta_{\nu-1} \) and \( \beta_{\nu-2} \) are initialized with diffuse priors (i.e. \( \propto \)). The smoothness of the fitted curve is controlled by the variance of the error term which correspond to the inverse of the penalization parameter used by Eilers et al. (1996) in the frequentist framework. We choose a conjugate Inverse Gamma prior for \( \phi^2 \), that is \( \phi^2 \sim IG(a^{(\phi)}, b^{(\phi)}) \) with \( a^{(\phi)} = b^{(\phi)} = 0.001 \). Different choices of hyper parameters are allowed but they all bring to very similar results. Finally, it is possible to write the prior distribution for the B–Spline coefficients as

\[ \pi (\beta \mid \phi) \propto \mathcal{N}_{k+d}(0, \phi^2 (D_2' D_2)^{-1}), \]  

(23)

where \( \beta = (\beta_1, \beta_2, \ldots, \beta_{k+d})' \), \( D_2 \) is the difference matrix of dimension \((k + d - 2) \times (k + d)\) i.e. the differential order of the random walk in equation (22) (see also Bernardi et al. (2018)).

5. Bayesian inference

Bayesian inference requires the specification of the likelihood function as well as the prior distribution for all the parameters of interest. The likelihood function of the model, based on the SEP distribution showed in Section 3 is given by:

\[ L_\tau (\theta, \sigma \mid \alpha, y) = \prod_{t=1}^T \frac{1}{2\sigma} \frac{\alpha^{-\frac{1}{2}}}{\Gamma(1 + \frac{2}{\alpha})} \left[ \exp \left\{ -\frac{1}{\alpha} \left( \frac{y_t (\theta) - y_t}{2\tau \sigma} \right)^\alpha \right\} \right] \mathbb{I}_{(-\infty, y_t(\theta))} 
\]

\[ + \exp \left\{ -\frac{1}{\alpha} \left( \frac{y_t - y_t (\theta)}{2(1 - \tau) \sigma} \right)^\alpha \right\} \mathbb{I}_{(y_t(\theta), \infty)} \],

(24)

where the vector \( y = (y_1, \ldots, y_T) \) is the sample of observations. The parameter \( \alpha \) is fixed equal to \( \alpha = 1 \) or \( \alpha = 2 \), depending on the model we want to estimate, i.e. the quantile model or the expectile one, as showed in previous section. Concerning the prior specification, we assume the following hierarchical prior structure independent on the value of \( \tau \):

\[ \pi (\Sigma) = \pi (\beta \mid \phi^2) \pi (\phi^2) \pi (\omega) \pi (\gamma) \pi (\sigma), \]  

(25)
subsequently transformed back to preserve positiveness. The Jacobian term in equation
\( \sigma \)
where the scale parameter \( \tilde{\sigma} \) is then required to account for the distribution of the deterministic logarithmic transformation of \( \sigma \).

5.1. The Adaptive Independent Metropolis within Gibbs sampler

The Bayesian inference is carried out using an adaptive MCMC sampling scheme, similar to the one proposed by Bernardi et al. (2018), based on the following posterior distribution

\[
\pi (\Xi | y) \propto L_\tau (\theta, \sigma | \alpha, y) \pi (\beta | \phi^2) \pi (\phi^2) \pi (\omega) \pi (\gamma) \pi (\sigma),
\]

where \( L_\tau (\theta, \sigma | \alpha, y) \) indicates the likelihood function specified in equation (24).

After choosing a set of initial values for the parameter vector \( \Xi^{(0)} \), the block–move Independent Metropolis within Gibbs (IMG) proceeds by iteratively simulate candidate values from a given set of proposal distributions which are subsequently accepted or rejected according to the usual Metropolis–Hastings acceptance rule, to preserve the detailed balance condition. Therefore, at the \( i \)-th iteration, for \( i = 1, 2, \ldots \) the simulation algorithm requires a proposal distribution for the parameters \( \theta, \sigma \). Specifically, we consider the following set of proposal distributions

\[
q (\beta_{i-1}, \beta^*_i) \sim N_{k+d} \left( \mu_{\beta}^{(i)}, \Sigma_{\beta}^{(i)} \right)
\]

\[
q (\omega_{i-1}, \omega^*_i) \sim N \left( \mu_{\omega}^{(i)}, \psi_{\omega}^{(i)} \right)
\]

\[
q (\gamma_{i-1}, \gamma^*_i) \sim N \left( \mu_{\gamma}^{(i)}, \psi_{\gamma}^{(i)} \right)
\]

\[
q (\sigma_{i-1}, \sigma^*_i) \sim N_2 \left( \mu_{\sigma}^{(i)}, \psi_{\sigma}^{(i)} \right) 1/\sigma^*_i
\]

where the scale parameter \( \tilde{\sigma} = \log (\sigma) \) is transformed on the logarithmic scale and subsequently transformed back to preserve positiveness. The Jacobian term in equation (35) is then required to account for the distribution of the deterministic logarithmic transformation of \( \sigma \).

At the \( i \)-th iteration, the IMG algorithm draws a candidate parameter \( Y^* = (\xi_1^*, \xi_2^*, \xi_3^*, \xi_4^*) = (\beta^*, \omega^*, \gamma^*, \sigma^*) \) from (32)–(35), which is subsequently accepted or rejected, with probability

\[
\lambda \left( \xi_j^{(i-1)}, \xi_j^* \right) = \min \left\{ 1, \frac{L \left( \xi_j^*, \Xi^{(i-1)} | y, x \right) \pi (\xi_j^*) q \left( \xi_j^{(i-1)} \right)}{L \left( \Xi^{(i-1)} | y, x \right) \pi (\xi_j^{(i-1)}) q \left( \xi_j^* \right)} \right\},
\]

with

\[
\pi (\beta | \phi^2) \propto N_{k+d} \left( 0, \phi^2 (D_2' D_2)^{-1} \right),
\]

\[
\pi (\phi^2) \propto IG \left( a^{(i)}, b^{(i)} \right)
\]

\[
\pi (\gamma) \propto N \left( 0, \sigma_2^2 \right)
\]

\[
\pi (\omega) \propto N \left( 0, \sigma_3^2 \right)
\]

\[
\pi (\sigma) \propto IG \left( a, b \right).
\]
for \( j = 1, 2, 3, 4 \), where \( \lambda \left( \xi_j^{(i-1)} \right) \) denotes the probability of moving to the new state of the chain, \( \pi \left( \cdot \right) \) is the prior given in equations (26)–(30) and \( \sum_{i=1}^{i-1} \) refers to the whole set of parameters at iteration \( i - 1 \) without the \( j \)-th element of \( \Upsilon^2 \). The last step of the algorithm update \( \phi_j^2 \), for \( j = 1, 2, \ldots, J \) by simulating directly from the respective full conditional distributions which are proportional to an Inverse Gamma (Brezger and Steiner (2008)) with shape \( a_i^2 = a_{i-1}^2 + \text{rank} \left( D_2^2 D_2^2 \right) / 2 \) and scale \( b_i^2 = b_{i-1}^2 + \beta^Y \beta_D D_2^2 \beta \). Since most of the statistical properties of the Markov chain, as well as the performance of the Monte Carlo estimators, depend crucially on the definition of the proposal distribution \( q \left( \cdot \right) \) (see, e.g., Andrieu and Moulines (2006) and Andrieu and Thoms (2008)), we improve the basic IMG-MCMC algorithm with an additional tuning step that adapts the proposal parameters to the target using the following equations:

\[
\mu^{(i+1)}_\beta = \mu^{(i)}_\beta + \delta^{(i+1)} \left( \beta - \mu^{(i)}_\beta \right), \tag{36}
\]

\[
\Sigma^{(i+1)}_\beta = \Sigma^{(i)}_\beta + \delta^{(i+1)} \left( \left( \beta - \mu^{(i)}_\beta \right) \left( \beta - \mu^{(i)}_\beta \right)^T - \Sigma^{(i)}_\beta \right), \tag{37}
\]

\[
\mu^{(i+1)}_\omega = \mu^{(i)}_\omega + \chi^{(i+1)} \left( \omega - \mu^{(i)}_\omega \right), \tag{38}
\]

\[
\psi^{(i+1)}_\omega = \psi^{(i)}_\omega + \chi^{(i+1)} \left( \omega - \mu^{(i)}_\omega \right)^2 - \psi^{(i)}_\omega, \tag{39}
\]

\[
\mu^{(i+1)}_\gamma = \mu^{(i)}_\gamma + \chi^{(i+1)} \left( \gamma - \mu^{(i)}_\gamma \right), \tag{40}
\]

\[
\psi^{(i+1)}_\gamma = \psi^{(i)}_\gamma + \chi^{(i+1)} \left( \gamma - \mu^{(i)}_\gamma \right)^2 - \psi^{(i)}_\gamma, \tag{41}
\]

\[
\mu^{(i+1)}_\sigma = \mu^{(i)}_\sigma + \chi^{(i+1)} \left( \sigma - \mu^{(i)}_\sigma \right), \tag{42}
\]

\[
\psi^{(i+1)}_\sigma = \psi^{(i)}_\sigma + \chi^{(i+1)} \left( \sigma - \mu^{(i)}_\sigma \right)^2 - \psi^{(i)}_\sigma. \tag{43}
\]

where \( \chi^{(i+1)} \) denotes a tuning parameter that should be carefully selected in order to ensure the convergence and the ergodicity of the resulting chain (see Andrieu and Moulines (2006)). Roberts and Rosenthal (2007) provide two conditions for the convergence of the chain: the diminishing adaptation condition, which is satisfied if and only if \( \varepsilon^{(i)} \to 0 \), as \( i \to +\infty \), and the bounded convergence condition, which guarantees that all the considered transition kernels have bounded convergence time. Moreover, Andrieu and Moulines (2006) show that both conditions are satisfied if and only if \( \varepsilon^{(i)} \propto i^{-d} \) where \( d \in [0.5, 1] \). Therefore, we choose \( \varepsilon^{(i)} = 10 C^{-i} \) where \( C = 10 \). As argued by Roberts and Rosenthal (2007), these two conditions together ensure the asymptotic convergence of the adaptive algorithm and the existence of a weak law of large numbers, respectively.

6. Empirical applications

To show the usefulness and the simplicity of the unified risk model proposed and to assess its performance on real data we treat five stock market indices: Nasdaq (US); Straits Times Index (STI, Singapore); Hang Seng Index (Hong Kong); Corea SE (Corea) and AEX (Holland). Daily closing stock prices \( \left( P_t \right) \) from January 1, 1988 to June 1, 2015
are obtained from the Thomson Reuters (Datastream) database. The percentage returns are computed as \( y_t = (\log(P_t) - \log(P_{t-1})) \times 100 \) and the full sample is divided into an in-sample period (from January 1, 1988 to December 30, 2005) and a forecast (out-of-sample) period of 2456 observations (from January 1, 2006 to June 1, 2015), which covers both the 2008-2009 General Financial Crisis and the following Sovereign Debt Crisis. Summary statistics are displayed in Table A.1. All the series present the typical stylized facts of financial returns such as positive kurtosis and negative skewness. Moreover, the p-value of the Jarque-Bera test (9-th column) always reject the null hypothesis of normality. In the next two subsections we evaluate the forecast ability of the BNL-CAViaR and of the BNL-CARE models i.e. the BNL-CARM when \( \alpha = 1 \) and \( \alpha = 2 \) respectively, for all the series considered and we compare them with the regular CAViaR and CARE specifications. Tables A.2 and A.3 show the results of the out-of-sample estimation exercise conducted on all the series specified above.

6.1. CAViaR forecast evaluation

As mentioned before the CAViaR models allow to obtain a dynamic VaR estimation. In this section we study the behaviour of the BNL-CAViaR model and of all the CAViaR specification considered in Section 3 comparing the accuracy of the VAR estimation. In particular we label the CAViaR specifications as SAV for the Symmetric Absolute Value, AS for the Asymmetric Slope, T-CAViaR for the Threshold CAViaR and IG for the Indirect Garch.

The VaR estimation accuracy is evaluated by using the most common backtesting methods based on the comparison between the actual returns with their 1 day ahead VaR forecast.

In Table A.2 we show the results of those tests applied to all the examined series for two \( \tau \) levels, i.e. \( \tau = 0.01 \) and \( \tau = 0.05 \). The first column reports the ratio between the actual and the expected number of violations for a given coverage level \( \tau \), i.e. \( A/E = \frac{1}{m} \sum_{t=n+1}^{n+m} I(y_t < -VaR_t) \), where \( m = 2456 \) is the length of the forecast window. The last three columns report the p-values for common backtesting methods: the unconditional (LR\(_{uc}\)), the conditional (LR\(_{cc}\)) coverage tests of Kupiec (1995) and Christoffersen (1998) and the CAViaR Dynamic Quantile (DQ) test of Engle and Manganelli (2004) respectively. The first two are likelihood ratio tests based on the assumption that the hit variable \( I_t(\tau) \) defined as

\[
I_t(\tau) = \begin{cases} 
1, & \text{if } y_t < -VaR_{t|t-1} \\
0, & \text{else}
\end{cases}
\]

has a Bernoulli distribution with probability \( \tau \). Under this hypothesis, the LR\(_{uc}\) test verifies that the violation probability is equal to the coverage rate, i.e. \( P(I_t(\tau)) = E(I_t(\tau)) = \tau \), while the LR\(_{cc}\) test, in addition to LR\(_{uc}\) test, also examines the independence hypothesis between violations observed at two different dates. The DQ test is instead a regression type test based on the demeaned process associated to \( I_t(\tau) \), namely \( H_t(\tau) = I_t(\tau) - \tau \). This test uses a regression model to assess the hypothesis of a linear relation between \( H_t \), its lagged values and other relevant regressors and is known to be more powerful than the LR\(_{uc}\) and the LR\(_{cc}\) tests.
6.2. CARE forecast evaluation

While CAViaR models provide an estimate of the $\tau$ level quantile i.e. the risk measure $\tau$-th VaR, CARE models provide an estimate of the $\nu$-$th$ expectile, which is not a risk measure itself, but can be used to obtain estimates of both the VaR and the ES. Specifically, as anticipated in Section 2, from the different CARE specification we derive the $\tau$ level VaR by searching the $\nu$-$th$ expectile for which the proportion of observations below is $\tau\%$. The value of $\nu$ that satisfies this condition is obtained from the iterative estimation of the CARE models on a grid of step 0.001 of $\nu$. The $\nu$-$th$ expectile found by this recursive searching mechanism, $\mu_{t,\nu}(\theta)$, represents an estimate of the $\tau$-$th$ VaR. Therefore results can be evaluated using the same techniques showed in the previous subsection, i.e. LR$_{uc}$, LR$_{uc}$ and DQ test. The output of these tests, using the specification presented in Section 2, are reported in table A.3.

Moreover, CARE models can be used to deliver estimate of the ES through equation (12) that allows to map the $\nu$-$th$ conditional expectile, $\mu_{t,\nu}(\theta)$, to the $\tau$-$th$ expected shortfall, $ES_t(\tau)$. ES results are more difficult to evaluate and optimal assessment for ES forecasts is still an issue under investigation. Here we follow the approach of McNeil et al. (2005) and Taylor (2008) based on a direct test of the residuals, i.e. the difference between the observations and the ES level for only those observations beyond the quantile VaR prediction. The test assess whether the residuals, standardized by the conditional volatility (the conditional quantile estimate in our case), are i.i.d with zero mean. Specifically, a bootstrap test is implemented (as in Efron and Tibshirani (1993) page 224) in order to avoid distributional assumptions. The results of this tests are showed in Table A.4.

6.3. Summary of VaR and ES results

By analyzing the empirical results given in tables A.2 - A.4 it is clear that both the BNL-CAViaR and BNL-CARE models show a forecasting performance in line with the other competitor models considered. This can be deduced by looking at the backtesting results reveling that no model outperforms the others in terms of A/E rate, number of violations, or p-values of the LR$_{uc}$, LR$_{uc}$ and DQ tests. By following the traffic light approach suggested by the Basel Committee (1996), we can say that all the models considered are classified as acceptable (green zone) or at least disputable (yellow zone) and that they never appear to be seriously flawed (red zone). It is worth noting that the time lenght of the series considered covers both the 2008-2009 General Financial Crisis and the following Sovereign Debt Crisis, events that shocked the market by creating large unexpected loss making the forecast exercise more complex. Despite this situation both BNL-CAViaR and the BNL-CARE perform quite well.

In figures B.1 and B.2 we report the posterior estimate of the NICs from the BNL-CAViaR (BNL-CARM with $\alpha = 1$) and BNL-CARE (BNL-CARM with $\alpha = 2$) models respectively. For each figure, left panels exhibit the NIC (black line) along with the 95% HPD regions (grey areas) at the quantile confidence levels $\tau = (0.05)$, while right panels exhibit the NIC (black line) along with the 95% HPD regions (grey areas) at the quantile confidence levels $\tau = (0.01)$. By looking at the tables and at the figures we can assert that the Spline approach has at least two important advantages despite the bigger number of parameters to be estimated.

The first advantages consists to avoid an apriori choice for the shape of the NIC function.
allowing the data to speak by themself. Indeed all the CAViaR and CARE specifications considered in section 2 impose a given structure of the NIC providing only a partial estimate of its true shape. The ASV, for instance, impose a "V" shape relation between the risk measure at a given time \( t \) and the past observations \( y_{t-1} \) allowing just for an estimate of the overall slope of the NIC. The AS model only marginally improve upon the ASV allowing for a different slope for positive and negative returns but still it forces a "V" shape for the NIC function.

From figures B.1 and B.2 we can see that the proposed BNL-CARM provides an estimate of the entire shape of NIC giving us unconstrained information on the impact of new information on the risk measure.

Second, the P-Spline approach used to model the NIC also allows us to estimate the threshold level of the returns such that asymmetric response to the risk is observed instead of assuming it equal to zero like in some of the forementioned models (see for example model (4) and (5)). It is well known infact that a common stylized fact of financial time series is that positive and negative returns have a different impact on volatility. In our model the threshold level is naturally estimated through the NIC function by the data; this point correspond to the (local) minimum of the NIC as reported in figures B.1 and B.2 and as can be observed is in general slightly greater than zero. This evidence is besides consistent with the recent financial crisis which has increased the degree of risk aversion among traders.

7. Conclusion

In this paper we present a new extension of the CAViaR and CARE models unified them in a Bayesian quantile regression framework called the B–CARM models by using the SEP likelihood approach. In addiction we propose a semiparametric P–spline framework i.e. the BNL-CARM model to relax some of the shape constrains present in those models in order to have a more flexible way to model the well known stylized facts about financial time series. The Bayesian estimation methodology is carried out using the new adaptive Independent Metropolis–Hastings within Gibbs (IMG) technique already considered in Bernardi et al. (2018). The results obtained from the model validation backtesting criteria from five stock market indexes show that the model and the estimation methodology effectively capture the nonlinear relation between the unobserved \( \tau \)–level quantile and its determinants.
Appendix A. Tables

| Name    | Mean | Median | Std. | Min  | Max  | Q1   | Q3   | Skewness | Normality test | Kurtosis |
|---------|------|--------|------|------|------|------|------|----------|----------------|----------|
| NASDAQ  | 0.0482 | 0.1189 | 1.7123 | -11.1149 | 17.2030 | -0.7369 | 0.8655 | 0.0535 | 0.010 | 9.0442 |
| STI     | 0.0204 | 0.0225 | 1.2346 | -10.5446 | 12.8738 | -0.5361 | 0.6005 | -0.0883 | 0.010 | 11.8515 |
| Hang Seng | 0.0347 | 0.0000 | 1.5914 | -24.5202 | 17.2471 | -0.6120 | 0.7641 | -0.1339 | 0.000 | 20.5566 |
| Corea SE | 0.0194 | 0.0000 | 1.6768 | -12.8047 | 11.2844 | -0.7112 | 0.7871 | -0.0883 | 0.000 | 8.4068 |
| AEX     | 0.0258 | 0.0362 | 1.3050 | -9.5903 | 10.0283 | -0.5399 | 0.6472 | -0.1622 | 0.000 | 10.0313 |

Table A.1: Summary statistics.

| Name        | A/E | AD-YAO t | Vol. | LRuc | LRcc | DQ |
|-------------|-----|----------|------|------|------|----|
| NASDAQ      |     | Mean     | Max  |      |      |    |
| BNL-CAViaR  | 0.9294 | 8.1873 | 16.9516 | 22.0000 | 0.7285 | 0.7679 | 0.1647 |
| SAV         | 0.8450 | 7.8927 | 18.4128 | 20.0000 | 0.4727 | 0.6232 | 0.0227 |
| AS          | 0.9717 | 8.8686 | 16.6060 | 23.0000 | 0.9301 | 0.7963 | 0.6459 |
| T-CAViaR    | 1.0562 | 6.5224 | 16.5475 | 25.0000 | 0.7838 | 0.7774 | 0.0106 |
| IG          | 0.7605 | 7.5507 | 16.3418 | 18.0000 | 0.2221 | 0.4134 | 0.1445 |
| STI         | 1.6779 | 5.5242 | 12.4027 | 40.0000 | 0.0024 | 0.0093 | 0.0402 |
| BNL-CAViaR  | 1.1326 | 6.1693 | 12.2386 | 27.0000 | 0.5228 | 0.4902 | 0.4106 |
| SAV         | 1.4626 | 5.9591 | 13.0749 | 34.0000 | 0.0491 | 0.0462 | 0.0393 |
| AS          | 1.3842 | 5.8490 | 12.6181 | 33.0000 | 0.0744 | 0.0432 | 0.0005 |
| T-CAViaR    | 1.1405 | 7.2206 | 17.7004 | 28.0000 | 0.2220 | 0.3236 | 0.4649 |
| IG          | 0.8554 | 7.0508 | 16.8589 | 21.0000 | 0.4615 | 0.6381 | 0.2374 |
| Hang Seng   | 0.8576 | 6.9059 | 17.3268 | 24.0000 | 0.9124 | 0.7842 | 0.2460 |
| BNL-CAViaR  | 0.7739 | 7.5706 | 18.0361 | 19.0000 | 0.2419 | 0.4317 | 0.9304 |
| SAV         | 1.1405 | 7.4560 | 17.8866 | 28.0000 | 0.4924 | 0.4901 | 0.7147 |
| AS          | 0.9776 | 7.2206 | 17.7004 | 21.0000 | 0.9124 | 0.7842 | 0.3500 |
| T-CAViaR    | 0.8961 | 8.3305 | 17.3556 | 22.0000 | 0.5999 | 0.7142 | 0.0009 |
| IG          | 0.8961 | 8.7924 | 21.6213 | 22.0000 | 0.5999 | 0.7142 | 0.0005 |
| Corea SE    | 0.8961 | 8.7924 | 21.6213 | 22.0000 | 0.5999 | 0.7142 | 0.0005 |

Table A.2: Summary statistics for CAViaR models. The columns, denoted by LRuc, LRcc, and DQ, report the p-values of unconditional and conditional coverage tests of Kupiec (1995) and Christoffersen (1998) and those of the Dynamic Quantile (DQ) test of Engle and Manganelli (2004).
\[ \tau = 0.01 \quad \tau = 0.05 \]

| Name   | A/E | AD | Viol. | Mean | Max | LRcc | LRuc | DQ   |
|--------|-----|----|-------|------|-----|------|------|------|
| NASDAQ |     |    |       |      |     |      |      |      |
| BNL-CARE | 0.495 | 9.7970 | 17.0521 | 13.0000 | 0.0461 | 0.0515 | 0.0418 | 0.9552 | 5.4036 | 15.0456 | 113.0000 | 0.0167 | 0.4246 | 0.0023 |
| SAV    | 0.507 | 8.8546 | 16.4268 | 14.0000 | 0.0399 | 0.0896 | 0.0755 | 1.1243 | 4.9644 | 15.1434 | 135.0000 | 0.1721 | 0.3144 | 0.0058 |
| AS     | 0.718 | 8.4857 | 16.4803 | 17.0000 | 0.1479 | 0.3104 | 0.1398 | 1.1158 | 4.9281 | 15.6430 | 132.0000 | 0.2025 | 0.2222 | 0.0019 |
| T-CARE | 0.592 | 8.5946 | 16.5967 | 16.0000 | 0.0931 | 0.2149 | 0.1550 | 1.0651 | 4.9908 | 15.9801 | 126.0000 | 0.4002 | 0.6444 | 0.0011 |
| IG     | 0.549 | 9.1913 | 16.3818 | 13.0000 | 0.0161 | 0.0515 | 0.0456 | 1.0482 | 5.0311 | 15.7484 | 124.0000 | 0.5003 | 0.7025 | 0.0043 |
| STI    |     |    |       |      |     |      |      |      |
| BNL-CARE | 1.514 | 7.2479 | 16.7349 | 27.0000 | 0.4706 | 0.4689 | 0.0066 | 1.3049 | 4.1243 | 14.8784 | 153.0000 | 0.0112 | 0.0048 | 0.0007 |
| SAV    | 1.087 | 7.5478 | 16.2279 | 26.0000 | 0.6015 | 0.5025 | 0.0000 | 1.1940 | 4.3083 | 13.9795 | 140.0000 | 0.0358 | 0.0686 | 0.0065 |
| AS     | 1.267 | 7.7535 | 17.2724 | 29.0000 | 0.2057 | 0.3614 | 0.0000 | 1.2791 | 4.3044 | 14.9882 | 150.0000 | 0.0208 | 0.0114 | 0.0060 |
| T-CARE | 1.279 | 7.0945 | 14.6624 | 30.0000 | 0.1918 | 0.2994 | 0.0021 | 1.2623 | 4.3091 | 15.2040 | 148.0000 | 0.0505 | 0.1012 | 0.0000 |
| IG     | 0.909 | 7.5535 | 16.2511 | 18.0000 | 0.7626 | 0.7756 | 0.0373 | 0.7591 | 5.0863 | 14.6010 | 89.0000 | 0.1121 | 0.2295 | 0.0007 |
| BNL-CARE | 1.151 | 7.2479 | 16.7349 | 27.0000 | 0.4706 | 0.4689 | 0.0066 | 1.3049 | 4.1243 | 14.8784 | 153.0000 | 0.0112 | 0.0048 | 0.0007 |
| SAV    | 1.067 | 7.5478 | 16.2279 | 26.0000 | 0.6015 | 0.5025 | 0.0000 | 1.1940 | 4.3083 | 13.9795 | 140.0000 | 0.0358 | 0.0686 | 0.0065 |
| AS     | 1.267 | 7.7535 | 17.2724 | 29.0000 | 0.2057 | 0.3614 | 0.0000 | 1.2791 | 4.3044 | 14.9882 | 150.0000 | 0.0208 | 0.0114 | 0.0060 |
| T-CARE | 1.279 | 7.0945 | 14.6624 | 30.0000 | 0.1918 | 0.2994 | 0.0021 | 1.2623 | 4.3091 | 15.2040 | 148.0000 | 0.0505 | 0.1012 | 0.0000 |
| IG     | 0.909 | 7.5535 | 16.2511 | 18.0000 | 0.7626 | 0.7756 | 0.0373 | 0.7591 | 5.0863 | 14.6010 | 89.0000 | 0.1121 | 0.2295 | 0.0007 |

Table A.3: Summary statistics for CARE models. The columns, denoted by LRcc, LRuc and DQ, report the p-values of unconditional and conditional coverage tests of Kupiec (1995) and Christoffersen (1998) and those of the Dynamic Quantile (DQ) test of Engle and Manganelli (2004).

\[ \tau = 0.01 \quad \tau = 0.05 \]

| Name   | BNL-CARE | SAV | AS | T-CARE | IG |
|--------|----------|-----|----|--------|----|
| NASDAQ | 0.0130   | 0.0150 | 0.0180 | 0.0170 | 0.0140 |
| STI    | 0.0290   | 0.0280 | 0.0320 | 0.0310 | 0.0240 |
| Hang Seng | 0.0200 | 0.0210 | 0.0010 | 0.0250 | 0.0240 |
| Corea SE | 0.0190 | 0.0230 | 0.0200 | 0.0200 | 0.0280 |
| AEX    | 0.0310   | 0.0380 | 0.0350 | 0.0360 | 0.0370 |

Table A.4: Bootstrap test p-values for zero mean of the standardized residuals. Test based on 1000 post sample estimates of the conditional 1% and 5% ES.
Figure B.1: Posterior estimate of the BLN-CAViaR NIC, for three representative series, from the empirical application of section 6. Left panels exhibit the NIC (black line) along with the 95% HPD regions (grey areas) at the quantile confidence levels $\tau = (0.05)$. Right panels exhibit the NIC (black line) along with the 95% HPD regions (grey areas) at the quantile confidence levels $\tau = (0.01)$. 
Figure B.2: Posterior estimate of the BNL-CARE NIC, for three representative series, from the empirical application of section 6. Left panels exhibit the NIC (black line) along with the 95% HPD regions (grey areas) at the quantile confidence levels $\tau = (0.05)$. Right panels exhibit the NIC (black line) along with the 95% HPD regions (grey areas) at the quantile confidence levels $\tau = (0.01)$. 
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