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Abstract

Given a pair of fusion categories $\mathcal{C}$ and $\mathcal{D}$, we may form the free product $\mathcal{C} \ast \mathcal{D}$ and the tensor product $\mathcal{C} \boxtimes \mathcal{D}$. It is natural to think of the tensor product as a quotient of the free product. What other quotients are possible?

When $\mathcal{C} = \mathcal{D} = A_2$, there is an infinite family of quotients interpolating between the free product and the tensor product (closely related to the $A_{2n-1}^{(1)}$ and $D_{n+2}^{(1)}$ subfactors at index 4). Bisch and Haagerup discovered one example of such an intermediate quotient when $\mathcal{C} = A_2$ and $\mathcal{D} = T_2$, and suggested that there might be another family here. We show that such quotients are characterized by parameters $n \geq 1$ and $\omega$ with $\omega^{2n} = 1$. For $n = 1, 2, 3$, we show $\omega$ must be 1, and construct the corresponding quotient ($n = 1$ is the tensor product, $n = 2$ is the example discovered by Bisch and Haagerup, and $n = 3$ is new). We further show that there are no such quotients for $4 \leq n \leq 10$. Our methods also apply to the case when $\mathcal{C} = \mathcal{D} = T_2$, and we prove similar results there.

During the preparation of this manuscript we learnt of an independent result of Liu’s on subfactors. With the translation between the subfactor and fusion category settings provided here, it follows there are no such quotients for any $n \geq 4$.

1 Introduction

Given two pivotal categories $\mathcal{C}$ and $\mathcal{D}$, there are always two constructions resulting in pivotal categories which deserve to be called ‘composites’ of $\mathcal{C}$ with $\mathcal{D}$, namely the tensor product $\mathcal{C} \boxtimes \mathcal{D}$ and the free product $\mathcal{C} \ast \mathcal{D}$. Diagrammatically, these are very easy to describe. In the free product, we allow planar disjoint unions of diagrams from $\mathcal{C}$ and $\mathcal{D}$. In the tensor product, we superimpose a diagram from $\mathcal{C}$ with a diagram from $\mathcal{D}$. We can alternatively think about this as a diagram built from generators from both $\mathcal{C}$ and $\mathcal{D}$, allowing strings from $\mathcal{C}$ and $\mathcal{D}$ to cross each other, obeying the usual (symmetric, not braided) relations for crossings.

Now, one should think of the tensor product as a quotient of the free product: there is a faithful, dominant functor $\mathcal{C} \ast \mathcal{D} \to \mathcal{C} \boxtimes \mathcal{D}$ (because diagrams
without crossings can be thought of as diagrams with zero crossings). Generalizing, we will call any such quotient of $C \ast D$ a composite of $C$ and $D$.

We would like to study the question of which composites are possible, and begin in this paper by looking at the concrete examples where $C$ and $D$ are both either $A_2$ or $T_2$. These are the smallest non-trivial unitary fusion categories, and each is generated by a symmetrically self-dual object.

In any such composite, there is a particularly important invariant, the least length $\ell \geq 2$ such that the alternating words of length $\ell$ in $\alpha, \beta$ and in $\beta, \alpha$ are isomorphic, i.e.,

\[
(\alpha\beta\cdots) \cong (\beta\alpha\cdots),
\]

where $\alpha$ and $\beta$ are the symmetrically self-dual generators of $C$ and $D$. In fact, we show that a composite, if it exists, is entirely determined by $\ell$ and another parameter $\omega$, which is an $\ell$-th root of unity. The argument relies on the jellyfish algorithm introduced in [BPMS12]. (It is more convenient to introduce an invariant $n$; when $C = D$, $n = \ell$, and when $C = A_2$ and $D = T_2$, $n = \ell/2$ since $\ell$ can never be odd because $\dim(\alpha) \neq \dim(\beta)$. Thus when $C = A_2$ and $D = T_2$, we have $(\alpha\beta)^n \cong (\beta\alpha)^n$.)

The composites of $A_2$ with itself offer an interesting example; there is an infinite family of composites interpolating between the tensor product and the free product. (These are closely related to the $A_n^{(1)}$ subfactors at index 4; see below for the connection with subfactor theory.) For every value of $n \geq 2$, there exist exactly $n$ such composites, corresponding to each of the possible $n$-th roots of unity $\omega$. We describe these in Section 2.1.

Bisch and Haagerup [BH96] proposed in 1994 that they may also be an infinite family of composites of $A_2$ with $T_2$ (in the guise of a family of subfactors with index $3 + \sqrt{5}$). We give constructions for some, namely the cases $n = 1, 2,$ or $3$, each with $\omega = 1$ §4.3, and we show this is the only $\omega$ that is possible in these cases in Theorem 3.17. Our main result in this paper, however, is that not all of these exist: there are no such composites for $4 \leq n \leq 10$.

Our non-existence proof again uses the ideas from the jellyfish algorithm: we indicate two different ways to evaluate a particular diagram using a different sequence of applications of jellyfish relations, illustrated in Figure 1. (In fact, this is a diagram with boundary, and we exhibit an explicit basis and two
different ways to rewrite the diagram into that basis.) We find that for $4 \leq n \leq 10$ these give different results. Each individual $n$ requires a somewhat lengthy calculation, and at this point we do not have a uniform argument.

![Diagram](image)

Figure 1: The two different jellyfish evaluations. We either pull a certain unitary element $U$ through a pair of strings, or first create a canceling pair $UU^*$ on those strings, then pull the element $U$ between them. (In fact, the purple string here is a bundle of $2n-1$ strings.) Obtaining different answers, we see there can be no composites of $A_2$ with $T_2$ with parameter $4 \leq n \leq 10$.

(Liu has independently proved, by a quite different method, that the corresponding subfactors do not exist for all $4 \leq n < \infty$ [?]. Our Theorem 4.10 allows one to show the nonexistence of composites of $A_2$ with $T_2$ for all $n \geq 4$ as a corollary.)

When $C = D = T_2$, we have a similar result; unique composites exist for $n = 2$ and $n = 3$ (with $\omega = 1$), and there are no composites for $4 \leq n \leq 10$. (Again, Liu’s proof also applies to composites of two $A_4$ subfactors, and he obtains nonexistence for all $n \geq 4$. The same translation between fusion categories and subfactors then eliminates all composites of $T_2$ with $T_2$ for $n \geq 4$.)

### 1.1 Connection to subfactor theory

Given two hyperfinite subfactors $A \subset B$ and $C \subset D$, there is not a well-defined composition — one first needs to pick an isomorphism between $B$ and $C$, and the resulting composite $A \subset D$ can depend sensitively on this choice. If the isomorphism is generic, we get, by results of Popa and Vaes [Pop95b, Vae09], the free composite subfactor of Bisch and Jones (see [Lan02, Section 8]).

Jones’ index rigidity theorem [Jon83] shows that the first indices of composite subfactors are $4 = 2 \cdot 2$, $3 + \sqrt{5} = 2 \left( \frac{3 + \sqrt{5}}{2} \right)$, and $6 = 2 \cdot 3$.

Subfactors of index 4 were completely classified in [Pop94]. Those subfactors with intermediates are easily seen to come from groups. In [BH96], Bisch and Haagerup start with two finite groups $H, K$ with outer actions on the hyperfinite $\text{II}_1$-factor $R$, and they study the composite subfactor $R^H \subset R \rtimes K$. As one might expect, this subfactor depends on the group $G$ generated by $H, K$ in $\text{Out}(R)$ (and in particular not just on the isomorphism class of the subfactors $R^H \subset R$ and $R \subset R \rtimes K$). For $H = K = \mathbb{Z}/2$, $G$ must be some quotient of the infinite dihedral group $D_\infty = \mathbb{Z}/2 * \mathbb{Z}/2$, and this construction exhausts all subfactors with intermediates at index 4.
At index 6, we can produce composite subfactors for any $G$ which is a quotient of the modular group $PSL(2, \mathbb{Z}) = \mathbb{Z}/2 \star \mathbb{Z}/3$. The situation here is much more complicated, and we do not expect that the Bisch-Haagerup subfactors exhaust all possibilities. (In particular, one should also expect composites of $A_3$ and $A_5$ subfactors.)

A composite of $A_3$ and $A_4$ subfactors has index $3 + \sqrt{5}$, and in fact any composite subfactor at this index is a composite of these subfactors. One of the main goals of this paper is to understand such composites. None come from the Bisch-Haagerup construction, merely because the index is not a composite integer. (However, one can see that each composite subfactor at this index is of the form $N^\alpha \subset N \subset M$ where $N \subset M$ is the hyperfinite $A_4$ subfactor and $\alpha$ is an outer automorphism of period 2 [Gol59].)

Bisch and Jones constructed the free composite of Temperley-Lieb subfactors in [BJ97], and in 1994 Bisch and Haagerup found a sequence of possible principal graphs at index $3 + \sqrt{5}$. Our work on this project was motivated by understanding these principal graphs.

In fact, this question is very closely related to the question of composites of fusion categories raised above—the even part of a composite subfactor at index $3 + \sqrt{5}$ is itself a composite of the fusion categories $\frac{1}{2}A_3 \cong A_2$ and $\frac{1}{2}A_4 \cong T_2$. See Section 4 for details. Thus whenever we can rule out the existence of some class of composites of the fusion categories, we rule out possible composite subfactors.

Moreover, the connection is even tighter. The free product $A_2 \ast T_2$ tensor category contains an algebra object, which allows us to reconstruct a subfactor. This gives the free composite constructed by Bisch and Jones. This algebra object passes down to any quotient of the free product, and so from any composite of $A_2$ with $T_2$, we obtain a subfactor composed of $A_3$ and $A_4$ subfactors. Thus there is actually a one-to-one correspondence between the two classes of objects under study.

Since the Fuss-Catalan subfactor planar algebra at $3 + \sqrt{5}$ is not amenable, it remains a completely open question whether there are infinitely many non-isomorphic hyperfinite subfactors with this standard invariant. Fuss-Catalan arises as the standard invariant of a hyperfinite subfactor by [Pop95b, Vae09]. As alluded to above, if standard invariants $P_*$ and $Q_*$ arise from hyperfinite $\text{II}_1$-subfactor, then $P_* \ast Q_*$ does too.

1.2 Definitions

The free product of two shaded planar algebras, due to Bisch and Jones, was defined in [Lan02, Section 8] (see also [BJ97]). We give the straightforward translation of this notion to the general case of the free product of two strict pivotal categories.

**Definition 1.1.** Given two strict pivotal tensor categories $\mathcal{C}$ and $\mathcal{D}$, we define their free product $\mathcal{C} \ast \mathcal{D}$ as follows. For simplicity, let’s assume the tensor
identities of $\mathcal{C}$ and $\mathcal{D}$ are simple. The objects of $\mathcal{C} \ast \mathcal{D}$ are words in the objects of $\mathcal{C}$ and $\mathcal{D}$.

To specify the morphisms, we describe the invariant vectors for each word $w$ (that is, the morphisms from the tensor identity to $w$). In fact, the morphisms from $w_1$ to $w_2$ are exactly the same as the invariant vectors for $w_2 \overline{w}_1$.

Consider a disc with $w$ written around the boundary. A planar partition of this disc is a partition of the disc into two submanifolds, each disjoint unions of discs, partially glued along their boundaries, up to isotopies fixing the boundary of the disc. We call these two submanifolds the $\mathcal{C}$ region and the $\mathcal{D}$ region. We require that the letters of $w$ from $\mathcal{C}$ appear only in the $\mathcal{C}$ regions, and similarly for $\mathcal{D}$. Each disc of each region thus inherits a word of objects from the appropriate category around its boundary (possibly empty).

An invariant vector for $w$ then consists of a planar partition along with an invariant vector for the corresponding word for each disc of each of the two regions, up to a certain equivalence relation, given by the following diagram

\[ \begin{array}{ccc}
  d_1 & c_1 \otimes c_2 & d_2 \\
  c_1 & d_1 \otimes d_2 & c_2
\end{array} \]

where the $c_i$ are morphisms from $\mathcal{C}$ and the $d_i$ are morphisms from $\mathcal{D}$.

Composition and tensor product are defined in the obvious way, gluing such discs together along their boundaries.

We see that $\mathcal{C} \ast \mathcal{D}$ is again a strict pivotal category. The dual of $w = a_1 \cdots a_n$ where $a_i \in \mathcal{C}$ or $\mathcal{D}$ is $\overline{a}_n \cdots \overline{a}_1$. The evaluation and coevaluation maps for words are given by the obvious planar partitions labelled by evaluation or coevaluation maps for the letters.

Remark 1.2. If the tensor identities are not simple (i.e. there are closed diagrams which are not multiples of the empty diagram), we would need to allow more general planar partitions, where the two submanifolds are not necessarily disjoint unions of discs. We leave the details to an interested reader.

Remark 1.3. The even more general cases of pivotal 2-categories, or free products amalgamated over a common subcategory, are interesting subjects for future research!

We expect that the free product of two unitary categories is again unitary. If both categories are Temperley-Lieb categories or the even halves of Temperley-Lieb categories, the free product is unitary by results of Bisch-Jones [BJ97]. The general case would take us too far afield for now.
**Definition 1.4.** A quotient of a pivotal category \( C \) is a pivotal category \( D \) together with a faithful, dominant tensor functor \( F: C \to D \) which preserves the pivotal structure.

One should think of a quotient of \( C \) as some pivotal category generated by the same objects as \( C \) but more morphisms. Because of these additional morphisms, objects that were simple in \( C \) may break up into smaller objects in \( D \), or objects that were not isomorphic in \( C \) may become isomorphic in \( D \). Conversely every simple object in \( D \) arises as a summand of some object in \( C \).
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### 2 \( A_2 \) with \( A_2 \)

We recall that the pivotal category \( A_2 \) has two simple objects 1 and \( \theta \), which are both symmetrically self-dual. The category \( A_2 \) has no generators as a pivotal category (meaning all morphisms are tensor generated by identities and (co)evaluations) and the following relations:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{circle} \\
\includegraphics[width=0.1\textwidth]{square} \\
\end{array}
\end{align*}
= 1 \\
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{rectangle} \\
\includegraphics[width=0.1\textwidth]{cross} \\
\end{array}
\end{align*}
= 1 .
\]

The first relation simply says \( \dim \theta = 1 \). In a unitary category, the second relation follows from the first by calculating the norm of the difference of the two terms.

We begin by considering the free product \( A_2 \ast A_2 \) where the two copies of \( A_2 \) are generated by objects \( \alpha \) and \( \theta \) satisfying \( \alpha \otimes \alpha \cong 1 \) and \( \theta \otimes \theta \cong 1 \). This setting has been studied previously, e.g. in [Pop90, IK93], and is a warmup case to our real goal, where we replace one or both copies of \( A_2 \) with \( T_2 \).
We represent $\alpha, \theta$ by unoriented green and blue strings respectively:

$$\alpha = \boxed{\phantom{\text{string}}} \quad \text{and} \quad \theta = \boxed{\phantom{\text{string}}}.$$ 

By Frobenius reciprocity, the distinct simple objects of $A_2 \ast A_2$ are all alternating words in $\alpha, \theta$. Hence representatives of the isomorphism classes of simples are given by

\[
1, \alpha, \theta, \alpha \theta, \theta \alpha, \alpha \theta \alpha, \theta \alpha \theta, \ldots
\]

### 2.1 Quotients of $A_2 \ast A_2$

We will now show that all unitary quotients of $A_2 \ast A_2$ are parametrized by an $n \geq 2$ and an $n$-th root of unity $\omega$.

Note that all alternating words in $\alpha, \theta$ are always simple in any unitary quotient of $A_2 \ast A_2$ by Frobenius reciprocity.

The proof of the following proposition is a simple induction argument and is left to the reader. (It is also similar to Proposition 3.2, and the reader may look there for the general technique.)

**Proposition 2.1.** Suppose that for some $n \geq 2$, the alternating words in $\alpha, \theta$ and $\theta, \alpha$ of length $n$ are not isomorphic, i.e.,

\[
\frac{(\alpha \theta \cdots)}{\text{length } n} \not\cong \frac{(\theta \alpha \cdots)}{\text{length } n}.
\]

Then all alternating words in $\alpha, \theta$ with length at most $n+1$ give distinct simple objects, except that the alternating words in $\alpha, \theta$ and $\theta, \alpha$ of length $n+1$ might not be distinct.

**Corollary 2.2.** Either there is an $n \geq 2$ such that

\[
\frac{(\alpha \theta \cdots)}{\text{length } n} \cong \frac{(\theta \alpha \cdots)}{\text{length } n},
\]

or there is no such $n$. In either case, we know all the distinct simples generated by $\alpha, \theta$.

The free product tensor category $A_2 \ast A_2$ has no extra relations. In the tensor product $A_2 \boxtimes A_2$, $\alpha \theta \cong \theta \alpha$, which means we have an isomorphism from $\alpha \theta \rightarrow \theta \alpha$ which we denote by a crossing:

$$\frac{\alpha \theta}{\theta \alpha} : \alpha \theta \cong \theta \alpha.$$
If there is an \( n \in \mathbb{N} \) as in Corollary 2.2, then we have a unitary isomorphism \( U : (\alpha \theta)^{2n} \to 1 \). For example, when \( n = 3 \), we have

\[
\star U : \alpha \theta \alpha \approx \theta \alpha \theta,
\]

which means we have the following relations:

\[
UU^* = \star U = 1_{\alpha \theta \alpha} \quad \text{and} \quad U^* U = \star U = 1_{\theta \alpha \theta}.
\] (AA3)

Moreover, we may normalize \( U \) by a phase so that

\[
\mathcal{F}^{-1}(U) = \star U = \star U^* = \omega_U^{-1} = \omega_U^{-1}\mathcal{F}(U)
\] (AA4)

for some \( n \)-th root of unity \( \omega_U \).

**Remark 2.3.** If we were looking for all quotients, not just unitary ones, we would find at this point that there is a second possibility. Once we have an isomorphism \( U : (\alpha \theta)^{2n} \to 1 \), there are exactly two ways to endow the quotient with a \(*\)-structure. The first case is the unitary case described above, and in the other case, \( U \) satisfies \( UU^* = -1 \). We won’t pursue this here.

**Proposition 2.4.** \( U \) satisfies the following jellyfish relations:

\[
\star U_{2n} = \star U^*_{2n} \quad \text{and} \quad \star U_{2n} = \omega_U \star U^*_{2n}
\]

**Proof.** This follows immediately by applying Relations (AA2) and (AA4). \( \square \)

The relations in Proposition 2.4 immediately allow us to evaluate all closed diagrams in \( U, U^* \) using the jellyfish algorithm of [BPMS12]. Thus there is at most one quotient of \( A_2 \otimes A_2 \) for each pair \( (n, \omega_U) \).

**Definition 2.5.** For \( 2 \leq n < \infty \), let \( \mathcal{A} \mathcal{A}_{n, \omega_U} \) be the unitary quotient of \( A_2 \otimes A_2 \) generated by \( U \) satisfying Relations (AA1)-(AA4), provided that it exists. Note that \( \mathcal{A} \mathcal{A}_{1,1} \) is \( A_2 \otimes A_2 \).

The following theorem would take us too far off course for now. We postpone such an exploration to [MP13], where we also explain the connection between \( \mathcal{A} \mathcal{A}_{n, \omega_U} \) and the \( A_{2n-1}^{(1)} \) and \( D_{n+2}^{(1)} \) subfactors.

**Theorem 2.6.** The category \( \mathcal{A} \mathcal{A}_{n, \omega_U} \) exists for each \( n \geq 2 \) and \( \omega_U^n = 1 \) and is realized by the pointed unitary category \( \mathbf{Vec}^\lambda_{D_{2n}} \) for some \( \lambda \in H^3(D_{2n}, \mathbb{C}^\times) \) determined by \( \omega_U \).
3 $A_2$ with $T_2$

We now discuss quotients of the free product of $A_2 \ast T_2$, where $T_2$ is the even half of $A_4$ ($A_4$ is Temperley-Lieb with $\delta = \tau = \frac{1+\sqrt{5}}{2}$).

Recall that $T_2$ has two simple objects $1, \rho$ where $\rho \otimes \rho \simeq 1 \oplus \rho$. We denote $\rho$ by a red strand, and we write a trivalent vertex for the intertwiner $\rho \otimes \rho \rightarrow \rho$ given by

$$\begin{array}{c}
\begin{array}{c}
\relsize{2}\text{2} \\
\text{2}
\end{array}
\end{array}
= \left( \frac{[2]}{[3]-1} \right)^{1/2}
\begin{array}{c}
\relsize{2}\text{2} \\
\text{2}
\end{array}
\begin{array}{c}
\relsize{2}\text{2} \\
\text{2}
\end{array}
$$

where we just write 2 for $f^{(2)}$, and $[2] = [3] = \tau$.

**Proposition 3.1.** We have the following skein relations in $T_2$:

$$\begin{array}{c}
\begin{array}{c}
\relsize{2}\text{2}
\end{array}
= \begin{array}{c}
\relsize{2}\text{2}
\end{array}
\end{array}
= \begin{array}{c}
\relsize{2}\text{2}
\end{array}
= \tau
$$

$$\begin{array}{c}
\begin{array}{c}
\relsize{2}\text{2}
\end{array}
= 0
\end{array}
$$

$$\begin{array}{c}
\begin{array}{c}
\relsize{2}\text{2}
\end{array}
\begin{array}{c}
\relsize{2}\text{2}
\end{array}
= \frac{1}{\tau}
\begin{array}{c}
\relsize{2}\text{2}
\end{array}
\begin{array}{c}
\relsize{2}\text{2}
\end{array}
= \begin{array}{c}
\relsize{2}\text{2}
\end{array}
\begin{array}{c}
\relsize{2}\text{2}
\end{array}
$$

$$(AT1)$$

**Proof.** The first equation follows from

$$\begin{array}{c}
\begin{array}{c}
\text{2} \\
\text{2}
\end{array}
\begin{array}{c}
\text{2} \\
\text{2}
\end{array}
= \frac{1}{[2]}
\begin{array}{c}
\text{2} \\
\text{2}
\end{array}
\begin{array}{c}
\text{2} \\
\text{2}
\end{array}
= \left( \frac{[3]}{[2]} - \frac{1}{[2]} \right)
\begin{array}{c}
\text{2} \\
\text{2}
\end{array}
\begin{array}{c}
\text{2} \\
\text{2}
\end{array}
$$

The second, third, and fourth equations are straightforward. To prove Equation (AT1), we note that by the first four equations, the right hand side is the sum of two orthogonal projections which are isomorphic to $f^{(0)}$ and $f^{(2)}$, and both are dominated by the left hand side. Since in $A_4$, $f^{(2)} \otimes f^{(2)} \simeq f^{(0)} \oplus f^{(2)}$, we are finished.

The distinct simple objects of $A_2 \ast T_2$ are all alternating words in $\rho, \theta$. Hence representatives of the isomorphism classes of simples are given by

$$\begin{array}{c}
\begin{array}{c}
\text{1}
\end{array}
\begin{array}{c}
\text{\rho}
\end{array}
\begin{array}{c}
\text{\theta}
\end{array}
\begin{array}{c}
\text{\rho\theta}
\end{array}
\begin{array}{c}
\text{\rho\theta}
\end{array}
\begin{array}{c}
\text{\rho\theta}
\end{array}
\begin{array}{c}
\text{\theta\theta}
\end{array}
\end{array}, \ldots$$
3.1 Quotients of $A_2 \ast T_2$

We now show all unitary quotients of $A_2 \ast T_2$ are parametrized by an $n \in \mathbb{N}$ and an $n$-th root of unity $\omega$. Suppose we are working in some unitary quotient of $A_2 \ast T_2$.

**Proposition 3.2.** Suppose that $(\rho \theta)^k \not\equiv (\theta \rho)^k$ for some $k \geq 1$. Then all alternating words in $\rho, \theta$ with length less than or equal to $2k + 2$ give distinct simple objects, except that $(\rho \theta)^{k+1}$ may not be distinct from $(\theta \rho)^{k+1}$.

*Proof.* We induct on $k$. If $k = 1$, then it is a straightforward calculation using Frobenius reciprocity (which holds in the unitary quotient) to show that $1, \rho, \theta, \rho \theta, \rho^2 \rho, \theta \rho \theta, \rho \theta \rho \theta$ are distinct and simple. For example once one shows $\rho \theta$ and $\theta \rho$ are irreducible, we have

$$\langle \rho \theta \rho \theta, \rho \theta \rho \theta \rangle = \langle \rho \theta \rho \theta, \rho \theta \rho \theta \rangle = \langle \rho \theta, \rho \theta \rangle + \langle \rho \theta \rho, \rho \theta \rangle = 1 + \langle \theta \rho, \rho \theta \rangle + \langle \theta \rho, \theta \rangle = 1.$$

A similar calculation shows $\theta \rho \theta \rho$ is simple, but note that we cannot yet compute $\langle \rho \theta \rho \theta, \theta \rho \rho \theta \rangle$.

Suppose the result holds true for $k > 1$, and suppose we also know that $(\rho \theta)^{k+1} \not\equiv (\theta \rho)^{k+1}$. Then we calculate:

$$\langle (\rho \theta)^{k+1}, (\rho \theta)^{k+1} \rangle = \langle (\rho \theta)^{k+1}, (1 \oplus \rho)(\theta \rho)^k \theta \rangle = \langle (\rho \theta)^{k+1}, (\theta \rho)^k \theta \rangle + \langle (\theta \rho)^k \theta, (\rho \theta)^k \theta \rangle = 0$$

$$\langle (\rho \theta)^{k+1}, (\rho \theta)^{k+1} \rangle = \langle (\rho \theta)^{k+1}, (1 \oplus \rho)(\theta \rho)^k \theta \rangle = \langle (\rho \theta)^{k+1}, (\theta \rho)^k \theta \rangle + \langle (\theta \rho)^k \theta, (\rho \theta)^k \theta \rangle = 1$$

$$\langle (\rho \theta)^{k+1}, (\rho \theta)^{k+1} \rangle = \langle (\rho \theta)^{k+1}, (1 \oplus \rho)(\theta \rho)^k \theta \rangle = \langle (\rho \theta)^{k+1}, (\theta \rho)^k \theta \rangle + \langle (\theta \rho)^k \theta, (\rho \theta)^k \theta \rangle = 0$$

and so forth. We see that $(\rho \theta)^k \rho, (\rho \theta)^k \theta, (\rho \theta)^{k+1}, (\theta \rho)^{k+1}$ are all distinct and simple, except that possibly $(\rho \theta)^{k+1} \not\equiv (\theta \rho)^{k+1}$. \hfill $\Box$

**Corollary 3.3.** Either there is an $n \in \mathbb{N}$ such that $(\rho \theta)^n \cong (\theta \rho)^n$, or there is no such $n$. In either case, we know all the distinct simples generated by $\theta, \rho$.

If there is an $n \in \mathbb{N}$ as in Corollary 3.3, there is a unitary isomorphism $U: (\rho \theta)^n \rightarrow (\theta \rho)^n$. Let $\zeta = (\theta \rho)^{n-1} \theta$. We denote $\zeta$ by a purple strand, and we denote the isomorphism $U$ as follows:

\[
\begin{array}{c}
\ast \\
U
\end{array}
\]
Since $U^*U = 1_{\zeta\rho}$ and $UU^* = 1_{\rho\zeta}$, we immediately obtain:

\[ \begin{array}{ccc}
U & U^* & U^* \\
\end{array} \quad \text{and} \quad \begin{array}{ccc}
U^* & U & U^* \\
\end{array} \]  \quad \text{(AT2)}

We may normalize by a phase so that

\[ F^{-1}(U) = \begin{array}{ccc}
\rho(\theta\rho)^{n-1} & \ast & \ast \\
\end{array} = \ast \begin{array}{ccc}
U^* & U & U^* \\
\end{array} = \omega_U^{-1} \begin{array}{ccc}
U & U^* & U \\
\end{array} = \omega_U^{-1} F(U) \]  \quad \text{(AT3)}

for some $2n$-th root of unity $\omega_U$.

Remark 3.4. As in Remark 2.3, not assuming unitarity, there are exactly 2 ways to put a $*$-structure on the quotient. However, we only consider the unitary case.

### 3.2 Jellyfish relations

We now derive jellyfish relations for our generator $U$.

**Lemma 3.5.** \[ \begin{array}{ccc}
\ast & \ast & U^* \\
\end{array} = \sigma_U \begin{array}{ccc}
U^* & U & U^* \\
\end{array} \]  \quad \text{where } \sigma_U \text{ is a choice of square root of } \omega_U.

**Remark 3.6.** Note that switching the sign of $U$ switches the sign of $\sigma_U$.

**Proof.** Note that $\langle \zeta\rho, \zeta^2 \rho^2 \rangle = 1$, so since both diagrams have the same nonzero norm $\tau \dim(\zeta)$ (using Equation (AT2)), there is a unimodular scalar $\lambda \in \mathbb{T}$ such that the diagram on the left is equal to $\lambda$ times the diagram on the right. It remains to determine the scalar $\lambda$.

We can write \[ \begin{array}{ccc}
\ast & \ast & \ast \\
\end{array} \] in two different ways:

\[ \begin{array}{ccc}
\ast & \ast & \ast \\
\end{array} = \frac{1}{\tau} \begin{array}{ccc}
\ast & \ast & \ast \\
\end{array} + \begin{array}{ccc}
\ast & \ast & \ast \\
\end{array} \quad \text{and} \quad \begin{array}{ccc}
\ast & \ast & \ast \\
\end{array} = \frac{1}{\tau} \begin{array}{ccc}
\ast & \ast & \ast \\
\end{array} + \begin{array}{ccc}
\ast & \ast & \ast \\
\end{array}. \]

Note that the first diagram in the sum on the right hand side for the first expression is equal to the first diagram in the sum of the right hand side for the second expression. Hence the second diagram in the sum on the right hand
side for the first expression must also equal the second diagram in the sum of the right hand side for the second expression. We have

\[
U^* U U^* = \lambda^2 \quad U^* U U^* U^* U U^* U U^*
\]

\[
= \lambda^2 \quad U^* U^* U^*
\]

\[
= \lambda^2 \omega_U^{-1} \quad U^* U^*
\].

Hence \( \lambda^2 = \omega_U \).

**Theorem 3.7.** The following jellyfish relations hold for \( U \):

1. \( U^* U = U U^* \)
2. \( U^* = \omega_U U U^* \)
3. \( U^* = \omega_U U U^* \tau_U + \sigma_U^{-1} U U^* U \)

**Proof.** (1) follows from Relation (AA1). (2) follows Lemma 3.5 by multiplying on the left by \( U \) and on the right by \( U^* \). (3) follows from (2) and the relations in Proposition 3.1.

**Corollary 3.8.** By taking adjoints in Theorem 3.7, we get the following jellyfish relations for \( U^* \):

1. \( U^* = U^* \)
2. \( U^* = \sigma_U U U^* \)
3. \( U^* = \omega_U^{-1} U U^* + \sigma_U U U^* \)

**Proof.** (1) follows from Relation (AA1). (2) follows Lemma 3.5 by multiplying on the left by \( U \) and on the right by \( U^* \). (3) follows from (2) and the relations in Proposition 3.1.
**Theorem 3.9.** Relations (AA1)-(AA2), the relations in Proposition 3.1, Relations (AT2)-(AT3), and the relations in Theorem 3.7 are sufficient to evaluate all closed diagrams.

**Proof.** It suffices to show we can evaluate any closed diagram in jellyfish form by Theorem 3.7 and Corollary 3.8.

Suppose we have such a diagram $D$. We show that we can evaluate $D$ by induction on the number of generators $U, U^*$ in the diagram.

$k = 0$: If there are no $U$’s or $U^*$’s, we can evaluate $D$ using Relation (AA1) and the relations in Proposition 3.1.

$k = 1$: If there is only one $U$ or $U^*$ in $D$, all $\theta$ strings connect back to the generator, so somewhere there is an innermost $\theta$ cap. Inside this cap is a red diagram with only one boundary point, which must be zero by Proposition 3.1.

$k \geq 2$: Suppose there are $k \geq 2$ generators $U$ or $U^*$, and suppose that we may evaluate all closed diagrams $D$ with $k - 1$ generators.

If there are no trivalent vertices, the usual argument in the jellyfish algorithm applies [BPMS12], so there must be two generators connected by at least $n$ strings along the boundary. We can then use Relation (AT2) to obtain a diagram with $k - 2$ generators. We are finished by the induction hypothesis.

Suppose now that there are trivalent vertices. Using Relation (AT1) in Proposition 3.1, which does not increase the number of generators, we may assume that no two trivalent vertices of $D$ are connected. Hence each string connected to a trivalent vertex connects to a generator. If there is a vertex connected by two $\rho$ strings to a generator $U^*$, then between those $\rho$ strings there is an innermost $\theta$ cap. The argument from the $k = 1$ case shows $D = 0$.

Now we may assume each vertex attaches to 3 distinct generators. Isotope $D$ so that all trivalent vertices have strings emanating from the top, and these strings travel upward and attach to $U$’s or $U^*$’s with no critical points (this amounts to picking a linear ordering of the generators rather than the cyclic ordering afforded by jellyfish form)

\begin{center}
\begin{tikzpicture}
  \node (U1) at (0,0) {$U_1$};
  \node (U2) at (1,0) {$U_2$};
  \node (U3) at (2,0) {$U_3$};
  \node (U1*) at (0,1) {$U_1^*$};
  \node (U2*) at (1,1) {$U_2^*$};
  \node (U3*) at (2,1) {$U_3^*$};
  \draw (U1) -- (U1*) -- (U2) -- (U2*) -- (U3) -- (U3*);
\end{tikzpicture}
\end{center}

(Above, $U_1, U_2, U_3$ are either $U$ or $U^*$.) Hence each trivalent vertex bounds two inner regions in the diagram. Pick an innermost trivalent vertex $v$, i.e., a trivalent vertex for which these two inner regions contain no other trivalent vertices. Let $U_1, U_2, U_3$ be the distinct generators
attached to \( v \) as in the diagram above. Let \( j \) be the number of distinct generators between \( U_1 \) and \( U_2 \), and let \( \ell \) be the number of distinct generators between \( U_2 \) and \( U_3 \).

If \( j \) and \( \ell \) are both zero, then \( U_2 \) is connected to either \( U_1 \) or \( U_3 \) by at least \( n \) strings, and we may use Relation (AT2) to reduce the number of generators by 2. If \( j > 0 \), looking at the region above our innermost trivalent vertex \( v \) and between \( U_1 \) and \( U_2 \), we see have a polygonal region whose vertices are the copies of \( U \) or \( U^* \), with some number of diagonals. There are two strings connecting \( v \) to \( U_1 \) and \( U_2 \), we consider these as a single distinguished edge of the polygon. Now, the usual jellyfish argument proceeds by showing that every polygon with diagonals has a vertex with no incident diagonals. If we were assured only one such vertex, it may be the case that this vertex were \( U_1 \) or \( U_2 \), and we would get stuck at this point. However, the stronger result is that there is a pair of nonadjacent vertices with no incident diagonals (if \( j > 1 \)), and hence at least one of the \( j \) generators strictly between \( U_1 \) and \( U_2 \) is connected to one of its neighbors by at least \( n \) strands. Hence we may reduce the diagram using Relation (AT2), leaving it in jellyfish form, and we are finished by the induction hypothesis.

\[ \Box \]

**Definition 3.10.** For \( 1 \leq n < \infty \), let \( \mathcal{AT}_{n,\omega} \) be the unitary quotient of \( A_2 \ast T_2 \) generated by \( U \) satisfying Relation (AA1), the relations of Proposition 3.1, and Relations (AT2)-(AT3), provided that it exists. Note that \( \mathcal{AT}_{1,1} \) is \( A_2 \boxtimes T_2 \).

We show in Theorem 3.17 that for \( n = 1, 2, 3 \), we must have \( \omega_U = 1 \). We show that \( \mathcal{AT}_{n,1} \) exists for \( n = 1, 2, 3 \) in Subsection 4.3. We show in Theorem 3.18 that for \( 4 \leq n \leq 10 \), \( \mathcal{AT}_{n,\omega_U} \) does not exist.

### 3.3 A basis for jellyfish calculations

**Proposition 3.11.** Consider all diagrams of the form

\[
\begin{array}{c}
\ast & U_1 & \ast & U_2 & \ast & U_3 & \cdots & \ast & U_{k-1} & \ast & U_k \\
\downarrow & a_1 & \downarrow & a_2 & \downarrow & a_3 & \cdots & \downarrow & a_{k-1} & \downarrow & a_k \\
& a_0 & \downarrow b_2 & \downarrow b_3 & \cdots & \downarrow b_{k-1} & \downarrow b_k & \\
& & & & & & \end{array}
\]

where the labels on the strings indicate the total number of \( \rho \) and \( \theta \) strings in the bundle, satisfying the following criteria:

- \( k \) is even,
- the \( U_i \)'s alternate between \( U \) and \( U^* \), but \( U_1 \) is not necessarily \( U \),
• $a_0 \geq 2n$ and $0 \leq a_k \leq 2n - 2$,
• $1 \leq c \leq 2n - 1$ is odd, and the bundle is of the form $\theta(\rho\theta)^j$ for some $j$,
• for $2 \leq i \leq k$, $1 \leq b_i \leq 2n - 1$ and $b_i$ is odd, and
• for $i = 1, \ldots, k - 1$, $1 \leq a_i \leq 2n - 1$ and $a_i - a_{i+1}$ is odd (the parity of the $a_i$’s alternates).

Then each such diagram has nonzero norm squared, and distinct diagrams with the same number of strings attached to the external boundary are orthogonal.

Proof. It is straightforward to calculate that the norm squared of such a diagram is a power of $\tau$, which is nonzero.

Suppose now that we have two distinct diagrams with the same number of strings attached to the external boundary. Let the first diagram have constants $(a_0, \ldots, a_k, b_2, \ldots, b_k, c)$, and let the second diagram have constants $(a'_0, \ldots, a'_\ell, b'_2, \ldots, b'_\ell, c')$. Without loss of generality, assume $k \leq \ell$. We cannot have $a_i = a'_i$ for all $i = 0, \ldots, k$, since the $b_i$’s are determined by the $a_i$’s, and then $c, c'$ are determined by the $a_i$’s and the number of external boundary points.

Let $j$ be minimal such that $a_j \neq a'_j$, which implies that $b_j \neq b'_j$. If $a_j > a'_j$, then $b_j < b'_j$. Taking the inner product, we get the following sub-diagram:

![Diagram](image)

We may iteratively cancel the first $j - 1$ pairs of generators $U_i, U_i^*$ counting from the left, since $a_0 \geq 2n$, and $a_{i-1} + b_i \geq 2n$ for all $i = 2, \ldots, j - 1$. We then get some power of $\tau$ times

![Diagram](image)

which is zero since $a_{j-1} + b_j \geq 2n$. Similarly, we get zero if $a'_j > a_j$. \qed
Corollary 3.12. A similar statement to Proposition 3.11 holds for diagrams of the form

where the \( a_i \)'s and \( b_i \)'s satisfy the same criteria, but instead of \( a_0 \) and \( c \), we have \( a_{k+1} \geq 2n \) and \( 0 \leq d \leq 2n - 2 \), where the \( d \) bundle is of the form \((\rho\theta)^i\).

Notation 3.13. We use the following notation for one car trains:

\[
\text{train}[\{\}, \text{wheel}[c]] = \begin{array}{c}
\circ \end{array} U^c
\]
\[
\text{train}[\text{wheel}[d], \{\}] = \begin{array}{c}
\circ \end{array} U^d.
\]

We use the following notation for diagrams in the form of Proposition 3.11:

\[
\text{train}[a_0, a_1, \ldots, a_{k-1}, a_k, \text{wheel}[c]] = \begin{array}{c}
\circ \end{array} U^1 a_1 \begin{array}{c}
\circ \end{array} U^2 a_2 \begin{array}{c}
\circ \end{array} U^3 a_3 \cdots \begin{array}{c}
\circ \end{array} U^k a_k
\]
\[
\text{train}[\text{wheel}[d], a_1, a_2, \ldots, a_k, a_{k+1}] = U^a_0 a_1 \begin{array}{c}
\circ \end{array} U^a_1 \begin{array}{c}
\circ \end{array} U^a_2 \begin{array}{c}
\circ \end{array} U^a_3 \cdots \begin{array}{c}
\circ \end{array} U^a_k a_k a_{k+1}
\]

We now omit the \( b_i \)'s since they can be recovered from the \( a_i \)'s. These diagrams can be thought of as products of two car trains

\[
\text{twocar}[a_{j-1}, a_j, a_{j+1}] = \begin{array}{c}
\circ \end{array} U^1 a_{j-1} \begin{array}{c}
\circ \end{array} U^a_2 a_j \begin{array}{c}
\circ \end{array} U^a_3 a_{j+1}
\]

with an engine and a caboose:

\[
\text{engine}[a_k, c] = \begin{array}{c}
\circ \end{array} a_k
\]
\[
\text{caboose}[a_0] = \begin{array}{c}
\circ \end{array} a_0
\]

with the convention that the last twocar in the train must have all its strings connected to the caboose (and no strings going downward). We multiply the train parts by concatenating horizontally:

\[
\text{twocar}[a_1, a_2, a_3] \text{ twocar}[a_3, a_4, a_5] = \begin{array}{c}
\circ \end{array} U^a_1 a_1 a_2 \begin{array}{c}
\circ \end{array} U^a_2 a_3 \begin{array}{c}
\circ \end{array} U^a_3 a_4 \begin{array}{c}
\circ \end{array} U^a_4 a_5
\]
To simplify future calculation, we will also allow the external $a_i$’s in our two car trains to surpass $2n$, i.e., for the two car train in Equation (3.1), if $a_j < 2n - 2$, then $a_{j-1}$ or $a_{j+1}$ may be more than $2n - 1$. If $a_j = 2n - 1$, we have the following two car trains for which one of $a_{j+1}$ is $2n$:

$$
\text{twocar}[2n, 2n - 1, a_j] = \begin{array}{c}
\begin{array}{c}
\text{U}^{2n-1} \text{U}^* \text{U} \text{U}^* \text{U} \\
\end{array}
\end{array}
\text{where } a_j \text{ is even}
$$

$$
\text{twocar}[a_j, 2n - 1, 2n] = \begin{array}{c}
\begin{array}{c}
\text{U}^{2n-1} \text{U}^* \text{U} \text{U}^* \text{U} \\
\end{array}
\end{array}
\text{where } a_j \text{ is even}
$$

When we use the two car trains with $2n$ horizontal strands, we have the following multiplication rules for contracting the $2n$ strands:

$$
\text{twocar}[x_1, x_2, 2n] \text{twocar}[2n, x_3, x_4] = \begin{cases}
0 & \text{if } x_2, x_3 < 2n - 1 \\
\text{twocar}[x_1, x_3, x_4] & \text{if } x_2 = 2n - 1 \text{ and } x_3 < 2n - 1 \\
\text{twocar}[x_1, x_2, x_4] & \text{if } x_2 < 2n - 1 \text{ and } x_3 = 2n - 1 \\
-\tau^{-1} \text{twocar}[x_1, 2n - 1, x_4] & \text{if } x_2, x_3 = 2n - 1.
\end{cases}
$$

The last identity follows from the fact that

$$
\begin{array}{c}
\begin{array}{c}
\text{U} \text{U}^* \text{U} \text{U}^* \text{U} \\
\end{array}
\end{array} = -\tau^{-1} \begin{array}{c}
\begin{array}{c}
\text{U} \text{U}^* \text{U} \text{U}^* \text{U} \\
\end{array}
\end{array}.
$$

We now describe the nice jellyfish relations for these two car trains. The proofs of the following three lemmas are straightforward applications of Theorem 3.7 and Corollary 3.8.

**Lemma 3.14.** The diagrams in the form of Proposition 3.11 satisfy the following jellyfish relation for $\theta$ strings, where we assume the $a_{2j}$’s are even and the $a_{2j+1}$’s are odd:

$$
\theta(\text{train}[a_0, a_1, \ldots, a_{k-1}, a_k, \text{wheel}[c]])
$$

$$
= \begin{array}{c}
\begin{array}{c}
\text{U}^{a_1} \text{U}^* \text{U} \text{U}^* \text{U} \text{U}^* \\
\end{array}
\end{array}
\text{where } a_0, a_1, a_k \text{ are even and } a_0 + 1, a_1 + 1, a_k + 1 \text{ are odd}
$$

$$
= \begin{array}{c}
\begin{array}{c}
\text{U}^{a_1-1} \text{U}^* \text{U} \text{U}^* \text{U} \text{U}^* \\
\end{array}
\end{array}
\text{where } a_0 + 1, a_1 - 1, a_k - 1 \text{ are odd}
$$

$$
= \text{train}[a_0 + 1, a_1 - 1, \ldots, a_{k-1} - 1, a_k + 1, \text{wheel}[c]].
$$
Lemma 3.15. When $d_1, d_2$ are odd and $e \leq 2n - 2$ is even, then
\[
\frac{d_1}{U_1} \overset{e}{\star} \frac{d_2}{U_2} = \frac{1}{\tau} \left( \frac{d_1 + 1}{U_1} \overset{e - 1}{\star} \frac{d_2 + 1}{U_2} \right) + X
\]
where $X$ is the diagram on the right in the table below according to the values of $d_1, d_2$.

| $d_1, d_2$ | $X$ |
|------------|-----|
| $d_1, d_2 < 2n - 1$ | \[
\frac{d_1 + 1}{U_1} \overset{2n - 1}{\star} \frac{2n - 1}{U_2} \overset{e}{\star} \frac{2n - 1}{U_3} \overset{d_2 + 1}{U_4}
\]
| $d_2 < 2n - 1 \leq d_1$ | \[
\frac{2n}{U_1} \overset{2n - 1}{\star} \frac{2n - 1}{U_2} \overset{e}{\star} \frac{2n - 1}{U_3} \overset{d_2 + 1}{U_4}
\]
| $d_1 < 2n - 1 \leq d_2$ | \[
\frac{d_1 + 1}{U_1} \overset{2n - 1}{\star} \frac{2n - 1}{U_2} \overset{e}{\star} \frac{2n - 1}{U_3} \overset{d_2 + 1}{U_4}
\]
| $2n - 1 \leq d_1, d_2$ | \[
\frac{2n}{U_1} \overset{2n - 1}{\star} \frac{2n - 1}{U_2} \overset{e}{\star} \frac{2n - 1}{U_3} \overset{2n}{U_4}
\]

3.4 Existence results for $\AT_{n, \omega_U}$

We now use our jellyfish relations to prove our existence results for the $\AT_{n, \omega_U}$. We can prove these results thanks to the train bases afforded by Proposition 3.11.

Definition 3.16. Consider the set of diagrams of the form of Proposition 3.11 with $8n$ external boundary points, together with the one car train below:

\[
B_r = \left\{ \frac{U}{U} \right\} \cup \left\{ \frac{U}{a_1} \overset{a_2}{\star} \frac{a_3}{U} \overset{\ldots}{\star} \frac{a_{k-1}}{U} \overset{a_k}{\star} \frac{b}{\cdot} \right\} \subset P_{\rho(\kappa)\zeta}.
\]

Then $B_r$ is orthogonal and linearly independent. We call $B_r$ the right train basis. Similarly we define the left train basis by

\[
B_l = \left\{ \frac{U}{U} \right\} \cup \left\{ \frac{U}{a_1} \overset{a_2}{\star} \frac{a_3}{U} \overset{\ldots}{\star} \frac{a_{k-1}}{U} \overset{a_k}{\star} \frac{b}{\cdot} \right\} \subset P_{\zeta(\rho(\kappa))}.
\]
Note that conjugating by $U$ maps $B_\ell$ onto $B_r$, i.e., given an element in $B_\ell$, if we put the diagram

\[
\begin{array}{c}
\ast \begin{array}{c}
U
\end{array} \end{array}
\begin{array}{c}
\begin{array}{c}
U
\ast
\end{array}
\end{array}
\begin{array}{c}
\ast
\end{array}
\begin{array}{c}
U
\end{array}
\end{array}
\]

underneath, we get an element of $B_r$.

**Theorem 3.17.** For $n = 1, 2$, or $3$, $\mathcal{A}T_{n,\omega_U}$ exists only if $\omega_U = 1$.

**Proof.** We compute $\rho\zeta(U)$ in two ways:

\[
\rho\zeta(U) = \begin{array}{c}
\ast \begin{array}{c}
U
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
U
\ast
\end{array}
\end{array}
\begin{array}{c}
\ast
\end{array}
\begin{array}{c}
U
\end{array}
\end{array}
= \begin{array}{c}
\ast \begin{array}{c}
(U)
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
U
\ast
\end{array}
\end{array}
\begin{array}{c}
\ast
\end{array}
\begin{array}{c}
U
\end{array}
\end{array}
= U(\zeta\rho(U))U^*.
\]

(3.2)

Note by Lemmas 3.14 and 3.15, applying the $\rho$ and $\theta$ strings in the order on the left always gives us a linear combination of elements from $B_r$, the right train basis. Similarly, applying the $\rho$ and $\theta$ strings in the order on the right always gives us a linear combination of elements from $B_\ell$, the left train basis. Then conjugating by $U$ as in Equation (3.2), we get back some linear combination of elements in $B_r$.

In Figures 2, 3, and 4 in Appendix A, we give, for $n = 1$, $n = 2$, and $n = 3$ respectively the tables of coefficients in the linear combinations for $\rho\zeta(U)$ and $U(\zeta\rho(U))U^*$ after applying the jellyfish relations.

These coefficients can agree only if $\sigma_U = \sigma_U^{-1}$, and hence $\omega_U = 1$.

**Theorem 3.18.** $\mathcal{A}T_{n,\omega_U}$ does not exist for $4 \leq n \leq 10$.

**Proof.** The technique is the same as the proof of Theorem 3.17. We compute $\rho\zeta(U)$ in two different ways as in Equation (3.2), and we get different linear combinations. Hence by Proposition 3.11, $\mathcal{A}T_{n,\omega_U} = 0$ for $4 \leq n \leq 10$.

We give the coefficients when $n = 4$ in the table in Figure 5 in Appendix A. Similar computations for $5 \leq n \leq 10$ using the same code also results in different linear combinations.

**Conjecture 3.19.** The technique used for Theorems 3.17 and 3.18 should show

1. $\mathcal{A}T_{n,\omega_U}$ exists only if $\omega_U = 1$ for all $1 \leq n < \infty$, and
2. $\mathcal{A}T_{n,\omega_U}$ does not exist for all $4 \leq n < \infty$.

**4 Application to subfactors at index $3 + \sqrt{5}$**

We now discuss the connection between $\mathcal{A}T_{n,\omega_U}$ and subfactors at index $3 + \sqrt{5}$. In 1994, Bisch-Haagerup found a sequence of possible principal graphs which
converge to the Fuss-Catalan principal graph at index $3 + \sqrt{5}$.

\[
\begin{align*}
BHF_1 &= \quad \quad \quad \quad \quad \quad \quad \\
BHF_2 &= \quad \quad \quad \quad \quad \quad \quad \\
BHF_3 &= \quad \quad \quad \quad \quad \quad \quad \\
BHF_n &= \quad \quad \quad \quad \quad \quad \\
\end{align*}
\]

For $n \geq 4$, the dashed section appears a total of $n - 3$ times in $BHF_n$.

The main result of this section is the following theorem:

**Theorem 4.1.** A subfactor with principal graph $BHF_n$ exists if and only if $AT_{n,\omega_U}$ exists for some $\omega_U^{2n} = 1$.

*Proof.* Existence of the subfactor implies existence of such a fusion category by Theorem 4.8. The converse follows from Theorem 4.10.

**Corollary 4.2.** A unique subfactor exists with principal graphs $BHF_n$ for $n = 1, 2, 3$. No subfactor exists with principal graph $BHF_n$ for $4 \leq n \leq 10$.

*Proof.* By Theorem 4.1, uniqueness and nonexistence follow from Theorems 3.17 and 3.18 respectively. Subsection 4.3 shows existence for $n = 1, 2, 3$.

Independently, and by a different method, Zhengwei Liu showed that no subfactor with principal graph $BHF_n$ exists for any $n \geq 4$ [?]. Liu’s result together with Theorem 4.1 shows that $AT_{n,\omega_U}$ does not exist for any $n \geq 4$.

### 4.1 From subfactors to quotients of $A_2 \ast T_2$

Let $N \subset M$ be a 1-supertransitive subfactor at index $3 + \sqrt{5}$ with an intermediate subfactor $P$.

By taking duals, we may assume that $[M: P] = 2$ and $[P: N] = \tau^2 = \frac{3 + \sqrt{5}}{2}$. Denote the planar algebra for $N \subset M$ by $P_\bullet$ and the principal even half of $M - M$ bimodules by $\frac{1}{2}P_+$. In this subsection, we show that $\frac{1}{2}P_+$ must be a quotient of $A_2 \ast T_2$.

By [BJ97], $P_\bullet$ has a Fuss-Catalan planar subalgebra $FC_\bullet$. Recall that $FC_{j,+}$ consists of all $A_3 \ast A_4$ diagrams with boundaries of the form $ab(baab)^{j-1}ba$, where $a$ and $b$ are the usual generators of $A_3$ and $A_4$. Similarly, $FC_{j,+}$ of those diagrams with boundary $ba(abba)^{j-1}ab$. In the diagrams below we represent $a$ by a green string and $b$ by an orange string.

**Definition 4.3.** Define projections $\rho$ and $\theta$ in $FC_+ \subset P_+$ by

\[
\begin{align*}
\rho &= \frac{1}{\sqrt{2}} \begin{array}{c}
\text{f(2)}
\end{array} \quad \text{and} \quad \theta = \frac{1}{2} \begin{array}{c}
\text{f(3)}
\end{array} \begin{array}{c}
\text{f(2)}
\end{array} \begin{array}{c}
\text{f(3)}
\end{array},
\end{align*}
\]

20
These correspond to $N - N$ bimodules, and so to (possibly a collection of) vertices on $\Gamma_+$. Clearly $\rho$ is a minimal projection of trace $\tau$, and $\rho^2 \cong 1 \oplus \rho$.

**Lemma 4.4.** The projection $\theta$ satisfies $\theta \otimes \theta \cong 1$ and $\theta \not\cong 1$.

**Proof.** First, $\theta^2 \cong 1$, since $f^{(3)}$ and $f^{(2)}$ have dimension 1. This follows from the fact that if $p$ is a trace 1 symmetrically self-dual projection in a fantastic planar algebra, then

\[
\begin{pmatrix}
  p \\
  p \\
  p
\end{pmatrix}
\]

(take the norm squared of the difference). Now let $x$ be an intertwiner from $\theta$ to the empty diagram. Then by sphericality, and the fact that $\dim(f^{(3)}) = 1$, we have

\[
\begin{pmatrix}
  f^{(2)} \\
  f^{(3)} \\
  f^{(3)}
\end{pmatrix}x = \begin{pmatrix}
  f^{(2)} \\
  f^{(2)} \\
  f^{(3)}
\end{pmatrix} x^* = 0,
\]

since any intertwiner from $f^{(2)}$ to the empty diagram must be zero. \hfill \square

**Proposition 4.5.** In $FC_\bullet$, $f^{(2)} \ominus \rho \cong \rho \theta \rho$.

**Proof.** We have

\[
f^{(2)} - \rho = \begin{pmatrix}
  f^{(2)} \\
  f^{(3)} \\
  f^{(3)}
\end{pmatrix} - \frac{1}{\tau \sqrt{2}} \begin{pmatrix}
  f^{(2)} \\
  f^{(3)} \\
  f^{(3)}
\end{pmatrix} - \frac{1}{\sqrt{2}} \begin{pmatrix}
  f^{(2)} \\
  f^{(3)} \\
  f^{(3)}
\end{pmatrix} = \begin{pmatrix}
  f^{(2)} \\
  f^{(3)} \\
  f^{(3)}
\end{pmatrix}.
\]

It is then easy to see that $\rho \theta \rho \cong f^{(2)} \ominus \rho$, since $f^{(1)} \cong f^{(2)} f^{(3)} \cong f^{(3)} f^{(2)}$. \hfill \square

**Corollary 4.6.** The even half $\frac{1}{2}P_\bullet$ of $P_\bullet$ is generated by $\rho$ and $\theta$. Hence $\frac{1}{2}P_\bullet$ is either $A_2 \ast T_2$ or $\mathcal{AT}_{n,\omega_U}$ for some $1 \leq n < \infty$ and some 2n-th root of unity $\omega_U$.

**Proof.** Note that all of the $N - N$ bimodules are summands of a tensor power of $f^{(2)} \cong \rho \oplus \rho \theta \rho$, and thus every $N - N$ bimodule is a summand of some alternating word in $\rho, \theta$. Hence, by sending $\theta \in A_2$ to $\theta \in \frac{1}{2}P_\bullet$ (defined above) and $\rho \in T_2$ to $\rho \in \frac{1}{2}P_\bullet$, we get a dominant functor $F: A_2 \ast T_2 \rightarrow \frac{1}{2}P_\bullet$. This functor is faithful because $A_2 \ast T_2 \cong \frac{1}{2}FC_\bullet$ and $FC_\bullet$ is a planar subalgebra of $\mathcal{P}_\bullet$. Thus $\frac{1}{2}P_\bullet$ is a quotient of $A_2 \ast T_2$. \hfill \square
We now show that any subfactor with principal graph $BHF_n$ must have an intermediate subfactor, and thus its even half must be $\mathcal{AT}_{n,\omega_U}$ for some $2n$-th root of unity $\omega_U$.

We provide a planar algebraic proof of the following lemma for the convenience of the reader. In fact, there are many stronger versions well known to experts, but we do not need them at this time.

**Lemma 4.7.** Suppose the subfactor $N \subset M$ has planar algebra $\mathcal{P}$, and principal graph $\Gamma_+$. Suppose $\Gamma_+$ is 1 supertransitive, has depth greater than 2, and has exactly one univalent (self-dual) vertex $\beta$ at depth 2. Then $e_1 + \beta$ is a biprojection [Bis94, Lan02], so there is an intermediate subfactor $N \subset P \subset M$ where $[P : N] = 2$.

**Proof.** First, since $\beta e_1 = 0$ in $\mathcal{P}_{2,+}$, it is clear $e_1 + \beta$ is a projection. Denoting the coproduct of $x, y$ by $x \circ y$, it is easy to see that $e_1 \circ x = \delta^{-1} x$ for $x = e_1, \beta$. We compute using Equation (4.1) that since $\dim(\beta) = 1$,

$$\beta \circ \beta = \begin{array}{ccc}
\beta & \beta
\end{array} = 1 = 1$$

and thus $(e_1 + \beta) \circ (e_1 + \beta) = \delta^{-1}(e_1 + \beta)$, and $e_1 + \beta$ is a biprojection. □

**Theorem 4.8.** If the principal graph of $N \subset M$ is $BHF_n$, then there is an intermediate subfactor $N \subset P \subset M$ such that $[M : P] = 2$ and $[P : N] = \frac{3+\sqrt{5}}{2}$. Hence the even half of $N \subset M$ is necessarily $\mathcal{AT}_{n,\omega_U}$ for some $\omega_U^{2n} = 1$.

**Proof.** If $n = 1$, then the dual graph $\Gamma_-$ must be one of

and thus there is an intermediate subfactor with the desired indices by applying Lemma 4.7 to the dual subfactor. (In fact, the dual graph cannot be the second graph above, since the dual even half must also be $\mathcal{AT}_{2,\omega_U}$, which only exists if $\omega_U = 1$ by Theorem 3.17.)

If $n \geq 2$, since $BHF_n$ starts with a triple point, the dual graph $\Gamma_-$ also starts with a triple point, and by Ocneanu’s triple point obstruction [Haa94], $\Gamma_-$ has a univalent vertex at depth 2. By applying Lemma 4.7 to the dual subfactor, we see that $N \subset M$ has an intermediate subfactor $P$ with the desired indices.

Now that we know there is an intermediate subfactor, Corollary 4.6 implies that the even half of $N \subset M$ must be $\mathcal{AT}_{k,\omega_U}$ for some $2k$-th root of unity $\omega_U$. By Proposition 3.2, it suffices to count the even vertices of $BHF_n$ to see that $k = n$. □
4.2 From quotients of $A_2 \ast T_2$ to subfactors

Proposition 4.9. In $A_2 \ast T_2$, $A = 1 \oplus \rho \oplus \rho \theta \rho$ is a Frobenius algebra object with Frobenius subalgebra object $B = 1 \oplus \rho$.

Proof. First, it is well known that $B$ is an algebra object, but we provide a proof as a warmup to showing $A$ is an algebra. We need to specify the map $B \otimes B \to B$, which can be thought of as 8 maps between the summands. Since the map must be unital and rotationally invariant, we only have one unknown parameter:

\[
\begin{array}{ccc}
\otimes & 1 & \rho \\
1 & 0 \\
\rho & 0
\end{array}
\]

for some constant $\lambda \in \mathbb{C}$. Checking associativity amounts to checking associativity of $\rho \otimes \rho \otimes \rho \to \rho \otimes \rho \to 1$, which yields the following equation:

\[
\begin{array}{ccc}
\otimes & 1 & \rho \\
1 & 0 \\
\rho & 0
\end{array} + \lambda^2
\begin{array}{ccc}
\otimes & 1 & \rho \\
1 & 0 \\
\rho & 0
\end{array} = \begin{array}{ccc}
\otimes & 1 & \rho \\
1 & 0 \\
\rho & 0
\end{array} + \lambda^2
\begin{array}{ccc}
\otimes & 1 & \rho \\
1 & 0 \\
\rho & 0
\end{array}.
\]

This equation is satisfied whenever $\lambda = \pm \tau^{-1/2}$ by Relation (AT1).

We now specify the map $A \otimes A \to A$ for $A = 1 \oplus \rho \oplus \rho \theta \rho$ by specifying maps between the summands as before. We already know one constraint if $B$ is a subalgebra.

\[
\begin{array}{ccc}
\otimes & 1 & \rho & \rho \theta \rho \\
1 & 0 & 0 \\
\rho & 0 & 0 \\
\rho \theta \rho & 0 & 0
\end{array}
\]

\[
\begin{array}{ccc}
\otimes & 1 & \rho & \rho \theta \rho \\
1 & 0 & \pm \frac{1}{\sqrt{\tau}} & 0 \\
\rho & 0 & 0 \\
\rho \theta \rho & 0 & 0 & \lambda
\end{array}
\]
maps from $X \otimes Y \to \rho \theta \rho$:

|   | 1   | $\rho$ | $\rho \theta \rho$ |
|---|-----|--------|-------------------|
| 1 | 0   | 0      |                   |
| $\rho$ | 0   | 0      | $\lambda$         |
| $\rho \theta \rho$ | | | 0 |

We get the following constraint

\[ \begin{pmatrix} 1 \\ \rho \theta \rho \end{pmatrix} \pm \frac{\lambda}{\sqrt{\tau}} \begin{pmatrix} \rho \\ \rho \theta \rho \end{pmatrix} = \lambda^2 \begin{pmatrix} \rho \\ \rho \theta \rho \end{pmatrix}, \]

which is satisfied if $\lambda = \mp \sqrt{\tau}$. We leave it to the reader that this restriction is sufficient for the map $A \otimes A \to A$ to be associative.

**Theorem 4.10.** Suppose $\mathcal{A}T_{n,\omega_U}$ exists for some $\omega_{U}^{2n} = 1$. Then there are $\Pi_1$-factors $N \subset P \subset M$ where $[M : P] = 2$ and $[P : N] = \frac{3 + \sqrt{5}}{2}$ such that the even half of $N \subset M$ is $\mathcal{A}T_{n,\omega_U}$, and the principal graph of $N \subset M$ is $\mathcal{BHF}_n$.

**Proof.** By Proposition 4.9, $1 \oplus \rho \oplus \rho \theta \rho$ is a Frobenius algebra object with subalgebra $1 \oplus \rho$ in $A_2 \ast T_2$, and thus they are also algebra objects in $\mathcal{A}T_{n,\omega_U}$. Now the usual construction (see Remark 4.11) provides a subfactor $N \subset M$ with $f^{(2)} = \rho \oplus \rho \theta \rho$.

A straightforward calculation shows that the fusion graph of $\rho \oplus \rho \theta \rho$ in $\mathcal{A}T_{n,\omega_U}$ is the same as the even part of $\mathcal{BHF}_n$. We give the fusion graph for $n = 1, 2, 3$ below, where we use the convention that vertices with no red lines attached are self-dual.

- $n = 1$
- $n = 2$
- $n = 3$

Finally, we can show that $\mathcal{BHF}_n$ is the unique principal graph with this even part. First, we note that $N \subset M$ is irreducible. Since $[M : P] = 2$ and $[P : N] = \frac{3 + \sqrt{5}}{2}$, $\dim(f^{(1)}) = \sqrt{2} \tau$, which cannot be written as the sum of two numbers from the set $\{2 \cos(\pi/k) | k \geq 3\}$. Next, since $f^{(1)}$ is simple and $f^{(1)} \otimes f^{(1)} \cong 1 \oplus f^{(2)}$, the number of self-loops on a vertex in the even principal graph is exactly one more than the valence of that vertex in the principal graph. This condition uniquely determines the number of vertices at each odd depth, and their connectivity to the vertices at even depths.

**Remark 4.11.** Frobenius algebra objects in unitary fusion categories correspond to finite depth subfactor planar algebras by [Lon94, LR97, Müg03].
Ost03, Yam03, Yam04]. See [GS12, Section 2] for a good background and a dictionary between the two viewpoints.

The articles [Lon94, LR97, M"ug03] work with type III factors. See [Izu93, Pop95a] to translate between the type II and III cases for finite index, finite depth subfactors.

4.3 Existence of $\mathcal{AT}_{n,1}$ for $n = 1, 2,$ and 3

In this section, we show that for $n = 1, 2,$ and 3, $\mathcal{AT}_{n,1}$ exists. Hence by Theorems 3.17 and 4.10, there is a unique hyperfinite subfactor whose principal graph is $\mathcal{BH}_{\bar{F}}_n$ for $n = 1, 2,$ and 3. First, $\mathcal{AT}_{1,1} = A_2 \boxtimes T_2$, which exists. For $n = 2, 3$, we first construct $\mathcal{BH}_{\bar{F}}_n$, and its even half is necessarily $\mathcal{AT}_{n,1}$ by Theorems 3.17 and 4.8.

Bisch and Haagerup first constructed a subfactor with principal graph $\mathcal{BH}_{\bar{F}}_2$. We work out the details below for completeness and for the convenience of the reader.

Suppose $N_0 \subset N_1$ is the hyperfinite $A_4$ subfactor, and let $\beta \in \text{Out}(N_1 \otimes N_1)$ be the flip automorphism. We write $M_0 = N_0 \otimes N_1$ and $M_1 = (N_1 \otimes N_1) \rtimes \mathbb{Z}/2$, where $\mathbb{Z}/2 = \langle \beta \rangle$. We work with the $M_0 - M_0$ bimodules to stay consistent with the previous two subsections. (One can also show that the category of $P - P$ bimodules where $P = N_1 \otimes N_1$ is equivalent to $\mathcal{AT}_{2,1}$.)

**Proposition 4.12.** The basic construction of $M_0 \subset M_1$ is given by

$$
M_2 = N_2 \otimes N_1 \otimes B(\ell^2(\mathbb{Z}/2)) \cong \text{Mat}_2(N_2 \otimes N_1)
$$

where the inclusion $M_1 \to M_2$ is given by

$$
x \otimes y \mapsto \begin{pmatrix} x \otimes y & 0 \\ 0 & y \otimes x \end{pmatrix} \text{ and } u_\beta \mapsto \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
$$

and the Jones projection is given by

$$
e_1 = \begin{pmatrix} f_1 \otimes 1 & 0 \\ 0 & 0 \end{pmatrix}
$$

where $f_1$ is the Jones projection for $N_0 \subset N_1$.

**Proof.** By [PP88], it suffices to show that the II$_1$-factor $M_2$ given above is generated by $e_1$ and the image of $M_1$, and $e_1$ implements the conditional expectation $E_1: M_1 \to M_0$, i.e., for every $x \in M_1$, $e_1 x e_1 = E_1(x)e_1$. To see the latter, for every $w, x, y, z \in N_1$,

$$
e_1 \begin{pmatrix} w \otimes x & y \otimes z \\ z \otimes y & w \otimes x \end{pmatrix} e_1 = \begin{pmatrix} E_{N_0}(w) \otimes x & 0 \\ 0 & 0 \end{pmatrix} e_1 = \begin{pmatrix} E_{N_0}(w) \otimes x & 0 \\ x \otimes E_{N_0}(w) & 0 \end{pmatrix} e_1.
$$

For the former, it is easy to get any element of the form

$$
\begin{pmatrix} x \otimes y & 0 \\ 0 & 0 \end{pmatrix}
$$
where \( x \in N_2 \) and \( y \in N_1 \) just by using the image of \( N_1 \otimes N_1 \) in \( M_2 \) along with \( e_1 \). Now use the image of \( u_\beta \) to move such elements around. The rest is straightforward. \( \square \)

Since \( M_0 \subset M_1 \) has an intermediate subfactor, \( f^{(2)} \cong \rho \oplus \theta \rho \) by Proposition 4.5. We now identify these projections in the relative commutant.

**Corollary 4.13.** \( M_0' \cap M_2 \cong \mathbb{C}^3 \), where the minimal projections are given by

\[
e_1 = \begin{pmatrix} f_1 \otimes 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \rho = \begin{pmatrix} (1 - f_1) \otimes 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \rho \theta \rho = \begin{pmatrix} 0 & 0 \\ 0 & 1 \otimes 1 \end{pmatrix}.
\]

Note these have (non-normalized) traces \( 1, \tau, \tau^2 \). Hence \( \rho \theta \not\cong \theta \rho \).

**Proof.** It is a straightforward calculation to show that

\[
M_0' \cap M_2 \cong [(N_0 \otimes N_1)' \cap N_2 \otimes N_1] \oplus [(N_1 \otimes N_0)' \cap N_2 \otimes N_1] \oplus \overline{(N_0'^{\prime} \cap N_2) \otimes (N_1'^{\prime} \cap N_1)} \oplus \overline{(N_1'^{\prime} \cap N_2) \otimes (N_1' \cap N_1)} \\
\cong \text{span}\{f_1 \otimes 1, (1 - f_1) \otimes 1\} \oplus \text{span}\{1 \otimes 1\}.
\]

The rest follows immediately. \( \square \)

**Proposition 4.14.** \( (\rho \theta \rho)^2 \) breaks up into 4 non-isomorphic bimodules, and \( \rho \theta \rho \rho \) is reducible.

**Proof.** Recall that \( M_0' \cap M_2 = \text{End}_{M_0-M_0}(L^2(M_1)) \). In particular, \( \rho \theta \rho \cong L^2(N_1 \otimes N_1)_\beta \) as an \( N_0 \otimes N_1 \) bimodule, i.e.,

\[
(x_0 \otimes x_1) \cdot (\hat{m} \otimes \hat{n}) \cdot (y_0 \otimes y_1) = \hat{x}_0 \hat{m} \hat{y}_1 \otimes \hat{x}_1 \hat{m} \hat{y}_0.
\]

By Corollary 4.13, \( \rho \theta \rho \) must be self-dual, and we compute that

\[
(\rho \theta \rho)^2 \cong L^2(N_1 \otimes N_1)_\beta \bigotimes_{N_0 \otimes N_1} \beta L^2(N_1 \otimes N_1) \\
\cong L^2(N_1 \otimes N_1) \bigotimes_{N_1 \otimes N_0} L^2(N_1 \otimes N_1) \\
\cong L^2(N_1 \otimes N_2)
\]

as an \( N_0 \otimes N_1 \) bimodule. Now the sub-bimodules of \( (\rho \theta \rho)^2 \) correspond to the minimal projections in the relative commutant. The relative commutant is given by

\[
(N_0 \otimes N_1)' \cap (N_2 \otimes N_3) \cong (N_0' \cap N_2) \otimes (N_1' \cap N_3) \cong \mathbb{C}^2 \otimes \mathbb{C}^2,
\]

which has minimal projections

\[
f_1 \otimes f_2, \quad f_1 \otimes (1 - f_2), \quad (1 - f_1) \otimes f_2, \quad \text{and} \quad (1 - f_1) \otimes (1 - f_2).
\]

Thus \( (\rho \theta \rho)^2 \) has 4 non-isomorphic summands. But we also see that

\[
(\rho \theta \rho)^2 = \rho \theta \rho^2 \theta \rho = \rho \theta (1 \oplus \rho) \theta \rho = \rho^2 \oplus \rho \theta \rho \rho \theta \rho = 1 \oplus \rho \oplus \rho \theta \rho \rho \theta \rho,
\]

so \( \rho \theta \rho \rho \) must be reducible. \( \square \)
**Corollary 4.15.** \((\rho \theta)^2 \cong (\theta \rho)^2\).

**Proof.** We have

\[
2 \geq \langle \rho \theta \rho \theta, \rho \theta \rho \theta \rangle \\
= \langle \rho^2 \theta \rho \theta, \theta \rho \rho \theta \rangle \\
= (1 (\rho \theta) \rho (1 \rho \theta) \rho) \\
= \langle \theta \rho \theta, \theta \rho \theta \rangle + \langle \theta \rho \theta, \rho \theta \rho \theta \rangle + \langle \rho \theta \rho \theta, \rho \theta \theta \theta \rangle \\
\]

where we conclude the middle two are zero by Proposition 3.2. \(\square\)

**Theorem 4.16.** The principal graphs for \(M_0 \subset M_1\) are given by

\[
\left( \begin{array}{c}
\text{\includegraphics{diagram1.png}} \\
\text{\includegraphics{diagram2.png}} \\
\end{array} \right)
\]

Hence a subfactor with principal graphs \(\mathcal{BH}_2\) exists, and \(\mathcal{AT}_{2,1}\) exists.

**Proof.** The principal graph is correct by Theorem 4.10. To calculate the dual graph, we use the FusionAtlas program FindGraphPartners to see that the only possibilities are

\[
\text{\includegraphics{diagram1.png}} \text{ and } \text{\includegraphics{diagram2.png}}.
\]

We now identify the dual data. The dimensions of the even bimodules are 1, \(2\tau\), \(1\), \(\tau^2\), \(\tau^2\) reading lexicographically left to right and bottom to top. If \(P, Q\) are the bimodules at the penultimate depth, then

\[
\dim(P \otimes P) = \tau^2 \tau^2 = (1 + \tau)^2 = 1 + 2\tau + \tau^2.
\]

By a simple knapsacking argument, \(P \otimes P = 1 \oplus A \oplus B\) where \(\dim(A) = 2\tau\) and \(\dim(B) = \tau^2\), and thus \(B\) is either \(P\) or \(Q\). Since \(P \otimes P\) is self-dual, \(\mathcal{B} = B\), and thus \(P\) and \(Q\) are self-dual. \(\square\)

We now construct \(\mathcal{BH}_3\) as an intermediate subfactor of a reduced subfactor of the \(3^{\mathbb{Z}/4}\) subfactor with principal graphs

\[
\left( \begin{array}{c}
\text{\includegraphics{diagram1.png}} \\
\text{\includegraphics{diagram2.png}} \\
\end{array} \right)
\]

which was constructed in unpublished work of Izumi and also in [?].

We will denote the even bimodules on the dual principal graph lexicographically left to right and bottom to top by \(1, \kappa, \chi, \sigma, \beta\). Using the FusionAtlas program FindFusionRules, we see that the dual principal even half \(M \text{Mod}_M\) of \(3^{\mathbb{Z}/4}\) has the following fusion rules

| ⊗   | κ     | βk    | χ     | σ     | β     |
|-----|-------|-------|-------|-------|-------|
| κ   | \(1 + \kappa + \chi + \sigma + \beta k\) | \(\kappa + \chi + \sigma + \beta k\) | \(\kappa + 2\chi + \sigma + \beta k\) | \(\kappa + \chi + \beta k\) | \(\beta k\) |
| βk  | \(\kappa + \chi + \sigma + \beta k\) | \(1 + \kappa + \chi + \sigma + \beta k\) | \(\kappa + 2\chi + \sigma + \beta k\) | \(\kappa + \chi + \beta k\) | \(\kappa\) |
| χ   | \(\kappa + 2\chi + \sigma + \beta k\) | \(\kappa + 2\chi + \sigma + \beta k\) | \(1 + 2\kappa + \chi + \sigma + \beta + 2\beta k\) | \(\kappa + \chi + \sigma + \beta k\) | \(\chi\) |
| σ   | \(\kappa + \chi + \beta k\) | \(\kappa + \chi + \beta k\) | \(\kappa + \chi + \sigma + \beta k\) | \(1 + \chi + \sigma + \beta\) | \(\sigma\) |
| β   | \(\beta k\) | \(\kappa\) | \(\chi\) | \(\sigma\) | \(1\) |
The Frobenius-Perron dimensions of the $M - M$ bimodules are as follows:
\[
\begin{align*}
\dim(1) &= \dim(\beta) = 1 \\
\dim(\kappa) &= \dim(\beta\kappa) = 2 + \sqrt{5} \\
\dim(\chi) &= 2\tau^2 = 3 + \sqrt{5} \\
\dim(\sigma) &= 2\tau = 1 + \sqrt{5}.
\end{align*}
\]

Using the FusionAtlas program ExtractPairOfBigraphsWithDuals, we compute the principal graphs of the reduced subfactor at $\sigma$ to be
\[
\left(\begin{array}{c}
\end{array} \right)
\]
Here, the reduced subfactor is $M \subset Q$, where $Q$ is the commutant of the right $M$-action on $\sigma$. By Lemma 4.7 applied to the dual graph, there is an intermediate subfactor $M \subset P \subset Q$ such that $[Q : P] = 2$. By Goldman’s Theorem [Gol59], we have $Q \cong P \rtimes \mathbb{Z}/2$, and $pQp \cong 1p \oplus \alpha$ for some $\alpha$ with dimension 1.

**Theorem 4.17.** The principal graphs of $M \subset P$ are
\[
\left(\begin{array}{c}
\end{array} \right)
\]
Hence a subfactor with principal graph $\mathcal{BHF}_3$ exists, and $\mathcal{AT}_{3,1}$ exists.

**Proof.** We factor $MQQ \cong MPPQ$, and for notational convenience we write $\xi = MP$, so $MPM = \xi\xi$. Since $\sigma\sigma \cong MQQ$, we have
\[
1 \oplus \beta \oplus \chi \oplus \sigma = \sigma\sigma = MQQ = MQQ = MQQ = Q\xi(1p \oplus \alpha)\xi = \xi\xi(1p \oplus \alpha)\xi = \xi\xi(1p \oplus \alpha)\xi.
\]
We also know $\xi\xi$ has dimension $2\tau^2 = 3 + \sqrt{5}$ and is not irreducible, since it contains a copy of the trivial. Hence by the Frobenius-Perron dimensions listed above, we must have $\xi\xi = 1 \oplus \beta \oplus \sigma$. We immediately see that the even half of the subfactor $M \subset P$ is the even half of $3^{2/4}$.

We continue computing the principal graph. We have
\[
\langle \sigma\xi, \sigma\xi \rangle = \langle \sigma^2, \xi\xi \rangle = \langle 1 \oplus \sigma \oplus \beta \oplus \chi, 1 \oplus \sigma \oplus \beta \rangle = 3,
\]
so $\sigma\xi$ breaks up into 3 distinct irreducibles $\sigma\xi = \xi \oplus \nu \oplus \mu$. Moreover,
\[
\sigma\xi\xi = \sigma(1 \oplus \sigma \oplus \beta) = 1 \oplus 3\sigma \oplus \beta \oplus \chi,
\]
so without loss of generality, $\nu$ is a univalent vertex, and $\mu$ connects to only $\sigma$ and $\chi$. Similarly as before,
\[
\langle \chi\xi, \chi\xi \rangle = 3 \text{ and } \\
\chi(1 \oplus \sigma \oplus \beta) = \sigma \oplus 3\chi \oplus \kappa \oplus \beta\kappa,
\]
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and since $\kappa, \beta\kappa$ are self-dual, the principal graph is

\[
\begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (2,0) {\textbullet};
\node at (3,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\node at (2,1) {\textbullet};
\node at (3,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (2,0) -- (3,0);
\draw [->] (0,1) -- (1,1);
\draw [->] (2,1) -- (3,1);
\end{tikzpicture}
\end{array}
\]

Using the FusionAtlas program FindGraphPartners, the only possible dual graphs are

\[
\begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (2,0) {\textbullet};
\node at (3,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\node at (2,1) {\textbullet};
\node at (3,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (2,0) -- (3,0);
\draw [->] (0,1) -- (1,1);
\draw [->] (2,1) -- (3,1);
\end{tikzpicture}
\end{array},
\begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (2,0) {\textbullet};
\node at (3,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\node at (2,1) {\textbullet};
\node at (3,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (2,0) -- (3,0);
\draw [->] (0,1) -- (1,1);
\draw [->] (2,1) -- (3,1);
\end{tikzpicture}
\end{array},
\text{ and } \begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (2,0) {\textbullet};
\node at (3,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\node at (2,1) {\textbullet};
\node at (3,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (2,0) -- (3,0);
\draw [->] (0,1) -- (1,1);
\draw [->] (2,1) -- (3,1);
\end{tikzpicture}
\end{array},
\end{array}
\]

and Ocneanu’s triple point obstruction [Haa94, MPPS12] implies that the third graph must be the dual graph.

\[\square\]

5 \quad \textbf{T}_2 \textbf{ with } \textbf{T}_2

Our method also applies to composites of two copies of $T_2$ with little alteration. Suppose we have two copies of $T_2$ generated by objects $\rho, \mu$, which we represent with red, orange strands respectively.

\[\rho = \begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (0,1) -- (1,1);
\end{tikzpicture}
\end{array} \quad \text{and} \quad \mu = \begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (0,1) -- (1,1);
\end{tikzpicture}
\end{array}.\]

We also have intertwiners $\rho \otimes \rho \to \rho$ and $\mu \otimes \mu \to \mu$ which are represented by red and orange trivalent vertices respectively, both satisfying the relations in Proposition 3.1.

Again, we see nontrivial unitary quotients of $T_2 \ast T_2$ are parametrized by an $n$ such that the alternating words in $\rho, \mu$ and $\mu, \rho$ of length $n$ are isomorphic, i.e.,

\[
\underbrace{(\mu\rho\cdots)}_{\text{length } n} \cong \underbrace{(\rho\mu\cdots)}_{\text{length } n},
\]

and an $n$-th root of unity $\omega_U$. In this case, there is a unitary isomorphism $U: (\rho\mu)^n \to (\mu\rho)^n$ satisfying

\[
UU^* = \begin{array}{c}
\begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (0,1) -- (1,1);
\end{tikzpicture}
\end{array}
\end{array} = 1_{\rho\mu\rho} \quad \text{and} \quad U^*U = \begin{array}{c}
\begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (0,1) -- (1,1);
\end{tikzpicture}
\end{array}
\end{array} = 1_{\mu\rho\mu} \quad \text{and} \quad (\text{TT1})\]

\[
\mathcal{F}^{-1}(U) = \begin{array}{c}
\begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (0,1) -- (1,1);
\end{tikzpicture}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\begin{tikzpicture}
\node at (0,0) {\textbullet};
\node at (1,0) {\textbullet};
\node at (0,1) {\textbullet};
\node at (1,1) {\textbullet};
\draw [->] (0,0) -- (1,0);
\draw [->] (0,1) -- (1,1);
\end{tikzpicture}
\end{array}
\end{array} = \omega^{-1}_{\mu} \quad \text{and} \quad (\text{TT2})\]

(\text{the diagrams above are for the case } n = 3).\text{ Again, if we weren’t looking at just unitary quotients, we would find a second option for the } \ast\text{-structure as in Remarks 2.3 and 3.4}.\]
When $n$ is even, Lemma 3.5 follows verbatim with $\zeta = (\mu \rho)^{n/2-1} \mu$, and we also get

$$
\begin{align*}
\zeta U^* U U^* U &= \quad = U U^* U,
\end{align*}
$$

where we recycle the use of the green strand to denote $(\rho \mu)^{n/2-1} \rho$. This yields identical jellyfish relations to (2) and (3) in Theorem 3.7 and Corollary 3.8, except we now replace (1) by the following two relations and their adjoints:

$$
\begin{align*}
U^* &= U U^* = U U^* U^*, \\
U^* &= \frac{1}{\tau} U^* U + U^* U U^*.
\end{align*}
$$

When $n$ is odd, we need a slight alteration. In this case, we write an oriented strand

$$
\begin{align*}
\zeta = (\rho \mu)^{n-1}. \\
\zeta U^* &= \quad = U U^* U U^* U^* U.
\end{align*}
$$

Using an argument similar to Lemma 3.5, we get

$$
\begin{align*}
\zeta U^* &= U U^* U U^* \quad \text{and} \\
\zeta U^* &= \sigma_U U^* U^* U U^*.
\end{align*}
$$

We now use the skein theory for $\rho, \mu$ strands to get the following jellyfish relations for $U, U^*$:

$$
\begin{align*}
U^* &= \omega_U U^* U^* U^* = \sigma_U U^* U^* U^*, \\
U^* &= \frac{\omega_U}{\tau} U^* U^* + \sigma_U U^* U^* U^*, \\
U^* &= U^* U^* U^* = U^* U^* U^*, \\
U^* &= \frac{1}{\tau} U^* U^* U^* + U^* U^* U^*.
\end{align*}
$$
Arguing as in Theorem 3.9, the relations in Proposition 3.1 for \( \rho \) and \( \mu \) strings, Relations (TT1)-(TT2), and the jellyfish relations are sufficient to evaluate all closed diagrams, and thus we make the following definition.

**Definition 5.1.** For \( 2 \leq n < \infty \), let \( \mathcal{T}\mathcal{T}_{n,\omega} \) be the unitary quotient of \( T_2 \ast T_2 \) generated by \( U \) satisfying the relations of Proposition 3.1 for \( \rho \) and \( \mu \) strings and Relations (TT1)-(TT2), provided that it exists. Note that \( \mathcal{T}\mathcal{T}_{2,1} \) is \( T_2 \otimes T_2 \).

We get a similar basis as before for our jellyfish calculations, and we can use a similar two-car formalism. Again, for our basis elements, we only specify the number of strings connecting the \( U,U^* \)'s along the top, and the type of strings and vertices underneath is determined. For \( \kappa = \rho, \mu \), regardless of parity, we get the same action on two-car's (provided that the topmost string in the middle bundle is also a \( \kappa \) string):

\[
\kappa(\text{two-car} [a, b, c]) = \frac{1}{\tau} \text{two-car} [a + 1, b - 1, c + 1]
\]

\[
+ \left\{ \begin{array}{ll}
\text{two-car} [a + 1, n - 1, b] \text{two-car} [b, n - 1, c + 1] & \text{if } a, c < n - 1 \\
\text{two-car} [a + 1, n - 1, b] \text{two-car} [b, n - 1, n] & \text{if } a < n - 1 \leq c \\
\text{two-car} [n, n - 1, b] \text{two-car} [b, n - 1, c + 1] & \text{if } c < n - 1 \leq a \\
\text{two-car} [n, n - 1, b] \text{two-car} [b, n - 1, n] & \text{if } n - 1 \leq a, c,
\end{array} \right.
\]

and we have the following concatenation relations:

\[
\text{two-car} [x_1, x_2, n] \text{two-car} [n, x_3, x_4] = \left\{ \begin{array}{ll}
0 & \text{if } x_2, x_3 \neq 2n - 1 \\
\text{two-car} [x_1, x_3, x_4] & \text{if } x_2 = n - 1 \text{ and } x_3 < n - 1 \\
\text{two-car} [x_1, x_2, x_4] & \text{if } x_2 < n - 1 \text{ and } x_3 = n - 1 \\
-\tau^{-1} \text{two-car} [x_1, n - 1, x_4] & \text{if } x_2, x_3 = n - 1.
\end{array} \right.
\]

Our uniqueness and non-existence proofs are also similar to before. As in Equation (3.2), we evaluate \( (\rho \mu)\frac{1}{2} | \rho^*(U) \) in two different ways, where \( \epsilon = 0 \) if \( n \) is even (so \( \rho^0 = 1 \)) and \( \epsilon = 1 \) if \( n \) is odd. In Figures 6 and 7 in Appendix B, we give for \( n = 2 \) and \( n = 3 \) respectively the tables of coefficients in the linear combinations for \( (\rho \mu)\frac{1}{2} | \rho^*(U) \) and \( U((\mu \rho)\frac{1}{2} | \mu^*(U))U^* \) after applying the jellyfish relations.

We also see that \( n = 4 \) is not possible, since the linear combinations of trains given in Figure 8 can never be equal in the train basis. We also prove the non-existence of \( \mathcal{T}\mathcal{T}_{n,\omega} \) for 5 \( \leq n \leq 10 \) using the same code.

The above discussion proves the following theorems.

**Theorem 5.2.** For \( n = 2, 3 \), \( \mathcal{T}\mathcal{T}_{n,\omega} \) exists only if \( \omega_U = 1 \).

**Theorem 5.3.** For \( 4 \leq n \leq 10 \), \( \mathcal{T}\mathcal{T}_{n,\omega} \) does not exist.

**Conjecture 5.4.** The technique used for Theorems 5.2 and 5.3 should show

1. \( \mathcal{T}\mathcal{T}_{n,\omega} \) exists only if \( \omega_U = 1 \) for all \( 2 \leq n < \infty \), and
2. \( \mathcal{T}\mathcal{T}_{n,\omega} \) does not exist for all \( 4 \leq n < \infty \).
5.1 Application to subfactors

The techniques of Section 4 can be used to prove the following theorem.

**Theorem 5.5.** Any $A_4 - A_4$ composite subfactor has (dual) even half $T_2 * T_2$ or $T T_{n,\omega_U}$ for some $n$-th root of unity $\omega_U$.

Conversely, in $T_2 * T_2$, $1 \oplus \rho \oplus \rho \mu \rho$ is a Frobenius algebra object with subalgebra $1 \oplus \rho$. Thus if $T T_{n,\omega_U}$ exists, then there is an $A_4 - A_4$ composite subfactor with (dual) even half $T T_{n,\omega_U}$.

**Proof.** If we have a composite subfactor $N \subset P \subset M$, where $N \subset P$ and $P \subset M$ are $A_4$ subfactors, we can define $\rho, \mu$ analogously to Definition 4.3. Thus $\rho, \mu \not\cong 1$ are irreducible, satisfying $\rho^2 \cong 1 \oplus \rho$ and $\mu^2 \cong 1 \oplus \mu$ by the same proof as in Lemma 4.4. Again, we have $f^{(2)} \cong \rho \oplus \rho \mu \rho$, so the $M - M$ bimodules are generated by $\rho, \mu$, and the even half is either $T_2 * T_2$ or $T T_{n,\omega_U}$ for some $\omega_U$.

For the converse, the algebra map is given by

| $\otimes$ | 1 | $\rho$ | $\rho \mu \rho$ |
|----------|---|--------|-----------------|
| 1        | 0 | 0      |                 |
| $\rho$   | 0 | 0      |                 |
| $\rho \mu \rho$ | 0 | 0      |                 |

maps from $X \otimes Y \to 1$:

| $\otimes$ | 1 | $\rho$ | $\rho \mu \rho$ |
|----------|---|--------|-----------------|
| 1        | 0 | 0      |                 |
| $\rho$   | $\pm \frac{1}{\sqrt{\tau}}$ | 0     |
| $\rho \mu \rho$ | 0 | 0 | $\mp \sqrt{\tau}$ |

maps from $X \otimes Y \to \rho$:

| $\otimes$ | 1 | $\rho$ | $\rho \mu \rho$ |
|----------|---|--------|-----------------|
| 1        | 0 | 0      |                 |
| $\rho$   | $\pm \sqrt{\tau}$ | $\lambda$ |
| $\rho \mu \rho$ | $\pm \sqrt{\tau}$ | $\lambda$ |

We analyze maps $\rho \mu \rho \otimes \rho \mu \rho \otimes \rho \mu \rho \to \rho \mu \rho$ to get the restriction

$$\lambda^2 + \left( -\frac{\lambda^2}{\tau} + \tau \right) = \lambda^2 + \left( -\frac{\lambda^2}{\tau} + \tau \right)$$

i.e., $\lambda^2 = 1$.

**Corollary 5.6.** There is a unique $A_4 - A_4$ composite subfactor for $n = 2, 3$. For $n = 4, \ldots, 10$ there is no such composite subfactor.
Proof. By Theorem 5.5, uniqueness and nonexistence follow from Theorems 5.2 and 5.3 respectively. Existence for $n = 2, 3$ is proved below. \hfill \Box

Liu’s method also applies to the $A_4 - A_4$ composite subfactors, and he shows that no subfactor with even half $\mathcal{T}_n,\omega_U$ exists for any $n \geq 4$ [?]. His result together with Theorem 5.5 shows that $\mathcal{T}_n,\omega_U$ does not exist for any $n \geq 4$.

**Existence of \( \mathcal{T}_{2,1} \) and \( \mathcal{T}_{3,1} \).**

Clearly \( \mathcal{T}_{2,1} = T_2 \boxtimes T_2 \) exists. We can construct \( \mathcal{T}_{3,1} \) from the 2D2 subfactor with principal graphs

\[
\begin{array}{ccccc}
\otimes & f^{(2)} & \rho & \sigma & \bar{\sigma} & \mu \\
\rho & f^{(2)} + \sigma & 1 + \rho & f^{(2)} + \sigma & f^{(2)} + \sigma + \mu & f^{(2)} + \sigma + \mu \\
\sigma & f^{(2)} + \sigma & 1 + \rho & f^{(2)} + \sigma & 1 + f^{(2)} + \mu & f^{(2)} \\
\bar{\sigma} & f^{(2)} + \sigma + \bar{\mu} & f^{(2)} + \sigma + \mu & 1 + f^{(2)} + \mu & f^{(2)} + \sigma & f^{(2)} + \sigma + \mu \\
\mu & f^{(2)} + \sigma & f^{(2)} + \sigma + \mu & f^{(2)} + \sigma & f^{(2)} + \sigma & 1 + \mu \\
\end{array}
\]

We see that $\rho$ and $\mu$ give two copies of $A_4$, and they satisfy the relation $\rho \mu \rho \cong f^{(2)} \cong \mu \rho \mu$, but $\rho \mu \not\cong \mu \rho$. Hence $\mathcal{T}_{3,1}$ exists.

**$A_4 - A_4$ composite principal graphs.**

It is possible to determine the principal graph as in Theorem 4.10. For $n = 2, 3$, the fusion graphs for the $N - N$ bimodules with respect to $\rho \oplus \rho \mu \rho$ are given by

resulting in the following principal graphs for $n = 2, 3$ respectively:

The first is the tensor product $A_4 \otimes A_4$.

Liu pointed out to us that these two $A_4 - A_4$ composite subfactors are also the reduced subfactors of $\mathcal{BHF}_2$ and $\mathcal{BHF}_3$ at $\rho \theta \rho$.\hfill \Box
# A Tables for $A_2$ with $T_2$

| Diagram | $\rho(\zeta(U))$ | $U(\zeta \rho(U))U^*$ |
|---------|------------------|-------------------------|
| $*\begin{array}{l}U\end{array}$ | $\omega_U^{-1}$ | $\omega_\tau^1$ |
| $\begin{array}{c}U \quad U^*\end{array}$ | $\sigma_U$ | $\sigma_U^{-1}$ |

Figure 2: Coefficients for $n = 1$

| Diagram | $\rho(\zeta(U))$ | $U(\zeta \rho(U))U^*$ |
|---------|------------------|-------------------------|
| $\begin{array}{c}U\end{array}$ | $\omega_U^{-2}$ | $\omega_\tau^2$ |
| $\begin{array}{c}U \quad U^*\end{array}$ | $\sigma_U^{-1}$ | $\sigma_U^{-1}$ |
| $\begin{array}{c}U \quad U^*\end{array}$ | $\sigma_U$ | $\sigma_U$ |
| $\begin{array}{c}U \quad U^*\end{array}$ | $\sigma_U$ | $\sigma_U^{-1}$ |

Figure 3: Coefficients for $n = 2$
| Diagram | $\rho\zeta(U)$ | $U(\zeta\rho(U))U^*$ |
|---------|----------------|---------------------|
| ![Diagram 1](image1) | $\frac{\omega_U^{-3}}{\tau^3}$ | $\frac{\omega_U^3}{\tau^3}$ |
| ![Diagram 2](image2) | $\frac{\sigma_U^{-3}}{\tau^2}$ | $\frac{\sigma_U^{-1}}{\tau^2}$ |
| ![Diagram 3](image3) | $\frac{\sigma_U^{-1}}{\tau^2}$ | $\frac{\sigma_U}{\tau^2}$ |
| ![Diagram 4](image4) | $\frac{\sigma_U}{\tau^2}$ | $\frac{\sigma_U^3}{\tau^2}$ |
| ![Diagram 5](image5) | $\frac{\sigma_U^{-1}}{\tau}$ | $\frac{\sigma_U^{-1}}{\tau}$ |
| ![Diagram 6](image6) | $\frac{\sigma_U}{\tau}$ | $\frac{\sigma_U^{-1}}{\tau}$ |
| ![Diagram 7](image7) | $\frac{\sigma_U}{\tau}$ | $\frac{\sigma_U}{\tau}$ |
| ![Diagram 8](image8) | $\frac{\sigma_U}{\tau}$ | $\frac{\sigma_U^{-1}}{\tau}$ |
| ![Diagram 9](image9) | $\frac{\sigma_U}{\tau}$ | $\sigma_U^{-1}$ |

Figure 4: Coefficients for $n = 3$
| Train                         | $\rho\zeta(U)$             | $U(\zeta\rho(U))U^*$ |
|------------------------------|---------------------------|----------------------|
| train[{}, wheel[8]]         | $\frac{1}{\tau^4}\sigma_8^U$ | $\frac{\sigma_8^U}{\tau^4}$ |
| train[8, 7, 0, wheel[7]]    | $\frac{1}{\tau^3}\sigma_7^U$ | $\frac{1}{\tau^3}\sigma_7^U$ |
| train[10, 5, 2, wheel[5]]   | $\frac{1}{\tau^3}\sigma_5^U$ | $\frac{\sigma_5^U}{\tau^3}$ |
| train[12, 3, 4, wheel[3]]   | $\frac{1}{\tau^3}\sigma_3^U$ | $\frac{\sigma_3^U}{\tau^3}$ |
| train[14, 1, 6, wheel[1]]   | $\frac{\sigma_1}{\tau^3}$  | $\frac{\sigma_1}{\tau^3}$  |
| train[8, 7, 2, 7, 6, wheel[1]] | $\frac{\sigma_1}{\tau^2}$  | $\frac{\sigma_1}{\tau^2}$  |
| train[8, 7, 4, 5, 6, wheel[1]] | $\frac{\sigma_1}{\tau^2}$  | $\frac{\sigma_1}{\tau^2}$  |
| train[8, 7, 4, 7, 4, wheel[3]] | $\frac{1}{\tau^2}\sigma_4^U$ | $0$                  |
| train[8, 7, 6, 3, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_3^U$ | $\frac{\sigma_3^U}{\tau^2}$ |
| train[8, 7, 6, 5, 4, wheel[3]] | $\frac{1}{\tau^2}\sigma_4^U$ | $\frac{\sigma_4^U}{\tau^2}$ |
| train[8, 7, 6, 7, 2, wheel[5]] | $\frac{1}{\tau^2}\sigma_7^U$ | $\frac{\sigma_7^U}{\tau^2}$ |
| train[10, 5, 4, 7, 6, wheel[1]] | $\frac{\sigma_1}{\tau^2}$  | $\frac{\sigma_1}{\tau^2}$  |
| train[10, 5, 6, 5, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_6^U$ | $\frac{\sigma_6^U}{\tau^2}$ |
| train[10, 5, 6, 7, 4, wheel[3]] | $\frac{1}{\tau^2}\sigma_6^U$ | $\frac{\sigma_6^U}{\tau^2}$ |
| train[12, 3, 6, 7, 6, wheel[1]] | $\frac{\sigma_1}{\tau^2}$  | $\frac{\sigma_1}{\tau^2}$  |
| train[8, 7, 4, 7, 6, 7, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_7^U$ | $\frac{1}{\tau^2}\sigma_7^U$ |
| train[8, 7, 6, 5, 6, 7, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_5^U$ | $\frac{1}{\tau^2}\sigma_5^U$ |
| train[8, 7, 6, 7, 4, 7, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_4^U$ | $\frac{1}{\tau^2}\sigma_4^U$ |
| train[8, 7, 6, 7, 6, 5, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_6^U$ | $\frac{1}{\tau^2}\sigma_6^U$ |
| train[8, 7, 6, 7, 6, 7, 4, wheel[3]] | $\frac{1}{\tau^2} \sigma_7^U$ | $\frac{1}{\tau^2} \sigma_7^U$ |
| train[10, 5, 6, 7, 6, 7, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_6^U$ | $\frac{1}{\tau^2}\sigma_6^U$ |
| train[8, 7, 6, 7, 6, 7, 6, 7, 6, wheel[1]] | $\frac{1}{\tau^2}\sigma_7^U$ | $\frac{1}{\tau^2}\sigma_7^U$ |

Figure 5: Coefficients of $\rho\zeta(U)$ and $U(\zeta\rho(U))U^*$ in the train basis for $n = 4$, computed in the Mathematica notebook JellyfishCalculations, bundled with the arXiv source of this article.
## Tables for $T_2$ with $T_2$

| Diagram | $\rho \mu(U)$ | $U(\mu \rho(U))U^*$ |
|---------|---------------|---------------------|
| ![Diagram](image1) | $\frac{\omega_{U^{-1}}}{\tau^2}$ | $\frac{\omega_{U}}{\tau^2}$ |
| ![Diagram](image2) | $\frac{\sigma_{U}}{\tau}$ | $\frac{\sigma_{U^{-1}}}{\tau}$ |
| ![Diagram](image3) | $\frac{1}{\tau}$ | $\frac{\omega_{U}}{\tau}$ |
| ![Diagram](image4) | 1 | 1 |

Figure 6: Coefficients for $n = 2$
| Diagram | $\rho \mu_\nu(U)$ | $U(\rho \mu_\nu(U))U^*$ |
|---------|-----------------|-------------------------|
| ![Diagram 1](image1) | $\omega^{-1}_U \tau^3$ | $\omega^2_U \tau^3$ |
| ![Diagram 2](image2) | $\omega^{-1}_U \tau^2$ | $\sigma^{-1}_U \tau^2$ |
| ![Diagram 3](image3) | $\sigma_U \tau^2$ | $\omega_U \tau^2$ |
| ![Diagram 4](image4) | $1 \tau^2$ | $\sigma_U \tau^2$ |
| ![Diagram 5](image5) | $\sigma_U \tau$ | $\sigma^{-1}_U \tau$ |
| ![Diagram 6](image6) | $1 \tau$ | $\sigma^{-1}_U \tau$ |
| ![Diagram 7](image7) | $1 \tau$ | $\omega_U \tau$ |
| ![Diagram 8](image8) | $1 \tau$ | $\sigma^{-1}_U \tau$ |
| ![Diagram 9](image9) | $-1$ | $-\sigma^{-1}_U$ |

Figure 7: Coefficients for $n = 3$
| Train | $\rho\mu\rho\mu(U)$ | $U(\rho\mu\rho\mu(U))U^*$ |
|-------|----------------|-----------------|
| train[{}, wheel[4]] | $\frac{1}{\tau^4\sigma_U^4}$ | $\sigma_U^4$ |
| train[4, 3, 0, wheel[3]] | $\frac{1}{\tau^3\sigma_U^3}$ | $\sigma_U^3$ |
| train[5, 2, 1, wheel[2]] | $\frac{1}{\tau^3\sigma_U^3}$ | $\sigma_U^3$ |
| train[6, 1, 2, wheel[1]] | $\frac{\sigma_U}{\tau^3}$ | $\sigma_U^3$ |
| train[7, 0, 3, wheel[0]] | $\frac{1}{\tau^3}$ | $\sigma_U^3$ |
| train[4, 3, 1, 3, 3, wheel[0]] | $\frac{1}{\tau^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[4, 3, 2, 2, 3, wheel[0]] | $\frac{1}{\tau^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[4, 3, 2, 3, 2, wheel[1]] | $\frac{\sigma_U}{\tau^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[4, 3, 3, 2, 2, wheel[1]] | $\frac{1}{\tau^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[4, 3, 3, 3, 1, wheel[2]] | $\frac{1}{\tau^2\sigma_U^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[5, 2, 2, 3, 3, wheel[0]] | $\frac{1}{\tau^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[5, 2, 3, 2, 3, wheel[0]] | $0$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[5, 2, 3, 3, 2, wheel[1]] | $\frac{\sigma_U}{\tau^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[6, 1, 3, 3, 3, wheel[0]] | $\frac{1}{\tau^2}$ | $\frac{1}{\tau^2\sigma_U}$ |
| train[4, 3, 2, 3, 3, 3, 3, wheel[0]] | $-\frac{1}{\tau^2}$ | $\frac{1}{\tau\sigma_U}$ |
| train[4, 3, 3, 2, 3, 3, 3, wheel[0]] | $-\frac{1}{\tau^2}$ | $\frac{1}{\tau\sigma_U}$ |
| train[4, 3, 3, 2, 2, 3, 3, wheel[0]] | $-\frac{1}{\tau^2}$ | $\frac{1}{\tau\sigma_U}$ |
| train[4, 3, 3, 3, 2, 3, 3, wheel[0]] | $\frac{1}{\tau}$ | $-\frac{1}{\tau^2\sigma_U}$ |
| train[4, 3, 3, 3, 3, 2, 3, wheel[0]] | $-\frac{\sigma_U}{\tau^2}$ | $\frac{1}{\tau\sigma_U}$ |
| train[4, 3, 3, 3, 3, 3, 2, wheel[1]] | $\frac{1}{\tau}$ | $-\frac{1}{\tau^2\sigma_U}$ |
| train[5, 2, 3, 3, 3, 3, 3, wheel[0]] | $\frac{1}{\tau}$ | $-\frac{1}{\tau^2\sigma_U}$ |
| train[4, 3, 3, 3, 3, 3, 3, 3, wheel[0]] | $\frac{\tau - 1}{\tau}$ | $\frac{\tau - 1}{\tau\sigma_U}$ |

Figure 8: Coefficients of $\rho\mu\rho\mu(U)$ and $U(\rho\mu\rho\mu(U))U^*$ in the train basis for $n = 4$, computed in the Mathematica notebook JellyfishCalculations, bundled with the arXiv source of this article.
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