Human Action Recognition Based on Deep Network and Feature Fusion
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Abstract. Feature representation is of vital importance for human action recognition. In recent few years, the application of deep learning in action recognition has become popular. However, for action recognition in videos, the advantage of single convolution feature over traditional methods is not so evident. In this paper, a novel feature representation that combines spatial and temporal feature with global motion information is proposed. Specifically, spatial and temporal feature from RGB images is extracted by convolutional neural network (CNN) and long short-term memory (LSTM) network. On the other hand, global motion information extracted from motion difference images using another separate CNN. Hereby, the motion difference images are binary video frames processed by exclusive or (XOR). Finally, support vector machine (SVM) is adopted as classifier. Experimental results on YouTube Action and UCF-50 show the superiority of the proposed method.

1. Introduction

Recognition of human actions in video is a research hotspot in the field of computer vision in recent years [1]. It has drawn a significant amount of attention from the academic community [2, 3]. It is a basic technology for many applications such as intelligent monitoring, human-computer interaction, and robotics. Human action Recognition is also a challenging task that is influenced by many factors such as different lighting conditions, perspectives, complex backgrounds, and large intra-class variations. The key way to recognize human action is to capture spatial and temporal information. In this paper, the fusion network based on convolutional neural network (CNN) and long short-term memory (LSTM) is proposed.

The traditional computer vision pipeline consists of two steps: action feature representation and action recognition. Action feature representation is the extraction of features that characterize the key information of the video. This process plays a key role in the whole recognition process. The quality of the feature directly affects the final recognition effect. The actions recognition stage takes the feature vector obtained in the previous stage as input, and learns the parameters through the algorithm then classifies. Action recognition methods can be roughly divided into two categories: hand-crafted and deep learning. For hand-crafted category, most popular descriptors are represented by HOG (Histogram of oriented gradient) [4], SIFT (Scale-invariant feature transform) [5], HOF (Histogram of Optical Flow) [6] and MBH (Motion
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Boundary Histograms) [7]. Furthermore, there are some scholars who talk about the feature extension to 3D features, such as 3DSURF [8], HOG3D [9], etc. Due to the success of deep learning in the field of image processing, it has been considered apply to human action recognition in recent years. Thanks to the ImageNet Large Visual Recognition Challenge (ILSVRC), a number of image classification models based on CNN have derived, such as AlexNet [10], GoogleNet [11] and VGGNet [12]. CNN not only has a good effect on image classification, but the descriptors it extracts also perform well on many other tasks, such as object detection [13], scene labeling [14] and action recognition [15].

Recently, the CNN have been used in the field of actions recognition. Some studies do not break the network’s fluency using the network framework to do the end-to-end system research [2,16]; others are different, they use CNN to extract feature descriptors, then they can do feature fusion [17], or they can code in various ways and then access classifier classification [18].

In this paper, fusion network based on CNN and LSTM is proposed to extract spatial and temporal information. Different from the conventional CNN extraction feature, one network performs exclusive or (XOR) preprocessing before a video frame enters the network to extract global motion information. Converged networks can highlight local and global information, time and space information, resulting in improved accuracy. We did an evaluation on UCF-50 [19] and YouTube Action [20] datasets and achieved considerable results.

The main contributions of the paper are threefold:

1). We propose a new fusion network that takes into account both spatial and temporal information, as well as the integration of details and global motion information.
2). A new model is proposed to extract global motion information. As compensation information, its integration with spatial and temporal information makes the fusion features more representative.
3). Evaluation of proposed framework in two challenging datasets. This involves looking at how individual channel information and fusion information effect on result, and what their respective advantages and disadvantages.

2. Network Architecture

Inspired by [16, 24], this paper utilizes CNN to learn spatial features and LSTM to learn temporal features. On this basis, we simplified the motion information of sparse frames of video in the form of CNN and LSTM. Then, we designed an auxiliary network to capture the global motion information. Since XOR preprocessing used, the two networks respectively called LSTM-CNN and XOR-CNN. We devise our video recognition architecture accordingly, dividing it into two streams, as shown in Figure 1. Finally, support vector machine (SVM) is adopted as classifier. The two networks can be individually work and late fusion. In the experimental part, we evaluated the effect of this comparison.

In this task, two features are extracted from two networks. Global motion features is extracted from the motion difference image by pre-training CNN model, while spatial and temporal features is extracted by pre-training CNN model and retrained LSTM model respectively. Two networks will be described in section 2.1 and 2.1 separately.

2.1. LSTM-CNN Network

As shown in Figure 1, LSTM-CNN network accepts RGB image input. Each video is averagely extracted 40 frames as CNNs input to extract spatial information. In this part, the pre-trained model inceptionV3 [21] is considered for its good effect on extracting spatial information. Later we made a comparison of the evaluation results of the network. InceptionV3 is a network that has a small amount of parameters and can maintain high quality at low computational cost. Therefore, it is widely acclaimed in most tasks that require convolution. The proposed network wants to take advantage of its advantages to bring good results.

To capture the temporal structure information of actions, LSTM units, which was first proposed in [22], is used. LSTMs are recurrent modules which enable long-range learning. That why we introduce it to model the relationships between spatial information obtained from the CNN and temporal information.
Figure 1: Converged network architecture for actions recognition. *In the figure, k represents k frames in a video, and n represents the spatial feature dimension of a video frame.

Figure 2: LSTM network structure. The LSTM network structure on UCF-50 training work is shown in Figure 2. It has a few layers, which contain only one LSTM layer. But it is enough to extract useful temporal information.

LSTM network overcomes most of the basic problems of conventional recurrent neural networks (RNN), such as gradient disappearance and gradient explosion. The internal structure of the LSTM unit is shown in Figure 3. LSTM unit adds three gates to the standard RNN, respectively called input gate, marked as \( i_t \), forget gate, marked as \( f_t \), and output gate, marked as \( o_t \).

It has two clues, one is the cell state variable \( C_t \) and the other is the output variable \( h_t \). These two variables are updated over time. The intracellular renewal equation is shown in (1).

\[
\begin{align*}
    f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \\
    i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \\
    \tilde{C}_t &= \sigma(W_C \cdot [h_{t-1}, x_t] + b_C) \\
    C_t &= f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t \\
    o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \\
    h_t &= o_t \cdot C_t
\end{align*}
\] (1)
The updated equation for $h_t$ is shown in Equation (2).

$$h_t = o_t \cdot \tanh(C_t)$$  \hspace{1cm} (2)\

The main process of this part is as follows: First, pre-trained inceptionV3 model is used to extract spatial features from the original video RGB frames. And features is extracted from the final average pooling layer of inceptionV3 network. Each video frame after extraction from inceptionV3 model has 2048 dimensions, so the spatial features dimension of a video is (40, 2048). The spatial feature of all videos is made into a spatial feature library. Then, LSTM network is trained by spatial feature library. Retrained LSTM model is used to extract temporal features. And the features is extracted from the dense layer, so that the final space-time feature dimension is 1024.

2.2. XOR-CNN Network

In order to reduce the calculation, we try to use the XOR method to extract image difference information without using optical flow. As shown in Figure 1, the input of this network is preprocessed by binarization and XOR. RGB video frame is extracted from video. Then the RGB images is extracted into binary image using adaptive binarization method [23], the function recorded as $F(x)$. Finally all binary images of the same video are XOR into one image, so that a video is represented by one image.

Original video is expressed as $V_o$.

$$V_o = [x_1, x_2, \cdots, x_n] \hspace{1cm} (3)$$

the video frame extracted through the binary image is represented as

$$V_b = F(V_o) = [\bar{x}_1, \bar{x}_2, \cdots, \bar{x}_n] \hspace{1cm} (4)$$

Thus, the global motion represented image can be represented as

$$V_{xor} = \bar{x}_1 \oplus \bar{x}_2 \oplus \bar{x}_3 \oplus \cdots \oplus \bar{x}_n = x_{xor} \hspace{1cm} (5)$$

Same as the previous network. The pre-trained inceptionV3 model is used to extract global motion features from $V_{xor}$. Similarly, on the one hand, the feature of 2048 dimension is taken out in final average pooling layer. Global motion features library also be established, and then used to fuse the space-time features at the end of the framework. On the other hand, SVM is used to classify the sample category.

3. Experiments and Result Analysis

In this section, two challenging datasets are tested several times to show the performance of the proposed network. The rest of this section is as follows. In Sect. 3.1 we describe the dataset related information. In Sect. 3.2 we introduce some experimental related settings. In Sect. 3.3, the representation of proposed framework on dataset is described. Sect. 3.4 is the evaluation of our action proposals.
3.1. Datasets

Two challenging datasets UCF-50 and YouTube are used in our experiments. All of these datasets are captured in uncontrolled environment and real world. YouTube are medium scale datasets, and UCF-50 are large scale datasets. Example frames are shown in Figure 4.

Figure 4: Examples images from video sequences on YouTube action dataset (top row) and UCF-50 (bottom).

YouTube action dataset: It contains 11 action categories: basketball shooting, biking/cycling, diving, golf swinging, horseback riding, soccer juggling, swinging, tennis swinging, trampoline jumping, and volleyball spiking, and walking with a dog. For each category, the videos are grouped into 25 groups with more than 4 action clips in it.

UCF-50: It is an action recognition dataset with 50 action categories, consisting of realistic videos taken from YouTube. For all the 50 categories, the videos are grouped into 25 groups, where each group consists of more than 4 action clips.

Both in two dataset, the video clips in the same group may share some common features, such as the same person, similar background, similar viewpoint, and so on. Our model was evaluated in the original video. The average accuracy of all categories is reported.

3.2. Settings

The extract work in this paper is divided into two blocks, in which global motion represented image extraction is performed on MATLAB, and other parts are completed on python. We execute our code on Intel(R) Core(TM) i5 system with 8G RAM and NVIDIA GTX1060 GPU. The entire experiment is based on the keras, which is a high-level neural networks API, written in python and capable of running on top of tensorflow. The base code is created on [24], on the basis of which we have merged our ideas.

3.3. Performance

The channel comparison experiment result is shown in Table 1. It can be seen that for individual global motion information, the performance achieves 65.3% on YouTube action and 62.2% on UCF-50 dataset, proving that individual global motion information is valid, but not enough to classify separately. The main reason for this may be the loss of some details and background information.

Table 1: Channel comparison experiment result

| Channel Comparison | YouTube(%) | UCF-50(%) |
|--------------------|------------|-----------|
| XOR-CNN            | 65.3(C=3)  | 62.2(C=4) |
| LSTM-CNN           | 80.4       | 78.2      |
| Fusion network     | 88.7(c=0.001) | 85.5(c=0.01) |

*The parameters for SVM classification are as follows:

For spatial and temporal information, the performance achieves 80.4% on YouTube action dataset and 78.2% on UCF-50 dataset, explaining that spatial and temporal information plays an important role in video behavior classification. It can be seen from this that spatial and temporal information is stronger than the
Table 2: Performance comparison of accuracy with other approaches on the YouTube dataset.

| Algorithm | Accuracy(%) |
|-----------|-------------|
| Static + motion feature [20] | 71.20 |
| Hierarchical feature on ISA + BoF + Chi-square kernel [25] | 75.80 |
| Relative motion descriptor (RMD) + Modes [26] | 81.70 |
| Dense trajectory + HOG + HOF + MBH + BoF [27] | 84.10 |
| SIFT trajectory + HOG + HOF + MBH + BoF [27] | 73.20 |
| KLT trajectory + HOG + HOF + MBH + BoF [27] | 79.50 |
| Dense cuboids + HOG + HOF + MBH + BoF [27] | 81.40 |
| Dense trajectory + BoF [28] | 84.20 |
| CNNs+LDS [17] | 86.16 |
| **XOR+LSTM+CNN+SVM** | **88.70** |

When we combine two information together, the performance achieves 88.7% on YouTube action dataset and 85.5% on UCF-50 dataset. Compared to spatial and temporal information, fusion feature improves the performance by a large margin of 8.3% on the YouTube dataset and 7.3% on the UCF-50 dataset.

3.4. Evaluation of Our Action Proposals

To show the advantages of proposed approach for human action recognition, we conduct extensive comparison with other methods. The comparison results of YouTube Action are shown in Table 2 and results of UCF-50 dataset are shown in Table 3. By comparing the results, we find that the proposed method of using CNN to extract features performs better than most previous methods on YouTube and UCF-50 datasets, indicating that CNN can extract features effectively. In addition, the method in this paper is superior to [17], indicating that the integration of global motion information and temporal and spatial information can make the features more representative.

Table 3: Performance comparison of accuracy with other approaches on the UCF-50 dataset.

| Algorithm | Accuracy(%) |
|-----------|-------------|
| Motion interchange patterns [29] | 72.68 |
| Orientation-based descriptor+ Gabor STIP [30] | 72.90 |
| GIST3D + STIP [32] | 73.70 |
| Motion feature [19] | 76.90 |
| Lagrangian particle trajectories [31] | 81.03 |
| Relative motion descriptor (RMD) + Modes [26] | 81.80 |
| SIFT trajectory + HOG + HOF + MBH + BoF [27] | 71.80 |
| KLT trajectory + HOG + HOF + MBH + BoF [27] | 78.10 |
| Dense cuboids + HOG + HOF + MBH + BoF [27] | 80.20 |
| Dense trajectory + HOG + HOF + MBH + BoF [27] | 84.50 |
| CNNs+LDS [17] | 82.76 |
| **XOR+LSTM+CNN+SVM** | **85.50** |

Furthermore, we print out the recognition scores of every category on the more complex UCF-50 datasets, as shown in figure 5. It can be seen from the results that high accuracy on Drumming, Fencing, Military Parade and Playing Guitar. The main reason may be that they have a large gap between the categories and the characteristics of the action categories are outstanding. But, it also get low accuracy on Golf Swing, Javelin Throw, High Jump and Nun chucks, proving that proposed method does not work well in some cases where the speed is high and the background is confusing.
4. Conclusion

In this paper, a new representative descriptor has been proposed for human action recognition on realistic datasets. The advantages of CNN and LSTM have been fused to extract temporal and spatial feature, as well as global motion information. Results on the YouTube and UCF-50 datasets have demonstrated that our approach is superior to most existing descriptors. Future work will be focused on the extraction of motion difference images and the feature fusion methods.
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