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Abstract

A few years ago, the first example of a closed manifold admitting an Anosov diffeomorphism but no expanding map was given. Unfortunately, this example is not explicit and is high-dimensional, although its exact dimension is unknown due to the type of construction. In this paper, we present a family of concrete 12-dimensional nilmanifolds with an Anosov diffeomorphism but no expanding map, where nilmanifolds are defined as the quotient of a 1-connected nilpotent Lie group by a cocompact lattice. We show that this family has the smallest possible dimension in the class of infra-nilmanifolds, which is conjectured to be the only type of manifolds admitting Anosov diffeomorphisms up to homeomorphism. The proof shows how to construct positive gradings from the eigenvalues of the Anosov diffeomorphism under some additional assumptions related to the rank, using the action of the Galois group on these algebraic units.

1 Introduction

Expanding maps and Anosov diffeomorphisms form an important class of dynamical systems as they combine structural stability with chaotic behavior. These maps were intensively studied at the end of the sixties by S. Smale, J. Franks and M. Shub in the series of papers [9, 10, 19, 20, 21]. One of the central research problems is to describe the closed manifolds admitting such a dynamical system. The main goal of this paper is to present a family of 12-dimensional nilmanifolds admitting an Anosov diffeomorphism but no expanding map and to show that this is the lowest possible dimension for such an example. From this example we construct families with the same properties in every possible dimension $\geq 14$ as well.

By the work of M. Gromov in [11], it is known that every closed manifold admitting an expanding map is homeomorphic to an infra-nilmanifold, i.e. the compact quotient of a nilpotent Lie group $N$ by a discrete group of isometries. Not every infra-nilmanifold admits expanding maps though, with the first classical example due to [7]. The question which infra-nilmanifolds do admit an expanding map was answered by K. Dekimpe and the first author in [3, 5], by showing that it only depends on the existence of a positive grading on the Lie algebra corresponding to the covering nilpotent Lie group $N$. For the manifolds admitting an Anosov diffeomorphism on the other hand, a lot less is known. It is conjectured that, up to homeomorphism, only infra-nilmanifolds can admit an Anosov diffeomorphism, but this has been open ever since the original question in [21]. The conjecture has been confirmed only in some special cases, for example for codimension one Anosov diffeomorphisms in [17]. Also describing the infra-nilmanifolds admitting an Anosov diffeomorphism is a challenging question, on which many people have worked over the past decades.

Note that the first example of a nilmanifold with an Anosov diffeomorphism that does not admit an expanding map was given in [5]. Unfortunately this example is not explicit and its dimension
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is unknown. This is due to the nature of the construction, since the manifold is constructed from a quotient of a free nilpotent Lie algebra by an ideal defined from a generating set with specific elements, making it hard to compute its dimension. In Section 3, we improve this result by giving a family of 12-dimensional concrete nilmanifolds having an Anosov diffeomorphism but no expanding map, using the terminology introduced in Section 2. As a consequence of how being Anosov or having a positive grading behaves under taking direct sums of Lie algebras, as demonstrated in Section 4, we also give examples in every dimension \( \geq 14 \).

The main result of this paper is not only the existence of the family in dimension 12, but also the proof that this is the smallest possible dimension for such an example in the class of infra-nilmanifolds. In order to show this, one possible strategy could be to classify all Anosov Lie algebras in lower dimensions and show that these all have a positive grading. In [13, 15], a complete classification is given up to dimension 9, but it is hard to extend this classification any further. Our approach is different as we construct a positive grading from the eigenvalues of the Anosov automorphism in a more general setting, without completely determining the Lie bracket.

The methods we develop use the properties of the eigenvalues of these automorphisms, which are hyperbolic algebraic integers. A first study of how these properties determine the structure of the Lie algebra was given in [16], although we shift our focus to the action of the Galois group on these eigenvalues, making our results more general. In particular, the notion of rank for Anosov automorphisms plays a crucial role, as introduced in Section 5, giving bounds on the dimension of the lower central series of an Anosov Lie algebra. This is partially based on some properties introduced in [18], although the focus of the latter paper was on quotients of free Lie algebras, whereas we start from a given type for a Lie algebra. The final result is then presented in Section 4 by checking the possibilities for every type.

2 Preliminaries

In this section, we give all the necessary background for the remainder of the paper. The first part deals with the theory of infra-nilmanifolds, in particular the relation to expanding maps and Anosov diffeomorphisms, whereas the second part discusses the basics of Galois theory.

2.1 Infra-nilmanifolds

We recall the basis properties of Anosov diffeomorphisms and expanding maps on (infra-)nilmanifolds, for more details we refer to [2].

Let \( N \) be a simply connected and connected nilpotent Lie group with corresponding real nilpotent Lie algebra \( n^R \). We define a nilmanifold as a quotient \( \Gamma \backslash N \) with \( \Gamma \) a uniform lattice in \( N \). In this case, the group \( \Gamma \) is a finitely generated torsion-free nilpotent group and vice versa, every group with these properties uniquely embeds into a simply connected and connected nilpotent Lie group as a uniform lattice. There is a unique rational Lie algebra \( n^\mathbb{Q} \) corresponding to \( \Gamma \), defined as the rational span of \( \log(\Gamma) \) in \( n^R \). In general, we call a rational subalgebra \( n^\mathbb{Q} \) of \( n^R \) such that \( \dim_\mathbb{Q}(n^\mathbb{Q}) = \dim_\mathbb{R}(n^R) \) and the \( \mathbb{R} \)-span of \( n^\mathbb{Q} \) is \( n^R \) a rational form of a real Lie algebra. Every rational form of \( n^R \) corresponds to a lattice \( \Gamma \) of \( N \). Moreover, if \( \Gamma_1 \) and \( \Gamma_2 \) are two lattices corresponding to the same rational form \( n^\mathbb{Q} \), then the lattices \( \Gamma_1 \) and \( \Gamma_2 \) are commensurable, meaning that \( \Gamma_1 \cap \Gamma_2 \) has finite index in both \( \Gamma_1 \) and \( \Gamma_2 \).

The existence of an Anosov diffeomorphism on the nilmanifold \( \Gamma \backslash N \) only depends on the rational Lie algebra \( n^\mathbb{Q} \), more specifically on the existence of a certain automorphism. We first introduce some terminology. Let \( E \subset \mathbb{C} \) be any subfield of the complex numbers and \( n^E \) a Lie algebra defined over \( E \).

Definition 2.1. A linear map on \( n^E \) is called hyperbolic if it has no eigenvalues of absolute value 1 and is called integer-like if its characteristic polynomial has integer coefficients and determinant \( \pm 1 \). We say that an automorphism \( A : n^E \to n^E \) is an Anosov automorphism if is both hyperbolic and integer-like. A nilpotent rational Lie algebra \( n^\mathbb{Q} \) that admits an Anosov automorphism is called an Anosov Lie algebra.
By \cite{11}, the nilmanifold $\Gamma \backslash N$ admits an Anosov diffeomorphism if and only if the Lie algebra $n^Q$ is Anosov. For expanding maps on the other hand, the existence depends only on the covering Lie group $N$.

**Definition 2.2.** We call an automorphism $A : n^E \to n^E$ expanding if every eigenvalue of $A$ has absolute value $> 1$. We say that $n^E$ has a positive grading if there exists a decomposition of $n^E = \bigoplus_{i \geq 0} n_i$ into subspaces $n_i \subset n^E$ such that $[n_i, n_j] \subset n_{i+j}$.

By \cite{5} Theorem 3.1, the existence of an expanding map on $\Gamma \backslash N$ is equivalent to the existence of an expanding automorphism on $n^R$, which is equivalent to the existence of a positive grading on $n^R$. If $n^E$ is a Lie algebra over the field $E$ and $E \subset F$ is a field extension, then the Lie algebra $n^F = n^E \otimes_E F$ by extending scalar multiplication is a Lie algebra of the same dimension over $E$. Note that this notation is compatible with the previous one for rational forms $n^Q$ in a real Lie algebra $n^R$. The existence of a positive grading does not depend on the field $E$, meaning that $n^E$ has a positive grading if and only if $n^F$ has a positive grading. In order to give the family of nilmanifolds it suffices to give a family of $12$-dimensional rational Anosov Lie algebras that have no expanding automorphism, which we will do in Section \cite{3}.

Note that there is the more general notion of infra-nilmanifolds, which we do not introduce in full detail here. Every infra-nilmanifold is finitely covered by a nilmanifold, and if the infra-nilmanifold admits an Anosov diffeomorphism, then also the covering nilmanifold admits an Anosov diffeomorphism. Moreover, if the covering nilmanifold does not admit an expanding map, then the infra-nilmanifold does not have an expanding map, see \cite{5}. Hence in order to show that our family has minimal dimension in the class of infra-nilmanifolds, it suffices to show that it has minimal dimension in the class of nilmanifolds. The remainder of this paper only deals with Lie algebras and their properties, where the dynamical implications follow from the discussion in this section.

### 2.2 Galois theory

In this section we recall some basic facts from Galois theory based on the book \cite{22} and the relation with Anosov Lie algebras.

Let $E/F$ be a field extension of finite degree. The automorphism group of this extension, denoted by $\text{Aut}(E, F)$, is defined as the group of all field automorphisms of $E$ that fix $F$, i.e.

$$\text{Aut}(E, F) = \{ \sigma \in \text{Aut}(E) \mid \forall x \in F : \sigma(x) = x \}.$$ 

An extension $E/F$ is called Galois if the points that are fixed by all elements of $\text{Aut}(E, F)$ are exactly the elements of the smaller field $F$. We write $\text{Gal}(E, F)$ for the automorphisms of a Galois extension $E/F$ in order to emphasize that the extension is Galois.

Now fix a polynomial $f$ of degree $r$ with coefficients in $Q$. The splitting field of $f$ over $Q$ is the unique smallest field $Q(f)$ with $Q \subset Q(f) \subset \mathbb{C}$ such that $Q(f)$ contains all the roots of $f$. The splitting fields over $Q$ are exactly the Galois extensions of $Q$ and most of the time we will be working with these fields. Now let $g$ be another rational polynomial with $Q(g) \subset Q(f)$, then $Q(f)/Q(g)$ is Galois as well. Moreover, as a consequence of the fundamental theorem of Galois theory, $\text{Gal}(Q(f), Q(g))$ is a normal subgroup of $\text{Gal}(Q(f), Q)$. For any root $\lambda$ of $g$ and automorphism $\sigma \in \text{Gal}(Q(f), Q)$, the element $\sigma(\lambda)$ is again a root of $g$. This gives an action of $\text{Gal}(Q(f), Q)$ on the set of roots of $g$. Moreover, if $g$ is irreducible of degree $n$ all its roots $\lambda_1, \ldots, \lambda_n$ are distinct and the action of the Galois group is transitive, i.e. for any two roots $\lambda_i, \lambda_j$, there exists an automorphism $\sigma \in \text{Gal}(Q(f), Q)$ such that $\sigma(\lambda_i) = \lambda_j$. The action is determined by the map

$$\iota_g : \text{Gal}(Q(f), Q) \to S_n : \sigma \mapsto \iota(\sigma)$$

with

$$\iota(\sigma)(i) = j \iff \sigma(\lambda_i) = \lambda_j.$$
In general, $f$ is not irreducible, but it can be written as a product of its irreducible factors over $\mathbb{Q}$, say $f = g_1 \cdot \ldots \cdot g_m$ with $\deg(g_i) = r_i$. For each factor $g_i$ we have that $\mathbb{Q}(g_i) \subseteq \mathbb{Q}(f)$. Note that since $r = r_1 + \ldots + r_m$, we get the natural inclusion $S_{r_1} \oplus \ldots \oplus S_{r_m} \hookrightarrow S_r$. This gives a map

$$
\iota : \text{Gal}(\mathbb{Q}(f), \mathbb{Q}) \xrightarrow{\iota_{12} \circ \ldots \circ \iota_{sm}} S_1 \oplus \ldots \oplus S_{r_m} \longrightarrow S_r.
$$

This map is injective as a field automorphism of $\mathbb{Q}(f)$ is completely determined by its restriction to the roots of $f$. During this paper we will, after ordering the roots of the polynomial $f$, drop the ‘$\iota$’ and just write $\sigma$ for both the field automorphism and the corresponding permutation in $S_r$, as there is no confusion possible. We will write elements of $S_r$ with standard cycle notation, i.e., if $\sigma = (a_1 a_2 \ldots a_s)$, then $\sigma(a_1) = a_2$, $\sigma(a_2) = a_3$, $\ldots$, $\sigma(a_s) = a_1$ and $\sigma$ fixes all other elements.

It is natural to apply the orbit-stabilizer theorem to the action of the Galois group on the roots.

**Theorem 2.3 (Orbit-stabilizer).** Let $G$ be a group which has an action on a set $X$. For any $x \in X$, we have that

$$|\text{orb}_G(x)| \cdot |\text{stab}_G(x)| = |G|.
$$

where $\text{orb}_G(x) = \{g \cdot x \mid g \in G\}$ is the orbit of $x$ under the action of $G$ and $\text{stab}_G(x) = \{g \in G \mid g \cdot x = x\}$ is the stabilizer subgroup of $x$ in $G$.

A consequence that we will use often is stated below.

**Lemma 2.4.** Let $f$ be a irreducible polynomial over $\mathbb{Q}$ of prime degree $p$ with splitting field $E$ over $\mathbb{Q}$. There exists an element $\sigma \in \text{Gal}(E, \mathbb{Q})$ of order $p$ and an ordering of the roots such that $\sigma = (1 2 \ldots p)$.

**Proof.** Since $f$ is irreducible, the action of $G := \text{Gal}(E, \mathbb{Q})$ on the roots of $f$ is transitive. Therefore we get for any root $\lambda$ of $f$ that $|\text{orb}_G(\lambda)| = p$. The orbit-stabilizer thus tells us that $p$ divides the order of $G$. Following Cauchy’s theorem there must exist an element $\sigma \in G$ of order $p$. Next we apply the orbit-stabilizer theorem to the group generated by $\sigma$, which we denote by $(\sigma)$. This gives for any root $\lambda$ of $f$ that $|\text{orb}_{(\sigma)}(\lambda)| \cdot |\text{stab}_{(\sigma)}(\lambda)| = p$ and thus that $|\text{orb}_{(\sigma)}(\lambda)| = 1$ or $|\text{orb}_{(\sigma)}(\lambda)| = p$. If the orbit under $\sigma$ of any root (and hence every root) is equal to one, then $\sigma$ is the identity map which is a contradiction because it is of order $p$. Therefore there exists a root $\mu$ of which the orbit under $(\sigma)$ counts $p$ elements and thus contains all roots of $f$. Then define $\lambda_i := \sigma^i(\mu)$ for $1 \leq i \leq p$. It follows that with this ordering of the roots, $\sigma$ is equal to the permutation $(1 2 \ldots p)$.

To conclude this section, we give a method from [H] for constructing Anosov Lie algebras using the action of the Galois group. Let $E$ be some finite degree Galois extension of the rationals and $n^\mathbb{Q}$ a rational Lie algebra. By choosing a basis for $n^\mathbb{Q}$, we get a natural identification $n^E \cong E^n$ and an action of the Galois group of $E/\mathbb{Q}$ on $n^E \cong E^n$ by letting $\nu^\sigma = (\nu_1, \ldots, \nu_n)^\sigma = (\sigma(\nu_1), \ldots, \sigma(\nu_n))$ for all $\nu \in n^E$ and $\sigma \in \text{Gal}(E, \mathbb{Q})$. This action does not depend on the choice of basis for $n^\mathbb{Q}$. Let us denote the set of all linear maps on $n^E$ by $\text{End}(n^E)$. Then we get an action of $\text{Gal}(E, \mathbb{Q})$ on $\text{End}(n^E)$ as well, by letting $A^\sigma(v) = (A(v^\sigma^{-1}))^\sigma$ for all $v \in n^E$, $A \in \text{End}(n^E)$ and $\sigma \in \text{Gal}(E, \mathbb{Q})$.

**Theorem 2.5.** Let $n^\mathbb{Q}$ be a rational Lie algebra and $\rho : \text{Gal}(E, \mathbb{Q}) \to \text{Aut}(n^\mathbb{Q})$ be a representation. Suppose there exists a Lie algebra automorphism $A : n^E \to n^E$ such that $\rho_\sigma A \rho_{\sigma^{-1}} = A^\sigma$ for all $\sigma \in \text{Gal}(E, \mathbb{Q})$. Then there also exists a rational form $m^\mathbb{Q} \subseteq n^\mathbb{Q}$ such that $A$ induces an automorphism on $m^\mathbb{Q}$. If all eigenvalues of $A$ are algebraic units of absolute value different from 1, then $A : m^\mathbb{Q} \to m^\mathbb{Q}$ is an Anosov automorphism.

This result is constructive as the rational form $m^\mathbb{Q}$ is explicitly given by

$$m^\mathbb{Q} = \{v \in n^E \mid \forall \sigma \in \text{Gal}(E, \mathbb{Q}) : \rho_\sigma(v) = v^\sigma\}.$$

With this result we are ready to present the family of Anosov Lie algebras in dimension 12 in the next section.
3 Family of Anosov Lie algebras without positive grading

In this section we exhibit a family of 12-dimensional Anosov Lie algebras that do not have a positive grading. The family consists of rational Lie algebras $m^Q_k$ for $k > 0$ of type $(4,2,2,2)$ with $m^Q_k$ and $m^Q_1$ isomorphic if and only if $k = m^2$ for some integer $m \in \mathbb{Z}$. In order to show that the Lie algebras are Anosov, we construct these from Theorem 2.5 by using a fixed Lie algebra $nQ$ and different fields $E$. To check that the Lie algebras do not have a positive grading we apply the methods of [5], whereas the isomorphisms between the Lie algebras $m^Q_k$ follow from a classification given in [12].

The rational Lie algebra $nQ$ is defined as the vector space over $\mathbb{Q}$ with basis

$$\{X_1, X_2, X_3, X_4, Y_1, Y_2, Z_1, Z_2, V_1, V_2, W_1, W_2\}$$

and Lie bracket given by the relations

$$[X_1, X_3] = Y_1 \quad [X_1, Y_1] = Z_1 \quad [X_1, Z_1] = V_1 \quad [X_3, V_1] = W_1$$
$$[X_2, X_4] = Y_2 \quad [X_2, Y_2] = Z_2 \quad [X_2, Z_2] = V_2 \quad [X_4, V_2] = W_2$$
$$[Z_1, Y_1] = W_1 \quad [X_1, X_4] = W_1$$
$$[Z_2, Y_2] = W_2 \quad [X_2, X_3] = W_2.$$

The last two brackets ensure that $nQ$ is not isomorphic to the direct sum of two filiform Lie algebras, where a filiform Lie algebra is a nilpotent Lie algebra of nilpotency class $c > 1$ and dimension $c + 1$, being the smallest possible dimension of such a Lie algebra.

In order to apply Theorem 2.5 we take $E$ the field $\mathbb{Q}(\sqrt{k}) \subset \mathbb{R}$ where $k$ is a positive integer which is not a square. This is a quadratic extension of $\mathbb{Q}$ and its Galois group is given by $\text{Gal}(E, \mathbb{Q}) = \{\text{Id}, \tau\}$ with $\tau(a + b\sqrt{k}) = a - b\sqrt{k}$ for all $a, b \in \mathbb{Q}$. Let $\xi \in E$ be any algebraic integer with minimal polynomial of degree 2, which exists by Dirichlet’s unit theorem. It has only one conjugate which is also its inverse $\xi^{-1} = \tau(\xi)$, moreover it holds that $|\xi| \neq 1 \neq |\xi^{-1}|$. We define the linear map $A : nE \rightarrow nE$ and the representation $\rho : \{1, \tau\} \rightarrow \text{Aut}(nQ)$ by

$$A = \begin{pmatrix} B^3 & B^{-2} & B^4 & B^7 & B^5 \\
 & B & & & \\
 & & B & & \\
 & & & B & \\
 & & & & B \\
\end{pmatrix}, \quad \rho_\tau = \begin{pmatrix} C & C & C \end{pmatrix},$$

with respect to the basis $\{X_1, X_2, X_3, X_4, Y_1, Y_2, Z_1, Z_2, V_1, V_2, W_1, W_2\}$ and where

$$B = \begin{pmatrix} \xi & 0 \\
0 & \xi^{-1} \end{pmatrix}, \quad C = \begin{pmatrix} 0 & 1 \\
1 & 0 \end{pmatrix}.$$ 

One can check that $A$ and $\rho_\tau$ are automorphisms of the Lie algebra $nE$. Since

$$CBC^{-1} = \begin{pmatrix} \xi^{-1} & 0 \\
0 & \xi \end{pmatrix} = \begin{pmatrix} \tau(\xi) & 0 \\
0 & \tau(\xi^{-1}) \end{pmatrix} = B^T$$

it follows that $\rho_\tau A \rho_{\tau^{-1}} = A^\tau$. Therefore all prerequisites of Theorem 2.5 are satisfied and $A$ induces an Anosov automorphism on the rational form $m^Q_k \subset nE$. We give $m^Q_k$ the subscript $k$ since its structure depends on the choice of field extension $E = \mathbb{Q}(\sqrt{k})$.

To see that the Lie algebra $nQ$ has no positive grading, or equivalently it has no expanding automorphism, we use [5] Theorem 4.4. Assume by contradiction that there would be an expanding automorphism, then this result implies that there exists an expanding automorphism $\varphi \in \text{Aut}(nQ)$ which commutes with the map $A$ above. Since all the eigenvalues of $A$ are distinct, this implies the
expanding automorphism is diagonal in the basis $X_1, \ldots, W_2$, in particular we have $\varphi(X_i) = \lambda_i X_i$ with $\lambda_i > 1$ for $1 \leq i \leq 4$. The relations on $\mathfrak{n}^0$ imply that

$$
\varphi(Y_1) = \lambda_1 \lambda_2 Y_1 \quad \varphi(Z_1) = \lambda_1^2 \lambda_3 Z_1 \quad \varphi(V_1) = \lambda_1^3 \lambda_4 V_1 \quad \varphi(W_1) = \lambda_1^4 \lambda_5 W_1
$$

$$
\varphi(Y_2) = \lambda_2 \lambda_3 Y_2 \quad \varphi(Z_2) = \lambda_2^2 \lambda_4 Z_2 \quad \varphi(V_2) = \lambda_2^3 \lambda_4 V_2 \quad \varphi(W_2) = \lambda_2^4 \lambda_5 W_2.
$$

The last relations moreover imply that $\lambda_1 \lambda_4 = \lambda_1^{3} \lambda_5^2$ and $\lambda_2 \lambda_3 = \lambda_2^{3} \lambda_4^2$. Combining these equations, we get that $\lambda_4 = (\lambda_1 \lambda_3)^2 = \lambda_1^{3} \lambda_4^2 \lambda_5^2$ or thus $1 = \lambda_1^{4} \lambda_4^2 \lambda_5^2$ which is a contradiction since $\varphi$ is expanding.

By using the explicit form of the rational Lie algebra $\mathfrak{m}_k^0$, it is possible to compute the bracket relations. We first need a basis for which we can take:

$$
\begin{align*}
\underline{X_1} &= X_1 + X_2 & \underline{Y_1} &= Y_1 + Y_2 & \underline{V_1} &= V_1 + V_2 \\
\underline{X_2} &= \sqrt{k}(X_1 - X_2) & \underline{Y_2} &= \sqrt{k}(Y_1 - Y_2) & \underline{V_2} &= \sqrt{k}(V_1 - V_2) \\
\underline{X_3} &= X_3 + X_4 & \underline{Z_1} &= Z_1 + Z_2 & \underline{W_1} &= W_1 + W_2 \\
\underline{X_4} &= \sqrt{k}(X_3 - X_4) & \underline{Z_2} &= \sqrt{k}(Z_1 - Z_2) & \underline{W_2} &= \sqrt{k}(W_1 - W_2).
\end{align*}
$$

For example we have $\rho_2(\underline{X_2}) = \rho_2(\sqrt{k}(X_1 - X_2)) = \sqrt{k}(X_2 - X_1) = -\sqrt{k}(X_1 - X_2) = \tau(\sqrt{k})(X_1 - X_2) = \underline{X_2}$ which shows that indeed $\underline{X_2}$ lies in $\mathfrak{m}_k^0$. As one can now calculate, the Lie bracket on $\mathfrak{m}_k^0$ is given by the relations

$$
\begin{align*}
[X_1, X_3] &= Y_1 + W_1 & [X_1, Y_1] &= Z_1 & [X_1, Z_1] &= V_1 \\
[X_2, X_4] &= k(Y_1 - W_1) & [X_2, Y_2] &= kZ_1 & [X_2, Z_2] &= kV_1 \\
[X_1, X_4] &= Y_2 - W_2 & [X_1, Y_2] &= Z_2 & [X_1, Z_2] &= V_2 \\
[X_2, X_3] &= Y_2 + W_2 & [X_2, Y_1] &= Z_2 & [X_2, Z_1] &= V_2 \\
[X_3, V_1] &= W_1 & [Z_1, V_1] &= W_1 \\
[X_4, V_2] &= kW_1 & [Z_2, V_2] &= kW_1 \\
[X_3, V_2] &= W_2 & [Z_1, V_2] &= W_2 \\
[X_4, V_1] &= W_2 & [Z_2, V_1] &= W_2.
\end{align*}
$$

Clearly we have that $[\mathfrak{m}_k^0, [\mathfrak{m}_k^0, [\mathfrak{m}_k^0, \mathfrak{m}_k^0]]]$ is a rational Lie algebra of type $(4, 2)$. In [12] a complete list of rational Lie algebras of type $(4, 2)$ up to isomorphism is given. From this it follows that if $k$ is not the square of an integer, then the rational Lie algebras $\mathfrak{m}_k^0$ and $\mathfrak{m}^0$ are non-isomorphic. On the other hand, if $k = lm^2$ for some integer $m \in \mathbb{Z}$, then the fields $\mathbb{Q}((\sqrt{k})) = \mathbb{Q}((\sqrt{l}))$ are equal and hence the Lie algebras $\mathfrak{m}_k^0 = m^0$ by the construction above.

We conclude that the Lie algebras $\mathfrak{m}_k^0$ have the claimed properties. In the following section we will use this family to give a family of Anosov Lie algebras without expanding automorphism in every dimension $\geq 14$.

## 4 Indecomposable factors of Anosov Lie algebras

Every Lie algebra has an essentially unique decomposition into indecomposable factors. In this section, we demonstrate that the existence of an Anosov automorphism is equivalent to the existence of an Anosov automorphism on every indecomposable factor, and the identical question for the existence of a positive grading. The special case of abelian factors and Anosov automorphisms was considered in [13]. In particular, the results of this section allow us to construct families of Anosov Lie algebras with no expanding maps in every dimension $\geq 14$. 
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Recall that a Lie algebra $n^E$ is called indecomposable if it is not equal to the direct sum of two non-trivial ideals, i.e. if $n^E = g \oplus h$ with $g$ and $h$ ideals of $n^E$, then either $g = 0$ or $h = 0$.

Since we only consider finite-dimensional Lie algebras in this paper, every Lie algebra $n^E$ has a decomposition $n^E = g_1 \oplus \cdots \oplus g_k$, with the ideals $g_i$ indecomposable. In this case we call $g_i$ a factor of $n^E$. From [8, Theorem 3.4] it follows that such a decomposition is unique up to isomorphism and up to reordering the factors $g_i$. Note that being indecomposable depends on the field over which you are working.

The first step we need is a description of the automorphisms on a direct sum of indecomposable Lie algebras. The following result was proven in [8, Theorem 3.4] for real Lie algebras, but since the proof does not depend on the field over which the Lie algebra is defined, we can state it here for a general Lie algebra $n^E$ defined over a field $E$ which extends the reals.

**Theorem 4.1.** Let $n^E$ be a Lie algebra over $E$ with a decomposition $n^E = g_1 \oplus \cdots \oplus g_k$ into indecomposable factors. A bijective linear map $\phi : n^E \to n^E$ is an automorphism of $n^E$ if and only if it has the form $\theta + \eta$, where $\theta$ is an automorphism of $n^E$ which maps each $g_i$ to itself or to an isomorphic summand $g_j$, and where $\eta$ is a linear map of $n^E$ such that $\eta(n^E) \subset Z(n^E)$ and $\eta([n^E, n^E]) = \{0\}$.

To prove the main theorems, we will apply this result to an Anosov automorphism or an expanding automorphism. Since the properties we consider are invariant under taking non-zero powers, the following lemma will be useful.

**Lemma 4.2.** Let $n^E = g_1 \oplus \cdots \oplus g_k$ be a direct sum of indecomposable Lie algebras and $\phi$ an automorphism of $n^E$. There exists an integer $l > 0$ such that $\phi^l$ has a decomposition $\phi^l = \theta_l + \eta_l$ satisfying the properties of Theorem 4.1, and with $\eta_j(g_i) = g_i$ for all $1 \leq i \leq k$.

**Proof.** Given the decomposition $\phi = \theta + \eta$, we give a decomposition for the map $\phi^m$. Let us first define for all positive integers $m > 0$ the linear maps $\eta_m = \phi^m - \theta^m$.

We start by proving inductively that $\eta_m(n^E) \subset Z(n^E)$ and $\eta_m([n^E, n^E]) = \{0\}$ for any $m > 0$.

For $m = 1$ we have $\eta_1 = \eta$ and thus by the assumption it holds that $\eta_1(n^E) \subset Z(n^E)$ and $\eta_1([n^E, n^E]) = \{0\}$. Now assume that $\eta_m(n^E) \subset Z(n^E)$ and $\eta_m([n^E, n^E]) = \{0\}$ for a fixed $m > 0$.

We can rewrite $\eta_{m+1}$ as

$$\eta_{m+1} = \phi^{m+1} - \theta^{m+1} = (\theta + \eta)\phi^m - \theta\phi^m = \theta\eta_m + \eta\phi^m.$$ 

Since $\theta$ and $\phi^m$ are automorphisms, they preserve both the center $Z(n^E)$ and the derived algebra $[n^E, n^E]$. This fact together with the induction hypothesis clearly gives $\eta_{m+1}(n^E) \subset Z(n^E)$ and $\eta_{m+1}([n^E, n^E]) = \{0\}$.

Note that the automorphism $\theta$ induces a permutation $\sigma \in S_k$ such that $\theta(g_i) = g_{\sigma(i)}$ for all $1 \leq i \leq k$. Let $l$ be the order of this permutation $\sigma$. It follows that $\theta^l(g_i) = g_i$ for all $1 \leq i \leq k$.

We can decompose the automorphism $\phi^l$ as $\phi^l = \theta^l + (\phi^l - \theta^l) = \theta^l + \eta_l$ which now satisfies all properties of the above theorem for the automorphism $\phi^l$. If we set $\theta_l = \theta^l$, then $\eta_l(g_i) = g_i$ for all $1 \leq i \leq k$, which proves the lemma.

Note that when studying decompositions of Lie algebras, often abelian factors behave differently from other factors of the Lie algebra, see [9, Theorem 3.1.]. It is immediate that a subspace $a \subset n^E$ is an abelian factor if and only if it is contained in the center $Z(n^E)$ with $n^E \cap [n^E, n^E] = 0$. Therefore we define the number $m(n^E) = \dim Z(n^E) - \dim Z(n^E) \cap [n^F, n^E]$, which is exactly the dimension of any maximal abelian factor. Note that this number does not depend on the field, i.e. if $E \subset F \subset C$ is an extension of fields, we have that $m(n^E) = m(n^F) = F \otimes n^E$. In [13, Theorem 3.1] it has been proved that whenever a rational Anosov Lie algebra $n^E = \tilde{n} \oplus a$ has a non-trivial maximal abelian factor $a$, both $\tilde{n}$ and $a$ are Anosov, where the last condition is equivalent to $m(n^E) \geq 2$.

We generalize this result by using the following two lemma’s, with their proofs following the idea from [13].
Lemma 4.3. If $M \in \text{GL}_n(Q)$ is an integer-like hyperbolic matrix which is block-diagonal:

$$M = \begin{pmatrix} M_1 & \cdots & M_k \end{pmatrix},$$

then each $M_i$ is integer-like and hyperbolic as well.

Proof. Denote by $f, f_1, \ldots, f_k$ the characteristic polynomials of $M, M_1, \ldots, M_k$, respectively, then we have that $f = \prod_{i=1}^k f_i$. This immediately implies that if the $M_i$ are integer-like and hyperbolic, then also $M$ is integer-like and hyperbolic.

For the other direction, we know that the roots of $f$ are hyperbolic algebraic units and therefore the roots of each polynomial $f_i$ are hyperbolic algebraic units as well. Using that the algebraic integers form a ring, we find that the coefficients of the polynomials $f_i$ are algebraic integers. Since these coefficients also have to be rational, we must conclude that each $f_i$ is an integer polynomial.

The constant term of each $f_i$ is a product of algebraic units and thus an algebraic unit itself. Since they also have to lie in $Z$, we get that the constant term of each $f_i$ is equal to $\pm 1$. This shows that each matrix $M_i$ is hyperbolic and integer-like.

Lemma 4.4. Let $n^E$ be a Lie algebra with a decomposition $n^E = a \oplus b$ where $a$ is a maximal abelian factor of $n^E$. Then for any semi-simple automorphism $\phi \in \text{Aut}(n^E)$ there exists an automorphism $\varphi \in \text{Aut}(n^E)$ such that $(\varphi \phi \varphi^{-1})(a) = a$ and $(\varphi \phi \varphi^{-1})(g) = g$.

Proof. Let us write $b = Z(n^E) \cap [n^E, n^E]$. Since $\phi$ is an automorphism, it must preserve the center and the derived algebra and therefore also $b$. Using that $\phi$ is semi-simple, there exists a complementary subspace $\tilde{a}$ to $b$ in $Z(n^E)$ for which $\phi(\tilde{a}) = \tilde{a}$. Clearly $\tilde{a}$ is a maximal abelian factor of $n^E$. Since $n(g) = 0$, it follows that $\tilde{a} \cap g = \{0\}$ and thus that $n^E = \tilde{a} \oplus g$. Using again that $\phi$ is semi-simple, we get a subspace $h$ which is a complementary subspace to $Z(n^E)$ with $\phi(h) = h$. This gives the $\phi$-invariant decomposition

$$n^E = \tilde{a} \oplus b \oplus h.$$ 

An easy check shows that the subspace $\tilde{g}$ is an ideal of $n^E$. We now clearly get the isomorphisms of Lie algebras $\tilde{a} \approx a$ and $\tilde{g} \approx (a \oplus \tilde{g})/\tilde{a} \approx (\tilde{a} \oplus g)/\tilde{a} \approx g$. By applying these isomorphisms component-wise we get a map $\varphi : \tilde{a} \oplus \tilde{g} \to a \oplus g$ which is the automorphism on $n^E$ that we want.

Now we are ready to prove the main theorems of this section.

Theorem 4.5. Let $n^E$ be a Lie algebra with decomposition

$$n^E = a \oplus g_1 \oplus \ldots \oplus g_k$$

into factors with $g_i$ non-abelian and indecomposable and $a$ abelian. Then for any automorphism $\phi \in \text{Aut}(n^E)$ there exists an integer $l > 0$ and an automorphism $\tilde{\phi} \in \text{Aut}(n^E)$ which has the same characteristic polynomial as $\phi^l$ and such that $\phi(a) = a$ and $\tilde{\phi}(g_i) = g_i$ for all $1 \leq i \leq k$.

Proof. Since $\text{Aut}(n^E)$ is an linear algebraic group, the semi-simple part of $\phi$ is also an automorphism of $n^E$. It has the same characteristic polynomial as $\phi$ and thus we can assume that $\phi$ is semi-simple to start with.

Write $g = g_1 \oplus \ldots \oplus g_k$. It is clear that $a$ is a maximal abelian factor of $n^E$. From Lemma 4.3 we get an automorphism $\varphi \in \text{Aut}(n^E)$ such that $(\varphi \phi \varphi^{-1})(a) = a$ and $(\varphi \phi \varphi^{-1})(g) = g$. Therefore we get the well-defined restrictions $\phi_1 := (\varphi \phi \varphi^{-1})|_a$ and $\phi_2 := (\varphi \phi \varphi^{-1})|_g$. Lemma 4.2 then gives us an integer $l > 0$ such that $\phi_2 = \theta + \eta$ with $\theta$ an automorphism on $g$ such that $\theta(g_i) = g_i$ for all
1 \leq i \leq k$ and $\eta$ a linear map on $g$ such that $\eta(g) \subset Z(g)$ and $\eta([g, g]) = \{0\}$. Since $a$ is a maximal abelian factor of $n^E$ we must have $m(g) = 0$. By consequence $Z(g) \subset [g, g]$ and the map $\eta$ now also satisfies $\eta(g) \subset [g, g]$. Write $h$ for some complement of $[g, g]$ in $g$. The matrix representation of the maps $\theta$ and $\eta$ with respect to the direct sum $g = [g, g] \oplus h$ takes the form

$$\theta = \begin{pmatrix} \theta_{11} & \theta_{12} \\ 0 & \theta_{22} \end{pmatrix}, \quad \eta = \begin{pmatrix} 0 & \eta_{12} \\ 0 & 0 \end{pmatrix}.$$  

From this it follows that $\theta$ has the same characteristic polynomial as $\phi^1$. By consequence the automorphism $\phi$ defined by $\phi|_a = \phi^1_0$ and $\phi|_g = \theta$ has the same characteristic polynomial as $\phi^1$ and preserves every factor of the decomposition $n^E = a \oplus g_1 \oplus \ldots \oplus g_k$. This proves the theorem. 

Combining Theorem 4.6 with Lemma 4.3 gives us the result on the existence of Anosov automorphisms on a direct sum of indecomposable factors.

**Theorem 4.6.** Let $n^Q$ be a rational Lie algebra with a decomposition

$$n^Q = a \oplus g_1 \oplus \ldots \oplus g_k$$

into factors with $g_i$ non-abelian and indecomposable and $a$ abelian. The Lie algebra $n^Q$ is Anosov if and only if $\dim(a) \geq 2$ and every factor $g_i$ is Anosov.

**Proof.** Note that $a$ is Anosov if and only if $\dim(a) \geq 2$. Write $g_0$ for the abelian Lie algebra $a$. If $n^Q = \bigoplus_{i=0}^k g_i$ and every $g_i$ is Anosov with Anosov automorphism $A_i$ respectively, then the automorphism $\tilde{A}$ defined by $\tilde{A}|_{g_i} = A_i$ is Anosov on $n$.

Conversely, assume that $n$ is Anosov with Anosov automorphism $\tilde{A}$. Let $\tilde{A}$ be the automorphism we get from Theorem 4.5. It is clear that $\tilde{A}$ is also integer-like hyperbolic and thus an Anosov automorphism on $n^Q$ with $\tilde{A}(g_i) = g_i$ for all $0 \leq i \leq k$. Using Lemma 4.3 we get that $\tilde{A}|_{g_i}$ defines an Anosov automorphism on $g_i$ for all $0 \leq i \leq k$. In particular we get that $\dim(a) = \dim(g_0) \geq 2$. 

A similar result is obtained for expanding automorphisms.

**Theorem 4.7.** Let $n^E$ be a Lie algebra with a decomposition

$$n^E = a \oplus g_1 \oplus \ldots \oplus g_k$$

into factors with $g_i$ non-abelian indecomposable and $a$ abelian. The Lie algebra $n^E$ has a positive grading if and only if every factor $g_i$ has a positive grading.

**Proof.** Note that the existence of a positive grading on $n^E$ is equivalent to the existence of an expanding automorphism on $n^E$ and that an abelian Lie algebra always admits a positive grading, namely the trivial one. Assume each factor $g_i$ admits an expanding automorphism $\phi_i$. Write $g_0$ for the abelian Lie algebra $a$ and let $\phi_0$ be an expanding automorphism on $g_0$. The automorphism $\phi$ on $n^E$ defined by $\phi|_{g_i} = \phi_i$ for all $0 \leq i \leq k$ is an expanding automorphism on $n^E$.

Conversely, assume that $n^E$ admits an expanding automorphism $\phi$. Theorem 4.6 gives us an integer $l > 0$ and an automorphism $\phi$ with the same characteristic polynomial as $\phi^l$ and such that $\phi^l(g_i) = g_i$ for all $0 \leq i \leq k$. It is clear that each $\phi^l|_{g_i}$ is an expanding automorphism as well and thus that each $g_i$ has a positive grading. 

**Corollary 4.8.** For every dimension $n \geq 14$, there exists an Anosov Lie algebra $n^Q$ with no positive grading.

**Proof.** This follows immediately by considering the Lie algebra $m^Q_k \oplus Q^n - 12$, which satisfies the properties by Theorem 4.6 and 4.7. 

As another consequence, these results imply that an example of minimal dimension must be indecomposable, reducing the possibilities in the following sections.
5 Rank of Anosov automorphisms

By definition, the eigenvalues of an Anosov automorphism are algebraic units, with certain relations induced by the fact that they are eigenvalues of an automorphisms of the Lie algebra. Therefore it is important to study the multiplicative group generated by these eigenvalues. We will define the rank of an Anosov automorphism as the rank of this abelian group, i.e. the maximal number of $\mathbb{Z}$-independent elements. Using the rank will prove useful for constructing positive gradings on Lie algebras. We start by introducing some terminology, partially coming from [18]. Combining [18, Proposition 3.6.(2)] with Lemma 2.4 we obtain the following result.

This notion was first introduced in [18]. Combining [18, Proposition 3.6.(2)] with Lemma 2.4 we obtain the following result.

**Proposition 5.1.** Let $f$ be an irreducible Anosov polynomial of prime degree, then the roots of $f$ satisfy the full rank condition.

Note that there is also a lower bound on the rank of $f$, namely it has to be at least 1. If the rank of $f$ would be 0, then the group generated by the roots would be finite which implies that each $\lambda_i$ is a root of unity. This contradicts the fact that their absolute value has to be different from 1.

We can naturally extend the notion of rank to Anosov automorphisms by using their characteristic polynomial.

**Definition 5.2.** Let $A$ be an Anosov automorphism on a rational Lie algebra $n^\mathbb{Q}$. We define the rank of $A$ to be the rank of the multiplicative group generated by its eigenvalues.

Let $n^\mathbb{Q}$ be a nilpotent Anosov Lie algebra with Anosov automorphism $A$. We denote by $f$ the characteristic polynomial of $A$ and with $E$ the splitting field of $f$ over $\mathbb{Q}$. Since $\text{Aut}(n^\mathbb{Q})$ is a linear algebraic group, it contains the semi-simple and nilpotent part of its elements, and thus we can assume $A$ to be semi-simple, see also [13, Proposition 2.2.]. This gives a decomposition

$$n^\mathbb{Q} = n_1 \oplus \ldots \oplus n_c$$

of $n^\mathbb{Q}$ as a vector space such that $A(n_i) = n_i$ for all $1 \leq i \leq c$ and the $i$-th ideal of the lower central series of $n^\mathbb{Q}$, denoted by $\gamma_i(n^\mathbb{Q})$, is equal to $\gamma_i(n^\mathbb{Q}) = n_1 \oplus \ldots \oplus n_c$. Here $c$ denotes the nilpotency class of $n^\mathbb{Q}$. We write $n_i$ for the dimension of $n_i$ and define the type of $n^\mathbb{Q}$ to be the $c$-tuple $(n_1, \ldots, n_c)$.

Let us denote by $A_i : n_i \rightarrow n_i$ the restriction of $A$ to $n_i$. It is clear from Lemma 4.3 that each $A_i$ is also hyperbolic and integer-like. Let $f_i$ denote the characteristic polynomial of $A_i$ for all $1 \leq i \leq c$. Since $A$ is semi-simple, $n^E$ has a basis consisting of eigenvectors of $A$ which respect the decomposition $n^E = n_1^E \oplus \ldots \oplus n_c^E$. Let $X_1, \ldots, X_{n_1}$ be a basis of eigenvectors for $A_1$. Since the $i$-fold brackets of $X_1, \ldots, X_{n_1}$ span the subspace $n_i^E$, it follows from the fact that $A$ is an automorphism that the eigenvalues of $A_1$ are $i$-fold products of the eigenvalues of $A_1$. Therefore
the rank of \( A \) is actually equal to the rank of \( f_1 \). For the Anosov automorphism \( A \) we will write \( \phi_A := \phi_{f_1} \) as defined by equation (1). The Anosov automorphism \( A \) is said to be of full rank if \( f_1 \) satisfies the full rank condition.

**Lemma 5.3.** The rank of \( A \) is equal to the rank of \( A^k \) for every \( k > 0 \).

**Proof.** Consider the two morphisms \( \phi_A : \mathbb{Z}^{n_1} \to E \) and \( \phi_{Ak} : \mathbb{Z}^{n_1} \to E' \) as defined above where \( E \) and \( E' \) are the splitting fields of the characteristic polynomials of \( A \) and \( Ak \), respectively. It is clear that \( E' \subset E \) since the eigenvalues of \( Ak \) are \( k \)-powers of the eigenvalues of \( A \). Let \( \theta_k \) be the morphism from \( \mathbb{Z}^{n_1} \) to itself given by multiplication by \( k \), then we have \( \phi_{Ak} = \phi_A \circ \theta_k \). Since \( \theta_k \) is an injective morphism, it preserves \( \mathbb{Z} \)-linear independence. Therefore it follows that \( \text{rank}(\ker \phi_{Ak}) \leq \text{rank}(\ker \phi_A) \). On the other hand we also have that \( \ker \phi_A \subset \ker \phi_{Ak} \) which implies that \( \text{rank}(\ker \phi_A) = \text{rank}(\ker \phi_{Ak}) \). We conclude that the rank of an Anosov automorphism is invariant under taking non-zero powers. \( \blacksquare \)

During the remainder of this paper, we will often take powers of Anosov automorphisms to achieve stronger assumptions. For example, we will from now on always assume that the constant term of \( f_1 \) is equal to 1, by squaring \( A \) if necessary.

Consider the following morphism between abelian groups

\[
\psi : \mathbb{Z}^{n_1} \to \mathbb{Z} : (z_1, \ldots, z_{n_1}) \mapsto \sum_{i=1}^{n_1} z_i.
\]

For any Anosov automorphism \( A \), the image of \( \ker \phi_A \) under this map is a subgroup of \( \mathbb{Z} \). Therefore there exists a unique positive integer \( d_A \) such that \( \psi(\ker \phi_A) = d_A \cdot \mathbb{Z} \). In the special case where \( A \) has full rank, \( d_A \) equals \( n_1 \). The following theorem gives a restriction on the Lie algebra structure using this integer \( d_A \).

**Proposition 5.4.** Let \( A \) be an Anosov automorphism on the rational nilpotent Lie algebra \( \mathfrak{n}^\mathbb{Q} \) with corresponding decomposition \( \mathfrak{n}^\mathbb{Q} = \mathfrak{n}_1 \oplus \ldots \oplus \mathfrak{n}_c \). Then for all \( 1 \leq i, j \leq c \), we have that

\[
[n_i, n_j] \subset \bigoplus_{k \in \mathbb{N}} n_{i+j+k-d_A}
\]

where we set \( n_i = 0 \) if \( i > c \). By consequence we have that if \( c \leq d_A + 1 \), the Lie algebra \( \mathfrak{n}^\mathbb{Q} \) is positively graded.

**Proof.** Let \( A : \mathfrak{n}^\mathbb{Q} \to \mathfrak{n}^\mathbb{Q} \) be the Anosov automorphism for which \( A(n_i) = n_i \). We denote the splitting field of the characteristic polynomial of \( A \) by \( E \) and the roots by \( \lambda_1, \ldots, \lambda_{n_1} \). Then \( A \) has a basis of eigenvectors in \( \mathfrak{n}^E = E \otimes \mathfrak{n}^E \) and since the subspaces \( \mathfrak{n}^F = E \otimes \mathfrak{n}^F \) are invariant under \( A \), it follows that we can choose a basis of eigenvectors that respects the direct sum \( \mathfrak{n}^E = \mathfrak{n}_1^E \oplus \ldots \oplus \mathfrak{n}_c^E \).

Now take any two of these eigenvectors \( X, Y \) with \( X \in \mathfrak{n}_i^E \) and \( Y \in \mathfrak{n}_j^E \). If their bracket \([X,Y]\) is non-zero, it is again an eigenvector of \( A \). Define \( \mathcal{I} \) as the set of all integers \( m \) with \( 1 \leq m \leq c \) such that the eigenvalue of \([X,Y]\) is an eigenvalue of \( A_m \). Now take an \( m \in \mathcal{I} \).

Since the eigenvalues of \( A \) are \( i \)-fold products of the \( \lambda_i \)'s, there exist non-negative integers \( e_1, \ldots, e_{n_1}, f_1, \ldots, f_{n_1}, g_1, \ldots, g_{n_1} \) with \( \sum_{i=1}^{n_1} e_i = k, \sum_{i=1}^{n_1} f_i = l \) and \( \sum_{i=1}^{n_1} g_i = m \) such that the eigenvalues of \( X, Y \) and \([X,Y]\) are given by \( \prod_{i=1}^{n_1} \lambda_i^{e_i} \), \( \prod_{i=1}^{n_1} \lambda_i^{f_i} \) and \( \prod_{i=1}^{n_1} \lambda_i^{g_i} \), respectively. Since \( A \) is an automorphism of \( \mathfrak{n}^\mathbb{Q} \), we must have that the product of the eigenvalues of \( X \) and \( Y \) is equal to the eigenvalue of \([X,Y]\). This implies that

\[
\left( \prod_{i=1}^{n_1} \lambda_i^{e_i} \right) \cdot \left( \prod_{i=1}^{n_1} \lambda_i^{f_i} \right) = \prod_{i=1}^{n_1} \lambda_i^{g_i} \quad \Rightarrow \quad \prod_{i=1}^{n_1} \lambda_i^{e_i+f_i-g_i} = 1.
\]
By consequence \((e_1 + f_1 - g_1, \ldots, e_n + f_n - g_n) \in \ker \phi_A\) and so we know that its image under \(\psi\) is a multiple of \(d_A\). This gives that \(m = k + l + r \cdot d_A\) for some \(r \in \mathbb{Z}\). Since \(m\) was chosen arbitrarily in \(I\), we know that \(I \subseteq \{k + l + r \cdot d_A | r \in \mathbb{Z}\}\). Therefore we must have that \([X, Y]\) lies in the direct sum \(\bigoplus_{r \in \mathbb{Z}} n^{E}_{k+l+r \cdot d_A}\), where we set \(n^{E}_{0} = 0\) for \(i < 1\) or \(i > c\). As the eigenvectors \(X \in n^{E}_k\) and \(Y \in n^{E}_l\) were arbitrary, it follows that \([n^{E}_k, n^{E}_l] \subseteq \bigoplus_{r \in \mathbb{Z}} n^{E}_{k+l+r \cdot d_A}\). From this we get that the same holds for the rational spaces \(n_i\) and because \([n_i, n_j] \subseteq \gamma_{k+l}(n^0_i)\), the direct sum only needs to run over non-negative integers \(r\). This gives

\[\tag{2}\]

\([n_k, n_l] \subseteq \bigoplus_{r \in \mathbb{N}} n_{k+l+r \cdot d_A}\].

Now, if we assume in addition that \(c \leq d_A + 1\), then we have for any \(1 \leq k, l \leq c\) that \(n_{k+l+r \cdot d_A} = 0\) for \(r > 0\). Therefore Equation (2) becomes \([n_k, n_l] \subseteq n_{k+l}\) which shows that in this case \(n^0 = n_1 \oplus \ldots \oplus n_c\) is a positive grading for \(n^0\).

Using tools of Galois theory, we find more information about the rank of an Anosov automorphism. After ordering the roots of an irreducible polynomial of degree \(n\), the Galois group of its splitting field \(E\) can be seen as a subgroup of \(S_n\) as explained in Section 2.2. For any finite set \(X\) we write \(S_X\) for the permutation group on \(X\). It is clear that if \(X \subseteq \{1, \ldots, n\}\) there is a natural inclusion of \(S_X\) in \(S_n\) by extending a permutation of \(X\) by the identity on the complement. The following lemma from [13] Lemma 3.7] gives more information about the subgroup of \(\text{Gal}(E, \mathbb{Q})\) that fixes a certain element of \(E\). We recall the proof for completeness.

**Lemma 5.5.** Let \(f\) be an irreducible Anosov polynomial which satisfies the full rank condition. Let \(E\) denote the splitting field of \(f\) and \(\lambda_1, \ldots, \lambda_n\) its roots. Consider an element \(\mu = \lambda_1^{e_1} \cdot \ldots \cdot \lambda_n^{e_n}\) with \(e_i \in \mathbb{N}\) and a corresponding equivalence relation \(\sim\) on \(I := \{1, \ldots, n\}\) defined by \(i \sim j \Leftrightarrow e_i = e_j\). Then we have

\[\text{Aut}(E, \mathbb{Q}(\mu)) \leq \bigoplus_{[i] \in I/\sim} S_{[i]}\].

By consequence if \(\mu \neq \pm 1\), \(\text{Aut}(E, \mathbb{Q}(\mu))\) does not act transitively on the roots \(\lambda_1, \ldots, \lambda_n\).

**Proof.** Take any \(\sigma \in \text{Aut}(E, \mathbb{Q}(\mu))\), so \(\sigma\) fixes \(\mu\) and we have

\[\sigma(\lambda_1^{e_1} \cdot \ldots \cdot \lambda_n^{e_n}) = \lambda_1^{\sigma(e_1)} \cdot \ldots \cdot \lambda_n^{\sigma(e_n)}
\Rightarrow \lambda_1^{\sigma(e_1)} \cdot \ldots \cdot \lambda_n^{\sigma(e_n)} = \lambda_1^{e_1} \cdot \ldots \cdot \lambda_n^{e_n}
\Rightarrow \lambda_1^{e_{\sigma^{-1}(1)} - e_1} \cdot \ldots \cdot \lambda_n^{e_{\sigma^{-1}(n)} - e_n} = 1.\]

Since the \(\lambda_i\) have full rank, this implies that

\[e_{\sigma^{-1}(1)} - e_1 = \ldots = e_{\sigma^{-1}(n)} - e_n.\]

Then let \((i_1 \cdots i_k)\) be any of the disjoint cycles of \(\sigma\) seen as an element of \(S_n\). Then it follows from equation (3) that \(e_{i_1} = \ldots = e_{i_k}\). So \(i_1, \ldots, i_k \in [i]\) and by consequence \((i_1 \cdots i_k) \in S_{[i]}\).

We thus see that \(\sigma\) is a composition of elements which each lie in some \(S_{[i]}\) and thus this proves the claim.

For the last statement, we know that if \(\text{Aut}(E, \mathbb{Q}(\mu))\) acts transitively, it must hold that \(i \sim j\) for all \(i\) and \(j\) and thus that \(e_i = e_j\) for all \(i\) and \(j\). In particular, we have that \(\mu = (\lambda_1 \cdot \ldots \cdot \lambda_n)^{\epsilon_1} = (\pm 1)^{\epsilon_1} = \pm 1\).

We can now use this lemma to prove the following proposition [13 Corollary 3.9.], which gives us more information about the type of an Anosov Lie algebra.
Proposition 5.6. Let \( n^\mathbb{Q} \) be a nilpotent Lie algebra with \( n_1 \) prime and \( A : n^\mathbb{Q} \to n^\mathbb{Q} \) an Anosov automorphism of full rank. Then \( n_1 \) divides \( n_i \) for all \( 2 \leq i \leq c \).

Proof. Write \( f_i \) for the characteristic polynomial of \( A_i \). Since \( f_1 \) satisfies the full rank condition, it is irreducible as well. By Lemma 5.4 there exists an ordering of the roots of \( f_i \), say \( \lambda_1, \lambda_2, \ldots, \lambda_{n_1} \) and an element \( \sigma \) of order \( n_1 \) which corresponds to the permutation \( \langle 12 \ldots n_1 \rangle \) on these roots. Each \( f_i \) can be written as a product of its irreducible factors \( f_i = g_{i1} \cdot g_{i2} \cdot \ldots \cdot g_{ik} \). Let \( M_{ij} \) denote the set of roots of the polynomial \( g_{ij} \). It is clear that \( \text{Gal}(\mathbb{E}, \mathbb{Q}) \) has an action on this set and that \( |M_{ij}| = \deg g_{ij} \). Now take an element \( \mu \in g_{ij} \). By Lemma 5.4 we know that \( \sigma \) cannot be an element of \( \text{Aut}(\mathbb{E}, \mathbb{Q}(\mu)) \), meaning that \( \sigma(\mu) \neq \mu \). The orbit of \( \mu \) under the subgroup of \( \text{Gal}(\mathbb{E}, \mathbb{Q}) \) generated by \( \sigma \), written \( (\sigma) \) must therefore count at least two elements. Since \( \sigma \) has prime order, the orbit stabilizer theorem then tells us that this orbit counts exactly \( n_1 \) elements. This proves that all the orbits under \( (\sigma) \) in \( M_{ij} \) count \( n_1 \) elements. Since these orbits form a partition of \( M_{ij} \), this proves that \( n_1 | M_{ij} = \deg g_{ij} \). By consequence \( n_1 | \deg f_i = n_i \) for all \( 2 \leq i \leq c \). \( \square \)

The final lemma shows that we can assume that the irreducible components of Anosov polynomials of rank 1 have degree 2 by taking a finite power.

Lemma 5.7. Let \( A \) be an Anosov automorphism of rank one. Up to taking a power of \( A \) its characteristic polynomial is a product of Anosov polynomials of degree 2.

Proof. Let \( g \) be an irreducible factor of \( f \). It follows that \( g \) is Anosov of rank 1 as well. Let \( \lambda_1, \ldots, \lambda_k \) be the roots of \( g \). Since they generate an abelian group of rank 1, there exist non-zero integers \( e_i \) such that

\[
\lambda_1^{e_1} = \lambda_2^{e_2} = \ldots = \lambda_n^{e_n}.
\]

Since \( g \) is irreducible, there exists for each index \( 2 \leq i \leq n \) a field automorphism \( \sigma_i \) in the Galois group of \( g \) over \( \mathbb{Q} \) such that \( \sigma_i(\lambda_1) = \lambda_i \). This implies that \( \sigma_i(\lambda_1^{e_1}) = \lambda_i^{e_i} = \lambda_1^{e_1} \). Write \( s_i \) for the order of \( \sigma_i \), then it follows that

\[
\lambda_1^{(e_1)^{s_i}} = \sigma_i^{s_i} \left( \lambda_1^{(e_1)^{s_i}} \right) = \lambda_1^{(e_1)^{s_i}}.
\]

Since \( \lambda_1 \) has absolute value different from 1 we must have that \( (e_1)^{s_i} = (e_1)^{s_i} \) and thus that \( e_1 = \pm e_i \). Note that we can assume \( e_1 = 1 \) after taking the \( e_1 \)-th power of \( A \) if necessary. This can be done for every irreducible factor of \( f \) since there are only finitely many of them. By consequence we get that the roots of \( g \) all lie in the set \( \{ \lambda_1, \lambda_1^{-1} \} \). This shows that the degree of \( g \) is 2 since it is irreducible and thus must have distinct roots. We conclude that \( f \) is a product of degree 2 Anosov polynomials. \( \square \)

6 Positive gradings on Anosov Lie algebras

In this section, we use the notation and the results of the previous section to prove that every nilpotent Anosov Lie algebra \( n^\mathbb{Q} \) of dimension strictly less than 12 admits a positive grading. On the level of nilmanifolds, this implies that a nilmanifold which admits an Anosov diffeomorphism but no expanding map must have dimension at least 12. Since an Anosov diffeomorphism on an infra-nilmanifold lifts to one on the covering nilmanifold and the existence of expanding maps on infra-nilmanifolds only depends on the covering nilpotent Lie group, we find that this generalizes to infra-nilmanifolds as well. At the end of this section we will thus have proved the following.

Theorem 6.1. Every infra-nilmanifold of dimension < 12 which admits an Anosov diffeomorphism also admits an expanding map.

We divide the proof into separate cases, depending on the value of \( n_1 \) of the type \( (n_1, \ldots, n_c) \) of the Lie algebra. Since every 2-step nilpotent Lie algebra is positively graded, we only need to
Proposition 5.1 implies that $n(1 + \text{possibly adding an integer multiple of } 1)$.

Proof. Since $\ker \phi$ has rank $k$, we immediately have the following result.

Proposition 6.2. Let $\mathfrak{n}^{\mathbb{Q}}$ be a nilpotent Anosov Lie algebra with $n_1 = 3$ and $\dim \mathfrak{n}^{\mathbb{Q}} \leq 12$, then $\mathfrak{n}$ has a positive grading.

Proof. It is clear that $f_1$ is irreducible since linear factors give an eigenvalue equal to $\pm 1$. Therefore Proposition 6.1 implies that $f_1$ satisfies the full rank condition. Using Proposition 5.6 we know that $3 \mid n_i$ for all $2 \leq i \leq c$ and thus that $\dim \mathfrak{n}^{\mathbb{Q}} \geq 3 \cdot c$. By our assumption on the dimension of $\mathfrak{n}$ we thus have that $c \leq 4$. At last we use Proposition 5.4 to conclude that $\mathfrak{n}^{\mathbb{Q}}$ has a positive grading.

6.1 Case $n_1 = 3$

Since in this case, every Anosov automorphism is of full rank, we immediately have the following result.

Proposition 6.2. Let $\mathfrak{n}^{\mathbb{Q}}$ be a nilpotent Anosov Lie algebra with $n_1 = 3$ and $\dim \mathfrak{n}^{\mathbb{Q}} \leq 12$, then $\mathfrak{n}$ has a positive grading.

Proof. It is clear that $f_1$ is irreducible since linear factors give an eigenvalue equal to $\pm 1$. Therefore Proposition 6.1 implies that $f_1$ satisfies the full rank condition. Using Proposition 5.6 we know that $3 \mid n_i$ for all $2 \leq i \leq c$ and thus that $\dim \mathfrak{n}^{\mathbb{Q}} \geq 3 \cdot c$. By our assumption on the dimension of $\mathfrak{n}$ we thus have that $c \leq 4$. At last we use Proposition 5.4 to conclude that $\mathfrak{n}^{\mathbb{Q}}$ has a positive grading.

6.2 Case $n_1 = 4$

For this case, we will make a distinction according to the rank of the Anosov automorphism. This gives us more information about the eigenvalues by the following proposition.

Proposition 6.3. Let $\mathfrak{n}^{\mathbb{Q}}$ be a nilpotent Anosov Lie algebra of type $(4, n_2, \ldots, n_c)$ and let $\lambda_1, \lambda_2, \lambda_3, \lambda_4$ be the eigenvalues of $A_1$. Then, up to replacing $A$ by some power of $A$ and reordering the roots, we either have:

(i) $A$ has full rank and $d_A = 4$;

(ii) $A$ has rank 2, the eigenvalues satisfy $\lambda_1 = \lambda_2^{-1}, \lambda_3 = \lambda_4^{-1}$ and $d_A = 2$; or

(iii) $A$ has rank 1 and the eigenvalues satisfy $\lambda_1 = \lambda_2^{-1}, \lambda_3 = \lambda_4^{-1}, \lambda_l = \lambda_h$ with $l, k$ non-zero integers which are coprime. If $k + l$ is even then $d_A = 2$, otherwise $d_A = 1$.

Proof. As usual, let $f_1$ denote the characteristic polynomial of $A_1$. If $A$ has full rank, then it is clear that $d_A = 4$ since $\ker \phi_A = \mathbb{Z} \cdot (1, 1, 1, 1)$.

If $A$ has rank 2, we get that $\ker(ker \phi_A) = 2$. We first consider the case when $f_1$ is reducible. Under this assumption, $f_1$ factors into two irreducible polynomials of degree 2 since it does not have linear factors and thus $\lambda_1 = \lambda_2^{-1}$ and $\lambda_3 = \lambda_4^{-1}$. Now consider the case when $f_1$ is irreducible. Since $\ker(ker \phi_A) = 2$, there exists an element $(z_1, z_2, z_3, z_4) \in \ker \phi_A$ linearly independent from $(1, 1, 1, 1)$. This implies that not all $z_i$ are equal. Up to some permutation of the indices and possibly adding an integer multiple of $(1, 1, 1, 1)$, we may also assume that $z_1 \geq z_2 \geq z_3 \geq z_4 = 0$. Since $f_1$ is irreducible, there exists an element $\sigma$ in its Galois group such that $\sigma(\lambda_3) = \lambda_4$. It follows that $(z_{\sigma(1)}, z_{\sigma(2)}, 0, z_{\sigma(4)})$ is also an element of $\ker \phi_A$. Since $\ker(ker \phi_A) = 2$, there exist integers $r, s, t$ such that

$$r(z_{\sigma(1)}, z_{\sigma(2)}, 0, z_{\sigma(4)}) = s(1, 1, 1, 1) + t(z_1, z_2, z_3, 0).$$

Note that this implies that either $z_{\sigma(1)} \geq z_{\sigma(2)} \geq 0 \geq z_{\sigma(4)}$ or $z_{\sigma(1)} \leq z_{\sigma(2)} \leq 0 \leq z_{\sigma(4)}$, depending on the sign of the integer $r \cdot t$. But since we also had $z_i \geq 0$ for all $i$, this gives that at least two of the $z_i$ are zero. This shows that there is, again up to permutation of the indices, an element in the kernel of the form $(u, -v, 0, 0)$ with $u > 0, v < 0$ integers and therefore $\lambda^n_u = \lambda^n_v$. Since $f_1$ was
assumed to be irreducible, there is an element $\tau$ in the Galois group of $f_1$ such that $\tau(\lambda_1) = \lambda_2$. Therefore we get that $\tau(\lambda_1^q) = (\lambda_1^q)^\tau = \lambda_2^q = \lambda_2^q$. Let $|\tau|$ denote the order of $\tau$. We get that

$$\lambda_1^{q|\tau|} = \tau(\lambda_1^{q|\tau|}) = \lambda_2^{q|\tau|}.$$  

Since $|\lambda_1| \neq 1$ this implies that $q = -v$ and thus that $\lambda_1^q = \lambda_2^{-v}$. We can then assume that $u = 1$ after taking the $u$-th power of the automorphism $A$ if necessary. So in both the reducible as the irreducible case, we get that $\lambda_1 = \lambda_2^{-1}$ and $\lambda_3 = \lambda_4^{-1}$, up to taking a power of $A$. Combined with the assumption that $\text{rank}(\ker \phi_A) = 2$, this implies that $\ker \phi_A$ is generated by the elements $(1,1,0,0)$ and $(0,0,1,1)$, showing that $d_A = 2$.

If $A$ has rank 1, Lemma[5,7] tells us that, by taking a power of $A$ if necessary, we can assume that $f_1$ is the product of two Anosov polynomials of degree 2. This shows that up to changing the indices of the roots, $\lambda_1 = \lambda_2^{-1}$ and $\lambda_3 = \lambda_4^{-1}$. Since $A$ has rank 1, there must also be integers $l'$ and $k'$ such that $\lambda_1^{l'} = \lambda_2^{k'}$. If $m$ denotes the greatest common divisor of $k'$ and $l'$ it is clear that after taking the $m$-th power of $A$, the roots satisfy $\lambda_1 = \lambda_2^{-1}$, $\lambda_3 = \lambda_4^{-1}$ and $\lambda_1^k = \lambda_2^k$ with $k = k'/m$ and $l = l'/m$ coprime. Since $\text{rank}(\ker \phi_A) = 3$ it follows that every element $(z_1, \ldots, z_4)$ in $\ker \phi_A$ must satisfy $l_1 z_1 + l_2 z_2 - k_3 z_3 + k_4 z_4 = 0$. This implies that $l(z_1 + z_2 + z_3 + z_4) = 2l z_2 + (k+l) z_3 + (l-k) z_4$. If $k + l$ is even, then $l - k$ is even and $l$ is odd. By consequence $z_1 + z_2 + z_3 + z_4$ is even and $d_A = 2$. If $k + l$ is odd, then $d_A$ can not be even since $k + l \in d_A \cdot Z$. We also have that $\psi(1,1,0,0) = 2 \in d_A \cdot Z$ and thus it follows that $d_A = 1$.

This result tells us more about the possible Galois groups of an Anosov polynomial $f$ of degree 4. Let $\lambda_1, \ldots, \lambda_4$ denote the roots of $f$. If $f$ is reducible, it factors as two irreducible Anosov polynomials of degree 2. Since the Galois group can only permute the roots of each factor separately, we get that it is either isomorphic to $Z_2$ or to $Z_2 \oplus Z_2$. If $f$ is irreducible, but does not satisfy the full rank condition, Proposition[5,2] tells us the relations $\lambda_1^k = \lambda_2^{-k}$ and $\lambda_3^k = \lambda_4^{-k}$ must hold for some integer $k > 0$. If the Galois group of $f$ contains an element $\sigma$ of order 3, then without loss of generality its action on the roots of $f$ is given by $\sigma(\lambda_1) = \lambda_2$, $\sigma(\lambda_2) = \lambda_3$, $\sigma(\lambda_3) = \lambda_1$ and $\sigma(\lambda_4) = \lambda_4$. This gives that

$$\lambda_1^k = \sigma(\lambda_3^k) = \sigma^2(\lambda_1^{-k}) = \sigma^2(\lambda_2^{-k}) = \sigma^2(\lambda_3^{-k}) = \lambda_2^k = \lambda_1^{-k}.$$  

This contradicts the fact that $\lambda_1$ has absolute value different from 1. By consequence there are no elements of order three in the Galois group of $f$, thus implying that it is isomorphic to either the cyclic group $Z_4$, the Klein-four group $K_4$, or the dihedral group $D_4$ of order eight. We summarized this in Table[1] below. We included the Anosov polynomials of degree two and three as well for completeness.

| deg | full rank | irreducible | Galois group | order |
|-----|-----------|-------------|--------------|-------|
| 2   | yes       | yes         | $Z_2$        | 2     |
| 3   | yes       | yes         | $Z_4, S_3$   | 3, 6  |
| 4   | yes       | yes         | $Z_4, K_4, D_8, A_4, S_4$ | 4, 8, 12, 24 |
| 4   | no        | no          | $Z_4, K_4, D_8$ | 4, 8  |
| 4   | no        | no          | $Z_2, Z_2 \oplus Z_2$ | 2, 4  |

Table 1: Possible Galois groups of Anosov polynomials up to degree 4.

This now gives the following information about the type;

**Proposition 6.4.** Let $f$ be an Anosov polynomial of degree 4 with roots $\lambda_1, \lambda_2, \lambda_3, \lambda_4$ and let $e_1, e_2, e_3, e_4 \in Z$ such that $\mu = \lambda_1^{e_1} \lambda_2^{e_2} \lambda_3^{e_3} \lambda_4^{e_4}$ is not a rational number. Then the minimal polynomial of $\mu$ over $Q$ has even degree.

**Proof.** Let $G$ denote the Galois group of $E$. If the order of $G$ is a power of 2, the orbit stabilizer theorem tells us that the orbit of $\mu$ under the action of $G$ must have either 1 element or an even
number of elements. The former is not possible since it implies $\mu$ is rational. Therefore we conclude that the minimal polynomial of $\mu$ has an even number of roots and thus has even degree. Hence we only need to prove the statement in the case where the order of $G$ is not a power of 2.

From Table 1 it follows that this only occurs when $f_1$ satisfies the full rank condition and $G$ is isomorphic to either $A_4$ or $S_4$. Again arguing as before we find by the orbit stabilizer theorem that the orbit of $\mu$ under the action of $G$ either has 3 or an even number of elements. In the latter case we are done so assume the orbit counts 3 elements. This implies that the minimal polynomial of $\mu$, which we denote by $g$, has degree 3. The Galois group of $E$ over the splitting field of $g$ over $\mathbb{Q}$, denoted as $\text{Gal}(E, \mathbb{Q}(g))$, is a strictly smaller normal subgroup of $G$. For $S_4$ these subgroups are up to automorphism given by $A_4, K_4, \{1\}$ and for $A_4$ they are given by $K_4, \{1\}$. Note that $\text{Gal}(E, \mathbb{Q}(g)) \subset \text{Aut}(E, \mathbb{Q}(\mu))$ can not be a transitive subgroup of $S_4$ by Lemma 7.3. This leaves us only with the case $\text{Gal}(E, \mathbb{Q}(g)) = \{1\}$, which in turn implies $\mathbb{Q}(g) = E$. This is impossible since by our assumption $g$ had degree 3 and thus $[\mathbb{Q}(g) : \mathbb{Q}] \leq 6$ whereas $|E : \mathbb{Q}| \geq 12$.

By using our techniques, we find a new and shorter proof of [18, Theorem 1.3].

**Corollary 6.5.** If $n^\mathbb{Q}$ is an Anosov Lie algebra of type $(4, n_2, \ldots, n_c)$, then $2|n_i$ for all $2 \leq i \leq c$.

**Proof.** Let $f_i$ denote the characteristic polynomial of $A_i$. It is clear that $f_1$ is an Anosov polynomial of degree 4. The roots of $f_1$ are i-fold products of the roots of $f_1$. They are also not rational since the only rational algebraic units are 1 and $-1$ which have absolute value equal to 1 contradicting the hyperbolicity of $A$. Using Proposition 6.3 we get that the irreducible factors of each $f_i$ must be of even degree and thus each $f_i$ has even degree itself. This shows that $n_i$ is even for all $2 \leq i \leq c$.

This leads to the main result about Anosov Lie algebras of type $(4, n_c)$.

**Proposition 6.6.** Let $n^\mathbb{Q} = n_1 \oplus \ldots \oplus n_c$ be a nilpotent Anosov Lie algebra with $n_1 = 4$ and $\dim n < 12$, then $n^\mathbb{Q}$ has a positive grading.

**Proof.** Since 2-step nilpotent Lie algebras always have a positive grading, we will only consider Lie algebras of nilpotency class at least 3. Let $f_1$ be the characteristic polynomial of $A_1$ and $E$ its splitting field over $\mathbb{Q}$. Let $X_1, \ldots, X_4 \in n_1^\mathbb{Q}$ be a basis of eigenvectors of $A_1$ with eigenvalues $\lambda_1, \ldots, \lambda_4$, respectively. If these roots have full rank, then $n^\mathbb{Q}$ is positively graded by Proposition 6.3 where we keep in mind that $\dim n^\mathbb{Q} < 12$, so we focus on the case when $\lambda_1, \ldots, \lambda_4$ do not have full rank. We can assume by Proposition 6.3 that $\lambda_1 = \lambda_2^{-1}$ and $\lambda_3 = \lambda_4^{-1}$. Let us write for simplicity $\lambda_1 = \lambda$ and $\lambda_3 = \mu$, then the eigenvalues of $A_1$ take the form $\lambda, \lambda^{-1}, \mu, \mu^{-1}$. From here on we prove the statement separately for each possible type. Recall that by Corollary 6.3 all $n_i$ are even, leading to four possibilities for the type.

- **Type $(4, 4, 2)$:** We have that $n_2^\mathbb{Q}$ is spanned by the vectors $\{[X_i, X_j] \mid 1 \leq i < j \leq 4\}$. The brackets $[X_1, X_2]$ and $[X_3, X_4]$ have to be zero, since if this is not the case they are eigenvectors of $A$ with eigenvalues $\lambda^{-1} = 1$ and $\mu^{-1} = 1$, respectively. This would contradict the hyperbolicity of $A$. Because $\dim n_2 = 4$ it follows that a basis for $n_2^\mathbb{Q}$ can be given by the vectors $[X_1, X_3]$, $[X_2, X_4]$, $[X_1, X_4]$ and $[X_2, X_3]$. Therefore we have that $[n_1, n_1] \subset n_2$, which implies that $n = n_1 \oplus n_2 \oplus n_3$ is a positive grading for $n^\mathbb{Q}$.

- **Type $(4, 2, 4)$:** The eigenvalues of $A_2$ must be 2-fold products of the eigenvalues of $A_1$. Without loss of generality we can assume that one eigenvalue of $A_1$ is given by $\lambda \mu$. It follows that the other eigenvalue of $A_1$ is the inverse namely $\lambda^{-1} \mu^{-1}$. The brackets $[X_2, X_3]$ and $[X_1, X_4]$ must lie in $\gamma_3(n^\mathbb{Q})$, since otherwise their eigenvalues given by $\lambda^{-1} \mu$ and $\lambda \mu^{-1}$, respectively, must equal one of the two eigenvalues of $A_2$ which gives either that $\mu^2 = 1$ or that $\lambda^2 = 1$, a contradiction. We also know that $[X_1, X_2] = 0$ and $[X_3, X_4] = 0$ since otherwise these would be eigenvectors with eigenvalue 1. Therefore it is clear that a basis of eigenvectors of $A_2$ is given by $Y_1 := [X_1, X_3]$ and $Y_2 := [X_2, X_4]$.
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The eigenvectors of $A_3$ can be written as a linear combination of the elements $[X_i, Y_j]$. Using the Jacobi identity we get that

$$[X_2, Y_1] = [X_1, [X_2, X_3]] + [X_3, [X_2, X_2]] = 0,$$

$$
\in \gamma_3(n^E)
$$

$$[X_4, Y_1] = [X_1, [X_4, X_3]] + [X_3, [X_4, X_2]] = 0,$$

$$
\in \gamma_3(n^E)
$$

$$[X_4, Y_2] = [X_2, [X_4, X_3]] + [X_3, [X_4, X_2]] = 0,$$

$$
\in \gamma_3(n^E)
$$

This gives that $[X_1, Y_1], [X_3, Y_1], [X_2, Y_2]$ and $[X_4, Y_2]$ form a basis of eigenvectors for $A_3$. Its eigenvalues are therefore given by $\lambda^2 \mu, \lambda \mu^2, \lambda^{-2} \mu^{-1}$ and $\lambda^{-1} \mu^{-2}$, respectively.

We know that $[X_2, X_3], [X_1, X_4] \in n_3^E$. If they are non-zero then they must be eigenvectors of $A_3$ and thus this gives one of the following equalities:

$$\lambda^{-1} \mu = \begin{cases} 
\lambda^2 \mu^2 & \Rightarrow \lambda^3 = 1 \\
\lambda^2 \mu^2 & \Rightarrow \lambda^2 = 1 \\
\lambda^2 \mu & \Rightarrow \lambda^2 \mu = 1 \\
\lambda^{-2} \mu^{-1} & \Rightarrow \lambda \mu^2 = 1 \\
\lambda^{-1} \mu^{-2} & \Rightarrow \mu^3 = 1
\end{cases}, \quad \begin{cases} 
\lambda^2 \mu & \Rightarrow \lambda^3 = 1 \\
\lambda^2 \mu^2 & \Rightarrow \mu^3 = 1 \\
\lambda^2 \mu^2 & \Rightarrow \lambda \mu^2 = 1 \\
\lambda^{-2} \mu^{-1} & \Rightarrow \lambda \mu = 1 \\
\lambda^{-1} \mu^{-2} & \Rightarrow \mu = 1
\end{cases}$$

which gives in each case a contradiction, either because $\lambda$ or $\mu$ would be a root of unity or because an eigenvalue of $A_3$ would be equal to 1. So we must conclude that $[X_2, X_3] = [X_1, X_4] = 0$. By consequence $[n_1, n_1] \subset n_2$ and thus the decomposition $n = n_1 \oplus n_2 \oplus n_3$ gives a positive grading.

**Type (4, 2, 2):** Just as in the previous case, we find that $Y_1 := [X_1, X_3]$ and $Y_2 := [X_2, X_4]$ form a basis of eigenvectors for $A_2$, with eigenvalues $\lambda \mu$ and $\lambda^{-1} \mu^{-1}$, respectively. Moreover, an identical argument as before shows that $[X_2, Y_1] = [X_4, Y_1] = [X_1, Y_2] = [X_3, Y_2] = 0$, implying that the eigenvalues on $n_3^E$ are, by interchanging $\lambda$ and $\mu$ if necessary, of the form $\lambda^2 \mu^2, \lambda^{-2} \mu^{-1}$, with corresponding eigenvectors $Z_1 := [X_1, Y_1]$ and $Z_2 := [X_2, Y_2]$.

If $[X_1, X_4]$ is non-zero, it is an eigenvector for eigenvalue $\lambda \mu^{-1}$, which is different from $\lambda^{-2} \mu^{-1}$ because otherwise $\lambda$ would have absolute value 1. In particular, $[X_1, X_4] = a [X_1, Y_1]$ for some $a \in E$. By replacing the vector $X_4$ by $X_4 - aY_1$, which is again an eigenvector for the same eigenvalue, we get that $[X_1, X_4] = 0$, but with all the other relations identical. Similarly, we can replace $X_3$ to achieve $[X_2, X_3] = 0$, showing that $[n_1^E, n_2^E] = n_2^E$ and thus realizing a positive grading $n_1^E \oplus n_2^E \oplus n_3^E$ for $n^E$, which in turn implies $n^G$ admits a positive grading. In fact, this argument shows that $n^E$ is a direct sum of two filiform Lie algebras, one generated by the elements $X_1, X_3$ and the other by $X_2, X_4$. Note that if $[X_3, Y_1]$ is non-zero, it is an eigenvector of eigenvalue $\lambda^2 \mu$, which must be different from $\lambda^{-2} \mu^{-1}$ and thus $[X_3, Y_1] = b[X_1, Y_1]$ for $b \in E$. By replacing $X_3$ by $X_3 - bX_1$, we can thus assume that $[X_3, Y_1] = 0$. Similarly, we realize the assumption $[X_4, Y_2] = 0$.

**Type (4, 2, 2):** We use the same notations and basis for the spaces $n_1^E \oplus n_2^E \oplus n_3^E$ as for type (4, 2, 2), in particular with the property that $[X_1, X_4] \in n_2^E$ and $[X_2, X_3] \in n_3^E$. By using the Jacobi identity, we see that $[X_2, Z_1] = [X_3, Z_1] = [X_4, Z_1] = [X_3, Z_2] = [X_1, Z_2] = [X_3, Z_2] = 0$. In particular, a basis of eigenvectors for $A_4$ is given by $[X_1, Z_1]$ and $[X_2, Z_2]$ with eigenvalues $\lambda^3 \mu$ and $\lambda^{-3} \mu^{-1}$. Now, if $[X_1, X_4]$ is non-zero, it lies in $n_3$ and has eigenvalue $\lambda^{-1} \mu^{-1}$ which is different from $\lambda^{-3} \mu^{-1}$. In particular, $[X_1, X_4] = a [X_1, Z_1]$ for some $a \in E$, and thus by replacing $X_4$ by $X_4 - aZ_1$ we get that $[X_1, X_4] = 0$. In a similar fashion, we can assume $[X_2, X_3] = 0$ and thus $[n_1, n_1] = n_2$, showing that the decomposition $n_1^E \oplus n_2^E \oplus n_3^E \oplus n_4^E$
gives a positive grading for \( n^E \). In fact, we have shown that \( n^E \) is a direct sum of two filiform Lie algebras.

Due to the proof for Anosov Lie algebras of type \((4, 2, 2)\) and \((4, 2, 2, 2)\), one might conjecture that for every Anosov Lie algebra \( n^Q \) of type \((4, 2, \ldots, 2)\) it holds that \( n^E \) is isomorphic to the direct sum of two filiform Lie algebras. The family of examples in Section 6.3 shows that this is not the case, since they have no positive grading.

### 6.3 Case \( n_1 = 5 \)

We first consider the possibilities if the polynomial \( f_1 \) is reducible.

**Proposition 6.7.** Let \( n^Q = n_1 \oplus \ldots \oplus n_c \) be an Anosov Lie algebra with \( n_1 = 5 \) and \( c \leq 4 \). If the characteristic polynomial of \( A_1 \) is reducible and \( n^Q \) has no non-trivial abelian factor, then \( n_2 \geq 6 \).

**Proof.** Denote the characteristic polynomial of \( A_1 \) by \( f_1 \). Because \( f_1 \) is reducible it is equal to a product \( f_1 = g_1 g_2 \) with \( g_1 \) and \( g_2 \) irreducible of degree 3 and 2, respectively. After squaring the Anosov automorphism \( A \) if necessary we can assume that the constant terms of \( g_1 \) and \( g_2 \) are equal to 1. Let \( E, E_1 \) and \( E_2 \) denote the splitting fields of \( f, g_1 \) and \( g_2 \), respectively. Because \( E_1 \subset E \) and \( E_2 \subset E \) are subfields, we get that both 3 and 2 divide the order of \( \text{Gal}(E, Q) \). Let \( \sigma \in \text{Gal}(E, Q) \) be an element of order 3. Let \( \lambda_1, \lambda_2, \lambda_3 \) denote the roots of \( g_1 \) with corresponding eigenvectors \( X_1, X_2, X_3 \in n^F_1 \) and \( \mu, \mu^{-1} \) the roots of \( g_2 \) with corresponding eigenvectors \( Y_1, Y_2 \in n^F_1 \). We must have, up to reordering the \( \lambda_i \), that

\[
\sigma(\lambda_1) = \lambda_2, \quad \sigma(\lambda_2) = \lambda_3, \quad \sigma(\lambda_3) = \lambda_1 \\
\sigma(\mu) = \mu, \quad \sigma(\mu^{-1}) = \mu^{-1}.
\]

This follows from the fact that \( \sigma \) must permute the roots of each irreducible polynomial separately and from the orbit-stabilizer theorem which implies that the orbit of an element under \( \sigma \) must have either 1 or 3 elements.

We first show that \( [X_1, Y_1] \in n^E_1 \). Indeed, if the vector \( [X_1, Y_1] \) is non-zero, it is an eigenvector of \( A \) with eigenvalue \( \lambda_1 \mu \). The eigenvalues of \( A_2 \) are \( k \)-fold products of eigenvalues of \( A_1 \). So if the eigenvalue \( \lambda_1 \mu \) occurs on \( n^E_1 \), we must have \( \lambda_1 \mu = \lambda_1^i \lambda_2^j \lambda_3^k \mu^s \) for some positive integers \( e_1, e_2, e_3, s \in \mathbb{N} \) with \( e_1 + e_2 + e_3 + s = k \). This implies that \( \mu = \lambda_1^{i-s} \lambda_2^j \lambda_3^k \). Clearly the left hand side is invariant under \( \sigma \) so the same holds for the right hand side. By Proposition 6.7 the roots \( \lambda_1, \lambda_2, \lambda_3 \) satisfy the full rank condition. Using that \( \lambda_1^{i-s} \lambda_2^j \lambda_3^k \) is invariant under \( \sigma \), Lemma 5.10 implies that \( e_1 - 1 = 2 = e_3 \). From this we get that \( \mu = 1 \) and thus since \( \mu \) is not a root of unity that \( s = 1 \).

By consequence we also have that \( k = e_1 + e_2 + e_3 + s = e_1 + (e_1 - 1) + (e_1 - 1) + 1 = 3e_1 - 1 \). Since \( e_1 \) is assumed to be less or equal than 4 this proves that \( k = 2 \) and thus \( [X_1, Y_1] \in n^E_1 \). Analogously it can be proven that \( [X_i, Y_j] \in n^E_i \) for all \( 1 \leq i \leq 3 \) and \( 1 \leq j \leq 2 \).

Therefore we know that either all the brackets \( [X_i, Y_j] \) are zero or that \( A_2 \) has an eigenvalue of the form \( \lambda_i \mu^{\pm 1} \). In the first case \( \text{span}_E \{Y_1, Y_2, Y_3\} \) is an abelian factor of \( n^E \). By consequence the rational Lie algebra \( n^Q \) has a non-trivial abelian factor as well which is in contradiction with the assumption. We thus have without loss of generality, that \( \lambda_1 \mu \) is an eigenvalue of \( A_2 \). By letting \( \sigma \) act on this we get that \( \lambda_1 \mu, \lambda_2 \mu, \lambda_3 \mu \) are distinct eigenvalues of \( A_2 \). Their product is equal to \( \lambda_1 \lambda_2 \lambda_3 \mu = \mu \) which can not be equal to 1 since \( \mu \) is not a root of unity. Therefore \( A_2 \) must have at least one other eigenvalue. This can be either one of the form \( \lambda_i \lambda_j \) or of the form \( \lambda \mu^{-1} \). In either case, by letting \( \sigma \) act on these roots we see they each have at least 2 other conjugates. By consequence \( n_2 \) must be greater or equal than 6.

As a consequence, we can study positive gradings on Anosov Lie algebras of type \((5, \ldots)\).

**Corollary 6.8.** Let \( n^Q = n_1 \oplus \ldots \oplus n_c \) be a nilpotent Anosov Lie algebra with \( n_1 = 5 \) and \( \dim n^Q < 12 \), then \( n^Q \) has a positive grading.
Proof. Let $f_1$ be the characteristic polynomial of $A_1$. By Proposition 5.3 we know that if the roots of $f_1$ have full rank, then the Lie algebra $\mathfrak{n}^Q$ has a positive grading. In the other case, if the roots of $f_1$ are not of full rank, then Proposition 5.1 implies that $f_1$ is reducible. We can also assume that $\mathfrak{n}^Q$ has no non-trivial abelian factor since otherwise our work in the previous sections and Theorem 1.6 and 1.7 assure that $\mathfrak{n}^Q$ has a positive grading. By consequence we can apply Proposition 6.7 and thus $n_2 \geq 6$. This implies $c = 2$ because of the assumption on our dimension. In particular, $\mathfrak{n}$ has a positive grading.

6.4 Case $n_1 = 6$

Since for any $2 \leq i \leq c$ we have that $n_i \geq 2$, the only possible types of dimension $< 12$ we need to check are $(6, 2, 2), (6, 2, 3)$ and $(6, 3, 2)$.

For types $(6, 2, 2)$ and $(6, 2, 3)$, we will use the fact that for these types the quotient by the third ideal in the upper central series gives an Anosov Lie algebra of type $(6, 2)$ which have been classified in [14]. Let $h_3$ denote the Heisenberg Lie algebra of dimension 3. If $\mathfrak{n}^Q$ is an Anosov Lie algebra of type $(6, 2)$, there are, up to isomorphism, only two possibilities for the Lie algebra $\mathfrak{n}^E$. The first possibility is $h_3^E \oplus h_3^E \oplus E^2$ with $h_3^E$ the 3-dimensional Heisenberg Lie algebra over the field $E$, whereas the second possibility, denoted as $\mathfrak{g}$ in [14], is spanned by $X_1, \ldots, X_6, Z_1, Z_2$ with the Lie bracket defined by

$$[X_1, X_2] = Z_1, \quad [X_1, X_3] = Z_2, \quad [X_4, X_5] = Z_1, \quad [X_4, X_6] = Z_2.$$  \hfill (4)

We immediately state a result about possible extensions of the Lie algebra $\mathfrak{g}$.

Lemma 6.9. Let $\mathfrak{n}^E$ be a Lie algebra of nilpotency class at least 3 defined over some field $E$. Then $\mathfrak{g}^E$ can not be isomorphic to $\mathfrak{n}^E/\gamma_3(\mathfrak{n}^E)$.

Proof. Suppose that there is an isomorphism $\mathfrak{g}^E \approx \mathfrak{n}^E/\gamma_3(\mathfrak{n}^E)$. Using this isomorphism we can identify $\mathfrak{g}^E$ with a complementary subspace of $\gamma_3(\mathfrak{n}^E)$ in $\mathfrak{n}^E$. In this way we get $\mathfrak{n}^E = \text{span}_E \{X_1, \ldots, X_6, Z_1, Z_2\} \oplus \gamma_3(\mathfrak{n}^E)$. The relations from [14] still hold modulo $\gamma_3(\mathfrak{n}^E)$.

Now take any three-fold bracket $[X_i, [X_j, X_k]]$ with $1 \leq i, j, k \leq 6$, then we claim it must lie in $\gamma_3(\mathfrak{n}^E)$. If $j \in \{1, 2, 3\}$ and $k \in \{4, 5, 6\}$ or the other way around, we have that $[X_i, X_k] \in \gamma_3(\mathfrak{n}^E)$. By consequence $[X_i, [X_j, X_k]] \in \gamma_3(\mathfrak{n}^E)$. So we can assume without loss of generality that both $j, k \in \{1, 2, 3\}$. If $i \in \{1, 2, 3\}$ as well, there exists a $Y \in \gamma_3(\mathfrak{n}^E)$ such that $[X_i, X_k] = [X_{j+3}, X_{k+3}] + Y$. Thus we have $[X_i, [X_j, X_k]] = [X_i, Y] + [X_i, [X_{j+3}, X_{k+3}]]$. Since $[X_i, Y]$ lies in $\gamma_3(\mathfrak{n}^E)$ it now suffices to show that $[X_i, [X_{j+3}, X_{k+3}]] \in \gamma_4(\mathfrak{n}^E)$. So it suffices to show that $[X_i, [X_j, X_k]] \in \gamma_4(\mathfrak{n}^E)$ for $i \in \{4, 5, 6\}$ and $j, k \in \{1, 2, 3\}$. From the Jacobi identity we then get

$$[X_i, [X_j, X_k]] = [X_j, [X_i, X_k]] + [X_k, [X_i, X_j]] \in \gamma_4(\mathfrak{n}^E).$$

This proves that any bracket of the form $[X_i, [X_j, X_k]]$ with $1 \leq i, j, k \leq 6$ lies in $\gamma_4(\mathfrak{n}^E)$ and thus that $\gamma_3(\mathfrak{n}^E) = \{0\}$. Since we assumed $\mathfrak{n}^E$ to be at least 3-step nilpotent, this gives a contradiction.

We apply this result to show the existence of positive gradings.

Proposition 6.10. There are no Anosov Lie algebras of type $(6, 2, 3)$ and an Anosov Lie algebra of type $(6, 2, 2)$ admits a positive grading.

Proof. Let $\mathfrak{n}^Q$ be an Anosov automorphism of type $(6, 2, n_3)$ and let $A : \mathfrak{n}^Q \to \mathfrak{n}^Q$ be the semi-simple Anosov automorphism. As usual we get the decomposition $\mathfrak{n}^Q = \mathfrak{n}_1 \oplus \mathfrak{n}_2 \oplus \mathfrak{n}_3$ such that $A(\mathfrak{n}_i) = \mathfrak{n}_i$ and we write $A_i = A|_{\mathfrak{n}_i}$. The Anosov automorphism $A$ descends to one on $\mathfrak{n}_i/\gamma_3(\mathfrak{n}_i)$ which we call $\hat{A}$. The Lie algebra $\mathfrak{n}_i^Q/\gamma_3(\mathfrak{n}_i^Q)$ is thus also an Anosov Lie algebra of type $(6, 2)$. We use the natural identification of vector spaces $\mathfrak{n}_i^Q/\gamma_3(\mathfrak{n}_i^Q) \approx \mathfrak{n}_i^Q \oplus \mathfrak{n}_2^Q$ and see that under this identification $\hat{A}$ on $\mathfrak{n}_i^Q/\gamma_3(\mathfrak{n}_i^Q)$ corresponds to $A_1 \oplus A_2$ on $\mathfrak{n}_1 \oplus \mathfrak{n}_2$. Denote by $E$ the splitting field of
the characteristic polynomial of $A$. In [14] it is proven that the Lie algebra $n^E/\gamma_3(n^E)$ is isomorphic to either $g^E$ or $h^E_1 \oplus h^E_2 \oplus E^2$. From Lemma [5.3] we get that $n^E/\gamma_3(n^E)$ must be isomorphic to $h^E_1 \oplus h^E_2 \oplus E^2$, moreover by following the proof, we get a basis of eigenvectors $X_1, \ldots, X_3, Y_1, Y_2$ of $A_1$ and a basis of eigenvectors $Z_1, Z_2$ of $A_2$ such that the following relations hold in $n^E$:

$$[X_1, X_2] = Z_1 \mod \gamma_3(n^E) \quad (5)$$
$$[X_3, X_4] = Z_2 \mod \gamma_3(n^E) \quad (6)$$
$$[X_1, X_3], [X_1, X_4], [X_2, X_3], [X_2, X_4] \in \gamma_3(n^E) \quad (7)$$
$$[R_{Y_i}, n_1 \oplus n_2] \subset \gamma_3(n^E) \quad \forall \; i \in \{1, 2\}. \quad (8)$$

Let $\lambda_1, \ldots, \lambda_4, \mu_1, \mu_2$ be the eigenvalues of $X_1, \ldots, X_3, Y_1, Y_2$, respectively. We know by the proof in [14] as well that the characteristic polynomial $f_1$ of $A_1$ factors as $f_1 = gh$ with $\lambda_1, \ldots, \lambda_4$ the roots of $g$ and $\mu_1, \mu_2$ the roots of $h$. Now, we use the fact that $[n^E, \gamma_3(n^E)] = 0$ and the Jacobi identity to find

$$[Y_i, Z_j] = [Y_i, [X_{2j-1}, X_{2j}]] = [X_{2j-1}, [Y_i, X_{2j}]] + [X_{2j}, [X_{2j-1}, Y_i]] = 0 \quad \forall \; i, j \in \{1, 2\}$$

$$[X_i, Z_2] = [X_i, [X_3, X_4]] = [X_3, [X_i, X_4]] + [X_4, [X_i, X_3]] = 0 \quad \forall \; i \in \{1, 2\}$$

$$[X_i, Z_1] = [X_i, [X_1, X_2]] = [X_1, [X_i, X_2]] + [X_2, [X_i, X_1]] = 0 \quad \forall \; i \in \{3, 4\}.$$ 

Since the brackets above vanish, it follows that $n_3$ is spanned by the vectors $[X_1, Z_i], [X_2, Z_i], [X_3, Z_2]$ and $[X_4, Z_2]$. This implies that the eigenvalues of $A_3$ lie in the set $\{\lambda_1^2 \lambda_2, \lambda_1 \lambda_2^2, \lambda_3 \lambda_4, \lambda_4 \lambda_3\}$. Applying Proposition [6.3] on the Anosov polynomial $g$ and the eigenvalues of $A_3$ we see that $n_3$ must be even. By consequence a Lie algebra of type $(6, 2, 3)$ can not be Anosov. We can thus from here assume that $n_3 = 2$.

From (5) and (6) it follows that $Z_1$ has eigenvalue $\lambda_1 \lambda_2$ and $Z_2$ has eigenvalue $\lambda_3 \lambda_4$. If $\lambda_1^2 \lambda_2, \lambda_1 \lambda_2^2$ or $\lambda_3 \lambda_4, \lambda_4 \lambda_3$ are the eigenvalues of $A_2$ we get that $(\lambda_1 \lambda_2)^3 = 1$ or $(\lambda_3 \lambda_4)^3 = 1$ respectively. This contradicts the fact that the eigenvalues of $A_2$ can not have absolute value equal to $1$. By consequence we have without loss of generality that the eigenvalues of $A_2$ are $\lambda_1^2 \lambda_2$ and $\lambda_3 \lambda_4$. This shows that $\lambda_1 \lambda_3 = 1$ and thus also that $\lambda_2 \lambda_4 = 1$. From here on we can argue in similarly as in the proof of type $(4, 2, 2)$ in Proposition [6.6] and get that the subalgebra $span_{E}\{X_1, \ldots, X_4\} \oplus n^E_2 \subseteq n^E$ has a positive grading given by $V_1 \oplus n^E_2 \oplus n^E_3$ for some vector subspace $V_1 \subseteq span_{E}\{X_1, \ldots, X_4\} \oplus n^E_2$. It is then straightforward to check that $W_1 = V_1, W_2 = n^E_2 \oplus span_{E}\{Y_1, Y_2\}, W_3 = n^E_3$ defines a positive grading for $n^E$. 

This leaves only one possible type, which we check via the action of the Galois group on the eigenvalues.

**Proposition 6.11.** Let $n^Q$ be an Anosov Lie algebra of type $(6, 3, 2)$, then $n^Q$ admits a positive grading.

**Proof.** Let $\lambda_1, \ldots, \lambda_6$ denote the eigenvalues of $A_1$ with corresponding eigenvectors $X_1, \ldots, X_6$ and $\mu_1, \mu_2, \mu_3$ the eigenvalues of $A_2$ with corresponding eigenvectors $Y_1, Y_2, Y_3$. As usual, we write $E$ for the splitting field of the characteristic polynomial $f_1$ of $A_1$. Note that $f_2$, the characteristic polynomial of $A_2$ is irreducible of degree $3$ since otherwise it would have a rational root. By applying the orbit stabilizer theorem to the action of the Galois group of $f_1$ on $\mu_1$, it follows that $3$ divides the order of $Gal(E, Q)$. By consequence there is an element $\sigma \in Gal(E, Q)$ of order $3$. The field automorphism $\sigma$ is completely determined by its action on the roots of $f_1$. Without loss of generality we have two possibilities for $\sigma$, where we use the notation introduced in Section [2.2].

- $\sigma = (123)(456)$ We first show that $A_1$ has no eigenvalue of the form $\lambda_i \lambda_j$ with $i \neq j$ and either $i, j \in \{1, 2, 3\}$ or $i, j \in \{4, 5, 6\}$. Without loss of generality we can take $i = 1, j = 2$. 
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We must have that $\lambda_1 \lambda_2$ is fixed under $\sigma$ since otherwise $A_3$ has 3 distinct eigenvalues which is in contradiction with $n_3 = 2$. Thus it follows that $\lambda_1 \lambda_2 = \lambda_2 \lambda_3 = \lambda_3 \lambda_1$ or with other words $\lambda_1 = \lambda_2 = \lambda_3$. This implies that $f$ is a product of 3 irreducible polynomials of degree 2 which is in contradiction with the way $\sigma$ acts on $\{\lambda_i\}$. This shows $A_3$ can not have an eigenvalue of this form.

Next we show that $A_3$ has no eigenvalue of the form $\lambda_i \lambda_j$ with $i \in \{1, 2, 3\}$ and $j \in \{4, 5, 6\}$. Without loss of generality we can assume $i = 1$ and $j = 4$. Again we must have that $\lambda_1 \lambda_4$ is fixed under $\sigma$ since $n_3 = 2$. Thus we get $\lambda_1 \lambda_4 = \lambda_2 \lambda_5 = \lambda_3 \lambda_6$. Therefore $1 = \lambda_1 \lambda_2 \lambda_3 \lambda_5 \lambda_6 = (\lambda_1 \lambda_4)^3$ and thus $\lambda_1 \lambda_4$ has norm 1. It can therefore not be an eigenvalue of $A_3$.

We have shown above that $A_3$ can not have any eigenvalue of the form $\lambda_i \lambda_j$ with $1 \leq i < j \leq 6$. By consequence we have $[n_1^2, n_2^2] \subset n_1^2$ and thus $n_1 \oplus n_2 \oplus n_3$ is a positive grading for $n^Q$.

- $\sigma = (1 2 3)(4)(5)(6)$. By a similar argument as in the previous case, it holds that $\lambda_i \lambda_j$ with $i \neq j$, $i \in \{1, 2, 3\}$ and $j \in \{1, 2, 3, 4, 5, 6\}$, is not an eigenvalue of $A_3$. We thus know that $A_2$ must have an eigenvalue of this form, otherwise $\{X_1, X_2, X_3\}$ spans an abelian factor of $n^Q$ and thus $n^Q$ would be a direct sum of the 3-dimensional abelian Lie algebra and an Anosov Lie algebra of type $(3,3,2)$ which does not exist. So $A_2$ has an eigenvalue of the form $\lambda_i \lambda_j$ with eigenvector $[X_i, X_j]$ where $i \in \{1, 2, 3\}$. Without loss of generality we can assume this eigenvalue is $\lambda_1 \lambda_2$ or $\lambda_1 \lambda_3$. We treat each case separately.

In the first case, as we argued before, $\sigma$ can not fix $\lambda_1 \lambda_2$ and thus the other eigenvalues of $A_2$ are given by $\lambda_2 \lambda_3$ and $\lambda_3 \lambda_1$. This shows as well that $(\lambda_1 \lambda_2 \lambda_3)^2 = 1$. Without loss of generality we can assume $A_3$ has an eigenvalue of the form $\lambda_1 \lambda_2 \lambda_i$. If $i \in \{4, 5, 6\}$, then $\sigma$ does not fix $\lambda_1 \lambda_2 \lambda_i$ which is in contradiction with $n_3 = 2$. So we must have $i \in \{1, 2, 3\}$. If $i = 1$ or $i = 2$ we get, since $\sigma$ must fix $\lambda_1 \lambda_2 \lambda_i$, that $\lambda_1^2 \lambda_2 = \lambda_2^2 \lambda_3 = \lambda_3^2 \lambda_1$ or that $\lambda_1 \lambda_2^2 = \lambda_2 \lambda_3^2 = \lambda_3 \lambda_1^2$, respectively. In either case we can derive that $\lambda_1^4 = \lambda_1 \lambda_2$, $\lambda_2^4 = \lambda_1 \lambda_3$ and $\lambda_3^4 = \lambda_1 \lambda_2$. Therefore we have

$$\lambda_1^6 = \lambda_2^4 \lambda_3^4 = (\lambda_1 \lambda_2)^3 (\lambda_1 \lambda_2)^2 = (\lambda_1 \lambda_2 \lambda_3)^2 \lambda_1^2 = \lambda_1^2.$$ 

By consequence $\lambda_1^6 = 1$, which is in contradiction with the fact that $\lambda_6$ has absolute value different from 1. We thus conclude that only $\lambda_1 \lambda_2 \lambda_3$ can be an eigenvalue of $A_3$ which contradicts the fact that $n_3 = 2$.

Now consider the second case where $\lambda_1 \lambda_4$ is an eigenvalue of $A_2$. The other eigenvalues of $A_2$ are then $\lambda_2 \lambda_4$, $\lambda_3 \lambda_4$. Without loss of generality $A_3$ must have an eigenvalue of the form $\lambda_1 \lambda_2 \lambda_4$.

If $i \in \{4, 5, 6\}$ it follows that its orbit under $\sigma$ has three distinct elements: $\lambda_1 \lambda_4 \lambda_1$, $\lambda_2 \lambda_4 \lambda_1$ and $\lambda_3 \lambda_4 \lambda_1$, which can not happen since $n_3 = 2$. So we must have that $i \in \{1, 2, 3\}$, but then again its orbit under sigma counts three distinct elements contradicting $n_3 = 2$.

Since both cases lead to contradictions, we conclude that the case $\sigma = (1 2 3)(4)(5)(6)$ does not occur at all, which finishes the proof.

\[\Box\]

### 6.5 Case $n_1 = 7$

As a first lemma, we show how reducibility of the polynomial $f_1$ sometimes gives us information about the type.

**Lemma 6.12.** Let $n^Q$ be a rational nilpotent Lie algebra with Anosov automorphism $A : n^Q \to n^Q$ and corresponding decomposition $n^Q = n_1 \oplus \ldots \oplus n_c$. Let $f_1$ be the characteristic polynomial of $A_1$ and assume its factorisation in irreducible polynomials is given by $f_1 = g \cdot h_1 \cdots h_k$ where $\deg g = p$ is prime. We write $E_i$ for the splitting field of the polynomial $h_i$ over $\mathbb{Q}$. If $n^Q$ has no
non-trivial abelian factors and \( p \) does not divide the order of \( \text{Gal}(E_i, \mathbb{Q}) \) for all \( 1 \leq i \leq k \), then there exists an index \( 2 \leq j \leq c \) such that \( \nu_j \geq p \).

**Proof.** Let \( \lambda_1, \ldots, \lambda_p \) be the roots of \( g \) with corresponding eigenvectors \( X_1, \ldots, X_p \in \mathbb{C}^n \) and \( \mu_1, \ldots, \mu_{n-p} \) the roots of \( h_1 \cdot \cdots \cdot h_k \) with eigenvectors \( Y_1, \ldots, Y_{n-p} \). We denote by \( E \) the splitting field of \( f \). Since the Galois group \( \text{Gal}(E, \mathbb{Q}) \) acts transitively on the roots of \( g \), it follows by the orbit stabilizer theorem that \( p \) divides the order of \( \text{Gal}(E, \mathbb{Q}) \). By consequence there exists an element \( \sigma \in \text{Gal}(E, \mathbb{Q}) \) of order \( p \). By restricting \( \sigma \) to the field \( E_1 \), we get an automorphism \( \sigma|_{E_1} \in \text{Gal}(E_1, \mathbb{Q}) \) which must have order 1 or \( p \). By our assumption \( p \) does not divide the order of \( \text{Gal}(E_i, \mathbb{Q}) \) and thus we must have that \( \sigma|_{E_1} = \text{Id} \). So \( \sigma \) acts trivially on the roots \( \mu_i \). By following a similar argument as in the proof of Lemma 2.4, we find that \( \sigma \) acts, without loss of generality, by the cyclic permutation \((1 \ 2 \ \ldots \ p)\) on the roots of \( g \).

Since the Lie algebra \( \mathfrak{n} \) has no abelian factor, there exists either \( X_m \) such that \([X_1, X_m] \neq 0\) or there exits \( Y_m \) such that \([X_1, Y_m] \neq 0\). In the first case, the eigenvalue of \([X_1, X_m]\) is \( \lambda_1 \mu_m \) and in the other case, the eigenvalue of \([X_1, Y_m]\) is \( \lambda_1 \mu_m \). Since \( p \) is prime, both of these eigenvalues must be either fixed by \( \sigma \) or have \( p \) conjugates under the action of \( \sigma \). By Proposition 5.1, we know \( g \) satisfies the full rank condition and thus if \( \lambda_1 \mu_m \) would be fixed under \( \sigma \), then \( \sigma \) must be fixed by \( \lambda_1 \mu_m \) and thus has degree at least \( p \). In particular the statement of the lemma follows for the \( j \) for which \( \lambda_1 \lambda_m \) or \( \lambda_1 \mu_m \) is an eigenvalue of \( A_j \). \( \square \)

Before dealing with the final case, we first prove this technical lemma.

**Lemma 6.13.** If \( f = g \cdot h \) is a polynomial with \( g, h \) irreducible polynomials of degree \( p \) and \( n \), respectively with \( p \) prime and \( n \) a divisor of \( n \), then for any root \( \lambda \) of \( h \) there exists an element of the Galois group of \( f \) that fixes \( \lambda \) but does not fix any root of \( g \).

**Proof.** Let \( E, E_1 \) and \( E_2 \) denote the splitting fields of \( f, g \) and \( h \), respectively. By [22, Theorem 8.4], it follows that these are all normal field extensions of \( \mathbb{Q} \). For any field automorphism \( \sigma \in \text{Gal}(E, \mathbb{Q}) \) we thus have that \( \sigma|_{E_1} = E_1 \) and \( \sigma(E_2) = E_2 \) by [22, Theorem 10.5]. Therefore we have the natural injection

\[
\text{Gal}(E, \mathbb{Q}) \leftrightarrow \text{Gal}(E_1, \mathbb{Q}) \oplus \text{Gal}(E_2, \mathbb{Q}) : \sigma \mapsto (\sigma|_{E_1}, \sigma|_{E_2})
\]

To see this map is injective, let \( E_1 \) and \( E_2 \) generate \( E \) as a field and thus \( \sigma|_{E_1} \) and \( \sigma|_{E_2} \) completely determine \( \sigma \). From here we use this identification to write elements of the Galois group of \( f \) as an ordered pair of an element of the Galois group of \( g \) and one of the Galois group of \( h \).

Let \( \lambda \) be one of the roots of \( h \). Take an element \( \sigma \) of order \( p \) in the Galois group of \( g \). Since \( E/\mathbb{Q} \) is normal, we can extend \( \sigma : E_1 \rightarrow E_1 \) to an element \( (\sigma, \tau) \) of the Galois group of \( f \) (see [22, Theorem 10.1]), where \( \tau \) lies in the Galois group of \( h \). The order of \( \tau \) can be written as \( |\tau| = p^j m \) where \( p \) and \( m \) are coprime and \( j \in \mathbb{N} \).

Now consider the field automorphism \((\sigma, \tau)^{m} = (\sigma^m, \tau^m)\). Since \( p \) and \( m \) are coprime and \( \sigma \) has order \( p \), we get that \( \sigma^m \) has order \( p \) as well. The order of \( \tau^m \) is clearly equal to \( p^j \). Let \( H \) denote the set of roots of \( h \), then the action of \( (\tau^m) \) on \( H \) gives a partition \( H = H_1 \sqcup \ldots \sqcup H_k \) where \( H_i \) are the orbits under this action. By the orbit stabilizer theorem we get that the size of each orbit \( |H_i| \), must divide \( p^j \). If \( p \) divides \( |H_i| \) for all \( 1 \leq i \leq k \), then it follows that \( p \) divides \( \sum_i |H_i| = |H| = n \), which is in contradiction with the assumption. Therefore, there must be at least one orbit which counts only one element and thus \( \tau^m \) fixes a root of \( h \), call it \( \mu \in H \). Since \( \text{Gal}(E_2, \mathbb{Q}) \) acts transitively on \( H \), there exists an element \( \pi \in \text{Gal}(E_2, \mathbb{Q}) \) such that \( \pi(\mu) = \lambda \). Again, extend this to a field automorphism \((\pi', \pi) \) of \( E \) where \( \pi' \in \text{Gal}(E_1, \mathbb{Q}) \). Then \((\pi', \pi)(\sigma^m, \tau^m)(\pi', \pi)^{-1} \) fixes the root \( \lambda \) and is still of order \( p \) when restricted to \( E_1 \) which means it does not fix any root of \( g \). \( \square \)

Combining the previous results leads to the final case for Theorem 6.1.
Proposition 6.14. Let \( n^Q = n_1 \oplus \ldots \oplus n_c \) be a nilpotent Anosov Lie algebra with \( n_1 = 7 \) and \( \dim n^Q < 12 \), then \( n \) has a positive grading.

Proof. Let \( f_1 \) denote the characteristic polynomial of \( A_1 \), the restriction of \( A \) to \( n_1 \). We prove the statement separately for the possible factorisations of \( f \) in irreducible polynomials.

- \( f_1 \) is irreducible: Combine Proposition 5.1 and Proposition 5.6 to find that 7 divides \( n_i \) for all \( 1 \leq i \leq c \). Together with the assumption \( \dim n < 12 \) we must have \( c = 1 \). In particular \( n^Q \) has a positive grading.

- \( f_1 = g \cdot h_1 \cdot h_2 \) with \( \deg g = 3 \) and \( \deg h_1 = \deg h_2 = 2 \): Since the degree of \( g \) is prime and strictly bigger than the degrees of \( h_1 \) and \( h_2 \), we have that the degree of \( g \) does not divide the order of the Galois groups of \( h_1 \) and \( h_2 \). We can assume \( n^Q \) has no non-trivial abelian factor since in this case our work in the previous sections for smaller \( n_1 \) and Theorem 4.6 and 6.1 assure \( n^Q \) has a positive grading. Lemma 6.12 then gives the existence of an index \( 1 \leq j \leq c \) such that \( n_j \geq 3 \). Together with the restriction \( \dim n^Q < 12 \), we get that \( c \leq 2 \) and thus \( n^Q \) admits a positive grading.

- \( f_1 = g \cdot h \) with \( \deg g = 5 \) and \( \deg h = 2 \): Since \( g \) has prime degree and is strictly greater than the degree of \( h \), we have that the degree of \( g \) does not divide the order of the Galois group of \( h \). We can assume \( n^Q \) has no non-trivial abelian factor since in this case our work in the previous sections for smaller \( n_1 \) and Theorem 4.6 and 6.7 assure \( n^Q \) has a positive grading. Lemma 6.12 then gives an index \( 1 \leq j \leq c \) such that \( n_j \geq 3 \). Together with the restriction \( \dim n^Q < 12 \), we get that \( c \leq 2 \) and thus \( n^Q \) admits a positive grading.

- \( f_1 = g \cdot h \) with \( \deg g = 3 \) and \( \deg h = 4 \): We can assume that 3 divides the order of the Galois group of \( h \), otherwise we can use Lemma 6.12 in a similar fashion as with the previous two cases and find that \( n^Q \) must be positively graded. It follows that the Galois group of \( h \) is either the alternating group \( A_4 \) or the whole permutation group \( S_4 \). Let \( \lambda_1, \lambda_2, \lambda_3 \) be the roots of \( g \) and \( \mu_1, \mu_2, \mu_3, \mu_4 \) the roots of \( h \). Since \( n^Q \) is not abelian there must be without loss of generality an eigenvector in \( n_2 \) with one of following three eigenvalues: \( \lambda_1 \lambda_2, \lambda_1 \mu_1 \) or \( \mu_1 \mu_2 \).

In case the eigenvalue is \( \lambda_1 \lambda_2 \), take the element in the Galois group of \( g \) corresponding with the permutation \((123)\) and extend it to an element \( \sigma \) of the Galois group of \( f \). Then it is clear that \( \sigma(\lambda_1 \lambda_2) = \lambda_2 \lambda_3 \) and \( \sigma^2(\lambda_1 \lambda_2) = \lambda_3 \lambda_1 \) are also eigenvalues of \( A_2 \). These are three different eigenvalues and thus we get \( n_2 \geq 3 \).

In case the eigenvalue is equal to \( \lambda_1 \mu_1 \), we use Lemma 6.13 and find an element \( \sigma \) in the Galois group of \( f \) such that \( \sigma \) fixes \( \mu_1 \) and acts by the permutation \((123)\) on the roots of \( g \). Then \( A_2 \) must also have eigenvalues \( \sigma(\lambda_1 \mu_1) = \lambda_2 \mu_1 \) and \( \sigma^2(\lambda_1 \mu_1) = \lambda_3 \mu_1 \). This gives three different eigenvalues of \( A_2 \) and thus \( n_2 \geq 3 \).

In case the eigenvalue equals \( \mu_1 \mu_2 \), take the element in the Galois group of \( h \) corresponding to the permutation \((1)(234)\) and extend it to an element \( \sigma \) of the Galois group of \( f \). Then \( A_2 \) must also have the eigenvalues \( \sigma(\mu_1 \mu_2) = \mu_1 \mu_3 \) and \( \sigma^2(\mu_1 \mu_2) = \mu_1 \mu_4 \). This gives three different eigenvalues of \( A_2 \) and thus \( n_2 \geq 3 \).

In all cases we see that \( n_2 \geq 3 \). Therefore by the restriction on the dimension of \( n^Q \) we find that \( c = 2 \) and thus \( n^Q \) admits a positive grading.

\[\square\]
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