An Accurate, Light-Weight Wind Speed Predictor for Renewable Energy Management Systems
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Abstract: This paper proposes an approach for accurate wind speed forecasting. While previous works have proposed approaches that have either underperformed in accuracy or were too computationally intensive, the work described in this paper was implemented using a computationally efficient model. This model provides wind speed nowcasting using a combination of perturbed observation ensemble networks and artificial neural networks. The model was validated and evaluated via simulation using data that were measured from wind masts. The simulation results show that the proposed model improved the normalized root mean square error by 20.9% compared to other contending approaches. In terms of prediction interval coverage probability, our proposed model shows a 17.8% improvement, all while using a smaller number of neural networks. Furthermore, the proposed model has an execution time that is one order of magnitude faster than other contenders.
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1. Introduction

Renewable energy sources (RES) are sustainable resources that can help in alleviating the environmental pollution caused by fossil fuels. In fact, many consider RES as one of the key solutions to the energy crisis. The latter was exacerbated by the decrease in the supply of fossil fuel energy due to the shortage of these resources [1]. Therefore, both environmental concerns and the energy crisis have motivated a rapid adoption of renewable and sustainable sources of energy.

In particular, wind energy is considered as one of the most important and reliable renewable resources to depend on [2,3]. The reliance on wind energy has increased worldwide and is expected to flourish even further in the near future [2]. However, the main challenge that may impede the global adoption of wind energy is the unpredictability of wind speed [4]. Without an accurate prediction of wind speed, it will be very difficult to estimate the power generated from wind farms. As a result, power dispatching utilities will be unable to make commitments to the electrical grid from these wind farms.

Typically speaking, wind power scheduling is performed through a bidding process. In this process, RES power suppliers commit to power distribution companies to provide some amount of power at a specific time of the upcoming hour or day. For example, in the case of day-ahead scheduling, the commitment is made for the next day, while in spot markets, the next day’s agreements are adjusted for the near future (i.e., 10 min to 6 h ahead) [3,5]. In such scenarios, a wind speed nowcast (i.e., short-term forecast) is required. Accurate wind speed nowcasting can play a vital role in accelerating the global integration of wind energy into the power grid.
Several approaches have been proposed in the last few decades to predict wind speed. However, many of these approaches are unsuitable for short-term prediction. On the other hand, some of the approaches that were tailored for short-term forecasting are not highly accurate in their predictions. Others are computationally expensive, and therefore, cannot be used in real time applications.

On the other hand, the last few years have witnessed an increasing interest in artificial neural networks. These networks can be trained to learn patterns, which can be used later for classification purposes. An interesting variation of artificial neural networks was suggested by Galmarini et al. [6], where the authors have proposed an approach that is currently referred to as “ensemble forecasting”. In essence, the approach suggests creating multiple instances of the network in order to obtain an aggregated decision. This aggregated decision is claimed to be better than any of the single-prediction methods.

Ensemble forecasting may help in improving the prediction accuracy. However, by itself, ensemble forecasting can do little in coping with uncertainties in the input dataset. This may place a cap on the ability of ensemble forecasting in improving the accuracy. Instead, one could argue that ensemble forecasting could be combined with another technique in order to remove such a cap.

The authors of this paper suggest the use of an additional technique that is capable of handling input uncertainties. Basically, several unique observations out of the original observation are constructed. These unique observations, widely known as perturbed observations, are constructed in such a way that they cover the uncertainties, and hence, support ensemble forecasting in achieving highly accurate predictions.

Therefore, the main objective of this paper is to develop a model that combines ensemble neural networks with perturbed observations in order to boost the accuracy of wind speed prediction. The paper makes the following contributions:

- The paper investigates configurations of nonlinear auto-regressive with exogenous input (NARX) models that would yield accurate short-term wind speed predictions.
- The paper describes procedures for constructing perturbed observations using computationally efficient techniques. This will help in reducing the execution time of the proposed model, while maintaining the desired accuracy.
- The proposed model was benchmarked via simulation against other contenders using measured parameters that were recorded from a wind mast dedicated to a wind power generation plant. The model was found to improve the performance in terms of increasing the correlation and reducing the error.
- The proposed model was proven to execute much faster than other contenders (i.e., light-weight models).
- The proposed model provides probabilistic nowcasting information, which will help dispatchers to schedule ahead and make necessary adjustments based on the expected amount of output power from the wind farm in the spot market.
- Finally, the paper provides estimates of the generated power using a wake model of the actual wind farm.

The rest of this paper is structured as follows. Section 2 provides a literature review and a background of relevant topics. Section 3 presents the proposed model for wind speed prediction, followed by a description of the simulation model in Section 4. The results are discussed in Section 5, while Section 6 concludes the paper with final remarks and suggested future directions.

2. Literature Review and Background

2.1. Wind Speed Prediction

There are a number of methods that are used to predict wind speed. The persistence method, for example, assumes that an event such as wind speed at a certain future time will be the same
as of now [7]. This class of methods is more suitable for very short-term forecasting, given that as time steps are increased, the accuracy of the persistence method gradually decreases [8]. On the other hand, physical methods are mathematical models that use physical parameters such as land surfaces, obstacles, temperature, pressure measurements, etc., to make the best possible prediction for a certain event. Given their computational complexity, this class of methods is unfit for short-term predictions (i.e., those <6 h ahead), as it requires high performance machines to process complex mathematical models [9,10]. On the other hand, statistical methods rely on historical data to formulate the mathematical model that is used to perform the predictions. These methods can be further divided into two models, namely, the conventional time series and artificial neural network (ANN) models. These models are good for short-term predictions and are computationally inexpensive, as they do not require high performance computing [3]. In particular, ANNs possess an excellent ability in learning from previous data. These neural networks are highly accurate and run faster on machines than other approaches in this context [2].

ANNs in general, and recurrent neural networks (RNNs) in particular, are considered by many as the most suited methods to forecast wind speed. These non-linear models are more efficient in capturing the input-output relationship and generalize faster to perform the prediction [11–13]. Interestingly, RNNs include feedback signals from the hidden and output layers back to the input layer. This allows temporal information to be effectively represented and operated on. In contrast to traditional feed-forward neural network models, RNNs can establish a dynamic mapping that links the input to the output sequences. The most common RNN model that is used to perform short-term wind speed forecasting is the nonlinear auto-regressive with exogenous input (NARX) model. This neural network model is used in time series predictions, where it converges faster, compared to other ANNs, in the time series domain and produces optimal results with high accuracy in terms of a low mean square error (MSE) [14,15].

NARX is a non-linear recurrent dynamic neural network, with feedback connections from the output layer back to the input layer. What is special about this model is that it accepts external (exogenous) inputs to the system. Therefore, the adaptive learning process makes NARX well suited for time-series modeling, even with small scale data delays [16,17]. There are two types of NARX system architectures that are used in time series modeling, namely, series-parallel (open-loop) and parallel networks (closed-loop). As shown in Figure 1, the open-loop configuration uses the original dataset as an input instead of the estimated output. This network configuration is useful for training purposes [18,19].

![Figure 1. Structure of the series-parallel nonlinear auto-regressive with exogenous input (NARX) network “open-loop”.](image)

The open-loop network configuration can be expressed as:

\[
Y_p(i) = f(Y_a(i-1), Y_a(i-2),\ldots,Y_a(i-f), X(i-1), X(i-2), \ldots,X(i-d))
\]
where the predicted output $Y_p(i)$ is generated from the previous $f$ steps of the actual observations of the same event and the previous $d$ steps of the exogenous input $X$. The terms $f$ and $d$ represent the feedback and input delays, respectively. In contrast, the predicted output in the closed-loop configuration is fed back to the input layer, as depicted in Figure 2. This type of configuration is useful for multi-step-ahead prediction [18,19]. The closed-loop configuration can be mathematically expressed as follows:

$$Y_p(i + 1) = f(Y_p(i), Y_a(i - 1), \ldots, Y_a(i - (f - 1)), X_p(i), X(i - 1), \ldots, X(i - (d - 1)))$$

(2)

The equation shows that in multi-step-ahead predictions, one-step-ahead output $Y_p(i + 1)$ depends on the previous $f - 1$ observations of an event, $d - 1$ exogenous input steps, one step back of the feedback prediction of the event $Y_p(i)$, and the predicted values of exogenous input $X_p(i)$.

![Figure 2](image.png)

**Figure 2.** Structure of the parallel NARX network “closed-loop”. The network has a feedback link from the output layer, where the predicted output $Y_p$ is looped back to the input layer in order to perform multi-step-ahead forecasting.

2.2. **Ensemble Forecasting**

Ensemble forecasting is popular in applications that employ statistics and machine learning time series prediction. The obtained output from multiple members is an aggregated decision, which is better than any of the single-prediction methods [20]. In fact, the ensemble model was introduced in weather forecasting by Galmarini et al. [6], where it was shown that such models have the potential to improve the accuracy of forecasting.

Generally speaking, the uncertainty in the forecasted values occurs due to two main reasons, namely, the initial conditions and model uncertainties [21]. The initial condition uncertainties refer to errors in measured parameters, missing data in the dataset, limited observations of the atmosphere, errors due to the measuring equipment (i.e., sensors), etc. On the other hand, the model uncertainty occurs due to errors in the network parameters, such as the architecture, initial weight selection, activation function selection, training algorithms, number of neurons in each layer, etc. These uncertainties can be used to improve the accuracy of the model by using them as ensemble members [22,23]. There are two ensemble forecasting methods, namely, parameter diversity and data diversity.

In the parameter diversity method, the ensemble predictor models differ from each other by having different parameter settings (e.g., different training algorithms, structure, activation function, or even prediction models) [23,24]. Figure 3 illustrates an ensemble prediction model that implements the parameter diversity method. In contrast, Figure 4 shows the data diversity method, where a different dataset for each ensemble predictor is used. The diversity in a dataset can be accomplished by having multiple observations for a certain event. Alternatively, data diversity can be achieved by processing the original dataset in a way that generates multiple subsets. The latter alternative is known as perturbed observations, which will be discussed in the following subsection.
Figure 3. Parameter diversity ensemble forecasting diagram, where the networks that are used in ensemble model are be different from each other (i.e., different parameters are used for each one) while using the same dataset to train all networks. Time (i) represents the predicted time steps.

Figure 4. Data diversity ensemble forecasting diagram, where different datasets (perturbed observations) are used to train each network in the ensemble model, without changing the structure of the networks (i.e., parameters, configurations, etc.). Time (i) represents the predicted time steps.

2.3. Perturbed Observations

The main objective of this method is to generate several unique observations out of the original observation. The generated observations are created to cover the uncertainties, which may occur in the original dataset, leading to errors in the output predictions, as mentioned earlier. Perturbed observations ensemble models generate an ensemble of parallel forecasts for each data cycle, and the networks will differ from each other by having different input data. In each data cycle, a set of unique observations of multi-step-ahead predictions will be received from each model that is used in the ensemble network model. These observations are called ensemble members, which are used to calculate the final forecasted value in deterministic or probabilistic nowcasting forms. For instance, the observations can be generated by randomly adding a bias, as done in [25], where the process of obtaining the bias value is explained in [26].

Furthermore, the forecasting performance can be further improved by utilizing the bootstrapping method to handle data and model uncertainties. However, the ensemble network is a computationally intensive method, as it utilizes a large number of ensemble members running in parallel to forecast an event (e.g., 100 × 100 NARX models [27]). Moreover, the bootstrap method uses the MSE that resulted from the first batch ensemble networks in order to train the second batch of ensemble networks, which is impractical when attempting to provide multi-step-ahead forecasting.

3. Proposed Model and Methodology

As discussed earlier, perturbed ensemble networks approach can be used to improve the accuracy of a prediction model. In this study, the perturbed observations method is used to obtain multiple
observation sets, which are used to train a number of NARX networks. This approach is inspired by the bootstrapping method \[27–31\]. The proposed approach will boost the performance of each ensemble neural network, leading to an improvement in the overall model’s accuracy. The reader is reminded that we are mainly interested in wind speed nowcasting (i.e., short-term prediction of wind speed).

### 3.1. Training Procedure

Figure 5 illustrates the proposed procedure for training the model. The procedure consists of four steps, which are described as follows:

1. **Data division:** The measurements need to be fed to the network. These measurements are recorded periodically, where it is assumed that the measurements are recorded once every 10 min (i.e., in 10-minute intervals). This assumption is realistic and is compatible with actual datasets, including the one used in this work (to be discussed later). Henceforth, the measured data is referred to as the original dataset. Consider the dataset \( \text{data} \), which is a collection of \( n \) samples, such as \( \text{data} = \{ \text{data}_1, \text{data}_2, \ldots, \text{data}_n \} \). The dataset is divided into several sub-datasets of 1-hour intervals each, as shown in Equation (3):

\[
S_{m,k} = \{ \text{data}_k, \text{data}_{k+m}, \text{data}_{k+2m}, \ldots, \text{data}_{n-m+k} \};
\]

\( [k \in \mathbb{N} : 1 \leq k \leq m] \) \hspace{1cm} (3)

where \( S_{m,k} \) are the subsets that are obtained from original dataset \( \text{data} \), and \( m \) is the number of perturbed ensemble networks. The subsets are formed by distributing the original data points sequentially, such that each 10-minute step point will be fed into a different subset.

2. **FFT interpolation:** This step generates a number of subsets from the original dataset, resulting in the construction of perturbed observations for ensemble networks. In other words, fast Fourier transform (FFT) interpolation is applied to the subsets that were obtained from the previous step in order to generate six new subsets, where each subset consists of 10-minute interval measurements (i.e., perturbed observations).

   The subsets \( S_m \) of length \( N \) are transformed from the time domain to \( S_{1H} \) in the frequency domain using FFT, as expressed in Equation (4):

\[
S_{1H}(k) = \sum_{j=1}^{n} S_m(j) W_n^{(j-1)(k-1)}; \hspace{1cm} W_n = e^{-2\pi/n}
\]

\( S_{1H} \) represents the 10-minute interval datasets in the time domain, which basically constitute the perturbed observations. Then, zero paddings will be applied to increase the length of \( S_{1H} \), from \( N \) to \( L = N + M(N-1) \), where \( M \) is the number of data points that will be added between every two known points in the subsets. This study uses \( M = 5 \). Therefore, there is a need to estimate the 5-point missing data between every two known points in 1-hour subsets, \( S_{1H} \), to extract datasets \( S_{10F} \) with length \( L \).

   Then, inverse FFT is applied to the frequency domain signals \( S_{10F} \) to transform them back to time domain \( S_{10T} \). This can be represented mathematically as follows:

\[
S_{10T}(j) = \sum_{k=1}^{n} S_{10F}(k) W_n^{-(j-1)(k-1)}; \hspace{1cm} W_n = e^{-2\pi/n}
\]

\( S_{10T} \) represents the 10-minute interval datasets in the time domain, which basically constitute the perturbed observations.

3. **Perturbed observations:** The previous step has produced six perturbed, 10-minute interval observations. These are fed to the ensemble neural networks for training.
4. Training ensemble neural networks: The ensemble network consists of 7 NARX neural networks, where six ensemble networks were trained using the perturbed observations and one network was trained using the original dataset.

![Diagram of proposed training procedure.](image)

**Figure 5.** Proposed training procedure. A total of 7 ensemble network were used: Six ensemble networks were trained using the six perturbed datasets that were obtained from fast Fourier transform (FFT) interpolation and one with the original dataset.

3.2. Nowcasting Procedure

A similar procedure to the training was also developed for nowcasting, as shown in Figure 6.

![Diagram of proposed nowcasting procedure.](image)

**Figure 6.** Proposed nowcasting procedure. The deterministic (ensemble mean) and the probabilistic (upper and lower bounds) values are obtained from the output of each member in the ensemble network.

The steps are listed below:

1. Data division: Every 10 min, the subsets are updated with a new data point from the original observation dataset.
2. FFT interpolation: The perturbed observations are constructed from the subsets, as described previously. This will result in restoring six new subsets of 10-minute intervals.
3. Perturbed observations: Six perturbed observations were obtained, each of which is a 10-minute interval. These are fed to the ensemble neural networks.
4. **Nowcasting**: The NARX networks that were trained in the previous section are used to perform multi-step-ahead nowcasting.

5. **Output**: Both deterministic and probabilistic nowcasting can be derived from the output of the model. The deterministic nowcasting can support the power dispatching systems to estimate the amount of the future output power from the wind farm. In contrast, the probabilistic nowcasting provides additional information about the worst case scenarios (e.g., the minimum expected output power), which can help in decision making when it comes to making commitments to the electrical grid.

The deterministic output is calculated by taking the average of the outputs of the ensemble networks:

$$\bar{y}(i) = \frac{1}{n} \sum_{k=1}^{n} \tilde{y}_k(i)$$  \hspace{1cm} (6)

where $\bar{y}(i)$ is the output of the ensemble networks at time $i$. The ensemble members $\tilde{y}_k(i)$ are the output from each NARX in the ensemble model, and $n$ is the number of ensemble NARX networks.

On the other hand, the probabilistic nowcasting information was obtained by constructing a prediction interval (PI). The PI provides the range, which contains the upper bound “$UB$” and the lower bound “$LB$” of the nowcasted value. This range was obtained with a 95% confidence level, which the nowcasted value is estimated to fall in. The upper and lower bounds are calculated for each nowcasted value as follows:

$$UB(i) = \bar{y}(i) + t_{1-\alpha} \cdot STD(i) \cdot \sqrt{1 + \frac{1}{n}}$$  \hspace{1cm} (7)

$$LB(i) = \bar{y}(i) - t_{1-\alpha} \cdot STD(i) \cdot \sqrt{1 + \frac{1}{n}}$$  \hspace{1cm} (8)

where $LB(i)$ and $UB(i)$ represent the lower and upper bounds of the PI, respectively. The parameter $t_{1-\alpha}$ is the critical value probability distribution of the confidence level $(1-\alpha)$. $STD(i)$ is the standard deviation of the ensemble members, which is calculated using Equation (9):

$$STD(i) = \sqrt{\sigma(i)^2} = \frac{1}{n-1} \sum_{k=1}^{n} (\bar{y}(i) - \tilde{y}_k(i))^2$$  \hspace{1cm} (9)

### 3.3. Performance Evaluation of the Model’s Output

The performance of the deterministic nowcasting can be measured using the normalized root mean square error (nRMSE) and the Correlation Coefficient ($R$) \cite{32}. These two metrics are used to express the discrepancy between the targeted value and the predicted output of the model. Equation (11) is used to express the nRMSE:

$$nRMSE = \frac{1}{T} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\bar{y}(i) - y(i))^2}$$  \hspace{1cm} (10)

where $N$ is the number of predicted samples and $T$ is the range of the target observations and is expressed as follows:

$$T = WindSpeed_{MAX} - WindSpeed_{MIN}$$  \hspace{1cm} (11)

Similarly, the correlation coefficient can be expressed as follows:

$$R = \frac{N \sum (\bar{y}(i) - y(i))^2 - (\sum \bar{y}(i)) (\sum y(i))}{\sqrt{N \sum \bar{y}(i)^2 - (\sum \bar{y}(i))^2} \sqrt{N \sum y(i)^2 - (\sum y(i))^2}}$$  \hspace{1cm} (12)
Likewise, the probabilistic nowcasting of the ensemble models is evaluated in terms of reliability and sharpness using the prediction interval coverage probability (PICP) and the prediction interval normalized average width (PINAW). PICP is used to obtain the percentage of the targeted values that are covered by the PI. In contrast, PINAW provides information about the width of the interval [33,34]. The reliability (PICP) and sharpness (PINAW) are defined in Equations (13) and (14), respectively.

\[
\text{PICP} = \frac{1}{N} \sum C_i \quad C_i = \begin{cases} 1, & y(i) \in \text{PI} \\ 0, & y(i) \notin \text{PI} \end{cases}
\]  

(13)

\[
\text{PINAW} = \frac{1}{N} \sum (UB(i) - LB(i))
\]  

(14)

where the coverage coefficient \( C_i \) is equal to 1 if the predicted value is covered by the PI at a time \( i \) (i.e., within \([UB(i), LB(i)]\) bounds), and 0 otherwise.

3.4. Estimation of Wind Farm Power Output

The kinetic energy content of an air mass is proportional to its speed and mass. When a flowing air mass (wind) hits the blades of a wind turbine, it transfers part of its kinetic energy to the wind turbine and causes it to rotate. The reduction in the kinetic energy of the air mass is exhibited as a reduction of its speed and consequent pressure, immediately after the encountering the wind turbine blades. The difference between the air mass pressure and the atmosphere pressure decays as it moves away from the wind turbine, and it becomes negligible at sufficiently long distance from the turbine. Therefore, in a wind farm, the wind speed for downstream wind turbines may be affected by upstream wind turbines. This is referred to as the wake effect of the upstream wind turbine. Several models have been proposed to mimic the wake effect with different levels of accuracy and for use in certain applications [35–39]. A simple yet widely accepted model is the Jensen wake model developed by Jensen [35] and expanded by Katic et al. [36]. In the Jensen model, the decaying wake effect is modeled by a linear expansion of the affected area by the wind turbine wake for which the momentum remains constant [35]. Figure 7 shows two hypothetical turbines in a wind farm. Part of the swept area of wind turbine \( j \) is under the wake effect of wind turbine \( i \) when the wind direction is from north to south (\( \theta = 0 \)) and the wind flow angle is \( \varphi \).

![Figure 7. Wake effect of wind turbine \( i \) on turbine \( j \).](image-url)
Based on the Jensen model for a wind farm, the wind speed for wind turbine $j$ can be calculated by superimposing the wake effect of all other wind turbines $i$ [40]:

$$v_{t, j} = v_j \left\{ 1 - \left[ \sum_{i = 1}^{I} b_i a_i^2 \psi_{w, ij}^2 \psi_{h, j} \right] \right\}^{1/2}$$

(15)

where $i, j \in \{1, 2, \ldots, I\}$ and $b$ is a binary parameter representing the status of the wind turbine (where 1 and 0 correspond to when the wind turbine is in or out of service, respectively). The other parameters are expressed in the Equations (16)–(19).

$$a_i = 1 - \sqrt{3(1 - 0.5 C_{T, i}(v_{t, j}))^2}$$

(16)

$$\psi_{w, ij} = \frac{S_{w, ij}}{\pi r_{t, j}^2 \left( 1 + \frac{\alpha_i (y_{t, j} - y_{t, i})}{r_{t, j}} \right)^2}$$

(17)

$$\psi_{h, j} = \left( \frac{\log \frac{z_{t, j}}{\rho}}{\log \frac{z_f}{\rho}} \right)$$

(18)

$$\alpha_i = \frac{0.5}{\log \frac{2}{\rho}}$$

(19)

The affected wind turbine swept area $S_{w, ij}$ is calculated using the algorithm shown in Figure 8, where $(x_{t, j}', y_{t, j}')$, $z_{t, j}'$, and $r_{t, j}$ are the locus, height, and radius of the wind turbine, respectively. The thrust coefficient $C_T$ is found by interpolating over the thrust coefficient-wind speed characteristic of the wind turbine.

Similarly, the power generated by each wind turbine $P_{t, j}$ is estimated by interpolating over the power-wind speed characteristic of the wind turbine. These values are used to calculate the power output of the wind farm. It should be noted that with this formulation it is essential to carry out the calculation of wind speed for every turbine in ascending order of $y_t$. Therefore, the estimated power is calculated as follows:

$$P = \sum_{i=1}^{I} b_i P_{t, i}(v_{t, i})$$

(20)

Equation (20) will be used in our simulations to estimate the generated power from a wind farm given the wind speed that was predicted using our proposed model.
4. Model Simulations

The wind speed nowcasting model was implemented and validated in MATLAB (2014b, MathWorks, Natick, MA, USA). As for the dataset, the authors used measured parameters from the "Dhofar Wind Project" in Harweel, Sultanate of Oman (See Figure 9). The dataset includes measurements of temperature, humidity, pressure, wind speed, etc. These measurements were recorded at different heights (e.g., 79 meters, 60 meters, 42 meters, etc.) during a time span from November 2013 to October 2015.

![Location of the Dhofar Wind Project in Harweel, Sultanate of Oman [Google Maps]](image)

Figure 9. Location of the Dhofar Wind Project in Harweel, Sultanate of Oman [Google Maps].
For this study, the average wind speed measurements at an 80 meters height were used. In addition, the temperature and pressure values at a 76 meters height were used as exogenous inputs for the NARX network. Moreover, the data cleaning process was performed by removing duplicated data, which constituted less than 0.5% of the whole dataset. Nearest neighbor interpolation was used to handle some of the unrecorded measurements, where the latter constituted around 2% of the whole dataset.

A subset of the dataset (from November 2013 to December 2014) was used to train the nowcasting model, while the rest of the data were used to validate the model’s accuracy. The validation was done for four seasons, namely, winter (Jan–Feb, 2015), spring (Mar–May, 2015), summer (Jun–Aug, 2015), and autumn (Sep–Oct, 2015).

In order to quantify the improvement gain of using ensemble networks, the deterministic and probabilistic outputs were evaluated separately. First, the wind speed predictions were obtained by applying the persistence method, while nowcasting was trained and performed using a single NARX network. The results from both methods were used as a benchmark, as will be shown later, to compare the deterministic outputs of proposed model. The parameters of the single-network NARX were tuned until optimal performance was obtained. A summary of these parameters is shown in Table 1.

| Table 1. Single-network NARX parameter set. |
|------------------------------------------|
| Network Parameters | NARX |
|------------------|------|
| Number of Layers  | 2 (default) |
| Delays          | Feedback delay = 6 steps  
                           Input delay = 6 steps |
| Hidden Layer Neurons | 10 (default) |
| Inputs           | Wind speed at 80 m  
                           Temperature and pressure at 76 m |
| Nowcasting       | Wind speed at 80 m |
| Training Algorithm | Levenberg–Marquardt |
| Data Division Function | Divide by blocks |
| Performance Goal (MSE) | NARX, wind speed (≤0.05 m/s) |
| Training Epoch   | 1000 (default) |

Then, the ten ensemble NARX networks were trained with same original dataset and nowcasting was performed in order to evaluate the improvement, which can be gained by perturbing the input dataset. Finally, the probability nowcasting results were compared to the output of the 10-ensemble networks, as well as the 100-ensemble bootstrapping method (to be discussed in the following section).

5. Results and Discussion

5.1. Performance in terms of Accuracy and Execution Time

The deterministic nowcasting output was obtained by taking the average of the seven-ensemble members, where each member represents a NARX network output. Figure 10 shows the correlation coefficient (R) between the target values and the deterministic outputs. The figure shows a comparison between the proposed ensemble NARX, single-network NARX, and persistence models, using 500-step samples. The proposed model outperformed both the single-network NARX and the persistence model. The average performance of the proposed model has improved by 3% (from 95% to 98%) when compared to the single-network NARX model. What is more important is that the proposed model has improved the correlation of not only for the one-step-ahead nowcasting (i.e., 10-minute-ahead forecasting) but for all 9 steps (i.e., up to 90-minute-ahead forecasting).
Additionally, it is obvious from Figure 10 that the correlation between the target and the nowcasted output decreases as the prediction time steps expand along the horizon. For instance, the degradation in correlation between the 1- to 9-step predictions with the persistence model were the worst (30.9%), whereas the single-network NARX scored 23.25%. However, the proposed model was successful in maintaining the correlation by limiting the reduction by 3.06%.

Next, the performance of the proposed model was assessed by investigating the nRMSE. Figure 11 shows the evaluation of 500-step samples in terms of the nRMSE for the proposed model, in comparison to the single-network NARX and the persistence model. For one-step nowcasting, the proposed model performed better than the other two models by obtaining nRMSE of 0.024 m/s, whereas it was 0.0315 (0.0319) m/s for single-network NARX (persistence). This improvement is observed for all 9-step-ahead nowcasting.

Furthermore, it is expected that the accuracy of any prediction model will decrease as the prediction steps are increased. This is clearly visible in the case of the persistence and single-network NARX (See Figure 11), where the increase in nRMSE between steps 1 to 9 was 64% and 59.3%, respectively. In contrast, the proposed model has limited this growth to 43.15%, which is translated into an improvement of 20.9% compared to the persistence model.

As discussed earlier, the probabilistic nowcasting is calculated using Equations (7)–(9). Figure 12 shows the 1-hour-ahead (i.e., 6-step-ahead) nowcasting output from the proposed model at different seasons. The curves in the figure represent the deterministic output from the ensemble model and the probabilistic lower/upper bounds, which were obtained at a 95% confidence level. The actual measurements were plotted in order to visualize the correlation with the deterministic output. The figure shows that the average PICP at 1-hour predictions for the ensemble NARX models was 99.7% for 500-steps samples. This means that 99.7% of the targeted values of wind speed dataset were covered.
under the predicted interval with a confidence of 95%. The good news is that even for 1.5-hour-ahead prediction (not shown in figure), the PICP is relatively high (97.3%).

Figure 12. 1-hour-ahead probabilistic nowcasting using 7-perturbed ensemble NARX model: (a) Winter, (b) spring, (c) summer, and (d) autumn.
The probabilistic nowcasting of the proposed 7-perturbed ensemble network was benchmarked against a 10-ensemble NARX network without perturbations and the model proposed by Anwar et al. [27]. To perform the evaluation, the RMSE and the PICP values at a 95% confidence level for the proposed model were calculated as 3-step-ahead (30-minute) predictions. Figure 13 shows the PICP evaluation for the proposed model compared to the benchmarks. It is observed that increasing the number of ensemble members from 10 to 100 has a positive impact on improving PICP. Anwar et al. [27] used 100-ensemble neural networks to improve the PICP by 14.2% when compared to the 10-ensemble neural network. In comparison, our proposed model uses a smaller number of networks while improving the PICP by 17.8% when compared to the 10-ensemble neural network.

![Graph showing comparison of proposed model, ensemble (10 NARX), and bootstrap (100 NARX) for PICP (%), at 3-step-ahead predictions.]

**Figure 13.** Benchmarking the proposed model, in terms of prediction interval coverage probability (PICP) (%), at 3-step-ahead predictions.

Table 2 shows the sharpness of the predicted interval, also known as the PINAW. In order to quantify the measure of sharpness, the nowcasted wind speed is used to estimate the generated power from the wind farm. This will be discussed in the following subsection.

**Table 2.** Prediction interval normalized average width (PINAW) for proposed model at different time steps (each step is 10 min).

| Nowcasted Steps | PINAW (%) |
|-----------------|-----------|
| 1-step          | 12.11     |
| 3-step          | 13.66     |
| 6-step          | 17.29     |
| 9-step          | 21.42     |

The proposed model not only improves the prediction accuracy, but it is also less computationally intensive compared to the other contenders. Table 3 compares the execution time between the proposed model and the benchmarks. The execution time was obtained by running MATLAB simulations on a dual-core i5-7200U CPU operating at 2.50 GHz, with a total of 8 GB of physical memory. The table shows that the proposed model is one order of magnitude more computationally efficient compared to the bootstrap model. This is crucial, since these prediction models are expected to run continuously all day long, where real-time performance is favored.
Table 3. A comparison of nowcasting execution time of proposed model vs. benchmarks.

| Model                     | Time (s)/Sample |
|---------------------------|-----------------|
| Bootstrap (100 NARX)      | 12.41           |
| Ensemble (10 NARX)        | 0.77            |
| Proposed Ensemble (7 NARX)| 0.50            |

5.2. Generated Power Estimation

Until now, the evaluation of the proposed model was restricted to measuring the correlation and error performance. However, integrating renewable energy sources such as wind into the electrical grid requires knowledge of the estimated energy that can be harvested during any time interval. This estimated knowledge is important for power dispatching utilities in order to make commitments to the grid. Therefore, it is essential to estimate the generated power from a wind farm using the wind speed that was predicted by the proposed model. This allows the assessment of the reliability of the model if it were to be integrated into a renewable energy management system.

To estimate the generated power, a 32.5 MW wind farm at Harweel, Oman, was modeled using a three-dimensional multi-speed and direction wake model [40], as discussed earlier. The Harweel wind farm layout, wind turbine characteristic [41], and the forecasted wind speed \( v_f \) at height \( z_f \) were used to estimate the power output (See Equation (20)). To focus solely on the wind speed forecasting, it was assumed that the wind direction was from north to south (i.e., \( \theta = 0 \) rad, \( \varphi = 0 \) rad, and \( b = 1 \)) and the surface roughness length \( \rho \) was 0.0005 m [42].

Figure 14 plots the actual generated power against the deterministic power prediction at 30 min ahead. In addition, the plot shows the minimum power output expectations at 1.5-hour, 1-hour, and 30-minutes ahead with a confidence of 95%. Providing expected minimum power output values every 10 min helps power dispatching systems to make the right decision when making commitments. For example, Figure 14a shows the estimated power on the 11th of February 2015. It is observed that the predicted wind speed, during the time from 4 AM to 12 PM, on that particular day, yielded lower power. However, an improvement is detected between 12 PM to 12 AM on that same day. These predictions are in fact in line with the actual wind activity, which will greatly help dispatch utilities in making commitments with lower risk.
observed that the predicted wind speed, during the time from 4 AM to 12 PM, on that particular day, yielded lower power. However, an improvement is detected between 12 PM to 12 AM on that same day. These predictions are in fact in line with the actual wind activity, which will greatly help dispatch utilities in making commitments with lower risk.

Figure 14. Actual generated power against estimated wind output power. The plots show a sample of four days in the year 2015: (a) 11th February, (b) 22nd March, (c) 8th July, and (d) 2nd September.
6. Conclusions and Future Work

This study has proposed a novel method for predicting wind speed using ensemble networks fed with perturbed observations. The study used 7-ensemble NARX networks with perturbed observations. Actual measurements from a wind mast dedicated to a wind farm power plant were used in the simulations of the proposed model. The effectiveness of the proposed model was mainly attributed to introducing perturbed observations that were constructed from the original dataset using FFT interpolation. This resulted in multiple subsets for ensemble networks combined with NARX neural networks. The proposed perturbed ensemble NARX model outperformed the persistence and single-network NARX models in terms of the correlation between the targeted and predicted values and the error performance (nRMSE). In addition, the probabilistic nowcasting produced by the proposed model will help in minimizing risks while making commitments to the electrical grid.

The proposed ensemble model used a smaller number of networks while improving the PICP by 17.8% compared to 10-ensemble neural networks. Furthermore, the proposed model is superior in terms of the computational efficiency compared to the bootstrap method, where the latter requires hundreds of networks to run, while the former requires less than ten networks. As a result, the proposed model has a much faster execution time, and therefore, is more suitable for real-time applications.

The work done in this study has focused on predictions for a single wind farm. However, minor modifications are required when considering larger farm sizes, provided that relevant measurements are available. In fact, several works have indicated that increasing the farm area or grouping multi-farms together will help in reducing prediction errors [43–45]. Furthermore, the work presented in this paper can be further extended by considering the effect of wind direction on the potential harvested power from a wind farm.
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