Franck-Condon factors via compressive sensing
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Probabilities of vibronic transitions in molecules are referred to as Franck-Condon factors (FCFs). Although several approaches for calculating FCFs have been developed, such calculations are still challenging. Recently it was shown that there exists a correspondence between the problem of calculating FCFs and boson sampling. However, if the output photon number distribution of boson sampling is sparse then it can be classically simulated. Exploiting these results, we develop a method to approximately reconstruct the distribution of FCFs of certain molecules. We demonstrate this method by applying it to formic acid and thymine at 0 K. In our method, we first obtain the marginal photon number distributions for pairs of modes of a Gaussian state associated with the molecular transition. We then apply a compressive sensing method called polynomial time matching pursuit to recover FCFs.

I. INTRODUCTION

In theoretical molecular spectroscopy, the goal is to obtain better understanding of changes in molecular structure and force field due to transitions by analyzing spectra of molecules. Of importance is the vibronic spectrum of molecules, where the spectral lines correspond to transitions between two vibrational levels of electronic states. The probabilities of transitions between these levels is given by Franck-Condon factors (FCFs) which determine the intensities of the spectral lines. Given a vibronic spectrum, knowing which transitions contribute to observed spectral lines is helpful in testing a variety of molecules before synthesizing the most appropriate one for a particular application. Such applications include synthesizing new drugs and increasing the efficiency of solar cells among others [1–3]. Therefore, it is relevant to develop algorithms to compute FCFs.

According to the Franck-Condon principle, the electronic levels of molecules are modelled as multi-mode quantum harmonic oscillators (HO). Therefore, the vibronic wavefunctions are multi-dimensional Hermite polynomials; and their overlaps are the transition probabilities (FCFs). There are infinitely many possible transitions from a given ground state to excited states. Moreover, even if we truncate the maximum number of excited states, the number of transitions scales exponentially with the number of atoms of the molecule. Also, calculating the overlap of Hermite polynomials is computationally challenging [4]. These reasons contribute to the difficulty in simulating the vibronic spectra of molecules.

There exists a classical recursive method to generate FCFs developed by Doktorov [5]. However, this method is inefficient with respect to both computing time and memory required. Recently, several other approaches [6–9] have been developed which improve upon previous methods. Another work [10] explores the connection between FCFs and graph theory.

In this paper, by applying compressive sensing [11–15], we develop an alternate method to approximately reconstruct the distribution of FCFs. Compressive sensing techniques, introduced in the seminal papers [11–15], are particularly useful for recovering sparse distributions from compressively sensed data. These techniques provide an efficient procedure to reconstruct a large but sparse data set. In such techniques, compressively sensed data y is linearly related to a large unknown data set x via a measurement matrix A, i.e. $y = Ax$. Although this system of linear equations is underdetermined, owing to the sparsity of the dataset to be reconstructed, various algorithms [11, 16–21] for efficient recovery of x have been developed. These techniques have then been applied in various fields such as image reconstruction [22], communications [23], medical imaging [24], and quantum states tomography [25].

In [26], following the work of [5], it was noted that there exists a parallel between molecular vibronic transitions and Gaussian boson sampling [27]. In this paradigm, it is possible to express the excited state as a Gaussian state [28], which is obtained by a Gaussian evolution of the ground state. FCFs can then be obtained as the probabilities of various photon number configurations of this excited state. However, finding the probabilities of various photon number distributions of a Gaussian state is known to be in the complexity class $\#P$ [10, 29].

If the photon number distribution of the Gaussian state is sparse, then it is possible to recover this distribution approximately. This is possible by calculating the marginal photon number distributions over a few modes of the Gaussian state and then applying compressive sensing techniques to recover the full distribution. This idea was first explored in [30]. The calculation of marginal photon number distributions over a few modes of the Gaussian states is computationally tractable. By employing a technique developed in [10], the probabilities of marginal photon number distributions can be calculated as loop–Hafnians of certain matrices related to the Gaussian state (Section II B).

Our contribution is to develop a method to approx-
imately reconstruct the distribution of FCFs. To this end, we apply polynomial time matching pursuit (PTMP) [30] defined in Section II C. This is a first-order greedy algorithm which is a modification of the matching pursuit algorithm [16]. With this modification, the runtime of PTMP is polynomial in the number of modes of the excited Gaussian state. Since the number of modes is in general $\Delta N_a - 6$ where $N_a$ is the number of atoms of the molecule, PTMP is efficient when dealing with large molecules.

The key step of PTMP, which is also its computational bottleneck, is the identification of a column of the measurement matrix $A$ which has the largest overlap with a specified vector in each iteration of the algorithm. This maximization procedure would typically take the time of the order of the size of the matrix $A$. However, if only the marginal photon number distributions of nearest-neighbor modes are considered, then the problem can be mapped to an optimization in a 1-D Ising model [30]. The task is then to find the biggest energy configuration of a 1-D classical spin chain with the Ising Hamiltonian which can be efficiently obtained.

In Section III A, we demonstrate the feasibility of PTMP and analyze its performance in practice. We do this by approximately reconstructing the distributions of FCFs of two molecules: formic acid (7 mode symmetry block) and thymine (26 mode symmetry block) in Section III A and Gaussian boson sampling [26]. The transformation is a Bogoliubov transformation, and is strictly related to the transformation of the normal coordinates given in (5). It was originally derived by Doktorov [5] and used recently to show the analogy between the vibronic molecular system and Gaussian boson sampling [26]. The transformation is

$$ q' = Uq + d, \tag{5} $$

where $U$ is an orthogonal matrix referred to as the Duschinsky matrix, $d$ is the displacement vector, and $q$ and $q'$ are the initial and final coordinates respectively. These parameters may be determined based on \textit{ab initio} calculations of molecular structures.

In Heisenberg picture, the transition between the two states can be expressed in terms of a transformation of the ladder operators of the multi-mode quantum harmonic oscillator. This transformation is a Bogoliubov transformation, and is strictly related to the transformation of the normal coordinates given in (5). It was originally derived by Doktorov [5] and used recently to show the analogy between the vibronic molecular system and Gaussian boson sampling [26]. The transformation is

$$ \hat{a}'^\dagger = \frac{1}{2} (J - (J^T)^{-1}) \hat{a} + \frac{1}{2} (J + (J^T)^{-1}) \hat{a}^\dagger + \frac{\delta}{2}, \tag{6} $$

with

$$ J = \Omega' U \Omega^{-1}, \tag{8} $$

$$ \Omega = \text{diag} (\omega_1, \ldots, \omega_N)^2, \tag{9} $$

$$ \Omega' = \text{diag} (\omega'_1, \ldots, \omega'_N)^2, \tag{10} $$

where $U$ is the Duschinsky rotation matrix and $d$ the displacement vector from (5), and $\{\omega_k\}$ and $\{\omega'_k\}$ are the harmonic angular frequencies of the final and initial states respectively. These variables are specified for a given molecule.

At any given temperature, the vibrational modes of the ground state of the molecule are in a thermal state $\rho_i$ which is a Gaussian state. Since the evolution of the vibrational modes is specified by the Bogoliubov transformation in (6), the final state of the molecule $\rho_f$ is also a Gaussian state. Therefore, we can apply the Gaussian formalism in order to find the covariance matrix and mean vector of the final Gaussian state. The evolution of the covariance matrix is given as

$$ \sigma_f = S \sigma_i S^T, \tag{12} $$

where
where $\sigma_f$ is the covariance matrix corresponding to the final state $\rho_f$, and $\sigma_i$ is the covariance matrix corresponding to the initial state $\rho_i$. In our convention,

$$S = \begin{bmatrix} \alpha & \beta \\ \beta^* & \alpha^* \end{bmatrix},$$

where $\alpha$ and $\beta$ are defined as in (7). Since $\alpha$ and $\beta$ are real, we can simplify the evolution of the covariance matrix as

$$\sigma_f = S\sigma_i S^T.$$

(13)

Let $\vec{d}_f$ be the mean vector corresponding to the state $\rho_f$, and let $\vec{d}_i$ be the mean vector corresponding to the state $\rho_i$. Then the mean vector evolves as

$$\vec{d}_f = S\vec{d}_i + \frac{\vec{\delta}}{\sqrt{2}},$$

(14)

where $\vec{\delta}$ is defined in (7). In this work, we assume that the initial ground state is at 0 K, and is thus a vacuum state. Therefore, the initial covariance matrix $\sigma_i$ is the identity matrix, and the initial displacement $d_i$ is a null vector. We then evolve the state according to (6) with the parameters specified by the molecule under consideration. Finally, (13) and (14) completely specify the final state.

To obtain the photon number distribution of a few modes of a Gaussian state, we find the marginal states. We now outline the method to obtain the photon number distribution of these marginal states.

Following [36], we can then define

$$D = X \left( \mathbb{1}_{2N} - \sigma_Q^{-1} \right),$$

(17)

$$\gamma^T = \beta^T \sigma_Q^{-1}.$$

(18)

In order to obtain the probability of a photon number distribution $\vec{n} = (n_1 \cdots n_N)$ from the Gaussian state characterized by $\sigma_Q$, we have the following steps:

1. Calculate matrix $B$ as follows: For each $i = 1, 2, \cdots, N$, the $i^{th}$ row as well as the $(N+i)^{th}$ row of $D$ are repeated $n_i$ times; and the $i^{th}$ column as well as the $(N+i)^{th}$ column of $D$ are repeated $n_i$ times. The resulting matrix $B$ is a $2\bar{n}$ dimensional square matrix where $\bar{n} = \sum n_i$.

2. Define a vector $\vec{\gamma}$ of length $\bar{n}$ as follows: For each $i = 1, 2, \cdots, N$, the $i^{th}$ element as well as $(N+i)^{th}$ element of $\vec{n}$ is repeated $n_i$ times.

3. Replace the diagonal entries of $B$ with $\vec{\gamma}$ so as to obtain a matrix $C$.

The probability of obtaining a photon distribution $\vec{n}$ is then

$$\text{Prob}(\vec{n}) = F \times \text{lhaf}(C)$$

(19)

where

$$F = \frac{\exp \left( -\frac{1}{2} \beta^T \sigma_Q^{-1} \beta \right)}{\sqrt{\text{det}(\sigma_Q)} \prod_{i=1}^{N} n_i!},$$

(20)

and the function $\text{lhaf}$ is the loop-Hafnian defined as

$$\text{lhaf}(G) = \sum_{M \in W} \prod_{(i,j) \in M} G_{ij},$$

(21)

where $W$ is the set of all the perfect matchings of a graph $G$ with loops. A detailed example of this construction is shown in Appendix A.

Calculating loop-Hafnians of large matrices is not efficient [10]. In our approach, we restrict to two-mode Gaussian states and limit the number of photons to three photons per mode. This makes the calculation of loop-Hafnians tractable. The algorithm we use for calculating loop-Hafnians was obtained from [37].

As can be observed, $C$ has several repeated columns and rows. In such cases, one can also use a tailored formula for structured matrices as given in [38] which allows a faster calculation of loop-Hafnians.

The method outlined above is not defined when we are interested in finding the vacuum probability of obtaining vacuum in the final Gaussian state. This is because the above procedure produces a zero-dimensional matrix $C$. Fortunately, the vacuum probability is the overlap of two Gaussian states for which there is an efficient formula [39]. For a $N$-mode Gaussian state $\rho$ with a covariance

$$\sigma_Q = \sigma + \frac{1}{2} \mathbb{1}_{2N}. $$

(16)
matrix $\sigma$ and a mean vector $\beta$, the overlap with vacuum is given as

$$\text{Tr} [\rho | 0 \rangle \langle 0 |] = \frac{\exp \left[ -\frac{1}{2} \beta^T (\sigma + \frac{1}{2} I_{2N})^{-1} \beta \right]}{\sqrt{\det(\sigma + \frac{1}{2} I_{2N})}}.$$  \hspace{1cm} (22)

This result could also have been obtained from (19) by defining loop-Hafnians of zero-dimensional matrices as one.

C. Polynomial time matching pursuit

Polynomial time matching pursuit (PTMP) is a modification of the standard matching pursuit iterative algorithm [16] developed in the context of compressive sensing for finding a sparse high-dimensional signal that fits a given low-dimensional measurement data $y$. The transformation from $y$ to $x$ is given by a known rectangular measurement matrix $A$, i.e., $y = Ax$. In the case under consideration $x$ is the vector of FCFs, and $y$ is a vector of marginal photon number distributions. Then, $A$ is defined as in [30]. For completeness, we provide the exact form of $A$ in Appendix B.

PTMP is applicable when $y$ consists of nearest neighbor marginal distributions. The algorithm is as follows:

1. Initialization: Define residue $r^0 = y$ and the reconstructed vector $x^0$ as the zero vector.

2. Support detection: In step $i$, find the index $t$ of the column of $A$ with the maximum overlap with the residue $r^{i-1}$, i.e., $t = \arg \max \nu (A^T r^{i-1})_\nu$.

3. Updating: Update the residue as $r^i = r^{i-1} - s A_t$, where $s$ is a chosen step size and $A_t$ is a column of $A$ detected in the previous step. Also, update the $t^{th}$ entry of the reconstructed vector as $x^i_t = x^{i-1}_t + s$.

We continue the iteration until a stopping criterion is met. For us, this criterion is when the elements of $x$ sum up to one. This ensures that the sum of the transition probabilities is unity. We note that this modification of matching pursuit relies on the non-negativity of vectors and matrices involved. However, the procedure is easily adaptable to the general case.

The bottleneck of this algorithm is the support detection part. Fortunately, when we consider only marginal states of nearest neighbors, $A^T r$ has the structure [30]

$$A^T r = \sum_{m} h_{m,m+1},$$  \hspace{1cm} (23)

where the column vector $h_{m,m+1}$ is defined as

$$\left(1^{\otimes m-1} \otimes (r_{0,m,0,m+1}, r_{0,m,1,m+1}, r_{0,m,2,m+1}, \ldots) \otimes 1^{\otimes N-m-1}\right)^T$$  \hspace{1cm} (24)

where $N$ is the total number of modes and $r_{n,m,n',m+1}$ denotes the probability of having $n$ photons in $m^{th}$ mode and $n'$ photons in $(m + 1)^{th}$ mode. Here, $1^{\otimes l}$ is a vector of length $K^l$ with all entries 1, where $K - 1$ is the maximum number of photons in a mode. So, $A^T r$ has the structure of the nearest neighbor interaction Hamiltonian for $1 - D$ spin chains [40].

The configuration of spins that maximizes the energy of this system, and thereby the index of the maximum entry of vector $A^T r$, can be found efficiently using the following iterative algorithm [41]:

$$E_k(i_k) = \max [E_{k-1}(i_{k-1}) + H_{k-1,k}(i_{k-1}, i_k)], \ k \geq 2,$$

where matrix $H_{k-1,k}$ with two arguments $i_{k-1}, i_k$ is defined by

$$H_{k-1,k}(i_{k-1}, i_k) = r(i-1)_{k-1, i_{k-1}+1},$$  \hspace{1cm} (26)

In the original algorithm $E_k(i_k)$ is the optimized energy of spins $1, \ldots, k$ assuming that spin $k$ is in state $i_k$. In each step, for each column $i_k$ the maximization in (25) allows us to find the index of the maximum entry in this column. This index would indicate the state of $k - 1$ spins if the $k^{th}$ spin was found in state $i_k$ in the final solution. In each iteration, for each state of the currently considered spin, we have a unique sequence of states of previous spins that maximizes the energy. The final maximization determines the correct sequence of states of entire spin chain. This enables us to find the index of the maximum entry of the vector that we are concerned with. The efficiency of PTMP follows from the ability to efficiently find the maximum energy configuration of a classical spin chain in 1-D.

This procedure allows us to efficiently find the approximate distribution of sparse FCFs of molecules from the photon number distributions of nearest neighbor marginals. By sparse FCFs, we mean that either only a few FCFs are non-zero or that just a few FCFs are significantly higher than the rest.

III. RESULTS: SIMULATION OF FC FACTORS

We now demonstrate the algorithm described in Section II C for formic acid and thymine.

A. Formic acid

As an example, let us consider formic acid. In particular, we analyze its 7-mode symmetry block with the normal mode frequencies

$$(3629.9; 3064.9; 1566.5; 1399.7; 1215.3; 1190.9; 496.3)[\text{cm}^{-1}]$$  \hspace{1cm} (27)

for the electronic transition $(1^1A''') \rightarrow (1^2A')$. The parameters defining this transition are given in [26].

We obtain the marginal probabilities of photon numbers in adjacent modes, considering up to three photons
FIG. 1. Franck-Condon factors for transitions between the electronic ground state ($1^1A''$) and vibrational states in the electronic excited state ($1^2A'$) of formic acid at 0 K. The blue lines with crosses is the spectrum obtained by the exact Doktorov recursive method, the orange lines with circles is the spectrum reconstructed from the nearest neighbors marginal distributions by PTMP. The reconstruction quality (the $l_1$-norm between the reconstructed distribution and the exact one) is 0.2991.

Per mode. This result was then used to reconstruct the distribution of FCFs using PTMP. The step size in our algorithm is chosen as $s = 0.01$, which necessitates no more than $k = 100$ iterations of our algorithm. We do not need to change the parameters $s$ and $k$ for larger molecules.

As we consider a small molecule and limit the maximum number of photons per mode, the exact approach by Doktorov is computationally tractable using a standard desktop computer. This enables us to plot the result of the reconstruction by PTMP together with the exact spectrum in Figure 1. As a reconstruction quality measure, we use the $l_1$-norm between the exact FCFs ($p$) and the reconstructed FCFs ($q$) defined as $D_{l_1} = \sum_i |p_i - q_i|$.

The main lines shown in Figure 1 are described in Table I. We observe that the main lines correspond to one, two, and three photons excited in a particular mode. Our reconstruction also allows us to recognize lines corresponding to simultaneous excitation in two different modes. In our reconstruction of FCFs, we could have restricted the total number of excitations to just a few or restricted the excitations to only a few modes. However, the method we use does not use any such assumption.

Since formic acid is small enough that its FCFs can be reconstructed by other methods, we compare the performance of PTMP with another compressive sensing method. This method finds a solution which fits the marginal distributions while minimizing it’s $l_1$-norm. For this, we use the constrained $l_1$-norm minimization in MATLAB using the CVX package [42]. The spectrum thus obtained is plotted in Figure 2.

Table:<br>$$
\begin{array}{|c|c|c|}
\hline
\text{Wavenumber [cm}^{-1}\text{]} & \text{Photon number state} & \text{Probability} \\
\hline
0 & 000000 & 0.2228 \\
1566.5 & 001000 & 0.31 \\
3132.9 & 002000 & 0.18 \\
4699.4 & 003000 & 0.07 \\
1215.3 & 000100 & 0.05 \\
1399.7 & 000010 & 0.01 \\
2966.1 & 001100 & 0.01 \\
\hline
\end{array}
$$

TABLE I. Main FCFs of formic acid reconstructed from marginal distributions of photon numbers in the nearest neighbor modes by PTMP. The modes correspond to the symmetry block with seven normal modes with wave numbers in $(27)$.

From Figure 1 and Figure 2, we observe that the quality of the reconstruction is better while using norm-minimization (0.1988) than while using PTMP (0.2911). It is known that norm-minimization provides better solutions than first order iterative algorithms like matching pursuit. However, norm-minimization requires more memory than first order iterative algorithms. Further, norm-minimization scales badly with the size of the problem. In particular, it is inefficient for finding the distribution of FCFs of thymine which we consider next. In contrast, PTMP does not experience computational time or memory problems.
TABLE II. Main FCFs of thymine reconstructed from marginal distributions of photon numbers in the nearest neighbor modes by PTMP. The modes correspond to the symmetry block with 26 normal modes with wave numbers in (28).

| Wavenumber [cm⁻¹] | Photon Number State | Probability |
|-------------------|---------------------|-------------|
| 0                 | 0 photon in all modes | 0.1633      |
| 392.2             | 1 photon in 25th mode | 0.14        |
| 532.2             | 1 photon in 23rd mode | 0.12        |
| 690.7             | 1 photon in 21st mode | 0.09        |
| 1315.0            | 1 photon in 14th mode | 0.02        |
| 1575.5            | 1 photon in 8th mode | 0.02        |

B. Thymine

As the second example we consider thymine. Its vibrational degrees of freedom can be decoupled into two separate blocks of 13 normal modes and 26 normal modes. We consider the transitions at 0 K between the ground electronic state (1⁰A’⁰) and 26 vibrational modes of the excited state (1²A’) with normal frequencies as follows:

(3535.0; 3511.8; 3195.7; 3150.6; 2996.8; 1833.9; 1739.7; 1575.5; 1531.1; 1474.4; 1442.6; 1380.0; 1353.8; 1315.0; 1271.3; 1216.1; 1187.3; 995.9; 893.5; 766.6; 690.7; 581.6; 532.2; 444.4; 392.2; 293.8)[cm⁻¹]. (28)

Obtaining the spectrum of thymine is more challenging with standard techniques. This is because even if we restrict ourselves to transitions with no more than three photons per mode, then the number of all possible FCFs is 4²⁶. Due to this size, dealing with this molecule using standard methods such as the exact recursive Doktorov method is infeasible on standard desktop computers. Also, 1-norm minimizer cannot deal with problems of this size.

Based on the parameters of the transition provided in [7, 43], we obtain the Gaussian state associated with the excited state of the transition. Next, we find the marginal states for nearest neighbor modes, and then find their photon number distributions up to three photons per mode. Finally, we apply the PTMP algorithm to find the FCFs. We show the spectrum of FCFs of thymine in Figure 3 and in Table II.

The approximate spectrum of FCFs of thymine produced by PTMP agrees well with the spectra produced by other methods [7]. Although our method is not as precise as the method given in [7], the computation is faster. In particular, the calculations used to produce the spectrum given in Figure 3 take only a few seconds on a standard desktop computer. Observing the spectra of FCFs of thymine, in contrast to that of formic acid, we observe that the main lines correspond to single photon transitions for different modes.

Let us comment on the sparsity assumption for our method. We can observe that the exact spectrum of FCFs of thymine is not sparse [7, 26]. However, there are six lines with significantly higher probabilities than the other lines of the spectrum. This situation is similar to a sparse signal in the presence of noise. We observe that even though many small probability contributions are present, we are still able to reconstruct the most significant lines of the spectrum. This shows that our algorithm does not demand strict sparsity of FCFs. However, recognizing the lines with lower probabilities is out of the reach and beyond the scope of this approach.

IV. CONCLUSIONS

In this paper, we develop an efficient classical method to approximately reconstruct the distribution of FCFs of large molecules. This reconstruction is possible with an efficient compressive sensing algorithm which uses marginal photon number probability distributions as compressively sensed data. We define and test the performance of the polynomial time matching pursuit (PTMP) algorithm which allows us to efficiently reconstruct the main peaks of molecular vibronic spectra even for large molecules.

Our method is restricted to spectra which are sparse or spectra with just a few FCFs significantly larger than the rest. In the case of decreasing sparsity we would need more marginal distributions to reliably reconstruct significant FCFs. In such a case, instead of two nearest neighbor modes we could consider three or more nearest neighbor modes. PTMP can be easily adapted to and will still be efficient in this case. However, the computational time for calculating loop-Hafnians increases exponentially with the number of modes which restricts the method.

Since we study FCFs at temperature 0 K, we can as-
sume that each mode of the final state is occupied by only few photons. However when the temperature is finite, the initial state of the molecule is a thermal state with the average number of photons in a mode obeying the Bose-Einstein distribution. For a typical molecule (say formic acid), even for a relatively low temperature of about 1 K, the average number of photons in a mode is of the order of $10^3$. This implies that marginal distributions containing relatively few photons are improbable. In such cases, although the matrices of whose loop-Hafnians are to be calculated are huge, they are highly structured matrices with only a few dissimilar rows/columns. Then, we can employ the method of Kan [38] to calculate such loop-Hafnians. This can be a subject of future studies.

Finally, the method of FCFs recovered from marginal distributions by compressive sensing may be improved by introducing algorithms other than PTMP. This can include gradient pursuit introduced in [18] as discussed in [30]. We also think that orthogonal matching pursuit [21] can be adapted for this purpose.

Acknowledgements: The authors thank Joonsuk Huh for sharing the Duschinsky matrix for thymine. The authors also thank Takafumi Ono and Jonathan P. Dowling for helpful discussions.

KVJ acknowledges the support from NSF and from Louisiana State University System Board of Regents via an Economic Development Assistantship. EK acknowledges support from US Office of Naval Research. WR and MT acknowledge the support of JST CREST Grant No. JPMJCR1772.

[1] J. Hachmann, R. Olivaes-Amaya, S. Atahan-Evrenk, C. Amador-Bedolla, R. S. Sánchez-Carrera, A. Gold-Parker, L. Vogt, A. M. Brockway, and A. Aspru-Guzik. The Harvard clean energy project: large-scale computational screening and design of organic photovoltaics on the world community grid. J. Phys. Chem. Lett., 2:2241–2251, August 2011.

[2] H. J. Butler, B. Bird L. Ashton, G. Cinque, K. Curtis, J. Dorney, K. Esmonde-White, N. J. Fullwood, B. Gardner, P. L. Martin-Hirsch, M. J. Walsh, M. R. McInsh, N. Stone, and F. L. Martin. Using Raman spectroscopy to characterize biological materials. Nature Protocols, 11:664–687, March 2016.

[3] M. Gross, D. C. Müller, H.-G. Nothofer, U. Scherf, D. Neher, C. Bräuchle, and K. Meerholz. Improving the performance of doped π-configurated polymers for use in organic light-emitting diodes. Nature, 405:661–665, June 2000.

[4] D. S. Phillips, M. Walschaers, J. J. Renema, I. A. Walmsley, N. Treps, and J. Sperling. Benchmarking of Gaussian boson sampling using two-point correlators. Phys. Rev. A, 99:023836, Feb 2019.

[5] E.V. Doktorov, I.A. Malkin, and V.I. Maitko. The importance of the electron spectrum in multi atomic molecules concerning Franck-Condon principle. Journal of Molecular Spectroscopy, 64:302–326, February 1977.

[6] S. M. Rabidoux, V. Eijkhout, and J. F. Stanton. A highly-efficient implementation of the Doktorov recurrence equations for Franck-Condon calculations. J. Chem. Theory Comput., 12:728–739, January 2016.

[7] J. L. Stuber H.-C. Jankowiak and R. Berger. Vibronic transitions in large molecular systems: Rigorous prescreening conditions for Franck-Condon factors. The Journal of Chemical Physics, 127:234101, December 2007.

[8] Fabrizio Santoro, Roberto Improtta, Alessandro Lami, Julien Bloino, and Vincenzo Barone. Effective method to compute franck-condon integrals for optical spectra of large molecules in solution. The Journal of Chemical Physics, 126(8):084509, 2007.

[9] Peder Thugsgaard Ruhoff and Mark A Ratner. Algorithms for computing franck-condon overlap integrals. International Journal of Quantum Chemistry, 77(1):383–392, 3 2000.

[10] N. Quesada. Franck-Condon factors by counting perfect matchings of graphs with loops. The Journal of Chemical Physics, 150:164113, April 2019.

[11] E. J. Candes and T. Tao. Decoding by linear programming. IEEE Transactions on Information Theory, 51(12):4203–4215, December 2005.

[12] D. L. Donoho. Communications on Pure and Applied Mathematics, 59(7):907–934, 2006.

[13] E. J. Candes and T. Tao. Near-optimal signal recovery from random projections: Universal encoding strategies? IEEE Transactions on Information Theory, 52(12):5406–5425, December 2006.

[14] Richard Baraniuk, Mark Davenport, Ronald DeVore, and Michael Wakin. A simple proof of the restricted isometry property for random matrices. Constr Approx, 28:253–263, December 2008.

[15] E. J. Candes, J. Romberg, and T. Tao. Robust uncertainty principles: exact signal reconstruction from highly incomplete frequency information. IEEE Transactions on Information Theory, 52(2):489–509, February 2006.

[16] S. G. Mallat and Z. Zhang. Matching pursuits with time-frequency dictionaries. IEEE Transactions on Signal Processing, 41:3397, October 1993.

[17] G. Davis, S. Mallat, and Avellaneda M. Adaptive greedy approximations. Constructive approximation, 13:5798, 1997.

[18] T. Blumensath and M. E. Davies. Gradient pursuits. IEEE Transactions on Signal Processing, 56(6):2370–2382, June 2008.

[19] T. Blumensath and M. E. Davies. Iterative thresholding for sparse approximations. Journal of Fourier Analysis and Applications, 14:629–654, 2008.

[20] A. Draganic, I. Orovic, and S. Stankovic. On some common compressive sensing algorithms and applications - review paper. Facta Universitatis, Series: Electronics and Energetics, 30(4):477–510, 2017.

[21] T. Zhang. Sparse recovery with orthogonal matching pursuit under rip. IEEE Trans. on Information Theory, 57:6215–6221, 2011.

[22] J. Romberg. Imaging via compressive sampling. IEEE
Appendix A: Photon number distributions of a Gaussian state

As an example of calculating the photon number distribution of a multimode Gaussian state, consider a two mode Gaussian state described by a covariance matrix $\sigma$ and a mean vector $\beta$ as follows:

$$\sigma = \begin{bmatrix} \sigma_{11} & \sigma_{12} & \sigma_{13} & \sigma_{14} \\ \sigma_{21} & \sigma_{22} & \sigma_{23} & \sigma_{24} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} & \sigma_{34} \\ \sigma_{41} & \sigma_{42} & \sigma_{43} & \sigma_{44} \end{bmatrix}, \quad (A1)$$

$$\beta = \begin{bmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \\ \beta_4 \end{bmatrix}^T. \quad (A2)$$

We are interested in the probability of obtaining two photons in mode 1 and one photon in mode 2. We first calculate the matrix $D$ as in (17). Then we construct the 6 x 6 matrix $B$ as

$$B = \begin{bmatrix} D_{11} & D_{12} & D_{13} & D_{14} \\ D_{11} & D_{12} & D_{13} & D_{14} \\ D_{11} & D_{12} & D_{13} & D_{14} \\ D_{21} & D_{22} & D_{23} & D_{24} \\ D_{31} & D_{32} & D_{33} & D_{34} \\ D_{31} & D_{32} & D_{33} & D_{34} \end{bmatrix}. \quad (A3)$$

Constructing $\gamma$ as per (18), we obtain

$$\gamma = \begin{bmatrix} \gamma_1 \\ \gamma_1 \\ \gamma_2 \\ \gamma_3 \\ \gamma_3 \\ \gamma_4 \end{bmatrix}^T. \quad (A4)$$

Next, we replace the diagonal entries of $B$ with $\gamma$ so as to obtain

$$C = \begin{bmatrix} \gamma_1 & D_{11} & D_{12} & D_{13} & D_{14} \\ D_{11} & \gamma_1 & D_{12} & D_{13} & D_{14} \\ D_{21} & D_{21} & \gamma_2 & D_{23} & D_{24} \\ D_{31} & D_{31} & \gamma_3 & D_{33} & D_{34} \\ D_{31} & D_{31} & D_{32} & \gamma_3 & D_{34} \end{bmatrix}. \quad (A5)$$

Finally, the loop-Hafnian of the above matrix is calculated, and then used to calculate the concerned probability using (19).
Appendix B: Measurement matrix

Since our measurement matrix is large, it is imperative that we develop a particular representation of the measurement matrix such that its elements can be efficiently generated by knowing its indices alone. This makes our algorithm efficient with respect to its memory requirement.

In order to define the measurement matrix, we first develop a representation for the vector \((x)\) with all FCFs. To this end, we define vectors specified by sets of photon numbers in each mode \(\{n_1, n_2, \ldots\}\), where \(n_i\) denotes the number of photons in the \(i\)-th mode as follows:

\[
\begin{align*}
|n_1, n_2, \ldots\rangle^T &= (\cdots 1 \cdots) \otimes (\cdots 1 \cdots) \otimes \ldots \\
&\uparrow \quad \uparrow \\
&n_1 + 1 \quad n_2 + 1 \quad \ldots
\end{align*}
\]  

(B1)

Here the lower indices indicate the positions of 1 in each component of the tensor product, and the remaining entries are zeros. Using this representation, we can then decompose the vector \(x\) of all FCFs of an \(N\) mode system as follows:

\[
x = \sum_{n_1, \ldots, n_N} \alpha_{n_1, \ldots, n_N} |n_1, \ldots, n_N\rangle.
\]  

(B2)

Here, the coefficients \(\alpha_{n_1, \ldots, n_N}\) are non-negative and sum up to one.

We will now see how to define the measurement matrix in this representation. For this, let us first define the following auxiliary vectors

\[
\gamma_{n_i} = 1^{\otimes i-1} \otimes (\cdots 1 \cdots) \otimes 1^{\otimes N-i}
\]  

\[
\uparrow \\
\quad n_i + 1
\]

(B3)

where \(1 = (1, 1, 1, \ldots)\) and \((\cdots 1 \cdots)\) are \(K\) dimensional vectors and \(K - 1\) is the maximum photon number in a mode. \(\gamma_{n_i}\) is defined such that \(\gamma_{n_i} x\) gives the marginal probability of having \(n_i\) photons in the \(i\)-th mode. By choosing different \(n_i\), we can then obtain the marginal probability distribution of the photon numbers in mode \(i\).

In order to find the marginal distributions of two modes, we use the entry-wise products \(\gamma_{n_i} \odot \gamma_{n_j}\) such that \((\gamma_{n_i} \odot \gamma_{n_j}) x\) is just the marginal probability of simultaneously finding \(n_i\) photons in the \(i\)th mode and \(n_j\) photons in the \(j\)th mode. These quantities allow us to write the marginal distributions of photonic occupations in pairs of modes.

In the problem that we are concerned, the measurement matrix \(A\) consists of rows indexed by \((n_i, n_j)\) given as

\[
A_{n_i, n_j} = \gamma_{n_i} \odot \gamma_{n_j}.
\]  

(B4)

This matrix describes the transition from the joint distribution of FCFs for all modes and marginal distributions for pairs of modes. Using this form of the measurement matrix, the vector of joint marginal distributions \((y)\) is given as

\[
y_{n_i, n_j} = A_{n_i, n_j} x.
\]  

(B5)

We can now apply compressive sensing methods to our problem.