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The effect of transmission-line dynamics on grid-forming dispatchable virtual oscillator control

Dominic Groß, Marcello Colombino, Jean-Sébastien Brouillon, and Florian Dörfler

Abstract—In this work, we analyze the effect of transmission line dynamics on grid-forming control for inverter-based AC power systems. In particular, we investigate a dispatchable virtual oscillator control (dVOC) strategy that was recently proposed in the literature. When the dynamics of the transmission lines are neglected, i.e., if an algebraic model of the transmission network is used, dVOC ensures almost global asymptotic stability of a network of AC power inverters with respect to a pre-specified solution of the AC power-flow equations. While this approximation is typically justified for conventional power systems, the electromagnetic transients of the transmission lines can compromise the stability of an inverter-based power system. In this work, we establish explicit bounds on the controller setpoints, branch powers, and control gains that guarantee almost global asymptotic stability of dVOC in combination with a dynamic model of the transmission network.

I. INTRODUCTION

The electric power grid is undergoing a period of unprecedented change. A major transition is the replacement of bulk generation based on synchronous machines by renewable generation interfaced via power electronics. This gives rise to scenarios in which either parts of the transmission grid or an islanded distribution grid may operate without conventional synchronous generation. In either case, the loss of synchronous machines poses a great challenge because today’s power system operation heavily relies on their self-synchronizing dynamics, rotational inertia, and resilient controls.

The problem of synchronization of grid-forming power inverters has been widely studied in the recent literature. A grid-forming inverter is not limited to power tracking but acts as a controlled voltage source that can change its power output (thanks to storage or curtailment), and is controlled to contribute to the stability of the grid. Most of the common approaches of grid-forming control focus on droop control [1], [2]. Other popular approaches are based on mimicking the physical characteristics and controls of synchronous machines [3], [4] or controlling inverters to behave like virtual Liénard-type oscillators [5], [6]. While strategies based on machine-emulation are compatible with the legacy power system, they use a system (the inverter) with fast actuation but almost no inherent energy storage to mimic a system (the generator) with slow actuation but significant energy storage (in the rotating mass) and may also be ineffective due to deteriorating effects of time-delays in the control loops and current limits of inverters [7]. While some form of power curtailment or energy storage is essential to maintain grid stability, it is not clear that emulating a machine behavior is the preferable option. Virtual oscillator control (VOC) is a promising approach because it can globally synchronize an inverter-based power system. However, the nominal power injection cannot be specified in the original VOC approach [5], [6], i.e., it cannot be dispatched. Likewise, all theoretic investigations are limited to synchronization with identical angles and voltage magnitudes. For passive loads it can be shown that power is delivered to the loads [6], but the power sharing by the inverters and their voltage magnitudes are determined by the load and network parameters. Finally, the authors recently proposed a dispatchable virtual oscillator control (dVOC) strategy [8], which relies on synchronizing harmonic oscillators through the transmission network, ensures almost global asymptotic stability of an inverter-based AC power systems with respect to a desired solution of the AC power-flow equations, and has been experimentally validated in [9].

In order to simplify the analysis, the dynamic nature of transmission lines is typically neglected in the study of power system transient stability and synchronization. In most of the aforementioned studies, an algebraic model of the transmission network is used, i.e., the relationship between currents and voltages is modeled by the admittance matrix of the network. This approximation is justified in a traditional power network, where bulk generation is provided by synchronous machines with very slow time constants (seconds) and can be made rigorous using time-scale separation arguments [10]. As power inverters can be controlled at much faster time-scales (milliseconds), when more and more synchronous machines are replaced by inverter-based generation, the transmission line dynamics, which are typically not accounted for in the theoretical analysis, can compromise the stability of the power network. For droop controlled microgrids this phenomenon has been noted in [2], [11] and it can be verified experimentally for all control methods listed above. Moreover, in [11], [12] explicit and insightful bounds on the control gains are obtained via small signal stability analysis for a steady state with zero relative angle.

In this work, we study the dVOC proposed in [8], which renders power inverters interconnected through an algebraic network model almost globally asymptotically stable. We provide a Lyapunov characterization of almost global stability. This technical contribution is combined with ideas inspired by singular perturbation theory [10], [13] to construct a Lyapunov function and an explicit analytic stability condition that guarantees almost global asymptotic stability of the full power-system including transmission line dynamics.
speaking, this stability condition makes the time-scale separation argument rigorous by quantifying how large the time-scale separation between the inverters and the network needs to be to ensure stability. In addition to capturing the influence of the network dynamics our stability condition is not restricted to operating points with zero relative angles, accounts for the network topology, and provides explicit bounds the control gains and set-points for the power injections. In particular, the stability condition links the achievable power transfer and maximum control gain to the connectivity of the graph of the transmission network. Moreover, we show that the only undesirable steady-state of the closed loop, which corresponds to voltage collapse, is exponentially unstable. By guaranteeing almost global stability of dVOC our results provide a theoretical foundation for using dVOC for non-standard operating conditions such as black starts and islanded operation, and alleviate the challenging problem of characterizing the region of attraction of networks of droop-controlled inverters. We use a simplified three-bus transmission system to show that our stability condition is not overly conservative and, to illustrate the results, we provide simulations of the IEEE 9-bus system.

In Section II we introduce the problem setup. Section III provides definitions and a preliminary technical results. The main result is given in Section IV, Section V presents numerical examples, and Section VI provides the conclusions.

Notation

The set of real numbers is denoted by \( \mathbb{R} \), \( \mathbb{R}_{\geq 0} \) denotes the set of nonnegative reals, and \( \mathbb{N} \) denotes the natural numbers. Given \( \theta \in [-\pi, \pi] \) the 2D rotation matrix is given by

\[
R(\theta) := \begin{bmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{bmatrix} \in \mathbb{R}^{2\times 2}.
\]

Moreover, we define the 90° rotation matrix \( J := R(\pi/2) \) that can be interpreted as an embedding of the complex imaginary unit \( \sqrt{-1} \) into \( \mathbb{R}^2 \). Given a matrix \( A \), \( A^T \) denotes its transpose. We use \( \|A\| \) to indicate the induced 2-norm of \( A \). We write \( A \succ 0 \) (\( A \succeq 0 \)) to denote that \( A \) is symmetric and positive semidefinite (definite). For column vectors \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \) we use \( (x, y) = [x^T, y^T]^T \in \mathbb{R}^{n+m} \) to denote a stacked vector and \( \|x\| \) denotes the Euclidean norm. The absolute value of a scalar \( y \in \mathbb{R} \) is denoted by \( |y| \). Furthermore, \( I_n \) denotes the identity matrix of dimension \( n \), \( I \) denotes the Kronecker product. Matrices of zeros of dimension \( n \times m \) are denoted by \( 0_{n \times m} \) and \( 0_n \) denotes column vector of zeros of length \( n \). We use \( \|x\|_C := \min_{z \in \mathcal{E}} \|z - x\| \) to denote the distance of a point \( x \) to a set \( \mathcal{E} \). Moreover, the cardinality of a set \( \mathcal{E} \) is denoted by \( |\mathcal{E}| \). We use \( \varphi_f(t, x_0) \) to denote the solution of \( \frac{dx}{dt} = f(x) \) at time \( t \geq 0 \) starting from the initial condition \( x(0) = x_0 \) at time \( t_0 = 0 \).

II. MODELING AND CONTROL OF AN INVERTER-BASED POWER NETWORK

In this section, we introduce the model of the inverter-based power grid that will be studied throughout the paper.

A. Inverter-based power grid

We study the control of \( N \) three-phase inverters interconnected by a resistive-inductive network. All electrical quantities in the network are assumed to be balanced. This allows us to work in \( \alpha\beta \) coordinates obtained by applying the well-known Clarke transformation to the three-phase variables [14]. We model each inverter as a controllable voltage source. We model the transmission network as a simple graph (i.e., an undirected graph containing no self-loops or multiple edges) denoted by \( G = (\mathcal{N}, \mathcal{E}, W) \), where \( \mathcal{N} = \{1, \ldots, N\} \) is the set of nodes corresponding to the inverters, \( W \) is the set of edge weights, and \( \mathcal{E} \subseteq (\mathcal{N} \times \mathcal{N}) \setminus \cup_{i \in \mathcal{N}} (i, i) \), with \( |\mathcal{E}| = M \), is the set of edges corresponding to the transmission lines. To each inverter we associate a terminal voltage \( u_k \in \mathbb{R}^2 \), that can be fully controlled, and an output current \( i_{k0} \in \mathbb{R}^2 \) flowing out of the inverter and into the network. To each transmission line, we associate a current \( i_l \in \mathbb{R}^2 \), an impedance matrix \( Z_l := I_2 r_l + \omega_0 J I_l \), and an admittance matrix \( Y_l := Z_l^{-1} \) with

\[
\|Y_l\| = \frac{1}{\sqrt{r_l^2 + \omega_0^2 J_l^2}},
\]

where \( r_l \in \mathbb{R}_{>0} \) and \( I_l \in \mathbb{R}_{>0} \) are the resistance and inductance of the line \( l \in \{1, \ldots, M\} \) respectively, and \( \omega_0 \in \mathbb{R}_{>0} \) is the nominal operating frequency of the power system. Moreover, we define the edge weights \( W = \{\|Y_l\|_{i=1}^M\} \). The oriented incidence matrix of the graph is denoted by \( B \in \{-1, 0, 1\}^{N \times M} \) and, duplicating each edge for the \( \alpha \) and \( \beta \) components, we define \( B = B \otimes I_2 \). The dynamics of the transmission line currents \( i_l := (i_{l1}, i_{l2}) \in \mathbb{R}^{2M} \) are given by

\[
L_T \frac{di_l}{dt} = - R_T i_l + B^T u,
\]

where \( R_T := \text{diag}((r_l)_{l=1}^M) \otimes I_2 \) is the matrix of line resistances \( r_l \in \mathbb{R}_{>0} \), \( L_T := \text{diag}((I_l)_{i=1}^M) \otimes I_2 \) is the matrix of line inductances \( I_l \in \mathbb{R}_{>0} \), and \( \omega_0 \in \mathbb{R}_{>0} \) collects the terminal voltages of all inverters. We define the vector of inverter output currents as \( i_0 := (i_{01}, \ldots, i_{0N}) \in \mathbb{R}^{2N} \) given by \( L_0 = B i_0 \). For convenience we use \( \ell,j,k \), and \( \ell,j,k \), to denote the inductance, resistance, and impedance of the line connecting node \( j \) and node \( k \).

B. Quasi-steady-state network model

To obtain the quasi-steady-state approximation (also known as phasor approximation) of (2) we perform the following change of variables to a rotating reference frame:

\[
\tilde{u} = R(\omega_0 t)u, \quad \tilde{i}_0 = R(\omega_0 t)i_0, \quad \tilde{i} = I_M \otimes R(\omega_0 t)i,
\]

where \( R(\theta) := I_N \otimes R(\theta) \). Using \( J_M = I_M \otimes J \) and the impedance matrix \( Z_T := R_T + \omega_0 J_M L_T \), the dynamics (2) in the rotating frame become

\[
L_T \frac{d\tilde{i}}{dt} = -Z_T \tilde{i} + B^T \tilde{u}.
\]

The quasi-steady-state model is obtained by considering the steady-state map of the exponentially stable dynamics (4).

Definition 1 (Quasi-steady-state network model)

The quasi-steady-state model of the transmission line currents...
$i$ and output currents $i_o$ is given by the steady-state map $i^*(v) := Z^{-1}T^T v$ of (4) and $i^*_o(v) := \mathcal{Y} v$ with $\mathcal{Y} := BZ^{-1}T^T$.

In conventional power systems the approximation $i = i^*(v)$ is typically justified due to the pronounced time-scale separation between the dynamics of the transmission lines and the synchronous machine dynamics. Therefore, the dynamic nature of the transmission lines is typically neglected a priori in transient stability analysis of power systems. However, for inverter-based power systems the electromagnetic transients of the lines have a significant influence on the stability boundaries, and the approximation is no longer valid [11], [12]. In this work, we make the time-scale separation argument rigorous and explicit by quantifying how large the time-scale separation needs to be to ensure stability. In order to prove the main result of this manuscript, we require the following standing assumption.

**Assumption 1 (Uniform inductance-resistance ratio)**
The ratio between the inductance and resistance of every transmission line is constant, i.e., for all $(j,k) \in E$ it holds that $\frac{\ell_{jk}}{r_{jk}} = \rho \in R_{>0}$.

Assumption 1 is typically approximately satisfied for transmission lines at the same voltage level, but not satisfied across different voltage levels. We note that the main salient features uncovered by our theoretical analysis can still be observed even when Assumption 1 only holds approximately (see Section V-C). Finally, let us define the angle $\kappa := \tan^{-1}(\rho\omega_0)$, the graph Laplacian $L := B \text{ diag}(\{ |Y_i| \} ) B^T$, and the extended Laplacian $\bar{L} := L \otimes I_2$. Note that under Assumption 1, it can be verified that $\mathcal{R}(\kappa) i^*_o(v) = \mathcal{R}(\kappa) \mathcal{Y} v = \mathcal{L} v$.

**C. Control objectives**

In this section we formally specify the system-level control objectives for an inverter-based AC power system that need to be achieved with local controllers. We begin by defining instantaneous active and reactive power.

**Definition 2 (Instantaneous Power)**

Given the voltage $v_k$ at node $k \in \mathcal{N}$ and the output current $\bar{J}_{o,k}$, we define the instantaneous active power $p_k := v_k^T \bar{J}_{o,k} \in R$ and the instantaneous reactive power $q_k := v_k^T \bar{J}_{o,k} \in R$. Moreover, for all $(j,k) \in E$, we define the instantaneous active and reactive branch powers $p_{jk} := v_j^T \bar{J}_{o,j,k}$ and $q_{jk} := v_j^T \bar{J}_{o,j,k}$.

Active and reactive power injections cannot be prescribed arbitrarily to each inverter in a network but they need to be consistent with the power-flow equations [15]. To this end, we introduce steady-state voltage angles $\theta_{k1}^s$ relative to the node with index $k = 1$, and we define the relative steady-state angles $\theta_{jk}^s := \theta_{j1}^s - \theta_{k1}^s$ for all $(i,j) \in \mathcal{N} \times \mathcal{N}$.

**Condition 1 (Consistent set-points)**

The set-points $p_{k1}^s \in R$, $q_{k1}^s \in R$, $v_{k1}^s \in R_{>0}$ for active power, reactive power, and voltage magnitude respectively, are consistent with the power-flow equations, i.e., for all $(j,k) \in E$ there exist relative angles $\theta_{jk}^s \in (-\pi, \pi]$ and steady-state branch powers $p_{jk}^s \in R$ and $q_{jk}^s \in R$ given by

$$p_{jk}^s := \|Y_{jk}\| \big( v_j^2 r_{jk} - v_k^2 v_j^2 (r_{jk} \cos(\theta_{jk}^s)) + \omega_0 \ell_{jk} \sin(\theta_{jk}^s)) \big),$$

such that $p_{jk}^s = \sum_{(j,k) \in E} p_{jk}^s$ and $q_{jk}^s = \sum_{(j,k) \in E} q_{jk}^s$ holds for all $k \in \mathcal{N}$.

Given a set of consistent power, voltage and frequency set-points (according to Condition 1), the objective of this paper is to design a decentralized controller of the form

$$\frac{d}{dt} v_k = u_k(v_k, \bar{J}_{o,k}),$$

that induces the following steady-state behavior:

- **Synchronous frequency**: Given a desired synchronous frequency $\omega_0 \in R_{>0}$, at steady state it holds that:

$$\frac{d}{dt} v_k = \omega_0 J_{o,k}, \quad k \in \mathcal{N};$$

- **Voltage magnitude**: Given voltage magnitude set-points $v_{k1}^s \in R_{>0}$, at steady state it holds that:

$$\|v_k\| = v_{k1}^s, \quad k \in \mathcal{N};$$

- **Steady-state currents**: it holds that $\frac{d}{dt} i_k = \omega_0 \bar{J}_{o,k};$

- **Power injection**: At steady state, each inverter injects the prescribed active and reactive power, i.e.,

$$v_k^T \bar{J}_{o,k} = p_{k1}^s, \quad v_k^T \bar{J}_{o,k} = q_{k1}^s, \quad k \in \mathcal{N}.$$

Equation (6) specifies that, at steady state, all voltages in the power network evolve as sinusoidal signals with frequency $\omega_0$. Equations (7) and (8) specify the voltage magnitude and the power injection at every node. The local nonlinear specification (8) on the steady-state power injection can be equivalently expressed as non-local linear specification on the voltages as follows (cf. (36) and (37)):

- **Phase locking**: Given relative angles $\theta_{k1}^s \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, at steady state it holds that:

$$\frac{\bar{J}_{o,k}}{v_{k1}^s} - R(\theta_{k1}^s) \frac{\bar{J}_{o,k}}{v_{k1}^s} = 0, \quad k \in \mathcal{N} \setminus \{1\}.$$
A straightforward algebraic manipulation reveals that
\[ v_k^2 e_{p,k} := \|v_k\|^2 p_k^* - v_k^2 p_k \] and \[ v_k^2 e_{q,k} := \|v_k\|^2 q_k^* - v_k^2 q_k. \]

A straightforward algebraic manipulation reveals that
\[ \frac{1}{\|v_k\|^2} \begin{bmatrix} \|v_k\|^2 J v_k \end{bmatrix} R(k) \left[ \begin{bmatrix} e_{p,k} \\ -e_{q,k} \end{bmatrix} \right] = K_k v_k - R(k) \omega_0 v_k, \tag{11} \]
i.e., normalizing the vector \( (e_{p,k}, -e_{q,k}) \) and transforming it into a rotating frame attached to \( v_k \) results in the synchronizing dVOC term. In particular, in a purely inductive grid it holds that \( R(k) = J \) and \( e_{p,k} \) corresponds to a component that is tangential to \( v_k \), i.e., its rotational speed, and \( e_{q,k} \) corresponds to a component that is radial to \( v_k \), i.e., its change in magnitude. In other words, in this case, dVOC resembles standard droop control. For networks which are not purely inductive, the rotation \( R(k) \) results in a mixed nonlinear droop behavior. By construction of the control law (10), if \( p_k = p_k^* \), \( q_k = q_k^* \), and \( \|v_k\| = v_k^* \), then \( e_{p,k} = \omega_0 J v_k \), leaving all voltage vectors to rotate synchronously at frequency \( \omega_0 \). To establish the connection to phase synchronization (i.e., (9)), let \( e_\theta(u) := (e_{\theta,1}(u), \ldots, e_{\theta,n}(u)) \) denote the vector of weighted phase errors defined by
\[ e_{\theta,k}(u) := \sum_{(i,k) \in \mathcal{E}} \|v_{j,k}(u)\| (v_j - v_k^* R(\theta_j k) v_{j,k}). \tag{12} \]

Under the quasi-steady-state approximation \( i_{o,k} = i_{o,k}^*(u) = v_k^*(u) \) the local feedback in (10) is identical to a distributed synchronizing feedback of the weighted phase errors (12). This is made precise in the following proposition obtained by combining Proposition 1 and Proposition 3 of [8].

Proposition 1 (Synchronizing feedback)
Consider set-points \( p_k^*, q_k^*, v_k^* \), and steady-state angles \( \theta_j^* \) that satisfy Condition 1. It holds that \( K_k \omega_0 v_k - R(k) \omega_0 v_k = e_{\theta,k}(u) \).

The proof is given in the Appendix. Proposition 1 highlights how dVOC infers information on the phase difference of the voltages \( v_k \) from the currents \( i_o(u) \). In [8] the authors use this fact to prove stability of the controller (10) under the quasi-steady-state approximation \( i_o = i_{o}^*(u) \). However, the line dynamics (2) "delay" the propagation of this information and give rise to stability concerns that motivate this work.

Moreover, we define two classes of comparison functions which are used to establish stability properties of the system.

Definition 4 (Comparison functions) A function \( \chi_c : \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0} \) is of class \( \mathcal{X} \) if it is continuous, strictly increasing and \( \chi_c(0) = 0 \); it is of class \( \mathcal{X} \) if it is a \( \mathcal{X} \) function and \( \chi_c(s) \rightarrow \infty \) as \( s \rightarrow \infty \).

The following Theorem provides a Lyapunov function characterization of almost global asymptotic stability.

Theorem 1 (Lyapunov function) Consider a Lipschitz continuous function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \), a compact set \( C \subset \mathbb{R}^n \), and an invariant set \( U \subset \mathbb{R}^n \) (i.e., \( \varphi_f(t,x_0) \in U \) for all \( t \in \mathbb{R}_{>0} \) and all \( x_0 \in U \), such that \( C \cap U = \emptyset \). Moreover, consider a continuously differentiable function \( V : \mathbb{R}^n \rightarrow \mathbb{R}_{>0} \) and comparison functions \( \chi_1, \chi_2 \in \mathcal{X} \) and \( \chi_3 \in \mathcal{X} \) such that
\[ \chi_1(\|x\|) \leq V(x) \leq \chi_2(\|x\|) \]
\[ \frac{d}{dt} V(x) := \frac{\partial V}{\partial x} f(x) \leq -\chi_3(\|x\|) \]
holds for all \( x \in \mathbb{R}^n \). Moreover, let \( Z_\delta := \{x_0 \in \mathbb{R}^n \mid \lim_{t \to \infty} \|\varphi_f(t,x_0)\|_{C \cup U} = 0 \} \).

denote the region of attraction of \( U \). If \( Z_\delta \) has zero Lebesgue measure, the dynamics \( \frac{d}{dt} x = f(x) \) are almost globally asymptotically stable with respect to \( C \).

The proof is given in the Appendix.

IV. STABILITY ANALYSIS OF THE INVERTER-BASED AC POWER SYSTEM

In Section II we introduced the control objective and proposed a control law that admits a fully decentralized implementation. We will now analyze the closed-loop system and provide sufficient conditions for stability. To do so, we will use ideas from singular perturbation analysis to verify the assumptions of Theorem 1 for the multi-inverter power system. This allows us to prove the main result of the paper: an explicit bound for the control gains and set-points that ensures that the steady-state behavior given by (6)-(8) is almost globally asymptotically stable according to Definition 3.

A. Dynamics and control objectives in a rotating frame

In order to simplify the analysis, it is convenient to perform the change of variables (3) to a rotating reference frame. Defining \( K := \text{diag} \{K_v k \}_{k=1}^n \) and \( \Phi(u) := \text{diag} \{\Phi_k(u)\}_{k=1}^n \) the combination of (5), dVOC (10), and the line dynamics (2) in the new coordinates becomes
\[ \frac{d}{dt} v = \eta(K v - R(k) B i + \alpha \Phi(v) v) := f_v(v,i), \tag{15a} \]
\[ \frac{d}{dt} i = L_i^{-1} (-Z_T i + B^T v) := f_i(v,i). \tag{15b} \]

Moreover, we let \( x := (v, i) \in \mathbb{R}^{2n} \) with \( n = 2N + 2M \), \( f(x) := (f_v(v,i), f_i(v,i)) \), and denote the dynamics of the overall system by \( \frac{d}{dt} x = f(x) \). To formalize the control objectives (6)-(9), we define the sets
\[ S = \left\{ v \in \mathbb{R}^{2n} \mid \frac{\partial}{\partial v} \|v_k\|^2 = R(v_k k) v_k, \forall k \in \mathcal{N} \setminus \{1\} \right\}, \]
\[ A = \{ v \in \mathbb{R}^{2N} \mid \| v_k \| = v^*_k, \ \forall k \in N \} , \]
as well as the target set
\[ T := \{ x \in \mathbb{R}^n \mid x = (v, i), \ v \in S \cap A, \ i = i^*(v) \} . \quad (16) \]

Note that \( i^*(v) \) is the steady-state map of (15b). Note that all elements of \( T \) are equilibria for the dynamics in the rotating reference frame (15). Therefore, in the static frame, they correspond to synchronous sinusoidal trajectories with frequency \( \omega_0 \). By definition of the sets \( S, A, \) and \( T \), they also satisfy all control objectives introduced in Section II-C. Moreover, we define the union of \( T \) and the origin as \( T_0 := T \cup \{ 0_n \} \).

### B. Main result

We require the following condition to establish almost global asymptotic stability of the power system dynamics (15).

**Condition 2 (Stability Condition)** The set-points \( p^*_k, q^*_k, v^*_k \) and the steady-state angles \( \theta^*_j \) satisfy Condition 1. There exists a maximal steady-state angle \( \theta^* \in [0, \pi/2] \) such that \( |\theta^*_j| \leq \theta^* \) holds for all \( (j, k) \in N \times N \). For all \( k \in N \), the line admittances \( |Y_{jk}| \), the stability margin \( c \in \mathbb{R}_{>0} \), the set-points \( p^*_k, q^*_k, v^*_k \), and the gains \( \eta \in \mathbb{R}_{>0} \) and \( \alpha \in \mathbb{R}_{>0} \) satisfy

\[
\sum_{j,(j,k) \in E} |Y_{jk}| \left| 1 - \frac{v^*_k}{v_k} \cos(\theta^*_{jk}) \right| + \alpha < \frac{1 + \cos(\theta^*)}{2} \frac{v^* \sin^2 v^*}{\max v^*_k} \lambda_2(L) - c,
\]

where \( v^*_k := \min_{k \in N} v^*_k \) and \( v^*_k := \max_{k \in N} v^*_k \) are the smallest and largest magnitude set-points, and \( \lambda_2(L) \) is the second smallest eigenvalue of the graph Laplacian \( L \).

If the graph \( G \) is connected (i.e., \( \lambda_2(L) > 0 \)), Condition 2 can always be satisfied by a suitable choice of control gains and set-points. We refer to Proposition 2 for a more detailed discussion. We can now state the main result of the manuscript.

**Theorem 2 (Almost global stability of \( T \))** Consider set-points \( p^*_k, q^*_k, v^*_k \), steady-state angles \( \theta^*_j \), a stability margin \( c \), and control gains \( \alpha \) and \( \eta \), such that Condition 2 holds. Then, the dynamics (15) are almost globally asymptotically stable with respect to \( T \), and the origin \( 0_n \) is an exponentially unstable equilibrium.

Theorem 2 guarantees almost global asymptotic stability of the set \( T \) of desired equilibria in the rotating frame (corresponding to a harmonic solution with the desired power flows). In the literature on virtual oscillator control for power inverters [5], [6] it is shown that, for connected graphs, global synchronization can be obtained for the trivial power flow solution with identical angles and voltages, i.e., \( \theta^*_j = 0 \), \( v^*_k = v^* \). Moreover, in the context of droop-controlled microgrids, [11], [12] provide stability conditions which account for the electromagnetic transients of the transmission lines and are valid locally around the trivial power flow solution. Condition 2 (together with Theorem 2) ensures that a larger set of power-flow solutions (with nonzero power flows) is almost globally stable and considers the destabilizing effects of the electromagnetic transients of the transmission lines.
C. Singular perturbation theory

In the following we apply tools from singular perturbation theory (see [13, Ch. 11.5]) to explicitly construct a Lyapunov function that establishes convergence of the dynamics (15) to the set $\mathcal{T}_0$ and allows us to show that the origin $0_n$ is an unstable equilibrium. By replacing the dynamics (15b) of the transmission lines with its steady-state map $i^e(v)$, we obtain the reduced-order system

$$\frac{d}{dt} v = f_v(v, i^e(v)) = \eta [(K - L)v + \alpha \Phi(v)\theta] ,$$

which describes the voltage dynamics under the assumption that the line currents are at their quasi-steady-state, i.e., $i_o = i^v_o(v)$. This results in $R(\kappa)_{k_o} = R(\kappa)\mathcal{Y}v = \mathcal{L}v$. Moreover, note that $(K - L)v = e_p(v)$ which implies $(K - L)v = 0$ for all $v \in \mathcal{S}$. Finally, we denote the difference between the line currents and their steady-state value as $y = i - i^e(v)$ and define the boundary-layer system

$$\frac{d}{dt} y = f_i(v, y + i^e(v)) = -L_{T^1} Z_{T^2} y$$

where $v$ is treated as a constant. In the remainder, we follow a similar approach to [13, Sec. 11.5] and obtain stability conditions for the full system (15) based on the properties of (17) and (18). In contrast to [13] we address stability with respect to the set $\mathcal{T}_0$ and not a single equilibrium.

D. Lyapunov function for the reduced-order system

In this section, we provide a Lyapunov function for the reduced-order system (17). Given the voltage set-points $v^*_k$ and relative steady-state angles $\theta^*_k$, for all $k \in \mathcal{N}$, we define the matrix $S := [v^*_1 R(\theta^*_1)^T \ldots v^*_N R(\theta^*_N)^T]^T$ and the projector $P_S := (I_{2N} - \frac{1}{\|\mathcal{S}\|^2} S S^T)$ onto the nullspace of $S$. We now define the Lyapunov function candidate $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ for the reduced-order system as

$$V(v) := \frac{1}{2} v^T P_S v + \frac{1}{2} \eta \alpha_1 \sum_{k=1}^N \left( \frac{v^T_k \|v\|^2}{v^T_k} - \|v\|^2 \right) ,$$

where $\alpha \in \mathbb{R}_{\geq 0}$ is the voltage controller gain and, given $c \in \mathbb{R}_{\geq 0}$ such that Condition 2 holds, the constant $\alpha_1$ is given by

$$\alpha_1 := \frac{c}{5\eta\|K - L\|^2} .$$

Moreover, we define the function $\psi : \mathbb{R}^{2N} \to \mathbb{R}_{\geq 0}$ as

$$\psi(v) := \eta \left( \|K - L\|\|v\|_S + \alpha \|\Phi(v)\|_S \right) .$$

We require the following preliminary results

Lemma 1 The following inequality holds for all $v \in \mathbb{R}^{2N}$

$$v^T P_S \Phi(v) v \leq v^T P_S v = \|v\|^2_S .$$

Lemma 2 Consider steady-state angles $\theta^*_K$, $\alpha$, and $c$ such that Condition 2 is satisfied. For all $v \in \mathbb{R}^{2N}$, it holds that

$$v^T P_S (K - L + \alpha I_{2N})v \leq -c\|v\|^2_S .$$

The proofs are given in the appendix and use the same technique as [8, Prop. 6, Prop. 7]. In the following proposition, we show that the function $V$ is a Lyapunov function for the reduced-order system (17).

**Proposition 3 (Lyapunov function for the reduced-order system)** Consider $V(v)$ defined in (19) and set-points $p^*_k$, $q^*_k$, $v^*_k$, steady-state angles $\theta^*_k$, $\alpha$, and $c$ such that Condition 2 holds. For any $\eta \in \mathbb{R}_{\geq 0}$, there exists $\chi_1^\eta$, $\chi_2^\eta \in \mathcal{X}_\infty$ such that

$$\chi_1^\eta (\|v\|_S\|v\|) \leq V(v) \leq \chi_2^\eta (\|v\|_S\|v\|)$$

holds for all $v \in \mathbb{R}^{2N}$. Moreover, for all $v \in \mathbb{R}^{2N}$ the derivative of $V$ along the trajectories of the reduced-order system (17) satisfies

$$\frac{d}{dt} V := \frac{\partial V}{\partial v} f(v, i^e(v)) \leq -\alpha_1 \psi(v)^2 .$$

**Proof:** By construction the function $V(v)$ is positive definite with respect to $\mathcal{S} \cap \mathcal{A}$, i.e., $V = 0$ for all $v \in \mathcal{S} \cap \mathcal{A}$ and $V(v) > 0$ otherwise, and radially unbounded with respect to $\mathcal{S} \cap \mathcal{A}$, i.e., $V(v) \to \infty$ for $\|v\|_S \to \infty$ and $V(v) \to \infty$ for $\|v\|_S \to \infty$. Moreover $\mathcal{S} \cap \mathcal{A}$ is a compact set. Using these properties and replacing $\|\cdot\|$ with the point to set distance $\|\cdot\|_S\|\cdot\|$ in the steps outlined in [17, p. 98], it directly follows that there exist $\mathcal{X}_\infty$-functions $\chi_1^\eta$ and $\chi_2^\eta$ such that (24) holds for all $v \in \mathbb{R}^{2N}$. Next, we can write the derivative of $V(\cdot)$ along the trajectories of (17) as

$$\frac{d}{dt} V = \eta v^T P_S ((K - L)v + \alpha \Phi(v))$$

Using Lemma 1, we can bound (26) as

$$\frac{d}{dt} V \leq \eta v^T P_S (K - L + \alpha I_{2N})v$$

Using Lemma 2 we obtain

$$\frac{d}{dt} V \leq -\eta c\|v\|^2_S - 2\eta^2 c \alpha_1 \|\Phi(v)\|^2 + 2\eta^2 \alpha_1 \|\Phi(v)\|_S^2 .$$

Next, to show that (25) holds, we show that for $\alpha_1$ according to (20) and for all $v \in \mathbb{R}^{2N}$, the inequality

$$-\eta c\|v\|^2_S - 2\eta^2 c \alpha_1 \|\Phi(v)\|^2 + 2\eta^2 \alpha_1 \|\Phi(v)\|_S^2$$

holds. By matching the coefficients of the r.h.s and the l.h.s., it can be seen that (28) holds for all $v \in \mathbb{R}^{2N}$ if

$$\left[ \begin{array}{c} \|v\|_S \\ \|\Phi(v)\|_S \end{array} \right]^T Q \left[ \begin{array}{c} \|v\|_S \\ \|\Phi(v)\|_S \end{array} \right] \geq 0 , \quad \forall v \in \mathbb{R}^{2N} ,$$

holds for the matrix $Q$ defined as

$$Q := \left[ \begin{array}{cc} \eta c^2 \|K - L\|^2 - 2\alpha_1 \eta \alpha_1 \|K - L\|^2 \\ 2 \eta^2 \alpha_1 \|\Phi(v)\|^2 \end{array} \right] .$$

Using the Schur complement and $\alpha_1 > 0$ it follows that $Q > 0$ if $\eta c - 5\alpha_1 \eta \|K - L\|^2 \geq 0$. Thus, (29) is satisfied for $\alpha_1$ defined in (20) and the proposition directly follows.
E. Lyapunov function for the Boundary layer system

In this section, we provide a Lyapunov function for the boundary layer system (18). To this end, we define $y_{o} := \eta_{o} - i_{o}^{*}(v)$ as $B_{y}$, the matrix $B_{n} \in \mathbb{R}^{M \times M}$ whose columns span the nullspace of $B$, $B_{n} := B_{n} \otimes I_{2}$, and $y_{d} = B_{n}^{T}L_{T}y$. The fact that $G$ is connected implies $\text{rank}(B) = N - 1$ and it follows from the rank-nullity condition that $M_{0} = M - N + 1$. We define the Lyapunov function $W : \mathbb{R}^{M} \rightarrow \mathbb{R}_{\geq 0}$

$$W(y) := \frac{1}{2}(y^{T}B_{n}^{T}B_{y} + y^{T}L_{T}B_{n}B_{n}^{T}L_{T}y).$$

(31)

Proposition 4 (Lyapunov function for the boundary layer system) There exists $\chi_{1}^{w}, \chi_{2}^{w} \in \mathcal{K}_{\infty}$ such that $\chi_{1}^{w}(|y|) \leq W(y) \leq \chi_{2}^{w}(|y|)$ holds for all $y \in \mathbb{R}^{M}$. Moreover, for every $v \in \mathbb{R}^{N}$, and all $y \in \mathbb{R}^{M}$, the derivative of $W(y)$ along the trajectories of (18) satisfies

$$\frac{d}{dt}W|_{v = 0} = -\frac{\partial W}{\partial y}f_{i}(v, y + i^{*}(v)) \leq -\|y_{d}\|^{2} - \|y_{n}\|^{2}.\]

Proof: Because $B_{n}$ has full rank, it holds that $B_{n}^{T}L_{T}B_{n} \succ 0$. Next, we can parametrize all such $y$ such that $B_{y} = 0_{2N}$ using $y = B_{n}y_{d}$ and $\xi = B_{n}^{T}y_{n}$, and it follows that $\xi^{T}(B_{n}^{T}L_{T}B_{n})\xi > 0$ for all $\xi$. Thus, $W(y)$ is positive definite and the first statement directly follows. Using $L_{T}^{-1}J_{T} = \frac{1}{p}I_{2M} + \omega_{0}J_{M}$, one obtains

$$\frac{d}{dt}W|_{v = 0} = -\|y_{d}\|^{2} - \rho\|y_{n}\|^{2} - \rho\|y_{n}\|^{2}.$$

Using the mixed-product property of the Kronecker product and $J = -J_{T}$, it can be shown that $B_{n}^{T}L_{T}B_{n} = ((B^{T}B) \otimes I_{2})/(I_{2M} \otimes J) = (B^{T}B) \otimes J = -(B^{T}B) \otimes J)$ is skew-symmetric. The same approach can be used to show that $L_{T}B_{n}B_{n}^{T}L_{T}J_{M}$ is skew-symmetric and the proposition follows.

F. Proof of the main result

Proposition 3 establishes that the Lyapunov functions $V(v)$ of the reduced-order system (17), which describes the voltage dynamics assuming the transmission line currents are in steady state, is decreasing. Moreover, Proposition 4 shows that the Lyapunov function $W(y)$ of the boundary layer system (18), which describes the difference between the actual transmission line currents and their steady state for constant voltages (in the rotating reference frame), is decreasing.

In this section, we use these results to construct a Lyapunov function candidate for the overall system (15) as a convex combination of the functions $V(v)$ and $W(y)$ introduced in (19) and (31). We recall that $x := (v, i) \in \mathbb{R}^{n}$, introduce a constant $d \in \mathbb{R}(0,1)$, and define the Lyapunov function candidate $\nu : \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ for the full-order system (15) as

$$\nu(x) := dW(i - i^{*}(v)) + (1 - d)V(v).$$

(32)

The following propositions bound the terms which arise from taking the time-derivative of $\nu(x)$ for the full-order system (15) instead of the reduced-order system (17) and boundary layer system (18). We will use these bounds to define a constant $d \in \mathbb{R}(0,1)$ that ensures that $\nu(x)$ is decreasing.

Proposition 5 Let $\beta_{1} := \|K - L\|^{-1}$. For all $v \in \mathbb{R}^{2N}$ and all $y \in \mathbb{R}^{2M}$ it holds that

$$\frac{\partial V}{\partial v}(f_{o}(v, y + i^{*}(v)) - f_{o}(v, i^{*}(v))) \leq \beta_{1}\psi\|y_{o}\|.$$

Proposition 6 Consider $\beta_{2} := \rho\|Y\|$ and $\gamma := \eta\rho\|Y\|$. For all $v \in \mathbb{R}^{2N}$ and $y \in \mathbb{R}^{2M}$ it holds that

$$\frac{\partial W}{\partial y}f_{o}(v, y + i^{*}(v)) \leq \beta_{2}\psi\|y_{o}\| + \gamma\|y_{n}\|^{2}.$$

The proofs are provided in the Appendix. The next result bounds the decrease of $\nu$ along the trajectories of the full-order system (15).

Proposition 7 Let $d := \frac{\beta_{1}}{\beta_{1} + \beta_{2}} \in \mathbb{R}(0,1)$. Under Condition 2, there exist a function $\chi_{3} \in \mathcal{K}$ such that

$$\frac{d}{dt}\nu := \frac{x}{\partial x}\nu f_{o}(v, i) + \frac{\partial W}{\partial v}f_{o}(v, i) \leq -\chi_{3}(\|x\|T_{o}).$$

(33)

Proof: It follows from Propositions 3 - 6

$$\frac{d}{dt}\nu = \frac{d}{dt}\nu f_{o}(v, i) + \frac{\partial W}{\partial v}f_{o}(v, i) \leq -\|y_{d}\|^{2} - \|y_{n}\|^{2}.$$

Using the expressions for $\alpha_{1}, \beta_{1}, \beta_{2}$ and $\gamma$ derived in Propositions 3 - 6, condition (34) is satisfied if

$$\eta < \frac{c}{\rho\|Y\|\|c + 5\|K - L\|^{-1}\|y_{o}\|.}$$

(35)

Therefore $\frac{d}{dt}\nu(x) < 0$ for all $(v, i) \notin T_{o}$. Moreover, because $(\psi(v)^{2} + \|y_{o}\|^{2} + \|y_{n}\|^{2})$ is both positive definite and radially unbounded with respect to $T_{o}$ and $T_{o}$ is compact, the steps in [17, p. 98] can be used to show that there exists a function $\chi_{3} \in \mathcal{K}$ such that (33) holds.

We are now ready to prove Theorem 2.

Proof of Theorem 2: We apply Theorem 1 with $C = T$ and $U = \{0_{n}\}$. According to Proposition 3 and there exists $\mathcal{K}_{\infty}$-functions $\chi_{1}^{w}, \chi_{2}^{w}, \chi_{1}^{w}$, and $\chi_{w}^{w}$, such that the functions $\chi_{i} = (1 - d)\chi_{i} + d\chi_{w}$, $i \in \{1, 2\}$ are positive definite and radially unbounded w.r.t. the compact set $T$ and $\chi_{1}(\|x\|T_{n}, A, \|y\|) \leq \nu(x) \leq \chi_{2}(\|x\|T_{n}, A, \|y\|)$, therefore, from [17, p. 98] there exist $\chi_{1}, \chi_{2} \in \mathcal{K}_{\infty}$ such that $\chi_{1}(\|x\|T_{n}) \leq \nu(x) \leq \chi_{2}(\|x\|T_{n})$ holds for all $x \in \mathbb{R}^{n}$. Moreover, Proposition 7 guarantees the existence of a function $\chi_{3} \in \mathcal{K}$ such that $\frac{d}{dt}\nu \leq -\chi_{3}(\|x\|T_{o})$ holds for all $x \in \mathbb{R}^{n}$. It remains to show that the region...
of attraction $\mathcal{Z}_d = \mathcal{Z}_{\{0_n\}}$ has zero Lebesgue measure. To this end, consider the linearized dynamics $\frac{d}{dt}x = A_0x$ with $A_0 := \frac{\partial^2 f(x)}{\partial x^2}|_{x=0_n}$ and the reduced-order linearized dynamics $\frac{d}{dt}v = A_{0,v}v$ with $A_{0,v} := \frac{\partial^2 f_i(v, i^*v)}{\partial v^2}|_{v=0_{2N}}$. Moreover, we define $\psi_0(v) := \eta||K - L|| v, s + \alpha\|v\|$ and the quadratic approximation of the previous Lyapunov function $v_0(x) := \frac{1}{2}x^T \frac{\partial^2 f_i(v)}{\partial v^2}|_{v=0_n}x$. Following analogous steps as in the proofs of Propositions 3 and 7, it can be shown that $\frac{\partial^2 \psi_0}{\partial v^2}|_{v=0_{2N}} A_{0,v}v \leq -\alpha \psi_0(v)$ holds, and that there exists positive constants $d \in \mathbb{R}_{(0,1)}$ and $\tau_0 \in \mathbb{R}_{>0}$ such that $\frac{d}{dt} v_0 := \frac{\partial \psi_0}{\partial v}|_{v=0_{2N}} A_0 \leq -\chi_0 (v_0^2 + \|y_0\|^2 + \|y_n\|^2)$ holds. Next, we show that $A_0$ and cannot have eigenvalues with zero real part. If $A_0$ has eigenvalues with zero real part there exists $x_0 \neq 0_n$ such that the solution $\varphi_{A_0}(t, x_0)$ of $\frac{d}{dt} x_0 = A_0 x_0$ remains bounded for all $t \in \mathbb{R}_{>0}$ and does not converge to the origin. However, $\nu_0(\varphi_{A_0}(t, x_0))$ is strictly decreasing in $t$ for all $x_0 \neq 0_n$ and $\nu_0$ is quadratic and not bounded from below. Thus, it either holds that $\|\varphi_{A_0}(t, x_0)\| \to 0$ as $t \to \infty$ or $\nu_0(\varphi_{A_0}(t, x_0)) \to -\infty$ and $\|\varphi_{A_0}(t, x_0)\| \to -\infty$ as $t \to \infty$, i.e., there exists no initial condition $x_0 \neq 0_n$ for which $\varphi_{A_0}(t, x_0)$ remains bounded and does not converge to the origin. Therefore, $A_0$ cannot have eigenvalues with zero real part. Moreover, for all $x_0 = (v_0, i^*v_0)$ with $v_0 \in \mathcal{S} \setminus \{0_{2N}\}$ it holds that $\nu_0(v_0) > \nu_0(x_0)$, and it follows that $\nu_0(\varphi_{A_0}(t, x_0)) \to -\infty$ and $\|\varphi_{A_0}(t, x_0)\| \to -\infty$ as $t \to \infty$, i.e., the origin is an unstable equilibrium of $\frac{d}{dt} x = A_0 x$, and at least one eigenvalue of $A_0$ has positive real part. Because the right-hand side of (15) is continuously differentiable, the region of attraction $\mathcal{Z}_d = \mathcal{Z}_{\{0_n\}}$ of the origin has zero Lebesgue measure (see [18, Prop. 11]). Moreover, it holds that $0_n \notin \mathcal{C}$ and the theorem directly follows from Theorem 1.

V. POWER SYSTEMS IMPLICATIONS AND TEST-CASES

In this section, two power systems test-cases are used to illustrate the results. We use a three-bus system to illustrate the impact of the line parameters and to illustrate and discuss the stability boundaries obtained from Theorem 2. Then, we consider a more realistic test-case based on the IEEE 9-bus system, and we show that the system behaves as expected even when some of the technical assumptions do not hold.

A. The impact of line admittances on stability

We now investigate the role line admittances play in the stability of an inverter-based transmission system using the system depicted in Figure 1 consisting of three inverters and three transmission lines. The base power is 1 GW, the base voltage 320 kV, the transmission line connecting inverter 1 to inverter 2 is 125 km long, and the transmission lines connecting inverter 1 and inverter 3, as well as inverter 2 and inverter 3, are 25 km long. The line resistance is 0.03 Ohm/km and the line reactance is 0.3 Ohm/km (at $\omega_0 = 50$ Hz), i.e., the $\ell/r$ ratio of the transmission lines is $\omega_0 \rho = 10$. We use dVOC to control the inverters with the set-points (in p.u.), $v_i^* = 1$, $p_i^* = -0.52$, $p_i^* = -0.19$, $p_i^* = 0.71$, $q_i^* = 0.06$, $q_i^* = 0.02$, and $q_i^* = -0.06$. $\eta = 3 \cdot 10^{-3}$ and $\alpha = 5$.

Theorem 2 and Proposition 2 indicate that the system may become unstable if the admittance of individual lines is increased by, e.g., adding or upgrading transmission lines. To validate this insight, we vary the admittance of individual lines (keeping $\ell/r$ constant), recompute the steady-state given by $\theta_i^k$ and $v_i^* = 1$ that corresponds to the power injections specified above, linearize the system at this steady-state, and compute the minimum damping ratio $\zeta_{\text{min}}$, defined by

$$\zeta_{\text{min}} := \min_{k \in \{2, \ldots, n\}} \frac{\text{Re}(\lambda_k)}{\sqrt{\text{Re}(\lambda_k)^2 + \text{Im}(\lambda_k)^2}},$$

where $\text{Re}(\lambda_k)$ and $\text{Im}(\lambda_k)$ denote the real part of the $k$-th eigenvalue of the linearized system and we exclude the eigenvalue $\lambda_1 = 0$ that corresponds to the rotational invariance of the system. A larger damping ratio corresponds to a well damped system, and the damping ratio is negative if the system is unstable. Figure 2 shows the minimum damping ratio $\zeta_{\text{min}}$ as a function of the admittance of the line connecting inverter 1 to inverter 2 (blue), inverter 2 and 3 (red), and inverter 1 and 3 (orange). The black dashed line indicates the minimum damping ratio for the system in the original configuration described in Section V-B. In the original configuration, the admittance of the line from inverter 1 to inverter 2 is $0.265 \text{ S}$ and the admittance of the lines connected to inverter 3 is $0.1327 \text{ S}$. It can be seen that the system becomes increasingly underdamped and eventually unstable if any of the individual line admittances is increased beyond a threshold. This result is in line with the analytical insights obtained from Theorem 2 and confirms that adding, upgrading, or shortening transmission lines can make the system unstable. Moreover, the conditions of Theorem 2 and Proposition 2 depend on the maximum weighted node degree of the transmission network graph $d_{\text{max}} = \max_{k \in \mathcal{N}} \sum_{j : (j,k) \in \mathcal{E}} \|Y_{jk}\|$, i.e., the maximum of the sum of the admittances of lines connected to individual inverters. This dependence can also be observed in Figure 2. Notably, the minimum damping ratio $\zeta_{\text{min}}$ is insensitive to the admittance of the line connecting inverter 1 to inverter 2 (i.e.,

![Fig. 1. Three-bus transmission system.](image1)

![Fig. 2. Damping and stability of a three-bus transmission system as a function of the line admittances.](image2)
ing the same steps as in Prop. 3 it can be shown that \( \|Y_{12}\| \) for small values of \( \|Y_{12}\| \), and becomes sensitive to \( \|Y_{12}\| \) only once \( \|Y_{12}\| \) becomes large enough to affect \( d_{\text{max}} \).

**B. Stability boundaries of a three-bus transmission system**

We now consider the three-inverter transmission system shown in Figure 1 with the nominal line parameters and setpoints given in Section V-A. We validate Theorem 2 numerically by investigating the stability properties as a function of the control gains \( \alpha \) and \( \eta \). The results are shown in Figure 3. For control gains in region (a), Theorem 2 guarantees almost global asymptotic stability, whereas for control gains in region (b) instability can be verified both via simulation or linearization. In region (c) the system remains stable in simulations of black starts and changes in load, but the magnitude \( \|\eta_{o,k}\| \) of the inverter output currents exhibits overshoots of more than 20%. Due to tight limits on the maximum output current of power inverters, this is not desirable and, in practice, would require to oversize the inverters. Finally, for control gains in region (d), local asymptotic stability can be verified via linearization, and we observe that simulations of black starts and changes in load converge to \( \mathcal{T} \). However, we cannot rule out the existence of unstable solutions in region (d), i.e., the union of (a) and (d) is an outer approximation of the range of parameters for which the system is almost globally asymptotically stable and satisfies the current limits of power inverters. Moreover, the lines in (d) indicate the minimum damping ratio \( \zeta_{\text{min}} \) of the linearized system. In this example, minimum damping ratios below \( 5 \cdot 10^{-2} \) can result in significant oscillations and should be avoided.

It should be noted that Condition 2 ensures exponential phase stability of the reduced-order system (17), i.e., using the same steps as in Prop. 3 it can be shown that

\[
\frac{d}{dt} \frac{1}{2} \|v\|_2^2 \leq -\eta c \|v\|_2^2.
\]

Thus, Theorem 2 excludes region (c), and more generally, regions of the parameter space that result in poor damping. Thus, although the bound given by Theorem 2 is conservative by an order of magnitude, the test case confirms that the controller gain must be limited to maintain stability, and it must be further limited to avoid oscillations and satisfy constraints of power inverters. In fact, within these operational constraints, the explicit bound given by Theorem 2 is fairly accurate. We stress that Theorem 2 is not restricted to operating points with zero power flow and gives almost global guarantees. Because of this, it is expected that the resulting bounds are conservative.

**C. Illustrative example: IEEE 9-bus system**

In this section, we use the IEEE 9-bus system and replace generators by power inverters with the same rating. We use a structure preserving model with passive loads shown in Figure 4 and do not modify the test-case parameters, i.e., Assumption 1 does not hold.

We can therefore no longer apply Theorem 2 directly. However, we illustrate how the dVOC (10) indeed synchronizes the grid to the desired power flows under nominal conditions and behaves well during contingencies. Furthermore, we illustrate numerically that, even if the assumptions of Theorem 2 do not hold, the controller gain \( \eta \) must remain small in order to ensure stability of the power network. We use \( \eta = 10^{-3} \) p.u., \( \alpha = 10 \) p.u., and the \( \ell/r \) ratio of the lines is approximated by \( \omega_{0p} = 10 \). We simulate the following events:

- \( t = 0 \) s black start: \( \|v_k(0)\| \approx 10^{-4} \) p.u.
- \( t = 5 \) s 20% active power increase at load 5
- \( t = 10 \) s loss of inverter 1.

The results are illustrated in Figure 5. The controllers are capable to black-start the grid and converge to a synchronous solution with the desired power injections. When the load is increased (\( t = 5 \) s) we observe a droop-like behavior, the inverters maintain synchrony and share the power needed to supply the loads. Finally at \( t = 10 \) s we simulate a large contingency (the loss of Inverter 1). Inverters 2 and 3 do not lose synchrony and step up their power injection to supply the loads. Note that the current transients are particularly well behaved and do not present undesirable overshoots that are typical of other control strategies (e.g. machine emulation). In Figure 6 we show that, if we increase the gain \( \eta \) to \( 10^{-2} \) the system is unstable. The fact that high gain control in conjunction with the line dynamics is unstable is in agreement with the predictions made by Theorem 2.

**VI. CONCLUSION AND OUTLOOK**

In this paper, we considered the effect of the transmission-line dynamics on the stability of dVOC for grid-forming power
Fig. 5. Simulation of the IEEE 9-bus system. We show a grid black start at \( t = 0 \text{s} \), a 20% load increase at bus 5 at \( t = 5 \text{s} \), and the loss of inverter 1 at \( t = 10 \text{s} \). The system is stable for a sufficiently small gain (\( \eta = 10^{-3} \text{ p.u.} \)).

Fig. 6. Simulation of the IEEE 9-bus system for a large gain (\( \eta = 10^{-2} \text{ p.u.} \)). Instability is caused by high-gain control interfering with the line dynamics.

Inverters. A detailed stability analysis for transmission lines with constant inductance to resistance ratio was provided which shows that the transmission line dynamics have a destabilizing effect on the multi-inverter system, and that the gains of the inverter control need to be chosen appropriately. These instabilities cannot be detected using the standard quasi-steady-state approximation that is commonly used in power system stability analysis. Using tools from singular perturbation theory, we obtained explicit bounds on the controller gains and set-points that guarantee (almost) global asymptotic stability of the inverter based AC power system with respect to a synchronous steady state with the prescribed power-flows. Broadly speaking, our conditions require that the network is not to heavily loaded and that there is a sufficient time-scale separation between the inverter dynamics and line dynamics. Although the theoretical bounds are only sufficient and only apply for transmission lines with constant inductance to resistance ratio, we used a realistic test-cases to illustrate that the main salient features uncovered by our theoretical analysis translate to realistic scenarios, i.e., the power system becomes unstable when our sufficient stability conditions are violated. Similar instability phenomena induced by the dynamics of the transmission lines were recently observed in [11] for standard droop control. In view of these recent results, we believe that there is a need for more detailed studies to understand the fundamental limitations for the control of power inverters that arise from the dynamics of transmission lines with heterogeneous inductance to resistance ratios, transformers, and other network dynamics that are typically not considered in power system stability analysis.

**APPENDIX**

**Proof of Proposition 1:** We can express the phase error as

\[
e_{\theta,k} = \sum_{(j,k) \in E} \|Y_{jk}||v_j - v_k|| + \sum_{(j,k) \in E} \|Y_{jk}||I_2 - \frac{v_k^*}{v_k^*} R(\theta_{jk}^*)|v_k|.
\]

Using Assumption 1, it can be verified that \( \sum_{(j,k) \in E} \|Y_{jk}||v_j - v_k|| = -R(\kappa)\kappa_i(v) \). Next, we use

\[
\sin(\kappa) = \frac{\ell_{jk} \sin(\theta_{jk}^{\star})}{\sqrt{\ell_{jk}^2 + \ell_{jk}^2}}, \quad \cos(\kappa) = \frac{\ell_{jk} \cos(\theta_{jk}^{\star} - \kappa)}{\sqrt{\ell_{jk}^2 + \ell_{jk}^2}}
\]

to write \( p_{jk}^* \) and \( q_{jk}^* \) (cf. Condition 1) as

\[
p_{jk}^* = v_k^2 \|Y_{jk}||\left(\cos(\kappa) - \frac{v_k^*}{v_k^*} \cos(\theta_{jk}^{\star} - \kappa)\right),
\]

\[
q_{jk}^* = v_k^2 \|Y_{jk}||\left(\sin(\kappa) + \frac{v_k^*}{v_k^*} \sin(\theta_{jk}^{\star} - \kappa)\right).
\]

Using \( p_k^* = \sum_{(j,k) \in E} p_{jk}^* \), \( q_k^* = \sum_{(j,k) \in E} q_{jk}^* \), and (36) we obtain

\[
\left[p_k^* - q_k^* \sqrt{\|K_k\|^2 + \|Y_{jk}\|^2} \right] = v_k^2 \|R(\kappa)\| \sum_{(j,k) \in E} \|Y_{jk}||I_2 - \frac{v_k^*}{v_k^*} R(\theta_{jk}^{\star}).
\]

and the proposition immediately follows. □

**Proof of Proposition 2:** We begin by observing that

\[
\left|1 - \frac{\ell_{jk}^2}{\ell_{jk}^2} \cos(\theta_{jk}^{\star})\right| = \left|\sin(\kappa)^2 + \cos(\kappa)^2 - \frac{\ell_{jk}^2}{\ell_{jk}^2} \cos(\theta_{jk}^{\star})\right|
\]

Using the identity \( \cos(\theta) = \cos(a + b) = \cos(a) \cos(b) - \sin(a) \sin(b) \) with \( a = \theta - \kappa, b = \kappa \) and applying the triangle inequality results in

\[
\left|1 - \frac{\ell_{jk}^2}{\ell_{jk}^2} \cos(\theta_{jk}^{\star})\right| \leq \left|\cos(\kappa)^2 - \frac{\ell_{jk}^2}{\ell_{jk}^2} \cos(\theta_{jk}^{\star} - \kappa)\cos(\kappa) + \sin(\kappa)^2 + \frac{\ell_{jk}^2}{\ell_{jk}^2} \sin(\theta_{jk}^{\star} - \kappa)\sin(\kappa)\right|
\]

Next, \( 0 \leq \kappa \leq \frac{\pi}{2} \) implies that \( \cos(\kappa) \geq 0, \sin(\kappa) \geq 0, \) and

\[
\left|1 - \frac{\ell_{jk}^2}{\ell_{jk}^2} \cos(\theta_{jk}^{\star})\right| \leq \cos(\kappa) \left|\cos(\kappa) - \frac{\ell_{jk}^2}{\ell_{jk}^2} \cos(\theta - \kappa)\right|
\]

\[
+ \sin(\kappa) \left|\sin(\kappa) + \frac{\ell_{jk}^2}{\ell_{jk}^2} \sin(\theta - \kappa)\right|
\]

Using (36) it follows that \( \|Y_{jk}\|\left|1 - \frac{\ell_{jk}^2}{\ell_{jk}^2} \cos(\theta_{jk}^{\star})\right| \leq \frac{\cos(\kappa)}{\ell_{jk}^2} \left|p_{jk}^* + \frac{\sin(\kappa)}{\ell_{jk}^2} |q_{jk}^*|\right|\). Substituting into Condition 2 and letting \( \theta^* = \frac{\pi}{2} \) completes the first part of the proof. Next, we note that \( \|K_k\| = \frac{1}{\ell_{jk}^2} \sqrt{p_{jk}^2 + q_{jk}^2} \) i.e., \( \|K_k\| = s_k v_k^2 \). and it follows that \( \|C\| = \max_{k \in N} s_k v_k^2 \). Moreover, given matrices \( F_1 \in \mathbb{R}^{n_1 \times m_1} \) and \( F_2 \in \mathbb{R}^{n_2 \times m_2} \) it holds that \( \|F_1 \otimes F_2\| = \|F_1\||F_2\|\) (see [19, p. 413]). Using this fact, it holds that \( \|L\| = \|L\| \leq 2 \max_{k \in N} \sum_{(j,k) \in E} \|Y_{jk}\|\).
Finally, because $\mathcal{R}(\kappa)$ is a rotation matrix it holds that $\|y\| = |\mathcal{R}(\kappa)^T L| = \|L\|$ and the proposition follows.

Proof of Theorem 1: We first establish stability of $C$. It follows from $\chi_3 \in \mathcal{K}_\infty$ that $\frac{d}{dt} V \leq 0$. This implies that $x_1(\|\varphi_j(t, x_0)\|) \leq V(\varphi_j(t, x_0)) \leq V(x_0) \leq \chi_2(\|x_0\|)$. Next, we use $\chi_1^2 \in \mathcal{K}_\infty$ denote the inverse function of $\chi_1 \in \mathcal{K}_\infty$ and obtain $\|\varphi_j(t, x_0)\| \leq \chi_1^{-1}(\chi_2(\|x_0\|))$ for all $t \in \mathbb{R}_{>0}$. It follows from standard arguments (see [17, Sec. 25]) that $C$ is Lyapunov stable according to Definition 3. Next, we establish almost global attractiveness of $C$. Because $U$ is invariant with respect to $\frac{d}{dt} x = f(x)$, points in $U$ are only reachable from initial conditions $x_0 \in \mathcal{Z}_U \supseteq U$. Thus, for $x_0 \notin \mathcal{Z}_U \cup C$ and for all $t \in \mathbb{R}_{>0}$ such that $\varphi_j(t, x_0) \notin C$ it holds that $\frac{d}{dt} V(\varphi_j(t, x_0)) < 0$. Using standard arguments (see [17, Sec. 25]) and noting that $V(x) = 0$ for all $x \in C$ it follows that $\lim_{t \to \infty} \varphi_j(t, x_0)$ $\to$ 0. Moreover, using $\|x\| \leq \chi_1^{-1}(V(x))$ we conclude that

$$\forall x_0 \notin \mathcal{Z}_U : \lim_{t \to \infty} \|\varphi_j(t, x_0)\| = 0. \quad (38)$$

Because $\mathcal{Z}_U$ has zero Lebesgue measure this precisely the definition of almost global attractiveness given in Definition 3. Because $C$ is almost globally attractive and stable, it is almost globally asymptotically stable.

Lemma 3 Let $v_1^*, \ldots, v_N^* \in \mathbb{R}_{>0}$. The polynomials

$$p_m(x) = \frac{\sum_{n=1}^{N} v_n^{2n} x_m^{2n+1} - \sum_{j=1}^{N} v_j^2 x_m^j}{v_k^{2k} x_k^{2k}} \quad (39)$$

are nonnegative on the nonnegative orthant for all $m \in \mathbb{N}$.

Proof: We prove the Lemma by induction. Letting $s := \begin{bmatrix} v_1^* & \ldots & v_N^* \end{bmatrix}^T$, $p_1(x) \leq x^T \begin{bmatrix} s_1^2 I_N - s s^T \end{bmatrix} x \geq 0$. Now we define $x := \frac{\sum_{n=1}^{N} v_n^{2n} x_m^{2n+1} - \sum_{j=1}^{N} v_j^2 x_m^j}{v_k^{2k} x_k^{2k}}$. Note that $x \geq 0$ whenever $x \in \mathbb{R}_{>0}$. We now assume that $m \geq 2$ and obtain

$$p_m(x) = \frac{\sum_{n=1}^{N} v_n^{2n} x_m^{2n+1} - \sum_{j=1}^{N} v_j^2 x_m^j}{v_k^{2k} x_k^{2k}} \geq 0.$$ 

If $p_{m-1}(x)$ is nonnegative on the nonnegative orthant it follows that $p_m(x) \geq 0$ for all $x \in \mathbb{R}_{>0}$ and the proof is complete.

Proof of Lemma 1: Since

$$v^T P_S \Phi(v)v = v^T P_S v - v^T \text{diag} \left( \left\| v_k \right\|_2^2 I_2 \right) \quad (k=1) P_S v,$$

the inequality (22) is equivalent to

$$v^T \text{diag} \left( \left\| v_k \right\|_2^2 I_2 \right) P_S v \geq 0, \quad \forall v \in \mathbb{R}^n.$$

Next, we use $\theta_{kj}$ to denote the relative angle between $v_j$ and $v_k$ such that $\left\| v_j \right\|_2 = R(\theta_{kj}) \frac{v_k}{\left\| v_k \right\|_2}$ holds. Given the particular form of $P_S$ we can write

$$\sum_{n=1}^{N} v_n^2 v^T \text{diag} \left( \left\| v_k \right\|_2^2 I_2 \right) P_S v = \sum_{k=1}^{N} \left( \sum_{n=1}^{N} v_n^2 \frac{\|v_k\|^2}{v_k^2} - \sum_{j=1}^{N} v_j^2 \frac{\|v_k\|^3}{v_k^3} \cos(\theta_{kj} - \theta_{kj}^*) \right)$$

$$\geq \sum_{k=1}^{N} \left( \sum_{n=1}^{N} v_n^2 \frac{\|v_k\|^2}{v_k^2} - \sum_{j=1}^{N} v_j^2 \frac{\|v_k\|^3}{v_k^3} \|v_j\| \right)$$

$$= p_3 \left( \|v_1\|, \ldots, \|v_N\| \right) \geq 0,$$

where $p_3(\cdot)$ is defined in (39), and the last inequality follows from Lemma 3. It follows that the inequality (22) holds.

Proof of Lemma 2: We start by noting that, since $(K - L)v = 0$ for all $v \in S$ and $P_S$ is the projector onto $S^2$, it holds that $(K - L) = (K - L)P_S$. Thus, (23) is equivalent to

$$v^T (P_S K P_S + \alpha P_S) v \leq \|v\|^2 \sum_{j=1}^{N} \left| \sum_{k=1}^{N} v_k^2 \cos(\theta_{kj}^*) \right| + \alpha.$$ 

Noting that $\frac{1}{2} (K_k + K_k^T) = \sum_{j=1}^{N} \langle Y_j \rangle_2 \left( 1 - \frac{v_j^2}{2} \cos(\theta_{kj}) \right)$ for all $k \in N$ (cf. Proposition 1), the left-hand side of (40) can be bounded as follows

$$v^T (P_S K P_S + \alpha P_S) v \leq \left\| \frac{\|v\|^2}{2} \sum_{j=1}^{N} \left( \sum_{k=1}^{N} \langle Y_j \rangle_2 \left( 1 - \frac{v_j^2}{2} \cos(\theta_{kj}) \right) + \alpha \right) \right\|^2_S.$$ 

After some lengthy algebraic manipulations (see [8, Prop. 7]) the quadratic form $v^T P_S \mathcal{L} P_S v$ can be bounded as follows

$$v^T P_S \mathcal{L} P_S v \geq \left( \|v\|^2 \sum_{j=1}^{N} \left( \sum_{k=1}^{N} \langle Y_j \rangle_2 \left( 1 + \cos(\bar{\theta}) \right) \right) \right) \lambda_2(L) \left\| \frac{\|v\|^2}{2} \right\|_S^2.$$ 

Next, let $\bar{x} := \min_{y \in \mathbb{N}, y \geq x} y$ denote the ceiling operator that rounds up a real number $x \in \mathbb{R}$ to the nearest integer. The fact that $\sum_{k=1}^{N} \sum_{j=1}^{N} v_j^2 \cos(\theta_{kj}) \geq N^2 v_{\min}^2 \left( 1 + \cos(\bar{\theta}) \right)$ can be proven by noting that a minimizer for the sum of cosines is given by $\theta_{kj}^* = 0$ for all $k \in \{ 1, \ldots, \left\lceil \frac{N}{2} \right\rceil \}$ and $\theta_{kj}^* = \bar{\theta}$ for all $k \in \{ \left\lceil \frac{N}{2} \right\rceil + 1, \ldots, N \}$. It immediately follows that

$$v^T P_S \mathcal{L} P_S v \geq \left( \|v\|^2 \sum_{j=1}^{N} \left( \sum_{k=1}^{N} \langle Y_j \rangle_2 \left( 1 + \cos(\bar{\theta}) \right) \right) \right) \lambda_2(L) \left\| \frac{\|v\|^2}{2} \right\|_S^2.$$ 

By substituting (41) and (42) into (40), we can conclude that Condition 2 is a sufficient condition for (23).

Proof of Proposition 5: The function $f_c(v, i)$ in (15a) is separable in its two arguments and linear in $i$. Hence, $f_c(v, y + i^*(v)) - f_c(v, i^*(v)) = f_c(0, y) = \eta R(\kappa) B y$. (43)

Using $y_0 = B y$, it directly follows that

$$\frac{\partial V}{\partial v} [f_c(v, y + i^*(v)) - f_c(v, i^*(v))] \leq (\eta v^T P_S + 2\alpha \eta \eta^2 v^T \Phi(v)) R(\kappa) y_0 \leq (\eta v^T S + 2\alpha \eta \eta^2 v^T) \left\| v \right\|_2 \left\| y_0 \right\| \leq \beta_{yv} v^T v \left\| y_0 \right\|,$$

with $\beta_{yv} := \max (\|K - L\| - 1, 2\alpha v^T)$. Next, using (23) it can be verified that $c \|v\|^2 + \alpha v^T I_2 N v \leq -v^T P_S (K - L) P_S v$. This
results in $c\|v\|_2^2 \leq \|v\|_2^2 \|K - L\|$ and $c \leq \|K - L\|$.
From (20) and the fact that $c \leq \|K - L\|$ we conclude that $2\alpha_1 y \leq \frac{2c}{\|K - L\|} \leq \beta_1 = \|K - L\|^{-1}$ and the proof is complete.

**Proof of Proposition 6:** Using (43) and $y_0 = B y$, we obtain
\[
\frac{\partial W}{\partial y} f(v, y + i^s(v)) = p y^T J(y(v, i^s(v)) + f(v(0, y))) + p y^T B_n B_n^T L_T Z_T^{-1} B_T f(v, i^s(v)) + f(v(0, y)).
\]
Moreover, it holds that $L_T Z_T^{-1} = \frac{\rho}{\omega \omega_0^2 + 1}(I_{2M} - \omega_0 J_M)$, and it follows from the mixed-product property of the Kronecker product that $B_n^T B_n^T = (B B_n)^T \otimes I_2$ and $B_n^T J_M B_n = \omega^2 M I_2$. Thus, it holds that $L_T Z_T^{-1} B_T = 0_{2M}$ and the proposition immediately follows from $\|f(v, i^s(v))\| \leq \psi(v)$ and $\|f(v(0, y)) = \|y\|$. ■
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