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Abstract:
The functional diversity of the green fluorescent protein (GFP) family is intimately connected to the interplay between competing photo-induced transformations of the chromophore motif, anionic p-hydroxybenzylidene-2,3-dimethylimidazolinone (HBDI⁻). Its propensity to undergo Z/E photoisomerization following excitation to the S₁(ππ⁺) state is of particular importance for super-resolution microscopy and emerging opportunities in optogenetics. However, key dynamical aspects of this process and its range of tunability still remain elusive. Here, we investigate the internal conversion behavior intrinsic to HBDI⁻ with focus on competing deactivation pathways, rate and yield of photoisomerization. Based on non-adiabatic dynamics simulations, we confirm that non-selective progress along the two bridge-torsional (i.e., phenolate, P, or imidazolinone, I) pathways can account for the three decay constants reported experimentally, leading to competing ultrafast relaxation along the I-twisted pathway and S₁ trapping along the P-torsion. The majority of the population (~70%) is transferred to S₀ in the vicinity of two near-symmetry-related minima on the I-twisted intersection seam (MECI-Is). Despite their reactant-biased topographies, our account of inertial effects suggests that isomerization not only occurs as a thermal process on the vibrationally hot ground state but also as a direct photoreaction with a total quantum yield of ~40%. By comparing the non-adiabatic dynamics to a photoisomerization committor analysis, we provide a detailed mapping of the intrinsic photoreactivity and dynamical behavior of the two MECI-Is. Our work offers new insight into the internal conversion process of HBDI⁻ that enlightens principles for the design of chromophore derivatives and protein variants with improved photoswitching properties.
Introduction

The green fluorescent protein (GFP\textsuperscript{1-4}) and its relatives have established themselves as key tools in bioimaging and cell biology by enabling visualization of processes in realistic environments.\textsuperscript{5-8} GFP proteins display a remarkable variety in photophysical properties, including spectral range, fluorescence quantum yield, photostability and photoswitchability.\textsuperscript{9-12} Intriguingly, this functional diversity is enabled by relatively minor variations in the chromophore motif and/or the protein scaffold.\textsuperscript{13-17} The function of these proteins is inextricably linked to the properties of the 4-hydroxybenzylidene-2,3-dimethylimidazolinone (HBDI\textsuperscript{−}) chromophore core\textsuperscript{18} (Figure 1a).

Outside the protein environment (vacuum and in solution), the HBDI\textsuperscript{−} chromophore is essentially non-fluorescent at room temperature, quenched by ultrafast radiationless decay.\textsuperscript{19} In solution, fluorescence can be recovered at lowered temperatures by thermally- or weakly friction-controlled suppression of the internal conversion.\textsuperscript{20-21} Using a combination of a femtosecond pump–probe scheme and a time-resolved action technique (detection of neutral fragments), Andersen and coworkers recently demonstrated fluorescence as an intrinsic property of the HBDI\textsuperscript{−} chromophore.\textsuperscript{22} Specifically, upon cooling to 100 K, the existence of tiny barriers on S\textsubscript{1} (\(\pi\pi^*\)) was demonstrated by trapping the isolated chromophore on the excited state for 1.2 ns, long enough to establish fluorescence conditions.

In the gas phase, the main deactivation pathways following photoexcitation to S\textsubscript{1} include internal conversion to the hot electronic ground state and electron autodetachment from the S\textsubscript{1} state to give the neutral HBDI radical in the D\textsubscript{0} state. With a vertical excitation energy of 2.57 eV,\textsuperscript{23} the S\textsubscript{1} state of the isolated chromophore is bound with respect to vertical and adiabatic electron detachment (2.68±0.1,\textsuperscript{24} 2.73±0.1,\textsuperscript{10} 2.8±0.1\textsuperscript{25} and 2.85±0.1\textsuperscript{26} eV). Within a linear excitation regime, internal conversion is the dominant deactivation channel across the S\textsubscript{0}–S\textsubscript{1} absorption band (415-500 nm),\textsuperscript{27} while autodetachment plays a minor role (occurs on a ∼30 ps time scale), as measured by direct electron detection.\textsuperscript{28} According to time-resolved photoelectron (TRPES)\textsuperscript{29} and action spectroscopy,\textsuperscript{22} the excited-state population decay at room temperature is characterized by three time scales; a fast (∼330 fs), an intermediate (1.3-1.4 ps) and a longer-lived component (>10 ps). However, the dominant decay mechanisms in operation remain unresolved experimentally because of the difficulties associated with differentiating the transient species.

Theoretical studies suggest that the excited-state decay proceeds along two alternative pathways, corresponding to rotation around one of the methine bridge bonds (i.e., either the
imidazolinone, I, or phenolate, P), and is accompanied by twisted intramolecular charge-transfer (TICT) across the bridge (Figure 1a). The coupling between torsion and charge-transfer is a common feature of monomethine dyes of which HBDI− represents an asymmetric example near the so-called cyanine limit (i.e., characterized by the electronic charge being fully delocalized over the π-conjugated skeleton in the electronic ground state).30-32 Importantly, the two different pathways in the anionic form feature oppositely directed charge transfer,33-34 and only internal conversion about the I-bond may lead to direct photoisomerization whereas rotation around the P-bond recovers the original ground state (possibly the indistinguishable P-flipped configuration). So far, electronic structure methods capable of describing the energetic ordering of the I- and P-twisted configurations on S1 of isolated HBDI− have been limited to static calculations, providing valuable information about the potential energy landscape.33,35 In particular, more recent high-level calculations confirm the existence of a shallow planar minimum on S1 (~0.1 eV below the Franck–Condon (FC) point), characterized by elongated bridge bonds and similar bridge torsional barriers of ~0.05 eV.35 However, due to the non-equilibrium conditions following photoexcitation, inertial effects are essential to address the dynamical importance of the alternative deactivation pathways as well as the intrinsic reactivity of the I-twisted channel. Recently, Carrascosa et al. employed a combination of tandem ion mobility mass spectrometry and laser spectroscopy to provide the first experimental evidence that isomerization is indeed an intrinsic response of HBDI− upon photoexcitation.27 However, the experiments were inconclusive as to whether isomerization is mediated directly by the internal conversion process or indirectly by subsequent torsional barrier crossing on the vibrationally hot ground state.

Here, we investigate the competition between the I- and P-deactivation pathways upon photoexcitation of isolated HBDI− by performing non-adiabatic dynamics simulations using ab initio multiple spawning36-37 (AIMS). In particular, we address the extent to which internal conversion is accompanied by photoisomerization and the factors determining the dynamical behavior of the system by comparing the dynamics results to a committor analysis of the accessed regions of the I-twisted intersection seam. Although intramolecular redistribution of the excess vibrational energy will eventually decide the fate of the gaseous hot electronic ground state (including thermal isomerization, photofragmentation and thermionic emission23, 25, 27-28, 38), the intrinsic photoresponse of the chromophore serves as a natural reference point to propose design strategies for HBDI− systems with tailored photoactive properties.
Figure 1. Coupling between bridge-torsional motion and intramolecular charge-transfer character in gaseous HBDI. (a) Torsional dependence of the $S_0$ and $S_1$ energies and the direction of intramolecular charge-transfer on $S_1$, computed at the $\alpha(0.64)$-SA3-CASSCF(4,3)/6-31G* level. Underlying adiabatic state energies and Mulliken charges are reported in Tables S1-2 and definitions of key geometric parameters in Figure S1. (b) Schematic representation of the three-state diabatic Hamiltonian and how it changes upon bridge-torsional deformations.\(^\text{39}\) Displacement along the torsional coordinates leads to a block-diagonal form. The colored shadings indicate the relative sign and magnitude of the matrix elements. (c) Decomposition of the diabatic states in terms of underlying CSFs, see (d). Within this orthonormalized fragment-localized basis, bond formation is a consequence of coupling between a covalent configuration and its corresponding bond-polarizing ionic configurations (the color-coding of the shaded areas highlights the stabilizing ionic contributions to each diabatic state). (d) Schematic of the three fragment-localized orbitals (see also Figure S2) together with the singlet CSFs that can be generated by distributing four electrons in these three orbitals.

Computational details

The non-adiabatic dynamics following photoexcitation to $S_1(\pi\pi^*)$ were modeled using AIMS with adiabatic energies, nuclear gradients and non-adiabatic couplings computed using the complete active space self-consistent field (CASSCF) implementation\(^\text{40-42}\) in a development version of the graphical-processing-unit-accelerated TeraChem program.\(^\text{43-46}\) Specifically, we use the empirically-corrected $\alpha$-CASSCF method that was recently demonstrated to be an efficient way of modeling dynamical correlation effects in HBDI$^-$ across relevant geometries.\(^\text{47}\) We used an active space consisting of four electrons in three orbitals (the bonding, non-bonding and anti-
bonding methine bridge orbitals, see Figure S2a) with averaging over the three lowest singlet states and the 6-31G* basis set, i.e., \( \alpha\text{-SA3-CASSCF(4e,3o)/6-31G*} \). The three-state averaging is necessary to provide a balanced description of the photoisomerization in the anionic HBDI\(^-\) chromophore, permitting deactivation through both bridge torsional modes.\(^{39}\) The procedure used for fitting the \( \alpha \)-parameter and its validation against extended multistate multireference second-order perturbation theory (XMS-CASPT2\(^{48}\)) is described in Section S1 of the supplementary information (SI). Geometry optimization, minimum conical intersection (MECI) searches and minimum energy pathways (MEPs) were computed using the DL-FIND\(^{49}\) geometry optimization library and seam MEPs using pyGSM,\(^{50-51}\) both interfaced with TeraChem. XMS-CASPT2 calculations were performed using the BAGEL program.\(^{52-53}\)

The initial conditions (ICs) for the AIMS simulations were sampled from a ground-state harmonic Wigner distribution at 300 K, with normal modes and harmonic frequencies computed using MP2/cc-pVDZ.\(^{54}\) To avoid artificially long C–H bonds, caused by the linearization of the methyl torsions in the harmonic approximation, three normal modes, dominated by these rotations, were excluded from the sampling. Absorption spectra were generated on the basis of 500 samples using the excitation energies and oscillator strengths computed using \( \alpha(0.64)\text{-SA3-CASSCF(4,3)/6-31G*} \). The stick spectra were convolved with a Gaussian line shape with a full-width at half maximum of 0.07 eV and uniformly shifted by +0.16 eV to match the experimental absorption maximum for HBDI\(^-\) (Figure S3). To be consistent with a previous TRPES experiment on anionic HBDI\(^-\) in the gas-phase,\(^{29,30}\) 30 ICs were randomly sampled under the constraint of their vertical excitation energy being located within the spectral window of the pump pulse (2.48±0.05 eV). In the AIMS simulations, only the two lowest electronic states relevant for the photodynamics were included. Each IC was initiated on \( S_1 \) under the independent first-generation approximation,\(^{55}\) i.e., they are uncoupled and run independently from the beginning, and propagated using AIMS for \(~10 \text{ ps (} 4 \cdot 10^5 \text{ a.u.) or until the } S_1 \text{ population dropped below } 0.01 \). The equations of motion were integrated with an adaptive time step of 20 a.u. (~0.48 fs), which was reduced upon encounter of regions with non-adiabatic coupling. A spawning threshold of 0.005 \( E_h / h \) (scalar product between derivative coupling and nuclear velocity vectors at a given time step) was applied and the minimum population of a trajectory basis function (TBF) to spawn was 0.01. Errors of decay time constants were estimated with the bootstrap method,\(^{56,57}\) using 1500 bootstrapping samples. TBFs
on $S_0$ which did not couple with other TBFs for at least 5 fs were decoupled and continued independently on $S_0$ until the outcome immediately following internal conversion could be assigned. Specifically, TBFs that immediately after internal conversion reached an absolute I-torsion beyond 150° were classified as photoproduct generating ($E$-isomer) while those returning to an absolute I-torsion angle below 60° were regarded as ground-state recovery ($Z$-isomer). The excess energy on the hot ground state means that continued propagation will lead to additional thermal isomerization.

To rationalize the effects of geometrical deformations, we use the three-state diabatic model proposed by Olsen and McKenzie$^{39}$ (summarized in Figure 1b-d). While earlier work has focused on the coupling between charge-transfer behavior and the bridge-torsional degrees of freedom,$^{30, 39}$ we here focus on the additional geometrical deformations required to reach the intersection seam. Approximate diabatic states are constructed by block-diagonalization$^{58-59}$ of the Hamiltonian in the basis of singlet configuration state functions (CSFs) into covalent and ionic blocks. The six singlet CSFs are generated from distributing four electrons in the three fragment-localized active-space orbitals obtained from Boys localization$^{60}$ (Figure S2b). Further details are provided in Section S2. Importantly, in this orthonormalized fragment-localized basis, bond formation is a result of mixing between a covalent configuration and its corresponding bond-polarizing ionic configurations.$^{61}$ The covalent–ionic coupling is mainly governed by resonance integrals between the relevant fragment-localized orbitals but also by the interaction with the remaining closed-shell electrons. In particular, geometrical deformations leading to a simultaneous interaction of the I- and P-ring localized orbitals ($i$ and $p$, respectively) with the bridge orbital ($b$) result in a coupling between the $|P\rangle$ and $|I\rangle$ diabatic states, dominating the adiabatic $S_0$ and $S_1$ states, and hence, in turn, increases the $S_1/S_0$ energy gap. Vertical electron affinities of the methyl-truncated P- and I-rings were computed using SA3-XMS-CASPT2/6-31G* with active spaces (8/7e, 7o) and (8/7e, 6o) (anionic/neutral radical) and geometrical parameters corresponding to the $S_1$-P and the $S_1$-I minimum, respectively.

**Results and discussion**

A prerequisite to elucidate the importance of the two competing deactivation pathways is the ability of the level of theory used in the non-adiabatic dynamics to capture the relative energetics along the key I- and P-torsional modes. As validated by comparison to XMS-SA3-CASPT2(4,3)
results (Section S1), α(0.64)-SA3-CASSCF(4,3) correctly reproduces the energetic ordering of the $S_1$ twisted configurations with respect to the FC point. In particular, only the I-twisted MECI is energetically accessible from the FC point, consistent with previous high-level calculations.\textsuperscript{35} Note that correspondingly small active-space CASSCF calculations are inadequate to capture the relative energetics of the FC point and MECIs even qualitatively (data not shown). Geometric parameters of key critical points and their relative ground- and excited-state energies at both levels of theory are provided in Figure S4 and Tables S1/3-4. As noted earlier, progress along either of the torsional modes is almost barrierless and fluorescence from the shallow planar $S_1$ minimum is recoverable only at low temperatures.\textsuperscript{22} Although we find a small barrier along $\phi_P$ (\textasciitilde0.01 eV), we note that the $S_1$ planar structure does not represent a minimum at the $\alpha$-CASSCF level of theory due to the absence of a barrier along $\phi_I$ (Figure S5). Nevertheless, because of the substantial total initial kinetic energy (2.79 eV, half the energy of the zero-point vibrational energy on the ground state as obtained from the Harmonic Wigner sampling) and the negligible torsional barriers, we do not expect this discrepancy to be critical for determining the branching ratio of the competing twisting pathways at the present conditions. In other words, $\alpha$-CASSCF offers a sufficiently accurate and efficient route to explore dynamical effects in the excited-state deactivation of HBDI$^-$. 

Figure 2 presents the $S_1$ population decay profile for gas-phase HBDI$^-$ obtained from the $\alpha$-CASSCF AIMS simulations initiated from 30 initial conditions, randomly sampled from the finite-temperature (300K) harmonic Wigner distribution with the constraint of having a vertical excitation energy falling within 2.48±0.05 eV. This energy is slightly red-detuned with respect to the linear absorption maximum (see Figure S3) and mimics the pump energy used in the previous TRPES study\textsuperscript{29} on the internal conversion dynamics. The relaxation is characterized by three different time scales: an ultrafast femtosecond component, an intermediate and a longer-lived picosecond component. Initially after photoexcitation, there is a definite lag period before any population transfer to $S_0$ is observed. Fitting of the $S_1$ population profile (based on the \textasciitilde10 ps simulation) to a delayed biexponential decay yields a lag time of 177±35 fs and decay time constants of 909±169 fs and 9.0±5.1 ps with amplitudes of 83 and 17\%, respectively. This indicates that most of the wavepacket undergoes fast internal conversion to the ground state while a fraction remains trapped on $S_1$ for longer times. These time scales agree reasonably well with the experimental time constants reported for gaseous HBDI$^-$ at ambient temperature (300-330 fs, 1.3-
1.4 ps and >10-11.5 ps.\textsuperscript{22, 29} Although a rigorous experiment–theory comparison requires calculation of the relevant experimental observable (e.g., TRPES) and remains a task for future work, this overall good agreement lends credence to the following analysis of the simulations.

![Figure 2](image-url)  
**Figure 2.** \(S_1\) population decay obtained from the \(\alpha(0.64)\)-SA3-CASSCF(4,3) AIMS dynamics together with a delayed bi-exponential fit (black dashed line). The labels give the lag time as well as the two decay time constants and their amplitudes (in parentheses). Associated error bars are standard errors estimated by bootstrapping with 1500 boot cycles. About 10\% of the population remains trapped on \(S_1\) by the end of the simulation time (~10 ps). The colored shadings indicate the decomposition of the \(S_0\) re-population into direct I- and P-twisting pathways as well as indirect I-pathway through intermediate P-twisted geometries (see Figure 5). These were computed as the incoherent sums over TBF populations associated with \(S_0\).

**Origin of delayed bi-exponential decay.**

From a theoretical perspective, most of our current understanding has been inferred from static calculations, suggesting bridge torsions and pyramidalization as key coordinates for ultrafast deactivation.\textsuperscript{33-35} To investigate the dynamical importance of these coordinates and elucidate the mechanistic details underlying the experimentally reported time scales, we analyze the progress of the excited-state wavepacket following photoexcitation and characterize geometries at which the population transfer to the ground state occur.

Figures 3a and b display the initial ~2 ps time evolution of the one-dimensional reduced \(S_1\) densities along the \(\phi_I\) and \(\phi_P\) dihedrals, respectively. The reduced densities were computed using the Monte Carlo procedure described in Ref. 62. The blue filled circles indicate spawning geometries (i.e., the centroid positions of the spawned TBFs) associated with non-adiabatic population transfer events. Departure from the FC region involves redistribution of vibrational
energy into the two bridge torsional coordinates as facilitated by a weakening of the methine bridge bonds on S₁. Owing to the asymmetry of the I-ring, oppositely directed I-twisted geometries are enantiomers, while the corresponding P-twisted structures are identical. Consistent with the essentially barrierless potential energy curve along both torsional modes, roughly half of the population (≈40%) initially undergoes φᵢ twisting while the remaining proceeds along φₚ. The onset of the population decay coincides with near orthogonally I-twisted configurations, and the appearance of partial wavepacket revivals (frequency of 38±11 cm⁻¹, as obtained from a Fourier-component analysis of individual TBFs) is indicative of a sloped access to the conical intersection seam (only ≈34% of the population is transferred during the first spawning event). Displacement along the φₚ mode exhibits more pronounced oscillations (frequency of 48±18 cm⁻¹), and the excited-state wavepacket largely remains trapped on S₁ beyond the first ≈2 ps. The higher frequency component (582±54 and 611±100 cm⁻¹ along P- and I-twisted pathways, respectively) appearing in the reduced densities along both torsional modes originates from bridging methine hydrogen out-of-plane (HOOP) motion (see below).

**Figure 3.** Time evolution of the S₁ wavepacket density along the bridge torsional modes within the first 1.8 ps after photoexcitation. S₁ reduced density projected onto the (a) φᵢ and (b) φₚ dihedral angles. While motion along the φᵢ dihedral mediates significant population transfer, the φₚ torsional mode leads to population trapping on S₁ for longer time scales. Blue filled circles indicate the location of non-adiabatic transition events. The slightly asymmetric density distributions with respect to the two torsional directions are likely a result of the relatively small number of initial conditions used in this work since the underlying potential energy profiles are symmetric.
The \((\phi_t, \phi_P)\)-distribution of spawning geometries over the course of the simulation is shown in Figure 4c. The non-adiabatic transition events cluster into two distinct decay pathways, dominated by torsional motion along either one of the bridge dihedrals. Although these geometries largely resemble the two types of MECIs reported previously,\textsuperscript{33,63-65} here labeled MECI-I\(^{+/-}\) and MECI-P\(^{+/-}\) according to rotation direction (Figures 4a-b/S6 and Table S4), the sloped access to the intersection seam combined with the significant nuclear kinetic energy gained upon twisting means that higher-energy regions of the seam become increasingly relevant in the dynamics. This is seen from the distribution of \(S_1/S_0\) energy gaps and the energetic locations of the spawning geometries relative to the geometrically nearest MECI (Figures 4d-e). As shown by decomposing the repopulation of \(S_0\) according to torsional mechanism (filled curves in Figure 2), the I-twisting pathway accounts for the majority of the population transfer (\(\sim 60\%\) via direct decay, see below) while only \(\sim 20\%\) transfers at P-twisted geometries. The remaining population (\(\sim 20\%)\) is equally split between P-trapping on \(S_1\) and delayed internal conversion via the I-twist pathway following temporary trapping along \(\phi_P\). In the latter case, the initially P-twisted subpopulation is reflected back via the planar configuration to reverse the charge-transfer direction rather than following a higher-energy hula-twist like motion,\textsuperscript{66} i.e., concerted rotation around both bridge bonds.

The delayed onset and less efficient decay through the P-twist pathway is consistent with MECI-P\(^{+/-}\) being energetically inaccessible from the FC point (see Figure S4). In addition to the diabatic state-selective stabilization mediated by an asymmetric bond stretching across the bridge (preferentially stabilizing either the phenolate or quinoid resonance structure), access to the minima on the intersection seams requires pyramidalization of the methine C atom. The gradient difference vectors at both types of MECIs are dominated by this collective pyramidalization and bond-stretch motion whereas the derivative coupling vectors mainly represent the torsional motion around the respective bridge bond (Figure S7). Consistent with the dynamical behavior discussed above, both types of MECIs are sloped and following the associated paths of steepest descent on \(S_0\) leads to recovery of the original \(Z\)-isomer (data not shown). The pyramidalization on \(S_1\) is governed by the faster methine HOOP motion, which primarily gains amplitude upon twisting, and its direction is initially dictated by that of the activated torsional mode (Figure S8). The stronger electron affinity of the P-ring (vertical electron affinities of 1.24 and 0.64 eV for the P- and I-ring, respectively) leads to a larger \(S_1/S_0\) energy gap at P-twisted geometries (Figure 1a, Table S1).\textsuperscript{35} Within the three-state diabatic model, this asymmetry is a result of comparatively
larger contributions from stabilizing ionic configurations to the diabatic $|P\rangle$ state at P-twisted geometries compared to the corresponding ionic contributions to the $|I\rangle$ state at I-twisted geometries (Figure S9b). Thus, pyramidalization acts as a diabatic-state biasing potential that preferentially destabilizes the torsionally-decoupled diabatic state by reducing the contributions from ionic configurations, thereby closing the energy gap. For this reason, a higher degree of pyramidalization is needed to access the P-twisted intersection seam.

**Figure 4.** Geometric characterization of non-adiabatic transition events. Structures of (a) MECI-I$^+$ and (b) MECI-P$^+$ highlighting key geometric parameters (definitions are given in Figure S1). (c) Distribution of ($\phi_I$, $\phi_P$)-dihedrals at the spawning geometries. The size and color of each circle represent absolute population transfer and extent of bridge pyramidalization, respectively. The absolute population transfer is defined as the total population gained by the child TBF from the beginning of the coupled propagation until the gain drops below a threshold value of $10^{-4}$. Efficient population transfer is associated with significant pyramidalization of the methine bridge. Yellow diamonds indicate the location of MECIs. (d) Absolute population transfer versus $S_1/S_0$ energy gap at the non-adiabatic transition events divided according to the decay pathway. (e) Distribution of the $S_1$ energies at the I- and P-twisted spawning events relative to the geometrically closest MECI. The vertical dashed red (blue) line corresponds to the sum of the zero-point kinetic energy in the ground-state (within a harmonic approximation) and the energy gap between the FC point and MECI-I$^+$ (MECI-P$^+$) geometry.

Upon reaching the electronic ground state, the absence of channels for intermolecular energy dissipation will over longer time scales lead to chemical transformations of the vibrationally hot HBDI$^-$, including fragmentation and electron emission. However, whether the preceding internal conversion process directly produces $E$-isomer via photoisomerization remains an open question. To investigate this, we followed the dynamics on $S_0$ until the outcome of internal conversion could be assigned. Specifically, we classified TBFs reaching an absolute $\phi_I$ of $150^\circ$ immediately following population transfer as successful photoisomerization while those returning to angles
below 60° counted as recovery of the original Z-isomer. The similar criterion for $\phi_P$ was used to identify P-flipped configurations. While 59% of the excited-state decay leads to recovery of the ground state (of which 14% also undergoes indistinguishable P-flip), a notable 41% generates photoprodut. Considering only the I-twisted decay, the photoisomerization quantum yield increases to ~50%.

The main features of the excited-state decay mechanisms in isolated HBDI$^-$ appearing from our simulations are provided in Figure 5. The lifetimes and yields of each key process are highlighted. Photoexcitation is followed by bifurcation of the wavepacket in near-equal proportions along the two alternative bridge torsional coordinates. The ~180 fs lag time corresponds to the time associated with vibrational energy redistribution from FC-active vibrations (low-frequency bridge-bending and high-frequency bridge-stretching modes$^{35, 67}$) into the torsional modes required to reach the intersection seams. Not surprisingly, based on the shorter plateau and steeper torsional gradient with $\alpha$-CASSCF compared to XMS-CASPT2 (Figure S5), this delay time is shorter than the reported experimental values of ~300 fs. The ~1 ps component of the bi-exponential decay is dominated by the faster excited-state relaxation through the I-torsional pathway (~0.5 ps) with a smaller but slower contribution from P-torsional mediated decay (~2.6 ps). This was confirmed by fitting the $S_1$ population decay using the lag and rise times derived from the associated re-population curves in Figure 2. The longer time-scale component is a consequence of a fraction being trapped on $S_1$ along the P-torsional mode. We note that the extent of non-adiabatic population transfer via the P-channel may be somewhat overestimated given the energetic closer proximity of MECI-P$^{+/−}$ to the FC point at the present level of theory (Figure S4). Nevertheless, the mechanistic insight predicted by our simulations largely supports the models previously proposed on the basis of experimental data and high-level static calculations.$^{35}$ Our dynamics results demonstrate that, indeed, internal conversion through the I-twisted intersection seam mediates photoisomerization. This is in contrast to the unreactive behavior predicted by the (artificial) $S_0$ minimum energy pathways starting near the MECIs. Clearly, a dynamical mapping of the intersection seam is necessary to understand the intrinsic photoisomerization propensity of HBDI$^-$. 
**Figure 5.** Schematic of the excited-state dynamics of HBDI⁻, showing (i) photoexcitation, (ii) departure from the FC point along the torsional modes, internal conversion via the (iii) I-twist, (iv) P-twist and (v) delayed I-twist pathways and (vi) trapping along the P-channel. Branching ratios and time scales from the AIMS dynamics indicated.

**Mapping the sloped I-twisted intersection seam.**

To this end, we consider the dynamically accessed regions of the I-twisted intersection seam, focusing on the positive I-twist direction (MECI-I⁺). Figure 6a shows the distribution and outcome of the non-adiabatic transition events along the I-torsion and HOOP coordinates, roughly approximating the branching space in a first-order analysis, together with contour plots of the S₀ and S₁ potential energy surfaces (PESs). The corresponding three-dimensional representations of the PESs are shown in Figure 5b. The torsional axis was obtained from a relaxed scan along the I-torsion with the P-torsion constrained at 0°, and therefore, it also includes adjustments of bond distances and angles. The HOOP axis was obtained from a subsequent unrelaxed scan, starting from the relaxed structures.

The non-adiabatic population transfer events (shown as markers) tend to follow a bimodal distribution with maxima centered around “out-of-phase” configurations (see also Figure S6). These are defined as geometries where the pyramidalization direction of the methine C atom is opposite of the sign of the torsional displacement relative to a 90° I-twist (Figure 6c). At these geometries, simultaneous pyramidalization and a near-orthogonal arrangement of the localized $i$ and $b$ orbitals are achieved. This preserves the approximate block-diagonal structure of the Hamiltonian (i.e., a two-dimensional $|P\rangle$ and $|B\rangle$ (S₁/S₂) block and a one-dimensional $|I\rangle$ block for S₀), characteristic of the I-twisted S₁ minimum (Figure 1b) and leads to a concomitant
preferential destabilization of the diabatic $|I\rangle$ state, as required to reach the $S_I/S_0$ degeneracy (see Figure 6d and diabatic state composition in Figure S9 and Table S6). Ignoring the small asymmetry arising from the weak electronic coupling of the $p$ and $b$ orbitals with the $i$ orbital at I-twisted configurations, we may expect two MECIs related by a mirror plane perpendicular to the I-ring and passing through the I-bond. Indeed, in addition to MECI-I$^+$, we located an essentially isoenergetic MECI, labeled MECI-I2$^+$. While the population transfer efficiency is similar for both MECIs, the region around MECI-I2$^+$ is reached earlier in the dynamics due to its closer proximity to the FC point. Consequently, the majority of the I-twisted population transfer (64%) occurs in the vicinity of MECI-I2$^+$. The seam MEP connecting the two MECIs is characterized by a small barrier of $\sim0.1$ eV, associated with planarization of the methine C-atom and a $\sim0.03$ Å lengthening of the C$_5$–C$_6$ bond (see gray line connecting the yellow markers in Figure 6b and Figure S8a). The topography along the seam MEP remains sloped towards the photoreactant (see Figure S8b). We note that the direction and degree of the P-torsion at both MECIs are governed by the pyramidalization so as to maximize the alignment of the $p$ orbital and the now increasingly sp$^3$-hybridized $b$ orbital. However, motion along $\phi_P$ is associated with only a small energy-gap penalty (i.e., it is outside the branching space within the first-order approximation) easily compensated by small bond and angle changes. Therefore, population transfer occurs over an extended region of the seam where the P-ring can be misaligned with respect to the bridge pyramidalization. In particular, in the $(\phi_I, \phi_P)$=$(+90^\circ, >0^\circ)$ quadrant (see Figure 4c), the topography becomes sloped towards the photoproduc (Figure S10). In the following, we disregard such displacement along $\phi_P$ in the geometric classification of the non-adiabatic events.

In contrast to the non-productive picture provided by the seam MEP analysis, the dynamics suggests a correlation between the location of the non-adiabatic population transfer events and the outcome of the internal conversion: The ratios between reactive and unreactive outcome of the internal conversion at the MECI-I$^+$ and MECI-I2$^+$ (combining data for both positive and negative $\phi_I$-values) are $\sim3:1$ and $\sim1:2$, respectively. However, it should be noted that the combination of the earlier encounter of MECI-I2$^+$ means that the photochemical production of the $E$-stereoisomer is approximately equally distributed around both MECIs. But where does this difference in photoreactivity around the two MECIs come from?
Figure 6. The implications of HOOP on photoproduct generation along the positive I-twist mediated decay pathway. (a) Contour plots of the $S_1$ (top) and $S_0$ (bottom) PESs along the I-torsion and HOOP modes. These have been obtained by a fixed HOOP scan along a scan of the I-torsion keeping the P-torsion fixed at zero, while all remaining coordinates were allowed to relax. MECIs are highlighted by the yellow diamonds while non-adiabatic transitions leading to ground-state recovery (Z-isomer) are indicated by open green circles and those producing photoproduct (E-isomer) by blue crosses. These roughly correspond to each peak in the approximate bimodal distribution (see Figure S6). The black line shows the seam MEP connecting MECI-I' and MECI-I'' (see gray line in (b) and Figure S8). The MECIs are reached by tuning the bond distances (in particular, the P-bond and C₅–C₆ are extended by ~3 and 4 pm, respectively) and contraction of the bridge angle by ~6.8°. The main effect of this is a destabilization of $S_0$ (not shown) and a rotation of the $S_0$ ridge. (b) Three-dimensional representation of the PESs in (a). The contour plot below shows the energy gap between the $S_1$ and $S_0$ states, indicating a smaller gap (red) at out-of-phase geometries. The MECIs are shown as yellow points, and the seam MEP as the connecting gray line. The two black points on the $S_1$ surface correspond to out-of-phase and in-phase configurations at the same I-torsion angle, see (d). (c) Schematic representation of the HOOP and I-torsional modes with estimates of their frequencies as obtained from the dynamics. As indicated in (a), population transfer occurs when the two modes are out-of-phase. (d) Boys-localized orbitals on the I-ring and the methine bridge (labeled i and b, respectively) for the in-phase and out-of-phase configurations indicated in (b). Isovalue: 0.03 a.u. The HOOP direction at out-of-phase configurations counteracts the rotation of the $b$-orbital relative to the $i$-orbital induced by the I-torsion, thereby maintaining an effectively orthogonal arrangement of these orbitals similar to the situation at the 90° I-twisted minimum ($S_1$-I, Figures 1a/b).

**Origin of different dynamical behaviors.**

To uncover the origin of the difference in photoreactivity between the two I-twisted MECIs, we investigated the implications of inertial effects, i.e., the velocity and direction of the approach to and exit out of the different regions of the I-twisted intersection seam. While inertial effects through the interplay between effective coupling strength and interaction time dictate the efficiency of population transfer,⁶⁸-⁶⁹ we here focus on how they affect the outcome of the internal
Two limiting regimes can be envisioned. In the first limit, the nonadiabatic transitions occur at classical turning points within the branching space, i.e., at velocities with comparatively small components along the g- and h-vectors, such that the outcome is dictated by the momentum gained on the ground state. In the second regime, the population transfer occurs with substantial kinetic energy in the branching space. To explore these limits, we considered the photoproduct distributions obtained from ground-state dynamics starting from cone sampling (i.e., geometric displacement within the branching space of the two MECI-Is) and the following two constructed sets of initial velocities: (i) zero initial velocities, where the only source of kinetic energy comes from the acceleration induced by the ground-state PES, and (ii) starting with all kinetic energy (~0.44 eV, corresponding to the energy difference between the FC point and the MECI-I+) initially associated with the branching space. To investigate the dynamical photoreactivity, we further estimate the committor distribution\(^70-71\) around each of the two MECI-Is. Specifically, we considered the outcome of randomly sampling the atomic velocities from a Gaussian distribution with subsequent mass-weighting and uniform scaling to yield an initial kinetic energy equal to the sum of the kinetic energy of the ground state (within the harmonic approximation) and the energy gap between the FC point and MECI-I\(^+\) (~0.44 eV). With the exception of configurational sampling around rather than at the MECIs, our procedure follows that in the Appendix of Ref. \(^72\) with 50 samples of randomized initial velocities per configuration. This gives an estimate of the probability of generating photoproduct under the assumption of a thermalized state, as characterized by equipartitioning of the kinetic energy. Although thermalization is not expected during the ultrafast internal conversion, this analysis nevertheless provides insight into the influence of having non-zero kinetic energy within the intersection space.

Figures 7a-b summarizes the results for the zero- and random-initial-velocity sampling schemes applied to the two MECI-Is whereas those obtained from non-zero velocities restricted to the branching space are shown in Figure S11. The location of each point in the polar plots represents the geometric displacement within the branching plane while its color indicates the outcome of the ground-state dynamics or the probability of photoproduct formation for the zero- and random-initial-velocity sampling schemes, respectively. In the latter case, the committor for each displacement is computed as the fraction of samples that reach the E-isomer prior to undergoing thermal isomerization on S\(_0\) back to the Z-isomer. At low velocities in the branching plane, the location of the non-adiabatic population transfer on the I-twisted intersection seam
determines the outcome, and photoproduct formation is confined to regions corresponding to displacements in the $+h$-direction and only around MECI-I$^+$. At higher velocities restricted to the branching space, the dissimilarity between the two MECI-Is largely disappears (Figure S11), and the exit direction within the branching space now decides which product will be formed. In particular, the h-vector represents the isomerization-driving coordinate, and velocity along this direction promotes photoproduct generation irrespective of the location of the non-adiabatic transition (MECI-I$^+$ or MECI-I2$^+$). A similar imprint of the $+h$-direction (in terms of both displacement and exit direction) is obtained upon introducing initial kinetic energy in the remaining degrees of freedom. The black line represents the geometries at which initiating ground-state dynamics will lead to ground-state recovery and photoproduct generation with equal probability. Consistent with the dynamics, we recover the picture of MECI-I$^+$ being more photoreactive than MECI-I2$^+$, and the comparison between the three different sets of initial conditions suggests that this intrinsic difference originates from the asymmetry of the I-ring as will be discussed next.

The different dynamical behaviors around the MECI-Is at zero initial velocities can be explained by the directional bias of the momentum gained along the lighter HOOP coordinate upon reaching the ground state. The direction of steepest descent governing the early dynamics on S$_0$ involves a shortening of the C$_5$–C$_6$ bond (see schematic in Figure 7a and the gradient difference vector in Figure S6). This results in a fast, asymmetric contraction of the I-ring that, in turn, induces oppositely directed HOOP motion for the two MECI-Is before any significant displacement of the slower I-torsional mode takes place. For MECI-I$^+$, this promotes crossing of the S$_0$ ridge thereby enabling photoproduct generation, while impeding it for MECI-I2$^+$ (see Figure 7a). To test this interpretation, we artificially increased the mass of the methine H-atom to that of a methyl group (~15 amu). We note that a recent study by Conyard et al. investigated the effect of bridge methylation and found accelerated non-radiative decay. However, the resulting steric crowding introduces non-negligible of potential effects. On the other hand, introducing a fictitious heavier hydrogen allows us to investigate purely inertial effects by specifically lowering the momentum gain along the HOOP coordinate on S$_0$ and diminishing the effective mass difference between the HOOP and torsional degrees of freedom. At zero initial velocities motion along the heavier HOOP mode is no longer fast enough to mediate barrier crossing prior to activation of the torsional mode, thereby preventing photoproduct generation around MECI-I$^+$ (Figure S12).
The central question then becomes what characterizes the dynamical behavior of the system? In other words, what is actual velocity distribution upon reaching the intersection seam? As expected from the oscillatory behavior along $\phi_i$, the overall distribution of velocity components along the h-vector at the non-adiabatic transition events is symmetric and similar for both MECI-Is (Figure S13a). About 70% of the I-twisted population transfer occurs with a kinetic energy contribution along the h-direction that is larger than the kinetic energy per degree of freedom assuming equipartitioning among all vibrational degrees of freedom. Moreover, as indicated in Figure 6a, a separation based on the outcome of the internal conversion process reveals a correlation between the direction of the component along the h-vector and the photoproduc: ground-state recovery close to MECI-I$^+$ is associated with a positive velocity component whereas photoproduction in proximity to MECI-I2$^+$ is mostly associated with a negative velocity component. An opposite but much weaker trend is observed for the reverse cases. The corresponding picture weighted by the absolute population transfer is provided in Figure S13b. Together, these results show that the ~50% photoisomerization quantum yield for the I-twisted population is a consequence of two effects: (i) the initial approach to the MECI-I2$^+$ region of the seam where non-statistical conditions prevail and there is significant velocity along the isomerization-driving +h-direction (i.e., driven by inertial effects on $S_1$), and (ii) the intrinsic higher photoreactivity of MECI-I$^+$ compared to MECI-I2$^+$ (i.e., mostly governed by the photoproduction-favoring inertial effects gained on the ground state caused by the asymmetry of the I-ring).

Our analysis suggests a possible strategy for optimizing the rate and quantum yield of photoisomerization of HBDI$^-$. We recall that the appearance of the out-of-phase MECI-Is is a consequence of the non-vanishing $S_1/S_0$ energy gap at I-twisted structures: it necessitates vibrational redistribution from the isomerization-driving I-torsion into the HOOP coordinate to reach the intersection seam. Applying a diabatic biasing potential, such as through a chemical modification or mutations of the protein scaffold, to selectively destabilize the torsionally-decoupled $|J\rangle$ state, could potentially remove the need for pyramidal motion, thereby changing the double-well on the seam to a single well with its minimum located near or coinciding with the I-twisted minimum. This could potentially lead to a more direct approach to the intersection seam along the isomerizing-driving I-torsional coordinate with a consequent increase in rate and yield of photoisomerization. The extent to which such strategy would be transferable to the chromophore
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inside a protein remains to be investigated given that particular movement may be arrested in the protein. Most apparently, conformational restrictions may direct the wavepacket towards alternative regions of the intersection seams, dynamically inaccessible in the gas phase, and not considered in this work. Indeed, the volume-conserving high-energy hula-twist motion in the isolated chromophore has been suggested as deactivation pathway in several GFP relatives.\textsuperscript{74-76}

\textbf{Figure 7.} Implications of inertial effects on photoproduct generation from the I-twisted intersection seam. Top panel: MECI-I\textsuperscript{1}; bottom panel: MECI-I\textsuperscript{2}. Photoproduct distribution at each displacement within the branching plane, as given by the polar coordinates (radii: 0.005-0.02 a.u. in steps of 0.005 a.u.), based on the outcome of dynamics starting from (a) zero initial velocities. The asymmetric contraction of the I-ring and methine planarization on S\textsubscript{0} (orange arrows) lead to oppositely directed acceleration of the HOOP motion (black arrows) for the two MECI-Is. This promotes photoproduct formation at MECI-I\textsuperscript{1} while inhibiting at MECI-I\textsuperscript{2}; (b) 50 initial conditions with randomized velocities. The black line represents the isocommittor line corresponding to 50\% photoproduct generation. (c) Distributions of the velocity components for the parent TBF along the h-direction at the non-adiabatic transition events close to the two types MECI-Is and categorized based on the outcome of the ensuing S\textsubscript{0} dynamics. Events for both positive and negative $\phi$ directions have been combined. In line with the photoproduct distributions in (b), photoisomerization near MECI-I\textsuperscript{2} correlates with a positive component along the h-direction, and ground-state recovery from MECI-I\textsuperscript{1} with a negative component.
Conclusions

In summary, we have simulated the excited-state dynamics of the isolated HBDI– chromophore following photoexcitation to S₁(ππ*). Our simulations are in good agreement with experimental time scales enabling us to provide mechanistic insight into the intrinsic photoresponse of the chromophore. Our findings can be summarized as follows. The excited-state population predominantly undergoes ultrafast internal conversion through the I-twist pathway with only a minor fraction (~10%) decaying through the competing P-twist pathway. However, the combination of equitable initial branching along the two pathways and existence of a P-twisted minimum on S₁ leads to P-trapping on longer timescales. The near mirror symmetry of the bridge-pyramidalized and I-twisted geometries introduces two minima on the I-twisted intersection seam (MECI-I¹⁺ and MECI-I₂⁺) that dynamically display opposite trends in terms of photoproduct formation. By mapping the photoreactivity of each of the MECI-Is via a committor analysis and studying the influence of the exit direction on the outcome of the internal conversion process, we identified the origin of this difference: the asymmetry of the I-ring leads, upon reaching the ground state, to differently directed momenta towards bridge planarization, promoting selectively either photoproduct generation (MECI-I¹⁺) or ground-state recovery (MECI-I₂⁺). Despite its lower photoreactivity, the earlier encounter of MECI-I₂⁺ during the dynamics combined with the initial vibrational energy redistribution into the isomerization-driving I-torsional mode implies that internal conversion near both minima on the seam contribute about equally to photoproduct formation. In other words, our work suggests that the experimentally evidenced photo-induced production of E-isomer⁷⁷ not only originates from thermal isomerization on the vibrationally hot ground state but also from direct passage through the I-twisted intersection seam.

The present explanatory study lays the foundation for future work focused on manipulation: specifically, addressing the extent to which perturbative effects, be it inertial or potential (steric/electronic), induced by substituents or environmental modifications can be introduced to tailor the outcome of photoexcitation of the HBDI⁻ chromophore. Tuning the photoisomerization quantum yield is important not only in the traditional imaging role through super-resolution microscopy⁸⁻⁹,⁷⁷ but also for emerging opportunities within optogenetics. For example, light-activated strand-dissociation of split-GFP constructs could be used as an optogenetic tool for protein control but their utility is currently limited by the low yield of the strand-exchange-inducing photoisomerization.⁷⁸⁻⁷⁹ Two key focus areas for such photoswitching
applications are: (i) Biasing the early dynamics towards the reactive I-twist channel. The non-selectivity of the torsional pathways upon departure of the FC point inherent to the isolated chromophore, leading to almost equal bifurcation of the wavepacket into the I- and P-channels. (ii) The rate and efficiency of photoisomerization along the reactive I-twist pathway. Although a strict distinction between effects of the surrounding protein and direct chromophore modifications cannot be made, the recent time-resolved fluorescence study on Dronpa2 variants by Romei et al. indicates the potential of using chemical substitution on the P-ring to selectively modify the excited-state torsional barrier by tuning the electronegativity of the substituent and hence the route taken by the excited-state wavepacket. As for point (ii), the fact that internal conversion is gated by the HOOP motion in HBDI\(^-\) hints that a potential of modifying the approach towards the intersection seam by shifting the location of the MECI towards being the minimum on the S\(_1\) PES. Ideally, this would translate into higher kinetic energy in the isomerization-driving I-torsional coordinate with a consequent accelerated internal conversion and increased photoisomerization quantum yield. Work is currently underway to explore these possibilities.
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Section S1: Validation of $\alpha$-CASSCF against XMS-CASPT2

The empirically corrected $\alpha$-CASSCF\textsuperscript{5} method was recently proposed as an efficient and rather accurate approach to describe the photodynamics of HBDI\. In the original work, the $\alpha$-parameter was fitted for SA2-CASSCF(4,3)/6-31G* on the basis of minimization of the root-mean-square error (RMSE) across all considered critical points. The present work differs in two aspects: i) a three-state averaging is employed to be able to capture the P-twisted conical intersection (MECI-P), and ii) a different parameterization procedure is used in which the $\alpha$-parameter is fitted to reproduce the vertical excitation energy at the Franck-Condon (FC) geometry, using SA3-XMS-CASPT2(4,3)/6-31G* (frozen core; level shift of 0.3 a.u.; SVP-jkfit density-fitting basis) as reference, and geometries optimized at their respective levels of theory.

Figure S3 shows a comparison of the relative energies of the critical points relevant for the excited-state relaxation in HBDI\. obtained using the fitted $\alpha$0.64)-SA3-CASSCF(4,3)/6-31G*. Corresponding energies and key geometric parameters are summarized in Tables S1 and S2. This yields a RMSE of 0.30 eV (compared to the original 0.23 eV\textsuperscript{5}) across all considered critical points. As seen, $\alpha$0.64)-SA3-CASSCF reproduces the relative energetic ordering of the different geometries. Importantly, the relative stability of the I- and P-twisted minima with respect to the FC point is correctly captured. In particular, only MECI-I is accessible from the FC point. The twisted geometries are, however, almost uniformly over-stabilized by $\sim$0.3 eV. This leads to energy differences of 0.16 and -0.36 eV with respect to the S1-planar structure for MECI-P and -I, respectively, as compared to 0.43 and -0.06 eV at the XMS-CASPT2 level. While a larger gradient may accelerate the initial twisting about the $\phi_i$ and $\phi_p$ dihedral angles, it is not critical for the present study that focuses on the competition between I- and P-twisted relaxation pathways.
To further validate the adequacy of $\alpha$-CASSCF for non-adiabatic dynamics simulations, we computed the minimum energy path between the $S_1$-planar geometry and the I- and P-twisted minima with the nudged elastic band (NEB$^6$) method at the $\alpha$(0.64)-SA3-CASSCF/6-31G* level and compared with energies obtained at the XMS-CASPT2 level along the same path (Figure S4). It should be noted that the $S_1$-planar geometry is a first-order saddle point (along the I-torsional coordinate) at the $\alpha$-CASSCF level rather than a minimum. While it is a true minimum at higher levels of theory, the torsional barriers are of similar, small magnitude. Along the $\alpha$-CASSCF torsional paths, SA3-XMS-CASPT2(4,3)/6-31G* provides potential barriers of $\sim$0.02-0.03 eV in line with the previously obtained 0.05 eV estimate from relaxed scans at the XMCQDPT2/SA(2)-CASSCF(14,13)/(aug)-cc-pVDZ level.$^7$

**Figure S4.** Comparison of $S_0$ and $S_1$ potential energies for HBDI at important geometries obtained using SA3-$\alpha$(0.64)-CASSCF(4,3)/6-31G* (red shades) and SA3-XMS-CASPT2/6-31G* (gray shades) at their respective levels of theory (tabulated energies provided in Table S1). The $\alpha$-parameter was determined by fitting to reproduce the vertical excitation energy at the FC geometry. While $\alpha$-CASSCF tends to over-stabilize twisted structures relative to planar structures, it correctly reproduces the relative ordering and that MECI-P lies above the FC point, while MECI-I lies below. Note that $S_1$-planar is not a true minimum at the $\alpha$-CASSCF level of theory. The torsional barriers (eV) are shown above the curved dashed lines.
Table S1. SA3-α(0.64)-CASSCF(4,3)/6-31G* and SA3-XMS-CASPT2(4,3)/6-31G* energies (eV) for critical points of HBDI− optimized at their respective level of theory. Energies are reported relative to the ground state energy at the corresponding FC point.

|       | S0 (Z) | S1-planar | S1-I | S1-P | MECI-I | MECI-I2+ | MECI-P+ | S0 (E) | S1-planar (E) |
|-------|--------|-----------|------|------|--------|----------|---------|--------|---------------|
| α-CASSCF |
| S0    | 0.000  | 0.094     | 1.499| 1.260| 2.156  | 2.163    | 2.675   | 0.154  | 0.257         |
| S1    | 2.600  | 2.514a    | 1.941| 2.140| 2.156  | 2.163    | 2.675   | 2.736  | 2.644         |
| XMS-CASPT2 |
| S0    | 0.000  | 0.095     | 1.438| 1.032| 2.451  | 2.478    | 2.940   | 0.106  | 0.204         |
| S1    | 2.603  | 2.514     | 2.196| 2.355| 2.451  | 2.478    | 2.940   | 2.699  | 2.610         |

a A first-order saddle point on S1 rather than a minimum (see Figures S4-5).

Table S2. Mulliken charges at important geometries for the ground and first excited state of HBDI− obtained at the α(0.64)-SA3-CASSCF(4,3)/6-31G* level of theory. The fragments used for charge accumulation are shown in Figure S14d, given at the S1-I minimum.

|       | S0-min | S1-planar | S1-I | S1-P |
|-------|--------|-----------|------|------|
| I-ring| -0.743 | -0.708    | -0.729| -1.257| -0.342| -0.390| -0.857 |
| P-ring| -0.556 | -0.484    | -0.582| -0.497| -0.200| -0.691| -0.989| -0.054 |
| Bridge| 0.066  | -0.033    | 0.081| -0.008| 0.229 | -0.209| 0.158| -0.296 |
| Methyl| 0.233  | 0.226     | 0.241| 0.234| 0.229 | 0.242| 0.220| 0.208 |
Figure S5. Relative energies along the S$_1$ minimum energy path connecting the S$_1$-planar to each of the two twisted minima (left: S$_1$-P, right: S$_1$-I) as obtained using the nudged-elastic-band method$^8$ and α(0.64)-CASSCF(4,3)/6-31G* (orange line). The gray line shows the corresponding XMS-CASPT2(4,3)/6-31G* relative energies computed at the same geometries. The reduced barriers and larger downhill gradients will contribute to faster deplanarization in the α-CASSCF nonadiabatic dynamics. Note that the S$_1$-planar geometry is not a true minimum at the α(0.64)-CASSCF(4,3)/6-31G* level of theory.

Table S3. Selected geometric parameters at critical points for HBDI$^-$ optimized at the α(0.64)-SA3-CASSCF(4,3)/6-31G* level of theory. Distances are given in Ångström and angles, dihedrals and pyramidalization in degrees with definitions provided in Figure S1.

|                  | S$_0$-min | S$_1$-planar | S$_1$-I | S$_1$-P | MECI-I$^-$ | MECI-P$^+$ | S$_0$-min (E) | S$_1$-planar (E) |
|------------------|-----------|--------------|---------|---------|------------|------------|---------------|-----------------|
| $R_p$            | 1.411     | 1.445        | 1.414   | 1.471   | 1.447      | 1.485      | 1.411         | 1.442           |
| $R_I$            | 1.395     | 1.435        | 1.457   | 1.410   | 1.469      | 1.462      | 1.402         | 1.447           |
| C-O$_P$          | 1.228     | 1.230        | 1.235   | 1.219   | 1.244      | 1.202      | 1.227         | 1.230           |
| C-O$_I$          | 1.218     | 1.222        | 1.206   | 1.229   | 1.190      | 1.251      | 1.219         | 1.224           |
| C$_5$-N$_7$      | 1.390     | 1.368        | 1.376   | 1.384   | 1.358      | 1.400      | 1.399         | 1.374           |
| C$_5$-C$_6$      | 1.442     | 1.442        | 1.460   | 1.429   | 1.496      | 1.391      | 1.444         | 1.444           |
| $\angle$C$_1$C$_4$C$_5$ | 131.5  | 128.1        | 124.8   | 123.5   | 118.0      | 108.3      | 135.1         | 131.9           |
| $\phi_I$        | 0.0       | 0.2          | 88.2    | 0.1     | 102.5      | -50.3      | 180.0         | 179.5           |
| $\phi_P$        | 0.0       | -0.2         | -1.2    | -89.6   | -30.9      | 101.0      | 0.0           | -0.2            |
| $\theta_{pyr}$  | 0.0       | -0.1         | 0.3     | -0.1    | -29.6      | 48.3       | 0.0           | 0.1             |
Table S4. Selected geometric parameters at critical points for HBDI optimized at the SA3-XMS-CASPT2(4,3)/6-31G* level of theory. Distances are given in Ångström and angles, dihedrals and pyramidalization in degrees with definitions provided in Figure S1.

|       | S₀-min | S₁-planar | S₁-I  | S₁-P  | MECI-I⁺ | MECI-P⁺ | S₀-min (E) | S₁-planar (E) |
|-------|--------|-----------|-------|-------|---------|---------|------------|---------------|
| Rᵣ    | 1.408  | 1.448     | 1.408 | 1.471 | 1.458   | 1.480   | 1.405      | 1.447         |
| Rᵢ    | 1.391  | 1.415     | 1.457 | 1.402 | 1.462   | 1.488   | 1.399      | 1.424         |
| C-O₁   | 1.263  | 1.278     | 1.278 | 1.272 | 1.285   | 1.260   | 1.263      | 1.279         |
| C-O₂   | 1.246  | 1.254     | 1.239 | 1.263 | 1.222   | 1.284   | 1.250      | 1.258         |
| C₅-N₇  | 1.398  | 1.385     | 1.357 | 1.387 | 1.333   | 1.389   | 1.405      | 1.391         |
| C₅-C₆  | 1.458  | 1.461     | 1.469 | 1.450 | 1.505   | 1.412   | 1.459      | 1.465         |
| θ₁     | 132.0  | 127.8     | 122.8 | 121.1 | 114.0   | 103.6   | 135.0      | 132.0         |
| θₚ     | 0.0    | 0.2       | 88.6  | 0.1   | 104.6   | -36.2   | 180.0      | 179.5         |
| θₚₛₚ   | 0.0    | -0.2      | -1.6  | -89.6 | -30.1   | 102.1   | 0.0        | -0.2          |
| θₚₛₛ   | 0.0    | -0.2      | -0.8  | -0.1  | -38.3   | 55.4    | 0.0        | 0.1           |

Figure S6. Time evolution (see color code) of the centroids of the trajectory basis functions in the subspace spanned by the HOOP and I-torsional modes. The faster HOOP mode initially follows the rotation direction of the I-dihedral, while the distribution is wider and centered around 0° when the I-torsion reaches ~90°. (a) As indicated by the blue open circles, the non-adiabatic transition events occur at out-of-phase configurations (Figure 6). (b) The blue contours show the associated absolute population transfer (i.e., each spawn is weighted by the population transferred and convolved with a Gaussian function) and highlights the bimodal distribution. The somewhat asymmetric spawning distributions relative to direction of the I-torsion is likely a consequence of the relatively small number of initial conditions used in this work since the underlying potential energy profile is symmetric.
Figure S7. Local topographies of the MECIs of HBDI. (a) S₁ and S₀ potential energy cuts for MECI-I⁺ along the direction of the g- and h-vectors with line shading indicating the electronic character of the adiabatic state in terms of effective number of unpaired electrons: a value close to two indicates a diradical (DIR) character which is shaded in blue, while a value close to zero indicates the closed-shell (CS) charge-transfer electronic configuration shaded in orange. The electronic character switches from DIR to CS along the direction of the gradient-difference vector for both MECIs. (b) Cone plot for MECI-I⁺ for displacements of ±0.04 Å. (c) and (d) are the corresponding plots for MECI-P⁺. S₁ and S₀ energies are reported with respect to that of the respective MECI and the energy gap is shown as a contour plot. Intersection parameters, as defined in Ref. 12, are provided in Table S4. Both MECIs are sloped in the direction of the gradient vector while peaked along the non-adiabatic coupling vector. The arrows on the molecules represent units vectors along g- and h-directions (ranges extend from ±0.04 a.u. where black arrows indicate positive displacement direction). For both MECIs, the gradient difference corresponds to a combination of bond-length alternation and HOOP motion, while the non-adiabatic coupling vector is dominated a linearized torsional motion along ϕ₁. The g-vector corresponds roughly to the direction of approach to the MECIs.
Table S5. Intersection parameters\(^a\) for the P- and I-twisted MECIs in HBDI\(^-\) as well as the approximate transition state (CI-I-TS) connecting the two minima MECI-I\(^+\) and MECI-I2\(^+\) on the I-twisted intersection seam. CI-I\(^+\)-P is similar to MECI-I\(^+\) but with the P-torsion twisted oppositely of the pyramidalization direction.

| Type     | \(\Delta E\) (eV) | \(\delta_{gh}\) (a.u.) | \(\Delta_{gh}\) (a.u.) | \(\sigma\) (a.u.) | \(\theta_i\) (deg) |
|----------|-------------------|------------------------|------------------------|-----------------|------------------|
| MECI-I\(^+\) | 2.156             | 0.0400                 | 0.4184                 | 2.9221          | 5.9              |
| MECI-I2\(^+\) | 2.163             | 0.0411                 | 0.5490                 | 3.2166          | 1.2              |
| CI-I-TS  | 2.234             | 0.0400                 | 0.3262                 | 3.6410          | 2.2              |
| CI-I-T-P  | 2.288             | 0.0394                 | 0.4658                 | 2.8278          | 0.4              |
| MECI-P\(^+\) | 2.674             | 0.0429                 | 0.4409                 | 3.9434          | 6.3              |

\(^a\)\(\Delta E\): energy with respect to the ground-state energy at the FC point, \(\delta_{gh}\): pitch, \(\Delta_{gh}\): asymmetry, \(\sigma\): relative tilt and tilt direction, as defined in Ref. 12.

Figure S8. Seam minimum energy path connecting MECI-I\(^+\) and MECI-I2\(^+\). The approximate transition state on the I-twisted intersection seam is characterized by a nearly planar methine bridge. The intersection parameters for the two MECI-Is and the approximate transition state (CI-I-TS) on the seam are provided in Table S5. Following the \(S_0\) minimum energy paths starting from structures sampled in proximity of the MECI-Is and CI-I-TS lead to recovery of the original Z-isomer.
**Figure S9.** Geometric effects on diabatic-state composition. (a) Schematic representation of electronic covalent and ionic singlet configuration state functions in the three-state-averaged four-electrons-in-three-orbitals active space spanned by Boys localized fragment orbitals, in the presence of the closed-shell electrons (see Figure S1b). For compactness, spin-adaptation is implicitly assumed in the notation. The covalent configurations support one doubly-occupied and two singly-occupied orbitals while the ionic configurations correspond to two doubly-occupied orbitals. The color coding of the shadings indicates the ionic configurations that polarize the corresponding covalent configuration. (b) at twisted S₁ minima and MECIs; (c) at the selected distorted geometries in Table S6.
**Table S6.** Elements of the covalent subspace of the block effective Hamiltonian at representative geometries of HBDF as obtained at the α(0.64)-CASSCF(4,3)/6-31G* level of theory. Energies are in kcal/mol and relative to the mean of the diagonal elements at the S₁-I geometry. The angles in parenthesis indicate displacements (in degrees) relative to the S₁-I minimum along \( (\phi_p, \phi_I, \theta_p) \).

| Elmt./Geom | S₁-I | MECI-I⁺ | S₁-P | MECI-P⁺ | (0,106,20) out-of-phase | (0,106,20) in-phase | no P-torsion | bond+angle |
|------------|------|---------|------|---------|------------------------|--------------------|-------------|---------|
| \( \langle p | H_{eff} | p \rangle \) | 9.15 | 8.74 | -32.58 | 0.21 | 10.30 | 2.27 | 9.93 | 9.71 |
| \( \langle b | H_{eff} | b \rangle \) | 17.86 | 21.09 | 24.20 | 29.10 | 19.49 | 18.56 | 23.01 | 21.71 |
| \( \langle l | H_{eff} | l \rangle \) | -27.02 | -11.91 | 16.08 | 17.20 | -23.28 | -23.49 | -9.25 | -16.98 |
| \( \langle l | H_{eff} | b \rangle \) | 30.08 | 26.09 | 0.02 | -1.94 | 29.12 | 26.58 | 25.48 | 28.30 |
| \( \langle b | H_{eff} | l \rangle \) | -0.01 | -0.28 | 32.21 | 22.32 | -0.02 | 5.34 | 1.25 | 0.33 |
| \( \langle b | H_{eff} | b \rangle \) | 0.37 | -0.19 | 0.02 | -1.51 | 0.82 | -10.47 | -2.13 | -0.55 |

*a* Geometry with bonds, angles and dihedrals corresponding to MECI-I⁺ but with a zero P-dihedral angle.

*b* Geometry with bonds and angles corresponding to MECI-I⁺, but with dihedrals and pyramidalization adjusted to S₁-I \((0,90,0)\).

**Figure S10.** Local topographies of a conical intersection on the I-twisted intersection seam, similar to MECI-I⁺ but with the P-dihedral angle rotated oppositely of the pyramidalization direction. Cone plot was generated for displacements of ±0.04 Å and the black arrows indicates positive displacement direction. S₁ and S₀ energies are reported with respect to the CI and the energy gap is shown as a contour plot. Intersection parameters, as defined in Ref. 12, are provided in Table S4. Following the S₀ minimum energy path starting in the vicinity of this part of the seam space leads to formation of the E-isomer.
**Figure S11.** Implications of inertial effects within the branching space on photoproduct generation from the I-twisted intersection seam for (a) MECI-1+ and (b) MECI-12+. As indicated by the associated box, each polar plot represents a displacement along the g- and h-directions (at a radius of 0.02 a.u.). Initial velocities were sampled within the branching space (as defined by the angle) corresponding to three different kinetic energies, marked by the numbers in the plots: equipartitioning of the energy (~0.44 eV, corresponding to the energy difference between the FC point and MECI-1+) between all nuclear degrees of freedom, all energy initially associated with the branching plane and an intermediate value.

**Figure S12.** Implications of inertial effects gained on S0 in the vicinity of MECI-1+ for photoproduct generation. Comparison of the photoproduct distribution at each displacement within the branching plane as obtained from S0 dynamics starting with zeroed initial velocities for (a) unmodified HBDI− and (b) with an artificially heavy methine H-atom (~15 amu). For HBDI−, the contraction of the I-ring and planarization of the methine bridge accelerates the light methine H-atom in the direction of photoproduct generation (see orange and black arrows). For geometries slightly displaced along the h-direction, this is sufficient to overcome the ridge on the ground state (see Figure 6b) and produce the E-isomer. On the other hand, the heavier methine H-atom in (b) slows down the HOOP motion to a time scale closer to that of the I-torsional motion. This impedes ridge crossing and hence photoproduct formation.
Figure S13. Distributions of the velocity components for the parent TBFs along the +h-direction at the non-adiabatic transition events as categorized by MECI-I type. Events for both positive and negative $\phi_i$ directions have been combined. (a) Based on number of non-adiabatic transition events. In both cases, the distribution is close to symmetric about zero. (b) Weighted by the population transfer relative to the total I-twisted $S_1$ population and categorized according to outcome of the ensuing $S_0$ dynamics. Note the different ranges on the y-axes. The spiked $E$-isomer formation for MECI-I2$^{+/−}$ originates predominantly from the initial approach to the intersection seam.
Figure S14. Charge redistribution along the I torsional and HOOP mode. Mulliken charges for the $S_1$ and $S_0$ states accumulated for the (a) I-ring, (b) P-ring and (c) methine bridge, see also (d). Note the smaller charge range used in (c). The dashed black line separates regions of opposing charge-transfer polarity, i.e., geometries enclosed by the lines are characterized by electronic charge accumulation on the P-ring relative to the I-ring in the $S_1$ state. As evident, the out-of-phase geometries largely preserve the electronic charge redistribution from the $S_1$-I minimum, and that a change in the HOOP direction is enough to revert the polarity across the two rings. In other words, HOOP motion separates region of distinct polarity. As detailed in the main text and shown in Figure 3d, this is a result of the HOOP counteracting the electronic coupling between the $b$ and $i$ orbitals otherwise introduced by displacement along the I-torsion. In other words, the out-of-phase geometries retain the approximate block-diagonal form of the Hamiltonian in the diabatic basis with a two-dimensional block ($S_1/S_2$) and a one-dimensional block ($S_0$). (d) Accumulated charges at the $S_1$-I minimum, indicating the atoms defining each charge group. The charges were computed at the $\alpha(0.64)$-CASSCF(4,3)/6-31G* level of theory.

Section S2: Analysis of geometric effects with three-state diabatic model

Olsen and McKenzie$^{13}$ introduced a three-state-averaged four-electron three-orbital diabatic model based on fragment-localized orbitals to study the effect of the bridge torsional modes on the electronic structure of HBDI$^-$. This charge-localized representation was also recently invoked to explain experimentally measured substituent effects on excited-state barriers in Dronpa2 variants.$^{14}$ In this paper, we apply the model to analyze the chemical origin of the geometrical and electronic structures of the intersection seam, in particular focusing of the implications of
pyramidalization. For completeness, we briefly revisit the main concepts of this ansatz. For a thorough discussion, the reader is referred to the original paper.\textsuperscript{13}

In the three-state diabatic model, the invariance of the energy to orbital transformations within the converged active space is exploited to construct a basis of localized orbitals in which the six singlet configuration state functions (CSFs) can be re-expanded. The CSFs can be divided into covalent and ionic subspaces based on their orbital occupation (Figure S9a). Covalent configurations support one doubly-occupied orbital and two singly-occupied orbitals while the ionic support two doubly-occupied orbitals and one empty (for compactness, spin-adaptation is implicitly assumed in the notation). Importantly, as demonstrated in the original work, Boys localization\textsuperscript{15} of the converged SA3-CAS(4,3) active orbitals provides fragment orbitals that are localized on the I- and P-rings as well as on the methine bridge (labeled $i$, $p$ and $b$, respectively, in Figure S1b) across a wide range of geometries. Approximate diabatic states are subsequently generated from a unitary block diagonalization\textsuperscript{16-17} between the covalent and ionic configuration subspaces of the resulting configuration interaction Hamiltonian. The three diabatic states dominated by the covalent configurations are labeled as $|X\rangle$, $X = I, P$ or $B$ according to the doubly-occupied fragment orbital. Importantly, in this orthonormalized localized basis, bond formation is a result of mixing between a covalent configuration with its corresponding bond-polarizing ionic configurations.\textsuperscript{18} Due to this fragment-localized basis, the exchange integrals and hybrid two-electron integrals are negligible and only the one-electron integrals and the Coulomb repulsion integrals with two electrons in one spatial orbital or two different spatial orbitals contribute significantly. In other words, the interaction between the covalent and ionic configurations, and hence the stabilization of the diabatic states, is governed by the resonance integrals between the relevant fragment-localized orbitals but also by their interaction with the closed-shell electrons.

Here, we use the $\alpha$-CAS corrected energies in the block diagonalization, recalling that the eigenstates remain unchanged. The Boys localization and construction of the Hamiltonian in the localized basis were performed with MolPro\textsuperscript{19-20} while the $\alpha$-CAS energy correction was computed with TeraChem and added manually. Figure S9b shows the diabatic state composition at the two twisted S$_1$ minima as well as the MECIs. To quantify the influence of various geometrical deformations (pyramidalization, P-torsion and bridge bonds and angle) are shown in Figure S9c.
Section S3: Generation of committor surface and cone sampling

To investigate the impact of potential and inertial effects on photoproduct formation, we compared the outcome of four different schemes initiated at geometries sampled within the branching space of the respective MECI (see below): (i) following the path of steepest descent on S₀, (ii) S₀ dynamics within the NVE ensemble starting with zeroed initial velocities for HBDI⁻ as well as for a fictitious isotope with an increased mass (15 amu) of the methine H-atom, (iii) S₀ dynamics within the NVE ensemble starting with initial velocities restricted to the branching space with varying amount of initial kinetic energy (ranging from ~0.01 eV corresponding to an equipartitioning of the energy (~0.44 eV, corresponding to the energy difference between the FC point and MECI-I⁺) between all nuclear degrees of freedom, all energy initially associated with the branching plane and an intermediate value, (iv) S₀ dynamics starting with randomized initial velocities following the procedure in the Appendix of Ref. 9. Specifically, atomic velocities were randomly sampled from a Gaussian distribution (with zero mean and unity standard deviation) with subsequent mass-weighting and removal of translation and rotational motion. Finally, a uniform scaling was applied to yield an initial kinetic energy equal to the sum of the kinetic energy of the ground state (2.79 eV within a harmonic approximation) and the energy gap between the FC point and MECI-I⁺ (~0.44 eV). A total of 50 random velocity initial conditions were propagated for each geometric displacement and the outcome used to estimate the committor surface for photoisomerization. In all cases, geometries were sampled within the branching space of each MECI, as spanned by its characterestic gradient difference and derivative coupling vectors (defined according to Yarkony’s procedure¹⁰). The polar angle (0-360°) was discretized in 18 steps and the radial coordinate were sampled between 0.005 and 0.02 a.u. in four steps (additional 0.025 and 0.03 a.u. were included for the S₀ minimum energy paths). In the case of (i), the original Z-isomer was recovered upon steepest descent from all (MECI-I⁺, MECI-I2⁺ and the approximate transition state on the connecting seam) whereas the E-isomer was produced for the conical intersection resembling MECI-I⁺ but with oppositely directed P-torsional angle. The ground state dynamics was performed at the same electronic-structure level of theory as the AIMS simulations (see main text).
**Coordinates for critical points**

**Table S7.** The $\alpha(0.64)$-SA3-CASSCF(4,3)/6-31G* geometry of $S_0$ minimum. Coordinates in Ångström.

| Atom | x   | y   | z    |
|------|-----|-----|------|
| C    | -25.7125 | 0.64 | 25060544 | 4.2253314131 | -2.5465203909 |
| N    | -24.5288 | 0.46 | 8046439 | 3.7595871134 | -2.4366570793 |
| N    | -26.2128 | 0.72 | 8482755 | 4.1265362025 | -3.8273021081 |
| C    | -25.2361 | 0.82 | 81828950 | 3.5303446302 | -4.6221161208 |
| O    | -25.3705 | 0.66 | 5636758 | 3.3016269212 | -5.8107951722 |
| C    | -24.1547 | 0.72 | 7214283 | 3.3027720317 | -3.6953942734 |
| C    | -21.7860 | 0.72 | 60726763 | 2.4057790020 | -3.3323277736 |
| C    | -21.6089 | 0.72 | 9354578 | 2.6658385371 | -1.9394681210 |
| H    | -22.4165 | 0.72 | 7146262 | 3.1291033986 | -1.4059048035 |
| C    | -20.6832 | 0.72 | 2078511 | 1.7887147363 | -3.9959021152 |
| H    | -20.7836 | 0.72 | 6789611 | 1.5780985933 | -5.0493987622 |
| C    | -20.4637 | 0.72 | 7810899 | 2.3463810642 | -1.2872692273 |
| H    | -20.3528 | 0.72 | 255980 | 2.5520712584 | -0.2362220521 |
| C    | -19.5305 | 0.72 | 6530054 | 1.4611035490 | -3.3647256359 |
| H    | -18.7171 | 0.72 | 71064935 | 0.9962270806 | -3.8948501278 |
| C    | -19.3322 | 0.72 | 933106 | 1.7180026567 | -1.9484475943 |
| O    | -18.2946 | 0.72 | 6119845 | 1.4279659168 | -1.359850322 |
| C    | -22.9483 | 0.72 | 8880251 | 2.7116114388 | -4.0714052167 |
| H    | -22.9222 | 0.72 | 22242352 | 2.4505733784 | -5.1160302844 |
| C    | -26.5034 | 0.72 | 34334866 | 4.8203626218 | -1.4280290650 |
| H    | -26.7760 | 0.72 | 60688038 | 5.8530463092 | -1.6337976816 |
| H    | -25.9028 | 0.72 | 28214100 | 4.7921044337 | -0.5294145939 |
| H    | -27.4242 | 0.72 | 474721 | 4.2693325469 | -1.2500589818 |
| C    | -27.4967 | 0.72 | 7709262 | 4.5433457903 | -4.3164214357 |
| H    | -27.5289 | 0.72 | 8075780 | 4.3018015210 | -5.3681692660 |
| H    | -28.3086 | 0.72 | 8680365 | 4.0246838011 | -3.8116541055 |
| H    | -27.6447 | 0.72 | 67896868 | 5.6128746976 | -4.1967814484 |
Table S8. The α(0.64)-SA3-CASSCF(4,3)/6-31G* geometry of the S1 planar structure. Note that this is a first-order saddle point and not a true minimum at this level of theory. Coordinates in Ångström.

| Atom | x        | y        | z        |
|------|----------|----------|----------|
| C    | -25.7022 | 4.22045  | -2.55685 |
| N    | -24.5054 | 3.739318 | -2.48984 |
| N    | -26.2246 | 4.133980 | -3.82270 |
| C    | -25.2681 | 3.540556 | -4.64214 |
| O    | -25.4200 | 3.318367 | -5.83429 |
| C    | -24.1688 | 3.299876 | -3.74105 |
| C    | -21.7729 | 2.391974 | -3.37131 |
| C    | -21.6411 | 2.669173 | -1.98316 |
| H    | -22.4648 | 3.133317 | -1.47883 |
| C    | -20.6538 | 1.775302 | -3.99758 |
| H    | -20.7230 | 1.552217 | -5.05037 |
| C    | -20.5073 | 2.362155 | -1.28975 |
| H    | -20.4319 | 2.582181 | -0.23875 |
| C    | -19.5151 | 1.461157 | -3.32601 |
| H    | -18.6848 | 0.994882 | -3.82772 |
| C    | -19.3570 | 1.734849 | -1.90678 |
| O    | -18.3298 | 1.453718 | -1.29137 |
| C    | -22.9419 | 2.689780 | -4.16633 |
| H    | -22.9116 | 2.428008 | -5.20694 |
| C    | -26.4519 | 4.803427 | -1.40827 |
| H    | -26.7287 | 5.842129 | -1.58404 |
| H    | -25.8204 | 4.760440 | -0.53130 |
| H    | -27.3707 | 4.256945 | -1.19892 |
| C    | -27.5161 | 4.560402 | -4.28290 |
| H    | -27.5710 | 4.328280 | -5.33581 |
| H    | -28.3172 | 4.040852 | -3.76515 |
| H    | -27.6558 | 5.629350 | -4.15005 |
Table S9. The α(0.64)-SA3-CASSCF(4,3)/6-31G* geometry of the S₁-I minimum. Coordinates in Ångström.

| Atom | x         | y         | z         |
|------|-----------|-----------|-----------|
| C    | -25.633137629 | 4.677820966 | -3.276555173 |
| N    | -24.432627249  | 4.550615817  | -3.722424130  |
| N    | -26.247365706  | 3.482772714  | -3.019310017  |
| C    | -25.336550377  | 2.468392827  | -3.334390610  |
| O    | -25.580972253  | 1.291342370  | -3.239510722  |
| C    | -24.156599093  | 3.203904417  | -3.780577957  |
| C    | -21.779474622  | 2.371256640  | -3.417496336  |
| C    | -21.732648562  | 2.665698588  | -2.02621128   |
| H    | -22.599155460  | 3.113864497  | -1.569044672  |
| C    | -20.594942345  | 1.788288295  | -3.955038747  |
| H    | -20.585563964  | 1.546556424  | -5.006915174  |
| C    | -20.638406000  | 2.411158859  | -1.256177949  |
| H    | -20.640066417  | 2.650095131  | -0.205966953  |
| C    | -19.492031218  | 1.527951342  | -3.204968204  |
| H    | -18.615403635  | 1.086920999  | -3.649055325  |
| C    | -19.429086441  | 1.821977308  | -1.787658930  |
| O    | -18.430655234  | 1.591935058  | -1.098699024  |
| C    | -22.898930327  | 2.630444345  | -4.241902005  |
| H    | -22.823854746  | 2.396490239  | -5.291532202  |
| C    | -26.313927446  | 5.987093613  | -3.051490945  |
| H    | -27.222476178  | 6.067780918  | -3.643012754  |
| H    | -25.637526609  | 6.781447381  | -3.332683476  |
| H    | -26.591766108  | 6.112327000  | -2.008111669  |
| C    | -27.573258726  | 3.245897274  | -2.515608966  |
| H    | -27.697721495  | 2.176319784  | -2.441698690  |
| H    | -27.711255388  | 3.685356526  | -1.532757570  |
| H    | -28.331582711  | 3.643463942  | -3.183245422  |
Table S10. The α(0.64)-SA3-CASSCF(4,3)/6-31G* geometry of the S₁-P minimum. Coordinates in Ångström.

| Atom | x         | y         | z         |
|------|-----------|-----------|-----------|
| C    | -25.6113207123 | 4.1544014972 | -2.6041237208 |
| N    | -24.4294438756  | 3.6514673052  | -2.5906135635  |
| N    | -26.1809358896  | 4.1173130822  | -3.8523642633  |
| C    | -25.2628761356  | 3.5275232143  | -4.7288650336  |
| O    | -25.4801383536  | 3.3515459479  | -5.9261021101  |
| C    | -24.1479992917  | 3.2407632768  | -3.8820394045  |
| C    | -21.8219368141  | 2.3563519280  | -3.386046065   |
| C    | -20.7710330447  | 3.3024682392  | -3.1744735394  |
| H    | -20.8518377439  | 4.2472791629  | -3.68521583112 |
| C    | -21.7077418763  | 1.1160868103  | -2.6837550592  |
| H    | -22.4998055850  | 0.4009849727  | -2.8186776354  |
| C    | -19.7100643093  | 3.0475645809  | -2.3779633069  |
| H    | -18.9253795688  | 3.7688684890  | -2.232463172   |
| C    | -20.6611334393  | 0.8273495248  | -1.8798800062  |
| H    | -20.5878639593  | -0.1124196973 | -1.361520405   |
| C    | -19.5715745183  | 1.7773721320  | -1.6703721291  |
| O    | -18.6149938219  | 1.5275434329  | -0.9578945896  |
| C    | -22.9445752753  | 2.6334333250  | -4.2946991810  |
| H    | -22.8499903014  | 2.3592599631  | -5.3308424546  |
| C    | -26.3134981947  | 4.7202454832  | -1.4137499868  |
| H    | -26.5708573175  | 5.7696289396  | -1.5504545935  |
| H    | -25.6565265256  | 4.6365773349  | -0.5582600194  |
| H    | -27.2378497575  | 4.1883682724  | -1.1926019002  |
| C    | -27.4756238554  | 4.5815411744  | -4.2548867373  |
| H    | -27.5673005247  | 4.3812872109  | -5.3120819004  |
| H    | -28.2738536686  | 4.0641317978  | -3.7279689448  |
| H    | -27.5938057246  | 5.6494960828  | -4.0873622692  |
Table S11. The $\alpha$(0.64)-SA3-CASSCF(4,3)/6-31G* geometry of the MECI-I$^+$ minimum. Coordinates in Ångström.

| Atom | x       | y       | z        |
|------|---------|---------|----------|
| C    | -25.6185205584 | 4.7017946199 | -3.3064317261 |
| N    | -24.4126077180  | 4.7493536129  | -3.7797265182 |
| N    | -26.1187097060  | 3.4456814915  | -3.1673907332 |
| C    | -25.1183495705  | 2.5643034770  | -3.5942329357 |
| O    | -25.2424039691  | 1.3822581922  | -3.6542393512 |
| C    | -23.9919570653  | 3.4725529481  | -3.9734780325 |
| C    | -21.7102145667  | 2.5898629829  | -3.4625125455 |
| C    | -21.6668141461  | 3.0390044449  | -2.1243667938 |
| H    | -22.3802482435  | 3.7832642945  | -1.8019844197 |
| C    | -20.7075277382  | 1.6520224206  | -3.8021159884 |
| H    | -20.6887835794  | 1.2724542870  | -4.8136956084 |
| C    | -20.7409605234  | 2.5974004410  | -1.2140091668 |
| H    | -20.7504265380  | 2.9766463079  | -0.2046548748 |
| C    | -19.7636474163  | 1.2095663156  | -2.9163919191 |
| H    | -19.0171478768  | 0.4974932894  | -3.2298071842 |
| C    | -19.7140243217  | 1.6458189219  | -1.5434870305 |
| O    | -18.8636606609  | 1.2433859805  | -0.7288114459 |
| C    | -22.6591879103  | 3.0714436902  | -4.443268324 |
| H    | -22.6776122557  | 2.5750753249  | -5.4002796768 |
| C    | -26.4095656665  | 5.9120604996  | -2.9395670029 |
| H    | -27.3511932566  | 5.9367067973  | -3.4787423728 |
| H    | -25.8325326632  | 6.7922442462  | -3.1798973759 |
| H    | -26.6345954683  | 5.9105898831  | -1.8776318607 |
| C    | -27.4071641840  | 3.0359293636  | -2.6658575567 |
| H    | -27.4388109134  | 1.9584793789  | -2.7160306848 |
| H    | -27.54644464206 | 3.3456225349  | -1.6364169550 |
| H    | -28.2127233387  | 3.4407808319  | -3.2684360626 |
Table S12. The α(0.64)-SA3-CASSCF(4,3)/6-31G* geometry of the MECl-I2⁺ minimum. Coordinates in Ångström.

| Atom | x       | y       | z       |
|------|---------|---------|---------|
| C    | -25.6234027286 | 4.1457184814 | -2.6352148493 |
| N    | -24.3853507845  | 3.7702997057  | -2.6268992751  |
| N    | -26.2247056807  | 4.0801544179  | -3.8536568378  |
| C    | -25.2617474215  | 3.6086353507  | -4.7524917988  |
| O    | -25.4440732056  | 3.4558722097  | -5.9179955937  |
| C    | -24.0563122078  | 3.3960295369  | -3.8937129668  |
| C    | -22.3524630051  | 1.5435092217  | -3.9837882912  |
| C    | -23.2499827414  | 0.4958726991  | -3.688458360   |
| H    | -24.3127631783  | 0.6915066443  | -3.7107691738  |
| C    | -20.9891024949  | 1.1747520774  | -3.9429107892  |
| H    | -20.2515800116  | 1.9339132232  | -4.1612294961  |
| C    | -22.8447928762  | -0.7787713082 | -3.3830572122  |
| H    | -23.5764469283  | -1.5410652765 | -3.1683980514  |
| C    | -20.5601223223  | -0.0916548373 | -3.646553587   |
| H    | -19.5056317979  | -0.3162985933 | -3.6338760780  |
| C    | -21.4618772525  | -1.1699144277 | -3.3373077863  |
| O    | -21.0835834161  | -2.3240104424 | -3.0593212496  |
| C    | -22.7504777653  | 2.8873537681  | -4.3431419857  |
| H    | -21.9903255374  | 3.6518349013  | -4.2965218253  |
| C    | -26.3530202690  | 4.6143157249  | -1.4212630297  |
| H    | -26.7189539690  | 5.6266621032  | -1.5605232098  |
| H    | -25.6803010008  | 4.5856780838  | -0.5777049731  |
| H    | -27.2068280544  | 3.9752560664  | -1.2214949977  |
| C    | -27.5810550279  | 4.4146152533  | -4.2116573882  |
| H    | -27.6852983891  | 4.2278598002  | -5.2692534550  |
| H    | -28.2930800786  | 3.7998122344  | -3.6734768914  |
| H    | -27.7955341007  | 5.4591633819  | -4.0154336000  |
Table S13. The $\alpha(0.64)$-SA3-CASSCF(4,3)/6-31G* geometry of the MECI-P$^+$ minimum. Coordinates in Ångström.

| Atom | x   | y   | z   |
|------|-----|-----|-----|
| C    | 0.3666664359 | 2.2620609841 | 0.5005272359 |
| N    | 0.5435989149  | 1.4596108221  | -0.4807538604 |
| N    | -0.1822420515 | 1.6247131190  | 1.5821276157  |
| C    | -0.3978875221 | 0.2712285027  | 1.2378127634  |
| O    | -0.9188241331 | -0.5400964627 | 2.0350967474  |
| C    | 0.0917760644  | 0.2023538033  | -0.0626749511 |
| C    | -0.3897141645 | -0.6811406748 | -2.2287546940 |
| C    | 0.4665960478  | -0.3800352937 | -3.3636263731 |
| H    | 1.5182165315  | -0.3523692429 | -3.1598281388 |
| C    | -1.8304104021 | -0.6310642173 | -2.4537074813 |
| H    | -2.4482039137 | -0.7738960819 | -1.5885570711 |
| C    | -0.0262294050 | -0.1753690765 | -4.5854743444 |
| H    | 0.5964682985  | 0.0264580389  | -5.437331976  |
| C    | -2.3499239008 | -0.4568218276 | -3.6671880841 |
| H    | -3.4078559772 | -0.4612599970 | -3.8551313345 |
| C    | -1.4807275025 | -0.2275693411 | -4.8407229342 |
| O    | -1.9332866017 | -0.0910868869 | -5.9453870259 |
| C    | 0.1960009342  | -0.9911468805 | -0.8998591011 |
| H    | -0.3049622052 | -1.8423330790 | -0.4568278151 |
| C    | 0.7102711341  | 3.7178794746  | 0.5018220921  |
| H    | -0.1596031200 | 4.3529871891  | 0.6717165262  |
| H    | 1.1329540823  | 3.9722491554  | -0.4622595158 |
| H    | 1.4396884176  | 3.9719279861  | 1.2710484387  |
| C    | -0.5236358474 | 2.1698805074  | 2.8578387611  |
| H    | -0.9329539706 | 1.3571625847  | 3.4399564345  |
| H    | 0.3431667954  | 2.5762025573  | 3.3780878846  |
| H    | -1.2680779110 | 2.9622566867  | 2.7840009791  |
Table S14. The $\alpha(0.64)$-SA3-CASSCF(4,3)/6-31G* geometry of the $S_0-E$ minimum. Coordinates in Ångström.

| Atom | x        | y        | z        |
|------|----------|----------|----------|
| C    | -25.7187887889 | 4.2287547800 | -2.5739848134 |
| N    | -24.5459272658  | 3.7361944771 | -2.6370732404 |
| N    | -26.3699187084  | 4.2038131733 | -3.7866217145 |
| C    | -25.5163159450  | 3.6306651232 | -4.7284823011 |
| O    | -25.8349357271  | 3.4807575596 | -5.8956098759 |
| C    | -24.3314200559  | 3.3326603544 | -3.9590302980 |
| C    | -22.5154310323  | 2.2351930407 | -5.4623772820 |
| C    | -23.1248112188  | 2.1738254968 | -6.7537366036 |
| C    | -24.1219120020  | 2.5527606443 | -6.8627056592 |
| C    | -21.1858602459  | 1.7156544243 | -5.3767710764 |
| H    | -20.6947869355  | 1.7458646528 | -4.4164662761 |
| C    | -22.4791283561  | 1.6546962503 | -7.8271217750 |
| H    | -22.9591360621  | 1.6193519253 | -8.7900658009 |
| C    | -20.5245053850  | 1.1937542863 | -6.4356312620 |
| H    | -19.5233011072  | 0.8111452049 | -6.3350285644 |
| C    | -21.1286207403  | 1.1233015849 | -7.7559643429 |
| O    | -20.5433373370  | 0.6534236698 | -8.7267931291 |
| C    | -23.0971424381  | 2.7532031430 | -4.2854540026 |
| H    | -22.4592724844  | 2.7013280596 | -3.4187855303 |
| C    | -26.3539707357  | 4.7800260471 | -1.3391940121 |
| H    | -26.6302844265  | 5.8249590418 | -1.4610507029 |
| H    | -25.6477813030  | 4.7003812025 | -0.5241059714 |
| H    | -27.2563553713  | 4.2338103595 | -1.0733947055 |
| C    | -27.6938374330  | 4.6670740508 | -4.0939039247 |
| H    | -27.8610055952  | 4.4794215708 | -5.1433936936 |
| H    | -28.4476464654  | 4.1384001564 | -3.5172126379 |
| H    | -27.8002421227  | 5.7317533655 | -3.9055212733 |
Table S15. The α(0.64)-SA3-CASSCF(4,3)/6-31G* geometry of the S$_1$-planar-\(E\) structure. Note that this is not a true minimum at this level of theory. Coordinates in Ångström.

| Atom | x          | y          | z          |
|------|------------|------------|------------|
| C    | -25.74522273840 | 4.2405179140 | -2.5788732942 |
| N    | -24.5574755947  | 3.7438834622 | -2.6374193516 |
| N    | -26.3731422044  | 4.2093977383 | -3.7896237775 |
| C    | -25.5017785702  | 3.6353608698 | -4.7226655367 |
| O    | -25.8152037969  | 3.4866896856 | -5.8963811430 |
| C    | -24.3289111055  | 3.3448250648 | -3.9322933693 |
| C    | -22.4778425374  | 2.2262692608 | -5.4438837399 |
| C    | -23.1209874214  | 2.1693453601 | -6.7094947030 |
| H    | -24.1191008107  | 2.5500681609 | -6.7931533956 |
| C    | -21.1507730499  | 1.7069783034 | -5.3915007798 |
| H    | -20.6338349656  | 1.7348032673 | -4.4452556144 |
| C    | -22.5034942508  | 1.6490382999 | -7.8094604405 |
| H    | -23.0141847814  | 1.6185974819 | -8.7564277949 |
| C    | -20.5192253685  | 1.1850683321 | -6.4736779780 |
| H    | -19.5161950916  | 0.8010935452 | -6.4004195775 |
| C    | -21.1578154478  | 1.1168956498 | -7.7786853604 |
| O    | -20.5920101525  | 0.6451710559 | -8.763830591 |
| C    | -23.0411591394  | 2.7530216156 | -4.2254700722 |
| H    | -22.4100167242  | 2.7083146279 | -3.3575194562 |
| C    | -26.3817238913  | 4.7875810213 | -1.3461711140 |
| H    | -26.6601929024  | 5.8336334049 | -1.4622806543 |
| H    | -25.6760866666  | 4.7065308838 | -0.5306083598 |
| H    | -27.2851476404  | 4.2417129771 | -1.0790112915 |
| C    | -27.6942043602  | 4.6675213130 | -4.118778691 |
| H    | -27.8445406288  | 4.4764687718 | -5.1694223346 |
| H    | -28.4535791236  | 4.1372815681 | -3.5505641438 |
| H    | -27.8056206931  | 5.7321663818 | -3.9333548069 |
Table S16. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of $S_0$ minimum. Coordinates in Ångström.

| Atom | x        | y        | z        |
|------|----------|----------|----------|
| C    | -25.7258228637 | 4.2357783841 | -2.5263264113 |
| N    | -24.5047406545 | 3.7562931531 | -2.4086308542 |
| N    | -26.2210646359 | 4.1327385643 | -3.8160933338 |
| C    | -25.2350734830 | 3.5287815052 | -4.6268930934 |
| O    | -25.3779159367 | 3.2969585673 | -5.8432248426 |
| C    | -24.1478357193 | 3.3030276953 | -3.6823958066 |
| C    | -21.7842455534 | 2.4043361489 | -3.3351075460 |
| C    | -21.6152444088 | 2.6690013366 | -1.9373095380 |
| H    | -22.4376918928 | 3.1384612631 | -1.4037743020 |
| C    | -20.6866328583 | 1.7866130349 | -4.0104204691 |
| H    | -20.7936922724 | 1.5756795555 | -5.0765329205 |
| C    | -20.4525506506 | 2.3418473361 | -1.2868739776 |
| H    | -20.3339142262 | 2.5473188466 | -0.2235863411 |
| C    | -19.5195994783 | 1.4559462198 | -3.3670853880 |
| H    | -18.6955769134 | 0.9855526811 | -3.9018333467 |
| C    | -19.3215974311 | 1.7127200548 | -1.9519822986 |
| O    | -18.2545473532 | 1.4149136056 | -1.3449576098 |
| C    | -22.9478205619 | 2.7129809403 | -4.0646314595 |
| H    | -22.9314561601 | 2.4519572633 | -5.1261365754 |
| C    | -26.5206043111 | 4.8384469189 | -1.4150980861 |
| H    | -26.7958427801 | 5.8727714602 | -1.6175860543 |
| H    | -25.9079672162 | 4.7984187497 | -0.5122577345 |
| H    | -27.4490578974 | 4.2762179406 | -1.2304037956 |
| C    | -27.5027352778 | 4.5432905554 | -4.3276181032 |
| H    | -27.4956516177 | 4.2831131577 | -5.388679665 |
| H    | -28.3248065330 | 4.0175876326 | -3.8300250045 |
| H    | -27.6560288253 | 5.6224680728 | -4.2194611103 |
Table S17. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the $S_1$ planar structure. Coordinates in Ångström.

| Atom | x         | y         | z         |
|------|-----------|-----------|-----------|
| C    | -25.7098856841 | 4.2289361254 | -2.5352517605 |
| N    | -24.4717568765 | 3.7323026652 | -2.4605011975 |
| N    | -26.2287695741 | 4.1386993696 | -3.810887333 |
| C    | -25.2676642461 | 3.5389301835 | -4.6483831239 |
| O    | -25.4269376934 | 3.3125643458 | -5.8710230411 |
| C    | -24.1533071417 | 3.2947016211 | -3.7355749735 |
| C    | -21.7726284460 | 2.3893712127 | -3.3814227629 |
| C    | -21.6582329822 | 2.6755664417 | -1.9866691878 |
| H    | -22.5025511537 | 3.1465639916 | -1.4899940928 |
| C    | -20.6598502600 | 1.7731580441 | -4.0165707258 |
| H    | -20.7295021287 | 1.5469459905 | -5.0826999679 |
| C    | -20.5025399572 | 2.3606033602 | -1.2885001116 |
| H    | -20.4228435725 | 2.5821806755 | -0.2239401780 |
| C    | -19.5033095369 | 1.4574449990 | -3.3207045973 |
| H    | -18.6581459130 | 0.9851981632 | -3.8212949151 |
| C    | -19.3584956938 | 1.7351925163 | -1.9081553953 |
| O    | -18.2925143283 | 1.4441215856 | -1.267043920 |
| C    | -22.9489484961 | 2.6917658611 | -4.1700681334 |
| H    | -22.9284783259 | 2.4297121384 | -5.228229956 |
| C    | -26.4615907804 | 4.8109452315 | -1.3924476785 |
| H    | -26.7413040305 | 5.8606966453 | -1.5600841185 |
| H    | -25.8145666719 | 4.7622131306 | -0.5135000859 |
| H    | -27.3883290277 | 4.2623643867 | -1.1714599871 |
| C    | -27.5196671726 | 4.5600712810 | -4.2912940382 |
| H    | -27.5375484480 | 4.3099735823 | -5.3549147470 |
| H    | -28.3327462925 | 4.0338349496 | -3.7793342800 |
| H    | -27.6641863910 | 5.6390556045 | -4.1683755250 |
Table S18. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the S1-I minimum. Coordinates in Ångström.

| Atom | x       | y       | z       |
|------|---------|---------|---------|
| C    | -25.6335663362 | 4.6873324011 | -3.2769572790 |
| N    | -24.3937534807  | 4.5513422441  | -3.7915816979  |
| N    | -26.2217721056  | 3.4882077453  | -3.0152175676  |
| C    | -25.3036043124  | 2.4682373428  | -3.3806367893  |
| O    | -25.5503394531  | 1.2570955665  | -3.2912287038  |
| C    | -24.1381657099  | 3.2203740000  | -3.8632008968  |
| C    | -21.7985950043  | 2.3806678411  | -3.4824213353  |
| C    | -21.8028151018  | 2.704262114   | -2.0891381860  |
| H    | -22.6895738048  | 3.1808948159  | -1.6661009852  |
| C    | -20.5999060860  | 1.7746343463  | -3.9712148107  |
| H    | -20.5528057283  | 1.5105437964  | -5.0305801260  |
| C    | -20.7182428966  | 2.4471773547  | -1.2740231719  |
| H    | -20.7544330252  | 2.7090678818  | -0.2158794353  |
| C    | -19.5155110541  | 1.5187030359  | -3.1552708999  |
| H    | -18.6169736622  | 1.0556188848  | -3.5648666697  |
| C    | -19.4977414738  | 1.8349106984  | -1.7463999721  |
| O    | -18.4962001074  | 1.5991588381  | -0.9887472324  |
| C    | -22.8914935704  | 2.6317895935  | -4.3334283813  |
| H    | -22.8260860789  | 2.3643322793  | -5.3896791840  |
| C    | -26.2904829396  | 5.9951181484  | -3.0117055559  |
| H    | -27.2296123038  | 6.0998152436  | -3.5680668541  |
| H    | -25.6041126000  | 6.7843340760  | -3.3213726395  |
| H    | -26.5210197289  | 6.1241444309  | -1.9475939345  |
| C    | -27.5257276189  | 3.2148462429  | -2.4588039997  |
| H    | -27.6077413217  | 2.1272451819  | -2.4067360385  |
| H    | -27.6249919042  | 3.6366785011  | -1.4545408941  |
| H    | -28.3217185289  | 3.6106064794  | -3.0966953182  |
Table S19. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the S1-P minimum. Coordinates in Ångström.

| Atom | x        | y        | z        |
|------|----------|----------|----------|
| C    | -25.5903 | 4.1489   | -2.5892  |
| N    | -24.3619 | 3.6208   | -2.5990  |
| N    | -26.1696 | 4.1153   | -3.8404  |
| C    | -25.2629 | 3.5221   | -4.7532  |
| O    | -25.5090 | 3.3518   | -5.9799  |
| C    | -24.1238 | 3.2248   | -3.9072  |
| C    | -21.8309 | 2.3549   | -3.4097  |
| C    | -20.8104 | 3.3112   | -3.1990  |
| H    | -20.8878 | 4.2617   | -3.7218  |
| C    | -21.7453 | 1.1292   | -2.7092  |
| H    | -22.5413 | 0.4027   | -2.8556  |
| C    | -19.7401 | 3.0570   | -2.3573  |
| H    | -18.9502 | 3.7885   | -2.1975  |
| C    | -20.6863 | 0.8495   | -1.8617  |
| H    | -20.6140 | -0.0946  | -1.3259  |
| C    | -19.6277 | 1.8052   | -1.6529  |
| O    | -18.6429 | 1.5551   | -0.8872  |
| C    | -22.9367 | 2.6193   | -4.3429  |
| H    | -22.8374 | 2.3403   | -5.3911  |
| C    | -26.2725 | 4.7078   | -1.3906  |
| H    | -26.5316 | 5.7708   | -1.5019  |
| H    | -25.5861 | 4.6093   | -0.5460  |
| H    | -27.2033 | 4.1775   | -1.1412  |
| C    | -27.4665 | 4.5792   | -4.2477  |
| H    | -27.5300 | 4.3638   | -5.3176  |
| H    | -28.2736 | 4.0553   | -3.7211  |
| H    | -27.5866 | 5.6572   | -4.0844  |
Table S20. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the MECI-I’ minimum. Coordinates in Ångström.

| Atom | x         | y         | z         |
|------|-----------|-----------|-----------|
| C    | -25.6099470789 | 4.7068517234 | -3.3180351026 |
| N    | -24.3675076654  | 4.7612007685  | -3.8814319381 |
| N    | -26.0672535430  | 3.4469828966  | -3.1666789911 |
| C    | -25.0534529349  | 2.5797082585  | -3.6516889622 |
| O    | -25.1787308118  | 1.3673466786  | -3.7409204556 |
| C    | -23.9515806007  | 3.5103399726  | -4.0814025826 |
| C    | -21.7385422439  | 2.6160537234  | -3.5363984933 |
| C    | -21.7604630194  | 3.0794782359  | -2.1985393014 |
| H    | -22.4814019627  | 3.8508743448  | -1.9096630184 |
| C    | -20.7248304374  | 1.6690848486  | -3.8234470355 |
| H    | -20.6557562941  | 1.2749961700  | -4.8420546797 |
| C    | -20.8683419693  | 2.6213989130  | -1.2327593595 |
| H    | -20.9298380149  | 3.0128091868  | -0.2148390481 |
| C    | -19.8240148582  | 1.2203231020  | -2.8639306711 |
| H    | -19.0630896919  | 0.4875148317  | -3.1415297874 |
| C    | -19.8339419086  | 1.6544435450  | -1.4911922632 |
| O    | -19.0126518965  | 1.2310519841  | -0.5978000015 |
| C    | -22.6340196085  | 3.1131739440  | -4.5742944746 |
| H    | -22.7142530044  | 2.4913111604  | -5.4706085056 |
| C    | -26.3660846655  | 5.9101796993  | -2.885877298 |
| H    | -27.3541071501  | 5.9472345168  | -3.3549248117 |
| H    | -25.7932550425  | 6.7914924301  | -3.1718115954 |
| H    | -26.5073337770  | 5.9110243283  | -1.8004957564 |
| C    | -27.3176203150  | 2.9868413911  | -2.5966426543 |
| H    | -27.3029161551  | 1.8984448719  | -2.6717326107 |
| H    | -27.3966572866  | 3.2802462916  | -1.5480569593 |
| H    | -28.1682443393  | 3.3813907616  | -3.1567238656 |
Table S21. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the MECI-I2⁺ minimum. Coordinates in Ångström.

| Atom | x          | y          | z          |
|------|------------|------------|------------|
| C    | -25.5917874478 | 4.1573060543 | -2.6654492956 |
| N    | -24.2842587567  | 3.774005189  | -2.6585372720 |
| N    | -26.1536426362  | 4.1051468516 | -3.8892094278 |
| C    | -25.1436515676  | 3.6591849476 | -4.7812519492 |
| O    | -25.3047720417  | 3.5349229730 | -5.9877403014 |
| C    | -23.9469852297  | 3.4406983443 | -3.9064930848 |
| C    | -22.3441254374  | 1.5647749265 | -3.9663953875 |
| C    | -23.3193460621  | 0.5575832248 | -3.7672649231 |
| H    | -24.3818358529  | 0.7993081353 | -3.8838172948 |
| C    | -21.0057735138  | 1.1287245421 | -3.8162951702 |
| H    | -20.2032353982  | 1.8598587638 | -3.9568290556 |
| C    | -22.9899957368  | -0.7516432605 | -3.4281549835 |
| H    | -23.7862743343  | -1.4854773557 | -3.2826681186 |
| C    | -20.6723670919  | -0.1826321298 | -3.4883324365 |
| H    | -19.6203954181  | -0.4577747134 | -3.3817195688 |
| C    | -21.6393215817  | -1.2235180761 | -3.2649068097 |
| O    | -21.3392092373  | -2.4350675618 | -2.952618893 |
| C    | -22.6577147201  | 2.9261518360 | -4.3782294815 |
| H    | -21.8734173886  | 3.6695239563 | -4.2090228354 |
| C    | -26.3249937283  | 4.5862895571 | -1.4464288404 |
| H    | -26.7115316478  | 5.6042956025 | -1.5563720542 |
| H    | -25.6351443158  | 4.5462439035 | -0.6045433763 |
| H    | -27.1717075287  | 3.9217811189 | -1.2504971264 |
| C    | -27.5112102881  | 4.4154202314 | -4.2909050698 |
| H    | -27.5575688031  | 4.2409823023 | -5.3671009482 |
| H    | -28.2227849229  | 3.7616670848 | -3.7827713026 |
| H    | -27.7503644552  | 5.4597399469 | -4.0782943457 |

Table S22. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the MECI-P⁺ minimum. Coordinates in Ångström.

| Atom | x            | y            | z            |
|------|--------------|--------------|--------------|
| C    | 0.1875043105 | 2.2218069520 | 0.4135663993 |
| N    | 0.3097490002 | 1.3266905995 | -0.5794672068|
| N    | -0.1477014627| 1.5872089154 | 1.5819531501 |
| C    | -0.3041657467| 0.1771660125 | 1.3489028636 |
| O    | -0.6718280869| -0.6292709489| 2.2779258190 |
| C    | 0.0320734598 | 0.0858086251 | -0.0196838069|
| C    | -0.4100462178| -0.6838887526| -2.1758259746|
| C    | 0.5103191255 | -0.4336950676| -3.2236439716|
| H    | 1.5604664290 | -0.5337736796| -2.9852887826|
| C    | -1.8018828699| -0.4521912231| -2.4191005677|
| H    | -2.4682170458| -0.5373122779| -1.5697004787|
| C    | 0.0744203190 | -0.1711290609| -4.5025788735|
| H    | 0.7482031058 | -0.0264401830| -5.3412757359|
| C    | -2.2758119059| -0.2482375480| -3.6883840290|
| H    | -3.3326819225| -0.1727128631| -3.9257188551|
| C    | -1.3420739398| -0.0898910732| -4.7803793030|
| O    | -1.7470166452| 0.1018683119 | -5.9576990517|
| C    | 0.0924432369 | -1.1400729576| -0.8601306469|
| H    | -0.5996068364| -1.8995111980| -0.4682584807|
| C    | 0.4712193848 | 3.6802411616 | 0.3067827965 |
| H    | -0.3722516119| 4.3146406169 | 0.6212717715 |
| H    | 0.6845026793 | 3.9010561018 | -0.7438863045|
| H    | 1.3422622449 | 4.0041874132 | 0.8984543440 |
| C    | -0.3738405820| 2.1441447358 | 2.8812183233 |
| H    | -0.6230136276| 1.2834160006 | 3.5104336856 |
| H    | 0.5161061406 | 2.6519465022 | 3.2796226408 |
| H    | -1.2082659065| 2.8607272344 | 2.8925411956 |
Table S23. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the S0-E minimum. Coordinates in Ångström.

| Atom | x       | y       | z       |
|------|---------|---------|---------|
| C    | -25.7247295599 | 4.2360372726 | -2.5545701885 |
| N    | -24.5141370315  | 3.7283892066  | -2.6158741314  |
| N    | -26.3690788371  | 4.2055628698  | -3.7787656032  |
| C    | -25.5080767969  | 3.6256153866  | -4.7360282324  |
| O    | -25.8406430048  | 3.4745310830  | -5.9316438340  |
| C    | -24.3169598637  | 3.3294191291  | -3.9481451484  |
| C    | -22.5114711417  | 2.2362183422  | -5.4511730986  |
| C    | -23.1412935193  | 2.1842218979  | -6.7384110962  |
| H    | -24.1521012034  | 2.5723061145  | -6.8326064132  |
| C    | -21.1792506497  | 1.7155494552  | -5.3657642042  |
| H    | -20.6794745660  | 1.7445727298  | -4.3954348939  |
| C    | -22.4889723625  | 1.6591229172  | -7.8252561240  |
| H    | -22.9775554088  | 1.6249124973  | -8.7981858358  |
| C    | -20.5230055630  | 1.1899638859  | -6.4487912157  |
| H    | -19.5101005321  | 0.7999162143  | -6.3592914340  |
| C    | -21.1383115605  | 1.1255949919  | -7.7627871445  |
| O    | -20.5456186035  | 0.6442968434  | -8.7688891940  |
| C    | -23.0859498721  | 2.7508212846  | -4.2763664830  |
| H    | -22.4394697973  | 2.6984963303  | -3.3967119312  |
| C    | -26.3665810308  | 4.7876903290  | -1.3280082806  |
| H    | -26.6456252938  | 5.8420555972  | -1.4464851551  |
| H    | -25.6492638766  | 4.7049041898  | -0.5092562711  |
| H    | -27.2760583774  | 4.2380234838  | -1.0549348669  |
| C    | -27.6933726436  | 4.6628063445  | -4.1111530490  |
| H    | -27.8206276994  | 4.4552675129  | -5.1759187243  |
| H    | -28.4609442860  | 4.1279519717  | -3.5411938264  |
| H    | -27.8070022075  | 5.7379257643  | -3.9338340899  |
Table S24. The SA3-XMS-CASPT2(4,3)/6-31G* geometry of the S1-planar-\(E\) structure. Note that this is not a true minimum at this level of theory. Coordinates in Ångström.

| Atom | x     | y     | z     |
|------|-------|-------|-------|
| C    | -25.7521906773 | 4.2490319272 | -2.5571810297 |
| N    | -24.5245667920  | 3.7387920271  | -2.6043102926  |
| N    | -26.3702260112  | 4.2103958515  | -3.7793432494  |
| C    | -25.4886706709  | 3.6282401692  | -4.7268181998  |
| O    | -25.8183865847  | 3.4782303386  | -5.9312659006  |
| C    | -24.3023262383  | 3.3371489200  | -3.9176616039  |
| C    | -22.4715186142  | 2.2263298213  | -5.4322585643  |
| C    | -23.1385438730  | 2.1814207248  | -6.6910572798  |
| H    | -24.1517821928  | 2.5729709706  | -6.7578390597  |
| C    | -21.1461749958  | 1.7073730409  | -5.3792941442  |
| H    | -20.6166693797  | 1.7316019982  | -4.4242471627  |
| C    | -22.5110845247  | 1.6530165084  | -7.8106138314  |
| H    | -23.0322437791  | 1.6249820402  | -8.7678935772  |
| C    | -20.5186968810  | 1.1790201175  | -6.4962893735  |
| H    | -19.5034661071  | 0.7868231943  | -6.4350028158  |
| C    | -21.1700673644  | 1.1210231629  | -7.785095397   |
| O    | -20.5939698430  | 0.6339611835  | -8.8175991002  |
| C    | -23.0358099416  | 2.7543135562  | -4.2086838561  |
| H    | -22.3922144373  | 2.7068202070  | -3.3294157441  |
| C    | -26.3998508749  | 4.7983645679  | -1.3350295665  |
| H    | -26.6811592487  | 5.8537807915  | -1.4498376384  |
| H    | -25.684260903   | 4.7159979052  | -0.5137080261  |
| H    | -27.3107353233  | 4.2487889565  | -1.0615813908  |
| C    | -27.6912594526  | 4.661120068  | -4.1371231881  |
| H    | -27.7975015366  | 4.4478544482  | -5.2032091358  |
| H    | -28.4651260368  | 4.1242851621  | -3.5775907928  |
| H    | -27.8104126736  | 5.7365564194  | -3.9656812090  |
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