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Traditional diagnostic framework consists of three parts: data acquisition, feature generation, and fault classification. However, manual feature extraction utilized signal processing technologies heavily depending on subjectivity and prior knowledge which affect the effectiveness and efficiency. To tackle these problems, an unsupervised deep feature learning model based on parallel convolutional autoencoder (PCAE) is proposed and applied in the stage of feature generation of diagnostic framework. Firstly, raw vibration signals are normalized and segmented into sample set by sliding window. Secondly, deep features are, respectively, extracted from reshaped form of raw sample set and spectrogram in time-frequency domain by two parallel unsupervised feature learning branches based on convolutional autoencoder (CAE). During the training process, dropout regularization and batch normalization are utilized to prevent overfitting. Finally, extracted representative features are feed into the classification model based on deep structure of neural network (DNN) with softmax. The effectiveness of the proposed approach is evaluated in fault diagnosis of automobile main reducer. The results produced in contrastive analysis demonstrate that the diagnostic framework based on parallel unsupervised feature learning and deep structure of classification can effectively enhance the robustness and enhance the identification accuracy of operation conditions by nearly 8%.

1. Introduction

As the key and principal component of the automobile transmission system, rear axle is of great significance to driving security and comfort of automobile. According to the previous investigation and experience of experts, the faults of the automobile rear axle mainly occur in the main reducer which is the core component of rear axle [1–3]. Therefore, condition monitoring and fault identification of main reducer can effectively identify various failure types and implement maintenances in time to avoid catastrophic accidents [4].

Machine health monitoring can be achieved by analyzing vibration signals, current signals, acoustical signals, and temperature data. In recent years, signal processing technique based on vibration signals is the most commonly used and effective approach for traditional condition monitoring and failure recognition [5–7]. For rotating machinery, vibration signals collected from accelerometer have characteristics of nonlinear, nonstationary, high dimensional, and transient which obviously increase the difficulty of fault identification [8].

In traditional fault diagnosis, signal processing techniques can be implemented in time domain, frequency domain, and time-frequency domain for feature extraction before failure recognition [9, 10]. Features embedded in vibration signals can reflect the trend of status variance, and features in frequency domain can compress noise to separate pure signal from vibration signal with strong noise while dimensionality of these features is still as high as original signals [11]. Time-frequency analysis approaches such as empirical mode decomposition (EMD) [12] and continuous
wavelet transform (CWT) [7] are superior to time-domain analysis and frequency-domain analysis in extracting valuable details of signals by telescopic translation technique [13–15]. Feature extraction based on signal processing technologies is not general for all kinds of signals and heavily depends on manual selection of features and prior knowledge during the process of analysis, which seriously affects the performance [16, 17].

By introducing some machine learning algorithms and deep learning models into the mechanical field, condition monitoring and fault identification of mechanical equipment based on support vector machine (SVM) [18], artificial neural networks (ANNs) [19], stacked autoencoder (SAE) [20, 21], convolutional neural networks (CNNs) [22, 23], and deep neural networks (DNNs) [24, 25] have gradually become a research hotspot [26]. In practical applications, a large number of dataset with labels are generally hard to collect due to time cost and labor consumption. Accordingly, among the state-of-the-art deep learning techniques, the unsupervised deep feature learning model based on SAE and other variants have shown an important role in some existing applications of machinery condition monitoring and fault diagnosis [27]. Godói utilized some variant of SAE in condition monitoring of rotating machines [28]. Huan Chen et al. proposed a convolutional autoencoder-based method for energy disaggregation [29]. Aljemely et al. adopted deep functional autoencoder to generate a deep feature extraction approach for failure recognition [30].

Furthermore, deep belief network (DBN) is another typical unsupervised learning method which is widely used in feature extraction and dimensional reduction [31]. Peng et al. utilized multilayer DBN to extract deep features of engine sensing data [32]. Deutsch et al. adopted DBN and particle filtering method to mine the degraded feature information [33]. Hu et al. proposed a high-dimensional fault feature extraction method based on DBN [34]. As similar as SAE, DBN is also trained using the unsupervised greedy pretraining method layer-by-layer. However, since DBN has poor ability to learn features from sequential signal, it subjects certain restrictions in processing sequential vibration data for intelligent fault diagnosis of machinery.

With the purpose of handling the shortcomings of various feature extraction methods based on traditional signal processing and further improving the veracity of fault identification, a novel unsupervised deep feature learning approach based on parallel convolutional autoencoder (PCAE) is proposed, which combines with DNN together to achieve operation condition monitoring and failure identification of main reducer. The contributions of this research are summed up into the following three points:

1. To utilize respective advantages of various modal features, in this research, we facilitate information fusion in feature extraction. Deep features are automatically extracted from segmentations of raw signals and spectrogram in time-frequency domain by two parallel feature learning branches based on convolutional autoencoder.

2. During the training process of unsupervised deep feature extraction, we utilize dropout regularization technique to prevent overfitting. Additionally, batch normalization is utilized to sensibly adjust the output value of each layer in the deep structure so as to relieve gradient vanishing and improve training speed.

3. In this research, we present an intelligent failure identification framework for main reducer based on PCAE and DNN. The performance and validity of this framework are verified by real data sets of automobile main reducer. Experimental comparison results demonstrate that the diagnostic framework is more advantageous to conventional models.

The remaining content is organized into 4 extra sections. In Section 2, the fundamental theories of the proposed method are presented. The architecture of the proposed diagnostic framework is given in Section 3. Section 4 gives the illustration of experimental dataset and provides comparative and detailed analysis of the diagnostic performance. In Section 5, the conclusions are presented.

2. The Fundamental Theories

2.1. Basic Autoencoder. Autoencoder is a typical unsupervised deep learning algorithm with asymmetrical neural network structure, and it is mainly utilized in deep feature extraction and dimension reduction [35–37]. The basic architecture of autoencoder contains three conjoint layers: an input layer, a hidden layer, and an output layer [38]. There are two stages in the unsupervised feature learning: encode and decode. As shown in Figure 1, the representative features \( c \) in lower dimensionality can be learned from unlabeled original input data \( x \) by encode. Then, in the stage of decode, a reconstruction of input data \( \tilde{x} \) is generated from the learned feature \( c \).

With sigmoid function, the original input data represented as \( x = [x_1, x_2, \ldots, x_n]^T \) are transformed into a new vector of representation \( c = [c_1, c_2, \ldots, c_p]^T \) as follows:

\[
    c = \text{sig}(Wx + b),
\]  

(1)

where \( W \) is the weight matrix between the first layer and the second layer of autoencoder and \( b \) is the bias vector of neural network. Then, the reconstruction vector \( \tilde{x} = [\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n]^T \) is formatted from feature vector \( c \) as follows:

\[
    \tilde{x} = \text{sig}(\tilde{W}c + \bar{b}),
\]  

(2)

where \( \tilde{W} \) is the weight matrix between the second layer and the third layer of autoencoder and \( \bar{b} \) is the bias vector of neural network. During the unsupervised process of feature extraction, parameter vector \([W, b, \tilde{W}, \bar{b}]\) is optimized by minimizing the training error between the original data \( x \) and the reconstruction data \( \tilde{x} \).

2.2. Convolutional Autoencoder. As a special variant of basic autoencoder, convolutional autoencoder (CAE) is widely used in feature extraction of image and data in high
dimensionality [39, 40]. As shown in Figure 2, without fully connected layers, CAE consists of input layer, convolutional layer, down-sampling layer, up-sampling layer, and deconvolutional layer. Through adding advantages of CNN into the unsupervised feature learning structure of autoencoder, CAE can extract the local characteristic structures and latent features from input data using a series of alternate convolutional layers and down-sampling layers for the encoding process [41, 42]. For input vector $X$, a convolutional layer with $K$ convolutional filters maps $X$ into $K$ hidden feature maps. The $k$th feature map is represented as follows:

$$h_k = \sigma(X * W_k + b_k), \quad k = 1, 2, \ldots, K,$$

(3)

where $W_k$ and $b_k$ are the $k$th kernel filter and bias and $\sigma(\cdot)$ represents nonlinear function. By employing $L$ convolutional layers, the final latent deep features of $X$ are extracted recursively and expressed as follows:

$$h^L = \sigma(h^{L-1} * W^L + b^L),$$

(4)

where $h^{L-1}$ is the hidden feature obtained from the $(L - 1)$th convolutional layer.

A series of up-sampling layers and deconvolutional layers are used to reconstruct raw input data from $h^L$ in the process of decoding. The output of the last deconvolutional layer is as follows:

$$Y^L = \sigma(Y^{L-1} * W^{-L} + b^{-L}).$$

(5)

CAE utilizes mean square error (MSE) [43] between original data $X$ and reconstruction data $Y$ as the loss function, and the convolutional filter and bias of convolutional layers are fine-tuning during the unsupervised feature learning. The loss function is optimized as follows:

$$L(W, b) = \min_{W, b} \frac{1}{2N} \|X - Y\|^2.$$  

(6)

3. Proposed Methodology

3.1. The Proposed Diagnostic Framework. As shown in Figure 3, the proposed diagnostic framework contains four main phases: data collection, data preprocessing, unsupervised feature learning based on PCAE, and fault classification based on DNN. In the first phase, vibrational signals are collected from a test rig which simulates the real working conditions of main reducer. The valuable representative features for distinguishing normal condition and various failure conditions are deeply embedded in the raw signals.

3.2. Data Preprocessing. In intelligent fault diagnosis, the vibrational signal preprocessing contains three preparation steps: normalization, segmentation, and reshaping. After collecting the raw vibrational signals, data normalization should be implemented to restrain values within a limited range so as to reduce the fluctuation of training. A frequently used normalization approach is $z$-score normalization based on statistical properties of data, which utilizes the standard deviation $\sigma$ and mean value $\mu$ as follows:

$$X = \frac{x - \mu}{\sigma}.$$  

(7)

To enhance the size of dataset, the normalized data should be segmented into a series of fixed-size segments containing $N$ points using sliding window. The segments with the length of $N$ are used as sample set to train the unsupervised feature learning model.

In order to perform unsupervised feature learning based on convolutional autoencoder, one-dimensional sample set obtained from the process of segmentation needs to be reshaped into two-dimensional image form. The reshaping procedure can be represented as follows:

$$N \rightarrow \sqrt{N} \times \sqrt{N}.$$  

(8)

3.3. Unsupervised Feature Learning Based on PCAE

3.3.1. Parallel Architecture for Unsupervised Feature Learning. In order to extract deep and representative features which are sensitive to various fault modes, this research constructs a parallel unsupervised feature learning model with two branches. One branch is used to directly perform feature extraction from segmented data in time domain, while in the other branch features are extracted from spectrograms in time-frequency domain which are obtained by using continuous wavelet transform. Two parallel branches based on CAE with different structures concurrently analyze the raw time-domain data to realize data compression and feature learning. Finally, the output features of two branches are fused together as the input of fault classifier. The architecture of the unsupervised feature learning model based on PCAE is shown in Figure 4.

As shown in Figure 4, the unsupervised feature learning model based on CAE contains a series of convolutional layers and down-sampling layers which are stacked alternately. For each convolutional layer, ReLU activation function is utilized to perform fast training and reduce the probability of gradient vanishing [43].

3.3.2. Dropout Regularization. This research utilizes the dropout regularization technique in the training process of deep networks to avoid the occurrences of overfitting. As a typical stochastic regularization technology, some neural network units are temporarily discarded from the hidden
layers according to a certain probability which is denoted as \( \rho \) in the range of \((0, 1)\).

In the encoding stage, dropout layers are inserted after each pair of convolutional layer and down-sampling layer. Generally speaking, dropout is only used after the pooling layer. Based on the sparse weight vector, network complexity is decreased and generalization performance of testing set can be obviously enhanced.

3.3.3. Batch Normalization. In deep learning, as the numbers of layers gradually increase, the shift of data distribution will lead to the phenomenon of internal covariate shift, which will affect the training speed [44]. Batch normalization is used in this research to handle this typical problem. The advantages of batch normalization in the training process of deep neural network are accelerating the training process, alleviating the dependences of initial parameters, preventing overfitting, and improving the network generalization.

In batch normalization layers which are placed after convolutional layers, features are divided into several groups to update the parameters according to the group. The data in one group together determine the direction of the gradient and reduce the randomness when descending. On the other hand, because the sample number of batches is much smaller than that of the whole data set, the computational cost is much lower.

3.4. Fault Classification Based on DNN. After the latent features are extracted from the unsupervised feature learning model based on PCAE, a fault classification model is constructed based on deep neural networks (DNNs). DNN is a typical supervised learning model containing a series of fully connected hidden layers. With
the purpose of feature compression and fault recognition, the size of hidden layers is on the decrease layer-by-layer. The network weights in each layer are randomly initialized and are further trained by using the fused feature vectors obtained from PCAE and their corresponding fault labels. Errors between real labels and network outputs are back propagated to adjust the network weights iteratively.

To improve the training efficiency, in this research, classification error rate is used as loss function as follows:

\[ L = \sum_{i=1}^{N} \frac{(y_i = \tilde{y}_i)}{N}, \quad (9) \]

where \( y_i \) represents the target label and \( \tilde{y}_i \) is the network output. For complex network with multiple hidden layers, each layer has a large amount of weights. If the size of sample set is limited, overfitting is prone to occur. \( L2 \) regularization is an effective method to handle the problem of overfitting. By adding \( L2 \) regularization term, the cost function is as follows:

\[ L = \sum_{i=1}^{N} \frac{(y_i = \tilde{y}_i)}{\lambda \sum_{w^2}}, \quad (10) \]

where \( \lambda \) denotes the decay hyperparameter.

4. Experiments and Analysis

4.1. Experimental Environment and Dataset Preparation.

The experiment analysis is implemented based on actual vibrational signals which are collected from a main reducer test rig. The test rig collects vibration signals of normal mode and various failure modes by simulating the practical working condition of the main reducer. As shown in Figure 5, there are three essential components in the test rig: a control cabinet which is used to control the running state and rotating speed, a driver which is used to drive the running of motor, and a fixing device which can fix the main reducer and simulate the actual installation of the main reducer so as to reflect its motion status. In this research, we adopt vibrational signals measured by two accelerometers (a vertical accelerometer and a horizontal accelerometer) as the dataset. The schematic diagram of experimental setup is shown in Figure 6. The collected vibration signal of main reducer is obtained by the acceleration sensors. To enhance the output signal of the sensor, the signal was amplified using a signal amplifier and then inputted into signal collector.

As shown in Table 1, according to previous research studies of main reducer for automobile rear axle, we select 6 failure modes which are the most frequently occurred for main reducer in actual case. Vibrational signals for 7
condition modes (6 failure modes and a health mode) are collected at the rotating speed of 800r/min. The sampling frequency $f_s$ is set to 12kHz. In order to reserve useful information of failure modes, the sampling frequency should not be less than the meshing frequency of gear.

By using the test rig to mimic the real running and operation of the faulty main reducer and the normal main reducer, we collect a series of vibration signals with the duration of 10 seconds. To ensure signal accuracy, it is better to start sampling with a delay of 0.5 seconds. Each sample corresponding to 7 condition modes contains 120000 data points. According to the rotation frequency and cycle of main reducer, each sample is segmented into 300 segmentations in which each segmentation contains 400 data points to cover a full cycle of rotation.

For each condition mode, 10 tests are performed repeatedly to collect enough data to represent the mode. Therefore, there are 3000 segmentations for each condition mode. During the preprocessing, the data size is reshaped from 400 to $20 \times 20$ which can be inputted into CAE to extract the latent features from original time-domain data.

The implementation of the experimental analysis is achieved in Matlab 8.0 on the PC with CPU of 3.4 GHz and RAM of 4 GB.

### 4.2. Architecture Design

The unsupervised feature learning model based on PCAE consists of two parallel CAE branches in which one CAE can automatically learn embedded features from reshaped images of original vibration signals in time domain and another CAE can automatically learn features from spectrogram of time-frequency domain. Each CAE contains convolutional layers, down-sampling layers or up-sampling layers, batch normalization layers, and dropout layers. In the architecture of CAE, the convolutional layers with ReLU activation function are utilized to extract feature maps, and the subsequent down-sampling layers are utilized to adjust the size of feature maps. The representative features extracted from two parallel branches of PCAE are fused together and inputted into the classifier based on DNN.

The structure and parameters of the proposed model based on PCAE and DNN are given in Table 2. In the parallel feature learning model based on PCAE, three convolutional layers with different sizes of convolution kernel are consecutively implemented to learn feature maps. Meanwhile, the quantity of convolution kernels is twice as much as the upper convolutional layer so as to make the feature maps smaller and thicker. Batch normalization and dropout with the rate of 0.5 are employed after convolutional operations to prevent overfitting.

In the fault classifier based on DNN, the fused features obtained from PCAE are flattened into one-dimensional and inputted into three full connection layers with randomly initial parameters. With a softmax layer, a predicted vector which can reflect the type of fault is finally outputted from the fault classifier.

During the training process, some hyperparameters of the proposed model are set into optimal fixed values based on previous research and comparative analysis. Hyperparameters of the proposed model are given in Table 3.
4.3. Experimental Results and Comparative Analysis

4.3.1. Basic Analysis of the Diagnostic Performance. To analyze the diagnostic performance of the proposed model, a series of comparative experiments are implemented. A sample set of 7 condition modes is divided into two subsets. Most of the sample set is used to be the training set, and the rest is regarded as testing set. With the purpose of analyzing the diagnostic capability of the proposed model on the whole sample set, 5-fold cross validation is utilized to generate five different combinations of training set and testing set. For each combination, the proposed model is trained on 80% data which are randomly selected and tested on the other 20% data. Experimental results of five individual trials are given in Table 4.

It can be seen from the results in Table 4 that the proposed model can obtain excellent classification performance. The training accuracy of five trials is within the range of 97% to 99%, and the testing accuracy is within the range of 95% to 97%. Meanwhile, the classification capability is stable without obvious fluctuation. It can be proved that the proposed model can obtain sustained diagnostic performance even if the combinations of training set and testing set are various.

To analyze the fault recognition capability of the proposed model for 7 different fault modes, a series of fault predictions on 7 fault modes of the testing set are implemented. The confusion matrix of the prediction results is given in Figure 7.

It can be observed that the vast majority of samples of C1 (health mode) are correctly predicted. It means that the differentiation degree of health mode against other fault modes is highest. Among the rest of 6 failure modes, C3 and C6 are more confusing and misclassified. Among 600 samples of C3, there are 52 samples which are predicted to C6. Overall, the proposed model can correctly recognize most of the faulty samples in testing set.

4.3.2. Comparison with State-of-the-Art Models. To validate the superiority of the proposed model, a set of comparative experiments corresponding to several state-of-art models are implemented. The architecture and parameter values of the proposed model are shown in Table 2, and the hyperparameters are listed in Table 3. The diagnosis accuracy of the proposed model is listed in Table 4.

Table 2: The architecture and parameter values of the proposed model.

| Model                             | Original vibrational signals | Reshaped images in time domain | Spectrogram in time-frequency domain |
|-----------------------------------|------------------------------|---------------------------------|--------------------------------------|
| Conv1                             | 16 x 12 x 12                 | Conv1                           | 16 x 12 x 12                        |
| BN1                               |                              | BN1                             |                                      |
| Down-samp1                        | Pool size = 2 x 2             | Down-samp1                      | Pool size = 2 x 2                    |
| Dropout1                          | 0.5                          | Dropout1                        | 0.5                                  |
| Conv2                             | 32 x 6 x 6                   | Conv2                           | 32 x 6 x 6                          |
| BN2                               |                              | BN2                             |                                      |
| Down-samp2                        | Pool size = 2 x 2             | Down-samp2                      | Pool size = 2 x 2                    |
| Dropout2                          | 0.5                          | Dropout2                        | 0.5                                  |
| Parallel feature learning model based on PCAE | Flatten layer |                              |                                      |
|                                   |                              | Full connection layer 1          | 32                                   |
|                                   |                              | Full connection layer 2          | 16                                   |
|                                   |                              | Full connection layer 3          | 7                                    |
|                                   |                              | Softmax                         | N/A                                  |
| Fault classifier based on DNN     |                              | Output                           | Predicted vector                     |

Table 3: Hyperparameters of the proposed model.

| Hyperparameters         | Values |
|-------------------------|--------|
| Learning rate           | 0.001  |
| Pool size               | 2 x 2  |
| Epochs of pretraining   | 30     |
| Epochs of fine-tuning   | 60     |

Table 4: Diagnosis accuracy of the proposed model.

| Trials | Training accuracy (%) | Testing accuracy (%) |
|--------|------------------------|----------------------|
| 1      | 97.43                  | 95.17                |
| 2      | 98.28                  | 95.85                |
| 3      | 98.81                  | 96.29                |
| 4      | 97.67                  | 95.06                |
| 5      | 98.59                  | 96.38                |

Figure 7: Confusion matrix of the diagnostic prediction.
carried out. In the field of condition monitoring and intelligent fault diagnosis, BPNN, SVM, and CNN are frequently used methods to build diagnostic models. For comparison, we construct diagnostic models based on BPNN, SVM, and CNN using raw time domain vibration signals. The proportion between training set and testing set is 4 to 1. Each model is tested for five trials. The average training accuracy and average testing accuracy of five trials are tallied as shown in Table 5.

It can be clearly concluded from Table 5 that the proposed model based on PCAE-DNN takes the best accuracy both on two subsets. The testing accuracy of PCAE-DNN is 95.86%, which is nearly 6% higher than other three models. Among these comparative models, the average accuracy of the CNN-based model which is trained by training set is 93.26%, and the average accuracy of the CNN-based model which is tested by testing set is 90.52%. The two accuracies of the aforementioned CNN-based model are superior to the shallow model based on SVM and BPNN because of its deep structure of neural network.

It follows that deep structure of neural network has the natural advantage of automatic and adaptive feature learning. In addition, the proposed model combines two parallel branches to extract deep feature maps from time domain data and time-frequency domain data so that more comprehensive and pivotal features can be excavated. After that, the deep features are fed into another deep neural network with several fully connected layers to output the fault labels.

4.3.3. Performance Analysis with Various Sizes of Dataset.

For a diagnosis system, it is a significant advantage that using the limited training sample set can still obtain good diagnostic accuracy. Based on this, a series of comparative experiments with different datasets are carried out. Several models with the same parameters were built using 100%, 70%, 40%, 20%, and 5% of the original sample set, respectively. In the reduced dataset, 80% of the selected data are used to train the models and the rest data are used to test the models. Each situation is implemented for five times, and the average results of five trials were compared and analyzed as shown in Table 6.

It can be clearly displayed that for each situation, the precision of the proposed model based on PCAE-DNN is obviously better than that of other models. Meanwhile, when the dataset size is reduced, the accuracy of each model decreases more or less. With only 5% data, the diagnostic accuracy of the model based on BPNN is decreased from 89.54% to 61.91% and the diagnostic accuracy of the model based on SVM is decreased from 90.15 to 63.72%. The results demonstrate that the difference between models based on PCAE-DNN with 5% data and 100% data is relatively small, while the difference between models based on CNN, BPNN, and SVM which are built with 5% data and 100% data is huge. It is particularly noticeable that the proposed model based on PCAE-DNN can maintain good performance even with minimal dataset. The main reason for the superiority is that the proposed model is built with deep features which are fused from time-domain data and time-frequency domain data.

With the purpose of analyzing the stability of these models with various sizes of training set, we plot the box-plots of diagnostic accuracy as illustrated in Figure 8. It can be seen that for five trials, the model based on PCAE-DNN can obtain great results in all cases. For 100% dataset case, the variance of the model based on CNN is much higher than other models, while for 70% dataset case, the variance of the model based on BPNN significantly increased. Overall, with the limited training sample set, the proposed model can still obtain consistent diagnostic accuracy.

4.3.4. Effectiveness of the Unsupervised Feature Learning.

A key point of the proposed model is that the deep feature maps are learned from time domain data and time-frequency domain data in unsupervised way. Feature maps extracted from two parallel branches based on CAE are fused together and inputted into a structure based on DNN to achieve fault recognition. In order to measure the effectiveness of the unsupervised feature learning scheme, a series of experiments are performed to compare the capability of the proposed parallel branch feature extraction and single branch feature extraction.

The proposed model is based on PCAE-CWT in which one branch employs CWT to obtain spectrograms of time-frequency domain as early manual feature extraction. To prove the superiority of CWT, an alternative parallel model based on PCAE-EMD is constructed. In addition, two single branch models based on CAE-CWT and CAE-signal are used to complete comparison and analysis. For each model, five trials are implemented, and the average accuracy is given in Table 7.

According to the results in Table 7, the performance of the CAE-based model with raw vibration signals as input is the worst. By adding the manual feature extraction method CWT into the CAE-based model, the average testing accuracy of the model based on CAE-CWT increases from 90.41% to 91.69%. A conclusion can be drawn that to some extent CWT extracts certain features which are beneficial to fault classification. The model based on PCAE-EMD shows measurable improvement in
Figure 8: Performance of models with various dataset sizes: (a) 100% dataset; (b) 70% dataset; (c) 40% dataset; (d) 20% dataset.

Table 7: Performance of various models.

| Models      | Training accuracy (%) | Testing accuracy (%) |
|-------------|------------------------|----------------------|
| PCAE-CWT    | 98.18                  | 95.86                |
| PCAE-EMD    | 95.23                  | 93.05                |
| CAE-CWT     | 92.47                  | 91.69                |
| CAE-signal  | 91.83                  | 90.41                |

Figure 9: Continued.
accuracy on both training set and testing set which is 95.23% and 93.05%. Nevertheless, the performance of PCAE-EMD is still inferior to the proposed model, that is 95.86%. The comparative results highlight the effectiveness of parallel feature fusion and the significance of early feature extraction using CWT.

With the purpose of visualizing the dispersion of the deep features extracted from each model more intuitively and clearly, we utilize principal component analysis (PCA) to reduce dimension of the features learned from basic CAE and retain two principal components. Then, these principal components are projected into two-dimensional feature space. The dispersion degree comparisons of principal features are shown in Figure 9.

As shown in Figure 9(a), two principle components of the features learned from PCAE-CWT show the obvious characteristics of intraclass aggregation and interclass separation. It means that such features can achieve optimal classification accuracy as input of fault classifier. As shown in Figure 9(b), there is a little of overlap between principal features of C2 and C6. It can be concluded that the features learned from PCAE-EMD are slightly inferior to the proposed model using CWT and parallel branches of feature learning. As shown in Figure 9(c), features are overlapped between two adjacent classes. As shown in Figure 9(d), features of C2, C4, and C6 are overlapped. It means that for models with single branch of feature learning, features show obvious less aggregation within classes and separation between classes than PCAE-CWT. The comparison results reflect the excellent performance of the proposed unsupervised feature learning method.

**5. Conclusions**

In this research, we propose a novel unsupervised feature learning model fault based on parallel convolutional autoencoder (PCAE) and by combining deep neural network (DNN) with PCAE to recognize fault. Firstly, deep features are, respectively, extracted from reshaped form of raw sample set in time domain and from spectrogram in time-frequency domain by two parallel unsupervised feature learning branches based on convolutional autoencoder (CAE). Furthermore, during the training process of PCAE, dropout regularization and batch normalization are utilized to prevent over fitting. Finally, extracted representative features are fed into the classification model based on DNN with softmax. The proposed model based on PCAE-DNN can learn more salient deep features from data. The results of comparison experiments show that the fault classification accuracy of the proposed model is better than that of other state-of-art models. Even with small data sets, the model based on PCAE-DNN can achieve better performance and stability. In the future, works on developing simultaneous fault diagnosis framework based on deep learning models and exploring new ways of converting vibrational signals into images will be carried out.
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