Error Resilient Collaborative Intelligence via Low-Rank Tensor Completion
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Abstract—In the race to bring Artificial Intelligence (AI) to the edge, collaborative intelligence has emerged as a promising way to lighten the computation load on edge devices that run applications based on Deep Neural Networks (DNNs). Typically, a deep model is split at a certain layer into edge and cloud sub-models. The deep feature tensor produced by the edge sub-model is transmitted to the cloud, where the remaining computationally intensive workload is performed by the cloud sub-model. The communication channel between the edge and cloud is imperfect, which will result in missing data in the deep feature tensor received at the cloud side. In this study, we examine the effectiveness of four low-rank tensor completion methods in recovering missing data in the deep feature tensor. We consider both sparse tensors, such as those produced by the VGG16 model, as well as non-sparse tensors, such as those produced by ResNet34 model. We study tensor completion effectiveness in both complexity-constrained and unconstrained scenario.

Index Terms—tensor completion, tensor reconstruction, collaborative intelligence, deep feature transmission, deep learning.

I. INTRODUCTION

Collaborative Intelligence (CI) [1] is an AI deployment strategy that leverages both edge-based and cloud-based resources to make DNN computing faster and more efficient. In CI, a deep model is split into an edge sub-model and a cloud sub-model. For example, an edge sub-model may consist of the initial \( m \) layers of a DNN, while the cloud sub-model is made up of the remaining DNN layers. When an input signal is captured by an edge sensor, the edge sub-model processes the signal and produces a tensor of deep features, which is then transmitted to the cloud for subsequent processing. Due to the imperfect channel between the edge and the cloud, tensor data may be damaged or missing. Hence, error control must be deployed to achieve seamless operation of a CI system.

We study four methods for recovery of missing data in a deep feature tensor: Simple Low Rank Tensor Completion (SiLRTC) [2], High Accuracy Low Rank Tensor Completion (HaLRTC) [2], Fused Canonical Polyadic (FCP) decomposition [3], and Adaptive Linear Tensor Completion (ALTeC) [4]. All these methods are based on the low-rank tensor assumption. SiLRTC and HaLRTC are general methods applicable to any kind of tensor; FCP has two versions, one for sparse and the other for non-sparse tensors, whereas ALTeC is trained specifically for the model whose tensors it is meant to complete. Further details are given in the respective references.

II. EXPERIMENTS

A. Setup

We assume deep feature tensors are packetized row-by-row, similarly to rows of macroblocks in video streaming [7]. We use two image classification models in the experiments: VGG16 [8] (which produces sparse tensors) and ResNet34 [9] (which produces non-sparse tensors). VGG16 was split at layer “block4_pool”, such that the edge sub-model had 5.52% of the model’s total number of parameters. ResNet34 was split at layer “add_7”, such that the edge sub-model had 6.19% of the total number of parameters. Test data is a randomly-selected subset of 1,000 images from the ILSVRC [10] validation set, which were different from the 5,000 images on which ALTeC was trained. We consider an independent random packet loss with probability \( p_{\text{loss}} \in \{5\%, 10\%, 15\%, 20\%, 25\%, 30\%\} \). It is assumed that at the receiver (cloud sub-model), missing packets are identified via packet sequence numbers provided by a transport-layer protocol such as the Real-time Transport Protocol (RTP) [11]. For each test image, 100 realizations of packet loss were simulated.

Since we focus on image classification models, we measure classification accuracy under three conditions (Fig. 1): (1) no loss (NL); (2) no tensor completion (NC), where all missing data is assumed to be zero; (3) tensor completion (TC), where a specific tensor completion algorithm is performed on the corrupt tensor. The average Top-1 classification accuracy for the three cases (\( \mu_{\text{NL}}, \mu_{\text{NC}}, \text{and} \mu_{\text{TC}} \)) and the standard deviation of Top-1 classification accuracy under NC and TC conditions (\( \sigma_{\text{NC}} \text{ and } \sigma_{\text{TC}} \)) are measured. All tensor completion algorithms are tested on a Linux machine running Ubuntu 16.04.5 LTS, with Intel Core i7-6800K CPU @ 3.40GHz, 128GB RAM, Titan X GPU with 12GB memory, with Tensorflow 1.9.0 and Keras 2.2.4. For each method, the “default” result is when the method is run until convergence, whereas “speed-matched” result is obtained when the speed is matched to that of ALTeC, the fastest of the four methods.
Algorithm | µNL | µSC | σNL | σSC | Default | Speed-matched
--- | --- | --- | --- | --- | --- | ---
5% | | | | | | |
SILRTC | 56.20% | 55.96% | 0.41% | 0.56% | 56.09% | 0.39% | 55.96% | 0.41% | 56.20% | 0.54% | 0.44% | 56.20% | 0.69% | 0.41% | 56.20% | 0.62% | 54.76% | 0.78% | 0.59% | 56.20% | 56.20%
HaLRTC | 56.20% | 55.96% | 0.41% | 0.56% | 56.09% | 0.39% | 55.96% | 0.41% | 56.20% | 0.54% | 0.44% | 56.20% | 0.69% | 0.41% | 56.20% | 0.62% | 54.76% | 0.78% | 0.59% | 56.20% | 56.20%
FCP | 56.20% | 55.96% | 0.41% | 0.56% | 56.09% | 0.39% | 55.96% | 0.41% | 56.20% | 0.54% | 0.44% | 56.20% | 0.69% | 0.41% | 56.20% | 0.62% | 54.76% | 0.78% | 0.59% | 56.20% | 56.20%
ALTec | 56.20% | 55.96% | 0.41% | 0.56% | 56.09% | 0.39% | 55.96% | 0.41% | 56.20% | 0.54% | 0.44% | 56.20% | 0.69% | 0.41% | 56.20% | 0.62% | 54.76% | 0.78% | 0.59% | 56.20% | 56.20%

B. Results

On sparse tensors from VGG16 (Table I), all methods offer similar performance. There is no clear winner at the 95% significance level, as confirmed by Welch’s t-test for samples with unequal variance. On the non-sparse tensors from ResNet34 (Table II), HaLRTC has the best performance in the “default” setting for loss above 5%, whereas ALTec is the best in the “speed-matched” setting across all loss rates.
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