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ABSTRACT: The Coulomb branch of four dimensional $\mathcal{N} = 2$ theories can be solved by finding a Seiberg–Witten (SW) geometry and a SW differential. While lots of SW geometries are found, the extraction of low energy theory out of it is limited due to following reasons: (a) the difficulty of distinguishing electric-magnetic and flavor charges; (b) the difficulty of determining the low energy theory at singular point, (c) the lack of SW differential. We show that the mixed Hodge structure (MHS) can be used to fully solve the low energy physics of Coulomb branch at every vacuum. The MHS can be used to solve above three problems as follows: (a) The smooth fiber of SW geometry carries a Mixed Hodge Structure structure with two weights: one weight describes electric-magnetic charge and the other for the flavor charge; (b) for the singular fiber, there are three MHS which can used to determine the IR theory. (c) the MHS at $\infty$ is used to find the SW differential.
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1 Introduction

The low energy effective theory at the Coulomb branch\(^1\) of a four dimensional \(\mathcal{N} = 2\) \(SU(2)\) gauge theory was solved by Seiberg–Witten [1, 2]. The solution was found by using a number of deep physical insights: electric-magnetic duality, holomorphy, and the existence of singularities on the moduli space where extra massless BPS particles appear.

In the theory of Seiberg and Witten, the physical information is encoded in an elegant way: they introduced a family of algebraic curves (the Seiberg–Witten (SW) curve) \(f(x, y, u, \Lambda) = 0\) defined over the Coulomb branch moduli space, and specified a family of differential forms \(\lambda_{SW}\) (the SW differential). From these geometric objects they were able to extract various interesting physical properties:

1. the low energy photon couplings are found from periods of the SW differential;
2. the central charges of massive BPS particles are also given by the periods of \(\lambda_{SW}\);
3. the singularities on the moduli space are identified with the degenerating curve in the SW family.

Therefore, the Coulomb branch solution of a 4d \(\mathcal{N} = 2\) theory is given by SW curve and SW differential, and many solutions are henceforth found for simple gauge theories [3–6] via this method. Nevertheless, the original method [1, 2] is difficult to implement in a more general situation. Instead, a number of solutions were found with the help of other tools. For example by string theory constructions [7–12], and the relation to integrable system [13, 14]. The construction of Seiberg and Witten may be generalized since one can try to define higher dimensional algebraic varieties fibered over the Coulomb branch moduli space. We call it the associated SW geometry.

While there are a number of SW geometries available, it is not straightforward to obtain physical information from them. Let us explain what are the obstacles.

To begin with, recall that the Coulomb branch vacua are classified by their low energy behavior: a generic vacuum is a vacuum whose the low energy theory is an abelian gauge theory. If a vacuum is not generic, it is called special.

Generic vacua. Given a generic vacuum with Coulomb branch modulus \(t\), we have an \(n\)-dimensional smooth algebraic variety from the SW geometry (we shall consider the cases when \(n = 1\) or \(n = 3\)). Its singular cohomology group \(H^n(X_t, \mathbb{C})^2\) is the crucial data for us in order to extract physical information. We face following challenges:

1. The central charges should be given by the periods of the SW differential \(\lambda_{SW}\). If a theory has global symmetry, then there would be periods for flavor central charges. How can we distinguish those corresponding to global symmetries from the one that give rise the electric-magnetic charges?

---

\(^1\)It is called Coulomb branch because the low energy theory of generic vacua on this branch is described by abelian gauge theory.

\(^2\)If the SW geometries are curves, the only non-vanishing reduced cohomology group is \(H^1\); If the SW geometries are three-folds, the only non-vanishing reduced cohomology groups are \(H^3\). We can also take the coefficient of the cohomology group to be \(\mathbb{Z}\) or \(\mathbb{Q}\), which are useful for the electric-magnetic pairing.
(2) The constraint of unitarity requires that there is a family of abelian varieties fibered over the Coulomb branch moduli space. However, in general, the SW geometries are non-compact algebraic varieties, and \( H^n(X_t, \mathbb{C}) \) does not give an abelian variety. How can we find these abelian varieties?

(3) Finally, the Coulomb branch solution carries a special Kähler geometry. But defining the SKG requires the presence of the SW differential \( \lambda_{SW} \). However how to determine the SW differential is rather difficult, even if the SW geometry is given.

Special vacua. A special vacuum is a place on the moduli space where the SW geometry \( X_0 \) degenerates\(^3\). The low energy theory at these vacua are much more complicated. It could be a superconformal field theory, an IR free non-abelian gauge theory, or an interacting theory coupled with an abelian gauge theory. From the SW geometry we could obtain the cohomology groups \( H^n(X_0, \mathbb{C}) \), and a monodromy action on the cohomology groups of fibers near \( X_0 \). These data, however, are not enough to determine the IR theory of the vacuum.

Special vacua are the most interesting and important vacua. Some of the special vacua of pure \( SU(N) \) gauge theory give the confining vacua of the resulting \( \mathcal{N} = 1 \) theory formed by soft-breaking of \( \mathcal{N} = 2 \) supersymmetry \([1]\).

UV theory. When we are given just a SW geometry, how do we determine the properties of UV theory from it?

The purpose of this paper is to propose that the mixed Hodge structure (MHS) can be used to solve above problems. The reader should probably be familiar with the notion of a Hodge structure, which is modeled on the Hodge decomposition of a nonsingular projective variety. By definition, a Hodge structure of weight \( n \) consists of a finite rank free abelian group \( H_{\mathbb{Z}} \) together with a decomposition:

\[
H_C := H_{\mathbb{Z}} \otimes \mathbb{C} = \bigoplus_{p+q=n} H^{p,q},
\]

such that the complex conjugation of \( H^{p,q} \) equals \( \overline{H^{q,p}} \).

A Hodge structure of weight \( n \) can be reformulated as a pair \( (H_{\mathbb{Z}}, F^\bullet) \), where \( F^\bullet \) is a decreasing filtration

\[
H_C = F^0 \supset F^1 \supset \cdots \supset F^{n-1} \supset F^n
\]
satisfying the condition \( H_C = F^p \oplus F^{n-p+1} \) for every \( p \). In this formulation, the \( H^{p,q} \) are recovered by \( H^{p,q} = F^p \cap \overline{F^q} \).

A mixed Hodge structure is a generalization of a HS and was defined by Deligne \([15, 16]\). It consists of a triple \( H = (H_{\mathbb{Z}}, F^\bullet, W^\bullet) \), where

- \( H_{\mathbb{Z}} \) is a finite rank free abelian group,
- \( F^\bullet \) is an increasing filtration on \( H_C \) called Hodge filtration, and

\(^3\)A special vacuum does not necessarily mean that the algebraic variety given by the SW geometry is singular, we will describe exactly what this means in section 3.
• $W_\bullet$ is a decreasing filtration on $H_Q = H_Z \otimes \mathbb{Q}$ called the weight filtration.

They are required to satisfy the following property: the induced filtration of $F^\bullet$ on the quotient space $\text{Gr}_k^W H_Q = W_k/W_{k-1}$ defines a weight $k$ Hodge structure. In particular $\text{Gr}_k^W H_Q \otimes \mathbb{C}$ has a Hodge decomposition:

$$\text{Gr}_k^W H_Q \otimes \mathbb{C} = \bigoplus H^{p,k-p}.$$

We now explain how the MHS can help us overcome the difficulties listed above.

**MHS and generic vacua.** For a generic vacuum described by a smooth algebraic variety $X_t$, its cohomology group $H^n(X_t, \mathbb{Q})$ carries a MHS as shown by Deligne [15]. For the SW geometries studied in the literature, this MHS is quite special. It consists of only weight $n$ and weight $n+1$ part, and the Hodge decomposition has the following form

$$\text{Gr}_n^W H \otimes \mathbb{C} = H^{n+1,0} \oplus H^{n,1}, \quad \text{Gr}_{n+1}^W H \otimes \mathbb{C} = H^{n+1,1}.$$ 

This special MHS can help us solve the previous problems for the generic vacua.

(a) The weight $n$ part of the cohomology gives the electric-magnetic charges, and weight $n+1$ part gives the flavor charge.

(b) The Hodge structure of weight $n$ part gives an abelian variety. The consistent condition is then $h^{n+1,0} = r$, $h^{n,1} = f$, here $r$ is the rank of the theory, and $f$ is the rank of the flavor symmetry group.

(c) We will explain in §7 how to find a SW differential from the MHS of the SW geometry.

**Example.** Let us consider a geometry $X : x^3 + y^3 + 1 = 0$, which is a generic vacuum of an $(A_2, A_2)$ theory. The dimension of the cohomology group $H^1(X, \mathbb{Q})$ is 4. Its MHS has is of the form

$$\text{Gr}_1^W H = H^{1,0} \oplus H^{0,1}, \quad \text{Gr}_2^W H = H^{1,1},$$

The Hodge numbers are $h^{1,0} = h^{0,1} = 1$, and $h^{1,1} = 2$. The $(A_2, A_2)$ theory has a rank one Coulomb branch, and a rank two flavor symmetry group, agreeing the MHS computation.

**MHS and special vacua.** Consider a special vacuum corresponding to a variety $X_0$ given by the SW geometry. In general the variety $X_0$ is singular (or has “hidden singularities” as will be explained in §4). According to Deligne [loc. cit.], its cohomology group $H^n(X_0, \mathbb{Q})$ also carries a MHS. This MHS alone is not sufficient to describe the physics at the special vacuum. In Hodge theory, one needs two extra MHS in order to fully describe the degeneration, they are called

- the **nearby cycle**, and
- the **vanishing cycle**.

The cohomology of $X_0$, the nearby cycle, and the vanishing cycle form an exact sequence of MHS. It turns out we can extract the low energy physics from these MHS in a very satisfying manner:
(a) The interacting theory is described by the vanishing cycle, and the abelian gauge theory is described by the cohomology group of $X_0$. These two parts are coupled together through the exact sequence with the nearby cycle.

(b) Due to non-trivial monodromy action on vanishing cycle and nearby cycle, the MHS on the vanishing cycle and nearby cycle have finer structures, so that we can get a set of rational numbers called spectral numbers from these MHS. These numbers can give us important information of the Coulomb branch spectrum of the interacting theory.

Example. Consider the geometry $X_0 : x^3 + y^4 + y^3 = 0$, which is a special vacuum for the $(A_2, A_3)$ theory. $X_0$ has a singularity at $x = y = 0$, which is equivalent to the singularity of that of $x^3 + y^3 = 0$. The MHS for the singular fiber has the form $H^1(X_0, \mathbb{C}) = H^{0,0}$ with $h^{0,0} = 2$. The MHS for the vanishing cycle can be computed from the local singularity $x^3 + y^3 = 0$, and its Hodge numbers are $h^{1,0} = h^{0,1} = 1, h^{1,1} = 2$.

The physical interpretation of the Hodge numbers are: each Hodge number $h^{1,1}$ of the vanishing cycles gives the mass parameter, and it pairs with the $h^{0,0}$ part of the singular variety; physically it means that the $U(1)$ flavor groups of the interacting theory is gauged. So the low energy theory is given in Figure 1.

![Figure 1](image1.png)

**Figure 1**: The low energy theory for the vacua described by $X_0 : x^3 + y^4 + y^3 = 0$. Here $T$ is the $(A_2, A_2)$ SCFT.

**MHS and UV theory.** To extract the information of the UV theory, it is natural to take the Coulomb branch parameter to be $\infty$. An important type of deformation takes the form $f(x, y, \lambda_i) = t$, here $t$ has the largest scaling dimension, and $\lambda_i$ are other parameters. The UV limit is recovered by taking $t$ to infinity. In this case, one can also define a limit MHS when $t \to \infty$, from which one can extract information of the UV theory. The MHS only depends the UV theory and is independent of the parameters $\lambda_i$ in the geometry.

Example. Consider the SW geometry $x^3 + y^3 + ax + by + cxy = t$. This is the generic deformations for the $(A_2, A_2)$ theory. The MHS for the $t = \infty$ limit (with arbitrary $a, b, c$) is the same as the MHS for the singularity $x^3 + y^3 = 0$, which gives the correct UV theory.

**SW differential.** The SW differential plays a pivotal role in defining the special Kähler geometry on the Coulomb branch moduli space. It turns out that one can indeed define a special section on the Coulomb branch (primitive form, see the discussion in [17]), and this special section can be identified with the Seiberg-Witten differential. The MHS in the $t \to \infty$ limit will be crucial for finding this section.

The great advantage of the approach advocated in this paper is that many computations are algebraic, and can be carried out explicitly. This is because for each 4d $\mathcal{N} = 2$ theory,
one can attach a combinatorial object called Newton polyhedron and various MHSs can be computed from the combinatorial data of the polyhedron.

This paper is organized as follows. Section 2 reviews the basic structure of Coulomb branch solution of 4d $\mathcal{N} = 2$ theories. Section 3 describes how to use MHSs to study generic vacua. Section 4 describes how to find MHS to study special vacua. Section 5 describe the MHS associated with UV theory. While previous section focuses on one particular slice of the Coulomb branch, Section 6 describes MHS on the general Coulomb branch space. Section 7 describes how to find SW differential from the MHS of the UV theory. Finally a conclusion is given in section 8.

2 Coulomb branch of 4d $\mathcal{N} = 2$ theories

2.1 $\mathcal{N} = 2$ theory and its Coulomb branch solution

Basics of $\mathcal{N} = 2$ theory. We review some basic facts of 4d $\mathcal{N} = 2$ supersymmetric field theories, for more details, see [18].

The 4d $\mathcal{N} = 2$ superalgebra consists of the generators $M_{\mu\nu}$ for four dimensional Lorentz group, eight supercharges $Q^A_{\alpha}$, $A = 1, 2$ and $J_i$ generating a $SU(2)_R$ symmetry. It is also possible to have generators for other global symmetries $G_F$. The representation theory of the 4d $\mathcal{N} = 2$ superalgebra can be found in [18].

One can construct 4d $\mathcal{N} = 2$ supersymmetric field theory using the superspace method. These models have Lagrangians and admit gauge theory description. Examples are $\mathcal{N} = 2$ SQCD with $SU(N)$ gauge group coupled with $N_f$ fundamental hypermultiplets (We take $N_f \leq 2N$ so that the theory is asymptotically free).

4d $\mathcal{N} = 2$ theories have two class of half-BPS operators: Coulomb branch operators $O$ (singlet under $SU(2)_R$ symmetry), and Higgs branch operator $\hat{B}_R$ which transforms under $SU(2)_R$ symmetries ($R$ denotes the representation type under $SU(2)_R$ symmetry). These operators are important as they determine the $\mathcal{N} = 2$ supersymmetry preserving deformation of the theory. The deformations of these theories are (we consider $\mathcal{N} = 2$ theories which can be defined for arbitrarily high energy, this includes the asymptotically free gauge theory and conformal field theory) classified as follows.

1. Relevant or marginal deformation using Coulomb branch operators $O$:

$$\delta S = \lambda \int d^4 x \ d^4 \theta \ O + c.c$$

This type of deformation exists only for a subset of Coulomb branch operators$^4$.

2. If our theory has global symmetries, then the theory consists of Higgs branch operators $\hat{B}_1$, and the following relevant mass deformation is also possible:

$$\delta S = m \int d^4 x \ d^2 \theta \ \hat{B}_1 + c.c$$

$^4$In the UV limit, we can assign a scaling dimension to $O$, and we require $[O] \leq 2$ so that the deformation is relevant or marginal.
(3) We can have Coulomb branch deformation by turning on expectation values of Coulomb branch operators \( u_i = \langle O_i \rangle \). The number of Coulomb branch operators is called the rank of the theory. The Coulomb branch is not lifted if we turn on deformations of first and second kind, but the low energy physics is typically changed. So the Coulomb branch is parameterized by \( u_i, \lambda, m \).

(4) We can have Higgs branch deformation by turning on expectation values of Higgs branch operators \( \hat{B}_R \). These vacua would be lifted by turning on deformations of first and second kind.

(5) It is also possible to have mixed branch where we turn on expectation values of both Coulomb branch and Higgs branch operators.

The deformations listed in 3, 4, 5 are called moduli space of vacua of \( \mathcal{N} = 2 \) theories, and the typical structure of the moduli space is shown in Figure 2.

**Figure 2**: The structure of moduli space of 4d \( \mathcal{N} = 2 \) theories. Here Coulomb branch is parameterized by expectation value of Coulomb branch operator \( O \); the Higgs branch is parameterized by expectation value of Higgs branch operator \( \hat{B}_R \); the mixed branch is parameterized by both the Coulomb and Higgs branch operators.

**Superconformal field theory.** Some \( \mathcal{N} = 2 \) theories have larger symmetry group called \( \mathcal{N} = 2 \) superconformal symmetry. These theories are called superconformal field theories (SCFT), and play fundamental roles in studying \( \mathcal{N} = 2 \) theories. This is because general \( \mathcal{N} = 2 \) theories are defined as turning on relevant deformation of SCFT. SCFTs have an extra \( U(1)_R \) symmetry (besides the \( SU(2)_R \) symmetry for a general \( \mathcal{N} = 2 \) theory). The bosonic symmetry group of a general \( \mathcal{N} = 2 \) SCFT is \( SO(2, 4) \times SU(2)_R \times U(1)_R \times G_F \), here \( SO(2, 4) \) is the conformal group, \( SU(2)_R \times U(1)_R \) is the \( R \) symmetry group which exist for every \( \mathcal{N} = 2 \) SCFT, and \( G_F \) are other global symmetry groups which could be absent for some theories.

The representation theory for 4d \( \mathcal{N} = 2 \) superconformal algebra is studied in [19]. A highest weight representation is labeled as \( |\Delta, R, r, j_1, j_2\rangle \), here \( \Delta \) is the scaling dimension,
$R$ is $SU(2)_R$ charge, $r$ is $U(1)_R$ charge, $j_1$ and $j_2$ are left and right spin. These states could also carry quantum numbers of flavor symmetry group $G_F$. Representation theory of $\mathcal{N} = 2$ superalgebra has been studied in [19], and its short representations are completely classified in [19]. Three short (Half-BPS) representations that we are interested in are Coulomb branch operators, Higgs branch operators, and supercurrent multiplet:

Coulomb branch operators: \( \mathcal{E}_{r,(0,0)}, \ R = 0, \ \Delta = r \),

Higgs branch operators: \( \mathcal{B}_r, \ r = j_1 = j_2 = 0, \ \Delta = 2R \),

Supercurrent: \( \mathcal{C}_{0,(0,0)}, \ r = R = 0, \ \Delta = 2 \).

\( \mathcal{B}_1 \) is a multiplet which contains conserved current for the flavor symmetry group $G_F$, and transforms in adjoint representation of $G_F$. Here we list the quantum numbers for the bottom component of the multiplet. \( \mathcal{E}_{r,(0,0)} \) play the same role as the Coulomb branch operator $O$ for the general $\mathcal{N} = 2$ theory, here it just carries an extra $U(1)_R$ quantum number, and $\mathcal{B}_r$ is just the usual Higgs branch operator we discussed for a general $\mathcal{N} = 2$ theory.

For most of theories, Coulomb branch operators form a freely generated ring. Determining the Coulomb branch chiral ring is equivalent to determining the set of $U(1)_R$ charges \( (r_1, \ldots, r_s) \) (unitarity bound requires these numbers to be larger than 1). The Higgs branch operators also form a ring, which is in general quite complicated, see [20] for recent development.

An important question for SCFT is to determine its Half-BPS spectrum. Supercurrent multiplet exists for every $\mathcal{N} = 2$ SCFT. There are also a large class of $\mathcal{N} = 2$ SCFTs whose full Coulomb branch spectrum and Higgs branch spectrum are known [10–12, 21, 22].

One can also define central charges $a_{\mathcal{N}=2}$ and $c_{\mathcal{N}=2}$ for a 4d conformal field theories. The central charges $a_{\mathcal{N}=2}$ and $c_{\mathcal{N}=2}$ are related to the anomalies of $R$ symmetries as follows [23]:

\[
\text{Tr}(R_{\mathcal{N}=2}^3) = 6(a_{\mathcal{N}=2} - c_{\mathcal{N}=2}), \quad \text{Tr}(R_{\mathcal{N}=2}) = 24(a_{\mathcal{N}=2} - c_{\mathcal{N}=2}),
\]
\[
\text{Tr}(R_{\mathcal{N}=2}R_{SU(2)}^2) = (2a_{\mathcal{N}=2} - c_{\mathcal{N}=2}).
\]

Here $R_{\mathcal{N}=2}$ is the generator of $U(1)_R$ symmetry, and $R_{SU(2)}$ is the Cartan subalgebra of $SU(2)_R$ algebra. Central charges are computed for a large class of SCFTs in [12].

Examples of 4d $\mathcal{N} = 2$ SCFT are $SU(N)$ gauge theory with $N_f = 2N$ fundamental matter, which has conventional Lagrangian description. There are also non-Lagrangian $\mathcal{N} = 2$ SCFTs such as $T_N$ theory [10], and Argyres-Douglas theories [24].

**Coulomb branch solution.** In this paper, we focus on the structure of Coulomb branch, which is defined as the moduli space parameterized by Coulomb branch operators. Since the Coulomb branch is not lifted by the relevant/marginal and mass deformation, we also consider turning on these deformations. So we have a family of Coulomb branch parameterized by the relevant/marginal and mass deformations. One of the basic question of understanding Coulomb branch is to determine the low energy physics at every point of the moduli space. The Coulomb branch has following structure (see Figure 3):
(1) The low energy theory at a generic vacuum of Coulomb branch is described by an abelian $U(1)^r$ gauge theory. The important thing is to determine the low energy effective action, which has a rigid special Kähler structure (RSK).

At a generic point, there are stable massive BPS particles carrying electric-magnetic charge, and flavor symmetry charge. If the rank of the theory is $r$ and the rank of the flavor symmetry is $f$, then the dimension of the charge lattice of BPS particle is:

$$\mu = 2r + f.$$ 

The central charge of a BPS particles with charge $(n_i, n_D^i, n_f)$ is given by

$$Z = n_i a^i + n_D^i a_D^i + n_f m_f.$$ 

here $(a^i, a_D^i, m_f)$ are holomorphic functions on the moduli space. An important question is to determine those functions so that the central charge of BPS particles can be computed, and the mass of the BPS particle is given by $M = |Z|$.

(2) At special points of Coulomb branch, besides the abelian gauge theory, new massless degrees of freedoms appear. The low energy theory would consist of several parts: (1) abelian gauge theory; (2) IR free gauge theories: abelian or non-abelian gauge theory coupled with enough matter; (3) superconformal field theory. In general, these parts are coupled together. The extra massless degree of freedoms come from massive BPS particles. The physical question is to determine the low energy theory and their physical properties at these special points.

**Figure 3:** The Coulomb branch is separated into generic points and special points: the low energy physics at a generic point is described by a $U(1)^r$ abelian gauge theory; there are extra massless particles at the special point and the low energy physics would be much more complicated.

---

$^5r$ denotes the number of Coulomb branch operators $O_i$, and is also called the “rank” of the theory.
It is very difficult to answer above physical questions of Coulomb branch by using conventional physical tools, as the study often involves complicated instanton computations in the weakly coupled region or strongly coupled dynamics of gauge theory. The remarkable discovery of Seiberg and Witten is to encode the low energy physics into a family of curves fibered over the Coulomb branch, and such a curve is called the Seiberg-Witten (SW) curve. Seiberg-Witten curve is denoted as \( f(x, y, u, \lambda, m) = 0 \), and various physical data are read from it as follows.

- At generic point of Coulomb branch, the SW curve is smooth and the low energy photon couplings are identified with the complex structure of the curve. There is a SW differential \( \lambda_{SW} \) whose periods of integral over cycles of the curve give the central charge of the BPS particles. The derivative of these periods along the Coulomb branch coordinate would give the complex structure of the curve, and thereby determines the low energy physics.
- The special point of the Coulomb branch is identified with the degenerating curve. The nature of the low energy physics at these special points are often complicated and has to be determined carefully, see [1, 2].

See Figure 4 for the illustration of SW curves fibered over the Coulomb branch. The SW curve is found based on various deep physical inputs such as holomorphy of superpotential, BPS particles, electric-magnetic duality, etc.

\[ f = x + \frac{\Lambda^2}{x} + y^2 + 2u = 0; \]

Here \( \Lambda \) is the dynamical generated scale, and \( u \) is the Coulomb branch moduli. \( x \) is a \( \mathbb{C}^* \)

**Figure 4**: There is an auxiliary curve (SW curve) at each point of Coulomb branch. At a generic point, the SW curve is smooth; At a special point, the curve degenerates and often develops singularity.

Let’s now describe the SW solution of the pure \( SU(2) \) gauge theory due to Seiberg and Witten [1, 2]. The solution is given by the family of curves:

\[ f = x + \frac{\Lambda^2}{x} + y^2 + 2u = 0; \]

Here \( \Lambda \) is the dynamical generated scale, and \( u \) is the Coulomb branch moduli. \( x \) is a \( \mathbb{C}^* \)
variable and $y$ is a $\mathbb{C}$ variable. Various physical quantities are computed from the curve as follows:

- At a point $u$ where the corresponding curve is smooth, the photon coupling is identified with the complex structure of the curve. This automatically captures the electric-magnetic duality of the low energy $U(1)$ theory.
- The curve degenerates at three points $u = \Lambda, -\Lambda, \infty$, see Figure 5. The physics at $\infty$ is the non-abelian $SU(2)$ gauge theory. At $u = \pm \Lambda$, there is an extra massless hypermultiplet which is due to BPS particle becoming massless. The low energy theory is a $U(1)$ gauge theory coupled with a hypermultiplet.
- One has a SW differential $\lambda_{SW} = y \frac{dx}{x}$, which gives us the SKG required by $\mathcal{N} = 2$ supersymmetry. Moreover, the periods of integral of $\lambda_{SW}$ give us the central charges for BPS particles: the two periods are $a = \int_A \lambda$, $a_D = \int_B \lambda$ (here $A$ and $B$ are two cycles on the curve), and $Z = na + n_D a^D$ for a BPS particle with charge $(n, n_D)$.

Figure 5: Coulomb branch moduli space for 4d pure $SU(2)$ SYM theory. Here we use $u$ to parameterize Coulomb branch. At generic point of moduli space, the low energy theory is an abelian $U(1)$ gauge theory. There are three singularities: $u = \pm \Lambda$ where there is one extra massless hypermultiplet, and $u = \infty$ where the theory is the non-abelian $SU(2)$ gauge theory.

2.2 Seiberg-Witten geometry and Newton polyhedron

As we discussed in last subsection, the Coulomb branch solution of a 4d $\mathcal{N} = 2$ theory is encoded by a SW curve fibered over the Coulomb branch, together with a Seiberg-Witten differential. While this approach of encoding Coulomb branch is very powerful, there is no systematical way to find SW solution given a 4d $\mathcal{N} = 2$ theory. Usually, one can find SW solution by using the the connection to integrable systems [13], and string theory construction [7, 8]. The two most powerful approaches are the Hitchin system [11, 21, 22, 25] and complex singularities in one dimension or three dimension [12, 26–28].

Most of the Seiberg-Witten geometry found in the literature takes the following form: it is extracted from a function defined on a smooth affine variety $f : U \to \mathbb{C}$, $U$ being $\mathbb{C}^2$, $\mathbb{C}^* \times \mathbb{C}$, $\mathbb{C}^4$, or $\mathbb{C}^* \times \mathbb{C}^3$. If the function has a $\mathbb{C}^*$-action with positive weights, it is equivalent to that of $[1]$.

---

6This is not the original curve given in [1]. It is not difficult to prove that the curve given here is equivalent to that of [1].

7It was found in [9] that one need to consider higher dimensional variety for more general $\mathcal{N} = 2$ theories.

8A $\mathbb{C}^*$ variable can be thought of as removing the origin of the complex plane. It is an affine variety as its coordinate ring is given by $\mathbb{C}[x, y]/(xy - 1)$. If we solve $y$ using the defining ideal $xy = 1$, the coordinate ring of $\mathbb{C}^*$ is then isomorphic to $\mathbb{C}[x, x^{-1}]$, which is the ring of Laurent polynomial of variable $x$. 
believed that the geometry should describe a SCFT. Here we list several class of examples (the corresponding 4d theories are SCFTs) that we would like to study in more detail.

- Take a polynomial \( f: \mathbb{C}^4 \to \mathbb{C} \) with an isolated critical point at origin. We require that \( f \) has a \( \mathbb{C}^* \) action satisfying

\[
f(\lambda^q x_i) = \lambda f(z_i), \quad \sum q_i > 1.
\]

This type of polynomial has been studied in [12]. The corresponding 4d theory is an Argyes-Douglas type theory. Many properties of those theories have been studied in [29, 30].

- Take \( f: \mathbb{C}^* \times \mathbb{C}^3 \to \mathbb{C} \) of following form

\[
f = f_{ADE}(x_1, x_2, x_3) + zg(x_1, x_2, x_3, z);
\]

Here, \( f_{ADE}(x_1, x_2, x_3) \) is a polynomial defining a standard two dimensional ADE singularity, and \( z \) is a \( \mathbb{C}^* \) variable; the polynomial \( g \) is taken so that the polynomial has a \( \mathbb{C}^* \) action. The corresponding 4d theory can have non-abelian global symmetries. This class of theory can be engineered using the 6d \((2,0)\) theory [11, 21, 22], and is important to understand \( S \) duality of Argyres-Douglas theories.

- Take \( f: \mathbb{C}^* \times \mathbb{C} \to \mathbb{C} \) of the form

\[
f = v^N g(z)
\]

Here \( z \) is a \( \mathbb{C}^* \) variable, and \( v \) is a \( \mathbb{C} \) variable. \( g(z) \) is a degree \((n+1)\) polynomial with distinct roots. This type of theory can be engineered by using the 6d \((2,0)\) theory on a sphere with regular singularities [10]. The physical theories and the above curve were found using the M-theory construction [8].

One can also engineer non-conformal theory which is not the deformation of above quasi-homogeneous polynomials, and some of the examples are

- \( f = v^{n_1} z^{s+1} + v^{n_2} z^s + \ldots + v^{n_{s-1}} z + v^{n_s} \). Here \( z \) is a \( \mathbb{C}^* \) variable, and \( v \) is a \( \mathbb{C} \) variable. To ensure that the 4d theory is UV complete, the constraint on \( n_i \) is following

\[
2n_i < n_{i-1} + n_{i+1}, \quad i = 2, \ldots, n_{s-1}
\]

This class of curves describe the Coulomb branch solution of linear quiver of SU type, and is derived using brane construction [8].

- \( f = f_{ADE}(x_1, x_2, x_3) + z^a + \frac{1}{z^a} \). This curve describes the Coulomb branch solution of a single ADE gauge theory coupled with Argyres-Douglas matters [11, 31]. Here \( z \) is a \( \mathbb{C}^* \) variable.

Newton polyhedron. Some properties of most of the SW geometries listed above can be described by the so-called Newton polyhedron. Here we give a review about how to associate a Newton polyhedron to a polynomial function.

Let \( f: (\mathbb{C}^*)^n \times \mathbb{C}^m \to \mathbb{C} \) be given by a Laurent polynomial

\[
f = \sum \prod_{i=1}^{n+m} x_i^{q_i}.
\]
For a $C$ variable in a monomial of above sum, its exponent must be non-negative. There is no such constraint for $C^*$ variables. For each monomial $\prod_i x_i^{\omega_i}$ appearing in $f$, one draws a dot with coordinate $(\omega_1, \ldots, \omega_{n+m})$ in $\mathbb{R}^{n+m}$; the Newton polyhedron $\Delta(f)$ (at infinity) is the convex hull of the origin and these dots.

For example, the Newton polyhedron of $f(x_1, x_2) = x_2^2 - (x_1 + x_1^{-1})$ is given by Figure 6.
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**Figure 6:** The Newton polyhedron for polynomial $f(x_1, x_2) = x_2^2 - (x_1 + x_1^{-1})$. Here $x_1$ is a $C^*$ variable, and $x_2$ is a $C$ variable.

We say $f$ is **non-degenerate** with respect to $\Delta(f)$ if for every face $\sigma$ of $\Delta(f)$ not containing the origin, the equations

$$\frac{\partial f_\sigma}{\partial x_1} = \frac{\partial f_\sigma}{\partial x_2} = \cdots = \frac{\partial f_\sigma}{\partial x_{n+m}} = 0$$

have no common zeros in $(C^*)^{n+m}$. Here $f_\sigma = \sum_{(\omega_1, \ldots, \omega_{n+m}) \in \sigma} \prod_{i=1}^{n+m} x_i^{\omega_i}$ is the Laurent polynomial defined using the lattice points on the face $\sigma$.

If $f(x_1, x_2) = x_2^2 - (x_1 + x_1^{-1})$, there are two faces $\sigma$ and $\tau$ which do not contain the origin, as indicated in Figure 6. We have $f_\sigma(x_1, x_2) = x_2^2 - x_1^{-1}$ and $f_\tau = x_2^2 - x_1$. A simple computation shows that this Laurent polynomial is nondegenerate with respect to its Newton polyhedron.

Now let us define the concept of a convenient polynomial. If all the variables in defining $f$ are $C$ variables, $f$ is called convenient if and only if $f$ contains a term of the form $ax_i^{\omega_i}$ for all $i$, namely its lattice points intersect with every coordinate axis. For the $C^*$ variable, the convenient condition is that origin is in the interior (we set $C$ variable to be zero). For example, the Laurent polynomial $f(x_1, x_2) = x_2^2 - (x_1 + x_1^{-1})$ is convenient. On the other hand, $f(x_1, x_2) = 1 + x_1 x_2^2 + x_1^2 x_2$ is not convenient, see Figure 7.
As we will show later, Newton non-degenerate and convenient polynomial have many nice properties. Some more examples are shown in Figure 8, and the properties for the underlying physical theories are:

(1) The theories described by polynomial \( f = x^N + y^k \) are the \((A_{N-1}, A_{k-1})\) theories \[32\]. Here \( x \) and \( y \) are both \( \mathbb{C} \) variables. Such theories can be engineered by the 6d \( A_{N-1} \) (2,0) theory on a sphere with one irregular singularity \[11\]. Some physical data of these theories are: (a) The dimension of charge lattice is \( \mu = 2r + f = (N - 1)(k - 1) \), here \( r \) is the dimension of Coulomb branch and \( f \) is the number of mass parameters; (b) the number of mass parameters \( f \) is given by the interior lattice points on the red boundary.

(2) The theories described by the polynomial \( f = x^N + z^k \), where \( x \) is a \( \mathbb{C} \) variable and \( z \) is a \( \mathbb{C}^* \) variable, have a \( SU(N) \) flavor symmetry, and can be engineered by the 6d \( A_{N-1} \) (2,0) theory on a sphere with one irregular singularity and one full type regular singularity \[11\]. The physical data is summarized as follows: (a) The dimension of charge lattice is \( \mu = 2r + f = (N - 1)(k - 1) \); (b) the number of mass parameters \( f \) is given by the interior lattice points on the red boundary. In the example described in the figure, we have two red boundaries.

(3) The theories described by polynomial \( f = x^N + x^{n_1} z^b \), where \( x \) is a \( \mathbb{C} \) variable and \( z \) is a \( \mathbb{C}^* \) variable, have \( SU(N) \times U(n_1) \) flavor symmetry, which are found in \[30\] using a 6d (2,0) construction. This polynomial is not Newton non-degenerate, but the physical spectrum found in \[30\] suggests that we should consider Newton polyhedron shown in Figure 8 instead.
Figure 8: The Newton polyhedron for three polynomial functions. Left: Here \( f = x^N + y^k \) and both \( x \) and \( y \) are \( \mathbb{C} \) variable; Middle: Here \( f = x^N + z^k \), and \( x \) is a \( \mathbb{C} \) variable and \( z \) is a \( \mathbb{C}^* \) variable; Right: Here \( f = x^N + x^n z^b + z^b \), and \( x \) is a \( \mathbb{C} \) variable and \( z \) is a \( \mathbb{C}^* \) variable.

The Newton polyhedrons of the second and third example are not convenient. In practice, we often perform a coordinate transformation of the form \( x = x' z \), and consider a different Laurent polynomial (take case 2 as an example):

\[
f = x'^N + z^{k-N} + \frac{a^N}{z^N}
\]

Notice that here we always need to turn on a deformation parameterized by \( a \), so that the polynomial is convenient. The New polyhedron for the case two and three are shown in figure 9.

Figure 9: The Newton polyhedron for the Argyres-Douglas matter. It is convenient and non-degenerate if we turn on generic deformation.

Constraints on polynomials. What kind of polynomials would give us SW geometry
of a four dimensional $\mathcal{N} = 2$ theories? If $f$ is quasi-homogeneous, we might use the 4d/2d correspondence to give a constraint [33]: i.e., the corresponding 2d Landau-Ginzburg model based on $f$ should have a central charge $\hat{c} \leq 2$. For a $\mathbb{C}^*$ variable, its contribution to the 2d central charge would be 1, and a $\mathbb{C}$ variable would contribute to $1 - 2q$ with $q$ the weight of the variable. If our polynomial is given by $f : (\mathbb{C}^*)^n \times \mathbb{C}^m \to \mathbb{C}$, the central charge of 2d model would be

$$\hat{c} = n + \sum_{i=1}^{m} (1 - 2q_i).$$

If we require $\hat{c} < 2$, we have the following.

- There is at most one $\mathbb{C}^*$ variable. If there is a $\mathbb{C}^*$ variable, the contribution to central charge of other $\mathbb{C}$ variables should be less than one, which implies that they form a $ADE$ singularity.
- If all the variables are $\mathbb{C}$ variables ($n = 0$), the constraint is

$$\sum_{i=1}^{m} (1 - 2q_i) < 2 \iff \sum_{i=1}^{m} q_i - 1 > \frac{m - 4}{2}.$$

Here we take $m$ to be even, so that the middle homology has a symplectic pairing (which would give the Dirac pairing for the BPS particles). For $m = 2$, there is no constraint; For $m = 4$, the constraint is $\sum_{i=1}^{m} q_i > 1$ and the list of such polynomials can be found in [12]. For $m \geq 6$, there are very fewer possibilities, see [34] for some interesting examples.

We now give a general criterion for whether a polynomial (actually its Newton polyhedron with respect to infinity) gives a SW geometry for a 4d $\mathcal{N} = 2$ theory.

- If $n + m = 2$, the only constraint is $n \leq 1$.
- If $n + m = 4$. There are two constraints. (a) $n \leq 1$; (b) there is no interior point in the Newton polyhedron of $\Delta(f)$; (c) if $n = 1$, the $\mathbb{C}$ variable part of the polynomial should be of the $ADE$ type.

Later on, we will give an explanation of this fact using Hodge structure of the variety defined by $f$. A generalization to arbitrary $n, m$ will be given there.

**Deformations.** Let us start with a Newton non-degenerate and convenient Laurent polynomial $f$ which gives SW geometry for 4d $\mathcal{N} = 2$ theory. The deformations of the polynomial is captured by the Jacobian algebra of $f$:

$$J_f = \frac{\mathbb{C}[x_1, \ldots, x_n, x_{n+1}, \ldots, x_{n+m}]}{\{x_1 \frac{\partial f}{\partial x_1}, \ldots, x_n \frac{\partial f}{\partial x_n}, \frac{\partial f}{\partial x_{n+1}}, \ldots, \frac{\partial f}{\partial x_{n+m}}\}};$$

(2.1)

The deformed polynomials are

$$F_\lambda = f + \sum_{i=1}^{\mu} \lambda_i \phi_i$$

(2.2)

where $\mu$ is the dimension of Jacobi algebra, the images of $\phi_i$ form a basis of $J_f$. When $f$ is quasi-homogeneous, we can assign a scaling dimension to $\lambda_i$ as follows [33]:

$$[\lambda_i] = \frac{2(1 - q_i)}{2 - \hat{c}};$$

(2.3)
Here $q_i$ are the weights of $\phi_i$ under $\mathbb{C}^*$ action. The parameters $\lambda_i$ are identified with the parameters of Coulomb branch, and are classified as follows:

1. Marginal deformations: if $[\lambda_i] = 0$.
2. Relevant deformations: if $0 < [\lambda_i] < 1$.
3. Mass deformations: if $[\lambda_i] = 1$.
4. Coulomb branch moduli: if $[\lambda_i] > 1$.
5. Irrelevant deformation: if $[\lambda_i] < 0$.

We are particularly interested in the relevant deformations, mass deformations, and the Coulomb branch moduli, as they would not change the UV theory. These deformations have a nice geometric descriptions: they are associated with the so-called under-diagram deformations, namely, the monomials $\phi_\alpha$ are under the boundary of the Newton polyhedron in the region $x_i > 0$ (here $x_i$ is the $\mathbb{C}$ variable). The marginal deformation is associated with the lattice points on the boundary of Newton polyhedron.

The interesting deformation gives the following SW geometry:

$$F_\lambda = f + \sum_{i=1}^{\mu_1} \lambda_\alpha \phi_\alpha; \quad (2.4)$$

Here $\mu_1$ is the total number of relevant/marginal, mass, and Coulomb branch moduli. The full SW geometry could be regarded as giving a polynomial

$$F : U \times \mathbb{C}^{\mu_1} \to \mathbb{C}^{\mu_1} \times \mathbb{C}, \quad (2.5)$$

and the map is given by

$$F : (z_i, \lambda_\alpha) = (\lambda_\alpha, F(z_i, \lambda_\alpha)). \quad (2.6)$$

The above polynomials will be the fundamental objects of this paper.

**Polynomial or hypersurface.** In the usual study of Seiberg-Witten solution, one has a hypersurface fibered over Coulomb branch. In our study, we find that it is better to attach a polynomial map $f_\lambda : U \to \mathbb{C}$ for each vacuum, and the usual hypersurface can be recovered by considering the fiber at point zero $f_\lambda^{-1}(0)$.

**Complete intersection.** Up to this point, we only consider the SW geometry defined by a polynomial over an affine space. However, there are lots of $\mathcal{N} = 2$ theories whose SW geometry can not be described by a polynomial: their SW geometries are given by more general geometry such as complete intersections. Namely, we have map $f : \mathbb{C}^n \times \mathbb{C}^m \to \mathbb{C}^k$. The case $f : \mathbb{C}^5 \to \mathbb{C}^2$ with a $\mathbb{C}^*$ action is studied in [26, 27]. One can similarly attach a Newton polyhedron for the complete intersection, etc.
3 IR theory: generic vacua

The SW geometries of a large class of $\mathcal{N} = 2$ theories can be described by polynomial maps $F : U \times \mathbb{C}^{m_1} \to \mathbb{C}^{m_1} \times \mathbb{C}$. In most examples, $U$ is the affine variety $\mathbb{C}^{n} \times \mathbb{C}^{m}$. We shall consider this case exclusively.

The low energy theory on the Coulomb branch is then determined by a polynomial

$$F(x; \lambda) = f(x) + \sum_{\alpha=1}^{m_1} \lambda_\alpha \phi_\alpha(x); \quad (3.1)$$

where $f(x)$ is a polynomial (which determines the Newton polyhedron), $\lambda_\alpha$ are parameters of the relevant deformations, marginal deformations, mass deformations, and deformations by Coulomb branch moduli. The map is then given by

$$(x, \lambda_\alpha) \mapsto (\lambda_\alpha, F(x, \lambda_\alpha)).$$

We would like to extract low energy physics from topologies of these polynomial maps. This is related to the fiber at $t = 0$ and its nearby fibers. This is one of the crucial points of this paper: the low energy physics is not completely determined by the hypersurface at a particular vacuum but by both the singular fiber and the nearby fibers.

First, for given physical parameters $\lambda_\alpha$, we would like to determine whether it is a generic vacuum or special vacuum. This question is related to how the topology of the fibers $F^{-1}(\lambda, t)$ change with the parameters $\lambda$ and $t$. Vaguely, if the topology changes at a particular parameters $(\lambda_0, 0)$, it is a special vacuum, otherwise, it is a generic vacuum. We shall make this precise in §3.1.

In this section, we would like to discuss the physics associated with generic vacua, where the low energy physics is given by abelian gauge theories. As we discussed in the introduction, the cohomology group of the fiber $F^{-1}(\lambda, t)$ itself is not enough to determine the low energy physics, one needs to know the mixed Hodge structure defined on the cohomology group. The MHS is useful in that: (1) It can help us distinguish the cycles relevant for the flavor central charge from that of the electric-magnetic central charge; (2) One can define an abelian variety from the cohomology group, which is necessary from the unitarity requirement of the low energy interaction.

3.1 Topology of polynomial maps and vacua type

Fix the deformation parameters $\lambda$. We have a polynomial map $F : U \to \mathbb{C}$. Physically, this means that we study a particular deformation of the theory parameterized by the coordinate $t$ (in many cases, this parameter has largest scaling dimension and is the most important deformation).

Let us review some basic facts about the topology of polynomial maps \[35\]. Let $F : \mathbb{C}^{n} \times \mathbb{C}^{m} \to \mathbb{C}$ be a polynomial map. We shall be concerned with the topology of the fibers of $F$. It is known that there is a finite subset $\alpha_F = \{b_1, \ldots, b_s\}$ of $\mathbb{C}$ such that

$$F : F^{-1}(\mathbb{C} - \alpha_F) \to \mathbb{C} - \alpha_F$$
is a (topologically) locally trivial fibration. We shall assume that $\alpha_F$ is the smallest possible such subset, and call it the set of atypical values. A point $c \in \mathbb{C} - \alpha_F$ is thereby called a typical value of the function $F$. See Figure 10.

**Figure 10:** A family of hypersurfaces associated with the polynomial map $F$. Here the typical value $c$ on the $\mathbb{C}$ plane means that locally around $c$, the fibration is locally trivial.

The notion of an atypical value should not be confused with the notion of a “critical value”. By definition, a critical point of $F$ is a point in $\mathbb{C}^n \times \mathbb{C}^m$ where the differential $dF$ equals zero. If $P$ is a critical point of $F$, $c = F(P)$ is called a critical value. A critical value is necessarily an atypical value. But the converse is not true.

**Example [35].** Consider the polynomial $F(X,Y) = X^2Y - X$. Then $F$ has no critical points at all, but the topological type of the fiber $F_t = \{(x,y,t) : x^2y - x - t = 0\}$ could change when $t$ changes. When $t = 0$, $F_t$ is the union of two curves $(x = 0)$ and $(xy - 1 = 0)$; whereas if $t \neq 0$, $F_t$ is isomorphic to $\mathbb{C} - \{0\}$.

The cohomology of the typical fibers can be computed in terms of the so-called vanishing cycles. Consider for instance a polynomial map $F : \mathbb{C}^n \to \mathbb{C}$. We are interested in the cohomology of $X_c = F^{-1}(c)$ for a typical value $c$ of $F$. This will be described in terms of “vanishing cohomology groups”. Let $b$ be an atypical value of $f$. Then there is a small disk $\Delta_b$ centered at $b$ such that $\Delta_b - \{b\}$ consists of only typical values. For any $\eta \in \Delta_b - \{b\}$, there is a natural “specialization map”

$$H^q(X_b) \to H^q(X_\eta)$$

The cokernel is denoted by $V^q_b$, and is called the vanishing cohomology group near $b$. Now let $\alpha_F = \{b_1, \ldots, b_m\}$ be the set of atypical values of $F$. Let $c \in \mathbb{C} \setminus \alpha_F$ be a typical value, see Figure 11. Then we can draw paths $\gamma_1, \ldots, \gamma_m$ joining $c$ and $b_i$. If we choose $\gamma_i$ and $\Delta_{b_i}$ suitably, we can ensure that the path $\gamma_i$ is the only path in the above collection that intersect $\Delta_{b_i}$. 


Figure 11: The point $b_1$ and $b_2$ are atypical values. For typical value $c$, one has a path connecting $c$ and $b_1$, and along the path, some of the cycles on the typical fiber vanishes at $b_1$. The cohomology group of the typical fiber can be computed from the vanishing cohomology along these paths.

Since $F$ is a locally trivial fibration away from $\alpha_F$, we know that parallel transport along $\gamma_i$ gives rise to an isomorphism between the cohomology group $H^q(X_c)$ and $H^q(X_{\eta_i})$ for any $\eta_i \in \Delta_{b_i}$. Thus, we have a surjective map $H^q(X_c) \to V^q_{b_i}$. Summing over all $i$, we get a surjective map

$$H^q(X_c) \to \bigoplus_{i=1}^m V^q_{b_i},$$

which is in fact an isomorphism. In other words, the cohomology of a typical fiber is the direct sum of the parallel transports of all vanishing cohomology groups. This fact links the cohomology of a generic fiber with that of vanishing cohomology.

We assumed the variety $U$ equals $\mathbb{C}^n$ to fix ideas. In case there exist $\mathbb{C}^*$-variables, then the formulation should be changed slightly. For a subvariety $Z$ of $U$, the primitive cohomology of $Z$ is the cokernel of

$$H^q(U) \to H^q(Z).$$

In the case when $U = \mathbb{C}^n \times \mathbb{C}^m$, the correct formulation is then the primitive cohomology of $Z$ equals the direct sum of the vanishing cohomologies.

Another useful fact for the cohomology of typical fiber is the relation to the so-called local Milnor fiber. Assume that $P$ is an isolated critical point of $F$, then Milnor’s Fibration Theorem asserts that there is a small ball $B$ centered around $P$, such that for all sufficiently small discs $\Delta^*$, the map $F : B \cap F^{-1}(\Delta^*) \to \Delta^*$ is a locally trivial fibration. Moreover, the fibers $F^{-1}(c) \cap B$ have the homotopy type of a bouquet of $\mu_p$ spheres, where $\mu_p$ is called the local Milnor number. The middle cohomology group has the following structure:
Let $F : \mathbb{C}^{n+1} \to \mathbb{C}$ be a polynomial. Let $\bar{\mu}$ be the sum of all the Milnor numbers of $F$ at isolated critical points of $F$. Then for all typical fiber, we have

$$H_q(F^{-1}(c)) \approx \mathbb{Z}^{\bar{\mu}} \oplus A$$

(3.2)

where $A$ is some finitely generated abelian group.

If $F$ has only isolated critical points, then the subgroup $A$ comes from the contribution of “vanishing cycles at infinity”. Again, with the presence of $\mathbb{C}^*$ variables, one should use “primitive homology”, i.e., the kernel of $H_q(F^{-1}(c)) \to H_q(U)$, instead of the usual homology.

If the parameter $\lambda$ is varying, we then get the map $F : \mathbb{C}^n \times \mathbb{C}^m \times \mathbb{C}^{\mu_1} \to \mathbb{C}^{\mu_1} \times \mathbb{C}$, where the coordinate of $\mathbb{C}^{\mu_1}$ is given by $\lambda_\alpha$, and that of $\mathbb{C}$ is given by $t$. We are then interested in the fibers $F^{-1}(\lambda, t)$. Similarly, the points on $\mathbb{C}^{\mu_1} \times \mathbb{C}$ could be classified as typical and atypical values. Let $F : \mathbb{C}^n \times \mathbb{C}^m \times \mathbb{C}^{\mu_1} \to B = \mathbb{C}^{\mu_1} \times \mathbb{C}$ be a polynomial map. Let $X_{\lambda,t}$ be the fiber $F^{-1}(\lambda, t)$. Then the sheaf $R^{n+m-1}F_*\mathbb{Q}$ (sheaf associated with the presheaf $V \mapsto H^{n+m-1}(F^{-1}(V), \mathbb{Q})$) is an algebraically constructible sheaf. This means that there is a collection of locally closed subvarieties $B_i$ of $B$ such that

1. $B = \bigsqcup_{i=0}^{m} B_i$,
2. $B_i \subset \overline{B_j}$ if $i > j$ (when these two conditions hold, we say $\{B_i\}$ is a stratification of $B$), such that $R^{n+m-1}F_*\mathbb{Q}|_{B_j}$ is locally constant. In particular, $B_0$ is a Zariski open subvariety of $B$. Points in $B_0$ are called typical values of the function $F$. Points in $B \setminus B_0$ are called atypical values of $F$. In particular, atypical values form a proper Zariski closed subset of $\mathbb{C}^{\mu_1} \times \mathbb{C}$.

Again, a critical value is necessarily an atypical value, but a regular value could equally be atypical. A useful fact for us is: since $R^{n-1}F_*\mathbb{Q}|_{B_0}$ is locally constant, its stalk at a typical value $c = (\lambda, t) \in B_0$ is equal to the cohomology of the fiber: $H^{n+m-1}(X_{\lambda,t})$. The above fact is in general not true for atypical fibers.

Let us now relate the above discussion of topology of the polynomial map to the IR physics of the corresponding $\mathcal{N} = 2$ theory:

- **The typical fiber at** $(\lambda, 0)$ **describes the generic vacua of** $\mathcal{N} = 2$ **theory, while the atypical fiber at** $(\lambda, 0)$ **describes special vacua.**

Next, we introduce a special type of polynomial called “tame” polynomial, and for these polynomials the atypical value is the same as the critical value, which will simplify our computations significantly. This definition is quite involved [35], and in practice not easy to check. But in our situation, Newton non-degenerate and convenient polynomials will turn out to be tame [35, 36]. As we saw in the examples given in last section, these polynomials give a large class of SW geometries.

We summarize some of the useful properties of topologies of tame polynomials.

1. The atypical value of a tame polynomial is the same as the critical value.
(2) For tame polynomial, the only non-trivial cohomology of a tame polynomial is the middle cohomology group.

(3) For the tame polynomials, the stalk of $R^{n+m-1}F_Q$ at an arbitrary point is equal to the cohomology of the fiber.

In Sections 3, 4, 5, we shall consider exclusively Seiberg–Witten geometries associated with tame polynomials.

Consider a typical fiber associated with a Newton non-degenerate and convenient polynomial. We would like to extract the physical information from the variety defined by $F_\lambda(x) = 0$. We face the following challenges:

(1) The central charge of the BPS particles should be given by the periods of integral of SW differential. The central charge contains the electric-magnetic charge for the $U(1)^r$ gauge groups, and flavor charges. The question is: how can we distinguish the electric-magnetic charge and flavor central charge in the cohomology group? How can we find a SW differential whose periods would give us the central charge?

(2) The low energy photon couplings are identified with the complex structure of the variety and should have a positivity property. In fact, there is an abelian variety fibration over the Coulomb branch moduli space [13]. In the compact curve case, this abelian variety is given by the Jacobian of the curve. How to define an abelian variety from the cohomology groups of fibers which are non-compact?

(3) Finally, as we vary the parameters of the Coulomb branch moduli, we should get a special Kahler geometry, a strong physical constraint. The key question is to find a Seiberg-Witten differential.

In this section, we will answer the first two questions by using the mixed Hodge structure defined on cohomology groups of the open smooth variety. The construction of Seiberg-Witten differential will be given in 7.

### 3.2 Mixed Hodge structure

In this subsection, we recall the concept of a mixed Hodge structure. The reader with physics background might already be familiar with the Hodge decomposition of the cohomology group of a compact Kähler manifold, see [37].

On a compact Kähler manifold (e.g., a projective algebraic variety) $M$, there exists a canonical decomposition (called the Hodge decomposition) on the cohomology group:

$$ H^n(M, \mathbb{Q}) \otimes \mathbb{C} \cong \bigoplus_{p+q=n} H^{p,q}(M). $$

Under the complex conjugation induced on the second tensor factor, the conjugate of the subspace $H^{p,q}(M)$ is $H^{q,p}(M)$.

The Hodge decomposition is already crucial for understanding compact Riemann surfaces. For a connected compact Riemann surface $C$, the above theorem implies that the rank $b_1$ of $H^1(C, \mathbb{C})$ is necessarily even, the space $H^1(C, \mathbb{C})$ splits into a direct sum
$H^{1,0}(C) \oplus H^{0,1}(C)$ in a way that the two summands are conjugate to each other. It can be shown that $H^{1,0}$ is the space of holomorphic one forms. So we can write $b_1 = 2g$. The number $g$, called the genus of $C$, is the number of linearly independent holomorphic 1-forms on $C$. A classical theorem of Torelli says that the abelian group $H^1(C, \mathbb{Z})$, the above Hodge decomposition, and the intersection pairing on $H^1(C, \mathbb{Z})$ completely determines the complex structure of the Riemann surface $C$.

**Pure Hodge structure.** A pure Hodge structure is an abstraction of above decomposition of compact Kähler manifold. By definition, a pure Hodge structure of weight $n$ consists of a lattice $H^n$ together with a decomposition:

$$H^n := H^n \otimes \mathbb{C} = \bigoplus_{p+q=n} H^{p,q},$$

such that the complex conjugation of $H^{p,q}$ equals $\overline{H^{q,p}}$.

Hodge structure can be equivalently given in terms of its Hodge filtration. The $p$th Hodge filtration is $F^p = \bigoplus_{p' > p} H^{p',n-p'}$, thus $F^0 = H, \ldots, F^{n-1} = H^{n,0} \oplus H^{n-1,1}, F^n = H^{n,0}$, and we have

$$H^n = F^0 \supset \cdots \supset F^n,$$

for each $p$, we have

$$H = F^p \oplus \overline{F^{n-p+1}}, \quad (3.3)$$

and finally the Hodge decomposition can be recovered by

$$H^{p,q} = F^p \cap \overline{F^q}. \quad (3.4)$$

**Example.** A trivial example is the “Tate structure” $\mathbb{Z}(m)$, where $m$ is an integer. This is a pure Hodge structure of weight $-2m$ of one dimensional lattice. The ambient abelian group is $(2\pi \sqrt{-1})^m \mathbb{Z}$, and upon tensoring with $\mathbb{C}$ all the $(p,q)$-components are zero unless $(p,q) = (-m,-m)$. So

$$H = H^{-m,-m}. \quad (3.5)$$

For example, the pure Hodge structure associated with $H^2(\mathbb{P}^1)$ (one dimensional vector space) is of weight 2, but it has no $(2,0)$ and $(0,2)$ parts, and it has only $(1,1)$ part. Thus $H^2(\mathbb{P}^1)$, as a Hodge structure, is isomorphic to the Tate structure $\mathbb{Q}(-1)$.

In general, if $H$ is a Hodge structure of weight $n$, we use $H(m)$ to denote the tensor product $H \otimes \mathbb{Q} \mathbb{Q}(m)$. This is a Hodge structure of weight $n-2m$. This is called $m$th Tate twist of $H$.

**Polarized Hodge structure.** A polarized Hodge structure of weight $n$ is an HS $\{H^n, F^\bullet\}$ together with a non-degenerate integral bilinear form

$$S : H^n \times H^n \to \mathbb{Z} \quad (3.6)$$

This bilinear form is symmetric for $n$ even, and antisymmetric for $n$ odd, and satisfying following Riemann bilinear relations (first and second):

$$S(H^{p,q}, H^{p',q'}) = 0 \text{ if } (p', q') \neq (q, p)$$

$$\sqrt{-1}^{p-q} S(\psi, \overline{\psi}) > 0 \text{ for } \psi \in H^{p,q}, \psi \neq 0 \quad (3.7)$$
In terms of Hodge filtration, the bilinear relations are:

\[
S(F^p, F^{n-p+1}) = 0, \\
S(C\psi, \psi) > 0 \text{ for } \psi \neq 0
\]  

(3.8)

Here \(C : H \rightarrow H\) is the Weil operator \(C|_{H^{p,q}} = i^{p-q}\).

Geometrically, a polarization is induced by an integral Kähler form \(\omega\) on a projective manifold \(M\) and the usual cup product on the cohomology: for differential \(n\) forms \(v\) and \(w\), define

\[
S(v, w) = (-1)^{n(n-1)/2} \int_M \omega^{\dim M-n} \wedge v \wedge w.
\]

This induces a polarization on the Hodge structure of the so-called “primitive cohomology” [37, p.122]. This is known as the first and second Hodge–Riemann bilinear relations.

Mixed Hodge structure. The above story works well for smooth projective varieties. It is natural to ask what extra structure of the same flavor can be put on a singular or open variety. In his dissertation “Théorie de Hodge, II et III”, Pierre Deligne introduced a new structure called mixed Hodge structure, see [15]. A mixed Hodge structure (MHS) is a triple \((H, W_\bullet, F^\bullet)\), where \(W_\bullet\) is a finite increasing filtration on \(H_\mathbb{Q} = H_\mathbb{Z} \otimes \mathbb{Q}\), and \(F^\bullet\) is a finite decreasing filtration on \(H = H_\mathbb{Z} \otimes \mathbb{C}\), so that the induced filtration on the quotient \(\text{Gr}_k^W = W_k/W_{k-1}\) defines a HS of weight \(k\). Here \(F^p\text{Gr}_k^W H = (F^p \cap W_k + W_{k-1})/W_{k-1}\).

(3.9)

Given a MHS \((H, W_\bullet, F^\bullet)\), \(F^\bullet\) is called the Hodge filtration, and \(W^\bullet\) is called weight filtration. Let \(H^{p,q} = \text{Gr}_F^p(\text{Gr}_{p+q}^W H \otimes \mathbb{C})\), then \(\text{Gr}_k^W H \otimes \mathbb{C} = \oplus_{p+q=k} H^{p,q}\). The number \(h^{p,q} = \dim H^{p,q}\) is called Hodge numbers.

If there are two MHS \(H\) and \(H'\), then a map \(\varphi : H \rightarrow H'\) is called morphism of type \((r, r)\), if \(\varphi(H_{\mathbb{Z}}) \subset H'_{\mathbb{Z}}, \varphi(W_k H) \subset W_{k+2r} H', \) and \(\varphi(F^p H) \subset F^{p+r} H'\). The map \(\varphi\) is called a morphism of mixed Hodge structures if it is of type \((0, 0)\).

Example. Let \(P\) be a smooth projective variety. Let \(D \subset P\) be a nonsingular hypersurface. Set \(U = P - D\). Denote by \(j\) the inclusion map

\[
j : U = P - D \rightarrow P.
\]  

(3.10)

Then there is a long exact sequence of cohomology groups

\[
\cdots \rightarrow H^i(P) \rightarrow H^i(U) \rightarrow H^{i+1}(P, U) \rightarrow \cdots.
\]

By excision, the cohomology of the pair \((P, U)\) is the same as the pair \((N, N - D)\), where \(N\) is the normal bundle of \(D\) inside \(P\). The “Thom isomorphism” in algebraic topology implies that

\[
H^{i+1}(P, U) \cong H^{i+1}(N, N - D) \cong H^{i-1}(D) \otimes \mathbb{Z}(-1)
\]
Here we include a Tate twist so that it is an isomorphism of Mixed Hodge Structure. We get a Gysin sequence

$$
\cdots \to H^{k-1}(U) \xrightarrow{	au} H^{k-2}(D) \xrightarrow{i_*} H^k(P) \xrightarrow{j^*} H^k(U) \to \cdots .
$$

Here \(r\) is the topological residue map; in rational cohomology it is the transpose of the “tube over cycle map” \(\tau : H_{k-2}(D; \mathbb{Q}) \to H_{k-1}(U, \mathbb{Q})\), which associates to the class of a cycle \(c\) in \(D\) the class of the boundary in \(U\) of a suitable small tubular neighborhood of \(c\). The map \(i_*\) is the Gysin map associated to \(i\), namely, we have the restriction map \(H^i(P) \xrightarrow{i} H^i(D)\), and the Poincare dual gives the map \(H^{2n-i}(P) \xrightarrow{j_*} H^{2n-2-i}(D)\). Here we used the fact that the real dimension of \(D\) is \(2n - 2\), and that of \(P\) is \(2n\).

From the displayed exact sequence we see that \(H^i(U)\) has two pieces of different weights: the piece \(W_i = \text{Im}(H^i(P) \to H^i(U))\), which should inherit the weight of \(H^i(P)\), namely \(i\). Set \(W_{i+1} = H^i(U)\). Then the quotient \(W_{i+1}/W_i\) is then a subspace of \(H^{i-1}(D)(-1)\), which has weight \(i + 1\). This suggests that in general on a nonsingular algebraic variety \(U\) there should be more than one weight appearing in its cohomology.

In general, Deligne proved that the cohomology group of any open smooth algebraic variety carries a MHS, and the nontrivial weights on \(H^m(U)\) are in the range \([m, 2m]\).

**Example.** Consider \(H^1\) of an open curve \(\tilde{C}\) which is described by a genus \(g\) curve with \(m\) points removed, its MHS is given in table 1.
Figure 12: An open curve derived by removing $m$ points of genus $g$ compact curve. The weight two part of $H^1$ is associated with the cycles around the removed points, and the weight one part is associated with the cycles $\gamma_1$ and $\gamma_2$.

The above result can be computed using the exact sequence (3.2) (here we take $P = C$ a compact genus $g$ curve, and $D = m$ points, so $U = P - D = \tilde{C}$).

$$0 \rightarrow H^1(C) \rightarrow H^1(U) \rightarrow H^0(m \text{ pts})(-1) \rightarrow H^2(C) \rightarrow 0$$

Notice that there is a Tate twist for the cohomology group of $H^0(m \text{ points})$, so it gives a weight 2 piece of $H^1(U)$; the weight 1 piece of $H^1(U)$ is then given by $H^1(C)$ of compact curve $C$, see figure.12.

3.3 Computations

For a four dimensional $N = 2$ theories, the charge lattice has rank

$$d = 2r + f$$

(3.11)

Here $r$ is the dimension of Coulomb branch moduli (or the rank of abelian gauge groups at a generic vacuum) and $f$ is the number of flavor symmetries. This rank should be equal to the middle (primitive) cohomology of the variety $X$ in the SW geometry associated with the vacuum

$$d = H^n(X)$$

(3.12)

In this subsection, we shall explain how to determine the Hodge numbers of the MHS on $H^n(X)$. For curves, we can compute MHS using resolution of singularity and the result of last subsection. More generally, we can compute MHS from the combinatorial data of the Newton polyhedron associated with the polynomial.

Direct computation

One can compute the MHS for an arbitrary smooth curve $C$ defined by $f(x, y) = 0$ using following strategy (here $x$ and $y$ are $\mathbb{C}$ variables):
First we consider a projective completion \( \overline{C} \) of \( C \) which is given by a homogenous polynomial \( F(x, y, z) \) (\( F(x, y, z) \) is the homogenization of \( f(x, y) \)). This procedure will typically add some extra points called points at infinity.

(2) The points at infinity might be singular points of \( \overline{C} \), and we resolve them (using blow-up, see appendix) to get a smooth curve \( \tilde{C} \). The Hodge numbers of \( H^1(C) \) are

\[
h^{1,0}(H^1(C)) = h^{0,1}(H^1(C)) = g(\tilde{C}), \quad h^{1,1}(H^1(C)) = m - 1 \tag{3.13}
\]

Here \( m \) are the number of points removed from \( \tilde{C} \). The details of the computation of these numbers are given in appendix.

Example. Consider the affine curve \( C \) given by \( f = x^n + y^n + 1 \). The corresponding projective curve \( \overline{C} \) is cut out by \( F(x, y, z) = x^n + y^n + z^n \), and is smooth. Its genus is \( g = \frac{(n-1)(n-2)}{2} \). The points added at infinity is given by the solution of the equation \( F(x, y, 0) = x^n + y^n = 0 \), and there are \( n \) points \( (x, y) = (1, y_i), i = 1, \ldots, n \) with \( y_i^n = -1 \). So the Hodge numbers are

\[
h^{1,0} = h^{0,1} = \frac{(n-1)(n-2)}{2}, \quad h^{1,1} = n - 1 \tag{3.14}
\]

The number of Coulomb branch moduli is \( r = \frac{(n-1)(n-2)}{2} \), and the rank of flavor symmetries is given by \( f = n - 1 \). This agrees with the physical result derived in [11].

Combinatorial formulas

The MHS of a smooth hypersurface can be computed using the combinatorial data of Newton polyhedron, see [38]. We apply their results to the polynomials relevant to 4d \( \mathcal{N} = 2 \) theories.

We begin by reviewing their formulas. Generalizing the notion of Euler characteristic, for each pair of integers \( (p, q) \), we introduce the following invariant of algebraic variety \( X \):

\[
e^{p,q}(X) = \sum_k (-1)^k h^{p,q}(H^k_c(X)) \tag{3.15}
\]

Here \( H^k_c(X) \) is the \( k \)-th compactly supported cohomology (if \( X \) is nonsingular, then as a Hodge structure, the compactly supported cohomology is isomorphic to \( H^{n-k}(X)^* \otimes \mathbb{Q}(-2n) \)), and \( h^{p,q} \) is the Hodge number defined using MHS. In our case, we only need to consider middle cohomology group or maximal cohomology group, so \( k = n - 1 \) (the complex dimension of the fiber is \( n - 1 \)). Thus (for \( p + q \leq n - 1 \)):

\[
e^{p,q}(X) = (-1)^{n-1} h^{p,q}(H^{n-1}_c(X)) \tag{3.16}
\]

Hence, knowing the information of \( e^{p,q}(X) \) is the same as knowing the Hodge numbers of the compacted support middle cohomology group, and the information of the usual middle cohomology group is found using Poincare duality.

Consider a smooth hypersurface \( Z \) in \( \mathbb{C}^n \), and its associated Newton polyhedron is \( \Delta \). We have

\[
e^{p,q}(Z) = \sum_I e^{p,q}(Z_I). \tag{3.17}
\]
Here we sum over the index set \( I \subset \{1, \ldots, n\} \), and \( Z_I \) is the hypersurface defined by the equation \( f_I = 0 \) in the algebraic torus \((\mathbb{C} \setminus \{0\})^{\left|I\right|}\). So the Hodge number of the hypersurface in \( \mathbb{C}^n \) is known once we know the formula for the hypersurface in \( \mathbb{C}^{n} \times \mathbb{C}^{*} \), which is computed in [38].

The generalization to a hypersurface in \( \mathbb{C}^{*n} \times \mathbb{C}^m \) is the following: for the formula 3.17, the set \( I \) is \((1, \ldots, m)\), namely we consider hypersurfaces \( f_I \) in \( \mathbb{C}^{*n} \times \mathbb{C}^{*I} \). Instead. In the sum of 3.17, only \( \mathbb{C} \) variable in the polynomial \( f \) can be set to zero.

The Hodge numbers for the middle cohomology \( H^{n-1}_c(Z) \) (Here \( Z \) is a hypersurface in \( \mathbb{C}^n \)) can be computed using the combinatorial data of the Newton polytope, see table. 2, 3 and 4. These tables can be used to compute MHS for arbitrary polynomials in dimension less or equal four.

### Table 2

| \( h^{0,1} \) | \( l^*(\Delta) \) |
|-------------|------------------|
| \( h^{0,0} \) | \( \Pi - 1 \) |
| \( h^{1,0} \) | \( l^*(\Delta) \) |

**Table 2:** Here \( \Delta \) is a two dimensional polytope, and \( \Pi \) denotes the number of integral points in the 1-skeleton of \( \Delta \).

### Table 3

| \( h^{0,2} \) | \( l^*(\Delta) \) |
|-------------|------------------|
| \( h^{0,1} \) | \( \sum \Gamma l^*(\Gamma) \) |
| \( h^{0,0} \) | \( \Pi - 1 \) |
| \( h^{1,0} \) | \( \sum \Gamma l^*(\Gamma) \) |
| \( h^{2,0} \) | \( l^*(\Delta) \) |

**Table 3:** Here \( \Delta \) is a three dimensional polytope, \( \Gamma \) is the two dimensional face of \( \Delta \), and \( \Pi \) denotes the number of integral points in the 1-skeleton of \( \Delta \). Here \( h^{1,1} = l^*(2\Delta) - 4l^*(\Delta) \).

### Table 4

| \( h^{0,3} \) | \( l^*(\Delta) \) |
|-------------|------------------|
| \( h^{0,2} \) | \( \sum \Gamma l^*(\Gamma) \) |
| \( h^{0,1} \) | \( \sum F l^*(F) \) |
| \( h^{0,0} \) | \( \Pi - 1 \) |
| \( h^{1,0} \) | \( \sum \Gamma l^*(\Gamma) \) |
| \( h^{2,0} \) | \( \sum F l^*(F) \) |
| \( h^{3,0} \) | \( l^*(\Delta) \) |

**Table 4:** Here \( \Delta \) is a four dimensional polytope, \( \Gamma \) is the three dimensional face of \( \Delta \), and \( F \) is the two dimensional face, while \( \Pi \) is the one dimensional face. We have \( h^{2,1} = l^*(2\Delta) - 5l^*(\Delta) - \sum l^*(\Gamma) \), and \( h^{1,1} = l(2\Delta) - l^*(2\Delta) - 5l(\Delta) + 5l^*(\Delta) + 10 + \sum \Gamma l^*(\Gamma) - \sum F l^*(F) \).

**Curve case.** Let \( f : \mathbb{C}^2 \to \mathbb{C} \) be a polynomial. Let \( \Delta \) be the Newton polyhedron of \( f \) at infinity. Then the zero locus \( Z \) of \( f \) defines a curve in \( \mathbb{C}^2 \). Assume that \( Z \) is smooth. The MHS for the cohomology \( H^1(Z) \) is given in the table 5.
Table 5: Here $\Delta$ is the two dimensional polytope, and $F$ denotes the one-dimensional boundary where no coordinate axis vanishes identically. Here $\ell^*(\Delta)$ denotes the interior points of $\Delta$.

Let us explain formulas in Table 5. According to formula 3.17, we have

\[
e^{1,0}(Z) = e^{1,0}(Z_{1,2}) + e^{1,0}(Z_1) + e^{1,0}(Z_0) = e^{1,0}(Z_{1,2}) \to h^{1,0}(X) = h^{1,0}(Z_{1,2}) = l^*(\Delta).
\]

(3.18)

We also have

\[
e^{0,0}(Z) = e^{0,0}(Z_{1,2}) + e^{0,0}(Z_1) + e^{0,0}(Z_2)
\]

(3.19)

and

\[
h^{0,0}(Z) = h^{0,0}(Z_{1,2}) - h^{0,0}(Z_1) - h^{0,0}(Z_2) = \Pi - 1 - (\Pi_x - 1) - (\Pi_y - 1) = \Pi - \Pi_x - \Pi_y + 1 = l^*(F)
\]

(3.20)

Here $Z_1$ is the hypersurface defined by the equation $f(x_1, 0)$ and $x_1 \neq 0$, and $Z_2$ is defined by $f(0, x_2)$ with $x_2 \neq 0$. $\Pi_x$ is the number of lattice points of $\Delta$ at $x$ axis, and similarly for $\Pi_y$. $F$ is the one dimensional boundary within first quadrant. The above formula gives rise to the number listed in table 5.

Notice that what the table computes are the Hodge number of the compact support cohomology, the MHS for ordinary cohomology is found using the Poincare duality.

Example. Consider the polynomial map $f = x^N + y^k$ (here $x, y$ are both $\mathbb{C}$ variables): We include the deformations so that the zero set of $f$ is smooth, see the Newton polyhedron in Figure 14. Assume the maximal common divisor for $(N, k)$ is $a$. The Hodge numbers are (using table 5)

\[
h^{1,0} = h^{0,1} = \frac{(N - 1)(k - 1) - a + 1}{2}, \quad h^{1,1} = a - 1.
\]

(3.21)

Here $h^{1,0}$ is the same as rank of the corresponding field theory, and $h^{1,1}$ is equal to the number of mass parameters.
Figure 13: The Newton polyhedron for $f = x^4 + y^6 + t$ (here $x, y$ are both $\mathbb{C}$ variable and $t$ is chosen so that $f = 0$ is smooth). The number of interior points is 7, and the number of point on the boundary in the first quadrant is 1. The Hodge numbers are $h^{1,0} = h^{0,1} = 7$, and $h^{1,1} = 1$.

Now we consider the polynomial map $f : \mathbb{C}^* \times \mathbb{C} \to \mathbb{C}$. We only consider the primitive cohomology of $Z = \{f = 0\}$. (in this case, we need to subtract the contribution from the ambient space). The primitive cohomology carries a MHS, which has a weight one part and a weight two part. The Hodge numbers are summarized in the table. 6.

| $h^{1,0}$ | $h^{1,1}$ | $h^{0,1}$ |
|-----------|-----------|-----------|
| $\ell^*(\Delta)$ | $l^*(F) + l^*(F_x)$ | $\ell^*(\Delta)$ |

Table 6: $\ell^*(\Delta)$ is the interior points of $\Delta$, $F$ is the one dimensional boundary where no coordinate vanishes identically, and $F_x$ is the boundary on the $x$ axis (here $x$ is a $\mathbb{C}$ variable).

We only need to explain $h^{0,0}$ for the compact support cohomology $H^1_c(Z)$ which is given by (assuming $y$ is the $\mathbb{C}^*$ variable). First, we have (using formula 3.17):

$$e^{0,0}(Z) = e^{0,0}(Z_{1,2}) + e^{0,0}(Z_2) = -(\Pi - 1 - (\Pi_y - 1)) = -(l^*(F) + l^*(F_x) + 1)$$ (3.22)

Here $Z_2$ is defined by the equation $f(0, x_2)$, and $F$ is the one dimensional boundary inside first quadrant, and $F_x$ is the boundary on the $x$ axis. We find that

$$h^{0,0}(H^1_c(Z)) = (l^*(F) + l^*(F_x) + 1)$$ (3.23)

The primitive part has one less dimension: $h^{0,0}(H^1_c(Z))_{prim} = l^*(F) + l^*(F_x)$, which gives the desired answer.

Example. Consider the polynomial map $f = x^N + z^k + \ldots$, here $x$ is a $\mathbb{C}$ variable and $z$ is a $\mathbb{C}^*$ variable; We include the deformations so that the zero set of $f$ is smooth, see the Newton polyhedron in Figure 14. Assume the maximal common divisor for $(N, k)$ is $a$. The Hodge numbers are (using formula in table. 6):

$$h^{1,0} = h^{1,0} = \frac{(N - 1)k - (a - 1 + N - 1)}{2}, \quad h^{1,1} = a - 1 + N - 1.$$ (3.24)
Here $h^{1,0}$ is the same as rank of the corresponding field theory, and $h^{1,1}$ is equal to the number of mass parameters.

![Figure 14](image)

**Figure 14:** The Newton polyhedron for $f = x^4 + z^6 + t$ (here $t$ is chosen so that $f = 0$ is smooth. The number of interior lattice points is 7, and the number of interior lattice points on two boundaries are 4 (not including the boundary of $z$ axis).

**Threefold case.** Let $f: \mathbb{C}^4 \to \mathbb{C}$ be a polynomial map. Let $\Delta$ be the Newton polyhedron of $f$ at infinity which is Newton non-degenerate. Then the zero locus $Z$ of $f$ defines a 3-fold in $\mathbb{C}^4$. Assume that $Z$ is smooth. Then the cohomology $H^3(Z)$ is a mixed Hodge structure which possibly has weights 3, 4, 5, 6. These numbers are summarized in the table. 7.

| $h^{0,3}$ | $h^{1,3}$ | $h^{2,3}$ | $h^{3,3}$ = 0 |
|----------|----------|----------|-------------|
| $\ell^*(\Delta)$ | $\sum_{2d} \ell^*(\Gamma')$ | $\sum_{2d} \ell^*(F')$ | $\ell^*(\Delta)$ |

Table 7: The Hodge numbers for $H^3(Z)$ of a smooth hypersurface $Z$ in $\mathbb{C}^4$. Here $l^*(\sigma)$ denotes the internal lattice points of a face $\sigma$. Here $\Gamma'$ denotes the three dimensional face where no coordinates vanish identically, similarly $F'$ denotes two dimensional face where no coordinates vanish identically.

Let us explain the entries in Table 7. We take $h^{1,0}(H^3_c(Z))^9$ as an example. Using formula 3.17, we have

$$h^{1,0}(Z) = h^{1,0}(Z_{1234}) - h^{1,0}(Z_{123}) - h^{1,0}(Z_{124}) - h^{1,0}(Z_{134}) - h^{1,0}(Z_{234}) + h^{1,0}(Z_{12}) + h^{1,0}(Z_{13}) + h^{1,0}(Z_{14}) + h^{1,0}(Z_{23}) + h^{1,0}(Z_{24}) + h^{1,0}(Z_{34}) = 
\sum_{2d} l^*(F) - \sum_{2d} l^*(\Gamma) + \sum_{2d} l^*(F) = \sum l^*(F')$$

In the last row, the first term consists of sum of the face of polytope $\Delta$, and the second term consists of sum of the face of the three dimensional polytope $\Delta_{ijk}$ (defined by setting

---

9This is equal to $h^{2,3}(H^3(Z))$ due to Poincaré duality.
one of the coordinate in $f$ to be zero), and finally the last term consists of sum of the two dimensional polytope $\Delta_{ij}$. Finally $F'$ is the two dimensional face of three dimensional face $\Gamma'$ where no coordinate vanishes identically. One can similarly get the result for $h^{2,0}(Z)$ (for the compactly supported cohomology).

Let us now impose the condition that $f$ should describe the SW geometry of a 4d $\mathcal{N} = 2$ theory. Then there is no internal points in $\Delta$ ($l^*(\Delta) = 0$), and also no internal points on $\Gamma'$ and $F'$ (This is true for quasi-homogeneous case with $\sum q_i > 1$ and we have to impose this for the general case); So $h^{3,0} = h^{0,3} = 0$, $h^{1,3} = h^{3,1} = 0$, and $h^{2,3} = h^{3,2} = 0$. The only non-trivial Hodge numbers are:

$$h^{1,2} = h^{2,1} = l^*(2\Delta) - \sum_I l^*(\Gamma),$$

$$h^{2,2} = -E + 1 - 2h^{1,2} = \sum_{I} (-1)^{|I|-1} |I||V_{\Delta_I}(\Delta_I)| - 2h^{1,2} + 1 \quad (3.26)$$

So we need to know the lattice points of polytope in order to compute $h^{1,2}$. Let us review some basic facts about lattice points of polytope. For a $d$ dimensional polytope $P$, we have following polynomials

$$i(P, n) = \# \{ nP \cap \mathbb{Z}^d \}$$

$$\tilde{i}(P, n) = \# \{ nP^o \cap \mathbb{Z}^d \} \quad (3.27)$$

Here $i(P, n)$ counts the lattice points of polytope $nP$, and $\tilde{i}(P, n)$ counts the interior lattice points of $nP$. $i(P, n)$ is a polynomial in $n$ and is called Ehrhart polynomial. Moreover, we have

$$\tilde{i}(P, n) = (-1)^d i(P, -n) \quad (3.28)$$

The Ehrhart polynomial takes the following form

$$i(P, n) = \text{Vol}(P)n^d + \ldots \quad (3.29)$$

In practice, once we know the polytope $P$ (One can use Macaulay2 [39] to compute it), we can compute $h^{1,2}$ and $h^{2,2}$ explicitly.

**Example.** Let us consider polynomial map given by $f = x^3 + y^3 + z^3 + w^3$. The corresponding Ehrhart polynomial is given by

$$i(P, n) = \frac{27}{8} n^4 + \frac{45}{4} n^3 + \frac{105}{8} n^2 + \frac{25}{4} n + 1. \quad (3.30)$$

and so

$$\tilde{i}(P, n) = \frac{27}{8} n^4 - \frac{45}{4} n^3 + \frac{105}{8} n^2 - \frac{25}{4} n + 1. \quad (3.31)$$

Now we use Ehrhart polynomial and formula (3.33) to compute the Hodge numbers: We have $h^{2,1} = h^{1,2} = \tilde{i}(P, 2) = 5$ (There is no contribution from the interior points of five faces of the polytope). To compute $h^{2,2}$, we need to compute the volume of various polytopes, and we have

$$E = -4! \frac{27}{8} + 4 \times 3! \frac{9}{2} - 6 \times 2! \frac{9}{2} + 4 \times 3 = -15 \quad (3.32)$$
So we find \( h^{2,2} = 6 \). The Coulomb branch spectrum of this theory can be found in [12], and the rank of Coulomb branch is 5, the number of mass parameter is 6. This gives the identification \( r = h^{1,2} \) and \( f = h^{2,2} \).

Now, let us consider a polynomial map \( f : \mathbb{C}^* \times \mathbb{C}^3 \to \mathbb{C} \) which is nondegenerate with respect to its Newton polyhedron. If we impose the condition that it describes the SW geometry of a 4d \( \mathcal{N} = 2 \) theory, then the non-trivial Hodge numbers are again \( h^{1,2} = h^{2,1} \) and \( h^{2,2} \), see formula (3.33). The formula for \( h^{1,1} \) and \( h^{1,2} \) is the same. One thing that we need to be careful is the formula for \( h^{2,2} \)

\[
\begin{align*}
    h^{1,2} &= h^{2,1} = l^*(2\Delta) - \sum_{\Gamma} l^*(\Gamma), \\
    h^{2,2} &= -E - 2h^{1,2} = \sum_{I} (-1)^{|I|-1} |I|!V(I)(\Delta_I) - 2h^{1,2} \\
\end{align*}
\]

(3.33)

We used the fact that \( h^3(X) = -E \) for the current case, and the sum in the second equation includes the set of \( \mathbb{C} \) variable. So we see that the formula for \( h^{1,2} \) is not changed, but the formula for \( h^{2,2} \) is changed, as we only consider the set \( I \subset \{1, 2, 3\} \) with \( x_1, x_2, x_3 \mathbb{C} \) variables, and there is a difference one because we only consider primitive cohomology.

**Example.** Consider the polynomial map given by \( f = x_1^2 + x_2^2 + x_3^3 + z^9 \), where \( z \) is a \( \mathbb{C}^* \) variable. The polytope is generated by four lattice points

\[
(0,0,0,0), (2,0,0,0), (0,2,0,0), (0,0,3,0), (0,0,0,9)
\]

(3.34)

and the Ehrhart polynomial is given by

\[
i(P, n) = \frac{9}{2} n^4 + \frac{27}{2} n^3 + 14n^2 + 6n + 1.
\]

(3.35)

So \( l^*(2\Delta) = \tilde{l}(P, 2) = i(P, -2) = 9 \) (no contribution), and the following two faces would also contribute to the computation:

\[
\Gamma_1 : (0,0,0,0), (2,0,0,0), (0,0,3,0), (0,0,0,9) \\
\Gamma_2 : (0,0,0,0), (0,2,0,0), (0,0,3,0), (0,0,0,9)
\]

(3.36)

The corresponding Ehrhart polynomial is \( i(\Gamma, n) = 9n^3 + \frac{27}{2} n^2 + \frac{13}{2} n + 1 \), so we find \( l^*(\Gamma_1) = l^*(\Gamma_2) = i(P, -1) = 1 \). This gives that \( h^{1,2} = 9 - 2 = 7 \). The Euler number of the hypersurface is

\[
E = -4\frac{9}{2} + 3!(6 + 9 \times 2) - 1 \times 2! \times \frac{27}{2} - 2 \times 2! \times 9 + 9 = -18
\]

(3.37)

so we find \( h^{2,2} = 4 \). This equals the number of mass parameters of the corresponding four dimensional \( \mathcal{N} = 2 \) model, see [11].

**Summary.** From explicit computation, we see that the weight filtration of middle cohomology \( H^{n-1}_{prim}(X) \) have two weights \( n - 1 \) and \( n \) (\( n = 2 \) or \( n = 4 \)) \(^{10}\). The weight \( n - 1 \) part has the Hodge decomposition \( Gr_W^{n-1}H^{n-1}(X) = H^{n-2}\mathbb{C} \oplus H^{n-1}\mathbb{C} \), while the weight \( n \) piece has the decomposition \( Gr_W^nH^{n-1}(X) = H^n\mathbb{C} \). Based on this fact, we would make the following statement:

\(^{10}\)Here the embedding dimension of hypersurface \( X \) is \( n \).
**Statement.** The weight $n-1$ piece of the primitive middle cohomology $H^{n-1}_{prim}(X)$ gives the electric-magnetic charge, and the weight $n$ part gives the flavor charge.

This result implies that dimension of weight $n$ part of MHS is equal to $2r$ where $r$ is the rank of the theory, and dimension of weight $n+1$ part of Mixed Hodge Structure is equal to $f$ which is the number of mass parameters. So the MHS would solve the problem regarding separating the electric-magnetic and flavor charges.

**Constraints on the Newton polyhedra.** If we require a hypersurface to have above type of MHS, then the Newton polyhedron for the polynomial $f: U \to \mathbb{C}$ is constrained. The constraints are as follows.

- **If the hypersurface is one dimensional, there is no constraint on $U$ and $f$.** $U$ can be either $\mathbb{C} \times \mathbb{C}$, $\mathbb{C} \times \mathbb{C}^*$, or $\mathbb{C}^* \times \mathbb{C}^*$. To describe the Coulomb branch of 4d $\mathcal{N} = 2$ theories, we require $U$ to be $\mathbb{C} \times \mathbb{C}$ or $\mathbb{C} \times \mathbb{C}^*$. The case $\mathbb{C}^* \times \mathbb{C}^*$ is relevant for the study of circle compactification of 5d $\mathcal{N} = 1$ SCFT.

- **If the hypersurface is three dimensional, there are strong constraints on $U$ and $f$.**

  1. If $U = \mathbb{C}^4$, the polytope $\Delta$ has to satisfy following condition: $l^*(\Delta) = 0, l^*(F') = 0, l^*(\Gamma') = 0$. Here $\Gamma'$ and $F'$ are the three dimensional face and two dimensional face, where no coordinate vanishes identically. In the quasi-homogeneous case, this implies that $\sum q_i > 1$, where $q_i$ are the weights of the coordinate $x_i$.

  2. Now let us consider $U$ consists of one $\mathbb{C}^*$ variable. To ensure $h^{3,0}$ to be zero, the polytope $\Delta$ should have no interior point. We now also have new constraint from vanishing of $h^{1,0}$ and $h^{2,0}$. Now $h^{1,0}$ and $h^{2,0}$ (of compactly supported cohomology) takes following form (see formula 3.25):

\[
h^{1,0}(Z) = \sum l^*(F') + \sum_{F \in \Delta_{123}} l^*(F), \quad h^{2,0} = \sum l^*(\Gamma') + l^*(\Delta_{123})
\]

Here $\Delta_{123}$ is the polytope formed from $f$ by setting the $\mathbb{C}^*$ variable to be zero. The vanishing of $h^{1,0}(Z)$ then implies $l^*(F) = 0, F \in \Delta_{123}$, which is a new constraint. Similarly, the vanishing of $h^{2,0}(Z)$ implies $l^*(\Delta_{123}) = 0$. For a quasi-homogeneous case, this implies that the polynomial $f_{123}$ (formed from $f$ by setting $\mathbb{C}^*$ variable to be zero):

\[
\sum_{i=1}^{3} q_i > 1
\]

If the sum of the weights are bigger than one, the polynomial $f_{123}$ is constrained to be ADE singularity.

We get above constraint by requiring the middle cohomology has only weight 3, and weight 4 pieces. We might further relax the constraints by requiring that each weight has only one type of Hodge numbers, then we have:

\[
\begin{align*}
h^{3,0} = 0, & \quad \rightarrow l^*(\Delta) = 0 \\
h^{2,0} = 0, & \quad \rightarrow l^*(\Delta_{123}) = 0
\end{align*}
\]
and for the quasi-homogeneous case, this implies that the weights of polynomials $f_{123}$ should satisfy the following condition

$$\sum_{i=1}^{3} q_i \geq 1.$$ (3.41)

The case $\sum_{i=1}^{3} q_i = 1$ is new and they are useful to study the torus compactification of 6d $(1,0)$ theory.

(3) $U$ consists of maximal two $\mathbb{C}^*$ variables, and the polynomial takes the form $f(z_1, z_2) + x^2 + y^2$, here $x, y$ are $\mathbb{C}$ variables, and $z_1, z_2$ are $\mathbb{C}^*$ variables. This case does not add anything new.

### 3.4 Abelian variety and mixed Hodge structure

As we discussed in section 2, the low energy photon couplings should be identified with the complex structure of the abelian variety, and so we should get an abelian variety from the SW geometry [13]. In the compact curve case, the abelian variety is found from the Jacobian variety of the curve. Now that we have the open variety, it is not easy to get an abelian variety from the cohomology of the variety. We now show that we did get an abelian variety from MHS for the polynomials used to describe a $\mathcal{N}=2$ theory.

Let us briefly review basics about abelian variety. An $n$ dimensional complex torus is defined as $\mathbb{C}^n/\Lambda$, Here $\Lambda$ is a $2n$ dimensional lattice. The lattice is generated by $2n$ linearly independent vectors in the vector space $\mathbb{R}^{2n}$. Using the standard complex structure, we can use a $n \times 2n$ complex matrix $A$ to encode the lattice. By choosing a suitable basis of the lattice, the matrix for the lattice can be taken to be of form $[I_n | B]$. If the imaginary part of $B$ is positive definite, the corresponding complex torus is called an abelian variety.

Abelian varieties arise naturally from the polarized Hodge structure of weight 1. Let $H = (H_Z, H^{1,0}, H^{0,1})$ be a Hodge structure of weight 1. Let $2g$ be the rank of $H_Z$. Then $A = H^{1,0}/H_Z \cong \mathbb{C}^g/\mathbb{Z}^{2g}$ is a complex torus.

A complex torus $A$ is an abelian variety if and only if it can be holomorphically embedded into a complex projective space. In general, the complex torus $A$ constructed from a plain Hodge structure of weight 1 is not an abelian variety. A sufficient and necessary condition for $A$ to be an abelian variety is that $H$ is polarizable. If $S$ is a polarization on $H$, it gives rise to a line bundle on $A$, and the Hodge–Riemann bilinear relation translates to the positivity of this line bundle.

The weight one part of the MHS of an open curve is polarizable (the weight one part comes from compact Riemann surface which carries a polarizable weight one Hodge structure), we can obtain an abelian variety from it.

Now consider a Hodge structure $H = (H_Z, H^{3,0}, H^{2,1}, H^{1,2}, H^{0,3})$ of weight 3. Let again $2g$ be the rank of $H_Z$. Then we can mimic the previous construction and define a complex torus $IJ = (H^{3,0} \oplus H^{2,1})/H_Z$ of dimension $g$.

This time, even if $H$ admits a polarization, the Hodge–Riemann bilinear relation does not ensure that $IJ$ is an abelian variety. Because it only says that $\sqrt{-1} S(v, \bar{v})$ is positive.
definite on $H^{2,1}$, but is negative definite on $H^{3,0}$. So the line bundle defined by $S$ is not positive.

Fortunately, for the open variety we considered, $H^{3,0} = 0$. See the remark at the end of §3.3 The positivity provided by the Hodge–Riemann bilinear relation tells us that $IJ = H^{2,1}/H_Z$ is indeed an abelian variety.
4 IR theory: special vacua

In last section, we studied the MHS defined on the cohomology of a typical fiber of the SW geometry. The typical fiber describes the generic vacuum, and the MHS is crucial for defining an abelian variety, and useful in separating the electric-magnetic and flavor charges. In this section, we study special vacua, which are described by atypical fibers.

Related to the cohomology of atypical fibers are three mixed Hodge structures:

1. In “Théorie de Hodge III” [16], Deligne proves that the cohomology groups of the singular fiber $F_\lambda = 0$ carries a functorial mixed Hodge structure.

2. As we discussed in last section, the topology of the atypical fiber is related to the behavior of the nearby fibers. We have shown that the every nearby fiber carries a MHS. When we vary the parameters $\lambda$, this MHS changes accordingly and we get a “variations of MHS”. For this variation, there is a limit MHS as the parameters approach to atypical fiber, due to Schmid [40] and Steenbrink–Zucker [41]. The Hodge filtration is given by the limit Hodge filtration of the smooth fibers, and the weight filtration now is given by the nilpotent part of the monodromy matrix.

3. When we pushing to the atypical fiber, some elements of the cohomology group become zero. These vanishing cycles also carry a limit MHS, due to Steenbrink [42].

These three MHS are not independent, they form an exact sequence. We refer the reader to [43] for a comprehensive review. We shall explain how can one determine the low energy physics at a special vacuum using these three MHS.

4.1 MHS for the singular variety

The middle cohomology group of an open smooth variety carries a MHS as we reviewed in last section. The weights of the MHS on middle cohomology group takes the range $n \leq w \leq 2n$ (Here $n$ is the complex dimension of the variety). For an open singular variety, it is still possible to define a MHS on it [16]. This time, the range of weights $w$ on the middle cohomology satisfy $0 \leq w \leq 2n$. We do not attempt to give a general description of MHS of singular variety, but content to giving an example to show how the computation can be reduced to the that of smooth variety reviewed in last section.

Consider a singular variety $X$, and assume that the singular locus $S$ of $X$ is smooth. Then we can find a resolution of singularity:

$$
\begin{array}{c}
\shortmid & \shortmid \\
E \longrightarrow & \tilde{X} \\
\downarrow & \downarrow \\
S \longrightarrow & X
\end{array}
$$

where $E$ is a normal crossing divisor in $\tilde{X}$. Then the cohomology of $X$ is determined by those of $\tilde{X}$, $S$, and $E$, via an exact sequence

$$
\cdots \rightarrow H^i(X) \rightarrow H^i(\tilde{X}) \oplus H^i(S) \rightarrow H^i(E) \rightarrow H^{i+1}(X) \rightarrow \cdots
$$

As we have explained, the cohomology of a smooth variety always has a MHS, therefore the mixed Hodge structure of $H^i(X)$ can be computed by above sequences.
In general, the singular locus $S$ of $X$ may again be singular. Nevertheless, we know the singular locus has lower dimension. Thus we could inductively determine the MHS of $S$ using the procedure above, and then proceed to determine that of $X$.

**Example 1.** Let $C$ be a possibly singular Riemann surface with $n$ ordinary double points. Let $\tilde{C}$ be its normalization (resolution). Assume that $\tilde{C}$ is obtained from a compact Riemann surface of genus $g$ with $m$ points removed. Then the mixed Hodge structure of $C$ is summarized as follows ($H = H^1(C)$): The weight 2 terms of the mixed Hodge structure are from the two punctures, whereas the weight zero part of the cohomology are from the nodal points.

**Example 2.** Let $C$ be a singular curve defined by the affine equation $x^3 + y^3 + y^4 = 0$. This curve has a singular point at the origin $S = (0, 0)$. The singularity of $S$ is equivalent
to that of \(x^3 + y^3 = 0\) at the origin. The singularity can be resolved by blowing up the \((x, y)\)-plane at the point \(S\). Then \(E\) consists of 3 points. The MHS of \(\tilde{C}\) can be computed using the method given in last section (one first compute the genus of \(\tilde{C}\) using the Plücker formula, the weight two part is found by doing blow-up of the singular point at infinity), and we have \(g = 0\). We have following exact sequence (see formula 4.1):

\[
0 \rightarrow H^0(C) \rightarrow H^0(\tilde{C}) \oplus H^0(S) \rightarrow H^0(E) \rightarrow [H^1(C)] \rightarrow H^1(\tilde{C}) \oplus H^1(S) \rightarrow H^1(E) \\
\rightarrow H^2(C) \rightarrow H^2(\tilde{C}) \oplus H^2(S) \rightarrow 0
\]

From which we find that \(h^{1,0} = h^{0,1} = 0\), and \(h^{0,0} = 2\).

**Physical interpretation.** Now we explain how to extract the low energy physics from the MHS associated with the singular variety. Let us assume the SW geometries are curves, and the general cases are similar. The MHS for \(H^1(C)\) has weight zero, weight one, and weight two parts. The weight one part gives an abelian gauge theory; the weight two part gives the flavor central charge. The weight zero part is new: they are interpreted as gauging the \(U(1)\) flavor symmetry for the interacting theory associated with the singular points. In next subsection, we will discuss how to find the interacting theory from the so-called limit MHS.

### 4.2 Limit Mixed Hodge Structure

We have discussed the MHS on the cohomology of the singular fiber. Its weight one piece was interpreted as the abelian gauge theory part of the special vacuum. However, the singular points of the variety should be able to describe a more complicated part of the theory, i.e., a SCFT or an IR free non-abelian gauge theory. We argue that the limit mixed Hodge structure will allow us to extract this more intricate piece of information.

**Variation of (mixed) Hodge structure:** Let us first describe briefly variation of (mixed) Hodge structures. Let \(f : U \rightarrow B\) be a map of algebraic varieties which is a locally topologically trivial fibration. This is the case for example when \(f\) is proper and is a submersion of manifolds (Ehresmann’s lemma). In this case, the cohomology \(H^m(U)\) of the fibers of \(f\) form a local system \(V\) on \(B\). Let \(V = \mathcal{V} \otimes_{\mathbb{Q}} O_B\) be the associated vector bundle on \(B\). Thus \(V\) is equipped with a flat connection \(\nabla\) known as the Gauss–Manin connection. The following are known.

- The fiber-by-fiber weight filtrations on \(V\) are horizontal, i.e., they form a sub-local system \(W_\bullet\) of \(V\).
- The Hodge filtration \(F^\bullet V\) are holomorphic subbundles of \(V\), but they are not horizontal (i.e., \(\nabla\) does not respect \(F^\bullet V\) in general).
- Instead, the so-called “infinitesimal period relation” holds: for any tangent vector field \(v\) on \(B\)

\[
\nabla_v F^i V \subset F^{i-1} V.
\]

It is therefore not difficult to make an abstract version of the above and define a variation of MHS. A **variation** of mixed Hodge structure on a complex manifold \(B\) then consists of
• a local system $\mathcal{V}$ of $\mathbb{Q}$-vector spaces, whose associated vector bundle with connection is denoted by $(\mathcal{V}, \nabla)$;
• sub-local systems $\mathcal{W}_i$ such that $\mathcal{W}_i \subset \mathcal{W}_{i+1}$; and
• holomorphic subbundles $F^i \mathcal{V} \subset \mathcal{V}$.

These data satisfy the following requirements:
• the infinitesimal period relation holds: $\nabla_v F^i \mathcal{V} \subset F^{i-1} \mathcal{V}$;
• for each $b \in B$, the triple $(\mathcal{V}_b, \mathcal{W}_{k,b}, F_{k,b})$ is a mixed Hodge structure.

If in a variation of mixed Hodge structure the fiberwise mixed Hodge structures are pure, we then say this is a variation of pure Hodge structure, or simply variation of Hodge structure. A polarization of a variation of Hodge structure $(\mathcal{V}, F^\bullet)$ on a complex manifold $B$ is a horizontal map

$$S : \mathcal{V} \otimes \mathcal{V} \to \mathbb{C}_B$$

that induces a polarization on each fiber. If $(\mathcal{V}, \mathcal{W}, F)$ is a variation of mixed Hodge structure, such that $(\text{Gr}^W_k, F)$ admits a polarization, then we say $(\mathcal{V}, \mathcal{W}, F)$ is graded polarizable.

For example, if $f : X \to B$ is a smooth projective map of algebraic varieties the cohomology bundle $R^m f_* \mathbb{Q}$ then underlies a variation of pure Hodge structure which admits a polarization.

If $f : X \to S$ is a morphism of complex algebraic varieties, then there exists a Zariski open subset $U \subset S$ such that $R^m f_* \mathbb{Q}$ underlies a variation of mixed Hodge structure. If $f$ is quasi-projective, then $R^m f_* \mathbb{Q}$ underlies a graded polarizable variation of mixed Hodge structure.

If we have a variation of polarized Hodge structure on a punctured disk $\Delta^*$, then a theorem of Schmid [44] says that the Hodge filtration (holomorphic subbundles) can be extended to the origin. This limit filtration, together with a monodromy weight filtration (see below), form a MHS called the limit MHS. The limit Hodge filtration comes from the Hodge structure of the nearby fibers, while the limit weight filtration comes from the monodromy operator. This result is extended to a nice class of variations of mixed Hodge structure by Kashiwara [45] and Steenbrink–Zucker [41]. In the situation that interests us, we should really use the theory of Kashiwara–Steenbrink–Zucker. However in this paper we only need to perform computations about Hodge numbers, so we confine ourselves to review the result of Schmid only.

**Monodromy theorem.** In order to define the monodromy weight filtration of the limit MHS, we need some knowledge about the monodromy action. Suppose we have a continuous map of topological spaces

$$\pi : X \to \Delta.$$

Denote by $X_t$ the fiber $\pi^{-1}(t)$. Assume that $\pi|_{X \setminus X_0} : X \setminus X_0 \to \Delta \setminus \{0\}$ is a locally topologically trivial fibration. The cohomology groups $H^i(X_t)$, with varying $t$, patch together and form a “cohomology bundle” $\mathcal{V}$ on $\Delta \setminus \{0\}$ (thus the fiber of $\mathcal{V}$ at $t$ is $H^i(X_t)$).

For a generic element $\eta \in \Delta \setminus \{0\}$, we can draw a circle $\xi$ based on $\eta$ and contains 0 $\in \Delta$ in its interior. Then parallel transport along the path $\eta$ defines an automorphism

$$h : H^i(X_\eta) \to H^i(X_\eta)$$
called the monodromy transform or Picard–Lefschetz transform. Thus, to describe the cohomology bundle we only need two pieces of information: a vector space $V$ (which is the vector space that underlies the various $H^i(X_t)$) and a linear operator $h$ (which prescribes the monodromy operator).

A typical example is demonstrated in the following diagram. In this diagram, we have a family of tori fibered over the punctured disk. When approaching to zero, a cycle $\delta$ is shrinking to zero. Going around the circle, the cycle $\gamma$ is transformed via the monodromy transform to $\gamma + \delta$. This picture is known in topology as the “Dehn twist”.

![Diagram of monodromy action](image)

In this case, the monodromy group action is expressed in terms of famous Picard-Lefschetz formula:

$$h(\sigma) = \sigma + (\delta, \sigma)\delta; \quad (4.1)$$

Here $\sigma$ is an arbitrary cycle, $\delta$ is the vanishing cycle, and $(\sigma, \delta)$ is the intersection number of these two cycles.

If $\pi: X \to \Delta$ is a degenerating family of algebraic varieties, then we have the famous monodromy theorem: the monodromy operator $h$ is quasi-unipotent:

$$(h^n - 1)^{n+1} = 0 \quad (4.2)$$

Here $n$ is the dimension of the variety. The monodromy theorem implies that

1. the eigenvalues of the monodromy operator are roots of unity,
2. the size of the Jordan block of $T$ is less than $n + 1$.

In the above setting, we discussed the monodromy action $h$ acting on the homology group. If we look at the cohomology group, the monodromy group is given by $h^* = (h^T)^{-1}$.

**The limit Hodge filtration**

Now assume that we have a variation of polarized Hodge structure (with weight $\omega$) over a punctured disk $\Delta^*$ with coordinate $t$. So we have a local system $V$ together with a monodromy operator $h$ (satisfying monodromy theorem), holomorphic sub-bundles $F^*(t)$, and polarization $S(t)$. Denote by $p: \eta = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \} \to \Delta^*$,

$$z \mapsto t = \exp(2\pi iz)$$
the universal covering of $\Delta^*$ by the upper half plane. Since $\mathfrak{h}$ is simply connected, the pullback bundle $p^{-1}V$ is a trivial local system on $\mathfrak{h}$. Fix a trivialization of $p^{-1}V$ on $\mathfrak{h}$ and denote by $V$ the complex vector space represents a typical fiber of $V$. The space $V$ has the following structures.

1. **Polarization.** The polarization $S$ induces a sesquilinear form on the complex vector space $V$, which we still denote by $S$.

2. **Monodromy.** Since the space $\mathfrak{h}$ endows an automorphism $z \mapsto z + 1$ which generates the group of deck transformations of $p$, the monodromy action defines an endomorphism $T$, called the *monodromy operator*, on $V$. The operator $T$ preserves the polarization.

3. **Hodge Filtrations.** The Hodge filtration $F^\bullet$ on $V$ induces a holomorphically varying family of flags on $V$ which we shall denote by $F^\bullet(z)$. Then by the definition of $T$ we have $hF^\bullet(z) = F^\bullet(z + 1)$.

   The monodromy theorem implies that $h$ can be written as
   
   $$h = T_s \cdot \exp(2\pi i N)$$
   
   of a semisimple matrix whose entries are all of length 1, and the exponential of a nilpotent matrix, in a way that $[T_s, N] = 0$. We can decompose the space $V$ into the sum of the eigenspaces of $T_s$:
   
   $$V = \bigoplus_{|\lambda| = 1} E_\lambda(T_s)$$
   
   where the nilpotent operator $N$ preserves this decomposition. In particular, the monodromy invariant part (invariant vector) of $V$ equals $\text{Ker}(N|_{E_1(T_s)})$, and the monodromy coinvariant part of $V$ equals $\text{Coker}(N|_{E_1(T_s)})$. It can be shown that the decomposition (4.4) is orthogonal with respect to the polarization form $S$.

   Schmid studied the behavior of the filtration $F^\bullet$ when $\Im(z)$ turns to $\infty$. He proved the limit of a suitable twist (see (4.5) below) of $F^\bullet(z)$ exists. We write
   
   $$F^\bullet = \lim_{\Im(z) \to \infty} \exp(-2\pi i z N) \cdot F^\bullet(z).$$
   
   for the limit of the Hodge filtrations. This is called the *limit Hodge filtration*. Note that one can easily verify, using the fact $hF^\bullet(z) = F^\bullet(z+1)$, that we have
   
   $$\exp(2\pi i (z+1) N)F^\bullet(z+1) = T_s \exp(2\pi i z N)F^\bullet(z).$$
   
   Hence the limit Hodge filtration is thus preserved by the semisimple part $T_s$ of the monodromy operator:
   
   $$h \cdot F = F,$$
   
   hence the limit Hodge filtration is compatible with the decomposition (4.4).

   The vector space $V$ now has been endowed with

   (a) a polarization $S$,
(b) a monodromy operator $T = T_s \exp(2\pi iN)$,

(c) an $S$-orthogonal decomposition (4.4), and

(d) a limit Hodge filtration $F^\bullet$.

Deligne observed that the presence of the nilpotent operator $N$ also puts another increasing filtration $M_\bullet$, the monodromy weight filtration, on the space $V$. Assume $N^{k+1} = 0$, then this filtration satisfies the following properties:

1. $N(M_\ell) \subset M_{\ell+2}$,

2. $M_\ell = 0$ if $|\ell| > k$,

3. $N_\ell : \text{gr}^M_\ell(V) \to \text{gr}^M_{\ell-1}(V)$ is an isomorphism.

One defines the primitive part of $\text{gr}^M_\ell(V)$ to be the kernel of $N^{\ell+1}$. Then the usual $\mathfrak{sl}_2$-argument decomposes the spaces $\text{gr}^M_\ell(V)$ into the sum of primitive parts.

Deligne conjectured that the filtration $M_\bullet$, plus the limit Hodge filtration $F^\bullet$, defines a mixed Hodge structure on the vector space $V$. This is proved by Schmid [44]. Precisely, we have

**Schmid’s theorem.** The data $(V, M_\bullet, F^\bullet, N, S)$ is a graded polarized mixed Hodge structure on $V$, in the sense that

$$(\text{gr}^M_\ell(V)_{\text{prim}}, F, S(\cdot, N^\ell \cdot))$$

is a polarized Hodge structure of weight $w + \ell$.

This mixed Hodge structure is called the limit mixed Hodge structure of $V$. A very useful interpretation is following: Deligne defines a canonical extension of the holomorphic vector bundle on $\Delta^*$ to the whole disk $\Delta$, and the limit MHS can be thought of as a natural mixed Hodge structure on the fiber of canonical extension at the origin of the disk.

**Example.** Let us give an example of limit MHS coming from degeneration of Riemann surfaces of genus 2. For instance, such a degeneration is given by the projective completion of $X_t: y^2 = x(x - 1)(x - 2)(x - 3)(x - t)$ where $t$ is a number sufficiently close to 0. In this example, the monodromy operation on $X_t$ is already unipotent. To determine the Hodge filtration on cohomology of nearby cycles, we first fix a homology basis $\gamma_1, \gamma_2, \gamma_3, \gamma_4$ of the curve $X_t$. Then the Hodge filtration on $F_t$ is determined by the period matrix $Z(t)$ (i.e., the matrix whose column vectors are the integration of the two linearly independent abelian differentials on $\gamma_i$). The multivalued matrix function $Z(t)$ should be thought of as a single valued function from $\mathfrak{h}$ into period domain. A standard trick of “untwisting” gives rise to a different matrix valued function:

$$\tilde{Z}(t) = \exp(-2\pi \sqrt{-1} tN)Z(t)$$

which does not land in the period domain, but is single valued. At any rate, Schmid’s nilpotent orbit theorem states that $\tilde{Z}(0)$ exists in a suitable flag space containing the period domain. This gives the limit Hodge filtration.
Figure 16: The degeneration of a genus two Riemann surface. Here $\gamma_1$ is a vanishing cycle.

The monodromy weight filtration is a purely topological quantity. In the present case, the degeneration is caused by the vanishing cycle $\gamma_1$, see figure 16 (the intersection number is given as $(\gamma_1, \gamma_2) = -1$). And the monodromy action on the cohomology group is given by the Picard–Lefschetz formula:

$$ T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} $$ (4.8)

Write $T = \exp(2\pi\sqrt{-1}N)$, and $N$ takes the following form:

$$ N = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} $$ (4.9)

The weight filtration is then given by (here $\gamma^*_i$ is the dual basis in the cohomology groups):

$$ W_0 = \{ \gamma^*_2 \}, \quad W_1 = \ker(N) = \{ \gamma^*_2, \gamma^*_3, \gamma^*_4 \}, \quad W_2 = \{ \gamma^*_1, \gamma^*_2, \gamma^*_3, \gamma^*_4 \} $$

The monodromy invariant part of the cohomology is generated by the basis $\{ \gamma^*_2, \gamma^*_3, \gamma^*_4 \}$, and is the same as the cohomology of the singular variety.

4.3 Limit MHS on vanishing cohomology

We have recalled two MHS associated with singular fiber: the MHS associated with singular variety itself, and the limit MHS using the variation of Hodge structures of nearby fibers. Here we will introduce a third MHS associated with singular fiber: the MHS on vanishing cohomology. We refer the reader to [43] for a more detailed introduction.

We assume that the atypical fiber has at worst isolated singularities. A feature of the vanishing cohomology is that it concerns only the local behavior of the polynomial map near its critical points. Thus we only need to consider the function germ modeling the local behavior. Let $f : (\mathbb{C}^{n+1}, 0) \to (\mathbb{C}, 0)$ be a germ of a holomorphic function. Let $\partial_i f = \partial f / \partial x_i$. Define the Jacobian algebra to be

$$ J_f = \mathbb{C}[x_0, \ldots, x_n] / (\partial_0 f, \ldots, \partial_n f) = \mathbb{C}\{x_0, \ldots, x_n\} / (\partial_0 f, \ldots, \partial_n f) $$
We say 0 is an isolated critical point of \( f \) if \( J_f \) is a finite dimensional \( \mathbb{C} \)-vector space.

It is known [46] that there is a neighborhood \( X \) of 0 in \( \mathbb{C}^n \) and a small neighborhood \( S = \{ t \in \mathbb{C} : |t| < \epsilon \} \) of 0 in \( \mathbb{C} \) such that \( f \) defines a holomorphic map \( f : X \rightarrow S \) such that

- \( X - f^{-1}(0) \rightarrow S - \{0\} \) is a locally topologically trivial fibration,
- \( f^{-1}(0) \) is a strong deformation retract of \( X \), and
- \( X \) is homeomorphic to a cone over \( f^{-1}(t) \).

We shall refer to \( f : X \rightarrow S \) as a good representative of \( f \). Moreover, when \( f \) has an isolated critical point at 0, Milnor proved that for \( t \in S - \{0\} \), \( f^{-1}(t) \) is homotopy equivalent to a bouquet of \( n \)-dimensional spheres. Therefore,

\[
H^n(f^{-1}(t), \mathbb{Z}) \cong \mathbb{Z}^\mu, \quad \forall t \in S - \{0\},
\]

and we shall refer to this cohomology group as the vanishing cohomology of the germ \( f \). It is a theorem of Milnor that \( \mu = \dim_{\mathbb{C}} J_f \).

One can define a MHS on the vanishing cohomology of a germ of a holomorphic function with isolated critical point, see [47]. In the following, we will give an algebraic way of computing MHS for the vanishing cohomology, due to Varchenko, Morihiko Saito, Scherk and Steenbrink [48].

**Gauss–Manin system.** First, we would like to describe cohomological bundles. Given a good representative \( f : X \rightarrow S \), the sheaf \( R^nf_*\mathbb{C} \) capturing the cohomology of fibers of \( f \) admits an equivalent description in terms of D-modules. D-modules refer to the (sheaves of) modules of the ring of differential operators defined on \( S \). Denote the local coordinate on \( S \) as \( t \), and the derivative as \( \partial_t \), the ring of differential operators is generated by \( t \) and \( \partial_t \) with relation \([\partial_t, t] = 1\).

The vanishing cohomology groups \( H^n(f^{-1}(t), \mathbb{C}) \) can be described by a D-module, known as the “Gauss–Manin system” of \( f \), denoted by \( M \). It is defined as follows. First we consider the “twisted” de Rham complex

\[
(\Omega_X^\bullet[\tau], d + \tau df \wedge),
\]

where \( \tau \) is a formal parameter, and \( \Omega_X^m \) is the sheaf of holomorphic \( m \)-forms on \( X \). We define an action of \( \partial_t \) on complex \( \Omega_X^\bullet[\tau] \) by

\[
\partial_t(\tau^m \omega) = \tau^{m+1} \omega,
\]

and define an action of \( \mathcal{O}_S \) by

\[
t \cdot (\tau^m \omega) = \tau^m f \omega - m \tau^{m-1} \omega.
\]

One checks that the actions of \( t \) and \( \partial_t \) commutes with the differential \( d + \tau df \wedge \). Let \( M \) be the \((n+1)\)th cohomology of this complex. Then \( M \) has an action of \( \partial_t \) and \( t \), thereby obtaining a structure of D-module on \( S \). We call \( M \) the Gauss–Manin system of the \( f \).

An important property of \( \partial_t \) action in the current case is

**Theorem (Brieskorn [49]).** The map \( \partial_t : M \rightarrow M \) is an isomorphism (as a map between sheaves of abelian groups).
This implies that $\partial_t$ is invertible on $M$, and the inverse is denoted as $\partial_t^{-1}$. The upshot of this construction is that the $\mathcal{D}$-module $M$ gives an “analytic” way to visualize the cohomology bundle. For instance, the information of the monodromy action can be decoded from $M$ via the actions of $t$ and $\partial_t$. Malgrange \[50\] proves that $M$ has $0 \in S$ as a regular singular point. More or less equivalent to this statement is that $M$ admits a “root decomposition”

$$M = \bigoplus_{\alpha \in \mathbb{Q}} M^\alpha$$

and the hat above the direct sum sign means that $M$ is contained in $\prod_{\alpha \in \mathbb{Q}} M^\alpha$ as a $\mathbb{C}\{t\}$-submodule. Moreover, for each $\alpha \in \mathbb{Q}$, the root space $M^\alpha$ is isomorphic to the generalized eigenspace of $T$ on the Milnor cohomology with eigenvalue $\exp(-2\pi \sqrt{-1} \alpha)$. Thus, that this decomposition is indexed by rational numbers is a consequence of the monodromy theorem.

The root decomposition defines a (decreasing) Kashiwara–Malgrange filtration on $M$ defined by

$$V^\alpha M = \bigoplus_{\beta \geq \alpha} M^\beta, \quad V^{>\alpha} M = \bigoplus_{\beta > \alpha} M^\beta$$

and it satisfies the following conditions:

- $V^\alpha M$ are finite $\mathbb{C}\{t\}$-submodules of $M$ and $M = \bigcup_{\alpha} M^\alpha$.
- $tV^\alpha M \subset V^{\alpha+1} M$, $\partial_t V^\alpha M \subset V^{\alpha-1} M$, and for $\alpha > 0$, $tV^\alpha M = V^{\alpha+1} M$.
- $t\partial_t - \alpha$ is a nilpotent operator on $\text{Gr}^\alpha M = V^\alpha M/V^{>\alpha} M$.

The idea of the Kashiwara–Malgrange filtration comes from “asymptotic expansions”. On the punctured disk $S^* = S \setminus \{0\}$ the $\mathcal{D}$-module $M$ determines a local system $\mathcal{H}$ (i.e., the cohomology bundle of the Milnor fibration) and we can form its dual local system $\mathcal{H}^\vee$ on $S^*$ (the homology bundle). For an element $\omega \in M$ defines a holomorphic section (i.e., a family of differential forms on the fibers of the Milnor fibration) of $\mathcal{H} \otimes \mathcal{O}_{S^*}$ (upon shrinking $S$, if necessary). Thus (as $M$ is a $\mathcal{D}$-module with regular singularity at 0) for each multivalued horizontal section $\gamma$ of $\mathcal{H}^\vee$, the pairing $s[\omega, \gamma] = \langle \gamma, \omega \rangle$ (i.e., period integrals $\int_\gamma \omega$) is a multivalued holomorphic function on $S^*$ with logarithmic singularity at 0. Whence we have an asymptotic expansion

$$s[\omega, \gamma] = \sum_{\alpha \in \mathbb{Q}} \sum_{m=0}^{\infty} a_{\alpha, m, \gamma} t^{\alpha-1} (\log t)^m$$

with $\inf \{\alpha : a_{\alpha, m, \gamma} \neq 0\} > -\infty$, where the infimum runs through all multivalued sections $\gamma$ of $\mathcal{H}^\vee$, all integers $m$, and all rational numbers $\alpha$. This number is then called the order of $\omega$.

**Theorem.** Let $\omega$ be a section of $M$. Then $\omega \in V^\alpha M/V^{>\alpha} M$ if and only if the order of $\omega$ is $\alpha$. 

\[–46–\]
The canonical lattice is the $C\{t\}$-module
\[ \mathcal{L} = V^{> -1}M. \]

The vanishing cohomology of the canonical Milnor fiber is
\[ H^n(X_\infty) = \mathcal{L}/t\mathcal{L} = \bigoplus_{-1 < \alpha \leq 0} M^\alpha. \]

On the vector space $H^n(X_\infty)$ one has a "monodromy action" $T : H^n(X_\infty) \to H^n(X_\infty)$ defined by
\[ T|_{M^\alpha} = \exp \left\{ -2\pi \sqrt{-1} \alpha \right\} \text{Id} \cdot \exp \left\{ 2\pi \sqrt{-1}(t\partial_t - \alpha) \right\}. \]

In other words, $M^\alpha$ is the root space of the operator $T$ associated with the eigenvalue $\lambda = \exp \left\{ -2\pi \sqrt{-1} \alpha \right\}$. We would like to define a MHS on vector space $H^n(X_\infty)$, which could be thought of the zero fiber of the Deligne extension of the cohomological bundle.

The Brieskorn lattice. To define the Hodge filtration on vanishing cohomology, we will need a filtration on the Gauss-Manin system. The Gauss–Manin system $M$ comes with an exhaustive filtration $F^\bullet M$, with $F^n - i M = \partial^i t F^i$, and
\[ F^n M = M_0 = \frac{\Omega_{X,n+1}}{df \wedge d\Omega_{X,n-1}} \]
called the Brieskorn lattice. The filtration looks like
\[ F^n M = M_0, \quad F^{n-1} M = \partial_t M_0, \quad \ldots, \quad F^{n-k} M = \partial_t^k M_0, \quad \ldots, \]
(4.10)

By a theorem of Sebastiani, $M_0$ is a finite free $C\{t\}$-module. This lattice plays an important role in defining Mixed Hodge Structure on vanishing cohomology.

The Brieskorn lattice is not stable under the action of $\partial_t$, rather it is stable under $\partial_t^{-1}$, indeed, if $\omega$ is an $(n+1)$-form representing an element in the Brieskorn lattice, then
\[ \partial_t^{-1} \omega = df \wedge \eta, \quad \text{where} \ \omega = d\eta. \]

In particular,
\[ \text{Im} \ \partial_t^{-1} = \frac{df \wedge \Omega^n_X}{df \wedge d\Omega^n_X}. \]

It follows that $M_0/\partial_t^{-1} M_0 = \Omega_f$, where
\[ \Omega_f = \frac{\Omega_{X,n+1}}{df \wedge \Omega_X^n}. \]

An useful property of Brieskorn lattice is that it is contained in the canonical lattice $M_0 \subset V^{> -1}M$, and in general $M_0$ is smaller than $V^{> -1}M$.

Hodge filtration after Saito–Scherk–Steenbrink. We now explain how to define the Hodge filtration on vanishing cohomology according to Morihiko Saito and Scherk–Steenbrink [48, 51].
We start with a germ of a holomorphic function with an isolated critical point, and we then consider its Gauss-Manin system and Brieskorn lattice \((M, M_0)\). The vanishing cohomology can be seen from the \(V\)-filtration by \(\phi_t M = \bigoplus_{-1 < \alpha \leq 0} M^\alpha\), where \(M^\alpha\) is the root space in the Kashiwara–Malgrange filtration. To put a Hodge filtration on each individual root space \(M^\alpha\) in \(\phi_t M\), Morihiko Saito and Scherk–Steenbrink use the formula

\[
F^p M^\alpha \defeq \Gr_V^p F^p M = \frac{V^\alpha M \cap F^p M + V^{>\alpha} M}{V^{>\alpha} M}, \quad -1 < \alpha \leq 0.
\]

The formula for the Hodge filtration then reduces to

\[
F^p M^\alpha = \frac{V^\alpha M \cap \partial^{-p} t M_0 + V^{>\alpha} M}{V^{>\alpha} M} \quad \text{(4.11)}
\]

Notice that \(\partial_t\) action does not preserve \(M_0\). The above formula shows that one can compute the Hodge filtration on vanishing cohomology by using Brieskorn lattice \(M_0\):

1. \(F^n M^\alpha\) consists of elements of \(M_0\) whose order is exactly \(\alpha\).
2. \(F^{n-1} M^\alpha\) consists of elements of \(M_0\) whose order is \(\alpha + 1\). These can be separated into two kinds: one kind takes the form \(\partial_t^{-1} \omega\) with \(\omega \in F^n M^\alpha\), and others are new. See Figure 17.

\[
\begin{array}{c}
\hline
\hline
\hline
-1 & 0 & \alpha + 1 & \alpha + 2 \\
\hline
\hline
\hline
\end{array}
\]

\[
\begin{array}{c}
\hline
\hline
k^n-2 & k^n-1 & k^n \\
\hline
\hline
\end{array}
\]

\[
\begin{array}{c}
\hline
\hline
\hline
\end{array}
\]

\textbf{Figure 17}: The black block with order \(\alpha + p\) are elements of \(M_0\) which come from the action of \(\partial_t^{-1}\) on elements of \(M_0\) with order \(\alpha + p - 1\).

\textbf{Weight filtration}. The weight filtration comes from the nilpotent part of the monodromy operator \(h\) (this is the monodromy operator acting on vanishing cohomology associated with the singularity). It is given by \(N = \partial_t t - \alpha\) on \(M^\alpha\). Given a nilpotent operator \(N\) acting on a space \(H\), one can define a filtration as follows. Choose a Jordan basis \(u_1, \ldots, u_q\), so that \(N\) takes the form

\[
N = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad Nu_1 = u_2, \ldots, Nu_{q-1} = u_q, \quad Nu_q = 0 \quad \text{(4.12)}
\]

We renumber the indices of the basis so that the action of \(N\) is \(N(u_i) = u_{i-2}\), so we have

1. If \(q = 2k + 1\) is odd, the basis is numbered as \(u_{2k}, \ldots, u_2, u_0, u_{-2}, \ldots, u_{-2k}\).
(2) if \( q = 2k \) is even, the basis is numbered as \( u_{2k-1}, \ldots, u_2, u_0, u_{-2}, \ldots, u_{-(2k-1)} \).

In this way, each basis has a weight corresponding its index, and the nilpotent operator induces a filtration on \( H \): \( W_k H \) consists of the subspace generated by the vectors of weight \( \leq k \).

**Definition.** The weight filtration of a nilpotent operator \( N \) with center \( n \) is a filtration \( ^nW \) which is defined as \( ^nW_k = W_{-n+k} \).

Let’s go back to the root space \( M^\alpha \), if \( \alpha \neq 0 \), the weight filtration is given by \( -nW \), and if \( \alpha = 0 \), the weight filtration is given by \( -n^{-1}W \).

**Spectral pairs.** We have explained how to define a Hodge and weight filtration on each root space \( M^\alpha \) of vanishing cohomology. The discrete invariant of MHS on vanishing cohomology is recorded by the so-called spectral pairs. Let \( f \) be a function germ with isolated singularity \( f : \mathbb{C}^{n+1} \to \mathbb{C} \), and its vanishing cohomology admits a limit mixed Hodge structure. Thus the vanishing cohomology admits a decomposition

\[ \bigoplus H_\lambda \]

according to the eigenvalues of the monodromy operator. Each \( H_\lambda \) has two filtrations: the Hodge filtration \( F^\bullet H_\lambda \) and the weight filtration \( W_\bullet H_\lambda \).

Thus for each integer \( w \), the associated graded vector space

\[ H_{\lambda,w} = \text{Gr}_W^w H_\lambda \]

is a pure Hodge structure of weight \( w \), the Hodge filtration being the one induced by the limit Hodge filtration which we still denote by \( F^\bullet \). For an element in \( F^p \text{Gr}_w^w H_\lambda \), we define the spectral pairs \((\alpha, l)\) as follows:

\[ \alpha = -\frac{1}{2\pi i} \log \lambda, \quad n - p - 1 < \alpha \leq n - p \]  

(4.13)

and

\[ l = \begin{cases} w & \text{if } \lambda \neq 1 \\ w - 1, & \lambda = 1 \end{cases} \]  

(4.14)

We say a pair of numbers \((\alpha, l)\) is a spectral pair of the vanishing cohomology of multiplicity \( m = n_{\alpha,l} \) if

\[ m = \dim F^p H_{\lambda,w}/F^{p+1} H_{\lambda,w} \]

These spectral numbers play a very important role in determining the physical theory associated with the local singularity, see [12]. The spectral numbers have following important properties:

(1) The spectral number is paired: \( \alpha_i + \alpha_j = n - 1 \), namely, the spectral number is symmetric with respect to \( \frac{n-1}{2} \). The corresponding weight number is also paired \( w_1 + w_2 = 2(n+1) \).

(2) If we have two singularities \( f \) and \( g \) whose spectral numbers are \( \alpha_i, \beta_j \) respectively, then the singularity \( f + g \) has spectra \( \alpha_i + \beta_j \).
The multiplicity of the minimal spectra $\alpha_1$ is one.

**Example.** The spectral pairs with nonzero multiplicities of the function germ $f(x, y) = x^5 + x^2y^2 + y^5$ are given by the following table

| spectral pair        | multiplicity |
|----------------------|--------------|
| $(-\frac{1}{2}, 2)$  | 1            |
| $(-\frac{1}{10}, 1)$ | 2            |
| $(-\frac{1}{10}, 1)$ | 2            |
| $(0, 1)$             | 1            |
| $(\frac{1}{10}, 1)$  | 2            |
| $(\frac{3}{10}, 1)$  | 2            |
| $(\frac{1}{2}, 0)$   | 1            |

One can extract the physical information from the spectral pairs as follows (We shall only discuss 3-fold case, so we consider $f : \mathbb{C}^4 \to \mathbb{C}$. This is because the curve singularity case can be lifted to a three-fold one by adding two extra quadratic terms):

1. The spectral number 1 is identified with the mass parameters.
2. For a three dimensional quasi-homogeneous singularity, assume the spectra is ordered as $(\alpha_1, \ldots, \alpha_\mu)$ with $\alpha_1 \leq \ldots \leq \alpha_\mu$, the scaling dimension of Coulomb branch spectrum associated with a spectral number $\alpha_i$ is
   \[
   \Delta_i = \frac{1}{\alpha_1} + \frac{\alpha_1 - \alpha_i}{\alpha_1}
   \] (4.15)

**Summary.** Let $f : (\mathbb{C}^{n+1}, 0) \to (S, 0)$ be a germ of a holomorphic function, and $f = 0$ has an isolated singularity at the origin. We associate a Gauss-Manin system $M$ which is a D-module over $S$. The MHS on vanishing cohomology can be found as follows:

1. There is a Kashiwara-Magrange filtration on $M$ so that $M = \bigoplus_{\alpha \in \mathbb{Q}} M^\alpha$. Here $\exp(-2\pi\sqrt{-1} \alpha)$ is the eigenvalue of the monodromy operator.
2. The vanishing cohomology is given by $\bigoplus_{-1 < \alpha \leq 0} M^\alpha$.
3. In defining Hodge filtration on vanishing cohomology, we can use Brieskorn module $M_0$ which induces a Hodge filtration $F^\bullet$ on $M$.
4. The weight filtration is given by the operator $t\partial_t - \alpha$ on $M^\alpha$.

**Example 1.** Let’s consider an isolated quasi-homogeneous singularity $f$, and the weights of the variables are $q_1, \ldots, q_n$ so that the weight of $f$ is one. The Breskorn lattice is generated by the differential forms $\omega_m = x^m dx^m$, here $x^m$ denotes the monomial basis of the Jacobi algebra $J_f$. The $\partial_t$ action is [43]:

\[
t\partial_t \omega_m = (a(m) - 1)\omega_m
\] (4.16)

here $a(m) = \sum m_i q_i + \sum q_i$, here $m_i$ is the exponents of $x^m dx^m = x_1^{m_1} \ldots x_n^{m_n} dx_1 \wedge \ldots \wedge dx_n$. The above equation means that the order of $\omega_m$ is

\[
a(m) - 1
\] (4.17)
Let’s denote the space $A_p$ as the set of elements $\omega_m$ such that $n - p - 1 < a(m) - 1 \leq n - p$. Then the Hodge filtration is given by

$$F^p = A_p \cup A_{p+1} \ldots$$  \hspace{1cm} (4.18)

Since the monodromy is semi-simple, the weight filtration is simple, with

$$0 \subset W_{n-1} \subset W_n \subset W_{n+1}, \quad W_n = \bigoplus_{-1 < \alpha < 0} M^\alpha, \quad W_{n+1}/W_n = M^0.$$  \hspace{1cm} (4.19)

**Example 2.** One can actually compute the spectral pairs using the software “Singular” [52]. The following is a computer code:

LIB "gmssing.lib";
ring R=0,(x,y),ds;
poly t=x5+x2y2+y5;
sppprint(sppairs(t));

$$\Rightarrow ((-1/2,2),1),((-3/10,1),2),((-1/10,1),2),((0,1),1),((1/10,1),2),((3/10,1),2),((1/2,0),1)$$

The output consists of triples $((\alpha,l),m)$ which are spectra number, weight number, and multiplicity.

**Physical interpretation.** Associated with a local singularity, one has an interacting 4d $\mathcal{N} = 2$ theories. If the local singularity is quasi-homogenenous, the 4d theory is super-conformal and a lot of studies for them were performed in [12, 20, 29], in particular the spectral numbers play a crucial role there. The study of 4d theories associated with general local singularity will be given in [53].

### 4.4 Nearby and vanishing cycles

For the atypical fiber associated with a special vacuum, we have defined limit MHS on the cohomology space of a nearby fiber, the MHS on the vanishing cohomology for its critical points (in general, there are more than one local singularities on the singular fiber, and the vanishing cohomology is the direct sum of them). In this subsection, we will give a unified description using the language of Gauss-Manin system associated with the polynomial map, in terms of the language of **nearby cycle and vanishing cycle functors**.

Let $f$ be a tame polynomial $f : \mathbb{C}^n \times \mathbb{C}^m \to \mathbb{C}$. Let $c$ be an atypical value of $f$. Without loss of generality assume $c = 0$, and $t$ denotes the local coordinate around $c$. Then in a small neighborhood of 0, the Gauss–Manin system $M = f_* \mathcal{O}_U$ ($U = \mathbb{C}^n \times \mathbb{C}^m$) allows the following root decomposition (which is in parallel with the local case studied in last subsection):

$$M = \bigoplus_{\alpha \in \mathbb{Q}} M^\alpha$$

where

$$M^\alpha = \bigcup_{i=1}^{\infty} \text{Ker}(t\partial_t - \alpha)^i$$
The root decomposition defines a (decreasing) Kashiwara–Malgrange filtration on $M$ defined by

\[
V^\alpha M = \bigoplus_{\beta \geq \alpha} M, \quad V^{>\alpha} M = \bigoplus_{\beta > \alpha} M
\]

which satisfies the same properties as in previous section. Using this filtration, we can define two vector spaces: nearby cycle and vanishing cycle

**Nearby cycle:**

\[
\psi_t M = \bigoplus_{-1 < \alpha \leq 0} M^\alpha
\]  

(4.20)

and

**Vanishing cycle:**

\[
\phi_t M = \bigoplus_{-1 \leq \alpha < 0} M^\alpha
\]  

(4.21)

There is a limit MHS on these two spaces too: the Hodge filtration is induced from the Hodge filtration of the Gauss-Manin system, and the weight filtration is given by the monodromy. The computations are quite similar to the isolated singularity case. Here we just want to make one important remark: in current case, we usually need to consider variation of mixed Hodge structure, and in general there have two weights of a general fiber (which correspond to electric-magnetic charge and flavor charge), so in considering the limit MHS, we need to consider variation of Hodge structure of each weight separately. In particular, in defining the weight filtration of limit MHS, the shift would be different depending the weights of varying Hodge structure. For example, consider the curve case so that the nearby fiber has weight one and weight two, for the weight one part, the limit MHS has a weight filtration $^{-1}N$, and for the weight one part, the limit MHS has a weight filtration $^{-2}N$.

Therefore we have three MHS associated with the atypical fiber, and there is a distinguished triangle for them which will induce a long exact sequence for the cohomology groups [54]. Since we consider only tame polynomials in this section, the vanishing cycles can be computed from the local singularity of the singular fiber (the Milnor fiber). For a tame polynomial, the only non-trivial part of the exact sequences of the cohomology groups are:

\[
0 \rightarrow H^n(X_0) \xrightarrow{\text{sp}} H^n(\psi_t M) \xrightarrow{\text{can}} H^n(\phi_t M) \rightarrow 0.
\]  

(4.22)

All items in these sequences are equipped with canonical mixed Hodge structures, and this sequence is not only an exact sequence of vector spaces but also an exact sequence of mixed Hodge structures. This exact sequence is useful in that the Hodge numbers of $H^n(\phi_t M)$ is given by the sum of $H^n(X_0)$ and $H^n(\phi_t M)$.

**Example.** Consider the degeneration of a genus two curve to a genus one curve with a node (see Figure 16). The weight filtration of three vector spaces are given as

\[
\begin{align*}
H^1(\psi_t M) : & \quad W_{-1} = \{0\}, \ W_0 = \{\gamma_2^*\}, \ W_1 = \{\gamma_2^*, \gamma_3^*, \gamma_4^*\}, \ W_2 = \{\gamma_1^*, \gamma_2^*, \gamma_3^*, \gamma_4^*\} \\
H^1(X_0) : & \quad W_{-1} = \{0\}, \ W_0 = \{\gamma_2^*\}, \ W_1 = \{\gamma_1^*, \gamma_2^*, \gamma_3^*, \gamma_4^*\} \\
H^1(\phi_t M) : & \quad W_0 = W_1 = \{0\}, \ W_2 = \{\gamma_1^*\}
\end{align*}
\]
The morphisms are morphism of MHS of type $(0, 0)$.

**Local invariant cycle theorem.** Consider weight one part of the variation of MHS, and we consider the limit MHS of this part. There is a quite useful facts for us: the cohomology groups of the singular variety $X_0$ is given by the monodromy invariant part of the nearby cycle $X_t$ (the “local invariant cycle theorem”)\(^{11}\). This fact has important physical consequences as we explain now. First, for the polynomial relevant for 4d $\mathcal{N} = 2$ theory, the maximal size of the Jordan block of the monodromy operator on the nearby fiber $\psi_0 M$ is two! We focus on $\lambda = 1$ part of the monodromy operator, and the nilpotent part takes the following form

\[
N_{\lambda=1} = \begin{bmatrix}
0 & & & \\
& \cdots & & \\
& & 0 & \\
& & J_2 & \\
& \cdots & & J_2
\end{bmatrix}
\] (4.23)

Here $J_2 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$. According to local invariant cycle theorem, the invariant vector of $N_{\lambda=1}$ is the cohomology group of the singular variety. This implies that the invariant vector belonging to Jordan block of size 1 always comes from the singular variety. For the Jordan block of size two, one basis belongs to vanishing cohomology, and one basis belongs to the cohomology of the singular variety. For a $J_2$ block, the weight filtration has weight zero and two: the weight two (zero) part belongs to vanishing (singular variety) cohomology.

We now have

- The vanishing cohomology with $\lambda = 1$ is always paired with a cohomology of the singular variety, and the Jordan block has size two. The Hodge numbers are $h^{1,1}$ (for vanishing cohomology), and $h^{0,0}$ (for $X_0$)\(^{12}\).
- Now since $\lambda = 1$ part of the vanishing cohomology is related to mass parameter of the interacting theory, the above result can be interpreted physically as follows: the $U(1)$ flavor symmetry of the interacting theory is gauged.

Finally, we make an observation of weight two part of variation of MHS, and look at its limit MHS: the monodromy action on it is trivial and so its Hodge type is always $h^{1,1}$. These cycles can be either vanishing or is supported on singular variety.

### 4.5 Computations

In this subsection, we discuss how to compute explicitly the Mixed Hodge structure for three spaces associated with singular variety, and show how to find the low energy theory from these structures. First, let us review what we have learned:

\(^{11}\)We warn the reader that the “local invariant cycle theorem” in mathematics has a crucial hypothesis that the family is proper and the total space is nonsingular. While our family is by fiat non-proper, it is defined by a tame polynomial, and the theorem still works (one proves this using the exact sequence (4.22)). If the polynomial is not tame, the local invariant cycle theorem does not hold in general.

\(^{12}\)We consider the curve case to fix the idea, and the general case is similar.
(1) Firstly, we can compute the Hodge filtration of the nearby cycle by using the method of last section. The monodromy action is often not easy to compute, so it is not easy to compute the Hodge numbers for nearby cycle.

(2) The MHS for the singular variety can be computed using resolution of singularity.

(3) If the local singularities are all isolated singularities, we can compute the MHS using the computers.

Now if the polynomial is tame, using (4.22) we can then find the MHS on nearby cycle by using the results from the second and third items listed above. Some examples will be given in next subsection.

Newton filtration and MHS for vanishing cohomology. Although we can compute the MHS for the vanishing cohomology associated with a local singularity using a computer software, here we will review a combinatorial method using the so-called Newton filtration of the associated Newton polyhedron [55].

Let \( f = \sum c_m x^m \) be a germ of a function with an isolated singularity. Its support is \( \text{Supp } f = \{ m \in \mathbb{N}^{n+1} : c_m \neq 0 \} \). Let \( \Gamma_+(f) \) be the Newton polyhedron with respect to infinity, i.e., the convex hull of \( \bigcup_{m \in \text{supp } f} m + \mathbb{R}^{n+1}_{>0} \subset \mathbb{R}^{n+1} \). Let \( \Gamma(f) \) be the Newton boundary, i.e., the union of compact faces \( \sigma \) of \( \Gamma_+(f) \). We further require that \( f \) is Newton non-degenerate and convenient.

Let’s consider a homogeneous function \( h : \mathbb{R}^{n+1}_{>0} \to \mathbb{R}_{>0} \), \( h(\lambda a) = \lambda h(a) \) such that \( h(\Gamma) = 1 \). \( \Gamma \) defines a decreasing filtration on \( \mathcal{O} := \mathbb{C}[x_0, \ldots, x_n] \),

\[
N^a \mathcal{O} = \{ g(x) \in \mathcal{O} : h(\text{supp } g) \geq a \}, \tag{4.24}
\]

This is called the Newton filtration. Newton filtration induces a filtration \( \bar{\nu} \) on the Jacobian algebra \( J_f \). It also induces a filtration on \( \Omega^{n+1}_{X,0} \) which is defined as

\[
\nu(\omega) = \nu(gx_0 \ldots x_n) - 1, \quad \omega = g(x)dx_0 \wedge \ldots \wedge dx_n \tag{4.25}
\]

Finally, we can define an order on the Brieskorn lattice \( M_0 = \Omega^{n+1}_{X,0}/df \wedge d\Omega^{n-1}_{X,0} \):

\[
\bar{\nu}([\omega]) = \max \{ \nu(\eta) : [\eta] = [\omega] \}, \tag{4.26}
\]

and a filtration on \( M_0 \):

\[
N^a M_0 = \{ [\omega] \in M_0 : \bar{\nu}([\omega]) \geq a \} \tag{4.27}
\]

Similarly we have a filtration on \( \Omega_f = M_0/tM_0 = \Omega^{n+1}_{X,0}/df \wedge \Omega^n_{X,0} \). Given a vector space \( H \) with a filtration \( F^\bullet \), one can define the Poincaré polynomial

\[
P_{H,F^\bullet}(t) = \sum g_\alpha t^\alpha \tag{4.28}
\]

with \( g_\alpha = \text{dim } F^\alpha / F^{>\alpha} \). The relation with the Poincaré polynomial of the singularity spectrum is

\[
\text{Sp}(f) = \sum_{i=1}^\mu t^{a_i} = P_{\Omega_f,\nu^\bullet}(t) \tag{4.29}
\]
The Poincare polynomial on $\Omega_f$ has following simple description:

$$\tilde{P}_{\Omega_f, \nu^*} = tP_{\Omega_f, \nu^*}(t) = \sum_{\sigma} (-1)^{n - \dim \sigma} (1 - t)^{k(\sigma)} P_{A_{\sigma}}(t) + (-1)^{n+1}. \quad (4.30)$$

Here we sum over the faces of $\Gamma(f)$, and $k(\sigma)$ is the dimension of the minimal coordinate plane containing $\sigma$. $P_{A_{\sigma}}$ is given as

$$P_{A_{\sigma}}(t) = \frac{1}{(1 - t^\omega_1) \ldots (1 - t^\omega_k)} \quad (4.31)$$

Here $A_{\sigma}$ is the cone over $\sigma$, and it is isomorphic to a free algebra; $\omega_1, \ldots, \omega_k$ are weights.

### 4.6 Low energy physics at special vacua

Next we discuss how to find the low energy theory for the special vacuum by using the MHS associated with singular fiber. In this section, we assume that the polynomial is tame. The physical interpretations of three MHS are:

- The abelian gauge theory is described by the MHS of the singular variety: the weight one part gives the abelian gauge theory; the weight two part are flavor central charge; and weight zero part describes the gauging of the flavor symmetry of the theory associated with singularity.

- The interacting theory is described by the MHS of local singularities. The singularity spectrum contains important information for the theory: the middle spectra is identified with mass parameter.

- The abelian gauge theory and interacting theory is coupled through gauging the abelian flavor symmetry of the interacting theory: this is reflected by the Hodge numbers: each $h_{1,0}$ of the singular variety is coupled with one $h_{1,1}$ from the singularity.

So we can find the low energy theory by computing these MHS.

**Example 1.** Consider the polynomial map $f = x^3 + y^7 + 2y^3$. This can be thought of as turning on relevant deformation of $(A_2, A_6)$ theory which is described by the polynomial $f = x^3 + y^7$. The critical point of the hypersurface $f = 0$ is given by the equations $\frac{\partial f}{\partial x} = \frac{\partial f}{\partial y} = 0$, and the only critical point is the origin. We shall now determine the IR theory using MHS.

First we can compute the MHS for the smooth fiber (use $t$ to denote the coordinate $\mathbb{C}$, and $t = 0$ denotes the singular fiber). The Newton polyhedron for the polynomial $f$ is given in figure 18, this is the convex hull for the support of $f$ and zero. Using the formula in 2 ($h_{1,0}$ is equal to the number of internal points of the polyhedron), so we find that the Hodge numbers of the smooth fiber are $h_{1,0} = h_{1,1} = 6$. The Hodge filtration of nearby cycle is then given by

$$F^0_{\text{nearby}} \subset F^1_{\text{nearby}} \quad (4.32)$$

with $\dim F^0_{\text{nearby}} = 12$, $\dim F^1_{\text{nearby}} = 6$. There is no weight two part. This gives the MHS structure for the smooth fiber (in fact this is a pure Hodge structure).
The limit MHS for the vanishing cohomology could be found using the Newton polyhedron for the local singularity at the origin. The polytope is the convex hull of the support of $f$ and infinity, see Figure 18. The limit MHS is computed as $h^{1,0}_{\text{van}} = h^{0,1}_{\text{van}} = 1$ and $h^{1,1}_{\text{van}} = 2$. The Hodge and weight filtration for vanishing cohomology is then

$$\begin{align*}
F^0_{\text{van}} &\subset F^1_{\text{van}} \\
0 &= W_0 \supset W_1 \supset W_2
\end{align*} \quad (4.33)$$

We have $\text{dim} F^0_{\text{van}} = 4$, $\text{dim} F^1_{\text{van}} = 3$, and $\text{dim} W_1 = 2$, $\text{dim} W_2 = 4$. The IR theory is a SCFT whose SW geometry is given by $f = x^3 + y^3$. The spectral pairs are

$$((1/2, 1), 1), ((0, 1), 2), ((-1/2, 1), 1) \quad (4.34)$$

From the spectrum, we see that this theory has a $U(1) \times U(1)$ flavor symmetry, which is actually enhanced to $SU(3)$ flavor symmetry. The Hodge numbers are $h^{1,0} = h^{0,1} = 1$ and $h^{1,1} = 2$.

Let’s now use above information to get the MHS for the singular variety $X_0$. The crucial input is that the Hodge type for the nearby cycle is the same as the smooth fiber. First, since $H^1(X_t) = 12$ and $H^1_{\text{van}} = 4$, we find $H^1(X_0) = 8$, and it has Hodge filtration for $X_0$:

$$\begin{align*}
F^0_{\text{sing}} &\subset F^1_{\text{sing}} \\
0 &= W_0 \supset W_1 \supset W_2
\end{align*} \quad (4.35)$$

with $\text{dim} F^0_{\text{sing}} = 8$, $\text{dim} F^1_{\text{sing}} = 3$ (Since $\text{dim} F^1 H^1(X_t) = 6$, $\text{dim} F^1 H^1_{\text{van}} = 3$). Using $F^1 = \oplus_{p \geq 1} h^{p,q}$, we find $h^{1,0}(X_0) = h^{0,1}(X_0) = 3$. This implies that there is a $U(1)^3$ abelian gauge theory described by the cohomology of singular variety. Finally, we have $h^{0,0}(X_0) = 2$. $h^{0,0}(X_0)$ is paired with $h^{1,1}(X_{\text{van}})$ of the vanishing cohomology.

Now we can derive the full IR theory: The theory associated with vanishing cohomology is a SCFT ( $(A_1, D_4)$ theory), and this theory has a $SU(3)$ flavor symmetry. The two $U(1)$ subgroups of the flavor symmetry are gauged. There is also a decoupled $U(1)^3$ abelian gauge theory (The weight one part of the $H^1(X_0)$). The theory can be schematically written as

$$\begin{align*}
\T &\oplus U(1)^3
\end{align*}$$

Here $T$ is a rank one SCFT with flavor symmetry $SU(3)$, and a $U(1) \times U(1)$ subgroup of flavor symmetry is gauged.
Figure 18: Left: The Newton polytope for the polynomial \( f = x^3 + y^7 + 2y^3 \), it is the convex hull of the support of \( f \) and zero; Right: The Newton polytope for the local singularity at origin of polynomial \( f = x^3 + y^7 + 2y^3 \), and this is the convex hull of the support of \( f \) and infinity.

Example 2. Consider the polynomial \( f = z + \frac{1}{z} + x^3 - 3a^2x \), and this polynomial describes the SW geometry of pure SU(3) super Yang-Mills theory, here \( z \) is a \( \mathbb{C}^* \) variable and \( x \) is a \( \mathbb{C} \) variable. Here we turn on one parameter deformation parameterized by \( a \). The critical points of \( f \) is given by

\[
\frac{\partial f}{\partial z} = 0, \quad \frac{\partial f}{\partial x} = 0 \tag{4.36}
\]

We find four solutions \( z = \pm 1, \quad x = \pm a \). The critical values are

\[
c_{(1,a)} = 2 - 2a^3, \quad c_{(1,-a)} = 2 + 2a^3, \tag{4.37}
\]

\[
c_{(-1,a)} = -2 - 2a^3, \quad c_{(-1,-a)} = -2 + 2a^3. \tag{4.38}
\]

By choosing \( a \) appropriately, the critical values will merge. We have two choices:

1. First, if \( a = 0 \), then the curve takes the form

\[
f = z + \frac{1}{z} + x^3 \tag{4.39}
\]

and the critical value is \( \pm 2 \), and there is only one singular point \((x,z) = (0,1)\) on \( f = 2 \). Near the local singularity, the curve takes the form

\[
f' = (z + 1)^2/z + x^3 = y^2 + x^3 \tag{4.40}
\]

The IR theory associated with local singularity is nothing but the \((A_1, A_2)\) theory. Let’s now compute the IR theory at this vacuum using MHS. The Hodge structure of the smooth fiber is \( \dim F_{\text{near}}^0 = 4, \dim F_{\text{near}}^1 = 2 \). The Mixed Hodge structure for the vanishing cohomology is \( \dim F_{\text{van}}^0 = 2, \dim F_{\text{van}}^1 = 1 \). This implies that the MHS for the singular variety is \( \dim F_{\text{sing}}^0 = 2, \dim F_{\text{sing}}^1 = 1 \). The IR theory is then

\[
T \oplus U(1) \tag{4.41}
\]

Here \( T \) is the \((A_1, A_2)\) theory, and there is free abelian \( U(1) \) gauge theory in the IR too. These two sectors are decoupled.
(2) Secondly, we can take $a^3 = 1$, i.e., $a = 1$. Then $c_{(1,1)} = c_{(-1,-1)}$. The critical value is zero, and the singular fiber has two critical points: $(x, z) = (1, 1)$ and $(x, z) = (-1, -1)$, and each local singularity is a $A_1$ singularity. So we have $\dim F_{\text{van}}^0 = 2, \dim F_{\text{van}}^1 = 2$ ($h_{\text{van}}^{1,1} = 2$). This implies that $\dim F_{\text{sing}}^0 = 2, \dim F_{\text{sing}}^1 = 0$ ($h_{\text{sing}}^{0,0} = 2$). The IR theory is just two copies of $U(1)$ gauge theory coupled with a hypermultiplet:

\[ 
\begin{array}{c}
\begin{array}{c}
1 \\
\oplus \\
1 \\
\end{array}
\end{array}
\]
5 UV theory

Recall that the SW geometry is given by a polynomial map $F: \mathbb{C}^n \times \mathbb{C}^m \times \mathbb{C}^\mu_1 \to \mathbb{C}^\mu_1 \times \mathbb{C}$. We have shown how to find the low energy theory of generic vacua and special vacua by using the MHS and limit MHS for the fiber $F^{-1}(\lambda_\alpha, t = 0)$, where $\lambda_\alpha$ are the Coulomb branch parameters.

Recall the vacua structure of pure $SU(2)$ theory in Figure 8. The methods we explained in previous sections can be used to solve the IR physics for $u = \pm 1$ and a generic $u$. There is yet another special vacuum at $u = \infty$, which gives rise to the UV theory. The purpose of this section is to show can we define a MHS for the $t \to \infty$ limit ($t$ is the coordinate on $\mathbb{C}$), from which we can derive the information of the UV theory.

Similar to the finite $t$ situation, there is also a limit MHS when $t \to \infty$ [36]: there is a limit Hodge filtration associated to the variation of Hodge structure around $t = \infty$, and the weight filtration is given by the monodromy group around $t = \infty$ point. One can also define the spectrum of this MHS, etc. It is in general, however, not easy to compute the MHS in this limit. In the following, we will explain how to use global Gauss–Manin system and the Bireskorn module to compute the limit MHS at infinity.

**Gauss-Manin system and its Fourier-Laplace transform.** Let $U$ be a nonsingular affine algebraic variety of dimension $n + 1$. Let $f: U \to \mathbb{A}^1$ be a regular function. Then the (total) Gauss–Manin system $f_+ \mathcal{O}_U$ of $f$ is a complex of sheaves whose cohomology sheaves are regular holonomic D-module. A representative of it is the complex

$$\cdots \to \Omega^n_U(U)[\tau] \xrightarrow{d_U - \tau \partial_U f} \Omega^{n+1}_U(U)[\tau].$$

The last item being placed on the cohomology degree 0.

In the above complex, $\tau$ is merely a placeholder. Let us describe how the Weyl algebra $\mathbb{C}[t, \partial_t]$ acts. Here $t$ is the coordinate for $\mathbb{A}^1$, and $\partial_t$ is the derivation which will give the Gauss–Manin connection. A typical element in the complex is written as $\tau^m \omega$ where $\omega$ is a differential form on $U$ and $m$ is a non-negative integer. Then

$$\partial_t \cdot \tau^m \omega = \tau^{m+1} \omega,$$

and

$$t \cdot \tau^m \omega = -m \tau^{m-1} \omega + \tau^m f(x) \omega.$$  \hspace{1cm} (5.1)

In many cases (e.g., when $f$ is tame), the fibers only have interesting cohomology in dimension $n$. Thus we shall look at the $\mathbb{C}[t, \partial_t]$-module $M = H^0 f_+ \mathcal{O}_U$ (or its Fourier–Laplace transform on $\mathbb{A}^1$, which will be explained later). We call $f_+ \mathcal{O}_U$ the total Gauss–Manin system and we shall call its zeroth cohomology sheaf $M$ the Gauss–Manin system.

In the $t$ plane, there are many singular fibers (and atypiical fibers) including the one hidden at $t = \infty$. These singularities produce regular singularities of the Gauss–Manin system $M$. We can similarly define limit MHS for the nearby and vanishing cycles\footnote{Strictly speaking, the vanishing cycle of $M$ at infinity is not specified since we did not specify the singular fiber at infinity. What we meant here is rather the vanishing cycle of the microlocalization of $M$ at infinity. We shall not explain the technical details here.} for
the fiber at $t = \infty$. To compute this MHS, it is better to look the picture after the Fourier-Laplace (FL) transformation.

We first consider a microlocalization of $M[\partial_t^{-1}]$ (forcing $\partial_t$ action to be invertible). The Fourier-Laplace transform module $G$ of $M[\partial_t^{-1}]$ is now a $\mathbb{C}[\tau, \tau^{-1}]\partial_\tau$ module, the actions being $\tau = \partial_t$, and $\partial_\tau = -t$. The D-module $G$, has only two singular points on $\tau$ plane, one at $\tau = 0$ which is still a regular singularity; the other one is at $\theta = 0$ (here $\theta = \frac{1}{\tau}$), and the singularity is typically an order two irregular singularity.

Given a $\mathbb{C}[t]$ module $M_0$ (which generates $M$) of $M$, one can produce a lattice $G_0$ of the Laplace transform $G$. The construction is following: Let $M_0'$ be the image of $M_0$ in $M[\partial_t^{-1}]$ under the morphism $M \to M[\partial_t^{-1}]$. Let $G_0 = C[\theta] \cdot M_0'$ be the $C[\theta]$ module generated by $M_0'$, then $G_0$ is a $C[\theta]$ module. It is a lattice of $G$ in the following sense: $C[\theta, \theta^{-1}] \otimes_{C[\theta]} G_0 = G$. $G_0$ is also stable under $\theta^2 \partial_\theta$.

**Spectral numbers of the pair $(G, G_0)$.** Let us consider the D-module $G$ and its lattice $G_0$ on the $\tau$ plane. On the one hand, $G$ has regular singularity at $\tau = 0$, and so we can define a Kashiwara–Malgrange filtration. The existence of lattice implies that we can define a filtration as follows $G_k = \theta^{-k}G_0$. The combinations of these two filtrations make it possible to define the notion of spectral pairs.

We now define the limit MHS and spectral numbers form the pair $(G, G_0)$. Let us recall the formalism of Kashiwara–Malgrange filtration. Let $G$ be a $\mathbb{C}[\tau, \partial_\tau]$-module with a regular singularity at $\tau = 0$ and regular elsewhere. Let

$$G_\alpha = \bigcup_{n=1}^{\infty} \text{Ker}(\tau \partial_\tau + \alpha)^n.$$ 

Then $G_\alpha$ is called a root space of $G$. It is known that $G_\alpha$ is a finite dimensional vector space over $\mathbb{C}$. Define the (increasing) Kashiwara–Malgrange filtration to be

$$V_\beta M = \sum_{\alpha \leq \beta} G_\alpha.$$ 

Here the sum is taken in the following sense: it is generated by $\bigoplus_{\alpha \leq \beta} G_\alpha$ over $\mathbb{C}[\tau]$, but is contained in the infinite product $\prod_{\alpha \leq \beta} G_\alpha$. Note that $\tau V_\beta \subset V_{\beta-1}$, and $\partial_\tau V_\beta \subset V_{\beta+1}$. We shall assume that all the $\alpha$ appeared above are real numbers. For each $\alpha$, we define its multiplicity by

$$\nu_\alpha = \dim \frac{V_\alpha G \cap G_0}{V_\alpha G \cap \theta G_0 + V_{<\alpha} G \cap G_0}.$$ 

The spectrum of the pair $(G, G_0)$ is then the set of pairs

$$(\alpha, \nu_\alpha)$$

where $\alpha$ is a real number, $m_\alpha > 0$ is the multiplicity of $\alpha$. By assumption we have excluded numbers with zero multiplicity from the spectrum.

The above definition needs the tameness of $f$ to define the correct spectrum. In fact, it is possible to define spectrum for any regular function $f : U \to \mathbb{A}^1$ in terms of limit Hodge theory. The present definition has the virtue of being relatively easy to calculate.
**Tame polynomial.** The above procedure works for the general regular holonomic D module on $t$ plane. If the polynomial $f : U \to A^1$ is a tame polynomial, one can write $G$ and $G_0$ explicitly:

$$G = \Omega^n[\tau, \tau^{-1}]/(d - \tau df)\Omega^{n-1}(U)[\tau, \tau^{-1}]$$

and

$$G_0 = \Omega^n(U)[\theta]/(\theta d - df)\Omega^{n-1}(U)[\theta]$$

The fiber at $\theta = 0$ is given by

$$G_0/\theta G_0 = \Omega^n(U)/df\wedge \Omega^{n-1}(U)$$

which is similar to the local singularity case. The spectrum numbers for a tame polynomial has following important property [36]:

- The spectrum number $\frac{n-1}{2}$ is related to the mass parameter.
- The spectrum number is symmetric with respect to $\frac{n-1}{2}$.
- There is only one minimal spectral number $\alpha_0$.

These spectral numbers characterizes the limit MHS and encode the physical information of UV theory. Notice that these are exactly similar to the property of spectrum number of local singularity.

### 5.1 Newton filtration and spectral numbers

Similar to the IR theory, it is possible to compute the spectrum using the Newton filtration. The major difference here is that the Newton polytope is now the convex hull of the $\text{Supp} f$ and the origin. Let $f = \sum c_m x^m$ be a polynomial map $f : \mathbb{C}^{n+1} \to \mathbb{C}$, and $\text{Supp} f = \{m \in \mathbb{N}^{n+1} : c_m \neq 0\}$ be its support. $\Gamma_+(f)$ be the Newton polyhedron with respect to zero, and $\Gamma(f)$ be the Newton boundary, i.e., a union of compact faces $\sigma$ of $\Gamma_+(f)$. We further require that $f$ is Newton non-degenerate and convenient.

Let’s consider a homogeneous function $h : \mathbb{R}^{n+1} \to \mathbb{R}_+$, $h(\lambda a) = \lambda h(a)$, such that $h(\Gamma) = 1$. $h$ then defines an increasing filtration on $\mathcal{O} = \mathbb{C}[x]$:

$$N^a \mathcal{O} = \{g(x) \in \mathbb{C}[x] : h(\text{Supp})g \leq a\}.$$  

(5.3)

This is called the Newton filtration. Newton filtration induces a filtration $\nu$ on the Jacobian algebra $Q_f$. It also induces a filtration on $\Omega_X^{n+1}$ which is defined as

$$\nu(\omega) = \nu(gx_0 \ldots x_n) - 1, \quad \omega = g(x)dx_0 \wedge \ldots \wedge dx_n.$$  

(5.4)

Finally, we can define an order on the Brieskorn lattice $M_0 = \Omega_X^{n+1}/df \wedge d\Omega_X^{n-1}$:

$$\nu([\omega]) = \min\{\nu(\eta) : [\eta] = [\omega]\},$$  

(5.5)

and an increasing filtration on $M_0$:

$$N^a M_0 = \{[\omega] \in M_0 : \nu([\omega]) \leq a\}.$$  

(5.6)
Similarly we have a filtration on $\Omega_f = M_0/tM_0 = \Omega_X^{n+1}/df \wedge \Omega_X^n$. Given a vector space $H$ with a filtration $F^*$, one can define the Poincaré polynomial

$$P_{H,F^*}(t) = \sum g_\alpha t^\alpha$$

(5.7)

with $g_\alpha = \dim F^\alpha/F^{<\alpha}$.

The relation with the Poincaré polynomial of the spectrum at $\infty$ is then

$$\text{Sp}(f) = \sum_{i=1}^{\mu} t^{\alpha_i} = \tilde{P}_{\Omega_f,V^\bullet}(t)$$

(5.8)

Here $\alpha_i$ are the spectrum numbers.

The Poincaré polynomial on $\Omega_f$ has following simple description:

$$\tilde{P}_{\Omega_f,V^\bullet} = tP_{\Omega_f,V^\bullet}(t) = \sum_{\sigma} (-1)^{n-\dim \sigma}(1-t)^{k(\sigma)}P_{A_\sigma}(t) + (-1)^{n+1}.$$  

(5.9)

Here we sum over the faces of $\Gamma(f)$, and $k(\sigma)$ is the dimension of the minimal coordinate plane containing $\sigma$. $P_{A(\sigma)}$ is given as

$$P_{A_\sigma}(t) = \frac{1}{(1-t^{\omega_1})\ldots(1-t^{\omega_k})}$$

(5.10)

Here, $A_\sigma$ is the cone over $\sigma$, and it is isomorphic to a free algebra $A_\sigma$, which is given by $\mathbb{C}[y_1, \ldots, y_k]$, with $y_k$ the generators and are monomials of the coordinate $x_i$; $\omega_1, \ldots, \omega_k$ are weights of $y_i$ which can be found from the weight on $\sigma$.

**Example.** Consider the polynomial $f(x,y) = x^5 + x^2y^2 + y^2$. The associated Newton polytope is given in Figure 19. According to the formula in 8, the smooth fiber has $h^{1,0} = h^{0,1} = 3$ (the number of interior of lattice points), and $h^{1,1} = 2$ (the number of lattice points on $\Gamma(f)$).

$\Gamma(f)$ has five faces $\sigma_1, \sigma_2, \sigma_3, \sigma_{13}, \sigma_{23}$. Various data for the cones are collected in table 9. The Poincaré polynomial is given by

$$\tilde{P} = \frac{(1-t)^2}{(1-t^{1/2})(1-t^{1/2})} + \frac{(1-t)^2}{(1-t^{1/2})(1-t^{1/5})} + \frac{(1-t)}{(1-t^{1/2})} - \frac{(1-t)}{(1-t^{1/5})} - \frac{(1-t)^2}{(1-t^{1/2})} + 1$$

$$= 2t + t^{1/2} + t^{7/10} + t^{9/10} + t^{11/10} + t^{13/10} + t^{3/2}$$

(5.11)

So the spectrum is $(-\frac{1}{2}, -\frac{3}{10}, -\frac{1}{10}, 0, 0, \frac{1}{10}, \frac{3}{10}, \frac{1}{2})$, which is symmetric with respect to 0.
Under diagram deformation. For the curve case \((n = 1)\), we can compute the spectrum using the under-diagram deformation: these points satisfy the following condition \(m + (1, 1)\) belongs to the interior of the polytope, and the spectrum for such lattice points are

\[
\alpha(x^m dx^m) = \nu(x^m x_0 \ldots x_n) - 1
\]  

These give the negative part of the spectrum. Since the spectrum is symmetric respect to 0 for \(n = 1\), we can find the full spectrum.

Example. Consider the example in Figure 19, there are three lattice points such that \((m + (1, 1))\) is in the interior of the polytope. The spectrum number from them is \((-\frac{1}{2}, -\frac{3}{10}, -\frac{1}{10})\), which agrees with the computation using Poincaré polynomial.

5.2 Variance of spectrum numbers

The spectral numbers of MHS play an important role in finding the Coulomb branch information of the interacting theory (either IR or UV theory). Here we would like to point out an inequality of the variance of spectral numbers, which might have interesting implication on the property of 4d \(\mathcal{N} = 2\) theory.

First, for the spectral numbers associated with an isolated hypersurface singularity (the map is \(f : \mathbb{C}^{n+1} \to \mathbb{C}\)), the variance is conjectured to satisfy following inequality [56]:

\[
\frac{1}{\mu} \sum_{i=1}^{\mu} (\alpha_i - \frac{n-1}{2})^2 \leq \frac{\alpha_{\mu} - \alpha_{1}}{12}
\]  

Table 9: The Newton information of \(f(x, y) = x^5 + x^2 y^2 + y^2\)
In the case of quasi-homogeneous singularity, we have the equality which is also proven. Since the quasi-homogeneous singularity gives the SCFT, the above equality gives a quite interesting constraint on the Coulomb branch spectrum of a SCFT. Using the relation between the spectral number and the Coulomb branch spectrum \( \alpha_i = \alpha_1(1 - \Delta_i) + 1 \), \( n = 3 \), we get the following equality for the Coulomb branch spectrum of a SCFT:

\[
\frac{1}{2r + f} \sum_{i=1}^{r} (\Delta_i - 1)^2 = \frac{\Delta_{\text{max}}(\Delta_{\text{max}} - 1)}{12}
\]

(5.14)

Here \( r \) is the rank of the 4d theory, \( f \) is the rank of flavor symmetry. \( \Delta_{\text{max}} \) is the maximal Coulomb branch scaling dimension.

There is also a dual conjecture, which states that for a tame polynomial, the spectral numbers at \( t = \infty \) satisfies the inequality:

\[
\frac{1}{\mu} \sum_{i=1}^{\mu} (\alpha_i - \frac{n - 1}{2})^2 \geq \frac{\alpha_\mu - \alpha_1}{12}
\]

(5.15)

In the case of quasi-homogeneous singularity, we also have the equality.

Since the local singularity describes IR free (or conformal) theory, while the \( t \to \infty \) limit describes the UV complete theory, we might think of the above variance on the spectral number as a method to measure whether the theory is IR free, UV free, or conformal, namely, the variance of the spectral number is a “\( \beta \)” function.

Example. Let’s see the consequence on the Coulomb branch spectrum of a SCFT if we assume the equalities in 5.14 hold. To begin with, assume that the Coulomb branch moduli is just one dimensional, and the rank of flavor symmetry is \( f \). Then we have

\[
\frac{\Delta - 1}{2 + f} = \frac{\Delta}{12} \to \Delta = \frac{12}{10 - f}
\]

(5.16)

We have the following solutions:

| \( f \) | 0 | 1 | 2 | 4 | 6 | 7 | 8 |
| --- | --- | --- | --- | --- | --- | --- | --- |
| \( \Delta \) | \( \frac{6}{5} \) | \( \frac{3}{2} \) | \( \frac{7}{3} \) | 2 | 3 | 4 | 6 |

It is intriguing that these agree with the data of rank one theory studied in the literature.

We have to emphasize that not all SCFT can be described by a quasi-homogeneous polynomial. However, the above computations imply that maybe there is a more general constraint on the variance of Coulomb branch spectrum of a \( \mathcal{N} = 2 \) SCFT.
6 General base

6.1 Low energy effective theory: non-tame case

In previous sections we have focused on the “constant deformation” of the SW geometry associated with a tame polynomial. The virtue of tameness is at least of two-fold:

- its critical points are all isolated, and
- the vanishing cycles are all localized at the finite distance, thus we do not need to deal with “hidden” singularities.

In practice, one has to consider the SW geometries defined by non-tame polynomials, as they could arise from situations when one takes some physical parameters to be zero. Some of the analysis discussed in previous sections broke down. In this section we discuss how to deal with this obstacle by turning on another parameter.

To begin with, let us explain why there could be vanishing cycles localized at infinity in the non-tame case. To fix ideas, we consider the situation when $U = \mathbb{C}^2$, and the SW geometry is defined by a family of curves: $f(x,y) - t = 0$. Consider the projective completion of this family

$$F_t(x,y,z) = f_d(x,y) + f_{d-1}z + \ldots + tz^d = 0$$ (6.1)

where $(x,y,z)$ are homogeneous coordinates of the complex projective plane $\mathbb{P}^2$, and $d$ is the degree of $f$. The line at infinity is $z = 0$, and points at infinity are defined by the equation

$$f_d(x,y) = 0$$ (6.2)

A point at infinity is singular if and only if it satisfies the equation

$$\frac{\partial f_d}{\partial x} = \frac{\partial f_d}{\partial y} = f_{d-1} = f_d = 0.$$ (6.3)

Let $p$ be such a point. Then the localization of the polynomial near $p$ has a well-defined local Milnor number. There is a dense Zariski open subset of $\mathbb{C}$, such that for $t$ in this open, the sum of the Milnor numbers $\mu^\text{gen}$ at infinity is a constant. We say $t$ is a “jump value”, if the number

$$\nu_t = \mu_t - \mu^\text{gen},$$ (6.4)

is bigger than zero. Here $\mu_t$ is the sum of Milnor numbers of points at infinity lying in $F_t(p) = 0$.

When $t$ is a jump value, we say there is a vanishing cycle hidden at infinity.

Example. Consider the polynomial $f = xy^2 - y$. Then we have $F = xy^2 - yz^2 - tz^3$. The points at infinity (for each $t$) are $(0,1,0)$ and $(1,0,0)$. For each $t$, the singular point is $p = (1,0,0)$. The singularity type of $p$ at $t \neq 0$ is $y^2 - z^3$, and so the Milnor number is 2. When $t = 0$, the singularity type is $y^2 - yz^2$ and so the Milnor number is 3. Thus we say there is a vanishing cycle hidden at infinity when $t = 0$.

Assuming $f$ has only isolated critical points and $f$ is non-degenerate, the dimension of $H^1(f^{-1}(t))$ and the local Milnor numbers satisfy the following.
(1) Denote by $m$ the dimension of first cohomology of the generic fiber. Define

$$\mu = \sum_{x \in \Sigma} \mu_x, \quad \nu = \sum \nu_t$$

(6.5)

Here $\Sigma$ is the set of critical points of $f$. We then have

$$m = \mu + \nu$$

(6.6)

(2) Consider an arbitrary fiber $f^{-1}(t)$, and we have the relation

$$m = \dim(H^1(f^{-1}(t))) + (\mu_t + \nu_t)$$

(6.7)

Here $\mu_s$ is the sum of Milnor numbers of the singular points on $f(t) = 0$, and $\nu_t$ is the Milnor number of the vanishing cycles hidden at $\infty$ of the fiber $f(t) = 0$.

The second equation gives the relation between the cohomology of nearby fiber, special fiber, and the vanishing cohomology on the special fiber which includes also the vanishing cycle at infinity.

The existence of vanishing cycles hidden at infinity has two implications:

(1) The total vanishing cycles are not supported at the singularity visible by the variety defining the SW geometry, and we need to compute it using the nearby cycles and the the property of singular fibers itself.

(2) It is possible that the $t$ direction does not give us the correct “generic fiber”, so we have to consider other directions to get the low energy physics.

Example. The first phenomenon can be explained by following polynomial $f = x^n + z^k$, where $z$ is a $C^*$ variable. The fiber at $t = 0$ is atypical, but the variety is smooth. The vanishing cycle can be thought of as supported at the origin $(x, z) = (0, 0)$ which is actually removed.

Example. The second phenomenon is more nontrivial. Consider a theory whose SW geometry is described by the polynomial

$$f = x^4 + x^2y^5 + a^2y^3$$

(6.8)

Here $x, y$ are $C$ variables. This describes a theory with flavor symmetry $U(2)$, and $a$ is the mass parameter.

(1) For $a \neq 0$, the dimension of first cohomology group in $t$ direction is 20: $H^1(f_{a \neq 0}^{-1}(t)) \cong \mathbb{C}^{20}$. (One computes by using the combinatorial formula in 3.3, the Newton polygon is the left hand polyhedron in Figure 20).

(2) If $a = 0$, then the generic fiber has a 17 dimensional cohomology group $H^1(f_{a = 0}^{-1}(t)) \cong \mathbb{C}^{17}$. The Newton polyhedron is the left polyhedron in Figure 20).

However, the correct low energy theory should only has rank 9 (given by the $h^{1,1}$ of the “generic fiber”, see the computation below). In order to get the correct answer at the
vacuum with $a = 0$ and generic $t$, we should turn on the parameter $a$ and view the theory as a specialization of (6.8) when $a \to 0$.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig20.png}
\caption{Turning on the mass parameter}
\end{figure}

Recall that we are dealing with the cohomology of the curve
\[ x^4 + x^2y^5 + a^2y^3 - t = 0. \]

If we still adapt the “tame case” strategy, we would have fixed $a$, and vary $t$. See the red curve in Figure 21. As we have said, this causes the problem if $a = 0$. Instead we turn on the deformation $a$ and hold $t = t_0$ as fixed. Thus we should use the blue curve in Figure 21 as our base of deformation. Define
\[ X = \{(x,y,a) \in \mathbb{C}^2 \times \mathbb{C} : x^4 + x^2y^5 + a^2y^3 - t = 0\}. \]

Then the projection $(x,y,a) \mapsto a$ defines an algebraic function $g: X \to \mathbb{C}$. The correct low energy effective theory should be read out by the vanishing cycle $\phi_g M$, where $M$ is the Gauss–Manin system $H^0 g_* \mathcal{O}_X$ on $\mathbb{C}$. Note that this time the Gauss–Manin system is associated with the function $g$ on the complex analytic space $X$ instead of that of $f$.

The vanishing cycle can be calculated using (6.4), as follows. The projective completion of the curve is
\[ x^4z^3 + x^2y^5 + a^2y^3z^4 - t_0z^7 = 0 \]

When $a \neq 0$, there are two singularities at $z = 0$ patch, and the local form are given by:
\begin{enumerate}
\item[(a)] $x^2 + z^4 = 0$;
\item[(b)] $z^3 + y^5 = 0$.
\end{enumerate}

The local Milnor numbers are respectively $\mu_1 = 3$ and $\mu_2 = 8$. For $a = 0$, the type (a) singularity at $z = 0$ is changed to $x^2 - t_0z^7 = 0$ (with Milnor number 6) and the type (b) is not changed. So we see that there are three vanishing cycles hidden at infinity. To really determine whether these extra cycles are vanishing are not, we need to compute the monodromy and the asymptotical behavior of the period integral over these three cycles. Instead of doing the explicit computation, we can get the result using MHS. The fiber with $a = 0$ is smooth, and the Hodge numbers are $h^{1,0} = 8$, $h^{1,1} = 1$. For the nearby fibers ($a \neq 0$), we have $h^{1,0} = 9$ and $h^{1,1} = 2$. This implies that cohomology associated with the “vanishing cycle at infinity”, we have $h^{1,1} = 1$, $h^{1,0} = h^{0,1} = 1$. This suggests that there might be trivial monodromy and the theory at $a = 0, t_0$ is a generic vacuum.
Summary. In previous sections, we treated exclusively tame polynomials. The tameness implies that the nearby cycle treated there can be regarded as the fiber of the generic vacuum. However, in the non-tame case, as the above example illustrates, we need to turn on a “generic” parameter, and calculate the vanishing cycle along the “generic direction”, in order to decide the low energy effective theory.

![Figure 21: Different specializations](image)

Finally, we would like to point out that it is also possible that the vanishing cycle is supported not on isolated point, but on one dimensional locus, and this happens if the singular locus is not isolated. For example, in the $t = 0, a = 0$ limit, the singular fiber has non-isolated singularity. The study of low energy physics of this particular point is more complicated, and we leave it for future study.

6.2 Discriminant locus and global structure of the base

We now discuss the global structure of the base, i.e., the full Coulomb branch parameter space. The base is separated into generic vacua and special vacua. The space of special vacua has a complicated structure given by a stratification, which depends upon the type of low energy effective theory. In our study, the space of special vacua are given by the locus where the topology of the SW geometries change (we recapitulate that this does not necessarily imply that the fibers become singular, it could be that there are fibers which have vanishing cycles hidden at infinity). In mathematics, the locus of special vacua is called the discriminant locus of the moduli space, and its structure is not easy to determine in general.

In this subsection we only briefly describe a class of examples where one can analyze the discriminant locus explicitly, and leave the general study in a future publication.

The models are the so-called $(A_1, G)$ (with $G = ADE$) Argyres-Douglas theories. The most down-to-earth case is the $(A_1, A_n)$ theory, whose SW geometry is given by

$$F = x^2 + y^{n+1} + \sum_{i=1}^{n-1} \lambda_i y^{n-i};$$

(6.9)

The discriminant locus of this model is given by the locus where $F$ becomes singular, namely,

$$\frac{\partial F}{\partial x} = \frac{\partial F}{\partial y} = F = 0$$

(6.10)
This still takes a complicated form. However, it is shown in [57] that the base could be written as the orbifold
\[
\mathbb{C}^n/W, \tag{6.11}
\]
where \(W\) is the Weyl group of group \(A_n\). We may describe it more explicitly. First, we embed \(\mathbb{C}^n\) into \(\mathbb{C}^{n+1}\) by the equation \(x_1 + \ldots + x_{n+1} = 0\), and \(W\) is generated by the Weyl reflection \(s_{ij}\) associated with hyperplane \(H_{ij}\) defined by \(x_i = x_j\):
\[
s_v : x \to x - 2(x, v)/(v, v) \tag{6.12}
\]
Here \(v \in h\), and \((\cdot, \cdot)\) is the standard inner product. Now the space \(\mathbb{C}^n/W\) has following structure

1. The invariant polynomial of \(\mathbb{C}^n/W\) is generated by \(\sigma_1, \ldots, \sigma_n\) with degree \((2, \ldots, n+1)\), and it is freely generated so that as a complex analytic space it is isomorphic to \(\mathbb{C}^n\). This is in agreement with the fact that the coordinate ring of the Coulomb branch of \(\mathcal{N} = 2\) theories is free generated.

2. The discriminant locus is given by the union of hyperplane \(H_{ij}\).

This gives a nice description of the global structure of the \((A_1, A_n)\) theory. For the general \((A_1, G)\) theory, the parameter space is given by \(\mathbb{C}^\mu/W\), here \(\mu\) is the rank of \(G\), and \(W\) is the Weyl group of type \(G\). The description of the discriminant locus is the same as that of \(A\) type.
7 Seiberg-Witten differential

The SW geometries $F : U \times \mathbb{C}^{n_1} \to \mathbb{C}^{n_1} \times \mathbb{C}$ are parametrized by $\mathbb{C}^{n_1}$ which consists of coupling constants and Coulomb branch moduli. If we fix the coupling constants, and vary the Coulomb branch moduli, we should get a special Kähler structure.

The extra datum one needs in the definition of a SKG is a SW differential $\lambda_{SW}$. The SW differential will be a section of the cohomology bundle called primitive form, which is defined over the whole base but is more or less determined by a constant deformation of a generic vacuum. The SKG is obtained by the periods of the primitive form.

7.1 Primitive form and SW differential

As we have reviewed in section 2, the low energy effective action on the Coulomb branch has a rigid special Kähler structure. We recall the main definition here. A rigid special Kähler manifold is a complex manifold $M$, and on each chart there are $n$ closed holomorphic 1-forms $U_\alpha dz^\alpha$:

$$
\partial_\alpha U_\beta - \partial_\beta U_\alpha = 0.
$$

These functions satisfy the following three conditions:

- the holomorphic function $U_\alpha$ satisfies:

$$
(U_\alpha, U_\beta) = 0, \quad g_{\alpha\bar{\beta}} = i(U_\alpha, \bar{U_\beta}) \text{ is the positive definite Kähler metric.}
$$

Here the $2n$-dimensional vector $U$ is written as $U_\alpha = (e^A_\alpha, h^A_\alpha)$, $A = 1, \ldots, n$, and the symplectic pairing is defined as

$$
(U_\alpha, U_\beta) = e^A_\alpha h^A_\beta - h^A_\alpha e^A_\beta, \quad (U_\alpha, \bar{U_\beta}) = e^A_\alpha \bar{h}^A_\beta - h^A_\alpha \bar{e}^A_\beta
$$

We’d like to derive a special Kähler geometry from the SW geometry. This is achieved by using periods of integrals of a SW differential. SW differential $\Omega$ is a section of the cohomology bundle over the parameter space. Let’s choose a basis of homology cycles as $(A_i, B_i), i = 1, \ldots, r$ and $(L_i, i = 1, \ldots, f,$ and the nonzero intersection form takes the following form

$$
A_i \cdot B_j = \delta_{ij}
$$

The holomorphic functions $U^A_\alpha$ is given by the period integral of SW differential $\Omega$:

$$
h^A_\alpha = \int_A \partial_\lambda_\alpha \Omega, \quad e^B_\alpha = \int_B \partial_\lambda_\alpha \Omega
$$

Here $\lambda_\alpha$ parameterizes Coulomb branch moduli. The period integral is holomorphic and so that the first condition in 7.1 is automatically satisfied, and the second equation is also automatically satisfied. The conditions in 7.2 put following constraints on the SW differential:

$$(7.3) \partial_\lambda_\alpha \Omega \text{ gives a basis for the space } H^{n_1+1, -n_1} \text{ (this is given by the mixed Hodge structure, and } n = 1 \text{ or } n = 3).$$
Then the condition in 7.2 is given by the first and second Hodge–Riemann bilinear relation.

Let’s give an example in the curve case. We have a basis $\omega_\alpha$ of $H^{1,0}$, $\alpha = 1, \ldots, n$ (which is given by the derivative of the SW differential), and a symplectic basis of one cycles $(A_i, B_i)$, $i = 1, \ldots, n$. The period matrix is a $g \times 2g$ matrix $[\int A_j \omega_\alpha, \int B_j \omega_\alpha] = [e_\alpha^A, h^B_\alpha]$, and the period matrix is given by

$$
\Pi_{AB} = h_A(e^{-1})^B_\alpha.
$$

The first Hodge–Riemann bilinear relation is

$$
\int \omega \wedge \eta = 0, \quad \forall \omega, \eta \in H^{1,0}
$$

This is because $\omega \wedge \eta$ is a $(2,0)$ form, and on the curve a $(2,0)$ form is zero. The second Riemann bilinear relation is

$$
\sqrt{-1} \int_X \omega \wedge \bar{\omega} > 0
$$

here $\omega \in H^{1,0}$. The first and second Riemann bi-linear relation implies that

$$
\Pi_{AB} = \Pi_{BA}, \quad \text{Im}(\Pi_{AB}) > 0
$$

These two conditions gives the condition listed in 7.2.

The SW differential can not be uniquely fixed by above condition. We need to impose one further condition on the asymptotical behavior of the period integral of $\Omega$ over vanishing cycles. The condition is following

Consider the periods of $\Omega$ over the vanishing homology classes of the $A_1$ singularity $x_0^2 + \ldots + x_n^2 = 0$. Physically, this gives a massless hypermultiplet. The periods should satisfy

$$
\int_A \Omega = t + \ldots \tag{7.4}
$$

Here $t$ is the coordinate of the base of Milnor fiberation. This requirement can be used to determine SW differential.

**Primitive form.** To get a SW differential, one needs to find a section of the cohomology bundle so that its derivative along the Coulomb branch moduli gives the vector in the space $H^{n,0}$ which is defined using MHS. It turns out that the primitive form would give the desired answer [17]. Here we give a brief review with emphases on the use of MHS.

Fix the Coulomb branch parameters and assume $f$ is tame. We have defined a Gauss-Manin system $M$ over the affine line parameterized by $t$ and a Brieskorn lattice $M_0$. Both of them can be expressed in terms of spaces of differential forms.

For our purposes, it is useful to consider their a Fourier–Laplace transforms. The reader should recall the setting in §5. Thus we shall consider the D-module $G$ and its Bireskorn lattice $G_0$, which are of the form

$$
G = \Omega^n[\tau, \tau^{-1}] / (d - \tau df) \Omega^{n-1}(U)[\tau, \tau^{-1}]
$$
and
\[ G_0 = \Omega^n(U)[\theta]/(\theta d - df \wedge) \Omega^{n-1}(U)[\theta] \]

Here \( \tau \) is the dual coordinate, and \( \theta = \frac{1}{\tau} \).

It is shown in [36, 58] one can find a basis of \( G_0 \) satisfying following conditions

- The basis \( v_1, \ldots, v_\mu \) satisfying following equations
  \[ \theta^2 \partial_\theta v = A_0 v + \theta A_1, \]
  where \( A_0 \) is nilpotent, \( A_1 \) is a diagonalizable matrix, whose eigenvalues are the exponents (which is equal to the minus one of the spectrum).

- If we consider the full SW geometry
  \[ F = f(x, y) + \sum_{\alpha=1}^{\mu_1} \lambda_\alpha \phi_\alpha \]

The above basis can be extended\(^{14}\) to the basis over the base parameterized by \( \lambda_\alpha \).

- Furthermore, one can choose \( v_0 \) on the full base so that \( v_i = \partial_i v_0 \), and here the derivative is over special coordinate (not the naive coordinate \( \lambda_\alpha \)).

The section \( v_0 \) is called primitive form and which gives the minimal spectrum. The existence of it depends crucially on the MHS studied in the UV limit in section 5.

The upshot is the following: in our case, the spectrum is symmetric with respect to \( n - 1 \), and if we consider the derivative along the coordinates whose spectrum is less than \( n - 1 \), namely we consider \( v_0, \partial_i v_0, i = 1, \ldots, i \), then they span the Hodge space \( H^{n+1, n-1} \).

So the primitive form satisfy the condition required by the Seiberg-Witten differential.

Given a primitive form \( v_0 \), one can form a sequence of elements by using \( \partial_t^{-1} \) action:
\[ v_0^{-i} = \partial_t^{-i} v_0, \]
and so the SW differential is given by \( \partial_t^{n-3} v_0 \).

Computations. Given a tame polynomial \( f : U \to \mathbb{C} \). It is shown in [17] that the primitive form takes the following form
\[
\begin{align*}
  v_0 &= dx \wedge dy \wedge dz \wedge dw, \quad U = \mathbb{C}^4 \\
  v_0 &= \frac{dx}{x} \wedge dy \wedge dz \wedge dw, \quad U = \mathbb{C}^* \times \mathbb{C}^3
\end{align*}
\]

If we fix the coupling constants, the primitive form is just a constant of above form. To get a section of cohomological bundle, we consider Leray residue form \( \lambda_{SW} = \frac{\delta}{df} \).

\(^{14}\)At least in the examples we considered.
If $U$ is two dimensional, then $\lambda_{SW} = \nu_0^{(-1)}$ and we have

$$
\lambda_{SW} = \frac{\nu_0^{(-1)}}{df} = ydx, \quad U = \mathbb{C}^2
$$

$$
\lambda_{SW} = \frac{\nu_0^{(-1)}}{df} = y\frac{dx}{x}, \quad U = \mathbb{C}^* \times \mathbb{C}
$$

7.2 Exact marginal deformations

In the study of 4d $\mathcal{N} = 2$ theories, one usually fixed the physical parameters, i.e. the mass parameters, exact marginal deformations, relevant couplings, etc. and study the low energy physics on vacua parameterized by the Coulomb branch moduli. There is a special Kähler structure on the Coulomb branch moduli space and one can determine it by finding a SW geometry and a SW differential. The SW differential can be found from the primitive form.

From our perspective, it is important to also consider the variations of all the physical parameters including exact marginal deformations. The primitive form does depend on these physical parameters, and so we get generalized SW differential, which can be used to probe further the physical properties of the theory.

Here we focus on the space of exact marginal deformations. This space has some interesting properties:

1. one can find weakly coupled gauge theory descriptions at the boundary of $\mathcal{M}$;
2. One can define a metric on it;
3. There is a $tt^*$ equation on it.

The MHS studied in this paper is very useful in understanding the structure of conformal manifold. Here we give an example of the non-trivial dependence of primitive form on the exact marginal deformation.

**Example.** Consider following three class of examples (see [59] for the study of these models):

- $\tilde{E}_6$:
  $$
  \tilde{E}_6 : \quad w^2 + yz^2 - x(x - y)(x - \tau y) + \sum_{i=0}^{6} s_i P_i(x, y, z)
  $$

- $\tilde{E}_7$:
  $$
  \tilde{E}_7 : \quad w^2 + xy(x - y)(x - \tau y) + z^2 + \sum_{i=0}^{7} s_i P_i(x, y, z)
  $$

- $\tilde{E}_8$:
  $$
  \tilde{E}_8 : \quad w^2 + x(x - y^2)(x - \tau y^2) + z^2 + \sum_{i=0}^{8} s_i P_i(x, y, z)
  $$

The primitive form takes the form $\Omega = \frac{1}{u(\tau)} dx \wedge dy \wedge dz \wedge dw$, and $u(\tau)$ satisfies the differential equation

$$
\tau(\tau - 1) \frac{\partial^2 u}{\partial \tau^2} - (2\tau - 1) \frac{\partial u}{\partial \tau} - \frac{1}{4} u = 0
$$

One can use the primitive form to compute two point function over the conformal manifold. The above differential equation can be used to find the singularity on conformal manifold: $\tau = 0, 1, \infty$, and so there should be three weakly coupled gauge theory description, which is in agreement with the result in [30].
8 Conclusion

The low energy physics at Coulomb branch of 4d $\mathcal{N} = 2$ theories are very rich and complicated as it involves strongly coupled dynamics of quantum field theory. It is remarkable that one can completely solve the $SU(2)$ gauge theory by finding a SW geometry and a SW differential [1, 2]. Since then, many SW geometries were found, however, fewer studies were performed on these geometries due to reasons listed in the introduction. In particular, the low energy physics at the singular point of the Coulomb branch is rarely studied. In this paper, we show that MHS can be used to determine the low energy physics at every vacuum of $\mathcal{N} = 2$ Coulomb branch theory.

A detailed summary of the use of MHS in determining low energy theory is as follows.

1. For a generic vacuum where the low energy theory is abelian gauge theory, the cohomology of the associated fiber of SW geometry has a MHS: it carries two weights, where one weight describes electric-magnetic charge, while the other weight describes flavor charge.

2. For a special vacuum, one can associate three MHS: the MHS on the cohomology of singular fiber $X_0$, the vanishing cycle $\phi_t M$, and the nearby cycle $\psi_t M$. The MHS of $X_0$ gives the abelian gauge theory, and the MHS for the vanishing cycles gives the interacting theory. These two parts are coupled together by gauging the flavor symmetry of the interacting theory, and the coupling is reflected in the exact sequence between three MHS. This is the most important part of this paper.

3. It is also possible to assign a MHS from which one can obtain properties of the UV theory.

4. The MHS can be used to find the SW differential.

We also explained the explicit computational devices for each of the physical question listed above. Some more detailed computations would be given in separate publications.

The method found in this paper can be generalized to study other supersymmetric field theories: 2d Landau-Ginzburg models [60], 5d (1,0) SCFT compactified on circle [61], 6d (1,0) theory compactified on torus [62]. It is also possible to use this method to study string compactifications, e.g., IIB string theory on Calabi-Yau manifolds. The main new input is that it is now possible to study the physics associated with the singular point on the moduli space.

In this paper, we begin with a SW geometry and use MHS to study the physical properties of the theory. It is also possible to start with the general property of an $\mathcal{N} = 2$ theory, and see the constraint on the possible SW geometry. In general, the Coulomb branch should have a stratification: the low energy theory is given by abelian gauge theory at the stratum with largest dimension, and on the strata of lower dimensions one has extra massless particles. At each point of a stratum, one has a central charge function which locally has a flat connection. The crucial physical constraint seems to be the gluing condition of these strata. Mathematically, the Coulomb branch of $\mathcal{N} = 2$ theories seems to give a mathematical structure called mixed Hodge module, developed by Morihiko Saito [63]. We hope the study of mixed Hodge modules associated with 4d $\mathcal{N} = 2$ theories would
give a guideline of classification of $\mathcal{N} = 2$ theories. See also [64, 65] for the recent attempt of classifying 4d $\mathcal{N} = 2$ theories.
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A Resolution of singularity

Consider a projective curve $F(x, y, z) = 0$ inside $P^2$, here $(x, y, z)$ are homogeneous coordinates. The singular point of $F(x, y, z)$ is given by the solution of the following equations

$$F = \frac{\partial F}{\partial x} = \frac{\partial F}{\partial y} = \frac{\partial F}{\partial z} = 0.$$  

Let’s review blow up of a point on the algebraic curve, and using blow-up repeatedly will resolve the singularity. First, we describe how to blow up the origin in $C^2$. We set

$$X' = \{(x_0, x_1; z_0, z_1) \in C^2 \times P^1 | x_0z_1 = x_1z_0\}$$

Here $X'$ is a hypersurface inside $C^2 \times P^1$. There are two coordinate patches for $C^2 \times P^1$ and therefore two coordinate patches for $X'$:

$$U_0 = \{(x; z) \in X' | z_0 \neq 0\}$$

$$U_1 = \{(x; z) \in X' | z_1 \neq 0\}$$

with coordinates

$$v_0 = x_0, \quad u_0 = z_1/z_0$$

$$v_1 = x_1, \quad u_1 = z_0/z_1$$

The important fact is that $\pi^{-1}(0)$ is given by a copy of $P^1$, while $\pi^{-1}(C^2/0)$ is bi-holomorphic to $C^2/0$. This blow-up process would reduce the singularity of an algebraic curve. In particular, if two curves touch at a single point, then the blow-up process would separate two curves.

Example: Let’s take $Y$ to be the affine curve defined by the equation $f(x_0, x_1) = x_0^p + x_1^q = 0$, and we assume $p \leq q$. Let’s do a blow up at the origin of $C^2$, and the equation for the curve would be

$$Y_0 = \pi^{-1}(Y) \cap U_0 : \quad v_0^p + (u_0v_0)^q = v_0^p(1 + u_0^qv_0^{q-p}) = 0$$

$$Y_1 = \pi^{-1}(Y) \cap U_1 : \quad (u_1v_1)^p + v_1^q = v_1^p(u_1^p + v_1^{q-p}) = 0$$

(1) If $p = q$, then $Y_0'$ and $Y_1'$ each consists of $p$ parallel lines. There are no singularities any more, and there are $p$ extra points added on $Y'$.

(2) If $q > p$, then $Y_0'$ does not meet line $v_0 = 0$, so it is smooth. We only need to consider $Y_1'$:

(a) If $q - p < p$, then there is still a singularity, but the multiplicity is reduced.

(b) If $q - p = p$, then this singularity can be removed by blow-up.

(c) If $q - p > p$, the singularity is also reduced.
B Computing cohomology group of affine curve

Here we review how to compute first cohomology group $H^1(C)$ of an irreducible affine algebraic curve $C$. The basic idea is following:

1. Given an algebraic curve defined by the equation $f(x, y) = 0$, we find its projective completion $\tilde{C}$ which is given by the equation $F(x, y, z) = 0$, here $(x, y, z)$ are the homogeneous coordinate for $P^2$. The affine curve is recovered by choosing the patch $z = 1$, i.e. $f(x, y) = F(x, y, 1)$. Several points are added at ”infinity”, namely the solution to equation $F(x, y, 0) = 0$, notice that the solution $(x, y)$ and $\lambda(x, y), \lambda \neq 0$ are equivalent. These points are denoted as $n_\infty$, and the number of smooth points added at infinity are denoted as $m_\infty$.

2. The singular points of $\tilde{C}$ are computed by the solution of following equation

$$\frac{\partial F}{\partial x} = \frac{\partial F}{\partial y} = \frac{\partial F}{\partial z} = 0.$$ 

The set of singular points are denoted as $\Sigma$.

3. Let’s blow up the singular points of $\tilde{C}$, and the genus of the resolved curve is given as

$$g = \frac{d(d - 3)}{2} + 1 - \frac{1}{2} \sum_i \nu_i(\nu_i - 1)$$

here $d$ is the degree of $F$, and $\nu_i$ is the multiplicity at the $i$th singular point.

4. Repeating blow up process until we get a smooth curve $\tilde{C}_f$, and the genus of the resolved curve is denoted as $g_0$.

5. The resolution of singularity is given by the map $\pi : \tilde{C}_f \rightarrow \tilde{C}$, and

$$m = \#\pi^{-1}(\Sigma)$$

6. Finally, we have the formula of the dimension of $H^1(C)$:

$$\dim H^1(C) = 2g_0 + m + m_\infty - 1$$

**Example:** Consider following affine curve $C$

$$f = x^5 + x^3y^2 + 1 = 0.$$ 

We would like to compute the dimension of first cohomology group. First, we consider its projective compactification $\tilde{C}$:

$$F = x^5 + x^3y^2 + z^5 = 0.$$ 

here $(x, y, z)$ are the homogenous coordinate of $P^2$. In the patch $z = 1$, we recover the original curve. We also add several points to the original curve, which is the intersection of the above equation with the line $H = (x, y, 0)$ in $P^2$, and we have equation

$$x^5 + x^3y^2 = 0.$$
If \( y = 0 \), \( x \) has to be zero, so the solution is \((0, 0, 0)\) which is not allowed. So \( y \neq 0 \) and we can set \( y = 1 \), and the equation becomes

\[
x^5 + x^3 = 0
\]

and there are three solutions \( x = 0, \pm i \). The point \([0, 1, 0]\) is a singular point, while the other two points are non-singular. We then have \( m_\infty = 2 \).

The singularity of \( \tilde{C} \) is given by the solution of following equation:

\[
F = \frac{\partial F}{\partial x} = \frac{\partial F}{\partial y} = \frac{\partial F}{\partial z} = 0
\]

The solution of above equation is \([0, y, 0]\), so there is only one singular point (point added in the infinity). Near this point, we can set \( y = 1 \), and get an affine equation

\[
x^5 + x^3 + z^5 = 0
\]

and the singularity is at \( x = z = 0 \), so \( \nu = 3 \) (the lowest order in the expansion around the singular point). After the blow up, we get a double point \( (\nu = 2) \) and we need another blow up, so we find

\[
g = \frac{5 - 1)(5 - 2)}{2} - \frac{1}{2} 3 \times (3 - 1) - \frac{1}{2} \times (2 - 1) = 2
\]

and finally the number of points in \( \pi^{-1}(\Sigma) \) is one, and we find

\[
\dim H^1(C) = 6
\]

This agrees with the formula using the combinatorial data of the corresponding Newton polytope, see figure. 22. There are two internal lattice points, so \( h^{1,0} = h^{0,1} = 2 \), and two lattice points on the boundary of the Newton polytope inside first quadrant, so \( \dim H^1 = 2 \times 2 + 2 = 6 \).

**Figure 22**: The Newton polytope for the polynomial \( f = x^5 + x^3 y^2 + 1 \). There are two interior points, and two interior boundary points, so \( H^1(X) = 6 \).
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