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Abstract

Explaining the predictions of neural black-box models is an important problem, especially when such models are used in applications where user trust is crucial. Estimating the influence of training examples on a learned neural model’s behavior allows us to identify training examples most responsible for a given prediction and, therefore, to faithfully explain the output of a black-box model. The most generally applicable existing method is based on influence functions, which scale poorly for larger sample sizes and models.

We propose gradient rollback, a general approach for influence estimation, applicable to neural models where each parameter update step during gradient descent touches a smaller number of parameters, even if the overall number of parameters is large. Neural matrix factorization models trained with gradient descent are part of this model class. These models are popular and have found a wide range of applications in industry. Especially knowledge graph embedding methods, which belong to this class, are used extensively. We show that gradient rollback is highly efficient at both training and test time. Moreover, we show theoretically that the difference between gradient rollback’s influence approximation and the true influence on a model’s behavior is smaller than known bounds on the stability of stochastic gradient descent. This establishes that gradient rollback is robustly estimating example influence. We also conduct experiments which show that gradient rollback provides faithful explanations for knowledge base completion and recommender datasets. An implementation is available.

Introduction

Explaining the influence a training sample (or a set of training samples) has on the behavior of a machine learning model is a problem with several useful applications. First, it can be used to interpret the behavior of the model by providing an explanation for its output in form of a set of training samples (Koh and Liang 2017). Finally, it can also be used to estimate the uncertainty for a particular output by exploring the stability of the output probability before and after removing a small number of influential training samples.

We propose gradient rollback (GR), a novel approach for influence estimation. GR is applicable to neural models trained with gradient descent and is highly efficient especially when the number of parameters that are significantly changed during any update step is moderately sized. This is the case for neural matrix factorization methods. Here, we focus on neural link prediction models for multi-relational graphs (also known as knowledge base embedding models), as these models subsume several other matrix factorization methods (Guo et al. 2020). They have found a wide range of industry applications such as in recommender and question answering systems. They are, however, black-box models whose predictions are not inherently interpretable. Other methods, such as rule-based methods, might be more interpretable, but typically have worse performance. Hence, neural matrix factorization methods would greatly benefit from being more interpretable (Bianchi et al. 2020). For an illustration of matrix factorization and GR see Figure 1.

We explore two crucial questions regarding the utility of GR. First, we show that GR is highly efficient at both training and test time, even for large datasets and models. Second, we show that its influence approximation error is smaller than known bounds on the stability of stochastic gradient descent for non-convex problems (Hardt, Recht, and Singer 2016). The stability of an ML model is defined as the maximum change of its output one can expect on any sample when retrained on a slightly different set of training samples. The relationships between uniform stability and generalization of a learning system is a seminal result (Bousquet and Elisseeff 2002). Here, we establish a close connection between the stability of a learning system and the challenge of estimating training sample influence and, therefore, explaining the model’s behavior. Intuitively, the more stable a model, the more likely is it that we can estimate the influence of training samples well. We show theoretically that the difference between GR’s influence approximation and the true influence on the model behavior is (strictly) smaller than known bounds on the stability of stochastic gradient descent.

We perform experiments on standard matrix factorization datasets including those for knowledge base completion and recommender systems. Concretely, GR can explain a prediction of a learnt model by producing a ranked list of training examples, where each instance of the list contributed to changing the likelihood of the prediction and the list is sorted.
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from highest to lowest impact. To produce this list, we (1) estimate the influence of training examples during training and (2) use this estimation to determine the contribution each training example made to a particular prediction. To evaluate whether GR selected training examples relevant for a particular prediction, we retrain the model from scratch and check if the likelihood for the particular prediction decreased. Compared to baselines, GR can identify subsets of training instances that are highly influential to the model’s behavior. These can be represented as a graph to explain a prediction to a user.

**Neural Matrix Factorization**

We focus on neural matrix factorization models for link prediction in multi-relational graphs (also known as knowledge graph embedding models) for two reasons. First, these models are popular with a growing body of literature. There has been increasing interest in methods for explaining and debugging knowledge graph embedding methods. Second, matrix factorization methods for recommender systems can be seen as instances of neural matrix factorization where one uses pairs of entities instead of (entity, relation type, entity)-triples.

We consider the following general setting of representation learning for multi-relational graphs. There is a set of entities $E$ and a set of relation types $R$. A knowledge base $K$ consists of a set of triples $d = (s, r, o)$ where $s \in E$ is the subject (or head entity), $r \in R$ the relation type, and $o \in E$ the object (or tail entity) of the triple $d$. For each entity and relation type we learn a vector representation with hidden dimension $h$. For each entity $e$ and relation type $r$ we write $e$ and $r$, respectively, for their vector representations. Hence, the set of parameters of a knowledge base embedding model consists of one matrix $E \in \mathbb{R}^{|E| \times h}$ and one matrix $R \in \mathbb{R}^{|R| \times h}$. The rows of matrix $E$ are the entity vector representations (embeddings) and the rows of $R$ are the relation type vector representations (embeddings). To refer to the set of all parameters we often use the term $w \in \Omega$ to improve readability, with $\Omega$ denoting the parameter space. Hence, $e = w[e]$, that is, the embedding of entity $e$ is the part of $w$ pertaining to entity $e$. Analogously for the relation type embeddings. Moreover, for every triple $d = (s, r, o)$, we write $w[d] = (w[s], w[r], w[o]) = (s, r, o)$ to denote the triple of parameter vectors associated with $d$ for $w \in \Omega$. We extend element-wise addition and multiplication to triples of vectors in the obvious way.

We can now define a scoring function $\phi(w; d)$ which, given the current set of parameters $w$, maps each triple $d$ to a real-valued score. Note that, for a given triple $d$, the set of parameters involved in computing the value of $\phi(w; d)$ are a small subset of $w$. Usually, $\phi$ is a function of the vector representations of entities and relation types of the triple $d = (s, r, o)$, and we write $\phi(s, r, o)$ to make this explicit.

**Example 1.** Given a triple $d = (s, r, o)$. The scoring function of DISTMULT is defined as $\phi(w; d) = \langle s, r, o \rangle$, that is, the inner product of the three embeddings.

To train a neural matrix factorization model means running an iterative learning algorithm to find a set of parameter values $w$ that minimize a loss function $L(w; D)$, which combines the scores of a set of training triples $D$ into a loss-value. We consider general iterative update rules such as stochastic gradient descent (SGD) of the form $G : \Omega \rightarrow \Omega$ which map a point $w$ in parameter space $\Omega$ to another point $G(w) \in \Omega$. A typical loss function is $L(w; D) = \sum_{d \in D} \ell(w; d)$ with

$$
\ell(w; d = (s, r, o)) = -\log \Pr(o \mid s, r) \quad \text{and} \quad \Pr(o \mid s, r) = \frac{\exp(\phi(w; s, r, o))}{\sum_{o'} \exp(\phi(w; s, r, o'))}.
$$

The sum over $o'$ in the denominator is mostly a random-sampled entities (negative sampling) but recent results have shown that computing the softmax over all entities can be advantageous. Finally, once a model is trained, Equation 2 can be used to determine for a test query $(s, r, ?)$ how likely each entity $o$ is by summing over all other entities $o'$.

**Gradient Rollback for Matrix Factorization**

A natural way of explaining the model’s output for a test triple $d$ is to find the training triple $d'$ such that retraining the model without $d'$ changes (decreases or increases) $f(w'; d)$ the most. The function $f$ can be the loss function. Most often, however, it is the scoring function as a proxy of the loss.

$$
d_{\exp} = \arg \max_{d \in D} \left[f(w; d) - f(w'; d)\right] \quad \text{or} \quad d_{\exp} = \arg \min_{d \in D} \left[f(w; d) - f(w'; d)\right],
$$

where $w'$ are the parameters after retraining the model with $D - \{d'\}$. This can directly be extended to obtaining the top-k most influential triples. While this is an intuitive approach, solving the optimization problems above is too expensive in practice as it requires retraining the model $|D| = n$ times for each triple one seeks to explain.

Instead of retraining the model, we propose gradient rollback (GR), an approach for tracking the influence each training triple has on a model’s parameters during training. Before training and for each triple $d'$ and the parameters it can influence $w(d')$, we initialize its influence values with zero: $\forall d', \gamma(d', w(d')) = 0$. We now record the changes in parameter values during training that each triple causes. With stochastic gradient descent (SGD), for instance, we iterate through the training triples $d' \in D$ and record the changes it makes at time $t$, by setting its influence value to

$$
\gamma(d', w_{t+1}(d')) \leftarrow \gamma(d', w_t(d')) - \alpha \nabla f(w_t; d').
$$

Our results with respect to 3-dimensional matrices apply to $k$-dimensional matrices with $k \geq 2$.

Our results generalize to methods where relation types are represented with more than one vector such as in RESCAL (Nickel, Tresp, and Kriegel, 2011) or COMPLEX (Trouillon et al., 2016).

4For example, FB15k-237 contains 270k training triples and training one model with TF2 on a RTX 2080 Ti GPU takes about 15 minutes. To explain one triple by retraining $|D| = 270k$ times would take over 2 months.

5For any iterative optimizer such as SGD and Adam, the parameter updates are readily available and can be obtained efficiently during training.
After training, it is now possible to obtain for each triple \(d'\), the influence \(\gamma(d', w(d))\) on the parameters \(w(d)\) of each possible triple \(d = (s, r, o)\) and, therefore, on the parameters \(w\).

Let \(w'\) be the parameters of the model when trained on \(\mathcal{D} - \{d'\}\). At prediction time, we now approximate, for every test triple \(d\), the difference \(f(w; d) - f(w'; d)\) with \(f(w; d) - f(w - \gamma(d', w(d)); d)\), that is, by rolling back the influence triple \(d'\) had on the parameters of triple \(d\) during training. We then simply choose the triple \(d'\) that maximizes this difference.

There are two crucial questions determining the utility of 
\(\) which we address in the following:

1. The resource overhead of GR during training and at test time; and
2. How closely \(f(w - \gamma(d', w(d)); d)\) approximates \(f(w'; d)\).

**Resource Overhead of Gradient Rollback**

To address the first question, let us consider the computational and memory overhead for maintaining \(\gamma(d, w(d))\) during training for each \(d\). The loss functions’s normalization term is (in expectation) constant for all triples and can be ignored. We verified this empirically and it is indeed a reasonable assumption. Modern deep learning frameworks compute the gradients and make them accessible in each update step. Updating \(\gamma(d, w(d))\) with the given gradients takes \(O(h)\), that is, it is possible in constant time. Hence, computationally, the overhead is minimal. Now, to store \(\gamma(d, w(d))\) for every \(d \in \mathcal{D}\) we need \(h|\mathcal{D}| + 2h|\mathcal{D}|\) floats. Hence, the memory overhead of gradient rollback is \(3h|\mathcal{D}|\). This is about the same size as the parameters of the link prediction model itself. In a nutshell:

\[
\text{Gradient rollback has a } O(h|\mathcal{D}|) \text{ computational and } 3h|\mathcal{D}| \text{ memory overhead during training.}
\]

At test time, we want to understand the computational complexity of computing

\[
d_{\text{expl}} = \arg\max_{d' \in \mathcal{D}} f(w; d) - f(w - \gamma(d', w(d)); d) \quad \text{or}
\]

\[
d_{\text{expl}} = \arg\min_{d' \in \mathcal{D}} f(w; d) - f(w - \gamma(d', w(d)); d)
\]

We have \(\gamma(d', w(d)) \neq 0\) only if \(d\) and \(d'\) have at least one entity or relation type in common. Hence, to explain a triple \(d\) we only have to consider triples \(d'\) adjacent to \(d\) in the knowledge graph, that is, triples where either of the arguments overlap. Let \(\text{adj}_{\text{max}}\) and \(\text{adj}_{\text{avg}}\) be the maximum and average number of adjacent triples in the knowledge graph. Then, we have the following:

**Approximation Error of Gradient Rollback**

To address the second question above, we need, for every pair of triples \(d, d'\), to bound the expression

\[
E|f(w) - f(w'; d) - f(w'; d)|,
\]

where \(w\) are the parameter values resulting from training \(f\) on all sets \(\mathcal{D}\) and \(w'\) are the parameter values resulting from training \(f\) on \(\mathcal{D} - \{d'\}\). If the above expression can be bounded and said bound is lower than what one would expect due to randomness of the iterative learning dynamics, the proposed gradient rollback approach would be highly useful. We use the standard notion of stability of learning algorithms [Hardt, Recht, and Singer 2016]. In a nutshell, our theoretical results will establish that:

\[
\text{Gradient rollback can approximate, for any } d' \in \mathcal{D}, \text{ the changes of a scoring/loss function one would observe if a model were to be retrained on } \mathcal{D} - \{d'\}. \text{ The approximation error is in expectation lower than known bounds on the stability of stochastic gradient descent.}
\]

**Definition 1.** A function \(f\) is \(L\)-Lipschitz if for all \(u, v\) in the domain of \(f\) we have \(\|\nabla f(u)\| \leq L\). This implies that \(|f(u) - f(v)| \leq L|u - v|\).

We analyze the output of stochastic gradient descent on two data sets, \(\mathcal{D}\) and \(\mathcal{D} - \{d'\}\), that differ in precisely one triple. If \(f\) is \(L\)-Lipschitz for every example \(d\), we have

\[
E|f(w; d) - f(w'; d)| \leq L E\|w - w'\|
\]

for all \(w\) and \(w'\). A vector norm in this paper is always the 2-norm. Hence, we have \(E|f(w - \gamma(d', w(d)); d) - f(w'; d)| \leq L E\|w - \gamma(d', w(d)) - w'\|\) and we can assess the approximation error by tracking the extent to which the parameter values \(w\) and \(w'\) from two coupled iterative learning dynamics diverge over time. Before we proceed, however, let
us formally define some concepts and show that they apply to typical scoring functions of knowledge base embedding methods.

**Definition 2.** A function \( f : \Omega \to \mathbb{R} \) is \( \beta \)-smooth if for all \( u, v \) in the domain of \( f \) we have \( \| \nabla f(u) - \nabla f(v) \| \leq \beta \| u - v \| \).

To prove Lipschitz and \( \beta \)-smoothness properties of a function \( f(w; d) \) for all \( w \in \Omega \) and \( d \in D \), we henceforth assume that the norm of the entity and relation type embeddings is bounded by a constant \( C > 0 \). That is, we assume \( \max_{r \in R} w[r] \leq C \) and \( \max_{e \in E} w[e] \leq C \) for all \( w \in \Omega \). This is a reasonable assumption for two reasons. First, several regularization techniques constrain the norm of embedding vectors. For instance, the unit norm constraint, which was used in the original DistMult paper (Yang et al. 2015), enforces that \( C = 1 \). Second, even in the absence of such constraints we can assume a bound on the embedding vectors’ norms as we are interested in the approximation error for and the stability of a given model that was obtained from running SGD a finite number of steps using the same parameter initializations. When running SGD, for \( D \) and all \( D - \{d' \} \), a finite number of steps with the same initialization, the encountered parameters \( w \) and \( w' \) in each step of each run of SGD form a finite set. Hence, for our purposes, we can assume that \( f \)’s domain \( \Omega \) is compact. Given this assumption, we show that the inner product, which is used in several scoring functions, is \( L \)-Lipschitz and \( \beta \)-smooth on \( \Omega \). The proofs of all lemmas and theorems can be found in the appendix.

**Lemma 2.** Let \( \phi \) be the scoring function of DistMult defined as \( \phi(w; d = (s, r, o)) = (s, r, o) \) with \( w(d) = (s, r, o) \), and let \( C \) be the bound on the norm of the embedding vectors for all \( w \in \Omega \). For a given triple \( d = (s, r, o) \) and all \( w, w' \in \Omega \), we have that

\[
\| \phi(w; d) - \phi(w'; d) \| \leq 2C^2 \| w - w' \|
\]

**Lemma 3.** Let \( \phi \) be the scoring function of DistMult defined as \( \phi(w; d = (s, r, o)) = (s, r, o) \) with \( w(d) = (s, r, o) \), and let \( C \) be the bound on the norm of the embedding vectors for all \( w \in \Omega \). For a given triple \( d = (s, r, o) \) and all \( w, w' \in \Omega \), we have that

\[
\| \nabla \phi(w; d) - \nabla \phi(w'; d) \| \leq 4C \| w - w' \|
\]

Considering typical KG embedding loss functions and the softmax and sigmoid function being \( \beta \)-smooth, this implies that the following theoretical analysis of gradient rollback applies to a large class of neural matrix factorization models. Let us first define an additional property iterative learning methods can exhibit.

**Definition 3.** An update rule \( G : \Omega \to \Omega \) is \( \eta \)-expansive if

\[
\sup_{u, v \in \Omega} \frac{\| G(u) - G(v) \|}{\| u - v \|} \leq \eta.
\]

Consider the gradient updates \( G_1, ..., G_T \) and \( G'_1, ..., G'_T \) induced by running stochastic gradient descent on \( D \) and \( D - \{d' \} \), respectively. Every gradient update changes the parameters \( w \) and \( w' \) of the two coupled models. Due to the difference in size, there is one gradient update \( G_i \) whose corresponding update \( G'_i \) does not change the parameters \( w' \). Again, note that there is always a finite set of parameters \( w \) and \( w' \) encountered during training. We can derive a stability bound for stochastic gradient descent when run on \( D \) and \( D - \{d' \} \). The proof follows the strategy of prior work on proving a uniform stability bound of stochastic gradient descent with decreasing step size (Hardt, Recht, and Singer 2016).

**Theorem 1.** (Hardt, Recht, and Singer 2016). Let \( f(\cdot; d) \in [0, 1] \) be an \( L \)-Lipschitz and \( \beta \)-smooth function for every possible triple \( d \) and let \( c \) be the initial learning rate. Suppose we run SGD for \( T \) steps with monotonically non-increasing step sizes \( \alpha_t \leq c/t \) on two different sets of triples \( D \) and \( D - \{d' \} \). Then, for any \( d \),

\[
\mathbb{E} [f(w_T; d) - f(w'_T; d)] \leq \frac{1 + 1/\beta c}{n - 1} (cL^2)^{t_0/\beta} \pi_{t+1}^{\beta c},
\]

with \( w_T \) and \( w'_T \) the parameters of the two models after running SGD. We name the right term in the above inequality \( \Delta_{\text{stab-nc}} \).

The assumption \( f(\cdot; d) \in [0, 1] \) of the theorem is fulfilled if we use the loss from equation 1 as long as we are interested in the stability of the probability distribution of equation 2. That is because the cross-entropy loss applied to a softmax distribution is 1-Lipschitz and 1-smooth where the derivative is taken with respect to the logits. In practice, estimating the influence on the probability distribution from equation 2 is what one is interested in and what we evaluate in our experiments.

The following lemma generalizes the known \( (1 + \alpha \beta) \)-expansiveness property of the gradient update rule (Hardt, Recht, and Singer 2016). It establishes that the increase of the distance between \( w \) and \( w' \) after one step of gradient descent is at most as much as the increase in distance between two parameter vectors corresponding to \( D \) and \( D - \{d' \} \) after one step of gradient descent.

**Lemma 4.** Let \( f : \Omega \to \mathbb{R} \) be a function and let \( G(w) = w - \alpha \nabla f(w) \) be the gradient update rule with step size \( \alpha \). Moreover, assume that \( f \) is \( \beta \)-smooth. Then, for every \( w, w', \gamma \in \Omega \) we have

\[
\| G(w) - G(w') \| \leq \| w - w' \| + \alpha \beta \| w - w' \|.
\]

**Lemma 5.** Let \( f(\cdot; d) \) be \( L \)-Lipschitz and \( \beta \)-smooth function. Suppose we run SGD for \( T \) steps on two sets of triples \( D \) and \( D - \{d' \} \) for any \( d' \in D \) with learning rate \( \alpha_t \) at time step \( t \). Moreover, let \( \Delta_t = \mathbb{E} [\| w_t - w'_t \| \| w_{t_0} - w'_{t_0} \| = 0] \) and \( \Delta_t = \mathbb{E} [\| w_t - G_{w_0, (d)}(w_{t_0}) - w'_t \| \| w_{t_0} - w'_{t_0} \| = 0] \) for some \( t_0 \in \{1, ..., n \} \). Then, for all \( t \geq t_0 \),

\[
\Delta_{t+1} < \left( 1 - \frac{1}{n} \right) (1 + \alpha_t \beta) \Delta_t + \frac{1}{n} \Delta_t + \alpha_t L.
\]

The lemma has broader implications since it can be extended to other update rules \( G \) as long as they fulfill an \( \eta \)-expansive property and their individual updates are bounded. For each of these update rules the above lemma holds.

The following theorem establishes that the approximation error of gradient rollback is smaller than a known stability bound of SGD. It uses Lemma 5 and the proof of Theorem 1.
Theorem 2 Let $f(\cdot; d) \in [0, 1]$ be an $L$-Lipschitz and $\beta$-smooth function. Suppose we run SGD for $T$ steps with monotonically non-increasing step sizes $\alpha_t \leq c/t$ on two sets of triples $D$ and $D' = \{d'\}$. Let $w_T$ and $w_T'$, respectively, be the resulting parameters. Then, for any triple $d$ that has at least one element in common with $d'$ we have,
\[
E |f(w_T - \gamma[d', w_T(d)]; d) - f(w_T'; d)| < \lambda_{\text{stab-nc}}.
\]

The previous results establish a connection between estimating the influence of training triples on the model’s behavior using GR and the stability of SGD when used to train the model. An interesting implication is that regularization approaches that improve the stability (by reducing the Lipschitz constant and/or the expansiveness properties of the learning dynamics, cf. (Hardt, Recht, and Singer 2016)) also reduce the error bound of GR. We can indeed verify this empirically.

Related Work

The first neural link prediction method for multi-relational graphs performing an implicit matrix factorization is RESCAL (Nickel, Tresp, and Kriegel 2011). Numerous scoring functions have since been proposed. Popular examples are TRANSE (Bordes et al. 2013), DISTMULT (Yang et al. 2015), and COMPLEX (Trouillon et al. 2016). Knowledge graph embedding methods have been mainly evaluated through their accuracy on link prediction tasks. A number of papers has recently shown that with appropriate hyper-parameter tuning, COMPLEX, DISTMULT, and RESCAL are highly competitive scoring functions, often achieving state-of-the-art results (Kadlec, Baigar, and Kleindienst 2017; Ruffinelli, Broscheit, and Gemulla 2020; Jain et al. 2020). There are a number of proposals for combining rule-based and matrix factorization methods (Rocktäschel, Singh, and Riedel 2015; Guo et al. 2016; Minervini et al. 2017), which can make link predictions more interpretable. In contrast, we aim to generate faithful explanations for non-symbolic knowledge graph embedding methods.

There has been an increasing interest in understanding model behavior through adversarial attacks (Biggio, Fumera, and Roli 2014; Papernot et al. 2016; Dong et al. 2017; Ebrahimim and Roli 2018). Most of these approaches are aimed at visual data. There are, however, several approaches that consider adversarial attacks on graphs (Dai et al. 2018; Zügner, Akbarnejad, and Günnemann 2018). While analyzing attacks can improve model interpretability, the authors focused on neural networks for single-relational graphs and the task of node classification. For a comprehensive discussion of adversarial attacks on graphs we refer the reader to a recent survey (Chen et al. 2020). There is prior work on adversarial samples for KGs but with the aim to improve accuracy and not model interpretability (Minervini et al. 2017; Cai and Wang 2018).

There are two recent papers that directly address the problem of explaining graph-based ML methods. First, GNNExplainer (Ying et al. 2019) is a method for explaining the predictions of graph neural networks and, specifically, graph convolutional networks for node classification. Second, the work most related to ours proposes CRiAGE which aims at estimating the influence of triples in KG embedding methods (Pezeshkpour, Tian, and Singh 2019). Given a triple, their method only considers a neighborhood to be the set of triples with the same object. Moreover, they derive a first-order approximation of the influence in line with work on influence functions (Koh and Liang 2017). In contrast, GR tracks the changes made to the parameters during training and uses the aggregated contributions to estimate influence. In addition, we establish a theoretical connection to the stability of learning systems. Influence functions, a concept from robust statistics, were applied to black-box models for assessing the changes in the loss caused by changes in the training data (Koh and Liang 2017). The paper also proposed several strategies to make influence functions more efficient. It was shown in prior work (Pezeshkpour, Tian, and Singh 2019), however, that influence functions are not usable for typical knowledge base embedding methods as they scale very poorly. Consequently our paper is the first to offer an efficient and theoretically founded method of tracking influence in matrix factorization models for explaining prediction via providing the most influential training instances.

Experiments

Identifying explanations. We analyze the extent to which GR can approximate the true influence of a triple (or set of triples). For a given test triple $d = (s, r, o)$ and a trained model with parameters $\theta$, we use GR to identify a set of training triples $S \subseteq D$ that has the highest influence on $d$. To this end, we first identify the set of triples $N'$ adjacent to $d$ (that is, triples that contain at least one of $s$, $r$, or $o$) and compute $\Delta(d', d) = Pr(\theta; o \mid s, r) - Pr(\theta - \gamma[d', \theta(d)]; o \mid s, r)$ for each $d' \in N'$. We then let $S$ be the set resulting from picking (a) exactly $k$ triples $d' \in N'$ with the $k$ largest values for $\Delta(d', d)$ or (b) all triples with a positive $\Delta(d', d)$. We refer to the former as GR-k and the latter as GR-ALL. To evaluate if the set of chosen triples $S$ are faithful explanations (Jacovi and Goldberg 2020) for the prediction, we follow the evaluation paradigm “RemOve And Retrain (ROAR)” of Hooker et al. (2019): We let $D' = D - S$ and retrain the model from scratch with training set $D'$ leading to a new model with parameters $\theta'$. After retraining, we can now observe $Pr(\theta' ; o \mid s, r)$, which is the true probability for $d$ when removing the explanation set $S$ from the training set, and we can use this to evaluate GR. Since it is expensive to retrain a model for each test triple, we restrict the analysis to explaining only the triple $(s, r, o)$ with $\hat{o} = \arg \max_o Pr(\theta; o \mid s, r)$ for each test query $(s, r, ?)$, that is, the triple with the highest score according to the model.

Evaluation metrics. We use two different metrics to evaluate GR. First, if the set $S$ contains triples influential to the test triple $d$, then the probability of $d$ under the new model (trained without $S$) should be smaller, that is, $Pr(\theta' ; o \mid s, r) < Pr(\theta; o \mid s, r)$. We measure the ability of GR to identify triples causing a Probability Drop and name this measure PD%. A PD of 100% would imply that each set $S$ created with GR always caused a drop in probability for $d$ after retraining with $D'$. In contrast, when removing random training triples, we would expect

---

\(^6\)We fix all random seeds and use the same set of negative samples during (re-)training to avoid additional randomization effects.
a PD% close to 50%. An additional way to evaluate GR is to measure whether the removal of \( S \) causes the newly trained model to predict a different top-1 triple, that is, \( \arg \max_{w,s,r} \Pr(w; o \mid s,r) \neq \arg \max_{w,s,r} \Pr(w'; o \mid s,r) \). This measures the ability of GR to select triples causing the Top-1 prediction to Change and we name this TC%. If the removal of \( S \) causes a top-1 change, it suggests that the training samples most influential to the prediction of triple \( d \) have been removed. This also explores the ability of GR to identify triples for effective removal attacks on the model. We compare GR to two baselines: NH-\( k \) removes exactly \( k \) random triples adjacent to \( d \) and NH-ALL randomly removes the same number of triples as GR-ALL adjacent to \( d \). In an additional experiment, we also directly compare GR with CRIAGE (Pezeshkpour, Tian, and Singh 2019).

Datasets & Training. We use DISTMULT (Yang et al. 2015) and COMPLEX (Trouillon et al. 2016) as scoring functions since they are popular and competitive (Kadlec, Bajgar and Kleindienst 2017). We report results on three datasets: two knowledge base completion (NATIONS (Kok and Domingos 2007), FB15k-237 (Toutanova et al. 2015)) and one recommendation dataset (MOVIELENS (Harper and Konstan 2015)). MOVIELENS contains triples of 5-star ratings users have given to movies; as in prior work the set of entities is the union of movies and users and the set of relations are the ratings (Pezeshkpour, Chen, and Singh 2018). When predicting movies for a user, we simply filter out other users. Statistics and hyperparameter settings are in the appendix. Since retraining is costly, we limit the top-1 prediction for a set of 100 random test triples for both FB15k-237 and MOVIELENS. For NATIONS we use the entire test set.

We want to emphasize that we always retrain completely from scratch and use hyperparameter values typical for state-of-the-art KG completion models, leading to standard results for DISTMULT (see Table 4 in the Appendix). Prior work either retrained from pretrained models (Koh and Liang 2017, Pezeshkpour, Tian, and Singh 2019) or used non-standard strategies and hyperparameters to ensure model convergence (Pezeshkpour, Tian, and Singh 2019).

Results. The top half of Table 1 lists the results using DISTMULT for GR and NH. For NATIONS and DISTMULT, removing 1 triple from the set of adjacent triples (NH-1) is close to random, causing a drop in probability (PD%) about half of the time. In contrast, removing the 1 training instance considered most influential by GR (GR-1), gives a PD of over 90%. GR-1 leads to a top-1 change (TC) in about 40% of the cases. This suggests that there is more than one influential triple per test triple. When removing all triples identified by GR (GR-ALL) we observe PD and TC values of nearly 100%. In contrast, removing the same number of adjacent triples randomly leads to a significantly lower PC and TC. In fact, removing the highest ranked triple (GR-1) impacts the model behavior more than deleting about half the adjacent triples at random (NH-ALL) in terms of PD%. For FB15k-237 we observe that GR is again better at identifying influential triples compared to the NH baselines. Moreover, only when the NH method deletes over half of the adjacent triples at random (NH-ALL) does it perform on par with GR-10 in terms of PD% and TC%. Crucially, deleting one instance at random (NH-1) causes a high TC% compared to the other two datasets. This suggests that the model is less stable for this dataset. As our theoretical results show, GR works better on more stable models, and this could explain why GR-ALL is further away from reaching a TC% score of 100 than on the other two datasets. For MOVIELENS GR is again able to outperform all respective NH baselines. Furthermore, on

| | PD% | TC% |
|---|---|---|
| | | |
| **ALL** | 1 | 3 | 5 | 10 |
| **NATIONS** | NH | 54 | 66 | 62 | 59 | 67 | 83 | 53 | 52 | 92 |
| | GR | 93 | 97 | 100 | 77 | 82 | 96 | 68 | 82 | 100 |
| | \( \Delta \uparrow \) | 39 | 31 | 18 | 15 | 18 | 15 | 13 | 15 | 30 | 8 |
| **MOVIELENS** | NH | 59 | 68 | 80 | 72 | 83 | 91 | 53 | 61 | 90 |
| | GR | 90 | 95 | 100 | 80 | 88 | 99 | 73 | 71 | 100 |
| | \( \Delta \uparrow \) | 31 | 27 | 20 | 8 | 5 | 8 | 20 | 10 | 9 |

Table 1: Results of removing a set of training triples (of size 1, 10, or ALL), randomly chosen from triples adjacent to the test triples (NH) or by using gradient rollback (GR). For ALL we delete on average (± standard deviation), NATIONS: 261±56, FB15k-237: 2.9k±2.3k and MOVIELENS: 16.7k±5k. The average number of adjacent triples (± standard deviation) is, NATIONS: 508±101, FB15k-237: 5.5k±4.5k and MOVIELENS: 23.7k±7.8k. GR always removes sets that lead to a larger change in probability and top-1 predictions (difference to NH is given in row \( \Delta \uparrow \)).

| | PD% | TC% |
|---|---|---|
| | | |
| **ALL** | 1 | 3 | 5 | 10 |
| **NATIONS** | NH | 49 | 50 | 51 | 60 | 3 | 13 | 14 | 20 |
| | GR-O | 92 | 93 | 94 | 95 | 25 | 48 | 62 | 68 |
| | GR | 92 | 96 | 97 | 98 | 27 | 51 | 66 | 73 |

Table 2: Results on NATIONS, using DISTMULT with a sigmoid activation function and for \( k = \{1,3,5,10\} \). **Bold** marks the best results; **underlined** results mark a statistical significance with regards to CRIAGE at \( p \leq 0.01 \) using an approximate randomization test; all results are statistically significant with regards to NH. CRIAGE performs worse than both GR and GR-O, especially with regards to TC. Furthermore, CRIAGE considers only training triples with the same object as an explanation and is significantly slower.
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Figure 2: (a) Scatter plots illustrating the correlation between the probability values estimated by GR and after a retraining of the model, as well as Pearson correlation value \( r \) and Lipschitz constant \( L \). The high correlations indicate that GR is able to accurately approximate the probability and, therefore, the change in probability, of a triple after retraining the model without the triple that GR deemed to cause the highest change in probability. The bottom row shows results when imposing constraints on the weights for the NATIONS dataset: the stronger the constraint (unit norm > maximum norm 2.0 > 3.0 > None), the smaller the Lipschitz constant and the better the Pearson correlation. (b) Some example explanations generated using GR. The dashed line indicates the test triple. Depicted are triples deemed highly influential on model behavior by GR (i) with the same head and
tail as test triple (green), (ii) with the same relation type (red), and (iii) a pair of triples via a third entity (blue).

Approximation Quality. In this experiment we select, for
each test triple, the training triple \( d' \) GR deemed most influ-
ential. We then retrain without \( d' \) and compare the predicted
probability of the test triple with the probability (PR) after retraining the model. Figure 2a shows that GR is able to accu-
ately estimate the probability of the test triple after retraining.
For all datasets the correlation is rather high. We also confirm empirically that imposing a constraint on the weights (enforc-
unit norm or a maximum norm), reduces the Lipschitz constant of the model and in turn reduces the error of GR, as evidenced by the increase in correlation. In addition to the quantitative results, we also provide some typical example explanations generated by GR and their interpretation in the appendix. Figure 2b also shows two qualitative examples.

Comparison to CRIAGE. Like GR, CRIAGE can be used
to identify training samples that have a large influence on a
prediction. However, CRIAGE has three disadvantages: (1) it
only considers training instances with the same object as the
prediction as possible explanations; (2) it only works with
a SIGMOID activation function and not for SOFTMAX; (3)
retrieving explanations is time consuming, e.g. on MOVIE-
LENS GR can identify an explanation in 3 minutes whereas
CRIAGE takes 3 hours. Consequently, we only run CRIAGE
on the smaller NATIONS dataset. For a direct comparison, we
introduce GR-O, which like CRIAGE only considers training
instances as possible explanations if they have the same ob-
ject as the prediction. Results for the top-\( k \in \{1, 3, 5, 10\} \) are
reported in Table 2. Both GR and GR-O outperform CRIAGE
and GR performs best overall for all \( k \) and both metrics.

Conclusion
Gradient rollback (GR) is a simple yet effective method to
track the influence of training samples on the parameters of a
model. Due to its efficiency it is suitable for large neural net-
works, where each training instance touches only a moderate
number of parameters. Instances of this class of models are
neural matrix factorization models. To showcase the utility
of GR, we first established theoretically that the resource
overhead is minimal. Second, we showed that the difference
of GR’s influence approximation and the true influence on
the model behaviour is smaller than known bounds on the
stability of stochastic gradient descent. This establishes a link
between influence estimation and the stability of models and
shows that, if a model is stable, GR’s influence estimation
error is small. We showed empirically that GR can success-
fully identify sets of training samples that cause a drop in
performance if a model is retrained without this set.
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Broader Impact
This paper addresses the problem of explaining and analyzing the behavior of machine learning models. More specifically, we propose a method that is tailored to a class of ML models called matrix factorization methods. These have a wide range of applications and, therefore, also the potential to provide biased and otherwise inappropriate predictions in numerous use cases. For instance, the predictions of a recommender system might be overly gender or race specific. We hope that our proposed influence estimation approach can make these models more interpretable and can lead to improvements of production systems with respect to the aforementioned problems of bias, fairness, and transparency. At the same time, it might also provide a method for an adversary to find weaknesses of the machine learning system and to influence its predictions making them more biased and less fair. In the end, we present a method that can be used in several different applications. We believe, however, that the proposed method is not inherently problematic as it is agnostic to use cases and does not introduce or discuss problematic applications.
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The following lemma simplifies the derivation of Lipschitz and smoothness bounds for tuple-based scoring functions.

**Lemma 1.** Let \( f : \mathbb{R}^k \times \mathbb{R}^l \times \mathbb{R}^m \to \mathbb{R}^n : (x, y, z) \to f(x, y, z) \) be Lipschitz continuous relative to, respectively, \( x, y, \) and \( z \). Then \( f \) is Lipschitz continuous as a function \( \mathbb{R}^{k+l+m} \to \mathbb{R}^n \). More specifically, \( \|f(u, x, y, z) - f(x, y, v, z)\| \leq 2 \max\{L_x, L_y, L_z\} \|u - v\| \).

**Proof.**
\[
\|f(u, x, y, z) - f(x, y, v, z)\| = \|f(u, x, y, z) - f(u, x, y, v)\| + \|f(u, x, y, v) - f(x, y, v, z)\| \\
\leq \|f(u, x, y, z) - f(u, x, y, v)\| + \|f(u, x, y, v) - f(x, y, v, z)\| \\
= \|f(u, x, y, z) - f(u, x, y, v)\| + \|f(u, x, y, v) - f(x, y, v, z)\| \\
\leq \max\{L_x, L_y, L_z\} \|u - v\|.
\]

We can now use Lemma 1 to derive the Lipschitz constant for the DISTMULT scoring function and a bound on its smoothness.

**Lemma 2.** Let \( \phi \) be the scoring function of DISTMULT defined as \( \phi(w; d) = (s, r, o) \) with \( w(d) = (s, r, o) \), and let \( C \) be the bound on the norm of the embedding vectors for all \( w \in \Omega \). For a given triple \( d = (s, r, o) \) and all \( w, w' \in \Omega \), we have that \( \|\phi(w; d) - \phi(w'; d)\| \leq 2C^2 \|w - w'\| \).

**Proof.**
\[
\|\phi(w; d) - \phi(w'; d)\| = \|\phi(w; d) - \phi(w; d') + \phi(w; d') - \phi(w'; d')\| \\
\leq \|\phi(w; d) - \phi(w; d')\| + \|\phi(w; d') - \phi(w'; d')\| \\
\leq \max\{L_x, L_y, L_z\} \|w - w'\|.
\]

The first inequality is by Cauchy-Schwarz. The last inequality is by the assumption that the norm of the embedding vectors for all \( w \in \Omega \) is bounded by \( C \). We can repeat the above derivation for, respectively, \( r' \) and \( s' \). Hence, we can apply Lemma 1 to conclude the proof.

**Lemma 3.** Let \( \phi \) be the scoring function of DISTMULT defined as \( \phi(w; d) = (s, r, o) \) with \( w(d) = (s, r, o) \), and let \( C \) be the bound on the norm of the embedding vectors for all \( w \in \Omega \). For a given triple \( d = (s, r, o) \) and all \( w, w' \in \Omega \), we have that
\[
\|\nabla \phi(w; d) - \nabla \phi(w', d)\| \leq 4C \|w - w'\|.
\]

**Proof.**
Let \( w, w' \in \Omega \) and let \( (s, r, o) = (w[s], w[r], w[o]) \) and \( (s', r', o') = (w'[s], w'[r], w'[o]) \). We first show that
\[
\|\nabla \phi(s, r, o) - \nabla \phi(s', r', o')\| = \|(ro, so, sr) - (ro', so', sr)\| \\
\leq \|r(o - o')\| + \|s(o - o')\| + \|o - o'\| \\
\leq \|r\| \|o - o'\| + \|s\| \|o - o'\| \\
\leq 2C \|s, r, o\| - (s, r, o')\|.
\]

Hence, we have that \( \nabla \phi(s, r, o) \) is 2C-Lipschitz with respect to \( o \). We can repeat the above derivation for, respectively, \( r' \) and \( s' \). Hence, we can apply Lemma 1 to conclude the proof.

**Definition 4.** An update rule \( G : \Omega \to \Omega \) is \( \sigma \)-bounded if
\[
\sup_{w \in \Omega} \|w - G(w)\| \leq \sigma.
\]

Stochastic gradient descent (SGD) is the algorithm resulting from performing stochastic gradient updates \( T \) times where the indices of training examples are randomly chosen. There are two popular sampling approaches for gradient descent type algorithms. One is to choose an example uniformly at random at each step. The other is to choose a random permutation and cycle through the examples repeatedly. We focus on the latter sampling strategy but the presented results can also be extended to the former.

We can now prove the stability of SGD on two sets of training samples.

**Theorem 1** (Hardt et al. (Hardt, Recht, and Singer 2016)). Let \( f(\cdot; d) \in [0, 1] \) be an \( L \)-Lipschitz and \( \beta \)-smooth loss function for every possible triple \( d \) and \( c \) be the initial learning rate. Suppose we run SGD for \( T \) steps with monotonically non-increasing step sizes \( \alpha_t \leq c/t \) on two different sets of triples \( \mathcal{D} \) and \( \mathcal{D} - \{d'\} \). Then, for any \( d' \),
\[
\mathbb{E}|f(w_T; d) - f(w_T'; d')| \leq (cL^2)^{1/\beta} \|w_T - w_T'\|,
\]
with \( w_T \) and \( w_T' \), the parameters of the two models after running SGD.
Proof. The proof of the theorem follows the notation and strategy of the proof of the uniform stability bound of SGD in [Hardt, Recht, and Singer 2016]. We provide some of the details here as we will use a similar proof idea for the approximation bound for gradient rollback. By Lemma 3.11 in [Hardt, Recht, and Singer 2016], we have for every $t_0 \in \{1, \ldots, n\}$

$$E |f(w_T; d) - f(w_T'; d)| \leq \frac{t_0}{n} + L E[|\delta_T| | \delta_{t_0} = 0]$$

where $\delta = \|w_t - w_t'\|$. Let $\Delta_t$ be a function of $t_0$ and then follow exactly the proof strategy of (Hardt, Recht, and Singer 2016).

At step $t$ with probability $1 - 1/n$ the triple selected by SGD exists in both sets. In this case we can use the $(1 + \alpha \beta)$-expansivity of the update rule (Hardt, Recht, and Singer 2016) which follows from our smoothness assumption. With probability $1/n$ the selected triple is $d'$ (the one missing in one of the training sets) in which case we use that the update is $\alpha L$-bounded as a consequence of the $\alpha L$-boundedness of the gradient descent update rule. We can now apply Lemma 2.5 from (Hardt, Recht, and Singer 2016) and linearity of expectation to conclude that for every $t \geq t_0$,

$$\Delta_{t+1} \leq \left(1 - \frac{1}{n}\right) \left(1 + \alpha \beta\right) \Delta_t + \frac{1}{n} \Delta_t + \frac{\alpha L}{n}.$$

The proof of the theorem follows from unwinding the recurrence relation and optimizing for $t_0$ in the exact same way as done in prior work [Hardt, Recht, and Singer 2016].

Lemma 4. Let $f : \Omega \rightarrow \mathbb{R}$ be a function and let $G(w) = w - \alpha \nabla f(w)$ be the gradient update rule with step size $\alpha$. Moreover, assume that $f$ is $\beta$-smooth. Then, for every $w, w', \gamma \in \Omega$ we have

$$||G(w) - \gamma - G(w')|| \leq ||w - \gamma - w'|| + \alpha \beta ||w - w'||.$$

Proof. Let $f : \Omega \rightarrow \mathbb{R}$ be a function and let $G(w) = w - \alpha \nabla f(w)$ be the gradient update rule with step size $\alpha$. Moreover, assume that $f$ is $\beta$-smooth. Then, for every $w, w', \gamma \in \Omega$ we have

$$||G(w) - \gamma - G(w')|| = ||w - \alpha \nabla f(w) - \gamma - (w' - \alpha \nabla f(w'))||$$

$$\leq ||w - \gamma - w'|| + \alpha \beta ||\nabla f(w) - \nabla f(w)||$$

$$\leq ||w - \gamma - w'|| + \alpha \beta ||w - w'||.$$

The first equality follows from the definition of the gradient update rule. The first inequality follows from the triangle inequality. The second inequality follows from the definition of $\beta$-smoothness.

Lemma 5. Let $f(\cdot; d)$ be $L$-Lipschitz and $\beta$-smooth function. Suppose we run SGD for $T$ steps on two sets of triples $\mathcal{D}$ and $\mathcal{D}' = \{d'\}$ for any $d' \in \mathcal{D}$ and with learning rate $\alpha_t$ at step $t$. Moreover, let $\Delta_t = E[||w_{t_0} - w_{t_0}'|| | ||w_{t_0} - w_{t_0}'|| = 0]$ and $\Delta_t = E[||w_t - \gamma[d'; w_{t_0}(d)] - w'_t|| | ||w_{t_0} - w_{t_0}'|| = 0]$ for some $t_0 \in \{1, \ldots, n\}$. Then, for all $t \geq t_0$,

$$\hat{\Delta}_{t+1} < \left(1 - \frac{1}{n}\right) \left(1 + \alpha \beta\right) \Delta_t + \frac{1}{n} \left(\Delta_{t} + \alpha \beta L\right).$$

Proof. We know from the proof of Theorem 1 that the following recurrence holds

$$\Delta_{t+1} \leq \left(1 - \frac{1}{n}\right) \left(1 + \alpha \beta\right) \Delta_t + \frac{1}{n} \left(\Delta_{t} + \alpha \beta L\right).$$

We first show that when using gradient backlog (GR), we have that

$$\hat{\Delta}_{t+1} \leq \left(1 - \frac{1}{n}\right) \left(\hat{\Delta}_{t} + \alpha \beta \Delta_t\right) + \frac{1}{n} \hat{\Delta}_{t}.$$

At step $t$ of SGD, with probability $1 - 1/n$, the triple selected is in both $\mathcal{D}$ and $\mathcal{D}' = \{d'\}$. In this case, by Lemma 4 we have that $\hat{\Delta}_{t+1} \leq \hat{\Delta}_{t} + \alpha \beta \Delta_t$. With probability $1/n$ the selected example is $d'$, in which case we have, due to the behavior of GR, that

$$\hat{\Delta}_{t+1} = \frac{E[||w_{t+1} - \gamma[d'; w_{t+1}(d)] - w_t'\|| | ||w_{t+1} - w_t'\|| = 0]}{E[||w_{t+1} - \gamma[d'; w_{t+1}(d)] - w_t'\|| | ||w_{t+1} - w_t'\|| = 0]}.$$

This proves equation 6. Let us now define the recurrences $A_{t+1}$ and $B_{t+1}$ for the upper bounds of $\Delta_t$ and $\Delta_t$, respectively:

$$A_{t+1} = \left(1 - \frac{1}{n}\right) \left(1 + \alpha \beta\right) A_t + \frac{1}{n} \left(A_t + \alpha \beta L\right),$$

$$B_{t+1} = \left(1 - \frac{1}{n}\right) \left(B_t + \alpha \beta A_t\right) + \frac{1}{n} B_t.$$
The following theorem establishes that the approximation error of gradient rollback is smaller than the stability bound of SGD. It uses Lemma 5 and the proof of Theorem 1.

**Theorem 2.** Let $f(\cdot; d) \in [0, 1]$ be an $L$-Lipschitz and $\beta$-smooth loss function. Suppose we run SGD for $T$ steps with monotonically non-increasing step sizes $\alpha_t \leq \epsilon/t$ on two sets of triples $D$ and $\mathcal{D} \setminus \{d\}$. Let $w_T$ and $w_T'$, respectively, be the resulting parameters. Then, for any triple $d$ that has at least one element in common with $d'$, we have

$$
\mathbb{E} \left[ |f(w_T) - \gamma(d', w_T(d)); d) - f(w_T'; d)| \right] < \Lambda_{\text{stab-nc}}.
$$

**Proof.** The proof strategy follows that of Theorem 1 by analyzing how the parameter vectors from two different runs of SGD, on two different training sets, diverge.

By Lemma 3.11 in [Hardt, Recht, and Singer (2016)], we have for every $t_0 \in \{1, \ldots, n\}$

$$
\mathbb{E} \left[ |f(w_T; d) - f(w'_T; d)| \right] \leq \frac{t_0}{n} + \frac{L}{\beta} \cdot \left( \frac{T}{t_0} \right)^{\beta c}.
$$

Let

$$
\Delta_t = \mathbb{E} \left[ \| w_t - w'_t \| \mid \| w_{t_0} - w'_{t_0} \| = 0 \right].
$$

and

$$
\hat{\Delta}_t = \mathbb{E} \left[ \| w_t - \gamma(d', w_t(d)) - w'_t \| \mid \| w_{t_0} - w'_{t_0} \| = 0 \right].
$$

We will state bounds $\Delta_t$ and $\hat{\Delta}_t$ as a function of $t_0$ and then follow the proof strategy of [Hardt, Recht, and Singer (2016)].

From Lemma 5, we know that

$$
\Delta_{t+1} < \left( 1 - \frac{1}{n} \right) (1 + \alpha_t \beta) \Delta_t + \frac{1}{n} \left( \Delta_t + \alpha_t L \right).
$$

For the recurrence relation

$$
\Delta_{t+1} \leq \left( 1 - \frac{1}{n} \right) (1 + \alpha_t \beta) \Delta_t + \frac{1}{n} \left( \Delta_t + \alpha_t L \right)
$$

we know from the proof of Theorem 3.12 in [Hardt, Recht, and Singer (2016)] that

$$
\Delta_T \leq \frac{L}{\beta(n-1)} \left( \frac{T}{t_0} \right)^{\beta c}.
$$

Hence, we have by Lemma 5 that, for some $\epsilon > 0$,

$$
\Delta_T \leq \frac{L}{\beta(n-1)} \left( \frac{T}{t_0} \right)^{\beta c} - \epsilon.
$$

Plugging this into equation 9, we get

$$
\mathbb{E} \left[ |f(w_T) - \gamma(d', w_T(d)); d) - f(w'_T; d)| \right] \leq \frac{t_0}{n} + \frac{L^2}{\beta(n-1)} \left( \frac{T}{t_0} \right)^{\beta c} - L \epsilon.
$$

The theorem now follows from optimizing for $t_0$ in the exact same way as done in prior work (Hardt, Recht, and Singer 2016).
| Dataset     | MRR   | Hits@1  | Hits@10 |
|------------|-------|---------|---------|
| NATIONS    | 58.88 | 38.31   | 97.51   |
| FB15k-237  | 25.84 | 19.16   | 40.18   |
| MOVIELENS  | 61.81 | 37.60   | n/a     |

Table 4: MRR, Hits@1 and Hits@10 for the main models of the three datasets, DISTMULT is at the top and COMPLEX at the bottom. (MOVIELENS has 5 ratings that can be predicted, hence Hits@10 is trivially 100.)

| Dataset     | Step 1 | Step 2 |
|------------|--------|--------|
| NATIONS    | 1      | 0.07±0.02 |
| FB15k-237  | 17     | 6±7    |
| MOVIELENS  | 7      | 12±4   |

Table 5: Computing times in minutes for the different steps and datasets. Step 1: Train a main model. Step 2: Generate explanation for one triple (the time for this step depends on the number of adjacent training triples, here averaged over 5 random triples). Step 3: Evaluating GR/NH takes the time of Step 1 times the test set size.

Both movies were distributed by Warners Bros. It is reasonable that a company usually distributed the movies in the same country.

These and other identified cases show that the instances selected by GR are not only the most influential triples but also reasonable explanations for users.

Figure 3: The boxplots illustrate the difference between the change in probability of a test triple caused by removing the set of triples $S$ selected by, respectively, GR and the baselines NH. The value is larger than zero, when GR selects triples that change the probability more after retraining than those selected by the baselines. The boxplots also depict the standard deviations and the average number of deleted triples (on the right y-axis).