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1 Introduction

Matroid theory is often thought of as a generalization of graph theory. Many results in graph theory turn out to be special cases of results in matroid theory. A graph is said to be Eulerian if the degree of each of its vertices is even, and a graph is bipartite if it does not contain cycles of odd lengths. Welsh\textsuperscript{[16]} introduced the concepts of Eulerian and bipartite on matroids and showed how Euler’s well-known graph theorem has an appealing matroid generalization. They showed that for binary matroids the properties of being Euler and bipartite are dual concepts, thus generalizing Euler’s theorem for graphs. Wilde\textsuperscript{[17]} showed that if $M$ is a binary matroid, then every cocircuit of $M$ has even cardinality if and only if $M$ can be obtained by contracting some other binary matroid $M^+$ onto a single circuit. This is the natural analog of the Euler circuit theorem for graphs. More recently, Shikare et al.\textsuperscript{[14]} showed that a binary matroid $M$ is Eulerian if and only if the number of independent sets of $M$ is odd. Shikare\textsuperscript{[15]} also gave some new characterizations of Eulerian and bipartite binary matroids.

However, our interest here is in a generalisation of matroids called delta-matroids. Delta-matroids were introduced by Bouchet in [1]. Chun et al.\textsuperscript{[8, 9]} gave an analogous correspondence between embedded graphs and delta-matroids. Many fundamental definitions and results in topological graph theory and delta-matroid theory are compatible with each other. A significant consequence of this connection is that the geometric ideas of topological graph theory provide insight and intuition into the structure of delta-matroids, thus pushing forward the development of both areas.

The key purpose of this paper is to propose and study a similar correspondence between bipartite (Eulerian) embedded graphs and delta-matroids. We know an embedded graph $G$ is bipartite (Eulerian) if and only if the underlying graph of $G$ is bipartite (Eulerian). Hence, we say that a delta-matroid $D = (E, \mathcal{F})$ is bipartite (Eulerian), if the lower matroid of $D$ is bipartite (Eulerian). When applied to matroids, this definition of bipartite (Eulerian) delta-matroids
agrees with the usual definition of bipartite (Eulerian) matroids. Let \( M = (E, \mathcal{B}) \) be a binary matroid. Brijs et al.\[^6\] showed that \( M \) is bipartite if and only if the loop complementation of \( M \) on \( E \) is an even delta-matroid whose feasible sets all have the same parity. The result is interesting in the context of embedded graphs. In [10] it was shown that an orientable embedded graph \( G \) is bipartite if and only if its Petrie dual is orientable. We extend the nomenclature from embedded graphs to arbitrary binary delta-matroids. It is well-known fact that for a plane graph \( G \), \( G \) is bipartite if and only if the dual of \( G \) is Eulerian. This fact only holds for general embedded graphs in one direction: the dual of any bipartite embedded graph is Eulerian. It is not true in the other direction in general. We also extend the result from embedded graphs to the class of delta-matroids that arise as twists of binary matroids.

## 2 Preliminaries

We begin by defining matroids, delta-matroids and associated terminologies. All definitions follow [4, 8, 9, 13]. Throughout this paper, we will often omit the set brackets in the case of a single element set. For example, we write \( F \cup e \) instead of \( F \cup \{e\} \), or \( E - e \) instead of \( E \setminus \{e\} \).

For sets \( X \) and \( Y \), their symmetric difference is denoted by \( X \Delta Y \) and is defined to be \( (X \cup Y) - (X \cap Y) \).

### 2.1 Matroids

A matroid \( M = (E, \mathcal{B}) \) is a finite ground set \( E \) together with a non-empty collection of subsets of the ground set, \( \mathcal{B} \), that are called bases, satisfying the following two properties:

**B1.** If \( B_1 \) and \( B_2 \) are bases and \( x \in B_1 \Delta B_2 \), then there exists \( y \in B_1 \Delta B_2 \) such that \( B_1 \Delta \{x, y\} \) is a basis.

**B2.** All bases are equicardinal.

We shall often write \( \mathcal{B}(M) \) for \( \mathcal{B} \) and \( E(M) \) for \( E \), particularly when several matroids are being considered. A subset of \( E(M) \) is independent in \( M \) if it is a subset of a basis. A set that is not independent is dependent. A minimal dependent subset of \( E \) is called a circuit of \( M \). The set of all independent sets and circuits of \( M \) will be denoted by \( \mathcal{I}(M) \) and \( \mathcal{C}(M) \), respectively. We say that the rank of \( M \), written \( r(M) \), is equal to \( |B| \) for any \( B \in \mathcal{B}(M) \).

The matroid \( M^* \), whose ground set is \( E(M) \) and whose set of bases is \( \mathcal{B}(M^*) := \{E - B : B \in \mathcal{B}\} \), is called the dual of \( M \). A circuit of \( M^* \) is called a cocircuit of \( M \).

**Definition 2.1**\[^{16}\]. A matroid \( M = (E, \mathcal{B}) \) is said to be Eulerian if there are disjoint circuits \( C_1, \cdots, C_p \) in \( M \) such that \( E(M) = C_1 \cup \cdots \cup C_p \). A matroid is said to be bipartite if its every circuit has even cardinality.

### 2.2 Set Systems and Delta-matroids

A set system is a pair \( D = (E, \mathcal{F}) \), where \( E \) is a finite set, which we call the ground set, and \( \mathcal{F} \) is a collection of subsets of \( E \), called feasible sets. We define \( E(D) \) to be \( E \) and \( \mathcal{F}(D) \) to be \( \mathcal{F} \). A set system \( (E, \mathcal{F}) \) is proper if \( \mathcal{F} \) is not empty. It is trivial if \( E \) is empty.

A delta-matroid is a proper set system \( D = (E, \mathcal{F}) \) that satisfies the symmetric exchange axiom:

**Axiom** (Symmetric exchange axiom). For all \( (X, Y, u) \) with \( X, Y \in \mathcal{F} \) and \( u \in X \Delta Y \), there is an element \( v \in X \Delta Y \) such that \( X \Delta \{u, v\} \) is in \( \mathcal{F} \).

Note that we allow \( u = v \) in symmetric exchange axiom. These structures were first studied by Bouchet in [1]. If all of the feasible sets of a delta-matroid are equicardinal, then the delta-matroid is a matroid and we refer to its feasible sets as its bases.
For a delta-matroid \( D = (E, \mathcal{F}) \), let \( \mathcal{F}_{\text{max}}(D) \) and \( \mathcal{F}_{\text{min}}(D) \) be the set of feasible sets with maximum and minimum cardinality, respectively. We will usually omit \( D \) when the context is clear. Let \( D_{\text{max}} = (E, \mathcal{F}_{\text{max}}) \) and let \( D_{\text{min}} = (E, \mathcal{F}_{\text{min}}) \). Then \( D_{\text{max}} \) is the upper matroid and \( D_{\text{min}} \) is the lower matroid for \( D \). These were defined by Bouchet in [3]. It is straightforward to show that the upper matroid and the lower matroid are indeed matroids (see [3]).

**Definition 2.1.** A delta-matroid \( D = (E, \mathcal{F}) \) is bipartite (Eulerian), if \( D_{\text{min}} \) is bipartite (Eulerian).

For delta-matroids (or matroids) \( D_1 = (E_1, \mathcal{F}_1) \) and \( D_2 = (E_2, \mathcal{F}_2) \), where \( E_1 \) is disjoint from \( E_2 \), the direct sum of \( D_1 \) and \( D_2 \), written \( D_1 \oplus D_2 \), is constructed by

\[
D_1 \oplus D_2 := (E_1 \cup E_2, \{F_1 \cup F_2 : F_1 \in \mathcal{F}_1, F_2 \in \mathcal{F}_2\}).
\]

In particular, if \( D_1 \) and \( D_2 \) are matroids, then

\[
\mathcal{C}(D_1 \oplus D_2) = \mathcal{C}(D_1) \cup \mathcal{C}(D_2).
\]

### 2.3 Minors

For a proper set system \( D = (E, \mathcal{F}) \), and \( e \in E \), if \( e \) is in every feasible set of \( D \), then we say that \( e \) is a coloop of \( D \). If \( e \) is in no feasible set of \( D \), then we say that \( e \) is a loop of \( D \).

If \( e \) is not a coloop, then we define \( D \) delete \( e \), written \( D \setminus e \), to be

\[
(E - e, \{F : F \in \mathcal{F}, F \subseteq E - e\}).
\]

If \( e \) is not a loop, then we define \( D \) contract \( e \), written \( D/e \), to be

\[
(E - e, \{F - e : F \in \mathcal{F}, e \in F\}).
\]

If \( e \) is a loop or a coloop, then one of \( D \setminus e \) and \( D/e \) has already been defined, so we can set \( D/e = D \setminus e \).

If \( D \) is a delta-matroid then both \( D \setminus e \) and \( D/e \) are delta-matroids (see [4]). Let \( D' \) be a delta-matroid obtained from \( D \) by a sequence of deletions and contractions. Then \( D' \) is independent of the order of the deletions and contractions used in its construction (see [4]) and \( D' \) is called a minor of \( D \). If \( D' \) is a minor of \( D \) formed by deleting the elements of \( X \) and contracting the elements of \( Y \) then we write \( D' = D \setminus X/Y \). If the sizes of the feasible sets of a delta-matroid all have the same parity, then we say that the delta-matroid is even. Otherwise, we say that the delta-matroid is odd. Note that if \( D \) is even, then so are its minors. The restriction of \( D \) to a subset \( A \) of \( E \), written \( D|_A \), is equal to \( D \setminus (E - A) \).

### 2.4 Twists and Loop Complementations of Set Systems

Twists are one of the fundamental operations of delta-matroid theory. Let \( D = (E, \mathcal{F}) \) be a set system. For \( A \subseteq E \), the twist of \( D \) with respect to \( A \), denoted by \( D * A \), is given by \( (E, \{A \Delta X : X \in \mathcal{F}\}) \). The dual of \( D \), written \( D^* \), is equal to \( D * E \). It follows easily from the identity \( (F_1 \Delta A) \Delta (F_2 \Delta A) = F_1 \Delta F_2 \) that the twist of a delta-matroid is also a delta-matroid, as Bouchet showed in [1]. However, if \( D \) is a matroid, then \( D * A \) need not be a matroid. Note that if \( e \in E \), then \( D/e = (D * e) \setminus e \) and \( D \setminus e = (D * e)/e \). Moreover, if \( X \subseteq E \), then \( D \setminus X = (D^* / X)^* \) (see [9]).

Following Brijder et al.[5], let \( D = (E, \mathcal{F}) \) be a set system and \( e \in E \). Then \( D + e \) is defined to be the set system \( (E, \mathcal{F}') \), where

\[
\mathcal{F}' := \mathcal{F} \Delta \{F \cup e : F \in \mathcal{F}, e \notin F\}.
\]
If \( e_1, e_2 \in E \) then \((D + e_1) + e_2 = (D + e_2) + e_1\). This means that if \( A = \{e_1, \cdots, e_n\} \subseteq E \) we can unambiguously define the loop complementation of \( D \) on \( A \), by \( D + A := D + e_1 + \cdots + e_n \).

Let \( D = (E, F) \) be a set system and \( X, Y \subseteq E \). Brijder et al.\(^5\) showed that \( Y \in F(D + X) \) if and only if \(|\{Z \in F : Y \setminus X \subseteq Z \subseteq Y\}|\) is odd.

### 2.5 Representability

Let \( A = (A_{vw} : v, w \in E) \) be a square matrix with coefficients in a field \( Q \). We say that \( A \) is antisymmetric if \( A_{vw} = -A_{wv} \) for every \( v, w \in E \) and \( A_{vw} = 0 \) for every \( v \in E \). We say that \( A \) is quasisymmetric if there exists a function \( \varepsilon : E \to \{-1, +1\} \) such that \( \varepsilon(v)A_{vw} = \varepsilon(w)A_{wv} \) holds for every \( v, w \in E \). In particular, if \( \varepsilon \) is a constant function, \( A \) is a symmetric matrix. If \( A \) is either an antisymmetric or quasisymmetric matrix, it is called a matrix of symmetric type.

For every \( X \subseteq E \) we let \( A[X] = (A_{vw} : v, w \in X) \). By convention we consider \( A[\emptyset] \) as a nonsingular matrix. Let \( D(A) = (E, \{X : X \subseteq E, A[X] \text{ is nonsingular}\}) \). Bouchet showed in \(^2\) that \( D(A) \) is indeed a delta-matroid. A strong representation of the delta-matroid \( D \) is a matrix \( A \) of symmetric type over a field \( Q \) such that \( D = D(A) \). A necessary condition for \( D \) to have a strong representation is that \( \emptyset \) is feasible, and then we say that \( D \) is a normal delta-matroid. Bouchet showed in \(^4\) that if two normal delta-matroids are twist and one of them has a strong representation \( A \) over a field \( Q \), then the other one has a strong representation \( A' \) over \( Q \).

Moreover \( A \) and \( A' \) are either both antisymmetric or both quasisymmetric. The delta-matroid \( D \) is said to be representable over the field \( Q \) if there exists a twist normal delta-matroid \( D' \) which has a strong representation over \( Q \). If \( A \) is an antisymmetric matrix, then any feasible set of \( D(A) \) has an even cardinality (recall that a nonsingular antisymmetric matrix has an even order). A delta-matroid is said to be binary if it has a twist that is isomorphic to \( D(A) \) for some symmetric matrix \( A \) over \( GF(2) \). Binary delta-matroids form an important class of delta-matroids. In \(^4\) it was shown that if \( D \) is a binary delta-matroid, then both of \( D_{\min} \) and \( D_{\max} \) are binary matroids. Moreover, the minor of a binary delta-matroid is also a binary delta-matroid.

As it is much more convenient for our purposes, we realize cellularly embedded graphs as ribbon graphs. We give a brief review of ribbon graphs referring the reader to \(^{10, 11}\) for further details.

**Definition 2.2\(^{11}\).** A ribbon graph \( G = (V(G), E(G)) \) is a (possibly non-orientable) surface with boundary represented as the union of two sets of discs, a set \( V(G) \) of vertices, and a set \( E(G) \) of edges such that

1. The vertices and edges intersect in disjoint line segments;
2. Each such line segment lies on the boundary of precisely one vertex and precisely one edge;
3. Every edge contains exactly two such line segments.

An edge \( e \) of a ribbon graph is a loop if it is incident with exactly one vertex. A loop (respectively, cycle) is non-orientable if together with its incident vertex (vertices) it forms a Möbius band, and is orientable otherwise. A ribbon graph is non-orientable if it contains a non-orientable loop or cycle, and is orientable otherwise.

For any ribbon graph \( G \), there is a natural dual ribbon graph \( G^* \), also called geometric dual. Chmutov\(^7\) introduced an extension of geometric duality called partial duality. Roughly speaking, a partial dual \( G^A \) is obtained by forming the geometric dual with respect to only a subset \( A \subseteq E(G) \) of a ribbon graph \( G \).
3 Main Results

Let $M = (E, B)$ be a binary matroid. Brijder et al.\cite{6} showed that $M$ is bipartite if and only if $M + E$ is an even delta-matroid. The result is interesting in the context of ribbon graphs. In \cite{10} it was shown that an orientable ribbon graph $G$ is bipartite if and only if its Petrie dual is orientable. Chun et al.\cite{8,9} showed that partial duals and twists as well as partial Petrials and loop complementations are compatible. So it should come as no surprise that twisted duality (see \cite{10}) for ribbon graphs and for delta-matroids are compatible as well. Firstly, we give some basic lemmas and extend the nomenclature from ribbon graphs to arbitrary binary delta-matroids.

**Lemma 3.1**\cite{9}. Let $D = (E, F)$ be a delta-matroid, let $A \subseteq E$ and let $s_0 = \min\{|B \cap A| : B \in B(D_{\text{min}})|. Then for any $F \in F$ we have $|F \cap A| \geq s_0$.

**Lemma 3.2.** Let $D = (E, F)$ be a delta-matroid and $e \in E$. Then

$$(D \setminus e)_{\text{min}} = D_{\text{min}} \setminus e.$$

**Proof.** If $e$ is not a coloop of $D_{\text{min}}$, then

$$F((D \setminus e)_{\text{min}}) = \{F : F \in F(D_{\text{min}}), e \notin F\} = F(D_{\text{min}} \setminus e).$$

Otherwise, $e$ is a coloop of $D_{\text{min}}$. Obviously, $e$ is also a coloop of $D$ by Lemma 3.1. Then

$$F((D \setminus e)_{\text{min}}) = \{F - e : F \in F(D_{\text{min}})\} = F(D_{\text{min}} \setminus e).$$

\[\square\]

**Remark 3.3.** $(D/e)_{\text{min}} \neq D_{\text{min}}/e$. For example, let

$$D = (\{1, 2\}, \emptyset, \{1, 2\}).$$

Then $(D/1)_{\text{min}} = ((2), \{2\})$ but $D_{\text{min}}/1 = ((2), \emptyset)$.

In the context of ribbon graphs, a ribbon graph $G$ is non-orientable if and only if there exists a non-orientable cycle (or loop) of $G$. We extend the result from ribbon graphs to delta-matroids as shown in following lemma.

**Lemma 3.4.** Let $D = (E, F)$ be a binary delta-matroid. Then $D$ is an odd delta-matroid if and only if there exists a circuit $C$ of $D_{\text{min}}$ such that $C \in F(D|_C)$.

**Proof.** $(\Rightarrow)$ Let $C$ be a subset of $E$ such that $D|_C$ is an odd delta-matroid and $D|_{C-e}$ is an even delta-matroid for any $e \in C$. There exists a feasible set $F$ of $D|_C$ such that the size of $F$ and the rank of $(D|_C)_{\text{min}}$ have different parities. For any $e \in C$, it obvious that $e$ is not a coloop of $D|_C$. Otherwise $D|_{C-e}$ is also an odd delta-matroid, contradicting the choice of $C$. Moreover, $e$ is not a coloop of $(D|_C)_{\text{min}}$ by Lemma 3.1. Hence, there is a base $B$ of $(D|_C)_{\text{min}}$ such that $e \notin B$. If $e \notin F$, then $B, F \in F(D|_{C-e})$. It follows that $D|_{C-e}$ is an odd delta-matroid by $|B|$ and $|F|$ having opposite parity. We can see that $e \in F$, then $F = C$. Thus $C \in F(D|_C)$.

If $C$ is a single element set, we may assume that $C = \{e\}$, then

$$D|_C = (\{e\}, \emptyset, \{e\}).$$

The necessity is easily verified. Otherwise, $|C| \geq 2$. Suppose that $C$ is not a circuit of $D_{\text{min}}$. Note that $(D|_C)_{\text{min}} = D_{\text{min}}|_C$ by Lemma 3.2. Thus, $C$ is not a circuit of $(D|_C)_{\text{min}}$. Since $C$ is not a circuit of $(D|_C)_{\text{min}}$ and any element of $C$ is not a coloop of $(D|_C)_{\text{min}}$, we have

$$r((D|_C)_{\text{min}}) \leq |C| - 2.$$
Since $|C|$ and $r((D|_C)_{\min})$ have different parity, we see that
\[ r((D|_C)_{\min}) < |C| - 2. \]
Any minor of a binary delta-matroid is binary, this gives $D|_C$ is a binary delta-matroid.

We claim that there exists a feasible set $F' \in \mathcal{F}(D|_C)$ such that $|F'| = r((D|_C)_{\min}) + 1$. Otherwise, for any base $B$ of $(D|_C)_{\min}$, $(D|_C)^*B$ is a normal delta-matroid and $(D|_C)^*B$ doesn’t contain a singleton. There is a binary antisymmetric matrix $A$ such that $D(A) = (D|_C)^*B$. It follows that $(D|_C)^*B$ is an even delta-matroid, a contradiction, since $D|_C$ is an odd delta-matroid and evenness is compatible with twist of delta-matroid. We see that $F' = C$ as above. But
\[ |F'| = r((D|_C)_{\min}) + 1 < |C| - 1, \]
a contradiction. Hence, $C$ is a circuit of $D_{\min}$.

$(\Leftarrow)$ Since $C$ is a circuit of $D_{\min}$, we see that $C$ is a circuit of $(D|_C)_{\min}$. Then $C - e$ is a feasible set of $D|_C$ for any $e \in C$. Hence $D|_C$ is an odd delta-matroid by $C \in \mathcal{F}(D|_C)$. It follows that $D$ is an odd delta-matroid.

**Remark 3.5.** The above does not hold for non-binary delta-matroids. For example,
\[ D = (\{1, 2, 3\}, \emptyset, \{1, 2\}, \{2, 3\}, \{1, 3\}, \{1, 2, 3\}). \]

$D$ is one of the minimal non-binary delta-matroids as shown in [4] and
\[ C(D_{\min}) = \{\{1\}, \{2\}, \{3\}\} \]
but
\[ \mathcal{F}(D|_1) = \mathcal{F}(D|_2) = \mathcal{F}(D|_3) = \{\emptyset\}, \]
that is,
\[ \{1\} \notin \mathcal{F}(D|_1), \quad \{2\} \notin \mathcal{F}(D|_2), \quad \{3\} \notin \mathcal{F}(D|_3). \]

**Theorem 3.6.** Let $D = (E, \mathcal{F})$ be a binary even delta-matroid. Then $D$ is bipartite if and only if $D + E$ is an even delta-matroid.

**Proof.** $(\Rightarrow)$ Suppose that $D + E$ is an odd delta-matroid. Then there exists a circuit $C$ of $(D + E)_{\min}$ such that $C \in \mathcal{F}((D + E)|_C)$ by Lemma 3.4. The bases of $(D + E)_{\min}$ are the same as those of $D_{\min}$, so $C$ is a circuit of $D_{\min}$. Since $D$ is bipartite, the size of $C$ is even. It is easy to check that
\[ (D + E)|_C = (D|_C) + C \]
by the definition of loop complementation. Since $C$ is a circuit of $(D + E)_{\min}$, it follows that $C$ is a circuit of
\[ (D + E)_{\min}|_C = ((D + E)|_C)_{\min} = ((D|_C) + C)_{\min} \]
and
\[ C \in \mathcal{F}((D + E)|_C) = \mathcal{F}((D|_C) + C). \]
Therefore
\[ \mathcal{F}((D|_C) + C) = \{C - e : e \in C\} \cup \{C\}. \]
We know $X \in \mathcal{F}(D|_C)$ if and only if $|\{Z \in \mathcal{F}((D|_C) + C) : Z \subseteq X\}|$ is odd. Hence
\[ \mathcal{F}(D|_C) = \{C - e : e \in C\} \cup \{C\}. \]
Thus $D|_C$ is an odd delta-matroid. This contradicts the fact that $D$ is an even delta-matroid. Therefore $D + E$ is an even delta-matroid.
(⇐) Assume that $D$ is not bipartite. Then there exists a circuit $C$ of $D_{\text{min}}$ with odd size. It is easy to check that $C$ is a circuit of $D_{\text{min}}|C$, that is, $C$ is a circuit of $(D|_C)_{\text{min}}$. Since $D$ is an even delta-matroid, $D|_C$ is also an even delta-matroid. Then

$$F(D|_C) = \{C - e : e \in C\}.$$ 

It follows that

$$F((D|_C) + C) = \{C - e : e \in C\} \cup \{C\}.$$ 

Thus $(D|_C) + C$ is an odd delta-matroid, that is, $(D + E)|_C$ is an odd delta-matroid. This contradicts the fact that $D + E$ is an even delta-matroid. Hence $D$ is bipartite.

A standard result in graph theory is that a plane graph $G$ is Eulerian if and only if the dual of any bipartite ribbon graph is Eulerian. In the following, we extend the result from ribbon graphs to the class of delta-matroids that arise as twists of binary matroids.

**Lemma 3.7**. A binary matroid is Eulerian if and only if its dual matroid is bipartite.

**Lemma 3.8**. Let $M = (E, B)$ be a matroid and $A \subseteq E$. Let $D = M \ast A$. Then $D_{\text{min}} = M/A \oplus (M/\Delta c)^*$ and $D_{\text{max}} = M/A \oplus (M/Ac)^*$.

**Lemma 3.9**. Let $C$ be a circuit of a binary matroid $M$ and $e$ be an element of $E(M) - C$. Then, in $M/e$, either $C$ is a circuit, or $C$ is a disjoint union of two circuits.

**Theorem 3.10**. Let $M = (E, B)$ be a binary matroid, $A \subseteq E$ and $D = M \ast A$. If $D$ is bipartite, then $D^*$ is Eulerian.

**Proof.** Firstly, we show that a circuit $C$ of $M \setminus A$ is a disjoint union of some circuits of $M/A$. If $A = \emptyset$, then there is nothing to prove, so we can assume that $A = \{e_1, \ldots, e_n\}$. Then either $C$ is a circuit of $M/e_1$, or $C = C_1 \cup C_2$ which $C_1, C_2$ are two disjoint circuits of $M/e_1$ by Lemma 3.9. Repeat the process above, it follows that $C$ is a disjoint union of some circuits of $M/A$. For any circuit $C'$ of $D_{\text{max}}$, since $D_{\text{max}} = M/A \oplus (M/Ac)^* = M/A \oplus M^*/A^c$ by Lemma 3.8, $C'$ is a circuit of $M/A$ or $M^*/A^c$. Thus $C'$ is a disjoint union of some circuits of $M/A$ or $M^*/A^c$. Since $D_{\text{min}} = M/A \oplus (M/Ac)^* = M/A \oplus M^*/A^c$ by Lemma 3.8 and $D$ is bipartite, it follows that all of the sizes of circuits of $M/A$ and $M^*/A^c$ are even. Therefore the size of $C'$ is even. Hence $D_{\text{max}}$ is bipartite. It is easy to check that $D_{\text{max}} = ((D^*)_{\text{min}})^*$. By Lemma 3.7, $(D^*)_{\text{min}}$ is Eulerian, that is, $D^*$ is Eulerian.

**Remark 3.11**. The converse of Theorem 3.10 is not true. A counterexample is given as shown below. Let $M = \{(1, 2); \{\{1\}, \{2\}\}\}$ and $D = M \ast 1 = \{(1, 2); \emptyset, \{1, 2\}\}$. Then $D^* = \{(1, 2), \emptyset, \{1, 2\}\}$. It is easy to check that $D^*$ is Eulerian, but $D$ is not bipartite.

## 4 Some Related Results

In [12] Huggett and Moffatt showed that

**Proposition 4.1**. Let $G$ be a plane graph and $A \subseteq E(G)$. Then:

1. $G^A$ is bipartite if and only if $G - A^c$ and $G^* - A$ are Eulerian.

2. $G^A$ is Eulerian if and only if $G - A^c$ and $G^* - A$ are bipartite.
Chun et al.\cite{8} gave an extension of Proposition 4.1 to twists of binary matroids as shown in Proposition 4.2. The circuit space \(CS(M)\) (respectively, cocircuit space \(CS^*(M)\)) of a binary matroid \(M = (E, B)\) comprises all subsets of \(E\) which can be expressed as the disjoint union of circuits (respectively, cocircuits). Both spaces include the empty set. The bicycle space \(BI(M)\) of \(M\) is the intersection of the circuit and cocircuit spaces.

**Proposition 4.2**\cite{8}. Let \(M = (E, B)\) be a binary matroid, \(A \subseteq E\) and \(D = M * A\). Then:

1. If \(M\) is bipartite, then \(D\) is bipartite if and only if \(A \in BI(M)\).
2. If \(M\) is Eulerian, then \(D\) is Eulerian if and only if \(A \in BI(M)\).
3. If \(M\) is Eulerian, then \(D\) is bipartite if and only if \(\Lambda^c \in BI(M)\).
4. If \(M\) is bipartite, then \(D\) is Eulerian if and only if \(\Lambda^c \in BI(M)\).

We also give an extension of Proposition 4.1 to twists of binary matroids as shown below.

**Proposition 4.3.** Let \(M = (E, B)\) be a binary matroid, \(A \subseteq E\) and \(D = M * A\). Then:

1. \(D\) is bipartite if and only if \(\Lambda \setminus \Lambda^c\) and \(\Lambda^* \setminus \Lambda\) are Eulerian.
2. \(D\) is Eulerian if and only if \(\Lambda \setminus \Lambda^c\) and \(\Lambda^* \setminus \Lambda\) are bipartite.

**Proof.** By Lemma 3.8, \(D\) is bipartite (Eulerian) if and only if both \(M/A\) and \((\Lambda \setminus \Lambda^c)^*\) are bipartite (Eulerian) if and only if both \((M/A)^*\) and \(\Lambda \setminus \Lambda^c\) are Eulerian (bipartite) by reason that any minor of a binary matroid is binary and Lemma 3.7. So if and only if \(\Lambda \setminus \Lambda^c\) and \(\Lambda^* \setminus \Lambda\) are Eulerian (bipartite).

**Remark 4.4.** Propositions 4.2 and 4.3 are both extensions of Proposition 4.1 to twists of binary matroids but not exactly the same, because Proposition 4.2 require that the binary matroid \(M\) is bipartite or Eulerian, and Proposition 4.3 is more naturally translated from Proposition 4.1.

We give an example as shown below.

**Example 1.** Let \(M = (\{1, 2, 3, 4\}, \{\{2, 4\}, \{3, 4\}\})\) and \(A = \{1\}\). It is obvious that \(M\) is a binary matroid, and \(M^* = (\{1, 2, 3, 4\}, \{\{1, 3\}, \{1, 2\}\}), \Lambda \setminus \Lambda^c = (\{1\}, \{\emptyset\}), \Lambda^* \setminus \Lambda = (\{2, 3, 4\}, \{\{2\}, \{3\}\})\). Clearly, \(\Lambda \setminus \Lambda^c\) and \(\Lambda^* \setminus \Lambda\) are Eulerian. Then \(D = M * A\) is bipartite by Proposition 4.3. But we don’t know whether \(D = M * A\) is bipartite or not by Proposition 4.2, because \(M\) is neither bipartite nor Eulerian.

**Lemma 4.5.** If \(D = (E, F)\) is a bipartite delta-matroid and \(A \subseteq E\), then \(\Lambda \setminus \Lambda\) is a bipartite delta-matroid.

**Proof.** The result is easily verified when \(A = \emptyset\). We just need to verify that when \(A = \{e\}\). Since \((\Lambda \setminus \Lambda)_{\text{min}} = \Lambda_{\text{min}} \setminus e\) by Lemma 3.2, it follows that

\[C((\Lambda \setminus \Lambda)_{\text{min}}) = C(\Lambda_{\text{min}} \setminus e) = \{C \subseteq \Lambda - e : C \in C(\Lambda_{\text{min}})\}.\]

Thus, \(\Lambda \setminus \Lambda\) is a bipartite delta-matroid.

**Proposition 4.6.** Let \(D = (E, F)\) be a delta-matroid and \(A \subseteq E\). If \(D * A\) is bipartite, then \(D^*/\Lambda^c\) and \(D/A\) are both bipartite.

**Proof.** \(D^*/\Lambda^c = ((D^*)\Lambda^c)\Lambda^c = (D * A)\Lambda^c\), where the first by the relation between twist and contraction, and the second from the basic properties of twist. Similarly, \(D/A = (D * A) \setminus A\). Since \(D * A\) is bipartite, \((D * A) \setminus \Lambda^c\) and \((D * A) \setminus A\) are bipartite by Lemma 4.5, completing the proof.
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