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As an essential component and core power source of aircraft, the operational stability of aeroengine has important impact on system safety and reliability. Accurate degradation tendency prediction on an engine can not only improve its operational stability but also significantly reduce the maintenance costs. In this paper, a novel forecasting method that combines CEEMDAN permutation entropy and improved Grey–Markov model is proposed to perform multistep degradation tendency prediction of aircraft engines. In order to accurately quantify the degradation level of engines, a new integrated degradation index (IDI) is innovatively designed by multidimensional sensory data. And then, because of high speed and excellent performance, CEEMDAN algorithm is specifically employed to decompose the generated IDI series to eliminate the potential influence of stochastic fluctuations. Aiming at the complexity of intrinsic mode functions (IMFs) generated by CEEMDAN, an IMFs reconstruction strategy based on permutation entropy is developed to better characterize the degradation states. Finally, on the basis of above achievements and for higher forecasting efficiency and accuracy, an improved Grey–Markov model combined with the moving window algorithm, which is unique, is constructed to realize multistep degradation trend prediction of engines. The proposed method is applied to the degradation tendency prediction of aircraft engines. The experimental results validate the effectiveness and superiority of the proposed method, and it is more suitable for engineering applications in comparison with other methods.

1. Introduction

With the gradual improvement of mechanical system’s integration and complexity, reasonable and complete health state monitoring is of great significance for ensuring stable and reliable operation of equipment [1–3]. As an essential component and core power source of aircraft, the operational stability of aeroengine has important impact on system safety and maintenance costs [4–6]. In recent years, with the proposal of condition-based maintenance (CBM), the fault response mode has converted from passive treatment to active prevention [7, 8]. CBM contributes to identify the operational status of equipment and avoid unnecessary downtime maintenance. Because of these advantages, it gradually becomes one of the most commonly used maintenance pattern and attracts more and more focuses of researchers [9, 10]. More specifically, degradation tendency prediction plays an important role in the implementation of CBM, which is helpful to discover abnormal operation states before fault occurs and effectively decrease the failure rate and maintenance costs [11, 12].

Generally, the implementation of degradation tendency prediction can be mainly divided into two stages, i.e., degradation indicator construction and development trend forecasting. Throughout the entire process of prediction, an appropriate indicator needs to be constructed to quantify the degradation levels of an aircraft engine, and it can be regarded as the foundation of the subsequent degradation
trend forecasting. With the accumulation of running time, large amounts of sensory data from different positions are collected for analysis [13, 14]. On this basis, how to build a degradation indicator by adequately utilizing these data is the primary problem to be solved in the task of tendency prediction. For this reason, some researchers focusing on constructing a suitable index that can effectively indicate the extent of deterioration have been carried out. For instance, Kral first pointed out that the status of used oil can be used to analyze the operation conditions of the vehicle cooling system [15]. Volponi utilized the fuel flow rate to evaluate the health state of gas turbine [16]. Gebraeel analyzed the states of rolling element bearing by the collected vibration signals [17]. However, these indicators are mainly based on single sensory signal, which means that some important signals containing abundant degradation information would be ignored. Besides, because of the growing diversity of collected signals, it is difficult to select a representative signal from large amounts of sensor signals that can accurately reflect the degradation state of equipment. Thus, the construction of an excellent degradation index fully utilizing different sensory data is still a difficult point in the research of degradation tendency prediction.

Degradation tendency prediction aims at obtaining the evolution of degradation in the future and supplying adequate data basis for decision-making. In general, the current models for trend prediction can be divided into three types, including knowledge-based models, physics-based models, and data-driven models. In particular, the practical application of former two models would face more restrictions due to the difficulties in obtaining relevant knowledge and establishing a suitable physical model. Data-driven models, which fully utilize the acquired monitoring data, can effectively achieve the purpose of degradation trend prediction without the help of domain knowledge and physical rules [18, 19]. Ma used a stacked sparse autoencoder with multilayer self-learning to forecast the remaining useful life of engine unit [4]. Fu adopted an improved least squares support vector machine model to predict the state development trend of hydroelectric generating unit [20]. Grey–Markov model, one of data-driven models, is widely applied in the prediction problem of systems with uncertain structure or characteristics due to its simple principle and excellent performance. Zhou presented the application of a Grey–Markov model with incidence analysis in the degradation trend forecasting for energy conversion equipment [21]. The results confirmed that the proposed method realized the satisfied performance. In Reference [22], an improved Grey–Markov model based on wavelet transform was developed to achieve accurate prediction of China’s energy supply and demand. Until now, the advantages of Grey–Markov over other prediction models, such as convenient parameters training, low computing time, and high forecasting accuracy, have been validated by massive experimental researches [23, 24]. Based on this, the Grey–Markov model is conducive to obtain optimal solutions. However, there are still two inherent drawbacks in this prediction model. Firstly, the Grey–Markov model is established based on the complete training samples, which would lead to lower accuracy with the increasing of prediction time and is unreasonable when there are exponential and chaotic data in training sets [25]. In addition, the single-step prediction pattern of Grey–Markov may cause the decrease of computation efficiency. Secondly, due to stochastic volatility and inherent complexity of original sensory data, it is difficult that relying on just the single Grey–Markov model to accurately forecast the degradation trend. In order to obtain better predicted results, it is necessary to first analyze the characteristics of raw data. Thus, the multiscale decomposition method is introduced into Grey–Markov to improve the prediction performance of the single model. Various decomposition methods, such as wavelet transform (WT) [26], empirical mode decomposition (EMD) [27], and ensemble empirical mode decomposition (EEMD) [28], are adopted to decompose the original data series to reduce the influence of irregular volatility on forecasting results. Compared with the approaches above, a new type of decomposition method, named “complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN),” has attracted a huge amount of attention due to its excellent performance and high efficiency [29–31]. Qu developed a wind speed forecasting method based on CEEMDAN and an improved backpropagation neural network (BPNN), and the experiment results indicated that CEEMDAN could efficiently solve the problem of data fluctuations [30]. Therefore, it is a valuable subject that a novel prediction method combining the merits of CEEMDAN and the Grey–Markov model should be constructed to further enhance the forecasting performance.

The main contributions of this work is the development of a multistep degradation trend prediction method for aircraft engines based on CEEMDAN permutation entropy (PE) and the improved Grey–Markov model with moving window (IGMMW). And on the subject of detail, a new integrated degradation index (IDI) is constructed by multidimensional sensory data for the accurate quantification of engine degradation levels. Meanwhile, CEEMDAN algorithm is first used to decompose the IDI series to eliminate the effect of data fluctuations. Then, an intrinsic mode functions (IMFs) reconstruction strategy based on PE theory is innovatively designed to reduce the complexity of decomposed components. Finally, for the sake of higher forecasting efficiency and accuracy, a novel prediction model, namely, IGMMW, is developed to forecast the degradation trend of engine units. The general implementation of the proposed method can be divided into four steps, i.e., IDI series construction, series decomposition, IMFs reconstruction, and tendency prediction. Firstly, an IDI for the measurement of engine deterioration levels is built by using different sensor data and an appropriate data fusion method. Compared with the single signal adopted in [15–17], the generated IDI fully retains valuable degradation information contained in various signals and achieves the mapping from high-dimensional signal space to one-dimensional index space. Secondly, the CEEMDAN is utilized to adaptively decompose the generated IDI series to further eliminate the potential influence of stochastic fluctuations,
which is a remarkable improvement in comparison with other algorithms adopted in [26–28] due to its excellent decomposition performance. Subsequently, a PE-based reconstruction strategy is designed to achieve the reduction of IMFs' complexity, i.e., several IMFs to fewer reconstructed IMFs (RIMFs). With the idea of aggregation based on PE values, there will be fewer decomposition components and the forecasting accuracy and efficiency will also be improved. Finally, based on the obtained RIMFs, an IGMMW prediction model is developed to efficiently forecast the future degradation trend of engines. Because of the combination of moving window method, the problem of circular update for sequences being modeled, which occurs in [21–24], can be solved well. Besides, the adaptive parameter in moving window, i.e., the step size, is helpful to the implementation of multistep prediction to further improve the computational efficiency. The proposed method is used for the degradation trend prediction of aircraft engines, in which the sensory signals are measured from different parts of engine units. The experimental results confirm the effectiveness and superiority of the proposed method, and it is more suitable for engineering applications in comparison with other methods.

The rest of this paper is organized as follows. In Section 2, the essential background knowledge about CEEMDAN, Grey theory, and Markov chain modeling mechanism is reviewed. The proposed method is introduced in Section 3. In Section 4, the proposed method is used to predict the degradation trend of aircraft engines and the experimental results are analyzed and discussed in detail. Finally, general conclusions are given in Section 5.

2. Preliminaries

2.1. Complete Ensemble Empirical Mode Decomposition with Adaptive Noise. In order to deal with the analysis of non-stationary signal, an empirical mode decomposition (EMD) algorithm was proposed by Huang in 1998 [32]. The method is an adaptive signal time-frequency-domain analysis technique and decomposes the raw signals into a series of IMFs. Specifically, each IMF component reflects the different characteristics of raw signal at different time scales, which usually satisfies two conditions below: (a) in the entire time series, the number of extreme points is always equal to that of zero-crossings or the difference of number being not more than one; (b) the average value of envelope at any time point, defined by the local maxima and the local minimum, should be zero [30]. With the definition of IMFs mentioned above and relevant hypothesis, the original signal can be decomposed into several IMFs and one residue component by EMD:

\[ s(t) = \sum_{i=1}^{n} IMF_i(t) + r_n(t), \]  

(1)

where \( s(t) \) denotes the raw signal, \( IMF_i(t) \) is the \( i \)-th IMF component obtained by EMD method, \( n \) is the number of IMFs, and \( r_n(t) \) is the final residue function, which represents the mean tendency of data sequence.

Although EMD method has significant advantages in analyzing the nonstationary signal, there are some inherent limitations that make great influence on the performance of EMD, such as the mode mixing problem and the end-point effect [31]. In order to eliminate these problems in EMD, a noise-assisted signal analysis approach, named “ensemble empirical mode decomposition (EEMD),” was developed by Wu and Huang in 2009 [33]. However, the EEMD algorithm cannot eliminate the effect of Gaussian white noise on the reconstructed signal, and the high computational costs due to the added noise make a great restriction to the application of the decomposition method. Because of the above defects in EEMD, the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) algorithm was designed to improve the performance of EEMD [34]. The method effectively eliminates the mode mixing phenomenon in the IMFs, and the reconstruction error is always zero. Meanwhile, compared with EEMD, the computation time of CEEMDAN can be decreased remarkably. Suppose \( E_j(t) \) is the operator of \( j \)-th IMF component that is decomposed by EMD, and let \( w_i(t) \) be Gaussian white noise with zero mean and homogeneity of variance. The general procedures of CEEMDAN are given as follows:

(1) Decompose each \( s_i(t) = s(t) + \varepsilon_0 w_i(t), \) \( i = 1, 2, \ldots, I \) using EMD to obtain the first IMF, in which \( \varepsilon_0 \) is a noise coefficient. Meanwhile, define the first mode component decomposed by CEEMDAN as

\[ \overline{IMF_1}(t) = \frac{1}{I} \sum_{i=1}^{I} IMF_{1i}(t). \]  

(2)

(2) Calculate the first residue \( r_1(t) \):

\[ r_1(t) = s(t) - \overline{IMF_1}(t). \]  

(3)

(3) Decompose residue \( r_1(t) + \varepsilon_1 E_1(w_i(t)) \) to calculate the second mode denoted by \( \overline{IMF_2}(t) \):

\[ \overline{IMF_2}(t) = \frac{1}{I} \sum_{i=1}^{I} E_1(r_1(t) + \varepsilon_1 E_1(w_i(t))). \]  

(4)

(4) Repeat steps (2) and (3) until all of the IMFs are analyzed. The final residue can be defined as:

\[ r_m(t) = s(t) - \sum_{j=1}^{m} \overline{IMF_j}(t), \]  

(5)

where \( m \) is the total number of IMFs decomposed by CEEMDAN. Therefore, based on the steps mentioned above, the original signal \( s(t) \) can be expressed as
Based on equation (6), the signal can be decomposed into \(m\) IMFs and a residue, which provides an exact way of reconstruction for raw data. It is worth noting that the obtained IMFs reflect the characteristics of original signal at different timescales, and the residue is smoother and contributes to the reduction of prediction error.

\[
s(t) = \sum_{j=1}^{m} IMF_{j}(t) + r_m(t). \quad (6)
\]

2.2. Grey System Modeling and Prediction. Grey theory is usually used to deal with the prediction problems which have insufficient and uncertain information [35]. On the basis of Grey theory, the Grey prediction model has been developed and applied in different fields successfully [36, 37]. In general, the Grey model can be presented as GM\((u,v)\), where \(u\) is the order of the differential equation and \(v\) is the number of variables. Because of superior computation efficiency, GM\((1,1)\) is the most widely used in practical applications [37]. The general steps of GM\((1,1)\) are illustrated as follows:

1. Suppose the raw series can be written as
   \[
   x^{(0)}(t) = (x^{(0)}(t_1), x^{(0)}(t_2), \ldots, x^{(0)}(t_n)), \quad (7)
   \]
   where \(x^{(0)}(t_i)\) is the system output at time \(t_i\).
2. Based on the raw series \(x^{(0)}\) and the accumulated generating operator (AGO), a new series \(x^{(1)}\) can be generated to show the tendency of exponential growth [35]:
   \[
   x^{(1)} = (x^{(1)}(t_1), x^{(1)}(t_2), \ldots, x^{(1)}(t_n)), \quad (8)
   \]
   where
   \[
   x^{(1)}(t_k) = \sum_{m=1}^{k} x^{(0)}(t_m), \quad k = 1, 2, \ldots, n. \quad (9)
   \]
3. The whitening differential equation of GM\((1,1)\) can be built as follows [35]:
   \[
   \frac{dx^{(1)}}{dt} + ax^{(1)} = b, \quad (10)
   \]
   where \(a\) is the so-called development coefficient and \(b\) is known as the endogenous control coefficient, and they are two constants determined by the original series.

With the generated series \(x^{(1)}\) and the least squares method, the coefficients of equation (10) can be estimated as

\[
[a, b]^T = (B^T B)^{-1} B^T Y, \quad (11)
\]

where

\[
B = \begin{bmatrix}
-\frac{1}{2} [x^{(1)}(t_1) + x^{(1)}(t_2)] & 1 \\
-\frac{1}{2} [x^{(1)}(t_2) + x^{(1)}(t_3)] & 1 \\
\vdots & \vdots \\
-\frac{1}{2} [x^{(1)}(t_{n-1}) + x^{(1)}(t_n)] & 1
\end{bmatrix}, \quad (12)
\]

\[
Y = [x^{(0)}(t_2), x^{(0)}(t_3), \ldots, x^{(0)}(t_n)]^T. \quad (13)
\]

Based on equation (10), the solution of \(x^{(1)}(t_k)\) can be obtained as

\[
\tilde{x}^{(1)}(t_k) = \left(\frac{x^{(0)}(t_1) - \frac{b}{a}}{e^{-at_1}} \right) e^{at_k} + \frac{b}{a} e^{at_k} + \frac{b}{a} \left( e^{-at_k} - e^{-at_{k-1}} \right). \quad (14)
\]

Finally, with the subtraction operation, the predicted value of raw data point \(x^{(0)}(t_k)\) can be acquired as follows:

\[
\tilde{x}^{(0)}(t_k) = \tilde{x}^{(1)}(t_k) - \tilde{x}^{(1)}(t_{k-1}) = \left(\frac{x^{(0)}(t_1) - \frac{b}{a}}{e^{-at_1}} \right) e^{at_k} + \frac{b}{a} \left( e^{-at_k} - e^{-at_{k-1}} \right). \quad (15)
\]

2.3. Markov Chain Modeling Mechanism. Without the consideration of random fluctuations in the original series, the forecasting accuracy of GM\((1,1)\) is low when the sequence being modeled fluctuates sharply [25]. In order to reflect the inherent laws of data fluctuation and improve the prediction precision, Markov chain, a particular stochastic process theory, is used to modify the prognostic residue series of GM\((1,1)\) and effectively improve the prediction accuracy [38, 39]. The detailed modeling mechanism of Markov chain is described below.

For the obtained series \((\tilde{x}^{(0)}(t_1), \tilde{x}^{(0)}(t_2), \ldots, \tilde{x}^{(0)}(t_n))\) by GM\((1,1)\), the relative error between the predicted value and the original value can be calculated:

\[
\omega(t_k) = \frac{|x^{(0)}(t_k) - \tilde{x}^{(0)}(t_k)|}{x^{(0)}(t_k)} \times 100\%, \quad k = 1, 2, \ldots, n. \quad (16)
\]

Then, the range of the relative error \([\min \omega(t_k), \max \omega(t_k)]\) can be split into \(S\) intervals with equal length, which are called as \(S\) states. Each state is a section of the range \([\min \omega(t_k), \max \omega(t_k)]\), i.e.,

\[
\omega(t_k) \in S_j = [R_{k,j-1}, U_{k,j}], \quad j = 1, 2, \ldots, S, \quad (17)
\]

where
\[ R_{t_kj} = \min_{t_k} \omega(t_k) + \frac{j-1}{S} \left( \max_{t_k} \omega(t_k) - \min_{t_k} \omega(t_k) \right), \]
\[ U_{t_kj} = \min_{t_k} \omega(t_k) + \frac{j}{S} \left( \max_{t_k} \omega(t_k) - \min_{t_k} \omega(t_k) \right). \]

In the theory of Markov chain modeling, the transition probability from state \( i \) to \( j \) by \( m \) steps can be deduced as
\[ p_{ij}^{(m)} = \frac{M_{ij}(m)}{M_i}, \quad i, j = 1, 2, \ldots, S, \]
where \( M_{ij}(m) \) is the transition times that occurred from state \( i \) to state \( j \) by \( m \) steps and \( M_i \) is the number of data whose relative errors belong to state \( i \).

With these \( m \)-step transition probabilities, the state transition probability matrix \( P(m) \) can be constructed to effectively restrain the effects of random fluctuations:
\[ P(m) = \begin{bmatrix}
p_{11}^{(m)} & p_{12}^{(m)} & \ldots & p_{1S}^{(m)} 
p_{21}^{(m)} & p_{22}^{(m)} & \ldots & p_{2S}^{(m)} 
\vdots & \vdots & \ddots & \vdots 
p_{S1}^{(m)} & p_{S2}^{(m)} & \ldots & p_{SS}^{(m)}
\end{bmatrix}. \]

Subject to
\[ p_{ij}^{(m)} \geq 0, \quad \sum_{j=1}^{S} p_{ij}^{(m)} = 1. \]

The probability matrix \( P(m) \) reveals the transition laws between different states, which is the modeling foundation of Markov chain. Through the more detailed procedures mentioned in [39], the future state transition on the basis of the current state, i.e., state \( l \) denoted by \( S_l \), can be estimated. The lower boundary and upper boundary of this state are denoted as \( R_{l,j} \) and \( U_{l,j} \), respectively. Finally, the corresponding predicted value by GM(1, 1), denoted by \( \tilde{x}^{(0)}(t_k) \), can be modified by Markov chain according to the following formula:
\[ \tilde{h}^{(0)}(t_k) = \tilde{x}^{(0)}(t_k) \left[ 1 + 0.5 \left( R_{l,j} + U_{l,j} \right) \right]. \]

### 3. The Proposed Degradation Tendency Prediction Method

In this paper, a novel multistep method based on CEEMDAN permutation entropy and IGMMW model, systematically blending the signal decomposition technique and intelligent prediction technology, is proposed for the degradation tendency prediction of aircraft engines. This section includes four parts: the construction of integrated degradation index, the reconstruction of IMFs using PE theory, improved Grey–Markov model with moving window, and the general procedure of the proposed method.

#### 3.1. Construction of Integrated Degradation Index

For the sake of quantifying the degradation degree of engines effectively, a proper degradation index should be constructed. With the help of a large number of available sensory data and the idea of liner transformation, a new integrated degradation index (IDI) is innovatively proposed in this paper, which achieves the mapping from multidimensional data domain to one-dimensional index domain.

Suppose \( W_1 \) of \( U_1 \times V \) matrix and \( W_2 \) of \( U_2 \times V \) matrix are two groups of multidimensional sensor dataset, which represent the faulty and healthy states of engines, respectively. \( U_1 \) and \( U_2 \) are the sizes of datasets under faulty and healthy conditions, and \( V \) is the dimension of sensory dataset. With \( W_1 \) and \( W_2 \), a \( V \times 1 \) matrix \( T \) can be designed to build the relationship of mapping between multidimensional sensory data and one-dimensional IDI as
\[ T = \left(W^T W\right)^{-1} W^T G, \]
where \( W = [W_1; W_2]^T \), \( G = [G_1, G_2]^T \), \( G_1 \) represents a \( 1 \times U_1 \) zero vector, and \( G_2 \) represents a \( 1 \times U_2 \) unit vector. With the constructed matrix \( T \) and the historical dataset \( Q \) collected from the sensor, the IDI denoted by \( d \) can be obtained:
\[ d = 1 - T \cdot Q. \]

Note that the value of IDI changes between 0 and 1, and “0” represents healthy state and “1” represents faulty state. The calculation of IDI can be essentially regarded as a process of multidimensional data fusion, and it provides an effective way to accurately describe the degradation levels of aircraft engines.

#### 3.2. Reconstruction of IMFs Using PE Theory

The sensory signals collected from the online monitoring system are susceptible to operation environment and background noise. For this reason, the corresponding decomposition results with CEEMDAN may consist of many IMFs, which will enhance the complexity of model training and reduce the forecasting accuracy. Thus, on the premise of retaining all effective components, an IMFs reconstruction strategy using PE theory is first developed for the decrease of the number of IMFs. The reconstruction process is described in detail below.

For the IMF components after decomposition \((c_1(t), c_2(t), \ldots, c_i(t), \ldots, c_m(t)) \) \((c_i(t) \) represents the \( i \)-th IMF component and \( m \) is the number of IMFs), the corresponding phase space reconstruction vector of \( c_i(t) \) can be expressed based on the the Takens–Maine theorem as
\[ C_i(t) = (c_i(t), c_i(t + \tau), \ldots, c_i(t + (n-1)\tau)), \]
where \( \tau \) is the time delay and \( n \) is the embedded dimension. On this basis, the elements of \( C_i(t) \) are rearranged by \( n \) number of real values in ascending order, which meets
\[ c_i(t + (j_1 - 1)\tau) \leq c_i(t + (j_2 - 1)\tau) \leq \cdots \leq c_i(t + (j_n - 1)\tau). \]
According to the above equation, map $C_i(t)$ into a group of symbols:

$$S_y(\xi) = (j_1, j_2, \ldots, j_n),$$

where $\xi = 1, 2, \ldots, k$ and $k \leq n!$, $S_y(\xi)$ is one of the $n!$ arrangements. Calculate the probabilities of these symbols denoted as $p_1, p_2, \ldots, p_k$ ($\sum_{\xi=1}^{k} p_\xi = 1$), and then, the PE value of IMF component $c_i(t)$ can be acquired according to the following formula:

$$H_p(n) = \frac{1}{\ln(n!)} \sum_{\xi=1}^{k} p_\xi \ln p_\xi,$$

(29)

where $1/\ln(n!)$ is the regularization coefficient and $H_p(n)$ is bounded in $[0, 1]$. In essence, PE has significant advantages in measuring the randomness of series. Thus, with the idea of similarity-based combination, the IMFs after reconstruction, expressed as RIMFs, can be generated according to the designed criterion as follows:

$$\text{RIMF} = \sum_{i}^{i+j} c_i(t),$$

(30)

s.t. $|H_p - H_{p(i+j)}| \leq 2(H_{p_{\text{max}}} - H_{p_{\text{min}}})/m$.

With the proposed IMFs reconstruction method, the original IMFs decomposed by CEEMDAN algorithm can be classified into several groups adaptively, and the PE values of IMFs in each group are limited to one specific interval. For this reason, the constructed RIMFs not only preserve all of the components’ information but also obviously reduce the number of IMFs. On this foundation, the RIMFs can be used as the inputs of the prediction model to effectively improve the forecasting efficiency and accuracy.

### 3.3. Improved Grey–Markov Model with Moving Window

In order to eliminate the influence of exponential and chaotic data on modeling and enhance the prediction performance of Grey–Markov model, an improved Grey–Markov model with moving window (IGMMW) is innovatively proposed to perform the multistep degradation tendency prediction of aircraft engines. With the moving window algorithm, the prediction model can be circularly reconstructed based on adjacent datasets, and thus, the forecasting accuracy can be further improved. The grey modeling mechanism based on moving window is shown in Figure 1, where $n$ is the length of original modeling series, $N$ is the number of data points to be predicted, $L$ is the step size of moving window, and $a$ and $b$ represent the coefficients depicted in equation (10).

Different from the traditional Grey–Markov model, the IGMMW adopts a novel structure that the modification of prediction results by Markov chain is embedded into each grey modeling process based on moving window. The flowchart of the trend forecasting based on the IGMMW is depicted in Figure 2, and the detailed steps are given as follows:

**Step 1**: Initialize the modeling times $g = 1$.

**Step 2**: With the Grey modeling mechanism based on moving window, GM$(1, 1)$ can be established to predict the IDI series segments. According to equations (11) to (13), the coefficients, i.e., $a_g$ and $b_g$, can be obtained.

**Step 3**: Based on the acquired coefficients, the predicted values of IDI series segments, denoted by $(\tilde{d} (n + (g-1)L + 1), \tilde{d} (n + (g-1)L + 2), \ldots, \tilde{d} (n + gL))$, are calculated by equation (15). It is worth noting that the step size $L$ would make significant influence on the forecasting results. For this reason, the parameter $L$ should be estimated effectively by comparing the forecasting performance of model as we increase the capacity in step size.

**Step 4**: The predicted values in the previous step need to be modified by the Markov chain modeling mechanism, and the future values of IDI series segments after modification, expressed as $(\hat{d} (n + (g-1)L + 1), \hat{d} (n + (g-1)L + 2), \ldots, \hat{d} (n + gL))$, can be acquired.

**Step 5**: Replacing original predicted values with the modified values, the new series can be generated for the next modeling.

**Step 6**: If $g < N/L$, then repeat steps (2) to (5) with $g = g + 1$. Otherwise, the forecasting process has been completed. Finally, the values of complete IDI series to be predicted with IGMMW, i.e., $(\hat{d} (n + 1), \hat{d} (n + 2), \ldots, \hat{d} (n + N))$, can be obtained as the final prediction results.

It can also be analyzed from Figure 2 that the forecasting precision is further improved because of the dynamic update of modeling series with modified values. In addition, the adaptive model parameter, i.e., the step size $L$, contributes to the implementation of multistep prediction to improve the computation efficiency. Therefore, the proposed IGMMW has great performances on forecasting accuracy and efficiency and can be used for the degradation tendency prediction of aircraft engines.

### 3.4. Procedure of the Proposed Method

In this paper, a multistep degradation tendency prediction method for aircraft engines is developed based on CEEMDAN-PE theory and the IGMMW model. The flowchart of the proposed method is shown in Figure 3, and the general procedures are summarized as follows:

**Step 1**: The different types of sensory data are collected by the online monitoring system.

**Step 2**: The IDI series is constructed with the acquired sensory data to evaluate the degradation levels of engines.

**Step 3**: The constructed IDI series is divided into two parts, including training set and testing set.

**Step 4**: For the training set, the IDI series can be decomposed into several IMFs using CEEMDAN algorithm.

**Step 5**: Reconstruct the IMFs with the proposed PE-based reconstruction strategy and obtain the RIMFs.
Step 6: for each RIMF, an optimal IGMMW can be built to predict the future IDI series.

Step 7: accumulate the results of all IGMMW models and the final predicted IDI series can be obtained.

Step 8: the testing set is utilized to evaluate the accuracy of final prediction results.

4. Experiments and Results Analysis

4.1. Experimental Setup and Model Performance Evaluation.

In this section, the “Prognostic Data Challenge Problem 2008” datasets are selected to demonstrate the effectiveness of the proposed degradation tendency prediction method, which consist of multivariate sensor signals collected from different parts of aircraft engines [40]. The schematic illustration of an engine model, for clarity, is presented in Figure 4, which mainly contains two turbines, two compressors, a fan, a combustor, and a nozzle [40]. Specifically, the sensory dataset for each cycle includes unit identifier, cycle index, 3 operation setting parameters, and 21 kinds of monitoring data [40]. According to the setting parameters, the operation states of engines can be roughly divided into 6 categories [41], as depicted in Table 1. Due to the diversity of raw data, it is unreasonable that the monitoring data are...
directly used to measure the degradation status. The research task of this paper is to design a novel indicator to accurately describe the degradation levels of engine and effectively predict the development trend of engine degradation.

In order to effectively assess the performance of the prediction model, three generally adopted error criteria are selected to measure the prediction accuracy, including mean absolute error (MAE), mean absolute percentage error (MAPE), and coefficient of determination $R^2$ [18, 20]. MAE is a measurement of proximity between the real value and predicted value, and MAPE can reflect the average forecasting ability of the model. Within the interval $[0, 1]$, $R^2$ can
depict the evolution trend of performance degradation to construct the IDI series. Through the process of signals selection described in Reference [41], 7 monitoring signals listed in Table 2 can be finally determined in this study.

With these selected signals, the IDI series can be generated to describe the degradation levels of engine. Based on equation (21), transformation matrices \( T_j \) \((i = 1, 2, \ldots, 6)\) are established for six different operation states. For this, \( W_1 \) and \( W_2 \) need to be constructed in advance under these states. In this study, \( W_1 \) is built with the collected data under fault conditions, where the residual cycle life (the difference between the operational cycle and the whole cycle of an engine unit) is within \([-3, 0]\). Similarly, \( W_2 \) is created under healthy conditions, where the residual cycle life is smaller than \(-200\). According to these transformation matrices and historical datasets, a one-dimensional IDI series can be constructed and presented in Figure 5. More specifically, from this figure, we can find that the IDI series shows a gradual health deterioration process with the accumulation of operation cycle. In conclusion, the constructed IDI can be served as an effective measurement for degradation status of aircraft engines. Besides, for the following study, the first 150 points of IDI series \((d(1), d(2), \ldots, d(150))\) are used as the training set and the remaining \((d(151), d(152), \ldots, d(210))\) as the testing set.

### 4.3. IDI Series Decomposition and IMFs Reconstruction

Figure 5 shows that the generated IDI series fluctuates violently. In order to eliminate the influence of irregular fluctuations of original series, CEEMDAN is employed to decompose the IDI sequence for the decrease of the nonstationary characteristic. The results are presented in Figure 6, in which IDI series is decomposed into 8 independent IMFs and one residue.

To highlight the superiority of CEEMDAN, EMD is exploited to decompose the IDI series for comparison. The decomposed results based on EMD are shown in Figure 7, in which IDI series is decomposed into 10 IMFs and one residue. Compared with the results of CEEMDAN, there are obvious phenomena of mode mixing in the obtained IMFs by EMD and the layers of EMD are more than that of CEEMDAN, which tend to cause the reduction of forecasting accuracy and computation speed to some extent.

Due to the significant influence of IMFs complexity to model training and prediction accuracy, an IMFs reconstruction strategy based on PE theory is investigated to obtain the simplified RIMF components. The PE distributions of the CEEMDAN decomposed results are shown in Figure 8, and the corresponding PE values of these 8 IMFs and one residue are listed in Table 3. We can observe from the figure that the PE values of decomposed results show a decreasing trend as the decomposition conducted. More specifically, the PE value is progressively decreased from 0.895 of IMF1 to 0 of \( r_{t_0} \), which indicates the complexities of decomposed results are gradually reduced. With the IMFs reconstruction method described in Section 3.2, the interval length for the classification of IMFs, namely, \( 2(H_{p_{\text{max}}}-H_{p_{\text{min}}})/m \), can be set to 0.199. The

### Table 1: Six different operation states.

| State | Setting parameter 1 | Setting parameter 2 | Setting parameter 3 |
|-------|---------------------|---------------------|---------------------|
| 1     | 0                   | 0                   | 100                 |
| 2     | 10                  | 0.25                | 20                  |
| 3     | 20                  | 0.7                 | 0                   |
| 4     | 25                  | 0.62                | 80                  |
| 5     | 35                  | 0.84                | 60                  |
| 6     | 42                  | 0.84                | 40                  |

where \( k \) is the number of testing data points and \( y_i \) and \( \tilde{y}_i \) \((i = 1, 2, \ldots, k)\) represent the \( i \)-th real value and predicted value, respectively.

In addition, to highlight the higher computation speed of the proposed method, this section contrasts the computing time of the developed method and other prediction models. Note that all the experiments are implemented with MATLAB 2014 and run on the same PC with a CPU 2.3 GHz and 4 GB RAM.

### 4.2. IDI Series Construction

Among the 21 sensor monitoring signals introduced in Reference [40], some contain no or little degradation information of engines while others do. This research tries to choose a part of signals that clearly measure the fitting performance of forecasting results to actual data. The calculation of these three indexes is described as follows:

\[
\text{MAE} = \frac{1}{k} \sum_{i=1}^{k} |y_i - \tilde{y}_i|,
\]

\[
\text{MAPE} = \frac{1}{k} \sum_{i=1}^{k} \frac{|y_i - \tilde{y}_i|}{y_i} \times 100%,
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{k} (y_i - \tilde{y}_i)^2}{\sum_{i=1}^{k} (y_i - \bar{y})^2},
\]

(31)

where \( k \) is the number of testing data points and \( y_i \) and \( \tilde{y}_i \) \((i = 1, 2, \ldots, k)\) represent the \( i \)-th real value and predicted value, respectively.

In addition, to highlight the higher computation speed of the proposed method, this section contrasts the computing time of the developed method and other prediction models. Note that all the experiments are implemented with MATLAB 2014 and run on the same PC with a CPU 2.3 GHz and 4 GB RAM.
Table 2: Description of the selected monitoring signals for the construction of IDI series.

| Index | Monitoring signal                          | Abbreviation | Unit      |
|-------|------------------------------------------|--------------|-----------|
| 1     | Total temperature at low-pressure compressor outlet | T24          | °R        |
| 2     | Total temperature at high-pressure compressor outlet | T30          | °R        |
| 3     | Total temperature at low-pressure turbine outlet | T50          | °R        |
| 4     | Total pressure at high-pressure compressor outlet | P30          | psia      |
| 5     | Static pressure at high-pressure compressor outlet | Ps30         | psia      |
| 6     | Ratio of fuel flow to Ps30                | Phi          | pps/psia  |
| 7     | Bypass ratio                              | BPR          | —         |

Figure 5: Generated IDI series.

Figure 6: CEEMDAN decomposed results of the generated IDI series.
reconstruction of IMFs is analyzed based on equation (28), and the corresponding results are illustrated in Table 4. As listed in the table, IMF2 and IMF3 are selected to generate the RIMF2 based on the specific interval of PE, i.e., [0.488, 0.687]. The similar processes are conducted for the construction of other RIMFs, including RIMF1, RIMF3, and RIMF4. The obtained RIMFs based on the CEEMDAN decomposed IMFs are presented in Figure 9. It can be found from the figure that four RIMFs have very different time characteristics. In particular, RIMF1 has the highest frequency and nonstationarity while RIMF4 is stable in the whole of lifecycle. Besides, it is only four RIMFs that make the number of IMFs reduced significantly. Therefore, the generated RIMFs can be served as the input of the developed IGMMW model to forecast the degradation tendency of aircraft engines to further improve the prediction efficiency and accuracy.

4.4. Degradation Tendency Prediction of Aircraft Engines. Based on the generated RIMFs and the proposed IGMMW prediction model shown in Figure 2, the degradation trend of aircraft engines can be predicted by the steps given in Figure 3. It is worth noting that there are two important parameters in the process of the IGMMW model construction, including the step size $L$ of moving window and...
the number of states $S$ in Markov chain, which would make significant influence on the final prediction results. Thus, these two parameters should be estimated effectively by the training set to build the optimal IGMMW model. With the idea mentioned in Section 3.3, we investigate how the models behave as we increase the capacity both in step size and number of states. Figure 10 shows the evolution of MAE, MAPE, and $R^2$ as the increase of $L$ (from 1 to 6) and $S$ (from 3 to 9). From the figure, it can be found that suitable values of $L$ and $S$ are helpful to obtain more accurate prediction results, whereas too big or too small values would cause the low precision and weak fitting. Therefore, the parameters are determined to construct the optimal IGMMW model as $L = 3$ and $S = 5$.

According to the constructed optimal IGMMW model, the forecasting values of all RIMFs reconstructed from the CEEMDAN decomposition results can be obtained. Figure 11 presents the comparison results of actual IDI and forecasting values of IGMMW model for these four RIMFs. From the figure, it can be found that there are obvious deviations between the IGMMW forecasting values of RIMF1 and the corresponding real values due to the strong nonstationarity, whereas the IGMMW model achieves the better prediction performances for the RIMF3 and RIMF4 with gentle change. Based on the obtained forecasting results of RIMFs, the final prediction results of future degradation tendency for aircraft engines can be calculated by the accumulation of all forecasting values. The comparison results of actual IDI series and final forecasting values of the proposed CEEMDAN-PE-IGMMW method are shown in Figure 12. It can be seen that the predicted results have excellent performance for fitting the original IDI sequence.

Besides, seven other models, including EMD-PE-IGMMW, CEEMDAN-IGMMW, IGMMW, extreme learning machine (ELM), support vector regression (SVR), autoregressive integrated moving average model (ARIMA), and backpropagation neural network (BPNN), are used for degradation trend prediction to validate the superiority of the proposed method. The forecasting results of these eight models are evaluated based on three error criteria illustrated in Section 4.1. As Figure 13 shows, for different purposes, the
model comparisons can be classified into three parts. Specifically, the first is designed to demonstrate the superiority of CEEMDAN, the second to illustrate the effectiveness of the IMFs reconstruction method based on PE theory, and the last to verify the superior performance of IGMMW model in degradation tendency prediction. Moreover, the

Figure 10: Forecasting accuracy of IGMMW model for training set under different values of model parameters.

Figure 11: Comparisons of actual IDI and IGMMW forecasting values for four RIMFs: (a) RIMF1, (b) RIMF2, (c) RIMF3, and (d) RIMF4.
comparisons between these three parts can further prove the feasibilities of series decomposition and IMFs reconstruction for improving the forecasting accuracy.

Figure 14 depicts the detailed degradation tendency prediction results of eight models. Furthermore, the forecasting accuracies of the eight models are presented in Figure 15, and the detailed comparisons of the error criteria (MAE, MAPE, and $R^2$) are listed in Table 5. Compared with the predicted results shown in Figure 14, the forecasting values of the proposed method are closer to the actual IDI values than that of other methods. More specifically, with the analysis of error criteria given in Figure 15 and Table 5, it can be found that the MAE and MAPE of the proposed method are 0.047 and 6.691%, which are significantly smaller than that of other approaches. Meanwhile, the $R^2$ of the proposed method is 0.982, compared with other seven methods, which are 0.978, 0.972, 0.831, 0.723, 0.499, 0.503, and 0.474, respectively.

It can be concluded from the figure that (1) Compared with other models, the proposed CEEMDAN-PE-IGMMW method achieves the best fitting performance between the forecasting results and the original IDI series, while ARIMA shows the worst. (2) The series decomposition using CEEMDAN contributes to effectively eliminate the phenomenon of mode mixing existing in EMD to further improve the forecasting accuracy. (3) With the IMFs reconstruction strategy based on PE theory, the prediction precision can be significantly improved in the whole forecasting period. (4) The hybrid prediction models, including CEEMDAN-PE-IGMMW, EMD-PE-IGMMW, and CEEMDAN-IGMMW, have better forecasting results than other five single models, which illustrates that series decomposition is helpful to enhance the prediction performance of single models. (5) The forecasting ability of IGMMW for most of the jumping IDI points is better than that of other single models, which indicates the sensitivity of
Figure 14: Comparisons of the forecasting results of eight models in the degradation tendency prediction.
the constructed model for data fluctuations. However, it is worth noting that the proposed method falls into a dilemma the same as other approaches, i.e., the lower accuracy at some cycle indexes with drastic volatilities of IDI data, such as 163rd, 180th, and 207th cycle index. The main reason is that the results modification using Markov chain is conducted based on historical data to be modeled so that the ability to correct is limited. This paper concentrates on developing a novel method that can achieve the more accurate prediction for degradation tendency in the whole time scales compared with other existing methods. As a result, there is less attention on the local results of the method. Despite this, it can be observed from Figure 14 that the proposed method still presents lower error at these cycle indexes compared with other prediction models.

Finally, the computing time of eight prediction models in degradation tendency forecasting is given in Table 6. Compared with the computing time listed in this table, the time of the IGMMW model is 2.01 s, which is less than that of other models. The reason is that the parameters of IGMMW model can be set in advance and never need to be adjusted during the prediction process. Besides, the computing time of the developed CEEMDAN-PE-IGMMW model is 2.33 s, which is slightly more than that of IGMMW and obviously less than that of other six models, including two combination models and four single models. The phenomena indicate that the forecasting method combining with CEEMDAN algorithm, PE theory, and IGMMW model has higher calculation efficiency. Meanwhile, it is worth noting that MAE, MAPE, and $R^2$ of the CEEMDAN-PE-IGMMW model are 0.047, 6.691%, and 0.982, respectively, which are significantly better than that of IGMMW model. This paper aims to develop a novel prediction method that can effectively increase the forecasting accuracy. To summarize, the proposed CEEMDAN-PE-IGMMW model not only has the merit of high computation speed comparing with traditional models but also contribute to the improvement of forecasting accuracy shown in Table 5.
5. Conclusions

In this paper, a multistep prediction method based on CEEMDAN permutation entropy and the IGMMW model, systematically integrating the ideas of series decomposition and model update, is proposed to forecast the degradation tendency of aircraft engines. The proposed method has three unique merits. Firstly, a new one-dimensional IDI is constructed by using the multidimensional sensory data to accurately quantify the degradation levels of engines. Secondly, because of the significant advantages of CEEMDAN in signal decomposition, CEEMDAN is used to decompose the generated IDI series to eliminate the influence of data fluctuations. Furthermore, an IMFs reconstruction strategy based on PE theory is designed to reduce the complexity of decomposed components. Finally, an IGMMW model is innovatively developed to predict the degradation tendency to further improve the forecasting accuracy and computation efficiency.

A well-known sensory dataset of aircraft engines is used to demonstrate the effectiveness and superiority of the proposed prediction method. The experimental results confirm that the proposed multistep method contributes to achieve the accurate and rapid prediction of degradation trend for aircraft engines. Compared with the traditional single forecasting models, the predicted idea based on multistage mode is more suitable for practical engineering applications.

Acknowledgments

This work was supported by the National Key R&D Program of China (Nos. 2016YFC0402205 and 2016YFC040910), the National Natural Science Foundation of China (NSFC) (Nos. 51579107, 51079057, and 51809099), and the Natural Science Foundation of Huazhong University of Science and Technology (No. 2017KFYXJ209).

References

[1] D. Wang and K.-L. Tsui, “Brownian motion with adaptive drift for remaining useful life prediction: revisited,” *Mechanical Systems and Signal Processing*, vol. 99, pp. 691–701, 2018.
[2] W. L. Fu, J. W. Tan, X. Y. Zhang, T. Chen, and K. Wang, “Blind parameter identification of MAR model and mutation hybrid GWO-SCA optimized SVM for fault diagnosis of rotating machinery,” *Complexity*, vol. 2019, Article ID 3264969, 17 pages, 2019.
[3] J. Liu, Y. Hu, Y. Wang, B. Wu, J. Fan, and Z. Hu, “An integrated multi-sensor fusion-based deep feature learning approach for rotating machinery diagnosis,” *Measurement Science and Technology*, vol. 29, no. 5, Article ID 055103, 2018.
[4] J. Ma, H. Su, W. L. Zhao, and B. Liu, “Predicting the remaining useful life of an aircraft engine using a stacked sparse autoencoder with multilayer self-learning,” *Complexity*, vol. 2018, Article ID 3813029, 13 pages, 2018.
[5] M.-A. Beaudoin and K. Behdinan, “Analytical lump model for the nonlinear dynamic response of bolted flanges in aero-engine casings,” *Mechanical Systems and Signal Processing*, vol. 115, pp. 14–28, 2019.
[6] R. C. Li, S. K. Nguang, Y. Q. Guo, and Y. F. Chen, “Networked control system design for turbofan aeroengines with aging and deterioration,” *Complexity*, vol. 2018, Article ID 6010216, 13 pages, 2018.
[7] A. K. S. Jardine, D. Lin, and D. Banjevic, “A review on machinery diagnostics and prognostics implementing condition-based maintenance,” *Mechanical Systems and Signal Processing*, vol. 20, no. 7, pp. 1483–1510, 2006.
[8] A. Khatab, C. Diallo, E.-H. Aghezzaf, and U. Venkatadri, “Integrated production quality and condition-based maintenance optimisation for a stochastically deteriorating manufacturing system,” *International Journal of Production Research*, vol. 57, no. 8, pp. 2480–2497, 2019.
[9] F. Cheng, L. Qu, W. Qiao, and L. Hao, “Enhanced particle filtering for bearing remaining useful life prediction of wind turbine drivetrain gearboxes,” *IEEE Transactions on Industrial Electronics*, vol. 66, no. 6, pp. 4738–4748, 2019.
[10] B. Zhou, G. Cheng, Z. Liu, and Z. Liu, “A preventive maintenance policy for a pull system with degradation and failures considering product quality,” *Proceedings of the Institution of Mechanical Engineers, Part E: Journal of Process Mechanical Engineering*, vol. 233, no. 2, pp. 335–347, 2019.
[11] X. H. Chen, L. P. Peng, G. Cheng, and C. M. Luo, “Research on degradation state recognition of planetary gear based on multiscale information dimension of SSD and CNN,” *Complexity*, vol. 2019, Article ID 8716979, 12 pages, 2019.
[12] A. Heng, S. Zhang, A. C. C. Tan, and J. Mathew, “Rotating machinery prognostics: state of the art, challenges and opportunities,” *Mechanical Systems and Signal Processing*, vol. 23, no. 3, pp. 724–739, 2009.
[13] Y. Zhang, G. O. H. Peng, J. K. Banda et al., “An energy efficient power management solution for a fault-tolerant more electric
engine/aircraft,” IEEE Transactions on Industrial Electronics, vol. 66, no. 7, pp. 5663–5675, 2019.

[14] Z.-X. Hu, Y. Wang, M.-F. Ge, and J. Liu, “Data-driven fault diagnosis method based on compressed sensing and improved multi-scale network,” IEEE Transactions on Industrial Electronics, p. 1, 2019.

[15] J. Kral, B. Konecny, J. Kral, K. Madac, G. Fedorko, and V. Molnar, “Degradation and chemical change of longlife oils following intensive use in automobile engines,” Measurement, vol. 50, pp. 34–42, 2014.

[16] A. J. Volponi, “Gas turbine engine health management: past, present, and future trends,” Journal of Engineering for Gas Turbines and Power, vol. 136, no. 5, Article ID 051201, 2014.

[17] N. Z. Gebrael, M. A. Lawley, R. Li, and J. K. Ryan, “Residual-life distributions from component degradation signals: a Bayesian approach,” IEEE Transactions, vol. 37, no. 6, pp. 543–557, 2005.

[18] W. Fu, K. Wang, C. Li, and J. Tan, “Multi-step short-term wind speed forecasting approach based on multi-scale dominant ingredient chaotic analysis, improved hybrid GWO-SCA optimization and ELM,” Energy Conversion and Management, vol. 187, pp. 356–377, 2019.

[19] W. Fu, K. Wang, J. Zhou, Y. Xu, J. Tan, and T. Chen, “A hybrid approach for multi-step wind speed forecasting based on multi-scale dominant ingredient chaotic analysis, KELM and synchronous optimization strategy,” Sustainability, vol. 11, no. 6, p. 1804, 2019.

[20] W. Fu, K. Wang, C. Zhang, and J. Tan, “A hybrid approach for measuring the vibrational trend of hydroelectric unit with enhanced multi-scale chaotic series analysis and optimized least squares support vector machine,” Transactions of the Institute of Measurement and Control, vol. 41, no. 15, pp. 4436–4449, 2019.

[21] D. Zhou, Z. Yu, H. Zhang, and S. Weng. “A novel grey prognostic model based on Markov process and grey incidence analysis for energy conversion equipment degradation,” Energy, vol. 109, pp. 420–429, 2016.

[22] W. Sun and Y. F. Xu, “Research on China’s energy supply and demand using an improved Grey-Markov chain model based on wavelet transform,” Energy, vol. 118, pp. 969–984, 2017.

[23] Y.-C. Hu, P. Jiang, and P.-C. Lee, “Forecasting tourism demand by incorporating neural networks into Grey-Markov models,” Journal of the Operational Research Society, vol. 70, no. 1, pp. 12–20, 2019.

[24] S. Xu, B. Zou, S. Shafi, and T. Sternberg, “A hybrid Grey-Markov/LUR model for PM10 concentration prediction under future urban scenarios,” Atmospheric Environment, vol. 187, pp. 401–409, 2018.

[25] U. Kumar and V. K. Jain, “Time series models (Grey-Markov, Grey Model with rolling mechanism and singular spectrum analysis) to forecast energy consumption in India,” Energy, vol. 35, no. 4, pp. 1709–1716, 2010.

[26] C. Gao, M. G. Shen, X. P. Liu, L. D. Wang, and M. X. Chu, “End-point static control of basic oxygen furnace (BOF) steelmaking based on wavelet transform weighted twin support vector regression,” Complexity, vol. 2019, Article ID 7408725, 16 pages, 2019.

[27] Y. Ren, P. N. Suganthan, and N. Srikant, “A comparative study of empirical mode decomposition-based short-term wind speed forecasting methods,” IEEE Transactions on Sustainable Energy, vol. 6, no. 1, pp. 236–244, 2015.

[28] R. Jia, F. Q. Ma, J. Dang, G. Y. Liu, and H. Z. Zhang, “Research on multidomain fault diagnosis of large wind turbines under complex environment,” Complexity, vol. 2018, Article ID 2896850, 13 pages, 2018.

[29] Y. R. Zhou, T. Y. Li, J. Y. Shi, and Z. J. Qian, “A CEEMDAN and XGBOOST-based approach to forecast crude oil prices,” Complexity, vol. 2019, Article ID 4392785, 15 pages, 2019.

[30] Z. Qu, W. Mao, K. Zhang, W. Zhang, and Z. Li, “Multi-step wind speed forecasting based on a hybrid decomposition technique and an improved back-propagation neural network,” Renewable Energy, vol. 133, pp. 919–929, 2019.

[31] J. Cao, Z. Li, and J. Li, “Financial time series forecasting model based on CEEMDAN and LSTM,” Physica A: Statistical Mechanics and Its Applications, vol. 519, pp. 127–139, 2019.

[32] N. E. Huang, Z. Shen, S. R. Long et al., “The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series analysis,” Proceedings of the Royal Society of London. Series A: Mathematical, Physical and Engineering Sciences, vol. 454, no. 1971, pp. 903–995, 1998.

[33] Z. Wu and N. E. Huang. “Ensemble empirical mode decomposition: a noise-assisted data analysis method,” Advances in Adaptive Data Analysis, vol. 1, no. 1, pp. 1–41, 2009.

[34] M. E. Torres, M. A. Colominas, G. Schlotthauer, and P. Flandrin, “A complete ensemble empirical mode decomposition with adaptive noise,” in Proceedings of the 2011 IEEE International Conference on Acoustics, Speech and Signal Processing, pp. 4144–4147, Prague, Czech Republic, May 2011.

[35] S. Liu, Y. Lin, and M. y. Chen, “Theory of grey systems: capturing uncertainties of grey information,” Kybernetes, vol. 33, no. 2, pp. 196–218, 2004.

[36] A. Bezuglov and G. Comert, “Short-term freeway traffic parameter prediction: application of grey system theory models,” Expert Systems with Applications, vol. 62, pp. 284–292, 2016.

[37] E. Kayacan, B. Ulutas, and O. Kaynak, “Grey system theory-based models in time series prediction,” Expert Systems with Applications, vol. 37, no. 2, pp. 1784–1789, 2010.

[38] I. E. Edenn, S. A. Oke, and K. A. Adebiyi, “A modified Grey-Markov fire accident model based on information turbulence indices and restricted residuals,” International Journal of Management Science and Engineering Management, vol. 11, no. 4, pp. 231–242, 2016.

[39] M. Zhan-li and S. Jin-hua, “Application of Grey-Markov model in forecasting fire accidents,” Procedia Engineering, vol. 11, pp. 314–318, 2011.

[40] A. Saxena, K. Goebel, D. Simon, and N. Eklund, “Damage propagation modeling for aircraft engine run-to-failure simulation,” in Proceedings of the 2008 International Conference on Prognostics and Health Management, pp. 1–9, Niskayuna, NY, USA, October 2008.

[41] T. Wang, Y. Jianbo, D. Siegel, and J. Lee, “A similarity-based prognostics approach for remaining useful life estimation of engineered systems,” in Proceedings of the 2008 International Conference on Prognostics and Health Management, pp. 1–6, Denver, CO, USA, October 2008.
