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Abstract. An abstract framework for the theory of statistical solutions is developed for general evolution equations. The motivation for this concept is to model the evolution of uncertainties on the initial conditions for systems which have global solutions that are not known to be unique. The typical example is the three-dimensional incompressible Navier-Stokes equations, for which the theory was initially developed. The aim here is to extend this theory to general evolution equations. Both concepts of statistical solution in trajectory space and in phase space are given, and the corresponding results of existence of statistical solution for the associated initial value problems are proved. The conditions of the theorems are natural and not difficult to verify, relying essentially on properties of the set of individual solutions of the system. The proof also significantly simplifies the classical known proofs for the Navier-Stokes equations and other systems. The wide applicability of the abstract theory is illustrated in three examples: the very three-dimensional incompressible Navier-Stokes equations, a reaction-diffusion equation, and a nonlinear wave equation, all displaying the property of global existence of weak solutions without a known result of global uniqueness.

1. Introduction

The concept of statistical solution was introduced for the study of turbulence in incompressible Newtonian fluid flows. In a turbulent flow, most relevant physical quantities (e.g. velocity, kinetic energy, energy dissipation) display a wild variation in space and time, while displaying a more orderly behavior when averaged in space or time (see e.g. [68, 5, 40, 55, 36, 52]). This behavior appears, in fact, for different realizations of the flow, with somehow “universal” properties, so that one is led to consider averages with respect to an ensemble of flows, in an attempt to capture common properties of turbulent flows.

One can work with ensemble average in a formal sense, without worrying about the regularity of the solutions of the system, or one can be more strict and work with some notion of weak solution of the system for which existence results for the corresponding initial value problem are available. The statistical solution were introduced exactly with this later purpose in mind: they have been defined to model, in a rigorous
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way, the evolution of ensembles of weak solutions of the incompressible Navier-Stokes equations, as a foundation for a rigorous treatment of turbulent flows.

Since its inception, the theory of statistical solutions for the incompressible Navier-Stokes equations has been the basis for a growing number of rigorous results for turbulent flows (e.g. [27, 21, 8, 28, 37, 30, 29, 61, 64]). The concept of statistical solution has also been successfully adapted to a number of other models, particularly fluid flow models, but also other types of nonlinear partial differential equations (e.g. [13, 4, 77, 42, 67, 18, 74, 59, 16, 15, 22, 45, 57, 23, 44, 62, 12]).

In fact, the notion of ensemble average is relevant for any evolution system displaying a complicated dynamics, in which uncertainties in the initial condition are of crucial concern. The concept of ensemble averages is directly related to the evolution of a probability distribution of initial conditions. In a well-posed system, with a well-defined semigroup \( \{S(t)\}_{t\geq 0} \), the evolution \( \{\mu_t\}_{t\geq 0} \) of the probability distribution of the state of the system at each time \( t \) is just the transport, or push-forward, \( \mu_t = S(t)\mu_0 \) of the initial probability measure \( \mu_0 \) by the semigroup (more precisely, \( \mu_t(E) = \mu_0(S(t)^{-1}E) \), for any Borel subset \( E \) of the phase space). The difficulty is to extend this definition to obtain the distributions \( \mu_t \) for systems in which \( \{S(t)\}_{t\geq 0} \) might not be defined. This was the aim of the concept of statistical solution in the particular and fundamental case of the three-dimensional incompressible Navier-Stokes equations.

Two main definitions of statistical solutions have been introduced in the 1970’s. First, Foias ([25, 26]), in works stemmed from discussions with Prodi (see e.g. [32]), introduced the concept of statistical solution in phase space, consisting of a family of measures on the phase space of the Navier-Stokes system, parametrized by the time variable, and representing the evolution of the probability distribution of the state of the system. Then, Vishik and Fursikov ([75, 76]) introduced the notion of a space-time statistical solution, which is that of a single measure defined on the space of trajectories of the system, hence encompassing both space and time variables at the same time.

It is worth mentioning the early work by Ladyzhenskaya and Vershik ([47]), presenting a different proof of existence of statistical solution using a representation theorem by Castaing ([20]), for the measurability of multivalued solution maps, to overcome the fact that the solution operator is not a continuous, single-valued map. Still earlier, Arsen’ev ([2]) also used a measurable selection argument to construct a statistical solution and, in fact, already introduced a notion of space-time statistical solution, which initially had some restrictions on the initial measure, but that were later relaxed ([3]). The existence of space-time statistical solutions has been addressed using non-standard analysis by Capinski and Cutland (see e.g. [14]).

More recently, inspired by the definition given in [75, 76] and using a different idea for the construction of statistical solutions by approximating the initial measure by convex combinations of Dirac delta functions, given in [31], Foias, Rosa and Temam [33] considered the idea of space-time statistical solution of Vishik and Fursikov but
with slightly different hypotheses that make it more amenable to analysis. Projecting that modified space-time statistical solution to the phase space at each time yields a family of measures which is a particular type of statistical solution in phase space, hence bridging the two notions given earlier.

This work [33] inspired us to look for a more general abstract framework for the definition of statistical solutions for various types of systems and with reasonable conditions guaranteeing the existence of statistical solutions for the associated initial-value problem. The constructions developed in the previous works were very much based on the structure of the equations, but nevertheless we hoped to find a general enough framework to be applied to different types of systems.

The first result was published in [11] and was sufficiently general to apply naturally to an ample class of problems. However, there is one condition in [11] which has a more involved formulation and made us feel that there should be a simpler way to attack the problem. Moreover, [11] only addressed the notion of space-time statistical solution, which we call here a trajectory statistical solution or a statistical solution in trajectory space.

In our current work, we keep the same framework of [11] but with a simpler set of hypotheses that avoid the more involved condition in our previous work. The proof is also simpler with this new set of hypotheses. Furthermore, we address not only statistical solutions in trajectory space but also in phase space, presenting a general setting for the definition of those two types of solutions and the corresponding theorems of existence for the associated initial value problems. The proof also significantly simplifies the known proofs for specific equations, particularly the Navier-Stokes equations.

The hypotheses needed for the existence results are natural and not difficult to verify, relying essentially on properties of the set of individual solutions of the system. In fact, the key ingredient in our approach is to look for topological and measure-theoretic properties of the set of solutions instead of looking at the structure of the equation.

We should mention that the concept of statistical solution had been previously extended to a few frameworks encompassing some particular classes of differential equations, but none nearly as general as done here (e.g. [41, 38, 7, 39, 66]).

The abstract framework that we construct starts with a Hausdorff space \( X \), an interval \( I \subset \mathbb{R} \), the space of continuous paths \( \mathcal{X} = C_{loc}(I, X) \) endowed with the compact-open topology, and a subset \( U \) of \( \mathcal{X} \). There is no system of equations or solution operator at this abstract level. Only in the applications is that those objects will be realized, with the space \( X \) being interpreted as the phase space of the system; the interval \( I \), as a time interval for the evolution system; the space \( \mathcal{X} \), as a space-time function space in which the solutions, or trajectories, of the system are included; and \( U \), as the subset of solutions, or trajectories, of the system.

In this abstract setting, a \( U \)-trajectory statistical solution or simply a trajectory statistical solution is a tight Borel probability measure \( \rho \) carried by a Borel subset of
which is included in the set $\mathcal{U}$ (see Definition 3.1), i.e.

there exists a Borel subset $\mathcal{V} \subset \mathcal{U}$ such that $\rho(\mathcal{X} \setminus \mathcal{V}) = 0$. \hfill (1)

We are tempted to say that $\rho$ is carried by $\mathcal{U}$, but at this point it is not assumed that $\mathcal{U}$ is a Borel subset of $\mathcal{X}$. This allows the framework to be applied to systems for which it is not known whether the subset of solutions is a Borel set in the appropriate space. Nevertheless, $\mathcal{U}$ is certainly measurable with respect to the Lebesgue completion $\bar{\rho}$ of $\rho$, and $\bar{\rho}(\mathcal{U}) = 1$ (see Remark 3.2).

For the initial value problem, we consider the interval $I$ as being closed and bounded on the left, with left endpoint $t_0$, and consider an initial tight Borel probability measure $\mu_0$ defined on the space $\mathcal{X}$. We also consider the projection operator $\Pi_{t_0} : \mathcal{X} \to \mathcal{X}$ which takes $u$, in $\mathcal{X}$, into its value $\Pi_{t_0} u = u(t_0)$, at time $t_0$. Then, the initial value problem for trajectory statistical solutions is simply to find a $\mathcal{U}$-trajectory statistical solution $\rho$ such that $\Pi_{t_0} \rho = \mu_0$ (see Problem 3.1).

The existence of trajectory statistical solutions for this initial value problem relies on essentially three conditions: (i) a set-theoretic surjective condition on the projection of $\mathcal{U}$ at the initial time, which in the applications is simply a statement of existence of solutions, over the whole interval $I$, for every initial condition in the “phase” space $\mathcal{X}$; (ii) a topological compactness condition on the subset $\mathcal{U}$ associated with a certain family of compact sets of initial conditions, which in applications follows from appropriate compact embedding theorems typically used for the existence of individual solutions of the system; and (iii) a joint topological and measure-theoretic property saying that the family of compact sets of initial conditions in the previous condition is sufficiently large to approximate from below any tight Borel probability measure on $\mathcal{X}$ (see Theorem 3.1).

It might happen that the set of initial conditions for the existence of individual solutions does not coincide with the space in which the continuity in time holds. In this case, the result can in fact be modified to yield statistical solutions only carried by the “good” set of initial conditions (Theorems 3.2 and 3.5 and Remark 3.8).

Next, we turn into the concept of statistical solution in phase space. We start with the same setting as above and add another Hausdorff space $Z$ and a Banach space $Y$, such that $Z \subset \mathcal{X} \subset Y^{\prime \prime \prime}$, with continuous injections, and where $Y^{\prime \prime \prime}$ is the dual of $Y$ endowed with the weak star topology. We consider a given function $F : I \times Z \to Y'$ and assume that $u \in \mathcal{U}$ is such that $u(t)$ belongs to $Z$ for almost every $t \in I$ and that $u_t$ is locally integrable in $Y'$, with

$$u_t = F(t, u(t)), \quad \text{for a.e. } t \in I. \hfill (2)$$

The definition of statistical solution in phase space is that of a family of measures $\{\mu_t\}_{t \in I}$ which satisfies (2) in a suitable weak-star sense for measures, i.e.

$$\frac{d}{dt} \int_X \Phi(u) \ d\mu_t = \int_X \langle F(t, u), \Phi'(u) \rangle_{Y', Y} \ d\mu_t(u), \hfill (3)$$
for appropriate cylindrical test functions $\Phi : Y' \to \mathbb{R}$, in conjunction with some measurability and integrability properties (see Definition 3.2). If a statistical solution in phase space $\{\rho_t\}_{t \in I}$ is obtained as the family of projections $\rho_t = \Pi_t \rho$, $t \in I$, of a trajectory statistical solution $\rho$, we say that it is a projected statistical solution.

For the initial value problem, we make the same assumptions as above for the subset $\mathcal{U}$, hence obtaining a $\mathcal{U}$-trajectory statistical solution starting with a given initial measure $\mu_0$. Then, we add an obvious measurability condition on $F$, which guarantees the appropriate measurability of the Nemytskii-type operator $(t, u) \mapsto F(t, u(t))$, and add an integrability condition on the time-derivative of each trajectory and an associated integrability condition on the initial measure. In applications, these integrability conditions are related to a priori estimates which are natural for the system. Then, under these conditions, we obtain that the initial value problem has a statistical solution in phase space for any tight Borel probability measure satisfying the integrability condition for the initial measure (Theorem 3.4). Part of the proof of this result consists in showing that, under suitable conditions, the family $\{\rho_t\}_{t \in I}$ of the projections $\rho_t = \Pi_t \rho$, $t \in I$, of a trajectory statistical solution $\rho$ is a statistical solution in phase space (see Theorem 3.3).

The result on the existence of a statistical solution for the associated initial value problem is complemented with a result saying essentially that any energy-type inequality (or equality) valid for the individual solutions holds also, in average, for the trajectory statistical solution and, hence, also for the projected statistical solutions (Propositions 3.1 and 3.2).

The proof of existence of a trajectory statistical solution for the initial value problem is based on the Krein-Milmam approximation of the initial measure by convex combinations of Dirac deltas, as done in [31, 34]. We construct a net of trajectory statistical solutions with the measure at the initial time approximating the given initial measure. At the limit, we obtain the desired trajectory statistical solution. In order to pass to the limit, one needs a compactness result for measures. A suitable result of this kind in our abstract framework is the one developed by Topsoe along his work on a generalization of Prohorov’s Theorem ([58]) to spaces which are not necessarily Polish ([71, 72, 73]).

Topsoe’s topology is based on semi-continuity and is finer than the weak-star topology, hence it has less compact sets, but compactness is not the main problem here. Instead, the finer topology is needed to yield more open sets, so that two different tight measures can be separated by open sets. As a consequence, the space of tight measures on $X$ under this semi-continuity-weak-star topology is a Hausdorff space, a fact that does not hold in general for the weak-star topology. If, however, the space $X$ is also completely regular, then both topologies do coincide. (See Section 2.4.)

After completing the abstract theory, we present some applications of our framework. The first and natural one is the system of Navier-Stokes equations, on which our whole abstract formulation was based (Section 4.1). The second one is a reaction-diffusion equation (Section 4.2). The third and last example is a nonlinear hyperbolic
wave equation (Section 4.3). In each case, the system is formulated in the abstract framework and the hypotheses that yield both trajectory statistical solution and statistical solution in phase space for the corresponding initial value problems are verified.

2. Basic Tools

In this section, we introduce the basic concepts underlying our results.

2.1. Function spaces. When working with measures on topological spaces, the topological structure is of fundamental importance. In this regard, we recall a few concepts that play an important role in this work. Besides the fundamental notion of a Hausdorff space, which is a topological space in which two distinct points can be separated by disjoint open sets, we say that a topological space is completely regular when every nonempty closed set and every singleton disjoint from it can be separated by a continuous function. A completely regular space in which every singleton is closed is called a Tychonoff space. A topological space is called Polish when it is separable and completely metrizable.

When $X$ is a Banach space, we denote its dual by $X'$ and the duality product is denoted by $\langle \cdot, \cdot \rangle_{X',X}$. The norm in $X$ is denoted by $\| \cdot \|_X$, while $\| \cdot \|_{X'}$ denotes the usual duality norm. When $X$ is endowed with its weak topology, we denote it by $X_w$. Similarly, we consider $X'$ endowed with the weak-star topology, in which case we denote it by $X''_w$. We also consider the bidual $X''$ of $X$, with duality product $\langle \cdot, \cdot \rangle_{X'',X'}$. For the canonical injection $X \hookrightarrow X''$, we simply write $\langle x, f \rangle_{X'',X'} = \langle f, x \rangle_{X',X}$, for all $x \in X$, $f \in X'$.

Let $X$ be a Hausdorff space and $I \subset \mathbb{R}$ an arbitrary interval. Denote by $C(I,X)$ the space of continuous paths in $X$ defined on $I$. The compact-open topology in $C(I,X)$ is the topology generated by the subbase consisting of sets of the form

$$S(J,U) = \{ u \in C(I,X) \mid u(J) \subset U \},$$

where $J$ is a compact subinterval of $I$ and $U$ is an open subset of $X$. When endowed with the compact-open topology, the space $C(I,X)$ is denoted by $X = C_{loc}(I,X)$ and is a Hausdorff space.

The subscript "loc" in $C_{loc}(I,X)$ refers to the fact that this topology considers compact sets in $I$. When $X$ is a uniform space, the compact-open topology in $C_{loc}(I,X)$ coincides with the topology of uniform convergence on compact subsets ([43, Theorem 7.11]). This holds, in particular, when $X$ is a topological vector space, which is the case in the applications that are presented in Section 4.

For any $t \in I$, let $\Pi_t : \mathcal{X} \to X$ be the “projection” map at time $t$ defined by

$$\Pi_t u = u(t), \quad \forall u \in \mathcal{X}.$$  \hfill (4)

It is readily verified that $\Pi_t$ is continuous with respect to the compact-open topology.

We also consider the space of bounded and continuous real-valued functions on $X$, denoted by $C_b(X)$. When $X$ is a subset of $\mathbb{R}^m$, $m \in \mathbb{N}$, we also consider the space of
2.2. Elements of measure theory. Let $\mathcal{B}_X$ denote the $\sigma$-algebra of Borel sets in $X$. We denote by $\mathcal{M}(X)$ the set of finite and non-negative Borel measures on $X$, i.e., the set of non-negative measures $\mu$ defined on $\mathcal{B}_X$ such that $\mu(X) < \infty$. The subset of $\mathcal{M}(X)$ consisting of Borel probability measures is denoted by $\mathcal{P}(X)$. The space $\mathcal{M}(X)$ can be identified with a subset of the dual space $C_b(X)'$ of the space $C_b(X)$ of bounded and continuous real-valued functions on $X$.

A carrier of a measure is any measurable subset of full measure, i.e., such that its complement has null measure. If $C$ is a carrier for a measure $\mu$, we say that $\mu$ is carried by $C$. If a probability measure is carried by a single point $x \in X$, then it is a Dirac measure and it is denoted by $\delta_x$. A probability measure that can be written as a convex combination of Dirac measures is called a discrete measure.

Given a family of sets $\mathfrak{F} \subset \mathcal{B}_X$, we say that a Borel measure $\mu$ on $X$ is inner regular with respect to the family $\mathfrak{F}$ if

$$\mu(A) = \sup\{\mu(F) \mid F \in \mathfrak{F} \text{ and } F \subset A\}, \quad \forall A \in \mathcal{B}_X.$$  \hfill (5)

We say that a Borel measure $\mu$ is outer regular with respect to the family $\mathfrak{F}$ if

$$\mu(A) = \inf\{\mu(F) \mid F \in \mathfrak{F} \text{ and } A \subset F\}, \quad \forall A \in \mathcal{B}_X.$$  \hfill (6)

A tight measure is a non-negative Borel measure which is inner regular with respect to the family of compact subsets of $X$ (such a measure is also called a Radon measure, see [9]). If a finite Borel measure $\mu$ on $X$ is both tight and outer regular with respect to the family of open sets of $X$, then we say that $\mu$ is a regular measure. When $X$ is a Polish space, every finite Borel measure is regular ([1, Theorem 12.7]). In case $X$ is just a metrizable space, every finite Borel measure is inner regular with respect to the family of closed subsets of $X$ and outer regular with respect to the family of open sets of $X$ ([1, Theorem 12.5]) (such a measure is called normal in [1]).

For a compact and metrizable space $X$, it follows in particular from the result in [1, Theorem 12.5] that every finite Borel measure is tight. The metrizability is indeed a necessary condition, since it is possible to construct a finite Borel measure defined on a certain non-metrizable compact Hausdorff space which is not tight (see [1, Example 12.9]).

Furthermore, a net $\{\mu_\alpha\}_\alpha$ of measures in $\mathcal{M}(X)$ is said to be uniformly tight if for every $\varepsilon > 0$ we can find a compact set $K \subset X$ such that

$$\mu_\alpha(X \setminus K) < \varepsilon, \quad \forall \alpha.$$  

The set of measures $\mu \in \mathcal{M}(X)$ which are tight is denoted by $\mathcal{M}(X, \text{tight})$. The subset of $\mathcal{M}(X, \text{tight})$ consisting of probability measures is denoted by $\mathcal{P}(X, \text{tight})$.

Now consider a Hausdorff space $Y$ and let $F : X \to Y$ be a Borel measurable function. Then for every measure $\mu$ on $\mathcal{B}_X$ we define a measure $F\mu$ on $\mathcal{B}_Y$ by

$$F\mu(E) = \mu(F^{-1}(E)), \quad \forall E \in \mathcal{B}_Y,$$
which is called the **induced measure from** $\mu$ **by** $F$ **on** $\mathcal{B}_Y$, also known as push-forward of $\mu$ **by** $F$. When $\mu$ is a tight measure and $F$ is a continuous function, the induced measure $F\mu$ is also tight.

In regard to the concept of induced measures, if $\varphi : Y \to \mathbb{R}$ is a $F\mu$-integrable function then $\varphi \circ F$ is $\mu$-integrable and

$$\int_X \varphi \circ F \, d\mu = \int_Y \varphi \, dF\mu$$

(see [1, Theorem 13.46]).

For the sake of notation, if $\mu \in \mathcal{M}(X)$ and $f$ is a $\mu$-integrable function, we write

$$\mu(f) = \int_X f \, d\mu.$$

In the case of real numbers, we are also interested in the Lebesgue measure, which we denote by $\lambda$, and in the Lebesgue subsets of intervals $I \subset \mathbb{R}$. We denote the $\sigma$-algebra of those sets by $\mathcal{L}_I$.

### 2.3. Continuous injection of Borel sets.

In the case of statistical solutions in phase space, in the abstract framework that we consider, a fundamental property that we need concerns the continuous injection of Borel subsets of a topological space into another topological space. More precisely, when we have two topological spaces $Z$ and $X$, with $Z$ continuously imbedded into $X$, meaning that there exists a continuous injective map $j : Z \to X$, we are interested in knowing whether the Borel subsets of $Z$ are taken into Borel subsets of $X$ by the injection $j$. Of course, this is equivalent to asking that the open subsets of $Z$ are taken into Borel subsets of $X$.

In general, this is a delicate issue. In fact, one can take $X = [0,1]$ with the usual norm inherited from $\mathbb{R}$ and $Z = [0,1]$ with the zero-one norm (associated with the discrete topology), so that every subset of $Z$ is an open set, hence Borel in $Z$, but they are certainly not all included in the family of Borel subsets of $X$. It is worth noticing in this case that $X$ is a compact metric space and $Z$ is a locally compact metric space, but $Z$ is not separable.

In the particular case that $Z$ and $X$ are Polish spaces, then [9, Theorem 6.8.6] guarantees that $j(B)$ is Borel in $X$, for any Borel $B$ in $Z$. The theorem actually allows $X$ to be more generally a Souslin space, which is defined as a continuous image of a Polish space. A closely related result can be deduced from [10, Lemmas 6.7.6 and 6.7.7], allowing $X$ to be simply a metrizable space, while assuming that $Z$ is a Lusin space, which is a space intermediate from Polish and Souslin, that can be characterized as the image of a Polish space under a continuous bijective map [10, Definition 6.4.6 and Proposition 6.4.12].

Another particular case important for us is when we consider the weak and strong topologies of a Banach space. Since the strong topology is finer than the weak topology, every Borel set in the weak topology is also a Borel set in the strong topology. Conversely, if the Banach space is separable, then every strongly open set can be
written as a countable union of strongly closed balls, and every strongly closed ball is
weakly closed, hence one deduces that every Borel set for the strong topology is also
a Borel set for the weak topology. Therefore, in the case of separable Banach spaces
both Borel $\sigma$-algebras in fact coincide.

Combining the previous results, we conclude that if $Z$ is a Polish space, $X$ is
obtained as a separable Banach space endowed with either the strong or the weak
topology, and $Z \subset X$ with continuous injection, then the Borel subsets of $Z$
are included in the family of Borel subsets of $X$. This is sufficient for many applications,
including those considered in Section 4. Nevertheless, it is worth noting, for the sake
of future applications and the abstract framework that we are adopting, that more
general spaces can be considered (see [63]).

2.4. Topologies for measure spaces and related results. In [72], Topsoe con-
sidered a topology in $\mathcal{M}(X)$ obtained as the smallest one for which the mappings
$\mu \mapsto \mu(f)$ are upper semicontinuous, for every bounded and upper semi-continuous
real-valued function $f$ on $X$. Topsoe calls this topology the “weak topology”, but in
order to avoid any confusion we call it here the weak-star semi-continuity topol-
ogy on $\mathcal{M}(X)$. When a net $\{\mu_\alpha\}_\alpha$ converges to $\mu$ with respect to this topology, we
write $\mu_\alpha \overset{uscs*}{\to} \mu$.

A more common topology used in $\mathcal{M}(X)$ is the weak-star topology, which is the
smallest topology for which the mappings $\mu \mapsto \mu(f)$ are continuous, for every bounded and continuous real-valued function $f$ on $X$. If a net $\{\mu_\alpha\}_\alpha$ converges to $\mu$
with respect to this topology, we denote $\mu_\alpha \overset{ws}{\to} \mu$.

It is not difficult to see that the weak-star semi-continuity topology is equivalent to
the topology obtained as the smallest one for which the mappings $\mu \mapsto \mu(f)$ are lower
semi-continuous, for every bounded and lower semi-continuous real-valued function $f$ on $X$. Then, considering now $f$ as a bounded and continuous real-valued function
on $X$, it follows that, for every $a, b \in \mathbb{R}$, the set

$$\{\mu \in \mathcal{M}(X) \mid \mu(f) \in (a, b)\} =$$

$$\{\mu \in \mathcal{M}(X) \mid \mu(f) \in (a, +\infty)\} \cap \{\mu \in \mathcal{M}(X) \mid \mu(f) \in (-\infty, b)\}$$

is open in the weak-star semi-continuity topology, since $f$ is in particular a lower and
upper semi-continuous function. This shows that the weak-star topology is in general
weaker than the weak-star semi-continuity topology. Moreover, according to Lemma
2.1 below, if $X$ is a completely regular Hausdorff space, then these two topologies
coincide when restricted to the space $\mathcal{M}(X, \text{tight})$.

The following lemma summarizes the properties about the weak-star semi-continuity
topology that we have mentioned and provides some additional useful characteriza-
tions (see [72, Theorem 8.1]).

**Lemma 2.1.** Let $X$ be a Hausdorff space. For a net $\{\mu_\alpha\}_\alpha$ in $\mathcal{M}(X)$ and $\mu \in \mathcal{M}(X)$, consider the following statements:
\(\mu \overset{\text{weak}}{\rightharpoonup} \mu;\)

(2) \(\limsup \mu_{\alpha}(f) \leq \mu(f),\) for all bounded upper semicontinuous function \(f;\)

(3) \(\liminf \mu_{\alpha}(f) \geq \mu(f),\) for all bounded lower semicontinuous function \(f;\)

(4) \(\lim_{\alpha} \mu_{\alpha}(X) = \mu(X)\) and \(\limsup \mu_{\alpha}(F) \leq \mu(F),\) for all closed set \(F \subseteq X;\)

(5) \(\lim_{\alpha} \mu_{\alpha}(X) = \mu(X)\) and \(\liminf \mu_{\alpha}(G) \geq \mu(G),\) for all open set \(G \subseteq X;\)

(6) \(\mu_{\alpha} \overset{\text{weak}}{\rightharpoonup} \mu.\)

Then the first five statements are equivalent and each of them implies the last one.

Furthermore, if \(X\) is also completely regular and \(\mu \in \mathcal{M}(X, \text{tight}),\) then all six statements are equivalent.

Although our framework is based on a general Hausdorff space, the proofs rely on reducing some structures to compact subsets, hence completely regular Hausdorff spaces, i.e., Tychonoff spaces. Moreover, since the measures in our proofs are usually tight, then in this setting both topologies coincide, so that we could have very well considered only the weak-star topology. However, we prefer to use the weak-star semi-continuity topology since it is a more natural topology for arbitrary Hausdorff spaces which simplifies our presentation and yields a compactness result in a stronger topology.

When dealing with convergent nets in a given space, a natural question arises as to whether the limits are unique. This requires the given space of measures to be Hausdorff. The delicate issue is to determine the minimal hypotheses for that.

If \(X\) is a metrizable topological space, then \(\mathcal{M}(X)\) is a Hausdorff space with respect to the weak-star topology (see [1, Section 15.1]), and hence also with respect to the weak-star semi-continuity topology. However, requiring \(X\) to be metrizable is too restrictive for our purposes. In looking for a more general setting for the space \(X,\) we were led to work within the space of tight measures \(\mathcal{M}(X, \text{tight})\) and with the weak-star semi-continuity topology, which Topsoe proved to be a Hausdorff space. This key result was in fact a motivation for Topsoe to advance his work on the subject (see [72, Preface]). A proof of this fact is given in [72, Theorem 11.2] by showing that the limits of convergent nets are unique. Here we chose to include a proof showing directly that distinct measures in \(\mathcal{M}(X)\) can be separated by open sets.

**Theorem 2.1.** Let \(X\) be a Hausdorff space. Then, \(\mathcal{M}(X, \text{tight})\) is a Hausdorff space with respect to the weak-star semi-continuity topology.

**Proof.** Consider two distinct measures \(\mu_1, \mu_2\) in \(\mathcal{M}(X, \text{tight}).\)

Suppose at first that \(\mu_1(X) \neq \mu_2(X).\) Let us assume, without loss of generality, that \(\mu_1(X) < \mu_2(X).\) Then there exists \(\varepsilon > 0\) such that

\[
\mu_1(X) < \mu_1(X) + \varepsilon < \mu_2(X) - \varepsilon < \mu_2(X).
\]

(9)

Denote \(a = \mu_1(X) + \varepsilon\) and \(b = \mu_2(X) - \varepsilon.\) Let \(f\) be the constant function \(f \equiv 1\) on \(X.\) Then, it follows from (9) that

\[
\mu_1 \in \{\mu \in \mathcal{M}(X) | \mu(f) \in (-\infty, a)\}
\]

(10)
and
\[ \mu_2 \in \{ \mu \in \mathcal{M}(X) \mid \mu(f) \in (b, +\infty) \}. \tag{11} \]

Since \( f \) is in particular a bounded and continuous real-valued function on \( X \), it follows that the sets in (10) and (11) are open sets in \( X \). These sets are also clearly disjoint.

Hence, \( \mu_1 \) and \( \mu_2 \) can be separated by disjoint open sets in \( X \).

Now suppose that \( \mu_1(X) = \mu_2(X) \). We claim that there exists a set \( A \in \mathfrak{B}_X \) such that \( \mu_1(\bar{A}) < \mu_2(\hat{A}) \), where \( \bar{A} \) and \( \hat{A} \) denote the closure and interior of \( A \), respectively. Indeed, suppose by contradiction that
\[ \mu_1(\bar{A}) \geq \mu_2(\hat{A}), \quad \forall A \in \mathfrak{B}_X. \tag{12} \]

Consider \( E \in \mathfrak{B}_X \) and let \( K_1, K_2 \) be arbitrary compact sets in \( X \) satisfying \( K_1 \subset X \setminus E \) and \( K_2 \subset E \). Then, since \( X \) is a Hausdorff space, there exist disjoint open sets \( B_1, B_2 \) in \( X \) such that \( K_1 \subset B_1 \) and \( K_2 \subset B_2 \).

In particular, using that \( B_2 \) is an open set, it follows from (12) that
\[ \mu_2(B_2) = \mu_2(B_2) \leq \mu_1(B_2). \tag{13} \]

But clearly \( B_2 \subset X \setminus K_1 \). Then,
\[ \mu_1(B_2) = \mu_1(X \setminus K_1) = \mu_1(X) - \mu_1(K_1). \tag{14} \]

From (13) and (14), we obtain that
\[ \mu_2(K_2) \leq \mu_2(B_2) \leq \mu_1(X) - \mu_1(K_1). \]

Now since \( K_1 \) and \( K_2 \) were chosen arbitrarily, taking the supremum over all compact sets \( K_1, K_2 \) with \( K_1 \subset X \setminus E \) and \( K_2 \subset E \), and using that \( \mu_1 \) and \( \mu_2 \) are tight, it follows that
\[ \mu_2(E) \leq \mu_1(X) - \mu_1(X \setminus E) = \mu_1(E). \]

Thus,
\[ \mu_2(E) \leq \mu_1(E), \quad \forall E \in \mathfrak{B}_X. \tag{15} \]

This implies in particular that
\[ \mu_2(X) - \mu_2(E) = \mu_2(X \setminus E) \leq \mu_1(X \setminus E) = \mu_1(X) - \mu_1(E). \]

Using the hypothesis that \( \mu_1(X) = \mu_2(X) \), we then obtain
\[ \mu_2(E) \geq \mu_1(E), \quad \forall E \in \mathfrak{B}_X. \tag{16} \]

Now (15) and (16) yield \( \mu_1 = \mu_2 \), which is a contradiction.

Thus, we may consider \( A \in \mathfrak{B}_X \) such that \( \mu_1(\bar{A}) < \mu_2(\hat{A}) \). The argument now follows analogously to the previous case. Consider \( \varepsilon > 0 \) satisfying
\[ \mu_1(\bar{A}) < \mu_1(\bar{A}) + \varepsilon < \mu_2(\hat{A}) - \varepsilon < \mu_2(\hat{A}) \]
and denote $a' = \mu_1(\bar{A}) + \varepsilon$ and $b' = \mu_2(\bar{A}) - \varepsilon$. Since the characteristic function $\chi_A$ of $\bar{A}$ is bounded and upper semi-continuous and the characteristic function $\chi_\bar{A}$ of $\bar{\bar{A}}$ is bounded and lower semicontinuous, then the sets

$$\{\mu \in \mathcal{M}(X) \mid \mu(\chi_\bar{A}) \in (-\infty, a')\}$$

and

$$\{\mu \in \mathcal{M}(X) \mid \mu(\chi_\bar{A}) \in (b', +\infty)\}$$

are clearly disjoint open sets in $X$ containing $\mu_1$ and $\mu_2$, respectively. Thus, $\mu_1$ and $\mu_2$ can also be separated by disjoint open sets of $X$ in case $\mu_1(X) = \mu_2(X)$.

This proves that $\mathcal{M}(X, \text{tight})$ is a Hausdorff space. \hfill \Box

Moreover, if $X$ is assumed to be a completely regular Hausdorff space, then by Lemma 2.1 the weak-star semi-continuity and weak-star topologies are the same in $\mathcal{M}(X, \text{tight})$. Thus, it follows from Theorem 2.1 that $\mathcal{M}(X, \text{tight})$ is also Hausdorff with respect to the weak-star topology. We have just proved the following corollary:

**Corollary 2.1.** Let $X$ be a completely regular Hausdorff space. Then $\mathcal{M}(X, \text{tight})$ is a Hausdorff space with respect to the weak-star topology.

**Remark 2.1.** If we relaxed the hypothesis in Corollary 2.1 by assuming $X$ to be a regular space instead of a completely regular space, then this result would no longer be valid. Indeed, it is possible to construct examples of regular spaces which are not completely regular and containing two distinct points $a, b$ for which every continuous real-valued function satisfies $f(a) = f(b)$ (see [56, 60]). The corresponding space $\mathcal{M}(X, \text{tight})$ is then not Hausdorff with respect to the weak-star topology, since it suffices to consider the Dirac measures $\delta_a$ and $\delta_b$ concentrated on $a$ and $b$, respectively, and to note that $\delta_a(f) = \delta_b(f)$, for every bounded and continuous real-valued function $f$ on $X$.

We next state a result of compactness on the space of tight measures $\mathcal{M}(X, \text{tight})$ that is essential for our main result. For a proof of this fact, see [72, Theorem 9.1].

**Theorem 2.2.** Let $X$ be a Hausdorff space and let $\{\mu_\alpha\}_\alpha$ be a net in $\mathcal{M}(X, \text{tight})$ such that $\limsup \mu_\alpha(X) < \infty$. If $\{\mu_\alpha\}_\alpha$ is uniformly tight, then it is compact with respect to the weak-star semi-continuity topology in $\mathcal{M}(X, \text{tight})$.

The previous theorem allows us to obtain a convergent subnet of a given net in $\mathcal{M}(X, \text{tight})$, provided it satisfies the required conditions. Also, by using Theorem 2.1, we can guarantee that the limit of this convergent subnet is unique.

Evidently, all the results shown above are also valid in the space of probability measures. In what follows, we consider both the spaces of probability measures defined over the Hausdorff space $X$ and over the space of continuous paths $X$.  


2.5. **Weak derivatives.** Given a Banach space $W$ and an interval $I \subset \mathbb{R}$, we consider the space $L_{\text{loc}}^1(I, W)$ of locally integrable functions defined on $I$ and with values in $W$, in the sense of Bochner (see e.g. [78]). Given a function $u \in L_{\text{loc}}^1(I, W)$, we say that $u$ has a derivative in the weak sense when there exists $v \in L_{\text{loc}}^1(I, W)$ such that

$$
\int_I u(t) \varphi_t(t) \, dt = - \int_I v(t) \varphi(t) \, dt,
$$

in $W$, for all $\varphi \in C_0^\infty(I)$, where $\varphi_t$ is the derivative of $\varphi$. When such $v$ exists, it is unique in $L_{\text{loc}}^1(I, W)$. In this case $v$ is called the **weak derivative** of $u$ and is denoted by $u_t$. We denote the space of functions with such weak derivatives by

$$ W_{\text{loc}}^{1,1}(I, W) = \{ u \in L_{\text{loc}}^1(I, W) : u_t \in L_{\text{loc}}^1(I, W) \}.
$$

For arbitrary $v \in W'$, it follows in particular that

$$
\int_I \varphi_t(t) \langle v, u(t) \rangle_{W', W} \, dt = - \int_I \varphi(t) \langle v, u_t(t) \rangle_{W', W} \, dt,
$$

for all test functions $\varphi \in C_0^\infty(I)$. Thus, it follows, by applying [69, Lemma 3.1.1], that $u$ is almost everywhere equal to a continuous function from $I$ into $W$, and

$$ u(t) = u(t') + \int_t^t u_s(s) \, ds, \quad \text{in } W, \text{ for a.e. } t', t \in I. \quad (17)
$$

If $W$ is the dual $Y'$ of a Banach space $Y$, then $u$ is almost everywhere equal to a continuous function from $I$ into $Y'$, and we have from (17) that

$$
\langle v, u(t) \rangle_{Y'', Y'} - \langle v, u(t') \rangle_{Y'', Y'} = \int_t^{t'} \langle v, u_s(s) \rangle_{Y'', Y'} \, ds, \quad \text{for a.e. } t', t \in I, \forall v \in Y'',
$$

where $Y''$ is the bidual of $Y$. In particular, using the canonical injection $Y \hookrightarrow Y''$, we have that

$$
\langle u(t), v \rangle_{Y'', Y} = \langle u(t'), v \rangle_{Y'', Y} + \int_t^{t'} \langle u_s(s), v \rangle_{Y'', Y} \, ds, \quad \text{for a.e. } t', t \in I, \forall v \in Y.
$$

If $u \in C_{\text{loc}}(I, Y''_{ws})$, then $u$, itself, satisfies

$$
\langle u(t), v \rangle_{Y'', Y} = \langle u(t'), v \rangle_{Y'', Y} + \int_t^{t'} \langle u_s(s), v \rangle_{Y'', Y} \, ds, \quad \forall t', t \in I, \forall v \in Y. \quad (18)
$$

Moreover, since $u \in W_{\text{loc}}^{1,1}(I, Y')$, then the mapping $t \mapsto \langle u_t(t), v \rangle_{Y', Y}$ belongs to $L^1(t', t; \mathbb{R})$. Therefore, (18) implies that, for every $u \in W_{\text{loc}}^{1,1}(I, Y') \cap C_{\text{loc}}(I, Y''_{ws})$, the mapping $t \mapsto \langle u(t), w \rangle_{Y', Y}$ is absolutely continuous on $I$, for each $v \in Y$ (see [35, Theorem 3.35]), and

$$
\frac{d}{dt} \langle u(t), v \rangle_{Y', Y} = \langle u_t(t), v \rangle_{Y', Y}, \quad (19)
$$

for almost every $t \in I$. 

2.6. **Evolution equations.** The statistical solutions in a phase space $X$ (see Definition 3.2) are directly related to an evolution equation of the form

$$u_t(t) = F(t, u(t)),$$  \hspace{1cm} (20)

where the unknown $u$ belongs to the space $\mathcal{X} = C_{\text{loc}}(I, X)$, with $X$ being a Hausdorff space, and $I \subset \mathbb{R}$, an interval. We want to be able to make sense of the equation (20) under minimal hypotheses on the structure of $F$ and on the spaces involved. For partial differential equations, the right hand side of the equation (20) involves spatial derivatives of the solution $u$, so it is not expected that $F$ be defined on $X$, but, instead, on a more regular space included in $X$. Moreover, for the time-derivative to be defined, $u$ needs to be included in some topological vector space, possibly less regular than $X$.

With that in mind, we consider another Hausdorff space $Z$ and a Banach space $Y$, and consider $F$ such that

$$F : I \times Z \rightarrow Y',$$  \hspace{1cm} (21)

with the spaces satisfying

$$Z \subset X \subset Y_{w^*},$$  \hspace{1cm} (22)

where each space is continuously included in the next one, and where $Y_{w^*}$ is the dual space $Y'$ endowed with the weak-star topology. The reason for the inclusion $X \subset Y_{w^*}$ is that we will in fact consider the weak formulation of the evolution equation (20), so that (22) is the natural assumption to make. In many cases, $Z = Y$, but this is not necessarily always true (see Section 4.2 and Remark 3.4).

The weak formulation of (20) is expected to hold in a distribution sense in time, and for that we also require integrability conditions on the time derivative over the interval $I$. With that in mind, we consider the spaces

$$\mathcal{Z} = \{ u \in C_{\text{loc}}(I, X) : u(t) \in Z \text{ for almost all } t \in I \}.$$  \hspace{1cm} (23)

and

$$\mathcal{X}_1 = \mathcal{Z} \cap W^{1,1}_{\text{loc}}(I, Y').$$  \hspace{1cm} (24)

Thus, for every $u \in \mathcal{X}_1$, the time-derivative $u_t$ exists as an element of $L^1$, in the sense described in Section 2.5. Moreover, since $X \subset Y^{'w^*}$, we have that $C_{\text{loc}}(I, X) \subset C_{\text{loc}}(I, Y^{'w^*})$, so that

$$\mathcal{X}_1 \subset W^{1,1}_{\text{loc}}(I, Y') \cap C_{\text{loc}}(I, Y_{w^*}).$$

Hence, it follows from Section 2.5, and in particular (18), that for every $u \in \mathcal{X}_1$, the function $t \mapsto \langle u(t), v \rangle_{Y', Y}$ is absolutely continuous on $I$, for every $v \in Y$, and

$$\frac{d}{dt} \langle u(t), v \rangle_{Y', Y} = \langle u_t(t), v \rangle_{Y', Y}, \hspace{1cm} \text{for a.e. } t \in I.$$  \hspace{1cm} (25)

Then, if we assume that $u \in \mathcal{X}_1$ is such that (20) holds for almost every $t \in I$, we find that

$$\frac{d}{dt} \langle u(t), v \rangle_{Y', Y} = \langle F(t, u(t)), v \rangle_{Y', Y}, \hspace{1cm} \text{for a.e. } t \in I.$$  \hspace{1cm} (26)
2.7. **Cylindrical test functions.** Consider a Banach space $Y$ and let $v_1, \ldots, v_k \in Y$, where $k \in \mathbb{N}$. Let $\phi$ be a continuously differentiable real-valued function on $\mathbb{R}^k$ with compact support. For each $u \in Y'$, define $\Phi(u) \in \mathbb{R}$ by

$$\Phi(u) = \phi(\langle u, v_1 \rangle_{Y', Y}, \ldots, \langle u, v_k \rangle_{Y', Y}).$$

The function $\Phi$ is clearly continuous from $Y'$ to $\mathbb{R}$ and in fact it is Fréchet differentiable in $Y'$, with Fréchet derivative

$$\Phi'(u) = \sum_{j=1}^{k} \partial_j \phi(\langle u, v_1 \rangle_{Y', Y}, \ldots, \langle u, v_k \rangle_{Y', Y}) v_j,$$

where $\partial_j \phi$ denotes the derivative of $\phi$ with respect to its $j$-th coordinate.

Functions of this form are called **cylindrical test functions in $Y'$** and play an important role as test functions in the definition of statistical solution in phase space (see Definition 3.2). In that context, we will also consider a Hausdorff space $X$ which is assumed to be continuously imbedded in $Y'''$, where we recall that $Y'''$ denotes the space $Y'$ endowed with its weak-star topology. Notice that since $u \mapsto \langle u, v \rangle_{Y', Y}$ is continuous in the weak-star topology for any $v \in Y$, the function $\Phi$ is also continuous from $Y'''$ into $\mathbb{R}$. Then, since $X$ is continuously imbedded in $Y'''$, we may consider $\Phi$ restricted to $X$, and which is continuous as a function from $X$ into $\mathbb{R}$.

The set of cylindrical test functions is a relatively large set, as can be seen from the Stone-Weierstrass Theorem (see e.g. [24, Theorem IV.6.16]). In fact, consider the closed ball $B_r = \{ u \in Y' ; \| u \|_{Y'} \leq r \}$, $r > 0$, which is a compact set in $Y'''$, and denote by $S_r$ the collection of the functions which are the restriction to $B_r$ of the cylindrical test functions. Clearly, $S_r \subset C(B_r)$ and, if $\Psi_1, \Psi_2 \in S_r$, then their sum $\Psi_1 + \Psi_2$ and their product $\Psi_1 \Psi_2$ also belong to $S_r$. By choosing $v \in Y$ with $\| v \|_Y \leq 1$ and $\phi : \mathbb{R} \rightarrow \mathbb{R}$ as a continuously differentiable function which is equal to 1 on the interval $[-r, r]$ and is compactly supported, we see that $\Phi(u) = \phi(\langle u, v \rangle_{Y', Y})$ is a cylindrical test function which is equal to 1 on the ball $B_r$, showing that $S_r$ contains the unit element. Moreover, if $u_1, u_2$ are distinct points in $B_r$, then there exists $v \in Y$ such that $\langle u_1, v \rangle_{Y', Y} \neq \langle u_2, v \rangle_{Y', Y}$. By choosing a continuously differentiable function $\phi : \mathbb{R} \rightarrow \mathbb{R}$ which is compactly supported and assumes different values at the points $\langle u_1, v \rangle_{Y', Y}$ and $\langle u_2, v \rangle_{Y', Y}$, we see that $\Phi(u) = \phi(\langle u, v \rangle_{Y', Y})$ is a cylindrical test function which assumes different values at $u_1$ and $u_2$, proving that $S_r$ separates the points in $B_r$. Therefore, the Stone-Weierstrass Theorem yields that $S_r$ is dense in $C(B_r)$, for the uniform topology. This result also holds with $B_r$ replaced by any compact subset of $Y'''$. Similarly, since $X$ is continuously imbedded into $Y'''$, it can be showed that for any compact subset $K$ of $X$, the collection of the functions which are the restrictions to $K$ of cylindrical test functions is dense in $C(K)$.

2.8. **The Nemytskii operator.** In relation to the evolution equation (20), we consider a function $F$ of the form $F : I \times Z \rightarrow W$, where $Z$ and $W$ are Hausdorff topological spaces, and consider the operator $G : I \times Z \rightarrow W$ given by $G(t, u) = F(t, u(t))$. It
is of fundamental importance to deduce measurability properties for $G$ from those of $F$. This is the aim of this section. This extended operator $G$ is known as a Nemytskii operator in the context of partial differential equations, where the Hausdorff spaces above are simply spaces of real-valued functions defined on subdomains of Euclidean spaces. In this regard, we have the following results, starting with a function $F$ defined on $I \times X$.

**Lemma 2.2.** Let $X, W$ be Hausdorff spaces and let $I$ be an interval in $\mathbb{R}$. Consider a function $F : I \times X \to W$ and define the associated Nemytskii operator $G : I \times X \to W$ by $G(t,u) = F(t,u(t))$, for $t \in I$ and $u \in X = C_{loc}(I,X)$. If $F$ is a $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_W)$-measurable function, then $G$ is $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_W)$-measurable.

**Proof.** Consider the projection

$$
\Pi_I : I \times X \to I
$$

$$(t,u) \mapsto t,
$$

and the evaluation operator

$$
U : I \times X \to X
$$

$$(t,u) \mapsto u(t). \quad (28)
$$

The projection $\Pi_I$ is clearly a $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{L}_I)$-measurable function. Moreover, $U$ is a continuous function and then, in particular, $(\mathcal{B}_{I \times X}, \mathcal{B}_X)$-measurable. Since $X$ is a Hausdorff space and $I$ is a second countable Hausdorff space it follows that $\mathcal{B}_{I \times X} = \mathcal{B}_I \otimes \mathcal{B}_X$ ([9, Lemma 6.4.2]). Thus, $U$ is also a $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_X)$-measurable function. From this we obtain that the function $(\Pi_I, U) : I \times X \to I \times X$, defined by $(\Pi_I, U)(t,u) = (t, u(t))$, is $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{L}_I \otimes \mathcal{B}_X)$-measurable. Now, since $F$ is, by assumption, $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_W)$-measurable, and $G$ can be written as $G = F \circ (\Pi_I, U)$ we conclude that $G$ is $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_W)$-measurable. $\square$

Now we consider the measurability of the trivial extension of a function $F$ defined on $I \times Z$ to $I \times X$.

**Lemma 2.3.** Let $Z, X, W$ be (non-empty) Hausdorff spaces such that $Z \subset X$, with continuous inclusion, and let $I$ be an interval in $\mathbb{R}$. Consider a function $F : I \times Z \to W$. Let $w$ be an arbitrary element in $W$ and define the extension $\tilde{F} : I \times X \to W$ by

$$
\tilde{F}(t,u) = \begin{cases} 
F(t,u), & \text{if } u \in Z, \\
w, & \text{otherwise}.
\end{cases} \quad (29)
$$

Assume that every Borel subset of $Z$ is a Borel subset of $X$ and that $F$ is a $(\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_W)$-measurable function. Then $\tilde{F}$ is a $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_W)$-measurable function.

**Proof.** Let $E \in \mathcal{B}_W$ and note that

$$
\tilde{F}^{-1}(E) = \begin{cases} 
F^{-1}(E) \cup (I \times (X \setminus Z)), & \text{if } w \in E, \\
F^{-1}(E), & \text{if } w \notin E.
\end{cases}
$$
Since $F$ is $(\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_W)$-measurable then $F^{-1}(E) \in \mathcal{L}_I \otimes \mathcal{B}_Z$. From the hypothesis that $\mathcal{B}_Z \subset \mathcal{B}_X$, this implies that $F^{-1}(E) \in \mathcal{L}_I \otimes \mathcal{B}_X$. Moreover, again from $\mathcal{B}_Z \subset \mathcal{B}_X$, we have, in particular, that $Z$ is Borel in $X$, so that $X \setminus Z \in \mathcal{B}_X$, as well, and, hence, $I \times (X \setminus Z) \in \mathcal{L}_I \otimes \mathcal{B}_X$. Thus, $\tilde{F}^{-1}(E) \in \mathcal{L}_I \otimes \mathcal{B}_X$, regardless of whether $w$ belongs to $E$ or not. This proves that $\tilde{F}$ is $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_W)$-measurable. \hfill \Box

Combining Lemmas 2.2 and 2.3 we obtain the following result.

**Proposition 2.1.** Let $Z, X, W$ be (non-empty) Hausdorff spaces such that $Z \subset X$, with continuous inclusion, and let $I$ be an interval in $\mathbb{R}$. Consider a function $F : I \times Z \to W$. Let $w$ be an arbitrary element of $W$ and define the associated Nemytskii operator $G : I \times X \to W$ by

$$G(t, u) = \begin{cases} F(t, u(t)), & \text{if } u(t) \in Z, \\ w, & \text{otherwise} \end{cases}$$

where $X = C_{\text{loc}}(I, X)$. Assume that every Borel subset of $Z$ is a Borel subset of $X$ and that $F$ is a $(\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_W)$-measurable function. Then $G$ is $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_W)$-measurable.

### 3. Abstract Results

In this section, we present our abstract framework for the theory of statistical solutions. First, in Section 3.1, we give our general definitions of statistical solutions in trajectory space and in phase space. Then, in Sections 3.2 and 3.3 we prove the main results on the existence of these general types of statistical solutions with respect to a given initial data.

#### 3.1. Types of Statistical Solutions

We first define statistical solutions in the space of continuous paths $\mathcal{X} = C_{\text{loc}}(I, X)$, in a Hausdorff space $X$. They are named **trajectory statistical solutions**, owing to the fact that they are measures carried by a measurable subset of a certain set $U$ in $\mathcal{X}$ which, in applications, would consist in the set of trajectories, i.e. the set of solutions, in an appropriate sense, of a given evolution equation. At this abstract level, however, there is no evolution equation, and the problem is simply to find a measure carried by a given subset of $\mathcal{X}$. As such, this is a trivial problem, as showed in Remark 3.6. The interesting and difficult problem is the corresponding Initial Value Problem 3.1. Nevertheless, we start with the following definition.

**Definition 3.1.** Let $X$ be a Hausdorff space and let $I \subset \mathbb{R}$ be an arbitrary interval. Consider $\mathcal{X} = C_{\text{loc}}(I, X)$ and let $U$ be a subset of $\mathcal{X}$. We say that a Borel probability measure $\rho$ on $\mathcal{X}$ is a $U$-trajectory statistical solution over $I$ (or simply a trajectory statistical solution) if

1. $\rho$ is tight;
2. $\rho$ is carried by a Borel subset of $\mathcal{X}$ included in $U$, i.e., there exists $V \in \mathcal{B}_X$ such that $V \subset U$ and $\rho(\mathcal{X} \setminus V) = 0$. 


Remark 3.1. Our abstract definition of a trajectory statistical solution was inspired by the concept of a Vishik-Fursikov measure given in [34]. Such measures are defined within the context of the Navier-Stokes equations and have the property of being carried by their set of weak solutions, called Leray-Hopf weak solutions. In [34, Propositions 2.9 and 2.12] it is proved that the set of Leray-Hopf weak solutions is a Borel set in the corresponding space of continuous paths. However, since we do not know whether this is always the case in every application, we prefer not to assume that \( U \) is Borel, and assume instead that there exists a Borel subset of \( U \) that carries the measure \( \rho \).

Remark 3.2. From the Definition 3.1, however, we see that \( U \setminus V \) belongs to the Borel null set \( X \setminus V \), hence we can certainly say that \( U \) is measurable with respect to the Lebesgue completion of \( \rho \), which we denote by \( \bar{\rho} \), and so that \( \bar{\rho} \) is carried by \( U \).

Now we define statistical solutions in phase space. Unlike the definition of a trajectory statistical solution, which is given by a single measure defined on \( X \), this second type of statistical solution consists in a family of measures defined on the Hausdorff space \( X \) and parametrized by an index \( t \) varying in an interval \( I \subset \mathbb{R} \). For the statistical solutions in phase space, we do need an evolution equation, although minimal hypotheses will be needed, as described in Section 2.6. We then have the following definition of statistical solution in phase space:

Definition 3.2. Let \( X \) and \( Z \) be Hausdorff spaces and \( Y \) be a Banach space such that \( Z \subset X \subset Y'_w, \) with continuous injections, where \( Y' \) denotes the dual space of \( Y \) and \( Y'_w, \) is the dual space \( Y' \) endowed with the weak-star topology. Let \( I \subset \mathbb{R} \) be an arbitrary interval. Assume \( U \subset X_1 \), where \( X_1 \) is defined in (24), and suppose \( F : I \times Z \to Y' \) is such that
\[
F(t, u(t)) = u'(t), \quad \text{a.e. } t \in I, \forall u \in U.
\] (31)

We say that a family \( \{\rho_t\}_{t \in I} \) of Borel probability measures in \( X \) is a statistical solution in phase space (or simply a statistical solution) of the evolution equation (31) if the following conditions are satisfied:

(i) The function
\[
t \mapsto \int_X \phi(u) \, d\rho_t(u)
\]
is continuous on \( I \), for every \( \phi \in C_b(X) \).

(ii) For almost every \( t \in I \), the measure \( \rho_t \) is carried by \( Z \) and the function \( u \mapsto F(t, u) \) is \( \rho_t \)-integrable. Moreover, the map
\[
t \mapsto \int_X \|F(t, u)\|_{Y'} \, d\rho_t(u)
\]
belongs to \( L_{loc}^1(I) \).
For any cylindrical test function $\Phi$ in $Y'$, it follows that
\[
\int_X \Phi(u) \, d\rho_t(u) = \int_X \Phi(u) \, d\rho_{t'}(u) + \int_{t'}^t \int_X \langle F(s, u), \Phi'(u) \rangle_{Y', Y} \, d\rho_s(u) \, ds,
\] (32)
for all $t, t' \in I$.

In Definition 3.2, equation (32) represents a Liouville-type equation similar to that from statistical mechanics. In order to motivate the definition (32), let us suppose that a particular statistical solution \( \{\rho_t\}_{t \in I} \) is given in the form of a convex combination of Dirac measures,
\[
\rho_t = \frac{1}{N} \sum_{n=1}^N \delta_{u_n(t)}, \quad t \in I,
\]
with equal probability $1/N$, where $N \in \mathbb{N}$, and each $u_n$ is a smooth solution (say continuously differentiable as a function from the time interval $I$ into the space $Y'$) of the system
\[
u_t(t) = F(t, u(t)), \quad t \in I.
\]
We then formally have
\[
\frac{d}{ds} \int_X \Phi(u) \, d\rho_s(u) = \frac{1}{N} \sum_{n=1}^N \frac{d}{ds} \Phi(u_n(s)) = \frac{1}{N} \sum_{n=1}^N \langle d_{u_n(s)} \Phi'(u_n(s)) \rangle_{Y', Y} = \int_X \langle F(s, u), \Phi'(u) \rangle_{Y', Y} \, d\rho_s(u). \quad (33)
\]
Thus, integrating with respect to $s$ on $[t', t]$ yields (32).

In Section 3.3 (Theorem 3.3), we prove that the family of measures obtained as the projections of a trajectory statistical solution at each $t \in I$ on the space $X$ is a statistical solution. This shows that every trajectory statistical solution on $X$ yields a statistical solution on $Y$. However, the converse is not necessarily true. We then call a statistical solution for which the converse is valid, i.e., which can be written as the projections on $X$ of a trajectory statistical solution, a projected statistical solution, as defined below.

**Definition 3.3.** Let $X$ and $Z$ be Hausdorff spaces and $Y$ be a Banach space such that $Z \subset X \subset Y_w$, with continuous injections. Let $I \subset \mathbb{R}$ be an arbitrary interval. Assume $U \subset X_1$, where $X_1$ is defined in (24), and suppose $F : I \times Z \to Y'$ is such that
\[
u_t(t) = F(t, u(t)), \quad \text{a.e. } t \in I, \quad \forall u \in U.
\]
We say that a family $\{\rho_t\}_{t \in I}$ in $\mathcal{P}(X)$ is a statistical solution projected from a $U$-trajectory statistical solution, or simply a projected statistical solution,
when \( \{ \rho_t \}_{t \in I} \) is a statistical solution in the sense of Definition 3.2 and there exists a \( \mathcal{U} \)-trajectory statistical solution \( \rho \) such that \( \rho_t = \Pi_t \rho \), for every \( t \in I \).

**Remark 3.3.** Assuming that \( Z \) is a Borel subset of \( X \), we can prove that given a projected statistical solution \( \{ \rho_t \}_{t} \), the first statement in item (ii) of Definition 3.2 is also a consequence of the fact that every measure \( \rho_t \) is written as \( \Pi_t \rho \), for some \( \mathcal{U} \)-trajectory statistical solution \( \rho \), and the assumption that \( \mathcal{U} \subset X_1 \). In order to prove this, consider the real-valued function

\[
g(u) = \begin{cases} 
1, & \text{if } u \in Z, \\
+\infty, & \text{if } u \in X \setminus Z.
\end{cases}
\]

Since \( \mathcal{U} \subset X_1 \), it follows that, for all \( u \in \mathcal{U} \), we have \( u(s) \in Z \), for almost every \( s \in I \), and hence \( g(u(s)) = 1 \), for almost every \( s \in I \). Thus,

\[
\int_{\mathcal{U}} \int_{t'}^t g(u(s)) \, ds \, d\rho(u) = \int_{\mathcal{U}} \int_{t'}^t 1 \, ds \, d\rho(u) = t - t'.
\]

(34)

Notice that the map \( (s,u) \mapsto g(u(s)) \) is the composition of the function \( g \) with the evaluation operator \( U(t,u) = u(t) \) given in (28). Since \( Z \) is a Borel set in \( X \), then \( g \) is a measurable function on \( X_1 \). Moreover, since the evaluation operator \( U \) is continuous and hence measurable from \( I \times X \) into \( X \), it follows that the composition map \( (s,u) \mapsto g(u(s)) \) is also measurable on \( I \times X_1 \). Now, we apply Tonelli’s Theorem ([1, Theorem 11.28]) to the left-hand side of (34) and obtain that

\[
\int_{t'}^t \int_{\mathcal{U}} g(u(s)) \, d\rho(u) \, ds = t - t' < \infty.
\]

for all \( t', t \in I \). This implies that, for almost every \( t \in I \),

\[
\int_X g(v) \rho_t(v) = \int_{X_1} g(u(t)) \, d\rho(u) = \int_{\mathcal{U}} g(u(t)) \, d\rho(u) < \infty.
\]

Therefore \( g(v) < \infty \), for \( \rho_t \)-almost every \( v \) in \( X \), and almost every \( t \in I \). Hence, by the definition of \( g \), it follows that \( v \in Z \), for \( \rho_t \)-almost every \( v \) in \( X \), and almost every \( t \in I \), which means, in fact, that \( \rho_t(X \setminus Z) = 0 \), and hence \( \rho_t \) is carried by \( Z \), for almost every \( t \in I \).

**Remark 3.4.** In most applications, the spaces \( Z \) and \( Y \) in the Definition 3.2 of phase-space statistical solution are taken to be the same. Nevertheless, this is not a requirement in the abstract setting and we allowed for this flexibility. This situation is illustrated in Section 4.2.

**Remark 3.5.** The requirement in the Definition 3.2 that \( Y \) be a Banach space can also be relaxed. With a few modifications, all the results presented here hold if we assume that \( Y \) is simply a Fréchet space or an inductive limit of Fréchet spaces, which includes the space of test functions, allowing for equations considered in the corresponding dual space of distributions. In fact, the results presented here should
also hold assuming that $Y$ is a more general quasi-complete locally convex topological space. This should be accomplished by using Gelfand-Pettis integral instead of Bochner integral and with a little more work to substitute the simple a priori estimates, in norm, used to prove the required integrability for the time-derivative.

**Remark 3.6.** Note that whenever $U$ is a nonempty set, we can always obtain a trajectory statistical solution by considering the Dirac measure $\delta_u$, for any element $u \in U$ ($\delta_u$ is tight and $\{u\}$ is a Borel set in $U$ satisfying $\delta_u(\{u\}) = 1$). A statistical solution can then also be easily obtained by considering the family of projections $\{\delta_{u(t)}\}_{t \in I}$. However, our main concern is not simply the existence of a measure or a family of measures satisfying the properties described in Definitions 3.1 or 3.2, respectively. Our aim is to prove the existence of such solutions for an initial value problem.

In the case of trajectory statistical solutions, the initial value problem takes the following form:

**Problem 3.1 (Initial Value Problem for Trajectory Statistical Solutions).** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left, with left end point $t_0$, and let $X$ be a Hausdorff space. Let $\mathcal{X} = C_{loc}(I, X)$ be the space of continuous paths in $X$ endowed with the compact-open topology. Let $U$ be a given subset of $\mathcal{X}$. Given an "initial" tight Borel probability measure $\mu_0$ on $X$, we look for a $U$-trajectory statistical solution $\rho$ on $\mathcal{X}$ satisfying $\Pi_{t_0} \rho = \mu_0$, i.e., we look for a measure $\rho \in \mathcal{P}(\mathcal{X})$ satisfying conditions $(i)$ and $(ii)$ of Definition 3.1 and such that $\rho(\Pi_{t_0}^{-1}(A)) = \mu_0(A), \forall A \in \mathcal{B}_X$.

The corresponding problem for statistical solutions is stated analogously:

**Problem 3.2 (Initial Value Problem for Statistical Solutions).** Let $X$ and $Z$ be Hausdorff spaces and $Y$ be a Banach space such that $Z \subset X \subset Y_{w^*}'$, with continuous injections. Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left, with left end point $t_0$. Assume $U \subset \mathcal{X}_1$, where $\mathcal{X}_1$ is defined in (24), and suppose $F : I \times Z \to Y'$ is such that $u_t(t) = F(t, u(t)), \ a.e. \ t \in I, \forall u \in U$.

Given an "initial" tight Borel probability measure $\mu_0$ on $X$, we look for a statistical solution $\{\rho_t\}_{t \in I}$ satisfying $\rho_{t_0} = \mu_0$.

Note that in the Initial Value Problems 3.1 and 3.2 the interval $I$ is considered as being closed and bounded on the left, with left end point $t_0$. This point $t_0$ represents, of course, the initial time in an application, so that $\mu_0$ is the initial measure.

### 3.2. Existence of Trajectory Statistical Solutions.

In order to obtain the existence of trajectory statistical solutions in the sense of Definition 3.1 and satisfying a given initial data (Problem 3.1), we impose some natural assumptions on the subset $U \subset \mathcal{X}$. In fact, our main existence result for the initial value problem for trajectory statistical solutions reads as follows.
Theorem 3.1. Let $X$ be a Hausdorff space and let $I$ be a real interval closed and bounded on the left with left end point $t_0$. Let $U \subset X$ be a subset of $X = C_{\text{loc}}(I, X)$. Suppose that

(H1) $\Pi_{t_0} U = X$.

Suppose, moreover, that there exists a family $\mathcal{R}(X)$ of compact subsets of $X$ such that

(H2) Every tight Borel probability measure $\mu_0$ on $X$ is inner regular with respect to the family $\mathcal{R}(X)$ in the sense of $(5)$;

(H3) For every $K \in \mathcal{R}(X)$, the subset $\Pi_{t_0}^{-1} K \cap U$ is compact in $X$.

Then, for any tight Borel probability measure $\mu_0$ on $X$ there exists a $U$-trajectory statistical solution $\rho$ on $I$ such that $\Pi_{t_0} \rho = \mu_0$.

Before going into the proof of Theorem 3.1, let us first discuss the hypotheses of the theorem and the main ideas in its proof.

In the applications to a given evolution equation, the Hausdorff space $X$ plays the role of the phase space associated with the equation, and the set $U$ is the set of solutions in a given sense. These solutions are assumed to be continuous functions defined on a real time-interval $I$ and with values in the phase space $X$, so that $U$ is a subset of $X = C_{\text{loc}}(I, X)$.

Then, hypothesis (H1) is simply a statement about global existence of solutions for every initial condition. Indeed, it requires that for every initial condition $u_0 \in X$, there is a solution $u \in U$, existing for the whole time interval $I$, and satisfying $u(t_0) = u_0$.

Hypotheses (H2) and (H3) come together and are essentially a compactness condition on the subsets of solutions with initial conditions in sets belonging to a certain family of compact subsets of the phase space which is sufficiently large to approximate from below every tight Borel probability measure on $X$. In many applications, $\mathcal{R}(X)$ may be considered as the entire family of compact sets of $X$, so that hypothesis (H2) holds trivially, and then hypothesis (H3) follows from usual a priori estimates and some compactness embedding theorem. This is the case, for instance, for the reaction-diffusion equation presented in Section 4.2.

In other applications, however, such as to the incompressible Navier-Stokes equations and the nonlinear wave equation (Sections 4.1 and 4.3), the compactness of $\Pi_{t_0}^{-1} K \cap U$ is not known to hold for every compact set $K$ in $X$. The reason is related to the fact that the solutions are taken to be weakly continuous in time while being strongly continuous at the initial time (with the phase space $X$ being equal to a separable Banach space, in a set-theoretic sense, but endowed with the corresponding weak topology). It is precisely this strong continuity at the initial time which might be lost for the limit points of $\Pi_{t_0}^{-1} K \cap U$. In order to overcome this problem, the family $\mathcal{R}(X)$ is taken to be slightly smaller, made only of the strongly compact sets. Using the energy inequality, one proves that the strong compactness of $K$ implies that the limit points of $\Pi_{t_0}^{-1} K \cap U$ are also strongly continuous at the initial time, so that $\Pi_{t_0}^{-1} K \cap U$ is, in fact, compact in $X$. On the other hand, since in a separable Banach
space the Borel σ-algebras corresponding to the strong and the weak topologies coincide (see Section 2.3), any Borel probability measure on \( X \) (endowed with the weak topology) is also a Borel measure with respect to the strong topology. Moreover, since every separable Banach space is also a Polish space, any Borel probability measure with respect to the strong topology of \( X \) is inner regular with respect to the family of (strongly) compact subsets (see Section 2.2), showing that hypothesis \((H2)\) also holds.

Let us now outline the main ideas of the proof itself. Starting with an initial measure \( \mu_0 \) in \( \mathcal{P}(X, \text{tight}) \), at a given time \( t_0 \), our intention is to show the existence of a measure \( \rho \) which is a trajectory statistical solution satisfying the initial condition \( \Pi_{t_0} \rho = \mu_0 \). As usual, this measure \( \rho \) is obtained from the limit of a convergent net of measures.

We first consider the case when the initial measure \( \mu_0 \) is carried by a set \( K \) in the family \( \mathcal{R}'(X) \). Since \( K \) is a compact set in \( X \), then by using the Krein-Milman Theorem we obtain a net \( \{\mu_0^\alpha\}_\alpha \) of discrete measures converging to \( \mu_0 \) in \( X \). Using hypothesis \((H1)\), we can easily extend each discrete initial measure \( \mu_0^\alpha \) to a discrete measure \( \rho_\alpha \) in \( X \); we just apply \((H1)\) to each point in the support of \( \mu_0^\alpha \). By construction, each \( \rho_\alpha \) is a tight measure carried by \( \Pi_{t_0}^{-1} K \cap \mathcal{U} \), which by hypothesis \((H3)\) is a compact set. This implies that \( \{\rho_\alpha\}_\alpha \) is a uniformly tight net and then Theorem 2.2 is applied to obtain a subnet converging to some tight measure \( \rho \), also carried by \( \Pi_{t_0}^{-1} K \cap \mathcal{U} \), which is, in particular, a Borel set in \( X \). Thus \( \rho \) is a trajectory statistical solution, in the sense of Definition 3.1. The fact that \( \rho \) satisfies the initial condition, i.e., \( \Pi_{t_0} \rho = \mu_0 \), follows easily from the uniqueness of the limits in \( \mathcal{M}(X, \text{tight}) \), guaranteed by Theorem 2.1.

The proof of the case when \( \mu_0 \) is not carried by any set \( K \in \mathcal{R}'(X) \), can be reduced to the previous case by using the hypothesis that \( \mu_0 \) is a tight measure and thus, in particular, inner regular with respect to the family \( \mathcal{R}'(X) \) by hypothesis \((H2)\). The idea, then, consists in decomposing \( \mu_0 \) as a sum of Borel measures, each being carried by a set in \( \mathcal{R}'(X) \). The previous case can then be applied to each of these measures (normalized to probability measures), yielding a countable family of \( \mathcal{U} \)-trajectory statistical solutions. Our desired measure is then obtained as a (weighted) sum of these particular measures.

In the previous discussion, we skipped some technical details concerning the restriction of the approximating measures to convenient compact subsets. If we assumed that our underlying phase space was completely regular, the proof could be made a bit simpler, as these restrictions would no longer be necessary since in completely regular Hausdorff spaces the weak-star semi-continuity topology coincides with the weak-star topology (see Lemma 2.1). But again, looking for a higher degree of generality, we assume only that our phase space \( X \) is a Hausdorff space.

**Proof of Theorem 3.1.** Let us first suppose that \( \mu_0 \) is carried by a compact set \( K \) in \( \mathcal{R}'(X) \). Using the Krein-Milman Theorem ([65, Theorem 3.23]) we obtain a net
\{\mu_0^\alpha\}_\alpha of discrete measures in \(\mathcal{P}(K)\) such that \(\mu_0^\alpha \overset{wsc}{\rightharpoonup} \mu_0|_K\). Since each \(\mu_0^\alpha\) is a discrete measure, there exist \(J_\alpha \in \mathbb{N}\), \(0 < \theta_\alpha^j \leq 1\), and \(u_0^\alpha, j \in K\), such that

\[
\mu_0^\alpha = \sum_{j=1}^{J_\alpha} \theta_\alpha^j \delta_{u_0^\alpha, j},
\]

with \(\sum_{j=1}^{J_\alpha} \theta_\alpha^j = 1\), for every \(\alpha\).

From the hypothesis (H1) it follows that, for each \(u_0^\alpha, j\), there exists \(u_j^\alpha \in \mathcal{U}\) such that \(\Pi_{t_0} u_j^\alpha = u_0^\alpha, j\). Consider the measure \(\rho_\alpha\) defined on \(\mathcal{X}\) by

\[
\rho_\alpha = \sum_{j=1}^{J_\alpha} \theta_\alpha^j \delta_{u_j^\alpha}.
\]

Note that \(\rho_\alpha\) belongs to \(\mathcal{P}(\mathcal{X}, \text{tight})\) and is carried by \(\Pi_{t_0}^{-1} K \cap \mathcal{U}\), which is a compact set by the hypothesis (H3). Thus, \(\{\rho_\alpha\}_\alpha\) is clearly a uniformly tight net. By Theorem 2.2, there is a measure \(\rho\) in \(\mathcal{P}(\mathcal{X}, \text{tight})\) such that, by passing to a subnet if necessary,

\[
\rho_\alpha \overset{wsc}{\rightharpoonup} \rho \text{ in } \mathcal{X}.
\]

Moreover, using Lemma 2.1, we find that \(\rho\) is carried by \(\Pi_{t_0}^{-1} K \cap \mathcal{U}\).

Consider a bounded and upper semicontinuous function \(\varphi : \mathcal{X} \to \mathbb{R}\). Then \(\varphi \circ \Pi_{t_0}\) is a bounded function on \(\mathcal{X}\). Moreover, since \(\Pi_{t_0}\) is continuous, \(\varphi \circ \Pi_{t_0}\) is also an upper semicontinuous function on \(\mathcal{X}\). Applying a change of variables as in (7) and using the convergence \(\rho_\alpha \overset{wsc}{\rightharpoonup} \rho\) together with Lemma 2.1, we obtain that

\[
\limsup_{\alpha} \int_{\mathcal{X}} \varphi(u) \, d\Pi_{t_0} \rho_\alpha(u) = \limsup_{\alpha} \int_{\mathcal{X}} (\varphi \circ \Pi_{t_0})(u) \, d\rho_\alpha(u) \\
\leq \int_{\mathcal{X}} (\varphi \circ \Pi_{t_0})(u) \, d\rho(u) = \int_{\mathcal{X}} \varphi(u) \, d\Pi_{t_0} \rho(u).
\]

This means, using Lemma 2.1 once again, that \(\Pi_{t_0} \rho_\alpha \overset{wsc}{\rightharpoonup} \Pi_{t_0} \rho\) in \(\mathcal{X}\). Furthermore, taking the restrictions of these measures to the compact \(K\), we also have that \(\Pi_{t_0} \rho_\alpha|_K \overset{wsc}{\rightharpoonup} \Pi_{t_0} \rho|_K\). On the other hand, we have by construction that

\[
\Pi_{t_0} \rho_\alpha|_K = \mu_0^\alpha \overset{wsc}{\rightharpoonup} \mu_0|_K.
\]

Adding this to the fact that \(\Pi_{t_0} \rho|_K, \mu_0|_K \in \mathcal{P}(K, \text{tight})\), we obtain, by the uniqueness of the limit guaranteed by Theorem 2.1, that \(\Pi_{t_0} \rho|_K = \mu_0|_K\). Then, since \(\Pi_{t_0} \rho\) and \(\mu_0\) are carried by \(K\) we find that \(\Pi_{t_0} \rho = \mu_0\).

We have thus obtained a measure \(\rho \in \mathcal{P}(\mathcal{X}, \text{tight})\) carried by the compact and hence Borel set \(\Pi_{t_0}^{-1} K \cap \mathcal{U} \subset \mathcal{U}\), with the initial condition \(\Pi_{t_0} \rho = \mu_0\), which means that we have proved the existence of a trajectory statistical solution satisfying the initial condition in the case that \(\mu_0\) is carried by a set \(K \in \mathcal{F}(X)\).
Now let us consider the case when \( \mu_0 \) is not carried by any set \( K \in \mathcal{R}(X) \). Since \( \mu_0 \) is a tight Borel probability measure on \( X \), we have, by the hypothesis (H2), that \( \mu_0 \) is inner regular with respect to the family \( \mathcal{R}(X) \). Thus, there exists a sequence \( \{K_n\}_n \) of sets in \( \mathcal{R}(X) \) such that

\[
\mu_0(K_{n+1}) > \mu_0(K_n) > 0, \quad \text{and} \quad \mu_0(X \setminus K_n) < \frac{1}{n}, \quad \forall n \in \mathbb{N}.
\]

(36)

Moreover, we may assume that \( K_n \subset K_{n+1} \), for all \( n \in \mathbb{N} \).

Let \( D_1 = K_1 \) and \( D_n = K_n \setminus K_{n-1} \), for every \( n \geq 2 \). Note that

\[
\mu_0 \left( X \setminus \bigcup_j D_j \right) = \mu_0 \left( X \setminus \bigcup_j K_j \right) \leq \mu_0(X \setminus K_n) < \frac{1}{n},
\]

for all \( n \in \mathbb{N} \). Thus, taking the limit as \( n \to \infty \) above, we obtain that \( \mu_0 \) is carried by \( \bigcup_j D_j \). Then, for every \( A \in \mathcal{B}_X \), since the sets \( D_j, j \in \mathbb{N} \), are pairwise disjoint, we have

\[
\mu_0(A) = \mu_0 \left( A \cap \left( \bigcup_j D_j \right) \right) = \sum_{j=1}^{\infty} \mu_0(A \cap D_j).
\]

So we may decompose \( \mu_0 \) as

\[
\mu_0 = \sum_j \mu_0(D_j) \mu_0^j,
\]

where \( \mu_0^j \) is the Borel probability measure defined as

\[
\mu_0^j(A) = \frac{\mu_0(A \cap D_j)}{\mu_0(D_j)}, \quad \forall A \in \mathcal{B}_X.
\]

Note that each \( \mu_0^j \) is well-defined, since \( \mu_0(D_1) = \mu_0(K_1) > 0 \) and

\[
\mu_0(D_j) = \mu_0(K_j) - \mu_0(K_{j-1}) > 0, \quad \forall j \geq 2.
\]

Also, since each \( \mu_0^j \) is carried by the set \( K_j \in \mathcal{R}(X) \), using the first part of the proof, for each \( j \in \mathbb{N} \) we obtain a tight Borel probability measure \( \rho_j \) carried by \( \Pi_{t_0}^{-1} K_j \cap \mathcal{U} \) and such that \( \Pi_{t_0} \rho_j = \mu_0^j \). Let then \( \rho \) be the Borel probability measure defined by

\[
\rho = \sum_j \mu_0(D_j) \rho_j.
\]

Observe that

\[
\rho \left( \bigcup_l \Pi_{t_0}^{-1} K_l \cap \mathcal{U} \right) = \sum_j \mu_0(D_j) \rho_j(\Pi_{t_0}^{-1} K_j \cap \mathcal{U}) = \sum_j \mu_0(D_j) = 1,
\]

where the first and second equalities follow from the fact that \( \rho_j \) is carried by \( \Pi_{t_0}^{-1} K_j \cap \mathcal{U} \). Thus, \( \rho \) is carried by \( \bigcup_j \Pi_{t_0}^{-1} K_j \cap \mathcal{U} \), which is a Borel set in \( \mathcal{X} \) and is contained in \( \mathcal{U} \). The fact that \( \Pi_{t_0} \rho = \mu_0 \) is also easily verified.
It only remains to show that $\rho$ is a tight measure. In order to prove so, consider a Borel set $A \in \mathcal{B}_X$ and $\varepsilon > 0$. Let $n \in \mathbb{N}$ be such that $1/n < \varepsilon/2$. Since $\rho_j$ is a tight measure, there exists, for each $1 \leq j \leq n$, a compact set $K_j^n \subset A$ such that

$$\rho_j(A \setminus K_j^n) < \frac{\varepsilon}{2n}.$$ 

Let $K^n = \bigcup_{1 \leq j \leq n} K_j^n$, and note that

$$\rho(A \setminus K^n) = \sum_{j=1}^{\infty} \mu_0(D_j) \rho_j(A \setminus K^n) \leq \sum_{j=1}^{n} \rho_j(A \setminus K^n) + \sum_{j=n+1}^{\infty} \mu_0(D_j) \leq \frac{\varepsilon}{2} + \mu_0(X \setminus K^n).$$

Thus, according to (36) and the choice of $n$, it follows that $\rho(A \setminus K^n) < \varepsilon$. Since each $K^n$ is a compact set in $X$, this proves that $\rho$ is tight.

**Remark 3.7.** Notice that given an initial tight Borel probability measure $\mu_0$ on $X$, if $\mu_0$ is carried by a set $K \in \mathcal{R}(X)$, then the trajectory statistical solution $\rho$ with $\Pi_t \rho = \mu_0$ obtained in the proof of Theorem 3.1 is carried by the Borel set $\Pi_t^{-1} K \cap U$. On the other hand, if $\mu_0$ is not carried by any set $K \in \mathcal{R}(X)$, then given any sequence of sets $K_n$ in $\mathcal{R}(X)$, $n \in \mathbb{N}$, such that $\mu_0(X \setminus K_n) \to 0$, as $n \to \infty$, a trajectory statistical solution $\rho$ with $\Pi_t \rho = \mu_0$ can be constructed such that it is carried by the Borel set $U \cap (\bigcup_n \Pi_t^{-1} K_n)$.

The hypotheses in Theorem 3.1 are needed for the solvability of the initial value problem for trajectory statistical solutions for arbitrary initial tight Borel probability measures on $X$. It may happen, however, that the conditions are met only for a subset of tight Borel probability measures on $X$, or, similarly, that the continuity of the solutions only hold in a coarser topology than that in the phase space. In this regard, the same argument of the proof of Theorem 3.1 yields the following weaker result, which we state without further details.

**Theorem 3.2.** Let $X$ be a Hausdorff space and let $I$ be a real interval closed and bounded on the left with left end point $t_0$. Let $U \subset X$ be a subset of $X = C_{loc}(I, X)$ and let $X_0$ be a Borel subset of $X$. Suppose that

(H1') $\Pi_{t_0} U \supset X_0$.

Suppose, also, that there exists a family $\mathcal{R}(X_0)$ of compact subsets of $X_0$ such that

(H2') Every tight Borel probability measure $\mu_0$ on $X$ which is carried by $X_0$ is inner regular with respect to the family $\mathcal{R}(X_0)$ in the sense of (5);

(H3') For every $K \in \mathcal{R}(X_0)$, the subset $\Pi_{t_0}^{-1} K \cap U$ is compact in $X$. 




Then, for any tight Borel probability measure \( \mu_0 \) on \( X \) which is carried by \( X_0 \), there exists a \( \mathcal{U} \)-trajectory statistical solution \( \rho \) on \( I \) such that \( \Pi_{t_0} \rho = \mu_0 \).

**Remark 3.8.** The extension of the result to the framework described in Theorem 3.2 is motivated by the original framework of Vishik and Fursikov for the Navier-Stokes equations (see e.g. [76]), in which, instead of using the weak continuity in \( L^2 \) of the weak solutions, one uses the continuity in sufficiently large negative powers of the Stokes operator. In this case, one can take, for instance, \( X = V' = D(A^{-1/2}) \) and \( X_0 = H_{w,\infty} \), where \( H \) and \( V \) are as in Section 4.1.

3.3. **Existence of Statistical Solutions in Phase Space.** We first prove the following result, showing that the family of measures obtained as the projections of a trajectory statistical solution at each \( t \in I \) on \( X \) is a statistical solution, in the sense of Definition 3.2.

**Theorem 3.3.** Let \( X \) and \( Z \) be Hausdorff spaces and \( Y \) be a Banach space such that \( Z \subset X \subset Y_{w,\infty} \), with continuous injections, where \( Y' \) denotes the dual space of \( Y \) and \( Y_{w,\infty}' \) is the dual space \( Y' \) endowed with the weak-star topology. Consider an interval \( I \subset \mathbb{R} \) and a subset \( \mathcal{U} \subset \mathcal{X} \), where \( \mathcal{X} = \mathcal{C}_{\text{loc}}(I, X) \). Let \( \rho \) be a \( \mathcal{U} \)-trajectory statistical solution and let \( \mathcal{V} \) be a Borel subset of \( \mathcal{X} \) such that \( \mathcal{V} \subset \mathcal{U} \) and \( \rho(\mathcal{V}) = 1 \). Assume that \( \mathcal{B}_Z \subset \mathcal{B}_X \); that \( \mathcal{U} \subset \mathcal{X}_1 \), where \( \mathcal{X}_1 \) is defined in (24); and that \( F : I \times Z \to Y' \) is an \( (\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_{Y'}) \)-measurable function such that

\[
\tag{37} u_t(t) = F(t, u(t)), \quad \text{for a.e. } t \in I, \forall u \in \mathcal{U},
\]

and

\[
\tag{38} t \mapsto \int_{\mathcal{V}} \|F(t, u(t))\|_{Y'} \, d\rho(u) \in L^1_{\text{loc}}(I).
\]

Then,

\[
\tag{39} \int_{\mathcal{V}} \Phi(u(t)) \, d\rho(u) = \int_{\mathcal{V}} \Phi(u(t')) \, d\rho(u) + \int_{t'}^t \int_{\mathcal{V}} \langle F(s, u(s)), \Phi'(u(s)) \rangle_{Y',Y} \, d\rho(u) \, ds,
\]

for all \( t, t' \in I \) and for all cylindrical test function \( \Phi \) in \( Y' \). Moreover, the function

\[
\tag{40} t \mapsto \int_{\mathcal{V}} \varphi(u(t)) \, d\rho(u)
\]

is continuous on \( I \) for every \( \varphi \in \mathcal{C}_b(X) \). In particular, the family of projections \( \{\rho_t\}_{t \in I} \), where \( \rho_t = \Pi_t \rho \), is a statistical solution in phase space, in the sense of Definition 3.2.

**Proof.** First, note that since \( \mathcal{U} \subset \mathcal{X}_1 \) and \( Z \in \mathcal{B}_X \), it follows as in Remark 3.3 that \( \rho \) is carried by \( \Pi_t^{-1} Z \), for almost every \( t \in I \). Thus, the integrals in (38) and (39) with respect to \( \rho \) in \( \mathcal{V} \), with integrands containing the mapping \( u \in \mathcal{V} \mapsto F(t, u(t)) \), are well-defined almost everywhere in \( I \).

Now consider a cylindrical test function \( \Phi : Y' \to \mathbb{R} \) given by

\[
\Phi(u) = \phi(\langle u, v_1 \rangle_{Y',Y}, \ldots, \langle u, v_k \rangle_{Y',Y}), \quad \forall u \in Y',
\]
where $\phi$ is a continuously-differentiable real-valued function on $\mathbb{R}^k$ with compact support, $k \in \mathbb{N}$, and $v_1, \ldots, v_k \in Y$.

It follows from (26) that, for every $u \in U$, the function $t \mapsto \langle u(t), v_j \rangle_{Y', Y}$ is absolutely continuous on $I$ and, for almost every $t \in I$,

$$\frac{d}{dt} \langle u(t), v_j \rangle_{Y', Y} = \langle F(t, u(t)), v_j \rangle_{Y', Y}, \quad \forall j = 1, \ldots, k.$$  

Thus,

$$\frac{d}{dt} \Phi(u(t)) = \sum_{j=1}^{k} \partial_j \phi(\langle u(t), v_1 \rangle_{Y', Y}, \ldots, \langle u(t), v_k \rangle_{Y', Y}) \frac{d}{dt} \langle u(t), v_j \rangle_{Y', Y}$$

$$= \sum_{j=1}^{k} \partial_j \phi(\langle u(t), v_1 \rangle_{Y', Y}, \ldots, \langle u(t), v_k \rangle_{Y', Y}) \langle F(t, u(t)), v_j \rangle_{Y', Y}$$

$$= \langle F(t, u(t)), \Phi'(u(t)) \rangle_{Y', Y}, \quad \text{(41)}$$

where $\Phi'$ is the Fréchet derivative of $\Phi$ in $Y'$, given in (27).

Let us show that, for every $u \in U$, the mapping $t \mapsto \Phi(u(t))$ is absolutely continuous on $I$. Since each $\partial_j \phi$ is bounded in $\mathbb{R}^k$, there exists $M > 0$ such that $\|\nabla \phi(x)\| \leq M$, for every $x \in \mathbb{R}^k$, where $\| \cdot \|$ denotes the norm in $\mathbb{R}^k$. Then, given any finite sequence of pairwise disjoint subintervals $\{(t_j, s_j)\}_{j=1}^{N}$ in $I$, we obtain, from the Mean Value Theorem,

$$\sum_{j=1}^{N} |\phi(\langle u(s_j), v_1 \rangle_{Y', Y}, \ldots, \langle u(s_j), v_k \rangle_{Y', Y}) - \phi(\langle u(t_j), v_1 \rangle_{Y', Y}, \ldots, \langle u(t_j), v_k \rangle_{Y', Y})|$$

$$\leq M \sum_{j=1}^{N} \|\langle u(s_j), v_1 \rangle_{Y', Y}, \ldots, \langle u(s_j), v_k \rangle_{Y', Y} - (\langle u(t_j), v_1 \rangle_{Y', Y}, \ldots, \langle u(t_j), v_k \rangle_{Y', Y})\|$$

Thus, the absolute continuity of the mapping $t \mapsto \Phi(u(t))$ follows by using that each mapping $t \mapsto \langle u(t), v_j \rangle_{Y', Y}$ is absolutely continuous, for $j = 1, \ldots, k$.

Therefore, from (41) we obtain that

$$\Phi(u(t)) = \Phi(u(t')) + \int_{t'}^{t} \langle F(s, u(s)), \Phi'(u(s)) \rangle_{Y', Y} ds, \quad \text{(42)}$$

for every $t, t' \in I$ and every $u \in U$.

Consider the function

$$H : I \times X \to \mathbb{R}$$

$$(t, u) \mapsto \Phi(u(t)).$$  

Denote by $\iota$ the continuous injection of $X$ into $Y^*_{ws}$ and let $U : I \times X \to X$ be the function defined in (28). Then $H$ can be written as the composition $\Phi \circ \iota \circ U$. And
since $\Phi$, $\iota$ and $U$ are continuous functions, so is $H$. Similarly, we obtain that the mapping $(t, u) \mapsto \Phi'(u(t))$ is continuous on $I \times X$.

Using the function $G : I \times X \to Y'$ defined in (30), with $W = Y'$ and $w = 0$, we write

$$
\langle G(t, u), \Phi'(u(t)) \rangle_{Y', Y} = \begin{cases} 
\langle F(t, u(t)), \Phi'(u(t)) \rangle_{Y', Y}, & \text{if } u(t) \in Z, \\
0, & \text{if } u(t) \in X \setminus Z.
\end{cases}
$$

Since $F$ is $(\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_{Y'})$-measurable by hypothesis, we have from Proposition 2.1 that $G$ is $(\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_{Y'})$-measurable. Therefore, using also the continuity of the function $p : Y' \times Y \to \mathbb{R}$ given by

$$
p(u, v) = \langle u, v \rangle_{Y', Y},
$$

it follows that the mapping $(t, u) \mapsto \langle G(t, u), \Phi'(u(t)) \rangle_{Y', Y}$ is $(\mathcal{L}_I \otimes \mathcal{B}_X)$-measurable. Thus, from (42), and considering that $\mathcal{V}$ is a Borel subset of $X$, we obtain

$$
\int_{\mathcal{V}} \Phi(u(t)) \, d\rho(u) = \int_{\mathcal{V}} \Phi(u(t')) \, d\rho(u) + \int_{\mathcal{V}} \int_{t'}^t \langle G(s, u), \Phi'(u(s)) \rangle_{Y', Y} \, ds \, d\rho(u),
$$

for every $t, t' \in I$.

Now using that $\Phi'$ is bounded and using hypothesis (38), we may apply Tonelli’s Theorem to the second term on the right hand side of (43) and obtain that

$$
\int_{\mathcal{V}} \Phi(u(t)) \, d\rho(u) = \int_{\mathcal{V}} \Phi(u(t')) \, d\rho(u) + \int_{t'}^t \int_{\mathcal{V}} \langle G(s, u), \Phi'(u(s)) \rangle_{Y', Y} \, d\rho(u) \, ds
$$

$$
= \int_{\mathcal{V}} \Phi(u(t')) \, d\rho(u) + \int_{t'}^t \int_{\mathcal{V}} \langle F(s, u(s)), \Phi'(u(s)) \rangle_{Y', Y} \, d\rho(u) \, ds,
$$

for all $t, t' \in I$. This proves the mean equality (39).

Now consider a function $\varphi \in C_b(X)$ and let us prove that the function defined in (40) is continuous on $I$. Given $\tilde{t} \in I$, consider a sequence $\{t_n\}_n$ in $I$ such that $t_n \to \tilde{t}$. Since every $u \in \mathcal{V}$ is continuous from $I$ into $X$, it follows that

$$
\varphi(u(t_n)) \to \varphi(u(\tilde{t})), \quad \forall u \in \mathcal{V}.
$$

Since $\varphi$ is in particular a bounded function on $X$, we obtain, from the Lebesgue Dominated Convergence Theorem, that

$$
\int_{\mathcal{V}} \varphi(u(t_n)) \, d\rho(u) \to \int_{\mathcal{V}} \varphi(u(\tilde{t})) \, d\rho(u).
$$

Thus, the function defined in (40) is continuous on $I$. This proves that the family of measures $\{\rho_t\}_{t \in I}$ defined by

$$
\rho_t(A) = \Pi_t \rho(A) = \rho(\Pi_t^{-1} A), \quad \forall A \in \mathcal{B}(X),
$$

satisfies condition (i) of Definition 3.2.
Also, by (7), we have
\[
\int_X \|F(t,u)\|_{Y'} \, d\rho_t(u) = \int_V \|F(t,u(t))\|_{Y'} \, d\rho(u),
\]
for almost every \(t \in I\). Then from hypothesis (38) it follows that \(\{\rho_t\}_{t \in I}\) verifies condition (ii) of Definition 3.2.

Analogously, from (44) we obtain that \(\{\rho_t\}_{t \in I}\) satisfies condition (iii) of Definition 3.2. Thus, \(\{\rho_t\}_{t \in I}\) is a statistical solution in phase space. \(\square\)

The next result provides a solution for the Initial Value Problem 3.2. Given an initial measure \(\mu_0\) on \(X\), we use Theorem 3.1 to obtain a trajectory statistical solution, which is then projected at each time \(t\) to yield a family of measures on \(X\). Thanks to Theorem 3.3, this family of projections is a statistical solution.

**Theorem 3.4.** Let \(X\) and \(Z\) be Hausdorff spaces and \(Y\) be a Banach space such that \(Z \subset X \subset Y'\) with continuous injections, where \(Y'\) denotes the dual space of \(Y\) and \(Y'_{w^*}\) is the dual space \(Y'\) endowed with the weak-star topology. Let \(I \subset \mathbb{R}\) be an interval closed and bounded on the left with left end point \(t_0\) and let \(U\) be a subset of \(X = C_{\text{loc}}(I,X)\). Suppose that \(U\) satisfies the hypotheses (H1), (H2), and (H3) of Theorem 3.1, and assume, moreover, that the following conditions hold

(H4) \(\mathcal{B}_Z \subset \mathcal{B}_X\);

(H5) \(U \subset X_1\), where \(X_1\) is defined in (24), and \(F : I \times Z \to Y'\) is an \((\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_{Y'})\)-measurable function such that

\[u_t(t) = F(t,u(t)), \text{ for a.e. } t \in I, \forall u \in U.\]

(H6) there exists an \((\mathcal{L}_I \otimes \mathcal{B}_X)\)-measurable function \(\gamma : I \times X \to \mathbb{R}\) such that

\[
\int_{t_0}^{t} \|F(s,u(s))\|_{Y'} \, ds \leq \gamma(t,u(t_0)), \quad \forall t \in I, \forall u \in U.
\]

Then, for any tight Borel probability measure \(\mu_0\) in \(X\) such that

\[
\int_X \gamma(t,u_0) \, d\mu_0(u_0) < \infty, \quad \text{for a.e. } t \in I,
\]

there exists a projected statistical solution \(\{\rho_t\}_{t \in I}\), associated with a \(U\)-trajectory statistical solution, such that \(\rho_{t_0} = \mu_0\).

**Proof.** Since \(U\) is a subset of \(X\) satisfying all the hypotheses of Theorem 3.1 and \(\mu_0\) is a tight Borel probability measure on \(X\), it follows from that theorem that there exists a \(U\)-trajectory statistical solution \(\rho\) on \(I\) such that \(\Pi_{t_0} \rho = \mu_0\).

Since \(\rho\) is a \(U\)-trajectory statistical solution, there exists a subset \(V\) of \(U\) such that \(V \subset \mathcal{B}_X\) and \(\rho(V) = 1\). Then, taking the integral in (45) with respect to \(\rho\), applying Tonelli’s Theorem and using a change of variables as in (7) on the right-hand side,
we find that
\[
\int_{t_0}^t \int_V \|F(s, u(s))\|_{Y'} \, d\rho(u) \, ds \leq \int_V \gamma(t, u(t_0)) \, d\rho(u) \\
= \int_X \gamma(t, u_0) \, d\Pi_{t_0}\rho(u_0) = \int_X \gamma(t, u_0) \, d\mu_0(u_0).
\]
Thus from (46) we obtain that
\[
t \mapsto \int_V \|F(t, u(t))\|_{Y'} \, d\rho(u) \in L^1_{loc}(I)
\]  
(47)
We then have that \( F \) is a \((\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_{Y'})\)-measurable function satisfying hypotheses (37) and (38) of Theorem 3.3. Applying this result, we conclude that the family \( \{\rho_t\}_{t \in I} \), with \( \rho_t = \Pi_t \rho \), is a statistical solution satisfying \( \rho_{t_0} = \Pi_{t_0} \rho = \mu_0 \). □

Similarly, we may consider an extension of Theorem 3.4 with the set of hypotheses (H1’), (H2’), and (H3’) described in Theorem 3.2. In this case, we have the following result, which we state without further details.

**Theorem 3.5.** Consider the framework of Theorem 3.4 and let \( X_0 \) be a Borel subset of \( X \). Suppose that \( \mathcal{U} \) satisfies, instead, the conditions (H1’), (H2’), and (H3’) described in Theorem 3.2. Assume, moreover, that the conditions (H4), (H5) and (H6) of Theorem 3.4 hold. Then, for any tight Borel probability measure \( \mu_0 \) in \( X \) which is carried by \( X_0 \) and satisfies (46), there exists a projected statistical solution \( \{\rho_t\}_{t \in I} \), associated with a \( \mathcal{U} \)-trajectory statistical solution, such that \( \rho_{t_0} = \mu_0 \).

In the following result, we obtain a mean energy inequality for trajectory statistical solutions.

**Proposition 3.1.** Let \( X, Z, Y \) as in the statement of Theorem 3.3. Consider \( \mathcal{U} \subset \mathcal{X}_1 \), where \( \mathcal{X}_1 \) is defined in (24). Let \( \rho \) be a \( \mathcal{U} \)-trajectory statistical solution and let \( \mathcal{V} \) be a Borel subset of \( \mathcal{X} = C_{loc}(I, X) \) such that \( \mathcal{V} \subset \mathcal{U} \) and \( \rho(\mathcal{V}) = 1 \). Suppose that there exist functions \( \alpha : I \times X \to \mathbb{R} \) and \( \beta : I \times Z \to \mathbb{R} \) which are \((\mathcal{L}_I \otimes \mathcal{B}_X, \mathcal{B}_R)\) and \((\mathcal{L}_I \otimes \mathcal{B}_Z, \mathcal{B}_R)\) measurable, respectively, and satisfy the following conditions

(i) \((t, u) \mapsto \alpha(t, u(t))\) belongs to \( L^1(J \times \mathcal{V}, \lambda \times \rho) \), for every compact subset \( J \subset I \);
(ii) \((t, u) \mapsto \beta(t, u(t))\) belongs to \( L^1(J \times \mathcal{V}, \lambda \times \rho) \), for every compact subset \( J \subset I \);
(iii) For \( \rho \)-almost every \( u \in \mathcal{V} \) it holds that
\[
\frac{d}{dt} \alpha(t, u(t)) + \beta(t, u(t)) \leq 0,
\]  
(48)
in the sense of distributions on \( I \), i.e.,
\[
-\int_I \varphi' (s) \alpha(s, u(s)) ds + \int_I \varphi(s) \beta(s, u(s)) ds \leq 0,
\]  
(49)
for all non-negative test functions \( \varphi \in C_c^\infty(I, \mathbb{R}) \).
Then,

\[- \int_I \int_{\mathcal{V}} \varphi'(s) \alpha(s, u(s)) d\rho(u) ds + \int_I \int_{\mathcal{V}} \varphi(s) \beta(s, u(s)) d\rho(u) ds \leq 0, \tag{50}\]

for all non-negative test functions \( \varphi \in C_\infty^c(I, \mathbb{R}) \). In terms of the projected statistical solution in phase space \( \{\rho_t\}_{t \in I} \), where \( \rho_t = \Pi_t \rho \), we can write (50) as

\[- \int_I \int_{\mathcal{V}} \varphi'(s) \alpha(s, u) d\rho_s(u) ds + \int_I \int_{\mathcal{V}} \varphi(s) \beta(s, u) d\rho_s(u) ds \leq 0. \tag{51}\]

Proof. The proof follows by integrating (49) with respect to \( \rho \) on \( \mathcal{V} \) and then applying Fubini’s Theorem by using hypotheses (i) and (ii). \( \square \)

The motivation for considering the passage from the inequality (48), valid for individual weak solutions, to the mean inequality (50) comes from the Navier-Stokes equations (see Section 4.1) and other similar equations from fluid flows. It also appears in different types of equations, such as the nonlinear wave equation considered in Section 4.3. In some situations, however, such as in the case of the Reaction-Diffusion equation considered in Section 4.2, the individual weak solutions satisfies in fact an energy-type equality, and of course this equality is similarly passed on to the statistical solutions. In the case of equality, the test functions are allowed to assume negative values. We state this result as follows, omitting the proof since it follows along the same lines as that of Proposition 3.1.

**Proposition 3.2.** Under the hypotheses of Proposition 3.1, if the equality holds in (48), then the equality holds in (50) and (51), for any test function \( \varphi \in C_\infty^c(I, \mathbb{R}) \), as well.

### 4. Applications

In this section we apply the general framework developed previously to obtain the existence of statistical solutions for particular examples of evolution equations.

#### 4.1. Incompressible Navier-Stokes Equations.**

The Navier-Stokes equations are a commonly used model in the study of turbulent flows. In their three-dimensional form for incompressible Newtonian fluids, these equations are written as

\[
\frac{\partial \mathbf{u}}{\partial t} - \nu \Delta \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p = \mathbf{f}, \tag{52}\]

\[
\nabla \cdot \mathbf{u} = 0, \tag{53}\]

where \( \mathbf{u} = (u_1, u_2, u_3) \) is the velocity field, \( p \) is the kinematic pressure, \( \mathbf{f} \) represents a given body force applied to the fluid and \( \nu \) is the parameter of kinematic viscosity. We consider \( \mathbf{u} \), \( p \) and \( \mathbf{f} \) as functions of a space variable \( \mathbf{x} \) and a time variable \( t \), with \( \mathbf{x} \) varying in a set \( \Omega \subset \mathbb{R}^3 \) and \( t \) varying in an interval \( I \subset \mathbb{R} \).
For a physical formulation of the equations we refer the reader to the books by Landau and Lifshitz [48] and Batchelor [6]. For the mathematical approach, see Ladyzhenskaya [46], Temam [69, 70] and Constantin and Foias [19].

Our main concern in this section is to apply the abstract theory developed in the previous sections to prove the existence of statistical solutions to the Navier-Stokes equations (52)-(53). For more specific discussions on the notion of statistical solutions for the Navier-Stokes equations, we refer the reader to [25, 75, 76, 31] and also to the more recent paper [34]. The existence result that we obtain in this section has been already proved in [34], a work that has been in fact our inspiration. Nevertheless, we want to show that our abstract framework does apply to this case, with a much simpler proof than that presented in [34].

For the sake of simplicity, we assume periodic boundary conditions. In this case we consider a periodic domain given by \( \Omega = \Pi_{i=1}^{3}(0, L_i) \), where \( L_i > 0 \), for \( i = 1, 2, 3 \). This means we are assuming the flow is periodic with period \( L_i \) in each spatial direction \( x_i \). We also consider the averages of the flow and of the forcing term to be zero, i.e.,

\[
\int_{\Omega} u(x, t) \, dx = 0, \quad \int_{\Omega} f(x, t) \, dx = 0.
\]

Let \( C_{\text{per}}^\infty(\Omega, \mathbb{R}^3) \) denote the space of infinitely differentiable and \( \Omega \)-periodic functions \( u \). We define the set of periodic test functions with vanishing average and divergence free as

\[
\mathcal{V} := \left\{ u \in C_{\text{per}}^\infty(\Omega, \mathbb{R}^3) \mid \nabla \cdot u = 0 \text{ and } \int_{\Omega} u(x) \, dx = 0 \right\}.
\] (54)

Let \( H \) be the closure of \( \mathcal{V} \) in \( L^2(\Omega, \mathbb{R}^3) \) and let \( V \) be the closure of \( \mathcal{V} \) in \( H^1(\Omega, \mathbb{R}^3) \). The inner product and norm in \( H \) are defined, respectively, by

\[
(u, v) = \int_{\Omega} u \cdot v \, dx \quad \text{and} \quad |u| = \sqrt{(u, u)},
\]

where \( u \cdot v = \sum_{i=1}^{3} u_i v_i \). In the space \( V \), these are defined as

\[
\langle (u, v) \rangle = (\nabla u, \nabla v) = \int_{\Omega} \nabla u : \nabla v \, dx \quad \text{and} \quad ||u|| = \sqrt{(\langle u, u \rangle)}
\]

where it is understood that \( \nabla u = (\partial u_i/\partial x_j)_{i,j=1}^{3} \) and that \( \nabla u : \nabla v \) is the componentwise product between \( \nabla u \) and \( \nabla v \). We also consider the space \( H \) endowed with its weak topology and denote it by \( H_w \).

Clearly, \( V \) is a subset of \( H \). Thus, by identifying \( H \) with its dual space \( H' \), we obtain the following continuous inclusions

\[
V \subset H \equiv H' \subset V'.
\]

Since the injection \( H \hookrightarrow V' \) is a continuous linear mapping, we also have

\[
H_w \hookrightarrow V'_{w*}
\]
with continuous injection, where $V'_{w}$ denotes the space $V'$ endowed with the weak-star topology.

Let $A$ be the **Stokes operator**, defined as $A = -P\Delta$, where $P : L^2(\Omega, \mathbb{R}^3) \to H$ is the Leray-Helmholtz projection, i.e., the orthogonal projector in $L^2(\Omega, \mathbb{R}^3)$ onto the subspace of divergence-free vector fields. We denote by $D(A)$ the domain of $A$, which is defined as the set of functions $u \in V$ such that $Au \in H$. In the periodic case with zero average, we have

$$Au = -\Delta u, \ \forall u \in D(A) = V \cap H^2(\Omega, \mathbb{R}^3)$$

and $A$ is a positive self-adjoint linear operator with compact inverse, so that it has a non-decreasing sequence $\{\lambda_i\}_{i \in \mathbb{N}}$ of positive eigenvalues counted according to their multiplicity, associated with an orthonormal basis $\{w_i\}_{i \in \mathbb{N}}$ in $H$. Furthermore, the Poincaré inequality holds, i.e., for all $u \in V$,

$$\lambda_1 |u|^2 \leq \|u\|^2,$$

where $\lambda_1 > 0$ is the first eigenvalue of the Stokes operator.

Also, we denote by $P_k : H \to V$ the Galerkin projector onto the space spanned by the eigenfunctions associated with the first $k$ eigenvalues of the Stokes operator, i.e.

$$P_k u = \sum_{i=1}^{k} (u, w_i) w_i, \ \forall u \in H.$$

Since $\{w_i\}_{i \in \mathbb{N}}$ is an orthonormal basis in $H$, we obtain

$$\|P_k u\|^2 = \langle (P_k u, P_k u) \rangle = \sum_{j=1}^{k} |(u, w_j)|^2 \|w_j\|^2 = \sum_{j=1}^{k} |(u, w_j)|^2 \lambda_j \leq \lambda_k |u|^2;$$

for every $u \in H$, from which it follows that $P_k$ is continuous from $H$ to $V$.

The natural space for the solutions of the Navier-Stokes equations is the space $C_{loc}(I, H_w)$ of continuous functions from an interval $I \subset \mathbb{R}$ to $H_w$, endowed with the compact-open topology. This function space is the space of weakly continuous functions from $I$ to $H$.

The Navier-Stokes equations can be written in the functional form

$$u_t + \nu Au + B(u, u) = f \ \text{in } V',$$

where $A$ is the Stokes operator and $B : V \times V \to V'$ is the bilinear operator

$$B(u, v) = P[(u \cdot \nabla)v], \ \forall u, v \in V.$$

In this setting, $A$ is considered as an operator defined on $V$ with values in $V'$, and we have

$$\|Au\|_{V'} = \sup_{\|v\|=1} \langle Au, v \rangle_{V', V} = \sup_{\|v\|=1} \langle (u, v) \rangle = \|u\|,$$
which implies in particular that $A : V \to V'$ is continuous. Moreover, $B$ satisfies the inequality (see [19, 31])

$$
\|B(u, v)\|_{V'} \leq c|u|^{1/4}\|u\|^{3/4}|v|^{1/4}\|v\|^{3/4}, \quad \forall u, v \in V,
$$

where $c$ is a universal constant. By using this inequality, it is not difficult to see that $B : V \times V \to V'$ is also a continuous operator.

The notion of solution that is considered here is the well-known Leray-Hopf weak solution, which is defined below.

**Definition 4.1.** Let $I$ be an interval in $\mathbb{R}$ and $f \in L^2_{\text{loc}}(I,V')$. We say that $u$ is a **Leray-Hopf weak solution** of the Navier-Stokes equations (52)-(53) on $I$ if

(i) $u \in L^\infty_{\text{loc}}(I, H) \cap L^2_{\text{loc}}(I, V) \cap C_{\text{loc}}(I, H_w)$;

(ii) $\partial_t u \in L^{4/3}_{\text{loc}}(I, V')$;

(iii) $u$ satisfies the weak formulation of the Navier-Stokes equations, i.e.,

$$
u A u + B(u, u) = f,$$

in $V'$, in the sense of distributions on $I$;

(iv) $u$ satisfies the energy inequality in the sense that for almost all $t' \in I$ and for all $t \in I$ with $t > t'$,

$$
\frac{1}{2}|u(t)|^2 + \nu \int_{t'}^t \|u(s)\|^2 \, ds \leq \frac{1}{2}|u(t')|^2 + \int_{t'}^t (f(s), u(s))_{V', V} \, ds;
$$

(v) If $I$ is closed and bounded on the left, with left end point $t_0$, then the solution is strongly continuous in $H$ at $t_0$ from the right, i.e., $u(t) \to u(t_0)$ in $H$ as $t \to t_0^+$.

The set of allowed times $t'$ in (59) can be characterized as the points of strong continuity from the right of $u$ in $H$. In particular, condition (v) implies that $t' = t_0$ is allowed in that case.

The Leray-Hopf weak solutions of the Navier-Stokes equations also satisfy a strengthened form of the energy inequality (59) of Definition 4.1. The proof of this strengthened energy inequality has been given in [31] for external forces $f$ in $L^2_{\text{loc}}(I, H)$. This inequality is also valid if $f$ belongs to the larger space $L^2_{\text{loc}}(I, V')$, as we state below:

**Proposition 4.1.** Let $T > 0$ and $f \in L^2(0, T; V')$. Consider a nonnegative, non-decreasing and continuously-differentiable real-valued function $\psi : [0, \infty) \to \mathbb{R}$ with bounded derivative. If $u$ is a Leray-Hopf weak solution of the Navier-Stokes equations on $[0, T]$, then

$$
\frac{d}{dt}(\psi(|u(t)|^2)) \leq 2\psi'(|u(t)|^2)[(f(t), u(t))_{V', V} - \nu\|u(t)\|^2]
$$

in the sense of distributions on $[0, T]$. 
The idea of the proof is to first obtain such inequality for mollifications of $\psi$ and $|u(t)|^2$, and then to pass to the limit with respect to the parameters of each mollification, in a suitable order. For the detailed proof, see [54].

Given $R > 0$, we denote by $B_H(R)$ the closed ball centered at the origin and with radius $R$ in $H$. The corresponding closed ball endowed with the weak topology is denoted by $B_H(R)_w$. We define the following sets of Leray-Hopf weak solutions:

$$\mathcal{U}_I = \{ u \in C_{loc}(I, H_w) : u \text{ is a Leray-Hopf weak solution on } I \},$$

$$\mathcal{U}_I(R) = \{ u \in C_{loc}(I, B_H(R)_w) : u \text{ is a Leray-Hopf weak solution on } I \},$$

$$\mathcal{U}_I^0 = \{ u \in C_{loc}(I, H_w) : u \text{ is a Leray-Hopf weak solution on } I \},$$

$$\mathcal{U}_I^*(R) = \{ u \in C_{loc}(I, B_H(R)_w) : u \text{ is a Leray-Hopf weak solution on } I \},$$

where $\hat{I}$ denotes the interior of the interval $I$.

From (59), one obtains the classical estimates

$$|u(t)|^2 \leq |u(t')|^2 + \frac{1}{\nu} \|f\|^2_{L^2(t', t'')},$$

$$\int_{t'}^t \| u(s) \|^2 \, ds \leq \frac{1}{\nu} |u(t')|^2 + \frac{1}{\nu^2} \|f\|^2_{L^2(t', t'')},$$

valid for any $u \in \mathcal{U}_I$, for any time $t' \in I$ allowed in (59) and for any $t \in I$ with $t \geq t'$. Moreover, using (57), one also has that

$$\left( \int_{t'}^t \| \partial_t u(s) \|_{V''}^{1/3} \, ds \right)^{3/4} \leq \frac{c}{\nu^{3/4}} |u(t')|^2 + \frac{\nu^{3/4}}{\lambda_1^{1/2}} D(t', t),$$

where $c$ is a universal constant and $D(t', t)$ is a nondimensional function which depends on the variables $t', t$ and also on the parameters $\nu$, $\lambda_1$, $\Omega$, and $f$ through the nondimensional quantities $\nu \lambda_1 |t - t'|$ and $(\lambda_1^{1/4}/\nu^{3/2}) \|f\|_{L^2(t', t'')}$. The a priori estimates (64)-(66) allow us to prove that $\mathcal{U}_I^*(R)$ is a compact and metrizable space, in the same way as it was done in [34, Proposition 2.2]. Furthermore, one can show that $\mathcal{U}_I^*(R)$ is the closure of the space $\mathcal{U}_I(R)$ with respect to the topology of $C(I, H_w)$.

The existence of a Leray-Hopf weak solution on a given interval $I \subset \mathbb{R}$ is obtained using the estimates (64), (65), and (66). This proof is a classical result and can be found in many well-known texts [19, 46, 53, 70]. We state it below for completeness.

**Theorem 4.1.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $f \in L^2_{loc}(I, V'')$. Then, given $u_0 \in H$, there exists at least one weak solution $u \in \mathcal{U}_I$ of (52)-(53) in the sense of Definition 4.1 satisfying $\Pi_{t_0} u = u_0$.

From now on, we assume that $I \subset \mathbb{R}$ is an interval closed and bounded on the left, with left end point $t_0$. Under this assumption, the energy inequality (59) is valid for $t' = t_0$. 

Consider a compact subinterval $J \subset I$. Then given $u \in \mathcal{U}_I$ such that $u(t_0) \in B_H(R)$ for some $R \geq 0$, it follows, from \((64)\) with $t' = t_0$, that there exists $\bar{R} \geq R$ such that $u(t) \in B_H(\bar{R})$, for every $t \in J$. Thus, the restriction of $u$ to $J$ belongs to $\mathcal{U}_J(\bar{R})$.

In order to prove the existence of a trajectory statistical solution for the Navier-Stokes equations satisfying a given initial data, we shall apply Theorem 3.1 by considering $X$ as the space $H_w$ and the general set $\mathcal{U}$ as the set of weak solutions $\mathcal{U}_I$. We now show that $\mathcal{U}_I$ satisfies the hypotheses of Theorem 3.1.

First, note that hypothesis $(H_1)$ is a direct consequence of Theorem 4.1. Also, defining $\mathcal{K}(H_w)$ as the family of (strongly) compact sets in $H$, hypothesis $(H_2)$ follows from the fact that $H$ is a separable Banach space (see Sections 2.2 and 2.3). The only hypothesis that needs more work is the remaining hypothesis $(H_3)$, which is the subject of the next proposition.

**Proposition 4.2.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $K$ be a strongly compact set in $H$. Then $\Pi_{t_0}^{-1}K \cap \mathcal{U}_I$ is a compact set in $\mathcal{X} = C_{loc}(I, H_w)$.

**Proof.** Let $u \in \Pi_{t_0}^{-1}K \cap \mathcal{U}_I$ and let $R \geq 0$ be sufficiently large so that $K \subset B_H(R)$. Consider an increasing sequence $\{J_n\}_n$ of compact subintervals of $I$ with left end point at $t_0$ and such that $I = \bigcup_n J_n$. Since $\Pi_{t_0}u \in K \subset B_H(R)$ and $u \in \mathcal{U}_I$, it follows, from the estimate \((64)\) with $t' = t_0$, that there exists a sequence $\{R_n\}_n$ of positive real numbers such that $\Pi_{J_n}u \in \mathcal{U}_{J_n}(R_n)$, for every $n$. Thus,

$$
\Pi_{t_0}^{-1}K \cap \mathcal{U}_I \subset \bigcap_n \Pi_{J_n}^{-1}\mathcal{U}_{J_n}(R_n). \quad (67)
$$

Since each $\mathcal{U}_{J_n}(R_n)$ is a metrizable space, \((67)\) implies that $\Pi_{t_0}^{-1}K \cap \mathcal{U}_I$ is also metrizable. Therefore, it suffices to show that $\Pi_{t_0}^{-1}K \cap \mathcal{U}_I$ is sequentially compact.

Let $\{u_k\}_k$ be a sequence in $\Pi_{t_0}^{-1}K \cap \mathcal{U}_I$. As in the classical proof of existence of weak solutions (Theorem 4.1), using the a priori estimates \((64)-(66)\) on each compact interval $J_n$ and applying a diagonalization method, we obtain a subsequence $\{u_{k'}\}_{k'}$ and a function $u$ such that

$$
u_{k'} \to u \quad \text{in } C_{loc}(I, H_w), \quad (68)$$

as $k' \to \infty$. Moreover, this limit function $u$ is a weak solution on the interior of $I$, i.e. $u \in \mathcal{U}_I^T$ (the condition of strong continuity at $t_0$, item $(v)$ of Definition 4.1, is not guaranteed at this point). From \((68)\) we obtain in particular that

$$
u_{k'}(t_0) \to u(t_0) \quad \text{in } H_w. \quad (69)$$

On the other hand, since $K$ is a compact set in $H$, there exists a further subsequence, which we still denote by $\{u_{k'}\}_{k'}$, and an element $u_0 \in K$ such that

$$
u_{k'}(t_0) \to u_0 \quad \text{in } H. \quad (70)$$
From (69) and (70) it follows that \( u(t_0) = u_0 \), which implies that \( u \in \Pi_{t_0}^{-1} K \). Moreover, we obtain that \( \{ u_{k'}(t_0) \}_{k'} \) also converges to \( u(t_0) \) in the strong topology of \( H \).

This allows us to prove that \( u \) verifies in addition the last condition of Definition 4.1. Indeed, since each \( u_{k'} \) belongs to \( \mathcal{U}_I \), they satisfy in particular the energy inequality (59) at \( t' = t_0 \). Considering the \( \lim \inf \) as \( k' \to \infty \) in this inequality we obtain, by using the strong convergence of \( \{ u_{k'}(t_0) \}_{k'} \) to \( u(t_0) \) in \( H \), that

\[
\frac{1}{2} |u(t)|^2 + \nu \int_{t_0}^t \|u(s)\|^2 \, ds \leq \frac{1}{2} |u(t_0)|^2 + \int_{t_0}^t \langle f(s), u(s) \rangle \, ds \quad (71)
\]

Then, by taking the \( \lim \sup \) as \( t \to t_0^+ \) above, we obtain

\[
\limsup_{t \to t_0^+} |u(t)|^2 \leq |u(t_0)|^2. \tag{71}
\]

Since \( u \in C_{\text{loc}}(I, H_w) \), we also have that

\[
|u(t_0)|^2 \leq \liminf_{t \to t_0^+} |u(t)|^2. \tag{72}
\]

Now (71) and (72) imply that \( u(t) \) converges in norm to \( u(t_0) \) as \( t \to t_0^+ \). Since \( u(t) \) also converges weakly to \( u(t_0) \) as \( t \to t_0^+ \), we deduce that

\[
\lim_{t \to t_0^+} u(t) = u(t_0) \quad \text{in} \quad H.
\]

This means that \( u \in \Pi_{t_0}^{-1} K \cap \mathcal{U}_I \), which completes the proof of compactness of this set. \( \square \)

Now we are able to prove the existence of a solution for the corresponding Initial Value Problem 3.1 associated with the Navier-Stokes equations.

**Theorem 4.2.** Let \( I \subset \mathbb{R} \) be an interval closed and bounded on the left with left end point \( t_0 \) and let \( \mathcal{U}_I \) be the set of Leray-Hopf weak solutions of the Navier-Stokes equations on \( I \). Then, given a Borel probability measure \( \mu_0 \) on \( H \), there exists a \( \mathcal{U}_I \)-trajectory statistical solution \( \rho \) on \( C_{\text{loc}}(I, H_w) \) satisfying the initial condition \( \Pi_{t_0} \rho = \mu_0 \).

**Proof.** Our intention is to apply Theorem 3.1 to the set \( \mathcal{U}_I \), with \( X = H_w \) and \( \mathcal{R}(H_w) \) as the family of (strongly) compact sets in \( H \). First of all, since \( H \) is a separable Banach space, the Borel sets in \( H \) and \( H_w \) coincide (see Section 2.3). This implies that any Borel probability measure \( \mu_0 \) on \( H \) is also a Borel probability measure on \( H_w \), and vice-versa, so that we can refer indistinguishably to probability measures on either \( H \) or \( H_w \). Moreover, since \( H \) is a Polish space, it follows that any Borel probability measure on \( H \) is tight in the sense of being inner regular with respect to the family of compact subsets of \( H \) ([1, Theorem 12.7]). Thus, \( \mathcal{R}(H_w) \) satisfies the hypothesis (H2) of Theorem 3.1. From Theorem 4.1, it follows that the set \( \mathcal{U}_I \) satisfies hypothesis (H1) of Theorem 3.1. From Proposition 4.2, we also obtain that
\( \mathcal{U}_I \) satisfies hypothesis (H3) of Theorem 3.1. Thus, \( \mathcal{U}_I \) verifies all the hypotheses of Theorem 3.1. Therefore, we apply Theorem 3.1 to deduce that there exists a \( \mathcal{U}_I \)-trajectory statistical solution \( \rho \) with \( \Pi_{t_0} \rho = \mu_0 \).

Finally, using Theorem 4.2 and the strengthened energy inequality from Proposition 4.1, we obtain a solution for the corresponding Initial Value Problem 3.2 associated with the Navier-Stokes equations. More specifically, we prove the existence of a projected statistical solution of the Navier-Stokes equations, in the sense of Definition 3.3, associated with a \( \mathcal{U}_I \)-trajectory statistical solution and satisfying a given initial data.

**Theorem 4.3.** Let \( I \subset \mathbb{R} \) be an interval closed and bounded on the left with left end point \( t_0 \) and let \( \mathcal{U}_I \) be the set of Leray-Hopf weak solutions of the Navier-Stokes equations on \( I \). Consider a Borel probability measure \( \mu_0 \) on \( H \) satisfying

\[
\int_H |u|^2 \, d\mu_0(u) < \infty. \tag{73}
\]

Then there exists a projected statistical solution \( \{\rho_t\}_{t \in I} \) of the Navier-Stokes equations (52)-(53), associated with a \( \mathcal{U}_I \)-trajectory statistical solution, such that

(i) The initial condition \( \rho_{t_0} = \mu_0 \) holds;

(ii) The function

\[
t \mapsto \int_H \varphi(u) \, d\rho_t(u) \tag{74}
\]

is continuous on \( I \), for every bounded and weakly-continuous real-valued function \( \varphi \) on \( H \), and is measurable on \( I \), for every bounded and continuous real-valued function \( \varphi \) on \( H \).

(iii) For any cylindrical test function \( \Phi \) in \( V' \), it follows that

\[
\int_H \Phi(u) \, d\rho_t(u) = \int_H \Phi(u) \, d\rho_{t'}(u) \\
+ \int_{t'}^t \int_H \langle f(s) - \nu A\mathbf{u} - B(\mathbf{u}, \mathbf{u}), \Phi'(u) \rangle_{V',V} \, d\rho_s(u) \, ds, \tag{75}
\]

for all \( t, t' \in I \).

(iv) The mean strengthened energy inequality

\[
\frac{d}{dt} \int_H (\psi(|u|^2)) \, d\rho_t(u) \leq 2 \int_H \psi'(|u|^2)\langle (f(t), u)_{V',V} - \nu \|u\|^2 \rangle \, d\rho_t(u) \tag{76}
\]

is satisfied in the distribution sense on \( I \), for every nonnegative, nondecreasing and continuously-differentiable real-valued function \( \psi \) with bounded derivative.

(v) At the initial time, the limit

\[
\lim_{t \to t_0} \int_H \psi(|u|^2) \, d\rho_t(u) = \int_H \psi(|u|^2) \, d\mu_0(u) \tag{77}
\]

holds for every function \( \psi \) as in (iv).
Proof. We have seen in the proof of Theorem 4.2 that the set of Leray-Hopf weak solutions \( \mathcal{U}_t \) satisfies all the hypotheses \((H1), (H2),\) and \((H3)\) of Theorem 3.1. Now let \( F : I \times V \to V' \) be the function defined by

\[
F(t, u) = f(t) - \nu Au - B(u, u).
\]

As previously mentioned, the linear operator \( A : V \to V' \) and the bilinear operator \( B : V \times V \to V' \) are continuous. This implies that the mapping \( u \mapsto -\nu Au - B(u, u) \) is also continuous from \( V \) into \( V' \). In particular, the mapping \( (t, u) \mapsto -\nu Au - B(u, u) \) is \((\mathcal{L}_I \otimes \mathcal{B}_V, \mathcal{B}_{V'})\)-measurable. Further, since \( f \in L^2_{\text{loc}}(I, V') \), we obtain that \( F \) is a \((\mathcal{L}_I \otimes \mathcal{B}_V, \mathcal{B}_{V'})\)-measurable function. From the functional equation (56) and the fact that any weak solution \( u \in \mathcal{U}_t \) satisfies \( u \in L^{4/3}(I; V') \), it follows that

\[
\rho_t \in \mathcal{U}_t, \quad \forall t \in I.
\]

Hence, hypothesis \((H5)\) of Theorem 3.4 holds.

The a priori estimate (66) means that there exists a function \( \gamma : I \times H_w \to \mathbb{R} \) such that

\[
\int_{t_0}^t \| F(s, u(s)) \|_{V'} \, ds \leq \gamma(t, u(t_0)), \quad \forall t \in I, \quad \forall u \in \mathcal{U}_t,
\]

which is clearly \((\mathcal{L}_I \otimes \mathcal{B}_{H_w})\)-measurable and, thanks to (73), with

\[
t \mapsto \int_{H_w} \gamma(t, u_0) \, d\mu_0(u_0) \text{ in } L^1_{\text{loc}}(I).
\]

Thus, hypothesis \((H6)\) holds.

Also, as mentioned before, we know that \( V \subset H_w \subset V_{w_*} \), with all the injections being continuous. Since \( H \) is a separable Banach space, then \( \mathcal{B}_{H_w} = \mathcal{B}_H \). Moreover, since \( V \) is a Polish space, then \( \mathcal{B}_V \subset \mathcal{B}_H = \mathcal{B}_{H_w} \) (see Section 2.3), showing that hypothesis \((H4)\) is also verified.

Then, applying Theorem 3.4 with \( X = H_w, Z = Y = V, \mathcal{U} = \mathcal{U}_t, F \) and \( \gamma \) as above, we obtain the existence of a projected statistical solution \( \{ \rho_t \}_{t \in I} \) associated with a \( \mathcal{U}_t \)-trajectory statistical solution \( \rho \) and such that \( \rho_{t_0} = \mu_0 \). This means that \( \{ \rho_t \}_{t \in I} \) satisfies (i), (iii), and the first part of (ii), concerning bounded and weakly-continuous functions \( \varphi \) on \( H \).

Let us prove the second part of property (ii), concerning strongly continuous functions. Consider a bounded and continuous real-valued function \( \varphi \) on \( H \). Let \( P_m, m \in \mathbb{N}, \) be the Galerkin projectors. Then, for every \( m \in \mathbb{N}, \) the function \( \varphi \circ P_m \) is bounded and continuous on \( H_w \). Let \( V \subset \mathcal{U} \) be a Borel subset such that \( \rho(V) = 1 \). From the first part of (ii), it follows that the function

\[
t \mapsto \int_V \varphi(P_m u(t)) \, d\rho(u)
\]

is continuous on \( I, \) for every \( m \in \mathbb{N}. \) Then, since the function (74) is the pointwise (in \( t \)) limit of these functions as \( m \to \infty, \) it follows that (74) is measurable on \( I. \) This proves the second part of (ii).
For the proof of (iv), consider the functions $\alpha : I \times H_w \rightarrow \mathbb{R}$ and $\beta : I \times V \rightarrow \mathbb{R}$ defined respectively by

$$\alpha(t, u(t)) = \psi(|u(t)|^2),$$  
(78)

and

$$\beta(t, u(t)) = -2\psi'(|u(t)|^2) [\langle f(t), u(t) \rangle_{V', V} - \nu \|u(t)\|^2],$$  
(79)

for every $u \in \mathcal{U}_I$ and $t \in I$. Using the Galerkin projector as above, we see that $\alpha$ and $\beta$ are the pointwise limit of continuous functions, hence they are measurable maps as required in Proposition 3.1. Using the estimates (64) and (65) with $t' = t_0$, which is allowed for functions in $\mathcal{U}_I$, and using (73), we obtain that $\alpha \in L^\infty(J \times \mathcal{V}, \lambda \times \rho)$ and $\beta \in L^1(J \times \mathcal{V}, \lambda \times \rho)$, for every compact subset $J \subset I$, where $\lambda$ denotes the Lebesgue measure on $I$. From Proposition 4.1, the functions $\alpha$ and $\beta$ satisfy

$$\frac{d}{dt} \alpha(t, u(t)) + \beta(t, u(t)) \leq 0, \quad \forall u \in \mathcal{U}_I,$$

in the sense of distributions in $I$. Property (iv) then follows by applying Proposition 3.1 with $X = H_w$, $Y = V$, $\mathcal{U} = \mathcal{U}_I$ and with the functions $\alpha$ and $\beta$ defined in (78)-(79).

It only remains to prove property (v). Note that for every function $\psi$ as in (iv), we may write

$$\psi(|u(t)|^2) \leq \psi(0) + \psi'(\xi)|u(t)|^2,$$

for some $0 \leq \xi \leq |u(t)|^2$. Then, using the boundedness of $\psi'$ and the a priori estimate (64) with $t' = t_0$, we find that

$$\psi(|u(t)|^2) \leq C_0 + C_1 \|u(t_0)\|^2,$$

for suitable constants $C_0, C_1 > 0$. Hence, from (73), it follows that $\psi(|u(t)|^2)$ is bounded by a $\rho$-integrable function in $\mathcal{V}$ which does not depend on $t$. Furthermore, since every $u \in \mathcal{U}_I$ is strongly continuous at $t_0$ and $\psi$ is continuous, we have that

$$\psi(|u(t)|^2) \rightarrow \psi(|u(t_0)|^2),$$

$\rho$-almost everywhere, as $t \rightarrow t_0^+$. Therefore, (77) follows from the Lebesgue Dominated Convergence Theorem.

4.2. **Reaction-Diffusion Equation.** In this section, we consider the following reaction-diffusion-type equation

$$\frac{\partial u}{\partial t}(x, t) = a \Delta u(x, t) - f(u(x, t), t) + g(x, t), \quad x \in \Omega \subset \mathbb{R}^n, \quad t \in I,$$  
(80)

subject to the boundary condition

$$u(x, t)|_{x \in \partial \Omega} = 0, \quad \forall t \in I,$$  
(81)

where $u$ is the unknown variable, $a$ is a positive constant, $f$ is the reaction function and $g$ is the external force. Moreover, $I \subset \mathbb{R}$ is an arbitrary interval and $\Omega \subset \mathbb{R}^n$ is a bounded and open subset which is assumed to be smooth.
We follow the same framework and notations from [17, Section XV.3], but in order to simplify the presentation we consider only a scalar equation instead of a system of equations.

Consider the spaces $H = L^2(\Omega)$ and $V = H^1_0(\Omega)$ with respective norms $| \cdot |_H$ and $\| \cdot \|_V$, given by

$$|v|_H^2 = \int_\Omega |v(x)|^2 \, dx, \quad \forall v \in H,$$

and

$$\|v\|_V^2 = \int_\Omega |\nabla v(x)|^2 \, dx, \quad \forall v \in V.$$

Also, consider $V' = H^{-1}(\Omega)$, the dual of $H^1_0(\Omega)$, with duality product $\langle \cdot, \cdot \rangle_{V', V}$. Then, identifying $H$ with its dual space $H'$, we have

$$V \subset H \equiv H^1 \subset V',$$

with continuous inclusions and, in particular, $H_w \hookrightarrow V'_w$ with continuous injection. We also consider the space $H^r_0(\Omega)$, for $r > 0$, and its dual $H^{-r}(\Omega)$, with $H^r_0(\Omega) \subset H \subset H^{-r}(\Omega)$, for every $r > 0$. For $r \geq n/2 - n/p$ and $p \geq 2$, we have $H^r_0(\Omega) \subset L^p(\Omega)$. We denote the duality product between $L^p(\Omega)$ and $L^q(\Omega)$, $1 \leq p, q \leq \infty$, $1/p + 1/q = 1$, simply by $(\cdot, \cdot)$, which includes the inner product of $H$.

We assume that $g \in L^2_{\text{loc}}(I, V')$ and that $f$ is a function in $C(\mathbb{R} \times \mathbb{R}, \mathbb{R})$ satisfying the following estimates, for every $v \in \mathbb{R}$ and $s \in \mathbb{R}$:

$$\eta |v|^p - C_1 \leq f(v, s)v, \quad (82)$$

$$|f(v, s)|^{\frac{2}{p-1}} \leq C_2 (|v|^p + 1), \quad (83)$$

where $\eta > 0$, $p \geq 2$ and $C_1$, $C_2 \in \mathbb{R}$ are constants. In [17], the function $g$ is also assumed to be translation bounded in the space $L^2_{\text{loc}}(I, V')$, but we do not make this assumption since we do not need uniform estimates for arbitrarily large times.

As in [17], it follows by using condition $(83)$ that if $r \geq \max\{1, n(1/2 - 1/p)\}$ and $u \in L^p_{\text{loc}}(I, L^p(\Omega)) \cap L^2_{\text{loc}}(I, V)$, then $\partial_t u \in L^2_{\text{loc}}(I, H^{-r}(\Omega))$, for $1/p + 1/q = 1$. This implies that the evolution equation $(80)$ can be considered in the distribution sense on $I$, with values in $H^{-r}(\Omega)$.

We then have the following definition of a weak solution for problem $(80)$-$(81)$.

**Definition 4.2.** A weak solution of $(80)$-$(81)$ is a function $u = u(x, t)$ on $\Omega \times I$ such that $u \in L^p_{\text{loc}}(I, L^p(\Omega)) \cap L^2_{\text{loc}}(I, V)$ and $u$ satisfies $(80)$ in the distribution sense on $I$, with values in $H^{-r}(\Omega)$.

Given $R \geq 0$, let $B_H(R)$ be the closed ball centered at the origin and of radius $R$ in $H$. Consider the following sets of weak solutions:

$$\mathcal{U}_I = \{ u \in C_{\text{loc}}(I, H) \mid u \text{ is a weak solution of } (80)-(81) \text{ on } I \}, \quad (84)$$

$$\mathcal{U}_I(R) = \{ u \in C_{\text{loc}}(I, B_H(R)) \mid u \text{ is a weak solution of } (80)-(81) \text{ on } I \}, \quad (85)$$
The proof of existence of individual weak solutions for the corresponding initial value problem of (80)-(81) can be found in [17]. We state it below for completeness.

**Theorem 4.4.** Consider an interval $I \subset \mathbb{R}$ bounded and closed on the left with left end point $t_0$. Let $g \in L^2_{\text{loc}}(I, V')$ and let $f \in C(\mathbb{R} \times \mathbb{R}, \mathbb{R})$ be a function satisfying conditions (82) and (83). Then, given $u_0 \in H$, there exists a weak solution $u$ of problem (80)-(81) such that $u \in L^p_{\text{loc}}(I, L^p(\Omega)) \cap L^2_{\text{loc}}(I, V) \cap L^\infty_{\text{loc}}(I, H)$ and $u(t_0) = u_0$.

The following proposition presents some additional properties satisfied by every weak solution of (80)-(81) in the sense of Definition 4.2. The proof is given in [17, Proposition XV.3.1].

**Proposition 4.3.** Let $u \in L^p_{\text{loc}}(I, L^p(\Omega)) \cap L^2_{\text{loc}}(I, V)$ be a weak solution of (80)-(81). Then

(i) $u \in C_{\text{loc}}(I, H)$;

(ii) the function $|u(s)|^2_H$ is absolutely continuous on every compact subinterval $J \subset I$ and satisfies the following energy equality

$$
\frac{1}{2} \frac{d}{dt} |u(t)|^2_H + a\|u(t)\|_V^2 + (f(u(t), t), u(t)) = \langle g(t), u(t) \rangle_{V', V},
$$

for almost every $t \in I$.

Note that, in (86), we abuse notation by denoting as $f(u(t), t)$ the mapping $x \in \Omega \mapsto f(u(x, t), t)$, which, as a consequence of (83), belongs to $L^q(\Omega)$ for almost every $t \in I$ and for all $u \in U_I$.

Now we prove that the set of weak solutions $U_I$ satisfies the hypotheses of Theorem 3.1. We first observe that Theorem 4.4 implies that $\Pi_{t_0} U_I = H$, so that $U_I$ satisfies hypothesis (H1) of Theorem 3.1, with $X = H$. For the remaining hypotheses of Theorem 3.1, we actually prove the stronger property that (H3) holds for every compact subset of $X$. This is given in the following proposition. Hence, in this case, we can take $\mathcal{R}'(X)$ to be the family of all compact subsets of $X$, so that, in particular, hypothesis (H2) is trivially true.

**Proposition 4.4.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $K$ be a compact subset of $H$. Then $\Pi_{t_0}^{-1} K \cap U_I$ is compact in $C_{\text{loc}}(I, H)$.

**Proof.** Since $X = C_{\text{loc}}(I, H)$ is a metrizable space, it suffices to show that $\Pi_{t_0}^{-1} K \cap U_I$ is sequentially compact. Consider then a sequence $\{u_j\}_j$ in $\Pi_{t_0}^{-1} K \cap U_I$. Since $K$ is compact there exists $u_0 \in K$ such that, by taking a subsequence if necessary, $u_j(t_0) \to u_0$ in $H$. This implies in particular that the sequence $\{u_j(t_0)\}$ is bounded in $H$. 
Using condition (82) on the energy equality (86) for each $u_j$ and integrating from $t_0$ to $t$, we obtain that
\[
|u_j(t)|_H^2 - |u_j(t_0)|_H^2 + a \int_{t_0}^t \|u_j(s)\|_V^2 \, ds + 2\eta \int_{t_0}^t |u_j(s)|_{L^p}^p \, ds \\
\leq \frac{1}{a} \int_{t_0}^t \|g(s)\|_V^2 \, ds + 2C_1 |t - t_0| |\Omega|,
\]
where $| \cdot |_{L^p}$ denotes the norm in $L^p(\Omega)$, $|\Omega|$ is the Lebesgue measure of $\Omega$, and $C_1$ is as in (82). Consider a sequence $\{J_n\}_n$ of compact subintervals of $I$ such that $I = \bigcup_n J_n$. Then, from the estimate (87) and the boundedness of the sequence $\{u_j(t_0)\}$ in $H$, it follows that, for each $n$, $\{u_j\}_j$ is a bounded sequence in $L^2(J_n, V) \cap L^p(J_n, L^p(\Omega)) \cap L^\infty(J_n, H)$. Using the same arguments as in [17, Theorem XV.3.1] and a diagonalization process, we obtain a weak solution $u$ of problem (80)-(81) on $I$ such that, modulo a subsequence, $u_j \to u$ in $C_{loc}(I, H)$. In particular, it follows that $u_j(t) \to u(t)$ in $H$, for every $t \in I$. Thus, $u(t_0) = u_0 \in K$ and we conclude that $u \in \Pi_{t_0}^{-1} K \cap U_I$, as required.

The existence of a trajectory statistical solution with respect to a given initial data now follows by a simple application of Theorem 3.1 for $X = H$ and $U_I$ as the set of weak solutions of (80)-(81) over a given interval $I \subset \mathbb{R}$ closed and bounded on the left. Recall that since $H$ is a Polish space then every Borel probability measure on $H$ is tight. We then have the following result.

**Theorem 4.5.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $U_I$ be the set of weak solutions of problem (80)-(81) on $I$. If $\mu_0$ is a Borel probability measure on $H$ then there exists a $U_I$-trajectory statistical solution $\rho$ on $C_{loc}(I, H)$ such that $\Pi_{t_0} \rho = \mu_0$.

Next we obtain the existence of statistical solutions with respect to a given initial measure.

**Theorem 4.6.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $\mu_0$ be a Borel probability measure on $H$ satisfying
\[
\int_H |u|^2_H \, d\mu_0(u) < \infty.
\]
Then there exists a projected statistical solution $\{\rho_t\}_{t \in I}$ of (80)-(81), associated with a $U_I$-trajectory statistical solution, such that

(i) The initial condition $\rho_{t_0} = \mu_0$ holds;

(ii) The function
\[
t \mapsto \int_H \varphi(u) \, d\rho_t(u)
\]
is continuous on $I$ for every bounded and continuous real-valued function $\varphi$ on $H$. 
(iii) For any cylindrical test function $\Phi$ in $H^{-r}(\Omega)$, with $r \geq \max\{1, n(1/2 - 1/p)\}$, it follows that
\[
\int_H \Phi(u) \, d\rho_t(u) = \int_H \Phi(u) \, d\rho_{t'}(u) + \int_{t'}^t \int_H \langle a\Delta u - f(u, s) + g(s), \Phi'(u) \rangle_{H^{-r}(\Omega), H^r_0(\Omega)} \, d\rho_s(u) \, ds,
\]
for all $t, t' \in I$.

(iv) For every non-negative, nondecreasing and continuously-differentiable real-valued function $\psi$ with bounded derivative, the function
\[
t \mapsto \int_H \psi(|u|^2_H) \, d\rho_t(u)
\]
is absolutely continuous on $I$. Moreover, the following mean strengthened energy equality holds in the distribution sense on $I$:
\[
\frac{d}{dt} \int_H \psi(|u|^2_H) \, d\rho_t(u) = 2 \int_H \psi'(|u|^2_H) \langle (g(t), u)_{V', V} - a\|u\|_V^2 - (f(u, t), u) \rangle \, d\rho_t(u).
\]

Proof. Apply Theorem 3.4 and Proposition 3.2 with $X = H, U = \mathcal{U}_t, Z = H^1_0(\Omega) \cap L^p(\Omega), Y = H^r_0(\Omega), \alpha : I \times H \to \mathbb{R}$ and $\beta : I \times V \to \mathbb{R}$ defined as
\[
F(t, u) = a\Delta u(t) - f(u(t), t) + g(t),
\]
\[
\alpha(t, u) = \psi(|u|^2_H)
\]
and
\[
\beta(t, u) = -2\psi'(|u|^2_H) \langle (g(t), u)_{V', V} - a\|u\|_V^2 - (f(u, t), u) \rangle.
\]

\[\Box\]

4.3. Nonlinear wave equation. In this section, we apply the abstract framework to prove the existence of statistical solutions of a nonlinear hyperbolic-type equation which appears within the theory of Relativistic Quantum Mechanics. We follow the framework presented in [53, Chap. 1, Sec.1].

Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with smooth boundary, denoted by $\partial \Omega$, and let $I \subset \mathbb{R}$ be an arbitrary interval. Consider the equation
\[
\frac{\partial^2 u}{\partial t^2} - \Delta u + |u|^r u = f,
\]
where the real-valued function $u = u(x, t)$ is the unknown variable, $r$ is a positive constant and $f = f(x, t)$ is a given function, with $x \in \Omega$ and $t \in I$.

We endow equation (91) with the following boundary condition:
\[
u(x, t)|_{x \in \partial \Omega} = 0, \quad \forall t \in I.
\]
In order to obtain a functional setting for problem (91)-(92), we introduce the space
\[ \tilde{V} = H^1_0(\Omega) \cap L^p(\Omega), \]
where \( p = r + 2 \). The space \( \tilde{V} \) turns into a Banach space when endowed with the norm \( \| \cdot \|_{\tilde{V}} \), defined by
\[ \| v \|_{\tilde{V}} = \| v \|_{H^1_0} + |v|_{L^p}, \quad \forall v \in \tilde{V}, \]
where \( \| \cdot \|_{H^1_0} \) and \( | \cdot |_{L^p} \) denote the usual norms in the spaces \( H^1_0(\Omega) \) and \( L^p(\Omega) \), respectively.

The dual space of \( \tilde{V} \) is the space \( \tilde{V}' = H^{-1}(\Omega) + L^q(\Omega) \), where \( 1/p + 1/q = 1 \). The duality product between \( \tilde{V} \) and \( \tilde{V}' \) is denoted by \( \langle \cdot, \cdot \rangle_{\tilde{V}', \tilde{V}} \).

We rewrite equation (91) under the following equivalent form:

\[
\begin{cases}
\frac{\partial u}{\partial t} - v = 0, \\
\frac{\partial v}{\partial t} - \Delta u + |u|^r u = f.
\end{cases}
\]

(93)

We denote the nonlinear term of the second equation in (93) by the function \( b : \tilde{V} \to \tilde{V}' \) given by
\[ b(u) = |u|^r u, \quad \forall u \in \tilde{V}. \]

Then, considering \( U = (u, v) \) and the linear operator \( A \) defined by
\[ AU = \begin{pmatrix}
0 & -I \\
-\Delta & 0
\end{pmatrix} U = \begin{pmatrix}
0 & -I \\
-\Delta & 0
\end{pmatrix} \begin{pmatrix}
u \\
v
\end{pmatrix} = \begin{pmatrix}
-v \\
-\Delta u
\end{pmatrix}, \]
the system (93) becomes
\[
\frac{dU}{dt} + AU + N(U) = G,
\]
(94)

where \( N(U) \) and \( G \) are the vectors
\[ N(U) = \begin{pmatrix}
0 \\
b(u)
\end{pmatrix}, \quad G = \begin{pmatrix}
0 \\
f
\end{pmatrix}. \]

From (92) we obtain the following boundary condition for (94):
\[ U(x, t)|_{x \in \partial \Omega} = 0, \quad \forall t \in I. \]

(95)

Now we define \( V = \tilde{V} \times L^2(\Omega) \), with the norm
\[ \| U \|_V = \sqrt{\| u \|^2_{\tilde{V}} + |v|^2_{L^2}}, \quad \forall U = (u, v) \in V. \]

When endowed with its corresponding weak topology, the space \( V \) is denoted by \( V_w \).
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We characterize the dual of $V$ as the space $V' = L^2 \times \tilde{V}'$ (see Remark 4.1), with the duality product between $h = (f, g) \in V'$ and $U = (u, v) \in V$ as

$$\langle h, U \rangle_{V',V} = \langle f, v \rangle_{L^2} + \langle g, u \rangle_{\tilde{V}',\tilde{V}}.$$

With this representation, the usual norm for an element $h = (f, g)$ in the dual space $V'$ can also be written as

$$\|h\|_{V'} = \sqrt{\|f\|_{L^2}^2 + \|g\|_{\tilde{V}'}^2}.$$

We now give the definition of a weak solution of problem (94)-(95).

**Definition 4.3.** Let $I \subset \mathbb{R}$ be an interval and let $f \in L^2_{\text{loc}}(I, L^2(\Omega))$. We say that $U = U(t) = (u(t), v(t))$ is a weak solution of problem (94)-(95) on $I$ if the following conditions are satisfied:

(i) $U \in L^\infty_{\text{loc}}(I, V)$;
(ii) $U \in C_{\text{loc}}(I, V_w)$;
(iii) $U$ satisfies

$$\frac{dU}{dt} + AU + N(U) = G \quad \text{in } V',$$

in the sense of distributions on $I$.

(iv) For almost every $t' \in I$, $U$ satisfies the following energy inequality

$$E(U(t)) \leq E(U(t')) + \int_{t'}^t \langle \tilde{G}(s), U(s) \rangle_{V',V} \, ds,$$

for every $t \in I$ with $t > t'$, where $\tilde{G} = (f, 0)$ and

$$E(U) = E(u, v) = \frac{1}{2} \|u\|_{H^1_0}^2 + \frac{1}{p} |u|^p_{L^p} + \frac{1}{2} |v|_{L^2}^2.$$

The set of times $t'$ for which (97) is valid can be characterized as the points of strong continuity from the right of $U$, and they form a set of total measure in $I$.

(v) If $I$ is closed and bounded on the left, with left end point $t_0$, then $U$ is strongly continuous at $t_0$ from the right, i.e. $U(t) \to U(t_0)$ in $V$ as $t \to t_0^+$. 

**Remark 4.1.** A more natural and usual representation for the dual of $V = \tilde{V} \times L^2(\Omega)$ is simply $\tilde{V}' \times L^2(\Omega)$, preserving the order of the variables in the product space. However, in order to be able to write the equation for the evolution of the information $\int_V \Phi(U) \, d\rho(U)$ in the general form (32) (see (106)), we switched the representation to $V' = L^2(\Omega) \times \tilde{V}$. For the same reason, we introduced the term $\tilde{G} = (f, 0)$.

For any $R > 0$, let $B_V(R)$ denote the closed ball of radius $R$ in $V$. We define the following sets of weak solutions of problem (94)-(95):

$$\mathcal{U}_I = \{U \in C_{\text{loc}}(I, V_w) : U \text{ is a weak solution of (94)-(95) on } I\},$$

$$\mathcal{U}_I(R) = \{U \in C(I, B_V(R)_w) : U \text{ is a weak solution of (94)-(95) on } I\}.$$
Next we state an existence theorem of individual weak solutions for the initial value problem associated with the system (94)-(95). The proof is given in [53, Theorem 1.1, Chap. 1, Sec. 1]. Although the regularity conditions (ii), (iv) and (v) of Definition 4.3 are not explicitly written in the statement of the theorem in this reference, they are obtained along the lines of the proof.

**Theorem 4.7.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $f \in L_{\text{loc}}^2(I, L^2(\Omega))$. Then, given $U_0 \in V$, there exists at least one weak solution $U \in \mathcal{U}_I$ of (94)-(95), in the sense of Definition 4.3, satisfying

$$\Pi_{t_0} U = U_0.$$  

Consider now $I \subset \mathbb{R}$ an interval closed and bounded on the left with left end point $t_0$. In this case, item (v) of Definition 4.3 implies that the energy inequality (97) is valid for $t' = t_0$.

Let $U = (u, v) \in \mathcal{U}_I$ such that $U(t_0) \in B_V(R)$, for some $R > 0$. From the energy inequality (97) with $t' = t_0$, it follows that

$$E(U(t)) \leq R + \frac{1}{2} \int_{t_0}^t |f(s)|_{L^2}^2 \, ds + \frac{1}{2} \int_{t_0}^t |v(s)|_{L^2}^2 \, ds,$$  

(101)

for every $t \in I$, which also yields

$$\frac{1}{2} |v(t)|_{L^2}^2 \leq R + \frac{1}{2} \int_{t_0}^t |f(s)|_{L^2}^2 \, ds + \frac{1}{2} \int_{t_0}^t |v(s)|_{L^2}^2 \, ds.$$  

(102)

Then, given a compact subinterval $J \subset I$, by applying Grönwall’s inequality in (102) we obtain that $|v(\cdot)|_{L^2}^2$ is uniformly bounded on $J$. From the estimate (101), it then follows that there exists $\tilde{R} \geq R$ such that $U(t) \in B_V(\tilde{R})$, for every $t \in J$. Thus, the restriction of $U$ to $J$ belongs to $\mathcal{U}_J(\tilde{R})$.

We shall now prove that the set of weak solutions $\mathcal{U}_I$ satisfies the hypotheses (H1), (H2), and (H3) of Theorem 3.1.

Theorem 4.7 shows, in an equivalent form, that $\Pi_{t_0} \mathcal{U}_I = V_w$. Thus, the set $\mathcal{U}_I$ satisfies hypothesis (H1) with $X = V_w$.

Now define

$$\mathcal{R}'(V_w) = \{ K \subset V_w \mid K \text{ is a (strongly) compact set in } V \}.$$  

Since $V$ is a separable Banach space, we obtain that every Borel probability measure $\mu_0$ on $V_w$ is tight with respect to the family $\mathcal{R}'(V_w)$ (see Sections 2.2 and 2.3). Then, considering $X = V_w$, it follows that the family $\mathcal{R}'(V_w)$ satisfies hypotheses (H2) of Theorem 3.1. The next proposition shows that $\mathcal{U}_I$ also satisfies hypothesis (H3).

**Proposition 4.5.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $K$ be a set in $\mathcal{R}'(V_w)$. Then $\Pi_{t_0}^{-1} K \cap \mathcal{U}_I$ is a compact set in $\mathcal{X} = \mathcal{C}_{\text{loc}}(I, V_w)$.  

Proof. Let $R > 0$ be such that $K \subset B_V(R)$ and let $\{J_n\}_n$ be a sequence of compact subsets of $I$ such that

$$I = \bigcup_n J_n.$$  

Then, from the energy inequality (97) with $t' = t_0$, one obtains that, for every $n \in \mathbb{N}$, there exists a positive real number $R_n \geq R$ such that

$$\Pi_{J_n} U \in U_{J_n}(R_n), \quad \forall U \in \Pi_{t_0}^{-1} K \cap \mathcal{U}_I,$$

which implies that

$$\Pi_{t_0}^{-1} K \cap \mathcal{U}_I \subset \bigcap_n \Pi_{J_n}^{-1} U_{J_n}(R_n).$$

Since $U_{J_n}(R_n)$ is a subset of $C_{loc}(I, B_V(R_n))$, which is a metrizable space, it follows that $\Pi_{t_0}^{-1} K \cap \mathcal{U}_I$ is also metrizable. Thus, it is enough to prove that $\Pi_{t_0}^{-1} K \cap \mathcal{U}_I$ is a sequentially compact space.

Consider then a sequence $\{U_{k_j}\}_{j}$ in $\Pi_{t_0}^{-1} K \cap \mathcal{U}_I$. Since $U_{k_j}(t_0) \in K$ and $K$ is a compact set in $V$, there exists $U_0 \in V$ and a subsequence $\{k_j\}_j$ such that

$$U_{k_j}(t_0) \to U_0 \quad \text{in } V. \quad (103)$$

Following classical arguments used for the existence of weak solutions (see [53, Chap. 1, Sec.1]), we obtain a priori estimates that allow us to pass to the limit on each compact set $J_n$. Then, using a diagonalization process, we obtain a further subsequence (which we still denote by $\{U_{k_j}\}_j$) and a function $U$ defined on the interval $I$ such that $\{U_{k_j}\}_j$ converges to $U$ in $C_{loc}(I, V_w)$ and $U$ is a weak solution on the interior of $I$. Thanks to (103) we have at the initial time that $U(t_0) = U_0 \in K$, so that $U \in \Pi_{t_0}^{-1} K$. Then, as in the case of the Navier-Stokes equations (see the proof of Proposition 4.2), using the energy inequality and the fact that the convergence (103) at the initial time is in the strong topology, we obtain that $U$ is strongly continuous at the initial time $t_0$, so that $U \in \mathcal{U}_I$. Therefore, $U \in \Pi_{t_0}^{-1} K \cap \mathcal{U}_I$, proving that $\Pi_{t_0}^{-1} K \cap \mathcal{U}_I$ is compact. □

Thus, applying Theorem 3.1 with $X = V_w$ and $\mathcal{U}$ as the set of weak solutions $U_I$, we obtain the following result on the existence of a trajectory statistical solution for the nonlinear wave equation with respect to a given initial data.

**Theorem 4.8.** Let $I \subset \mathbb{R}$ be an interval closed and bounded on the left with left end point $t_0$ and let $\mathcal{U}_I$ be the set of weak solutions of problem (94)-(95) on $I$. If $\mu_0$ is a Borel probability measure on $V$ then there exists a $\mathcal{U}_I$-trajectory statistical solution $\rho$ on $C_{loc}(I, V_w)$ such that $\Pi_{t_0} \rho = \mu_0$.

In the next result we prove the existence of a statistical solution of problem (94)-(95) in the sense of Definition 3.2 with respect to a given initial data.
Theorem 4.9. Let \( I \subset \mathbb{R} \) be an interval closed and bounded on the left with left end point \( t_0 \) and let \( \mathcal{U}_I \) be the set of weak solutions of problem (94)-(95) on \( I \). Consider a Borel probability measure \( \mu_0 \) on \( V \) satisfying

\[
\int_V E(U) \, d\mu_0(U) < \infty,
\]

with \( E \) as defined in (98). Then there exists a projected statistical solution \( \{\rho_t\}_{t \in I} \) of (91), associated with a \( \mathcal{U}_I \)-trajectory statistical solution, such that

1. The initial condition \( \rho_{t_0} = \mu_0 \) holds;
2. The function

\[
t \mapsto \int_V \varphi(U) \, d\rho_t(U)
\]

is continuous on \( I \), for every bounded and weakly-continuous real-valued function \( \varphi \) on \( V \), and is measurable on \( I \), for every bounded and continuous real-valued function \( \varphi \) on \( V \).
3. For any cylindrical test function \( \Phi \) in \( V' \), it follows that

\[
\int_V \Phi(U) \, d\rho_t(U) = \int_V \Phi(U) \, d\rho_{t'}(U) + \int_{t'}^t \int_V \langle G - AU - N(U), \Phi'(U) \rangle_{V',V} \, d\rho_s(U) \, ds,
\]

for all \( t, t' \in I \).
4. The mean strengthened energy inequality

\[
\frac{d}{dt} \int_V \psi(E(U)) \, d\rho_t(U) \leq \int_V \psi'(E(U)) \langle \tilde{G}(t), U(t) \rangle_{V',V} \, d\rho_t(U)
\]

is satisfied in the distribution sense on \( I \), for every nonnegative, nondecreasing and continuously-differentiable real-valued function \( \psi \) with bounded derivative, where \( \tilde{G} = (f, 0) \).
5. At the initial time, the limit

\[
\lim_{t \to t_0^+} \int_V \psi(E(U)) \, d\rho_t(U) = \int_V \psi(E(U)) \, d\mu_0(U)
\]

holds for every function \( \psi \) as in (iv).

Proof. The proof follows by arguments similar to the ones used in Theorem 4.3, considering \( X = V_w, Z = Y = V \) and the functions \( F : I \times V \to V', \alpha : I \times V_w \to \mathbb{R} \) and \( \beta : I \times V \to \mathbb{R} \) defined respectively as

\[
F(t, U) = G(t) - AU(t) - N(U(t)),
\]

\[
\alpha(t, U) = \psi(E(U(t))),
\]

and

\[
\beta(t, U) = -\psi'(E(U(t))) \langle \tilde{G}(t), U(t) \rangle_{V',V},
\]
for every \((t, U)\) in the corresponding domains.
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