ρ-regularization subproblems: strong duality and an eigensolver-based algorithm
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Abstract
Trust-region (TR) type method, based on a quadratic model such as the trust-region subproblem (TRS) and ρ-regularization subproblem (ρRS), is arguably one of the most successful methods for unconstrained minimization. In this paper, we study a general regularized subproblem (named ρRS), which covers TRS and ρRS as special cases. We derive a strong duality theorem for ρRS, and also its necessary and sufficient optimality condition under general assumptions on the regularization term. We then define the Rendl–Wolkowicz (RW) dual problem of ρRS, which is a maximization problem whose objective function is concave, and differentiable except possibly at two points. It is worth pointing out that our definition is based on an alternative derivation of the RW-dual problem for TRS. Then we propose an eigensolver-based algorithm for solving the RW-dual problem of ρRS. The algorithm is carried out by finding the smallest eigenvalue and its unit eigenvector of a certain matrix in each iteration. Finally, we present numerical results on randomly generated ρRS’s, and on a new class of regularized problem that combines TRS and ρRS, to illustrate our algorithm.
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1 Introduction

The $p$-regularization and trust-region subproblems arise naturally when using trust-region (TR) type methods for minimizing twice continuously differentiable functions. The $p$-regularization subproblem ($p$RS) for unconstrained minimization \cite{Zeng2013, Pong2014} is defined as

$$v_{pRS} := \min_x 2g^Tx + x^THx + \frac{M}{p} \|x\|^p,$$  \hspace{1cm} (1.1)

where $p > 2$, $g \in \mathbb{R}^n \setminus \{0\}$, $H \in \mathcal{S}^n$, the space of symmetric $n \times n$ matrices, and $M > 0$; while the trust-region subproblem (TRS) is given by

$$v_{TRS} := \min_x 2g^Tx + x^THx \quad \text{s.t. } \|x\|^2 \leq s,$$  \hspace{1cm} (1.2)

with $s > 0$. In the literature, the most common choice for $p$ in (1.1) is $p = 3$, which corresponds to the cubic-regularization subproblem in \cite{Zhang2010, Pong2014}. When the above $p$RS or TRS arises from the minimization of a twice continuously differentiable function, the $g$ and $H$ typically correspond to the (nonzero) gradient and the Hessian approximation, respectively; see, for example, \cite{Zhang2011, Pong2015}.

The above quadratic models are seen to be extremely successful for TR type methods. They are using some specific regularizations for $\|x\|^2$, namely, (1.2) utilizes $\delta_{(-\infty,s]}(t)$, the indicator function of the interval $(-\infty,s]$, and the $p$-regularized term $\frac{M}{p} \|x\|^2$ is applied in (1.1). In this paper, we study the following more general, possibly higher order, $p$-regularization subproblem ($p$RS):

$$v_{pR} := \inf_x 2g^Tx + x^THx + \rho(\|x\|^2),$$  \hspace{1cm} (1.3)

where $g \in \mathbb{R}^n \setminus \{0\}$, $H \in \mathcal{S}^n$ and $\rho : \mathbb{R} \to \mathbb{R}_+ \cup \{\infty\}$ is a proper closed convex function with $\rho(0) = 0$. In our subsequent developments, we also consider the following three extra assumptions on $\rho$.\footnote{We will state explicitly in each of our results which of these assumptions are used.}

**Assumption 1.1** $\rho$ is nondecreasing, $\rho(t) = 0$ for all $t \leq 0$ and there exists $t_0 > 0$ with $\rho(t_0) < \infty$.

**Assumption 1.2** $\rho$ is supercoercive on the nonnegative side, i.e., $\lim_{t \to -\infty} \frac{\rho(t)}{t} = \infty$.

**Assumption 1.3** The monotone conjugate, $\rho^+$, is differentiable for $t > 0$.

Here, we recall that $\rho^+(u) := \sup_{t \geq 0} \{ut - \rho(t)\}$; see \cite[Page 111]{Rockafellar1970}. Under Assumption 1.2, it is routine to show that $\rho^+$ is finite everywhere and is hence continuous. The above assumptions are general enough so that (1.3) includes (1.1) and...
As special cases: indeed, one can see that (1.1) corresponds to (1.3) with 
\[ \rho(t) := \frac{M}{p} I_{2+}, \] while (1.2) corresponds to (1.3) with \( \rho(t) = \delta_{(-\infty,0]}(t) \), and Assumptions 1.1–1.3 are all satisfied for these two specific \( \rho \)'s. More concrete examples of \( \rho \) satisfying Assumptions 1.1–1.3 are presented in Sect. 4.3. These general assumptions on \( \rho \) allow us to adopt regularized subproblems with “piecewise” regularization terms such as the sum of indicator function and \( p \)-regularizer. Yet they are specific enough for retaining key properties shared by (1.1) and (1.2) that are crucial for the development of efficient algorithms, as we next discuss.

To develop our algorithm for solving \( \rho \text{RS} \) (1.3), we recall one common key property exploited in the development of efficient algorithms for solving (1.1) and (1.2). That is, the necessary and sufficient conditions for global optimality of these two problems can be derived irrespective of convexity; see, for example, [5, Section 7.2] and [13, Theorem 2.2], respectively. This fact is exploited in the classical Moré and Sorensen (MS) algorithm [15] for solving (1.2). This algorithm applies the Newton method with backtracking to find a root of the so-called secular function, a modification of the necessary and sufficient optimality conditions of (1.2). An analogue of this algorithm for solving (1.1) with \( p = 3 \) (cubic-regularization subproblem) can be found in [4, Section 6]. The MS algorithm uses Cholesky factorizations for computing the Newton search directions, and this can be inefficient for large-scale problems. There are two common ways to reduce computational cost for large-scale instances of (1.1) and (1.2).

- One way is to approximate the original problem by a carefully constructed sequence of low-dimensional problems, and then apply a variant of the MS algorithm to these low-dimensional instances. This is the strategy used in the generalized Lanczos trust-region (GLTR) method [7, 8] for (1.2). It uses the Lanczos procedure for constructing the low dimensional problems; see also the sequential subspace method in [11]. Methods analogous to GLTR are developed for cubic-regularization subproblem (i.e., (1.1) with \( p = 3 \)) and \( \rho \text{RS} \) (1.1) recently in [3] and [8, 9], respectively.
- Another way is to use eigensolvers to leverage sparsity in \( H \). In the Rendl and Wolkowicz (RW) algorithm [6, 18] and the large-scale trust-region subproblem (LSTRS) [20, 21] for (1.2), this is done by reformulating TRS into parameterized eigenvalue problems so that one only needs to compute the smallest eigenvalue and a corresponding unit eigenvector for several (typically sparse) matrices to solve a TRS. Eigensolvers that can exploit sparsity are then applied. See also [1] and [14] respectively for solving TRS (1.2) and cubic-regularization subproblems (i.e., (1.1) with \( p = 3 \)) as one single generalized eigenvalue problem. On passing, we note that there is currently no RW-type algorithm for (1.1).

In this paper, we take the latter approach and develop an eigensolver-based algorithm that can exploit sparsity in \( H \) for solving the more general problem (1.3), under Assumptions 1.1–1.3.

The rest of the paper is organized as follows. We derive in Sect. 2.1 a concave maximization problem that enjoys a strong duality relationship with \( \rho \text{RS} \) (1.3) under
Assumption 1.1. Necessary and sufficient optimality conditions for $\rho$RS are then derived. In this sense, (1.3) is *intrinsically convex* under Assumption 1.1. We next discuss the RW-dual problem for $\rho$RS in Sect. 2.2. Recall that this special dual problem was originally defined for TRS in developing the RW algorithm. The RW algorithm for TRS performs an unconstrained maximization of a concave function that is differentiable except possibly at one point. Moreover, in each iteration, the function value and (super)gradient of the concave function can be computed by finding the smallest eigenvalue and a corresponding unit eigenvector of a certain matrix. In this paper, based on a new alternative derivation of the RW-dual problem for TRS, we derive, under Assumptions 1.1 and 1.2, the corresponding RW-dual problem for $\rho$RS. This sets the stage for our development of an RW algorithm for $\rho$RS.

In Sect. 3, under Assumptions 1.1–1.3, we develop an algorithm for solving $\rho$RS by solving its RW-dual derived and defined in Sect. 2.2. First, analogous to the case of TRS, we discuss the so-called easy case and hard case (1 and 2) for $\rho$RS (1.3), and show that an *explicit* solution of (1.3) can be computed for hard case 2. We then show that the RW-dual is a maximization problem whose objective is a concave function that is differentiable except possibly at *two* points. Moreover, the function value and (super)gradient of this concave function can be computed by finding the smallest eigenvalue and a corresponding unit eigenvector of a certain matrix. We also demonstrate how a solution of (1.3) can be recovered when the concave objective function is differentiable at its maximizer, and show that the nondifferentiability case corresponds to hard case 2, in which an explicit solution can be obtained. In Sect. 4, we specialize our results to $\rho$RS as well as a new regularized problem that uses both the trust-region constraint and the $p$-regularizer. We also discuss sufficient conditions for $\rho$ to satisfy Assumption 1.3 in that section. Our numerical tests in Sect. 5 illustrate the efficiency of our algorithm.

**Notation.** We use $I$ to denote the identity matrix whose size should be clear from the context. For a symmetric matrix $H \in \mathcal{S}^n$, we let $H^+$ denote its pseudoinverse and $\lambda_{\min}(H)$ denote its smallest eigenvalue. We also let $\text{Range}(H)$ and $\ker(H)$ denote its range space and null space, respectively. Moreover, we write $H \succ 0$ (resp., $H \succeq 0$) if $\lambda_{\min}(H) > 0$ (resp., $\lambda_{\min}(H) \geq 0$). For a proper convex function $f$, we let $f^*$ denote its conjugate and $\partial f(x)$ denote its set of subdifferential at any $x$. For two proper convex functions $f$ and $g$, we let $f \Box g$ denote their infimal convolution; we refer the readers to [19] for the definition of infimal convolution. Finally, for an $f : \mathbb{R} \to \mathbb{R}$, we let $f'(t)$ denote the derivative and $f'_{+}(t)$ denote the right-hand derivative at $t \in \mathbb{R}$, if exists.

## 2 Duality theory for $\rho$RS

### 2.1 Lagrange duality and optimality conditions for $\rho$RS

In this section, under Assumption 1.1, we show that strong duality holds between $\rho$RS (1.3) and a suitably constructed concave dual maximization problem. Based on this, we then derive (necessary and sufficient) optimality conditions for $\rho$RS.
The existence of such optimality conditions suggests that \( \rho \)RS, though appears to be nonconvex, is intrinsically convex.

**Theorem 2.1** (Strong duality for Lagrange dual) Consider (1.3) and suppose that Assumption 1.1 holds. Consider the following concave maximization problem:

\[
\nu_{\rho \text{d}} := \sup_{\lambda} \left[ -g^T (H - \lambda I)^\dagger g - \rho^+(-\lambda) \right]
\text{s.t. } \lambda \leq 0, H - \lambda I \succeq 0, g \in \text{Range}(H - \lambda I). \tag{2.1}
\]

Then \( \nu_{\rho \text{d}} = \nu_{\rho \text{r}} \) and a solution of problem (2.1) exists when \( \nu_{\rho \text{r}} \) is finite.

**Proof** We first recall the following equality for each \( t \geq 0 \):

\[
\inf_{x} \{ 2g^T x + x^T Hx : \|x\|^2 \leq t \} = \sup_{\lambda} \{-g^T (H - \lambda I)^\dagger g + t \lambda : \lambda \leq 0, H - \lambda I \succeq 0, g \in \text{Range}(H - \lambda I) \}; \tag{2.2}
\]

note that the above equality holds trivially when \( t = 0 \), while for \( t > 0 \), the equality follows from the strongly duality of TRS (1.2). Define \( d(\lambda) := g^T (H - \lambda I)^\dagger g + \delta_D(\lambda) \) with \( D := \{ \lambda : \lambda \leq 0, H - \lambda I \succeq 0, g \in \text{Range}(H - \lambda I) \} \), then one can check that \( d \) is proper closed convex and we see from (2.2) that for any \( t \geq 0 \),

\[
d^*(t) = \inf_{x} \{ 2g^T x + x^T Hx : \|x\|^2 \leq t \} < \infty. \tag{2.3}
\]

Now, using the assumption that \( \rho \) is nondecreasing (see Assumption 1.1), we can rewrite (1.3) as follows:

\[
\nu_{\rho \text{r}} = \inf_{t \geq 0} \{ 2g^T x + x^T Hx + \rho(t) : \|x\|^2 \leq t \}
= \inf_{t \geq 0} \left\{ \rho(t) + \inf_{\|x\|^2 \leq t} \{ 2g^T x + x^T Hx \} \right\}
= \inf_{t \geq 0} \{ \rho(t) + d^*(t) \}
= \sup_{\lambda \in D} \left\{ -g^T (H - \lambda I)^\dagger g - \rho^+(-\lambda) \right\}, \tag{2.4}
\]

where \( \rho^+(u) := \sup_{t \geq 0} \{ ut - \rho(t) \} \) is the monotone conjugate, the third equality follows from (2.3), and the last equality holds as a consequence of the Fenchel-duality theorem [2, Theorem 3.3.5] because \( \text{dom} \ d^* \supseteq \mathbb{R}_- \) (thanks to (2.3)) and \( \text{dom} (\rho + \delta_{\mathbb{R}_+}) \cap \mathbb{R}_+ \neq \emptyset \) by Assumption 1.1. The same theorem guarantees that the supremum in (2.4) is attained when finite. This completes the proof. \[ \square \]

We refer to (2.1) as the Lagrange dual problem of \( \rho \)RS (1.3). As is shown in Theorem 2.1, strong duality holds between (1.3) and its Lagrange dual problem (2.1) under Assumption 1.1. Our next theorem builds on this result and gives necessary and sufficient optimality conditions for \( \rho \)RS, which can be nonconvex in general.
**Theorem 2.2** (Necessary and sufficient conditions for optimality) Consider (1.3) and suppose that Assumption 1.1 holds. Then $x^*$ is an optimal solution of $\rho RS$ (1.3) if and only if there exists $\lambda^*$ such that

\[
(H - \lambda^* I)x^* = -g, \\
H - \lambda^* I \succeq 0, \quad \lambda^* \leq 0, \\
-\lambda^* \in \partial(\rho + \delta_{\mathbb{R}_+})(\|x^*\|^2).
\]

(2.5)

**Proof** We start by noting the following chain of inequalities:

\[
v_{pr} = \inf_{t \geq 0, x} \{2g^T x + x^T Hx + \rho(t) : \|x\|^2 \leq t\}
\]

\[
= \inf_{t \geq 0, x} \sup_{\lambda \leq 0} \{2g^T x + x^T (H - \lambda I)x + \lambda t + \rho(t)\}
\]

\[
\geq \sup_{\lambda \leq 0} \inf_{t \geq 0, x} \{2g^T x + x^T (H - \lambda I)x + \lambda t + \rho(t)\}
\]

\[
= \sup_{\lambda \leq 0} \left\{ \inf_x \{2g^T x + x^T (H - \lambda I)x\} + \inf_{t \geq 0} \{\lambda t + \rho(t)\} \right\}
\]

\[
= \sup_{\lambda \in D} \{ -g^T (H - \lambda I)^\dagger g - \rho^+(-\lambda) \} = v_{pd},
\]

where $D := \{\lambda : \lambda \leq 0, H - \lambda I \succeq 0, g \in \text{Range}(H - \lambda I)\}$. In view of Theorem 2.1, the inequality in (2.6) must then hold as an equality. Moreover, the supremum in the third and fourth lines are attained at some $\lambda^* \in D$ when $v_{pr}$ is finite.

Now, suppose that $x^*$ solves (1.3). From the above discussion, we see that

\[
v_{pr} = 2g^T x^* + x^*^T Hx^* + \rho(\|x^*\|^2)
\]

\[
= \inf_{t \geq 0, x} \{2g^T x + x^T (H - \lambda^* I)x + \lambda^* t + \rho(t)\}
\]

\[
\leq 2g^T x^* + x^*^T (H - \lambda^* I)x^* + \lambda^* \|x^*\|^2 + \rho(\|x^*\|^2) = v_{pr},
\]

(2.7)

where $\lambda^* \in D$ is a maximizer that achieves the supremum in the third line of (2.6) and the second equality follows from the 3rd relation in (2.6) (which has been proven to hold as an equality). Thus, the infimum in the above display is attained at $(x^*, t^*) = (x^*, \|x^*\|^2)$. We then deduce from the first-order optimality condition that

\[
(H - \lambda^* I)x^* = -g, \quad -\lambda^* \in \partial(\rho + \delta_{\mathbb{R}_+})(\|x^*\|^2).
\]

Moreover, for the infimum in (2.7) to be finite when minimizing with respect to $x$, we necessarily have $H - \lambda^* I \succeq 0$. This proves (2.5).

Conversely, suppose that $x^*$ is such that there exists $\lambda^* \leq 0$ satisfying (2.5). Then we have
\[ 2g^T x^* + x^*^T Hx^* + \rho(\|x^*\|^2) \leq \inf_{t \geq 0, x} \{ 2g^T x + x^T (H - \lambda^* I)x + \lambda^* t + \rho(t) \} \]
\[ \leq \sup_{\lambda \leq 0} \inf_{t \geq 0, x} \{ 2g^T x + x^T (H - \lambda I)x + \lambda t + \rho(t) \} \]
\[ \leq \inf_{t \geq 0, x} \{ 2g^T x + x^T Hx + \rho(t) : \|x\|^2 \leq t \} = v_{pr}, \]

where: the first inequality holds because the first and third relations in (2.5) are simply the first-order optimality conditions of the optimization problem $\inf_{t \geq 0, x} \{ 2g^T x + x^T (H - \lambda^* I)x + \lambda^* t + \rho(t) \}$, which is convex since $H - \lambda^* I \succeq 0$; the last inequality follows from (2.6). This shows that $x^*$ solves (1.3), as required. This completes the proof. 

### 2.2 RW-duality

In this section, we discuss the RW-dual problem for $\rho$RS (1.3). Recall that the RW algorithm was originally designed for the following equality constrained TRS:

\[
\begin{align*}
    v_{\text{TRS}} &:= \min_x \{ 2g^T x + x^T Hx \} \\
    \text{s.t. } \|x\|^2 &= s,
\end{align*}
\]

(2.8)

where $H, g$ and $s$ are as in (1.2). This algorithm proceeds by solving the RW-dual problem defined below, and then recovering the primal solution:

\[
    \sup_t k(t) - t,
\]

where

\[
k(t) := \inf_{y \in \mathbb{R}^{n+1}} \left\{ y^T \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} y : \|y\|^2 = s + 1 \right\}.\]

It can be shown that the function $k$ is concave and continuously differentiable, except perhaps at one point. Moreover, the function values and supergradients of $k$ can be obtained by computing the smallest eigenvalue and a corresponding eigenvector of an $(n + 1) \times (n + 1)$ matrix. This can be done efficiently if $H$ is sparse even when $n$ is large, and is the key to the implementation of efficient algorithms for solving the RW-dual. In what follows, we first provide an alternative derivation for the above RW-dual for (2.8), which reveals its intrinsic connection to the standard Lagrange dual problem of (2.8). We then use a similar procedure to derive (and define) the RW-dual problem for $\rho$RS.

### 2.2.1 An alternative derivation of the RW-dual for equality constrained TRS

We start by recalling the Lagrange dual of TRS (2.8). For the TRS (2.8), its Lagrange dual [22] is given by
Using Schur’s complement, one can rewrite the above problem as follows:

\[
v_{\text{TRS}} = \sup_{t, \lambda} \left\{ -\tilde{t} + s\lambda : \begin{bmatrix} \tilde{t} & g^T \\ g & H - \lambda I \end{bmatrix} \succeq 0 \right\}
\]

\[
= \sup_{t, \lambda} \left\{ -t + (s + 1)\lambda : \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} - \lambda I \succeq 0 \right\}
\]

\[
= \sup_t \{ k(t) - t \},
\]

where we used \( t = \tilde{t} + \lambda \) for the second equality, and set

\[
k(t) := \sup_{\lambda} \left\{ (s + 1)\lambda : \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \succeq \lambda I \right\} = \inf_y \left\{ y^T \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} y : \|y\|^2 = s + 1 \right\}.
\]

The problem \( \sup_t \{ k(t) - t \} \) is precisely the RW-dual for the TRS (2.8). Our derivation above connects this dual directly with the Lagrange dual problem (2.9).

### 2.2.2 The RW-dual for ρRS

By mimicking the procedure used in Sect. 2.2.1 for deriving the RW-dual of TRS (2.8), we derive (and define) the RW-dual for ρRS (1.3), under Assumptions 1.1 and 1.2. Specifically, we have the following theorem.

**Theorem 2.3** (Strong duality for RW-dual) Consider (1.3) and suppose that Assumptions 1.1 and 1.2 hold. Consider the following concave maximization problem:

\[
(v - \text{dual}) \quad v_{\text{RWd}} := \sup_t \hat{k}(t) - t,
\]

where

\[
\hat{k}(t) = \inf_{\gamma \geq 0} \left\{ \rho(\gamma - 1) + \gamma \lambda_{\min} \left( \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right) \right\}.
\]

Then \( v_{\text{RWd}} = v_{\rho\ell} \) and a solution of problem (2.10) exists.

**Proof** Apply Schur’s complement to rewrite (2.1) as follows:

\[
v_{\rho\ell} = \sup_{\lambda \leq 0, t} \left\{ -\tilde{t} - \rho^+(-\lambda) : \begin{bmatrix} \tilde{t} & g^T \\ g & H - \lambda I \end{bmatrix} \succeq 0 \right\}
\]

\[
= \sup_{\lambda \leq 0, t} \left\{ -t + \lambda - \rho^+(-\lambda) : \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} - \lambda I \succeq 0 \right\}
\]

\[
= \sup_t \{ \hat{h}(t) - t \},
\]

\( \square \) Springer
where we let \( t := \tilde{t} + \lambda \) for the second equality, and set

\[
\hat{h}(t) := \sup_{\lambda \leq 0} \left\{ \lambda - \rho^+(-\lambda) : \begin{bmatrix} t & g^T \\ g & H - \lambda I \end{bmatrix} - \lambda I \succeq 0 \right\}.
\] (2.13)

We next show that \( \hat{h} = \hat{k} \). To this end, we note that

\[
\hat{h}(t) = \sup_{\lambda \leq 0} \inf_{U \succeq 0} \left\{ \lambda - \rho^+(-\lambda) + \text{trace} \left( U \begin{bmatrix} t - \lambda & g^T \\ g & H - \lambda I \end{bmatrix} \right) \right\}
\]

\[
= \inf_{U \succeq 0} \sup_{\lambda \leq 0} \left\{ \lambda - \rho^+(-\lambda) + \text{trace} \left( U \begin{bmatrix} t & g^T \\ g & H - \lambda I \end{bmatrix} \right) \right\}
\]

\[
= \inf_{U \succeq 0} \left\{ \sup_{\lambda \leq 0} \left\{ -\lambda \text{trace}(U) - \rho^+(-\lambda) \right\} + \text{trace} \left( U \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right) \right\}
\]

\[
= \inf_{U \succeq 0} \left\{ -\rho \text{trace}(U) - \rho^+(-\lambda) \right\} + \text{trace} \left( U \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right),
\] (2.14)

where: equality (a) follows from strong duality, because the Slater’s condition holds for the optimization problem in (2.13) and dom \( \rho^+ = \mathbb{R} \) thanks to the supercoercivity assumption in Assumption 1.2; equality (b) follows from the following observation: For any \( u \in \mathbb{R} \), it holds that

\[
\sup_{s \geq 0} \{ su - \rho^+(s) \} = (\rho^+ + \delta_{\mathbb{R}_+})^+(u) = (\rho + \delta_{\mathbb{R}_+})^+(u)
\]

\[
= [\rho + \delta_{\mathbb{R}_+}] \Box \delta_{\mathbb{R}_+}(u) = \inf_y [\rho(y) : y \geq 0, u \leq y] = \rho(u),
\]

where the third equality holds thanks to [19, Theorem 16.4] and the finiteness of \( \rho^+ = (\rho + \delta_{\mathbb{R}_+})^+ \), and the last equality holds because \( \rho \) is nondecreasing and \( \rho(t) = 0 \) whenever \( t \leq 0 \) (see Assumption 1.1). Looking at \( U \) with the same trace in the last relation in (2.14), we further have

\[
\hat{h}(t) = \inf_{\gamma \geq 0} \inf_{U \succeq 0, \text{trace}(U) = \gamma} \left\{ \rho(\text{trace}(U) - 1) + \text{trace} \left( U \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right) \right\}
\]

\[
= \inf_{\gamma \geq 0} \left\{ \rho(\gamma - 1) + \inf_{U \succeq 0, \text{trace}(U) = \gamma} \left\{ \text{trace} \left( U \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right) \right\} \right\}
\]

\[
= \inf_{\gamma \geq 0} \left\{ \rho(\gamma - 1) + \gamma \min \left\{ \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right\} \right\} = \hat{k}(t).
\]

Now, using the fact that \( \hat{h} = \hat{k} \), we deduce from (2.12) that \( v_{\rho d} = v_{\text{grad}} \). This together with Theorem 2.1 shows that \( v_{\rho r} = v_{\text{grad}} \). Finally, note that \( v_{\rho r} \) is finite thanks to the supercoercivity condition in Assumption 1.2. Thus, the Lagrange dual problem (2.1) is attained at some \( \lambda^* \) according to Theorem 2.1. Using this and (2.12), we deduce that the supremum in (2.10) is attained at \( t^* = g^T (H - \lambda^* I) g + \lambda^* \). This completes the proof. \( \square \)
The expression of $\hat{k}$ in (2.11) will be used in latter sections for discussing how function values and (super)gradients of $\hat{k}$ can be computed efficiently.

3 An algorithm for $\rho$RS based on its RW-dual

3.1 Easy and hard cases

As a preparation for our algorithmic discussion, we discuss the so-called easy-case and hard-case instances for (1.3). Our definitions parallel the existing definitions of easy-case and hard-case instances in the literature of TRS; see, for example, [5, 6]. We start by looking at alternative characterizations of (2.5).

Suppose that Assumption 1.1 holds. We note first that the second relation in (2.5) means that $\lambda^* \leq \tilde{\lambda} := \min\{0, \lambda_{\min}(H)\}$, and we have the following equivalent reformulation of the third relation in (2.5):

$$\|x^*\|^2 \in \partial(\rho^+)(-\lambda^*).$$

(3.1)

The next proposition further reformulate (3.1) equivalently into an equation, under additional assumptions.

**Proposition 3.1** Consider (1.3) and suppose that Assumptions 1.1–1.3 hold. Let $\lambda^* < \tilde{\lambda}$, where $\tilde{\lambda} = \min\{0, \lambda_{\min}(H)\}$. Then $\lambda^*$ and $x^*$ satisfy (2.5) if and only if $\lambda^*$ satisfies

$$\|H - \lambda^* I\|^{-1}g\|^2 = (\rho^+)'(-\lambda^*),$$

(3.2)

and $x^*$ is given by

$$x^* = -(H - \lambda^* I)^{-1}g.$$  

(3.3)

**Proof** We first assume that $x^*$ and $\lambda^*$ satisfy (2.5). As $\lambda^* < \tilde{\lambda}$, it holds that $H - \lambda^* I > 0$ and we deduce from the first relation in (2.5) that (3.3) holds. Now, from the third relation in (2.5), we see that

$$\|x^*\|^2 \in \partial(\rho + \delta_{\mathbb{R}_+})(-\lambda^*) = \{(\rho^+)'(-\lambda^*)\},$$

where the inclusion follows from Young’s inequality, and the equality follows from the definition of monotone conjugate, Assumption 1.3 and the fact that $\lambda^* < \tilde{\lambda} \leq 0$. The above display together with (3.3) shows that (3.2) holds.

Then we prove the converse implication. Suppose that $\lambda^*$ satisfies (3.2) and $x^*$ is given by (3.3). Using (3.3) and the assumption $\lambda^* < \tilde{\lambda}$, we see immediately that $(H - \lambda^* I)x^* = -g$, $H \geq \lambda^* I$ and $\lambda^* \leq 0$. Moreover, the relation $-\lambda^* \in \partial(\rho + \delta_{\mathbb{R}_+})(\|x^*\|^2)$ in (2.5) is a consequence of (3.2), (3.3) and Young’s inequality. Thus, we have shown that $x^*$ and $\lambda^*$ satisfy (2.5).
Notice from the above proposition that, if Assumptions 1.1–1.3 hold and \( \lambda^* < \tilde{\lambda} \), then the \( \lambda^* \) and \( x^* \) satisfying (2.5) can be obtained by solving the nonlinear equation (3.2). We present in the next proposition a checkable sufficient condition for \( \lambda^* < \tilde{\lambda} \). Before proceeding, we first prove an auxiliary lemma concerning the monotone conjugate \( \rho^+ \).

**Lemma 3.2 (Properties of \( \rho^+ \))** For a proper closed convex function \( \rho \) satisfying Assumptions 1.1–1.3, the following statements hold.

(i) \( \rho^+(u) = 0 \) whenever \( u < 0 \).

(ii) For any fixed \( M > 0 \) and any \( s \in (0, M) \), it holds that

\[
0 \leq (\rho^+)'(s) \leq (\rho^+)'(M).
\]

(iii) There exists \( \hat{t} > 0 \) satisfying \( (\rho^+)'(\hat{t}) > 0 \).

**Proof** Note from Assumption 1.1 that \( \rho \) is nondecreasing with \( \rho(u) = 0 \) whenever \( u \leq 0 \). Hence, \( \rho \) is nonnegative and \( \rho(0) = 0 \). Using this and the definition of monotone conjugate, we can see that item (i) holds. Furthermore, we deduce immediately from item (i) that \( (\rho^+)'(u) = 0 \) whenever \( u < 0 \). This together with the convexity of \( \rho^+ \) proves item (ii).

We now prove item (iii). Suppose to the contrary that \( (\rho^+)'(t) \equiv 0 \) for all \( t > 0 \). Then it follows that \( \rho^+ \equiv 0 \) on \( (0, \infty) \). Also, we have from item (i) that \( \rho^+ \equiv 0 \) on \( (-\infty, 0) \). Thus, the convex function \( \rho^+ \) must be constantly zero. This implies that

\[
\rho + \delta_{\mathbb{R}^+} \equiv (\rho + \delta_{\mathbb{R}^+})^* = (\rho^+)^* = \delta_{\{0\}},
\]

contradicting Assumption 1.1. This completes the proof. \( \square \)

**Proposition 3.3** Consider (1.3) and suppose that Assumptions 1.1–1.3 hold. Then the function \( \lambda \mapsto \| (H - \lambda I)^{-1} g \|^2 - (\rho^+)'(-\lambda) \) is continuous and strictly increasing on \( (-\infty, \tilde{\lambda}) \), where \( \tilde{\lambda} = \min\{0, \lambda_{\min}(H)\} \), and it holds that

\[
\limsup_{\lambda \to -\infty} \| (H - \lambda I)^{-1} g \|^2 - (\rho^+)'(-\lambda) < 0. \tag{3.4}
\]

If we assume in addition that \( \lim_{\lambda \to \tilde{\lambda}} \| (H - \lambda I)^{-1} g \|^2 = \infty \), then there exists a unique \( \lambda^* \in (-\infty, \tilde{\lambda}) \) such that (3.2) holds.

**Proof** We note first that \( H - \lambda I > 0 \) whenever \( \lambda \in (-\infty, \tilde{\lambda}) \), and \( g \neq 0 \). Thus, we have

\[
(\| (H - \lambda I)^{-1} g \|^2)' = 2 g^T (H - \lambda I)^{-3} g > 0, \quad \forall \lambda \in (-\infty, \tilde{\lambda}).
\]

This means that \( \lambda \mapsto \| (H - \lambda I)^{-1} g \|^2 \) is strictly increasing on \( (-\infty, \tilde{\lambda}) \). Moreover, according to [19, Theorem 25.5], Assumption 1.3 and the convexity of \( \rho^+ \), we have
that \((\rho^+)'\) is continuous and nondecreasing on \((0, \infty)\). In view of these, we deduce further that \(\lambda \mapsto \|(H - \lambda I)^{-1}g\|^2 - (\rho^+)'(-\lambda)\) is continuous and strictly increasing on \((-\infty, \tilde{\lambda})\).

Next, we see from Lemma 3.2 item (iii) and the convexity of \(\rho^+\) that there exists \(\hat{t} > 0\) so that \((\rho^+)'(\hat{t}) \geq (\rho^+)'(\tilde{t}) > 0\) for all \(t > \hat{t}\). A direct computation then gives

\[
\limsup_{\lambda \to -\infty} \|(H - \lambda I)^{-1}g\|^2 - (\rho^+)'(\hat{t}) \leq \lim_{\lambda \to -\infty} \|(H - \lambda I)^{-1}g\|^2 - (\rho^+)'(\tilde{t}) < 0.
\]

Finally, suppose in addition that \(\lim_{\lambda \to -\infty} \|(H - \lambda I)^{-1}g\|^2 = \infty\). Since \((\rho^+)'\) is continuous on \((0, \infty)\) and we have \(\lim_{\lambda \to 0}(\rho^+)'(t) = (\rho^+)'(0)\) thanks to Assumption 1.3, the existence of \(\lim_{t \to 0}(\rho^+)'(t)\) (see Lemma 3.2 item (ii)) and the L’Hospital’s rule, we deduce that

\[
\lim_{\lambda \to \tilde{\lambda}} \|(H - \lambda I)^{-1}g\|^2 - (\rho^+)'(-\tilde{\lambda}) = \lim_{\lambda \to \tilde{\lambda}} \|(H - \lambda I)^{-1}g\|^2 - (\rho^+)'(-\tilde{\lambda}) = \infty,
\]

since \(\tilde{\lambda} \leq 0\). Combining this with (3.4) and the fact that \(\lambda \mapsto \|(H - \lambda I)^{-1}g\|^2 - (\rho^+)'(-\lambda)\) is continuous and strictly increasing on \((-\infty, \tilde{\lambda})\), we see that there exists a unique \(\hat{\lambda} \in (0, \tilde{\lambda})\) so that

\[
\|(H - \hat{\lambda} I)^{-1}g\|^2 = (\rho^+)'(-\hat{\lambda}).
\]

This completes the proof. \(\square\)

We are now ready to present our definition of easy and hard cases for (1.3).

**Definition 3.1** (Easy and hard cases for (1.3)) Consider (1.3) and suppose that Assumptions 1.1–1.3 hold. We say that the easy case occurs if \(\lim_{\lambda \to \tilde{\lambda}} \|(H - \lambda I)^{-1}g\|^2 = \infty\), where \(\tilde{\lambda} = \min\{0, \lambda_{\text{min}}(H)\}\). Otherwise, we have the hard case.

Thus, in view of Definition 3.1, Propositions 3.1 and 3.3, when Assumptions 1.1–1.3 hold, we see that easy case instances of (1.3) can be solved by first finding \(\hat{\lambda}^*\) as the unique solution of the equation (3.2) and then computing the optimal \(x^*\) via (3.3). We next deal with the scenarios when \(\lim_{\lambda \to \tilde{\lambda}} \|(H - \lambda I)^{-1}g\|^2 < \infty\), i.e., the hard case instances. We start with the following simple alternative characterization of \(\lim_{\lambda \to \tilde{\lambda}} \|(H - \lambda I)^{-1}g\|^2 = \infty\). The result should be well known and we include its proof for completeness.

**Lemma 3.4** Consider (1.3) and let \(\tilde{\lambda} = \min\{0, \lambda_{\min}(H)\}\). Then we have \(\lim_{\lambda \to \tilde{\lambda}} \|(H - \lambda I)^{-1}g\|^2 = \infty\) if and only if \(\hat{\lambda} = \lambda_{\min}(H)\) and \(g \notin \text{Range}(H - \tilde{\lambda} I)\).

**Proof** We first prove the sufficiency. Note that \(\tilde{\lambda} = \lambda_{\min}(H)\) since \(\lambda_{\min}(H) \leq 0\). Now, let \(H = QAQ^T\) be an eigenvalue decomposition of \(H\). Then \(\lambda \mapsto \|(H - \lambda I)^{-1}g\|^2\) is continuous on \((-\infty, \lambda_{\min}(H))\) and

\[
\|(H - \lambda I)^{-1}g\|^2 = \sum_{i=1}^{n} \frac{(q_i^T g)^2}{(\lambda_i - \lambda)^2},
\]

\(\qed\) Springer
where \( q_i \) is the \( i \)-th column of \( Q \), and \( \lambda_i \) is the \( i \)-th diagonal element of \( \Lambda \). Since \( g \not\in \text{Range}(H - \tilde{\lambda}I) \), we must have \( q_i^T g \neq 0 \) for some \( q_j \) with \( Hq_j = \lambda_{\min}(H)q_j \). Consequently, we have

\[
\lim_{\lambda \uparrow \lambda_0} \|(H - \lambda I)^{-1} g\|^2 = \lim_{\lambda \uparrow \lambda_{\min}(H)} \|(H - \lambda I)^{-1} g\|^2 = \infty.
\]

This proves the sufficiency part.

We now prove the necessity by proving the contrapositive statement. First, suppose \( \lambda_{\min}(H) > 0 \). It implies that \( \lambda = 0 < \lambda_{\min}(H) \).

Since \( \lambda \mapsto \|(H - \lambda I)^{-1} g\|^2 \) is continuous on \((-\infty, \lambda_{\min}(H))\), we have \( \lim_{\lambda \uparrow \lambda_0} \|(H - \lambda I)^{-1} g\|^2 < \infty \). Next, suppose \( g \in \text{Range}(H - \lambda I) \) and \( \lambda_{\min}(H) \leq 0 \). Then \( g \in \text{Range}(H - \tilde{\lambda}I) = \text{Range}(H - \lambda_{\min}(H)I) \) and hence

\[
\lim_{\lambda \uparrow \lambda_0} \|(H - \lambda I)^{-1} g\|^2 = \lim_{\lambda \uparrow \lambda_{\min}(H)} \|(H - \lambda I)^{-1} g\|^2 < \infty.
\]

This completes the proof. \( \square \)

Based on Lemma 3.4, we can now restate the hard case instances of (1.3) to be instances that either have \( H > 0 \) or \( g \in \text{Range}(H - \tilde{\lambda}I) \), where \( \tilde{\lambda} = \min(0, \lambda_{\min}(H)) \). Note that we have \( \tilde{\lambda} = 0 \) when \( H \geq 0 \). It means that we always have \( g \in \text{Range}(H - \tilde{\lambda}I) \) when \( H > 0 \). Thus, the hard case instances can be further characterized by either “\( H > 0 \)”, or “\( \lambda_{\min}(H) \leq 0 \) and \( g \in \text{Range}(H - \lambda_{\min}(H)I) \)”. We discuss in the next theorem how to deal with these cases.

**Theorem 3.5** Consider (1.3) and suppose that Assumptions 1.1–1.3 hold.

(i) Suppose that \( H > 0 \). If \( \|H^{-1} g\|^2 \in \arg \min \rho \), then \( x^* = -H^{-1} g \) solves (1.3). Otherwise, there exists a unique \( \lambda^* < 0 \) such that \( \|(H - \lambda^* I)^{-1} g\|^2 = (\rho^+)'(-\lambda^*) \) holds and \( x^* = -(H - \lambda^* I)^{-1} g \) solves (1.3).

(ii) Suppose that \( \lambda_{\min}(H) \leq 0 \) and \( g \in \text{Range}(H - \lambda_{\min}(H)I) \). Then \( \lambda \mapsto (H - \lambda I)^{\dagger} g \) is continuous on \((-\infty, \lambda_{\min}(H))\). If \( \|(H - \lambda_{\min}(H)I)^{\dagger} g\|^2 < \sqrt{(\rho^+)'(-\lambda_{\min}(H))} \), then there exists a unique \( \lambda^* < \lambda_{\min}(H) \) such that \( \|(H - \lambda^* I)^{-1} g\|^2 = (\rho^+)'(-\lambda^*) \) holds and \( x^* = -(H - \lambda^* I)^{-1} g \) solves (1.3). On the other hand, if \( \|(H - \lambda_{\min}(H)I)^{\dagger} g\|^2 \leq \sqrt{(\rho^+)'(-\lambda_{\min}(H))} \), then a solution of (1.3) is given by

\[
x^* = -(H - \lambda_{\min}(H)I)^{\dagger} g + \alpha^* v^* \quad (3.5)
\]

for some \( \alpha^* \in \mathbb{R} \) and \( v^* \in \ker(H - \lambda_{\min}(H)I) \backslash \{0\} \) satisfying

\[
(\rho^+)'(-\lambda_{\min}(H)) = \|(H - \lambda_{\min}(H)I)^{\dagger} g - \alpha^* v^*\|^2.
\]

**Proof** We first prove item (i). Since \( H > 0 \) and \( g \neq 0 \), we have \( \|H^{-1} g\|^2 > 0 \). Thus, if \( \|H^{-1} g\|^2 \in \arg \min \rho \) holds, then
\[ 0 \in \partial(\rho + \delta_{\mathbb{R}^+}))(H^{-1}g)^2. \] (3.6)

Hence, we see that (2.5) is satisfied with \( \lambda^* = 0 \) and \( x^* = -H^{-1}g \), showing that \( x^* \) solves (1.3).

On the other hand, suppose that \( \|H^{-1}g\|^2 \notin \arg\min \rho \). Note that this is the same as \( 0 \notin \partial(\rho + \delta_{\mathbb{R}^+}))(H^{-1}g)^2 \), which is further equivalent to \( \|H^{-1}g\|^2 \notin \partial \rho^+(0) \) by Young’s inequality. Since \( \partial \rho^+(0) = [(\rho^+)\_\ac(0), (\rho^+)\_\pl(0)] \) thanks to [19, Page 229, Line 5] and \( (\rho^+)\_\ac(0) = 0 \) (which follows immediately from Lemma 3.2 item (i)), we see that \( \|H^{-1}g\|^2 \notin \partial \rho^+(0) \) implies that

\[ \|H^{-1}g\|^2 > (\rho^+)\_\pl(0). \] (3.7)

Moreover, we have \( \lim_{t \downarrow 0}(\rho^+)\_\ac(t) = (\rho^+)\_\pl(0) \) thanks to Assumption 1.3, the existence of \( \lim_{t \downarrow 0}(\rho^+)\_\ac(t) \) (see Lemma 3.2 item (ii)) and the L’Hospital’s rule. Using these together with (3.4) and (3.7), and applying the intermediate value theorem, we see that there exists a \( \lambda^* \in (-\infty, 0) \) such that

\[ \|(H - \lambda^*I)^{-1}g\|^2 = (\rho^+)\_\pl(-\lambda^*). \]

The uniqueness of \( \lambda^* \) follows from Proposition 3.3, which asserts that the function \( \lambda \mapsto \|(H - \lambda I)^{-1}g\|^2 - (\rho^+)\_\ac(-\lambda) \) is continuous and strictly increasing on \((-\infty, \tilde{\lambda})\). Then with the \( \lambda^* \) above, we can get the desired \( x^* \) according to Proposition 3.1.

We now prove item (ii). The continuity of \( \lambda \mapsto (H - \lambda I)^\dagger g \) on \((-\infty, \lambda_{\min}(H))\) follows immediately from \( g \in \text{Range}(H - \lambda_{\min}(H))I \). Thus, if it holds that \( \|(H - \lambda_{\min}(H)I)\dagger g\|^2 > (\rho^+)\_\pl(-\lambda_{\min}(H)) \), then we can deduce using (3.4) that there exists a \( \lambda^* \in (-\infty, \lambda_{\min}(H)) \) so that

\[ \|(H - \lambda^*I)^{-1}g\|^2 = (\rho^+)\_\pl(-\lambda^*). \]

The uniqueness of \( \lambda^* \) again follows from Proposition 3.3, and the desired conclusion concerning \( x^* \) follows from Proposition 3.1.

Finally, suppose that \( \|(H - \lambda_{\min}(H)I)\dagger g\|^2 \leq (\rho^+)\_\pl(-\lambda_{\min}(H)) \) and pick any \( v^* \in \ker(H - \lambda_{\min}(H)I) \setminus \{0\} \). Then the function

\[ w(\alpha) := \|(H - \lambda_{\min}(H)I)\dagger g - \alpha v^*\|^2 \]

is continuous, with \( w(0) \leq (\rho^+)\_\pl(-\lambda_{\min}(H)) \) and \( \lim_{\alpha \to \infty} w(\alpha) = \infty \). Thus, there exists \( \alpha^* \) so that \( w(\alpha^*) = (\rho^+)\_\pl(-\lambda_{\min}(H)) \). Let \( x^* := \alpha^* v^* - (H - \lambda_{\min}(H)I)\dagger g \). Then \( x^* \) satisfies \( (H - \lambda_{\min}(H)I)x^* = -g \) and \( -\lambda_{\min}(H) \in \partial(\rho + \delta_{\mathbb{R}^+}))(\|x^*\|^2) \). Thus, \( x^* \) solves (1.3) according to Theorem 2.2. This completes the proof. \( \square \)

To conclude this subsection, we summarize the easy and hard cases for \( \rho \text{RS } (1.3) \) in Table 1. For the hard cases where \( g \in \text{Range}(H - \widetilde{\lambda}I) \): The hard case 1 in Table 1 corresponds to the cases “\( \lambda_{\min}(H) \leq 0 \) and \( \|(H - \lambda_{\min}(H))\dagger g\|^2 > (\rho^+)\_\pl(-\lambda_{\min}(H)) \)” and “\( H > 0 \) and \( \|H^{-1}g\|^2 \notin \arg\min \rho \)” (this latter relation is equivalent to \( \|(H - \widetilde{\lambda}I)\dagger g\|^2 > (\rho^+)\_\pl(-\widetilde{\lambda}) \), thanks to \( \widetilde{\lambda} = 0 \) and the derivation of (3.7)); the hard case 2 in Table 1 corresponds to the cases
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Table 1 Easy and hard cases for \(\rho\)RS

| Easy case | Hard case 1 | Hard case 2 |
|-----------|-------------|-------------|
| \(g \notin \text{Range}(H - \tilde{\lambda}I)\) | \(g \in \text{Range}(H - \tilde{\lambda}I)\) | \(g \in \text{Range}(H - \tilde{\lambda}I)\) |
| (implies \(\lambda^* < \tilde{\lambda}\), thus \(\lambda^* < 0\)) | \(\lambda^* < \tilde{\lambda}\) (thus \(\lambda^* < 0\)) | \(\lambda^* = \tilde{\lambda} \leq 0\) |
| \(\|H - \tilde{\lambda}I\|^2 g \geq (\rho^+)\_\lambda(-\tilde{\lambda})\) | \(\|H - \tilde{\lambda}I\|^2 g \leq (\rho^+)\_\lambda(-\tilde{\lambda})\) |

Note: Here \(\tilde{\lambda} = \min\{0, \lambda_{\min}(H)\}\)

\(\lambda_{\min}(H) \leq 0\) and \(\|(H - \lambda_{\min}(H))\_\lambda^g\|^2 \leq (\rho^+)\_\lambda(-\lambda_{\min}(H))\)” and “\(H > 0\) and \(\|H^{-1}g\|^2 \in \arg \min \rho\)” (the latter relation is equivalent to \(\|H^{-1}g\|^2 \leq (\rho^+)\_\lambda(0)\) in view of (3.6)). According to Theorem 3.5, explicit solutions can be obtained in hard case 2.

3.2 Properties of the dual function \(\hat{k}\)

We collect some properties of \(\hat{k}\) in (2.11) that will be useful in our subsequent algorithmic development. For notational simplicity, from now on, we write

\[
\lambda(t) := \lambda_{\min}\left(\begin{bmatrix} t & g^T \\ g & H \end{bmatrix}\right) \tag{3.8}
\]

and \(\bar{t} := \lim_{\lambda \to \lambda_{\min}(H)} [\lambda + g^T (H - \lambda I)^{-1} g] \in (-\infty, \infty].\)

We first recall the following lemma concerning \(\lambda(t)\), which is a direct consequence of the inverse function theorem. The results can be found in [6, Theorem 7.1] and [6, Corollary 7.2].

**Lemma 3.6** (Properties of \(\lambda(t)\)) Let \(\lambda(t)\) and \(\bar{t}\) be defined as in (3.8). Then the function \(t \mapsto \lambda(t)\) is continuous and well-defined everywhere. It is differentiable on \((-\infty, \bar{t}) \cup (\bar{t}, \infty). Moreover, the following statements hold:

(i) When \(t \in (\bar{t}, \infty)\), it holds that \(\lambda(t) = \lambda_{\min}(H)\).

(ii) When \(t \in (-\infty, \bar{t})\), we have that \(\lambda(t)\) is the unique root of the equation

\[
t = \lambda + g^T (H - \lambda I)^{-1} g
\]

on \((-\infty, \lambda_{\min}(H))\), and, in addition, \(\lambda'(t) > 0\).

**Theorem 3.7** (Properties of \(\hat{k}\)) Consider (1.3) and suppose that Assumptions 1.1–1.3 hold. Let \(\hat{k}\) be given in (2.11), and let \(\lambda(t)\) and \(\bar{t}\) be defined as in (3.8). Then the following statements hold.
(i) For each $t \in \mathbb{R}$, the infimum in (2.11) is attained, with the set of minimizers given by

$$
\begin{cases}
\{0\} & \text{if } \lambda(t) > 0, \\
(\arg\min \rho + 1) \cap \mathbb{R}_+ & \text{if } \lambda(t) = 0, \\
\{(\rho^+)'(-\lambda(t)) + 1\} & \text{otherwise}.
\end{cases}
$$

(ii) $\hat{k}$ is a continuous concave function.

(iii) The set of superdifferential of $\hat{k}$ at any $t \in \mathbb{R}$ is the convex hull of the set of all numbers of the form of $\gamma v_0$, where $\gamma$ attains the infimum in (2.11), and $[v_0\ T]^T \in \mathbb{R}^{n+1}$ is a unit eigenvector of $\begin{bmatrix} t & g^T \\ g & H \end{bmatrix}$ corresponding to $\lambda(t)$.

(iv) $\hat{k}$ is differentiable except possibly at the two points:

$$
\mathcal{I}; \quad \text{and also } g^T H^{-1} g \text{ if } \lim_{t \to \mathcal{I}} \lambda(t) > 0.
$$

\textbf{Proof}

(i) For simplicity of notation, we write $\hat{\lambda} := \lambda(t)$. Now, define the convex function

$$
f(\gamma) := \rho(\gamma - 1) + \hat{\lambda}\gamma + \delta_{\mathbb{R}_+}(\gamma).
$$

Recall that $\rho$ is nondecreasing thanks to Assumption 1.1. Thus, if $\hat{\lambda} = 0$, then $f$ is minimized when $\rho(\gamma - 1) = 0$ and $\gamma \geq 0$, which translates to $\arg\min f = (\arg\min \rho + 1) \cap \mathbb{R}_+$. Finally, suppose that $\hat{\lambda} < 0$. Note that $\arg\min f$ is nonempty thanks to the supercoercivity assumption on $\rho$. Moreover, since $\rho(\gamma - 1) = 0$ whenever $\gamma \leq 1$ according to Assumption 1.1 and $\hat{\lambda} < 0$, we must have $\gamma^* \geq 1$ for any $\gamma^* \in \arg\min f$. Thus, any $\gamma^* \in \arg\min f$ also minimizes $f$ on the interval $[1, \infty)$, i.e., $0 \in \partial(f + \delta_{[1,\infty)}(\gamma^*))$. We then have

$$
\gamma^* - 1 \in \partial(\rho + \delta_{\mathbb{R}_+})(\gamma^* - 1),
$$

which implies

$$
\gamma^* - 1 \in \partial(\rho + \delta_{\mathbb{R}_+})(\gamma) = \{(\rho^+)'(-\hat{\lambda})\},
$$

where the inclusion follows from Young’s inequality, and the equality follows from the definition of monotone conjugate, Assumption 1.3 and the fact that $-\hat{\lambda} > 0$. This proves item (i).

(ii) The concavity follows because $\hat{k}$ is the infimum of concave functions ($\gamma \geq 0$)

$$
t \mapsto \rho(\gamma - 1) + \gamma \hat{\lambda}_{\min} \left( \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right).
$$
Moreover, the function $\hat{k}$ is finite everywhere thanks to item (i). Thus, $\hat{k}$ is continuous.

(iii) Note that the set of superdifferentials of $\hat{k}$ at $t$ equals $-\partial (-\hat{k})(t)$, where $-\hat{k}$ is the convex function given by

$$-\hat{k}(t) = \sup_{\gamma \geq 0} \left\{ -\rho(\gamma - 1) + \gamma \lambda_{\max} \left( \begin{bmatrix} -t - g^T \\ -g - H \end{bmatrix} \right) \right\}.$$ 

Moreover, notice from Assumptions 1.1 and 1.2 that $\arg \min \rho$ is nonempty and that $\arg \min \rho \cap [-M, \infty)$ is bounded for any $M \geq 0$. This together with Lemma 3.2 item (ii), the continuity of $t \mapsto \lambda(t)$ and item (i) shows that for any $\delta > 0$, there exists $R > 0$ so that

$$-\hat{k}(t) = \sup_{\gamma \in [0, R]} \left\{ -\rho(\gamma - 1) + \gamma \lambda_{\max} \left( \begin{bmatrix} -t - g^T \\ -g - H \end{bmatrix} \right) \right\},$$

whenever $|t| < \delta$; here, $R$ is chosen such that $[0, R]$ contains all minimizers attaining the infimum in (2.11) for $|t| < \delta$. The desired conclusion now follows from [12, Theorem 4.4.2, Page 189].

(iv) From Lemma 3.6, we know that $t \mapsto \lambda(t)$ is differentiable except at $\bar{t}$. Moreover, one can compute that $\lambda'(t) = 0$ when $t > \bar{t}$. Thus, if $t > \bar{t}$ and $[v_0 \: \bar{v}^T]^T \in \mathbb{R}^{n+1}$ is a unit eigenvector of $\begin{bmatrix} t & g^T \\ g & H \end{bmatrix}$ corresponding to $\lambda(t)$, then we must have $v_0^2 = 0$. This together with item (iii) shows that $\hat{k}$ is differentiable whenever $t > \bar{t}$, with $\hat{k}'(t) = 0$. Next, consider those $t \in (-\infty, \bar{t})$. For these $t$, according to Lemma 3.6, $t \mapsto \lambda(t)$ is strictly increasing and differentiable. Now, if $\lim_{t \uparrow \bar{t}} \lambda(t) > 0$, then $\lambda^{-1}(0) = \{g^TH^{-1}g\}$ is a singleton set, and the set of minimizers attaining the infimum in (2.11) (with $t = g^TH^{-1}g$) is $\arginf_\rho \times 1 \cap \mathbb{R}_+$, according to item (i). Hence, we conclude from items (i) and (iii) that $\hat{k}$ is differentiable on the set difference $(-\infty, \bar{t}) \setminus \{g^TH^{-1}g\}$ if $\lim_{t \uparrow \bar{t}} \lambda(t) > 0$, and is differentiable on $(-\infty, \bar{t})$ otherwise. Thus, $\hat{k}$ is differentiable everywhere except at $\bar{t}$ and, if $\lim_{t \uparrow \bar{t}} \lambda(t) > 0$, also at $g^TH^{-1}g$.

$\square$

**Remark 3.1** Note that $\lim_{t \uparrow \bar{t}} \lambda(t) = \lambda_{\min}(H)$. Thus, according to Theorem 3.7 item (iv), if $H$ is not positive definite, then $\hat{k}$ is differentiable except possibly at one point: $\bar{t}$.

### 3.3 Primal solution recovery from RW-dual

We discuss how one can recover an optimal solution of (1.3) after solving (2.10): recall that solutions of (2.10) exist under Assumptions 1.1 and 1.2, according to Theorem 2.3. We also get a bound on the location of the maximizers of (2.10).
Theorem 3.8 (Differentiable maximizer of $\hat{k}$) Consider (1.3) and suppose that Assumptions 1.1–1.3 hold. Let $\lambda(t)$ and $\bar{t}$ be defined as in (3.8) and let $t^*$ be a maximizer of (2.10). Then $\lambda(t^*) \leq 0$. Suppose in addition that $\hat{k}$ in (2.11) is differentiable at $t^*$. Then $\lambda(t^*) < 0$, and for any unit eigenvector $[v_0 \ \bar{v}]^T \in \mathbb{R}^{n+1}$ (with $v_0 \in \mathbb{R}$) of $[t^* \ \bar{g}^T]$, corresponding to $\lambda(t^*)$, it holds that $v_0 \neq 0$ and $x^* := \frac{1}{v_0} \bar{v}$ solves (1.3). Furthermore, the quantities

$$\tau := \sup \{\alpha \geq 0 : \rho(\alpha^2) \leq 2 \max \{2\|g\|\alpha, \|H\|\alpha^2\}\} , \text{ and}$$

$$\kappa := \sup \{\{0\} \cup \{\beta > \max \{\lambda_{\min}(H), 0\} : \beta \sqrt{(\rho^+)'(\beta - \lambda_{\min}(H))} \leq \|g\|\}\} \tag{3.10}$$

are finite and we have

$$\lambda_{\min}(H) - \zeta \leq t^* \leq \min \{\bar{t}, \lambda_{\min}(H) + \eta\|g\|\} \tag{3.11}$$

for any $\eta \geq \tau$ and any $\zeta \geq \kappa$.

**Proof** If $\lambda(t^*) > 0$, we have from Theorem 3.7 items (i) and (iii) that $\hat{k}'(t^*) = 0$, which means that the objective in (2.10) has a slope of $-1$ at $t^*$, contradicting the optimality of $t^*$. Thus, $\lambda(t^*) \leq 0$.

We now assume in addition that $\hat{k}$ is differentiable at $t^*$. If $\lambda(t^*) = 0$, then we have from Theorem 3.7 item (i) that the infimum in (2.11) (with $t = t^*$) is attained for any $\gamma \in (\arg \min \rho + 1) \cap \mathbb{R}_+$. Moreover, we see from Assumption 1.1 that $[0, 1] \subseteq (\arg \min \rho + 1) \cap \mathbb{R}_+$. These together with Theorem 3.7 item (iii) and the differentiability of $\hat{k}$ at $t^*$ implies that $\hat{k}'(t^*) = 0$, again contradicting the optimality of $t^*$. Thus, we must have $\lambda(t^*) < 0$.

Next, let $[v_0 \ \bar{v}]^T \in \mathbb{R}^{n+1}$ (with $v_0 \in \mathbb{R}$) be a unit eigenvector of $[t^* \ \bar{g}^T]$ corresponding to $\lambda(t^*)$ and write $\gamma^* := (\rho^+)'(-\lambda(t^*))+1$, which is well defined because of Assumption 1.3 and $\lambda(t^*) < 0$. Then, by Theorem 3.7 item (i), the infimum in (2.11) (with $t = t^*$) is uniquely attained by $\gamma^*$. Moreover, Theorem 3.7 item (iii) shows that $\gamma^* v_0^2$ is a supergradient of $\hat{k}$ at $t^*$. Since $t^*$ is a maximizer and $\hat{k}$ is differentiable at $t^*$, we must then have

$$\gamma^* v_0^2 = 1, \tag{3.12}$$

which further implies that $v_0 \neq 0$.

We now show that $x^* := \frac{1}{v_0} \bar{v}$ solves (1.3). To this end, we first note from the definition of an eigenvector that

$$[t^* \ \bar{g}^T] [v_0 \ \bar{v}] = \lambda(t^*) [v_0 \ \bar{v}] \tag{3.13}$$
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Dividing both sides of the above relation by $v_0$ and rearranging terms for the second row, we obtain further that

\[(H - \lambda(t^*)I)x^* = -g.\]  

(3.14)

On the other hand, since $[v_0 \bar{v}^T]^T$ is a unit vector, we have, using the definition of $x^*$, that

\[\|x^*\|^2 = \frac{\|\bar{v}\|^2 + v_0^2}{v_0^2} - 1 = \frac{1}{v_0^2} - 1 = \gamma^* - 1 = (\rho^*)'(-\lambda(t^*)),\]  

(3.15)

where the second last equality follows from (3.12) and the last equality follows from the definition of $\gamma^*$. Thus,

\[-\lambda(t^*) \in \partial(\rho + \delta_{\mathbb{R}_+})(\|x^*\|^2).\]  

(3.16)

On the other hand, we have $\lambda(t^*) \leq \lambda_{\text{min}}(H)$ by the interlacing property of eigenvalues, and hence $H \succeq \lambda(t^*)I$. In view of this, $\lambda(t^*) < 0$, (3.14) and (3.16), we conclude from Theorem 2.2 that $x^*$ is a minimizer of (1.3).

Next, note that $\tau = \sup\{\alpha \geq 0 : \rho(\alpha^2) \leq 2 \max\{2\|g\|, \|H\|\alpha^2\}\} \in [0, \infty)$ thanks to the supercoercivity assumption on $\rho$ in Assumptions 1.2. Also, recall from Lemma 3.2 item (iii) that $(\rho^*)'(\tilde{t}) > 0$ for some $\tilde{t} > 0$. Thus, $(\rho^*)'(t) \geq (\rho^*)'(\tilde{t}) > 0$ for all $t \geq \tilde{t}$ due to convexity. We can then show via a standard contradiction argument that $\kappa$ is finite.

Finally, we derive the bound (3.11) for $t^*$. Since $\lambda(t) = \lambda_{\text{min}}(H)$ whenever $t > \tilde{t}$ according to Lemma 3.6, we conclude using Theorem 3.7 item () that $\kappa'(t) = 0$ whenever $t > \tilde{t}$. Hence the interval $(\tilde{t}, \infty)$ cannot contain a maximizer of (2.10). Thus, $t^*$ is bounded above by $\tilde{t}$. Next, dividing both sides of (3.13) by $v_0$ and writing $\lambda^* = \lambda(t^*)$ for notational simplicity, we obtain

\[(H - \lambda^*I)x^* = -g,\]

\[t^* + g^Tx^* = \lambda^*.\]  

(3.17)

Thus, we have

\[t^* = \lambda^* - g^Tx^* \leq \lambda_{\text{min}}(H) - g^Tx^* \leq \lambda_{\text{min}}(H) + \|g\| \|x^*\|,\]  

(3.18)

where the first inequality follows from interlacing. Since $x^*$ is a minimizer of (1.3) and $\rho(0) = 0$, we have

\[\rho(\|x^*\|^2) \leq -2g^Tx^* - x^*Hx^* \leq 2\|g\| \|x^*\| + \|H\| \|x^*\|^2 \leq 2 \max\{2\|g\| \|x^*\|, \|H\| \|x^*\|^2\}.\]

This implies that

\[\|x^*\| \leq \tau.\]

The second inequality in (3.11) now follows immediately from this and (3.18).
It now remains to establish the first inequality in (3.11). To this end, let \( \delta := \lambda_{\min}(H) - \lambda^* \). Then \( \delta \geq 0 \) due to interlacing, and \( H - \lambda^* I \geq \delta I \). Using these and the two relations in (3.17), we obtain that

\[
t^* = \lambda^* - g^T x^* = \lambda^* + x^* (H - \lambda^* I)x^*
\geq \lambda^* + \delta \|x^*\|^2 \geq \lambda^* = \lambda_{\min}(H) - \delta.
\]

(3.19)

If \( \delta = 0 \), then the first inequality in (3.11) follows immediately from (3.19). We thus focus on the case when \( \delta > 0 \). In this case, we have \( 0 < (H - \lambda^* I)^{-1} \leq \delta^{-1} I \) and hence

\[
\delta \|x^*\|^2 \leq t^* - \lambda^* = g^T (H - \lambda^* I)^{-1} g \leq \frac{1}{\delta} \|g\|^2.
\]

where the first inequality follows from the first inequality in (3.19), and the equality follows from Lemma 3.6 because \( \lambda_{\min}(H) - \lambda^* = \delta > 0 \). Consequently,

\[
\|g\| \geq \delta \|x^*\| = \delta \sqrt{(\rho^+)(\delta - \lambda_{\min}(H))},
\]

where we made use of (3.15) and the definition of \( \delta \) in the equality. This implies that \( \delta \leq \kappa \). The first inequality in (3.11) now follows immediately from this and (3.19). This completes the proof. \( \square \)

We next discuss what happens when \( \hat{k} \) in (2.10) is not differentiable at a maximizer \( t^* \) of (2.10). Recall from Theorem 3.7 item (iv) that this can only possibly happen if \( “t^* < \bar{t} \) and \( \lambda(t^*) = 0” \) (note that \( \lambda(g^T H^{-1} g) = 0 \) in this case) or \( “t^* = \bar{t}” \), where \( \lambda(t) \) and \( \bar{t} \) are defined in (3.8).

**Theorem 3.9** (Possibly nondifferentiable maximizer of \( \hat{k} \)) Consider (1.3) and suppose that Assumptions 1.1–1.3 hold. Let \( \lambda(t) \) and \( \bar{t} \) be defined as in (3.8) and let \( t^* \) be a maximizer of (2.10). Then the following statements hold.

(i) If \( \lambda(t^*) = 0 \), then \( \lambda_{\min}(H) \geq 0 \) and \( g \in \text{Range}(H) \).

(ii) If \( \lambda(t^*) \neq 0 \) and \( t^* = \bar{t} \), then \( \lambda(t^*) < 0 \), \( \lambda(t^*) = \lambda_{\min}(H) \) and \( g \in \text{Range}(H - \lambda_{\min}(H) I) \).

**Proof**

(i) Suppose that \( \lambda(t^*) = 0 \). Since we have from interlacing that \( \lambda(t^*) \leq \lambda_{\min}(H) \), it follows that \( \lambda_{\min}(H) \geq 0 \). Then, using the definition of \( \lambda(t^*) \) as minimum eigenvalue, we have

\[
\begin{bmatrix}
t^* & g^T \\
g & H
\end{bmatrix} = \begin{bmatrix}
t^* & g^T \\
g & H
\end{bmatrix} - \lambda(t^*) I \geq 0.
\]

This implies \( g \in \text{Range}(H) \) as desired.
(ii) Suppose that $\lambda(t^*) \neq 0$ and $t^* = \bar{t}$. We conclude from Theorem 3.8 that $\lambda(t^*) < 0$. Moreover, from Lemma 3.6, we have by continuity that $\lambda(\bar{t}) = \lambda_{\text{min}}(H)$. Hence, $\lambda(t^*) = \lambda_{\text{min}}(H)$ and we have

$$
\begin{bmatrix}
t^* \\
g
\end{bmatrix}^T g - \lambda_{\text{min}}(H)I = \begin{bmatrix}
t^* \\
g
\end{bmatrix}^T g - \lambda(t^*)I \geq 0,
$$

we conclude further that $g \in \text{Range}(H - \lambda_{\text{min}}(H)I)$. This completes the proof.

From Theorem 3.9, we know that if $\hat{k}$ in (2.10) fails to be differentiable at a maximizer $t^*$ of (2.10), then either “$H > 0$” or “$g \in \text{Range}(H - \lambda_{\text{min}}(H)I)$ and $\lambda_{\text{min}}(H) \leq 0$”. These two conditions coincide with those of hard-case instances discussed in Theorem 3.5. For hard case 2, we have explicit solutions according to Theorem 3.5. In the next theorem, we show that $\hat{k}$ is still differentiable at its maximizer under conditions corresponding to those of hard case 1 in Table 1; see also the alternative descriptions of hard case 1 preceding that table. Thus, Theorem 3.8 can again be invoked for obtaining a solution of (1.3) in hard case 1.

**Theorem 3.10** (Differentiability of $\hat{k}$ in hard case 1) Consider (1.3) and suppose that Assumptions 1.1–1.3 hold. Let $\lambda(t)$ be defined as in (3.8).

(i) Suppose that $H > 0$ and $\|H^{-1}g\|^2 \notin \arg\min \rho$. Then it holds that $\lambda(t^*) < 0$, where $t^*$ is a maximizer of (2.10). Moreover, $\hat{k}$ is differentiable at $t^*$.

(ii) Suppose that $\lambda_{\text{min}}(H) \leq 0$, $g \in \text{Range}(H - \lambda_{\text{min}}(H)I)$ and

$$
\|(H - \lambda_{\text{min}}(H)I)^\dagger g\| > \sqrt{(\rho^+)\lambda_{\text{min}}(H)}.
$$

Then $\lambda(t^*) < \lambda_{\text{min}}(H)$, where $t^*$ is a maximizer of (2.10). Moreover, $\hat{k}$ is differentiable at $t^*$.

**Proof** We first prove item (i). Let $\lambda^*$ be given by the latter part of Theorem 3.5 item (i). That means $\lambda^* < 0 < \lambda_{\text{min}}(H)$ and $\|(H - \lambda^*I)^{-1}g\|^2 = (\rho^+)(-\lambda^*)$. Comparing the latter relation with the optimality condition of (2.1), we see that $\lambda^*$ is a maximizer of (2.1). Using this and the definition of $\tilde{t}$ in (2.12), we deduce further that $t^* = g^T(H - \lambda^*I)^{-1}g + \lambda^*$ is a maximizer of (2.10). We then see from Lemma 3.6 that $\lambda(t^*) = \lambda^* < 0 < \lambda_{\text{min}}(H)$ as desired. The claim on differentiability follows from this and Theorem 3.7 item (iv).

We now prove item (ii). Let $\lambda^*$ satisfy the conclusion given by Theorem 3.5 under conditions $\lambda_{\text{min}}(H) \leq 0$, $g \in \text{Range}(H - \lambda_{\text{min}}(H)I)$ and $\|(H - \lambda_{\text{min}}(H)I)^\dagger g\| > \sqrt{(\rho^+)\lambda_{\text{min}}(H)}$. It follows that $\lambda^* < \lambda_{\text{min}}(H) \leq 0$ and

$$
\|(H - \lambda^*I)^{-1}g\|^2 = (\rho^+)\lambda^*.
$$
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Then following the same lines of arguments used in the proof of item (i) above, we get \( \lambda(t^*) = \lambda^* < \lambda_{\text{min}}(H) \) and the differentiability of \( \hat{k} \) follows from Remark 3.1.

### 3.4 RW algorithm for \( \rho \)RS

The RW algorithm for solving \( \rho \)RS (1.3) with a \( \rho \) satisfying Assumptions 1.1–1.3 is presented in Algorithm 1, which is essentially a routine for solving the RW-dual (2.10); we refer the readers to [17, Section 3.3] for the detailed descriptions of vertical cut, triangle interpolation and inverse linear interpolation. Note that we ruled out the case that \( \hat{k} \) is nondifferentiable at its maximizer in Step 0, in view of Theorems 3.9 and 3.10. Thus, when a maximizer is found, one can recover a solution of (1.3) according to Theorem 3.8.

#### Algorithm 1 RW\( \rho \): Rendl-Wolkowicz algorithm for \( \rho \)RS (1.3)

1. **Initialization**: If “\( H > 0 \)” or “\( \gamma \in \text{Range}(H - \lambda_{\text{min}}(H)I) \) and \( \lambda_{\text{min}}(H) \leq 0 \)” perform the case check described in Theorem 3.5 and obtain an explicit solution if possible.
2. **Main loop**: Now, according to Theorem 3.7 item (iv) and Theorems 3.9 and 3.10, \( \hat{k} \) must be differentiable at any maximizer \( t^* \) of (2.10).
   (i) Find an initial interval \( I \) containing \( t^* \) as in (3.11).
   (ii) Update \( t \).
      - Compute the midpoint of \( I \) as a candidate for updating \( t \).
      - If points at which \( t \mapsto \hat{k}(t) - t \) has positive and negative supergradients, respectively, are known, then:
         i. Perform **vertical cut** and reduce \( I \) if possible. Update \( t \) if vertical cut is performed successfully (i.e., yielding a point in \( I \)).
         ii. Perform **triangle interpolation** and update \( t \) if triangle interpolation is successful.
      - Perform **inverse linear interpolation** on the equation \((\hat{k}'(t))^{-\frac{1}{2}} = 1\) and update \( t \) if this step is successful.
   (iii) Compute the function value and a supergradient of \( \hat{k} \) at \( t \) as described in Theorem 3.7. At points of differentiability, also generate a primal iterate as described in Theorem 3.8.
   (iv) Repeat Steps (i), (ii) and (iii) if a termination criterion is not met.

### 4 Specific instances: \( p \)-regularization subproblem and beyond

#### 4.1 \( p \)-regularization subproblem

We now specialize the results in Sects. 2.1 and 2.2 to derive the Lagrange dual and RW-dual for \( p \)RS in (1.1). Note that this is a special case of (1.3) with \( \rho(t) = \frac{M}{p} t_p^p \); one can check that both Assumptions 1.1 and 1.2 are satisfied. Moreover, it is routine to compute that

\[
\rho^+(u) = \sup_{r \geq 0} \left\{ ut - \frac{M}{p} t_p^p \right\} = \frac{(p - 2)M}{2p} \left( \frac{2u_+}{M} \right)^{\frac{p}{p-2}}, \tag{4.1}
\]
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showing that Assumption 1.3 also holds. Now, the Lagrange dual problem is given as in (2.1) with the $\rho^+$ in (4.1). Furthermore, according to (2.10) and (2.11), the RW-dual for $\rho_{RS}$ is the following maximization problem:

$$\sup_t \tilde{k}(t) - t,$$

(4.2)

with

$$\tilde{k}(t) = \inf_{t \geq 0} \left\{ \frac{M}{p} (\gamma - 1) \frac{\gamma}{\gamma} + \gamma \lambda_{\min} \left( \begin{bmatrix} t & g^T \end{bmatrix} g H \right) \right\}.$$  

(4.3)

By Theorem 2.3, the optimal value of the RW-dual defined in (4.2) above is also $\nu_{\rho_{RS}}$, and the supremum is attained.

In the RW$\rho$ algorithm, we use (3.11) to initialize the algorithm and compute the function value $\hat{k}$ in each iteration. We now discuss how these can be done efficiently when specialized to $\rho_{RS}$ in (1.1). Indeed, for any $\alpha \geq 0$ satisfying $\rho(\alpha^2) \leq 2 \max\{2\|g\|, \|H\|\alpha^2\}$, we have

$$\frac{M}{\rho} \alpha^2 \leq 2 \max\{2\|g\|, \|H\|\alpha^2\}.$$

This implies $\alpha \leq \max\left\{ \left( \frac{4\|g\|}{M} \right)^{\frac{1}{p-1}}, \left( \frac{2p\|H\|}{M} \right)^{\frac{1}{p-2}} \right\}$. It hence follows that

$$\tau \leq \max\left\{ \left( \frac{4\|g\|}{M} \right)^{\frac{1}{p-1}}, \left( \frac{2p\|H\|}{M} \right)^{\frac{1}{p-2}} \right\}.$$

Similarly, for any $\beta > \max\{\lambda_{\min}(H), 0\}$ satisfying $\beta \sqrt{(\rho^+)'(\beta - \lambda_{\min}(H))} \leq \|g\|$, we have

$$\|g\| \geq \beta \left( \frac{2(\beta - \lambda_{\min}(H))}{M} \right)^{\frac{1}{p-2}},$$

which is the same as $2\beta^{p-1} - 2\lambda_{\min}(H)\beta^{p-2} \leq M\|g\|^{p-2}$. Let $\omega(\beta) := 2\beta^{p-1} - 2\lambda_{\min}(H)\beta^{p-2} - M\|g\|^{p-2}$. Then one can check that $\omega(\beta) = 0$ has a unique root $\tilde{\beta}$ satisfying $\tilde{\beta} > \max\{\lambda_{\min}(H), 0\}$. Moreover, for a nonnegative $\beta$, it holds that $\omega(\beta) \leq 0$ if and only if $\beta \leq \tilde{\beta}$. Thus, it follows that $\kappa \leq \tilde{\beta}$. Now we give an easily computable upper bound $\hat{\beta}$ of $\beta$ as follows:

- **When $\lambda_{\min}(H) > 0$, we can deduce from $2\tilde{\beta}^{p-2}(\tilde{\beta} - \lambda_{\min}(H)) = M\|g\|^{p-2}$ that $2[\lambda_{\min}(H)]^{p-2}(\tilde{\beta} - \lambda_{\min}(H)) < M\|g\|^{p-2}$. It means that we can choose $\hat{\beta} = \frac{M\|g\|^{p-2}}{2[\lambda_{\min}(H)]^{p-2}} + \lambda_{\min}(H)$.
- **When $\lambda_{\min}(H) \leq 0$, we have from $\omega(\tilde{\beta}) = 0$ that $2\tilde{\beta}^{p-1} \leq M\|g\|^{p-2}$. It means that we can choose $\hat{\beta} = \left( \frac{M}{2\|g\|} \right)^{\frac{1}{p-1}} \|g\|$.

Hence, it holds that

\[ \hat{\beta} \leq \beta \leq \tilde{\beta} \leq \hat{\beta} \]
Consequently, we have from (3.11) and the above upper bounds for $\tau$ and $\kappa$ that if $t^*$ is a maximizer of (4.2) such that $\tilde{k}$ is differentiable at $t^*$, then

$$\lambda_{\min}(H) - \hat{\beta} \leq t^*$$

$$\leq \min \left\{ \tilde{t}, \lambda_{\min}(H) + \|g\| \max \left\{ \left( \frac{4p\|g\|}{M} \right)^{\frac{1}{p-1}}, \left( \frac{2p\|H\|}{M} \right)^{\frac{1}{p-2}} \right\} \right\}. \tag{4.4}$$

This bound can be used in place of (3.11) in $\mathbf{RW}_p$ when solving $p\text{RS}$.

Finally, as for evaluating $k$ in (4.3) in each iteration, one has to compute at where the infimum in (4.3) is attained. This can be done by specializing Theorem 3.7 item (i) to $p\text{RS}$: the set of minimizers for the infimum in (4.3) is given by

$$\left\{ \begin{array}{ll}
\{0\} & \text{if } \lambda(t) > 0, \\
[0, 1] & \text{if } \lambda(t) = 0, \\
\left\{ \left( -\frac{2\lambda(t)}{M} \right)^{\frac{2}{p-2}} + 1 \right\} & \text{otherwise} .
\end{array} \right. \tag{4.5}$$

### 4.2 Combining trust region constraint and $p$-regularization

We consider the following regularized problem, which combines (1.1) and (1.2):

$$(p\text{TRS}) \quad v_{p\text{TRS}} := \min_{x} 2g^Tx + x^THx + \frac{M}{p}\|x\|^p \quad \text{s.t. } \|x\|^2 \leq s, \tag{4.6}$$

where $H \in \mathcal{S}^n$, $g \in \mathbb{R}^n \setminus \{0\}$, $p > 2$, $M > 0$ and $s > 0$. This is a special case of (1.3) with

$$\rho(t) = \frac{M}{p} t_+^\frac{p}{2} + \delta_{(-\infty,s]}(t).$$

With the definition of monotone conjugate, one can compute that

$$\rho^+(u) := \sup_{t \geq 0} \left\{ ut - \frac{M}{p} t_+^\frac{p}{2} - \delta_{(-\infty,s]}(t) \right\}$$

$$= \left\{ \begin{array}{ll}
\frac{(p-2)M}{2p} \left( \frac{2u}{M} \right)^{\frac{p}{p-2}} & \text{if } u \leq \frac{M}{2s}^{\frac{p-2}{2}}, \\
us - \frac{M}{p} s^{\frac{p}{2}} & \text{otherwise}.
\end{array} \right. \tag{4.7}$$
It is now routine to check that the $\rho$ in (4.6) satisfies Assumptions 1.1–1.3. The Lagrange dual problem for (4.5) is given as in (2.1) with the $\rho^+$ in (4.7). Furthermore, the RW-dual for (4.5) in reference to (2.10) and (2.11) is

$$\sup_t \tilde{k}(t) - t$$

where

$$\tilde{k}(t) = \inf_{0 \leq \gamma \leq s+1} \left\{ \frac{M}{p} (\gamma - 1) \frac{\epsilon}{\lambda} + \gamma \lambda \min \left( \begin{bmatrix} t & g^T \\ g & H \end{bmatrix} \right) \right\}$$

By Theorem 2.3, the optimal value in (4.8) is also $\nu_{\rho_{\text{max}}}$ and the supremum is attained.

Now, we estimate upper bounds for the quantities $\tau$ and $\kappa$ in (3.9) and (3.10) respectively, which are used in RW$_\rho$ algorithm for solving (4.5). According to the definition of $\rho$ in (4.6), we obtain

$$0 \leq \alpha \leq \sqrt{s} \text{ and } \frac{M}{p} \alpha^0 \leq 2 \max \{ 2 \|g\|, \|H\| \alpha^2 \}.$$  

This implies $\alpha \leq \min \left\{ \sqrt{s}, \max \left\{ \left( \frac{4p \|g\|}{M} \right)^{\frac{1}{p-1}}, \left( \frac{2p \|H\|}{M} \right)^{\frac{1}{p-2}} \right\} \right\}$. Thus, we have

$$\tau \leq \tilde{\alpha} := \min \left\{ \sqrt{s}, \max \left\{ \left( \frac{4p \|g\|}{M} \right)^{\frac{1}{p-1}}, \left( \frac{2p \|H\|}{M} \right)^{\frac{1}{p-2}} \right\} \right\}.$$  

Next, to upper estimate $\kappa$, it suffices to find a $\tilde{\beta} \geq 0$ so that

$$\tilde{\beta} \geq \sup \left\{ \beta > 0 : \beta > \lambda_{\min}(H), \beta \sqrt{(\rho^+)'(\beta - \lambda_{\min}(H))} \leq \|g\| \right\},$$

where

$$(\rho^+)'(u) = \begin{cases} \left( \frac{2u}{M} \right)^{\frac{p-2}{2}}, & \text{if } u \leq \frac{M}{2} s^{\frac{p-2}{2}}, \\
\frac{2}{s} & \text{otherwise} \end{cases} \quad (4.10)$$

To this end, we start by noting that if $\beta - \lambda_{\min}(H) > \frac{M}{s} s^{\frac{p-2}{2}}$ and $\beta > 0$, then we have from $\beta \sqrt{(\rho^+)'(\beta - \lambda_{\min}(H))} \leq \|g\| \text{ that } \beta \leq \frac{\|g\|}{\sqrt{s}}$. Otherwise, we have $\beta - \lambda_{\min}(H) \leq \frac{M}{s} s^{\frac{p-2}{2}}$. Thus, one can choose $\tilde{\beta}$ as

$$\tilde{\beta} := \max \left\{ \frac{\|g\|}{\sqrt{s}}, \lambda_{\min}(H) + \frac{M}{2} s^{\frac{p-2}{2}} \right\}.$$  

Then it holds that $\kappa \leq \tilde{\beta}$.

Now, we have from Theorem 3.8 and the upper bounds for $\tau$ and $\kappa$ that, if $t^*$ is a maximizer of (4.8) such that $\tilde{k}$ is differentiable, then
Finally, we turn to the infimum in (4.9) that will be used for evaluating $\tilde{k}$ in each iteration. Thanks to Theorem 3.7 item (i) and (4.10), we obtain the set of $\gamma$ that attains the infimum in (4.9) as follows,

$$\{ 0 \} \quad \text{if } \lambda(t) > 0, \quad [0,1] \quad \text{if } \lambda(t) = 0,$$

$$\left\{ \left( -\frac{2\lambda(t)}{M} \right)^{\frac{3}{2}} + 1 \right\} \quad \text{if } -\frac{M}{2}s^{\frac{3}{2}} \leq \lambda(t) < 0,$$

$$\{ s+1 \} \quad \text{otherwise.}$$

### 4.3 Concrete examples of $\rho$ verifying Assumption 1.3

We present in the next proposition a sufficient condition for a proper closed convex function $\rho$ satisfying Assumptions 1.1 and 1.2 to also satisfy Assumption 1.3. For convenience, we denote $\mathfrak{D} := \{ t \in \text{dom } \rho : \rho(t) > 0 \}$.

**Proposition 4.1** (Sufficient condition for Assumption 1.3) *Let $\rho$ be a proper closed convex function satisfying Assumptions 1.1 and 1.2. If $\rho$ is strictly convex on $\mathfrak{D}$, then $\rho^+$ is differentiable on $(0, \infty)$.*

**Proof** Since $\rho$ is proper closed convex and satisfies Assumption 1.1, the set $\mathfrak{D}$ is convex. We consider two cases: (i) $\mathfrak{D} = \emptyset$; (ii) $\mathfrak{D}$ is a nonempty convex set.

In case (i), the value of $\rho$ is either 0 or $\infty$. According to Assumptions 1.1 and 1.2, we have $\rho(0) = 0$, $\rho(t_0) < \infty$ for some $t_0 > 0$, and $\rho(t) \to \infty$ as $t \to \infty$, it means that there exists $\eta > 0$ such that $\rho(t) = \delta_{[-\infty, \eta]}$. One can then compute

$$\rho^+(u) = \sup_{0 \leq t \leq \eta} tu = \left\{ \begin{array}{ll} \eta u & \text{if } u \geq 0, \\ 0 & \text{otherwise.} \end{array} \right.$$  

So the claim holds trivially for this case.

We now consider case (ii). Let $a := \inf\{ t : t \in \mathfrak{D} \}$. Then we have $a \in [0, \infty)$, $\rho(t) \in (0, \infty]$ whenever $t > a$, and $\rho(t) = 0$ when $t < a$, thanks to Assumption 1.1. In addition, since $\mathfrak{D} \neq \emptyset$, we conclude further that $a \in \text{dom } \rho$. Using these and the fact that $\rho$ is closed and convex, we see from [23, Proposition 2.1.6] that $\rho(a) = 0$. This together with $\mathfrak{D} \neq \emptyset$ implies that $a \in \text{int(dom } \rho)$.

Since $\rho(t) = 0$ whenever $t \in [0,a]$, one can see that $a \in \text{argmax} \{ ut - \rho(t) \}$ for $u \in \mathbb{R}_+$. Therefore, for any $u \in \mathbb{R}_+$, we have

$$\lambda_{\min}(H) - \tilde{\beta} \leq t^* \leq \min \{ t, \lambda_{\min}(H) + \alpha \| g \| \}.$$  

(4.11)
\[ \rho^+(u) = \sup_{t \geq 0} \{ut - \rho(t)\} = \sup_{t \geq a} \{ut - \rho(t)\} = \sup_t \{ut - (\rho + \delta_{[a,\infty]})(t)\} = (\rho + \delta_{[a,\infty]})^*(u), \]  
(4.12)

which together with the fact \( \text{dom} \rho^+ = \mathbb{R} \) (consequence of Assumption 1.2) implies \( \mathbb{R}^+ \subseteq \text{dom} (\rho + \delta_{[a,\infty]})^* \). So we have

\[ (0, \infty) \subseteq \text{int dom}(\rho + \delta_{[a,\infty]})^*. \]  
(4.13)

Since \( \rho \) is strictly convex on \( \mathbb{R} \) and \( \text{int dom} (\rho + \delta_{[a,\infty]}) \subseteq \mathbb{R} \), the function \( \rho + \delta_{[a,\infty]} \) is strictly convex. In view of [2, Theorem 4.2.5], one can then deduce that \( (\rho + \delta_{[a,\infty]})^* \) is essentially smooth. Thus, \( (\rho + \delta_{[a,\infty]})^* \) is differentiable throughout \( \text{int dom}(\rho + \delta_{[a,\infty]})^* \). Then we know from (4.12) and (4.13) that \( \rho^+ \) is differentiable on \( (0, \infty) \). This completes the proof. □

5 Numerical experiments on generic instances for \( p \text{RS} \) and \( p \text{TRS} \)

In this section, we present numerical experiments to compare our algorithm against the standard approach of using Newton’s method (with backtracking) to solve the Lagrange dual problems of \( p \text{RS} \) (1.1) and \( p \text{TRS} \) (4.5). In the case when \( p = 3 \) in \( p \text{RS} \), i.e., the cubic-regularization subproblem, we also consider the recently proposed generalized eigenvalue based approach (GEP) in [14, Algorithm A3]. All numerical experiments are performed in MATLAB 2019b on a 64-bit PC with an Intel Core i7-6700 CPU (3.40GHz) and 32GB of RAM. Specifically, we compare the following algorithms:

(i) GEP: This solves \( p \text{RS} \) (1.1) for \( p = 3 \) (i.e., the cubic-regularization subproblem) by computing the largest real generalized eigenvalue \( \lambda^* \geq 0 \) and the corresponding eigenvector \( v \) of a certain generalized eigenvalue problem (see [14, Algorithm A2, Step 2]), which can be transformed to a standard eigenvalue problem ([14, Equation (18)] with \( \sigma = M/2 \)). In our implementation of [14, Algorithm A3], we solve the eigenvalue problem involved by the MATLAB command \texttt{eigs} with default tolerance. We also set the tolerance \( \delta = 10^{-5} \) in [14, Algorithm A3]. Furthermore, we skip the optional steps in Step 4 of [14, Algorithm A3], and for the \texttt{minresQLP} algorithm\(^2\) used in Step 4a) there, we use the default settings.

(ii) Newton\(^\rho\): This uses the Newton’s method\(^3\) with (Armijo) line search for solving the Lagrange dual problems of (1.1) or (4.5). The specific form of these two Lagrange dual problems are described in Sects. 4.1 and 4.2 respectively.

\(^2\) https://web.stanford.edu/group/SOL/software/minresqlp/.

\(^3\) Note that the function \( \rho^+ \) with respect to \( p \text{TRS} \) in (4.7) is not twice differentiable at \( \hat{u} = \frac{M}{2} s^\frac{1}{p-2} \). In the implementation of Newton’s method for solving (4.5), we use \( \frac{4}{M(p-2)} s^\frac{2(p-2)}{p-1} \) as “Hessian” at \( \hat{u} \).
As a heuristic, we initialize the algorithm at $\lambda = \min\{0, \lambda_{\text{min}}(H)\} - 1$. The $\lambda_{\text{min}}(H)$ is computed using the MATLAB command eigs with opts.issym = 1, opts.maxit = 5000, opts.v0 = sum(H)’, opts.fail = ’keep’ and opts.tol = 1e-8. The quantity $(H - \lambda I)^{-1}v$ that appears in the gradient and the Hessian computation is obtained via the MATLAB command pcg, using default tolerance and a maximum number of iterations of 5000; we also warm-start using approximate solution from the previous iteration. A simple backtracking strategy is then applied to ensure sufficient ascent of the objectives of the dual problems and the positive definiteness of $H - \lambda I$. We terminate the algorithm when

$$\frac{|f(x) - d(\lambda)|}{|f(x)| + 1} < 10^{-9} \text{ with } x = \text{Proj}_{\{w : \|v\|^2 \in \text{dom } \rho\}}((-H - \lambda I)^{-1}g),$$

or the stepsize falls below $10^{-10}$ or the number of iterations reaches 10; here $d$ is the objective function of (2.1); in addition, we also terminate if $|\lambda - \lambda_{\text{min}}(H)| < 10^{-10}$ and $\frac{\|x - \sqrt{(\rho^+)^T(-\lambda_{\text{min}}(H))}\}}{\sqrt{(\rho^+)^T(-\lambda_{\text{min}}(H))} + 1} \leq 10^{-10}$—This latter case suggests the hard case 2 likely occurs. In this latter case, we output $x + av$ as an approximate solution, where $a \in \mathbb{R}$ and $v \in \ker(H - \lambda_{\text{min}}(H)I) \setminus \{0\}$ satisfy $\|x + av\|^2 = (\rho^+)\gamma(-\lambda_{\text{min}}(H))$.

(iii) RW$_p$: This is an implementation of RW$_p$ for pRS and pTRS. To perform the case check, we first compute $(\lambda_{\text{min}}(H), v^*)$ using eigs with the same settings as in Newton$_p$. If $\lambda_{\text{min}}(H) > 0$, we return zero as the solution. On the other hand, if $\lambda_{\text{min}}(H) \leq 0$ and $|v^Tg| < 10^{-8}\|g\|$, we apply minresQLP algorithm with rtol = 1e-10 to obtain approximately $-(H - \lambda_{\text{min}}(H))d^*g$; if the residual is small (< $10^{-8}$), we further check whether we are in hard case 2; we compute an explicit solution as described in (3.5) when hard case 2 happens. Otherwise, we initialize the algorithm using the intervals given in (4.4) and (4.11) for pRS and pTRS respectively, and terminate when

$$\frac{|f(x) - \hat{k}(t) - t|}{|f(x)| + 1} < 10^{-12} \text{ with } x = \frac{\tilde{x}}{\|\tilde{x}\|} \sqrt{(\rho^+)\gamma(-\lambda(t))}$$

or when the width of the interval $I := [a, b]$ is too small, i.e., $|b - a| < 10^{-12}$; here, $\hat{k}$ is given in (2.11), and $\rho^+$ is given in (4.1) and (4.7) respectively for pRS and pTRS, and $\tilde{x} = \frac{1}{\sqrt{v_0}} \sqrt{v_0 \sqrt{v}^T}$ being a unit eigenvector corresponding to the $\lambda(t)$ (see (3.8)) at the current iteration (this is motivated by the formula for $x^*$ in Theorem 3.8). The $\|H\|$ in (4.4) and (4.11) is computed by using the MATLAB command normest with a tolerance $10^{-2}$. Moreover,

---

4 Note that for pRS, $\text{dom } \rho = \mathbb{R}$, while for pTRS, $\text{dom } \rho = (-\infty, s]$, we see that in both cases the set $\{x : \|x\|^2 \in \text{dom } \rho\}$ is closed convex and nonempty. Thus, the projection onto this set exists and is unique.

5 We use the output refres from minresQLP.
for computational efficiency, the eigenvalue \( \lambda(t) \) is computed using \texttt{eigs} with a tolerance \( 10^{-8} \), and we also warm-start from an eigenvector obtained from a previous iteration at which the slope of \( w \mapsto \hat{k}(w) - w \) has the same sign as that at \( t \).\(^6\)

Below, we present tabulated numerical results on randomly generated instances of (1.1) with \( p = 3, p = 3.5 \), and instances of (4.5) with \( (p,s) = (3,10) \) respectively. We consider three cases:

**Easy case.** These are generic instances. To generate such instances, we randomly generate \( g \in \mathbb{R}^n \) in (1.1) or (4.5) with i.i.d. Gaussian entries, and generate \( H \) using the MATLAB command \( H = \text{sprandsym}(n,0.005) \). The \( M \)'s in (1.1) and (4.5) are set to be \( 1.2\|H\| \).

**Hard case 1.** This means that the case check in Step 1 is active, but we are not necessarily in hard case 2. To generate such instances, we randomly generate a sparse \( H \) and set \( M \) as in Easy case, except that we discard the \( H \) if \( \min(H) \geq 0 \) and regenerate \( H \). We then set the \( g \) in (1.1) as \( g = (H - \min(H)I)v \) for some \( v \in \mathbb{R}^n \) generated according to the MATLAB codes below:

\[
\begin{align*}
\text{u} &= \text{randn(n,1);} \\
\text{v} &= \text{H*u - lambdamin*u;} \\
\text{v} &= 1.1*v/\text{norm(v)}*(-2/M*lambdamin)^(1/(p-2));
\end{align*}
\]

where \( \text{lambdamin} \) is \( \min(H) \). Similarly, the \( g \) in (4.5) is set as \( g = (H - \min(H)I)v \) using a \( v \) generated according to the MATLAB codes below:

\[
\begin{align*}
\text{u} &= \text{randn(n,1);} \\
\text{v} &= \text{H*u - lambdamin*u;} \\
\text{v} &= 1.1*v/\text{norm(v)}*\text{sqrt(dphiplusstp(-lambdamin,p,s,M))};
\end{align*}
\]

where \( \text{dphiplusstp} \) computes the \((\rho^+)'\) in (4.10). Then we are likely in **Hard case 1**.

**Hard case 2.** This means that the case check in Step 1 is active and the optimal solution \( x^* \) can be obtained explicitly. To generate such instances of (1.1) and (4.5), we randomly generate a sparse \( H \) and set \( M \) as in **Hard case 1**. Then we generate \( g \) in a way similar to that in **Hard case 1** except that we use a coefficient of 0.9 instead of 1.1 in the MATLAB codes for \( v \).

In our experiments below, we set \( n = 25000i \) for \( i = 1, 2, 3, 4 \). The computational results of \( pRS \) are shown in Tables 2 and 3, which correspond to \( p = 3, p = 3.5 \), respectively. The computational results of \( pTRS \) are presented in Tables 4, where \( (p,s) = (3,10) \). We report, averaged over 20 random instances, the CPU time, the number of iterations, and the quantity

---

\(^6\) For the first iteration, we initialize \texttt{eigs} at \([1 v^*]'\), where \( v^* \) is an eigenvector of \( H \) corresponding to \( \min(H) \) obtained during the case check in Step 1.
where $f_i$, $i = \text{GEP, Newton}_\rho$ or $\text{RW}_\rho$, stands for the terminating objective value obtained by each algorithm on a problem instance, and $f_{\text{min}}$ is the smallest value obtained among the competing algorithms on that problem instance. Comparing $\text{RW}_\rho$ and $\text{Newton}_\rho$, $\text{RW}_\rho$ always gives a better ratio and is always faster than $\text{Newton}_\rho$ on Easy case and Hard Case 2 instances, but is slower otherwise. Furthermore,
for $pRS$ with $p = 3$ where GEP is applicable, GEP outperforms other approaches on Easy case and Hard case 1 instances, but is slower than $RW_\rho$ on Hard Case 2 instances. However, it is not known whether the $\rho$-regularization subproblem (1.3) with general $\rho$ can be solved via a similar approach.
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