Predicting risk of sudden cardiac death in patients with cardiac sarcoidosis using multimodality imaging and personalized heart modeling in a multivariable classifier
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Cardiac sarcoidosis (CS), an inflammatory disease characterized by formation of granulomas in the heart, is associated with high risk of sudden cardiac death (SCD) from ventricular arrhythmias. Current “one-size-fits-all” guidelines for SCD risk assessment in CS result in insufficient appropriate primary prevention. Here, we present a two-step precision risk prediction technology for patients with CS. First, a patient’s arrhythmogenic propensity arising from heterogeneous CS-induced ventricular remodeling is assessed using a novel personalized magnetic-resonance imaging and positron-emission tomography fusion mechanistic model. The resulting simulations of arrhythmogenesis are fed, together with a set of imaging and clinical biomarkers, into a supervised classifier. In a retrospective study of 45 patients, the technology achieved testing results of 60% sensitivity [95% confidence interval (CI): 57–63%], 72% specificity [95% CI: 70–74%], and 0.754 area under the receiver operating characteristic curve [95% CI: 0.710–0.797]. It outperformed clinical metrics, highlighting its potential to transform CS risk stratification.

INTRODUCTION
Cardiac sarcoidosis (CS), an inflammatory heart disease characterized by the formation of noncaseating granulomas in the heart, results in substantial morbidity and decreased quality of life (1). Patients with CS are at high risk of sudden cardiac death (SCD) due to abnormal uncoordinated heart rhythms or ventricular arrhythmias. In CS, ventricular arrhythmias arise from disease-induced remodeling in the heart, including active inflammation and subsequent fibrosis proliferation (2). Propyllyptic implantable cardioverter defibrillator (ICD) therapy can reduce mortality (3–5); however, it comes with a notable risk of adverse events (3, 4), necessitating precise SCD risk assessment (5). The current “one-size-fits-all” clinical criterion for SCD risk assessment, left ventricular ejection fraction (LVEF) of <35%, does not provide adequate guidance for ICD implantation in patients with CS (5). The presence of myocardial fibrosis on contrast-enhanced magnetic resonance imaging (MRI) [i.e., late gadolinium enhanced MRI (LGE-MRI)] furnishes a somewhat improved SCD risk stratification in CS (6). Modest improvement has also been achieved by visualizing active inflammation on 18F-fludeoxyglucose (FDG) positron emission tomography (PET) scans (7). Despite these efforts, a recent meta-analysis found that the level of appropriate ICD therapy in CS is only 22 to 36%, while 11 to 25% of patients receive inappropriate therapy (8).

Our team has demonstrated that mechanistic computational modeling of cardiac electrical function outperforms clinical metrics in assessing arrhythmia risk in patients with ischemic cardiomyopathy (9) and repaired tetralogy of Fallot (10). These personalized heart models incorporated the distribution of focal scar in the ventricles, an important determinant of arrhythmia propensity in these diseases (11). In CS, the spatial distributions of inflammation and fibrosis within the ventricular myocardium are believed to be key factors underlying arrhythmogenesis (12–14), in addition to other phenotypic biomarkers (15). This suggests that accurate risk stratification in CS might be achieved by developing a new generation of multiscale (i.e., from cellular to the whole heart) mechanistic models that account for arrhythmogenesis from fibrosis and inflammation and then creating a risk predictor that considers both the mechanistic assessment of arrhythmogenicity and various phenotypic biomarkers.

Here, we develop a novel two-step precision technology to assess SCD risk due to ventricular arrhythmia in patients with CS. First, multimodality imaging–based mechanistic simulations of the patient’s heart rhythm disorder are performed. Each personalized digital heart is a novel MRI-PET fusion model that assesses the patient’s arrhythmogenic propensity arising from heterogeneous CS-specific remodeling in the ventricles. Next, a supervised multivariable classifier learns from the results of mechanistic modeling and clinical and imaging biomarkers to predict the risk of SCD. We term this integrated personalized risk assessment approach the Computational Heart and Artificial Intelligence (CHAI) Risk Predictor.

In a proof-of-concept retrospective study, we demonstrate that the robust and generalizable CHAI Risk Predictor outperforms clinical metrics in forecasting arrhythmic events in patients with CS. The results showcase the potential for CHAI to radically shift the paradigm of clinical SCD risk assessment and patient selection for prophylactic ICD deployment in the CS population, resulting in prevention of arrhythmic death and avoidance of unnecessary ICD implantations.
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RESULTS

CHAI Risk Prediction overview

Figure 1 presents an overview of the two-step CHAI Risk Prediction technology. In the first step, the patient’s ventricular arrhythmia propensity is noninvasively assessed in a personalized MRI arrhythmia mechanistic heart model. This three-dimensional (3D) multiscale model incorporates the individual patient’s heart geometry and the unique arrhythmia substrate in CS, composed of heterogeneously distributed regions of fibrosis and inflammation. Regions of disease-induced remodeling are segmented from the corresponding clinical images of the patient’s heart: LGE-MRI for fibrosis and FDG-PET for inflammation. Following image fusion, regions of fibrosis and inflammation within the resulting 3D model are assigned disease-specific regional cell and tissue electrophysiological properties (Fig. 2, A to C). This manifests at the whole-heart level as regional slowing of conduction velocity, altered tissue anisotropy, and regional changes in refractoriness (14, 16, 17). Simulations of each personalized heart model’s responses to rapid pacing delivered from multiple biventricular sites reveal all potential ventricular arrhythmias [ventricular tachycardias (VTs), typical in CS] that could arise from the patient’s CS-remodeled substrate.

In the second step, a supervised machine learning (ML) algorithm uses features extracted from the results of the mechanistic simulations of VT induction (450 mechanistic modeling runs, each resulting in millions of transmembrane voltage data points over time, reduced to multiple arrhythmia propensity quantifiers), combined with additional patient data, to complete VT risk prediction for each patient with CS. Additional features include baseline clinical data that could predispose to SCD risk and features extracted from the patient’s LGE-MRI and FDG-PET images—a complete list is provided in Table S2. Although LGE-MRI and FDG-PET are used to construct each MRI-PET fusion model, the modeling process can be thought of as dimensionality reduction of the images (binary thresholding of fibrosis and inflammation, myocardium segmentation). The MRI-PET fusion model does not explicitly represent heterogeneities in the degree of fibrosis and inflammation in each region of remodeling; previous work has suggested that these heterogeneities may be associated with VT risk (18). Thus, variables that quantified these heterogeneities were made available to the classifier in feature selection. Among all features, only the most important ones, as determined by a random forest algorithm, are included in the final VT risk classifier.

A full description of the CHAI methodology—including the construction of the MRI-PET fusion multiscale models; simulation protocol to assess VT inducibility; feature extraction; and training, optimization, and testing of the ML algorithm—is provided in Materials and Methods. Where applicable, we have prepared this manuscript according to the transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD) guidelines (table S1) (19).

CHAI proof-of-concept study: Patient cohort and clinical SCD risk prediction

To evaluate the ability of the CHAI Risk Predictor to correctly assess each patient’s clinical VT risk, we performed a retrospective proof-of-concept study of 45 patients with adjudicated CS from a single center. The study was approved by the Johns Hopkins University Institutional Review Board. Table 1 provides clinical and imaging characteristics for all patients in the study. Median follow-up was 1.71 years [interquartile range (IQR): 0.67 to 2.53 years]; 16 patients (36%) experienced clinical VT during follow-up. There were no statistically significant differences in any demographic or clinical characteristics between patients who did and did not experience clinical VT. Patients who experienced clinical VT had statistically significantly higher burdens of disease remodeling (fibrosis, inflammation, and fibrosis-inflammation overlap).

To establish a baseline level of clinical risk prediction accuracy for this cohort, we applied three SCD risk prediction metrics, each currently used in clinical practice, to the dataset: LVEF of <35% (5), qualitative assessment by a radiologist of the presence of fibrosis on LGE-MRI (6), and qualitative assessment by a radiologist of the presence of inflammation (abnormal FDG uptake) of FDG-PET (7). No method achieved sensitivity and specificity greater than 40% (Table 2). These results are in line with previous studies of VT risk prediction in CS (5–7) and support the need for a risk prediction methodology for patients with CS that achieves high sensitivity and specificity.

CHAI proof-of-concept study: MRI-PET mechanistic modeling

3D MRI-PET fusion electrophysiological models were developed for the 45 patients in the cohort, as presented in Fig. 2 (A to C) and described in Materials and Methods. Geometrical models for all patients are presented in fig. S1, highlighting the differences in the distribution of disease remodeling in the patient population; Fig. 2D illustrates the most frequent anatomical locations of disease remodeling. MRI-PET mechanistic modeling was validated with clinical ablation data (Fig. 3), demonstrating correspondence between predicted VT circuits and...
clinical ablation targets, as detailed in Materials and Methods. Simulations of VT induction via rapid pacing were performed in each personalized MRI-PET model to assess propensity to VT.

Figure 4 illustrates the mechanisms of VTs induced in the heart models of patients with CS. As Fig. 4 (A and B) shows, areas of fibrosis and fibrosis-inflammation overlap often serve as obstacles around which a VT reentrant pathway forms. Depending on its spatial distribution, fibrosis can also be part of the reentrant pathway (Fig. 4, C and D), as it sustains slow conduction. Regions of inflammation also often comprise part or all of the reentrant pathway due to the slowed transverse conduction there. Figure 4E presents the proportion of reentry pathways through each AHA (American Heart Association) segment; these can be compared to the regional occurrences of disease-induced remodeling (Fig. 2D). Inflammation was most often found in the left ventricle (LV), while fibrotic remodeling was most frequently located on the septum, anterior wall of the right ventricle (RV), and left ventricular outflow tract. Reentry was most often located on the septum, consistent with clinical studies (17). In Fig. 4E, a total of 1170 AHA segments were assessed (26 per patient); it was found that at least 1 reentry pathway was partially or completely located in 135 of these segments across 78 unique reentry pathways induced in 28 patients’ MRI-PET fusion models. Regions with high proportions of fibrosis-inflammation overlap or fibrosis were most likely to sustain reentry (Fig. 4F). The probability of reentry decreased with the proportion of nondiseased tissue: Regions with 80 to 100% nondiseased tissue had only a 6% chance of sustaining reentry. These results indicate that the spatial distribution of disease-induced remodeling is a major determinant of reentry location; the tissue composition alone does not entirely predict whether a reentry will pass through a given region.

**CHAI proof-of-concept study: Mechanistic simulation-only VT risk prediction**

We first predicted VT risk using only the results of mechanistic simulations, before proceeding with the AI part of the technology. Following previous studies (9, 10, 20), a patient was deemed at risk for VT if sustained VT was induced in the personalized model from at least one pacing site; we termed this simulation-only risk prediction methodology SimVT (Fig. 5A). Like the clinical risk prediction methodologies, SimVT was applied to the entire dataset at once since it did not require training. SimVT achieved 88% sensitivity and 52% specificity (Fig. 5B). It provided improvement over clinical risk prediction methodologies but resulted in an imbalance of sensitivity and specificity due to its heuristic nature. However, there was a significantly higher level of arrhythmogenic propensity in the models of patients who experienced VT (Fig. 5C). This suggests that there
may be additional predictive information embedded in the VT induction simulation results that was not harnessed by SimVT.

**CHAI proof-of-concept study: Multivariable ML risk predictor development**

The full CHAI Risk Predictor was next implemented. It consisted of feature extraction from the VT inducibility simulation results (450 mechanistic model runs), preprocessing of features extracted from all data sources (simulations results, clinical data, and imaging), random forest feature selection, and a random forest classifier. Hyperparameters of the ML pipeline were optimized with a Bayesian Gaussian Process optimizer, which decreased computation time and increased the likelihood of convergence compared to a random search or grid search. The absence of knowledge of which features from the

| n          | Overall | No clinical VT | Clinical VT | P   |
|------------|---------|----------------|-------------|-----|
|            | 45      | 29             | 16          |     |

**Demographic and clinical characteristics**

| Age (years) | 0 | 54 (11) | 54 (9) | 53 (14) | 0.674 |
| Female sex  | 0 | 20 (44%) | 16 (55%) | 4 (25%) | 0.102 |
| Weight (kg) | 1 | 91.8 (22.2) | 89.2 (20.9) | 96.6 (24.4) | 0.327 |
| Enhancement present on LGE-MRI | 0 | 32 (71%) | 18 (62%) | 14 (88%) | 0.094 |
| Abnormal uptake on FDG-PET | 0 | 32 (71%) | 18 (62%) | 14 (88%) | 0.094 |
| LVEF | 0 | 50.6 (14.7) | 52.0 (15.4) | 48.1 (13.5) | 0.376 |
| QRS duration (ms) | 3 | 114 (31) | 107 (29) | 126 (33) | 0.079 |

**Follow-up and clinical events**

| Time between MRI and PET (days) | 4* | 53 [28, 158] | 55 [29, 161] | 53 [18, 138] | 0.808 |
| Follow-up duration (days) | 0 | 624 [244, 925] | 600 [322, 847] | 677 [100, 1071] | 0.713 |
| ICD implantation | 0 | 16 (36%) | 5 (17%) | 11 (69%) | 0.002 |
| Appropriate shock | 0 | 5 (11%) | 0 (0%) | 5 (31%) | 0.004 |

**Burden of disease remodeling (as % of myocardial volume)**

| Nondiseased | 0 | 0.652 (0.251) | 0.718 (0.235) | 0.532 (0.241) | 0.018 |
| Fibrosis | 0 | 0.153 (0.034) | 0.144 (0.029) | 0.170 (0.035) | 0.019 |
| Inflammation | 0 | 0.236 (0.297) | 0.163 (0.275) | 0.368 (0.298) | 0.031 |
| Fibrosis-inflammation overlap | 0 | 0.041 (0.054) | 0.025 (0.044) | 0.070 (0.058) | 0.013 |
| Fibrosis, excluding overlap with inflammation | 0 | 0.112 (0.056) | 0.119 (0.049) | 0.100 (0.066) | 0.328 |
| Inflammation, excluding overlap with fibrosis | 0 | 0.195 (0.248) | 0.138 (0.233) | 0.298 (0.248) | 0.043 |

*Exact dates for both MRI and PET are unavailable for four patients because of heterogeneous deidentification procedures, but patients were only included in the study if it could be determined that their MRI and PET were acquired less than 1 year apart. No patients in the cohort experienced inappropriate shocks during follow-up.

**Table 2. Results of clinical SCD risk prediction methods applied to CS cohort.** While MRI-based and PET-based risk prediction achieved the same numeric results, the group of patients with fibrosis on LGE-MRI was not found to be the same as the group with abnormal uptake on FDG-PET, although there was an overlap between the groups. PPV, positive predictive value; NPV, negative predictive value.

| Clinical risk prediction method | Sensitivity | Specificity | PPV | NPV | Accuracy |
|--------------------------------|-------------|-------------|-----|-----|----------|
| LVEF <35%                      | 0.125       | 0.828       | 0.286 | 0.632 | 0.555    |
| Fibrosis on LGE-MRI            | 0.875       | 0.379       | 0.438 | 0.846 | 0.555    |
| Abnormal uptake on FDG-PET     | 0.875       | 0.379       | 0.438 | 0.846 | 0.555    |
VT inducibility simulation results could be most predictive necessitated the use of supervised ML algorithm to extract features from the mechanistic simulation results (referred to as “fit-from-training” features in the remainder of the results). Details are provided in Materials and Methods. Because of the small dataset size, data from all patients were used to train, optimize, and estimate the validation and testing performance of the risk predictor.

**CHAI proof-of-concept study: Classifier performance**

To estimate the expected performance of the CHAI Risk Predictor on previously unseen patients, we performed 560 iterations of nested stratified cross-validation, resulting in a total of 560 outer test sets and 2800 inner cross-validation sets. This allowed us to calculate 95% confidence intervals (CIs) for each performance metric. The test sets were made up of 20% of the total dataset, selected in a controlled random fashion so that all unique combinations of three patients who experienced VT were held out in exactly one test set each \((\binom{3}{3} = 560)\). Patients in each test set who did not experience VT were selected via random repeated fivefold cross-validation splitting. Overfitting and lack of generalizability (ability to accurately predict risk of previously unseen patients) are common pitfalls of ML classifiers trained with few input samples, so this allowed us to
Fig. 4. Disease-induced remodeling leads to reentrant VT in MRI-PET fusion models. (A to D) Electrical activation maps showing reentrant VT induced in the MRI-PET fusion models in the same two patients as in Fig. 3 (patient 1 in (A) and (C) and patient 2 in (B) and (D)). A total of 450 ms of electrical activity are shown as isochrones of electrical activation in each model; isochrone line spacing is 22.5 ms. White arrows mark the reentry pathways. White star indicates pacing location. Inset (right side of each panel): Zoomed-in view of substrate heterogeneity near the induced VT. (A) and (B) show that regions of fibrosis can be part of the reentry pathway, slowing conduction enough to create an excitable gap that allows reentry to be sustained. Areas of fibrosis and fibrosis-inflammation overlap can also serve as obstacles around which a reentrant pathway forms, as in (C) and (D). This occurs if the propagating wavefront cannot pass through these regions faster (due to significantly slowed conduction and decreased anisotropy) than it can travel around them through regions of nondiseased myocardium or inflammation. Regions of inflammation characterized with slowed transverse conduction (and thus decreased wavelength) often make up part or all of the reentry pathway. (E) Percent of unique reentry pathways in all patients’ models (78 total) passing through each AHA segment. (F) Probability of ≥1 reentry pathway(s) passing through an AHA segment given the segment’s tissue composition. This can be read as, “If the AHA segment is made up of 60 to 80% fibrosis-inflammation overlap, there is a 67% chance that ≥1 reentry morphology will pass through that segment.”

Fig. 5. Simulation-only risk prediction methodology and results. (A) Binary simulation-only risk prediction methodology (SimVT) as proposed by Arevalo et al. (9). (B) Results of SimVT when applied to the entire CS cohort of 45 patients. (C) The number of pacing sites, out of 10 sites in total, from which VT was induced, is statistically significantly higher (**P < 0.001) in the models of patients who experienced clinical VT (red) versus patients who did not (blue). Sensitivity, Sens; specificity, Spec; positive predictive value, PPV; negative predictive value, NPV; accuracy, Acc.
examine whether the CHAI Risk Predictor was generalizable given the small dataset.

The CHAI Risk Predictor achieved a testing sensitivity of 60% (95% CI: 57 to 63%) and specificity of 72% (95% CI: 70 to 74%). In comparison to the other metrics evaluated here (LVEF, LGE-MRI, FDG-PET, and SimVT), the CHAI Risk Predictor achieved a balance of sensitivity and specificity in testing (Fig. 6A), while the other four metrics had either high sensitivity or specificity (Table 2 and Fig. 5B). It achieved a cross-validation area under the receiver operating characteristic curve (AUROC) of 0.856 (95% CI: 0.849, 0.862) and a testing AUROC of 0.754 (95% CI: 0.710, 0.797) (Fig. 6B). The nonoverlapping CIs imply that some overfitting occurred, but this is expected in classifiers trained with data from a small cohort. The test results indicate strong generalizability despite mild overfitting.

Table 3 lists the 20 features most often selected for inclusion in the final optimized classifier in each iteration of nested cross-validation, in order of mean importance in the trained classifier after selection. Up to five features were selected in each iteration. Most of the frequently selected features were derived from imaging (discussion of that is found in Materials and Methods), but simulation features had high importance when selected and tended to be more different between the groups of patients with and without clinical VT, suggesting that they are highly predictive. Clinical data features were rarely selected. Despite the poor performance of the LGE-MRI and FDG-PET clinical risk assessments, burdens of disease remodeling (i.e., total amounts of total amounts and proportions of varying degrees of fibrosis, fibrosis-inflammation overlap, and inflammation) were frequently selected—this exemplifies the ability of the CHAI Risk Predictor to integrate predictive information from the fused MRI-PET images.

**DISCUSSION**

This study presents a multivariable classifier technology to assess the risk of SCD due to arrhythmia in the CS patient population: the CHAI Risk Predictor. In a proof-of-concept study of 45 patients with CS, CHAI was found to be appreciably superior in predicting arrhythmic events compared to current clinical risk metrics. The four current risk metrics evaluated are binary and thus have a fixed level of sensitivity and specificity. In contrast, the CHAI Risk Predictor can be trained to target different trade-offs between sensitivity and specificity depending on the algorithm used to select the binary “cut point” from the continuous predicted risk scores. In this study, the cut point was selected automatically to balance sensitivity and specificity for the training data before being applied to predict risk for the validation or testing data. When trained with this methodology, the CHAI Risk Predictor achieved high sensitivity and specificity in testing, in contrast to the severe imbalance of sensitivity and specificity in current clinical risk prediction metrics.

Assessment of SCD risk in patients with CS, a complex cardiac disease, has been traditionally very difficult (2). As a result, many patients with CS undergo unnecessary ICD implantations, while others who would benefit from an ICD do not receive one (5), often perishing in the prime of their life. Should the superior risk prediction capability of CHAI be confirmed in larger prospective clinical studies, it could transform the management of patients with CS, a population for whom there is currently no reliable arrhythmia risk prediction approach. The CHAI Risk Predictor could eliminate many unnecessary ICD implantations and their associated complications (infections, device malfunctions, and inappropriate shocks) while ensuring that patients with CS at high risk for lethal arrhythmias are adequately protected. The risk assessment could be repeated at follow-ups when patients are reimaged to account for changes in arrhythmia susceptibility over time if the diseased substrate remodels.

The CHAI Risk Predictor incorporates a novel digital heart methodology to assess the arrhythmogenic propensity of the CS-remodeled substrate. Personalized biophysically detailed heart models are reconstructed from both LGE-MRI and FDG-PET images, each representing different aspects of electrophysiological disease remodeling, and used to evaluate VT inducibility. These are the first personalized heart models created with data from multiple imaging modalities. Further, the combined electrophysiological effects of inflammation and fibrosis have never been previously represented in heart models. The approach presented here thus charts a previously unexplored path in the development and utilization of patient-specific mechanistic simulations in diagnosis and treatment of heart rhythm disorders. Similar to the methodology here, MRI techniques such as native T1 mapping and extracellular volume mapping could be incorporated in biophysically detailed modeling of complex heart diseases. Last, this is one of the very few studies to develop and use a large number of personalized mechanistic heart models and apply them to address a clinical need. As a matter of fact, the cohort of 45 patients is the largest cohort in any patient-specific biophysically detailed computational ventricular modeling study to date. Previous such efforts have been limited to
Mechanistic cardiac modeling is based on the foundation of well-established biophysical principles such as ion transport kinetics across membranes and the laws of electrical current flow in connected cells. While simulations can predict how remodeling in the diseased heart can disrupt normal electrical current propagation and cause arrhythmias, they cannot determine how such arrhythmogenic conditions may be inadvertently altered by other real-world patient-specific variables (which are represented by the clinical data) and cannot determine the level of arrhythmia risk on their own. Furthermore, dimensionality reduction of imaging data takes place in mechanistic model construction—a model is created via image segmentation and binary thresholding, but heterogeneities in the degree and distribution of disease-induced remodeling, which may be predictive of

| Feature name | Source          | Mean imp. when selected | Selection frequency | No VT (n = 29) | VT (n = 16) | P       |
|--------------|-----------------|-------------------------|---------------------|---------------|------------|---------|
| P<sub>ave</sub>, 4 extra stimuli, fit from training | Simu | 0.374 | 0.045 | 0.000 [0.000, 1.000] | 1.500 [1.000, 2.000] | <0.001 |
| Fractal ratio, ≥5 SD | MRI | 0.362 | 0.029 | 0.035 [0.032, 0.038] | 0.030 [0.027, 0.032] | 0.001 |
| LV inflammation (%) | PET | 0.354 | 0.023 | 0.017 [0.000, 0.280] | 0.530 [0.171, 2.025] | 0.002 |
| Fractal ratio, ≥6 SD | MRI | 0.349 | 0.041 | 0.040 [0.037, 0.045] | 0.032 [0.029, 0.039] | 0.004 |
| Fractal dimension, ≥6 SD, 0.28 cm<sup>3</sup> box | MRI | 0.324 | 0.021 | 0.729 [0.697, 0.764] | 0.791 [0.755, 0.805] | 0.008 |
| Whole heart, fibrosis-inflammation overlap (%) | MRI-PET | 0.309 | 0.705 | 0.000 [0.000, 0.027] | 0.055 [0.022, 0.118] | <0.001 |
| Whole heart, ratio: Inflamed fibrosis to all fibrosis (%) | MRI-PET | 0.295 | 0.066 | 0.000 [0.000, 0.187] | 0.289 [0.131, 0.759] | 0.001 |
| Whole heart, nondiseased (%) | MRI-PET | 0.295 | 0.809 | 0.813 [0.731, 0.871] | 0.621 [0.360, 0.701] | 0.002 |
| VTI w, 4 extra stimuli, fit from training | Simu | 0.294 | 0.043 | 0.000 [0.000, 0.250] | 0.500 [0.250, 1.000] | <0.001 |
| Fractal ratio, ≥4 SD | MRI | 0.279 | 0.027 | 0.032 [0.030, 0.034] | 0.029 [0.025, 0.029] | 0.001 |
| Fractal dimension, ≥6 SD, 0.14 cm<sup>3</sup> box | MRI | 0.278 | 0.021 | 0.876 [0.866, 0.888] | 0.907 [0.879, 0.921] | 0.003 |
| Ratio: Diffuse fibrosis to all fibrosis | MRI | 0.273 | 0.021 | 0.851 [0.781, 0.891] | 0.767 [0.682, 0.830] | 0.008 |
| Whole heart, ≥4 SD (%) | MRI | 0.269 | 0.020 | 0.064 [0.045, 0.071] | 0.077 [0.068, 0.101] | 0.001 |
| Ratio: Diffuse fibrosis to dense fibrosis | MRI | 0.253 | 0.025 | 5.724 [3.560, 8.188] | 3.309 [2.148, 4.900] | 0.008 |
| Whole heart, diseased (%) | MRI-PET | 0.250 | 0.023 | 0.187 [0.129, 0.269] | 0.379 [0.299, 0.640] | 0.002 |
| VTI w, 4 extra stimuli, RV pacing | Simu | 0.249 | 0.020 | 0.000 [0.000, 0.000] | 0.250 [0.250, 0.500] | 0.001 |
| Fractal dimension (≥4 SD, 0.14 cm<sup>3</sup> box) | MRI | 0.239 | 0.025 | 0.906 [0.898, 0.913] | 0.918 [0.911, 0.934] | 0.001 |
| Whole heart, inflammation only (%) | MRI-PET | 0.219 | 0.714 | 0.031 [0.000, 0.120] | 0.244 [0.087, 0.464] | 0.003 |
| Whole heart, all fibrosis (%) | MRI | 0.184 | 0.521 | 0.133 [0.124, 0.159] | 0.170 [0.144, 0.182] | 0.015 |
| Whole heart, fibrosis only (%) | MRI-PET | 0.108 | 0.698 | 0.126 [0.115, 0.143] | 0.115 [0.039, 0.144] | 0.227 |

small sample sizes and had been used predominantly to explore arrhythmia mechanisms, rarely considering the potential translational utility of cardiac computational modeling.

Mechanistic cardiac modeling is based on the foundation of well-established biophysical principles such as ion transport kinetics across membranes and the laws of electrical current flow in connected cells. While simulations can predict how remodeling in the diseased heart can disrupt normal electrical current propagation and cause arrhythmias,
clinical outcomes, are lost in the process. The multivariable ML classifier developed here addresses these issues by learning from the combination of arrhythmogenesis simulation results and other patient-specific data. The use of deterministic simulation results in the ML predictor reduces the complexity of the learning process by contributing features that explicitly reflect arrhythmogenesis arising from disease-induced remodeling, thus ensuring excellent test performance and generalizability despite the potential limitation of the small patient cohort.

ML and mechanistic modeling have historically been distinct approaches. The CHAI Risk Predictor illustrates how they can be used synergistically and suggests how to overcome concerns over clinical decisions being informed by “black-box” algorithms that lack explainability. The technology developed here paves the way for the use of integrative approaches in precision medicine that predict adverse events in complex diseases with a high degree of accuracy and mechanistic underpinning. The merging of computational modeling and data science with medicine, as exemplified by the CHAI technology, is poised to lead to major advances in the improvement of patient care.

MATERIALS AND METHODS
Study design and participants
The CHAI Risk Predictor was developed and assessed using retrospective data from 45 patients with adjudicated CS evaluated at the Johns Hopkins Hospital. The sample size was determined by the availability of retrospective data that met the inclusion and exclusion criteria for the study, as described below. Personalized MRI-PET mechanistic heart models were developed for all patients, and simulations of VT inducibility were performed in each model. Simulation result data from 450 simulation runs were used for VT inducibility feature extraction by a supervised algorithm. These features were combined with a set of imaging features and patient clinical biomarkers and used in a multivariable ML classifier. The risk predictor was trained, optimized, and evaluated with nested stratified cross-validation to calculate 95% CIs for all cross-validation and testing performance metrics. Researchers performing manual or semiautomatic steps (segmentation and analysis of VT morphologies) in the model construction and ML feature extraction processes were blinded to clinical outcomes.

Criteria for inclusion were adjudicated CS, clinical assessment including LGE-MRI and FDG-PET imaging, and clinical follow-up including assessment of arrhythmia outcomes. Patients were excluded from the study if their LGE-MRI and FDG-PET scans were acquired more than 1 year apart, if either scan was not of high enough quality for model reconstruction (due to motion artifact, poor preparation for FDG-PET, or ICD artifact), or if they had a comorbid heart condition (such as arrhythmogenic right ventricular cardiomyopathy) that could confound their arrhythmia risk. These criteria were established before searching the Johns Hopkins retrospective sarcoid database. A total of 57 patients met the inclusion criteria for the study, and 12 were excluded for these reasons. For the 45 patients included in the study, LGE-MRI and FDG-PET imaging data were acquired at a median of 53 days (and a maximum of 10 months) apart (IQR: 28 to 158 days). Images were acquired between 2008 and 2018. Clinical data (age, weight, sex, and QRS duration) were collected at the same time as imaging data for each patient.

The median follow-up period was 1.71 years (IQR: 0.67 to 2.53 years); patients were followed clinically for assessment of CS progression and/or follow-up post-ICD implantation. The outcome of interest, clinical VT, was defined as multiple episodes of nonsustained VT or any episodes of sustained VT. Of the 16 (36%) patients in the cohort who experienced clinical VT, 11 (69%) received ICDs, and 5 (31%) had appropriate shocks. Inappropriate shock data were not available. Of the 29 (64%) patients in the cohort who did not experience clinical VT, 5 (17%) received ICDs.

LGE-MRI and PET imaging data acquisition
Cardiac LGE-MRI imaging visualizes myocardial fibrosis. LGE-MRI imaging data used retrospectively in this study were acquired on 1.5-T scanners (GE Medical Systems, Waukesha, WI or Avanto, Siemens, Erlangen, Germany) using electrocardiographic gating and breath holding as previously described (21). LGE imaging was performed 10 to 18 min after an injection of gadolinium (0.2 mmol/kg; gadopentetate dimeglumine; Bayer Healthcare Pharmaceuticals, Montville, NJ, USA). Phase-sensitive inversion recovery gradient echo sequences (repetition time of 2.5 to 5.5 ms, echo time of 1.52 ms, flip angle at 10°, in-plane resolution of 1.3 mm by 1.3 mm, slice thickness of 10.0 mm, and inversion time selected for maximal myocardial nulling, typically 240 to 290 ms) were used for the assessment of myocardial fibrosis.

FDG-PET imaging assesses myocardial inflammation. Before acquisition of the FDG-PET imaging data used retrospectively in this study, patients were instructed to follow a high-fat, low-carbohydrate diet for 1 day followed by 12 hours of fasting (22) to shift myocardial metabolism to fatty acid utilization and suppress the uptake of FDG by the normal myocardium. Myocardial metabolic imaging was performed with cardiac PET/computed tomography (CT; Discovery Rx VCT PET/CT, GE Healthcare, Waukesha, WI). Cardiac and whole-body FDG PET/CT scans were performed 60 min after intravenous administration of FDG at a dose of 0.135 mCi/kg as previously described (23).

Generating personalized MRI-PET fusion heart models
Figure 2 presents an overview of the methodology for constructing personalized MRI-PET fusion heart models. Figure S2 presents additional detail about the approach, with a flowchart of the modeling process shown in fig. S2A. The various steps in geometric model construction, assigning of electrophysiological properties to the different CS-remodeled regions in the ventricular myocardium, and the simulation protocol to assess the arrhythmogenic propensity of the disease-induced substrate by rapid pacing in each personalized model are described below.

Geometrical model construction
Geometrical model construction began with registration of 3D stacks of LGE-MRI and FDG-PET images in 3D Slicer (24). Rigid automatic initialization to maximize mutual information between the 3D image stacks was performed, followed by semiautomatic rigid landmark-based adjustment. The FDG-PET images were interpolated to the resolution of the LGE-MRI. The ventricular myocardium was segmented from LGE-MRI in CardioViz3D using a validated semiautomatic method (25), which has been used in previous virtual heart projects by our team (9, 10, 20, 26).

Next, fibrotic tissue was segmented on each slice of the LGE-MRI scan using the signal threshold to reference mean method (27). First, Otsu thresholding was used to binarize the myocardium regions of high and low intensity as we have done previously, with separate thresholds calculated for the RV and LV to account for differing
intensity of nonfibrotic myocardium (10). The mean of the lower-intensity region was then chosen as the reference mean of normal myocardium. A threshold of ≥3 SD was used for fibrotic tissue because it has been shown to accurately capture diffuse fibrosis in other cardiomyopathies (27, 28); there have not been studies of the optimal threshold to identify fibrosis specifically in CS. The myocardial segmentation was projected onto the interpolated FDG-PET scan using the rigid transformation matrix calculated in the registration step, and then areas of active granulomatous inflammation within the myocardium were identified from FDG-PET using a body weight standardized uptake value (SUV_BW) threshold of 4. In the absence of previously published experimental data that correlated SUV_BW with local electrophysiological changes or suggested a cutoff value of SUV_BW to define acute inflammation, the threshold was based on the minimum value for standardized uptake value maximum for the CS cohort in the 2014 clinical study by Osborne et al. (29). Figure 2A shows the registration, segmentation, and thresholding process for LGE-MRI and PET images.

A 3D mesh with a mean edge length of 350 μm was created from the segmented images using Synopsys’ Simpleware ScanIP software. Segmented regions of fibrosis and inflammation were interpolated to 350-μm3 voxel resolution and mapped onto the mesh using a previously described method (9, 26). Fiber orientations in the mesh were assigned on a per-element basis using a validated approach (30) used in a number of previous publications (9, 10, 20, 26). Briefly, the Laplace-Dirichlet method was used to define transmural and apico-basal directions at every point in the ventricles, and then bidirectional spherical linear interpolation was applied to assign fiber orientations based on a set of rules.

Modeling the electrophysiology of the CS ventricles

The methodology for computational modeling of the electrophysiology of the CS ventricles implemented here involved assigning different electrophysiological properties in regions of active granulomatous inflammation and fibrosis that had progressively replaced inflammation. Four tissue regions were defined in the geometrical models reconstructed from the LGE-MRI and FDG-PET images: nondiseased myocardium, inflamed myocardium, fibrotic myocardium, and areas of overlap between inflamed and fibrotic myocardium, each with different electrophysiological properties at the cell and tissue levels (Fig. 2C and fig. S2B). Below, we describe the electrophysiological properties assigned to each region and provide justification for each modeling choice.

Modeling the ion channel kinetics of the CS ventricles

The 3D ventricular models incorporated human ventricular myocyte action potential dynamics. To represent nondiseased myocardium, the ten Tusscher human ventricular membrane kinetic model was used, with added representation of \( I_{\text{NaL}} \) from the O’Hara-Rudy ionic model potential dynamics. To represent nondiseased myocardium, the ten ventricular models incorporated human ventricular myocyte action model choice. Four tissue regions were defined in the geometrical models in inflammation and fibrosis that had progressively replaced inflammation. The methodology for computational modeling of the electrophysiology of the CS ventricles was based on a set of rules. Spherical linear interpolation was applied to assign fiber orientations basal directions at every point in the ventricles, and then bidirectional spherical linear interpolation was applied to assign fiber orientations based on a set of rules.

Unlike fibrotic remodeling, inflammation has not previously been represented in patient-specific heart models. Recent data suggest that certain inflammatory cytokines modulate ion channel kinetics, specifically that interleukin-1 (IL-1) and IL-6 may alter the transient outward K+ and L-type Ca++ currents (35). However, this has only been observed in inherited and acquired channelopathies (i.e., Brugada syndrome and long and short QT syndromes) and has not been reported in CS (35). Further, the typical granulomatous inflammation in CS mainly implicates interferon-γ, tumor necrosis factor–α (TNFα), transforming growth factor, IL-2, and IL-12 (2). As there is a lack of quantitative data on how these cytokines might alter specific ionic currents, we did not make any assumptions about how inflammation may alter ion channel kinetics in CS and instead modeled the ion channel kinetics within inflamed regions according to whether they were also fibrotic. Regions of inflammation only, without fibrosis, were assigned the same ion channel kinetics as nondiseased (nonfibrotic) myocardium, while regions of overlap between fibrosis and inflammation were assigned the same ion channel kinetics as fibrotic myocardium (fig. S2B).

Modeling cell-to-cell conduction within the CS ventricles

In fibrosis-only and nondiseased tissue regions, conduction velocities were the same as in our previous simulation studies (10, 20). Specifically, in nondiseased regions, tissue conductivities were 0.136 and 0.0536 S/m in the longitudinal and transverse directions, respectively, resulting in conduction velocities of 54.4 and 33.5 cm/s. Areas of fibrotic myocardium were assigned conductivities of 0.0925 and 0.0209 S/m in the longitudinal and transverse directions, respectively, resulting in conduction velocities of 43.2 and 17.9 cm/s (fig. S2B). These choices are supported by the finding that monomorphic reentrant VTs are often recorded in CS patients with late-stage nonactive disease, which is dominated by fibrosis rather than active inflammation, suggesting that slowed conduction and resultant functional conduction block occur in areas of established fibrosis (36).

Myocardial inflammation in CS correlates with abnormal unipolar voltage regions associated with VT on electroanatomic maps (16, 37) and has been shown to increase the arrhythmogenic propensity of the heart (38, 39). VT has been recorded in CS patients with active inflammation, suggesting that arrhythmogenic changes to conduction may occur in areas of active granulomatous inflammation, especially those in which fibrogenesis processes have begun (36). Tseltentakis et al. (38) demonstrated that myocardial inflammation causes conduction velocity to decrease by approximately 40% in the transverse direction only. Recent work also demonstrated that TNFα, which is implicated in CS, may result in slowed conduction as it induces gap junction (connexin-40 and connexin-43) dysfunction. George et al. (39) observed a statistically significant decrease in transverse conduction velocity following exposure of guinea pig hearts to TNFα and a
decrease in longitudinal conduction velocity, but this was not statistically significant. Accordingly, we represented areas of inflammation with electrophysiological properties reflecting these limited data regarding the quantitative effects of inflammation on cell-to-cell conduction. The conductivities assigned to areas of inflammation (Fig. S2B) were 0.136 and 0.02515 S/m in the longitudinal and transverse directions, resulting in conduction velocities of 54.4 and 20.1 cm/s (or a 40% decrease in transverse conduction velocity and no change in longitudinal conduction velocity compared to regions of nondiseased myocardium).

Areas of overlap between fibrosis and inflammation were considered areas of “in-progress” fibrotic remodeling because inflammation precedes fibrotic remodeling in CS and then diminishes as fibrosis becomes more extensive (2). Although there are limited data on the electrophysiological properties of this region in CS, there is evidence that inflammation also precedes fibrotic remodeling in myocardial infarction (MI) healing (40) and that areas of newly formed fibrosis, which are presumably still inflamed, exhibit slowed conduction and decreased anisotropy in addition to ionic changes, but these changes are not as extensive as those in areas of older established fibrosis (41). Although the fibrogenic pathways are different in CS and MI (2, 40), in the absence of data on the electrophysiologic properties of this region in CS, we assumed that it might exhibit similarly slowed conduction and decreased anisotropy. In support of this assumption, we note that gap junction lateralization, which results in slowed conduction and decreased anisotropy, has been observed histologically in fibrotic regions of human heart tissue from patients with CS (42). In addition, Muser et al. (16) observed that areas of both fibrosis and inflammation in CS typically have abnormal unipolar voltage and either normal or abnormal bipolar voltage on electroanatomic maps, which further supports our assumption. Thus, we assigned to this region conductivity values between those of inflammation-only (less severe) and fibrosis-only (more severe) regions (41), with conductivities of 0.0925 and 0.02515 S/m in the longitudinal and transverse directions, respectively, resulting in conduction velocities of 43.2 and 20.1 cm/s. The longitudinal conductivity was decreased to match that of the fibrosis-only region to represent that fibrotic remodeling has begun to occur in the overlap region. However, the transverse conductivity was kept the same as in the inflammation-only region, which is slightly higher than that of the fibrosis-only region, to represent that the fibrotic remodeling in the overlap region is not complete (fig. S2B).

Simulation of 3D propagation of electrical activity within the CS ventricles. Computational simulations of the 3D propagation of electrical activity in the personalized MRI-PET fusion models consisted of solving a reaction-diffusion partial differential equation representing the spread of current in the ventricular myocardium together with ordinary differential and algebraic equations representing myocyte membrane dynamics at each node in the mesh. The mathematical description of electrical conduction in cardiac tissue was based on the monodomain representation (41). Simulations were performed using the software package CARP on a high-performance computing system. A free version of this software is available for academic use (https://carp.medunigraz.at/carpultils/). Full detail regarding the mathematical simulations of electrical activity is found in our previous publications (9, 26).

VT inducibility testing in personalized MRI-PET fusion models

To examine the propensity of each patient’s CS substrate to sustain VT, endocardial rapid pacing was delivered sequentially from each of 10 biventricular sites: 3 on the RV and 7 on the LV. Figure S2C shows the myocardial segments in which stimuli were delivered. The stimulus train consisted of six beats (S1) at a cycle length of 450 ms followed by a premature stimulus (S2) initially given at 300 ms. The timing between S1 and S2 was progressively shortened until VT was induced. If VT was not induced, then up to three (S3, S4, and S5) additional premature stimuli were delivered 250 ms after the previous stimulus. Two seconds of VT was simulated. The pacing protocol was similar to those used clinically (43) and has been used in our previous studies (9, 10, 20). The most extensive protocol with four premature stimuli was termed Protocol VT-S5 (extra stimuli S1 to S5). Protocols VT-SX were also tested, where SX indicates the number of extra stimuli (S3 to S5). The least extensive protocol, VT-S3, did not induce reentry in any of the patients’ models.

MRI-PET fusion model validation

Once the MRI-PET fusion modeling methodology was developed, we undertook a validation study with retrospective clinical data. We hypothesized that the personalized models would correctly predict the VT locations by comparison with clinical ablation lesions, the typical invasive data available for patients with CS.

Figure 3 presents comparison of induced VTs with clinical ablation lesions for two patients with sarcoidosis who underwent ablation procedures. As shown in Fig. 3 (A and B), for one of the patients, two VTs were induced following rapid pacing from the locations indicated: one at the anterior LV-RV junction near the base of the heart and one on the RV free wall and septum on the posterior side of the RV apex. Clinical ablation lesions were consistent with these VT morphologies, as evident from Fig. 3C. Extensive endocardial RV ablation was performed along the anterior LV-RV junction, which corresponds with VT morphology 1 in the figure, and on the RV apex and RV outflow tract, which corresponds with VT morphology 2 in the figure. For the other patient, two VTs were induced: one on the mid LV side of the septum and one on the RV endocardium at the anterior LV-RV junction. These VT morphologies correspond well with the two separate clusters of clinical ablation lesions: one on the LV endocardium at the mid septum and one on the RV endocardium near the mid anterior LV-RV junction. In addition to being consistent with the clinical ablation lesions, the locations of the observed VT morphologies in both patients’ biventricular models are consistent with Muser et al.’s (16) finding that, in patients with CS, abnormal electrograms are frequently located on the septum and near the base of the RV and LV.

CHAI Risk Predictor training and optimization

As described in the Results, the CHAI Risk Predictor technology consists of two steps. First, mechanistic computational modeling of cardiac electrical function in personalized MRI-PET fusion models is performed to investigate the arrhythmia propensity of each patient’s heart. Second, a supervised ML classification algorithm predicts the risk of VT, using features selected via random forest from three types of inputs: (i) features characterizing the patient’s arrhythmogenic propensity extracted from the results of mechanistic simulations of VT induction in each MRI-PET fusion heart model, (ii) features from LGE-MRI and FDG-PET imaging that are eliminated in the process of heart model creation (binary thresholding) but might be independent predictors of SCD risk, and (iii) baseline patient data that may predispose to SCD risk.

Feature extraction from the three types of inputs

A complete list of features extracted for each patient is provided in table S2. Some features were extracted by a supervised algorithm from the results of mechanistic simulations of arrhythmogenesis in
the classifier training process. They follow common “feature types” but could be unique for each training dataset.

**Extraction of features from VT inducibility simulation results in MRI-PET mechanistic models.** Feature extraction from VT inducibility simulation result data began with calculation of 21 predefined features. These were based on previously published studies of ventricular arrhythmia risk prediction and of arrhythmogenic propensity in CS. For example, one study reported that RV remodeling is associated with increased risk of VT in CS (44), so we included features that quantified the inducibility of the heart following pacing from the three sites on the RV.

As discussed in the Results, to extract predictive information embedded in the simulation result data, we developed a supervised feature extraction algorithm that was integrated in the ML classifier pipeline. It was implemented by extending scikit-learn’s BaseEstimator and TransformerMixIn classes. This approach was designed to minimize data leakage and bias that could be introduced by manually crafting such features with knowledge of the simulation results.

A single mechanistic simulation run output consists of millions of transmembrane voltage measurements over thousands of time steps for each personalized heart model. To decrease the dimensionality of the simulation result data and extract features for input to the ML classifier, sequential steps were undertaken (fig. S3). The simulations result data were first preprocessed. For each of the 10 pacing locations, we recorded whether reentry was induced, how many extra stimuli were required to induce reentry, and the AHA segments in which the reentry pathway was located. Reentry induction and number of extra stimuli were extracted automatically, but identification of reentry pathways required manual analysis. The researcher analyzing the reentry pathways was blinded to clinical outcomes to avoid bias.

The simulation results feature extractor was fitted with the training data and then used (as a pipeline step, before prediction) to transform the simulation result data into features, which followed a set of rules that we devised on the basis of the mechanistic understanding of arrhythmogenesis following rapid pacing. Figure S3 illustrates the simulation feature extractor fitting and transformation process. The following four metrics (features) quantified inducibility:

1) A proportion of pacing sites, \( P_{\text{sus}} \), from which sustained VTs were induced in the heart models.
2) A proportion of pacing sites, \( P_{\text{uns}} \), from which any VT (sustained or unsustained) was induced. The rationale for choosing to impose this rule is the same as that in item 1 above, with the addition that even unsustained VT induced in the models could be predictive of clinical outcome.
3) VT inducibility score

\[
\text{VT inducibility score} = M * P_{\text{sus}}
\]

where \( M \) is the number of unique sustained VT morphologies induced in each MRI-PET heart model.
4) Weighted VT inducibility score

\[
\text{VT inducibility score, weighted} = \sum \frac{M_i}{i} * P_{\text{sus},i}
\]

where \( i \) is the number of extra stimuli (after S1) required to induce each VT.

Feature types 1 and 2 quantified inducibility, without considering the number of reentry morphologies or the number of extra stimuli required to induce VT. Feature types 3 and 4 above progressively incorporated more potentially predictive information to increase the resulting candidate features’ capacity, i.e., the complexity of problems that they can represent.

During fitting of the feature extraction and classification pipeline, the number of pacing locations used to calculate these features (\( N \)) was selected as a hyperparameter. The optimal combination of \( N \) pacing locations (corresponding to those shown in fig. S2C) resulting in the greatest difference in inducibility between patients who did and did not experience clinical VT was selected for each pacing protocol (VT-S4 and VT-S5) (fig. S3). To avoid overfitting, one set of \( N \) pacing locations was selected for each pacing protocol during fitting of the pipeline, although inducibility was quantified with up to four metrics (features) for each pacing protocol. \( P_{\text{sus}} \) was used in optimizing the combination of pacing locations for each pacing protocol, and then the optimal pacing locations for each pacing protocol were used to calculate all feature types in the next step.

The rationale for choosing this rule is that, as shown in Fig. 5, the number of pacing locations from which VT is induced in the models could be predictive of clinical outcome. Furthermore, some pacing locations or combinations of pacing locations might be more predictive of clinical VT because (i) VTs in CS are often found in specific regions (particularly the septum and RV) due to the pathophysiology of the disease (45), and (ii) as shown in Fig. 2D, some regions were more likely to contain disease-induced remodeling. This feature extraction approach may reduce computational costs for future patients: If all features selected for inclusion in the classifier entailed pacing from fewer than 10 locations, fewer than 10 simulations would be required to apply the risk predictor to previously unseen patients.

During feature transformation (after fitting), the inducibility of each patient’s MRI-PET fusion model from the selected \( N \) lettered pacing locations was used to calculate the four feature types for each pacing protocol. The VT inducibility score and its weighted version were perfectly correlated for VT-S4, so only the VT1 inducibility score was included. This resulted in seven features, which could be different each time the classifier was fit, since they were defined by learning from the training data.

The process of dimensionality reduction of the simulation result data described here maintained the mechanistic rules for feature selection set forth deductively ahead of time while allowing the training data to inductively inform the final choice of features. It was repeated in each inner loop of cross-validation and each outer loop of nested cross-validation. This approach reduced the chance of bias or data leakage that could be introduced if we had entirely predefined all simulation features. The protocol used to calculate a small number of features that contained maximum predictive information was dictated by the desire to not overfit the training data. This process leveraged the potential of ML to discover previously unexplored predictive patterns in the mechanistic simulation data.

**Extraction of features from the clinical record.** In this study, features extracted from the clinical record for each patient included the patient’s age, weight, sex, QRS duration, and LVEF. In addition, we included an expert radiologist’s assessment of the presence of inflammation on FDG-PET and the presence of fibrosis on LGE-MRI as binary values, since these are sometimes used clinically as independent risk prediction metrics for patients with CS. All features extracted from the clinical record are listed in table S2.

**Extraction of features from LGE-MRI and FDG-PET imaging data.** Although clinical images are the basis of the personalized
MRI-PET models, features extracted from raw imaging data were included as separate inputs in the ML risk classifier because MRI-PET model generation is based on segmented images (i.e., binary thresholding of imaging data resulting in image dimensionality reduction). Thus, we hypothesized that features extracted from raw (unprocessed) images might provide additional prognostic information. A list of imaging data features is presented in table S2. These features were predefined by the researchers based on literature review.

Among the imaging data features, a subset was related to the entropy of LGE-MRI signal intensity, which quantifies the intensity heterogeneity in the ventricular wall. Entropy has previously been used to predict SCD risk in ischemic cardiomyopathy [18]. Entropy was computed according to the following formula (46) using the normalized histogram of image intensity

\[ h = -\sum_k p_k \log p_k \]

where \( k \) is the number of gray levels in the image, and \( p_k \) is the probability associated with each gray level.

Another subset of imaging data features resulted from fractal analysis of LGE-MRI images. Fractal dimension can quantify the complexity of the fibrosis border and has previously been used to characterize cardiac fibrosis in a rabbit model of ischemic cardiomyopathy [47] but has not been used for arrhythmia risk stratification. We used a 3D variation of the fractal dimension–based feature “N2” defined and used by Beheshti et al. [48] to analyze tumor complexity. It quantified how quickly the complexity of the 3D surface of the fibrosis volume decreases as imaging resolution decreases.

**CHAI Risk Predictor specification, training, optimization, and testing**

The CHAI Risk Predictor was developed as a scikit-learn Pipeline that joined together the simulation feature extraction methods described in the preceding section, preprocessing of all features, feature selection, and a random forest classifier. Here, we discuss the specifications of the model, training and optimization procedures, and details of the nested cross-validation methodology used to estimate CIs for cross-validation and testing performance metrics. The Pipeline was used for three reasons: (i) It ensures no data leakage between training and testing sets, (ii) it is highly customizable for handling simulation data but is built entirely on open-source libraries, and (iii) it is easy to interpret.

**CHAI Risk Predictor pipeline.** The CHAI Risk Predictor pipeline began with three different feature preprocessors (transformers). Each transformer was wrapped into a pipeline to avoid data leakage—all transformers were configured with the training data and then applied to the test data (within the classifier pipeline) before risk prediction. A numeric transformer was applied to predefined simulation features, continuous-valued imaging feature, and continuous or near-continuous clinical features (weight, age, QRS duration, and LVEF). It included mean value imputation and minimum-maximum scaling of numeric features. A categorical transformer was applied to categorical features (sex and qualitative clinical assessments of LGE and PET images). It included constant imputation of missing values with an “unknown” string and one-hot encoding with the first column dropped for each feature. There were no missing categorical features in this dataset, so this resulted in three binary feature columns.

The final transformer was the simulation inducibility feature extractor described in the preceding section. This was fit using the training simulation result data and then used to transform both the training and validation (or testing) simulation result data into a set of seven fit-from-training simulation features. It also included mean value imputation if simulation results were missing for any patients, although there were no missing simulation results for any of the patients in this study.

Feature extraction resulted in 141 features for each patient: 3 categorical clinical features, 4 continuous clinical features, 21 predefined simulation features, 7 fit-from-training simulation features, and 106 features extracted from MRI and PET images. A random forest was then used in the next step of the pipeline to select features by ranking them in order of importance; a maximum of five features could be selected because of the very small dataset size. Importance is a quantitative measure of how well a feature can stratify patients in the training set with respect to an output variable. When used in a feature selection algorithm, it reduces multicollinearity: If two features describe the same aspect of the data and both are predictive, only the more predictive one will be selected. As importance is affected by how many times a feature can be used to split groups of patients, it tends to favor continuous variables over variables with few discrete values. Of note, the random forest algorithm, used here because of its superior performance on small datasets, tends to favor continuous imaging features over simulation feature results. These continuous imaging features from FDG-PET and LGE-MRI are not as different between patients who did and did not experience clinical VT. The number of selected features and hyperparameters of the selection algorithm were optimized as described in the following section.

The last step of the pipeline was a random forest classifier. This classification methodology allows for calculation of feature importance, which determines the relative contribution of each feature to the predicted output, thus providing interpretability. Once trained, the random forest classifier predicted the probability of VT occurrence for each patient, then each patient was classified as high or low risk by thresholding the resultant probabilities with an optimal threshold determined from the training data.

**CHAI Risk Predictor hyperparameter optimization.** Bayesian optimization with Gaussian processes was used to optimize hyperparameters of the classification algorithm. Briefly, this algorithm attempted to minimize the cross-validation score (−1 * AUROC) by approximating the cost function with a Gaussian process or a multivariate Gaussian. This allowed us to optimize 16 different hyperparameters, with each following a uniform probability distribution from some minimum to maximum value, in only 50 iterations. A full cycle of optimization, training, and testing took less than 2 min to complete. The same optimization cycle with random search took almost 2 hours and did not always reach the optimal score found by the Bayesian optimization.

Hyperparameters included the number of pacing sites (N) used to calculate dynamically extracted simulation features, the maximum number of feature selection for inclusion in the random forest classifier, and various parameters used to control the degree of overfitting of both the feature selection algorithm and the classifier (number of estimators, maximum leaf nodes, minimum samples per leaf, maximum depth, maximum samples and features considered for each tree in the random forest, and the cost complexity pruning parameter).

**Nested cross-validation of CHAI Risk Predictor.** CHAI Risk Predictor training, optimization, and testing were performed with nested cross-validation to calculate 95% CIs for each cross-validation and testing performance metric and to estimate the generalization accuracy over many test sets. The dataset in this study is smaller than is typical for ML approaches, so we designed the nested cross-validation
procedure to maximize the insight into the CHAI Risk Predictor’s out-of-sample performance.

Five hundred sixty iterations of nested cross-validation were performed. Each test set included three patients from the dataset who experienced clinical VT and five to six who did not. Patients who did and did not experience clinical VT were assigned to test sets separately. For patients who experienced clinical VT (16 patients), we controlled the test set composition such that each test set included a unique combination of 3 patients who experienced clinical VT. There were 560 such combinations \(\binom{16}{3}\), and the order of combinations was randomly shuffled. Then, patients who did not experience clinical VT were assigned to test sets via repeated fivefold cross-validation. Each repetition of fivefold cross-validation resulted in four sets of six patients and one set of five patients, selected without replacement. These were matched with the randomly shuffled combinations of patients who did experience clinical VT, resulting in a total of 560 test sets with eight to nine patients each. For each test set, hyperparameter optimization and classification pipeline fitting were performed as described via fivefold stratified cross-validation with data from the remaining 36 to 37 patients.

Hyperparameters were optimized to maximize AUROC as discussed in the preceding section. To assess classifier performance, we also calculated the sensitivity, specificity, positive predictive value, and negative predictive value using binary outcome predictions by the classifier. Comparison of the CHAI Risk Predictor with the clinical risk metrics was not straightforward—the other four metrics assessed in this study were static predetermined binary scores rather than trainable ML classifiers that output a continuous risk score like the CHAI Risk Prediction. Thus, they were applied to the entire dataset at once. We believe that it is appropriate to compare the testing results with the entire dataset results for the clinical risk metrics: Since the clinical metrics and SimVT do not require training, applying them on the entire dataset at once will result in the same performance metrics as applying them on each test set and then aggregating the results, if each patient is held out in the same proportion of test sets.

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/7/31/eabi8020/DC1
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