Helmet Detection Algorithm Based on Single Pixel Zoom
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Abstract. The automatic detection technology of helmet wearing is of great significance to the safety monitoring of construction site. It is difficult to detect a helmet when the object is small, overlapped, or unclear. Therefore, we propose SPZ-Det model to improve the performance of detect small targets in helmet detection task. We redesign the backbone network layers and proposes a Single Pixel Zoom (SPZ) module. SPZ-Det introduces the lower-level feature map, while for the same scale feature map, we select the higher-level feature map. Then the important elements of each feature map layer are amplified by SPZ module to solve the problem of small object feature fading. In the attention module of SPZ, the residual mechanism is introduced to weaken the influence of the attention. The proposed model improves the detection accuracy and keeps the detection speed. On the Safety-Helmet-Wearing dataset, the mAP of SPZ-Det is 27.9% higher than Efficientdet-d0 and gets an 8.8% increase compares with YOLOv3.

1. Introduction
Helmet is an important measure to protect head from injury or reduce the degree of head injury in construction sites. At present, production and business operation entities usually manually check the wearing of helmets by video monitoring or on-site inspection, which both require a large amount of human resources and cannot issue a timely warning to the workers who are not wearing helmets. In order to ensure the safety of workers in a construction site as much as possible, the automatic detection technology of wearing helmet has become a hot issue. One-stage detection algorithm YOLO[1] and SSD[2] has been widely used. However, YOLO[1] and SSD[2] are not effective in helmet detection, because there are the overlapped objects and small objects. In order to solve this problem, we select appropriate feature map layers, propose a Single Pixel Zoom module, and then combine with lightweight detection network Efficientdet[3] to build a new lightweight helmet wearing detection model. The concrete contributions of this paper are summarized as follows.

(1) We analyse the Efficientnet[4] feature layers, re-select the appropriate feature map layers, and introduce the lower-level feature map to supplement the small object feature which lost in the higher-level network, to improve the detection performance of small object.

(2) We propose a Single Pixel Zoom module(SPZ), which utilizes attention mechanism to strengthen the foreground elements in the feature map and weaken the background noise elements, so as to alleviate the phenomenon of feature disappearance in the process of network calculation. In addition, a residual structure is introduced into the attention module of SPZ to ensure the complete ability of characterization.
2. Related work
Helmet detection is the actual application field for object detection. At present, some scholars have conducted further research on automatic helmet recognition technology. Liu et al. [5] made use of the different colour distribution of the object pixels to identify the helmet. Zhang et al. [6] located the position of face by mapping skin colour, eye and mouth, then the face colour and shape features were extracted to judge whether to wear a helmet or not. These kinds of detection algorithm based on colour distribution relies heavily on the feature of colour difference of helmet, which was difficult to meet the detection environment with variable types of helmet.

This single feature dependence can be avoided in the end-to-end neural network detection algorithm. Actually, end-to-end object detection algorithm can be divided into two categories. One is the regression-based one-stage object detection algorithm, represented by YOLO[1], SSD[2] and RetinaNet[7], the other is the region-based two-stage object detection algorithm, such as Fast-RCNN[8] and Faster-RCNN[9]. Recently, Espinosa et al. [10] used Faster-RCNN[9] to detect the motorcycle helmet, but it is slow. And then Wu et al. [11] used one-stage detection algorithm YOLOv3[12] speed up to detect the helmet, but it adopts Densenet[13] as the backbone network needs to take up a lot of memory resources. We use the light one-stage detection network Efficientdet-d0[3] as the baseline to both achieve the detection speed and precision of the balance and reduce the consumption of computing resources. We propose a Single Pixel Zoom module to enhance the representation of object features with the thought of attention mechanism.

3. SPZ-Det Model
We have found the phenomenon of the small object is lost, and have developed a new Helmet detection models named SPZ-Det. We redesign the selection layers of the feature map in the backbone network to make the detection model suitable to the more complex environment. Meanwhile, a Single Pixel Zoom module (SPZ) is applied to improve the detection performance of the network. The network structure of SPZ-Det detection model is shown in Figure 1.

![Figure 1. Structure of SPZ-Det network model](image)

3.1. Feature Selection Layer
When we research the performance of the backbone network, we find that the feature representation ability of the same size feature layers is different. The lower-level feature map can supplement the details of small objects that are lost in higher-level feature map. Therefore, we redesign the feature map layers in the backbone network Efficientnet-b0[4]. The Efficientnet-b0[4] structure is shown in Figure 2 above.

Firstly, a lower-level feature map C2 is introduced to supplement the object detail features. For the C4 and C5 layers with the same feature scale, the high-semantic layers C4_2 and C5_2 are selected as the backbone feature layers to add the semantic features of the network. Finally, the backbone network feature map layers are C2, C3, C4_2, C5_2, and the top layer feature obtained by C5_2 down-sampling calculation and we call the final backbone network as Efficientnet-change.

![Figure 2. Efficientnet-b0 network](image)
3.2. Feature Zoom Layer
After feature extraction is carried out on feature map, it is necessary to carry out down-sampling or convolution calculation. In the calculation process, feature information of small objects may be replaced by other background features. Because the convolution kernel is difficult to capture enough information of small object. If the background features are more than the object features, which can lead to the information of object disappeared on the feature map and cause the error of object feature extraction.

We propose a Single Pixel Zoom (SPZ) module to reduce the missing probability of small objects. The SPZ module can enlarge the important elements and shrink the non-important elements to alleviate feature missing by calculating the contribution of each pixel in the feature map. In order to reduce the computational burden of the module, the GhostModule[14] is used to replace the original convolution operation. The SPZ module structure is shown in Figure 3.

![Figure 3. SPZ module structure. M is max-pooling; A is average-pooling; C is concatenate operation; S is the Sigmoid function; Ghost is the GhostModule[14]; Feature$_i$ is the formula 2.](file)

The SPZ module firstly performs a simple spatial attention calculation on the feature map to obtain the main area of the object. The value of attention can be calculated as formula 1.

$$score_i = S\left(\varphi(v(\text{max}(f_i), \text{mean}(f_i)))\right)$$

where $f_i$ is the vector-value in position $i$ over all channels, max is the Max-Pooling, mean is the Average-Pooling, $\left[\right]$ is the concatenation, $v$ is the convolution, then $\varphi$ and $S$ stand for $\text{Relu}$ and $\text{Sigmoid}$ function, respectively.

After the attention score is calculated by formula 1, the score is calculated by element-wise multiplication with the feature map. However, since the attention score has been compressed between $(0,1)$ by $\text{Sigmoid}$ function, the representational ability of the feature will be weakened. Thus, we utilize the residual mechanism to retain the original ability of the feature map.

Pixel-level feature zoom is performed on the feature after the enhanced attention feature map is obtained. The contribution value of each pixel to the feature map is calculated, and then the primary and secondary elements are scaled according to the contribution value. The specific calculation process can be formulated as formula 2.

$$Feature_i = \begin{cases} G(n_iC_i) + C_i & \text{if } S(C_i) \geq \frac{1}{H \times W} \\ G((1 - n_i)C_i) + C_i & \text{if } S(C_i) < \frac{1}{H \times W} \end{cases}$$

where $C_i$ is the feature of $i$ channel, $G$ is GhostModule[14], $n_i$ is the zoom value and $S$ is the Softmax that calculates the score for each channel. The score means the contribution of each pixel position to the channel feature, it will be compared with the average contribution score $\frac{1}{H \times W}$, where $H$ and $W$ are the height and width of the feature map. If the contribution score is not less than the average contribution value, the zoom value is set to $n_i$, else it is set to $(1 - n_i)$. And $n_i$ is a parameter automatically learned by the network, initialized to 0.9. Then the element-wise multiplication will be performed to get the zoom feature map. Finally, $C_i$ is added to obtain the final feature.

3.3. Loss function
In the final stages of network inference, the classification and location of the object are predicted by the detection head network. For the classification subtask, we use the Focal loss[7] strategy to calculate the classification loss, as shown in formula 3.

$$\text{Cls. loss}_i = -\alpha_i[y_i \times \log(cls_i) + (1 - y_i) \times \log(1 - cls_i)]$$
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where $y_i$ is the real label of $i$ category, $cls_i$ is the prediction score of $i$ category and $\alpha_i$ is a balance factor.

For the location regression subtask, the regression value of anchor should be predicted to narrow the difference between anchor and the ground-truth box. The regression label $(dx, dy, dw, dh)$ is replaced by the relative position offset between the ground-truth box $(tx, ty, tw, th)$ and the anchor box $(ax, ay, aw, ah)$. The specific conversion rules are shown in formula 4.

$$
dx = \frac{tx - ax}{aw}; \quad dy = \frac{ty - ay}{ah}; \quad dw = \log \frac{tw}{aw}; \quad dh = \log \frac{th}{ah}
$$

(4)

The final regression loss uses smooth L1 function strategy, and the actual implementation is shown in formula 5.

$$
Reg_loss = \begin{cases} 
0.5 \cdot |gt - reg|^2 & |gt - reg| < 1 \\
|gt - reg| - 0.5 & \text{others}
\end{cases}
$$

(5)

where $gt$ is the regression offset after conversion, $reg$ is the offset predicted by the regression subnetwork. The total loss function of the network is the sum of classification loss and regression loss.

4. Experiments

4.1. Dataset

The open Safety-Helmet-Wearing-Dataset provided by Pactera is used in our experiments. There are 7582 images in the data set, which contains 9044 objects wearing safety helmet bounding box (positive) and 111514 objects not wearing safety helmet of bounding box (negative).

4.2. Experiment Settings

We use two 12GB Nvidia GeForce GTX 1080Ti GPUs to train the network. And backbone network uses Efficientnet-b0[4] pre-trained parameters to speed up the convergence. We choose the adjustment strategy associated with learning rate and every training result. In other words, the learning rate will decrease when the training loss does not change after the patience time continuous training, and we set patience to 3. Then the ratio of anchor is $[0.5, 1, 2]$, the scales set to $[1, 2^\frac{1}{4}, 2^\frac{1}{2}]$ and the epoch is 150.

4.3. Result analysis

Our proposed model SPZ-Det improves the performance of Efficientdet[3] by reselecting feature map layers and introducing SPZ module. We make an ablation experiment to compare performance between the Efficientdet-d0[3], the Efficientdet-change network and our SPZ-Det. The experimental results are shown in Table 1.

| Network          | AP (hat) | AP (person) | mAP | fps | params |
|------------------|----------|-------------|-----|-----|--------|
| Efficientdet-d0  | 79.6%    | 24.9%       | 52.3% | 22  | 15.9M  |
| Efficientdet-change | 93.9%   | 61.9%       | 77.9% | 20  | 15.9M  |
| SPZ-Det          | 94.6%    | 65.8%       | 80.2% | 20  | 16.1M  |

the Efficientdet-change is the model which uses Efficientnet-change as backbone network of Efficientdet-d0. As we can see from Table 1, the AP of Person class improves significantly after the introduction of the Efficientnet-change. Because people class are mostly small objects in this dataset, the introduction of the bottom feature layer will enrich features of small object greatly. Furthermore, after the Single Pixel Zoom module is utilized in the network, the accuracy is further improved 2%.

In order to prove the effectiveness of the Single Pixel Zoom module, we add this module to the YOLOv3[12] network and conduct experiments on the same dataset. The experimental results are shown in Table 2.
Table 2: YOLOv3 contrast experiment

| Network     | AP (hat) | AP (person) | mAP  |
|-------------|----------|-------------|------|
| YOLOv3      | 86.3%    | 56.4%       | 71.4%|
| YOLOv3+SPZ  | 91.5%    | 55.5%       | 73.5%|

The comparative analysis of the experimental results shows that Single Pixel Zoom module can be embedded into other detection models, improving the detection performance of the model.

![Figure 4](image)

Figure 4. Actual detection example

In Figure 4, the red box represents a head worn helmet and the blue box represents a head not worn helmet. In figure 4(a), a head without a helmet is detected and classified correctly. In figure 4(b) and 4(d), the occluded objects far from the camera all can be identified correctly. Based on the analysis of the detection results, it can be concluded that the SPZ-Det model performs well to detect small objects and occluded objects, which can meet the detection requirements of the actual scenes with complex personnel and changeable locations.

5. Conclusion

In our paper, a Single Pixel Zoom detection model (SPZ-Det) is proposed, which is designed for complex occlusion and small object detection. The model introduces the lower-level feature map with rich details into the network and ensures the effectiveness of the network in detecting small object. Single Pixel Zoom module (SPZ) enhances the important information in the feature, which ensures that the important feature information will not be ignored or replaced by other noise features when the network is inferencing. Based on the selection of feature map layers and the introduction of SPZ module, the loss of feature information in network transmission is solved. The effectiveness of SPZ module is proved by comparison experiments. Our model improves the accuracy of object detection based on ensuring the detection speed. The detection accuracy in wearing the helmet reached 94%, which can meet the requirements of the safety helmet monitoring under the basic operating environment.
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