Laser Ablation Manipulator Coverage Path Planning Method Based on an Improved Ant Colony Algorithm
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Abstract: Coverage path planning on a complex free-form surface is a representative problem that has been steadily investigated in path planning and automatic control. However, most methods do not consider many optimisation conditions and cannot deal with complex surfaces, closed surfaces, and the intersection of multiple surfaces. In this study, a novel and efficient coverage path-planning method is proposed that considers trajectory optimisation information and uses point cloud data for environmental modelling. First, the point cloud data are denoised and simplified. Then, the path points are converted into the rotation angle of each joint of the manipulator. A mathematical model dedicated to energy consumption, processing time, and path smoothness as optimisation objectives is developed, and an improved ant colony algorithm is used to solve this problem. Two measures are proposed to prevent the algorithm from being trapped in a local optimum, thereby improving the global search ability of the algorithm. The standard test results indicate that the improved algorithm performs better than the ant colony algorithm and the max–min ant system. The numerical simulation results reveal that compared with the point cloud slicing technique, the proposed method can obtain a more efficient path. The laser ablation de-rusting experiment results specify the utility of the proposed approach.
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1. Introduction

Laser ablation has a wide range of applications in engineering [1]. This paper mainly focuses on the path planning methods of laser ablation. This kind of method has two main applications: One is laser surface treatment technology, the other is laser cleaning. Laser surface treatment technology has many branches, such as surface coating [2] and laser-induced periodic surface structures [3]. Laser cleaning also has a lot of applications [4]. Laser cleaning technology has the advantages of good cleaning effect, wide application range, high precision, non-contact type, and good accessibility. It is an environment-friendly cleaning technology with excellent development potential. In engineering, the manipulator is often used to carry a laser generator for processing.

Path planning plays a vital role in the control of a manipulator. Path planning can be classified into two independent subcategories: point-to-point path planning and coverage path planning [5]. In point-to-point path planning, the goal is to determine a collision-free path from a starting point to a destination point, optimising parameters such as time, distance, and energy. With the rise of autonomous driving and the broader application of mobile robots, point-to-point path planning has recently become an important topic in the field of robotics. Many methods have been used to solve the point-to-point path-planning problem. Zafar and Mohanta [6] categorised mobile robot path-planning...
strategies as classical methods and heuristic methods. Metaheuristic methods are more popular and widely used for the path planning of mobile robots [7].

Coverage path planning (CPP) is the task of determining a path that passes over all points of an area or volume while avoiding obstacles [8]. This task is integral to many robotic applications, such as agriculture and farming robots [5], cleaning robots [9], lawn mowers [10], autonomous underwater vehicles [11], unmanned aerial vehicles [12], and demining robots [13]. Generally, coverage algorithms are categorised as offline and online algorithms [14]. Offline coverage algorithms use fixed information, and the environment information is known in advance. In contrast, online algorithms do not assume full prior knowledge of the environment to be covered and utilise real-time sensor measurements to sweep the target space [15].

Furthermore, Khan et al. [16] summarised the coverage methods in three steps. The first step is to divide the environment into smaller regions (cells) for effective coverage. Then, the path planning of each subregion and the sequence planning among the subregions are performed according to the sweep direction. The last step is path smoothing.

There are several environmental decomposition methods, including cell-based decomposition techniques [17], grid-based methods [18], and spanning-tree-based coverage methods [19]. All these methods are based on the main concept of dividing the environment into different regions, similar to a regular region, to facilitate subsequent path planning. Regular paths are often used to cover each subregion, such as a spiral path [10] and a boustrophedon path [17].

Three main types of methods exist for sequence optimisation: greedy algorithms [20], dynamic programming [21], and evolutionary algorithms [22]. The purpose of this step is to determine the order in which different subregions are traversed and adjust the coverage path of each subregion if necessary.

Two path-smoothing method classes exist, namely, the graphical method [23] and the function-based method [24]. The main aim of path smoothing is to avoid having the robots stop, slow down, or reorient at sharper turns because path-planning algorithms, such as A*, D*, PRM, and RRT*, generate rectilinear (linear piecewise) paths for robots [25]. The graphical method uses simple shapes, such as circles and arcs, to generate a smooth path. In the function-based method, the path trajectory is represented by function equations, such as spirals and spline-based functions.

Many researchers have discussed the CPP problem. However, the state of the art needs to be significantly improved, particularly in terms of accuracy, efficiency, robustness, and optimisation [15]. The core idea of the above methods is to use regular curves or broken lines to traverse the fixed area, without considering many optimisation conditions. Typically, only the shortest route length or the smallest number of turns is considered. More importantly, because the global path is divided into multiple parts, the results of current methods are the superposition of multiple local optimal solutions, and not the global optimal solution.

Additionally, most methods only consider the problem of covering a continuous planar area. Such methods cannot deal with CPP on complex surfaces, closed surfaces, and intersections of multiple surfaces. These methods can be applied to CPP for cleaning robots, demining robots, and unmanned aerial vehicles, but not for machining robots.

To overcome the shortcomings of existing methods, in this study, the problem of path planning was examined from a different perspective. The primary purpose of path planning is to determine quickly the obstacle-free path that meets the requirements. Therefore, the path-planning process must include environmental modelling, optimisation objectives and boundary conditions, and optimisation methods.

In this study, point cloud data were used to model the working environment to improve the flexibility of planning, because point cloud data can be obtained in real time or in advance. More importantly, using point cloud data does not require environmental segmentation—data simplification is sufficient. Thus, the adaptability of this method is improved, which implies that the method can be used for CPP on complex surfaces, closed surfaces, and at the intersection of multiple surfaces. Using point cloud data lays the foundation for transforming the path-planning problem
into an optimisation problem, thereby enabling this method to solve both the problems of CPP and point-to-point path planning.

Laser processing is characterised by a variable laser spot size. Another advantage of using the point cloud data is that it can work well with this characteristic. To ensure machining quality, people always expect that the curvature within the same laser spot range only has a small change. A larger spot size can be used to improve the efficiency at a position with a small curvature change. In contrast, a smaller spot size must be used to meet the machining requirements at a position with a large curvature change. After the point cloud is simplified, this problem can be formulated as a travelling salesman problem (TSP), which is an NP (non-deterministic polynomial)-hard problem. However, only a few scholars have conducted research based on this view. Xie et al. [26] developed two approaches to solve the CPP problem among multiple spatially distributed regions by considering the path planning in a single subregion as a CPP problem and the path planning between subregions as a TSP. However, this is similar to the sequence optimisation problem mentioned above. As the path of a single subregion needs to be adjusted multiple times, the algorithm complexity increases. Modares et al. [27] proposed a method to solve the CPP problem using multiple drones. The path planning of subregions is considered as a TSP, and the energy consumption is added to the optimisation goal. However, this method has been tested only in relatively simple environments.

Due to the similarity between CPP and TSP, in this study, an improved ant colony algorithm was used to solve the CPP problem to obtain an optimal path. Moreover, the trajectory optimisation information is added to obtain a more practical path for optimisation objectives because trajectory planning is often required after path planning in engineering practice. Simultaneously, the path smoothing is also achieved because the acceleration factor is added to the optimisation objective. On the other hand, using the inverse kinematics solution can transform the Cartesian space path planning into joint space trajectory planning. Thus, the manipulator can avoid losing control in the singular position because it is replaced once there exists a singular position.

The remainder of the article is structured as follows. In Section 2, the point cloud processing method is proposed. In Section 3, the fitness function is proposed. The improvement measures of the ant colony algorithm and the process of path planning are proposed in Section 4. Section 5 provides an analysis of the effectiveness of the proposed method using the simulation results. The conclusions are presented in Section 6. The content and function of each section are shown in Table 1.

| Section   | Content                                | Function                                        |
|-----------|----------------------------------------|-------------------------------------------------|
| 1         | Introduction                           |                                                 |
| 2         | Point Cloud Pre-Processing             | Get path points from the point cloud data,      |
|           |                                        | finish the inverse kinematics                   |
| 3         | Optimisation Objective                 | Establish a path evaluation model               |
| 4         | Improved Ant Colony Algorithm          | Solve the CPP problem with the improved         |
|           |                                        | ant colony algorithm                            |
| 5         | Method and Simulation                  | Summary and verification                        |
| 6         | Conclusions and Further Studies        |                                                 |

2. Point Cloud Pre-Processing

2.1. Point Cloud Denoising and Simplification

The point cloud is a dataset of points that have been used widely to represent shapes since the pioneering work of Alexa et al. [28]. The main focus of this study was on the application of the point cloud in path planning. Using the point cloud has several advantages. First, the point cloud data are easy to acquire—one scanner is sufficient. Moreover, the point cloud is suitable for complex geometries. Furthermore, it does not require global maintenance of the topology. The advantages of point-cloud-based methods over mesh-based methods are apparent when the workpiece is highly...
freeform and complex [28]. Finally, using a point cloud can skip the surface fitting process to generate the tool path directly, which is the idea of direct machining [29]. However, the use of the point cloud also has disadvantages. To improve the accuracy of the representation, the density of the point cloud data should typically be enormous. This increases the complexity of path planning. Therefore, before path planning, the point cloud data need to be processed to extract the required path points.

The problem of path planning using the point cloud has been investigated in many studies. Zhen et al. [30] demonstrated a point-cloud-based tool path generation algorithm using different tool path patterns previously designed. This method can reduce the path-planning complexity but limits the application of the method in complex geometries. Zou et al. [31] proposed a method for planning an isoparametric tool path from a point cloud and employed a point-based conformal map to build the parameterisation. However, the uneven spatial path reduces its efficiency. Masood et al. [32] developed an algorithm to generate tool paths for direct machining, including dividing the surface into ranges and generating B-spline curves within each range. However, the program is not equipped to handle surfaces with shapes other than a rectangle. Wang et al. [33] proposed a path-planning method based on a discontinuous grid partition algorithm using the point cloud for in situ printing and obtained a good printing effect. However, the influence of each parameter still needs further study.

Zhang et al. [34] proposed a method for point cloud simplification, denoising, and boundary extraction based on a k-neighbourhood octree structure and applied it in grinding path planning. In addition to the personalised methods described above, one common method is the point cloud slicing technique [35,36]. This method cuts the workpiece point cloud model through a series of parallel planes. Then, the adjacent points of the workpiece point cloud data near the two sides of each slice are matched to obtain the intersections between the matching points and slices. After each intersection is moved a certain distance along its normal vector, the processing path is obtained by connecting each point end to end. However, this method does not consider the path-planning problem as an optimisation problem. The path obtained is feasible but not optimal. Moreover, key parameters, such as cutting distance and direction, require artificial input, adding artificial factors to a certain extent.

Herein, a novel method is proposed for point cloud simplification based on a continuous grid partition. As the spot size of a laser is variable and the manipulator must remain at each position for at least 2 s during the processing to meet the ablation requirements, a dynamic mesh generation method is used. A larger spot size can be used to improve the efficiency at a position with a small curvature change. In contrast, a smaller spot size must be used to meet the machining requirements at a position with a large curvature change.

First, it is necessary to denoise the point cloud data. Methods such as median filter, mean filter, and Gaussian filter change the original point cloud data and reduce the accuracy. Therefore, a point cloud filtering method based on the k-nearest neighbours (k-NN) algorithm is proposed. The k-NN algorithm can determine the k closest points of a point. Then, the distances between this point and its k closest points are calculated. Once all the distances become significantly large, this point is considered as an error point.

Then, the point cloud data are transformed into structured point cloud data for path point extraction by projecting all the points onto the X-Y plane. A 2D mesh (grid) of points is prepared by computing extents (minimum and maximum) of the projected coordinates of the X-Y plane. The grid sizes are computed using a recursive method. First, the mesh is divided using a larger side length. Then, a plane fit is performed in each mesh, and its residual is calculated. If the residual is lesser than the accuracy requirement, meshing is performed at this location. If it is greater than the accuracy requirement, the mesh is subdivided with a smaller side length until all the grid points meet the accuracy requirement. Each grid point is a path point. Thereby, the fitted value and the grid point normal vector are obtained. The grid size is the spot size.

The size of the grid is related to the accuracy requirement and is influenced by the processing methods and machining accuracy, requiring specific analysis. If there are other constraints, restrictions on the normal vector and grid size are added.
Figure 1 illustrates the path point extraction flowchart, and Figure 2 depicts the effect of point cloud data processing (only considering the accuracy requirement).

**Figure 1.** Path point extraction process.

**Figure 2.** Effect of point cloud data preprocessing: (a) sample piece model, (b) original scan data of the sample piece, and (c) extracted path points.
2.2. Inverse Kinematics

Figure 3 depicts a six-degree-of-freedom (6-DOF) serial manipulator.

To describe the dynamic information of the manipulator during operation, the 3D point coordinates in the point cloud data must be converted into the joint angle of the manipulator at the corresponding position. The iterative solution method is used.

A corresponding manipulator motion formula is needed in the solution process, and the key is the Denavit-Hartenberg (DH) parameters. The DH parameters express the position and angle relationship between two pairs of joint links with four parameters. The DH parameters of the manipulator depicted in Figure 3 are presented in Table 2.

**Table 2.** Manipulator Denavit-Hartenberg (DH) parameters.

| i | α_{i-1} | α_{i-1} | d_i | θ_i |
|---|---------|---------|-----|-----|
| 1 | -π/2 | 175 | 495 | 0 |
| 2 | 0 | 1095 | 0 | -π/2 |
| 3 | -π/2 | 175 | 0 | 0 |
| 4 | π/2 | 0 | 1270 | 0 |
| 5 | π/2 | 0 | 0 | -π |
| 6 | 0 | 0 | 135 | 0 |

In the spatial neighbourhood of the joint rotation angle, the mapping relationship between the manipulator’s pose and the manipulator’s joint rotation angle can be considered linear. Therefore, the Jacobian matrix of the manipulator can be used to establish the relationship between the difference motion vector of the manipulator and the joint angle increments, such that the inverse kinematics gradually converge to an exact solution. To make the iteration converge, the iteration compensation decreases as the number of iterations increases until a solution that satisfies the convergence condition is obtained.

The Jacobian matrix \( J \) can establish the relationship between the joint speeds and the speed of the manipulator end-effector.

\[
v = J(\theta) \omega
\]

where \( v \) is the generalised velocity vector of the manipulator end-effector, \( J \) is the Jacobian matrix of the manipulator, which is a function of the manipulator joint rotation angle \( \theta \), and \( \omega \) is a generalised velocity vector of each joint rotation angle.
By replacing the differential with the difference, the relationship between the differential motion vector of the manipulator in a certain spatial neighbourhood and the increment of the joint rotation angle can be obtained.

$$\Delta \theta = J^{-1}D$$  \hspace{1cm} (2)

where $\Delta \theta$ is the increment of the joint rotation angle corresponding to different poses, and $D$ is the differential motion vector, which is calculated based on the differential motion matrix.

$$D = \begin{bmatrix} d_x & d_y & d_z & \delta_x & \delta_y & \delta_z \end{bmatrix}^T$$  \hspace{1cm} (3)

The calculation of the differential motion matrix is as follows:

$$^T_c\Delta = ^T_c\! T_c^{-1}T_c - I$$  \hspace{1cm} (4)

The differential motion matrix elements and the elements of the differential motion vector $D$ have a corresponding relationship shown in Formula (5). After calculating the differential motion matrix according to Formula (4), each element in $D$ can be calculated according to Formula (5).

$$^T_c\Delta = \begin{bmatrix} 0 & -\delta_z & \delta_y & d_x \\ \delta_z & 0 & -\delta_x & d_y \\ -\delta_y & \delta_x & 0 & d_z \\ 0 & 0 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (5)

The relative rotation angles of each joint from the current pose to the target pose in the spatial neighbourhood can be calculated using Equation (2). When the Jacobian matrix is singular in the iterative process, it can be solved by using the generalised inverse matrix instead. Using Equation (2) for iteration can lead to a situation wherein the iterative compensation is significantly large and leads to nonconvergence. Thus, the idea of learning rate exponential decay in machine learning is introduced. Then, the iterative formula is as shown in Equation (6).

$$\theta_c \leftarrow \theta_c + \alpha(t) \Delta \theta$$  \hspace{1cm} (6)

Here, $\alpha(t)$ decays exponentially with the number of iterations, as shown in Equation (7).

$$\alpha(k) = \alpha_0 \left( \frac{\alpha_K}{\alpha_0} \right)^{k/K}$$  \hspace{1cm} (7)

where $k$ indicates the current iteration number of the algorithm, $K$ indicates the maximum iteration number, $\alpha_0$ is the initial value, and $\alpha_K$ is the parameter value in the $K$-th iteration.

The flowchart of the inverse kinematics iterative algorithm is depicted in Figure 4.
The manipulator must remain at each position for at least 2 s during the processing to meet the ablation requirements. Once a singular position is obtained in the solution process, the mesh is subdivided again at that position according to the dynamic mesh generation method mentioned before, such that the manipulator can avoid stopping at the singular position during the machining process.

3. Optimisation Objective

The trajectory optimisation information is considered to obtain a more practical path for optimisation objectives because trajectory planning is often required after path planning in engineering practice. Most methods currently consider path planning and trajectory planning separately, which may cause the following problems. One is that the path may have to be adjusted to avoid the singular position after the path is generated in some cases, and this significantly reduces the effect of path planning. Another is that the optimal trajectory may not be generated by the shortest path because the optimisation objectives of path planning and trajectory planning are not the same. Therefore, it is necessary to consider path-planning and trajectory-planning information comprehensively. The optimisation objectives of optimal trajectory planning can be roughly classified into four categories: time optimal [37], energy optimal [38], jerk optimal [39], and hybrid optimisation. There are many different criteria of hybrid optimisation, such as smooth and time optimal [40], time–jerk optimal [41], and time acceleration jerk hybrid optimal [42].
In general, a process that consumes as little time and energy as possible and prevents the robot from making a sudden stop or a large turn is desired. The ideal solution is to generate a path, use that path for global trajectory planning, and evaluate the path by combining path information and trajectory information. However, this requires considerable computing resources and time, which is unacceptable. Therefore, an alternative solution of introducing time, energy, and acceleration factors into path planning in a relatively simple way is adopted. In this method, the computational complexity is reduced, and the optimal or better trajectory can be obtained based on prior information.

In the actual control of the manipulator, in addition to providing an exact path, it is also necessary to provide the time or speed information between every two consecutive path points. As the motion of all joints of the manipulator is considered, the inverse kinematics must be performed first to determine the rotation angle of each joint at each path point. Moreover, some restrictions must be considered when planning the path for the manipulator, including the maximum joint speed and maximum joint driving force or torque for each joint.

The difference method is used to calculate the joint displacement, velocity, acceleration, and jerk. The relationship between the angular velocity of the \( i \)-th joint and running time is given in Equation (8).

\[
\omega_k^i = \frac{(p_{k+1}^i - p_k^i)}{T_k}, k = 1, \ldots, n - 1
\]  

where \( n \) is the number of path points, \( P \) is the joint rotation angle, and \( T \) is the running time between two points.

The angular acceleration of the \( i \)-th joint is

\[
\alpha_k^i = \frac{(\omega_k^i - \omega_{k-1}^i)}{T_k}, k = 1, \ldots, n - 1, \alpha_{0}^i = 0
\]  

The angular jerk of the \( i \)-th joint is

\[
\gamma_k^i = \frac{(\alpha_k^i - \alpha_{k-1}^i)}{T_k}, k = 1, \ldots, n - 1, \alpha_{0}^i = 0
\]  

The energy consumption of the \( i \)-th joint is as follows:

\[
E_k^i = \frac{1}{2} \cdot I_i \cdot \omega_k^2, k = 1, \ldots, n - 1
\]

where \( I \) is the moment of inertia.

To avoid the influence of the positive and negative of the acceleration and jerk, the squaring formula in Equation (9) is used, along with Equation (10), to obtain the expression of the optimisation objective.

\[
\begin{align*}
\min F &= \frac{w_1 c_1}{c_1} + \frac{w_2 c_2}{c_2} + \frac{w_3 c_3}{c_3} + \frac{w_4 c_4}{c_4} \\
\text{s.t.} \quad &\left| \omega_k^i \right| \leq \tau_1 W_i, \quad i = 1, \ldots, 6 \quad k = 1, \ldots, n - 1, \\
&\left| j_1 \alpha_k^i \right| \leq \tau_2 F_i, \quad i = 1, \ldots, 6 \quad k = 1, \ldots, n - 1.
\end{align*}
\]

where the manipulator running time function \( c_1 \) is as follows:

\[
c_1 = \sum_{k=1}^{n-1} T_k
\]

The manipulator energy consumption function \( c_2 \) is

\[
c_2 = \sum_{i=1}^{6} \sum_{k=1}^{n-1} E_k^i
\]
The manipulator joint jerk function $c_3$ is as follows:

$$c_3 = \sum_{i=1}^{n-1} \sum_{k=1}^{y_{ki}}$$

(15)

The manipulator joint acceleration function $c_4$ is

$$c_4 = \sum_{i=1}^{n-1} \sum_{k=1}^{a_{ki}^2}$$

(16)

In the objective function and constraints above, $F$ is the fitness function, $w_i (i = 1, \ldots, 4)$ is the weight coefficient, $\xi_i (i = 1, \ldots, 4)$ is the normalisation coefficient, $W_i$ and $F_i$ are the maximum speed and maximum driving torque of the $i$-th joint, respectively, and $\tau_1$ and $\tau_2$ represent the safety factors.

In this way, the optimisation objective is transformed into a function of time. For different task objects and task demands, more types of path shape can be obtained by adjusting the weight coefficients’ concrete value and normalisation coefficients.

4. Improved Ant Colony Algorithm

4.1. Basic Ant Colony Algorithm

With the development of numerous metaheuristic algorithms, many scholars have applied these algorithms to solve the path or trajectory optimisation problems. Due to the similarity between CPP and TSP, in this study, an improved ant colony algorithm was adopted to solve the CPP problem to determine an optimal path. The ant colony optimisation (ACO) algorithm is a heuristic random search algorithm based on a distributed autocatalytic process by simulating the collective path-seeking behaviour of ants in nature [43]. In comparison with other metaheuristic algorithms, the ant colony algorithm has the advantages of strong robustness, parallelism, and positive feedback. It has been widely used in path-planning problems.

There are two essential steps in simulating the foraging behaviour of the ant colony. The first is counting the transition probability from one point to another, according to Equation (17). The second is updating the pheromone according to Equation (18).

$$P_{ij}^k(t) = \begin{cases} \frac{[\tau_{ij}(t)]^\alpha [\eta_{ij}]^\beta}{\sum_{j \in \text{allowed}_k} [\tau_{ij}(t)]^\alpha [\eta_{ij}]^\beta}, & \text{if } j \in \text{allowed}_k \\ 0, & \text{otherwise} \end{cases}$$

(17)

where $\text{allowed}_k$ is a point set of allowed from point $i$, $\tau_{ij}$ is the pheromone between point $i$ and point $j$, and $\eta_{ij}$ is the visibility, which is generally $\frac{1}{d_{ij}}$. Moreover, $\alpha$ and $\beta$ are parameters that control the relative importance of the trail pheromone versus visibility.

$$\tau_{ij}(t + n) = \rho \cdot \tau_{ij}(t) + \Delta \tau_{ij}$$

(18)

where $\rho$ is a parameter, $(1 - \rho)$ denotes the evaporation of the trail pheromone between time $t$ and $t + n$, and $\Delta \tau_{ij}$ follows Equation (19).

$$\Delta \tau_{ij} = \sum_{k=1}^{m} \Delta \tau_{ij}^k$$

(19)

where $\Delta \tau_{ij}^k$ is the amount per iteration of the path of the trail pheromone laid on the edge $(i,j)$ by the $k$-th ant between time $t$ and $t + n$. It follows Equation (20):

$$\Delta \tau_{ij}^k(t) = \begin{cases} \frac{Q}{\tau_x}, & \text{if } k_{th} \text{ ant select } (i,j) \text{ in its tour} \\ 0, & \text{otherwise} \end{cases}$$

(20)
where $Q$ is a constant, and $L_k$ is the tour length of the $k$-th ant.

### 4.2. Improved Max–Min Ant System

After the ant colony algorithm was proposed, many scholars studied measures for improving the ant colony algorithm. In comparison with the ant colony algorithm, the performance of the max–min ant system (MMAS) proposed by German scholar Stützle and others has been significantly improved [44]. The main improvement made to the MMAS algorithm is to allow only the best individual in each generation to update the pheromone while limiting the pheromone in a certain range. In solving discrete problems, one improvement measure is to combine the ant colony algorithm with other algorithms [45]. However, Blum et al. [46] suggested that the development of a hybrid metaheuristic is advised only when excellent solutions cannot be obtained by any complete method in a feasible time frame. Other measures mainly focus on improving the global search ability of the algorithm to avoid stagnation behaviour or accelerating the convergence rate, for instance, by dynamically varying the algorithm parameters, and improving the pheromone update strategy, or concentration [47].

Here, an improved max–min ant system (IMMAS) based on the MMAS algorithm is proposed to improve the global search ability of the algorithm. The IMMAS algorithm includes the following improvements.

In the IMMAS algorithm, to avoid stagnation behaviour and improve the global search ability of the algorithm, the transition probability $P_{ij}^k(t)$ is calculated according to Equations (21)–(24).

$$\theta_{ij}^k(t) = \begin{cases} \frac{[\tau_{ij}(t)]^\alpha[\eta_{ij}]^\beta}{\sum_{\text{allowed}_k}[\tau_{ij}(t)]^\alpha[\eta_{ij}]^\beta}, & \text{if } j \in \text{allowed}_k \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (21)

where $\text{allowed}_k$ is a point set of allowed from point $i$, $\tau_{ij}$ is the pheromone between point $i$ and point $j$, and $\eta_{ij}$ is the visibility, which is generally $\frac{1}{F}$, $F$ following Equation (12).

If $\theta_{ij}^k(t) \geq \gamma \cdot \theta_{\max}$, then

$$P_{ij}^k(t) = \begin{cases} 1, & (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) + \mu \leq p_0 \\ \theta_{ij}^k(t), & (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) \leq p_0 < (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) + \mu \\ 0, & p_0 < (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) \end{cases}$$  \hspace{1cm} (22)

If $\theta_{ij}^k(t) < \gamma \cdot \theta_{\max}$, then

$$P_{ij}^k(t) = \begin{cases} \gamma \cdot \theta_{\max}, & (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) + \mu \leq p_0 \\ \theta_{ij}^k(t), & (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) \leq p_0 < (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) + \mu \\ \sigma, & p_0 < (1 - \mu) \cdot (1 - \theta_{ij}^k(t)) \end{cases}$$  \hspace{1cm} (23)

where $p_0$ is a random number, $p_0 \in [0, 1]$, $\gamma$ is the critical factor, $\gamma \in (0, 1)$, $\mu$ is the probability factor, $\mu \in (0, 1)$, and $\sigma$ follows Equation (24).

$$\sigma = \frac{(1 - \gamma \cdot \theta_{\max}) \cdot \theta_{ij}^k(t)}{(1 - \theta_{ij}^k(t))}$$  \hspace{1cm} (24)

The practical significance of the above rule is that, after the transition probability is calculated, under the premise that the mathematical expectation of the transition probability value is unchanged, the calculated transition probability randomly increases, decreases, or is unchanged. The increase in randomness helps the algorithm emerge from the local optimal solution.
In the IMMAS algorithm, the updating pheromone rule follows Equations (18), (25), and (26)

\[
\Delta \tau^k_{ij}(t) = \begin{cases} 
Q_k \cdot \varepsilon, & \text{if } k\text{th ant select } (i, j) \text{ in its tour} \\
0 & \text{otherwise}
\end{cases}
\]  

(25)

\[
\varepsilon = \frac{L_{\text{ave}} - L_k}{L_{\text{aver}} - L_{\text{ave}}}
\]  

(26)

where \(L_{\text{ave}}\) is the average optimisation value of all ants in one iteration, \(L_{\text{aver}}\) is the optimisation value of the worst ant in one iteration, and \(L_k\) is the \(k\)-th ant’s optimisation value.

The IMMAS algorithm introduces the coefficient \(\varepsilon\) in the basic pheromone calculation formula, which focuses on the quality of the best individual relative to the entire population in one iteration. If the best ant is excellent relative to the entire population, the coefficient \(\varepsilon\) is greater than 1, strengthening the influence of the best ant on the pheromone. Conversely, if the best ant is mediocre relative to the entire population, the coefficient \(\varepsilon\) is less than 1, which weakens the influence of the best ant on the pheromone.

The purpose of introducing \(\varepsilon\) is to avoid a situation wherein the individual difference of the entire population is not significant. Selecting the best individual of the current iteration to update the pheromone makes it easier for the iteration to obtain a local optimum.

5. Method and Simulation

5.1. Method Summary

First, the original point cloud data are simplified according to the method described in Section 2. During the iteration, whenever the ants in the ant colony algorithm complete a tour, the generated path must be evaluated. First, the path points are converted into the joint angles of each joint according to the inverse kinematics results. Then, the minimum value of the optimisation objective function is calculated.

In Section 3, the optimisation objective was converted into a function of the running time of the manipulator. When the number of points is relatively small, the minimum analytical solution can be obtained easily. However, when the number of points is large, this process becomes extremely challenging.

Therefore, the greedy principle is used to solve the problem, based on the principle that when moving from one point to the next, only the solution that minimises the optimisation objective function between these two points is calculated.

On this basis, Figure 5 illustrates the overall algorithm flowchart.

The proposed method was compared with the previous methods to demonstrate the proposed method’s superiority. The proposed method differs from previous methods in the following two aspects:

1. The proposed method uses a point cloud simplification method based on a continuous grid partition. Laser processing is characterised by a variable laser spot size. The grid sizes are computed using a recursive method, which can work well with this characteristic. Meanwhile, conventional methods use point cloud slicing technology to obtain regular routes, which means the distance between path points is constant. The proposed method has higher efficiency because a larger spot size can improve efficiency at a position with a small curvature change.

2. The conventional methods’ core idea is to use regular curves or broken lines to traverse the fixed area without considering many optimisation conditions. The proposed method uses an improved ant colony algorithm for path planning so that different optimisation conditions can be considered and better solutions can be obtained than traditional methods.
The proposed method was compared with the previous methods to demonstrate the proposed method’s superiority. The proposed method differs from previous methods in the following two aspects:

1. The proposed method uses a point cloud simplification method based on a continuous grid partition. Laser processing is characterised by a variable laser spot size. The grid sizes are computed using a recursive method, which can work well with this characteristic. Meanwhile, conventional methods use point cloud slicing technology to obtain regular routes, which means the distance between path points is constant. The proposed method has higher efficiency because a larger spot size can improve efficiency at a position with a small curvature change.

2. The conventional methods’ core idea is to use regular curves or broken lines to traverse the fixed area without considering many start

Figure 5. Overall algorithm flowchart.

5.2. Standard Test

To demonstrate the performance of the improved algorithm, the algorithm was compared with two classical ACO (MMAS and ACO) algorithms.

For the TSP benchmark EIL51 from TSPLIB, every algorithm was executed 100 times, and all distances, including those from each point to all other points, were defined to be integers in the experiment.
Table 3 presents the statistical results of the three algorithms. Figure 6 depicts the change in the cost function value in each iteration. The x-axis indicates the number of iterations, and the y-axis represents the route distance of the three algorithms. As the data were selected from the best iteration, Figure 6 also depicts the shortest iteration number of the three algorithms.

| TSP  | Opt  | Algorithm | Near Opt | Mean  | Max  | Std   |
|------|------|-----------|----------|-------|------|-------|
| Eil51| 426  | IMMAS     | 426  | 427.68| 436  | 2.1602|
|      |      | MMAS      | 426  | 428.17| 437  | 2.5068|
|      |      | ACO       | 426  | 435.54| 449  | 5.0200|

Figure 6. Route distance comparisons per each iteration from the best iteration of each algorithm.

IMMAS exhibited a better performance, although all three algorithms found the optimal solution in the eil51 problem. With regard to global search ability, IMMAS exhibited a better performance in terms of average path length, maximum path length, and standard deviation of path length in the eil51 problem. The shortest number of iterations of IMMAS was also the smallest. Therefore, IMMAS is valid and can obtain a better solution, with a quality better than that of the other algorithms.

5.3. Application Test

To verify the feasibility and effect of the method proposed, it was tested using a manipulator, as depicted in Figure 7. This manipulator was a 6-DOF serial manipulator equipped with a scanner and laser generator to process the sample piece depicted in Figure 2.

Figure 7. Experimental scene picture.
The processing method used in this test was laser processing. Laser processing is characterised by a variable laser spot size. In combination with this characteristic, the method introduced in Section 2 significantly simplifies the point cloud model. Figure 8 depicts the path generated by the proposed method.

Then, the point cloud slicing technology was applied. This method cuts the point cloud model through a series of parallel planes at an equal interval. To ensure the processing accuracy at each point, the point cloud model is divided at small intervals. Figure 9 depicts the path generated by the point cloud slicing technology.

Table 4 presents the results of the two methods. The proposed method obtained better performance and generated a more efficient path. The optimisation value is calculated using the model described in Section 3, according to Equation (12).

(a) 
(b)
To specify the utility of the proposed approach in terms of real-world sensing applications, it was used for laser cleaning of rust on the steel surface. Figure 10 depicts the effect of laser cleaning. Most of the rust has been removed with the proposed method for path planning.

![Image](image_url)

Figure 10. Effect of laser cleaning: (a) workpiece before cleaning, (b) workpiece after cleaning, and (c) workpiece during cleaning.

6. Conclusions and Further Studies

The coverage path generation in a complex free-form surface is a representative problem that has been steadily investigated in path planning and automatic control. Most methods, including the point cloud slicing method, use regular curves or broken lines to traverse the fixed area. The drawback is that they need to be improved in terms of efficiency and effect.

Table 4. Comparison of the two methods.

| Point Cloud Slicing Technology [36] | Proposed CPP Method | %Age Improvements |
|-----------------------------------|---------------------|-------------------|
| Path length (mm)                  | 3972                | 2063              | 48.06%          |
| Optimisation value                | 2917.13             | 920.85            | 68.43%          |

The coverage path generation in a complex free-form surface is a representative problem that has been steadily investigated in path planning and automatic control. Most methods, including the point cloud slicing method, use regular curves or broken lines to traverse the fixed area. The drawback is that they need to be improved in terms of efficiency and effect.
To overcome these issues, the path-planning method was divided into three parts: environmental modelling, optimisation objectives and boundary conditions, and optimisation methods. New methods were used in each part.

(1) Laser processing is characterised by a variable laser spot size. A new point cloud processing algorithm was proposed for environmental modelling, which can work well with this characteristic.

(2) For optimisation objectives, a novel path evaluation model was established by introducing the trajectory optimisation information. For different task objects and task demands, more types of path shape can be obtained by adjusting the weight coefficients’ concrete value and normalisation coefficients.

(3) An improved ant colony algorithm was proposed to solve the CPP problem. Based on the max–min ant system, two improvement measures were proposed. One was a method of calculating the transition probability based on randomness. The other was the addition of a relative factor in the process of pheromone updating. The numerical studies indicated that the improvement measures improved the global search ability of the algorithm, and the improved ant colony algorithm obtained better performance than that of ACO and MMAS.

Combining all three parts, a new CPP method was proposed based on point cloud data. The test results revealed that the method generated a more efficient path than the point cloud slicing technology that is currently commonly used. Thus, the proposed method provides a useful reference for the path planning of manipulators on complex free-form surfaces. However, due to the heuristic algorithm’s randomness, the global optimal solution cannot be obtained each time. Besides, some of the optimisation target parameters also need to be modified after experimental verification, which increases the complexity of using the proposed method for different tasks. More-effective metaheuristic algorithms and path evaluation models should be considered to achieve much quicker and more-practical coverage path generation in further studies. Moreover, the ant colony algorithm should be combined with the commonly used parallelism framework to improve the algorithm’s running speed, thus reducing the proposed method’s overall running time.
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