Through-the-Wall Image Reconstruction via Reweighted Total Variation and Prior Information in Radio Tomographic Imaging
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ABSTRACT This paper focuses on the application of radio tomographic imaging in through-the-wall image reconstruction. By using the simple wireless communication devices, e.g., Wi-Fi cards, the whole building layout can be reconstructed with only the received signal strength (RSS). For the reconstruction algorithms, the total variation (TV) minimization algorithm has been used to reconstruct the image. However, some false artifacts may exist in the image results due to the inherent defects of the algorithm. The artifacts can be misestimated as wall structures. In this paper, a reweighted total variation and prior information regularization algorithm named as RTV-PIR is proposed to reconstruct the image. This algorithm is based on the TV minimization of the image. And the prior information that the wall is only oriented horizontally or vertically is also considered simultaneously, which is used to keep the wall orientation. To verify the performance of the proposed algorithm, the simulations and experiments based on real data are conducted. It is shown that the RTV-PIR algorithm can get a better result with respect to the root mean square error (RMSE) and the structural similarity (SSIM), in comparison with the state-of-the-art algorithms.

INDEX TERMS Prior information, radio tomographic imaging, through-the-wall, total variation (TV) minimization, Wi-Fi.

I. INTRODUCTION
As a new technology application, through-the-wall radar imaging (TTWRI) has been widely researched [1]–[3]. It can detect the object inside the building by using the ability that the electromagnetic waves can penetrate the dielectric wall, which has vast application prospects ranging from military fields to civilian fields including but not limited to urban street fighting, anti-terrorism and disaster rescue. In the fields of TTWRI, the main purpose of building layout reconstruction aims at obtaining the overall layout information by observation outside the building, which is very important before entering inside the building. The problem of building layout reconstruction has led to more and more attention in recent years [4], [5].

As a whole, it can be divided into two strategies to obtain the building layout image. In the first strategy, the complex radar system is used to obtain the ultra-wideband echo signal reflected from the target. The signal is transmitted from the radar, and reflected from the inner walls back to the radar. The final image is often obtained by coherent processing of the received signal in which the phase information is required. In this strategy, the ultra-wideband signal is needed in order to obtain high range resolution. And the high azimuth resolution is obtained by using the synthetic aperture technology [6]. Multiple inputs and multiple outputs (MIMO) also is used to improve the signal-to-clutter (SCR) of the image [7]. In practice, these methods have relatively high resolution. However, the system bandwidth could be large enough. On the other hand, the electromagnetic wave at least penetrates the same wall twice in the propagation, which means the system must have enough transmitting power to ensure the detection distance.

Instead of depending on the complex system and phase information, the simple system, e.g., wireless sensor networks (WSNs) is used to obtain the received signal strength (RSS) in the second strategy. It is very attractive with the advantage of simplicity, low cost and low power.
consumption. In this strategy, the RSS of the system nodes is related to the shadowing loss when the electromagnetic wave signal propagates through the field. Based on RSS, many methods have been proposed in the past few years. Radio tomographic imaging (RTI) was proposed in 2010 [8], which aims at locating the persons’ positions by deploying a large number of low-cost wireless sensor network nodes around the targets. In [9], the problem of building layout reconstruction with RTI is considered, which shows that RTI can be used to reconstruct complicated building-like structures. These methods are all based on fixed and distributed network nodes, which reconstruct the spatial loss field (SLF) image with RSS. Armed with two Pioneer 3-AT mobile robots and two directional antennas, the obstacle map is built in [10]. Because of the see-through-the-wall capability, the inner layout map also can be reconstructed. Moreover, based on the mobile platform and two directional antennas, the Rytov model is used to build the obstacle map in [11]. Here the RTI with fix and distributed network nodes is called the fix RTI. The RTI with mobile and two directional antennas is called the mobile RTI. This paper mainly focuses on the mobile RTI.

One main challenge of the RTI still is the reconstruction algorithms. It is well known that the problem of RTI is an ill-posed problem, which means that the measurements are far less than the unknowns. To solve this problem, conventional algorithms mostly utilize some regularization techniques following from a Bayesian approach or eliminating small singular values of the transfer matrix [12], including Tikhonov regularization, truncated singular value decomposition (TSVD) and total variation method. Although these regularization methods can achieve stable results, the image results are quite blurred. In [13], Brian Beck proposed a prior information based regularization method, in which an elliptically-shaped covariance function was used to model the spatial covariances of pixels in the floor plan images. This method can preserve the structure of the floor plan better. But in this regularization method, it must solve the image in the horizontal direction and the image in the vertical direction separately. And the final result is obtained by image fusion. Similar regularization methods are used in [14], [15], but they didn’t consider the directions in the spatial covariance of pixels and the structure orientation information was not considered. Generally speaking, the reconstructed wall structure is sparse in the spatial domain or other domain by image transformation, so the compressive sensing (CS) method can be used to reconstruct the image [16]–[19]. Moreover, the total variation (TV) minimization algorithm is used to reconstruct the image and a good image is obtained [20], [21]. The TV minimization algorithm aims at minimizing the total variation of the gradient image in order to get a sparse gradient image. The advantage of TV minimization algorithm than that of regularization method is that the image result can be more sparse and clear. However, the TV minimization algorithm has its inherent defects such as staircase effects [23]. On the other hand, the artifacts may exist in the final results due to the limited-angle measurements and model error.

In this paper, we propose an improved TV minimization algorithm to reconstruct the image, which named as RTV-PIR. In the proposed algorithm, the reweighted total variation (RTV) method is used to set different weights to the TV term in the reconstruction process. At the same time, the prior information about the orientation of the wall structure is also used. The result shows that the proposed method can suppress the artifacts and preserve the wall structure. The main contributions of this paper are:

- Summarizing the through-the-wall mobile RTI problem. The current shadowing model is presented and the weight values are derived using the Rytov linear approximation.
- Proposing an RTV-PIR algorithm to reconstruct the SLF image. The TV minimization algorithm is improved by combining the reweighted total variation (RTV) minimization and the prior information of the image structure orientation.
- Conducting a real through-the-wall experiment to verify the effectiveness of the RTV-PIR algorithm. The results show the quality of the image structure is improved in comparison with the state-of-the-art algorithms.

The rest of this paper is organized as follows: In section II, the problem of through-the-wall mobile RTI is summarized briefly. In section III, we introduce the proposed RTV-PIR algorithm in details. The numerical simulations and real experiment are conducted and discussed in section IV. Finally, the conclusions are drawn in section V.

II. THROUGH-THE-WALL MOBILE RTI

In general, an area of interest \( D \) is considered, which is shown in Figure 1. The transmitting antenna and receiving antenna are placed on two mobile platforms outside the building, aiming at getting information about the internal structure. The transceiver platform scans in different directions with step size \( \delta \), according to the principle of computerized tomography (CT). Figure 1 shows the scanning schematic at \( 0^\circ, 45^\circ, 90^\circ \) and \( 135^\circ \). The direction is defined as the angle between the moving line and the positive direction of the \( x \) axis. The positions of the transmitting antenna and receiving antenna are \((t_r, r_r)\). The directional antennas are used in order to reduce the environmental impact, e.g., multipath. To guarantee low observation error, the main lobe of the transmitting antenna is always aligned with the main lobe of the receiving antenna. At every location, the wireless signal is transmitted by the transmitter, and the RSS at every position of the receiver is measured. \( M \) RSS measurements are obtained in total, which are used to reconstruct the SLF image.

Due to the effect of the environment, the relation between the RSS measurements and the SLF is nonlinear [24]. But the nonlinear problem is difficult to deal with in practice. Thus, some linear models are considered to represent the relation approximately. In [8], Wilson and Patwari proposed the normalized elliptical model to express the shadowing effect of the wireless signal caused by the obstacles. In the
model, the area of interest is discretized into a series of pixels. By making different weights to different pixels, the shadowing effect can be mathematically expressed in the following form

$$P_s(t_n, r_n) = \sum_{j=1}^{N} w_{nj} g(j) + n \quad (1)$$

In the above equation, $P_s(t_n, r_n)$ is the shadowing attenuation of the wireless signal when the transceiver is at position $(t_n, r_n)$. It can be obtained with the RSS measurement by removing the effect of path loss and transmitting/receiving antenna gains. $n$ is the noise denoting the model error. $g(j)$ denotes the SLF in the pixel $j$ and $w_{nj}$ is the weight of pixel $j$ to represent the attenuation effect to the wireless signal transmission, which is

$$w_{nj} = \frac{1}{\sqrt{|t_n - t_j|}} \begin{cases} 1, & |r_j - t_n| + |r_j - r_n| \leq |r_n - t_n| + \lambda \\ 0, & \text{otherwise} \end{cases} \quad (2)$$

where $|r_n - t_n|$ is the length between the transmitter and receiver, $|r_j - t_n|$ and $|r_j - r_n|$ denote the euclidean distance of the transceiver and pixel $j$ respectively. $\lambda$ is the parameter to determine the size of ellipse area [8]. In the normalized elliptical model, the physical basis behind it is that the first Fresnel zone has an ellipsoidal shape and the most energy is limited into the internal ellipse when transmission. But it has no physical justification that the weights are all the same inside the ellipse. It is generally known that different pixels should have different weights due to the the difference of distance. How to model the difference has been a hot topic in recent years. The most intuitive feeling is that the longer the distance between the transceiver and the pixel is, the smaller the weight is. And based on this concept, some modified elliptical models have been proposed [25], [26]. However, they are all empirical models lacking physical foundation. In this paper, the Rytov linear model is used to represent the weights inside the ellipse, which has more clear physical justification and is more precise in practise.

In the Rytov model, the total electric field at the receiver can be expressed as [24]

$$E_t(r_n, t_n) = e^{j\phi_t(r_n, t_n)}$$

where $\phi_t$ is the complex incident field phase. $\phi_s$ is the complex scattering field phase. (3) can be rewritten in the following form

$$E_t(r_n, t_n) = E_s(r_n, t_n) e^{\phi_s(r_n, t_n)}$$

$$\phi_s(r_n, t_n) = \frac{k_0^2}{E_s(r_n, t_n)} \int_{D}^{} g(r_n, r') E_t(r', t_n) O(r') dr' \quad (4)$$

where $k_0$ is the propagation constant in free space. $g(r', t_n)$ is the Green’s function with the explicit expression

$$g(r', r_n) = \frac{j}{4} H_0^1(k_0 |r - r_n|) \quad (5)$$

$H_0^1(k_0 |r - r_n|)$ is the Hankel function of the first kind and zero order. $E_s(r_n, t_n)$ is the incident field at the location $r_n$. $O(r')$ is the relative permittivity in the area of interest which is the unknowns and is reconstructed with RSS measurements. More information about the Rytov model can be found in [24], [27]. The RSS can be obtained by (4) and that is

$$P_t(r_n, t_n) = |E_t(r_n, t_n)|^2 = |E_s(r_n, t_n)|^2 e^{2Re[\phi_s(r_n, t_n)]} \quad (6)$$

The shadowing attenuation in dB can be obtained by removing the effect of path loss and gains of the transmitter and the receiver, which is

$$P_t(r_n, t_n) = P_t(r_n, t_n) - P_o(r_n, t_n) = (20 \log 10) Re[\phi_s(r_n, t_n)] \quad (7)$$

where the effects of the path loss and the transceiver gains are included in $P_o(r_n, t_n).$. So the weight of the pixel $r'$ can be represented as

$$w_{nr'} = (20 \log_{10} e) Re[\frac{k_0^2}{E_s(r_n, t_n)} g(r_n, r') E_t(r', t_n)] \quad (8)$$

The weight is obtained approximately by discretizing (7) and considering that the imaginary part of $O(r')$ is much smaller than the real part [11]. Next, (8) is simplified by utilizing the relation between the incident field and Green’s function

$$E_t(r_n, t_n) = j\omega G(r_n, t_n) g(r_n, t_n)$$

$$E_t(r', t_n) = j\omega G(r', t_n) g(r', t_n) \quad (9)$$

$\omega$ is the angular frequency and equals $2\pi f_0$, where $f_0$ is 2.437GHz in our experiments. $G(r_n, t_n)$ and $G(r', t_n)$ are the gains of the transmitting antenna at the location $r_n$ and $r'$. In the elliptical area, these two values are approximately equal.
due to the reason that only the pixels near the LOS area are considered. So the weight of the pixel \( r' \) can be simplified to

\[
 w_{nr'} = (20\log_{10}e)Re\left\{\frac{2g(r_n, r')g(r', t_n)}{g(r_n, t_n)}\right\} = (20\log_{10}e)Re\left\{\frac{jk_0^2H_0^1(k_0)|r_n - r'|H_0^1(k_0)|r' - t_n|}{4H_0^1(k_0)|r_n - t_n|}\right\}
\]

Finally, the weight model can be written as

\[
w_{nr'} = (20\log_{10}e)\begin{cases} t, & |r' - t_n| + |r_n - r'| < |r_n - t_n| + \lambda \\ 0, & \text{others} \end{cases}
\]

where \( t = Re\left\{\frac{jk_0^2H_0^1(k_0)|r_n - r'|H_0^1(k_0)|r' - t_n|}{4H_0^1(k_0)|r_n - t_n|}\right\} \). The next step is to reconstruct the SLF image with RSS measurements. Assuming that the image is discretized into \( N \) pixels and \( M \) RSS measurements are obtained in total, the matrix form of the shadowing attenuation can be written as

\[
P_s = WO + N
\]

where the vector of the shadowing obtained by the RSS

\[
P_s = [P_s(t_1, r_1), P_s(t_2, r_2), \ldots, P_s(M, r_M)]^T \in \mathbb{R}^M.
\]

The weighting model matrix \( W = [w_1, w_2, \ldots, w_M]^T \in \mathbb{R}^{M \times N}, w_j = [w_{1j}, w_{2j}, \ldots, w_{Mj}]^T \in \mathbb{R}^N \). The noise vector \( N = [N_1, N_2, \ldots, N_M]^T \). The final SLF image can be obtained by solving (12).

### III. RTV-PIR ALGORITHM

#### A. THE RTV-PIR MODEL

Since \( W \) is under-determined, the problem of through-the-wall mobile RTI is an ill-posed problem. To correct this, conventional methods mostly utilize Tikhonov regularization, which adds an additional norm constraint on the SLF image such that the poor condition can be compensated. The Tikhonov approach only considers the correlation property in the SLF image. The reconstruction result is usually blurred [8], [9]. Due to the reason that the wall structures are sparse in the whole SLF image, the compressive sensing (CS) methods have been used in the image reconstruction [17]–[19]. Moreover, considering the greater sparsity of the image in the gradient domain, TV minimization model [11] has been used to reconstruct the SLF map in through-the-wall image reconstruction. The TV minimization method solves the following cost function

\[
\min \frac{\mu}{2} \|WO - P_s\|_2^2 + \|D_xO\|_1 + \|D_yO\|_1
\]

where \( D_xO \) and \( D_yO \) are the vectors arranged by the horizontal and vertical gradient image, which are defined as

\[
[D_xO]_{i,j} = \begin{cases} O_{i,j+1} - O_{i,j}, & j \neq m \\ O_{i,1} - O_{i,m}, & j = m \end{cases}
\]

\[
[D_yO]_{i,j} = \begin{cases} O_{i+1,j} - O_{i,j}, & i \neq n \\ O_{1,j} - O_{n,j}, & i = n \end{cases}
\]

\( m \) and \( n \) denote the length and width of image respectively. The above optimization problem in (13) can be solved effectively by the typical TVMin algorithm (TV Minimization by Augmented Lagrangian and Alternating Direction Algorithms) [29].

However, the original TV minimization algorithm suffers from some inherent defects such as the staircase artifact [23], which limits the reconstruction quality. To solve the problem, the reweighted total variation (RTV) model has been proposed to preserve the edge of image by reweighting the TV term [30], which is given as

\[
\min \frac{\mu}{2} \|WO - P_s\|_2^2 + \|g_x \odot D_xO\|_1 + \|g_y \odot D_yO\|_1 + \alpha \|QO\|_2^2
\]

where \( \odot \) is the element-to-element product. \( g_x \) and \( g_y \) are the vectors of the weight to reweight the TV term in the reconstruction. The concept of the reweighting is that the TV term is reweighted by detecting the values of horizontal and vertical gradient images in the iteration process, which is

\[
g_x(i,j) = \begin{cases} 1, & |D_xO(i,j)| > \tau \\ 0, & \text{others} \end{cases}
\]

\[
g_y(i,j) = \begin{cases} 1, & |D_yO(i,j)| > \tau \\ 0, & \text{others} \end{cases}
\]

where \( \tau \) is the threshold value to determine the weights. When the weights are assigned 0, the pixels have large jumps and they do not contribute anything to the TV [28]. By this way, TV can focus on other pixels and the staircase artifacts can be suppressed.

The RTV model considers the edge information in the reconstruction and can suppress the staircase artifact to a certain extent. But it still doesn’t perform well with the limited-angle measurements and noise. The artifacts may exist in the results and the structure can not be kept clear. As we can see, the RTV model doesn’t consider the prior information of the image. Since the wall structure is only oriented horizontally and vertically, the prior information about the wall orientation can be used in the reconstruction. So in this paper, we propose a new algorithm named RTV-PIR which combines the RTV and the prior information of the orientation together to improve the quality of reconstruction. The objective function can be written as

\[
\min \frac{\mu}{2} \|WO - P_s\|_2^2 + \|g_x \odot D_xO\|_1 + \|g_y \odot D_yO\|_1 + \alpha \|QO\|_2^2
\]

where the last item is taken from \( L_2 \) norm regularization to penalize the energy in \( O \), for some specified linear operator \( Q \). \( \alpha \) is the regularization parameter to control the penalty term’s smoothing effect on the solution. It has been observed that the regularization can be related to the Bayesian covariance via

\[
\|O\|_2^2 = O^TC^{-1}O
\]
where \( C^{-1} \) denotes the inverse of spatial covariance matrix of the image. Here the expression proposed in [13] is used, which is
\[
C(i, j) = e^{-\sqrt{\frac{d_x(i, j)^2}{\kappa_x^2} + \frac{d_y(i, j)^2}{\kappa_y^2}}} \tag{19}
\]
\( d_x(i, j) \) and \( d_y(i, j) \) are the horizontal and vertical distances between the pixel \( i \) and the pixel \( j \). \( \kappa_x \) and \( \kappa_y \) are the parameters to control the rate at which \( C \) falls off in the \( x \) and \( y \) directions independently. It can be seen that by setting \( \kappa_x \gg \kappa_y \), the spatial covariance becomes highly oriented in the \( x \) direction. This is set when the current pixel is a part of the horizontal wall structure. If the information of the wall orientation in every pixel is known, the \( \kappa_x \) and \( \kappa_y \) of every pixel can be determined. But the directions of wall structure in every pixel is unknowable before reconstruction. So most methods in the literature set equal value to \( \kappa_x \) and \( \kappa_y \), which means the prior information of the wall orientation is not used. Fortunately, the edge can be detected with \( g_x \) and \( g_y \) in the iteration process. The values of \( \kappa_x \) and \( \kappa_y \) can be determined with the detected edge information. In particular, the values of every pixel are assigned as
\[
(k_x (i, j), k_y (i, j)) = \begin{cases} (k_1, k_2), & g_x (i, j) > g_y (i, j) \\ (k_2, k_1), & g_x (i, j) < g_y (i, j) \\ (k_2, k_2), & g_x (i, j) = g_y (i, j) \end{cases} \tag{20}
\]
where \( k_2 \gg k_1 \). It can be seen that when \( g_x > g_y \), the current pixel is a part of the vertical wall structure. When \( g_x < g_y \), the current pixel is a part of the horizontal wall structure. When \( g_x = g_y \), that means the value of \( g_x \) and \( g_y \) is 0 or 1. If the value is 0, it is shown that the current pixel is not wall structure. If the value is 1, it is shown that the current pixel is a part of the wall structure whose orientation is sloping. But the prior information shows that there is no sloping wall structure in the image, which means that the detected sloping wall structure is an artifact. So the \( k_x \) and \( k_y \) of the current pixel is set \( k_2 \). By this way, the wall structure can be preserved in the reconstruction.

**B. THE OPTIMIZATION PROCEDURE**

To minimize the objective function in (17), here we develop an algorithm using the alternating direction method of multipliers (ADMM) [31]. Specifically, by introducing auxiliary variables, (17) can be rewritten as
\[
\min_O \frac{\mu}{2} \|W - P_s\|^2 + \|g_x \odot U_x\|_1 + \|g_y \odot U_y\|_1 \\
+ \alpha \|QO\|^2_2 \\
\text{s.t.} \ U_x = D_x O, \ U_y = D_y O \tag{21}
\]

The augmented Lagrangian function of the above optimization can be reconstructed as
\[
\mathcal{L}(O, U_x, U_y) = \frac{\mu}{2} \|W - P_s\|^2 + \|g_x \odot U_x\|_1 + \|g_y \odot U_y\|_1 \\
- \lambda_x^T (U_x - D_x O) + \frac{\beta_x}{2} \|U_x - D_x O\|^2_2 \\
- \lambda_y^T (U_y - D_y O) + \frac{\beta_y}{2} \|U_y - D_y O\|^2_2 + \alpha \|QO\|^2_2 \tag{22}
\]

where \( \lambda_x \) and \( \lambda_y \) are the Lagrangian multipliers vectors, and \( \beta_x \) and \( \beta_y \) are the parameters to control the weight. According to the framework of ADMM, the optimization problem with respect to each variable in (22) can be solved by the following optimization subproblems.

1) \( U_x \) and \( U_y \) Subproblems: The optimization subproblem with respect to \( U_r \) (\( r \) can be either \( x \) or \( y \)) can be rewritten as
\[
\min_{U_r} \mathcal{L}(U_r) \\
= (\|g_r \odot U_r\|_1 - \lambda_r^T (U_r - D_r O) + \frac{\beta_r}{2} \|U_r - D_r O\|^2_2) \tag{23}
\]

which \( U_r \) can be solved by the soft-threshold shrinkage operator as follows:
\[
U_r = \text{sth}(D_r O + \frac{\lambda_r}{\beta_r} g_r) \tag{24}
\]

where \( \text{sth}(x, \tau) = \text{sgn}(x) \max(|x| - \tau, 0) \).

2) \( O \) Subproblem: The minimization with respect to \( O \) is given as
\[
\min_O \mathcal{L}(O) \\
= \frac{\mu}{2} \|W - P_s\|^2 - \lambda_x^T (U_x - D_x O) + \frac{\beta_x}{2} \|U_x - D_x O\|^2_2 \\
- \lambda_y^T (U_y - D_y O) + \frac{\beta_y}{2} \|U_y - D_y O\|^2_2 + \alpha \|QO\|^2_2 \tag{25}
\]

which the minimization of (25) can be solved by the off-the-shelf techniques such as the conjugate gradient method and \( O \) can be obtained by iteration.

3) Updating Multipliers Vectors: According to the framework of ADMM, the multipliers \( \lambda_x \) and \( \lambda_y \) are updated by the following formulas:
\[
\lambda_x = \lambda_x - \beta_x (U_x - D_x O) \\
\lambda_y = \lambda_y - \beta_y (U_y - D_y O) \tag{26}
\]

The previous reconstructed image is used to estimate the \( g_x, g_y, \kappa_x \) and \( \kappa_y \). In addition, we update the above four parameters after \( K \) iterations. The proposed RTV-PIR algorithm can be summarized in Algorithm 1.

**IV. VALIDATION**

In this section, we will describe the performance of the proposed algorithm RTV-PIR. The simulations and experiments based on real data are conducted. The performance of RTV-PIR is discussed and the algorithm is compared with the typical TV minimization algorithms to demonstrate the effectiveness of the proposed algorithm.
FIGURE 2. The original image and the reconstructed results. (a) The original image. (b) The reconstructed result with TVAL3. (c)-(d) The reconstructed horizontal and vertical gradient image with TVAL3. (e) The reconstructed result with RTV. (f) - (g) The reconstructed horizontal and vertical gradient image with RTV. (h) The reconstructed result with RTV-PIR. (i)-(j) The reconstructed horizontal and vertical gradient image with RTV-PIR.

FIGURE 3. The reconstructed results with SNRs from 0 dB to 15 dB. (a)-(d) The results of TVAL3. (e)-(h) The results of RTV. (i)-(l) The results of RTV-PIR.
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Algorithm 1 RTV-PIR

Input: The RSS measurement vector $P_s$, the weighting model matrix $W$, the algorithm parameters $\alpha$, $\mu$, $k_1$, $k_2$, $g_x$, $g_y$, $\kappa_x$, $\kappa_y$, $\lambda_x$, $\lambda_y$, $\beta_x$ and $\beta_y$.

Initialization: $O = 0$, $g_x = g_y = 1$, $\lambda_x = \lambda_y = 0$, the other variables are initialized by experience.

While $t < nMax$ and $\frac{\|O_{t+1} - O_t\|_2}{\|O_t\|_2} > tol$ do
  for $i = 1$ to $K$ do
    Solving the subproblem in (23);
    Solving the subproblem in (25);
    Updating the multipliers in (26);
  end for
  Updating $g_x$ and $g_y$ in (16) with a threshold $\tau$.
  Updating $\kappa_x$ and $\kappa_y$ in (20).
  $t = t + 1$.
end while

Output: The reconstructed $O$.

A. NUMERICAL EVALUATION INDEX

Before the introduction of the numerical simulations and experimental results, the numerical evaluation indexes are presented in order to quantitatively analyze and compare the performance of the proposed algorithm. In this paper, the root mean square error (RMSE) and the structural similarity (SSIM) are used to evaluate the reconstructed quality. The RMSE is defined as follows:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N}(x_{\text{rec}} - x_{\text{ori}})^2}{N}}$$  \hspace{1cm} (27)$$

where $N$ is the total number of pixels in the image, $x_{\text{rec}}$ and $x_{\text{ori}}$ represent the $i$-th pixel values of the reconstructed image and the original image, respectively.

The SSIM is aimed at comparing the structural similarity between the reconstructed image and the original image [30]. The definition of SSIM is as follows:

$$SSIM = \frac{(2\mu_A \mu_B + c_1)(2\sigma_{AB} + c_2)}{(\mu_A^2 + \mu_B^2 + c_1)(\sigma_A^2 + \sigma_B^2 + c_2)}$$ \hspace{1cm} (28)$$

where $\mu_A$ and $\mu_B$ are the average pixel values of the reconstruction image and the original image, respectively. $\sigma_A$ and $\sigma_B$ are the variances of the reconstruction image and the original image, respectively. $\sigma_{AB}$ is the covariance between the reconstruction image and the original image. $c_1$ and $c_2$ are the constants used to stabilize the formula; and $c_1 = (k_1 L)^2$, $c_2 = (k_2 L)^2$, $L$ is the dynamic range of pixel values. The SSIM value is from 0 to 1, if the value is closer to 1, the reconstructed image has more similar structure to the original image. We will calculate the SSIM between the reconstructed image and the original image with the proposed algorithm later.

B. NUMERICAL SIMULATIONS

The original image in the simulations is shown in Figure 2(a). The reconstructed target is a square room whose exterior wall and interior wall are only oriented horizontally or vertically. Four different scanning directions of $0^\circ$, $45^\circ$, $90^\circ$ and $135^\circ$ are involved in the simulations and the Rytov linear model mentioned before is used to obtain the RSS values. Some important parameters are listed in Table 1. The common parameters among the three algorithms are set the same.
TABLE 1. Some important parameters in the simulations.

| Parameter                  | Value  |
|----------------------------|--------|
| The length of image        | 2m     |
| The length of exterior wall| 1.12m  |
| The length of interior wall| 0.5m   |
| The length of pixel        | 0.03m  |
| The thickness of exterior wall| 0.06m |
| The thickness of interior wall| 0.03m |
| $\mu$                      | 2\(^{10}\) |
| $\alpha$                   | 1      |
| $k_1$                      | 0.1    |
| $k_2$                      | 0.01   |
| $\beta_\tau$               | 2\(^{6}\) |
| $K$                        | 30     |

We use RTV-PIR to reconstruct the image in the simulations. At the same time, in order to compare the performance of RTV-PIR, the typical TV minimization algorithms including TVAL3 and RTV are also used to reconstruct the image. The reconstructed results with these algorithms are shown in Figure 2. It can be seen that some artifacts exist in the result reconstructed with TVAL3. And the staircase are distributed on both sides of the wall structure. In the results of RTV, the staircase is suppressed to a certain extent. However, the artifacts still exist. In the reconstructed result of RTV-PIR, by contrast, the artifacts and staircases are suppressed evidently and the structure is kept clearer. Further, the gradient images reconstructed with these algorithms are also shown in Figure 2, which can be seen that the gradient images with RTV-PIR are clearer and the wall structure is more precise.

Figure 3 shows the reconstruction performance of RTV-PIR with different noise levels. The SNRs are set manually 0 dB to 15 dB with a step of 5 dB. The results are reconstructed with these three algorithms separately. It is shown that the construction quality tends to improve when SNR increases. The reconstruction quality of RTV-PIR is obviously better than that of the other ones. Moreover, the RMSE and SSIM with different SNRs are shown in Figure 4, which validate that the RTV-PIR can obtain higher SSIM and smaller RMSE within the noise level range.

C. EXPERIMENTAL RESULTS AND DISCUSSION

To verify the performance of the proposed algorithm in practice, a real experiment is carried out. The system diagram of our experiment is shown in Figure 6(a), which including a wireless router, two directional antennas, a Raspberry Pi and a remote PC. The Wi-Fi signal is generated by the common wireless router. The transmitting antenna is connected to the wireless router to transmit wireless signals. In order to suppress clutter, the directional grid antenna is used, which has a 19 dBi gain with 21-degree horizontal and 17-degree vertical beamwidth and operates at 2.4GHz ISM frequency band. The Raspberry Pi is utilized to measure the RSS at every receiver location. The data is transferred to the PC in the process. The experimental target is shown in Figure 6(b) and Figure 6(c), which is a wooden structure with side length 1m×1m, exterior wall thickness 0.06m and interior wall thickness 0.03m. In the experimental process, in order to get enough information about the structure, four different scanning directions of 0\(^{\circ}\), 45\(^{\circ}\), 90\(^{\circ}\), and 135\(^{\circ}\) are conducted. We move the antennas at every scanning directions with step size 0.03m and measurement the RSS at every location.

Next, we reconstruct the image with the RSS measurements using the above algorithms. In our proposed RTV-PIR algorithm, we utilize the prior information that there are only horizontal and vertical wall structures. And we use the variable parameters $k_2$ and $k_1$ to preserve the structure in the iterative process, here $k_2$ and $k_1$ are set 0.2 and 0.02 empirically. At the same time, the improved regularization method
proposed in [15] recently is also used to reconstruct the image to compare the performance of these algorithms. The results are shown in Figure 6. The reconstructed result of the regularization method in [15] is shown in Figure 6(a), which can be seen that the result is very blurred and the wall structure can’t be kept well. Figure 6(b) shows the result reconstructed with the TVAL3 method. The result is clearer than the one in Figure 6(a). However, as mentioned before, the staircase exists in the result and there are sloping wall structures as shown in Figure 6(b). The quality can be improved in the result of RTV, which can be seen as shown in Figure 6(c). However, there still are sloping wall structures as shown in the ellipse region of Figure 6(c). The prior information about the structure orientations is not used in the reconstruction of RTV. Considering the prior information about the wall structure orientations, the result of the proposed RTV-PIR method is shown in Figure 6(d). It can be seen that the result is more clearer and the sloping wall structure is suppressed well so that the whole image is more precise.

V. CONCLUSION

In this paper, the problem of through-the-wall radio tomographic imaging is considered. We mainly focus on the reconstruction algorithm. Due to the inherent defects of the TV minimization algorithm, some false artifacts may exist in the image results. To address this, an RTV-PIR reconstruction algorithm is proposed in this paper. The RTV-PIR algorithm combines the reweighted total variation and prior information regularization together, which can suppress the artifacts and keep the wall structure orientations better in the result. In particular, the simulations and real experiment are conducted to validate the effectiveness of the proposed algorithm. It is shown that the RTV-PIR algorithm can obtain better reconstruction results with respect to RMSE and SSIM, and the wall structure orientations can be preserved more accurate. For the future work, we will mainly focus on more accurate inversion in through-the-wall radio tomographic imaging such as three-dimensional layout reconstruction.
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