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ABSTRACT

In this third paper in our cloud-collision series, we present the results from simulations of head-on collisions with a strongly centrally-condensed initial density profile of \( \rho \propto R^{-2} \). We investigate the impact of these density profiles on the overall evolution of the simulations: the structures formed, their dynamical evolution, and their star formation activity. We consider clouds which are globally bound and globally unbound, leading to three different scenarios – the collision of a bound cloud with a bound cloud, the collision of two unbound clouds, or the collision of one cloud of each type.

In all the simulations dense star clusters form before the collisions occur, and we find that star formation remains confined to these systems and is little affected by the collisions. If the clouds’ are both initially bound, the collision forms a filamentary structure, but otherwise this does not occur. We observe that rotating structures form around the clusters, but they also form in our non-colliding control simulations, so are not a consequence of the collisions. Dissipation of kinetic energy in these simulations is inefficient because of the substructure created in the clouds by turbulence before the collisions. As a result, although some gas is left bound in the COM frame, the star clusters formed in the simulations do not become bound to each other.
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1 INTRODUCTION

Stars are predominantly formed in giant molecular clouds (GMCs) and understanding the regulation of star formation on galactic scales, and the overall evolution of GMCs is a long–standing problem in astrophysics. Both simulations (e.g. Tasker & Tan 2009; Dobbs et al. 2015) and observations (e.g. Furukawa et al. 2009; Fukui et al. 2014) suggest that encounters, ranging from tidal interactions to outright collisions, between clouds may play an important role in their evolution.

Galactic–scale simulations have established typical rates and timescales for collisions between clouds, but generally lack the resolution to examine in detail the effect of the encounter on the clouds themselves. Single interactions between pairs of clouds have been studied extensively using hydrodynamical simulations.

A great deal of modelling effort has concentrated on smooth clouds or smooth shocked layers (e.g. Whitworth et al. 1994b; Balfour et al. 2015). In such cases, it is essentially inevitable that the clouds will become bound, because the smooth contact layer is very efficient at radiating away kinetic energy. This produces an almost stationary structure, which is highly likely to become gravitationally unstable, so that the collision almost inevitably triggers star formation.

Several other studies have used Bonner–Ebert spheres as initial conditions (e.g. Bhattacharya et al. 1998; Takahira et al. 2014) in order to study the influence of collisions on clumps whose masses would allow them to form small multiple systems. These models produce broadly similar results to those involving uniform clouds; the collision distorts the equilibrium of the clouds, and gravitational instabilities occur at a limited number of locations in the shocked layers.

Since molecular clouds are known to be turbulent, other studies have taken clouds seeded with turbulent velocity fields as their starting point. Takahira et al. (2014) repeated their models of colliding Bonner–Ebert spheres seeded with turbulence, and found a much richer phenomenology. Their models produced complex filamentary structures and multiple sites of star formation. Shima et al. (2018) also modelled the collision of turbulent Bonner–Ebert spheres, and found that the collisions were responsible for forming more stars and more stellar mass than in a control run in which the clouds remained isolated. They also found that higher collision velocities resulted in more stars.

Several studies have reported that the shocked layers produced by collisions are efficient at producing massive stars in particular.
Observationally, a potential relation between cloud collision and massive star formation has been found by, e.g., Furukawa et al. (2009); Fukui et al. (2014, 2016); Ohama et al. (2010); Torii et al. (2011, 2015, 2017). There is also numerical support for this idea. Whitworth et al. (1994a) showed analytically that shocked gas layers, possibly produced by collisions, preferentially form massive stars. Balfour et al. (2015) and Balfour et al. (2017) found that collisions with lower relative velocity produce more massive stars.

Most of the work published on this subject takes the clouds to be initially in virial equilibrium. In Tanvir & Dale (2020) (hereafter, Paper I) we investigated the effect of the clouds’ virial ratios on head-on collisions between two clouds of same mass and radius with an initially uniform density profile. We found that colliding clouds that are both initially bound will produce about twice as much stellar mass as a collision where one cloud is bound and one is unbound. Simulations where both clouds are initially unbound produced even less stellar mass. Comparing to control runs (where the clouds evolve in isolation) for each of the scenarios, we found that collisions do increase the star formation efficiency modestly in both the bound–bound and bound–unbound cases. However, the collision seems to have no effect in the star formation in the unbound–unbound case.

The initial conditions from which simulations are started, such as initial density profile and level of turbulent support play an important role in determining the outcome of models. In their study Girichidis et al. (2011) investigated four different initial density profiles to understand their influence on the evolution of their simulated clouds and in particular on the stellar mass distribution. The conclusion drawn from the paper was that flat density distributions tend to produce more lower mass stars whereas concentrated density profiles tend to produce more massive stars, usually at the core of the clouds with lower mass stars further out.

In this paper we knit together several of the issues discussed above. We investigate the role of the initial density profile on the evolution of collisions between turbulent molecular clouds. We choose an initial density profile of \( \rho \propto R^{-2} \), appropriate for a hydrostatically-supported isothermal sphere. Such an object will undergo inside-out collapse, producing an embedded star cluster inside the remaining infalling molecular gas (Shu 1977).

We use the smooth particle hydrodynamics (SPH) code GADALF (Hubber et al. 2018). The aim of the paper is to explore, by comparison with Paper I, the role the initial density profile plays on the evolution of the collision structure and on the overall star formation efficiencies.

In Section 2, we briefly discuss our numerical methods, model assumptions and initial conditions. Section 3 contains the results of our calculations, and our discussion and conclusions are presented in Section 4.

## 2 Numerical Methods and Initial Conditions

Like paper-I all of our simulations here are performed using the smooth particle hydrodynamics code GADALF (Hubber et al. 2018). GADALF uses the gradh-SPH formalism (Springel & Hernquist 2002; Price & Monaghan 2004) and a leapfrog kick–drift–kick (KDK) integrator in order to solve the fluid equations. An octal tree is used to compute self gravitational forces. Artificial viscosity forces are calculated using the Monaghan (1997) scheme with \( \alpha = 1 \) and \( \beta = 2 \). Sink particles replace gravitationally–unstable groups of gas particles, provided they are collapsing. The sink particle density threshold in our simulations are \( 10^{-17} \text{ g cm}^{-3} \).

No background medium is used in these simulations. We repeated some simulations with \( 10^5 \), \( 3 \times 10^5 \) particles and found that convergence (in terms of kinetic energy dissipated in the collision, and the rate and efficiency of star formation) was excellent (the convergence tests will be published in a subsequent paper).

A barotropic equation of state is used to model the thermodynamics of the gas (e.g. Hubber et al. 2011)) with a critical density of \( 10^{-16} \text{ g cm}^{-3} \) above which the gas behaves adiabatically. Given the sink density formation threshold, this essentially makes the state of the gas isothermal with a temperature of 30 K. The reasoning behind this initial temperature selection is that this is an intermediate temperature between the coldest and densest part of the gas in a typical molecular cloud, where the coldest densest regions have temperatures of \( \sim 10 \text{ K} \) and the outer regions where the temperature can be \( \sim 100 \text{ K} \). We take the mean molecular weight to be 2.35.

Each cloud is modelled with \( 10^6 \) particles which gives a mean mass resolution of 0.5-1.0 \( M_\odot \) (since the number of neighbours for particles is 50). Both clouds are provided with a divergence–free turbulent velocity field using a power spectrum \( P(k) \propto k^{-4} \). This power spectrum is appropriate for supersonic turbulence. The turbulence is not artificially driven but is purely initial. The clouds are seeded with the turbulent velocity fields where the root–mean–square velocities are scaled in order to generate their virial ratios.

The clouds start with the same mass and same radii with their centres of mass are placed at \( d=40 \text{ pc} \) from each other in the x-direction. The bulk velocity in these models in the x-axis are \( \pm v_0/2 \) where \( v_0 = 10 \text{ km s}^{-1} \). The simulations here are head–on collisions therefore the impact parameter, \( b = 0 \). Table 1 shows the initial conditions of the simulations used in this study.

As in paper I there is an enormous amount of parameter space to explore. Therefore, like paper I we chose to explore the effect of virial ratio of the clouds along with the non uniform densities of the cloud. The aim of this paper is to investigate whether the collision result in greater star formation than it would have if the clouds were to evolve in isolation and whether the collision will result in the clouds merging together to create singular object.

Like paper-I there are a few timescales in which some are constant while others are variable.

Individual clouds are characterised by their masses, radii and imposed turbulent velocity dispersion. The clouds are initially modelled with a density distribution of \( \rho \propto R^{-2} \). The mass and radius determine the mean density \( 1.62 \times 10^{-22} \text{ g cm}^{-3} \) and set the global freefall time from

\[
\tau_{ff} = \sqrt{\frac{3\pi}{32G\rho}} \approx 5.2 \text{ Myr}
\]  

However, since the density distribution is always strongly non–uniform, the global freefall time does not adequately capture the clouds’ likely behaviour. The clouds are modelled with the density distribution of \( \rho \propto R^{-2} \). Therefore, the freefall time can be thought of as varying with radius as

\[
\tau_{ff} \propto R
\]

Figure 1 shows the relation between freefall time, density and radius. It shows that the freefall time in the innermost part of the cloud is \( \lesssim 10^5 \text{ yr} \), so the inner regions will collapse very quickly compared to the overall/global collapse of the cloud, which will...
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| Run       | Mass $M_{\odot}$ | Radius pc | Temperature K | $b_0$ | $v_0$ km s$^{-1}$ | $\alpha$ | $t_\text{ff}$ Myr | $t_\text{cross}$ Myr | $\rho$ g cm$^{-3}$ |
|-----------|------------------|-----------|--------------|-------|------------------|---------|-----------------|---------------------|------------------|
| BB_rho_r-2 | 10000            | 10        | 30           | 0     | 10               | 1.0     | 5.2             | 8.61                | $1.62 \times 10^{-22}$ |
| BU_rho_r-2 | 10000            | 10        | 30           | 0     | 10               | 1.0, 5.0 | 5.2             | 8.61, 3.85          | $1.62 \times 10^{-22}$ |
| UU_rho_r-2 | 10000            | 10        | 30           | 0     | 10               | 5.0     | 5.2             | 3.85                | $1.62 \times 10^{-22}$ |

Table 1. Simulation parameters: Run name, masses of individual clouds, radius of clouds, gas temperature, impact parameter, initial relative velocity, global initial virial parameter(s), global initial freefall time and initial crossing time and initial density.

As with the global freefall time, the global virial ratio may give a misleading impression of the dynamical states of the clouds. Our two clouds have virial ratios of 1.0 and 5.0, and it is instructive to compute, using GANDALF’s tree, the gravitational potential energy of every particle and compare it to that particle’s turbulent kinetic energy, to obtain a ‘local’ virial ratio. We show the result of this exercise in Figures 2 and 3.

Evidently, a considerable fraction of the gas in the outer regions of the ‘bound’ cloud is in fact unbound, while the inner regions are very strongly bound. Conversely, although most of the gas in the ‘unbound’ cloud really is, non–negligible quantities of material at small to intermediate radii are actually bound. As will be seen shortly, these observations have important consequences for the star formation behaviour of the clouds.

The turbulent crossing time/dissipation time is set by the velocity dispersion.

$$ t_\text{diss} \approx \frac{2R_{\text{cloud}}}{\sigma} $$

Turning to the actual collisions, these are characterised by three parameters; the impact parameter $b$; the relative velocity at infinite separation $v_0$; the initial cloud separation $d$. If $d >> b$, the elapsed time before the clouds strike each other – the collision time – can occur on timescales of several Myr.

The virial ratio of the clouds can be calculated from the following equation

$$ \alpha = \frac{E_{\text{turb},0}}{|E_{\text{self},0}|} $$

where the $E_{\text{turb},0}$ represents the initial turbulent kinetic energy and $E_{\text{self},0}$ represents the self gravitational potential energy of the clouds.

The kinetic energy can be straightforwardly computed from

$$ E_{\text{turb},0} = \frac{M_{\text{cloud}} \sigma^2}{2} $$

To compute the gravitational potential energy, we compute the infinitesimal quantity of energy required to remove a spherical shell of thickness $dr$ and density $\rho(r)$ from the surface of a sphere of radius $r$ and mass $M(r)$, given by

$$ dE = \frac{G}{r} 4\pi \rho(r) r^2 M(r) dr. $$

Writing $\rho(r) = \rho_0 r_0^2 r^{-2}$,

$$ M(r) = \int_0^r 4\pi \rho_0 r_0^2 r^2 dr = 4\pi \rho_0^2 r^4 $$

so that

$$ dE = 16\pi^2 G \rho_0^2 r_0^4 \rho_0^2 r^4 dr. $$

giving the gravitational binding energy as

$$ | E_{\text{self},0} | = \frac{GM_{\text{cloud}}^2}{R_{\text{cloud}}} $$

Figure 1. Red line, left axis: initial density as a function of radius. Blue line, right axis: initial freefall time, computed simple as a function of density.

Figure 2. Two–dimensional histogram in the log($r$)–log(virial ratio) plane for the initial conditions in the bound cloud with a global virial ratio of 1.0. The white line represents a virial ratio of unity.
be determined by

\[ t_{\text{coll}} \approx \frac{d}{v_0} \quad (10) \]

The cloud crushing time is defined as the time between when the clouds first touch and the time when as much of the cloud as is going to has entered the shocked collision region. The cloud crushing time, \( t_{\text{crush}} \) is,

\[ t_{\text{crush}} \approx \frac{2R_{\text{cloud}}}{v_0} \approx 2.0 \text{ Myr} \quad (11) \]

These timescales are expected to have a significant role in the outcome of the simulations. If the collision time is shorter than the turbulent crossing time, the window is small for structure to develop before the collision or for the gas to enter the shocked region. The clouds would then be relatively smooth when they collide.

The unbound clouds are expected to expand. If the collision time is short compared with the turbulent crossing time, the degree of expansion will be small.

A key difference between the simulations presented here and those in Paper I is that the clouds studied in this paper are centrally condensed and the freefall time hence varies substantially with radius, as shown in Figure 1. The central freefall times of the clouds are shorter than any of the above timescales. Additionally, both clouds have bound material at their centres. We therefore expect both clouds to initiate star formation in their core regions long before they collide. In a companion paper (Tanvir et al. 2020, in prep. hereafter Paper IV), we explore the influence of the impact parameter and relative velocity along with the initial density profile in cloud-cloud collision.

The speed of sound \( c_s \) at 30K for a mean molecular weight of 2.36 amu is 324 m/s. The Mach number of the collision is \( v_0/c_s = 30.9 \) for all simulations. The Mach number of the turbulence is given by \( \sigma/c_s \), which is 5.84 and 13.1 for the bound and unbound clouds respectively. No background medium is present in these simulations.

One of the main targets of this paper is to understand the effect of collision on star formation efficiencies and rates. To understand the effect of the collision better we have also run control simulations where the clouds evolve in isolation.

3 RESULTS

This section is divided into four subsections. The first discusses the morphology and gross evolution of the models, the second explores the star formation efficiencies and rates, the third examines the angular momentum distribution within the collision products, and the fourth discusses the formation of bound structures.

3.1 Morphology of Collision Simulations

3.1.1 Run BB_rho_r-2

In this run, both clouds are initially gravitationally bound with a global virial ratio of 1. The collision time here is 1.96 Myr.

We first examine the morphology of the collision using column density position–position plots at three epochs imaged along the two directions orthogonal to the collision axis, shown in Figure 4. The first plots, shown in the upper panels of the figure, are from 2.50 Myr, \( \approx 0.6 \) Myr after the collision time (which we define as the moment when the clouds first touch).

The collision time is shorter by a factor of about two than the turbulent crossing time, but the turbulence has nevertheless generated significant substructure in both clouds. The collision time is also shorter than the clouds global freefall times, and there is thus no evidence of global collapse or shrinking. However, as discussed in Section 2 above, the steep density profiles of clouds leads to very short local freefall times in the clouds’ centres, and Figure 4 shows that star formation has already initiated there, forming two very compact clusters, presence of two star clusters at the centres of the clouds. This is in stark contrast to the simulations presented in Paper I, in which star formation activity was delayed until \( \approx 3 \) Myr after the onset of the collision, and was more randomly distributed through the cloud volumes.

The second pair of position-position plots, shown in the middle panels of Figure 4, is taken around one global freefall time. The two clusters have now passed each other – even though the impact parameter of these simulations is zero, the clusters formed by the condensed clouds are so small that even a minor component of the turbulent velocity field acting on the central gas perpendicular to the collision axis is sufficient to cause the clusters to miss each other.

Both star clusters, but particularly that on the right hand side of these images, have grown significantly in numbers of stars and are sufficiently crowded that numerous stars have been ejected by dynamical encounters.

Both clusters are still evidently accreting from local dense gas, and the structures in the gas are suggestive of rotation. The overall gas has started to acquire a more elongated distribution compared to the distribution in the first position-position plot.

The third pair of panels in Figure 4 are taken at \( \approx 7.5 \) Myr after the clouds have collided (i.e. about 5.0 Myr after the images in the first panels). The remaining gas is now mainly part of a dense filamentary structure connecting the cores of the two star clusters, in
a similar fashion to that described in Paper I. This is due once again to the densest parts of the clouds being largely unaffected by the collision, and being thus able to propagate themselves the farthest from the point of impact.

Star formation is evidently not occurring uniformly along the filament, but is mostly confined to the densest material in the potential wells of the clusters. Rotation in this material is even more clearly visible, and will be discussed in detail below. Although star formation is concentrated around the clusters, significant numbers of stars have been ejected not only from the clusters, but from the filament as well, and these objects must therefore be starved of fresh material to accrete.

Since position-position plots contain limited dynamical information, we turn to position-velocity plots, imaged along the collision axis which is here the x-axis, and with the y-axis representing the space dimension of the plots.

Figure 5 shows the position-velocity at the same stages of simulation BB as the position–position plots. Note that we take no account of optical depth effects in generating these images.

In the first panel, much of the vertical thickness of the clouds is determined by their turbulent velocity dispersions and the clouds are separated by their original relative velocity, 10 km s$^{-1}$. However, it is also clear that the compact central regions of the clouds are collapsing, due to their short freefall times, leading to almost linear vertical structures in the plots, with the strongest features being due to high velocity accretion onto one of the sink particles. In reality, much of these structures would be optically thick and therefore potentially unobservable. We plan to investigate this issue using detailed radiation transport modelling to generate more realistic synthetic observations in a future paper.

The clouds are also connected by a small amount of material which has been decelerated by the collision from the individual rest frames of the clouds to close to the zero–momentum frame of the whole simulation. This is the beginning of the broad-bridge feature characteristic of cloud–cloud collisions in PV diagrams (Haworth et al. 2015a,b). However, these features are still useful, since they point out where in the position-velocity diagram star formation activity is occurring. The first panel in the PV plot shows that star formation activity is present and is very strongly spatially concentrated near the clusters at the centres of the clouds.

The second panel in Figure 5 shows the state of the simulation at 5.50 Myr. It is still just possible to identify the original clouds, still separated by their original relative velocity. It can be seen that most of the clouds’ combined mass have now entered the shocked broad–bridge layer, near the collision axis in space and zero on the velocity axis. Around y = 0 and v$_x$ = 5 km s$^{-1}$ it can be seen materials from the clouds travelling in the negative x-direction has been decelerated. The vertical spikes seen in the PV plots indicate the presence of accretion flows onto individual sinks, which produce a wide range of velocities concentrated in a small spatial extent. In reality, these flows would be optically thick and almost certainly not observable. However, they serve a useful purpose in our plots in revealing active star formation. In Figure 5, they show that star formation activity is well underway and suggest that it is mostly concentrated around the broad bridge region, but there is a second structure offset from the collision axis by $\approx 3$ pc, indicating significant star formation activity in one of the clusters which has drifted off the collision axis.

The last panel of Figure 5 shows the state of the simulations around 7.5 Myr after the collision time. The densest part of the clouds have to some extent survived the collision and have retained their identity and much of their original relative velocity. Star forming regions are roughly aligned along the collision axis at y = 0. It is now all but impossible to discern the system as two separate objects, however.

As we did in Paper I, we have also performed control versions of each run, which are identical except that the clouds are given initial bulk velocities of zero, so that we can observe how they evolve in isolation. Figures 6 and 5 show column–density and position–velocity plots of the the state of the control run BB at 9.5 Myr. No filamentary structure have been formed in this controlled run unlike its collisional counterpart. The two clouds have formed centrally–condensed star clusters which, as in the counterpart run, have ejected numerous low–mass members and, as shown by the accretion structures in the PV plot, are the exclusive sites of star formation. The position-velocity plot clearly shows signatures of infall onto the clusters. Interestingly, there is a prominent diagonal feature in the PV plot centred on the right–hand cluster, indicating the presence of a rotating structure, which can perhaps also be discerned in the the $x_z$ column–density image. This suggests that the rotating structures seen in the collisional run BB are not necessarily driven by the collision, but are at least in part intrinsic to the original
model clouds. We will discuss this issue in more detail later in this section.

3.1.2 Run BU_rho_r-2

In this run the virial ratios of the clouds are 1.0 and 5.0 which means that one of the clouds is much more gravitationally unbound than the other cloud. In the case of uniform clouds, such a high virial ratio would be expected to strongly suppress star formation. However, it is not obvious that this should still be the case in such strongly condensed clouds.

As in Run BB, in this simulation the clouds collide at 1.96 Myr. Figure 7 shows column-density plots at the same three epochs of the simulation chosen in Figure 4, with the unbound cloud starting at a negative value of \(x\), on the left of the images and moving from left to right. Comparing with the first panel of Figure 4, it is clear that the outer regions of the unbound cloud have expanded around but that the denser regions are relatively unaffected. This observation is not surprising since, as shown in Figure 3, the outer regions of the unbound model cloud are indeed unbound, but the inner, denser regions, are at least somewhat bound.

As in Run BB star formation is active in both clouds’ centres/cores and two clusters have been formed, showing that the high global virial ratio of the unbound cloud has failed to prevent it forming stars. As we will show below, the expanding outer region of the unbound cloud does have the effect of slowing the total star formation rate in this simulation, simply by reducing the rate at which the central cluster is able to accrete from the rest of the cloud.

From the middle panels of Figure 7 it is very difficult to tell the original clouds apart, and the two clusters have once again missed each other. The higher turbulent velocities in the unbound cloud (which is on the right of the images in the middle and lower panels) has caused the clusters to miss each other by an even larger margin.

The third row of Figure 7, taken at 9.50 Myr, shows the two star clusters widely separated. Unlike Run BB, and the corresponding bound–unbound uniform–cloud collision in Paper I, there is no strong central filament connecting the two clusters, and they appear to be completely independent objects.

Once again, both clusters are at the centres of features which strongly suggest rotation. In particular, the left–hand cluster, which devolved from the bound cloud, is evidently accreting from a disc–shaped structure several parsecs across, which is in turn being fed by two ~ 10 pc–scale filaments contacting the disc at a significant angular separation.

Figure 8 follows run BU via position-velocity diagrams. The first panel shows the clouds being separated by their pre-collisional relative velocity at 10 km s\(^{-1}\). The unbound cloud can be easily recognised due to its thicker extent along the y axis. The vertical spikes reveal that star formation is once again confined to two very narrowly–defined regions, and a small broad bridge feature can also be seen.

In the second diagram we see that, unlike the second panel of Figure 6 in Paper I, the clouds’ core are widely spatially separated, appearing on either side of the diagram. This is due to the components of the turbulent velocity field perpendicular to the collision axis which the clouds’ core regions were given at the start of the simulation. The broad bridge structure is by this stage rather ill–defined and is no longer obvious that one is looking at
two initially–separate clouds, although the much thicker extent of the unbound cloud on the velocity axis might suggest this.

The third panel shows the state of the simulation at 9.5 Myr, 7.5 Myr after the collision time. The densest region of the clouds have survived the collisions and remain widely separated in both space and velocity on either side of the plot. The remnants of the clouds are loosely connected by an almost horizontal structure, which is essentially what remains of the broad–bridge, since it lies at a velocity close to zero and is composed of material decelerated by the collision. Star formation is plainly still active in both the cores of the clouds. Unlike run B from Paper I star formation does not occur in the broad bridge structure. The outer region of the unbound cloud have spread out in velocity compared to its bound counterpart.

Figure 9 shows the state at 9.5 Myr of the controlled runs of the same cloud, with the unbound cloud on the left–hand side of the plot. From the column density plot it is clear that the controlled runs like its collision counter part does not form any filamentary structures. Two widely–separated star clusters have formed and there is again in both the PV and column–density plots evidence of rotating gaseous structures around the clusters.

3.1.3 Run UU_rho_r-2

In this run, both the clouds have an initial virial ratio of 5.0 and are thus globally gravitationally unbound and it is expected therefore that star formation activity will not be as vigorous as the previous two runs.

Figure 10 shows the column-density plots at different stages of the simulation. The collision time in this run is same as the last two runs at 1.96 Myr. The first panel is taken at 2.5 Myr. The excess turbulent kinetic energy has already caused both clouds’ outer regions to expand significantly. However, once again, star formation activity is well underway at the densest regions of both clouds.

The second panel in the plot the simulation at 5.5 Myr. Although there are some shocked structures present as a result of the collision, most of the outer regions of the cloud have continued dispersed due to rather large initial kinetic turbulent energy being injected into the clouds. This is an indication that little has changed as a result of the collision. Whatever star formation activity is present remains confined to the initial densest region of the clouds.

The final diagram of Figure 10 shows the state of the
Figure 8. Position-velocity plots from Run BU simulation. The first plot is taken prior to the collision where the clouds can be separated by their pre-collisional relative velocity. The second plot shows the state of the clouds during the collision. The third plot is taken after the clouds have collided. The timeline for these plots are the same timeline as the column-density plots.

Figure 9. Column-density and position-velocity plots from the controlled runs of run BU simulation. Both these plots are taken at 9.5 Myr of the simulation. From the position-velocity diagram it is hard to distinguish the clouds since they both occupy the same width along the velocity axis. Simulation 7.5 after the collision of the clouds. Much of the clouds have now dispersed, with the cores of the clouds having survived and being widely separated, hosting a star cluster each. There is clearly relatively little dense gas except the core regions. There is no filamentary structure present connecting the two cloud remnants, which we also observed to be the case in run C of Paper I. However, there is a structure resembling a filament present at the location of the right-hand cluster, almost at right angles the collision axis. This is evidently an accretion flow, and it is feeding a disc-like structure centred on the cluster.

The corresponding position-velocity diagrams are shown in Figure 11. The first panel shows that both the clouds’ outer region have been expanded along the velocity axis due to the initial virial ratio and the broad bridge feature can be found like the other collisional simulations in this study. In common with the other runs presented here is the presence of star formation activity at the densest region of the clouds.

The second panel shows that quite a considerable amount of material, particularly at negative y locations, belonging to the cloud with an initial negative x-velocity has been decelerated by the collision, producing a very broad bridge feature.

The third panel shows the state of the run at 9.5 Myr. The cores of the clouds have survived the collision and much of the remaining gas has dispersed. The broad bridge feature remains...
3.2 Star formation efficiencies and rates

Figure 13 presents the star formation efficiencies and rates for both collision and control simulations. The green lines and red dashed
Figure 12. Column-density and position-velocity plots from the controlled runs of run UU simulation. Both these plots are taken at 9.5 Myr of the simulation. From the position-velocity diagram it is hard to distinguish the clouds since they both occupy the same width along the velocity axis.

The lines represent the collision and control runs respectively. In all the simulations star formation efficiency is calculated from

\[
\text{SFE} = \frac{\text{total stellar mass}}{\text{total gas mass + total stellar mass}}
\]

The first row in Figure 13 shows the star formation efficiencies and rates as a function of time of Run BB. The star formation efficiencies are almost identical at all times, but the control runs produces fractionally more stars over the ≈ 10 Myr span of the simulation.

The second row in the figure shows that this pattern is repeated in Run UU, and the third row shows the star formation efficiency of Run UU is unchanged by the collision, but that fractionally fewer stars are formed in the collision run. Like Run B the star formation efficiency remains the same for both collision and control runs. As expected, the star formation efficiencies are highest in the case where both clouds are initially bound and lowest when they are both unbound.

These plots show that the effect of the collisions on the star formation process within the clouds is negligible. Star formation activity in these models is confined to the dense cores of the clouds, which are bound irrespective of the clouds’ global virial ratios. Their density and boundedness makes the cloud cores immune to the effects of the collisions.

To further explore this point, we examined the column–density probability distribution function (PDFs) viewed along the \( z \)-axis (i.e. perpendicular to the collision axis), comparing the collision runs with the corresponding control runs at a given time. The high-density end of the column–density is a useful tool, particularly for observers, in examining the state of star formation. We find that the differences between corresponding PDFs of a pair of collision and control runs are slight, and certainly do not reveal any features that would allow one to identify a collision product from its PDF alone.

We plot examples in Figure 14, taken from Run BB at 3.0, 5.5 and 8.0 Myr. At low densities, the collision simulation (shown in half–tone) shows more low–density material after the collision has occurred, as expected from gas which has been ejected from the clouds in the encounter. The collision run also shows more intermediate–density material, reflecting the shocking of the outer regions of the colliding clouds. However, the quantities of gas in the highest–density regions, in which star–formation is underway, are very similar, indicating that the high–density regions of the clouds
are very little affected by the collision. This result is reflected in the similarity of star formation rates and efficiencies.

### 3.3 Angular momentum

Examination of the late-time column density images presented in Figures 4, 7 and 10 and the corresponding control simulations appears to show vortices of dense gas centred on the main concentrations of stars. Such a structure is particularly clear, for example, around the right-hand cluster in the $xy$ view of run BB at 9.50 Myr in Figure 4. These structures suggest that considerable quantities of angular momentum are stored in the hydrodynamic flows near the clusters. Since the clusters are accreting from these flows, it is then natural to ask if the clusters themselves contain significant quantities of angular momentum.

While there is considerable observational evidence of rotation in globular clusters (e.g. Pryor et al. 1986; Lardo et al. 2015), there is relatively little on the evidence for rotation in young or embedded systems (e.g. Hénault-Brunet et al. 2012; Cottaar et al. 2015). Simulations, however, suggest that rotation in young clusters should be common (e.g. Mapelli 2017; Ballone et al. 2020).

2015). Simulations, however, suggest that rotation in young clusters is losing angular momentum by artificial viscosity and is being accreted by the cluster stars.

We have shown that the gas near the main concentrations of stars exists in coherent rotating structures containing significant quantities of angular momentum. It is obvious to inquire if the star clusters at the centres of these flows also have net angular momentum.

To assess this possibility, we compute the angular momentum of each star $\mathbf{J}_i = m_i \mathbf{r}_i \times \mathbf{v}_i$. We again eliminate stars on nearly radial orbits and compute for all pairs of stars (since there are relatively few) $\mathbf{J}_{i,j} = (\mathbf{J}_i/||\mathbf{J}_i||)(\mathbf{J}_j/||\mathbf{J}_j||)$ and plot histograms of the result. An example, for the same cluster as above, is shown in Figure 17.

If the cluster had a preferred rotation, the distribution of dot products should be strongly skewed towards values close to unity. Figure 17 instead shows a distribution which closely resembles a Gaussian, with a mean close to zero. There is a degree of asymmetry to the distribution, and its skewness is -1.38. In Figure 18, we instead plot the unbinned cumulative distribution of the same dot products in blue. We overlay in red the cumulative distribution of a Gaussian with a mean of zero and same standard deviation as the data. The data are clearly skewed somewhat to larger values of the dot product, and a KS test comparing the Gaussian and the data returns a $p$-value of $\sim 10^{-8}$. The distribution evidently has a bias towards alignment, but it is not particularly strong. Very similar results apply to the other cluster in Run BB, and those in runs BU and UU.

It is tempting to suppose that these rotating structures are caused by the collisons of the clouds, since even an encounter with an impact parameter of zero may possess a net angular momentum if the clouds are inhomogenous. However, since we also observe such rotating structures in the control simulations, this is evidently not the case. Instead, it is due to the deep density profile of the clouds leading to star formation being confined to small volumes near their centres. The clusters so formed then accrete material from larger radii, which inevitably is carrying angular momentum. These structures are then a generic feature of the contraction of a strongly centrally-condensed turbulent cloud onto a compact star-forming core, and not anything particularly related to cloud–cloud collisions.
Figure 14. Column–density PDFs of the BB collision (half–tone) and control (full–tone) simulations at a time of 3.0, 5.5 and 8.0 Myr.

Figure 15. Particle plot of the rotating structure picked out by the procedure described in the text, around the right–hand cluster in the last output of Run BB. Red dots represent gas particles, and black triangles are sink particles.

Figure 16. Particle plot of the logarithm of the tangential velocity against the logarithm of distance from the cluster centre for the gas particles in the rotating structure shown in Figure 15. The white dashed line shows the Keplerian scaling $J \propto r^{3/2}$ and the red dashed line is a fit to the simulated profile.

3.4 Boundedness of collision products

One of the most basic questions that should be addressed in a simulation modelling the collision of two GMCs is to what extent the result of the encounter is a single bound object. Collisions which convert one cloud into two result in coagulation, which may affect the overall cloud mass function.

The relative velocities and masses of the clouds in these simulations are such that almost all the gas is initially unbound in the COM frame. In this section we investigate whether the distribution of gas and stars resulting from the simulation will produce a single object which is bound by its own self gravity in the COM frame of reference. We compute for each gas and sink particle the kinetic energy in the COM frame, the gravitational potential energy due to all other particles, and the sum of these. Gas or sink particles for which this sum is negative are regarded as being bound and as members of a single object at rest in the COM frame.

Figure 20 shows particle plots of the BB BU and UU simulations at 9.5 Myr. Blue and red dots represent, respectively, bound and unbound gas particles (only one tenth of the gas particles are shown for clarity), and blue and red triangles are respectively bound and unbound sinks.

Towards the centre of each image there is a quantity of bound gas, most in the BB model, where the bound gas forms a likely long–lived filament, and least in the UU model. This material corresponds approximately to the broad–bridge features seen in the PV images of the simulations, and consists of material which has been brought almost to a halt in the COM frame by shocks. The self–gravity of this gas does not need to be strong, since its velocity is so low. Much of the gas evidently remains unbound in the COM frame.

Turning to the sink particles, most of the sinks also appear to be unbound except, in the main, those close to the centres of the clusters. However, a little thought shows that these sinks are not in fact part of a single bound structure in the COM frame. They are instead in the very deep potential wells of the clusters, so they are strongly bound to the clusters, but the clusters are not bound to each other.
We verified that this is the case by treating each simulation at 9.5 Myr as a three-body problem consisting of the left- and right-hand clusters of masses $M_{\text{left}}$ and $M_{\text{right}}$, locations $r_{\text{left}}$ and $r_{\text{right}}$, and velocities $v_{\text{left}}$ and $v_{\text{right}}$, and the bound gas of mass $M_{\text{bnd}}$ located at the origin with zero velocity. We can then compute the total kinetic energy as

$$KE_{3-\text{body}} = \frac{1}{2}M_{\text{left}}v_{\text{left}}^2 + \frac{1}{2}M_{\text{right}}v_{\text{right}}^2$$

and the potential energy as

$$PE_{3-\text{body}} = -\frac{GM_{\text{left}}M_{\text{right}}}{|\mathbf{r}_{\text{left}} - \mathbf{r}_{\text{right}}|} - \frac{GM_{\text{left}}M_{\text{bnd}}}{|\mathbf{r}_{\text{left}}|} - \frac{GM_{\text{right}}M_{\text{bnd}}}{|\mathbf{r}_{\text{right}}|}$$

where $\mathbf{r}_{\text{left}} = r_{\text{left}} - r_{\text{right}}$.

We computed these energies for all the final states of all three collision simulations and found that the kinetic energy exceeded the modulus of the potential energy by factors of $\approx 3$, indicating that the clusters pairs are not bound in the centre of mass frame. The dense cores of the clouds, where most of the stars and most of the star formation activity are to be found, are little affected by the collision.

In Figure 19 we plot the quantities of bound stellar (dashed lines), gas (dash–dotted lines) and total (solid lines) mass as a function of time for all three simulations. Because of the issue discussed above in which the deep potential wells of the clusters imply sinks that sinks are bound when they are actually not, these quantities are strictly upper limits.

As we observed in paper-I, the initial quantities of bound material are small, but there are sharp increases in bound mass before and during the collision. As the clouds approach, they generate a deeper potential well, and material is decelerated by shocks. This occurs fastest in Run BB and slowest in Run UU. This indicates that matter is likely to become more bound in the COM frame if the initial virial state of the clouds were more strongly bound. The quantities of bound matter comes to a steady state around 4–6 Myr.

The total mass of all models is $2 \times 10^4 M_\odot$, so we see that, in the bound–bound and bound–unbound simulations, approximately half of the total mass is left bound, and most of the bound mass is gas. In the unbound–unbound model, approximately one third of the total mass is left bound, and approximately half of the bound mass consists of gas.

It can be concluded that the collision between bound clouds will result in a large fraction of the total mass remaining bound in the COM frame. However in the case of collision between unbound clouds, only a small fraction (approx 30 percent) of the total mass becomes bound in the COM frame. More significantly, most of the stars and potentially star–forming gas do not become bound in the COM frame.
In this paper we have investigated the impact of the initial density profile on collisions between molecular clouds. As in paper-I we have chosen to collide the clouds at a speed of 10 km s\(^{-1}\). This velocity is higher than the escape velocity of the clouds, so that most of the mass is unbound at the beginning of the simulation.

We find that the density structure of the clouds dominates their evolution. The difference between the evolution of the collision and control simulations in terms of star formation rates and efficiencies and angular momentum of the stellar material, are rather minor. The dense cores of the clouds essentially detach themselves dynamically from the outer regions, and are sufficiently dense and gravitationally bound that the collisions have little effect on them.

For consistency with paper-I the simulations in this study have been run to ~ 10 Myr, although we see that most of the quantities of interest, such as star-formation efficiency and fraction of bound material have settled down after 4–6 Myr in these models. We have once again not included the effects of feedback. In these models, the massive stars are all found deep in potential wells containing large quantities of dense gas, and which are continually accreting further gas. The timescale on which feedback might be expected to disperse the clouds – if indeed it can – is unclear. A separate paper will contain the effects of feedback and the simulations presented here will serve as a baseline to understand the effect of feedback.

In this paper the model clouds have an initial density profile of \(\rho \propto R^{-2}\). If both the clouds are bound, then the collision results in the formation of a bound filamentary structure visible in both position-position and position-velocity plots. Dense cores from the original clouds survive the collision and moves towards the ends of the filament, and are the sole sites of star formation. If only one or neither clouds is bound, the collision does not create strong filamentary structures and the clusters are almost entirely unconnected to each other.

These simulations exhibit higher star formation rates and efficiencies compared to the simulations involving uniform clouds presented in Paper I. Contrary to what was found in Paper I (see Figure 11 in that paper) in this study the collisions have almost no effect on the overall star formation efficiency, compared to the relevant control runs. There are likely several reasons behind this. In Paper I and here, the cloud collision time is \(\approx 2\) Myr. In paper I the shocking of the clouds does indeed generate high density materials which leads to a modest increase in the star formation efficiency. Due to their initial density profiles, the clouds in this study already have cores much denser than the clouds in Paper I, which begin forming stars very soon after the simulation starts and long before the collision. This is true even for the unbound clouds, since the cores of these clouds have strongly bound gas. Star formation remains heavily concentrated in the core regions of the clouds throughout the simulation.

The shocking of the clouds, which affects first their low-density outer layers, has little effect on the cores and does not increase the quantity of gas at the highest densities. The shocks do not appear to affect the denser parts of the clouds or have any impact on the structures there. Infall motions onto the the clusters are neither accelerated nor retarded, therefore.

Like Paper I the collision between the two clouds does not result in the formation of a singular object. Runs BB, BU, UU all generate appreciable quantities of bound material, consisting almost entirely of gas, but the clusters and dense cores of the clouds are not substantially decelerated by the collision and remain unbound approximately of unbound mass.

Figure 21 shows the velocity dispersion in the gas along the coordinate axes. There is a steady decline in velocity dispersion in the y and z directions as the turbulent velocity dissipates slowly. In Run A this is regulated by the contraction of the bound clouds. Along the collision axis the velocity dispersion however remains steady until the clouds come into contact at \(\approx 2\) Myr. A steady decline then lasts for another \(\approx 2\) Myr or 2 cloud crushing time. In this time period the clouds progressively enter the shocked region. The decline in kinetic energy in the x–direction is then the result of loss of clouds’ bulk kinetic energy due to the isothermal shocks generated by the collision. Since the turbulence in the clouds was already creating substructure before the clouds came into contact, the clouds are strongly non–uniform and this process is not very efficient. A closer look at Figure 21 shows that the velocity dispersion in the x–direction remains large enough to render some of the collision product unbound. This is because the velocity dispersion is deduced from the surviving gas from the clouds (i.e. material that did not form stars) and this is the material most likely moving at higher speed, and therefore most likely to be unbound. In none of the simulations was enough bulk kinetic energy lost to render the collision product completely bound. These plots are very similar to the plots presented in Tanvir & Dale (2020).

Once again magnetic fields and feedback from the massive stars have been neglected in these simulations, although both will be likely to influence the overall evolution of a cloud-collision product in several ways. Uniform magnetic fields oriented perpendicular to the collision axis may serve to cushion the collision, while a field oriented along the collision axis would suppress to some extent the tendency of bound clouds to contract into quasi–filamentary structures with this orientation. However, the effect of a turbulent field, as would inevitably be generated by our turbulent initial conditions, may simply act to slow the collapse of the clouds somewhat, and may have no discernible overall morphological influence.

If it were the case that the magnetic field within the clouds were strong enough to support them against gravitational collapse, so that the star formation timescale became comparable to or longer than the collision timescale, then the collision might be expected to have a much stronger effect and may succeed in initiating the clouds’ global collapse. We intend to investigate the effects of magnetic fields in subsequent papers.

The effects of feedback would likely be strongly constrained by the fact that the massive stars in these calculations are in very deep potential wells, into which dense gas is constantly infalling. These would both serve to stifle the expansion of HII regions or wind bubbles. We aim to answer these questions in subsequent papers.
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Figure 21. Velocity dispersion in the x (teal lines), y (orange lines) and z (purple lines) directions of Run BB (first panel), BU (second panel) and UU (third panel) simulations. The velocity dispersion in the x direction includes the clouds’ bulk velocities.