On the problem of calculation of correlation functions in the six-vertex model with domain wall boundary conditions

F. Colomo\textsuperscript{1}) and A. G. Pronko\textsuperscript{2})

Abstract. The problem of calculation of correlation functions in the six-vertex model with domain wall boundary conditions is addressed by considering a particular nonlocal correlation function, called row configuration probability. This correlation function can be used as building block for computing various (both local and nonlocal) correlation functions in the model. The row configuration probability is calculated using the quantum inverse scattering method; the final result is given in terms of a multiple integral. The connection with the emptiness formation probability, another nonlocal correlation function which was computed elsewhere using similar methods, is also discussed.

1. Introduction

One of the most fundamental problems in the theory of integrable models is the exact calculation of correlation functions\cite{1}. In recent years, there has been an increasing interest (motivated by various mathematical and physical applications) in obtaining exact results for correlation functions of statistical mechanics models defined on finite lattices and with fixed boundary conditions. Because of the lack of translational invariance, the systematic computation of correlation functions for these models represents a difficult problem.

An important example of such a model is the six-vertex model with domain wall boundary conditions\cite{2}. The partition function of the model on the finite lattice is given exactly in terms of certain determinant\cite{3,4}. This formula, known as Izergin-Korepin determinant formula, turned out a powerful tool in proving important combinatorial results. The current interest in the model is mostly motivated by occurrence of the phase separation phenomena (see\cite{5,6} and references therein).

Some progress in the calculation of the correlation functions of the six-vertex model with domain wall boundary conditions has been achieved when correlations are considered near the boundaries\cite{7,10}. An example of correlation function which can be computed away from the boundary is the so-called emptiness formation probability\cite{11}. Some generalisations have been considered recently in\cite{12}. However the problem of a systematic treatment of correlation functions, especially when correlations are considered away from the boundaries, is still far from being solved.

To address this problem, in the present paper we introduce a particular nonlocal correlation function, called row configuration probability. This correlation
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function describes the probability of observing a given configuration of arrows on the vertical edges located between two consecutive horizontal lines of the square lattice. The row configuration probability can be used as building a block to compute other (both local and non-local) correlation functions. In particular, it is closely related to the emptiness formation probability.

The row configuration probability besides being interesting for evaluation of other correlation functions, is also interesting on its own right: there are analogue in the context of phase separation for dimers models [13], and of enumerative combinatorics [14].

To compute the row configuration probability we consider the inhomogeneous version of the model and formulate it in the framework of the quantum inverse scattering method (QISM) [15] (for a survey, see [11]). We use the fact that the row configuration probability can be represented as a product of two factors. For computing the first factor we use a side result of paper [16], while for the second one we use the technique developed in papers [8, 10, 11]. For the homogeneous model both factors are represented in terms of multiple integrals.

To demonstrate how these results can be used for computing other correlation functions, we discuss here the connection with the emptiness formation probability. The computation is based on performing certain sums and integrals, and making use of identities involving antisymmetrisation of multi-variable functions.

The paper is organized as follows. In the next section after recalling basic facts about the model we set up the considered problem in terms of QISM objects. The derivation of the row configuration probability is given in sections 3 and 4. The relation with the emptiness formation probability is discussed in section 5.

2. Six-vertex model, domain wall boundary conditions, and row configuration probability

We consider the six-vertex model on a square lattice formed by intersection of $N$ horizontal and $N$ vertical lines (an $N \times N$ lattice), with special fixed boundary conditions called domain wall boundary conditions. Recall that the six-vertex model is a model in which local states are arrows pointing along edges of the lattices; the allowed arrow configurations are subject to the ‘ice-rule’: each vertex should have the same number of incoming and outgoing arrows. The Boltzmann weights are assigned to the six possible vertex configurations of arrows allowed by the ice-rule, and in the model invariant under reversal of all arrows there are three different Boltzmann weights, usually denoted $a$, $b$, and $c$. The domain wall boundary conditions mean that all arrows on the left and right boundaries are outgoing, while all arrows on the top and bottom boundaries are incoming, see figure

To use QISM in calculations we consider the inhomogeneous version of the model, in which the weights of the vertex being at the intersection of $\alpha$th vertical line (enumerated from the right) and $k$th horizontal line (enumerated from the top) are $a_{\alpha,k} = a(\lambda_{\alpha}, \nu_k)$, $b_{\alpha,k} = b(\lambda_{\alpha}, \nu_k)$, and $c_{\alpha,k} = c$, where

\[ a(\lambda, \nu) = \sin(\lambda - \nu + \eta), \quad b(\lambda, \nu) = \sin(\lambda - \nu - \eta), \quad c = \sin 2\eta. \]  

(2.1)

The parameters $\lambda_1, \ldots, \lambda_N$ are assumed to be all different; the same is assumed about $\nu_1, \ldots, \nu_N$. The parameter

\[
\Delta = \frac{a_{\alpha,k}^2 + b_{\alpha,k}^2 - c_{\alpha,k}^2}{2a_{\alpha,k}b_{\alpha,k}} = \cos 2\eta
\]  

(2.2)
takes the same value for all vertices, that ensures integrability [17]. The partition function is defined as follows

\[ Z_N = \sum_C \prod_{\alpha,k=1}^{N} w_{\alpha,k}(C), \] (2.3)

where \( w_{\alpha,k}(C) \) takes values \( w_{\alpha,k}(C) = a_{\alpha k}, b_{\alpha k}, c_{\alpha k} \), depending on the configuration \( C \). Clearly, \( Z_N = Z_N(\lambda_1, \ldots, \lambda_N; \nu_1, \ldots, \nu_N) \) where \( \lambda_1, \ldots, \lambda_N \) and \( \nu_1, \ldots, \nu_N \) can be regarded as ‘variables’; parameter \( \eta \) has the meaning of a ‘coupling constant’ and it is often omitted in the notations. After QISM calculations, the homogeneous model quantities (e.g., partition function) can be obtained from the inhomogeneous ones upon setting \( \lambda_\alpha = \lambda (\alpha = 1, \ldots, N) \) and \( \nu_k = \nu (k = 1, \ldots, N) \), where, with no loss of generality, one can further put \( \nu = 0 \), see (2.1). We shall refer to this procedure as homogeneous limit.

We now define the main objects of QISM in relation to the model. First, let us consider vector space \( \mathbb{C}^2 \) and denote its basis vectors as the spin-up and spin-down states

\[ |\uparrow\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |\downarrow\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \] (2.4)

To each horizontal and vertical line of the lattice we associate vector space \( \mathbb{C}^2 \). We also use the convention that upward and right arrows correspond to the ‘spin up’ state while downward and left arrows correspond to the ‘spin down’ state.

Next, to each vertex being intersection of the \( \alpha \)th vertical line and the \( k \)th horizontal line we associate the operator \( L_{\alpha,k}(\lambda_\alpha, \nu_k) \) which acts nontrivially in the direct product of two vector spaces \( \mathbb{C}^2 \): in the ‘horizontal’ space \( \mathcal{H}_k = \mathbb{C}^2 \) (associated with the \( k \)th horizontal line) and in the ‘vertical’ space \( \mathcal{V}_\alpha = \mathbb{C}^2 \) (associated with the \( \alpha \)th vertical line). Referring to the scattering matrix picture, the arrow states on the top and right edges of the vertex can be regarded as ‘in’ indices of the \( L \)-operator while those on the bottom and left edges as ‘out’ ones, that gives

\[ L_{\alpha,k}(\lambda_\alpha, \nu_k) = a_{\alpha,k} \frac{1 + \tau^+_\alpha \sigma^+_k}{2} + b_{\alpha,k} \frac{1 - \tau^+_\alpha \sigma^-_k}{2} + c_{\alpha,k} (\tau^-_\alpha \sigma^+_k + \tau^+_\alpha \sigma^-_k). \] (2.5)

Here \( \tau^l_\alpha \) and \( \sigma^l_k \) \((l = +, -, z)\) denote operators acting as Pauli matrices in \( \mathcal{V}_\alpha \) and \( \mathcal{H}_k \), respectively, and identically elsewhere.
An ordered product of $L$-operators along a vertical (or horizontal) line of the lattice corresponds in QISM to a monodromy matrix. To construct, e.g., the vertical line monodromy matrix, it is useful to think of the $L$-operator as a $2 \times 2$ matrix acting in space $V_\alpha$, with the operator entries acting in the space $H_{1,\ldots,N} = \otimes_{k=1}^{N} H_k$, i.e.,

$$L_{\alpha,k}(\lambda, \nu) = \begin{pmatrix} a(\lambda, \nu) \frac{1 + \sigma_k^+}{2} + b(\lambda, \nu) \frac{1 - \sigma_k^+}{2} & c \cdot \sigma_k^- \\ c \cdot \sigma_k^+ & b(\lambda, \nu) \frac{1 + \sigma_k^-}{2} + a(\lambda, \nu) \frac{1 - \sigma_k^-}{2} \end{pmatrix}.$$  

(2.6)

Here the subscript indicates that this is a matrix in $V_\alpha$. The ordered product along the $\alpha$th vertical line is the ‘vertical’ monodromy matrix:

$$T^V_\alpha(\lambda) = L_{\alpha,N}(\lambda, \nu_N) \cdots L_{\alpha,2}(\lambda, \nu_2) L_{\alpha,1}(\lambda, \nu_1)$$

(2.7)

$$= \begin{pmatrix} A^V_{1,\ldots,N}(\lambda) & B^V_{1,\ldots,N}(\lambda) \\ C^V_{1,\ldots,N}(\lambda) & D^V_{1,\ldots,N}(\lambda) \end{pmatrix}.$$  

(2.8)

The operators $A^V_{1,\ldots,N}(\lambda) = A^V_{1,\ldots,N}(\lambda; \nu_1, \ldots, \nu_N)$, etc, act in $H_{1,\ldots,N}$ and they are independent of $\alpha$. Each of these operators corresponds to a vertical line of the lattice, with the top and bottom vertical arrows fixed.

Similarly, one can consider the ‘horizontal’ monodromy matrices,

$$T^H_k(\nu) = L_{N,k}(\nu_N) \cdots L_{2,k}(\nu_2) L_{1,k}(\lambda_1, \nu_k)$$

(2.9)

$$= \begin{pmatrix} A^H_{1,\ldots,N}(\nu) & B^H_{1,\ldots,N}(\nu) \\ C^H_{1,\ldots,N}(\nu) & D^H_{1,\ldots,N}(\nu) \end{pmatrix}.$$  

(2.10)

where operators $A^H_{1,\ldots,N}(\nu) = A^H_{1,\ldots,N}(\nu; \lambda_1, \ldots, \lambda_N)$, etc, act in $V_{1,\ldots,N} := \otimes_{\alpha=1}^{N} V_\alpha$. Each of these operators corresponds to a horizontal line of the lattice, with the rightmost and leftmost horizontal arrows fixed.

The importance of the monodromy matrix operator entries is that they obey a quadratic algebra, called the algebra of monodromy matrix or Yang-Baxter algebra $\Pi$. The algebra involves in total 16 commutation relations, and in the following we will need some of these commutation relations, namely

$$B(\lambda) B(\lambda') = B(\lambda') B(\lambda), \quad C(\lambda) C(\lambda') = C(\lambda') C(\lambda),$$  

(2.11)

and

$$A(\lambda) B(\lambda') = f(\lambda, \lambda') B(\lambda') A(\lambda) + g(\lambda', \lambda) B(\lambda) A(\lambda'),$$  

(2.12)

where $A(\lambda) = A^Y_{1,\ldots,N}(\lambda)$, etc, and functions $f(\lambda', \lambda)$ and $g(\lambda', \lambda)$ are

$$f(\lambda', \lambda) = \frac{\sin(\lambda - \lambda' + 2\eta)}{\sin(\lambda - \lambda')}, \quad g(\lambda', \lambda) = \frac{\sin 2\eta}{\sin(\lambda - \lambda')}.$$
These states are the ‘all spins up’ and ‘all spins down’ states in the space $\mathcal{H}_{1,\ldots,N}$, respectively. Taking into account that the domain wall boundary conditions select for the vertical line the operator $B^V_{1,\ldots,N}(\lambda_\alpha)$, we can write the partition function as the matrix element:

$$Z_N(\lambda_1, \ldots, \lambda_N; \nu_1, \ldots, \nu_N) = \langle \phi^V_{1,\ldots,N} \mid B^V_{1,\ldots,N}(\lambda_\alpha) \mid \psi^V_{1,\ldots,N} \rangle.$$  \hspace{1cm} (2.13)

We also recall that $B^V_{1,\ldots,N}(\lambda) = B^V_{1,\ldots,N}(\lambda; \nu_1, \ldots, \nu_N)$.

Essentially in the same way, one can construct the partition function considering operators associated with the horizontal lines. Denoting by $|\phi^H_{\alpha}\rangle$ and $|\psi^H_{\alpha}\rangle$ the basis vectors of $\mathcal{H}_\alpha$, we can introduce states

$$|\phi^H_{1,\ldots,N}\rangle := \frac{N}{\alpha=1} |\phi^H_{\alpha}\rangle, \quad |\psi^H_{1,\ldots,N}\rangle := \frac{N}{\alpha=1} |\psi^H_{\alpha}\rangle,$$  \hspace{1cm} (2.14)

which are the ‘all spins up’ and ‘all spins down’ states of the space $\mathcal{V}_{1,\ldots,N}$. The partition function reads:

$$Z_N(\lambda_1, \ldots, \lambda_N; \nu_1, \ldots, \nu_N) = \langle \phi^H_{1,\ldots,N} \mid C^H_{1,\ldots,N}(\nu_k) \mid \psi^H_{1,\ldots,N} \rangle,$$  \hspace{1cm} (2.15)

and we recall that $C^H_{1,\ldots,N}(\nu) = C^H_{1,\ldots,N}(\nu; \lambda_1, \ldots, \lambda_N)$.

The partition function is known to be given by the Izergin-Korepin determinant formula (see [2,3])

$$Z_N = \frac{\prod_{\alpha=1}^N \prod_{k=1}^N (\alpha, \nu_k) d(\lambda_\alpha, \nu_k) \prod_{1<\beta<\lambda_\alpha} d(\lambda_\beta, \lambda_\alpha) \prod_{1<\nu_j<\lambda_k} d(\nu_j, \nu_k)}{\prod_{1<\alpha<\beta<\nu} d(\lambda_\alpha, \lambda_\beta) \prod_{1<\nu_j<\lambda_k} d(\nu_j, \nu_k)} \det \{ \varphi(\lambda_\alpha, \nu_k) \}.$$  \hspace{1cm} (2.16)

where $d(\lambda, \nu) := \sin(\lambda - \nu)$ and

$$\varphi(\lambda, \nu) = \frac{c}{a(\lambda, \nu)b(\lambda, \nu)},$$ \hspace{1cm} (2.17)

while $a(\lambda, \nu), b(\lambda, \nu)$ and $c$ are defined in (2.1). For the original proof of (2.16) see [4]; an alternative derivation of this formula can be found in [8,11].

In the homogeneous limit, i.e., when $\lambda_1 = \cdots = \lambda_N = \lambda$ and $\nu_1 = \cdots = \nu_N = 0$, expression (2.16) becomes

$$Z_N(\lambda, \ldots, \lambda; 0, \ldots, 0) = \left[ \frac{\sin(\lambda - \eta) \sin(\lambda + \eta)}{\pi \eta} \right]^{N^2} \frac{\det \{ \partial_\lambda^{\nu+k-2} \varphi(\lambda) \}}{\prod_{n=1}^{N-1} n!^2}$$ \hspace{1cm} (2.18)

where $\varphi(\lambda) := \varphi(\lambda, 0)$. Below we often use simplified notations for the homogeneous model quantities, e.g., writing $Z_N$ for $Z_N(\lambda, \ldots, \lambda; 0, \ldots, 0)$, and so on.

Let us now turn to the row configuration probability. To define this quantity it is useful to mention first that in the six-vertex model with domain wall boundary conditions all configurations are such that on the $s$th row (i.e., on the $N$ vertical edges between the $s$th and the $(s+1)$th horizontal lines, counted from the top, in our conventions) there are exactly $s$ arrows pointing up. It is therefore natural to study the probability of observing a given configuration of arrows on a given row, or row configuration probability, for short. Namely, we denote by $H^r_{N,s}$ the probability that the $s$ up-arrows of the $s$th row are exactly at the positions $r_1, \ldots, r_s$ (counted from the right), see figure 2.

Since the row configuration probability describes generic configurations of the model, it can be used as a building block to compute other correlation functions.
For example, by properly summing over positions of up-arrows, one can recover the so-called the emptiness formation probability studied in [11]. This connection is discussed in section 5.

To compute the row configuration probability, we separate the original \( N \times N \) lattice into two smaller lattices: an upper lattice, with \( s \) horizontal and \( N \) vertical lines, and a lower lattice, with \( N-s \) horizontal and \( N \) vertical lines. We shall denote \( Z_{r_1,\ldots,r_s}^{\text{top}} \) and \( Z_{r_1,\ldots,r_s}^{\text{bot}} \) the partition functions of the six-vertex model on the upper and lower sublattices, respectively (see figure 2). The row configuration probability is essentially given as a product of the partition functions of the six-vertex model on these two smaller lattices,

\[
H_N^{(r_1,\ldots,r_s)} = \frac{Z_{r_1,\ldots,r_s}^{\text{top}} Z_{r_1,\ldots,r_s}^{\text{bot}}}{Z_N}.
\] (2.19)

Our main goal in the present paper is therefore the derivation of some useful representations for the partition functions \( Z_{r_1,\ldots,r_s}^{\text{top}} \) and \( Z_{r_1,\ldots,r_s}^{\text{bot}} \). Specifically, we provide multiple \((s\text{-fold})\) integral representations for these quantities.

In terms of QISM objects, the partition functions on the upper, \( s \times N \), sublattice can be written similarly to representation (2.15), as follows:

\[
Z_{r_1,\ldots,r_s}^{\text{top}} = \langle \downarrow^N | \tau_{r_1}^{-} \cdots \tau_{r_s}^{-} \prod_{k=1}^{s} C^H_{\nu_k} | \downarrow^N \rangle,
\] (2.20)

where \( \tau_j^-(j=1,\ldots,N) \), as above, denote Pauli matrices acting in spaces \( \mathcal{V}_j \).

To write the partition function of the lower, \((N-s) \times N\), sublattice as a matrix element, let us define vectors:

\[
|\uparrow_{s+1,\ldots,N}^V\rangle = \bigotimes_{k=s+1}^{N} |\uparrow_k^V\rangle, \quad |\downarrow_{s+1,\ldots,N}^V\rangle = \bigotimes_{k=s+1}^{N} |\downarrow_k^V\rangle.
\] (2.21)
These are ‘all spins up’ and ‘all spin down’ states of the space $\mathcal{H}_{s+1,\ldots,N}$. Correspondingly, let us consider the matrix elements of the ‘truncated’ vertical monodromy matrix given as the product $L_{\alpha,N}(\lambda_\alpha, \nu_N) \cdots L_{\alpha,s+1}(\lambda_\alpha, \nu_{s+1})$. These matrix elements are operators $A^V_{s+1,\ldots,N}(\lambda_\alpha) = A^V_{s+1,\ldots,N}(\lambda_\alpha; \nu_{s+1}, \ldots, \nu_N)$, etc, acting in $\mathcal{H}_{s+1,\ldots,N}$. The partition function $Z_{r_1,\ldots,r_s}^{\text{bot}}$ can be written as

$$Z_{r_1,\ldots,r_s}^{\text{bot}} = \langle \psi_{s+1,\ldots,N}^V | \prod_{\alpha=r_s+1}^{r_1} B(\lambda_\alpha) \cdot A(\lambda_{r_1}) \cdot \prod_{\alpha=r_{s-1}+1}^{r_s-1} B(\lambda_\alpha) \cdots A(\lambda_{r_2}) \prod_{\alpha=r_1+1}^{r_2-1} B(\lambda_\alpha) \cdot A(\lambda_{r_1}) \cdot \prod_{\alpha=1}^{r_1-1} B(\lambda_\alpha) | \psi_{s+1,\ldots,N}^V \rangle,$$  \hspace{1cm} (2.22)

where $A(\lambda) := A^V_{s+1,\ldots,N}(\lambda)$ and $B(\lambda) := B^V_{s+1,\ldots,N}(\lambda)$.

3. Calculation of $Z_{r_1,\ldots,r_s}^{\text{top}}$

The matrix element in (2.20) can be formally evaluated (as a function of $\lambda_1, \ldots, \lambda_N$ and $\nu_1, \ldots, \nu_s$) using the equivalence of the algebraic and coordinate versions of the Bethe Ansatz. This equivalence was first explicitly proved, as a side result, in [10] (see appendix D of that paper); see also book [1], Chapter VII.

For simplicity, we start directly from the case where parameters $\lambda_1, \ldots, \lambda_N$ are already taken to the same value $\lambda$, but the parameters $\nu_1, \ldots, \nu_s$ are left arbitrary (and not equal to each other). Equation (D.4) of reference [10] in such a case implies

$$Z_{r_1,\ldots,r_s}^{\text{top}} = c_s \prod_{k=1}^s [a(\lambda, \nu_k)]^{N-1} \prod_{1 \leq j < k \leq s} \frac{1}{t_k - t_j} \times \sum_{P \in \Omega_s} (-1)^{|P|} \prod_{j=1}^s \frac{r_j}{t_j} \prod_{1 \leq j < k \leq s} (t_{P_j} t_{P_k} - 2\Delta t_{P_j} + 1),$$ \hspace{1cm} (3.1)

where

$$t_k := \frac{b(\lambda, \nu_k)}{a(\lambda, \nu_k)},$$ \hspace{1cm} (3.2)

and the sum is taken over elements of the symmetric group $\Omega_s$, i.e., permutations $P : 1, \ldots, s \mapsto P_1, \ldots, P_s$, with $|P|$ denoting the parity of $P$. Clearly, the expression standing in the second line in (3.1) is exactly the $s$-particle coordinate Bethe Ansatz trial wave-function.

To study the homogeneous limit of (3.1) in the remaining set of parameters, we first transform slightly this expression. Let us set $t_k = t + x_k$ ($k = 1, \ldots, s$) where $t$ is an arbitrary parameter and the new parameters $x_1, \ldots, x_s$ are all different. Using the fact that for a function $f(x)$, regular near point $x = t$, one can always write $f(t + x) = \exp(x \partial_x) f(t + x)|_{x=0}$, we bring (3.1) to the form

$$Z_{r_1,\ldots,r_s}^{\text{top}} = c_s \prod_{k=1}^s [a(\lambda, \nu_k)]^{N-1} \prod_{1 \leq j < k \leq s} \frac{1}{x_k - x_j} \det_{1 \leq j \leq k \leq s} \{\exp(x_j \partial_{x_k})\} \times \prod_{j=1}^s (t + z_j)^{r_j-1} \prod_{1 \leq j < k \leq s} \left[ (t + z_j)(t + z_k) - 2\Delta(t + z_j) + 1 \right]_{z_1 = \cdots = z_s = 0},$$ \hspace{1cm} (3.3)

which simply represents an equivalent way to write (3.1).
Let us now consider the homogeneous limit in the parameters \( \nu_1, \ldots, \nu_s \). Since \( t \) is arbitrary, we can perform this limit such that \( t_1 = \cdots = t_k = t \) in the limit, and put \( t = b/a \), where \( a \) and \( b \) are the homogeneous model weights, see (2.1). We thus have to consider (3.1) at \( x_1 = \cdots = x_s = 0 \). The limit in (3.3) can be done using the relation
\[
\det_{1 \leq j, k \leq s} \left\{ \exp(x_j \partial_{x_k}) \right\} \bigg|_{x_1=\cdots=x_s=0} = \det_{1 \leq j, k \leq s} \left\{ \frac{1}{(j-1)!} \partial^{j-1}_{x_k} \right\}. \tag{3.4}
\]
Reexpressing the values of derivatives at \( z_1 = \cdots = z_s = 0 \) as residues, we obtain a multiple integral representation
\[
Z_{r_1, \ldots, r_s}^{\text{top}} = e^{s} a^s(N-1) \prod_{j=1}^{s} \left( \frac{t}{C_j} \right)^{r_j-1} \prod_{1 \leq j < k \leq s} \left( (t + z_j)(t + z_k) - 2 \Delta(t + z_j) + 1 \right) \frac{d^s z}{(2\pi)^s}. \tag{3.5}
\]
Here \( C_0 \) is a small, simple, closed, positively-oriented contour enclosing point \( z = 0 \). Evaluating the Vandermonde determinant and making the change \( z_k \mapsto w_k = (z_k + t)/t \), we finally obtain:
\[
Z_{r_1, \ldots, r_s}^{\text{top}} = e^{s} a^s(N-1) \prod_{j=1}^{s} \left( \frac{t}{C_j} \right)^{r_j-1} \prod_{1 \leq j < k \leq s} \left( (w_j - w_k)(t^2 w_j w_k - 2 \Delta t w_j + 1) \right) \frac{d^s w}{(2\pi)^s}. \tag{3.6}
\]
Here \( C_1 \) denotes a small, simple, closed, positively-oriented contour enclosing point \( z = 1 \).

Formulae (3.1) and (3.6) can also be derived by other methods (i.e., without using the equivalence of the algebraic and coordinate Bethe Ansatz), e.g., starting with vertical monodromy matrix formulation of \( Z_{r_1, \ldots, r_s}^{\text{top}} \), analogous to (2.11), for \( Z_{r_1, \ldots, r_s}^{\text{bot}} \), and next using the technique of paper [18] to evaluate the matrix element. We also mention that formula (3.6), in a different form and for special values of \( t \) and \( \Delta \), has been found in the context of enumerative combinatorics [19].

4. Calculation of \( Z_{r_1, \ldots, r_s}^{\text{bot}} \)

Taking into account commutativity of \( B \)-operators, see (2.9) and using relation (2.10), we can obtain, in the usual spirit of the algebraic Bethe Ansatz calculation (for details see, e.g., [1]), the relation:
\[
A(\lambda_r) \prod_{j=1}^{r-1} B(\lambda_j) = \sum_{\alpha=1}^{r} \frac{g(\lambda_\alpha, \lambda_r)}{f(\lambda_\alpha, \lambda_\beta)} \prod_{\beta=1}^{r} f(\lambda_\alpha, \lambda_\beta) \prod_{\beta=1}^{r} B(\lambda_\beta) A(\lambda_\alpha). \tag{4.1}
\]

Using this commutation relation and taking into account that
\[
A_{s+1, \ldots, N}(\lambda) |n_{s+1, \ldots, N} \rangle = \prod_{k=s+1}^{N} a(\lambda, \nu_k) |n_{s+1, \ldots, N} \rangle, \tag{4.2}
\]
and also using (2.13), we obtain

\[
Z_{\alpha_1, \ldots, \alpha_s} = \sum_{\alpha_1 = 1}^{r_1} \sum_{\alpha_2 = 1}^{r_2} \cdots \sum_{\alpha_s = 1}^{r_s} \prod_{j=1}^{s} \prod_{k=s+1}^{N} a(\lambda_{\alpha_j}, \nu_k) \prod_{j=1}^{s} g(\lambda_{\alpha_j}, \lambda_{r_k})
\]

\[
\times \prod_{\beta_1 = 1}^{r_1} f(\lambda_{\alpha_1}, \lambda_{\beta_1}) \prod_{\beta_2 = 1}^{r_2} f(\lambda_{\alpha_2}, \lambda_{\beta_2}) \cdots \prod_{\beta_s = 1}^{r_s} f(\lambda_{\alpha_s}, \lambda_{\beta_s})
\]

\[
\times Z_{N-s}(\lambda_{\bar{\alpha}_1}, \ldots, \lambda_{\bar{\alpha}_{N-s}}, \nu_{s+1}, \ldots, \nu_N), \quad (4.3)
\]

where \(\{\bar{\alpha}_1, \ldots, \bar{\alpha}_{N-s}\} := \{1, \ldots, N\} \setminus \{\alpha_1, \ldots, \alpha_s\}\).

To proceed further, it is convenient to introduce function:

\[
v_r(\lambda) = \frac{\prod_{s=1}^{N} d(\alpha_s, \lambda) \prod_{k=s+1}^{N} e(\lambda, \nu_k)}{\prod_{k=s+1}^{N} b(\lambda, \nu_k)}, \quad (4.4)
\]

where \(d(\lambda, \lambda') := \sin(\lambda - \lambda')\) and \(e(\lambda, \lambda') := \sin(\lambda - \lambda' + 2\eta)\). Expressing functions \(f(\lambda, \lambda')\) and \(g(\lambda, \lambda')\) appearing in (4.3) in terms of functions \(d(\lambda, \lambda')\) and \(e(\lambda, \lambda')\) and substituting the Izergin-Korepin determinant formula, see (2.10), for the partition function standing in (4.3), we arrive at the expression:

\[
Z_{\alpha_1, \ldots, \alpha_s}^{\text{bot}} = \frac{\prod_{s=1}^{N} \prod_{k=s+1}^{N} a(\lambda_{\alpha_s}, \nu_k)b(\lambda_s, \nu_k)}{\prod_{1 \leq i < j \leq N} d(\lambda_{\alpha_i}, \lambda_{\alpha_j}) \prod_{1 \leq j < k \leq N} e(\nu_j, \nu_k)} \prod_{\alpha_1 = 1}^{r_1} \sum_{\alpha_2 \neq \alpha_1}^{r_2} \cdots \sum_{\alpha_s \neq \alpha_1, \ldots, \alpha_{s-1}}^{r_s} (-1)^{1+\sum_{j=1}^{s}(\alpha_j - 1) - \sum_{1 \leq j < k \leq s} \chi(\alpha_k, \alpha_j)}
\]

\[
\times \prod_{j=1}^{s} \nu_{r_j}(\lambda_{\alpha_j}) \prod_{1 \leq j < k \leq s} \frac{1}{e(\lambda_{\alpha_j}, \lambda_{\alpha_k})} \det_{1 \leq j, k \leq N-s} \{\varphi(\lambda_{\alpha_j}, \nu_{s+k})\}. \quad (4.5)
\]

Here \(\chi(\beta, \alpha) = 1\) if \(\beta > \alpha\), and \(\chi(\beta, \alpha) = 0\) otherwise.

Clearly, the multiple sum in (4.5) reminds the Laplace expansion of some \(N \times N\) determinant. This is also in agreement with the fact that since \(v_r(\lambda_{\alpha_s}) = 0\) \((\alpha = r + 1, \ldots, N)\) all summations in (4.5) can be extended till the value \(N\). To write down such a determinant formula, let us set \(\lambda_{\alpha} = \lambda + \xi_{\alpha}\) \((\alpha = 1, \ldots, N)\), where \(\lambda\) is some arbitrary parameter, and parameters \(\xi_1, \ldots, \xi_N\) are all different. Using again the fact that for a function \(f(\xi)\), regular near point \(\xi = \lambda\), we can write \(f(\lambda + \xi) = \exp(\xi \partial_\lambda) f(\lambda + \varepsilon)|_{\varepsilon=0}\), we can bring (4.5) to the form

\[
Z_{\alpha_1, \ldots, \alpha_s}^{\text{bot}} = \frac{\prod_{s=1}^{N} \prod_{k=s+1}^{N} a(\lambda_{\alpha_s}, \nu_k)b(\lambda_s, \nu_k)}{\prod_{1 \leq i < j \leq N} d(\lambda_{\alpha_i}, \lambda_{\alpha_j}) \prod_{1 \leq j < k \leq N} e(\nu_j, \nu_k)} \times
\]

\[
\exp(\xi_1 \partial_{\lambda_{\alpha_1}}) \cdots \exp(\xi_1 \partial_{\lambda_{\alpha_s}}) \varphi(\lambda_1, \nu_{s+1}) \cdots \varphi(\lambda_1, \nu_N)
\]

\[
\exp(\xi_2 \partial_{\lambda_{\alpha_1}}) \cdots \exp(\xi_2 \partial_{\lambda_{\alpha_s}}) \varphi(\lambda_2, \nu_{s+1}) \cdots \varphi(\lambda_2, \nu_N)
\]

\[
\cdots \cdots \
\exp(\xi_N \partial_{\lambda_{\alpha_1}}) \cdots \exp(\xi_N \partial_{\lambda_{\alpha_s}}) \varphi(\lambda_N, \nu_{s+1}) \cdots \varphi(\lambda_N, \nu_N)
\]

\[
\times \prod_{j=1}^{s} \nu_{r_j}(\lambda + \varepsilon_j) \prod_{1 \leq j < k \leq s} \frac{1}{e(\lambda + \varepsilon_j, \lambda + \varepsilon_k)}|_{\varepsilon_j = \ldots = \varepsilon_s = 0}. \quad (4.6)
\]

We stress that this expression is valid for the inhomogeneous model.
Let us now perform the homogeneous limit. We regard $\lambda$ as the parameter of the weights of the homogeneous model, so that parameters $\xi_1, \ldots, \xi_N$ and $\nu_{k+1}, \ldots, \nu_N$ are sent to zero in the limit. The procedure can be done along the lines of [4] and it is explained in full detail in [11]. As a result, we obtain the expression

$$Z_{r_1, \ldots, r_s}^{\text{hom}} = \frac{(ab)^{N(N-s)}}{\prod_{j=1}^{N-s-1} j! \prod_{k=1}^{N-1} k!} \begin{vmatrix} \varphi(\lambda) & \ldots & \partial_1^{N-s-1} \varphi(\lambda) & 1 & \ldots & 1 \\ \partial_2 \varphi(\lambda) & \ldots & \partial_2^{N-s-1} \varphi(\lambda) & \partial_{r_1} & \ldots & \partial_{r_1} \\ \vdots & \ddots & \vdots & \ddots & \ddots & \partial_{r_1} \\ \partial_1^{N-1} \varphi(\lambda) & \ldots & \partial_1^{2N-s-2} \varphi(\lambda) & \partial_{r_1} & \ldots & \partial_{r_1}^{N-1} \\ \partial_2^{N-1} \varphi(\lambda) & \ldots & \partial_2^{2N-s-2} \varphi(\lambda) & \partial_{r_1} & \ldots & \partial_{r_1}^{N-1} \\ \partial_1^{N-1} & \ldots & \partial_1^{2N-s-2} & \partial_2^{N-1} & \ldots & \partial_2^{N-1} \end{vmatrix}_{\varepsilon_1 = \ldots = \varepsilon_s = 0},$$

where in writing the determinant we have changed the order of columns, in comparison with (4.10).

In order to represent (4.7) in terms of a multiple integral, we first transform the $N \times N$ determinant representation (4.7) to an $s \times s$ one, given in terms of certain set of orthogonal polynomials. The construction is based on the following general facts from the theory of orthogonal polynomials (see, e.g., [20]). Let $\{P_n(x)\}_{n=0}^{\infty}$ be a set of orthogonal polynomials,

$$\int P_n(x)P_m(x)\mu(x) \, dx = h_n\delta_{nm},$$

where the integration domain is assumed over the real axis and we choose normalisation such that $P_n(x) = x^n + \ldots$, and let $c_n$ denote the $n$th moment of the weight $\mu(x)$,

$$c_n = \int x^n \mu(x) \, dx \quad (n = 0, 1, \ldots).$$

Then $\det_{1 \leq j, k \leq N} \{c_{j+k-2}\} = h_0h_1 \cdots h_{N-1}$ and, more generally, for $s = 1, \ldots, N$, the following formula is valid:

$$\begin{vmatrix} c_0 & c_1 & \ldots & c_{N-s-1} & 1 & 1 & \ldots & 1 \\ c_1 & c_2 & \ldots & c_{N-s} & x_1 & x_2 & \ldots & x_s \\ \vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \ddots \\ c_{N-1} & c_N & \ldots & c_{2N-s-2} & x_1^{N-1} & x_2^{N-1} & \ldots & x_s^{N-1} \end{vmatrix} = h_0h_1 \cdots h_{N-s-1} \det_{1 \leq j, k \leq s} \{P_{N-s+j-1}(x_k)\}. \quad (4.10)$$

In our case $c_n := \partial_1^n \varphi(\lambda)$, and the integration measure $\mu(x) \, dx$ can be found through the Laplace transform for function $\varphi(\lambda)$; for explicit expressions, see [21].

As in [11], we denote

$$K_n(x) = \frac{n! \varphi^n + 1}{h_n} P_n(x),$$

where $\varphi := \varphi(\lambda)$, and $h_n$ is as in (4.8). We also introduce functions

$$\omega (\varepsilon) := \frac{a}{b} \frac{\sin \varepsilon}{\sin (\varepsilon - 2\eta)}, \quad \tilde{\omega} (\varepsilon) := \frac{b}{a} \frac{\sin \varepsilon}{\sin (\varepsilon + 2\eta)} \quad (4.12)$$

which, in particular, satisfy the relation

$$\frac{b}{c} \frac{\sin (\varepsilon - 2\eta)}{\sin (\varepsilon + \lambda - \eta)} = \frac{1}{\omega (\varepsilon) - 1}. \quad (4.13)$$
where the short notations for the weights $a := \sin(\lambda + \eta)$, $b := \sin(\lambda - \eta)$, and $c := \sin 2\eta$ are used. Taking into account that $\varphi = c/ab$, and using the relation
\[
\frac{\sin(\varepsilon_1 + \lambda + \eta) \sin(\varepsilon_2 + \lambda - \eta)}{\sin(\varepsilon_1 - \varepsilon_2 + 2\eta)} = \frac{1}{\varphi} \frac{(1 - \bar{\omega}(\varepsilon_1))(\omega(\varepsilon_2) - 1)}{\bar{\omega}(\varepsilon_1)\omega(\varepsilon_2) - 1},
\]
(4.14)
after applying (4.10) to (4.7), we obtain:
\[
Z_{r_1, \ldots, r_s}^{\text{bot}} = \frac{Z_N}{\alpha^{2N/2s} \beta^{2N-a^2/ab}} \left( \frac{\alpha}{\beta} \right)^{r_1 + \cdots + r_s} \det_{1 \leq j, k \leq s} \left\{ K_{N-s+j-1}(\partial_{s+j}) \right\} \prod_{j=1}^{s} \left[ \frac{\omega(\varepsilon_j)^{N-r_j-s+j} \bar{\omega}(\varepsilon_j)^{s-j}}{\omega(\varepsilon_j) - 1} \right]_{\varepsilon_1 = \ldots = \varepsilon_s = 0}.
\]
(4.15)
In deriving this formula, we have also used (2.18) to express a proper factor as the partition function $Z_N$.

Now we are ready to write representation (4.15) as a multiple integral. We follow the procedure developed in [11]. The key relation here, valid for an arbitrary function $f(z)$ regular at the origin, is
\[
K_{N-1}(\partial_{s}) f(\omega(\varepsilon)) \bigg|_{\varepsilon=0} = \frac{1}{2\pi i} \oint_{C_0} \frac{(z-1)^{N-1}}{z^N} h_N(z)f(z) \, dz.
\]
(4.16)
Here $C_0$, as above, is a small, simple, closed, positively-oriented contour enclosing point $z = 0$, and $h_N(z)$ (not to be confused with $h_n$ in (4.8)) is the generating function for the one-point boundary correlation function, $h_N(z) = \sum_{r=1}^{N} H_N^{(r)} z^{r-1}$, where
\[
H_N^{(r)} = K_{N-1}(\partial_{s}) \frac{[\omega(\varepsilon)]^{N-r}}{\omega(\varepsilon) - 1} \bigg|_{\varepsilon=0}.
\]
(4.17)
This function can be viewed as the $s = 1$ case of the row configuration probability, $H_N^{(r)} := H_N^{(r)}$. Indeed, in this case the partition function of the upper sublattice is simply $Z_r^{\text{top}} = a^{N-r} b^{r-1} c$, while $Z_r^{\text{bot}}$ can be found from (4.15), thus reproducing (4.17).

To write down the resulting multiple integral representation for $Z_{r_1, \ldots, r_s}^{\text{bot}}$, we introduce functions
\[
h_{N,s}(z_1, \ldots, z_s) = \det_{1 \leq j, k \leq s} \left\{ \frac{z_{k}^{s-j}(z_k - 1)^{j-1} h_{N-s+j}(z_k)}{\prod_{1 \leq j < k \leq s} (z_k - z_j)} \right\},
\]
(4.18)
which can be viewed as multi-variable generalisations of $h_N(z)$ (for a detailed discussion of its properties, see [11]). Noticing that
\[
\bar{\omega}(\varepsilon) = \frac{t^2\omega(\varepsilon)}{2\Delta t \omega(\varepsilon) - 1},
\]
(4.19)
where $t = b/a$ and $\Delta = (a^2 + b^2 - c^2)/2ab$, we can readily rewrite the orthogonal polynomial representation (4.15) in virtue of (4.16) as follows:
\[
Z_{r_1, \ldots, r_s}^{\text{bot}} = Z_N \prod_{j=1}^{s} \frac{1-t^{r_j}}{a^{s(N-1)}c^{s}} \oint_{C_0} \cdots \oint_{C_0} \left[ \prod_{j=1}^{s} \frac{1}{z_{j}^{r_j}} \prod_{1 \leq j < k \leq s} \frac{z_k - z_j}{t^2 z_j z_k - 2\Delta t z_j + 1} \right]
\times h_{N,s}(z_1, \ldots, z_s) \frac{d^sz}{(2\pi i)^s}.
\]
(4.20)
This formula is the desired representation for $Z_{r_1,\ldots,r_s}^{\text{bot}}$, valid for the homogeneous model.

5. Emptiness formation probability

An important example of correlation function which can be built from the row configuration probability is the emptiness formation probability. As in [11], we denote by $F_N^{(r,s)}$ the probability of observing all arrows on the first $s$ horizontal edges (counted, as usual, from the top) located between $r$-th and $(r+1)$-th vertical lines (counted, as usual, from the right) to be all pointing left. Equivalently, due to both the domain wall boundary conditions and the ice-rule, we can define it as the probability of observing the last $N-r$ arrows between the $s$th and $(s+1)$th horizontal lines to be all pointing down, and hence (see also figure 2) we have the relation:

$$F_N^{(r,s)} = \sum_{1 \leq r_1 < r_2 < \cdots < r_s \leq r} H_{N,s}^{(r_1,\ldots,r_s)}. \quad (5.1)$$

Our aim here is to address how this summation can be done for the row configuration probability, given by (2.19), (3.6) and (4.20), to reproduce the multiple integral representations for the emptiness formation probability obtained in [11].

Let us first recall the results of paper [11]. The following two multiple integral representations have been obtained:

$$F_N^{(r,s)} = (-1)^s \oint_{C_0} \cdots \oint_{C_0} \prod_{j=1}^s \left( \frac{1}{(z_j-1)^{s-j}} \right)^{z_j-z_k} \prod_{1 \leq j < k \leq s} \frac{z_j - z_k}{t^2 z_j z_k - 2 \Delta t z_j + 1} \times \frac{d^s z}{(2\pi i)^s}$$

$$= \frac{(-1)^s Z_s}{s!a^{s(s-1)/2}} \oint_{C_0} \cdots \oint_{C_0} \prod_{j=1}^s \left( \frac{1}{(z_j-1)^{s-1}} \right)^{z_j-z_k} \prod_{j,k=1}^s \frac{z_k - z_j}{t^2 z_j z_k - 2 \Delta t z_j + 1} \times h_{N,s}(z_1,\ldots,z_s) h_{s,s}(u(z_1),\ldots,u(z_s)) \frac{dz}{(2\pi i)^s}, \quad (5.2)$$

where

$$u(z) := -\frac{z-1}{(t^2-2\Delta t)z+1}. \quad (5.3)$$

The two representations in (5.2) are related by a symmetrization of the integrand, which is due to the following relation:

$$\text{Asym}_{z_1,\ldots,z_s} \left[ \prod_{1 \leq j < k \leq s} \frac{[(t^2 - 2 \Delta t) z_j + 1]((t^2 z_j z_k - 2 \Delta t z_k + 1)}{(z_j - 1)} \right]$$

$$= \frac{Z_s}{s!a^{s(s-1)/2}} \prod_{j=1}^s \left( \frac{1}{(z_j-1)^{s-1}} \right)^{z_j-z_k} \prod_{1 \leq j < k \leq s} (z_k - z_j) h_{s,s}(u(z_1),\ldots,u(z_s)). \quad (5.4)$$

Here $\text{Asym}_{z_1,\ldots,z_s}(f(z_1,\ldots,z_s)) := \frac{1}{s!} \sum_{P} (-1)^{|P|} f(z_{P_1},\ldots,z_{P_s})$, and the sum is taken over permutations $P : 1,\ldots,s \rightarrow P_1,\ldots,P_s$, with $|P|$ denoting the parity of $P$. For details on the proof of relation (5.4), see [11].
Let us discuss the representation for emptiness formation probability obtained from (2.19), (3.6) and (4.20), according to relation (5.1). Direct substitution gives

\[
F^{(r,s)}_N = \oint_{C_1} \cdots \oint_{C_1} \frac{d^s w}{(2\pi i)^s} \oint_{C_0} \cdots \oint_{C_0} \prod_{j=1}^{s} \frac{1}{(w_j - 1)^s} \sum_{1 \leq r_1 < r_2 < \cdots < r_s \leq r} \frac{w_{r_j}^{r_j - 1}}{z_j^{r_j}} \times \prod_{1 \leq j < k \leq s} \frac{(w_j - w_k)(t^2 w_j w_k - 2\Delta t w_j + 1)(z_k - z_j)}{t^2 z_j z_k - 2\Delta t z_j + 1} h_{N,s}(z_1, \ldots, z_s) \frac{dz}{(2\pi i)^s}
\]  

(5.5)

so performing here the multiple sum and integrating over a set of variables (e.g., over \(w_1, \ldots, w_s\)) we should reproduce, modulo symmetrization of the integrand, the \(s\)-fold integral representations (5.2).

To address this problem, let us first consider the evaluation of the multiple sum in (5.5). Observing that the integral over \(z_j\) vanish for \(r_j \leq 0\), because in this case the integrand is regular at \(z_j = 0\), we can replace the sum in (5.5) over values \(1 \leq r_1 < r_2 \cdots < r_s \leq r\) with a sum over values \(-\infty < r_1 < r_2 \cdots < r_s \leq r\). Then, denoting \(X_j = z_j/w_j\), the summation can be done using the identity

\[
\prod_{-\infty < r_1 < r_2 < \cdots < r_s \leq r} \frac{1}{X_j^{r_j}} = \prod_{j=1}^{s} \frac{1}{X_j^{r_j - r + j}} (1 - \prod_{l=1}^{j} X_l),
\]

which can be easily verified by expanding the denominators in the right hand side in Taylor series. As a result, we find that (5.5) simplifies to expression:

\[
F^{(r,s)}_N = \oint_{C_1} \cdots \oint_{C_1} \frac{d^s w}{(2\pi i)^s} \oint_{C_0} \cdots \oint_{C_0} \prod_{j=1}^{s} \frac{w_{r_j}^{r_j - 1}}{(w_j - 1)^s \prod_{l=1}^{j} w_l - \prod_{l=1}^{j} z_l} \times \prod_{1 \leq j < k \leq s} \frac{(w_j - w_k)(t^2 w_j w_k - 2\Delta t w_j + 1)(z_k - z_j)}{t^2 z_j z_k - 2\Delta t z_j + 1} h_{N,s}(z_1, \ldots, z_s) \frac{dz}{(2\pi i)^s}
\]

(5.6)

and we are left with performing an \(s\)-fold integration.

We shall integrate over variables \(w_1, \ldots, w_s\) in (5.7). Let us consider the equivalent integral where the integrand is symmetrized with respect to permutations of these variables. Define function

\[
\Phi_s(w_1, \ldots, w_s; z_1, \ldots, z_s) = \prod_{1 \leq j < k \leq s} \frac{1}{w_k - w_j} \times \text{Asym}_{w_1, \ldots, w_s} \left[ \prod_{1 \leq j < k \leq s} (t^2 w_j w_k - 2\Delta t w_j + 1) \right] / \left( \prod_{j=1}^{s} (w_j - 1) \right).
\]

Integration over the \(w_j\)'s is done with the result

\[
\oint_{C_1} \cdots \oint_{C_1} \prod_{j=1}^{s} \frac{w_{r_j}^{r_j - 1}}{(w_j - 1)^s} \prod_{1 \leq j < k \leq s} (w_j - w_k)^2 \Phi_s(w_1, \ldots, w_s; z_1, \ldots, z_s) \frac{dw}{(2\pi i)^s} = (-1)^{s(s-1)/2} s! \Phi_s(1, \ldots, 1; z_1, \ldots, z_s),
\]

(5.9)

which can be easily found by noticing that in evaluating the residues one has to differentiate only the factor \(\prod_{j<k}(w_j - w_k)^2\).
Finally, the desired result for the emptiness formation probability amounts in proving the identity:

\[
\begin{align*}
\text{Asym} & \left[ \Phi_s(1, \ldots, 1; z_1, \ldots, z_s) \prod_{1 \leq j < k \leq s} \left( z_j (t^2 z_j z_k - 2 \Delta t z_k + 1) \right) \right] \\
& = \frac{(-1)^{s(s+1)/2}}{\prod_{j=1}^s (z_j - 1)} \text{Asym} \left[ \prod_{1 \leq j < k \leq s} \left( (t^2 - 2 \Delta t) z_j + 1 \right) \frac{(t^2 z_j z_k - 2 \Delta t z_k + 1)}{(z_j - 1)} \right].
\end{align*}
\]

(5.10)

This identity has to be used together with identity (5.4) to reproduce (5.2). We find identity (5.10) rather difficult to prove directly, and presently we have only been able to verify it through computer-aided calculations for small values of \(s\). We note that rather similar identities have been discussed in [22–24].

In conclusion, in this paper we have introduced and calculated a nonlocal correlation function of the six-vertex model with domain wall boundary conditions, the row configuration probability. It is given as a product of two factors which can be treated as the partition functions on upper and lower sublattices of the original lattice (see figure 2). We have represented these partition functions in terms of multiple integrals, see (3.6) and (4.20). The row configuration probability can be used for computing other correlation functions, provided that sums like those appearing in (5.1) can be evaluated. To illustrate this, we have considered the problem of reproducing the known result for the emptiness formation probability. We have shown that in this case the problem boils down to identity (5.10). A direct proof of this identity, in addition to the indirect one following from the known equality of (5.2) and (5.5), could be useful for the evaluation of other correlation functions.
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