Prediction of Loss of Position during Dynamic Positioning Drilling Operations Using Binary Logistic Regression Modeling
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Abstract: The prediction of loss of position in the offshore industry would allow optimization of dynamic positioning drilling operations, reducing the number and severity of potential accidents. In this paper, the probability of an excursion is determined by developing binary logistic regression models based on a database of 42 incidents which took place between 2011 and 2015. For each case, variables describing the configuration of the dynamic positioning system, weather conditions, and water depth are considered. We demonstrate that loss of position is significantly more likely to occur when there is a higher usage of generators, and the drilling takes place in shallower waters along with adverse weather conditions; this model has very good results when applied to the sample. The same method is then applied for obtaining a binary regression model for incidents not attributable to human error, showing that it is a function of the percentage of generators in use, wind force, and wave height. Applying these results to the risk management of drilling operations may help focus our attention on the factors that most strongly affect loss of position, thereby improving safety during these operations.
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1. Introduction

Despite the efforts of the industry to achieve a high level of safety in the use of dynamic positioning (DP) during drilling operations, there have been some accidents with severe consequences. For example, in March 2006, the Diamond Ocean Confidence, a semi-submersible rig performing drilling operations in the Gulf of Mexico, spilled over 200 barrels of synthetic-based drilling fluid, when the riser emergency disconnection failed after a DP system failure [1,2]. Further, in 2003, the Transocean drillship Discoverer Enterprise was completing a well in the Gulf of Mexico, when the ship lost her position and the riser, 6000 feet in length, was snapped off in two places. In this case, the accident did not have severe consequences as a blowout preventer (BOP) sealed off the well below it and prevented any oil spill [3]. These examples of accidents due to loss of position (LoP) during drilling operations illustrate the importance of achieving and maintaining good station-keeping performance [4] in ensuring the safety of drilling operations.

DP drilling incidents have been the subject of considerable academic research. In 2011, Haibo Chen [5] published a paper characterizing the safety of DP operations based on a barrier model and proposing safety measures to be taken at each stage of the LoP. Previously, the same research team had published an article about the safety of such units [6], considering both LoP and recovery.

A very interesting approach to the human factors in DP incidents was proposed by Chae [7], and the same group demonstrated this approach using Bayesian networks to identify the leading causes of LoP while using DP, analyzing the type of human error leading to losses of position [8]. Dong et al. [9] focused their research on incidents that had...
Drilling operations take place over a wellhead. Onboard a drilling vessel, the primary function of a DP system on board a drilling vessel, known as the riser angle or follow mode, is to maintain the position of the vessel such that the riser/stack angle, containing the drill string, is close to zero, compensating for currents or tidal flow as necessary [11]. This angle is measured between the riser (on the top) and the wellhead or lower marine riser package (LMRP) [12]. The angle is monitored by the dynamic positioning operator (DPO) through sensors located around the LMRP. A watch circle system is created to help the DPO monitor the movements of the vessel. Under normal conditions, the vessel is operated within the green circle (as shown in Figure 1). In the event of an incident where the system is incapable of maintaining position, there will be an excursion (known as drift-off or drive-off, depending on the cause and movement) beyond the green circle. In this case, the blue (advisory) alarm will be raised, indicating a degrading status.

When the excursion continues beyond the yellow circle, the yellow alarm should be raised, and preparations should be made for emergency disconnection. In the event of the excursion continuing beyond the red circle, the red alarm is triggered, a controlled emergency disconnection is initiated [1,5], and the well is shut. Should the vessel pass the physical limit, the riser would break, and the consequences would be catastrophic [13], both economically and environmentally.

Various criteria may be applied to set the limits of the watch circles. Some authors argue that the circles should be based on the riser/stack angle, and specifically, Chen et al. [5] state that the yellow circle should be set at an angle of 3 degrees and the red circle at an angle of 5 degrees. This approach is valid for shallow waters. In deeper waters, as Bray [14] indicates, tidal flow should be taken into account, compensating for its effect on the riser.

Figure 1. Dynamic positioning watch circle (the excursion limits are not to scale; ESD: emergency shutdown; created by the authors).
On the other hand, several studies in this field [15–19] suggest that there are other factors to be considered (for example, other structures in the vicinity, riser tensioner pulldown, riser connectors, emergency disconnection time frame, among others), on a case-by-case basis. The Marine Technology Society (MTS) supports this idea in its DP Operations Guidance, Part 2, Appendix 1—MODUs [13], where the Well-Specific Operating Guidelines (WSOG) are described.

It is important, in safety terms, to identify the potential hazards associated with given operations and determine the probability of incidents occurring and their possible outcomes and consequences. This approach is commonly known as Quantitative Risk Assessment (QRA) [20]. Over the years, the idea of QRA has been improved by the development of various methodologies. Some examples of these are hazard and operability studies (HAZOPs), Failure Mode and Effect Analysis (FMEA), Fault Tree Analysis (FTA), and Event Tree Analysis (ETA) [21]. Another method which has been extensively used for risk analysis of DP incidents is the Bayesian Network (BN), a graphical model that represents the dependency between variables, using nodes and directed links, making it possible to show conditional probabilities for a set of variables [22]. This technique is widely applied in DP incident analysis; however, the parameters used for quantifying the associated risk generally depend on the best judgment of the person performing the analysis [23].

Thanks to the high level of the protective measures taken to prevent catastrophic consequences, the frequency of accidents in the oil and gas industry can be considered low, and therefore, though data on accidents are published, there is a limited volume of accident data available for analysis. That is why incidents and near misses began to be used for updating risk analysis and management [24,25]. Studies using this approach have been reported by Khakzad [26], Yang [27], and more recently, Arnaldo-Valdes [28], Rebello [29], and Shengli and Yongtu [30].

Precursor data for an incident include all the data that may influence a particular incident. When such a database is analyzed, a specific pattern may be seen that could be used to predict an incident. This is the principle underlying the regression modeling technique used in this paper.

Several publications have appeared in recent years documenting the use of regression modeling for predicting and preventing incidents in the transportation field. In terrestrial transportation, logistic regression modeling has been applied in the detection of traffic incidents [31] and their duration [32]. In air transportation, traditionally connected to the maritime industry in terms of safety, this statistical approach has been used for the prediction of incidents due to human error [33,34]. Nonetheless, to the authors’ knowledge, there are very few publications in the literature that address the use of logistic regression modeling for the prediction of incidents in the maritime industry. In this field, the research has mainly focused on explaining the influence of human error in those incidents, as discussed by Hogenboom et al. [35] and Weng et al. [36], or as part of variable selection for prediction modeling, as applied by Boulosa-Falces et al. [37].

The research team gathered the data from the International Maritime Contractors Association (IMCA) station keeping incidents reported for 2011 to 2015 [38–42]. From all the events included in these reports, we selected those that took place while there were drilling operations in progress and which included information on all the variables studied, 42 in total. The IMCA DP station keeping reports are considered to be the most complete in the industry, in terms not only of the number of reports included but also of the completeness of the information given.

The most common main causes were environmental conditions, these being considered responsible for 13 incidents (31%); followed by thrusters/propulsion faults cited in 10 cases (23.8%) and human errors and power generation faults in six cases (14.3%) each. The rest of the main causes are computer issues and reference faults in three cases (7.1%) each, and electrical faults in one case (2.4%). It is important to mention that, although main causes were established for all the incidents analyzed, a secondary cause was only identified in 13 cases.
Twenty-nine incidents did not suffer any LoP, while 13 cases had an excursion. From those, nine refer to drift-off and four to drive-off excursions. There was one incident reaching the green circle, nine cases surpassing the yellow circle, and in three incidents the vessel reached the red circle.

Since 2016, due to the volume of DP incidents received, only a small sample of the most serious incidents was published by IMCA in DP Event Bulletins [43]. This change in format made the research team consider to only use the period for which all DP incidents were given as event trees.

In this paper, binary logistic regression is applied to obtain a formula that gives the probability of a LoP during DP drilling operations. As the occurrence likelihood of a LoP during drilling operations can be affected by a range of variables at the same time, the main aim was to find a model expressing the quantitative likelihood of a DP incident ending in an excursion during DP drilling operations, that is, obtain a formula that would help determine what characterizes LoP cases. In this way, it is expected that safety procedures could be specified more precisely, helping operators to improve their understanding of the operational environment and ensure safer operations.

The specific objectives proposed are as follows:
- to analyze the variables included in the incident reports and extract data for regression modeling;
- to construct models, using binary logistic regression, predicting the probability of a LoP; and
- to explore whether or not human factors were considered to have contributed to the LoP.

With the model obtained from this research, drilling companies and other authorities would be able to review their management manuals and propose effective measures to reduce the probability of LoP while conducting DP drilling operations. The results obtained by the model reported illustrate the reliability of this approach.

The remainder of this article is organized as follows. Details of the dataset and description of the methods are described in Section 2. Section 3 provides the findings obtained following the implemented methodology. A final evaluation of the findings, including their limitations, is presented in Section 4. Finally, the conclusions obtained are presented in Section 5.

2. Materials and Methods

2.1. Database

The data described in each event tree were carefully read, and a database was developed, including the following variables:
- Water depth (in meters): indicates the water depth at which the drilling operations took place;
- Percentage of thrusters: the number of thrusters online divided by the total number of thrusters, both online and stand-by;
- Percentage of generators: the number of generators online divided by the total number of generators, both online and stand-by;
- DGNSS: the number of Differential Global Navigation Satellite Systems (DGNSS) systems selected in the DP system;
- HPR systems: the number of hydroacoustic position reference (HPR) systems selected in the DP system;
- Taut wires: the number of taut wires in use during the operations;
- Inertia systems: the number of inertia systems in use during the drilling operations;
- Gyros: the number of gyros in use during the drilling operations;
- MRUs: the number of motion reference units (MRUs) in use during the drilling operations;
- Wind sensors: the number of wind sensors in use during the drilling operations;
- Wind force: the force in knots of the wind blowing when the incident occurred;
• Current speed: the speed of the current in knots when the incident occurred;
• Wave height: the height of the waves in meters;
• Visibility: the visibility when the incident happened, categorized as “poor” when the visibility was less than 2 nautical miles, “moderate”, between 2 and 5 nautical miles, and “good”, above 5 nautical miles [44], coded as 1, 2, and 3, respectively;
• Main cause: the leading cause, as given by the IMCA, based on the following categories: Computer, Electrical, Environmental, External, Human error, Power, References, Sensors, and Thruster;
• Secondary cause: the secondary cause, if present, as given by the IMCA, with the same categories as the main cause;
• Excursion: whether or not a LoP occurred (coded as 1 or 0 respectively).
• Human cause: whether or not the main and/or secondary causes are due to human factors (coded as 1 if so, and 0 otherwise).

This database is uploaded to the IBM SPSS Statistics for Windows, version 23.0. Descriptive statistics and correlations among the variables are calculated before developing the binary logistic regression models.

2.2. Binary Logistic Regression Model

Binary logistic regression is a type of regression analysis that can model problems with two possible discrete outcomes. The model obtained can be used to predict the possibilities of two different outcomes for a categorical dependent variable with two values, given a set of independent variables.

As the objectives of this study concern LoP in incidents occurring during DP drilling operations, excursion is considered the dependent variable that can take one of two values: 0 if there was no LoP, and 1 if LoP occurred.

Except for the variables water depth, percentage of thrusters online, percentage of generators online, wind force, current speed, and wave height, which are all quantitative, the independent variables are categorical. Given this, the software manipulates its values internally to produce as many variables as there are categories minus one. For example, for Wind sensors, there are five categories, and the statistical software produces four variables: Windsensors (i), i = 1, 2, 3, 4. These new variables can take two values: 1 indicates the presence of a given quality and 0 its absence.

The model for determining LoP in an incident is given by [45] as

\[ Z = B_0 + B_1 X_1 + \ldots + B_k X_k + B_0, \]  

where \( Z \) is the linear predictor function to determine the excursion of the incident, \( X_1, \ldots, X_k \) represent each independent variable, \( k \) being the number of independent variables, and \( B_0, B_1, \ldots, B_k \) are the regression coefficients to be estimated.

The variables entered into the equation of the model given in (1) are selected by the method: Enter [46]. Although the default option of the statistical software takes into account the \( p \)-values associated to enter a variable in the equation, modern statistical approaches [47,48] warn about the use of \( p \)-values for establishing cut-off values. It is also known that \( p \)-values are highly sensitive to sample size, so with a small sample size we have low statistical power and therefore are prone to not observing a statistical effect in the sample when the statistical effect is in reality present in the population. Therefore, the team will focus on effect sizes (ES) and Confidence Intervals (CI) will be shown, indicating the variables that are having a bigger weight in the system rather than rejecting based on the \( p \)-value.

This being said, the authors do not want to simply use a default statistical procedure to assess the relationships as pure data-based inference. It is clear that currents, wind force, and other meteorological variables affect the position of a ship, and it would be strange to remove these variables from the model based on the results of the inference. Therefore, the models will include the weather variables.
This software, considering the values of the independent variables in each incident, calculates the probability of excursion in each case. The probability $P$ of excursion in a specific case is given by [49]

$$P = \frac{1}{1 + \exp(-Z)}. \tag{2}$$

This probability $P$ varies between 0 and 1: the closer to 0 the lower the probability of excursion, and the closer to 1, the higher the probability of excursion. According to the obtained value for $P$, the case will be classified into one of two groups: no excursion (0), for probabilities of less than 0.5 (in other words, the probabilities of having an excursion are less than 50%, hence this case would be classified as no excursion), and excursion (1), for probabilities of more than 0.5 (when the probabilities of LoP are above 50%).

Having developed the model, we need to evaluate its performance, and this can be done by assessing the goodness of fit. That is, the estimated probability of an incident resulting (or not resulting) in an excursion does not necessarily match the actual outcome. For example, the model may define a case as having a significant likelihood of not ending in a LoP, and yet an actual LoP was recorded. In all these cases, there is an error, calculated as the difference between the observed probability and the estimated probability [49]:

$$E_i = P_i \text{ observed} - P_i \text{ estimated}, \tag{3}$$

where $P_i$ can take the values 0 or 1, depending on whether the case is classified into the first or second group (no excursion or excursion, respectively).

Assessing goodness of fit involves checking how probable the results obtained for the estimated model are, and this can be done by comparing the number of cases in the second group (excursion = yes) with the expected number should the model be valid. This expected number is the product of the total number of cases in the sample by the estimated probability of belonging to the second group.

For this fit, the $-2 \log$ likelihood ($-2$LL) statistic can be used. Lower $-2$LL values indicate a better fit. A model is considered to show a good fit when $p$-value < 0.05. Explained variation (R square) is a performance measure that is often used as a logarithmic scoring rule. In this study, the Cox and Snell and Nagelkerke R square will be used [50]. Furthermore, the Cohen's kappa analysis is used to determine the agreement between the observed and estimated outcomes of the incidents.

In addition, $Z^2$ can be used to compare the observed probabilities with those estimated from the model [49]:

$$Z^2 = \left( \sum E_i^2 \right) / (P_i \text{ estimated} (1 - P_i \text{ estimated})). \tag{4}$$

Both statistics follow a chi-square distribution with n-2 degrees of freedom, under the hypothesis that the model fits the observed data. $Z^2$ shows the percentage of the correctly classified cases after the model has been defined, indicating the reliability of the model.

In our context, the higher percentage of correctly classified cases the better the performance of the model in predicting whether a given case is a loss-of-position incident: over 75% can be considered very good and over 90% excellent [46].

Last, we analyzed the relative ratio between the probability of the incidents having an excursion ($P$) and the probability of the incidents not having an excursion ($Q$). The probability of not having excursion is given by $Q$ and calculated as [46]

$$Q = 1 - P. \tag{5}$$

Then, the relative ratio is defined as [46]

$$P/Q = \exp(Z). \tag{6}$$

According to the definition of relative ratio, the $i$-th incident is more likely to involve an excursion if $P/Q > 1.0$, while another incident is more likely to be associated with not
having an excursion when this ratio \( P/Q < 1.0 \). If the relative ratio equals 1, then the result is considered ambiguous (as it cannot be classified in either group) and such cases will be omitted from the analysis.

For determining whether or not human factors can be considered to contribute to LoP, the dichotomous variable Human cause is also treated as a predictive variable.

3. Results

3.1. Descriptive Statistics

All 42 incidents were included in the analysis. Every variable included in the study had valid data for each case. Among these cases, 13 (31% of the total) were loss-of-position incidents. The correlation coefficients among the independent variables are presented in Appendix A.

Table 1 provides a description of each variable estimated to affect LoP and therefore considered a candidate for the model.

| Variables               | Mean    | Standard Error | Median | Standard Deviation | Minimum | Maximum |
|-------------------------|---------|----------------|--------|--------------------|---------|---------|
| Water depth             | 1409.24 | 112.06         | 1678.00| 726.26             | 37.00   | 2838.00 |
| Percentage of thrusters | 92.55   | 2.34           | 100.00 | 15.17              | 50.00   | 100.00  |
| Percentage of generators| 64.51   | 3.47           | 50.00  | 22.52              | 33.33   | 100.00  |
| DGNSS                   | 2.33    | 0.12           | 2.00   | 0.79               | 1.00    | 4.00    |
| HPR systems             | 1.40    | 0.10           | 1.50   | 0.67               | 0.00    | 2.00    |
| Taut wires              | 0.12    | 0.06           | 0.00   | 0.40               | 0.00    | 2.00    |
| Inertia systems         | 0.05    | 0.03           | 0.00   | 0.22               | 0.00    | 1.00    |
| Gyros                   | 3.00    | 0.03           | 3.00   | 0.22               | 2.00    | 4.00    |
| MRUs                    | 2.90    | 0.05           | 3.00   | 0.30               | 2.00    | 3.00    |
| Wind sensors            | 2.83    | 0.10           | 3.00   | 0.66               | 1.00    | 4.00    |
| Wind Force              | 16.01   | 1.88           | 12.50  | 12.15              | 1.00    | 55.00   |
| Current Speed           | 1.90    | 0.23           | 1.40   | 1.47               | 0.30    | 6.00    |
| Wave Height             | 1.88    | 0.30           | 1.35   | 1.93               | 0.10    | 9.50    |
| Visibility              | 2.62    | 0.96           | 3.00   | 0.62               | 1.00    | 3.00    |

The distribution of the variables by LoP is shown in Figure 2. Overall patterns can be distinguished graphically, the cases studied tending to be loss-of-position incidents under the following conditions: smaller water depths; higher percentages of thrusters online; higher percentages of generators; smaller numbers of DGNSS, HPR systems, MRUs and wind sensors; larger wind forces; and poorer visibility. For current speed and wave height, there is no visible pattern in the distribution that could provide information about the likelihood of a LoP.

Figure 3 shows the distribution of the causes of incidents stratified by whether they resulted in LoP. For loss-of-position incidents, the most common main cause category was environmental (7 cases, 53.8%), followed by human error (2 cases, 15.4%). For the incidents not resulting in a LoP, the most common main cause category was thruster faults (9 cases, 31.0%), followed by environmental conditions (6 cases, 20.7%), power faults (5 cases, 17.2%), and human error (4 cases, 13.8%).

In the case of the secondary causes, the cause category most often identified for loss-of-position incidents was reference system faults (2 incidents, 40% of all incidents with a secondary cause), while in the case of incidents not resulting in a LoP, the most common were human error or sensor faults (3 incidents each, 37.5% of all incidents with secondary cause).
Figure 2. Distribution of the potentially relevant variables stratified by whether excursion occurred: (a) Water depth, (b) Percentage of thrusters, (c) Percentage of generators, (d) GNSS, (e) HPR, (f) Taut wire, (g) Inertia system, (h) Gyros, (i) MRUs, (j) Wind sensors, (k) Wind force, (l) Current speed, (m) Wave height, and (n) Visibility.
Finally, the distribution of the incidents considering whether human error was considered to be a cause is represented in Figure 4. As described in Section 2.1, we classified the cause as "human" when either the main or the secondary causes were considered to be human operator error. Overall, in 33 cases (78.6%), no human error was identified, while in 9 cases (21.4%), human error was cited as a cause. For incidents resulting in an excursion, human error was not considered a cause in 10 cases (76.9%), but was identified in 3 cases (23.1%). Similarly, when there was no LoP, human error was considered to have been a cause of the incident in 23 cases (79.3%), while no human error was reported in 6 cases (20.7%).

Figure 4. Distribution of incidents as a function of human error stratified by whether excursion occurred.

3.2. Binary Logistic Regression Model

First, the variables are entered into the model one by one, to check their significance in the model. The individual results are presented in Table 2.
Table 2. Individual results for each independent variable when the binary regression model (method: Enter) is performed, with Excursion being the dependent variable.

| Causal Factor     | n   | B    | Wald | p-Value | Odds Ratio (OR) | 95% CI for OR |
|-------------------|-----|------|------|---------|----------------|---------------|
|                   |     |      |      |         | Lower         | Upper         |
| Water depth       | 42  | -0.001 | 4.645 | 0.031  | 0.999 | 0.998 | 1.000 |
| Percentage of thrusters | 42  | 0.054 | 2.002 | 0.157  | 1.055 | 0.980 | 1.136 |
| Percentage of generators | 42  | 0.047 | 8.057 | 0.005  | 1.048 | 1.015 | 1.082 |
| DGNSS             | 42  | -    | 0.756 | 0.860  | -    | -    | -    |
| DGNSS(1)          | 42  | 0.318 | 0.061 | 0.804  | 1.375 | 0.111 | 17.093 |
| DGNSS(2)          | 42  | -20.510 | 0.000 | 0.999  | 0.000 | 0.000 | -    |
| DGNSS(3)          | 42  | -0.693 | 0.175 | 0.676  | 0.500 | 0.019 | 12.898 |
| HPR               | 42  | -    | 0.000 | 1.000  | -    | -    | -    |
| HPR(1)            | 42  | -22.382 | 0.000 | 0.999  | 0.000 | 0.000 | -    |
| HPR(2)            | 42  | -22.366 | 0.000 | 0.999  | 0.000 | 0.000 | -    |
| Taut wire         | 42  | -    | 0.000 | 1.000  | -    | -    | -    |
| Taut wire(1)      | 42  | 22.233 | 0.000 | 0.999  | Abn. | 0.000 | -    |
| Taut wire(2)      | 42  | -20.173 | 0.000 | 1.000  | 0.000 | 0.000 | -    |
| Inertia system(1) | 42  | 0.847 | 0.339 | 0.561  | 2.333 | 0.135 | 40.464 |
| Gyros             | 42  | -    | 0.000 | 1.000  | -    | -    | -    |
| Gyros(1)          | 42  | -22.050 | 0.000 | 1.000  | 0.000 | 0.000 | -    |
| Gyros(2)          | 42  | -42.406 | 0.000 | 0.999  | 0.000 | 0.000 | -    |
| MRU(1)            | 42  | -22.373 | 0.000 | 0.999  | 0.000 | 0.000 | -    |
| Wind sensors      | 42  | -    | 5.389 | 0.145  | -    | -    | -    |
| Wind sensors(1)   | 42  | -20.797 | 0.000 | 1.000  | 0.000 | 0.000 | -    |
| Wind sensors(2)   | 42  | -22.638 | 0.000 | 1.000  | 0.000 | 0.000 | -    |
| Wind sensors(3)   | 42  | -22.589 | 0.000 | 1.000  | 0.000 | 0.000 | -    |
| Wind force        | 42  | 0.078 | 5.084 | 0.024  | 1.081 | 1.010 | 1.156 |
| Current speed     | 42  | 0.162 | 0.522 | 0.470  | 1.176 | 0.757 | 1.826 |
| Wave Height       | 42  | 0.437 | 3.043 | 0.081  | 1.549 | 0.947 | 2.532 |
| Visibility        | 42  | -    | 2.491 | 0.288  | -    | -    | -    |
| Visibility(1)     | 42  | -1.099 | 0.630 | 0.427  | 0.333 | 0.022 | 5.027 |
| Visibility(2)     | 42  | -1.838 | 2.002 | 0.157  | 0.159 | 0.012 | 2.031 |
| Human cause(1)    | 42  | 0.140 | 0.030 | 0.862  | 1.150 | 0.239 | 5.540 |

1. The abnormally high OR value obtained for this variable can be explained because the three cases in which the variable adopted a value of 1 are having an excursion. However, the strength of such relationship is questionable due to the small amount of cases. On the other hand, the only case in which the variable taut wire adopted the value 2, there was no excursion.

At this stage, the variables that could be considered significant were: percentage of generators, wind force. At the same time, the size effect of variables like Water depth, Percentage of thrusters, and Wave height are also taken into account according to the observed CI.

The following variables are taken into account for creating the model: Water depth, Percentage of generators, Wind force, and Wave height, using the Enter mode.

The criteria followed for determining the variables that are significant for entering the model are to select those variables with a value different from 1 in the column OR. Values for OR above 1 indicate that when the predictive variable increases, there is a LoP; values below 1 show an excursion when the predictive variable decreases. When the CI comprises the value 1, it means that the variable predicts a LoP when increasing and decreasing at the same time, which makes it inadequate for the purpose of prediction.

For example, for Wind force, OR = 1.081 and for Current speed, OR = 1.176. However, the CI for Current speed does include the number 1, and thus is not considered to be explaining the model.

However, there are two cases in which the team considered the variables even though the above criteria were not met. For Water depth, taking into account that the CI limits were has not been very strict. For the variable Water depth, it was appreciated the CI did include 1 as the upper limit, and decided to select this variable. Wave height was also included as it is considered to be a weather variable, and the lower limit of the CI is relatively close to
1. Current speed, although it is also a weather variable, has the lower limit further from 1 and was not selected.

The statistics of the selected variables are presented in Table 3.

Table 3. Variables in the equation in Step 2.

| Variables in the Equation | B   | S.E. | Wald | df | Sig. | OR   | 95% CI for OR |
|---------------------------|-----|------|------|----|------|------|--------------|
| Water depth               | 0.001| 0.001| 1.884| 1  | 0.170| 0.999| 0.998 - 1.000|
| Percentage of generators   | 0.058| 0.023| 6.411|1  | 0.011| 1.060| 1.013 - 1.109|
| Wind force                | 0.050| 0.051| 0.959|1  | 0.327| 1.051| 0.951 - 1.162|
| Wave Height               | 0.461| 0.496| 0.866|1  | 0.352| 1.586| 0.600 - 4.189|
| Constant                  | -4.936| 2.311| 4.564|1  | 0.033| 0.007| -            -             |

The following equation defines the model:

\[ Z = -4.936 - 0.001 \cdot \text{Water depth} + 0.058 \cdot \text{Percentage of generators} - + 0.050 \cdot \text{Wind force} + 0.461 \cdot \text{Wave Height}. \] (7)

The probability of excursion and the relative ratio are calculated according to Equations (2) and (6), taking into account that the relative ratio can also be expressed as follows,

\[ \frac{P}{Q} = \exp \left(4.936\right) \cdot \exp \left(-0.001 \cdot \text{Water depth}\right) \cdot \exp \left(0.058 \cdot \text{Percentage of generators}\right) + \exp \left(0.050 \cdot \text{Wind force}\right) + \exp \left(0.461 \cdot \text{Wave Height}\right). \] (8)

Between 34% (Cox and Snell R square) and 48% (Nagelkerque R square) of the variance in the dependent variable is explained by this model. The goodness of fit was assessed by the \(-2\cdot\text{LL}\) statistic and the percentage of correctly classified cases. The \(-2\cdot\text{LL}\) was 34.355. Recalling that of the 42 valid cases, 29 incidents did not and 13 did result in an excursion, the model (based on the two variables selected) correctly classified 27 incidents as not involving excursion, meaning 93% of cases were correctly classified; while 8 cases were correctly classified as involving excursion, 62% of the total. Overall, 35 cases were correctly classified, representing 83% of the incidents studied. The Cohen’s kappa shows there is a moderate agreement between the P observed and P estimated values, \(\kappa = 0.584\) (95% CI, 0.312 to 0.856).

Figure 5 shows graphically the model predictions for LoP for different values of water depth and percentage of generators.

The relative ratio indicates the likelihood of LoP for each of the main causes, as shown in Figure 6. The dashed line makes it clear which causes have mean values above 1, those with a greater likelihood of being associated with a LoP. Overall, the main causes most likely to be related to an excursion are failures in environmental conditions, reference systems, human errors, and computer faults.
Figure 5. Prediction chart showing the trends for water depth and percentage of generators according to the prediction model.

Figure 6. Mean relative ratio for each main cause category.
4. Discussion

Selecting only the incidents with no missing information for any of the variables of interest, the database used for this study contained 42 cases. The descriptive analysis of the variables provides a comprehensive picture of the main configurations (percentage of thrusters, percentage of generators, DGNS, etc.) used for DP drilling operations, including the typical meteorological conditions (wind force, current speed, wave height, and visibility) when an incident occurs.

Taking into account the nature of the accident, it is interesting to see that incidents attributable to poor environmental conditions have a clear tendency to result in LoP. In contrast, in incidents with causes related to thrusters/propulsion or power, control of positioning tends to be maintained. These results are consistent with the information regarding the most common causes of DP incidents provided by the IMCA in their station keeping reports [38–42].

The secondary causes are much less often identified, and the results involving them should be considered with caution. Nonetheless, our data seem to support the aforementioned conclusion that power-related incidents tend not to result in a LoP.

The distribution of incidents with human error as a cause is very similar; there are no significant differences for the incidents which do and do not result in LoP.

In the first stage, when the variables are individually entered into the regression model, the variables that might explain the probability of an excursion were found to be water depth, percentage of generators, wind force, and wave height; the first two related to the DP system configuration, and the second two to meteorological conditions. Percentage of generators and wind force are found to be clearly significant, while water depth and wind force are added to the model on the basis of their size effect. It should not be forgotten that the weather conditions, and especially the wind force (which creates waves with a height that is proportionally correlated to the force in knots), can also influence the probability of a unit having a LoP while performing DP drilling operations, as evidenced by the frequency of incidents attributable to environmental conditions.

The probability of an incident resulting in LoP increases the shallower the water depth, and the higher the percentage of generators, wind force and wave height. These results are very interesting from the operator’s point of view, as at shallow depths, DP has tended not to be considered necessary and other methods have been used to achieve position keeping. The resulting lack of experience in the use of DP under such conditions could partly explain problems occurring with DP station keeping when the drilling operations take place in shallow waters.

The percentage of generators online at the moment of an incident is also an indicator of a LoP when the percentage reaches high values. It is important to note that, according to the DP Operations Guidance [13], when the percentage of generators reaches a certain threshold, the procedures for a riser emergency disconnection should be started; this may explain the influence of this variable in the model.

Studying the mean relative ratios for each main cause category, it is interesting to note that the model can explain environmental-, reference-, human-, and computer-related incidents more accurately than those attributed to other causes. The high mean relative ratio for environmental-related LoP can be explained by the environmental independent variables included in the model. The reference faults present a high mean relative ratio as well. The correlation that exists between percentage of generators and wind sensors could be a hint for explaining this result. This influence is expected to be explained when performing the regression analysis using dummy variables for the different reference systems on board (gyros, MRUs, and wind sensors); future research in this area is therefore needed. In general, this model correctly classifies incidents as resulting or not resulting in excursion in 83% of cases, and therefore it is expected to perform well in predicting the outcome of this type of incident in real-world operations. However, the CI for Cohen’s kappa in this model shows that the predictive capability is not as high as the classification success indicates.
The correlation among variables shows that human error is not significantly connected with the variable excursion, but there is a high correlation with the variable percentage of thrusters. For this variable, it can be observed that the percentage is significantly smaller in cases with human error as a cause. This suggests that, had the output of the model been used for predicting whether the human error was involved in any incident, this would be one of the most influential variables in the model. Nonetheless, in this study, the results for percentage of thrusters cannot be considered to contribute significantly to explaining the LoP in any incident.

When the predictive variable is used for predicting excursions, the results obtained do not suggest that human errors are involved in LoP. This is also visible in the descriptive statistics, in Figure 4, as per the distribution of the variable stratified by excursion does not show any differences.

**Limitations**

This study is based upon a sample of 42 incidents taken from IMCA database. Due to the excellent safety measures in the drilling sector, the incidents involving DP are kept to a minimum. Such a great safety record, however, limits the data available and the sample for our study was composed of just 42 incidents which took place from 2011 to 2015, giving us a relatively small database. This is especially notable in the group of incidents with human error as a cause.

Following the work presented by Øvergård [51], the sample obtained is based on incidents, as non-incidents (i.e., events which worked as planned) are usually not worth recording. This selection bias can have an influence on the validity of the outcomes, as only a partial view of the operations is taken into account.

The method used offers some advantages over other methods described in the literature review, but at the same time there are some limitations that should be mentioned.

Regression models assume that the relationship between the predictor variables and the dependent variable is uniform, i.e., follows a particular direction—this may be positive or negative, linear or nonlinear but is constant over the entire range of values. In this context, the coefficients calculated in the model should be used with caution.

If the independent variables are highly correlated with one another (multicollinearity), then the effect of each becomes less precise. In our study, it was found that the observed data for expected correlated variables, such as Wind force and Wave height, were not highly correlated, although the correlation could be found for other pairs of variables without apparent relationship, such as Percentage of generators and Wind sensors. As these pairs of variables have not been considered at the same time in the model, it is expected that this effect has been minimized. The bigger impact of environmental conditions causing LoP cannot be denied, and the authors wanted to reflect this by including weather variables in all regression analysis, to have an overall view of the scores for each variable, even if they are not reaching the desired significance for entering the equation.

The predictive capability showed by the classification rates should be also considered with caution, as the Cohen’s kappa suggest there is a fair to moderate coincidence between the observed and the estimated classification, as the model is tested with the same database the analysis was performed on.

Some relationships between covariate and dependent variable can be disguised as non-significant due to low sample size rather than to statistical significance. In our case, with 42 cases, it is important to have an overall picture rather than to follow the cut-offs that the p-values offer. On this basis, variables like Wave height were selected to enter the model.

**5. Conclusions**

The main goal of this study was to determine a mathematical expression that explains the likelihood of a LoP during DP drilling operations.
Missing data could not be inferred because of the large number of variables and their complexity, none of them following a normal distribution. Nonetheless, the performance of the model in this sample (in terms of the percentage of correctly classified cases) increases our confidence in the prediction capability of the model. Taking into account the variables included in the database, we opted to use a binary logistic regression model, as in (8). With this model, it can be determined that the probability of LoP is associated with higher percentages of generators, wind force and wave heights, and shallower water depths.

Considering that a high percentage (83%) of cases is correctly classified by the model based on these variables, this model is expected to provide good results when predicting whether any incident will result in LoP. The incidents caused by environmental conditions, reference faults, human error, or computer faults are expected to be most successfully classified following the proposed model. This indicates that although the most common causes are environmental and thruster problems, the LoP occurs more often in environment-related incidents. This suggests that investigating which environmental conditions most influence LoP would be an interesting line of future research.

The last objective of this study was to explore whether or not human causes contribute to LoP. The results obtained suggest that there is not a clear connection among these variables; the human element causing an incident does not influence the prediction of LoP.
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### Appendix A

#### Table A1. Correlation coefficients (n = 42).

|                     | Percentage of Thrusters | Percentage of Generators | DGNSS | HPR | Taut Wire | Inertia System | Gyros | MRU | Wind Sensors | Wind Force | Current Speed | Wave Height | Visibility | Human Cause | Excursion |
|---------------------|-------------------------|--------------------------|-------|-----|-----------|----------------|-------|-----|--------------|------------|---------------|------------|------------|-------------|-----------|
| Water depth         | -0.15                   | -0.10                    | 0.02  | 0.14| -0.37     | -0.25          | 0.05  | -0.14| -0.26        | 0.19       | -0.09         | 0.27       | -0.05      | -0.35       |
| Percentage of thrusters | -0.23                   | -0.22                    | -0.05 | 0.16| 0.11      | 0.00           | -0.16| -0.03| 0.07         | 0.14       | 0.00          | -0.09      | -0.63      | 0.25        |
| Percentage of generators | 0.23                    | 0.12                     | 0.15  | 0.21| 0.00      | -0.25          | -0.51| 0.11 | 0.28         | -0.13      | -0.14         | -0.11      | 0.47       |
| DGNSS               | -0.10                   | -0.13                    | 0.09  | 0.13| 0.10      | -0.19          | -0.19| -0.19| 0.17         | -0.14      | 0.09          | 0.11       | 0.11       | 0.30        |
| HPR                 | 0.10                    | -0.13                    | 0.09  | 0.13| 0.10      | -0.19          | -0.19| -0.22| 0.09         | -0.11      | 0.02          | 0.30       |
| Taut wire           | -0.18                   | -0.18                    | 0.02  | 0.10| 0.26      | 0.01           | -0.31| 0.17 | -0.17        | -0.11      | 0.12          | -0.27      |
| Inertia system      | -0.70                   | -0.16                    | 0.00  | 0.00| -0.04     | 0.17           | -0.14| 0.09 | 0.11         | -0.11      | 0.02          | 0.30       |
| Gyros               | -0.00                   | -0.07                    | 0.06  | 0.26| -0.02     | 0.18           | 0.29  | 0.12 | 0.09         | 0.07       | 0.00          | 0.24       |
Table A1. Cont.

| Percentage of Thrusters | Percentage of Generators | DGNSS | HPR | Taut Wire | Inertia System | Gyros | MRU | Wind Sensors | Wind Force | Current Speed | Wave Height | Visibility | Human Cause | Excursion |
|------------------------|--------------------------|-------|-----|-----------|---------------|-------|-----|-------------|------------|---------------|------------|------------|-------------|----------|
| MRU                    | -                        | -     | -   | -         | -             | -     | -  | 0.48        | -0.12      | -0.03         | 0.02       | 0.16       | 0.17        | -0.48    |
| Wind sensors           | -                        | -     | -   | -         | -             | -     | -  | 0.03        | -0.20      | 0.08          | -0.04      | -0.06      | -0.38      |
| Wind force             | -                        | -     | -   | -         | -             | -     | -  | -0.02       | 0.41       | -0.12         | 0.07       | 0.11       | -0.41      |
| Current speed          | -                        | -     | -   | -         | -             | -     | -  | -           | 0.00       | 0.02          | 0.35       | -0.23      | -0.24      |
| Wave Height            | -                        | -     | -   | -         | -             | -     | -  | -           | -          | 0.38          |            |            |            |
| Human cause            | -                        | -     | -   | -         | -             | -     | -  | -           | -          | 0.02          | -0.23      |            |            |

Continuous variables were correlated among themselves using Spearman’s rho (as the variables are do not follow a normal distribution); among continuous and ordinal, as well as among ordinal variables; Kendall’s tau-b; among continuous and nominal variables, point biserial; among ordinal and nominal, rank biserial; and among nominal variables, phi coefficient.
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