Non-Markovian Boost of Quantum Maxwell Demon Efficiency
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Maxwell’s demon is the quintessential example of information control, which is necessary for designing quantum devices. In thermodynamics, the demon is an intelligent being who utilizes the entropic nature of information to sort excitations between reservoirs thus lowering the total entropy. So far, implementations of Maxwell’s demon have largely been limited to Markovian baths. In our work, we study the degree to which such a demon may be assisted by non-Markovian effects using a superconducting circuit platform. The setup is two baths connected by a demon controlled qutrit interface, allowing the transfer of excitations only if the overall entropy of the two baths is lowered. Importantly, we show that non-Markovian effects yield the largest entropy reduction through appropriate timing of the demon operation. Our results demonstrate that non-Markovian effects can be exploited to boost the information transfer rate in quantum Maxwell demons.

The thought experiment of Maxwell’s demon has inspired countless discoveries since its conception by Maxwell more than 130 years ago [1]. The original idea was to have two gasses separated by a wall with a demon-controlled door. The demon lets particles through the door only if the overall entropy of the two gasses is lowered [2]. This seemingly defies the second law of thermodynamics, and the mechanism can only be explained by including the demon’s information as entropy. Maxwell’s demon, the Szilard engine, and variations thereof all rely on information as a resource to lower entropy and extract work [3–7].

Various versions of Maxwell’s demon have been proposed theoretically [8–12], and the new found ability to control and manipulate quantum degrees of freedom has led to a wave of experimental realizations [13–18]. Lately, other variants have also been proposed e.g. a demon extracting heat using a gambling strategy [19] or a non-equilibrium system used as a demon to lower the entropy of a system [20].

So far, implementations of Maxwell’s demon have been considered only for Markovian baths. A Markovian bath is a bath whose evolution is memory free i.e. the evolution of a system interacting with a Markovian bath depends only on the present state of the system [21–23]. Thus, all information flowing from the system to the bath is lost forever. By contrast, Non-Markovian baths have memory effects which result in information backflow from the bath back into the system [24–28].

In our work, we study a direct analog to the original thought experiment consisting of two baths separated by a qutrit interface. Through three steps of acquiring, using, and erasing information, a demon can autonomously transfer quanta of heat from one bath to the other only if the overall entropy of the two baths is lowered. This setup is a simple toy model for intuitively understanding the interplay between the demon memory and the decrease in entropy without using mutual information. Furthermore, we show that the entropy decrease due to the demon can be boosted by the increased predictability and backflow of information of the non-Markovian baths. This is done by comparing the entropy reduction as a function of the demon’s timing for both the Markovian and non-Markovian limits of the two baths. As we demonstrate below, this can be achieved in a small system of three qubits and a single qutrit realizable using several of the current quantum technology platforms.

Setup. The model studied is two non-Markovian baths connected by a qutrit as seen in Fig 1. The non-Markovian baths are comprised of two parts: first, a Markovian bath of temperature $T_{C/H}$ and, second, a qubit with frequency $\omega_{C/H}$. A third qubit is used for demon memory. The Hamiltonian of the qutrit and the three qubits is given by

$$\hat{H}_0 = \omega_C \left[ |1_C\rangle \langle 1_C| + |2_M\rangle \langle 2_M| \right] + \omega_H \left[ |1_M\rangle \langle 1_M| + |1_H\rangle \langle 1_H| \right] + \omega_D [ |1_D\rangle \langle 1_D| ] \tag{1}$$

The qutrit states are denoted $|0_M\rangle$, $|1_M\rangle$, and $|2_M\rangle$; the cold (hot) qubit states are denoted $|0_C/H\rangle$ and $|1_C/H\rangle$; and the demon memory states are denoted $|0_D\rangle$ and $|1_D\rangle$. We are using units where $\hbar = k_B = 1$. The two qubits are coupled to the qutrit with strength $J$. If the qubit frequencies are picked such that $|\omega_C - \omega_H|, |\omega_C|, |\omega_H| \gg |J|$, the cold qubit can only couple the qutrit states $|0_M\rangle$ and $|1_M\rangle$, and the hot qubit can only couple the qutrit states $|0_M\rangle$ and $|1_M\rangle$. The full Hamiltonian becomes

$$\hat{H} = \hat{H}_0 + \sqrt{2} J (\hat{\sigma}_C^- |2_M\rangle \langle 0_M| + \hat{\sigma}_C^+ |0_M\rangle \langle 2_M|) + J [ |0_M\rangle \langle 1_M| \hat{\sigma}_H^- + |1_M\rangle \langle 0_M| \hat{\sigma}_H^+] \tag{2}$$

where $\hat{\sigma}_C^\pm = |0_C/H\rangle \langle 1_C/H| \pm |1_C/H\rangle \langle 0_C/H|$. The factor of $\sqrt{2}$ is due to the cold qubit interacting with the second excited state of the qutrit. The evolution of the system is described using the density matrix, $\hat{\rho}$, through the Lindblad master equation [21, 29]

$$\frac{d\hat{\rho}}{dt} = -i [\hat{H}, \hat{\rho}] + \mathcal{D}_C[\hat{\rho}] + \mathcal{D}_H[\hat{\rho}] + \mathcal{D}_D[\hat{\rho}](t) \tag{3}$$
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In summary, we study a cold non-Markovian bath interacting with the second excited state of the qutrit and a hot non-Markovian bath interacting with the first excited state of the qutrit. Excitations can thus be sorted from the cold to the hot bath by forcing the transition $|2_M\rangle \rightarrow |1_M\rangle$. This could be achieved through decay which is equivalent to the transition being coupled to a bath at zero temperature. However, this would clearly result in heat flowing from the cold bath to this bath resulting in an entropy increase as expected.

**Single shot.** Instead, we wish to elucidate the interplay between entropy and information using a Maxwell’s demon. The demon memory is modeled by the qubit with frequency $\omega_D$. The demon operates in three steps.

**Step 1:** Information on the qutrit is stored in the demon memory.

**Step 2:** The information is used to transfer one excitation from the cold bath to the hot bath.

**Step 3:** The demon memory is either reset or a clean memory slot is accessed.

For the qutrit in a general statistical mixture the steps are:

\[
\begin{align*}
&|p_0|0_MX0_M| + |p_1|1_MX1_M| + |p_2|2_MX2_M| \\
\xrightarrow{\text{step 1}} &|p_0|0_M|0_M|+|p_1|1_M|0_M|+|p_2|2_M|1_M| \\
\xrightarrow{\text{step 2}} &|p_0|0_M|0_M|+|p_1|1_M|0_M|+|p_2|1_M|1_M| \\
\xrightarrow{\text{step 3}} &|p_0|0_MX0_M| + (p_1 + p_2)|1_MX1_M| |0_M|X|0_M|
\end{align*}
\]

The first two steps constitute controlled not gates. For concreteness, we use a superconducting qubit platform to model an experimental implementation. The CNOT gate can be implemented by supplementing the native controlled-phase gate [31] with single-qubit $\gamma$-gates, see Fig. 2(b). The superconducting circuit control hamiltonian relevant for this proposal can be written as

\[
\hat{V}_D(t) = A_{YM}(t) \left( |2_M|X|1_M| e^{-i(\omega_C-\omega_H)\hat{t}} - i |1_M|X|2_M| e^{i(\omega_C-\omega_H)\hat{t}} \right) \\
+ A_{YD}(t) \left( |1_D|X|0_D| e^{-i(\omega_D-\omega_H)\hat{t}} - i |0_D|X|1_D| e^{i(\omega_D-\omega_H)\hat{t}} \right) \\
+ A_{CZ}(t) |2_M|X|2_M| |1_D|X|1_D|.
\]

(4)

The three amplitudes $A_{YM}$, $A_{YD}$, and $A_{CZ}$ defines the demon protocol. These are picked such that the single qubit $\gamma$-rotation gate time is $\tau_{\gamma}$ and the controlled phase gate time is $\tau_{CZ}$. Unless otherwise stated, we set $\tau_{\gamma} = 0.02T^{-2} = 10ns$ and $\tau_{CZ} = 0.1J^{-1} = 50ns$, which is achievable in superconducting circuits [32, 33]. To show this process in actions, the system is left alone for times $t < 0$ such that the system reaches steady state, $\hat{\rho}_{ss}$, at $t = 0$. Afterwards, step 1 and step 2 are implemented using the protocol shown in Fig. 2(c). The populations, $P(|\alpha\rangle) = \text{tr}(|\alpha\rangle\langle\alpha|\hat{\rho})$ for $\alpha \in \{1_M, 2_M, 1_H, 0_H\}$, are plotted for this process in Fig. 2(d) with $\hat{\rho} = \hat{\rho}_{ss}$ at $t = 0$. Here, $\text{tr}(|\alpha\rangle\langle\alpha|)$ denotes the trace over the entire Hilbert space. From Fig. 2(d) we notice several things. After step 1, the demon-memory population reaches the value of the qutrit population,
\[ S_{C-M-H} + S_D \geq S_{tot}. \] Since the structure of the Markovian baths is unknown, their entropy is denoted \( S \), and the rate \( \gamma \ll J \) is kept small enough that \( S \) can be assumed constant during the simulation. This implies that if we run the demon protocol once as in Fig. 2(d) all populations will eventually return to the steady state, \( \hat{\rho}_{ss} \), as \( T_C \) and \( T_H \) are fixed. To calculate the change in temperature due to the exchange of energy quanta would require knowledge of the heat capacity of the baths and depends on the concrete physical realizations, beyond the scope of the current discussion. Without step 3, the demon protocol can only be run once, and the average number of excitations transferred will be less than

\[
\text{tr}\{ |2_M\rangle\langle 2_M| \hat{\rho}_{ss} \} = \frac{e^{-\omega_C/T_C}}{1 + e^{-\omega_C/T_H} + e^{-\omega_C/T_C}}. \tag{6}
\]

This does not exhibit any non-Markovian behavior since bath memory can not be seen through a single interaction.

**Non-Markovian effects.** There are two ways of repeating the operation of the demon. First, the demon memory can be expanded. If the demon memory consist of \( N \) qubits, the protocol can be repeated \( N \) times. Second, information stored in the demon memory can be erased allowing it to be reused. The demon memory is erased by letting it interact with the memory dump i.e. \( \gamma_D \neq 0 \). We wish to study how the timing of the demon and the non-Markovian nature of the baths effects the transferred heat. Therefore, all three steps of the demon are repeated without allowing the qubits to thermalise between cycles. We let \( T \) be the total time to perform all three steps. The three steps are repeated \( n \) times such that when step 3 is finished step 1 is performed once again. The new process is depicted in Fig. 3(a). To quantify the transport between the cold and hot bath, we define the excitation current from the cold qubit to the qutrit as \( J_C = \text{tr}\{ \hat{\gamma}_C \hat{\rho} \} \) where \( \hat{\gamma}_C = -\sqrt{2iJ} (\hat{\sigma}_C |2_M\rangle\langle 0_M| - \hat{\sigma}^+_C |0_M\rangle\langle 2_M|) \) and the excitation current from the qutrit to the hot qubit as \( J_H = \text{tr}\{ j_H \hat{\rho} \} \) where \( j_H = -iJ (|0_M\rangle\langle 1_M| \hat{\sigma}_H - |1_M\rangle\langle 0_M| \hat{\sigma}_H^+) \). Since the Hamiltonian is time-dependent, this will vary in time. To get a good measure of the number of transferred excitations, this is integrated over a single demon cycle

\[
X = \lim_{n \to \infty} \int_{nT}^{(n+1)T} J_C(t) \, dt = \lim_{n \to \infty} \int_{nT}^{(n+1)T} J_H(t) \, dt. \tag{7}
\]

The integral above is the transferred excitations during the \( n \)th cycle of the demon. Even though the Hamiltonian is time-dependent, the integral does converge for larger \( n \), see Supplemental Material. From this we also define the average excitation current, \( J_{av} = X/T \), driven by the demon. For large \( T \), the system reaches the steady state, \( \hat{\rho}_{ss} \), between each cycle and the transferred number of excitations is

\[
\lim_{T \to \infty} X \leq X_{ss}^{\text{inst}} = \text{tr}\{ |2_M\rangle\langle 2_M| \hat{\rho}_{ss} \} = \frac{e^{-\omega_C/T_C}}{1 + e^{-\omega_C/T_H} + e^{-\omega_C/T_C}}.
\]

\( X_{ss}^{\text{inst}} \) is the transferred number of excitations only for instantaneous gates. In a realistic setting, the system is allowed to
Figure 3. Transferred heat as a function of demon timing due to non-Markovian effects. (a) Circuit diagram for implementing step 1, step 2, and step 3. (b) Transferred excitations, $X$, as a function of $T$ for different rates $\gamma$. This is plotted for both the full treatment (solid lines) and using a Markovian approximation on the cold and hot qubit (dashed lines). (c) Average excitation current, $J_{\text{av}}$, as a function of $T$ for different rates $\gamma$.

Evolve during steps 1 and 2 resulting in less excitations transferred. Therefore, the actual number of transferred excitations, even in steady state, will be less than $X_{\text{inst}}$. $X$ is plotted as a function of $T$ in Fig. 3(b) for different values of $\gamma$. $T$ is varied through step 3 while the time to perform steps 1 and 2 is constant since it depends only on $\tau_Y$ and $\tau_{CZ}$. The dashed lines denote the case where the two qubits are traced away assuming that the states of the qubits are constant and thus Markovian, see Supplemental Material. Remarkably, the largest $X$, and thus the largest entropy decrease, is achieved for non-Markovian baths, $\gamma = 2J$. When the qubits start turning Markovian, $\gamma \geq 10J$, the full description predicts a larger $X$ than the Markovian theory. For $\gamma = 30J$, the Markov approximation is valid and the results overlap. As $\gamma$ becomes small, $X$ oscillates with $T$ due to non-Markovian effects or memory in the qubits. For $T$ sufficiently large, the system reaches steady state between updates and the transferred excitations are the same for all $\gamma$. Another interesting quantity is the average current, $J_{\text{av}}$, which is plotted in Fig. 3(c). Here the oscillations in $X$ for smaller $\gamma$ are again clearly seen. If the cold qubit is excited at $t = 0$, it will oscillate back and forth between the cold qubit and the qutrit. The excitation will be at the qutrit at times $t = \frac{n}{2 J} \pi (1 + 2k)$ where $k \geq 0$ is a whole number. The first four of these times are drawn as dashed lines in Fig. 3(c), which are close to the maxima in the oscillations. These oscillations are thus due to the non-Markovian nature of the cold bath. The period of oscillation between the qutrit and hot bath is $\pi / J$. However, this period is not present in Figs. 3(b)-(c) suggesting that the non-Markovian effects are predominantly due to the cold bath. This is further backed up in the Supplemental Material. The largest entropy decrease is achieved with a combination of the larger coupling rate of Markovian baths and the increased predictability of non-Markovian baths. This balance is meet around $\gamma(n_C + 1/2) \sim J$. The precise value depends weakly on the hot bath temperature and two-qubit gate time, see Supplemental Material. Since $X > 0$ even in reverse bias, $T_C < T_H$, the system also implements a device of negative rectification, $R = -\frac{J_{\text{av}}}{J_{\text{av}}} < 0$. Here $J_{\text{av},t}$ is the average current in forward bias, $T_C > T_H$, and $J_{\text{av},t}$ is the average current in reverse bias, $T_C < T_H$. In order to resolve the non-Markovian dynamics and efficiently transfer excitation, we would expect to need gate times that are much shorter than the evolution of the system, $\tau_{CZ}, \tau_Y \ll J^{-1}$. In the Supplemental Material, we find that the non-Markovian effects are seen for a wide range of gate times, $\tau_{CZ} \leq 0.4J^{-1}$, and cold bath temperatures. However, $X$ only approaches the ideal, $X_{\text{inst}}$, for $\tau_{CZ} \leq 0.2J^{-1} = 100$ns, which is achievable for superconducting circuits.

Conclusion. We have elucidated the interplay between entropy and information in the Maxwell’s demon thought experiment using a simple cold bath, qutrit, hot bath setup. Thus entropy can be decreased through three simple demon steps of acquiring, using and deleting information. In deleting the information, entropy of the memory dump is increased. Furthermore, we showed that the largest decrease in entropy is achieved for non-Markovian baths using a well timed demon. This is due to a combination of two effects. First, the Demon efficiency is limited by the effective coupling between the cold bath and the qutrit. This effective coupling is largest for balanced couplings, $\gamma(n_C + 1/2) \sim J$. Second, excitations oscillate back into the qutrit from the cold bath at certain times. By letting the demon operate at these times, the entropy decrease is boosted by the non-Markovian effects. Finally, we found that the demon can primarily be assisted by non-Markovian effects in the cold bath.

The setup can be implemented in superconducting circuits through four transmons, three concatenated to the lowest two levels and the fourth using the three lowest levels. All three qubits are coupled capacitively to the qutrit inducing hopping at resonance with strength $J$ as seen in the Hamiltonian (2). Single qubit gates can be performed by capacitively coupling to a drive line, and a controlled phase gate can be performed by using the avoided crossing of the higher excited levels.
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Figure 4. Populations for the excited states as a function of time, starting from the system steady state at $t = 0$. The figure is similar to Fig. 2(d), however, the demon works twice here. The time between demon cycles is $\tilde{T}$ and the total number of transferred excitations is $\tilde{X}$. For this simulation $\gamma = 10^{-3}J$.

Supplemental Material S1: Double operation of the demon

Here we study the simplest operation where non-Markovian effects become important that is a double operation of the demon. The populations for this simulation can be seen in Fig. 4. The protocol for the demon is the same as in Fig. 2. However, in order for the demon to operate twice the demon memory is allowed to decay between operations, as in Fig. 3(a). The time between operations is denoted $T$. From the first demon operation and until the second demon operation the populations are the same as in Fig. 2(d). Here the oscillations between the qubits and the qutrit are clearly visible. In Fig. 4(a), the second demon operation is at $t = \frac{2J}{\sqrt{J^2 + 4}}$, which is the time it takes one excitation at the cold qubit to oscillate to the qutrit and back twice. This results in a total of $\tilde{X} \approx 0.11$ transferred excitations. In Fig. 4(b), the second demon operation is at $t = \frac{2J + 1}{\sqrt{J^2 + 4}}$, which is the time it takes one excitation to perform 2.5 oscillations. This results in a total of $\tilde{X} \approx 0.17$ transferred excitations. This is the effect that is exploited in the full demon protocol. However, note that if $\gamma$ is made bigger, the oscillations become damped, and the plot will look different.

Supplemental Material S2: Convergence of the number of transferred excitations.

In the main text, we looked at the limiting case where the demon protocol is used enough times such that the number of transferred excitations converge,

$$X = \lim_{n \to \infty} \int_{nT}^{(n+1)T} J_C(t) \, dt = \lim_{n \to \infty} \int_{nT}^{(n+1)T} J_H(t) \, dt.$$

To check that this limit does indeed exist, we look instead at

$$X_C,n = \int_{nT}^{(n+1)T} J_C(t) \, dt,$$

and

$$X_H,n = \int_{nT}^{(n+1)T} J_H(t) \, dt.$$

First, we plot $X_C,n$ and $X_H,n$ in Fig. 5(a) for $\gamma = 10J$ and $T = J^{-1}$. It is seen that they both converge to the same value as expected. Next, $X_H,n$ is plotted as a function of $n$ in Fig. 5(b) for different values of $T$. $X_H,n$ clearly converges for all values of $T$, however, convergence is slower for smaller $T$. Likewise, we plot $X_H,n$ as a function of $n$ for different values of $\gamma$ in Fig. 5(c). From this we see that convergence is slower for $\gamma = 0.5J$ and $\gamma = 30J$. Due to these results, we choose to let $n \in [200, 400]$ for $\gamma = 30J$ and $n \in [100, 200]$ otherwise.

Supplemental Material S3: Markovian limit

We wish to calculate the Markovian limit of the two baths. To do this, the cold and hot qubits are assumed to have quickly decaying correlation functions such that they can be traced away. First, we study the Markovian limit for just the cold qubit. The Hamiltonian of just the cold qubit is

$$\hat{H}_C = \omega_C |1_C\rangle\langle 1_C|.$$

In the case where this qubit is only weakly coupled to the rest of the system but strongly coupled to the heat bath, $J \ll \gamma$, the evolution of the density matrix of just the cold qubit $\hat{\rho}_C$
will predominantly be determined by the heat bath

\[ \frac{d\hat{\rho}_C}{dt} = -i[\hat{H}_C, \hat{\rho}_C] + \gamma n_C \left( \hat{\sigma}_C^+ \hat{\rho}_C \hat{\sigma}_C^- - \frac{1}{2} (\hat{\sigma}_C^- \hat{\sigma}_C^+ \hat{\rho}_C) \right) + \gamma (n_C + 1) \left( \hat{\sigma}_C^- \hat{\rho}_C \hat{\sigma}_C^- - \frac{1}{2} (\hat{\sigma}_C^- \hat{\sigma}_C^+ \hat{\rho}_C) \right), \]

\[ n_C = (e^{\omega_C/T_C} - 1)^{-1}. \]

The state of the cold qubit will after sufficient time approach the thermal state

\[ \hat{\rho}_C(t \to \infty) = \frac{e^{-\beta \hat{H}_C}}{\text{tr}[e^{-\beta \hat{H}_C}]} = (1 - \lambda_C) |0\rangle |0\rangle + \lambda_C |1\rangle |1\rangle, \]

\[ \lambda_C = \left( 1 + e^{\omega_C/T_C} \right)^{-1}. \]

In the Markovian limit, the cold qubit is assumed to remain in this state even for $J \neq 0$. The coherences between the qubit and the qutrit will decay exponentially in $\gamma$ and can therefore be neglected. In the Heisenberg picture, an operator $\hat{B}$ will evolve as

\[ \frac{d}{dt} \hat{B}(t) = i[\hat{H}_C, \hat{B}(t)] + \gamma n_C \left( \hat{\sigma}_C^- \hat{B}(t) \hat{\sigma}_C^- - \frac{1}{2} (\hat{\sigma}_C^- \hat{\sigma}_C^+ \hat{B}(t) \hat{\sigma}_C^- \hat{\sigma}_C^+) \right) + \gamma (n_C + 1) \left( \hat{\sigma}_C^- \hat{B}(t) \hat{\sigma}_C^- - \frac{1}{2} (\hat{\sigma}_C^- \hat{\sigma}_C^+ \hat{B}(t) \hat{\sigma}_C^- \hat{\sigma}_C^+) \right). \]

The Heisenberg picture is shown through the explicit time-dependence. This can be solved for the ladder operators giving

\[ \hat{\sigma}_C^-(t) = \hat{\sigma}_C^e^{-i\omega_C t - \gamma (n_C + 1/2)t}, \]

\[ \hat{\sigma}_C^+(t) = \hat{\sigma}_C^+ e^{i\omega_C t - \gamma n_C + 1/2)t}. \]

With this the time correlation function, $\langle \hat{B}^\dagger(t) \hat{B} \rangle$, for these two operators can be found to be

\[ \langle \hat{\sigma}_C^+(t) \hat{\sigma}_C^-(t) \rangle = \text{tr}[\hat{\sigma}_C^+(t) \hat{\sigma}_C^-(t) \hat{\rho}_C] = \lambda_C e^{i\omega_C t - \gamma (n_C + 1/2)t}, \]

\[ \langle \hat{\sigma}_C^-(t) \hat{\sigma}_C^+(t) \rangle = (1 - \lambda_C)e^{-i\omega_C t - \gamma n_C + 1/2)t}. \]

And thus

\[ \gamma_C^+(\omega) = \Gamma_C^- + \frac{\gamma_C^+(2n_C + 1)}{(\omega_C - \omega)^2 + \gamma^2(n_C + 1/2)^2}, \]

\[ \gamma_C^- = \Gamma_C^+ + \frac{\gamma_C^- (2n_C + 1)}{(\omega_C + \omega)^2 + \gamma^2(n_C + 1/2)^2}. \]

The same calculation can be carried out for the hot qubit

\[ \gamma_M^+(\omega) = \frac{\gamma_M^+(2n_M + 1)}{(\omega_M - \omega)^2 + \gamma^2(n_M + 1/2)^2}, \]

\[ \gamma_M^- = \frac{\gamma_M^-(2n_M + 1)}{(\omega_M + \omega)^2 + \gamma^2(n_M + 1/2)^2}. \]

The interactions between the qutrit and two qubits are given by the terms

\[ \hat{H}_{C-M} = \sqrt{2}J(\hat{\sigma}_C^- |0_M\rangle |2_M\rangle + \hat{\sigma}_C^- |2_M\rangle |0_M\rangle), \]

\[ \hat{H}_{M-H} = J |1_M\rangle |0_M\rangle \hat{\sigma}_H^- + |0_M\rangle |1_M\rangle \hat{\sigma}_H^+. \]

Treating the two qubits as environments and using the Redfield equation, after the Born-Markov and secular approximations the master equation becomes

\[ \frac{d\hat{\rho}}{dt} = -i[\hat{H}_{0,m} + \hat{V}_D(t), \hat{\rho}] + \mathcal{D}_C[\hat{\rho}] + \mathcal{D}_H[\hat{\rho}] + \mathcal{D}_D(t)[\hat{\rho}], \]

\[ \mathcal{D}_C[\hat{\rho}] = 8J^2 \frac{1 - \lambda_C}{\gamma(2n_C + 1)} \left( |0_M\rangle |2_M\rangle \langle 0_M| |2_M\rangle + \frac{1}{2} \langle 0_M| |2_M\rangle, \rho \right) \]

\[ + 8J^2 \frac{\lambda_C}{\gamma(2n_M + 1)} \left( |0_M\rangle |0_M\rangle \langle 0_M| |0_M\rangle - \frac{1}{2} \langle 0_M| |0_M\rangle, \rho \right), \]

\[ \mathcal{D}_H[\hat{\rho}] = 4J^2 \frac{1 - \lambda_M}{\gamma(2n_H + 1)} \left( |0_M\rangle |1_M\rangle \langle 0_M| |1_M\rangle - \frac{1}{2} \langle 0_M| |1_M\rangle, \rho \right) \]

\[ + 4J^2 \frac{\lambda_M}{\gamma(2n_M + 1)} \left( |1_M\rangle |0_M\rangle \langle 1_M| |0_M\rangle - \frac{1}{2} \langle 1_M| |0_M\rangle, \rho \right), \]

\[ \mathcal{D}_D[\hat{\rho}] = \gamma_D(t) \left( \hat{\sigma}_D^+ \hat{\rho} \hat{\sigma}_D^+ - \frac{1}{2} (\hat{\sigma}_D^+ \hat{\sigma}_D^+), \rho \right) \]

\[ \hat{H}_{0,m} = \omega_C |2_M\rangle |2_M\rangle + \omega_M |1_M\rangle |1_M\rangle + \omega_D |1_M\rangle |1_M\rangle. \]

Here $\hat{V}_D(t)$ is the driving Hamiltonian. This approximation is valid when the correlation functions of the bath from equation (8) decays much faster than the dynamics of the system. Therefore, the inequality that needs to be fulfilled is

\[ \gamma(n_C + 1/2) \gg \sqrt{2} \] and \[ \gamma(n_H + 1/2) \gg J \]

for the cold and hot qubit, respectively. So the Markov approximation is not only valid for large $\gamma$ but also for large temperatures, $T_C$ and $T_H$.

Supplemental Material S4: Source of the non-Markovian effects

To study which bath is the biggest source of the non-Markovian effects, $X$ is plotted as a function of both $T$ and the cold bath temperature, $T_C$, in Fig. 6(a). For $T_C \ll \omega_C$,
the cold bath is non-Markovian and the oscillations are observed. For $T_C > \omega_C$, the cold bath starts turning Markovian and the oscillations disappear. Therefore, the non-Markovian effects are mainly due to the cold bath. This is further supported by the fact that the oscillations were found to have a period of $\frac{\pi}{\sqrt{2}}$ in the main article. As mentioned, this corresponds to excitations oscillating between the cold qubit and the qutrit. Excitations oscillating between the hot qubit and qutrit would have period $\frac{\pi}{2\gamma}$, which is not what we see. Note that $T_H = 1000J \approx 0.29\omega_C$ in Fig. 6(a) such that $T_C > T_H$ in some cases. Since $X > 0$ for both forward bias, $T_C > T_H$, and reverse bias, $T_C < T_H$, the system also implements a device of negative rectification, $R = -\frac{J_{av,f}}{J_{av,c}} < 0$. Here $J_{av,f}$ is the average current in forward bias, and $J_{av,c}$ is the average current in reverse bias.

**Supplemental Material S5: Effects of different gate times**

In order to resolve the non-Markovian dynamics and effectively transfer excitation, we would expect to need gate times that are much shorter than the evolution of the system, $\tau_{CZ}, \tau_Y \ll J^{-1}$. Therefore, $X$ is plotted in Fig. 6(b) as a function of $T$ for different values of the controlled phase gate time, $\tau_{CZ}$. We see that the non-Markovian dynamics is seen for all gate times. However, $X$ only approaches the ideal, $X_{\text{inst}}$, for $\tau_{CZ} \leq 0.2J^{-1} = 100$ns, which is achievable for superconducting circuits.

**Supplemental Material S6: Optimal bath-qubit coupling rate**

The optimal coupling rate is the value of $\gamma$ that allows for the largest average current induced by the demon assuming that $T$ can be chosen freely. Therefore, we define the optimal coupling as

$$\gamma_{opt} = \arg\max_{\gamma} \left\{ \max_{T} \{J_{av}\} \right\}. \tag{9}$$

From Eq. (8) it is seen that the Markovianity of the cold bath is determined by the product $\gamma(n_C + 1/2)$. Therefore, the product $\gamma_{opt}(n_C + 1/2)$ as a function of $n_C = \left( e^{\omega_C/T_C} - 1 \right)^{-1}$ for different values of $T_H$ and $\tau_{CZ}$ is plotted in Fig. 6(c). Generally, the optimal coupling is seen to be around $\gamma_{opt}(n_C + 1/2) \sim J$. However, the precise value depends on both the hot qubit temperature and the controlled phase gate time. This is to be expected since the quality of the gates is influenced by both. For example, for larger $T_H$ the hot bath causes decoherence of the qutrit so a smaller $\gamma$ is preferred, whereas for small $T_H$ decoherence due to the hot bath is less important.