COMBINATORIAL SIMPLEX ALGORITHMS CAN SOLVE MEAN PAYOFF GAMES
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Abstract. A combinatorial simplex algorithm is an instance of the simplex method in which the pivoting depends on certain combinatorial data only. We show that any algorithm of this kind admits a tropical analogue which can be used to solve mean payoff games. Moreover, any combinatorial simplex algorithm with a strongly polynomial complexity (the existence of such an algorithm is open) would provide in this way a strongly polynomial algorithm solving mean payoff games. Mean payoff games are known to be in NP∩co-NP; whether they can be solved in polynomial time is an open problem. Our algorithm relies on a tropical implementation of the simplex method over a real closed field of Hahn series. One of the key ingredients is a new scheme for symbolic perturbation which allows us to lift an arbitrary mean payoff game instance into a non-degenerate linear program over Hahn series.
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1. Introduction. The purpose of this paper is to establish a link between two notoriously open problems in theoretical computer science. It is unknown whether or not there is a strongly polynomial algorithm for linear programming. For mean payoff games, even the existence of a (not necessarily strongly) polynomial time algorithm to decide which player has a winning strategy is an open question. Without offering a solution to either problem, we show that a solution for the first problem, with additional properties, implies a solution for the second one. Our proof uses tropical geometry, or rather tropical linear algebra, in an essential way.

The question of the existence of a polynomial time algorithm for mean payoff games was originally raised in [19]. Mean payoff games were shown to be in NP∩co-NP in [29]. They were shown to be equivalent to feasibility problems in tropical linear programming in [1]. Classically, as well as tropically, linear programming feasibility and linear optimization are equivalent. In [2] we devised an algorithm to solve tropical linear optimization problems. However, that algorithm is limited to primally and dually non-degenerate problems. Further, it only provides a Phase II simplex method, that is, it requires a tropical basic point as additional input. Classically, Phase I, which finds a first basic point, can be reduced to a Phase II problem, but this requires to be able to deal with degenerate input. Therefore the algorithm in [2] does not solve arbitrary mean-payoff games.

For experts in classical linear programming it is tempting to underestimate the difficulty to generalize an algorithm which works for non-degenerate tropical linear...
optimization problems to degenerate ones. To explain this, it is useful for a moment to attain an algebraic geometry perspective. The tropicalization of an (affine) algebraic variety $V$, that is, the joint vanishing locus of finitely many polynomials in $d$ indeterminates over a field with a non-archimedean valuation, is a polytopal complex, the tropical variety $T(V)$, in $\mathbb{R}^d$, which is gotten by applying the valuation map coordinate-wise to all points in $V$. Key features of $V$ are visible in $T(V)$. For instance, if $C$ is an irreducible planar algebraic curve over an algebraically closed field, then $T(C)$ is a connected planar graph. In this case the genus of $C$ coincides with the rank of the first (co-)homology module of $T(V)$, that is, the number of edges of $T(C)$ minus the number of edges of a spanning tree; see [20] [23, §1.7]. This way the piecewise linear object $T(C)$ encodes non-trivial exact information about the arbitrarily non-linear object $C$. In a similar fashion, our results can be interpreted to show that mean-payoff games carry essential information about classical linear programs from a computational complexity point of view. It is a basic fact that the intersection of two algebraic varieties is again an algebraic variety, and it is another basic fact that the tropical analogue does not hold. The impact for our algorithmic problems is the following. In a primally non-degenerate classical linear program in $d$ variables each basic point is the unique point in the intersection of precisely $d$ affine hyperplanes, given by the constraints, and each edge of the feasible region arises as the intersection of precisely $d - 1$ affine hyperplanes. In this situation tropicalization and intersection commute, and the affine algebraic variety which is the intersection of the $d - 1$ hyperplanes at an edge is a complete intersection. In the degenerate setting, however, this is no longer true and therefore the algorithm from [2], which builds on the direct connection between the classical and the tropical worlds, cannot be applied.

To overcome this obstacle, as one of our key contributions here, we introduce a new scheme for symbolic perturbation which is tailored to the needs of tropical linear programming. Our transformation of a combinatorial simplex algorithm into a method to solve mean-payoff games then works by applying our algorithm from [2] to perturbed tropical linear programs. In spirit, this perturbation scheme is similar to other techniques known in computational geometry [11, 12] and linear optimization [21, 13]. Yet from the technical point of view our approach is quite different as it requires to construct special fields of formal Hahn series. We suspect that this has more applications in tropical geometry, which are independent of algorithmic questions.

Another ingredient of our approach is the application of model theory arguments to the analysis of classical simplex methods. This allows us to apply Tarski’s principle for real-closed fields (to the fields of Hahn series required for the perturbation) without losing the grip on exact complexity bounds. Starting from a basic point the simplex method traces a path in the vertex-edge graph which is directed by the linear objective function. At each basic point on the way, the pivoting rule decides which edge to pick next. We call a pivoting rule combinatorial if this decision depends on evaluating signs of minors of the extended matrix only. These signs, in particular, include the orientations of edges of the feasible region. For such pivoting rules we can show that the number of classical pivots yields an upper bound for the number of their tropical counterparts. This way we arrive at the main result of this paper. Theorem 4.2 and Corollary 4.3 say that a strongly polynomial classical simplex algorithm with a combinatorial pivoting rule yields a strongly polynomial algorithm for solving mean payoff games, provided that each pivoting step is polynomially bounded.

The essence of our method is to think of tropical polyhedra as images of classical
polyhedra over ordered fields by a non-archimedean valuation, in accordance with previous work in tropical convexity, in particular, see [9, 8, 10]. Alternatively, we may consider images of classical polyhedra over the field of real numbers by the “valuation” which takes the log of the absolute value. In this way, tropical polyhedra can be obtained as limits of classical polyhedra defined either by inequalities or generators with exponentially large coefficients. This approach, which is a variation on “Viro’s method” [28] in tropical geometry, or on “Maslov’s dequantization” [22], has been applied by several authors to derive results of tropical convexity, see in particular [5], where tropical convex sets are shown to be Painlevé-Kuratowski limits of classical convex sets, and [17, 3] for some combinatorial applications. A somehow related method was used in [25] to show that solving a mean payoff game reduces to solving linear programs with exponentially large coefficients. The size of the numerical data involved in this reduction is not polynomially bounded in the length of the input, and so, along these lines, a strongly polynomial linear programming algorithm would only yield an algorithm to solve mean payoff games that is pseudo-polynomial in the number of vertices. In the present paper, more generally, we consider a semiring \((\mathbb{T}(G), \oplus, \odot)\) based on a totally ordered abelian group \((G, +, \leq)\), defined as follows. The base set is \(\mathbb{T}(G) = G \cup \{0_T(G)\}\) where the new element \(0_T(G) \not\in G\) satisfies \(0_T(G) \leq a\) for all \(a \in G\). The additive law \(\oplus\) is defined by \(a \oplus b = \max(a, b)\), where the maximum is taken with respect to \(\leq\). The multiplication \(\odot\) is the addition \(+\) extended to \(\mathbb{T}(G)\) by setting \(a + 0_T(G) = 0_T(G) + a = 0_T(G)\) for all \(a \in \mathbb{T}(G)\).

The zero and unit elements are \(0_T(G)\) and \(1_T(G) := 0_G\), the neutral element of \(G\), respectively. In the following, we simply denote \(\mathbb{T}(G)\) by \(\mathbb{T}\) when this is clear from the context.

The operations are extended to matrices \(A = (A_{ij}), B = (B_{ij})\) with entries in \(\mathbb{T}\) by setting \(A \oplus B = (A_{ij} \oplus B_{ij})\) and \(A \odot B = (\bigoplus_k A_{ik} \odot B_{kj})\). In the following, unless explicitly stated, the entries of a matrix \(A\) are denoted by \(A_{ij}\). Moreover, we denote by \(A_I\) the submatrix of \(A\) obtained with rows indexed by \(I\). By abuse of notation, we denote \(A_{(i)}\) by \(A_i\).

The signed tropical numbers \(\mathbb{T}_{\pm} = \mathbb{T}_{+} \cup \mathbb{T}_{-}\) consist of two copies of \(\mathbb{T}\), the set of positive tropical numbers \(\mathbb{T}_{+}\) and the set of negative tropical numbers \(\mathbb{T}_{-}\). These elements are respectively denoted as \(a\) and \(\ominus a\) for \(a \in \mathbb{T}\). The elements \(a\) and \(\ominus a\) are distinct unless \(a = 0_T\). In the latter case, these two elements are identified, i.e., we have \(0_T = \ominus 0_T\). The sign of the elements \(a\) and \(\ominus a\) are \(\text{sign}(a) = 1\) and \(\text{sign}(\ominus a) = -1\), respectively, when \(a\) is not \(0_T\), and \(\text{sign}(0_T) = 0\). The modulus of \(x \in \{a, \ominus a\}\) is defined as \(|x| := a\). The positive part \(x^+\) of an element \(x \in \mathbb{T}_{\pm}\) is the tropical number \(|x|\) if \(x\) is positive, and it is \(0_T\) otherwise. The negative part \(x^-\) is similarly defined. We have \(x^+ \oplus x^- = |x|\). Modulus, positive and negative parts extend to matrices entry-wise. We also equip \(\mathbb{T}_{\pm}\) with a reflection map \(x \mapsto \ominus x\) which sends a positive element \(a\) to \(\ominus a\), and a negative element \(\ominus a\) to \(a\).
The tropical permanent of a square matrix $M \in T_{\pm}^{n \times n}$ is:

$$\text{tper } M := \bigoplus_{\sigma \in \text{Sym}([n])} |M_{1\sigma(1)}| \odot \cdots \odot |M_{n\sigma(n)}| = \max_{\sigma \in \text{Sym}([n])} |M_{1\sigma(1)}| + \cdots + |M_{n\sigma(n)}|,$$

(2.1)

where $\text{Sym}([n])$ is the set of all permutations of $[n] := \{1, \ldots, n\}$. We point out that tper $M$ can be computed in $O(n^3)$ arithmetic operations by solving an optimal assignment problem. This also provides an optimal permutation $\sigma$.

A matrix $M \in T_{\pm}^{n \times n}$ is tropically non-singular if tper $M \neq 0_T$ and there is only one permutation $\sigma$ attaining the maximum in the right-hand side of (2.1). In this case, we define the sign of tper $M$ to be the product sign($\sigma$) sign($M_{1\sigma(1)}$) \ldots sign($M_{n\sigma(n)}$).

By extension, we say that the sign of tper $M$ is 0 when tper $M = 0_T$.

An arbitrary matrix $M \in T_{\pm}^{m \times n}$ is tropically generic if for every submatrix $W$ of $M$, either tper $W = 0_T$ or $W$ is tropically non-singular. Note that a tropically generic matrix may have $0_T$ entries. Also observe that, if $M$ is tropically generic, then the signs of the permanent of any square submatrix of $M$ are well-defined. We call these the signs of the tropical minors of $M$.

2.2. Hahn series. Given a totally ordered abelian group $(G, +, \leq)$, the field of Hahn series $\mathbb{R}[[t^G]]$ with value group $G$ and with real coefficient comprises the formal power series $x := \sum_{\alpha \in A} x_\alpha t^\alpha$ where the support $A \subset G$ is well-ordered, and the coefficients $x_\alpha$ are non-zero real numbers. The valuation $\text{val}(x)$ of a non-zero Hahn series $x$ is $-\alpha_{\min}$, where $\alpha_{\min} = \min\{\alpha \mid \alpha \in A\}$. By convention, we set $\text{val}(0) = 0_{T(G)}$. A non-zero Hahn series $x$ is positive, and we write $x > 0$ in this case, when the leading coefficient $x_{-\text{val}(x)}$ is a positive real number. More generally, $x \geq y$ if $x = y$ or $x - y > 0$.

Throughout, we write $\mathbb{K}$ instead of $\mathbb{R}[[t^G]]$. Equipped with the usual operations on formal power series, $\mathbb{K}$ forms a totally ordered field. The valuation map is an order-preserving homomorphism from the semiring $\mathbb{K}_+$ of non-negative Hahn series to the tropical semiring $T$. More formally, for any series $x, y \in \mathbb{K}$ satisfying $x \geq 0$ and $y \geq 0$, we have $\text{val}(x + y) = \text{val}(x) \oplus \text{val}(y)$, $\text{val}(xy) = \text{val}(x) \odot \text{val}(y)$, and $x \geq y$ implies $\text{val}(x) \geq \text{val}(y)$. We extend the valuation map to vectors of $\mathbb{K}^n$ coordinate-wise.

The signed valuation $\text{sval}$ is a map from $\mathbb{K}$ to $T_\pm$ which sends $x$ to $\text{val}(x)$ if $x$ is positive, and to $\ominus \text{val}(x)$ otherwise. Given $x \in T_\pm$, we denote by $\text{sval}^{-1}(x)$ the set of all Hahn series $x$ such that $\text{sval}(x) = x$. These two notations are extended to vectors and matrices entry-wise.

We call a matrix $M \in \mathbb{K}^{m \times n}$ generic if for each square submatrix $W \in \mathbb{K}^{p \times p}$, either $\det W \neq 0$, or for all $\sigma \in \text{Sym}([p])$, the term $(-1)^{\text{sign}(\sigma)} W_{1\sigma(1)} \cdots W_{p\sigma(p)}$ is null. Notice that our definition of genericity is slightly more general than the more common requirement that all $p \times p$-minors are non-vanishing whenever $p \geq 2$. Observe that if $M = \text{val}(M)$ is tropically generic, then $M$ is generic. The converse does not hold. If $M$ is tropically generic, then the signs of the minors of $M$ coincide with the signs of the tropical minors of $M$.

2.3. From mean payoff games to tropical linear programming. We recall the equivalence between mean payoff games and tropical linear feasibility in the max-plus semiring $T(\mathbb{R})$, where $\mathbb{R}$ is considered as the ordered group $(\mathbb{R}, +, \leq)$. In this setting, $0_{T(\mathbb{R})} = -\infty$. We refer the reader to [1] for details. We shall describe a mean payoff game by a pair of payment matrices $A, B \in T(\mathbb{R})^{m \times n}$. We also fix an initial state $j \in [n]$. The corresponding (perfect information) game is played by alternating the moves of the two players, called “Max” and “Min”, as follows. We start from
A mean payoff game. The states in which Max plays are depicted by squares, while the states in which Min plays are depicted by circles. Edges represent valid moves, and are weighted by payments. An edge with no weight indicates a 0 payment.

Player Min chooses a state \( i_1 \in [m] \) such that \( A_{i_1 j_0} \neq -\infty \), and receives a payment of \( A_{i_1 j_0} \) from player Max. Then, Player Max chooses a state \( j_1 \in [n] \) such that \( B_{i_1 j_1} \neq -\infty \), and receives a payment of \( B_{i_1 j_1} \) from Player Min. Player Min again chooses a state \( i_2 \in [m] \) such that \( A_{i_2 j_1} \neq -\infty \), receives a payment of \( A_{i_2 j_1} \) from Player Max, and so on. If \( j_0, i_1, j_1, i_2, j_2, \ldots \) is the infinite sequence of states visited in this way, the mean payoff of player Max is defined to be

\[
\lim \inf_{p \to \infty} p^{-1}(-A_{i_1 j_0} + B_{i_1 j_1} - A_{i_2 j_1} + B_{i_2 j_2} + \cdots - A_{i_p j_p-1} + B_{i_p j_p}).
\]

It is assumed that \( A \) has no identically \(-\infty\) column, and that \( B \) has no identically \(-\infty\) row, so that Players Min and Max have at least one available action with finite payment, at each stage. This game is known to have a value, which depends on the initial state \( \bar{j} \). We denote it by \( \chi_{\bar{j}} \). We say that the initial state \( \bar{j} \) is winning for Player Max if \( \chi_{\bar{j}} \geq 0 \). The following theorem characterizes the set of winning states. It is an immediate translation, in the language of linear programming, of a result of [1].

**Theorem 2.1** (See Theorem 3.2 of [1]). The initial state \( \bar{j} \in [n] \) is winning for Player Max, in the mean payoff game with payment matrices \( A, B \), if and only if there exists a solution \( x \in \mathbb{R}^n \) to the system of tropically linear inequalities

\[
x_{\bar{j}} \geq 0, \quad A \odot x \leq B \odot x.
\]

**Example 2.2.** The mean payoff game with the following payment matrices is depicted in Figure 1 (for the sake of readability, \(-\infty\) entries are represented by the symbol "+"): \[A = \begin{pmatrix} 0 & \cdots & \cdots \\ \cdots & 0 & \cdots \\ \cdots & \cdots & 0 \\ \cdots & \cdots & \cdots \end{pmatrix}, \quad B = \begin{pmatrix} \cdots & -1 & -2 & \cdots \\ -3 & 0 & \cdots \\ 0 & -4 & \cdots \\ 0 & \cdots & +1 \\ \cdots & 0 \end{pmatrix}\]

In this game, the only winning initial states for Max are \( \{4, 5\} \). Indeed, the vector \((\infty, -\infty, -\infty, 0, 0)\) is a solution of the following system of tropical linear inequalities,
and any solution \( x \in T(\mathbb{R})^5 \) of this system satisfies \( x_1 = x_2 = x_3 = -\infty \):

\[
\begin{align*}
x_1 & \leq \max(x_2 - 1, x_3 - 2) \\
x_2 & \leq \max(x_1 - 3, x_3) \\
x_3 & \leq \max(x_1, x_2 - 4) \\
\max(x_3, x_4, x_5) & \leq x_4 + 1 \\
x_4 & \leq \max(x_1, x_5 + 2).
\end{align*}
\]

3. The simplex method for tropical linear programming. A tropical polyhedron is the solution set \( x \in \mathbb{T}^n \) of a finite number of tropically affine inequalities of the form

\[
\alpha_1 \circ x_1 \oplus \ldots \oplus \alpha_n \circ x_n \oplus \alpha_{n+1} \geq \beta_1 \circ x_1 \oplus \ldots \oplus \beta_n \circ x_n \oplus \beta_{n+1}
\]

(3.1)

where the \( \alpha_j, \beta_j \) belong \( \mathbb{T} \). Without loss of generality (see [15, Lemma 1]), it can be assumed that for all \( j \), either \( \alpha_j \) or \( \beta_j \) is equal to \( 0_T \). For instance, the inequality \( \max(1 + x_1, x_2) \geq \max(-1 + x_1, 3 + x_2) \) is obviously equivalent to \( 1 + x_1 \geq 3 + x_2 \).

As a consequence, any system of inequalities of the form (3.1) can be transformed (in linear time) into the form \( A^+ \circ x \oplus b^+ \geq A^- \circ x \oplus b^- \), where \( A \in \mathbb{T}^{m \times n}_T \) and \( b \in \mathbb{T}^m_T \) have tropically signed entries. We shall consider the following tropical polyhedron

\[\mathcal{P}(A, b) := \{ x \in \mathbb{T}^n \mid A^+ \circ x \oplus b^+ \geq A^- \circ x \oplus b^- \} .\]

A tropical linear program \( \text{LP}(A, b, c) \) is an optimization problem of the form

\[
\begin{align*}
\text{minimize} & \quad c^\top \circ x \\
\text{subject to} & \quad x \in \mathcal{P}(A, b),
\end{align*}
\]

where \( A \in \mathbb{T}^{m \times n}_T \), \( b \in \mathbb{T}^m_T \), and \( c \in \mathbb{K}^n \). We say that the program is infeasible if the tropical polyhedron \( \mathcal{P}(A, b) \) is empty. Otherwise, it is said to be feasible.

An important property underlying the previous work [2] is the connection between tropical linear programs and linear programs over Hahn series. Indeed, as \( \mathbb{K} \) is a totally ordered field, all the notions related to linear programming, in particular convex polyhedra, duality, etc., naturally apply. Following this, given \( A \in \mathbb{K}^{m \times n} \) and \( b \in \mathbb{K}^m \), we denote \( \mathcal{P}(A, b) \subset \mathbb{K}^n \) the polyhedron defined by the system of inequalities \( Ax + b \geq 0 \) and \( x \geq 0 \).

**Proposition 3.1** ([2, Prop. 7]). For any tropical linear program \( \text{LP}(A, b, c) \), there exists \( A \in \text{sval}^{-1}(A) \), \( b \in \text{sval}^{-1}(b) \) and \( c \in \text{sval}^{-1}(c) \) such that the linear program over \( \mathbb{K} \)

\[
\begin{align*}
\text{minimize} & \quad c^\top x \\
\text{subject to} & \quad x \in \mathcal{P}(A, b),
\end{align*}
\]

satisfies the following properties.

- The image under the valuation map of \( \mathcal{P}(A, b) \) is the tropical polyhedron \( \mathcal{P}(A, b) \). In particular, \( \text{LP}(A, b, c) \) is feasible if, and only if, \( \text{LP}(A, b, c) \) is feasible.
- If \( \text{LP}(A, b, c) \) admits \( x^* \) as an optimal solution, then \( \text{val}(x^*) \) is an optimal solution of \( \text{LP}(A, b, c) \).

The linear program \( \text{LP}(A, b, c) \) in Proposition 3.1 is called a lift of \( \text{LP}(A, b, c) \).
3.1. Non-degenerate and bounded tropical linear programs. The tropical simplex method developed in [2] implicitly performs a simplex method on the Hahn linear program \( LP(A, b, c) \), by doing only “tropical” computations over \( \mathbb{T} \), without explicitly manipulating Hahn series. This subsequently solves \( LP(A, b, c) \) by Proposition 3.1. However, this method applies only if the following assumptions are satisfied:

**Assumption A (Finiteness).** The polyhedron \( P(A, b) \) is bounded, and does not contain points with \( 0 \in \mathbb{T} \) entries.

**Assumption B (Non-degeneracy).** The matrix \( \left( \begin{array}{cc} A & b \\ c^T & 0 \end{array} \right) \) is tropically generic. Under these assumptions, a tropical basic point is defined as the unique point \( x \in P(A, b) \) activating a subset \( I \subset [m] \) of \( n \) inequalities in the system \( A^+ x + b^+ \geq A^- x + b^- \) (i.e., for all \( i \in I \), \( A_i^+ x + b_i^+ = A_i^- x + b_i^- \)), and such that \( \text{tper } A_I \neq 0 \). The set \( I \) is referred to as a tropical basis. Tropical basic points are connected by tropical edges, which are tropical line segments of the form \( \{ x \in P(A, b) | A_K^+ x + b_K^+ = A_K^- x + b_K^- \} \), where \( K \subset [m] \) and \( |K| = n - 1 \).

It turns out that tropical basic points and edges are intimately related to their analogues over Hahn series. Given \( A \in \text{sval}^{-1}(A) \) and \( b \in \text{sval}^{-1}(b) \), a basic point of \( \mathcal{P}(A, b) \) is characterized by a subset \( I \subset [m] \) of active inequalities in the system \( Ax + b \geq 0 \), such that \( \det A_I \neq 0 \). Then the tropical basic points are precisely the image under the valuation map of the basic points of \( \mathcal{P}(A, b) \). Similarly, it can be shown that tropical edges are the image of the edges of \( \mathcal{P}(A, b) \), and that the graph of incidence between basic points and edges in \( P(A, b) \) is the same as in \( \mathcal{P}(A, b) \).

Starting from a given basic point, the algorithm of [2] visits the basic point/edge incidence graph of \( \mathcal{P}(A, b) \), until it finds a basic point satisfying optimality conditions. We recall the main result of [2]:

**Theorem 3.2 ([2, Th. 1]).** Under Assumptions A and B, the tropical simplex algorithm terminates and returns an optimal solution of \( LP(A, b, c) \) for any tropical pivoting rule. Every iteration (pivoting and computing reduced costs) can be done in \( O(n(m+n)) \) arithmetic operations over \( \mathbb{T} \), and in linear space. Moreover, the algorithm traces the image under the valuation map of the path followed by the classical simplex algorithm applied to any lift \( LP(A, b, c) \), with a compatible pivoting rule.

---

1Note that here the inequalities \( x_j \geq 0 \) involved in the definition of \( \mathcal{P}(A, b) \) cannot be activated. Indeed, Assumption A ensures that \( \mathcal{P}(A, b) \) is contained in the open orthant \( x > 0 \).
In the classical setting, reduced costs are used to determine which edge can be selected in order to improve the objective function. The reduced cost vector of a basis $I$ is the unique solution $y^I$ of the system $A^\top y + c = 0$, and $y_i = 0$ for all $i \in [m]\setminus I$. The entries of $y^I$ are given by Cramer determinants of the latter system, and so they can be expressed in terms of some minors of the matrix $(A^\top_I c)$. Thanks to Assumption B, their signed valuation can be determined in a tropical way, by computing the tropical analogue of Cramer determinants, see [2] for details.

This provides the tropical reduced cost vector. As a consequence, if the $i$-th entry of the latter vector is tropically negative (i.e., in $T^-$), pivoting along the edge of $\mathcal{P}(A, b)$ associated with the set $K = I \setminus \{i\}$ decreases the objective function $x \mapsto c^\top x$.

**Remark 3.3.** The tropical simplex method can be used to maximize $x \mapsto c^\top \circ x$, as $\mathcal{P}(A, b)$ is bounded by Assumption A. It only suffices to select a leaving variable $i$ such that the $i$-th entry of reduced cost vector is positive, i.e., to reverse the minimization. All the conclusions of Theorem 3.2 also apply to the maximization problem.

### 3.2. General tropical linear programs.

We now explain how to handle any tropical linear program $\text{LP}(A, b, c)$ over $T(R)$ (LP for short) when Assumptions A and B are not necessarily satisfied.

The optimal value of the previous problem is necessarily attained on a (tropically) extreme point of $\mathcal{P}(A, b)$. Indeed, it is known that a tropical polyhedron admits an analogue of the Minkowski-Weyl description by extreme points and rays [14]. The fact a linear form achieves its minimum at an extreme point readily follows from this result. The entries of extreme points can be bounded as follows.

**Lemma 3.4 ([4, Prop. 10]).** Let $x$ be an extreme point of $\mathcal{P}(A, b)$. Then, for all $j \in [n]$, we have $x_j \leq u$, where $u := 2n \max(\max_{ij} |A_{ij}|, \max_i |b_i|)$.

As a consequence, the solution of $\text{LP}(A, b, c)$ does not change if we explicitly add the constraints $x_j \leq u$.

We may think that lower bound constraints could be added as well in order to satisfy Assumption A. Indeed, it can be shown that if $x$ is extreme and $x_j \neq 0_T$, then $x_j \geq -u$. However, adding the latter constraints does not provide an equivalent problem. More precisely, the initial problem may be feasible, but $\mathcal{P}(A, b)$ may contain only points satisfying $x_j = 0_T$. In this case, adding the constraint $x_j \geq -u$ would provide an infeasible problem.

To overcome this difficulty, we propose to lift our initial problem into a richer semiring, where we can replace the $0_T$ coefficients by finite entries. This semiring $\mathbb{I}$ is defined as $T(R^2)$, where the group $R^2$ is endowed with entry-wise addition and
lexicographical order. Intuitively, a pair \((\alpha, \beta)\) corresponds to a scalar \(\alpha M + \beta\), where \(M\) is an infinite formal value. Finite elements \(\beta\) of \(\mathbb{T}\) are encoded as scalars of the form \((0, \beta)\). In contrast, the elements of \(I\) of the form \((\alpha, \cdot)\) with \(\alpha \neq 0\) correspond to different layers of infinite values, namely \(-\infty\) if \(\alpha < 0\), and \(+\infty\) if \(\alpha > 0\). Finally, the semiring \(I\) has its own bottom element, denoted by \(0_i\). Following this interpretation, we say that \(x = (\alpha, \cdot)\) is infinitely smaller than \(y = (\alpha', \cdot)\) if \(\alpha < \alpha'\). In this case, we write \(x \ll y\). By extension, we set \(0_i \ll (\alpha, \cdot)\) for any \(\alpha \in \mathbb{R}\).

We now lift the matrix \(A \in \mathbb{T}^n\) into \(A \in I^n\), defined as follows:

\[
A_{ij} = \begin{cases} 
(0, |A_{ij}|) & \text{if } A_{ij} \text{ is tropically positive}, \\
\ominus(0, |A_{ij}|) & \text{if } A_{ij} \text{ is tropically negative}, \\
0_i & \text{if } A_{ij} = 0_T.
\end{cases}
\]

The vectors \(b \in I^n\), \(c \in \mathbb{R}^n\) and the scalar \(u \in I\) are built from \(b, c\) and \(u\) similarly.

The idea is to consider the polyhedron \(P(A, b)\) with the additional constraints \(u \geq x_j \geq l_j\), where the \(l_j\) are “infinitely small” but finite entries, i.e., of the form \((\alpha_j, \cdot)\) with \(\alpha_j < 0\). We want to lift any \(x \in P(A, b)\) to an element \(x\) defined by \(x_j = (0, x_j)\) if \(x_j \neq 0_T\), and \(x_j = l_j\) otherwise. However, such a lift \(x\) may not satisfy the inequality \(A^+_j \odot x \oplus b^+_j \geq A^-_j \odot x \oplus b^-_j\) when \(b_i = 0_i\). We circumvent this difficulty by perturbing \(b^+_j\) into \(b^+_j \oplus d\), where \(d \in I^n\) is chosen such that \(\max j l_j \ll d_i \ll 1_i\) for all \(i \in [m]\) (in particular, \(d_i \neq 0_i\)).

**Example 3.5.** Consider the tropical polyhedron \(P\) given by the tropical linear inequalities \(x_1 \leq x_2 - 1\) and \(x_2 \leq x_1\). These constraints violate Assumption \(A\), and \(P\) consists of the single point \((0_T, 0_T)\); see Figure 3 (left). Cast into \(I\), and with the additional constraints \(x_j \geq l_j\), the resulting tropical polyhedron is empty; see Figure 3 (middle). With the additional affine perturbation \(d\) we obtain the tropical polyhedron defined by the tropical linear inequalities \(x_1 \leq x_2 \odot (0, -1) \oplus d_1\) and \(x_2 \leq x_1 \oplus d_2\) along with \(x_j \geq l_j\); see Figure 3 (right).

To summarize, the problem we are considering now is the following:

\[
\begin{align*}
\text{minimize} & \quad c^+ \odot x \\
\text{subject to} & \quad A^+ \odot x \oplus (b^+ \oplus d) \geq A^- \odot x \oplus b^- \\
& \quad u \geq e \odot x \\
& \quad x \geq 1,
\end{align*}
\]

where \(e\) is the row vector of size \(n\) with all entries equals to \(1_i\). Because of the constraints \(u \geq x_j \geq l_j\), the feasible points of \([LP]\) have entries of the form \((\alpha, \beta)\) with \(\alpha \leq 0\). We project these elements to \(\mathbb{T}\) with the map \(\rho\), defined by \(\rho(0, \beta) = \beta\), and \(\rho(\alpha, \beta) = 0_T\) for \(\alpha < 0\). The map \(\rho\) is extended to vectors entry-wise.

**Proposition 3.6.** The image under \(\rho\) of the feasible set of \([LP]\) is precisely the feasible set of \(LP(A, b, c)\). Moreover, if \(x\) is an optimal solution of \([LP]\), then \(\rho(x)\) is an optimal solution of \(LP(A, b, c)\).

**Proof.** Let us show that for any \(x \in P(A, b)\), the feasible set of \([LP]\) contains the lift \(x\) defined by \(x_j = (0, x_j)\) if \(x_j \neq 0_T\), and \(x_j = l_j\) otherwise. This point clearly satisfies the constraint \(A^+_j \odot x \oplus b^+_j \oplus d^+_j \geq A^-_j \odot x \oplus b^-_j\) if \(b_i \neq 0_T\). Indeed, the inequality \(A^+_i \odot x \oplus b^+_i \geq A^-_i \odot x \oplus b^-_i\) ensures that \(A^+_j \odot x \oplus b^+_j \neq 0_T\), in which case we have:

\[
A^+_j \odot x \oplus b^+_j = (0, A^+_j \odot x \oplus b^+_j).
\]

Besides, it can be verified that \(A^-_i \odot x \oplus b^-_i\) is either equal to \((0, A^-_i \odot x \oplus b^-_i)\) if \(A^-_i \odot x \oplus b^-_i \neq 0_G\), and otherwise it is of the form \((\alpha, \cdot)\) with \(\alpha < 0\), or equal to \(0_i\)
It remains to consider the case \( b_i = 0_T \). If \( A_t^+ \circ x \oplus b_t^+ \neq 0_T \), then the arguments above are still valid. Otherwise, \( A_t^- \circ x \oplus b_t^- = 0_T \) and thus \( A_t^- \circ x \oplus b_t^- \) is either \( 0_I \) or of the form \( \bigoplus_j (0, A_{ij}) \circ I_j \). Since \( d_i \gg I_j \), we deduce that \( d_i \gg A_t^- \circ x \oplus b_t^- \).

We next show that conversely, the image by \( \rho \) of every feasible point for \( \mathsf{LP} \) is a feasible point for \( \mathsf{LP}(A, b, c) \). To see this, let \( I^I \) denote the subset of \( I \) consisting of the elements \((\alpha, \beta)\) with \( \alpha \leq 0 \), together with \( 0_I \). We observe that \( I^I \) is a subsemiring of \( I \), and that all the coefficients involved in \( \mathsf{LP} \), as well as the entries of any feasible point of this program, belongs to \( I^I \). The announced property and the rest of the proposition follow from the fact that \( \rho \) is a homomorphism of semiring from \( I^I \) to \( T \), noting that this implies in particular that \( \rho \) is order preserving. \( \square \)

Problem \( \mathsf{LP} \) satisfies Assumption A. It now remains to deal with Assumption B. We propose to handle it by, again, embedding \( I = T(\mathbb{R}^2) \) into a richer semiring. Consider \( \mathbb{G} := T(\mathbb{R}^2 \times H) \), where \( H \) is an abelian totally ordered group. The elements of \( H \) encode infinitesimal symbolic perturbations. We suppose that \( \mathbb{R}^2 \times H \) is ordered lexicographically, and that it is equipped with the coordinate-wise addition.

Given \( M \in \mathbb{R}^{p \times q} \) and \( E = (\epsilon_{ij}) \in H^{p \times q} \), we define the matrix \( M[E] = (M_{ij}) \) of size \( p \times q \) with entries in \( \mathbb{G} \) as follows:

\[
\tilde{M}_{ij} = \begin{cases} 
(\|M_{ij}\|, \epsilon_{ij}) & \text{if } M_{ij} \text{ is tropically positive} \\
\ominus(\|M_{ij}\|, -\epsilon_{ij}) & \text{if } M_{ij} \text{ is tropically negative} \\
0_{\mathbb{G}} & \text{if } M_{ij} = 0_I
\end{cases}
\]

The matrix \( E \) is said to be sufficiently generic if \( M[E] \) is tropically generic for all matrix \( M \). The following lemma provides an example of such a matrix \( E \).

**Lemma 3.7.** Let \( p, q \geq 1 \), and instantiate \( H \) by \( \mathbb{R}^q \). Consider the matrix \( E \) whose \((i, j)\)-th entry is the vector \( i\bar{\delta}^j \), where \( \bar{\delta}^j \) is the \( j \)-th element of the canonical basis of \( \mathbb{R}^q \). Then \( E \) is sufficiently generic.

**Proof.** Consider a submatrix \( \tilde{M}' \) of \( M[E] \) with \( \text{tper } \tilde{M}' \neq 0_{\mathbb{G}} \). If \( \sigma \) and \( \pi \) are two bijections attaining the maximum in \( \text{tper } \tilde{M}' \), then \( \sum_j \pm \sigma^{-1}(j)\bar{\delta}^j = \sum_j \pm \pi^{-1}(j)\bar{\delta}^j \). The latter vector equality holds if and only if \( \sigma = \pi \). \( \square \)

In the following, we suppose that \( H = \mathbb{R}^{n+1} \), and \( E \in H^{(m+n+2) \times (n+1)} \) is the matrix described in Lemma 3.7. We consider the problem:

\[
\begin{align*}
\text{minimize} & \quad \tilde{c}^+ \odot \tilde{x} \\
\text{subject to} & \quad \tilde{A}^+ \odot \tilde{x} \oplus (\tilde{b}^+ \oplus \tilde{d}) \geq \tilde{A}^- \odot \tilde{x} \oplus \tilde{b}^- \\
& \quad \tilde{u} \geq \tilde{e} \odot \tilde{x} \\
& \quad \tilde{I} \odot \tilde{x} \geq \tilde{1} \,
\end{align*}
\]

\[(\text{LP})\]

where we have set:

\[
\begin{pmatrix}
\tilde{A} & \tilde{b} & \tilde{d} \\
\tilde{e} & \tilde{u} & \tilde{l} \\
\tilde{c}^+ & \tilde{l} \odot \tilde{1} \\
\end{pmatrix} := \begin{pmatrix}
A & b & d \\
e & u & l \\
c^+ & l \odot 1 \\
\end{pmatrix} [E]^{2}
\]

\[2\text{By abuse of notation, } b \oplus d \text{ is the vector whose } i\text{-th entry is } b_i \text{ if } b_i \neq 0_{I}, \text{ and } d_i \text{ otherwise.}\]
By construction, $\tilde{L}P$ satisfies Assumptions A and B. Moreover, the feasible points of $L\tilde{P}$ have entries of the form $(x, \epsilon)$, where $x \in \mathbb{R}^2$ and $\epsilon \in H$. Consider the map $\pi : \mathbb{R}^2 \times H \mapsto \mathbb{R}^2$ defined by $\pi(x, \epsilon) = x$. This map is extended to vectors entry-wise.

**Proposition 3.8.** Assume that the entries of $E$ are greater than $0_H$. Then Problem $L\tilde{P}$ is feasible if, and only if, $L(P(A, b, c)$ is feasible. Besides, if $\bar{x}$ is an optimal solution of $L\tilde{P}$, then $\rho(\pi(\bar{x}))$ is an optimal solution of $L(P(A, b, c)$.

**Proof.** Consider a feasible point $x \in \mathbb{R}^n$ of $L\tilde{P}$. It can be lifted to $\tilde{x} \in \mathbb{G}^n$ by setting $\tilde{x}_j = (x_j, 0_H)$. Since the entries of $E$ are greater than $0_H$, the lift $\tilde{x}$ is feasible for $L\tilde{P}$.

The rest follows from the fact that the map $\pi$ is an order-preserving homomorphism, and Proposition 3.6.

### 3.3. Phase I

The purpose of this part is to present a method determining whether $L\tilde{P}$ is feasible, and providing an initial basis if this is the case. As usual (see [18]), we use an auxiliary problem, referred to as Phase I, which involves an additional variable $t$. This problem arises as the homogenization of the inequalities $A^+ \odot \bar{x} \oplus b^+ \geq A^- \odot \bar{x} \oplus b^-$ and $\tilde{u} \geq \tilde{e} \odot \bar{x}$. In order to satisfy Assumptions A and B, we add the perturbations $d_j$ and the constraints involving the lower bounds $l_j$. More precisely, we consider the following problem:

$$\begin{align*}
\text{maximize } & \quad \bar{t} \\
\text{subject to } & \quad \tilde{A}^+ \odot \bar{x} \oplus \tilde{b}^+ \odot \bar{t} \oplus d \geq \tilde{A}^- \odot \bar{x} \oplus \tilde{b}^- \odot \bar{t} \\
& \quad \tilde{u} \odot \bar{t} \geq \tilde{e} \odot \bar{x} \\
& \quad \text{Id}_n \odot \bar{x} \geq \text{I}_G \\
& \quad \text{I}_G \geq \bar{t} \geq \text{I}_{n+1},
\end{align*}$$

(Phase I)

where $\text{I}_{n+1}$ is chosen of the form $(I_{n+1}, 0_H)$, with $l_j \ll l_{n+1} \ll d_i$ for all $i \in [m]$ and $j \in [n]$. Provided the latter condition on $l_{n+1}$, Problem Phase I is trivially feasible, and we even know an initial basis.

**Lemma 3.9.** The vector $(\tilde{x}, \bar{t})$ defined by the equalities $\text{Id}_n \odot \bar{x} = \text{I}$ and $\bar{t} = \text{I}_{n+1}$ is a tropical basic point of Phase I.

**Proof.** We only need to prove that this vector is feasible. It obviously satisfies the constraints $\tilde{u} \odot \bar{t} \geq \tilde{e} \odot \bar{x}$ as $l_{n+1} \gg l_j$ for all $j$. Besides, if $i \in [m]$, we have $d_i \geq \tilde{A}^{-i} \odot \bar{x} \oplus \tilde{b}^{-i} \odot \bar{t}$ thanks to $d_i \gg l_j$ for all $j \in [n+1]$.

To ensure the non-degeneracy of Phase I, we also require the coefficients $l_j$ and $d_i$ to be in distinct “layers”, i.e., if we denote $l_j = (\alpha_j, \cdot)$ and $d_i = (\alpha'_i, \cdot)$, then we require the scalars $\alpha_1, \ldots, \alpha_{n+1}, \alpha'_1, \ldots, \alpha'_m$ to be pairwise distinct.

**Lemma 3.10.** Problem Phase I satisfies Assumptions A and B.

**Proof.** Assumption A is obviously satisfied, so that we just need to prove that the matrix

$$\tilde{M} = \begin{pmatrix}
\tilde{A} & \tilde{b} & \tilde{d} \\
\oplus \tilde{e} & \tilde{u} & 0_G \\
\text{Id}_n & 0_G & \oplus \text{I} \\
0_G & 1_G & \ominus \text{I}_{n+1} \\
0_G & 1_G & 1_G
\end{pmatrix}$$

is tropically generic. First observe that the matrix

$$\begin{pmatrix}
\tilde{A} & \tilde{b} \\
\oplus \tilde{e} & \tilde{u} \\
\text{Id}_n & 0_G
\end{pmatrix} = \begin{pmatrix} A & b \\
\oplus e & u \\
\text{Id}_n & 0_I
\end{pmatrix} [E]$$

is tropically generic.
is tropically generic as \( E \) is sufficiently generic. It follows that the submatrix of \( \tilde{M} \) obtained by removing the last column is also generic.

Now, let \( \tilde{M}' \in \mathbb{G}_{I \times J} \) be a submatrix of \( \tilde{M} \) involving the last column, and such that \( \text{tp} \tilde{M}' \neq 0_G \). Let us denote \( \tilde{M}' = (W \bar{f}) \), where \( \bar{f} \) is a subcolumn of the last column of \( \tilde{M} \). Then

\[
\text{tp} \tilde{M}' = \bigoplus_{i \in I} \bar{f}_i \circ \text{tp} \tilde{W}_i,
\]

where \( \tilde{W}_i \) denotes the matrix obtained from \( \tilde{W} \) by removing the row indexed by \( i \). Note that for all \( i \in I \), the entries of \( \tilde{W}_i \) are either \( 0_G \) or of the form ((0,), ·), so that \( \text{tp} \tilde{W}_i \) is either equal to \( 0_G \) or of the form ((0,, ·). Besides, the coefficients \( \bar{f}_i \) are in distinct “layers” by assumption, and so the same holds for the terms \( \bar{f}_i \circ \text{tp} \tilde{W}_i \), with \( i \in I \). As every \( \tilde{W}_i \) is generic, we deduce that \( \tilde{M}' \) is generic too. \( \square \)

Lemmas 3.9 and 3.10 ensures that Problem Phase I can be solved by the simplex algorithm presented in Section 3.1. The following proposition shows that solving Phase I will provide us the expected information about Problem \( \tilde{P} \).

**Proposition 3.11.** Problem \( \tilde{P} \) is feasible if, and only if, the optimal value of Phase I is equal to \( 1_G \). Furthermore, if \( (\tilde{x}, \mathbb{1}_G) \) is an optimal basic point of Phase I, then \( \tilde{x} \) is a basic point of \( \tilde{P} \).

**Proof.** If \( \tilde{x} \) is a feasible element of \( \tilde{P} \), then \( (\tilde{x}, \mathbb{1}_G) \) is feasible in Phase I, so that its optimal value is indeed \( 1_G \). Conversely, if \( (\tilde{x}, \mathbb{1}_G) \) is an optimal basic point of Phase I, then \( \tilde{x} \) obviously satisfies the constraints:

\[
\begin{align*}
\tilde{A}^+ \circ \tilde{x} \oplus (\tilde{b}^+ \oplus \tilde{d}) &\geq \tilde{A}^- \circ \tilde{x} \oplus \tilde{b}^-
\tilde{u} &\geq \tilde{e} \circ \tilde{x}
\mathbb{1}_n \circ \tilde{x} &\geq \mathbb{1}.
\end{align*}
\]

(3.2)

Moreover, we know that the vector \( (\tilde{x}, \mathbb{1}_G) \) activates \( n + 1 \) inequalities among the ones defining Phase I. It follows that precisely \( n \) inequalities are activated by \( \tilde{x} \) in (3.2). \( \square \)

The results of this section provide the following theorem.

**Theorem 3.12 (Tropical simplex method for arbitrary instances).** An arbitrary tropical linear program \( \tilde{P}(A, b, c) \) on \( \tilde{T}(\mathbb{R}) \) is solved by the following algorithm:

- solve the tropical linear program Phase I on \( \tilde{G} = \tilde{T}(\mathbb{R}^{n+3}) \) with the tropical simplex method, starting from the initial basic point defined by \( \mathbb{1}_{n+1} \) and \( \tilde{t} = \tilde{1}_{n+1} \);
- if the optimal basic point \( (\tilde{x}, \tilde{t}) \) of Phase I satisfies \( \tilde{t} < \mathbb{1}_G \), then \( \tilde{P}(A, b, c) \) is infeasible;
- otherwise, solve the tropical linear program \( \tilde{P}(A, b, c) \) with the tropical simplex method, starting from the initial basic point \( \tilde{x} \);
- the optimal basic point \( \tilde{x}_* \) of \( \tilde{P} \) yields an optimal basic point \( \pi(\rho(\tilde{x}_*)) \) of \( \tilde{P}(A, b, c) \).

4. Combinatorial pivoting rules applied to mean payoff games. We now consider a linear program \( \tilde{P}(A, b, c) \) in which the entries of the matrices \( A, b, c \) belong to an arbitrary real closed field \( K \). We still use the notation \( \tilde{P}(A, b, c) \) and \( \mathcal{P}(A, b) \) in this setting. Here we are interested in the two cases where either \( K = \mathbb{R} \) or \( K = \mathbb{R}[t^G] \), and \( G \) is a divisible totally ordered group. Tarski’s principle states that the first-order theory of real closed field is model-complete (see [27, 26]), and
we will use this to apply results about the classical simplex method over the reals to
linear programming over \( \mathbb{R}[t^G] \).

We begin with the definition of classical counterparts of Assumptions A and B.

**Assumption A’**. The polyhedron \( \mathcal{P}(\mathbf{A}, \mathbf{b}) \) is bounded, and included in the open
orthant given by \( \mathbf{x} > 0 \).

**Assumption B’**. The matrix \( \begin{pmatrix} \mathbf{A} & \mathbf{b} \end{pmatrix} \) is generic.

We say, for brevity, that a linear program \( \text{LP}(\mathbf{A}, \mathbf{b}, \mathbf{c}) \) is non-degenerate if Assumptions A’ and B’ are satisfied. We point out that, in this case, the inequalities \( \mathbf{x}_j \geq 0 \) of the defining system of \( \mathcal{P}(\mathbf{A}, \mathbf{b}) \) are never activated. As a result, a basis \( I \) is necessarily a subset of \([m]\).

Given a linear program \( \text{LP}(\mathbf{A}, \mathbf{b}, \mathbf{c}) \) and an initial basis \( I_1 \), a run of the simplex method consists of a finite sequence of bases \( I_1, \ldots, I_N \subset [m] \), where the last basis yields an optimal basic point. For any \( k \leq N - 1 \), the basis \( I_{k+1} \) is of the form \( I_{k+1} = I_k \setminus \{i^{\text{out}}_k\} \cup \{i^{\text{ent}}_k\} \). Under Assumptions A’ and B’, the entering index \( i^{\text{ent}}_k \) (and thus the basis \( I_{k+1} \)), is entirely determined by \( i^{\text{out}}_k \), \( I_k \) and the parameters \( \mathbf{A} \) and \( \mathbf{b} \).

The leaving index \( i^{\text{out}}_k \) is chosen by a function \( \phi_k \) which takes as input \( (I_1, \ldots, I_k) \),
the *history* up to time \( k \), and the parameters \( \mathbf{A}, \mathbf{b}, \mathbf{c} \). The family of functions \( \phi = (\phi_k)_k \) forms a *pivoting strategy*. We say that the strategy \( \phi \) is combinatorial if at every step \( k \), the leaving index \( i^{\text{out}}_k \) is a function only of the history \( (I_1, \ldots, I_k) \) and of the collection of the signs of all the minors of the matrix \( \mathbf{M} = \begin{pmatrix} \mathbf{A} & \mathbf{b} \\ \mathbf{c}^\top & 0 \end{pmatrix} \).

Formally, let us denote by \( \Omega \) the oracle which takes as input a pair \( (I, J) \) of non-empty subsets \( I \subset [m + 1] \) and \( J \subset [n + 1] \), having the same cardinality, and returns the sign of the determinant of the \( I \times J \)-submatrix of \( \mathbf{M} \). Then a pivoting strategy is combinatorial if each function \( \phi_k \) takes as input the history of bases \( (I_1, \ldots, I_k) \), and is allowed to call the oracle \( \Omega \). For instance, Bland’s rule, as well as certain lookahead rules exploring a bounded neighborhood of the current basic point in the graph of the polyhedron, are combinatorial.

Several remarks are in order. First, the signs of the minors include the orientations
of all the edges. Second, as the number of inequalities, \( m \), and the number of
variables, \( n \), are not fixed there are super-polynomially many minors. This means any
polynomial time algorithm is clearly restricted to “reading” at most a polynomially
bounded number of these signs. Third, if the (deterministic) pivoting strategy is fixed
then the subsequent bases \( I_2, \ldots, I_k \) only depend on the initial basis \( I_1 \). Yet, we find
it more convenient to formally assume that the pivoting may depend on the entire
history.

Any combinatorial pivoting strategy \( \phi \) which applies to non-degenerate instances
of classical linear programs can be tropicalized, meaning that it canonically deter-
mines a pivoting strategy which applies to non-degenerate instances of tropical linear
programs. Indeed, the *tropicalized strategy*, denoted by \( \phi^{\text{trop}} \), is given by the family
of functions \( \phi_k \), up to the replacement of the oracle \( \Omega \) (the sign of a minor) by its
tropical analogue. Note that the signs of the tropical minors of \( \begin{pmatrix} \mathbf{A} & \mathbf{b} \\ \mathbf{c}^\top & \mathbf{0} \end{pmatrix} \) are well
defined, as this matrix is tropically generic for non-degenerate tropical linear programs
(see Section 2.1).

We denote by \( N_K(n, m, \phi) \) the maximal length of a run of the simplex algorithm,
equipped with the combinatorial pivoting strategy \( \phi \), for classical linear programs with
\( n \) variables and \( m \) constraints satisfying Assumptions A’ and B’, with coefficients in
an arbitrary real closed field \( K \). Similarly, we denote by \( N_\mathbb{T}(n, m, \phi^{\text{trop}}) \) the maximal
length of a run of the tropical simplex algorithm, equipped with the tropical strategy
\( \phi^{\text{trop}} \), for a tropical linear program satisfying Assumptions A and B, with coefficients
in the semiring \( T = T(G) \). Recall that \( \mathbb{R}[t^G] \) is real closed if and only if the group \( G \) is divisible [24, (6.11) p. 143].

**Proposition 4.1.** Assume that \( G \) is a divisible totally ordered group. Then \( N_T(n, m, \phi^{\text{trop}}) \leq N_{\mathbb{R}}(n, m, \phi) \).

**Proof.** Consider positive integers \( n, m, N \) and a combinatorial pivoting strategy \( \phi \). We claim that the statement “for any matrices \( A \in K^{m \times n}, b \in K^m, c \in K^n \), if the linear program \( LP(A, b, c) \) is non-degenerate, then, starting from any initial basis, the simplex algorithm equipped with the combinatorial pivoting strategy \( \phi \) solves \( LP(A, b, c) \) in at most \( N \) iterations” is a first-order sentence. Since \( \mathbb{R} \) and \( \mathbb{R}[t^G] \) are real-closed fields, the equality \( N_{\mathbb{R}}(n, m, \phi) = N_{\mathbb{R}[t^G]}(n, m, \phi) \) follows from Tarski’s Principle. Finally, Theorem 3.2 yields the inequality \( N_T(n, m, \phi^{\text{trop}}) \leq N_{\mathbb{R}[t^G]}(n, m, \phi) \).

We now prove our claim. Let \( S = (s_{i,j}) \) be a vector with entries in \( \{-1, 0, +1\} \) indexed by all the pairs \( (I, J) \subset [p] \times [q] \) such that \( |I| = |J| \geq 1 \). Given such a vector and a matrix \( M \) of size \( p \times q \), we define the formula \( F_S(M) \) which is true if, and only if, the vector \( S \) precisely provides the signs of all the minors of the matrix \( M \). This formula is defined as follows:

\[
F_S(M) := \left( \bigwedge_{s_{i,j}=+1} \det M_{I,J} > 0 \right) \land \left( \bigwedge_{s_{i,j}=0} \det M_{I,J} = 0 \right) \land \left( \bigwedge_{s_{i,j}=-1} \det M_{I,J} < 0 \right),
\]

where \( M_{I,J} \) denotes the submatrix of \( M \) obtained with rows indexed by \( I \) and columns indexed by \( J \). It is clearly a first order formula since any minor \( \det M_{I,J} \) is a polynomial in the entries of \( M \).

In the sequel, we assume that \( S = (s_{i,j}) \) denotes the vector of the signs of all minors of the matrix \( \left( \begin{array}{cc} A & b \\ c^\top & 0 \end{array} \right) \), in particular, \( p = m + 1 \) and \( q = n + 1 \). The polyhedron \( P(A, b) \) satisfies Assumption A’ if, and only if, the following formula is satisfied:

\[
\text{Bounded}(A, b) := \exists (l_j) > 0, (u_j) > 0, \forall x = (x_j), \quad Ax + b \geq 0 \implies \\
\forall j \in [n], \quad l_j \leq x_j \leq u_j.
\]

To determine whether the problem \( LP(A, b, c) \) satisfies Assumption B’, it suffices to examine the sign of the minors of \( S \). More precisely, the assumption is fulfilled if, and only if, for all \( (I, J) \subset [m + 1] \times [n + 1] \) such that \( |I| = |J| \), either \( s_{I,J} \neq 0 \) or for all bijections \( \sigma \) from \( I \) to \( J \), there exists \( i \in I \) such that \( s_{i\sigma(i)} = 0 \). This can be written as follows:

\[
\text{Non\_degenerate}_S := \bigwedge_{I,J \text{ s.t. } s_{I,J}=0} \exists \sigma \in \text{Sym}(I,J), \forall i \in I, \ s_{i\sigma(i)} \neq 0
\]

Indeed, the latter formula is true if, and only if, there is no minor falsifying the assumption.

Verifying that a set \( I \subset [m] \) corresponds to a basis of the polyhedron \( P(A, b) \) can be made by examining the signs of some specific minors. Indeed, \( I \subset [m] \) is a basis if, and only if, the following two properties hold:
- \(|I| = n\), and the submatrix \(A_I\) is invertible, which can be expressed as \(s_{I,[n]} \neq 0\).
- the corresponding basic point \(x\) satisfies the constraints \(Ax + b \geq 0\), \(x \geq 0\). Note that the entries of \(x\) are given by Cramer determinants. Then, given \(k \in [m] \setminus I\),

\[
A_k x + b_k = (-1)^n \det \begin{pmatrix} A_I & b_I \\ A_k & b_k \end{pmatrix} / \det A_I.
\]

It follows that the sign of \(A_k x + b_k\) can be expressed using \(s_{I \cup \{k\},[n+1]}\) and \(s_{I,[n]}\). More precisely, if we denote \(I = \{i_1, \ldots, i_n\}\) with \(i_1 < \cdots < i_n\), it can be verified that \(A_k x + b_k \geq 0\) if, and only if, \((-1)^{i_l} s_{I,[n]} s_{I \cup \{k\},[n+1]} \geq 0\) where \(l\) is the unique integer such that \(i_l < k < i_{l+1}\). Here, if \(k < i_1\), we let \(l = 0\); similarly, if \(k > i_n\), we let \(l = n\).

Given a sequence \(I_1, \ldots, I_k\) of bases, the pivoting rule switches to the basis \(I_{k+1}\) if, and only if, \(I_{k+1} \neq I_k\) and \(I_{k+1} \supset I_k \setminus \{\phi_k(I_1, \ldots, I_k, S)\}\). Indeed, under the non-degeneracy assumption, we know that the set \(K = I_k \setminus \{\phi_k(I_1, \ldots, I_k, S)\}\) corresponds to an edge of the polyhedron \(P(A, b)\). Consequently, there are only two bases \(I\) and \(I'\) corresponding basic points incident to the edge.

Finally, to detect whether a basis \(I\) corresponds to an optimal basic point, it suffices to check the signs of the reduced costs, which can be expressed again using minors. Thus, the optimality of \(I\) suffices to check the signs of the reduced costs, which can be expressed again using

\[
A_k x + b_k = (-1)^n \det \begin{pmatrix} A_I & b_I \\ A_k & b_k \end{pmatrix} / \det A_I.
\]

It follows that the sign of \(A_k x + b_k\) can be expressed using \(s_{I \cup \{k\},[n+1]}\) and \(s_{I,[n]}\). More precisely, if we denote \(I = \{i_1, \ldots, i_n\}\) with \(i_1 < \cdots < i_n\), it can be verified that \(A_k x + b_k \geq 0\) if, and only if, \((-1)^{i_l} s_{I,[n]} s_{I \cup \{k\},[n+1]} \geq 0\) where \(l\) is the unique integer such that \(i_l < k < i_{l+1}\). Here, if \(k < i_1\), we let \(l = 0\); similarly, if \(k > i_n\), we let \(l = n\).

Given \(L \geq 1\) and a subset \(I_1 \subset [m]\), the following formula \(F_{L,I_1}(A, b, c)\) expresses the fact that if the problem \(LP(A, b, c)\) satisfies the non-degeneracy conditions, then there exists a sequence of precisely \(L\) bases starting from the initial basis \(I_1\) such that the last one is optimal:

\[
F_{L,I_1}(A, b, c) := \text{Bounded}(A, b) \implies \bigvee_{S \in \{-1,0,1\}^{(m+n+2) - 1}} \left( F_S \left( A, b, c, 0 \right) \wedge \left( \text{Non_degenerate}_S \implies \left( \bigvee_{(I_1, \ldots, I_L) \text{ s.t. } (*)} \text{true} \right) \right) \right).\]

Here, \((*)\) stands for the fact that each \(I_k\) is a basis, for all \(k \leq L - 1\), \(I_{k+1}\) is the basis provided by the pivoting rule \(\phi_k(I_1, \ldots, I_k, S)\), and \(I_L\) is an optimal basis. These conditions are entirely expressed in terms of the \(s_{I,J}\). Note that there may not be any such sequence of bases, in which case the disjunction \(\bigvee_{(I_1, \ldots, I_L) \text{ s.t. } (*)} \text{true}\) is false, as expected.

The statement of our claim can now be written as following first-order sentence:

\[
\forall A, b, c, \bigwedge_{I_1 \subset [m]} \bigvee_{L \in N} F_{L,I_1}(A, b, c).
\]

In the sequel, we say that a function can be defined in the arithmetic model of computation with oracle when it can be implemented using the arithmetic operations \(+, −, ×, /\) over \(\mathbb{R}\), and calls to the oracle \(Ω\).

**Theorem 4.2.** Let \(φ\) be a combinatorial pivoting strategy such that the following two conditions are satisfied:

\[^3\text{Observe that } S \text{ is a vector of size } \sum_{k=1}^{n} \binom{m+k}{k} \binom{n+1}{k}, \text{ which is equal to } \binom{m+n+2}{n+1} \text{ by Vandermonde identity.}\]
• each function \( \phi_k \) can be defined in the arithmetic model of computation with oracle,
• the number of arithmetic operations and calls to the oracle, and the space complexity of every \( \phi_k \) are polynomially bounded by \( n, m \) and \( k \).

Suppose that the classical simplex algorithm equipped with \( \phi \) is strongly polynomial on all non-degenerate linear programs over \( \mathbb{R} \). Then all tropical linear programs over the max-plus semiring \( T(\mathbb{R}) \) can be solved by a strongly polynomial algorithm.

**Proof.** Let \( m,n \geq 1 \). First observe that \( N_R(n,m,\phi) \) is polynomially bounded in \( n \) and \( m \). Indeed, the simplex algorithm equipped with \( \phi \) uses at least one arithmetic operation at each pivoting step. As a consequence, the number of arithmetic operations is greater that \( N_R(n,m,\phi) \) in the worst case.

Let \( \text{LP}(A,b,c) \) be a tropical linear program, with \( A \in T(\mathbb{R})^{m \times n}, b \in T(\mathbb{R})^m \) and \( c \in T(\mathbb{R})^n \). We construct Problems \( \tilde{\text{LP}} \) and Phase I as in Section 3, by choosing the additional coefficients \( d \) and \( l \) as follows:

\[
\begin{align*}
    d_i &:= (-i,0_H) & \text{for all } i \in [m] \\
    l_j &:= (-(j+m+1),0_H) & \text{for all } j \in [n] \\
    l_{n+1} &:= (-m+1,0_H)
\end{align*}
\]

We recall that \( H = \mathbb{R}^{n+1} \), and \( E \in H^{(m+n+2) \times (n+1)} \) is given by Lemma 3.7. In this way, all the assumptions on the \( d \) and \( l \) of Sections 3.2 and 3.3 are satisfied. Moreover, the tropical operations \( \tilde{v} \odot \tilde{w} \) and \( \tilde{v} \odot \tilde{w} \) over the semiring \( T(\mathbb{R}^2 \times H) \) can be computed in a number of arithmetic operations (over \( \mathbb{R} \)) polynomially bounded by \( n \), and their space complexity is bounded by a polynomial in the sizes of \( \tilde{v} \) and \( \tilde{w} \).

By Theorem 3.12, successively applying the tropical simplex algorithm equipped with \( \phi^{\text{trop}} \) on Problems Phase I and \( \tilde{\text{LP}} \) solves \( \text{LP}(A,b,c) \). By Proposition 4.1, the number of iterations is bounded by \( N_R(n+1,m+n+3,\phi) \) and \( N_R(n,m+n+1,\phi) \), respectively. For the two algorithms, at the iteration \( k \), the number of arithmetic operations needed to compute the tropical reduced costs and to pivot to the next basis (if needed) is polynomially bounded by \( n \) and \( m \) due to Theorem 3.2. Moreover, since computing the sign of a tropical minor can be done in \( O(n^3) \) arithmetic operations over \( T(\mathbb{R}^2 \times H) \), the number of arithmetic operations made by the function \( \phi_k \) is bounded by a polynomial in \( n, m \) and \( k \). Subsequently, the number of arithmetic operations performed by each algorithm is polynomially bounded by \( n \) and \( m \).

It remains to show the space complexity is polynomially bounded by the size of the inputs \( A, b, \) and \( c \). As discussed above, the space complexity of each elementary operation over \( T(\mathbb{R}^2 \times H) \) is polynomially bounded by the size of their inputs. Similarly, the space complexity of each call to the pivoting rule \( \phi_k \) is polynomially bounded by \( n, m, \) and \( k \). As there is a polynomial number in \( n \) and \( m \) of such operations, we deduce that in total, the space complexity of the algorithms is polynomially bounded by \( n, m, \) and the size of the inputs \( A_{ij}, b_i, c_j, d_i, u_i, \) and \( l_j \). Given the choice made in (4.1), this can be bounded by a polynomial in \( n, m \), and the size of the entries \( A_{ij}, b_i, \) and \( c_j \).

We conclude that \( \text{LP}(A,b,c) \) can be solved by strongly polynomial algorithm. \( \square \)

The following result is an immediate corollary of Theorems 2.1 and 4.2:

**Corollary 4.3.** Let \( \phi \) be a combinatorial pivoting strategy as in Theorem 4.2. Suppose that the classical simplex algorithm equipped with \( \phi \) is strongly polynomial on all non-degenerate linear programs over \( \mathbb{R} \). Then mean payoff games can be solved by a strongly polynomial algorithm.
5. **Concluding remarks.** It is natural to ask whether Theorem 4.2 can be extended to more general classes of pivoting strategies. This leads to the important question of characterizing the classical (deterministic or randomized) pivoting strategies which admit tropical analogues that can be implemented efficiently. Its study requires a number of very different technical tools, and so, we leave this for a follow up work.

Also, our perturbation scheme (Section 3) might have applications in tropical geometry. In particular, it is worthwhile to compare this perturbation to the concept of stable intersection.

**REFERENCES**

[1] M. Akian, S. Gaubert, and A. Guterman. Tropical polyhedra are equivalent to mean payoff games. *International Journal of Algebra and Computation*, 22(1):125001, 2012.

[2] X. Allamigeon, P. Benchimol, S. Gaubert, and M. Joswig. Tropicalizing the simplex algorithm. Submitted. E-print arXiv:1308.0454, 2013.

[3] X. Allamigeon, S. Gaubert, and R.D. Katz. The number of extreme points of tropical polyhedra. *Journal of Combinatorial Theory, Series A*, 118(1):162 – 189, 2011.

[4] X. Allamigeon, S. Gaubert, and R.D. Katz. Tropical polar cones, hypergraph transversals, and mean payoff games. *Linear Algebra and its Applications*, 435(7):1549–1574, 2011.

[5] W. Brice and C. Horvath. $\mathbb{Z}$-convexity. *Optimization*, 53:103–127, 2004.

[6] P. Butkovič. *Max-linear systems: theory and algorithms*. Springer, 2010.

[7] P. Butkovič and A. Aminu. Introduction to max-linear programming. *IMA Journal of Management Mathematics*, 20(3):233–249, 2008.

[8] M. Develin, F. Santos, and B. Sturmfels. On the rank of a tropical matrix. In *Combinatorial and computational geometry*, volume 52 of *Math. Sci. Res. Inst. Publ.*, pages 213–242. Cambridge Univ. Press, Cambridge, 2005.

[9] M. Develin and B. Sturmfels. Tropical convexity. *Doc. Math.*, 9:1–27 (electronic), 2004. correction: ibid., pp. 205–206.

[10] M. Develin and J. Yu. Tropical polytopes and cellular resolutions. *Experiment. Math.*, 16(3):277–291, 2007.

[11] H. Edelsbrunner. *Algorithms in combinatorial geometry*, volume 10 of *EATCS Monographs on Theoretical Computer Science*. Springer-Verlag, Berlin, 1987.

[12] I.Z. Emiris, J.F. Canny, and R. Seidel. Efficient perturbations for handling geometric degeneracies. *Algorithmica*, 19(1-2):219–242, 1997.

[13] J.A. Filar, E. Altman, and K.E. Avrachenkov. An asymptotic simplex method for singularly perturbed linear programs. *Oper. Res. Lett.*, 30(5):295–307, 2002.

[14] S. Gaubert and R.D. Katz. The Minkowski theorem for max-plus convex sets. *Linear Algebra and Appl.*, 421:356–369, 2007.

[15] S. Gaubert and R.D. Katz. Minimal half-spaces and external representation of tropical polyhedra. *Journal of Algebraic Combinatorics*, 33(3):325–348, 2011.

[16] S. Gaubert, R.D. Katz, and S. Sergeev. Tropical linear-fractional programming and parametric mean payoff games. *Journal of symbolic computation*, 47(12):1447–1478, December 2012.

[17] Stéphane Gaubert and Frédéric Meunier. Carathéodory, Helly and the others in the max-plus world. *Discrete and Computational Geometry*, 43(3):648–662, 2010.

[18] M. Grötschel, L. Lovász, and A. Schrijver. *Geometric Algorithms and Combinatorial Optimization*, volume 2 of *Algorithms and Combinatorics*. Springer, second corrected edition edition, 1993.

[19] V.A. Gurvich, A.V. Karzanov, and L.G. Khachiyan. Cyclic games and an algorithm to find minimax cycle means in directed graphs. *USSR Computational Mathematics and Mathematical Physics*, 28(5):85–91, 1988.

[20] Ilia Itenberg, Grigory Mikhalkin, and Eugenii Shustin. *Tropical algebraic geometry*, volume 35 of *Oberwolfach Seminars*. Birkhäuser Verlag, Basel, 2007.

[21] R.G. Jeroslow. Asymptotic linear programming. *Operations Research*, 21(5):1128–1141, 1973.

[22] G.L. Litvinov, V.P. Maslov, and G.B. Shpiz. Idempotent functional analysis: an algebraic approach. *Math. Notes*, 69(5):696–729, 2001.

[23] Diane Maclagan and Bernd Sturmfels. Introduction to tropical geometry. Draft of a book, http://homepages.warwick.ac.uk/staff/D.Maclagan/papers/TropicalBook.html.

[24] P. Ribenboim. Fields: algebraically closed and others. *Manuscripta Math.*, 75:115–150, 1992.
[25] S. Schewe. From parity and payoff games to linear programming. In *Mathematical foundations of computer science 2009*, volume 5734 of *Lecture Notes in Comput. Sci.*, pages 675–686. Springer, Berlin, 2009.

[26] A. Seidenberg. A new decision method for elementary algebra. *Annals of Mathematics*, pages 365–374, 1954.

[27] A. Tarski. A decision method for elementary algebra and geometry. Research report R-109, Rand Corporation, 1951.

[28] O. Viro. Dequantization of real algebraic geometry on logarithmic paper. In *European Congress of Mathematics, Vol. I (Barcelona, 2000)*, volume 201 of *Progr. Math.*, pages 135–146. Birkhäuser, Basel, 2001.

[29] U. Zwick and M. Paterson. The complexity of mean payoff games on graphs. *Theoret. Comput. Sci.*, 158(1-2):343–359, 1996.