Unveiling the underlying interactions in Ta$_2$NiSe$_5$ from photo-induced lifetime change
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We present a generic procedure for quantifying the interplay of electronic and lattice degrees of freedom in photo-doped insulators through a comparative analysis of theoretical many-body simulations and time- and angle-resolved photoemission spectroscopy (TR-ARPES) of the transient response of the candidate excitonic insulator Ta$_2$NiSe$_5$. Our analysis demonstrates that the electron-electron interactions dominate the electron-phonon ones. In particular, a detailed analysis of the TR-ARPES spectrum enables a clear separation of the dominant broadening (electronic lifetime) effects from the much smaller bandgap renormalization. Theoretical calculations show that the observed strong spectral broadening arises from the electronic scattering of the photo-excited particle-hole pairs and cannot be accounted for in a model in which electron-phonon interactions are dominant. We demonstrate that the magnitude of the weaker subdominant bandgap renormalization sensitively depends on the distance from the semiconductor/semimetal transition in the high-temperature state, which could explain apparent contradictions between various TR-ARPES experiments. The analysis presented here indicates that electron-electron interactions play a vital role (although not necessarily the sole one) in stabilizing the insulating state.

The essence of strongly correlated electron physics is understanding how novel ground states, such as high-temperature superconductivity, charge orders, and excitonic insulator (EI) behavior as paradigmatic examples, emerge from competing degrees of freedom [1]. The excitonic insulator is a quantum many-body state involving electron-hole pairing which can appear in semimetals or narrow gap semiconductors [2–6]. In the semiconducting case, the excitonic binding energy exceeds the single particle gap leading to the Bose-Einstein condensation (BEC) of excitons. In the semimetallic case, the phase transition is described as a binding of weakly interacting electron-hole pairs [5,7] in analogy to the binding of electron-electron pairs described in the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity. However, in solid state systems, an EI is typically strongly coupled to lattice degrees of freedom and the interplay between electronic and electron-phonon interactions is a recurrent question in the field [8–14].

Recently, several systems have been proposed as excitonic insulator candidates, including 1T-TaSe$_2$ [15], Ta$_2$NiSe$_5$ (TNS) [17,20], WTe$_2$ [21], and Sb nanoflakes [22]. These materials have been the subject of extensive experimental exploration [8,10,11,15,23,24] and theoretical modeling [25,26], in an effort to provide definitive confirmation on the existence of the excitonic ground state and to elucidate the plethora of unique electronic and optical properties [29,32]. TNS has been of particular interest in this context. The characteristic flattening of the valence band observed by angle-resolved photoemission spectroscopy (ARPES) [19,33] suggests a BCS pairing interpretation of the insulating state, while the possibility of tuning the BCS-BEC transition via chemical or physical pressure [17] opens new avenues for experimental investigation.

Early equilibrium ARPES results on TNS were interpreted within a purely electronic picture [21,28,34], but subsequent additional experimental probes, including Raman [8,10,11,35] and optical spectroscopy [25,36–38], have suggested a strong coupling between the EI and lattice distortions raising the question of the quantitative contribution of the electronic and lattice instabilities to the opening of the gap in TNS. To resolve this question, TR-ARPES experiments have focused on the ultrafast response of the electronic gap, reporting either a transient modulation of the gap amplitude (interpreted within an
electronic picture [13, 30, 40] or a rigid gap response (interpreted within a largely lattice-driven scenario [12]).

Theoretical developments have followed a similar trajectory, where initial studies have focused on a purely excitonic description that successfully reproduced the equilibrium ARPES spectrum of TNS [28, 33] and optical absorption spectra [41]. However, subsequent studies have revealed the importance of the electron-lattice coupling [12, 42, 43], and the interplay between electron-electron and electron-phonon contributions is currently debated with nonlinear optical responses [25, 38, 44], collective dynamics [26, 45], and transient protocols for the order enhancement [46–49] all discussed as highlighting either the electron-electron or electron-lattice contributions to the excitonic insulator state.

Motivated by these challenges, we performed a comparative analysis of photo-doped TNS using TR-ARPES and realistic model-system non-equilibrium many-body calculations that treat electronic and lattice degrees of freedom on equal footing. We show that the experimental response after photo-excitation is dominated by strong spectral broadening within the excitonic gap, which is well captured by microscopic simulations in the scenario of dominant electron-electron interactions.

TR-ARPES measurements were performed at the UBC-Moore Center for Ultrafast Quantum Matter by pumping with 1.55 eV photons (with incident fluence ranging from 26 to 160 μJ/cm²), and probing with 6.2 eV photons at a repetition rate of 250 kHz. The samples were aligned by Laue diffraction prior to the TR-ARPES measurements, and cleaved at 95 K in UHV at a base pressure better than $5 \times 10^{-11}$ Torr. All TR-ARPES experiments were performed at a base cryostat temperature of 95 K; however, pump-induced thermal effects raising the sample’s effective base temperature have to be taken into account independently for each experiment. Both pump and probe beams were polarized parallel to the Ta-Ni chain direction, and the overall time and energy resolution of the system were 250 fs and 11 meV, respectively [50].

The equilibrium spectra [Fig. 1(a)] show a characteristic “M”-like flat upper valence band (UVB) centered at Γ, a dispersion that is characteristic of the EI ground state in the BCS regime [51, 52]. Upon photoexcitation, we observe a significant decrease of the spectral weight. The response is clearly dominated by the UVB’s broadening and to a lesser extent from a change in the peak position, as shown by comparison of the photoemission spectra in panels (a) and (b) of Fig. 1 (region 1 & 2), and in the energy distribution curves (EDCs) presented in Fig. 1(c). We quantify the two contributions by extracting the full width at half maximum (FWHM) and the peak position $E_0$ from a fit of the UVB EDC spectral lineshape (the solid black line in Fig 1(c) is the fit curve, details in [53]).

We analyze characteristic timescales of photo-induced effects by simple visualization of the energy- and momentum-integrated spectral intensity in selected areas as a function of pump-probe delay, see Fig. 1(d). Each area is outside of the main band region, and all show a clear pump-induced increase in spectral intensity shortly after photoexcitation, followed by an exponential decay with a superimposed ∼1 THz oscillation observed in all areas. The latter is most apparent in region 1, approximately 1 ps after photoexcitation.

The time- and momentum-dependent ΔFWHM of UVB is displayed in Fig. 2(a), with selected traces around the Γ point (region 1), and at the highest momenta measured (region 2) in Fig. 2(b). From Figs. 2(a-b), one can observe a significant change in the broadening and relatively uniform rise-time across the entire $k_x$ region acquired, and subsequent relaxation with a superimposed ∼1 THz oscillation. The change in the gap amplitude [Figs. 2(c-d)], in terms of a relative shift in the UVB position, shows a significantly different time-dependence than the linewidth. Unlike the width, the peak position shows no evidence of the ∼1 THz oscillation. This in-
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Note that for all calculations presented, we include a 
weakly coupled bosonic bath not explicitly written in 

Eq. 1, so that the photo-induced electrons (holes) within 
maximum propagation time relax to the lower (upper) 
edge of the conduction (valence) band for all parameters.

The analysis of the photo-induced change in the lifetime 
calls for the inclusion of excitonic and lattice fluctuations 
on equal footing. We employ the Keldysh formalism with the 
2\(^{nd}\) Born (Migdal) approximation for the 
electron-electron (electron-lattice) scattering directly 
in the excitonic phase [53]. First of all, we reproduce 
the experimental gap in equilibrium for various relative 
strengths of the electronic \(V\) and electron-lattice interactions 
\(\lambda\) at fixed gap size \(2\Delta = 0.25\) eV, and 
distinguish the electronically \((V \gg \lambda)\) and lattice dominated 
\((V \ll \lambda)\) case. Afterwards, we estimate the relative 
importance of \(V\) and \(\lambda\) by analyzing photo-induced 
changes in the spectrum.

The system is excited by an electric field parametrized 
as \(E(t) = A_0 \sin(\Omega t) \exp^{-4.2(t-t_0)^2}\), where \(A_0\) is the pump strength, \(\Omega\) is the 1.5 eV pump energy, an \(t_0\) determines the single-cycle pump pulse. We adjust the pump strength \(A_0\) such that the number of photo-excited electrons is fixed to \(\Delta n\). The comparison between the theoretical [53] and the experimentally determined photoemission EDCs \(I(\omega,k_x)\) for different momenta, before and after \((t_p=140 \text{ fs})\) photo-excitation are presented in Fig. 3.

Experimental data have been acquired at a repetition 
rate of 250 kHz, and steady-state heating of the sample 
has been observed and quantified for each fluence. 

The theoretical base temperature for higher fluences is 
adjusted by fixing the gap size to the experimental value 
before the pump pulse (details in [53]). The theoretically 
derived line profiles were determined for two character-

less fermions in one dimension coupled to dispersionless phonons:

\[
H = \sum_{k,\alpha \in \{0,1\}} [\epsilon_k - A]_{\alpha' \alpha} c_{k,\alpha'}^\dagger c_{k,\alpha} + V \sum_i n_{i,0} n_{i,1} + \sum_i \left[\sqrt{\lambda} X_i - E(t)\right] c_{k,0}^\dagger c_{k,1} + \sum_i \frac{1}{2} [X_i^2 + \frac{1}{\omega_0^2} \dot{X}_i^2] + \text{h.c.,}
\]

(1)

where \(c_{k,\alpha}^\dagger\) is the electron creation operator for band \(\alpha\) at 
momentum \(k\), \(V\) is the Coulomb interaction strength between 
the conduction and valence band, \(\lambda\) is the electron-
phonon interaction strength corresponding to a displacement 
of \(X = X_i\), and \(E(A)\) is the electric field (vector potential) [51–56]. The dispersion relation \(\epsilon_k\) is obtained from the Wannier-interpolated DFT band structure in the high-temperature orthorhombic phase [34]. We mapped the Ta-Ni-Ta chain to the two-band problem by neglecting the interchain hopping as the smallest energy scale in the system [53].

From here, we turn to theoretical modelling to qual-

itative understand the microscopic implications of the 
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FIG. 3. Comparison of the photoemission spectrum in equilibrium (Eq) and \( t_p = 140 \text{ fs} \) after the photo-excitation at three characteristic momenta along the Γ-X direction, namely \( k_x = 0 \) (first column), \( k_x = 0.08 \text{ Å}^{-1} \) (second column), and \( k_x = 0.15 \text{ Å}^{-1} \) (third column), and for different excitation strengths \( \Delta n = 0.5\% \) (26 \( \mu J/cm^2 \)), 1\% (50 \( \mu J/cm^2 \)), 3.5\% (160 \( \mu J/cm^2 \)). (a-c) Experimental EDCs; (d-f),(g-h) the theoretical results in the electron \((V=0.76 \text{ eV}, \lambda=0.03 \text{ eV}, \omega_0=0.016 \text{ eV})\) and the lattice \((V=0.17 \text{ eV}, \lambda=0.33 \text{ eV}, \omega_0=0.016 \text{ eV})\) dominated regime, respectively. The inset presents the lowest-order scattering diagram for the two characteristic regimes. (j, k) The experimental and the theoretical change in width \( \Delta \text{FWHM} \) (j) and position \( \Delta E_0 \) (k) of the UVB as a function of photo-doping \( \Delta n \). Experimental errorbars represent uncertainty in the photo-doping estimation leading to theoretical uncertainties obtained from simulations at extreme values.

We compare the theoretical and experimental results more quantitatively by extracting the photo-induced change in the width \( \Delta \text{FWHM} \), proportional to the quasiparticle lifetime change, and the peak position \( \Delta E_0 \) of the UVB EDC centered at Γ as a function of photodoping \( \Delta n \). We note that, although experimental and theoretical \( \Delta \text{FWHM} \) display different absolute variations, the trend as a function of the photoexcitation density is better captured by the pure electronic-driven case, see Fig. 3(j) (blue curve). Note particularly that in the primarily phonon-driven case, the linewidth displays only a weak dependence on the photodoping excitation, in sharp contrast to experiment.

An analogous comparison for the subdominant bandgap renormalization \( \Delta E_0 \) is presented in Fig. 3(k). The photo-induced modification in the band position is smaller than the lifetime change. There is an apparent saturation at larger photo-doping \( \Delta n > 0.01 \) in the experimental data [black data, Fig. 3(k)], which notably occurs below our system energy resolution of 11 meV. Although the experimental and theoretical shifts agree for the smallest photo-doping considered \( \Delta n \leq 1\% \), the theoretically derived results do not saturate and lead to larger bandgap renormalization.

We now discuss the possible microscopic origins of these observations. The photo-excitation introduces mobile charge carriers into the conduction and valence bands, changing effectively the system’s scatterings. The change in the electronic scattering is proportional to the number of photo-doped charge carriers which modifies the particle-hole bubble in the lowest order scattering diagram, see inset of Fig. 3(f). On the contrary, the lowest order electron-phonon scattering, see inset of Fig. 3(i), can be estimated from the Fermi golden rule as \( \Sigma(\omega) \propto \lambda \rho(\omega - \omega_0) \), where neither the electronic density of states \( \rho(\omega) \) nor \( \lambda \) has direct photo-doping dependence. The electron lattice scattering rate with weak dependence on the photo-excitation intensity. While the self-consistent Migdal approximation allows for the dressing of the lattice propagator, our numerical results show that the broadening is small and primarily originates from heating effects due to the finite repetition

FIG. 4. Time-dependence of the order parameter in the BCS (a) and the BEC (b) regime after a photoexcitation for different excitation strengths.
rate. Therefore, the qualitative difference in the lifetime scaling can be ascribed to the distinct scatterings between the electronic and lattice degrees of freedom. The qualitative agreement between the experimental and theoretical photodoping dependence of the lifetime suggests a robust electronic character in TNS.

Finally, the experimental bandgap renormalization close to the Γ point is, surprisingly, small; importantly, we even observed a transient enhancement [see Fig. 2(c)]. We investigated the gap size evolution after a nonlinear excitation, and we show that it is highly susceptible to the position in the BCS-BEC crossover [52], as revealed by the dynamics of the excitonic order parameter \( \phi = \sum_k \langle c_{1,k}^\dagger c_{0,k} \rangle \) being a direct measure of the gap size. In the (semimetallic) BCS regime, we report a monotonic reduction of the order parameter upon optical excitation, see Fig. 1(a). On the contrary, a transient enhancement of order parameter can be observed in the (semiconducting) BEC regime [Fig. 1(b)], in agreement with the experimental findings [Fig. 2(b)]. The enhancement is only transient due to the inclusion of scatterings, in contrast to previous time-dependent mean-field studies predicting a long-lasting enhancement [16–19]. Implications of these results are twofold. First, the sensitivity of the gap renormalization dynamics to the position in the BCS-BEC crossover may explain the apparent contradiction between theory and experiment in Fig. 3(k), as well as various TR-ARPES experiments which showed a wide range of responses, including gap reductions [18, 20, 57], gap enhancements [13] and rigid gap shifts [12]. Second, the contradiction between equilibrium ARPES results, suggesting a BCS nature of the ground state, and the transient gap enhancement observed in TRARPES remains, an open question.

In conclusion, we have reported a marked photo-induced broadening of the valence band of TNS, while the bandgap renormalization is almost an order of magnitude smaller. A detailed comparison of the TR-ARPES experimental data with nonequilibrium many-body simulations demonstrates the pivotal (but not necessarily sole) contribution of electron-electron interactions to the stabilization of the excitonic gap in TNS.

More broadly, this work demonstrates a generic way to determine the origin of the gap in correlated insulators by analyzing the lifetime effects of photo-doped states. Furthermore, the bandgap enhancement after a nonlinear excitation shows a subtle dependence on the position in the BCS-BEC crossover. In this regard, we propose a systematic study of the nonlinear response by applying either chemical or physical pressure, as performed in recent transport [17, 58] and Raman measurements [11], to optimize the nonthermal enhancement of the underlying order.
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Model

In this section, we describe a mapping from the ab-initio determined bandstructure in Ref. 34 to the minimal two-band model employed in the main text. The total Hamiltonian consist of the kinetic and the interaction part as

$$H = H_{\text{kin}} + H_{\text{int}}.$$ (2)

For the kinetic part, we will consider a single Ta-Ni-Ta chain and neglect the interchain hopping, as their energy scales are much smaller than the energy scales of the gap size considered in this study. The tight-binding parameterization of the real-space Hamiltonian is given by [34]

$$H_{\text{kin}} = \sum_{i, \alpha \in \{1, 2\}} \left[ t_T c_{T, \alpha, i}^\dagger c_{T, \alpha, i+1} + \epsilon_T c_{T, \alpha, i}^\dagger c_{T, \alpha, i} + h.c. \right] +
\sum_{i, \alpha \in \{1, 2\}} t_{TN} \left[ c_{T, \alpha, i+1}^\dagger c_{N, i} - c_{T, \alpha, i}^\dagger c_{N, i} + h.c. \right] +
\sum_i \left[ t_N c_{N, i}^\dagger c_{N, i+1} + \epsilon_N c_{N, i}^\dagger c_{N, i} + h.c. \right] -
E(t) \sum_i c_{T, \alpha, i}^\dagger c_{N, i} + h.c.,$$

where $c_{T, \alpha, i}, c_{N, i}$ are annihilation operators at site $i$ for Ta orbital in $\alpha \in \{1, 2\}$ chain and Ni orbital, respectively.

The hoppings are given by $t_T = -0.72$ eV, $t_N = 0.3$ eV and the crystal fields are $\epsilon_N = -0.36$ eV and $\epsilon_T = 1.35$ eV.

The interaction part is determined by the competition between electronic and lattice degree of freedom as

$$H_{\text{int}} = V \sum_{i, \alpha \in \{0, 1\}} n_{T, \alpha, i} n_{N, i} + \sum_i \frac{1}{2} \left[ X_i^2 + \frac{1}{\omega_0^2} X_i^2 \right]$$ (3)

where $n_{T, \alpha, i}(n_{N, i})$ are density operators at site $i$ for Ta (Ni) orbitals and $X_i$ is the distortion operator.

The BCS-BEC transition is driven by the crystal-field splitting $\delta$ determined as $\epsilon_N = \epsilon_T + \delta/2$ (see Fig. 1(a)). The BCS regime, we have adjusted the crystal-field splitting by for $\delta = 0.36$ eV to to fix the maximum in the "M"-shaped valence band to the experimentally relevant position, namely $k = 0.08$ A$^{-1}$, see Fig. 1(a). The BEC example presented in the main text corresponds to $\delta = 0.51$ eV, see Fig. 1(b). The equilibrium spectrum in the lattice dominated regime is barely distinguishable from the electronic driven examples.

Performing the Fourier transform for Ta chains as $c_{T,1,k}(\epsilon_T,2k) = \sum_j \epsilon^{jk} c_{T,1,j}(\epsilon_T,2j)$ and with a shift for Ni chains $c_{N,k} = \sum_j \epsilon^{jk+1/2} c_{N,j}$, we obtain the tight-binding Hamiltonian in momentum space as

$$H = \sum_k \begin{pmatrix}
-2t_T \cos(k_x) + \epsilon_T & 2it_{TN} \sin(k_x/2) & 2it_{TN} \sin(k_x/2) \\
-2it_{TN} \sin(k_x/2) & -2t_T \cos(k_x) + \epsilon_T & 0 \\
-2it_{TN} \sin(k_x/2) & 0 & -2t_N \cos(k_x) + \epsilon_N
\end{pmatrix} \psi_k,$$ (4)

with the spino $\psi_k = (c_{T,1,k}, c_{T,2,k}, c_{N,k})$.

The main approximation is to neglect the hopping between two adjacent Ta-Ni-Ta chains, which is much smaller $t_{\text{inter}} = 0.035$ eV than the energy of the gap analyzed in this study. Neglecting the latter, allow us to make a unitary transformation into the bonding-antibonding combination of the Ni-Ta hybridization as $c_{\pm,k} = \sqrt{1/2} [c_{T,1,k} \pm c_{T,2,k}]$. This leads to a decoupling of the antibonding combination of the Ni orbitals from the Ta orbital and rescaling the effective hopping as $t_N \rightarrow \sqrt{2}t_N$. The same transformation on the level of the interband density-density interactions leads to

$$V_{N,i}[n_{T,1,i} + n_{T,2,i}] = V_{N,i}[n_{-i} + n_{+i}]$$ (5)

and similar for the electron-phonon interaction. The transformation separates the three band problem into two blocks of two orbital problems. In the main text and the rest of SM, we have marked Ni band as band 0 and the combination of Ta bands as 1.

Theoretical photoemission spectrum

The theoretical photoemission spectrum [60] [61] is evaluated as

$$I(\omega, k, t_p) = -\text{Im} \left[ \sum_{\alpha=0}^1 \int dt' S(t') S(t) e^{i\omega(t'-t)} G_{k,\alpha\alpha}(t', t) \right],$$ (6)
where the overline marks the opposite band. The Fock \( \rho \) regime (\( \text{FIG. 5.} \) Equilibrium momentum-dependent spectral function in the electron dominated regime for (a) semimetallic (BCS) regime (\( V = 0.76 \text{ eV}, \lambda = 0.03 \text{ eV} \) and \( \delta = 0.36 \text{ eV} \)) and (b) semiconducting (BEC) regime (\( V = 0.76 \text{ eV}, \lambda = 0.03 \text{ eV} \) and \( \delta = 0.51 \text{ eV} \)).

where \( S(t) = \exp(-t^2/\delta^2) \) is the envelope of the probe pulse with the duration \( \delta = 100 \text{ fs} \) centered around delay time \( t_p \) and the lesser component of the Green’s function is defined as \( G_{k,\alpha\alpha}^<(t',t) = \langle i(c_{k,\alpha}^\dagger(t')c_{k,\alpha}(t)) \rangle \).

Method

Our objective is to describe the strong lifetime response to photoexcitation while keeping the electron and phonon interactions on the same level of consideration. The nonequilibrium dynamics will be treated within the Keldysh formalism, which is a nonperturbative approach in the strength of the electric field. It is useful to introduce the spinor

\[
\Psi_k = \begin{pmatrix} c_{0,k} \\ c_{1,k} \end{pmatrix}
\]

and the corresponding \( 2 \times 2 \) Greens function is given by

\[
G_k(t,t') = -i\langle \langle \Psi_k, \Psi_k \rangle \rangle,
\]

which is determined from a solution of the Dyson’s equation. For later usage we will introduce the single-particle density matrix \( \rho_{ij,k} = \langle \Psi_k^\dagger \Psi_i \rangle \) and its local component \( \rho_{ij,\text{loc}} = \sum_k \rho_{ij,k} \). The occupation of the valence (conduction) band is therefore given by \( n_0 = \rho_{00,\text{loc}} \) \( (n_1 = \rho_{11,\text{loc}}) \). The excitonic order parameter \( \phi \) is determined by the off-diagonal and local component of the single-particle density matrix \( \phi = \rho_{01,\text{loc}} \).

The approximation used is determined by the self-energy and we will treat the Coulomb interaction within the 2nd Born approximation, which includes inelastic scattering and captures the heating effects. For the Coulomb interaction, the Hartree term is given by

\[
\Sigma_{ij,k}^H(t) = \delta_{ij} V \rho_{ii,\text{loc}}(t),
\]

where the overline marks the opposite band. The Fock term is given by

\[
\Sigma_{ij,k}^F(t) = V \rho_{ij,\text{loc}}(t).
\]

The coupling with phonons will be described on the Hartree-Fock level with the instantaneous term

\[
\Sigma_{ij,k}^{\text{ph}}(t) = g X(t) \delta_{i[-j]=1},
\]

and the phonon motion is described by a system of differential equations for the phononic distortion \( X \) and the corresponding momentum \( P \)

\[
\begin{align*}
\partial_t P(t) &= \omega_0 P(t), \\
\partial_t X(t) &= -\omega_0 X(t) - 2g(\rho_{01,\text{loc}} + \rho_{10,\text{loc}}).
\end{align*}
\]

As the Hartree and Fock self-energies are instantaneous, it is useful to redefine the single particle Hamiltonian as \( h_{ij}^{\text{HF}} = h_k + \Sigma_k^H + \Sigma_k^F \) and introduce the renormalized free propagator as

\[
G_k^{\text{HF}} = (i\partial_t - h_k - \Sigma_k^H - \Sigma_k^F)^{-1}.
\]

In the 2nd Born approximation, the correlation self-energy is given by the expansion in the interaction strength which is then re-summed using the Dyson equation for the diagrammatic representation of the self-energy. The analytical expression for the self-energy is given by

\[
\Sigma_{ij,q}^{2B}(t,t') = -iV^2 \sum_k G_{ji,k}(t',t) \left[ \chi_{ij,k+q}(t,t') - \chi_{ij,q+k}(t,t') \right]
\]

, where we have introduced the charge susceptibility

\[
\chi_{ij,q}(t,t') = \sum_k G_{ij,-k}(t,t')G_{ij,k}(t,t').
\]

The electron-phonon interaction is treated on the level of the Migdal approximation and given by

\[
\Sigma_{ij,q}^M(t,t') = i\lambda D(t,t') \sum_q G_{ij,q}(t,t'),
\]

where \( D \) is the bosonic propagator. It is obtained by solution of the bosonic Dyson equation

\[
D(t,t') = D_0(t,t') + D_0(t,t') * \Pi_{ij,q}^{\text{ph}}(t,t') * D(t,t'),
\]

where * denotes the convolution in time and the matrix multiplication in the orbital space, the \( D_0 \) is the free phonon propagator and the phonon polarization bubble is \( \Pi_{ij,q}(t,t') = \sum_k G_{ij,k}(t,t')G_{ij,-q+k}(t,t') \).

We included a weakly coupled phononic bath with interband coupling in the form \( H_{\text{tot}} = H + \sqrt{N_i} \sum_i \tilde{X}_i \left[ c_{0,i}^\dagger c_{0,i} + c_{1,i}^\dagger c_{1,i} \right] + \sum_i \frac{1}{2} \left[ X_i^2 + \frac{1}{e^2} \tilde{X}_i^2 \right] \) to the system so that photo-excited electrons (holes) can quickly
relaxed to the lower (upper) edge of the conducting (valence) band. The inclusion of the bath is of a particular importance in the lattice driven situation, where the electronic relaxation is suppressed due to the interband nature of lattice modes and low frequencies of them. We treat the lattice at the lowest order self-energy expansion (without selfconsistency)

$$\Sigma_{ii,loc}(t,t') = \lambda_1 G_{ii,loc}(t,t') * \hat{D}_0(t,t'),$$

(18)

where $\hat{D}_0$ is the free propagator for the bath phonon mode $\hat{X}_j$. In all calculations, we choose frequency of the bath mode to be $\tilde{\omega}_0 = 0.33$ eV and the electron-bath couplings $\lambda_1 = 0.06$ eV. The inclusion of such a weakly coupled bath leads to qualitatively similar dynamics in all parameter regimes for photo-excited electrons (holes), which are gathered at the lower (upper) edge of the conducting (valence) band.

Finally, the electronic Greens function is obtained from the solution of the electronic Dyson equation

$$G_k = G^{HF}_k + G^{HF}_k * [\Sigma^{2B}_k + \Sigma^M_k + \Sigma^{Bath}_k] * G_k.$$  

(19)

We solve this problem numerically using the library NESSI employing an efficient MPI parallelization over the momentum points $^3^9$.

**Experimental data analysis**

The analysis discussed pertains to the experimental observations of the upper valence band dynamics, and is thus limited to this region. EDCs were obtained by integrating $0.0048 \ A^{-1}$ wide momentum intervals across all k-values acquired, and a Shirley background (grey dashed line, Fig. 6) was subtracted from each EDC.

In order to extract the FWHM and position of the UVB dispersion, we fit the data to a function that best reproduces the asymmetric spectral feature at each k-point so that we may be certain that we can accurately extract the true width and position of the UVB from this fit. The functional form we choose consists of the sum of two Gaussian functions, which fit to the Shirley-background subtracted EDC data. The UVB position (denoted $E_0$ ($k_x,t$) in the main text) is defined by the energy ($E - E_F$) corresponding to the fit maximum; the full width at half maximum (denoted $FWHM(k_x,t)$ in the main text) is defined as the difference between the two energy positions that correspond the half-maximum points. The difference quantities presented in the main text ($\Delta FWHM(k_x,t)$, $E_p(k_x,t)$) were determined by subtracting the mean equilibrium FWHM and peak position (calculated using the time-delays between $t = -700$ fs and $t = -500$ fs).

**Experimental photodoping estimate**

Experimental estimates for the approximate photodoping induced by a 1.55 eV pump pulse obtained by a 1.55 eV optical pump polarized along the a-axis, at a repetition rate of 250 kHz, were determined using the real optical conductivity and dielectric constant obtained from published results $^{3^4}$. The reflectivity $R$ of the sample with a real $n$ (imaginary $\kappa$) refractive index of 3.09 (2.56) for light incident at 45$^\circ$ with respect to the horizontal plane of incidence was calculated using the Fresnel equations.

The number of photons absorbed at a depth of 1 nm (formula unit) is given by the following expression

$$N = N_0(1 - R)[(1 - e^{-\alpha d}) - (1 - e^{-\alpha(d - 1nm)})],$$

(20)

where $N_0$ is the number of incident photons per pulse (250 kHz repetition rate), $\alpha = 2\omega k/c$ is the absorption coefficient, and $d$ is the penetration depth, which is estimated to be 30 nm from the mean free path of photoelectrons with a kinetic energy of 2 eV. Assuming a quantum efficiency of one, the number of photoexcited electrons per formula unit for the the indecent pump fluences measured in this experiment are presented in Table 1.

| Incident Fluence ($\mu J/cm^2$) | Effective Photodoping (electron/formula unit) |
|---------------------------------|------------------------------------------|
| 160                             | 0.032                                    |
| 50                              | 0.01                                     |
| 26                              | 0.005                                    |

TABLE I. Experimental estimate of the effective photodoping induced by a 1.55 eV pump pulse.
Heating due to finite repetition rate

The UVB of TNS has a known temperature dependence as reported in [62], showing an upward shift in the valance band towards the Fermi level with increasing sample temperature, where it eventually saturates as it approaches the transition temperature. Our TRARPES spectra were acquired with a repetition rate of 250 kHz at a base temperature of 90 K. Due to the high repetition rate of the pump, laser-induced heating was observed even before the arrival of the pump-pulse (t < 0), and became more pronounced for fluences higher than 26 \( \mu \)J/cm\(^2\). This resulted in an observed upward shift in the pre-photoexcitation spectrum to lower binding energies with an increase in incident pump-fluence, as shown in Fig. 7. The position of the UVB at \( \Gamma \) (\( E - E_F = -0.142 \) eV) for the dataset acquired with an indicent pump fluence of 26 \( \mu \)J/cm\(^2\) is consistent with the value reported in [62] for a sample temperature of 90 K within error. It is difficult to extract the effective electronic temperature prior to the pump arrival due to laser-heating, so we extract the band-gap renormalization for the different incident pump fluence values relative to the equilibrium position of the low-fluence data at a base temperature of 90 K.

As the repetition time is much longer than the nonequilibrium dynamics induced, we can model the gap reduction by an enhanced temperature of the system. Theoretically, we adjust the temperature such that the gap show the same reduction as the experimental one with respect to the low-temperature regime. In Table. II, we have gathered the experimental bandgap renormalization due to the heating with corresponding theoretical temperatures. In the electron driven case, we could only stabilize solution with lowest temperature at \( T = 150 \) K. The equilibrium transition temperature are overestimated in theoretical calculations are corresponds to \( T_C = 400 \) K for the electronic driven situation (\( \lambda/V = 0.03 \)) and \( T_C = 550 \) K for the lattice driven case (\( \lambda/V = 7.0 \)).
| Incident Fluence (µJ/cm²) | Eq. UVB Position E - E_F (eV) | Bandgap Renorm. (meV) | Theory T (λ/V = 0.03) (K) | Theory T (λ/V = 7.0) (K) |
|---------------------------|-------------------------------|-----------------------|-----------------------------|-----------------------------|
| 160                       | -0.117                        | 25                    | 330                         | 250                         |
| 50                        | -0.139                        | 3-5                   | 220                         | 165                         |
| 26                        | -0.142                        | 0                     | 150                         | 90                          |

TABLE II. Bandgap renormalization (relative to UVB position at Γ for the incident pump fluence of 26 µJ/cm²) before the pump pulse due to heating and theoretical effective temperatures in the electronic (λ/V = 0.03) and the lattice driven (λ/V = 7.0) case.