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ABSTRACT. This work is devoted to the geometric-theoretic analysis of the nodal set of solutions to degenerate or singular equations involving a class of operators including

$$L_a = \text{div}(|y|^a \nabla),$$

with $a \in (-1, 1)$ and their perturbations.

As they belong to the Muckenhoupt class $A_2$, these operators appear in the seminal works of Fabes, Kenig, Jerison and Serapioni [18, 16, 17] and have recently attracted a lot of attention in the last decade due to their link to the localization of the fractional Laplacian via the extension in one more dimension [10]. Our goal in the present paper is to develop a complete theory of the stratification properties for the nodal set of solutions of such equations in the spirit of the seminal works of Hardt, Simon, Han and Lin [30, 27, 32].

1. Introduction

In the last decades the question of the structure of the nodal set of solutions of elliptic equations has been brought to the attention of the scientific community (see e.g. [14, 27, 29, 32]), with a special focus
on the measure theoretical features of its singular part, also in connection with the validity of a strong unique continuation principle, in order to ensure the existence of a finite vanishing order, as pointed out in [21, 22, 32]. Recently, major progress have been done on the study of nodal sets of eigenfunctions (or critical sets of harmonic functions) by Logunov and Malinnikova [34, 33, 35] in connection with conjectures by Yau and Nadirashvili. It would be a challenge to adapt their techniques to more general equations like ours.

In this paper we consider the nodal set in \( \mathbb{R}^{n+1} \) of solution of a peculiar class of degenerate-singular operators which have recently become very popular in the study of the fractional powers of the Laplacian, and firstly studied in the pioneering works [18, 16, 17]. Given \( a \in (-1, 1) \) and \( X = (x, y) \in \mathbb{R}^n \times \mathbb{R} \), we consider a class of operators including

\[
L_a = \text{div}(|y|^a \nabla),
\]

and their perturbations, where we denote by div and \( \nabla \) respectively the divergence and the gradient operator in \( \mathbb{R}^{n+1} \). Our main purpose is to fully understand the local behaviour of \( L_a \)-harmonic functions near their nodal set and to develop a geometric analysis of its structure and regularity, in order to comprehend how the degenerate or singular character of the coefficients can affect the local picture of the nodal set itself. Thus, we introduce the notion of characteristic manifold \( \Sigma \) associated with the operator \( L_a \), as the set of points where the coefficient either vanishes or blows up, and we study the properties of the nodal set \( \Gamma(u) \) of solutions to equation

\[
-L_a u = 0 \quad \text{in} \quad B_1 \subset \mathbb{R}^{n+1}.
\]

In particular, since the operator \( L_a \) is locally uniformly elliptic on \( \mathbb{R}^{n+1} \setminus \Sigma \), we restrict our attention on the structure of the nodal set neighbouring the characteristic manifold \( \Sigma \), trying to understand the structural difference between the whole nodal set \( \Gamma(u) = \{x \in B_1, \; u(x) = 0\} \) and its restriction on \( \Sigma \).

As a further motivation, this analysis will be the starting point of the study of competition-diffusion systems of populations under an anomalous diffusion. More precisely, we can imagine that the characteristic manifold \( \Sigma \) is playing a major role in the diffusion phenomenon by penalizing or encouraging the diffusion across \( \Sigma \), according with the value of \( a \in (-1, 1) \). Inspired by [47, 46, 8, 13, 38], in the case of strong competition, the limiting segregated configurations will satisfy a reflection law which represents the only interaction between the different densities through the common free boundary. Thanks to this reflection property, the free boundary will be locally described as the nodal set of \( L_a \)-harmonic function.

As already mentioned, our operators belong to the class introduced in the 80’s by Fabes, Jerison, Kenig and Serapioni in [18, 16, 17], where they established Hölder continuity of solutions within a general class of degenerate-singular elliptic operators \( L = \text{div}(A(X)\nabla \cdot) \) whose coefficient \( A(X) = (a_{ij}(X)) \) are defined starting from a symmetric matrix valued function such that

\[
\lambda \omega(X)|\xi|^2 \leq (A(X)\xi, \xi) \leq \Lambda \omega(X)|\xi|^2, \quad \text{for some } \lambda, \Lambda > 0,
\]

where the weight \( \omega \) may either vanish, or be infinite, or both. In particular, the prototypes of weights considered in their analysis where in the Muckenhoupt \( A_2 \)-class, i.e. such that

\[
\sup_{B \subset \mathbb{R}^{n+1}} \left( \frac{1}{|B|} \int_B \omega(X) dX \right)^\frac{1}{2} \left( \frac{1}{|B|} \int_B \omega^{-1}(X) dX \right)^\frac{1}{2} < \infty.
\]

Our case correspond to the choice \( \omega(X) = |y|^a \) and is Muckenhoupt whenever \( a \in (-1, 1) \). Note however that this class of \( A_2 \)-weights is not the optimal one to have Hölder regularity as noticed in [17].
However, it provides a good model with applications for our purposes.

Our approach is based upon the validity of an Almgren and Weiss type monotonicity formulae, the existence and uniqueness of non trivial tangent maps at every point of the nodal set, and on a complete classification of the possible homogenous configurations appearing at the blow-up limit. Nevertheless, the starting point of our analysis relies on the decomposition of an $L_\alpha$-harmonic function with respect to the orthogonal direction to the characteristic manifold $\Sigma$. Indeed, denoting by $H^{1,\beta}(B_1)$ the Sobolev space w.r.t. the measure $|y|\beta \, dy \, dx$, we have (see also [26, 11])

**Proposition 1.1.** Given $a \in (-1,1)$ and $u$ an $L_\alpha$-harmonic function in $B_1$, there exist two unique functions $u_\alpha^\varepsilon \in H^{1,a}(B_1)$, $u_\alpha^\varepsilon \in H^{1,2-a}(B_1)$ symmetric with respect to $\Sigma$ respectively $L_\alpha$ and $L_2-a$ harmonic in $B_1$ and locally smooth, such that

$$u(X) = u_\alpha^\varepsilon(X) + u_\alpha^\varepsilon(2-a)(X)y \, |y|^{-a} \quad \text{in } B_1.$$

With this decomposition in mind, we can reduce the classification of the possible blow-up limits to the symmetric ones and eventually recover all the possible cases. In particular, it is worthwhile introducing a new notion of *tangent field* $\Phi^{X_0}$ of $u$ at a nodal point, which takes care of the different behaviour of both the symmetric and antisymmetric part of an $L_\alpha$-harmonic function. Namely, by the decomposition and the Definition 5.7 of the notion of tangent map, i.e. the unique nonzero map $\varphi^{X_0} \in \mathcal{B}_{\varepsilon_0}(u)$ such that

$$u_{X_0,r}(X) = \frac{u(X_0 + rX)}{r^k} \longrightarrow \varphi^{X_0}(X),$$

with $k$ the vanishing order of $u$ at $X_0$, we introduce the following concept.

**Definition 1.2.** Let $a \in (-1,1)$, $u$ be an $L_\alpha$-harmonic function in $B_1$ and $X_0 \in \Gamma_k(u) \cap \Sigma$, for some $k \geq \min\{1,1-a\}$. We define as *tangent field* of $u$ at $X_0$ the unique nontrivial vector field $\Phi^{X_0} \in (H^{1,a}_\text{loc}(\mathbb{R}^{n+1}))^2$ such that

$$\Phi^{X_0} = (\varphi^{X_0}_e, \varphi^{X_0}_a),$$

where $\varphi^{X_0}_e$ and $\varphi^{X_0}_a$ are respectively the tangent map of the symmetric part $u_e$ of $u$ and of the antisymmetric one $u_a$. At first, the notion of tangent field allows us to describe the topology of the nodal set by proving in Proposition 5.19 a *vectorial* counterpart of the classic result of upper semi-continuity of the vanishing order. In order to define properly the relevant subsets, we define

$$\partial_y^a u = \begin{cases} |y|^a \partial_y u & \text{if } X \not\in \Sigma, \\ \lim_{y \to 0} |y|^a \partial_y u(x, y) & \text{if } X \in \Sigma. \end{cases}$$

This quantity, as observed already in previous works, is the nontrivial one to be considered as far as the derivative in $y$ is concerned.

In the light of this observation, it is natural to define the regular part $\mathcal{R}(u)$ and the singular part $\mathcal{S}(u)$ of the nodal set as follows:

$$\mathcal{R}(u) = \left\{ X \in \Gamma(u) : |\nabla_x u(X)|^2 + |\partial_y^a u(X)|^2 \neq 0 \right\},$$

$$\mathcal{S}(u) = \left\{ X \in \Gamma(u) : |\nabla_x u(X)|^2 + |\partial_y^a u(X)|^2 = 0 \right\},$$
we developed a blow-up analysis in order to fully understand the structure of $\Gamma(u)$ in $\mathbb{R}^{n+1}$ and its restriction on $\Sigma$. The following is a summary of our main result describing the stratified structure of both the regular and singular parts of the nodal set.

**Theorem 1.3.** Let $\alpha \in (-1, 1)$, $\alpha \neq 0$ and $u$ be an $L_{\alpha}$-harmonic function in $B_1$. Then the regular set $\mathcal{R}(u)$ is locally a $C^{k,r}$ hypersurface on $\mathbb{R}^{n+1}$ in the variable $(x, y \, |y|^{-\alpha})$ with

$$k = \left\lfloor \frac{2}{1 - \alpha} \right\rfloor \quad \text{and} \quad r = \frac{2}{1 - \alpha} - \left\lfloor \frac{2}{1 - \alpha} \right\rfloor.$$

On the other hand, there holds

$$\mathcal{S}(u) \cap \Sigma = \mathcal{S}^*(u) \cup \mathcal{S}^\alpha(u)$$

where $\mathcal{S}^*(u)$ is contained in a countable union of $(n - 2)$-dimensional $C^1$ manifolds and $\mathcal{S}^\alpha(u)$ is contained in a countable union of $(n - 1)$-dimensional $C^1$ manifolds. Moreover

$$\mathcal{S}^*(u) = \bigcup_{j=0}^{n-2} \mathcal{S}^*_j(u) \quad \text{and} \quad \mathcal{S}^\alpha(u) = \bigcup_{j=0}^{n-1} \mathcal{S}^\alpha_j(u),$$

where both $\mathcal{S}^*_j(u)$ and $\mathcal{S}^\alpha_j(u)$ are contained in a countable union of $j$-dimensional $C^1$ manifolds.

A key step will be the complete classification of the spectrum of the tangent field. Recently, in [4] the authors studied the geometry of sets that admit arbitrarily good local approximations by zero sets of harmonic polynomials. In the light of the previous Theorem, it would be interesting to adapt their strategies to our degenerate-singular framework.

In the last Section of this paper, we provide applications of our theory in the context of nonlocal elliptic equations. In particular, inspired by [10, 11, 43], we exploit the local realisation of the fractional Laplacian, and more generally of fractional power of divergence form operator $L$ with Lipschitz leading coefficient, in order to study the structure and the regularity of the nodal set of $(-L)^s$-harmonic functions, for $s \in (0, 1)$. More precisely, we combine the extension technique with a geometric reduction introduced in [2] and exploited in the seminal papers [21, 22]. This will allow us to extend our analysis to fractional powers $(-\Delta_g)^s$ of the Laplace-Beltrami operator on a Riemannian manifold $M$, also for the case of Lipschitz metrics $g$. Our techniques are quite robust and, we believe, can apply to a wider class of operators on manifolds like the conformally covariant ones of fractional order introduced via the scattering work in [26] and reformulated in [11] via a suitable extension property on some asymptotic hyperbolic manifolds. However, the equations under consideration in [11] involve curvature terms that are to be controlled and this is probably not a completely trivial adaptation of our techniques in this context. Finally, in [3] the authors developed a similar analysis in the context of solutions to a class of nonlocal parabolic equations involving fractional powers of the Heat operator.

Our results show some genuinely nonlocal features in the Taylor expansion of $(-L)^s$-harmonic functions near their zero set and their deep impact on the structure of the nodal set itself. We prove that the first term of the Taylor expansion of an $(-L)^s$-harmonic function is either an homogeneous harmonic polynomial or any possible homogeneous polynomial. In particular, this implies

**Theorem 1.4.** Given $L$, a divergence form operator with Lipschitz leading coefficients, and $s \in (0, 1)$, let $u$ be $(-L)^s$-harmonic in $B_1$. Then there holds

$$\mathcal{S}(u) = \mathcal{S}^*(u) \cup \mathcal{S}^\alpha(u)$$
where $S^s(u)$ is contained in a countable union of $(n - 2)$-dimensional $C^1$ manifolds and $S^s(u)$ is contained in a countable union of $(n - 1)$-dimensional $C^1$ manifolds. Moreover

$$S^s(u) = \bigcup_{j=0}^{n-2} S^s_j(u) \quad \text{and} \quad S^s(u) = \bigcup_{j=0}^{n-1} S^s_j(u),$$

where both $S^s_j(u)$ and $S^s_j(u)$ are contained in a countable union of $j$-dimensional $C^1$ manifolds.

Finally, we prove what can be seen as the nonlocal counterpart of a conjecture that Lin proposed in [32]. Following his strategy, we give an explicit estimate on the $(n - 1)$-Hausdorff measure of the nodal set $\Gamma(u)$ of $s$-harmonic functions in terms of the Almgren frequency previously introduced. We have

**Theorem 1.5.** Given $s \in (0, 1)$, let $u$ be an $s$-harmonic function in $B_1$ and $0 \in \Gamma(u)$. Then

$$\mathcal{H}^{n-1} \left( \Gamma(u) \cap B^s_1 \right) \leq C(n, s)N,$$

where $v$ is the $L_0$-harmonic extension of $u$ in $B^+_1$ and $N = N(0, v, 1)$ is the frequency defined by

$$N = \frac{\int_{B^+_1} |y|^n |\nabla v|^2 \, dX}{\int_{\partial B^+_1} |y|^n \, d\sigma}.$$

The paper is organized as follows. In Section 2 we prove some preliminary result about $L_0$-harmonic functions. Next, in Section 3, we prove the validity of an Almgren’s type monotonicity formula which allows in Section 4 to prove the existence of blow-up limit in every point of the nodal set $\Gamma(u)$. Finally, in Section 5 we prove a Weiss type monotonicity formula, which allows to introduce the notion of tangent map and tangent field at every point of the nodal set. In Section 6 we present some useful result on the stratification of the nodal set and finally in Section 7 we prove a general result on the regularity of the whole nodal set $\Gamma(u)$ and on its restriction on the characteristic manifold $\Sigma$. The last two Sections are devoted to the applications of the previous results to solutions of fractional powers of divergence form operator, with Lipschitz leading coefficient. In particular, in Section 8 we apply our technique in order to study the nodal set of $s$-harmonic function and, more generally, of solutions of $(-L)^s$ operators and more general nonlocal equations, and in Section 10 we give a new estimate of the Hausdorff measure of the nodal set of $s$-harmonic functions.

### 2. Decomposition of $L_0$-harmonic functions

In this Section we state some general results on $L_0$-harmonic function and we introduce some basic auxiliary concepts that will be often use through the paper in order to describe the structure of the nodal set $\Gamma(u)$. In particular, given the definition of characteristic manifold $\Sigma$ for a degenerate-singular operator, we consider the decomposition of $L_0$-harmonic function with respect to the orthogonal direction to $\Sigma$, which will turn out to be crucial in proving regularity of $L_0$-harmonic functions. It is worthwhile pointing out here that our theory is linear in nature because of this decomposition between symmetric and anti-symmetric solutions w.r.t. the characteristic manifold. Even though this can be seen as a major drawback, it still provides us a complete picture of the nodal set for our equation. We refer also to the work [12] where the authors consider also linear equations, introducing a quantitative stratification technique.
To start with, we need recalling the already cited pioneering works \([18, 17]\), where the authors introduced a class of degenerate-singular operator strictly correlated to some weighted Sobolev spaces with Muckenhoupt \(A_p\)-weights. In \([17, \text{Section 2}]\) they gave six general properties that the weight must satisfy in order to have existence of weak solutions, Sobolev embeddings, Poincaré inequality, Harnack inequality, local solvability in Hölder spaces and estimates on the Green’s function and in particular they found a sufficient condition in the definition of the Muckenhoupt \(A_2\)-class. Hence, they introduced for \(a \in (-1, 1)\) the weighted Sobolev spaces \(H^{1,a}(B_1)\) as the closure of \(C^\infty(B_1)\) functions under the norm

\[
\|u\|^2_{H^{1,a}(B_1)} = \int_{B_1} |y|^a u^2 dX + \int_{B_1} |y|^a |\nabla u|^2 dX.
\]

Anyway, as the authors in \([17]\) pointed out in the study of a special classes of elliptic problem associated with quasi-conformal maps, properties as the Sobolev embeddings, Poincaré inequality, Harnack inequality and local solvability in Hölder spaces still hold for every \(a \in (-1, +\infty)\). Thus, the following definition is consistent for every \(a \in (-1, +\infty)\).

**Definition 2.1** (\([17]\)). Given \(F = (f_1, \cdots, f_n)\) on \(B_1\) such that \(|F| \in L^{2-a}(B_1)\), we say that \(u \in H^{1,a}(B_1)\) is a (energy) solution of \(Lu = \text{div} F\) if for every \(\varphi \in C^\infty_c(B_1)\) we have

\[
\int_{B_1} |y|^a \langle \nabla u, \nabla \varphi \rangle dX = \int_{B_1} \langle F, \nabla \varphi \rangle dX.
\]

Similarly, a function \(u \in H^{1,a}(B_1)\) is said to be \(L_a\)-harmonic in \(B_1\) if for every \(\varphi \in C^\infty_c(B_1)\) we have

\[
\int_{B_1} |y|^a \langle \nabla u, \nabla \varphi \rangle dX = 0.
\]

Since the operator \(L_a\) is uniformly elliptic on every compact subset of \(\mathbb{R}^{n+1} \setminus \Sigma\), we shall concentrate on the study of the nodal set near the characteristic manifold \(\Sigma\) associated with \(L_a\). This remark explains why, throughout the paper, we will focus on the case \(X_0 \in \Sigma\) and we will simply compare the result on \(\Sigma\) with the case \(\mathbb{R}^{n+1} \setminus \Sigma\), avoiding all the technical details.

In order to better understand the structure of the nodal set and the local behaviour of \(L_a\)-harmonic functions, it is convenient to decompose them into their symmetric and antisymmetric parts with respect to the orthogonal direction to \(\Sigma\). For the sake of precision, \(u\) is said to be symmetric with respect to \(\Sigma\) if

\[
u(x, -y) = u(x, y) \quad \text{in } \mathbb{R}^{n+1}.
\]

Conversely, the function \(u\) is said to be antisymmetric with respect to \(\Sigma\) if

\[
u(x, -y) = -u(x, y) \quad \text{in } \mathbb{R}^{n+1}.
\]

We shall denote

\[
u_e(x, y) = \frac{u(x, y) + u(x, -y)}{2} \quad \text{and} \quad \nu_o(x, y) = \frac{u(x, y) - u(x, -y)}{2}
\]

the symmetric and antisymmetric (with respect to \(\Sigma\)) parts of \(u\) such that

\[
u(X) = \nu_e(X) + \nu_o(X).
\]

Note that, \(u\) is \(L_a\)-harmonic if and only if so are \(\nu_e\) and \(\nu_o\).

At first sight, the previous decomposition seems to be harmless and disconnected from the degenerate-singular character of the operator, but with the following Propositions it would be clear the complete
picture of how the presence of a set where the coefficients take value zero of infinite affect the local behaviour of the solutions. Next proposition shows that it is enough to characterise only the blow-up limits of the symmetric $L_\alpha$-harmonic functions.

**Proposition 2.2.** Let $a \in (-1, 1)$ and $u$ be an $L_\alpha$-harmonic function in $B_1$ antisymmetric with respect to $\Sigma$. Thus, there exists a unique $L_{2-a}$-harmonic function $v$ symmetric with respect to $\Sigma$ such that

$$u(x, y) = v(x, y) |y|^{-a} \quad \text{in } \mathbb{R}^{n+1}.$$  

**Proof.** Given $v(x, y) = u(x, y) |y|^a y^{-1}$, let us first prove that $v \in H^{1, 2-a}(B_1)$, where $2 - a \in (1, 3)$. By direct computations we obtain

$$\int_{B_1} |y|^{2-a} v^2 dX = \int_{B_1} |y|^a u^2 dX,$$

and similarly

$$\int_{B_1} |y|^{2-a} (\nabla v)^2 dX = \int_{B_1} |y|^a |\nabla u|^2 dX + (a - 1)^2 \int_{B_1} |y|^a \frac{u^2}{y^2} dX$$

$$\leq C \left( \int_{B_1} |y|^a u^2 dX + \int_{B_1} |y|^a |\nabla u|^2 dX \right),$$

where in the last inequality we used the validity of an Hardy type inequality (see [15]). Next, let us prove that $v$ is $L_{2-a}$-harmonic in $B_1$ in the sense of Definition 2.1. At first, observe that, for $x \in B_1 \setminus \Sigma$, we have

$$L_{2-a} v = \text{div} \left( |y|^{2-a} \nabla v \right) = (a - 1) \partial_y u + \text{div} (y \nabla u) = y |y|^{-a} L_\alpha u.$$  

For every $\varphi \in C_c^\infty(B_1)$ and $0 < \delta < 1$, let $\eta_\delta \in C^\infty(B_1)$ be a family of compactly supported cut-off functions such that $0 \leq \eta_\delta \leq 1$ and

$$\eta_\delta(x, y) = \begin{cases} 0 & \text{on } \{(x, y) \in B_1 : |y| \leq \delta\}, \\ 1 & \text{on } \{(x, y) \in B_1 : |y| \geq 2\delta\}, \end{cases}$$

with $|\nabla \eta_\delta| \leq 1/\delta$. Thus, by testing (2) with $\varphi \eta_\delta$ we obtain, for every $\delta \in (0, 1)$,

$$\int_{B_1} |y|^{2-a} \langle \nabla v, \nabla (\eta_\delta \varphi) \rangle dX = - \int_{B_1} \eta_\delta \varphi L_{2-a} v dX$$

$$= - \int_{B_1} \left( y |y|^{-a} \eta_\delta \varphi \right) L_\alpha u dX = 0,$$

where in the last equality we used that $y |y|^{-a} \eta_\delta \varphi \in C_c^\infty(B_1)$. Now, integration by parts yields

$$\int_{B_1} |y|^{2-a} \langle \nabla v, \nabla (\eta_\delta \varphi) \rangle dX = \int_{B_1} |y|^{2-a} \eta_\delta \langle \nabla v, \nabla \varphi \rangle dX + \int_{B_1} |y|^{2-a} \varphi \langle \nabla v, \nabla \eta_\delta \rangle dX,$$

whereas by the the Dominated convergence we obtain that

$$\lim_{\delta \to 0^+} \int_{B_1} |y|^{2-a} \eta_\delta \langle \nabla v, \nabla \varphi \rangle dX = \int_{B_1} |y|^{2-a} \langle \nabla v, \nabla \varphi \rangle dX.$$
and by Hölder inequality
\[
\left| \int_{B_1} |y|^{2-a} \varphi(\nabla v, \nabla \eta_\delta) \, dX \right| \leq \|\varphi\|_{L^\infty(B_1)} \left( \int_{B_1} |y|^{2-a} |\nabla v|^2 \, dX \right)^{1/2} \left( \int_{B_1} |y|^{2-a} |\nabla \eta_\delta|^2 \, dX \right)^{1/2}
\]
\[
\leq C \|\varphi\|_{L^\infty(B_1)} \|v\|_{H^{1,a}(B_1)} \frac{1}{\delta} \left( \int_{\delta}^{2\delta} |y|^{2-a} \, dy \right)^{1/2}
\]
\[
\leq C \|\varphi\|_{L^\infty(B_1)} \|v\|_{H^{1,a}(B_1)} \left( \frac{2^{3-a} - 1}{3 - a} \right)^{1/2} \delta^{-\frac{a}{3}}
\]
which imply, passing through \( \delta \to 0 \) in (3), that
\[
\int_{B_1} |y|^{2-a} \langle \nabla v, \nabla \varphi \rangle \, dX = 0 \quad \text{for } \varphi \in C^\infty_0(B_1),
\]
since we are dealing with \( a < 1 \). \( \square \)

As a straightforward consequence, for \( a \in (-1, 1) \) and every \( L_a \)-harmonic function \( u \in H^{1,a}(B_1) \) there exist \( u^a_1 \in H^{1,a}(B_1) \) and \( u^a_2 \in H^{1,2-a}(B_1) \) two symmetric function with respect to \( \Sigma \) respectively \( L_a \) and \( L_{2-a} \)-harmonic function in \( B_1 \) such that
\[
u(X) = u^a_1(X) + u^a_2(X) y |y|^{-a} \quad \text{in } B_1.
\]

Thus, through the following Sections we will restrict the classification of the blow-up limit, i.e. the entire homogenous \( L_a \)-harmonic functions, to the symmetric with respect to \( \Sigma \) and in the final part of the work we will collect all the result for a generic \( L_a \)-harmonic function.

Secondly, the previous decomposition combined with the following result gives a complete picture of the regularity of an \( L_a \)-harmonic function.

**Proposition 2.3 ([49]).** Let \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \). Then there holds:

- if \( u \) is symmetric with respect to \( \Sigma \), we have \( u \in C^{1,\alpha}_{\text{loc}}(B_1) \), for any \( \alpha \in (0, 1) \);
- if \( u \) is antisymmetric with respect to \( \Sigma \), we have \( u \in C^{1,\alpha}_{\text{loc}}(B_1) \), for any \( \alpha \in (0, \alpha^*) \) with \( \alpha^* = \min\{1, 1 - a\} \).

Moreover, if \( a \in (-1, +\infty) \) and \( u \) is symmetric with respect to \( \Sigma \), we have that \( u \in C^\infty_{\text{loc}}(B_1) \).

**Proposition 2.4 ([49]).** Let \( a \in (-1, 1) \) and \( u \) be \( L_a \)-harmonic in \( B_1 \). Then, for every \( i = 1, \ldots, n \), we have that \( \partial_i u \) is \( L_a \)-harmonic in \( B_1 \), while \( \partial^2_{ii} u \) is \( L_{2-a} \)-harmonic in \( B_1 \), where
\[
\partial^2_{ii} u = \begin{cases} |y|^a \partial_{y_i} u & \text{if } X \notin \Sigma \\ \lim_{y \to 0} |y|^a \partial_{y_i} u(x, y) & \text{if } X \in \Sigma. \end{cases}
\]

These results have been recently obtained in [49, 42] using some new approximation technique and Liouville type theorem for a class of degenerate-singular elliptic problems.

We recall here some general result about \( L_a \)-harmonic functions. First we introduce the following Caccioppoli inequality, which enables us to give a priori estimates of the \( L^{2,a} \) norm of the derivatives of the solution \( u \) in terms of the \( L^{2,a} \)-norm of \( u \).
Proposition 2.5 ([17]). Let $\alpha \in (-1, 1)$ and $u$ an $L_\alpha$-harmonic function in $B_1$. Then, for each $X_0 \in B_1 \cap \Sigma$ and $0 < r < R \leq 1 - |X_0|$ we have

$$\int_{B_r(X_0)} |y|^\alpha |\nabla u|^2 \, dX \leq \frac{C}{(R - r)^2} \int_{B_R(X_0) \setminus B_r(X_0)} |y|^\alpha |u - \lambda|^2 \, dX,$$

for every $\lambda \in \mathbb{R}$.

Now, for $\alpha \in (-1, 1)$ let us fix

$$|S^n|_a = \int_{\partial B_1} |y|^\alpha \, d\sigma,$$

which implies

$$|S^n|_\alpha = r^{n+a} |S^n|_a \quad \text{and} \quad |B_{r}^{n+1}|_a = \frac{r^{n+a}}{n+a+1} |S^n|_a.$$

Lemma 2.6 ([50, Lemma A.1]). Let $\alpha \in (-1, 1)$ ad $u$ be an $L_\alpha$-harmonic function in $B_1$. Then, for each ball $B_r(X_0)$, with $X_0 \in \Sigma$ and $r \in (0, 1 - |X_0|)$, we have

$$u(X_0) = \frac{1}{|S^n|_a r^{n+a}} \int_{\partial B_r(X_0)} |y|^\alpha u \, d\sigma = \frac{1}{|B_{r+1}|_a r^{n+a+1}} \int_{B_r(X_0)} |y|^\alpha u \, dX.$$

We remark that in the case of $L_\alpha$-subharmonic function, i.e. $-L_\alpha u \leq 0$, the previous result holds true in the form of inequality. Finally, by standard Moser’s iteration technique, the following bound holds true.

Lemma 2.7 ([50, Lemma A.2]). Let $\alpha \in (-1, 1)$ and $u$ be a $L_\alpha$-subharmonic function in $B_1$. Then, for $X_0 \in B_1 \cap \Sigma$ and $r \in (0, 1 - |X_0|)$ we obtain

$$\|u\|_{L^\infty(B_{r/2}(X_0))} \leq C(n, \alpha) \left( \frac{1}{r^{n+1+a}} \int_{B_{r}(X_0)} |y|^\alpha u^2 \, dX \right)^{1/2},$$

where $C(n, \alpha)$ is a constant depending only on $n$ and $\alpha$.

3. Almgren monotonicity formula

In this Section, following [10], we introduce the degenerate-singular counterpart of the classical Almgren monotonicity formula for harmonic functions (cfr [1]). Since we intend to investigate the structure and regularity of the nodal set of $L_\alpha$-harmonic function near the characteristic manifold $\Sigma$, let us fix $X_0 = (x_0, 0) \in \Sigma$. Hence, for every $r \in (0, R)$, where $R > 0$ will be defined later, consider

$$E(X_0, u, r) = \frac{1}{r^{n+a-1}} \int_{B_r(X_0)} |y|^\alpha |\nabla u|^2 \, dX$$

$$H(X_0, u, r) = \frac{1}{r^{n+a}} \int_{\partial B_r(X_0)} |y|^\alpha u^2 \, d\sigma$$

and the Almgren quotient (also called frequency),

$$N(X_0, u, r) = \frac{E(X_0, u, r)}{H(X_0, u, r)} = \frac{r \int_{B_r(X_0)} |y|^\alpha |\nabla u|^2 \, dX}{\int_{\partial B_r(X_0)} |y|^\alpha u^2 \, d\sigma}.$$
Since \( u \in H^{1,a}_{\text{loc}}(B_1) \), both the functions \( r \mapsto E(X_0, u, r) \) and \( r \mapsto H(X_0, u, r) \) are locally absolutely continuous on \((0, +\infty)\), that is that both their derivatives are in \( L^1_{\text{loc}}((0, +\infty)) \).

**Proposition 3.1 ([10]).** Let \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function on \( B_1 \). Then, for every \( X_0 \in B_1 \cap \Sigma \) we have that the map \( r \mapsto N(X_0, u, r) \) is absolutely continuous and monotone nondecreasing on \((0, 1 - |X_0|)\).

Hence, there always exists finite the limit

\[
N(X_0, u, 0^+) = \lim_{r \to 0^+} N(X_0, u, r) = \inf_{r > 0} N(X_0, u, r),
\]

to which we will refer as the (Almgren) limiting frequency. Moreover,

\[
\frac{d}{dr} \log H(X_0, u, r) = \frac{2}{r} N(X_0, u, r).
\]

As a direct consequence of the monotonicity formula, we infer that the Almgren limiting frequency map \( X \mapsto \int_{0}^{r_0} N(X_0, u, r) dr \) to which we will refer as the (Almgren) limiting frequency. Moreover, the map \( N \) is upper semi-continuous since it is defined as the infimum of a continuous family of functions. Another simple consequence of the monotonicity result and \((7)\) is the following comparison property (which, with \( r_2 = 2r_1 \), is the so called doubling property, which is classical).

**Corollary 3.2.** Let \( a \in (-1, 1) \) and \( u \) be \( L_a \)-harmonic on \( B_1 \). Hence, there given \( N = N(X_0, u, 1 - |X_0|) \) such that for every \( X_0 \in B_1 \cap \Sigma \),

\[
H(X_0, u, r_2) \leq H(X_0, u, r_1) \left( \frac{r_2}{r_1} \right)^{2N}
\]

for \( 0 < r_1 < r_2 < 1 - |X_0| \).

In other words, for every \( X_0 \in B_1 \cap \Sigma \)

\[
\frac{1}{R^{n+a}} \int_{\partial B_R(X_0)} |y|^a u^2 d\sigma \lesssim \left( \frac{R}{r} \right)^{2N} \frac{1}{r^{n+a}} \int_{\partial B_r(X_0)} |y|^a u^2 d\sigma
\]

with \( 0 < r < R < 1 - |X_0| \) and \( N = N(X_0, u, 1 - |X_0|) \), and integrating the previous inequality we obtain

\[
\frac{1}{R^{n+a+1}} \int_{B_R(X_0)} |y|^a u^2 dX \lesssim \left( \frac{R}{r} \right)^{2N-1} \frac{1}{r^{n+a+1}} \int_{B_r(X_0)} |y|^a u^2 dX.
\]

In order to justify the analysis of the local behaviour of \( L_a \)-harmonic functions, we prove the validity of the strong unique continuation property for the degenerate-singular operator \( L_a \). In general, a function \( u \), is said to vanish of infinite order at a point \( X_0 \in \Gamma(u) \) if

\[
\int_{|X - X_0| < r} u^2 dX = O(r^k), \quad \text{for every } k \in \mathbb{N},
\]

as \( r \to 0 \). Given an elliptic operator \( L \), \( L \) is said to have the strong unique continuation property in \( B_1 \) if the only solution of \( Lu = 0 \) in \( H^1_{\text{loc}}(B_1) \) which vanishes of infinite order at a point \( X_0 \in \Gamma(u) \) is \( u = 0 \). Moreover, \( L \) is said to have the unique continuation property in \( B_1 \) if the solution of \( Lu = 0 \) in \( H^1_{\text{loc}}(B_1) \) which can vanish in an open subset of \( B_1 \) is \( u = 0 \). (see [21, 22] for more details for the uniformly elliptic case).

**Corollary 3.3 ([22, Theorem 1.4]).** Let \( a \in (-1, 1) \) and \( u \) be \( L_a \)-harmonic in \( B_1 \). Then \( u \) cannot vanish of infinite order at \( X_0 \in \Gamma(u) \cap B_1 \) unless \( u \equiv 0 \) in \( B_1 \).
In [22] the authors stated the proof for analytic nonnegative weights and pointed out the validity for more general, even degenerate, weighted elliptic equations. The previous result implies that the nodal set \( \Gamma(u) \) has empty interior in \( \mathbb{R}^{n+1} \). Hence, as a consequence of our blow-up analysis, we will prove a posteriori unique continuation property for the restriction of \( \Gamma(u) \) on \( \Sigma \). Using (7) and integrating from 0 to \( R \), one easily obtains

**Corollary 3.4.** Let \( \alpha \in (-1, 1) \) and \( u \) be an \( L_\alpha \)-harmonic function on \( B_1 \). Then, for every \( X_0 \in B_1 \cap \Sigma \) given \( R = 1 - |X_0| \) we have

\[
\frac{1}{n + a + 1 + 2N} \int_{\partial B_R(X_0)} |y|^{\alpha} u^2 d\sigma \leq \int_{B_R(X_0)} |y|^{\alpha} u^2 dX \leq \frac{1}{n + a + 1} \int_{\partial B_R(X_0)} |y|^{\alpha} u^2 d\sigma,
\]

where \( N = N(X_0, u, R) \).

The following result can be viewed as the degenerate-singular counterpart of [28, Theorem 1.6], which gives us a sufficient condition for the presence of the nodal set in the unitary ball.

**Proposition 3.5.** Let \( \alpha \in (-1, 1) \) and \( u \) be an \( L_\alpha \)-harmonic function on \( B_1 \). Then, for any \( R \in (0, 1) \) there exists \( N_0 = N_0(R) \) such that the following holds:

1. if \( N(0, u, 1) \leq N_0 \), then \( u \) does not vanish in \( B_R \);
2. if \( N(0, u, 1) > N_0 \), then

\[
N \left( X_0, u, \frac{1 - R}{2} \right) \leq CN(0, u, 1) \quad \text{for any} \quad X_0 \in B_R \cap \Sigma,
\]

where \( C \) is a positive constant depending only on \( n, \alpha \) and \( R \).

Moreover, the vanishing order, i.e. the Almgren frequency formula, of \( u \) at any point of \( B_R \) never exceeds \( CN(0, u, 1) \).

This proof follows directly from the one in [28, 32], so we omit it.

**Corollary 3.6.** Let \( u \) be \( L_\alpha \)-harmonic on \( B_1 \), then for every \( X_0 \in \Gamma(u) \cap \Sigma \) we have

\[
N(X_0, u, 0^+) \geq \min\{1, 1 - a\}.
\]

More precisely

- if \( u \) is symmetric with respect to \( \Sigma \), we have \( N(X_0, u, 0^+) \geq 1 \),
- if \( u \) is antisymmetric with respect to \( \Sigma \) we have \( N(X_0, u, 0^+) \geq 1 - a \).

**Proof.** This result follows by Proposition 2.3. More precisely, let \( \alpha^* = \min\{1, 1 - a\} \) be the coefficient of optimal Hölder regularity for \( L_\alpha \)-harmonic function, and suppose by contradiction that (9) is not satisfied. Since the limit \( N(X_0, u, 0^+) \) exists, we obtain the existence of \( R > 0 \) and \( \varepsilon > 0 \) such that \( N(X_0, u, r) \leq \alpha^* - \varepsilon \) for all \( 0 \leq r \leq R \). By (7), we consider a smaller interval of \( (0, R) \), we have

\[
\frac{d}{dr} \log H(X_0, u, r) = \frac{2}{R} N(X_0, u, r) \leq \frac{2}{r} (\alpha^* - \varepsilon).
\]

Integrating this inequality between \( r \) and \( R \) yields

\[
\frac{H(X_0, u, R)}{H(X_0, u, r)} \leq \left( \frac{R}{r} \right)^{2(\alpha^* - \varepsilon)}
\]

which, together with the fact that \( u \) is \( \alpha^* \)-Hölder continuous and \( u(X_0) = 0 \), implies

\[
C_1 r^{2(\alpha^* - \varepsilon)} \leq H(X_0, u, r) \leq C_2 r^{2\alpha^*}.
\]
The contradiction follows for small value of $r > 0$. If an addition we suppose that $u$ is symmetric or antisymmetric with respect to $\Sigma$, we obtain respectively that $u$ is Lipschitz continuous or $(1-a)$-Hölder continuous, and the lower bound on the Almgren frequency formula follows immediately. \hfill \Box

Now we focus our attention to the balls centred outside the characteristic manifold; for $X_0 \in B_1 \setminus \Sigma$, i.e. $y_0 \neq 0$, and $r \in (0, |y_0|)$, let us consider, as usual,

$$E(X_0, u, r) = \frac{1}{r^{n-1}} \int_{B_r(X_0)} |y|^a |\nabla u|^2 \, dX,$$

$$H(X_0, u, r) = \frac{1}{r^n} \int_{\partial B_r(X_0)} |y|^a u^2 \, d\sigma,$$

and consequently the associated Almgren frequency

$$N(X_0, u, r) = \frac{E(X_0, u, r)}{H(X_0, u, r)} = \frac{r \int_{B_r(X_0)} |y|^a |\nabla u|^2 \, dX}{r \int_{\partial B_r(X_0)} |y|^a u^2 \, d\sigma}. \quad (10)$$

Now we prove the validity of a perturbed monotonicity formula also in the case of balls centred outside $\Sigma$. Note that, by the results in [21, 22] we already know the validity of an Almgren type monotonicity formula associated with uniformly elliptic operator with Lipschitz leading coefficients. For completeness, we provide below a slightly different monotonicity result which holds for every $X_0 \in \mathbb{R}^{n+1}$, bypassing the change of coordinates introduced in [21, 22].

**Proposition 3.7.** Let $a \in (-1, 1)$ and $u$ be an $L_a$-harmonic function on $B_1$. Then, for every $X_0 \in B_1 \setminus \Sigma$ there exists $C > 0$ such that $r \mapsto e^{Cr} N(X_0, u, r)$ is absolutely continuous and monotone nondecreasing on $(0, |y_0|)$.

Hence, there always exists finite the limit

$$N(X_0, u, 0^+) = \lim_{r \to 0^+} N(X_0, u, r),$$

which we will call as the Almgren type frequency formula.

**Proof.** The strategy of the proof is similar to the one for the case $X_0 \in B_1 \cap \Sigma$. By (??) and (??), we already know that passing to the logarithmic derivatives we obtain from the Cauchy-Schwarz inequality

$$\frac{d}{dr} \log N(X_0, u, r) = \frac{1}{r} + \frac{d}{dr} \int_{B_r(X_0)} |y|^a |\nabla u|^2 \, dX - \frac{d}{dr} \int_{\partial B_r(X_0)} |y|^a u^2 \, d\sigma - \frac{d}{dr} \int_{B_r(X_0)} \frac{|y|^a}{y} u^2 \, d\sigma \geq \frac{a y_0}{r} \int_{\partial B_r(X_0)} |y|^a u^2 \, d\sigma - \frac{a y_0}{r} \int_{B_r(X_0)} \frac{|y|^a}{y} |\nabla u|^2 \, d\sigma.$$
for \( r \in (r_1, r_2) \). This remainders reflect the presence of the weight \( \omega(X) = |y|^\alpha \) and its homogeneity with respect to \( \Sigma \). Now, for every \( r \in (r_1, r_2) \)

\[
\frac{d}{dr} \log N(X_0, u, r) \geq \begin{cases} \frac{a y_0}{r} \left( \min_{\partial B_r(X_0)} \frac{1}{y} - \max_{\partial B_r(X_0)} \frac{1}{y} \right) & \text{if } a \cdot y_0 > 0 \\ -\frac{a y_0}{r} \left( \min_{\partial B_r(X_0)} \frac{1}{y} - \max_{\partial B_r(X_0)} \frac{1}{y} \right) & \text{if } a \cdot y_0 < 0 
\end{cases}
\]

which is equivalent to

\[
\frac{d}{dr} \log N(X_0, u, r) \geq -\frac{2 |ay_0|}{y_0 - r^2} \geq -\frac{2 |ay_0|}{y_0 - r_2^2} \quad \text{for } r \in (r_1, r_2),
\]

from which we learn that necessary \( r_2 < |y_0| \). Consider now

\[
H(X_0, u, r) = \frac{1}{r^{n-1}} \int_{\partial B_r(X_0)} |y|^\alpha u^2 d\sigma
\]

such that

\[
\frac{d}{dr} \log H(X_0, u, r) = 2 \frac{r}{r} N(X_0, u, r) + a \frac{r}{r} \left( 1 - \frac{\int_{\partial B_r(X_0)} |y|^\alpha u^2 d\sigma}{\int_{\partial B_r(X_0)} |y|^\alpha u^2 d\sigma} \right).
\]

Let us prove the existence of the limit of the Almgren frequency formula as \( r \to 0^+ \), so suppose by contradiction that \( r_1 = \inf \{ r > 0 : H(X_0, u, r) > 0 \text{ on } (r, |y_0|) \} > 0 \) and consider \( r \in (r_1, |y_0|) \). By the previous inequality, we have that there exists a positive constant \( C > 0 \) such that

\[
r \mapsto e^{Cr} N(X_0, u, r)
\]

is monotone nondecreasing on \((r_1, |y_0|)\). Then, let \( r_1 < r < 2r_1 \leq |y_0| \), since

\[
\frac{ay_0}{r} \int_{\partial B_r(X_0)} |y|^\alpha u^2 d\sigma \geq \begin{cases} \frac{1}{r} \frac{ay_0}{y_0 + 2r_1} & \text{if } a \cdot y_0 > 0 \\ \frac{1}{r} \frac{ay_0}{y_0 - 2r_1} & \text{if } a \cdot y_0 < 0 
\end{cases}
\]

we have

\[
\frac{d}{dr} \log H(X_0, u, r) \leq \frac{2}{r^2} e^{2Cr_1} N(X_0, u, 2r_1)
\]

By integrating (12), it follows

\[
\frac{H(X_0, u, 2r_1)}{H(X_0, u, r)} \leq \left( \frac{2r_1}{r} \right)^{2e^{2Cr_1} N(X_0, u, 2r_1)}
\]

and since \( r \mapsto H(X_0, u, r) \) is continuous, \( H(X_0, u, r_1) > 0 \) and we seek the contradiction.

\[\Box\]

As before, a simple consequence of the monotonicity result is the following comparison property (which, with \( r_2 = 2r_1 \), is the so called doubling property).
Corollary 3.8. Let $u$ be an $L_\alpha$-harmonic function in $B_1$. For every $X_0 \in B_1 \setminus \Sigma$, there exists $C > 0$ and $R > 0$ such that

$$H(X_0, u, r_2) \leq H(X_0, u, r_1) \left( \frac{r_2}{r_1} \right)^{2C}$$

for every $0 < r_1 < r_2 < R$.

Moreover, since the operator $L_\alpha$ is uniformly elliptic outside $\Sigma$, we can apply the same reasoning using the Lipschitz optimal regularity in $\mathbb{R}^n \setminus \Sigma$ and prove

Corollary 3.9. Let $u$ be an $L_\alpha$-harmonic function in $B_1$. For every $X_0 \in \Gamma(u) \setminus \Sigma$ we have $N(X_0, u, 0^+) \geq 1$.

4. Compactness of blow-up sequences

All the arguments exposed in the following Sections involve a local analysis of the solutions, which will be performed via a blow-up procedure. Fix $a \in (-1, 1)$ and $u$ an $L_\alpha$-harmonic function in $B_1$; let us consider now $X_0 \in \Gamma(u)$ a point on the nodal set of $u$, and define, for any $r_k \downarrow 0^+$, the normalized blow-up sequence as

$$u_k(X) = \frac{u(X_0 + r_kX)}{\sqrt{H(X_0, u, r_k)}} \quad \text{for} \quad X \in X \in B_{X_0, r_k} = \frac{B_1 - X_0}{r_k},$$

such that $L_\alpha u_k = 0$ and $\|u_k\|_{L^2(\partial B_1)} = 1$. We stress that we will always apply a blow-up analysis centered at point of the nodal set $\Gamma(u)$ on the characteristic manifold $\Sigma$, since as we already remarked the local behaviour of $L_\alpha$-harmonic function is known outside the characteristic manifold.

In this Section we will prove the convergence of the blow-up sequence and we provide the classification of the blow-up limits, starting from the following general convergence result.

Theorem 4.1. Let $a \in (-1, 1)$ and $\alpha^* = \min\{1, 1 - a\}$. Given $X_0 \in \Gamma(u) \cap \Sigma$ and a blow-up sequence $u_k$ centered in $X_0$ and associated with some $r_k \downarrow 0^+$, there exists $p \in H^{1, \alpha}_{loc}(\mathbb{R}^n)$ such that, up to a subsequence, $u_k \to p$ in $C^{1,\alpha}_{loc}(\mathbb{R}^n)$ for every $\alpha \in (0, \alpha^*)$ and strongly in $H^{1,\alpha}_{loc}(\mathbb{R}^n)$. In particular, the blow-up limit is an entire $L_\alpha$-harmonic function, i.e.

$$L_\alpha p = 0 \quad \text{in} \, \mathbb{R}^{n+1}.$$

In particular, the previous result can be easily improved in the case of $L_\alpha$-harmonic function purely symmetric with respect to $\Sigma$. More precisely, as suggested by Proposition 2.3, in the first case the convergence holds in $C^{1,\alpha}_{loc}$ for every $\alpha \in (0, 1)$, and this difference relies on the Liouville type theorems introduced in [49, 42].

The proof will be presented in a series of lemmata.

Lemma 4.2. Let $X_0 \in \Gamma(u) \cap \Sigma$. For any given $R > 0$, we have

$$\|u_k\|_{H^{1,\alpha}(B_R)} \leq C \quad \text{and} \quad \|u_k\|_{L^\infty(\overline{B_R})} \leq C,$$

where $C > 0$ is a constant independent on $k > 0$. 
Proof. Let us consider \( \rho_k^2 = H(X_0, u, r_k) \), then by definition of the blow-up sequence \( u_k \) and Corollary 3.2 we obtain

\[
\int_{\partial B_R} |y|^a u_k^2 \, d\sigma = \frac{1}{\rho_k^2} \int_{\partial B_R} |y|^a u^2(X_0 + r_k X) \, d\sigma
\]

\[
= \frac{1}{\rho_k^2} \int_{\partial B_{Rr_k}(X_0)} |y|^a u^2 \, d\sigma
\]

\[
= R^{n+a} \frac{H(X_0, u, R r_k)}{H(X_0, u, r_k)}
\]

\[
\leq R^{n+a} \left( \frac{R r_k}{r_k} \right)^{2 \hat{C}}
\]

which gives us \( \|u_k\|_{L^{2,a}(\partial B_R)}^2 \leq C(R) R^{n+a} \). Similarly

\[
\int_{B_R} |y|^a |\nabla u_k|^2 \, d\sigma = N(0, u_k, R) \frac{1}{R} \int_{\partial B_R} |y|^a u_k^2 \, d\sigma
\]

\[
\leq C(R) R^{n+1+a} N(X_0, u, R r_k)
\]

\[
\leq C(R) R^{n+1+a} N(X_0, u, R)
\]

where in the last inequality we used the monotonicity result of Proposition 3.1. Since the map \( u_k \) is \( L_a \)-harmonic, by [50, Lemma A.2] we obtain

\[
\sup_{B_{R/2}} u_k \leq C(n, s) \left( \frac{1}{R^{n+1+a}} \int_{B_R} |y|^a u_k^2 \, dX \right)^{1/2}
\]

\[
\leq C(n, s) \left( \frac{H(0, u_k, R)}{n + a + 1} \right)^{1/2},
\]

where in the second inequality we used the monotonicity of \( r \mapsto H(0, u_k, r) \) in \((0, R)\). Finally, the estimate follows directly from the one the \( L^{2,a}(\partial B_R) \)-norm. \( \square \)

So far we have proved the existence of a nontrivial function \( p \in H^{1,a}_{loc}(\mathbb{R}^{n+1}) \cap L^\infty_{loc}(\mathbb{R}^{n+1}) \) such that, up to a subsequence, we have \( u_k \rightharpoonup p \) weakly in \( H^{1,a}_{loc}(\mathbb{R}^{n+1}) \) and \( L_0 p = 0 \) in \( D'(\mathbb{R}^{n+1}) \). The next step is to prove that for \( X_0 \in \Gamma(u) \cap \Sigma \) the convergence \( u_k \rightharpoonup p \) is indeed strong in \( H^{1,a}_{loc} \) and in \( C^0_{loc} \) for \( \alpha \in (0, \alpha^*) \). This is a standard argument based on testing the weak formulation and using the fact that \( p \) belongs to \( H^{1,a}_{loc}(\mathbb{R}^n) \).

Lemma 4.3. For every \( R > 0 \), up to a subsequence, \( u_k \to p \) strongly in \( H^{1,a}(B_R) \).

Lemma 4.4. For every \( R > 0 \) there exists \( C > 0 \), independent of \( k \), such that

\[
[u_k]_{C^{0,a}(B_R)} = \sup_{X_1, X_2 \in \partial B_R} \frac{|u(X_1) - u(X_2)|}{|X_1 - X_2|} \leq C
\]

for every \( \alpha \in (0, \alpha^*) \).

Proof. The proof follows essentially the ideas of the similar results in [47, 46]: the critical exponent \( \alpha^* = \min\{1, 1 - a\} \) is related to a Liouville type theorem for \( L_a \)-harmonic function as given in [49, 42]. \( \square \)
If instead we consider the general case \( X_0 \in \Gamma(u) \) we can prove, as a direct consequence of the blow-up analysis of [44, Theorem 3.3], the following general result

**Theorem 4.5.** Let \( u \) be an \( L_\alpha \)-harmonic function in \( B_1 \) and \( X_0 \in \Gamma(u) \) a point on its nodal set. Given the blow-up sequence \( u_k \) centered in \( X_0 \) and associated with \( r_k \downarrow 0^+ \) we have these two cases:

1. If \( X_0 \in \Sigma \), there exists \( p \in H^{1,\alpha}_{\text{loc}}(\mathbb{R}^n) \) such that \( u_k \to p \) in \( C_{\text{loc}}^{0,\alpha}(\mathbb{R}^n) \) for every \( \alpha \in (0, \alpha^*) \) and strongly in \( H^{1,\alpha}_{\text{loc}}(\mathbb{R}^n) \). In particular the blow-up limit solves
   \[
   -L_{\alpha} p = 0 \quad \text{in} \quad \mathbb{R}^n.
   \]

2. If \( X_0 \notin \Sigma \), there exists \( p \in H^1_{\text{loc}}(\mathbb{R}^n) \) such that \( u_k \to p \) in \( C_{\text{loc}}^{0,\alpha}(\mathbb{R}^n) \) for every \( \alpha \in (0, 1) \) and strongly in \( H^1_{\text{loc}}(\mathbb{R}^n) \). In particular the blow-up limit solves
   \[
   -\Delta p = 0 \quad \text{in} \quad \mathbb{R}^n.
   \]

Next we focus our attention on the blow-up limit itself in the more challenging case \( X_0 \in \Gamma(u) \cap \Sigma \) and we investigate the connection between the value of the limiting frequency and the local behaviour of the solution. More precisely, we have

**Proposition 4.6.** Let \( X_0 \in \Gamma(u) \cap \Sigma \) and \( p \) be a blow-up limit of \( u \) centered in \( X_0 \), as previously defined. Then \( N(0, p, r) = N(X_0, u, 0^+) =: k \) for every \( r > 0 \) and \( p \) is \( k \)-homogeneous, i.e.

\[
p(X) = |X|^k p \left( \frac{X}{|X|} \right) \quad \text{for every} \quad X \in \mathbb{R}^{n+1}.
\]

**Proof.** First of all we prove that \( r \mapsto N(0, u, r) \) is constant. Let us observe that \( N(0, u_k, r) = N(X_0, u, r r_k) \) and that Theorem 4.1 yields that \( N(0, p, r) = \lim_{k} N(0, u_k, r) \). Similarly, for the right hand side we obtain \( \lim_{k} N(X_0, u, r r_k) = N(X_0, u, 0^+) \) by Proposition 3.1.

We now compute the derivative of \( r \mapsto N(0, p, r) \), in order to prove that \( p \) is \( k \)-homogeneous, where obviously \( k = N(X_0, u, 0^+) \) is the Almgren frequency formula. As in the proof of Proposition 3.1, we know that

\[
\frac{d}{dr} H(0, p, r) = \frac{2}{r^{n+\alpha-1}} \int_{\partial B_r} |y|^\alpha \partial_r p d\sigma
\]

and by integration by parts that

\[
\frac{d}{dr} E(0, p, r) = \frac{1}{r^{n+\alpha-1}} \int_{\partial B_r} |y|^\alpha (\partial_r p)^2 d\sigma.
\]

Hence, these two equalities imply

\[
0 = \frac{d}{dr} N(0, p, r) = \frac{2}{r^{2n+2\alpha-2}} \frac{1}{H^2(0, p, r)} \left[ \int_{\partial B_r} |y|^\alpha p^2 d\sigma \int_{\partial B_r} |y|^\alpha |\partial_r p|^2 d\sigma - \left( \int_{\partial B_r} |y|^\alpha \partial_r p d\sigma \right)^2 \right]
\]

for \( r > 0 \). This equality yields the existence of \( C = C(r) > 0 \) such that \( \partial_r p = C(r)p \) for every \( r > 0 \). Using this fact in (7) we infer

\[
2C(r) = \frac{\int_{\partial B_r} |y|^\alpha \partial_r p d\sigma}{\int_{\partial B_r} |y|^\alpha p^2 d\sigma} = \frac{d}{dr} \log H(0, p, r) = \frac{2}{r} N(0, p, r) = \frac{2}{r} k
\]

and thus \( C(r) = k/r \) and \( p \) is \( k \)-homogeneous as we claimed. \( \square \)
In the final part of this Section we classify the possible values of the Almgren limiting frequencies on the restriction \( \Gamma(u) \cap \Sigma \) and consequently the possible blow-up limits. This classification will be the key to understand the structure and the stratification of the nodal set of \( u \). A crucial consequence of our analysis is that the blow-up process discriminates between the symmetric and antisymmetric cases (with respect to \( \Sigma \)).

At this point, we already know that given an \( L_a \)-harmonic function \( u \) on \( B_1 \), for every \( X_0 \in \Gamma(u) \cap \Sigma \) and \( r_k \downarrow 0^+ \) we have, up to a subsequence, that

\[
    u_k(X) = \frac{u(X_0 + r_k X)}{\sqrt{H(X_0, u, r_k)}} \to p(X),
\]

where \( p \in H^{1,0}_{\text{loc}}(\mathbb{R}^{n+1}) \) is a nonconstant entire \( L_a \)-harmonic function homogenous of order \( k \in \mathbb{R} \) with \( \|p\|_{L^{2,a}(\partial B_1)} = 1 \). In particular, by Proposition 4.6 we already know that \( k = N(X_0, u, 0^+) \). Inspired by Proposition 2.2, let us consider separately the case when \( u \) is symmetric with respect to \( \Sigma \) and the antisymmetric one.

**Lemma 4.7.** Let \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function symmetric with respect to \( \Sigma \). Then, for every \( X_0 \in \Gamma(u) \cap \Sigma \), we have 

\[ N(X_0, u, 0^+) \in 1 + \mathbb{N}. \]

**Proof.** Let \( X_0 \in \Gamma(u) \cap \Sigma \) and \( k = N(X_0, u, 0^+) \) be the limiting frequency at \( X_0 \). For every \( r_k \to 0^+ \) we already know that, up to a subsequence, by Theorem 4.1 and Proposition 4.6 that

\[
    u_k(X) = \frac{u(X_0 + r_k X)}{\sqrt{H(X_0, u, r_k)}} \to p(X),
\]

where \( p \) is an \( L_a \)-harmonic \( k \)-homogenous function symmetric with respect to \( \Sigma \).

Since, by Corollary 3.6 we already know that \( k \geq 1 \), let us suppose by contradiction that there exists an homogenous \( L_a \)-harmonic function of order \( k > 1 \) such that \( k \not\in \mathbb{N} \). Since for every \( i = 1, \ldots, n \), we have

\[ L_a(\partial x_i, p) = \partial x_i L_a p = 0, \]

fixed \( k = |k| \), by Euler’s homogenous function Theorem, we already know that any \( k \)-order partial derivative of \( p \) with respect to the variables \( x_1, \ldots, x_n \) must be an homogenous \( L_a \)-harmonic of order \( \alpha = k - |k| \in (0, 1) \). The contradiction follows from Proposition 3.6, since the homogeneity of an homogenous function is equal to the Almgren frequency formula evaluated in the origin, hence in the symmetric case it must be greater or equal to 1. \( \square \)

**Lemma 4.8.** Let \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function antisymmetric with respect to \( \Sigma \). Then, for every \( X_0 \in \Gamma(u) \cap \Sigma \), we have

\[ N(X_0, u, 0^+) \in 1 - a + \mathbb{N}. \]

**Proof.** As in the previous Lemma, let \( X_0 \in \Gamma(u) \cap \Sigma \) and \( k = N(X_0, u, 0^+) \) be the limiting frequency at \( X_0 \). For every \( r_k \to 0^+ \) we already know that, up to a subsequence, we have by Theorem 4.1 and Proposition 4.6 that \( u_k \to p \) where \( p \) is an \( L_a \)-harmonic \( k \)-homogenous function antisymmetric with respect to \( \Sigma \).

By Proposition 2.2, there exists \( q \in H^{1,2-a}_{\text{loc}}(\mathbb{R}^{n+1}) \) and \( L_{2-a} \)-harmonic function symmetric with respect
either symmetric or antisymmetric with respect to $\Sigma$. Since $p$ is $k$-homogenous, we already know that $q$ must be $(k - 1 + a)$-homogenous, i.e.
\[
q(X) = p(X) y^{-1} |y|^a = |X|^{k-1+a} p \left( \frac{X}{|X|} \right) y^{-1} \frac{|y|^a}{|X|^{-1+a}} = |X|^{k-1+a} q \left( \frac{X}{|X|} \right)
\]
for every $X \in \mathbb{R}^{n+1}$.

Obviously if $q(0) = 0$, then $k = 1 - a$ and $q$ is zero-homogenous, i.e. $q \equiv q(0)$ on $\mathbb{R}^{n+1}$, instead, if $q(0) = 0$, by Lemma 4.7 we know that $N(0, q, 0^+) \in 1 + \mathbb{N}$ and consequently $k \in 2 - a + \mathbb{N}$. Similarly, since these two cases correspond to $N(0, q, 0^+) = 0$ and $N(0, q, 0^+) \in 1 + \mathbb{N}$, the final result on $k$ can be formulated as $N(X_0, u, 0^+) \in 1 - a + \mathbb{N}$.

The proof is a direct consequence of the previous Lemmas and we leave it to the readers.

**Proposition 4.9.** Let $a \in (-1, 1)$ and $u$ be an $L_a$-harmonic function. Given $X_0 \in \Gamma(u) \cap \Sigma$ and a blow-up sequence $u_k$ centered in $X_0$ and associated with some $r_k \downarrow 0^+$. Then the blow-up limit $p \in H_{loc}^{1,a}(\mathbb{R}^{n+1})$ is either symmetric or antisymmetric with respect to $\Sigma$ and
\[
N(X_0, u, 0^+) \begin{cases} 1 + \mathbb{N}, & \text{if } p \text{ is symmetric,} \\ 1 - a + \mathbb{N}, & \text{if } p \text{ is antisymmetric.} \end{cases}
\]

In order to understand the local behaviour of our solution, let’s now proceed with the explicit construction of homogeneous $L_a$-harmonic functions, first examining the symmetric ones.

**Lemma 4.10.** Let $p \in H_{loc}^{1,a}(\mathbb{R}^{n+1})$ be a nonconstant homogeneous $L_a$-harmonic function, symmetric with respect to $\Sigma$. Then $p$ does not depend on the variable $y$ if and only if it is harmonic in the variable $(x_1, \ldots, x_n) \in \mathbb{R}^n$.

The proof is trivial and the main consequence is that for every $k \in 1 + \mathbb{N}$ an homogenous harmonic function in the variable $x_1, \ldots, x_n$ of order $k$ is an admissible blow-up limit. For this reason, let us concentrate our attention on the case of blow-up limits that depend on the variable $y$.

**Lemma 4.11.** [9, Lemma 2.7] Let $p \in H_{loc}^{1,a}(\mathbb{R}^{n+1})$ be an entire $L_a$-harmonic function symmetric with respect to $\Sigma$, such that
\[
|p(X)| \leq C \left( 1 + |X|^k \right) \quad \text{in } \mathbb{R}^{n+1},
\]
for some $k \in \mathbb{N}$. Then $p$ is a polynomial.

In order to give an explicit expression of the blow-up limits, we start with the case $n + 1 = 2$, and we remark that if $p$ is a $k$-homogenous $L_a$-harmonic function, then for every $i = 1, \ldots, n$ the functions $\partial_{x_i} u$ are $(k - 1)$-homogenous $L_a$-harmonic function and $\partial_{yy}^2 u + a y^{-1} \partial_y u$ is a $(k - 2)$-homogenous $L_a$-harmonic function. More precisely a straightforward computation leads to

**Lemma 4.12.** Let $p \in H_{loc}^{1,a}(\mathbb{R}^{n+1})$ be an $L_a$-harmonic homogenous polynomial of degree $k \geq 2$ symmetric with respect to $\Sigma$. Then $p$ is $L_a$-harmonic if and only if $\partial_{x_i} p$ and $\partial_{yy}^2 p + a y^{-1} \partial_y p$ are $L_a$-harmonic, for every $i = 1, \ldots, n$.

The following Proposition gives a complete picture of the possible entire configurations in $\mathbb{R}^2$. This profiles will be useful in the stratification result of Section 7.
Proposition 4.13. Let \( p \in H^{1,a}_{loc}(\mathbb{R}^2) \) be a nonconstant entire \( L_a \)-harmonic function symmetric with respect to \( \Sigma \) such that \( N(0, p, r) = k \) for every \( r > 0 \). Suppose that \( p \) depends on the variable \( y \), then if \( k \in 2\mathbb{N} \) we have

\[
p(x, y) = -\frac{(-1)^{k/2} \Gamma \left( \frac{1}{2} + \frac{a}{2} \right)}{2^{k/2} \Gamma \left( 1 + \frac{k}{2} \right) \Gamma \left( \frac{1}{2} + \frac{a}{2} + \frac{k}{2} \right)} \cdot 2F_1 \left( \begin{array}{c}
-\frac{k}{2}, -\frac{k}{2} - \frac{a}{2} + \frac{1}{2} + \frac{k}{2} \\
\frac{x^2}{y^2}
\end{array} \right) y^k,
\]

and if \( k \in 2\mathbb{N} + 1 \) we obtain

\[
p(x, y) = -\frac{(-1)^{(k+1)/2} \Gamma \left( \frac{1}{2} + \frac{a}{2} \right)}{2^{k-1} \Gamma \left( 1 + \frac{k}{2} \right) \Gamma \left( \frac{1}{2} + \frac{a}{2} + \frac{k}{2} \right)} \cdot 2F_1 \left( \begin{array}{c}
\frac{k}{2}, -\frac{k}{2} - \frac{a}{2} + \frac{3}{2} - \frac{x^2}{y^2}
\end{array} \right) xy^{k-1},
\]

where \( 2F_1 \) is the hypergeometric function.

Proof. The proof is based on the properties related to the derivatives of homogenous \( L_a \)-harmonic functions and proceeds by induction. By Lemma 4.11, we already know that every homogenous \( L_a \)-harmonic function symmetric with respect to \( \Sigma \) is a polynomial \( p(x, y) \) such that, for every \( x \in \Sigma \) the map \( y \mapsto p(x, y) \) is a polynomial of even degree.

Fix \( k = 2m \) with \( m \in \mathbb{N} \), consider

\[
(16) \quad c(m, a, t) = \frac{(-1)^{m-t}}{2^t} \frac{1}{2^m-t(m-t)!} \prod_{i=1}^{m-t} \frac{1}{2i + a - 1} = \frac{(-1)^{m-t} \Gamma \left( \frac{1}{2} + \frac{a}{2} \right)}{2^t(m-t)!2^{m-2t} \Gamma \left( m-t + \frac{1}{2} + \frac{a}{2} \right)}
\]

and consequently

\[
p(x, y) = \frac{x^{2m}}{2!} + \sum_{t=0}^{m-1} c(m, a, t)x^{2t}y^{2m-2t}.
\]

which is equivalent to (14). By a direct computation, it is easy to see that \( L_a p(x, y) = 0 \) for every \( (x, y) \in \mathbb{R}^2 \). Now, let us prove by induction on \( k \geq 2 \) that every homogenous \( L_a \)-harmonic function is of the form (14). Since the case \( k = 0 \) is trivial, let us take \( k = 2 \). Since \( p \) must be of degree 2 and even in the variable \( y \), the polynomial must be like \( p(x, y) = a_1 x^2 + a_2 y^2 \) and consequently

\[
L_a p = 0 \quad \iff \quad a_2 = -\frac{1}{1 + a} a_1,
\]

and for \( a_1 = 1/2 \) we obtain the formula in (16).

Suppose (16) are true for \( k \in 2\mathbb{N} \), and consider a \( L_a \)-harmonic polynomial \( p \) of degree \( k + 2 \), i.e.

\[
p(x, y) = a_{m+1} x^{2m+2} + \sum_{t=0}^{m} a_t x^{2t} y^{2m-2t}.
\]

Since \( \partial_y^2 p \) is a \( L_a \)-harmonic polynomial of degree \( k \), we must have by the inductive hypothesis

\[
a_{m+1}(2m+2)(2m+1) = \frac{1}{2m!}, \quad 2t(2t-1)a_t = c(m, a, t - 1) \text{ for } t = 1, \ldots, m.
\]
which imply, by definition (16), that

\[ a_{m+1} = \frac{1}{(2m + 2)!}, \quad a_t = \frac{c(m, a, t - 1)}{2t(2t - 1)} = c(m + 1, a, t) \]

for \( t = 1, \ldots, m \). Finally, let \( w = -\partial_y^2 p - ay^{-1}\partial_y p \) be a polynomial of degree \( k \). By Lemma 4.12 \( w \) is \( L_\alpha \)-harmonic and, by the inductive hypothesis, we obtain by linearity that

\[ -\partial_y^2(p_0 a_0 y^{2m+2}) - ay^{-1}\partial_y(p_0 y^{2m+2}) = c(m, a, 0) y^{2m}, \]

or in other words that

\[ -(2m + 2)(2m + 1 + a)a_0 = c(m, a, 0), \]

which implies that

\[ a_0 = \frac{c(m, a, 0)}{2(m + 1)(2m + 1 + a)} = c(m + 1, a, 0). \]

We have already proved the formula for the case \( k \in 2\mathbb{N} \), while the other one is obtained via an integration respect to the variable \( x \).

Before considering the general case \( n \geq 3 \), we complete the Section with some concrete examples of blow-up profiles in 2-dimensional case. This example, and more generally the class of homogeneous function described by the previous Proposition, will summarize all the possible behaviour of the \( (n-2) \)-dimensional singular set, as we will see in Section 7. For \( n \geq 3 \), we can not give an explicit formula for the blow-up limits which depend on the variable \( y \), but we can prove that every polynomial in \( \mathbb{R}^n \) admits a unique \( L_\alpha \)-harmonic extension symmetric with respect to \( \Sigma \). Since we want to classify the possible blow-up limit of \( s \)-harmonic functions on the nodal set, this result suggests that \( s \)-harmonic functions can vanish like any polynomial. We will discuss in the following Sections the implication of this classification.

**Lemma 4.14.** [24, Lemma 5.2] Let \( p(x) \) be an homogeneous polynomial of degree \( d \) in \( \mathbb{R}^n \). Then, there exists a unique polynomial \( q(X) = q(x, y) \) of degree \( d \) in \( \mathbb{R}^{n+1} \) such that

\[
\begin{cases}
L_\alpha q = 0 & \text{in } \mathbb{R}^{n+1} \\
q(x, y) = q(x, -y) & \text{in } \mathbb{R}^{n+1} \\
q(x, 0) = p(x) & \text{on } \mathbb{R}^n.
\end{cases}
\]

In particular, it can proved that this extension is obtained by

\[
q(x, y) = \sum_{k \geq 0} (-1)^k c_{2k} \Delta^k \frac{x^\alpha y^{2k}}{\alpha! (2k)!}, \quad c_{2k} = \prod_{i=1}^{k} \frac{2i - 1}{2i - 2s},
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^d \), \( x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \) and \( \alpha! = \alpha_1! \cdots \alpha_n! \).

Inspired by the previous results, let us introduce the following classes of blow-up limit.

**Definition 4.15.** Given \( a \in (-1, 1) \) and \( k \in \mathbb{R} \), we define the set of all possible blow-up limit of order \( k \), i.e. the set of all \( L_\alpha \)-harmonic symmetric polynomials of degree \( k \), as

\[
\Omega_k^\alpha(\mathbb{R}^{n+1}) = \left\{ p \in H_{\text{loc}}^{\alpha, \alpha}(\mathbb{R}^{n+1}) \mid \begin{array}{c}
L_\alpha p = 0 \text{ in } \mathbb{R}^{n+1} \\
p(X) = |X|^k p\left(\frac{X}{|X|}\right) \text{ in } \mathbb{R}^{n+1}
\end{array} \right\}.
\]
Similarly, the set of blow-up limit of order \( k \) respectively symmetric or antisymmetric with respect to \( \Sigma \) are defined as
\[
\begin{align*}
s^kB^a_k(\mathbb{R}^{n+1}) &= \left\{ p \in B^a_k(\mathbb{R}^{n+1}) \mid p \text{ symmetric with respect to } \Sigma \right\}, \\
as^kB^a_k(\mathbb{R}^{n+1}) &= \left\{ p \in B^a_k(\mathbb{R}^{n+1}) \mid p \text{ antisymmetric with respect to } \Sigma \right\}.
\end{align*}
\]

By Proposition 2.2 and Lemma 4.10 we can classify even more the structure of the previous classes emphasizing two subclasses of blow-up limit.

**Definition 4.16.** Given \( a \in (-1, 1) \) and \( k \in \mathbb{R} \), let us define \( s^kB^a_k(\mathbb{R}^{n+1}) = B^0_k(\mathbb{R}^n) \) the set of functions \( p \in B^a_k(\mathbb{R}^{n+1}) \) such that \( \Delta_p = 0 \), namely \( p(x, y) = p(x) \) in \( \mathbb{R}^{n+1} = \mathbb{R}^n \times \mathbb{R} \).

By the previous Section, we already know that for \( a \in (-1, 1) \) we have \( B^0_k(\mathbb{R}^{n+1}) = B^1_k(\mathbb{R}^{n+1}) \) and for \( k \geq 2 \) we have \( s^kB^a_k(\mathbb{R}^{n+1}) \setminus B^a_k(\mathbb{R}^{n+1}) \neq \emptyset \) and it consists of all blow-up limit which depends on the variable \( y \). Finally

**Corollary 4.17.** For \( a \in (-1, 1) \), let \( u \) be an \( L_a \)-harmonic function in \( B_1 \) and \( X_0 \in \Gamma_k(u) \), for some \( k \in 1 + \mathbb{N} \) or \( k \in 1 - a + \mathbb{N} \). Then, every blow-up limit \( p \) centered in \( X_0 \in \Gamma_k(u) \) is either in \( s^kB^a_k(\mathbb{R}^{n+1}) \) or in \( a^kB^a_k(\mathbb{R}^{n+1}) \). Moreover, for every \( a \in (-1, 1) \) we have
\[
as^kB^a_k(\mathbb{R}^{n+1}) = s^kB^{2-a}_{k+a-1}(\mathbb{R}^{n+1})|y|^{-a}.
\]

5. **Uniqueness and continuity of tangent maps and tangent fields**

In this Section we start introducing a Weiss type monotonicity formula, which is a fundamental tool for the blow-up analysis at the nodal points \( X_0 \in \Gamma(u) \) where \( N(X_0, 0^+) = k \). Starting from this, we will improve our knowledge of the blow-up convergence by proving the existence of a unique non trivial blow-up limit at every point of the nodal set \( \Gamma(u) \), which will be called the tangent map \( \varphi^{X_0} \) of \( u \) at \( X_0 \). In particular, driven by the decomposition in (4), we introduce the notion of tangent field at the nodal point \( \Phi^{X_0} \), which have a major role in our blow-up analysis.

**Definition 5.1.** Given \( u \), an \( L_a \)-harmonic function in \( B_1 \), for a real number \( k \geq \min\{1, 1-a\} \), we define
\[
\Gamma_k(u) := \{ X_0 \in \Gamma(u) : N(X_0, u, 0^+) = k \}.
\]

One has to point out that the sets \( \Gamma_k(u) \) may be nonempty only for \( k \) in a certain range of values, depending on \( u \) and \( k \) itself. Indeed, by Proposition 4.9, we already know that \( \Gamma_k(u) \cap \Sigma \neq \emptyset \) implies \( k \in 1 + \mathbb{N} \) or \( k \in 1 - a + \mathbb{N} \). Notice that the Weiss formula used for the uniformly elliptic case is usually different. We remark that all the following results are well known for the case \( X_0 \in \Gamma_k(u) \setminus \Sigma \) since the \( L_a \) operator is uniformly elliptic outside \( \Sigma \). A direct computation gives

**Proposition 5.2.** Let \( u \) be a nontrivial \( L_a \)-harmonic function in \( B_1 \). For \( X_0 \in \Gamma_k(u) \cap \Sigma \), we introduce the \( k \)-Weiss function
\[
W_k(X_0, u, r) = \frac{1}{r^{n+a+1}+2k} \int_{B_r(X_0)} |y|^a|\nabla u|^2 \, dX - \frac{k}{r^{n+a+1}+2k} \int_{\partial B_r(X_0)} |y|^a |u|^2 \, d\sigma.
\]

For \( r \in (0, 1 - |X_0|) \) we have
\[
\frac{d}{dr} W_k(X_0, u, r) = \frac{2}{r^{n+a+1}+2k} \int_{\partial B_r(X_0)} |y|^a (|\nabla u| (X - X_0) - ku)^2 \, d\sigma.
\]
which implies that \( r \mapsto W_k(X_0, u, r) \) is monotone nondecreasing in \((0, 1 - |X_0|)\). Furthermore, the map \( r \mapsto W_k(X_0, u, r) \) is constant if and only if \( u \) is homogeneous of degree \( k \).

By a integration by parts, we can rewrite the \( k \)-Weiss function as

\[
W_k(X_0, u, r) = \frac{1}{r^{n+a+2k}} \int_{\partial B_r(X_0)} |y|^a u (\langle \nabla u, X - X_0 \rangle - u) \, d\sigma.
\]

**Proposition 5.3.** Let \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \) and \( X_0 \in \Gamma_k(u) \cap \Sigma \). For every homogeneous \( L_a \)-harmonic polynomial \( p \in \mathcal{Q}_n^a(\mathbb{R}^{n+1}) \), the map

\[
r \mapsto \frac{H(X_0, u - p_{X_0}, r)}{r^{2k}} = \frac{1}{r^{n+a+2k}} \int_{\partial B_r(X_0)} |y|^a (u - p_{X_0})^2 \, d\sigma
\]

is monotone non decreasing in \((0, 1 - |X_0|)\), where \( p_{X_0}(X) = p(X - X_0) \).

Through the following Section, we will use the notation \( r \mapsto M(X_0, u, p_{X_0}, r) \) for the previous map.

**Proof.** Since \( X_0 \in \Gamma_k(u) \cap \Sigma \) and \( p \) is a \( k \)-homogenous \( L_a \)-harmonic function, we already know that

\[
W_k(X_0, u, r) \geq 0 \quad \text{and} \quad W_k(X_0, p_{X_0}, r) = 0
\]

for every \( r \in (0, 1 - |X_0|) \). Let \( w = u - p_{X_0} \), then

\[
W_k(X_0, u, r) = W_k(X_0, u, r) + W_k(X_0, p_{X_0}, r)
\]

\[
= \frac{1}{r^{n+a+1+2k}} \left( \int_{\partial B_r(X_0)} |y|^a |\nabla w|^2 + 2 |y|^a \langle \nabla w, \nabla p \rangle \, dX - k \int_{\partial B_r(X_0)} |y|^a w^2 + 2 |y|^a wp \, d\sigma \right)
\]

\[
= W_k(X_0, w, r) + \frac{2}{r^{n+a+2k}} \int_{\partial B_r(X_0)} |y|^a w((\nabla p_{X_0}, X - X_0) - kp) \, d\sigma
\]

Hence, by \((??)\), we finally obtain

\[
\frac{d}{dr} H(X_0, u - p_{X_0}, r) = \frac{2}{r^{2k+1}} H(X_0, u - p_{X_0}, r) (N(X_0, u - p_{X_0}, r) - k)
\]

\[
= \frac{2}{r} W_k(X_0, u - p_{X_0}, r) \geq 0.
\]

Now, we apply the previous monotonicity formula to study the vanishing order of the \( L_a \)-harmonic function at the points of the nodal set. In particular, we prove a nondegeneracy and uniqueness result of the blow-up limit, for every points of the nodal set.

**Lemma 5.4.** Let \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \). Then, for every \( X_0 \in \Gamma_k(u) \cap \Sigma \), there exists \( C > 0 \) such that

\[
|u(X)| \leq C |X - X_0|^k \quad \text{in} \ B_{R/2}(X_0).
\]

where \( R = 1 - \text{dist}(X_0, \partial B_1) \).

**Proof.** Since whenever \( X_0 \in \Gamma_k(u) \) we have \( N(X_0, u, r) \geq N(X_0, u, 0^+) = k \), then for every \( r \in (0, R) \)

\[
\frac{d}{dr} \log H(X_0, u, r) \geq \frac{2}{r} N(X_0, u, r) \geq \frac{2k}{r}
\]
and similarly

$$\log \frac{H(X_0, u, R)}{H(X_0, u, r)} \geq 2k \log \frac{1}{r},$$

which implies $H(X_0, u, r) \leq H(X_0, u, R)^{2k}$. Now, by [50, Lemma A.2.] and the previous estimate, we obtain for every $r \in (0, R)$

$$\sup_{u/r} u \leq C(n, a) \left( \frac{1}{r^{n+1}} \int_{B_r} |y|^a u^2 dX \right)^{1/2} \leq C(n, a) \left( \frac{H(0, u, R)}{n + a + 1} \right)^{1/2},$$

where in the second inequality we used the monotonicity of $r \mapsto H(0, u, r)$ in $(0, R)$.

**Lemma 5.5 (Nondegeneracy).** Let $a \in (-1, 1)$ and $u$ be an $L_a$-harmonic function in $B_1$. Then, for every $X_0 \in \Gamma_k(u) \cap \Sigma$ there exists $C > 0$ such that

$$\sup_{\partial B_r(X_0)} |u(X)| \geq Cr^k \quad \text{for } 0 < r < R$$

where $R = 1 - \text{dist}(X_0, \partial B_1)$.

**Proof.** Fix $X_0 \in \Gamma_k(u)$ and suppose by contradiction, given a decreasing sequence $r_j \downarrow 0$, that

$$\lim_{j \to \infty} \frac{H(X_0, u, r_j)^{1/2}}{r_j} = \lim_{j \to \infty} \left( \frac{1}{r_j^{n+a+2k}} \int_{\partial B_{r_j}(X_0)} |y|^a u^2 d\sigma \right)^{1/2} = 0.$$

Consider now the blow-up sequence

$$u_j(X) = \frac{u(X_0 + r_j X)}{\rho_j} \quad \text{where } \rho_j = H(X_0, u, r_j)^{1/2}$$

constructed starting from $r_j$ and centered in $X_0 \in \Gamma_k(u)$. By Theorem 4.1, up to a subsequence $u_j \to p$ uniformly, where $p$ is a nontrivial $L_a$-harmonic homogenous polynomial of degree $k$ such that $H(0, p, 1) = 1$.

Let us focus our attention on the functional $M(X_0, u, p X_0, r)$ with $p X_0$ as above. By the assumption on the growth of $u$ it follows

$$M(X_0, u, p X_0, 0^+) = \lim_{r \to 0} \frac{1}{r^{n+a+2k}} \int_{\partial B_r(X_0)} |y|^a (u - p X_0)^2 d\sigma = \lim_{r \to 0} \int_{\partial B_1} |y|^a \left( \frac{u(X_0 + r X)}{r^k} - p(X) \right)^2 d\sigma = \int_{\partial B_1} |y|^a \rho^2 d\sigma = \frac{1}{r^{n+a+2k}} \int_{\partial B_r(X_0)} |y|^a p_{X_0}^2 d\sigma.$$

By the monotonicity result of Proposition 5.3 on the map $r \mapsto M(X_0, u, p X_0, r)$, we obtain

$$\frac{1}{r^{n+a+1+2k}} \int_{\partial B_r(X_0)} |y|^a (u - p X_0)^2 d\sigma \geq \frac{1}{r^{n+a-1+2k}} \int_{\partial B_r(X_0)} |y|^a p_{X_0}^2 d\sigma.$$
and similarly
\[ \int_{\partial B_r(x_0)} |y|^a (u^2 - 2u p x_0) \, d\sigma \geq 0. \]

On the other hand, rescaling the previous inequality and using the blow-up sequence \( u_k \) defined as above, we obtain
\[ \int_{\partial B_1} |y|^a \left( H(X_0, u, r_j) u_j^2 - 2 H(X_0, u, r_j)^{1/2} r_j u_j p \right) \, d\sigma \geq 0 \]
and
\[ \int_{\partial B_1} |y|^a \left( \frac{H(X_0, u, r_j)^{1/2}}{r_j^2} u_j^2 - 2 u_j p \right) \, d\sigma \geq 0. \]
One gets a contradiction passing to the limit for \( j \to \infty \); indeed by the previous inequality we obtain
\[ \int_{\partial B_1} |y|^a p^2 \, d\sigma \leq 0 \]
in contradiction with \( p \neq 0 \).

**Theorem 5.6** (Uniqueness of the blow-up limit). Given \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \), let us consider \( X_0 \in \Gamma_k(u) \cap \Sigma \), i.e. \( N(X_0, u, 0^+) = k \). Then there exists a unique nonzero \( p \in \mathcal{B}^k(R^{n+1}) \) blow-up limit such that
\begin{equation}
\tag{18}
u_{X_0, r}(X) = \frac{u(X_0 + r X)}{r^k} \to p(X).
\end{equation}

**Proof.** Up to a subsequence \( r_j \to 0^+ \), we have that \( u_{X_0, r_j} \to p \) in \( C^{0, \alpha}_0 \). The existence of such limit follows directly from the previous growth estimate \( |u(X)| \leq C |X|^k \) and by Lemma 5.5 we have \( p \) is not identically zero. Now, for any \( r > 0 \) we have
\[ W_k(0, p, r) = \lim_{j \to \infty} W_k(0, u_{X_0, r_j}, r) = \lim_{j \to \infty} W_k(X_0, u, r r_j) = W_k(X_0, u, 0^+) = 0. \]

In particular, Proposition 5.2 implies that the \( L_a \)-harmonic function \( p \) is \( k \)-homogeneous and consequently \( p \in \mathcal{B}^k(R^{n+1}) \). By Proposition 5.3 the limit \( M(X_0, u, p x_0, 0^+) \) exists and can be computed by
\[
M(X_0, u, p x_0, 0^+) = \lim_{j \to \infty} M(X_0, u, p x_0, r_j)
= \lim_{j \to \infty} M(0, u x_0, r_j, p, 1)
= \lim_{j \to \infty} \int_{\partial B_1} |y|^a (u_{x_0, r_j} - p)^2 \, d\sigma = 0.
\]
Moreover, let us suppose by contradiction that for any other sequence \( r_i \to 0^+ \) we have that the associated sequence converges to another blow-up limit, i.e. \( u_{X_0, r_i} \to q \in \mathcal{B}^k(R^{n+1}), q \neq p \), then
\[ 0 = M(X_0, u, p x_0, 0^+) = \lim_{i \to \infty} M(X_0, u, p x_0, r_i)
= \lim_{i \to \infty} \int_{\partial B_1} |y|^a (u_{r_i} - p)^2 \, d\sigma
= \int_{\partial B_1} |y|^a (q - p)^2 \, d\sigma.
\]
As we claim, since \( q \) and \( p \) are both homogenous of degree \( k \) they must coincide in \( R^n \). \( \square \)
Inspired by the previous uniqueness and nondegeneracy results, we introduce the notion of tangent map at every point on the nodal set \(\Gamma(u)\).

**Definition 5.7.** Given \(a \in (-1, 1)\), let \(u\) be an \(L_a\)-harmonic function in \(B_1\) and \(X_0 \in \Gamma_k(u) \cap \Sigma\), for \(k \geq \min\{1, 1 - a\}\). We define as tangent map of \(u\) at \(X_0\) the unique nonzero map \(\varphi^{X_0} \in \mathcal{B}_k^a(u)\) such that

\[
u_{X_0,r}(X) = \frac{u(X_0 + rX)}{\sqrt{H(X_0, u, r)}} \rightarrow \varphi^{X_0}(X).
\]

Moreover, we define as normalized tangent map of \(u\) at \(X_0\), the unique nonzero map \(p^{X_0} \in \mathcal{B}_k^a(u)\) normalized with respect to the \(L^{2,a}(\partial B_1)\) norm, i.e. the map obtained as

\[
u_{X_0,r}(X) = \frac{u(X_0 + rX)}{\sqrt{H(X_0, u, r)}} \rightarrow p^{X_0}.
\]

Exploiting the deep connection between the existence and uniqueness of the tangent map and the Taylor expansion of an \(L_a\)-harmonic function, we can find another characterization of the sets \(\Gamma_k(u)\).

**Corollary 5.8.** For \(a \in (-1, 1)\), let \(u\) be an \(L_a\)-harmonic function in \(B_1\) and \(X_0 \in \Gamma_k(u) \cap \Sigma\), with \(k \geq \min\{2, 2 - a\}\). Then

- if \(k \in 2 + \mathbb{N}\), we have \(D'u(X_0) = 0\) for every \(|\nu| \leq k - 1\) and there exists \(|\nu_0| = k\) such that \(D^{\nu_0} u(X_0) \neq 0\);
- if \(k \in 2 - a + \mathbb{N}\), we have \(D'u(y|y|^{-a})(X_0) = 0\) for every \(|\nu| \leq k - 1\) and there exists \(|\nu_0| = k\) such that \(D^{\nu_0}(uy|y|^{-a})(X_0) \neq 0\).

Finally, we can prove the validity of the weak unique continuation principle for the restriction of \(\Gamma(u)\) on \(\Sigma\). This result will improve the study of the nodal set of \(u\) by showing that its restriction on the characteristic manifold \(\Sigma\) is either with empty interior in \(\Sigma\) or is \(\Sigma\) itself. While in [39] the author proved a similar weak unique continuation property using a bootstrap argument based on some regularity estimates for the \(L_a\)-operator, in our case we want to emphasize how our blow-up analysis and the classification of the tangent maps allow to study several local property of \(L_a\)-harmonic function.

**Proposition 5.9.** Let \(a \in (-1, 1)\) and \(u\) be an \(L_a\)-harmonic function in \(B_1\). If there exists \(X_0 \in B_1 \cap \Sigma\) and \(R < 1 - |X_0|\) such that \(u = 0\) on \(B_R(X_0) \cap \Sigma\), then \(u \equiv 0\) on \(B_1 \cap \Sigma\).

**Proof.** Let \(X_0 \in \Gamma(u) \cap \Sigma\) and \(R < 1 - |X_0|\). Since we are focusing the attention on the restriction of the nodal set on \(\Sigma\), by definition of the symmetric part of \(u\) with respect to \(\Sigma\), we can assume that \(u = u_\circ\) is purely symmetric with respect to \(\Sigma\).

The idea of the proof is to prove that \(u\) is identically zero in the whole ball \(B_R(X_0)\) in order to apply the Strong Unique continuation property Corollary 3.3, which is actually a stronger result since it does not only concern the trace of \(u\) on \(\Sigma\).

Suppose by contradiction that \(u \neq 0\) on \(B_R(X_0)\), then

\[
H(X_0, u, r) = \frac{1}{r^{n+a}} \int_{\partial B_r(X_0)} |y|^a u^2 dX > 0
\]

for all \(r \in (0, R)\). Now, since \(X_0 \in \Gamma(u)\), there exists by Theorem 5.6 a unique nontrivial tangent map \(\varphi^{X_0} \in \mathcal{B}_k^a(\mathbb{R}^{n+1})\) of \(u\) at \(X_0\), where \(k = N(X_0, u, 0^+)\). Since \(u\) is symmetric with respect to \(\Sigma\), by Corollary 4.7 we know that \(\varphi^{X_0} \in \mathcal{B}_k^a(\mathbb{R}^{n+1})\), with \(k = 1 + N\).

Let us see the points in \(B_R(X_0) \cap \Sigma\) as the collection of point \(X_0 + r\nu\) for \(r < R\) and \(\nu \in S^n \cap \Sigma\). By the \(L_\infty\) convergence of the blow-up sequence we obtain that \(\varphi^{X_0}(\nu) = 0\) for all \(\nu \in S^n \cap \Sigma\), i.e. \(\varphi^{X_0} \equiv 0\) on
η. Let us prove now that $\varphi^{X_0} \equiv 0$ on $\mathbb{R}^{n+1}$ by induction on the homogeneity $k = N(0, \varphi^{X_0}, 0^+)$. Let $k = 1$, then up to a rotation $\varphi^{X_0}(x, y) = C\langle X, e_1 \rangle = Cx_1$, where $x = (x_1, \ldots, x_n)$ and consequently $C = 0$. Now let us suppose that every $k$-homogenous $L_a$-harmonic polynomial symmetric with respect to $\Sigma$ which is zero on $\Sigma$ is actually identically zero in $\mathbb{R}^{n+1}$ and consider the case $k + 1$. Given $v_i = \partial_x \varphi^{X_0} \in H^{1,a}(B_1)$ we have that

$$
\begin{cases}
L_a v_i = 0 & \text{in } \mathbb{R}^{n+1}, \\
v_i = 0 & \text{on } \Sigma,
\end{cases}
$$

By the induction hypothesis we have that for every $i = 1, \ldots, n$, $v_i \equiv 0$ on $\mathbb{R}^{n+1}$, i.e. $\partial_x \varphi^{X_0} \equiv 0$ and consequently $\varphi^{X_0}$ does not depend on $x \in \Sigma$. The absurd follows immediately since the only $L_a$-harmonic polynomial in the $y$-variable is purely antisymmetric and equal, up to a multiplicative constant, to $f(y) = y|y|^{-a}$.

Inspired by the doubling estimate in [39], we obtain

**Proposition 5.10.** Let $a \in (-1, 1)$ and $u$ a $L_a$-harmonic function in $B_1$. Then $\Gamma(u)$ has empty interior in $\mathbb{R}^{n+1}$ and its restrictions $\Gamma(u) \cap \Sigma$ is either equal to $\Sigma$ or it has empty interior in $\Sigma$ itself. More generally,

$$
\Gamma(u) \cap \Sigma = \Gamma(u_e) \cap \Sigma.
$$

**Proof.** Assume by contradiction that there exists $X_0 \in \Gamma(u)$ such that $d = \text{dist}(X_0, \partial \Gamma(u)) < R$, where $R = 1 - |X_0|$. By definition of $d$, we have $H(X_0, u, r) > 0$ for $r \in (d, d + \varepsilon)$, for some $\varepsilon > 0$. By (7), the map $r \mapsto H(X_0, u, r)$ solves the Cauchy problem

$$
\begin{cases}
H'(r) = a(r)H(r), & \text{for } r \in (d, d + \varepsilon) \\
H(d) = 0,
\end{cases}
$$

where $a(r) = 2N(X_0, u, r)/r$, which is continuous at $d$ by the monotonicity result of $r \mapsto N(X_0, u, r)$, i.e. Proposition 3.1. Then by uniqueness, $H(r) \equiv 0$ for $r > d$, which contradicts the definition of $d$ and the assumption that $u$ is not identically zero in $B_1$.

Now, let us consider $\Gamma(u) \cap \Sigma$. By definition of $u_e, u_o$ we easily obtain

$$
\Gamma(u) \cap \Sigma = \Gamma(u_e) \cap \Sigma.
$$

Hence, let us suppose that $u \neq u_o$, i.e. $\Gamma(u) \cap \Sigma \not\subseteq \Sigma$, and assume as before that there exists $X_0 \in \Gamma(u) \cap \Sigma = \Gamma(u_e) \cap \Sigma$ such that $d = \text{dist}(X_0, \partial \Gamma(u_e) \cap \Sigma) < R$, where $R = 1 - |X_0|$. In other words, the symmetric part $u_e$ of $u$ solves for every $r < d$,

$$
\begin{cases}
L_a u_e = 0 & \text{on } B_r(X_0) \\
u_e = 0 & \text{on } B_r(X_0) \cap \Sigma \\
\partial_y u_e = 0 & \text{on } B_r(X_0) \cap \Sigma,
\end{cases}
$$

which implies that $u_e \equiv 0$ in $B_d(X_0)$, i.e. $H(X_0, u_e, d) = 0$. As before, by the uniqueness of the Cauchy problem (19), we obtain that $u_e$ is identically zero in $B_1$, in contradiction with the assumption $\Gamma(u) \cap \Sigma \not\subseteq \Sigma$. 

Looking again to the blow-up sequence, we can establish an auxiliary result concerning the convergence with respect to the Hausdorff distance $d_H$. In particular, we will prove that given the blow-up
sequence \((u_{X_0, r})_r\) of \(u\) at \(X_0\), then the nodal sets \(\Gamma(u_{X_0, r})\) converge to \(\Gamma(\varphi^{X_0})\) with respect to the Hausdorff distance. More precisely, given two sets \(A, B\), the Hausdorff distance \(d_H(A, B)\) is defined as

\[
d_H(A, B) := \max \left\{ \sup_{a \in A} \text{dist}(a, B), \sup_{b \in B} \text{dist}(A, b) \right\}.
\]

Notice that \(d_H(A, B) \leq \varepsilon\) if and only if \(A \subseteq N_\varepsilon(B)\) and \(B \subseteq N_\varepsilon(A)\), where \(N_\varepsilon(\cdot)\) is the closed \(\varepsilon\)-neighborhood of a set, i.e.

\[
N_\varepsilon(A) = \{X \in \mathbb{R}^{n+1} : \text{dist}(X, A) \leq \varepsilon\}.
\]

**Proposition 5.11.** Let \(u\) be an \(L_a\)-harmonic function in \(B_1\) and \(X_0 \in \Gamma_k(u) \cap \Sigma\). Given, \(u_{X_0, r}\) the blow-up sequence at \(X_0\), i.e.

\[
u_{X_0, r}(X) = \frac{u(X_0 + rX)}{r^k} \to \varphi^{X_0}(X).
\]

Then \(\Gamma(u_{X_0, r}) \cap \Sigma \to \Gamma(\varphi^{X_0}) \cap \Sigma\) with respect to the Hausdorff distance \(d_H\) in \(B_1\). More precisely, for every \(k \geq \min\{1, 1 - a\}\) we have that

\[
\Gamma_k(u_{X_0, r}) \cap \Sigma \to \Gamma_k(\varphi^{X_0}) \cap \Sigma
\]

with respect to the Hausdorff distance \(d_H\) in \(B_1\).

**Proof.** Let \(r_i \to 0^+\) and \(u_i = u_{X_0, r_i}\) be the blow-up sequence of \(u\) at \(X_0\) associated with \(r_i\) and \(\Gamma_k(u_i)\) be the sequence of nodal sets associated with the blow-up sequence. Through the proof, we will omit the fact that we are just focusing on the restriction of the nodal sets on \(\Sigma\) and we will call \(\Gamma_k(\varphi^{X_0})\) as the tangent cone of \(\Gamma_k(u)\) at \(X_0\). By Theorem 5.6 we already know that \(\varphi^{X_0}\) and \(\Gamma(\varphi^{X_0})\) do not depend on the choice of the sequence \(r_k\). By the definition of Hausdorff distance, the claimed result

\[
d_H(\Gamma_k(u_i) \cap B_1, \Gamma_k(\varphi^{X_0}) \cap B_1) \to 0
\]

is equivalent to prove that for every \(\varepsilon > 0\) there exists \(\tilde{r} > 0\) such that for every \(i \geq \tilde{r}\)

\[
\Gamma_k(u_i) \cap B_1 \subseteq N_\varepsilon(\Gamma_k(\varphi^{X_0}) \cap B_1)
\]

Supposing by contradiction that the first inclusion is not true, then there exist \(\varepsilon > 0\) and a sequence \(X_i \in \Gamma_k(u_i) \cap B_1\) such that dist \((X_i, \Gamma_k(\varphi^{X_0}) \cap B_1) > \varepsilon\). Up to a subsequence, \(X_i \to X \in \Gamma(\varphi^{X_0}) \cap B_1\) by the \(L_\infty^{\infty}\) convergence of \(u_i \to \varphi^{X_0}\). Since \(X_i \in \Gamma_k(u_i)\) is equivalent to \(X_0 + r_iX_i \in \Gamma_k(u)\), given \(\Omega \subset B_1\) such that \((X_0 + r_iX_i)_i \subset \Omega\), let us consider

\[
R_1 = \min_{p \in \Omega} \text{dist}(p, \partial B_1) < 1,
\]

\[
\tilde{C} = \sup_{p \in \Omega} N(p, u, R_1).
\]

Hence, by the monotonicity result Proposition 3.1 and Corollary 3.2, for \(p \in \Omega \cap \Gamma_k(u)\) and \(r < R_1\) we obtain that \(N(p, u, r) \geq k\) and

\[
N(p, u, r) \leq N(p, u, R_1) \left( \frac{R_1}{r} \right)^{n+a-1+2\tilde{C}} \leq \tilde{C} \left( \frac{1}{r^{n+a-1+2\tilde{C}}} \right).
\]

In particular, from the second inequality we can easily state that for every \(\varepsilon > 0\) there exists \(\bar{R} = \bar{R}(n, a, \Omega, \varepsilon) > 0\) such that

\[
N(p, u, r) \leq k + \varepsilon,
\]
for every \( p \in \Omega \cap \Gamma_k(u) \) and \( r < \overline{R} \).

Now, since for \( i > 0 \) sufficiently large \( N(X_i, u_i, r) \leq N(X_0 + r_i X_i, u, r) \), if we take \( p = X_0 + r_i X_i \) in the previous inequality, we obtain that there exists \( \overline{R} = \overline{R}(n, a, X_0) > 0 \) sufficiently small, such that for \( r < \overline{R} \) we have

\[
    k \leq N(X_i, u_i, r) \leq k + \min \left( \frac{1}{2}, \frac{1 - a}{2} \right).
\]

Since \( \lim_i N(X_i, u_i, r) = N(\overline{X}, \varphi^{X_0}, r) \) for sufficiently small \( r \), we directly obtain from Proposition 4.9 that \( N(\overline{X}, \varphi^{X_0}, 0^+) = k \); i.e. \( \overline{X} \in \Gamma_k(\varphi^{X_0}) \cap \overline{B}_1 \). Finally, the absurd follows immediately since \( \Gamma_k(\varphi^{X_0}) \cup \{0\} \) is an homogeneous cone passing through the origin and hence it implies that \( \text{dist}(\overline{X}, \Gamma_k(\varphi^{X_0}) \cap B_1) = 0 \).

Now let us consider the second inclusion, i.e. for every \( \varepsilon > 0 \) there exists \( i > 0 \) such that for every \( i \geq \tilde{i} \)

\[
    \Gamma_k(\varphi^{X_0}) \cap B_1 \subseteq N_{\varepsilon}(\Gamma_k(u_i) \cap B_1).
\]

Let us start by proving that given \( \overline{X} \in \Gamma_k(\varphi^{X_0}) \) and \( \delta > 0 \) such that \( B_{\overline{X}}(\overline{X}) \cap \Gamma(\varphi^{X_0}) = B_{\overline{X}}(\overline{X}) \cap \Gamma_k(\varphi^{X_0}) \) there exists \( \tilde{i} > 0 \) such that for every \( i \geq \tilde{i} \) the function \( u_i \) must admit a zero of order \( k \) in \( B_{\overline{X}}(\overline{X}) \), \( \Gamma_k(u_i) \cap B_{\overline{X}}(\overline{X}) \). Suppose it is not true, we would have two possibilities: first that \( u_i > 0 \) in \( B_{\overline{X}}(\overline{X}) \) for every \( k \geq 0 \) or secondly that every zeros of \( u_i \) is not of order \( k \). In the first case, the positivity implies that \( \varphi^{X_0} \) must be an homogeneous \( L_a \)-harmonic function nonnegative in \( B_\overline{X}(\overline{X}) \) with \( \varphi^{X_0}(\overline{X}) = 0 \), and therefore \( \varphi^{X_0} \equiv 0 \in \mathbb{R}^{n+1} \). In this case the contradiction follows by Lemma 5.5 and Theorem 5.6.

Secondly, since up to a subsequence there exists a sequence \( X_i \in \Gamma_k(u_i) \cap B_{\overline{X}}(\overline{X}) \) for \( h \neq k \), by arguing as in the proof of the other inclusion, we can prove that \( X_i \rightarrow \overline{X} \in \Gamma_k(\varphi^{X_0}) \cap B_{\overline{X}}(\overline{X}) \), in contradiction with the definition of \( \delta > 0 \).

Finally, suppose the existence of \( \tau > 0 \) and \( X_i \in \Gamma_k(\varphi^{X_0}) \cap B_1, X_i \rightarrow X \in \Gamma_k(\varphi^{X_0}) \cap \overline{B}_1 \), such that \( \text{dist}(X_i, \Gamma_k(\varphi^{X_0}) \cap B_1) > \tau \). Since \( \overline{X} = \{0\} \) is a trivial case, let us focus on the case \( \overline{X} \in \Gamma_k(\varphi^{X_0}) \cap \overline{B}_1 \).

By definition, \( \Gamma_k(\varphi^{X_0}) \cup \{0\} \) is an homogenous cone passing through the origin and hence we can take \( \overline{X} \in \Gamma_k(\varphi^{X_0}) \cap B_1 \) such that \( |X - \overline{X}| \leq \tau/4 \). Moreover, by the previous paragraph, there exist a sequence \( \overline{X}_i \in \Gamma(u_i) \cap B_1 \) and \( \tilde{i} > 0 \), such that for \( i \geq \tilde{i} \) we have \( |\overline{X}_i - \overline{X}_i| \leq \min\{\delta, \tau\}/4 \). Hence, we obtain

\[
    \text{dist}(X_i, \Gamma_k(\varphi^{X_0}) \cap B_1) \leq |X_i - \overline{X}_i| \leq |X_i - X| + |X - \overline{X}| + |\overline{X} - \overline{X}_i| < \tau,
\]

which leads a contradiction for large \( i > 0 \). \( \square \)

The following result will be a fundamental tool in the study of \( \Gamma(u) \cap \Sigma \). Indeed, by using the continuation of the tangent map with respect to the \( L^{2,a}(\partial B_1) \), we will prove a separation property for the set \( \Gamma_k(u) \cap \Sigma \), for \( k \geq \min\{2, 2 - a\} \).

**Theorem 5.12 (Continuation of the tangent map on \( \Gamma_k(u) \)).** Let \( X_0 \in \Gamma_k(u) \cap \Sigma \) and \( \varphi^{X_0} \) be the tangent map of \( u \) at \( X_0 \), such that

\[
    u(X) = \varphi^{X_0}(X - X_0) + o(|X - X_0|^k).
\]

Then, the map \( X_0 \mapsto \varphi^{X_0} \) (from \( \Gamma_k(u) \) to \( \mathcal{H}_k^{\mathcal{S}}(\mathbb{R}^{n+1}) \)) is continuous. Moreover, for any compact set \( K \subseteq \Gamma_k(u) \cap B_1 \) there exists a modulus of continuity \( \sigma_K \) such that \( \sigma_K(0) = 0 \) and

\[
    |u(X) - \varphi^{X_0}(X - X_0)| \leq \sigma_K(|X - X_0|)|X - X_0|^k,
\]

for any \( X_0 \in K \).
Proof. Since $\mathcal{B}_k^a(\mathbb{R}^{n+1})$ is a finite-dimensional linear space, all norms are equivalent and hence we can then endow it with the norm of $L^{2,a}(\partial B_1)$. Fixed $X_0 \in \Gamma(u) \cap \Sigma$, by Theorem 5.6 we have the following expansion
\[ u(X) = \varphi^{X_0}(X - X_0) + o(|X - X_0|^k), \]
where $\varphi^{X_0}$ is the unique blow-up limit of $u$ in $X_0$. Given $\varepsilon > 0$, consider $r_\varepsilon = r_\varepsilon(X_0)$ such that
\[ M(X_0, u, \varphi^{X_0}, r_\varepsilon) = \frac{1}{r_\varepsilon^{n+a+2k}} \int_{\partial B_{r_\varepsilon}} |y|^a \left( u(X_0 + X) - \varphi^{X_0}(X) \right)^2 \, d\sigma < \varepsilon. \]
There exists also $\delta_\varepsilon = \delta_\varepsilon(X_0)$ such that if $X_1 \in \Gamma_k(u) \cap \Sigma$ and $|X_1 - X_0| < \delta_\varepsilon$ then
\[ \frac{1}{r_\varepsilon^{n+a+2k}} \int_{\partial B_{r_\varepsilon}} |y|^a \left( u(X_1 + X) - \varphi^{X_0}(X) \right)^2 \, d\sigma < 2\varepsilon \]
or similarly
\[ \int_{\partial B_1} |y|^a \left( \frac{u(X_1 + r_\varepsilon X)}{r_\varepsilon^k} - \varphi^{X_0}(X) \right)^2 \, d\sigma < 2\varepsilon \]
From Proposition 5.3, we have that $M(X_1, u, \varphi^{X_0}, r) < 2\varepsilon$ for $r \in (0, r_\varepsilon)$, which implies
\[
M(X_1, u, \varphi^{X_0}, 0^+) = \lim_{r \to 0} M(X_1, u, \varphi^{X_0}, r) = \lim_{r \to 0} \int_{\partial B_1} |y|^a \left( \frac{u(X_1 + rX)}{r^k} - \varphi^{X_0}(X) \right)^2 \, d\sigma = \int_{\partial B_1} |y|^a \left( \varphi^{X_1} - \varphi^{X_0} \right)^2 \, d\sigma \leq 2\varepsilon.
\]
Now, by the previous computations, for $|X_1 - X_0| < \delta_\varepsilon, 0 < r < r_\varepsilon$ we obtain
\[
\|u_{X_1, r} - \varphi^{X_1}\|_{L^{2,a}(\partial B_1)} \leq \|u_{X_1, r} - \varphi^{X_0}\|_{L^{2,a}(\partial B_1)} + \|\varphi^{X_0} - \varphi^{X_1}\|_{L^{2,a}(\partial B_1)} \leq 2\sqrt{2\varepsilon},
\]
where $u_{X_1, r}$ and $u_{X_0, r}$ are the blow-up sequences defined in (18) centered respectively in $X_1$ and $X_0$. Now, covering the compact set $K \subset \Gamma_k(u) \cap B_1$ with finitely many balls $B_{b_{X_0}(X_0)}(1)$, for some points $X_0 \in K, i = 1, \ldots, N$, we obtain that the previous inequality is satisfied for all $X_1 \in K$ with $r < r_\varepsilon^K = \min\{r_\varepsilon(X_0) : i = 1, \ldots, N\}$.
Now, since $u_{X_1, r} - \varphi^{X_1}$ is an $L^a$-harmonic function in $B_1$, by [50, Lemma A.2] and (7), we obtain
\[
\sup_{B_{r_\varepsilon/2}} |u_{X_1, r} - \varphi^{X_1}| \leq C(n, a) \left( \int_{B_1} |y|^a (u_{X_1, r} - \varphi^{X_1})^2 \, dX \right)^{1/2} \leq 2C(n, a)\sqrt{\frac{2\varepsilon}{n + a + 1}}
\]
for all $X_1 \in K, 0 < r < r_\varepsilon^K$, which immediately implies the second part of the Theorem. □
Definition 5.13. Given an $L_a$-harmonic function on $B_1$, for $k \geq \min \{1, 1 - a\}$ we define on $\Sigma$
\[
\Gamma^*_k(u) = \{ X_0 \in \Gamma_k(u) \cap \Sigma : \phi_{c_0}^{X_0} \in s\mathfrak{B}^*_k(\mathbb{R}^{n+1}) \} \quad \text{and} \quad \Gamma^a_k(u) = \Gamma_k(u) \setminus \Gamma^*_k(u),
\]
where $\phi_{c_0}^{X_0} \in s\mathfrak{B}^*_k(\mathbb{R}^{n+1})$ is the unique tangent map of $u_{c_0}$ at $X_0$.

In particular $\Gamma_1(u) = \Gamma^*_1(u)$ and for $k \geq 2$ the points in $\Gamma^a_k(u)$ are the ones whose tangent map depends on the variable $y$.

Corollary 5.14. For every $k \geq 2$ we have that $\overline{\Gamma^*_k(u)} \cap \Gamma^a_k(u) = \emptyset = \Gamma^*_k(u) \cap \overline{\Gamma^a_k(u)}$.

Proof. The proof of this result is based on the continuation of the tangent map of $u$ on $\Gamma_k(u) \cap \Sigma$ with respect to the norm $L^{2,a}(\partial B_1)$.

First, suppose by contradiction that there exists a sequence $(X_i)_i \subset \Gamma^*_k(u)$ such that $X_i \to X_0 \in \Gamma^*_k(u)$. Let $\phi^{X_i} = \phi^{X_0}$ and $\phi^{X_0} = \phi^{X_0}$ be respectively the tangent map of $u_{c_0}$ at $X_i$ and $X_0$ then by Theorem 5.12 we obtain that $\phi^{X_i} \to \phi^{X_0}$ strongly in $L^{2,a}(\partial B_1)$, i.e. for every $\varepsilon > 0$ there exists $N = N(\varepsilon) > 0$ such that if $i > N$, then

\[
\int_{\partial B_1} |y|^a \left( \phi^{X_i} - \phi^{X_0} \right)^2 d\sigma \leq \varepsilon.
\]

Hence, fixed $w_i = \phi^{X_i} - \phi^{X_0}$ we obtain that $L_a w_i = 0$ in $B_1$ and $\|w_i\|_{L^{2,a}(\partial B_1)} \to 0$. Since $w_i$ is homogenous of degree $k$, we have
\[
\int_{B_1} |y|^a w_i^2 dX = \frac{1}{n + a + 2k + 1} \int_{\partial B_1} |y|^a w_i^2 d\sigma
\]
which implies that $w_i \to 0$ strongly in $H^{1,a}(B_1)$. In particular, for every $\phi \in H^{1,a}(B_1)$ we have
\[
\int_{B_1} |y|^a \langle \nabla \phi^{X_0}, \nabla \phi \rangle dX = \lim_{i \to \infty} \int_{B_1} |y|^a \langle \nabla \phi^{X_i}, \nabla \phi \rangle dX
\]
If $\phi = \phi(y) \in C_c^\infty((-1, 1))$ we obtain $\nabla \phi = \partial_x \phi c_y$ and consequently, since $\phi^{X_i} \in s\mathfrak{B}^*_k(\mathbb{R}^{n+1})$, that
\[
\int_{B_1} |y|^a \partial_y \phi^{X_0} \partial_y \phi dX = \lim_{i \to \infty} \int_{B_1} |y|^a \partial_y \phi^{X_i} \partial_y \phi dX = 0,
\]
in contradiction with the fact that $\phi^{X_0} \in s\mathfrak{B}^*_k(\mathbb{R}^{n+1}) \setminus s\mathfrak{B}^*_k(\mathbb{R}^{n+1})$.

Similarly, suppose now there exists a sequence $(X_i)_i \subset \Gamma^*_k(u)$ such that $X_i \to X_0 \in \Gamma^*_k(u)$. As before, let $\phi^{X_i}$ and $\phi^{X_0}$ be respectively the tangent map of $u_{c_0}$ at $X_i$ and $X_0$, fixed $w_i = \phi^{X_i} - \phi^{X_0}$ we obtain
\[
\int_{B_1} |y|^a \partial_{\phi} \phi \Delta_x w_i dX + \int_{B_1} |y|^a \left( -\partial_{yy} \phi^{X_i} - \frac{a}{y} \partial_y \phi^{X_i} \right) \phi dX = k \int_{\partial B_1} |y|^a w_i d\sigma
\]
for every $\phi \in H^{1,a}(B_1)$. The idea now is to reach the contradiction by induction on $k$, proving that it is impossible that the sequence of $L_a$-harmonic polynomials in $s\mathfrak{B}^*_k(\mathbb{R}^{n+1}) \setminus s\mathfrak{B}^*_k(\mathbb{R}^{n+1})$ converges strongly in the $L^{2,a}(\partial B_1)$-topology to a function in $s\mathfrak{B}^*_k(\mathbb{R}^{n+1})$.

First, for $\phi \in H^{1,a}_0(B_1)$, we have
\[
\left| \int_{B_1} |y|^a \left( \partial_{yy} \phi^{X_i} + \frac{a}{y} \partial_y \phi^{X_i} \right) \phi dX \right| \leq C(n, k, a) \left( \|w_i\|_{L^{2,a}(B_1)} + \|w_i\|_{L^{2,a}(B_1)} \right) \|\phi\|_{H^{1,a}(B_1)},
\]
which gives us that

\[(21) \quad \psi_i = -\frac{\partial^2}{\partial y^2} \varphi^{X_i} - \frac{a}{y} \frac{\partial}{\partial y} \varphi^{X_i} \to 0 \text{ in } L^{2,a}(B_1),\]

where \(\psi_i\) is a sequence of homogeneous \(L_a\)-harmonic polynomial of degree \(k - 2 \geq 0\). Since \(X_i \to \psi_i\) is continuous, by Lebesgue’s dominated convergence theorem, we obtain \(\|\psi_i\|_{L^{2,a}(B_1)} \to 0\), i.e. \(\psi_i \to 0\) strongly in \(L^{2,a}(B_1)\).

Hence, let \(k = 2\) and \(\varphi^{X_i} \in s\mathcal{B}_2^a(\mathbb{R}^{n+1})\) be the sequence that converges to some \(\varphi^{X_0} \in s\mathcal{B}_2^a(\mathbb{R}^{n+1})\). As in (21), let us consider the associate sequence \(\psi_i\) of \(L_a\)-harmonic polynomial of degree \(k - 2 = 0\), i.e. a sequence of nonzero constants. Since \(\varphi^{X_i} \in s\mathcal{B}_2^a(\mathbb{R}^{n+1})\), by the reasoning in Section 4, there exists, up to a multiplicative constant, a unique homogeneous polynomial \(u^{X_i} = u^{X_i}(x)\) of degree 2, such that

\[\varphi^{X_i}(x, y) = u^{X_i}(x) - y^2 \text{ in } \mathbb{R}^{n+1},\]

where \(\Delta_x u^{X_i} = 2(1 + a)\) in \(\mathbb{R}^n\). In particular, by (21) we obtain \(\psi_i \equiv 2(1 + a)\), and the contradiction follows immediately since \(a \in (-1, 1)\).

Suppose now that we have proved the statement for every \(k \leq K\) and let us consider the case \(K + 1\). By contradiction, let us suppose that \(s\mathcal{B}_K^a(\mathbb{R}^{n+1})\) is not closed in the \(L^{2,a}(\partial B_1)\) topology and \(\varphi^{X_i} \to \varphi^{X_0}\) strongly in \(L^{2,a}(\partial B_1)\), with \(\varphi^{X_0} \in s\mathcal{B}_K^a(\mathbb{R}^{n+1})\).

Thus, we already know that the sequence \(\psi_i\) defined by (21) strongly converges to the zero function with respect to the \(L^{2,a}(B_1)\) topology. Now, since \((\psi_i)\) are \((K - 1)\)-homogenous, we have that the \(L^{2,a}(B_1)\) and \(L^{2,a}(\partial B_1)\) topologies are equivalent. Finally, given that \(0 < K - 1 \leq K\), we have constructed a sequence of \((K - 1)\)-homogenous \(L_a\)-harmonic polynomials \(\psi_i\) that converges to the zero function \(0 \in s\mathcal{B}_{K-1}^a(\mathbb{R}^{n+1})\), which contradicts the inductive hypothesis.

In the uniformly elliptic case, as well known, the Almgren and Weiss monotonicity formulas allow us to prove uniqueness and non degeneracy of the tangent map and also to construct the generalized Taylor expansion of \(u\) at \(X_0\). In our degenerate-singular setting, since, as we already pointed out, the symmetric and antisymmetric cases are complementary, the notion of tangent field of \(u\) at a nodal point should be introduced in order to capture both this aspect of the solution \(u\).

**Definition 5.15.** Let \(a \in (-1, 1)\), \(u\) be an \(L_a\)-harmonic function in \(B_1\) and \(X_0 \in \Gamma_k(u) \cap \Sigma\), for some \(k \geq \min\{1, 1 - a\}\). We define as tangent field of \(u\) at \(X_0\) the unique nontrivial vector field \(\Phi^{X_0} \in (H^1_{beL}(\mathbb{R}^{n+1}))^2\) such that

\[\Phi^{X_0} = (\varphi^{X_0}_e, \varphi^{X_0}_a),\]

where \(\varphi^{X_0}_e\) and \(\varphi^{X_0}_a\) are respectively the tangent map of the symmetric part \(u_e\) of \(u\) and of the antisymmetric one \(u_a\).

The notion of tangent field will allow us to obtain a better understanding of the regularity features of the nodal set \(\Gamma(u)\). Indeed, the main weakness of the concept of tangent map in this context is that it takes care either of the symmetric part of \(u\) or of the even one since they do not share the same optimal regularity and even the same possible vanishing orders. More precisely, by Definition 5.7, for every \(X_0 \in \Gamma_k(u)\)

\[u_{X_0,r}(X) = u_e(X_0 + rX) - \frac{u_a(X_0 + rX)}{r} + \frac{u_a(X_0 + rX)}{r^k} = u_e(X_0 + rX) - \frac{u_e^2 - a(X_0 + rX)}{r^{k-1+a}} y|y|^{-a}\]
where both $u^e_\alpha$ and $u^{2-a}_\alpha$ are symmetric with respect to $\Sigma$. By Proposition 4.9 we already know that the tangent map of $u$ at $X_0$ is either the tangent map of $u_e$ or the one of $u_o$.

**Definition 5.16.** Let $\alpha \in (-1, 1)$, $u$ be an $L_\alpha$-harmonic function in $B_1$ and $X_0 \in \Gamma_k(u)$, for some $k \geq \min\{1, 1 - \alpha\}$. We define the vectorial Almgren frequency associated with the tangent field $\Phi^{X_0}_u$ of $u$ at $X_0$

$$N(X, \Phi^{X_0}_u, r) = (N(X, \varphi^{X_0}_e, r), N(X, \varphi^{X_0}_o, r)).$$

Obviously, the vectorial notion of the Almgren frequency formula can be naturally extended to the $L_\alpha$-harmonic function $u$ as

$$N(X_0, u, r) = (N(X_0, u_e, r), N(X_0, u_o, r)).$$

for every $X_0 \in \Sigma$, but we will avoid this ambiguity on this notion. However, if the function $u$ is symmetric or antisymmetric with respect to $\Sigma$, the Almgren frequencies associated with $\Phi$ is equal to the one of the tangent map $\varphi^{X_0}_u$ of $u$ at $X_0$ and it does not contain further information on the local behaviour of $u$ at $X_0$.

In general, proving uniqueness result on both the symmetric and antisymmetric part of $u$ with respect to $\Sigma$ gives the following generalized Taylor expansion

**Corollary 5.17.** Given $\alpha \in (-1, 1)$, let $u$ be an $L_\alpha$-harmonic function in $B_1$ and $X_0 \in \Gamma(u) \cap \Sigma$. Then

$$u(X) = \varphi^{X_0}_e(X - X_0) + \varphi^{X_0}_o(X - X_0) + o(|X - X_0|^k)$$

where $\varphi^{X_0}_e \in \mathcal{B}^1_k(\mathbb{R}^{n+1})$ and $\varphi^{X_0}_o \in \mathcal{B}^2_k(\mathbb{R}^{n+1})$ are respectively the tangent maps of $u_e$ and $u_o$ at $X_0$ and $k = \max\{N(0, \varphi^{X_0}_e, 0^+), N(0, \varphi^{X_0}_o, 0^+)\}$.

**Lemma 5.18.** Let $u$ be an $L_\alpha$-harmonic function in $B_1$ and $\mathcal{R}(u)$ the set

$$\mathcal{R}(u) = \{X_0 \in \Gamma(u) : N(X_0, u_e, 0^+) = 1 \text{ or } N(X_0, u_o, 0^+) = 1 - \alpha\}.$$

Then $\mathcal{R}(u) \cap \Sigma$ is relatively open in $\Gamma(u) \cap \Sigma$, while for $k \geq 2$ the set $\Gamma_k(u)$ is $F_\alpha$, i.e. it is a union of countably many closed sets.

**Proof.** The first part of the Lemma is a direct consequence of the upper semi-continuity of $X \mapsto N(X, u, 0^+)$ on $\Sigma$. More precisely, since $\Gamma(u) \cap \Sigma = \Gamma(u_e) \cap \Sigma$, we can restrict our attention on functions symmetric with respect to $\Sigma$ and hence, we have

$$\mathcal{R}(u) \cap \Sigma = \{X_0 \in \Gamma(u) \cap \Sigma : N(X_0, u_e, 0^+) = 1\}.$$

Now, by Lemma 4.7 we obtain

$$\{X_0 \in \Gamma(u) : N(X_0, u_e, 0^+) = 1\} = \{X_0 \in \Gamma(u) : N(X_0, u_e, 0^+) \leq \frac{3}{2}\}.$$

Hence, let us focus our attention on the case $\Gamma_k(u_e) \cap \Sigma$, with $k \geq 2$. For $j \in \mathbb{N}$, let us define with $E_j$ the set of points of $\Sigma$ such that

$$E_j = \left\{X_0 \in \Gamma_k(u_e) \cap \Sigma \cap B_{1-j^2} : \frac{1}{j} \rho^k \leq \sup_{|X - X_0| = \rho} |u_e(X)| < j \rho^k, \; 0 < \rho < 1 - |X_0|\right\}.$$

By Lemma 5.4 and Lemma 5.5 we have that

$$\Gamma_k(u) \cap \Sigma = \bigcup_{j=1}^{\infty} E_j.$$
The result follows immediately once we prove that \( E_j \) is a collection of closed sets. Given \( X_0 \in \Gamma_j \), since it satisfies
\[
\frac{1}{j} \rho^k \leq \sup_{|x-X_0| = \rho} |u_e(X)| < j \rho^k,
\]
we need only to show that \( X_0 \in \Gamma_k(u) \cap \Sigma \), i.e. \( N(X_0, u_e, 0^+) = k \). Since \( X \mapsto N(X, u_e, 0^+) \) is upper semi-continuous on \( \Sigma \), we readily have \( N(X_0, u_e, 0^+) \geq k \). On the other hand, if \( N(X_0, u_e, 0^+) = k' > k \), we would have
\[
|u_e(X)| \leq C |X - X_0|^{k'} \quad \text{in } B_{1-|X_0|}(X_0) \cap \Sigma,
\]
which contradicts Lemma 5.4 and implies that \( X_0 \in E_j \).
\[\square\]

An other relevant consequence of our analysis of the tangent field of \( u \) at some nodal point \( X_0 \in \Gamma(u) \cap \Sigma \) is the following a posteriori result about the "quasi" upper semi-continuity of the Almgren frequency in the vectorial sense of Definition 5.16. In particular, it allows to relate the notion of vanishing order on \( \Sigma \) to the one on \( \mathbb{R}^{n+1} \setminus \Sigma \), which is a fundamental step in order to comprehend the complete topology of the nodal set near \( \Sigma \).

**Proposition 5.19.** Let \( u \) be an \( L_{\alpha} \)-harmonic function in \( B_1 \). Given \( (X_i)_i \in \Gamma_k(u) \setminus \Sigma \), with \( k \in 1 + \mathbb{N} \) such that \( X_i \to X_0 \in \Gamma(u) \cap \Sigma \), then
\[
N(X_i, u, 0^+) \leq \begin{cases} N(X_0, u_e, 0^+), & k = N(X_i, u_\alpha, 0^+), \\
N(X_0, u_\alpha, 0^+) + a & k' > k \end{cases}
\]

**Proof.** By Proposition 2.2, we already know that there exist \( f \in H^{1,\alpha}(B_1) \), \( g \in H^{1,2-\alpha}(B_1) \) symmetric with respect to \( \Sigma \) and respectively \( L_a \) and \( L_{2-\alpha} \)-harmonic in \( B_1 \), such that
\[
\begin{aligned}
qu & \equiv f(x,y) + g(x,y) |y|^{-\alpha} & \text{in } B_1,
\end{aligned}
\]
where respectively the first term is the symmetric part \( u_e \) of \( u \) with respect to \( \Sigma \) and the second one the antisymmetric part \( u_\alpha \).

Throughout this proof, let us suppose that up to a subsequence \( y_i \to 0 \). Since \( (X_i)_i \in \Gamma_k(u) \setminus \Sigma \) and the operator \( L_a \) is locally uniformly elliptic on \( \mathbb{R}^{n+1} \setminus \Sigma \) we know that \( D^{\nu} u(X_i) = 0 \), for any \( |\nu| < k \) and there exists \( |\nu_0| = k \) such that \( D^{\nu_0} u(X_i) \neq 0 \). Let us prove the main result by induction on \( k \geq 2 \). If \( k = N(X_i, u, 0^+) = 2 \), then for every \( j = 1, \ldots, n \) we obtain from (23) that
\[
\begin{aligned}
\partial x_j f(x, y_i) &= -\partial x_j g(x, y_i) y_i^{1-\alpha}, \\
-\partial y_i f(x, y_i) &= (1 - \alpha) g(x, y_i) + \partial y_i g(x, y_i),
\end{aligned}
\]
where the maps \( X \mapsto \partial x_j f(X), X \mapsto \partial y f(X), X \mapsto \partial x_j g(X) \) and \( X \mapsto \partial y g(X) \) are all smooth in \( B_1 \), thanks to Proposition 2.3. Passing through the limit as \( i \to \infty \) we obtain
\[
\begin{aligned}
\partial x_j f(x_0) &= 0 \quad \text{and} \quad -\partial y_i f(x_0) = (1 - \alpha) g(x_0).
\end{aligned}
\]
First, since $\partial u \varphi$ is antisymmetric with respect to $\Sigma$ we obtain that $g(X_0) = 0$ and consequently $N(X_0, u, 0^+) = N(X_0, g, 0^+) + 1 - a \geq 2 - a$. Similarly, if $\varphi(X_0)$ is the tangent map of $f$ at $X_0$, we obtain $\|\nabla_X (\varphi(X_0)(f))X_0\| = 0$ and consequently that $N(X_0, f, 0^+) = N(0, \varphi(X_0), 0^+) \geq 2$, as required.

Now, let us prove the inductive step $k \to k$. Let us consider for $j = 1, \ldots, n$ the collection of symmetric $L_a$-harmonic functions $v_j = \partial_{x_j} u$ and the antisymmetric $L_a^{-1}$-harmonic function $w = \partial_y u$. Since $N(X_i, u, 0^+) = k$, we obtain

$$N(X_i, v_j, 0^+) = k - 1 \quad \text{for } i = 1, \ldots, n \quad \text{and } N(X_i, w, 0^+) = k - 1,$$

where we remark that since $X_i \not\in \Sigma$ it is the same to consider the order of vanishing of $\partial_y u$ or of the covariant derivative $w = \partial_y u$.

By the inductive hypothesis, passing through the limit as $i \to \infty$ we obtain

$$\begin{cases}
N(X_0, v_j, 0^+) \geq k - 1 \\
N(X_0, v_j, 0^+) + \alpha \geq k - 1
\end{cases}
\quad \text{for } j = 1, \ldots, n \quad \text{and}
\begin{cases}
N(X_0, w, 0^+) \geq k - 1 \\
N(X_0, w, 0^+) - \alpha \geq k - 1
\end{cases}$$

Hence, comparing this result with the notations in (23), since $v_j = \partial_{x_j} f$ and $w = (1 - \alpha)g$ on $\Sigma$, we obtain

$$\begin{cases}
N(X_0, \partial_{x_j} f, 0^+) \geq k - 1 \\
N(X_0, \partial_{x_j} g, 0^+) + \alpha \geq k - 1
\end{cases}
\quad \text{for } j = 1, \ldots, n \quad \text{and}
\begin{cases}
N(X_0, g, 0^+) \geq k - 1 \\
N(X_0, \partial_y g, 0^+) - \alpha \geq k - 1
\end{cases}$$

which directly imply that $N(X_0, u, 0^+) \geq k$ and $N(X_0, u, 0^+) \geq k - a$, as required.

**Lemma 5.20.** Let $u$ be an $L_a$-harmonic function in $B_1$ and $R(u)$ the set

$$R(u) = \left\{ X_0 \in \Gamma(u) \mid \begin{cases}
N(X_0, u, 0^+) = 1 \\
N(X_0, u, 0^+) = 1 \text{ or } N(X_0, u, 0^+) = 1 - a \\
N(0, \Phi(X_0, 0^+) = (1, 1 - a)
\end{cases} \right\},$$

is relatively open in $\Gamma(u)$, while for $k \geq \min \{2, 2 - a\}$ the set $\Gamma_k(u)$ is $F_{\sigma}$, i.e. it is a union of countably many closed sets.

**Proof.** The first part of the Lemma is a direct consequence of the upper semi-continuity of $X \mapsto N(X, u, r)$ restricted to $\Sigma$ and to $\mathbb{R}^{n+1} \setminus \Sigma$ and of the Proposition 5.19. Hence, let us focus our attention on the case $\Gamma_k(u)$, with $k \geq \min \{2, 2 - a\}$. For $j \in \mathbb{N}$, let us define with $E_j$ the set of points of $\Sigma$ such that

$$E_j = \left\{ X_0 \in \Gamma_k(u) \cap \Sigma \cap B_{1 - 1/j} : \frac{1}{j} \rho^k \leq \sup_{|X - X_0| = \rho} |u(X)| < j \rho^k, \quad \rho < 1 - |X_0| \right\}.$$ 

By Lemma 5.4 and Lemma 5.5 we have that

$$\Gamma_k(u) \cap \Sigma = \bigcup_{j=1}^{\infty} E_j.$$

The result follows immediately once we prove that $E_j$ is a collection of closed sets. Given $X_0 \in \overline{E_j}$, since it satisfies

$$\frac{1}{j} \rho^k \leq \sup_{|X - X_0| = \rho} |u(X)| < j \rho^k,$$ 

we have that $E_j \subset \overline{E_j}$, and hence $E_j$ is closed.
we need only to show that \( X_0 \in \Gamma_k(u) \cap \Sigma \), i.e. \( N(X_0, u, 0^+) = k \). Since \( X \mapsto N(X, u, 0^+) \) is upper semi-continuous on \( \Sigma \), we readily have \( N(X_0, u, 0^+) \geq k \). On the other hand, if \( N(X_0, u, 0^+) = k' > k \), we would have
\[
|u(X)| \leq C |X - X_0|^{k'} \quad \text{in } B_{1-|X_0|}(X_0),
\]
which contradicts Lemma 5.4 and implies that \( X_0 \in E_j \). \( \square \)

### 6. Hausdorff dimension estimates for the nodal set

In this Section we prove different estimates on the Hausdorff dimension of the sets \( \Gamma(u) \) and \( \Gamma(u) \cap \Sigma \). In the latter, we improve our analysis taking care of the regular and singular part of the restricted nodal set \( \Gamma(u) \cap \Sigma \). To start with, given \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \), let us split the nodal set \( \Gamma(u) \) in its regular part
\[
\mathcal{R}(u) = \left\{ X_0 \in \Gamma(u) \left| \begin{array}{ll}
N(X_0, u, 0^+) = 1 & \text{if } X_0 \not\in \Sigma \\
N(X_0, u, 0^+) = 1 + a & \text{if } X_0 \in \Sigma 
\end{array} \right. \right\},
\]
and its singular part
\[
\mathcal{S}(u) = \left\{ X_0 \in \Gamma(u) \left| \begin{array}{ll}
N(X_0, u, 0^+) \geq 2 & \text{if } X_0 \not\in \Sigma \\
N(X_0, u, 0^+) \geq 2 + a & \text{if } X_0 \in \Sigma 
\end{array} \right. \right\}.
\]
The main idea is to apply a version of the Federer’s Reduction Principle as stated in [41, Appendix A]. More precisely, given a class \( \mathcal{F} \) of functions invariant under rescaling and translation and a map \( \mathcal{S} \) which associates to each function a subset of \( \mathbb{R}^n \), by the Reduction principle we can establish conditions on \( \mathcal{F} \) and \( \mathcal{S} \) which imply that to control the Hausdorff dimension of \( \mathcal{S}(u) \) for every \( u \in \mathcal{F} \), we just need to control the Hausdorff dimension of \( \mathcal{S}(u) \) for elements which are homogeneous of some degree.

**Theorem 6.1 (Federer’s Reduction Principle).** Let \( \mathcal{F} \subseteq L^\infty_\text{loc}(\mathbb{R}^{n+1}) \) and define, for any given \( u \in \mathcal{F} \), \( X_0 \in \mathbb{R}^{n+1} \) and \( r > 0 \), the rescaled and translated function
\[
u_{X_0, r} := u(X_0 + r \cdot).
\]
We say that \( u_n \to u \) in \( \mathcal{F} \) if and only if \( u_n \to u \) uniformly on every compact set of \( \mathbb{R}^{n+1} \). Moreover, let us assume that \( \mathcal{F} \) satisfies the following conditions:

(F1) (Closure under rescaling, translation and normalization) Given any \( |X_0| \leq 1 - r, 0 < r, \rho > 0 \) and \( u \in \mathcal{F} \), we have that \( \rho u_{X_0, r} \in \mathcal{F} \).

(F2) (Existence of a homogeneous blow-up) Given \( |X_0| < 1, r_k \searrow 0 \) and \( u \in \mathcal{F} \), there exists a sequence \( \rho_k \in (0, \infty) \), a real number \( \alpha \geq 0 \) and a function \( \pi_\alpha \in \mathcal{F} \) \( \alpha \)-homogenous such that, if we define
\[
u_k(x) = u(X_0 + r_k x)/\rho_k \to \pi \text{ up to a subsequence, we have}
\]
\[
u_k \to \pi \quad \text{in } \mathcal{F}.
\]

(F3) (Singular Set hypotheses) There exists a map \( \overline{\mathcal{S}} : \mathcal{F} \to \mathcal{C} \), where
\[
\mathcal{C} := \{ A \subset \mathbb{R}^{n+1} : A \cap B_1(0) \text{ is relatively closed in } B_1(0) \}
\]
such that

1. Given \( |X_0| \leq 1 - r, 0 < r < 1 \) and \( \rho > 0 \), there holds
\[
\overline{\mathcal{S}}(\rho u_{X_0, r}) = (\overline{\mathcal{S}}(u))_{X_0, r} := \frac{\overline{\mathcal{S}}(u) - X_0}{r}.
\]
(2) Given $|X_0| < 1, r_k \downarrow 0$ and $u, \pi \in \mathcal{F}$ such that there exists $\rho_k > 0$ satisfying $u_k := \rho_k u_{X_0, r_k} \to \pi$ in $\mathcal{F}$, the following property holds:

$$\forall \varepsilon > 0, \exists k = k(\varepsilon) > 0 \text{ such that for every } k \leq k(\varepsilon)$$

$$\bar{\mathcal{S}}(u_k) \cap B_1(0) \subseteq \{x \in \mathbb{R}^{n+1} : \text{dist}(x, \bar{\mathcal{S}}(\pi)) < \varepsilon\}.$$

Then, if we define

$$d := \max \left\{ \dim V : V \text{ is a vector subspace of } \mathbb{R}^{n+1} \text{ and there exists } u \in \mathcal{F} \text{ and } \alpha \geq 0 \right\}$$

such that $\bar{\mathcal{S}}(u) \neq \emptyset$ and $u_{y, r} = r^\alpha u, \forall y \in V, r > 0$,

either $\bar{\mathcal{S}}(u) \cap B_1(0) = \emptyset$ for every $u \in \mathcal{F}$ or else $\dim_H (\bar{\mathcal{S}}(u) \cap B_1(0)) \leq d$ for every $u \in \mathcal{F}$. Furthermore in the latter case there exists a function $\varphi \in \mathcal{F}$, a $d$-dimensional subspace $V \subseteq \mathbb{R}^{n+1}$ and a real number $\alpha \geq 0$ such that

$$\varphi_{y, r} = r^\alpha \varphi \text{ for all } Y \in V, r > 0 \text{ and } \bar{\mathcal{S}}(\varphi) \cap B_1(0) = V \cap B_1(0)$$

At last if $d = 0$ then $\bar{\mathcal{S}}(u) \cap B_0(0)$ is a fine set for each $u \in \mathcal{F}$ and $0 < \rho < 1$.

We will apply this general result due to Federer in order to derive some estimates on the Hausdorff dimension of the nodal set $\Gamma(u)$ and on its restriction $\Gamma(u) \cap \Sigma$. In the second case, we improve our analysis introducing its regular and singular part on $\Sigma$.

**Theorem 6.2.** Let $a \in (-1, 1)$ and $u$ be an $L_a$-harmonic function in $B_1$. Then $\dim_H(\Gamma(u)) \leq n$.

**Proof.** A preliminary remark is that we only need to prove the Hausdorff dimensional estimates for the localization of the sets in $K \subset B_1$, since the general statement follows because a countable union of sets with Hausdorff dimension less than or equal to some $n \in \mathbb{R}_0^+$ also has Hausdorff dimension less than or equal to $n$. Let us consider the class of functions $\mathcal{F}$ defined as

$$\mathcal{F} = \left\{ u \in L^\infty_{\text{loc}}(\mathbb{R}^{n+1}) \setminus \{0\} : L_a u = 0 \text{ in } B_r(X_0), \text{ for some } r \in \mathbb{R}, X_0 \in \mathbb{R}^{n+1} \text{ with } B_r(X_0) \subset B_1 \right\}.$$ 

By the linearity of the $L_a$ operator, we already know that the closure under rescaling, translation and normalization and assumption (F1) are all satisfied.

On the other hand, let $|X_0| < 1, r_k \downarrow 0^+$ and $u \in \mathcal{F}$, and choose $\rho_k = \|u(X_0 + r_k \cdot x)\|_{L^2_a(\partial B_1)}$. Theorem 4.1 and Proposition 4.6 yield the existence of a blow-up limit $\varphi^{X_0} \in \mathcal{F}$, i.e. normalized tangent map of $u$ at $X_0$, such that, up to a subsequence, $u_k \to \varphi^{X_0}$ in $\mathcal{F}$ and $\varphi^{X_0}$ is a homogeneous function of degree $k = N(X_0, u, 0+) \geq \min\{1, 1 - a\}$. Hence also (F2) holds.

Now, let us consider $\mathcal{S} : u \mapsto \Gamma(u)$. By the continuity of $u$, we already know that the set $\Gamma(u) \cap B_1$ is obviously closed in $B_1$ and it is quite straightforward to check that the two hypotheses in (F3) are satisfied.

Hence, in order to conclude the analysis, the only thing left to prove is that the integer $d$ in (26) is equal to $n$. Suppose by contradiction that $d = n + 1$, then this would imply the existence of $\varphi \in \mathcal{F}$ with

$$\bar{\mathcal{S}}(\varphi) = \mathbb{R}^{n+1} \text{ i.e., } \varphi \equiv 0 \text{ on } \mathbb{R}^{n+1},$$

which contradicts the fact the fact the $\Gamma(\varphi)$ has empty interior.

Actually, taking $V = \mathbb{R}^{n-1} \times \{0\} \times \mathbb{R}$ and $\varphi(X) = (X, e_n)$, we obtain the claimed estimate on $d$. \hfill \Box

Next we prove a different stratification result for the set $\Gamma(u) \cap \Sigma$, which will enlighten the different structure of the nodal set in comparison with the uniformly elliptic case. In particular, with this analysis
we want to point out how the different classes of blow-up influence the stratification on the characteristic manifold $\Sigma$. Obviously, by Proposition 5.10 we already know that

$$\Gamma(u) \cap \Sigma = \Gamma(u_\epsilon) \cap \Sigma,$$

and it is either equal to $\Sigma$ or with empty interior in $\Sigma$. Inspired by this fact, since we are dealing with the restriction of the nodal set on the characteristic manifold $\Sigma$, we will concentrate our attention on the trace of $u$ on $\Sigma$, which is actually equal to the trace of $u_\epsilon$ itself.

**Theorem 6.3.** Let $a \in (-1, 1)$ and $u$ be an $L_a$-harmonic function in $B_1$. If $\Gamma(u) \cap \Sigma \neq \Sigma$, then, under the previous notations, we have $\dim_H(\Gamma(u) \cap \Sigma) \leq n - 1$ and more precisely

$$\dim_H(\mathcal{R}(u) \cap \Sigma) = n - 1 \quad \text{and} \quad \dim_H(\mathcal{S}(u) \cap \Sigma) \leq n - 1.$$

**Proof.** Let us consider the class of functions $\mathcal{F}$ defined as

$$\mathcal{F} = \left\{ u \in L^\infty_{\text{loc}}(\mathbb{R}^{n+1}) \setminus \{0\} \mid L_a u = 0 \text{ in } B_r(X_0), \text{ for some } r \in \mathbb{R}, \ X_0 \in \mathbb{R}^{n+1}, \text{ and } u \text{ symmetric with respect to } \Sigma \right\}.$$ 

Since the functions in $\mathcal{F}$ are symmetric with respect to $\Sigma$ and nontrivial, the condition $\Gamma(u) \cap B_r(X_0) \cap \Sigma \neq \Sigma$ is always satisfied.

As before, we already know that the closure under rescaling, translation and normalization and assumption (F1) and (F2) are all satisfied. Moreover, by (24) and (25) we obtain

$$\mathcal{R}(u) \cap \Sigma = \{X_0 \in \Gamma(u) \cap \Sigma : N(X_0, u, 0^+) = 1\},$$

$$\mathcal{S}(u) \cap \Sigma = \bigcup_{k \geq 2} \Gamma_k(u) \cap \Sigma = \bigcup_{k \geq 2} \{X_0 \in \Gamma(u) \cap \Sigma : N(X_0, u, 0^+) = k\}$$

since we are dealing with functions in the class $\mathcal{F}$.

Now, we choose the map $\overline{\mathcal{S}}$ in (F3) according to our needs.

1. **Dimensional estimate of $\Gamma(u) \cap \Sigma$**

   First, let us consider $\overline{\mathcal{S}} : u \mapsto \Gamma(u) \cap \Sigma$. By the continuity of $u$, we already know that the set $\Gamma(u) \cap \Sigma \cap B_1$ is obviously closed in $B_1$ and it is quite straightforward to check the two hypothesis in (F3). Therefore, in order to conclude the analysis of $\Gamma(u) \cap \Sigma$, the only thing left to prove is that the integer $d$ in (26) is equal to $n - 1$.

   Suppose by contradiction that $d = n$, this would implies the existence of $\varphi \in \mathcal{F}$ such that $\overline{\mathcal{S}}(\varphi) = \mathbb{R}^n$ i.e., $\varphi \equiv 0$ on $\Sigma$. Since $\varphi$ solves

   $$\begin{cases} L_a \varphi = 0 & \text{in } \mathbb{R}^{n+1} \\ \varphi = 0 & \text{on } \Sigma \\ \partial_n \varphi = 0 & \text{on } \Sigma, \end{cases}$$

   it implies that $\varphi \equiv 0$ on the whole $\mathbb{R}^{n+1}$, which contradicts the fact the $0 \notin \mathcal{F}$. Actually, by taking $V = \mathbb{R}^{n-1} \times (0, 0) \subset \Sigma$ and $\varphi(X) = \langle X, e_n \rangle$, we obtain the claimed estimate on $d$.

2. **Dimensional estimate of $\mathcal{R}(u) \cap \Sigma$**

   Let us consider $\overline{\mathcal{R}} : u \mapsto \mathcal{R}(u) \cap \Sigma$. Since we are dealing just with symmetric function with respect to $\Sigma$, by Lemma 4.7 we obtain that necessary $N(X_0, u, 0^+) = 1$ for every $X_0 \in \mathcal{R}(u)$. By the inclusion, we already know that

   $$\dim_H(\mathcal{R}(u) \cap \Sigma \cap B_1) \leq n - 1.$$

   Finally, we can apply the Reduction principle since (F3) is completely satisfied. More precisely, for $X_0 \in \Sigma \cap B_1, \rho > 0$ and $t > 0$ if $X \in \mathcal{R}(\rho u_{X_0, t}) \cap \Sigma$ then obviously $X_0 + tX \in \mathcal{R}(u) \cap \Sigma$, i.e. $N(X_0 +$
\[ t(X, u, 0^+) = 1. \] Secondly, given \( u_i, \pi \in F \) as in (F3), suppose by contradiction that there exists a sequence \( X_1 \in \Sigma \cap B_1 \) and \( \pi > 0 \) such that
\[ N(X_1, u_i, 0^+) = 1 \]
and \( \text{dist}(X_i, \Sigma) \geq \pi \). Since, up to a subsequence, \( X_i \to \bar{X} \), by the upper semi-continuity of the Almgren frequency formula, we already know that \( N(\bar{X}, \pi, 0^+) \geq 1 \). Moreover, up to a subsequence, \( X_i \to \bar{X} \in \Gamma(\pi) \cap \Sigma \cap B_1 \) by the \( L^\infty \) convergence of \( u_i \to \pi \). The contradiction follows from the same argument of the proof of the second case of Theorem 6.2.

More precisely, since \( \Gamma(\pi) \cap \Sigma \) is a conical set, i.e. for every \( \lambda > 0 \) and \( \bar{X} \in \Gamma(\pi) \cap \Sigma \), we deduce that if we can prove \( \bar{X} \in R(\pi) \cap B_1 \cap \Sigma \) we provide a contradiction, more precisely we obtain \( \text{dist}(\bar{X}, \Sigma(\pi) \cap B_1) = 0 \). Since there exists \( \Omega \subset B_1 \setminus \Sigma \) such that \( (X_0 + r, X_1) ; \subset \Omega \), if we consider
\[
R_1 = \min \text{dist}(p, \partial B_1),
\]
\[
\bar{C} = \sup_{p \in \Omega} N(p, u, R_1),
\]
we easily obtain from Corollary 3.2 that for \( p \in \Omega \cap R(u) \) and \( r < R_1 \) we have
\[
N(p, u, r) \leq N(p, u, R_1) \left( \frac{R_1}{r} \right)^{n+1+2\bar{C}} \leq C \frac{1}{r^{n+1+2\bar{C}}},
\]
In particular, from the previous inequality we obtain that there exists \( \bar{r} = \bar{R}(n, a, X_0, \varepsilon) > 0 \) sufficiently small, such that for \( r < \bar{r} \) we have
\[
1 \leq N(X_1, u_i, r) \leq 1 + \frac{1}{4}.
\]
Since \( \lim_i N(X_1, u_i, r) = N(\bar{X}, \pi, 0^+) \) for sufficiently small \( r \), we directly obtain from Lemma 4.7 that \( N(\bar{X}, \pi, 0^+) = 1 \), as we claimed.

As before, let us suppose now that there exist \( \varphi \in F \) and a \( d \)-dimensional subspace \( V \subset \mathbb{R}^{n+1} \), with \( d \leq n-1 \), and \( k \geq 0 \) such that
\[
\varphi_{V, r} = r^k \varphi \quad \text{for all} \quad Y \in V, r > 0 \quad \text{and} \quad \mathcal{R}(\varphi) \cap \Sigma \cap B_1 = V \cap B_1.
\]
Since \( \varphi \in sW^k_0(\mathbb{R}^{n+1}) \) is homogeneous of degree \( k \) with respect to any \( Y \in V = \mathcal{R}(\varphi) \cap \Sigma \), namely \( N(Y, \varphi, 0^+) = k \), we obtain that necessary \( k = 1 \) and that \( \mathcal{R}(\varphi) \cap \Sigma \) is \( d \)-dimensional. Since every homogeneous \( L^\infty \)-harmonic function of order \( k = 1 \) is one dimensional, i.e. there exists \( \nu \in S^{n-1} \) and \( C > 0 \) such that either
\[
\varphi(X) = C(X, (u, 0)), \quad \text{for every} \quad X = (x, y) \in \mathbb{R}^{n+1},
\]
we obtain that \( \mathcal{R}(\varphi) \cap \Sigma \) must be \( (n-1) \)-dimensional, and consequently that
\[
\dim_h(\mathcal{R}(u) \cap \Sigma \cap B_1) = n-1.
\]

### 3. Dimensional estimate of \( S(u) \cap \Sigma \)

Let us focus on the singular strata
\[
S(u) \cap \Sigma = \bigcup_{k \geq 2} \{ X_0 \in \Gamma(u) \cap \Sigma : N(X_0, u, 0^+) = k \}.
\]
Hence, given \( \mathfrak{S} : u \mapsto S(u) \), the map satisfies (F3), since for \( X_0 \in \Sigma \cap B_1 \), \( \rho > 0 \) and \( t > 0 \), if \( X \in \mathfrak{S}(\rho u_{X_0,t}) \) we obtain

\[
N(X, \rho u_{X_0,t}, 0^+) = k \iff N(X_0 + tX, u, 0^+) = k,
\]

which is equivalent to \( X_0 + tX \in \Gamma_k(u) \subset S(u) \). Now, given \( u_t = \rho u_{X_0,r}, \pi \in F \) as in (F3), suppose by contradiction that there exists a sequence \( X_i \in B_1 \) and \( \pi > 0 \) such that, up to a subsequence, \( X_i \to X \) and

\[
(27) \quad N(X_i, u_i, 0^+) = k
\]

and \( \text{dist}(X_i, \mathfrak{S}(\pi)) \geq \pi \). By the upper semi-continuity of the Almgren frequency formula, we already know that \( N(X, \pi, 0^+) \geq k \). Since \( X_i \in \Gamma_k(u_i) \), there exists \( \Omega \subset \subset B_1 \setminus \Sigma \) such that \( (X_0 + r_i X_i)_i \subset \Omega \), if we consider

\[
R_1 = \min_{p \in \Omega} \text{dist}(p, \partial B_1),
\]

\[
\overline{C} = \sup_{p \in \Omega} N(p, u, R_1),
\]

we easily obtain from Corollary 3.2 that for \( p \in \Omega \cap \Gamma_k(u) \) and \( r < R_1 \) we have

\[
N(p, u, r) \leq N(p, u, R_1) \left( \frac{R_1}{r} \right)^{(a + 1 + 2C)} \leq \overline{C} \frac{1}{r^{a + 1 + 2C}}.
\]

In particular, from the previous inequality we obtain that there exists \( \overline{r} = \overline{r}(n, a, X_0, \varepsilon) > 0 \) sufficiently small, such that for \( r < \overline{r} \) we have

\[
k \leq N(X_i, u_i, r) \leq k + \frac{1}{4}.
\]

Since \( \lim \alpha \), \( N(X_i, u_i, r) = N(X, \pi, r) \) for sufficiently small \( r \), we directly obtain from Lemma 4.7 that \( N(X, \pi, 0^+) = k \), as we claimed.

Since \( S(u) \cap \Sigma \subseteq \Gamma(u) \cap \Sigma \), we already know that

\[
\dim_H(S(u) \cap \Sigma \cap B_1) \leq n - 1,
\]

which is actually the optimal bound even for the singular set. Indeed, since there exists \( \varphi \in F \), a \((n - 1)\)-dimensional subspace \( V \subset \Sigma \) and \( k \geq 0 \) such that

\[
\varphi_{Y,r} = \rho^k \varphi \quad \text{for all} \quad Y \in V, r > 0 \quad \text{and} \quad S(\varphi) \cap \Sigma \cap B_1 = V \cap B_1.
\]

In particular, for every \( k \geq 2, n \geq 1 \) it can be seen by taking \( V = \mathbb{R}^{n-1} \times \{0, 0\} \) and

\[
\varphi(X) = \frac{(-1)^{\frac{k}{2}} \Gamma \left( \frac{1}{2} + a \right)}{2^k \Gamma \left( 1 + \frac{k}{2} \right) \Gamma \left( \frac{1}{2} + a + \frac{k}{2} \right)} F_2 \left( \begin{array}{c}
-k - \frac{k}{2} - a - \frac{1}{2}, 1 + \frac{1}{2}, 1 - \frac{(X, e_n)^2}{(X, e_y)^2}
\end{array}, k \right),
\]

as it was previously proved in Section 4. \( \square \)
7. Regularity of the Regular and Singular strata

In this Section we show some results about the regularity of the regular and singular strata of the nodal set $\Gamma(u)$. As in Section 6, we will consider first the stratification in $\mathbb{R}^{n+1}$ of the whole nodal set $\Gamma(u)$, while in the second case we will focus the attention on the restriction $\Gamma(u) \cap \Sigma$ of the nodal set on the characteristic manifold.

The main idea of this stratification is to classify the nodal points and then to stratify the nodal set by the spines of the normalized tangent maps, i.e. the largest vector space that leaves the tangent map invariant. Indeed, we will introduce the subset $\Gamma_k^j(u)$ as the set of points at which every tangent map has at most $j$ independent directions of translation invariance in order to correlate the nodal set of $u$ with the dimension of the set where the tangent map $\varphi^\nu$ vanishes with the same order of $u$. Moreover, by Theorem 6.2 we already know that $\Gamma_k^j(u)$ is well defined for $j \leq n - 1$.

More precisely, if $k \geq \min\{2, 2 - a\}$ given

$$\Gamma_k(u) = \{X_0 \in \Gamma(u) : N(X_0, u, 0^+) = k\}$$

for each $j = 0, \ldots, n - 1$ let us define

$$\Gamma_k^j(u) = \{X_0 \in \Gamma_k(u) : \dim \Gamma_k(\varphi^{u_0}) = j\},$$

where $\varphi^{u_0}$ is the unique normalized tangent limit of $u$ at $X_0$. Obviously, since the uniformly elliptic case is well studied, we focus on the structure of the nodal set $\Gamma(u)$ near $\Sigma$.

Before to continue our analysis, let us prove that the concept of dimension in well defined.

Lemma 7.1. Given $a \in (-1, 1)$, for every $\varphi \in \mathcal{B}_k^1(\mathbb{R}^{n+1})$, the singular set $\Gamma_k(\varphi)$ of order $k \geq \min\{2, 2 - a\}$ is the largest vector subspace on $\Sigma$ which leaves $\varphi$ and $N(\cdot, \varphi, 0^+)$ invariant, i.e.

$$\Gamma_k(\varphi) = \{Z \in \mathbb{R}^{n+1} : \varphi(X + Z) = \varphi(X) \text{ for every } X \in \mathbb{R}^{n+1}\}.$$

Proof. We can restrict our proof to the case $\varphi \in \mathcal{B}_k^1(\mathbb{R}^{n+1})$ for $k \geq 2$, since by Corollary 4.17 we can easily extend the analysis to the antisymmetric case. Thus, we already know by Corollary 5.8 that since $\varphi \in \mathcal{B}_k^1(\mathbb{R}^{n+1})$ we have

$$\Gamma_k(\varphi) = \{X \in \mathbb{R}^{n+1} : D^\nu \varphi(X) = 0 \text{ for any } |\nu| \leq k - 1\}.$$

Obviously $0 \in \Gamma_k(\varphi)$ by the homogeneity of $\varphi$ and we claim that for every $Z \in \Gamma_k(\varphi)$

$$\varphi(X) = \varphi(X + Z), \quad \text{for all } X \in \mathbb{R}^{n+1},$$

in other words $\Gamma_k(\varphi)$ leaves the map $\varphi$ invariant. Hence, let $Z \in \Gamma_k(\varphi)$, i.e.

$$D^\nu \varphi(Z) = 0 \quad \text{for any } |\nu| \leq k - 1$$

and write the homogenous polynomial $\varphi \in C^\infty$ as

$$\varphi(X) = \sum_{|\nu|=k} a_\nu X^\nu,$$

where $X^\nu = x_1^{\nu_1} \cdot x_2^{\nu_2} \cdots y^{\nu_{n+1}}$ and $a_\nu \in \mathbb{R}$. By (28) we directly obtain that

$$\varphi(X) = \sum_{|\nu|=k} a_\nu (X - Z)^\nu,$$
which implies the claimed invariance. Since \( \varphi \) is \( k \)-homogenous, for every \( \lambda > 0 \) and \( X \in \mathbb{R}^{n+1} \)
\[
\varphi(X) = \varphi(X - Z) = (\lambda + 1)^k \varphi \left( \frac{X - Z}{\lambda + 1} \right) = (\lambda + 1)^k \varphi \left( Z + \frac{X - Z}{\lambda + 1} \right) = \varphi(X + \lambda Z),
\]
therefore, we obtain \( D^n \varphi(\lambda Z) = 0 \) for any \( |\nu| \leq k - 1 \), i.e. \( \lambda Z \in \Gamma_k(\varphi) \).

Similarly, noticing that for any \( Z, W \in \Gamma_k(\varphi) \) we have \( \varphi(Z + W + X) = \varphi(W + X) = \varphi(X) \) for any \( X \in \mathbb{R}^{n+1} \), we obtain \( Z + W \in \Gamma_k(\varphi) \). \( \square \)

**Definition 7.2.** Let \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \). We call \( d^{X_0} \) the dimension of \( \Gamma_k(u) \) at \( X_0 \in \Gamma_k(u) \) as
\[
d^{X_0} = \dim \Gamma_k(\varphi^{X_0}) = \dim \{ \xi \in \mathbb{R}^{n+1} : \langle \xi, \nabla_X \varphi^{X_0}(X) \rangle = 0 \text{ for all } X \in \mathbb{R}^{n+1} \}.
\]

Following the previous notations we obtain \( \Gamma^j_k(u) = \{ X_0 \in \Gamma_k(u) : d^{X_0} = j \} \).

Hence, given \( a \in (-1, 1) \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \). Then, let us split the nodal set \( \Gamma(u) \) in its regular part
\[
\mathcal{R}(u) = \left\{ X_0 \in \Gamma(u) \left| \begin{array}{ll}
N(X_0, u, 0^+) = 1 & \text{if } X_0 \notin \Sigma \\
N(X_0, u_0, 0^+) = 1 - a & \text{if } X_0 \in \Sigma
\end{array} \right. \right\},
\]
and its singular part
\[
\mathcal{S}(u) = \left\{ X_0 \in \Gamma(u) \left| \begin{array}{ll}
N(X_0, u, 0^+) \geq 2 & \text{if } X_0 \notin \Sigma \\
N(X_0, u_0, 0^+) \geq 2 - a & \text{if } X_0 \in \Sigma
\end{array} \right. \right\}.
\]

As we previously remarked, the regular set \( \mathcal{R}(u) \) is well defined in such a way, for every \( X_0 \in \Gamma(u) \cap \Sigma \) such that \( N(X_0, u_0, 0^+) = 1 \) or \( N(X_0, u_0, 0^+) = 1 - a \) must exist a sequence of point \( (X_i) \in \Gamma(u) \backslash \Sigma \) such that \( N(X_i, u, 0^+) = 1 \) and \( X_i \to X_0 \). The following result gives a generalization in the context of degenerate-singular operator of the concept of regular hypersurface as the set of points where the function vanishes away from its critical set.

**Theorem 7.3.** Let \( a \in (-1, 1), a \neq 0 \) and \( u \) be an \( L_a \)-harmonic function in \( B_1 \). Then the regular set \( \mathcal{R}(u) \) is locally a \( C^{k,r} \) hypersurface on \( \mathbb{R}^{n+1} \) in the variable \( (x, y |y|^{-a}) \) with
\[
k = \left\lfloor \frac{2}{1 - a} \right\rfloor \quad \text{and} \quad r = \frac{2}{1 - a} - \left\lfloor \frac{2}{1 - a} \right\rfloor.
\]

Moreover, we have that
\[
\mathcal{R}(u) = \left\{ X \in \Gamma(u) : |\nabla_x u(X)|^2 + |\partial^a u(X)|^2 \neq 0 \right\}.
\]

**Proof.** Let us start by proving the characterization of the regular set in terms of the derivatives of the \( L_a \)-harmonic function \( u \). By (4), there exist \( u^a \in H^{1,a}(B_1), u^{2-a}_a \in H^{1,2-a}(B_1) \) respectively \( L_a \) and \( L_{2-a} \)-harmonic function in \( B_1 \), symmetric with respect to \( \Sigma \), such that
\[
u(X) = u^a(X) + u^{2-a}_a(X) y |y|^{-a} \quad \text{in } B_1.
\]
For every $i = 1, \ldots, h$, differentiating the previous equality, we obtain
\begin{align}
\partial_x u(X) &= \partial_x u_e(X) + (\partial_x u_e^2)(X) y |y|^{-a} \\
\partial_y u(X) &= (1 - a) u_e^{2-a}(X) + y \partial_y u_e^{2-a} + \partial_y u_e,
\end{align}
where we split the two functions as sum of their symmetric and antisymmetric part. If $X_0 \in \mathcal{R}(u) \setminus \Sigma$ the condition in (29) is obviously satisfied by the local uniformly elliptic regularity outside $\Sigma$. Instead, if $X_0 \in \mathcal{R}(u) \cap \Sigma$, if $N(X_0, u_e, 0^+) = 1$ it follows
\[ u_e(X) = \phi_e(u(X_0))(X - X_0, \nu X_0) + o(|X - X_0|), \]
for some $\nu X_0 \in S^{n-1} = S^n \cap \Sigma$, and by Theorem 5.6 and (30) we obtain
\[ \partial_x u(X_0) = \partial_x u_e(X_0) = \phi_e^o(u_e)(e_i, \nu X_0), \]
and by the nondegeneracy of the blow-up limit $|\nabla u(X_0)| = \phi_e^o(u_e) \neq 0$ (for further details, we remaind to the proof of Theorem 7.6). Similarly, taking care of the antisymmetric part, if $N(X_0, u_o, 0^+) = 1 - a$ we obtain
\[ u_o(X) = \phi_o^o(u_o) y |y|^{-a} + o(|X - X_0|^{1-a}), \]
and consequently $\partial_y u(X_0) = \partial_y u_o(X_0) = (1 - a) \phi_o^o(u_o) y \neq 0$, as we claimed.

Now, let us consider the other part of the Theorem and let us study the regularity of the regular part $R(u)$. Since the implicit function theorem implies that the nodal set of a smooth function is a smooth hypersurface away from the critical nodal set, we decide to introduce a suitable change of variable. More precisely, let us introduce the change of variable $\Phi : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}$ such that
\[ \Phi : (x, z) \mapsto \left( x, (1 - a) z \frac{1}{|z|^{1-a}} \right), \]
\[ \Phi^{-1} : (x, y) \mapsto \left( x, \frac{y |y|^{-a}}{(1 - a)^{1-a}} \right), \]
with Jacobian $|J_{\Phi^{-1}}(x, y)| = (1 - a)^a |y|^{-a}$ and $\Phi(X_0) = X_0$, for every $X_0 \in \Sigma$. By (4) and This change of variable is well known in the literature since it allows to correlate our class of degenerate-singular operator with the class of Baouendi-Grushin Operators (see also [25]). In particular, since $a \in (-1, 1)$, we obtain by simple computations that $\Phi \in C^{k', r'}(\mathbb{R}^{n+1}, \mathbb{R}^{n+1})$, with
\[ k' = \left( \frac{1}{1 - a} \right) \quad \text{and} \quad r' = \frac{1}{1 - a} - \left( \frac{1}{1 - a} \right). \]
The previous quantity are well defined since $(1 - a)^{-1} > 1/2$, for every $a \in (-1, 1)$ and it blows up as $a$ approaches 1. 

Now, given $v(x, z) = u(\Phi(x, z))$, we obtain $\Gamma(u) = \Phi(\Gamma(v))$ and by (4), (30) and (31)
\[ v(x, z) = u_e^o(\Phi(x, z)) + u_e^{2-a}(\Phi(x, z)) z \]
\[ \partial_x v(x, z) = (\partial_x u)(\Phi(x, z)), \quad \text{for every } i = 1, \ldots, h \]
\[ \partial_z v(x, z) = (\partial_y u)(\Phi(x, z)), \]
so in particular $|\nabla v(x, z)|^2 = (|\nabla u|^2 + |\partial_y u|^2)(\Phi(x, z))$. By (4) and Proposition 2.3 we obtain that given and $L_a$-harmonic function $u$ in $B_1$, since $u_e^a(\Phi(x, z)), u_e^{2-a}(\Phi(x, z)) \in C^{k', r'}(B_{1/2})$ we obtain
that $v \in C^{k,r'}(B_{1/2})$. Moreover, as we remarked in Section 4, since our change of variables $\Phi$ acts only in the $y$-direction, we obtain from Proposition 2.3 and Theorem 5.6 that actually $v \in C^{k,r}(B_{1/2})$ with

$$k = \left\lceil \frac{2}{1-a} \right\rceil \geq 1 \quad \text{and} \quad r = \frac{2}{1-a} - \left\lfloor \frac{2}{1-a} \right\rfloor. $$

Now, by the first part of the statement, since $X_0 \in \mathcal{R}(u) \cap \Sigma$ we obtain by Corollary 5.17

$$|\nabla v(X_0)|^2 = |\nabla_x u(X_0)|^2 + |\partial_\nu u(X_0)|^2 = \varphi^{\nu_0}(\nu X_0)^2 + (1 - a)^2 \varphi^{\nu_0}(\nu_y)^2 \neq 0,$$

where $\varphi^{\nu_0}$ and $\varphi^{\nu_0}$ are respectively the tangent map of the symmetric and the antisymmetric part of $u$ with respect to $\Sigma$. Since the conclusion follows after an application of the implicit function theorem on the function $v$ and the relation $\Gamma(u) = \Phi(\Gamma(v))$, let us consider three different cases:

1. $N(X_0, u, 0^+) = 1$ and $N(X_0, u, 0^-) > 1 - a$, which implies that $\partial_x v(X_0) = 0$ and $\nabla_x v(X_0) = \varphi^{X_0}(\nu x_0) \nu^{X_0}$. In this case, up to relabeling the $x$-variables, by the implicit function theorem we obtain that there exists $\rho > 0$ and $g \in C^{k,r}(B_{\rho}(X_0))$ such that $x_1 = g(x) = g(x_2, \ldots, x_n, z)$ for every $(x, z) \in \Gamma(v) \cap B_{\rho}(X_0)$. Going back to the $(x, y)$ variables, we obtain

$$x_1 = g(x_2, \ldots, x_n, y |y|^{-a}) \text{ for every } X \in \Gamma(u) \cap B_{\rho/2}(X_0);$$

2. $N(X_0, u, 0^+) > 1$ and $N(X_0, u, 0^-) = 1 - a$, in this case since $\partial_x v(X_0) = 0$ for all $i = 1, \ldots, n$ and $\partial_x v(X_0) \neq 0$ we obtain that there exists $\rho > 0$ and $g \in C^{k,r}(B_{\rho}(X_0))$ such that $z = g(x) = g(x_1, \ldots, x_n)$ for every $(x, z) \in \Gamma(v) \cap B_{\rho}(X_0)$. Going back to the $(x, y)$ variables, we obtain

$$y |y|^{-a} = g(x) \text{ for every } X \in \Gamma(u) \cap B_{\rho/2}(X_0);$$

3. $N(X_0, u, 0^+) = 1$ and $N(X_0, u, 0^-) = 1 - a$, we obtain that if $a < 0$, by applying the implicit function theorem with respect to the $x$-variables as in case (1), we obtain, up to a rotation on $\Sigma$, that

$$x_1 = g(x_2, \ldots, x_n, y |y|^{-a}) \text{ for every } X \in \Gamma(u) \cap B_{\rho/2}(X_0);$$

where in this case $y |y|^{-a} \in C^{1,-a}_{\nu}(B_1)$. Otherwise, if $a > 0$ by applying the implicit function theorem on the $z$-variable as in (2), we obtain

$$y |y|^{-a} = g(x) \text{ for every } X \in \Gamma(u) \cap B_{\rho/2}(X_0),$$

where in both cases $g \in C^{k,r}(B_{\rho}(X_0)).$

We remark that the previous records can be changed considering the cases when the minimum between the Almgren frequency of the symmetric and the antisymmetric part of $u$ is achieved by the first or the second one.

Thus, up to considering a smaller radius on the previous cases, the results on $\mathcal{R}(u)$ are a direct consequence of the local ones on $\Gamma(u)$ near $X_0$, since the regular set is relatively open in $\Gamma(u)$ and hence there exists $\rho > 0$ such that $\Gamma(u) \cap B_{\rho}(X_0) = \mathcal{R}(u) \cap B_{\rho}(X_0).$ \hfill \Box

The previous result explains why the tangent map at a point of the restriction of the nodal set $\Gamma(u) \cap \Sigma$ does not allow to fully understand the geometric picture of the nodal set itself, since we need to take care of both the symmetric and antisymmetric part of $u$.

Furthermore, we can describe the local behaviour of the regular set $\mathcal{R}(u)$ near the characteristic manifold by using the tangent field $\Phi^{X_0}$, which contains all the geometric information of the regular set. More precisely, as a direct consequence of the previous reports we obtain
**Corollary 7.4.** Let $a \in (-1, 1)$ and $u$ be an $L_a$-harmonic function in $B_1$. Then the regular part $R(u)$ of the nodal set intersects the characteristic manifold $\Sigma$ either orthogonally or tangentially. More precisely, given $X_0 \in R(u) \cap \Sigma$

- if $N(X_0, u, 0^+) = 1$ the direction is orthogonal,
- if $N(X_0, u, 0^+) = 1 - a$ the direction is tangential.

Moreover, independently on $a \in (-1, 1)$ and on the value of $N(0, \Phi^{X_0}, 0^+)$, the restriction on $\Sigma$ of $R(u)$ is completely described by $\varphi^{X_0}_e$.

Instead, since the structure of the singular set is well known outside of the characteristic manifold $\Sigma$, we decided to postpone our analysis and to concentrate our attention to the intersection of the nodal set on $\Sigma$.

Hence, in this last part, we extend the previous analysis focusing on the restriction of the regular and singular set on the characteristic manifold. First, since Lemma 7.1 relies on the homogeneity and the regularity of the homogenous polynomial $\varphi \in \mathfrak{sB}_k^n(\mathbb{R}^{n+1})$, we can reasonably introduce the concept of dimension restricted to $\Sigma$.

**Definition 7.5.** Given $a \in (-1, 1)$, let $u$ be an $L_a$-harmonic function in $B_1$. We call $d^{X_0}_\Sigma$ the dimension of $\Gamma_k(u) \cap \Sigma$ at $X_0 \in \Gamma_k(u) \cap \Sigma$ as

$$d^{X_0}_\Sigma = \dim \Gamma_k(\varphi^{X_0}) \cap \Sigma = \dim \{\xi \in \Sigma : \langle \xi, \nabla_x \varphi^{X_0}(x, 0) \rangle = 0 \text{ for all } x \in \Sigma\}.$$

Following the previous notations, we define $\Gamma^j_k(u) \cap \Sigma = \{X_0 \in \Gamma_k(u) \cap \Sigma : d^{X_0}_\Sigma = j\}$.

In the previous Section, we split the restriction on the nodal set on $\Sigma$ into its regular part

$$R(u) \cap \Sigma = \{X \in \Gamma(u) \cap \Sigma : N(X, u_e, 0^+ = 1 \}$$

and its singular part

$$S(u) \cap \Sigma = \{X \in \Gamma(u) \cap \Sigma : N(X, u_e, 0^+) \geq 2\} = \bigcup_{k \geq 2} \Gamma_k(u) \cap \Sigma.$$

**Theorem 7.6.** Let $a \in (-1, 1)$ and $u$ be an $L_a$-harmonic function in $B_1$. Then the regular set $R(u)$ on $\Sigma$ is locally a smooth hypersurface on $\Sigma$ and

$$R(u) \cap \Sigma = \{X \in \Gamma(u) \cap \Sigma : |\nabla_x u_e(X)| \neq 0\}.$$

**Proof.** By Proposition 5.10 we already know that

$$\Gamma(u) \cap \Sigma = \Gamma(u_e) \cap \Sigma,$$

and it is either equal to $\Sigma$ or with empty interior in $\Sigma$. Inspired by this fact, we will concentrate our attention on the trace of $u$ on $\Sigma$, which is actually equal to the trace of $u_e$ itself. In order to simplify we will just write $u$ instead of $u_e$, assuming the symmetry with respect to $\Sigma$.

Suppose that $\Gamma(u_e) \neq \Sigma$, by Theorem 5.6 and our blow-up classification, for every $X_0 \in R(u) \cap \Sigma$ there exists a linear map $\varphi^{X_0} \in \mathfrak{sB}_k^n(\mathbb{R}^{n+1})$ such that

$$u(X) = \varphi^{X_0}(X - X_0) + o(|X - X_0|) = \varphi^{X_0}(\nu^{X_0})(X - X_0, \nu^{X_0}) + o(|X - X_0|)$$

for some $\nu^{X_0} \in S^{n-1} = S^n \cap \Sigma$.

Moreover, by Theorem 5.12 we know that the map $X_0 \mapsto \varphi^{X_0}(\nu^{X_0})\nu^{X_0}$ is continuous. Passing through
its trace on \( \Sigma \), since \( \nu \in \Sigma \) we obtain
\[
\varphi^{X_0}(\nu) = \varphi^{X_0}(x - x_0, \nu) + o(|x - x_0|).
\]
Since by Proposition 2.3 the function \( u \in C^\infty(B_{1/2}) \), we can use the tangent map in order to compute the directional derivative of \( u \), which will implies the nondegeneracy of the gradient on \( \Sigma \) of \( u \) at \( X_0 \). More precisely, for every \( \xi \in S^{n-1} \), we obtain
\[
\left( \nabla_x u(X_0), \xi \right) = \lim_{t \to 0} \frac{u(X_0 + t\xi)}{t} = \varphi^{X_0}(\nu X_0)(\xi, \nu^{X_0}),
\]
and hence \( \nabla_x u(X_0) = \varphi^{X_0}(\nu X_0)\nu^{X_0} \) which is nonzero by Theorem 5.5. Finally, by the implicit function theorem we obtain the claimed result. \( \square \)

As we already mentioned, since for \( k \geq 2 \) we have \( \mathfrak{m}_{2k}^\ast(\mathbb{R}^{n+1}) \setminus \mathfrak{m}_k^\ast(\mathbb{R}^{n+1}) \neq \emptyset \), we decide to introduce the following singular sets
\[
S^\ast(u) = \bigcup_{k \geq 2} \Gamma_{k}^\ast(u) \quad \text{and} \quad S^\ast(u) = \bigcup_{k \geq 2} \Gamma_{k}^0(u),
\]
where
\[
\Gamma_{k}^\ast(u) = \{ X_0 \in \Gamma_k(u) \cap \Sigma : \varphi^{X_0} \in \mathfrak{m}_{2k}^\ast(\mathbb{R}^{n+1}) \} \quad \text{and} \quad \Gamma_{k}^0(u) = (\Gamma_k(u) \cap \Sigma) \setminus \Gamma_{k}^\ast(u).
\]
The idea is to stratify the singular set taking care of both the dimension \( d_{\Sigma}^{\ast X_0} \) and the different classes of tangent map associated with the sets \( \Gamma_{k}^\ast(u) \) and \( \Gamma_{k}^0(u) \).

**Theorem 7.7.** Given \( \alpha \in (-1, 1) \), let \( u \) be an \( L_\alpha \)-harmonic function in \( B_1 \). Then for \( k \in 2 + \mathbb{N} \) and \( j = 0, \ldots, n-1 \) the sets \( \Gamma_{k}^j(u) \cap \Sigma \) is contained in a countable union of \( j \)-dimensional \( C^1 \) manifolds.

**Proof.** The proof of this result follows the strategy of [23, Theorem 1.3.8]. Since \( \varphi^{X_0} \) is a polynomial of degree \( k \) on \( \Sigma \), we can write the following
\[
\varphi^{X_0}(x, 0) = \sum_{|\alpha|=k} \frac{a_\alpha(x_0, 0)}{\alpha!} x^\alpha,
\]
where the coefficients \( X \mapsto a_\alpha(X) \) are continuous on \( \Gamma_k(u) \cap \Sigma \) and, since \( u(X) = 0 \) on \( \Gamma_k(u) \), there holds
\[
|\varphi^{X_0}(X - X_0)| \leq \sigma(|X - X_0|) |X - X_0|^k
\]
for every \( X, X_0 \in K \).

For any multi-index \( |\alpha| \leq k \), let us introduce for any \( X \in \Gamma_k(u) \) the collection
\[
f_\alpha(X) = \begin{cases} a_\alpha(X) & \text{if } |\alpha| = k \\ 0 & \text{if } |\alpha| < k \end{cases}.
\]
Let us prove that the compatibility conditions for the Whitney’s extension theorem are fully satisfied in order to guarantee the existence of a function \( F \in C^K(\mathbb{R}^{n+1}) \) such that
\[
\partial^\alpha F = f_\alpha \quad \text{on } E_j,
\]
for every \( \alpha \leq k \). More precisely, following [51] our claim is that, for any \( X_0, X \in K \), there holds
\[
f_\alpha(X) = \sum_{|\beta| \leq k - |\alpha|} \frac{f_{\alpha+\beta}(X_0)}{\beta!} (X - X_0)^\beta + R_\alpha(X, X_0),
\]
In particular, since where it is not restrictive to assume that $X_0$ for

By contradiction, suppose that there is no modulus of continuity $u$ with $Y$. SIRE, S. TERRACINI, AND G. TORTONE

Thus, consider the blow-up sequence associated with the sequences $(X_0^i)_i$ and $(\rho^i)_i$ given by

where it is not restrictive to assume that $X_0^i \to X_0 \in K$ and $X^i \to \xi^i \in \partial B_1$. By Theorem 5.12 we obtain $u^i \to \varphi^{X_0^i} \in \mathcal{B}^0_k(\mathbb{R}^{n+1})$ uniformly on compact set and there exist a modulus of continuity such that

In particular, since $X_0^i, X^i \in K = E_j$, the inequalities (22) holds true for $u^i$ at 0 and $\xi^i$. Thus, passing to the limit, we obtain that

for $0 < \rho < +\infty$, which implies that $\xi_0 \in \Gamma_k(\varphi^{X_0^i}).$ Finally, since $\partial^\alpha \varphi^{X_0}(\xi_0) = 0$ for $|\alpha| < k$, dividing both the left and the right hand side of (33) by $\rho^k$ and passing to the limit, we reach a contradiction since we obtain

Finally, under the previous notations, let us consider $X_0 = (x_0, 0) \in \Gamma_k^i(u) \cap E_i$, where $E_i$ is defined in Lemma 5.20. Hence, by definition of $d_{S^0}$, there exists $n - d_{S^0}$ linearly independent unit vectors $(\nu_i)_i \subset S^0$, such that

where $d_{S^0} = j$. Hence, there exist multi-indices $\alpha_i$ of order $|\alpha_i| = k - 1$ such that

$$\partial_{\nu_i} D^{\alpha_i} \varphi^{X_0}(0, 0) \neq 0.$$
ON THE NODAL SET OF SOLUTIONS TO DEGENERATE-SINGULAR ELLIPTIC EQUATIONS

Since \( \varphi^{x_0} \) is a polynomial of degree \( k \) on \( \Sigma \), we can write the following

\[
\varphi^{x_0}(x, 0) = \sum_{|\alpha|=k} a_{\alpha}(x_0, 0) \frac{x^\alpha}{\alpha!},
\]

where the coefficients \( X \mapsto a_{\alpha}(X) \) are continuous on \( \Gamma_k(u) \cap \Sigma \). Thus, the nondegeneracy condition on \( \varphi^{x_0} \) implies

\[
\partial_{i\nu} D^\alpha F(x_0, 0) \neq 0, \quad i = 1, \cdots, n - d_{\Sigma}^{x_0}.
\]

Finally, since

\[
\Gamma_k^i(u) \cap \Sigma \subset \bigcap_{i=1}^{n-j} \{ D^\alpha F = 0 \} \cap \Sigma,
\]

in view of the implicit function Theorem, the condition (34) implies that \( \Gamma_k^i(u) \cap \Sigma \cap E_i \) is contained in a \( j \)-dimensional manifold in a neighborhood of \( X_0 \).

The proof follows immediately from Lemma 5.20.

We remark that in this particular case of \( L_a \)-harmonic function symmetric with respect to \( \Sigma \), since by the definition of tangent map at a point of the nodal set we have

\[
u(x, 0) = \sum_{|\alpha|=k} a_{\alpha}(x_0, 0) \frac{x^\alpha}{\alpha!} + o(|x - x_0|^k)
\]

and \( u \in C^\infty(B_{1/2}) \) thanks to Proposition 2.3, we obtain that \( D^\alpha u(x_0, 0) = 0 \) for \( |\alpha| = k - 1 \) and \( D^\alpha u(x_0, 0) = a_{\alpha}(x_0, 0) \) for \( |\alpha| = k \). Thus, the nondegeneracy condition on \( \varphi^{x_0} \) implies

\[
\partial_{i\nu} D^\alpha u(x_0, 0) \neq 0, \quad i = 1, \cdots, n - d_{\Sigma}^{x_0}.
\]

Hence, we can obtain conclusion just looking at the strata \( \{ D^\alpha u = 0 \} \), with \( i = 1, \cdots, n - j \). Instead, the previous proof is more general and it will be applied to a more general class of degenerate-singular operators in Section 8.

The following is the main Theorem of this stratification analysis, in particular it allows to emphasize the degenerate-singular attitude of the operator \( L_a \) near the characteristic manifold \( \Sigma \) by showing the presence of a \( (n-1) \)-dimensional singular stratrum for \( a \in (-1, 1) \) with \( a \neq 0 \).

**Theorem 7.8.** Given \( a \in (-1, 1) \), let \( u \) be \( L_a \)-harmonic in \( B_1 \). Then there holds

\[
S(u) \cap \Sigma = S^\star(u) \cup S^a(u)
\]

where \( S^\star(u) \) is contained in a countable union of \( (n-2) \)-dimensional \( C^1 \) manifolds and \( S^a(u) \) is contained in a countable union of \( (n-1) \)-dimensional \( C^1 \) manifolds. Moreover

\[
S^\star(u) = \bigcup_{j=0}^{n-2} S_j^\star(u) \quad \text{and} \quad S^a(u) = \bigcup_{j=0}^{n-1} S_j^a(u),
\]

where both \( S_j^\star(u) \) and \( S_j^a(u) \) are contained in a countable union of \( j \)-dimensional \( C^1 \) manifolds.

**Proof.** The proof can be seen as an improvement of Proposition 7.7 since it consists on applying the previous strategy for the dimension and the regularity of the set \( \Gamma_k^i(u) \) taking care on the case when the tangent map belongs to \( \Theta_B^\star(\mathbb{R}^{n+1}) \) or not. Indeed, this two cases influence the upper bound on the dimension...
$d^{X_0}_S$ and consequently the dimension of the singular strata. Hence, let us set

$$S^a(u) = \bigcup_{j=0}^{n-1} S^a_j(u) = \bigcup_{j=0}^{n-1} \bigcup_{k \geq 2} \{ X \in \Gamma^a_k(u) : d^{X_0}_S = j \}.$$  

$$S^a(u) = \bigcup_{j=0}^{n-1} S^a_j(u) = \bigcup_{j=0}^{n-1} \bigcup_{k \geq 2} \{ X \in \Gamma^a_k(u) : d^{X_0}_S = j \}.$$  

Since for every $k \geq 2$ the functions $\varphi \in \mathfrak{s}\mathcal{B}^*_k(\mathbb{R}^{n+1})$ are homogeneous polynomial harmonic in $\Sigma$, we have that $\dim (\mathcal{S}(\varphi) \cap \Sigma) \leq n - 2$, and consequently $d^{X_0}_S \leq n - 2$ for every $X_0 \in \Gamma^a_k(u)$. Similarly, following Proposition 4.13 and the remarks in the proof of Theorem 6.3, since for every $k \geq 2$ there exists $\varphi \in \mathfrak{s}\mathcal{B}^*_k(\mathbb{R}^{n+1}) \setminus \mathfrak{s}\mathcal{B}^*_k(\mathbb{R}^{n+1})$ such that $\dim (\mathcal{S}(\varphi) \cap \Sigma) = n - 1$ we obtain that, for $X_0 \in \Gamma^a_k(u)$, there holds $d^{X_0}_S \leq n - 1$.

Now, by applying the same argument in the proof of Proposition 7.7, if we set

$$S^a_j(u) = \bigcup_{k \geq 2} \bigcup_{j=0}^{n-1} \bigcup_{k \geq 2} \{ X \in \Gamma^a_k(u) : d^{X_0}_S = j \} \quad \text{for } j = 0, \ldots, n - 2$$

$$S^a_j(u) = \bigcup_{k \geq 2} \bigcup_{j=0}^{n-1} \bigcup_{k \geq 2} \{ X \in \Gamma^a_k(u) : d^{X_0}_S = j \} \quad \text{for } j = 0, \ldots, n - 1,$$

we obtain that $S^a_j(u)$ and $S^a_j(u)$ are contained in $j$-dimensional $C^1$ manifold.

Furthermore, by Proposition 4.13 we obtain that for any $X_0 \in S^a_{n-1}(u)$ the leading polynomial of $u$ at $X_0$, i.e. the first term of the Taylor expansion of $u$ at $X_0$, is an homogenous polynomial of at least two variables of the form (14) or (15), up to a rotation on $\Sigma$.

8. Fractional power of elliptic operator in divergence form

In this Section, we apply the previous analysis relating, via the extension technique, the study of the restriction of the nodal set on the characteristic manifold $\Sigma$ to the local properties of solutions of fractional power of elliptic differential equations in divergence form. We start by focusing on the case of the fractional Laplacians $(-\Delta)^s$ and then we discuss the monotonicity formula and its consequences for solutions of general fractional elliptic differential equations of the second order with Lipschitz leading coefficients. Let $s \in (0, 1)$ and $u : B_1 \subset \mathbb{R}^n \to \mathbb{R}$ be a nontrivial $s$-harmonic function in $B_1$, that is

$$(-\Delta)^s u(x) = 0 \quad \text{in } B_1.$$  

Here we define the $s$-Laplacian

$$(-\Delta)^s u(x) = C(n, s) \text{ P.V.} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy,$$

where

$$C(n, s) = \frac{2^{2s} s \Gamma\left(\frac{n}{2} + s\right)}{\pi^{n/2} \Gamma(1 - s)} \in \left(0, 4 \Gamma\left(\frac{n}{2} + 1\right)\right).$$  

In general, the $s$-Laplacian can be defined in various ways, which we review now. First, in order to better understand these definitions, we introduce the spaces

$$\tilde{H}^s(\mathbb{R}^n) = \left\{ u \in L^2(\mathbb{R}^n) : |\xi|^s \mathcal{F} u(\xi) \in L^2(\mathbb{R}^n) \right\},$$
where \( s \in (0, 1) \) and \( \mathcal{F} \) denotes the Fourier transform. In the literature, the spaces \( \tilde{H}^s(\mathbb{R}^n) \) are called Bessel spaces and in particular they can be equivalently defined as a Sobolev-Slobodeckij spaces. More precisely, fixed \( \Omega \subseteq \mathbb{R}^n \) an open set, for every fractional exponent \( s \in (0, 1) \) we define \( H^s(\Omega) \) as the set of all functions \( u \) defined on \( \Omega \) with a finite norm

\[
\| u \|_{H^s(\Omega)} = \left( \int_{\Omega} |u|^2 \, dx + \frac{C(n, s)}{2} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(z)|^2}{|x - z|^{n+2s}} \, dx \, dz \right)^{1/2},
\]

where the term

\[
[u]_{H^s(\Omega)} = \left( \frac{C(n, s)}{2} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(z)|^2}{|x - z|^{n+2s}} \, dx \, dz \right)^{1/2}
\]

is the so-called Gagliardo seminorm of \( u \) in \( H^s(\Omega) \). It can be proved that \( \tilde{H}^s(\mathbb{R}^n) = H^s(\mathbb{R}^n) \) and in particular, for every \( u \in H^s(\mathbb{R}^n) \) we obtain

\[
[u]_{H^s(\mathbb{R}^n)}^2 = \int_{\mathbb{R}^n} |\xi|^{2s} |\mathcal{F} u(\xi)|^2 \, d\xi = \left\| (\nabla)^{s/2} u \right\|_{L^2(\mathbb{R}^n)}^2.
\]

Note that one can also define the fractional Laplacian acting on spaces of functions with weaker regularity. More precisely, following [40], let \( \mathcal{S} \) be the Schwartz space of rapidly decreasing smooth functions in \( \mathbb{R}^n \) and \( \mathcal{S}'(\mathbb{R}^n) \) be the space of smooth function \( u \) such that \( (1 + |x|^{n+2s}) D^k f(x) \) is bounded in \( \mathbb{R}^n \), for every \( k \geq 0 \), endowed with the topology given by the family of seminorms

\[
[f]_k = \sup_{x \in \mathbb{R}^n} \left( 1 + |x|^{n+2s} \right) D^k f(x).
\]

Under these notations, the fractional Laplacian of \( f \in \mathcal{S} \) is well defined in \( (-\Delta)^s f \in \mathcal{S} \), and, by duality, this allows to define the fractional Laplacian for functions in the space

\[
\mathcal{L}^s_1(\mathbb{R}^n) = \left\{ u \in L^1_{loc}(\mathbb{R}^n) : \int_{\mathbb{R}^n} \frac{|u(x)|}{(1 + |x|)^{n+2s}} \, dx < +\infty \right\}
\]

\[
= L^1_{loc}(\mathbb{R}^n) \cap \mathcal{S}'(\mathbb{R}^n),
\]

where \( \mathcal{S}'(\mathbb{R}^n) \) stands for the dual of \( \mathcal{S}(\mathbb{R}^n) \). We remark that necessary a function in \( \mathcal{L}^s_1(\mathbb{R}^n) \) needs to keep an algebraic growth of power strictly smaller than \( 2s \), in order to make the above expression meaningful, as was pointed out in [5, 7, 40] and recently in [45].

In order to study the local behaviour of \( u \), let us look at the extension technique popularized by Caffarelli and Silvestre (see [16]), characterizing the fractional Laplacian in \( \mathbb{R}^n \) as the Dirichlet-to-Neumann map for a variable \( v \) depending on one more space dimension. Namely for every \( u \in H^s(\mathbb{R}^n) \), let us consider \( v \in H^{1, a}(\mathbb{R}^{n+1}_+) \) satisfying

\[
\begin{cases}
\text{div}(y^a \nabla v) = 0 \quad \text{in } \mathbb{R}^{n+1}_+, \\
v(x, 0) = u(x) \quad \text{in } \Sigma.
\end{cases}
\]

with \( a = 1 - 2s \in (-1, 1) \). Such an extension exists unique and is given by the formula

\[
v(x, y) = \gamma(n, s) \int_{\mathbb{R}^n} \frac{y^2 u(x)}{|x - \eta|^2 + y^2} \, d\eta
\]

where \( \gamma(n, s)^{-1} = \int_{\mathbb{R}^n} \frac{1}{(|\eta|^2 + 1)^{n/2+s}} \, d\eta \),
where the nonlocal operator \((-\Delta)^s\) translates into the Dirichlet-to-Neumann operator type
\[
(-\Delta)^s: H^s(\mathbb{R}^n) \to H^{-s}(\mathbb{R}^n), \quad u \mapsto -\frac{C(n, s)}{\gamma(n, s)} \lim_{y \to 0^+} y^{1-2s} \partial_y v(x, y),
\]
with \(C(n, s)\) the normalization constant deeply studied in [45]. By [37], it is known that the space \(H^s(\mathbb{R}^n)\) coincides with the trace on \(\partial \mathbb{R}^{n+1}\) of the weighted Sobolev space \(H^{1,a}(\mathbb{R}^{n+1})\) and in general
\[
\|u\|_{H^s(\mathbb{R}^n)} = \frac{C(n, s)}{\gamma(n, s)} \int_{\mathbb{R}^{n+1}} |y|^{1-2s} |\nabla v|^2 dX,
\]
where \(v\) is the \(L_a\)-harmonic extension of \(u\) defined by (39). Since in the context of the extension problem the equation (36) translates in the homogeneous Neumann condition
\[
\partial_y v(x, 0) = \frac{C(n, s)}{\gamma(n, s)} \lim_{y \to 0^+} y^{1-2s} \partial_y v(x, y) = 0 \quad \text{on } B_1 \subset \Sigma.
\]
Applying an even reflection through \(\Sigma\), we can study the structure of the nodal set of \(s\)-harmonic function in \(\mathbb{R}^n\) as the restriction of the nodal set \(\Gamma(v)\) on the characteristic manifold \(\Sigma\) of the solution
\[
\begin{aligned}
L_a v &= 0 \quad \text{in } B_1^+, \\
v(x, -y) &= v(x, y) \quad \text{in } B_1^-, \\
v(x, 0) &= u(x) \quad \text{in } B_1
\end{aligned}
\]
where \(a = 1-2s \in (-1, 1)\) and \(B_1^+\) is the unitary \((n+1)\)-dimensional ball in \(\mathbb{R}^{n+1}\).
Moreover, by [37] it is well known that the class of trace on \(B_1^+ \cap \Sigma = B_1\) of function \(L_a\)-harmonic in \(B_1^+\) is equal to the space \(H^s(B_1)\).
Through this Section we will always identify as \(v\) the \(L_a\)-harmonic extension of \(u\) in \(\mathbb{R}^{n+1}\) symmetric with respect to \(\Sigma\) and with \(B_r(x_0)^+\) the ball in \(\mathbb{R}^{n+1}\) of radius \(r > 0\) and centered in the point \(X_0 = (x_0, 0) \in \Sigma\) in the characteristic manifold associated with \(\Sigma\).
The following results are a direct consequence of the ones obtained for purely symmetric \(L_a\)-harmonic function. For this reason the proof of the majority of them is skipped when the result is obtained just passing through the \(L_a\)-harmonic extension.

**Proposition 8.1.** Given \(s \in (0, 1)\), let \(u\) be \(s\)-harmonic in \(B_1\). Then, there for every \(x_0 \in B_1\),
\[
\frac{1}{R^n} \int_{B_R(x_0)} u^2 dx \leq C(n, s) \left(\frac{R}{r}\right)^{2n-1} \frac{1}{r^n} \int_{B_r(x_0)} u^2 dx,
\]
for \(0 < r < R < 1 - |x_0|\) and \(N = N(X_0, v, 1 - |X_0|)\), with \(v\) the \(L_a\)-harmonic extension of \(u\).

**Proof.** Let \(v \in H^{1,a}(B_1)\) be the \(L_a\)-harmonic extension of \(u\) in \(\mathbb{R}^{n+1}\), symmetric with respect to \(\Sigma\). The idea of this proof is to "move" the doubling condition on \(\mathbb{R}^{n+1}\) to the characteristic manifold \(\Sigma\). In [39] the author used a similar strategy to prove a so called "bulk doubling property".
In our case we improve the proof by using our blow up analysis developed in Section 4 and applying the correct factor of scaling in order to pass from a doubling condition in the dimension \(n + a + 1\) to the one on \(\Sigma\).
Let \(X_0 \in B_1 \cap \Sigma\), and \(v\) the \(L_a\)-harmonic extension symmetric with respect to \(\Sigma\). Integrating the inequality in Corollary 3.2, see (8), we obtain that
\[
\int_{B_{2R}^+(X_0)} |y|^a v^2 dX \leq \left(\frac{R}{r}\right)^{2n+a} \int_{B_r^+(X_0)} |y|^a v^2 dX
\]
for every $0 < r < R < 1 - |X_0|$, with $N = N(X_0, v, 1 - |X_0|)$. By the interpolation estimate in [39], we obtain
\[
\frac{1}{R^n} \int_{B_R(X_0)} u^2 \, dx \leq C(n, a) \left( \frac{1}{R^{n+a+1}} \int_{B_R^+(X_0)} |y|^a v^2 \, dX + \frac{1}{R^{n+a-1}} \int_{B_R^-(X_0)} |y|^a \nabla v|^2 \, dX \right)
\leq C(n, a) \left( \frac{1}{R^{n+a+1}} \int_{B_R^+(X_0)} |y|^a v^2 \, dX + \frac{1}{R^{n+a+1}} \int_{B_R^+(X_0)} |y|^a v^2 \, dX \right)
\leq C(n, a) 2^{N+n+a+1} \frac{1}{R^{n+a}} \int_{B_R^+(X_0)} |y|^a v^2 \, dX
\]
where in the second inequality we used the Caccioppoli estimate (5) and in the last one the doubling condition. Since it yields the desired lower bound for the left hand side of the doubling condition on $\Sigma$, we left to prove the upper bound. Let us prove by contradiction the existence of $C > 0$ and a radius $0 < \rho < R$ such that
\[
\int_{\partial B_r^+(X_0)} |y|^a v^2 \, dX \leq C(n, a) r^{a+1} \int_{\partial B_r(X_0)} u^2 \, dx \quad \text{for all } 0 < r \leq \rho,
\]
which will finally implies (41) after a simple integration. Hence, suppose there exists a sequence $r_k \xrightarrow{k \to \infty} 0^+$ such that
\[
\|u_k\|_{L^2(\partial B_r^+(X_0))} \geq k r_k^{\beta/2} \|u\|_{L^2(\partial B_{r_k}(X_0))},
\]
with $\beta = a + 1$. Then let us consider the blow-up sequence of $u$ centered at $X_0$ associated with $(r_k)_k$
\[
v_k(X) = \frac{v(X_0 + r_k X)}{\rho_k} \quad \text{with } \rho_k^2 = \frac{1}{r_k^{n+a}} \int_{\partial B_{r_k}^+(X_0)} |y|^a v^2 \, dX = H(X_0, v, r_k).
\]
By definition we have $\|v_k\|_{L^2(\partial B_1^+)} = 1$, and by Lemma 9.13 the sequence $(v_k)_k$ is uniformly bounded in $H^{1,a}(B_R^+)$ and $L^\infty(\overline{B_R})$, for every $R > 0$. In particular, by (43), we obtain
\[
\|u_k\|_{L^2(\partial B_1^+)} = \|v_k\|_{L^2(\partial B_1^+)} \leq \frac{r_k^{-\frac{n+1}{2}}}{r_k \cdot \frac{2n+1}{2}} \|u\|_{L^2(\partial B_{r_k}(X_0))} \leq k^{-1} r_k^{\frac{n+1}{2} - \frac{a+1}{2}} = k^{-1}.
\]
Thus, up to a subsequence, by Theorem 4.1 the blow-up sequence $(v_k)_k$ strongly converge in $H^{1,a}_{loc}(\mathbb{R}^{n+1})$ and in $C^{0,\alpha}_{loc}(\mathbb{R}^n)$, for every $\alpha \in (0, 1)$ to some homogeneous blow-up limit $\overline{v} \in H^{1,a}_{loc}(\mathbb{R}^{n+1})$ such that $\overline{v} = 0$ on $B_1$, $\|\overline{v}\|_{L^2(\partial B_1^+)} = 1$ and it satisfies
\[
\begin{aligned}
L_n \overline{v} &= 0 & & \text{in } \mathbb{R}^{n+1}, \\
\partial_{\nu} \overline{v} &= 0 & & \text{in } \Sigma.
\end{aligned}
\]
Hence, by Proposition 5.10 we obtain that $\overline{v} \equiv 0$ in contradiction with $\|\overline{v}\|_{L^2(\partial B_1^+)} = 1$. \hfill \Box

In order to justify the analysis of the local behaviour of $s$-harmonic functions, it is necessary to ensure the validity of the strong unique continuation property. It is known by [19] that an $s$-harmonic function in $B_1$ enjoys the strong unique continuation property in $B_1$, i.e. the only solutions which vanishes of infinite order at a point $X_0 \in \Gamma(u)$ is $u \equiv 0$. Similarly, an $s$-harmonic function in $B_1$ is said to satisfies the unique
The notion of vanishing order of $u$ at $x_0 \in \Gamma(u)$ is defined as the number $k \in \mathbb{R}$ such that
\[
\limsup_{r \to 0^+} \frac{1}{r^{n+2k}} \int_{B_r(x_0)} u^2 \, dx > 0.
\]
In order to correlate the notion of vanishing order of $s$-harmonic functions with the one for their $L^\infty$-harmonic extension, let us introduce the following common definition.

**Definition 8.3.** Given $s \in (0, 1)$, let $u$ be an $s$-harmonic function in $B_1$ and $x_0 \in \Gamma(u)$. The vanishing order of $u$ in $x_0$ is defined as the number $\mathcal{O}(u, x_0) \in \mathbb{R}$ such that
\[
\limsup_{r \to 0^+} \frac{1}{r^{n+2k}} \int_{\partial B_r(x_0)} u^2 \, dx = \begin{cases} 
0 & \text{if } k < \mathcal{O}(u, x_0), \\
+\infty & \text{if } k > \mathcal{O}(u, x_0).
\end{cases}
\]

In particular, from Lemma 4.7 and Proposition 8.1 we obtain

**Corollary 8.4.** Let $s \in (0, 1)$ and $a = 1 - 2s \in (-1, 1)$. Given $u$ an $s$-harmonic function in $B_1$, then the vanishing order $\mathcal{O}(u, x_0)$ of $u$ in $x_0 \in \Gamma(u)$ satisfy
\[
\mathcal{O}(u, x_0) = N(X_0, v, 0^+) = \lim_{r \to 0^+} \frac{r \int_{B^+_r(X_0)} |y|^a |\nabla v|^2 \, dX}{\int_{\partial B^+_r(X_0)} |y|^a v^2 \, d\sigma},
\]
where $v$ is the unique $L^\infty$-harmonic extension of $u$ symmetric with respect to $\Sigma$ and $X_0 = (x_0, 0)$.

Hence, for $k \in 1 + \mathbb{N}$, we define the subsets
\[
\Gamma_k(u) := \{ x_0 \in \Gamma(u) : \mathcal{O}(u, x_0) = k \},
\]
which is coherent with the Definition for the $L^\infty$-harmonic case. Indeed, inspired by the results in Section 4, we can prove a convergence result for the blow-up sequence associated with $x_0 \in \Gamma(u)$ to some blow-up limit $\varphi \in H^s_{\text{loc}}(\mathbb{R}^n)$.

Before proving the main convergence result, let us introduce two different classes of tangent maps strictly related to the ones introduced in Definition 4.15 and Definition 4.16. In particular, we will see that the structure of the nodal set is completely defined starting from these blow-up classes.

**Definition 8.5.** Given $s \in (0, 1)$ and $k \in 1 + \mathbb{N}$, we define the set of all possible blow-up limit of order $k$, i.e. the set of the traces of all $L^\infty$-harmonic polynomial of degree $k$ symmetric with respect to $\Sigma$, as
\[
\mathfrak{B}_k^s(\mathbb{R}^n) = \{ \varphi \in H^s_{\text{loc}}(\mathbb{R}^n) : \text{the } L^\infty\text{-extension of } \varphi \in \mathfrak{B}_k^s(\mathbb{R}^n) \}.
\]

Moreover, by Lemma 4.10 and Lemma 4.14, the space $\mathfrak{B}_k^s(\mathbb{R}^n)$ is the set of all possible homogenous polynomial of order $k$ in $\mathbb{R}^n$, which is, by the results in [37], the space of traces on $\Sigma$ of $s\mathfrak{B}_k^s(\mathbb{R}^n)$. Similarly, if we define with $\mathfrak{B}_k^s(\mathbb{R}^n)$ the set of function $\varphi \in \mathfrak{B}_k^s(\mathbb{R}^n)$ such that $\Delta \varphi = 0$ in $\mathbb{R}^n$, namely the collection of homogeneous harmonic polynomial of order $k$, there holds that $\mathfrak{B}_k^s(\mathbb{R}^n)$ coincides with the set of traces
of blow-up limits in $s\mathcal{B}_1^s(\mathbb{R}^{n+1})$.

The following result is a direct application of Theorem 4.1, Lemma 5.5, Theorem 5.6 and Theorem 5.12 on the $L_\alpha$-harmonic extension of $u$ symmetric with respect to $\Sigma$ and it ensure the existence of a unique non trivial tangent map at every point of the nodal set of $u$.

**Proposition 8.6.** Given $s \in (0,1)$, let $u$ be an $s$-harmonic function in $B_1$ and $x_0 \in \Gamma_k(u)$. Then there exists a unique $k$-homogenous polynomial $\varphi^{x_0} \in \mathcal{B}_k^s(\mathbb{R}^n)$ such that

$$u_{x_0,r}(x) = \frac{u(x_0 + r_k x)}{r^k} \to \varphi^{x_0}(x),$$

where the blow-up sequence $(u_{x_0,r})_r$ converges strongly in $H^s_{loc}(\mathbb{R}^n)$ and in $C^{1,\alpha}_{loc}(B_1)$, for every $\alpha \in (0,1)$. Moreover, the unique tangent map $\varphi^{x_0}$ is nontrivial and it satisfies the following generalized Taylor expansion

$$u(x) = \varphi^{x_0}(x - x_0) + o(|x - x_0|^k),$$

where the map $x_0 \mapsto \varphi^{x_0}$ from $\Gamma_k(u)$ to the space $\mathcal{B}_k^s(\mathbb{R}^n)$ is continuous.

Thus, let

$$\mathcal{R}(u) = \{x_0 \in \Gamma(u) : \mathcal{O}(u, x_0) = 1\},$$

$$\mathcal{S}(u) = \bigcup_{k \geq 2} \Gamma_k(u) = \bigcup_{k \geq 2} \{x_0 \in \Gamma(u) : \mathcal{O}(u, x_0) = k\},$$

be respectively the regular and singular part of $\Gamma(u)$. Moreover, by Corollary 5.8 we can find a different characterization of the singular strata $\Gamma_k(u)$ for $k \geq 2$, i.e.

$$\Gamma_k(u) = \left\{ x_0 \in \Gamma_k(u) \left| D^\nu u(x_0) = 0 \quad \text{for every } |\nu| \leq k - 1 \right. \right. \left. \left. \left. D^\nu u(x_0) \neq 0 \quad \text{for some } |\nu_0| = k \right\} \right. .$$

The following are the main theorems related to the regularity and the geometric structure of the nodal set: while in the first result we focus the attention on the regular part of the nodal set, proving a result similar to its local counterpart (see [27, 32]), in the ones related to the singular strata we highlight the presence of a singular subset $\mathcal{S}(u)$ strictly related to the nonlocal attitude of the fractional Laplacian.

**Theorem 8.7.** Given $s \in (0,1)$, let $u$ be $s$-harmonic in $B_1$. Then the regular set $\mathcal{R}(u)$ is relatively open in $\Gamma(u)$ and is locally a smooth hypersurface on $\mathbb{R}^n$. Moreover

$$\mathcal{R}(u) = \{ x \in \Gamma(u) : |\nabla u(x)| \neq 0 \} .$$

**Proof.** By Corollary 8.2, let us suppose that $u \neq 0$ in $B_1$ and hence $\Gamma(u)$ has empty interior. Given $v$ the unique $L_\alpha$-harmonic extension of $u$ symmetric with respect to $\Sigma$, well defined in $H^{1,\alpha}(B_1^+) \setminus \{0\}$ by (31), it is obvious to infer that

$$\mathcal{R}(v) \cap \Sigma = \mathcal{R}(u).$$

Moreover, by Lemma 5.20 we already know that $\mathcal{R}(u)$ is relatively open in $\Gamma(u)$ and by the application of the Federer reduction principle in Theorem 6.3 we obtain

$$\dim_H(\mathcal{R}(u)) = n - 1 .$$

Now, by Theorem 8.6 and our blow-up classification, for every $x_0 \in \mathcal{R}(u) \cap \Sigma$ there exists a linear map $\varphi^{x_0} \in \mathcal{B}_1^s(\mathbb{R}^n)$ such that

$$u(x) = \varphi^{x_0}(x - x_0) + o(|x - x_0|) = \varphi^{x_0}(\nu^{x_0})(x - x_0, \nu^{x_0}) + o(|x - x_0|)$$

with

$$\nu^{x_0} = \left( \frac{1}{r} \right)^k (x - x_0)$$

where $r$ is the radius of the ball of center $x_0$. Therefore, $\mathcal{R}(u)$ is a regular hypersurface in $\mathbb{R}^n$. On the other hand, by Theorem 8.6 and by Corollary 5.8 we can find a different characterization of the singular strata $\Gamma_k(u)$ for $k \geq 2$, i.e.

$$\Gamma_k(u) = \left\{ x_0 \in \Gamma_k(u) \right| \right. \left. \left. D^\nu u(x_0) = 0 \quad \text{for every } |\nu| \leq k - 1 \right. \right. \left. \left. D^\nu u(x_0) \neq 0 \quad \text{for some } |\nu_0| = k \right\} \right. .$$

By Theorem 8.7, we conclude that $\Gamma_k(u)$ is a regular hypersurface in $\mathbb{R}^n$. Therefore, the only singular part of $\Gamma(u)$ is $\mathcal{S}(u)$.
for some $\nu^{x_0} \in S^{n-1}$.

Moreover, still by Theorem 8.6 we know that the map $x_0 \mapsto \varphi^{x_0}(\nu^{x_0})\nu^{x_0}$ is continuous. By Proposition 2.3, since $u \in C^\infty(B_{1/2})$ we can use the tangent map in order to compute the directional derivative of $u$, which will ensures the nondegeneracy of the gradient of $u$ at $x_0$. More precisely, for every $\xi \in S^{n-1}$

$$
\langle \nabla u(x_0), \xi \rangle = \lim_{t \to 0} \frac{u(x_0 + t\xi)}{t} - \varphi^{x_0}(\nu^{x_0})\langle \xi, \nu^{x_0} \rangle,
$$

and hence $\nabla u(x_0) = \varphi^{x_0}(\nu^{x_0})\nu^{x_0}$ which is nonzero by the nondegeneracy of the tangent map. Finally, by the implicit function theorem we obtain the claimed result.

As in Section 7, initially we will prove a stratification result for the singular set $S(u)$. The main idea of this stratification is to stratify the nodal set by the spines of the normalized tangent maps. Indeed, we will introduce the subset $S_k(u)$ as the set of points at which every tangent map has at most $j$ independent directions of translation invariance in order to correlate the nodal set of $u$ with the dimension of the set where the tangent map $\varphi^{x_0}$ vanishes with the same order of $u$.

We remark that these result are a direct consequence of Theorem 7.7 and Theorem 7.8, nevertheless, for the sake of completeness, we present some technical details.

From Definition 7.5, given $s \in (0, 1)$ we call $d^{x_0}$ the dimension of $\Gamma_k(u)$ at $x_0 \in \Gamma_k(u)$ as

$$
d^{x_0} = \dim \{ \xi \in \mathbb{R}^n : \langle \xi, \nabla \varphi^{x_0}(x) \rangle = 0 \text{ for all } x \in \mathbb{R}^n \}.
$$

Now, fixed $k \geq 2$, for each $j = 0, \ldots, n - 1$ let us define

$$
\Gamma^j_k(u) = \{ x_0 \in \Gamma_k(u) : \dim \Gamma_k(\varphi^{x_0}) = j \},
$$

where $\varphi^{x_0}$ is the unique tangent limit of $u$ at $x_0$. As we already mentioned, since for $k \geq 2$ we have $B^*_k(\mathbb{R}^n) \setminus B^*_k(\mathbb{R}^n) \neq \emptyset$, we decide to introduce the following singular sets

$$
S^*(u) = \bigcup_{k \geq 2} \Gamma^*_k(u) \quad \text{and} \quad S^*_*(u) = \bigcup_{k \geq 2} \Gamma^*_k(u),
$$

where

$$
\Gamma^*_k(u) = \{ x_0 \in \Gamma_k(u) : \varphi^{x_0} \in B^*_k(\mathbb{R}^n) \} \quad \text{and} \quad \Gamma^*_k(u) = \Gamma_k(u) \setminus \Gamma^*_k(u).
$$

The idea is to stratify the singular set taking care of both the dimension $d^{x_0}$ and the different classes of tangent map associated with the sets $\Gamma^*_k(u)$ and $\Gamma^*_k(u)$.

**Theorem 8.8.** Given $s \in (0, 1)$ let $u$ be $s$-harmonic in $B_1$. Then there holds

$$
S(u) = S^*(u) \cup S^*_*(u)
$$

where $S^*(u)$ is contained in a countable union of $(n-2)$-dimensional $C^1$ manifolds and $S^*_*(u)$ is contained in a countable union of $(n-1)$-dimensional $C^1$ manifolds. Moreover

$$
S^*(u) = \bigcup_{j=0}^{n-2} S^*_j(u) \quad \text{and} \quad S^*_*(u) = \bigcup_{j=0}^{n-1} S^*_j(u),
$$

where both $S^*_j(u)$ and $S^*_j(u)$ are contained in a countable union of $j$-dimensional $C^1$ manifolds.

**Proof.** The proof is based on a combination of Theorem 7.7 Theorem 7.8. Since for every $k \geq 2$ the functions $\varphi \in sB^*_k(\mathbb{R}^{n+1})$ are homogeneous polynomial harmonic in $\Sigma$, we have that $\dim (S(\varphi) \cap \Sigma) \leq n - 2$, and consequently $d^{x_0}_{\Sigma} \leq n - 2$ for every $X_0 \in \Gamma^*_k(u)$.

Similarly, following Proposition 4.13 and the remarks in the proof of Theorem 6.3, since for every $k \geq 2$
there exists \( \varphi \in s\mathfrak{M}^+_{\mathbb{R}^{n+1}} \setminus s\mathfrak{M}^+_{\mathbb{R}^{n+1}} \) such that \( \dim (\mathcal{S}(u) \cap \Sigma) = n - 1 \) we obtain that for \( X_0 \in \Gamma^e_\mathcal{S}(u) \) there holds \( d^\alpha_{\mathcal{S}} \leq n - 1 \).

Now, by applying the same argument in the proof of Theorem 7.8, if we set

\[
\mathcal{S}^x_j(u) = \bigcup_{k \geq 2} \{ x \in \Gamma^e_\mathcal{S}(u) : d^\alpha_\mathcal{S} = j \} \quad \text{for } j = 0, \cdots, n - 2
\]

\[
\mathcal{S}^{x,n}_j(u) = \bigcup_{k \geq 2} \{ x \in \Gamma^e_\mathcal{S}(u) : d^\alpha_\mathcal{S} = j \} \quad \text{for } j = 0, \cdots, n - 1,
\]

we obtain the claimed result. \( \square \)

Furthermore, by Proposition 4.13 we obtain that for any \( x_0 \in \mathcal{S}^{x,n}_n(u) \) the leading polynomial of \( u \) at \( x_0 \) is a monomial of degree \( k \) with \( k \in 2 + \mathbb{N} \) depending only on one variable of \( \mathbb{R}^n \).

In order to show the optimality of the result, we will now present an explicit example of \( s \)-harmonic function in \( B_1 = (-1, 1) \subset \mathbb{R} \) with vanishing order \( k \geq 2 \). More precisely, the following construction allows to exhibit an \( s \)-harmonic in \( B_1 \subset \mathbb{R}^n \) with \( \Gamma(u) = \mathcal{S}^{x,n}_n(u) \).

Fixed \( s \in (0, 1) \), let \( B_1 = (-1, 1) \subset \mathbb{R} \) be the unitary ball in the real line and \( f \in \mathcal{L}^1_1(\mathbb{R}) \cap C(\mathbb{R}) \) an admissible function. By the classical potential theory it is known that the unique solution of

\[
\begin{cases}
(-\Delta)^s u = 0 & \text{in } B_1 \\
u = f & \text{in } \mathbb{R} \setminus B_1
\end{cases}
\]

an be computed explicitly as

\[
u(x) = \int_{\mathbb{R} \setminus B_1} P(x, y)f(y)dy = \frac{\Gamma(1/2)}{\pi^{1/2}} \sin s \pi s \left(1 - |x|^2\right)^{s} \int_{\mathbb{R} \setminus B_1} \frac{1}{(|y|^2 - 1)^s |x - y|} dy.
\]

We remark that several results and reference about the Poisson kernel can be found in the classical book of Landkof [31].

Now, given \( f \in \mathcal{L}^1_1(\mathbb{R}) \cap C(\mathbb{R}) \), let us consider \( f_e, f_o \in \mathcal{L}^1_1(\mathbb{R}) \) respectively the even and odd part of \( f \) uniquely defined as

\[
f_e(x) = \frac{f(x) + f(-x)}{2} \quad \text{and} \quad f_o(x) = \frac{f(x) - f(-x)}{2}.
\]

Under this notations, we obtain for \( x \in (-1, 1) \)

\[
u(x) = \frac{2\Gamma(1/2)}{\pi^{1/2}} \sin s \pi s \left(1 - |x|^2\right)^{s} \left[ \int_1^{+\infty} \frac{f_e(y)y}{(|y|^2 - 1)^s (y^2 - x^2)} dy + x \int_1^{+\infty} \frac{f_o(y)}{|y|^2 - 1)^s (y^2 - x^2)} dy \right].
\]

Since for every \( y \in \mathbb{R} \setminus B_1 \) we have \(|y| > |x|\), using the series expression

\[
\frac{1}{y^2 - x^2} = \sum_{n=0}^{\infty} \frac{x^{2n}}{y^{2n}},
\]

we obtain

\[
u(x) = \frac{2\Gamma(1/2)}{\pi^{1/2}} \sin s \pi s \left(1 - |x|^2\right)^{s} \left[ \sum_{n=0}^{\infty} A_{2n}(f)x^{2n} + \sum_{n=0}^{\infty} A_{2n+1}(f)x^{2n+1} \right],
\]
where for every $n \in \mathbb{N}$

$$A_{2n}(f) = \int_{1}^{+\infty} \frac{f_1(y)}{y^{|y|^2 - 1} y^{2n}} dy \quad \text{and} \quad A_{2n+1}(f) = \int_{1}^{+\infty} \frac{f_0(y)}{y(|y|^2 - 1) y^{2n+1}} dy.$$

In particular, if we consider $f(x) = (|x|^2 - 1)^s g(x^{-1})$ we obtain by a simple change of variables

$$A_{2n}(f) = \int_{0}^{1} g_1(y) y^{2n} dy \quad \text{and} \quad A_{2n+1}(f) = \int_{0}^{1} g_0(y) y^{2n+1} dy.$$

Hence, for every fixed order of vanishing $k \in 2 + \mathbb{N}$, there exists a polynomial function $g(x)$ such that $A_i(f) = 0$, for every $i \leq k - 1$. We remark that all these coefficients can be computed explicitly. Moreover, this construction implies that for every vanishing order $k \in 2 + \mathbb{N}$ there exists an $s$-harmonic function in $(-1, 1)$ which vanishes at zero with order $k$, which shows the purely nonlocal behaviour of the singular set of $s$-harmonic functions.

9. Some more general nonlocal equations

In this part we will generalize the previous result to a more general class of fractional power of divergence form operator following the change of variables first introduced in [2] and deeply popularized in the works [21, 22]. Inspired by works, we consider solutions of homogeneous linear elliptic differential equations of the second order with Lipschitz leading coefficients and no lower order terms. We remark that in general the regularity assumption on the coefficient is optimal thanks to the counterexample of [36]. Let $A(x) = (a_{ij}(x))$ be a symmetric $n \times n$ matrix-valued function in $\overline{B}_1$ satisfying the following assumptions:

1. there exists $\lambda \in (0, 1)$ such that
   $$\lambda |\xi|^2 \leq a_{ij}(x) \xi_i \xi_j \leq \lambda^{-1} |\xi|^2 \quad \text{for any } x \in \overline{B}_1 \text{ and } \xi \in \mathbb{R}^n;$$

2. there exists $\gamma > 0$ such that for any $1 \leq i, j \leq n$
   $$|a_{ij}(x) - a_{ij}(z)| \leq \gamma |x - z| \quad \text{for any } x, z \in B_1.$$

Hence, consider now the uniformly elliptic operator

$$Lu = \text{div} (A(x) \nabla u(x)) = \frac{\partial}{\partial x_i} \left( a_{ij}(x) \frac{\partial}{\partial x_j} u \right) = 0 \quad \text{in } B_1.$$

By [43], we already know the existence of characterization for the fractional powers of second order partial differential operators in some suitable class.

**Proposition 9.1.** Let $s \in (0, 1)$ and $u \in L^1_1(\mathbb{R}^n)$. Given $a = 1 - 2s \in (-1, 1)$, a solution of the extension problem

$$Lv + \frac{a}{y} \partial_y v + \partial_{yy} v = 0 \quad \text{in } \mathbb{R}^{n+1}_+$$

$$v(x, 0) = u(x) \quad \text{in } \mathbb{R}^n;$$

is given by

$$v(x, y) = \frac{1}{\Gamma(s)} \int_0^{\infty} (e^{tL}(-L)^s f)(x) e^{-\frac{x^2}{2t^{1-s}}} \frac{dt}{t^{1-s}}.$$
and

\[ (-L)^s u(x) = -\frac{\Gamma(s)}{2^{1-2s}\Gamma(1-s)} \lim_{y \to 0+} y^a \partial_y u(x, y). \]

A similar extension can be constructed in the context of fractional powers \((-\Delta_M)^s\) of the Laplace-Beltrami operator on a Riemannian manifold \(M\) and to conformal fractional Laplacian on conformally compact Einstein manifolds and asymptotically hyperbolic manifolds, thanks to the extension technique developed in [11] and the asymptotic expansion of their geodesic boundary defining function.

In this Section, we just consider the case of divergence form operator \(L\) in order to show how to deal with the limit case of Lipschitz coefficients. Therefore, this analysis will extend the results also to the case of Laplace-Beltrami with Lipschitz metric.

As we did for the fractional Laplacian, in order to study the local behaviour of solution of fractional elliptic equation associated with operator \(L\) in divergence form, let \(s \in (0, 1)\) and \(u\) be a solution of the extended problem (45) associated with \(L\), even with respect to the \(y\)-direction, i.e. such that

\[
\begin{align*}
\text{div}_{x,y}(|y|^a \overline{A}(x) \nabla_{x,y} u) &= 0, \quad \text{in } \mathbb{R}^{n+1}, \\
u(x, y) &= u(x, -y), \quad \text{in } \mathbb{R}^{n+1}.
\end{align*}
\]

where \(\overline{A}(x)\) is a symmetric \((n + 1) \times (n + 1)\) matrix-valued function in \(B_1\) such that

\[
\overline{A}(x) = \begin{pmatrix} A(x) & 0 \\ 0 & 1 \end{pmatrix}.
\]

Inspired by Definition 2.1, we define the natural generalization of notion of \(L_a\)-harmonicity in the context of divergence form operator \(L\) with Lipschitz leading coefficient.

**Definition 9.2.** Let \(a \in (-1, 1)\), we say \(u \in H^{1,a}(B_1)\) is \(L_a^A\)-harmonic in \(B_1\) if for every \(\varphi \in C_c^\infty(B_1)\) we have

\[
\int_{B_1} |y|^a \langle \overline{A}(x) \nabla u, \nabla \varphi \rangle \, dX = 0,
\]

where \(\overline{A}(x)\) is the symmetric \((n + 1) \times (n + 1)\) matrix-valued function defined in (47).

Through this Section, we will state all the result in the context of \(L_a^A\)-harmonic function in \(B_1\) symmetric with respect to \(\Sigma\), since the nodal set of the fractional powers \((-L)^s\) is completely defined as the restriction of the nodal set of \(L_a^A\)-harmonic function symmetric with respect to \(\Sigma\), as we did in the previous part of the Section.

Obviously, in order to better understand the behaviour of general degenerate operator with Lipschitz leading coefficient, one could consider general \(L_a^A\)-harmonic solution and apply the ideas and the decomposition of the previous Sections.

In order to develop a blow-up analysis, we need to extend our monotonicity formula based on a geometrical reduction introduced in [2] and deeply used in the local case [21, 22]. Hence, for \(n \geq 3\), define a Lipschitz metric \(\overline{g} = \overline{g}_{ij}(x, y) \, dx_i \otimes dx_j + \overline{g}_{yy}(x, y) \, dy \otimes dy\) on \(B_1\) by setting

\[
\overline{g}_{ij} = \overline{a}^{ij} (\det \overline{A})^\frac{1}{n-1}, \quad \text{if } 1 \leq i, j \leq n
\]

otherwise
where \( \overline{a}^{ij} \) and \( a^{i,j} \) denote respectively the entries of \( \overline{A}^{-1} \) and \( A^{-1} \). Letting similarly \( \overline{g}^i \) be the entries of the inverse metric of \( \overline{g} \), consider

\[
 r(x, y)^2 = \overline{g}_{ij}(0)x_ix_j + \overline{g}_{yy}(0)y^2 = |A|^{\frac{1}{n+\tau}} \left(a^{ij}(0)x_ix_j + y^2\right)
\]

and

\[
 \eta(x, y) = \frac{1}{r^2(x, y)} \left(\overline{g}^{ik}(x)\overline{g}_{kl}(0)x_ix_j + \overline{g}^{ij}(x)\overline{g}_{yy}(0)y^2\right) = \frac{a_{kl}(x)a^{kl}(0)x_ix_j + y^2}{a^{ij}(0)x_ix_j + y^2}.
\]

We can easily verify that \( \eta \) is a positive Lipschitz function in \( B_1 \), whose Lipschitz constant depends on \( n, \lambda, \Gamma \) but not on \( a \in (-1, 1) \).

Next, we introduce a new metric tensor \( g = g_{ij}(x, y)dx_i \otimes dx_j + g_{yy}(x, y)dy \otimes dy \) in \( B_1 \) by defining \( g = \eta(x, y)\overline{g} \). In the intrinsic geodesic polar coordinates with pole at zero of the Riemannian manifold \((B_1, g_{ij})\), the metric tensor takes the form

\[
g = dr \otimes dr + r^2 b_{ij}(r, \theta) d\theta_i \otimes d\theta_j,
\]

where

\[
b_{ij}(0, 0) = \delta_{ij}, \quad |\partial_r b_{ij}(r, \theta)| \leq \Lambda(n, \lambda, \Gamma), \quad \text{for } 1 \leq i, j \leq n.
\]

Moreover, if we denote \(|g| = |\det g|\) we obtain

\[
|g| = \eta^{\frac{n+1}{2}} |\overline{g}| = \eta^{\frac{n+1}{2}} |A|^{\frac{1}{n+\tau}}.
\]

Here we denote by \( \nabla_g u \) and \( \text{div}_g X \) respectively the intrinsic gradient of a function \( u \) and the intrinsic divergence of a vector field \( X \) on \( B_1 \) in the metric \( g \), i.e.

\[
\nabla_g u = g^{ij} \frac{\partial u}{\partial x_i} \frac{\partial}{\partial x_j}, \quad \text{div}_g X = \frac{1}{|g|} \sum_{i=1}^{n} \frac{\partial}{\partial x_i} \left(|g|X_i + \frac{\partial}{\partial y} (\sqrt{|g|}X_y)\right).
\]

Finally, in this new metric we rewrite the divergence form equation in (46) as

\[
\text{div}_g (|g|^{\alpha} \mu \nabla_g u) = \frac{1}{|g|} \frac{\partial}{\partial y} \left(1 - \sqrt{|g|}g^{yy} \mu\right) u \frac{\partial}{\partial y} |g|^\alpha
\]

where \( \mu = \mu(x, y) \) is a positive Lipschitz function given by

\[
\mu(x, y) = \eta(x, y)^{-\frac{1}{n+1}}
\]

bounded in \( \overline{B}_1 \) and such that, in polar coordinates, it satisfies

\[
\mu(0, 0) = 1, \quad \left|\frac{\partial}{\partial r} \mu(r, \theta)\right| \leq \Lambda(n, \lambda, \Gamma).
\]

By (48), (50) and the definition of \( \mu \), for every \((x, y) \in B_1 \)

\[
\sqrt{|g|}g^{yy} \mu = \eta^{-\frac{1}{n+1}} |A|^{\frac{1}{n+\tau}} |A|^{-\frac{1}{n+1}} \eta^{-\frac{1}{n+1}} = 1.
\]

To proceed, given \( u \in H^{1,\alpha}(B_1, dV_g) \) a solution of

\[
\text{div}_g (|g|^{\alpha} \mu \nabla_g u) = 0 \quad \text{in } B_1
\]
symmetric with respect to \( \Sigma \), let us define for any \( r \in (0, 1) \)
\[
E_g(u, r) = \frac{1}{r^{n+1}} \int_{B_g(r)} |y|^{a} \mu |\nabla_g u|^2 \, dV_g
\]
\[
H_g(u, r) = \frac{1}{r^{n+a}} \int_{\partial B_g(r)} |y|^{a} \mu u^2 \, d\nu_{\partial B_r}
\]
where here \( B_g(r) \) represents the geodesic ball in the metric \( g \) of radius \( r \) centered at the origin. We remark that by the polar decomposition of \( g \), \( B_g(r) \) coincides with the usual Euclidean ball.

In [25] the authors introduced a new monotonicity formula tailored for a class of generalized Baouendi-Grushin operators. As well known, such operators are strictly related to ours; thus, their result gives an analogue counterpart in the context of our weighted degenerate operator, firstly introduced in the pioneering papers [17, 18]. More precisely, let us introduce the change of variable \( \Phi : \mathbb{R}_{+}^{n+1} \to \mathbb{R}_{+}^{n+1} \) such that

\[
(x, z) = \Phi(x, y) = \left( x, \frac{y^{1-a}}{(1-a)^{1-a}} \right),
\]
with inverse \( \Phi^{-1}(x, z) = \left( x, (1-a)z^{\frac{1}{1-a}} \right) \). Given a function \( u(x, z) \) defined for \( (x, z) \in \mathbb{R}_{+}^{n+1} \), we define a function \( \tilde{u}(x, y) \) with \( (x, y) \in \mathbb{R}_{+}^{n+1} \) as \( \tilde{u}(x, y) = u(\Phi(x, y)) \). A simple computations gives

\[
L\tilde{u}(x, y) + \partial_{yy}\tilde{u}(x, y) + \frac{a}{y} \partial_{y}\tilde{u}(x, y) = z^{-\frac{a}{n-1}} \left[ \partial_{zz}u(x, z) + z^{-\frac{a}{n-1}} Lu(x, z) \right].
\]

As we can see, the operator within square brackets in the right-hand side of the previous equation is a special case of the family of operators in \( \mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{1} \) known as generalized Baouendi-Grushin operator.

Nevertheless, our problem does not satisfy the assumptions in [25] and consequently we need to construct a new monotonicity formula, which does extend the class of generalized Baouendi-Grushin operator for which a unique continuation principle holds true.

Under the previous notations, for \( r \in (0, 1) \), we define the Almgren type monotonicity formula as

\[
N_g(u, r) = \frac{E_g(u, r)}{H_g(u, r)} = \frac{r \int_{B_g(r)} |y|^{a} \mu |\nabla_g u|^2 \, dV_g}{\int_{\partial B_g(r)} |y|^{a} \mu u^2 \, d\nu_{\partial B_r}}.
\]

**Theorem 9.3.** Let \( a \in (-1, 1) \) and \( u \) be a solution of (52) symmetric with respect to \( \Sigma \). Then there exist a constant \( C > 0 \) such that the map \( r \to e^{Cr} N_g(u, r) \) is absolutely continuous and monotone nondecreasing on \( (0, 1) \). Hence, there always exists finite the limit

\[
N_g(u, 0^+) = \lim_{r \to 0^+} N_g(u, r),
\]
which we will refer to as the (Almgren) limiting frequency.

**Proof.** By assumption, both \( r \to E_g(u, r) \) and \( r \to H_g(u, r) \) are locally absolutely continuous functions on \( (0, 1) \), that is both their derivative are \( L_{\text{loc}}^1(0, 1) \). First, passing to the logarithmic derivatives, the
monotonicity of $r \mapsto N_g(u, r)$ is a direct consequence of the claim
\[
\frac{d}{dr} \log N(X_0, u, r) = \frac{1}{r} + \frac{d}{dr} \int_{B_r(X)} |y|^a \mu |\nabla u|^2 \, dV_g - \frac{d}{dr} \int_{\partial B_r(X)} |y|^a \mu |\nabla u|^2 \, dV_{\partial B_r(X)} \geq 0
\]
for $r \in (0, 1)$. First, by setting $b(r, \theta) = |\det b_{ij}(r, \theta)|$, we obtain $\sqrt{g(r, \theta)} = r^n \sqrt{b(r, \theta)}$ and we can rewrite the denominator $H_g(u, r)$ of the Almgren quotient as
\[
H_g(u, r) = \int_{\partial B_r(1)} |\theta_n|^a \mu(r, \theta) u^2(r, \theta) \sqrt{b(r, \theta)} \, d\theta,
\]
where $\theta_n$ is the spherical coordinate associated with the $y$-direction. By differentiating with respect to $r \in (0, 1)$, we obtain
\[
\frac{d}{dr} H_g(u, r) = \frac{2}{r^{n+a}} \int_{\partial B_r} |y|^a \mu u \partial_r u \, dV_{\partial B_r} + \frac{1}{r^{n+a}} \int_{\partial B_r} \frac{\partial}{\partial r} \left( \mu \sqrt{b} \right) u^2 \, dV_{\partial B_r},
\]
where $\partial_r u$ denotes the radial differentiation $\partial_r u = \langle \nabla_g u, X/\rho \rangle$ for $X \in \mathbb{R}^{n+1}$. On the other hand, the divergence theorem gives
\[
\int_{B_r} |y|^a \mu |\nabla u|^2 \, dV_g = -\int_{B_r} u \text{div}_g (|y|^a \mu \nabla u) \, dV_g + \int_{\partial B_r} |y|^a \mu u \partial_r u \, dV_{\partial B_r},
\]
and hence we can rewrite (53) as
\[
\frac{d}{dr} H_g(u, r) = \frac{2}{r^{n+a}} \int_{\partial B_r} |y|^a \mu u \partial_r u \, dV_{\partial B_r} + O(1) H_g(u, r),
\]
with $O(1)$ a function bounded in absolute value by a constant $C = C(n, A)$. We now focus on the derivative of $r \mapsto E_g(u, r)$, following the idea of the radial deformation in [21, 22]: for $0 < r, \Delta r < 1/2$ fixed, we define $w_t : \mathbb{R}^+ \to \mathbb{R}^+$ by
\[
w_t(\rho) = \begin{cases} 
t, & \text{if } \rho \leq r \\
1, & \text{if } \rho \geq r + \Delta r \\
t \frac{r + \Delta r - \rho}{\Delta r} + \frac{\rho - r}{\Delta r}, & \text{if } r \leq \rho \leq r + \Delta r.
\end{cases}
\]
Now, for $0 < t < 1 + \Delta r/(r + \Delta r)$, we define the bi-Lipschitz map $l_t : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$ as
\[
l_t(X) = w_t(\rho(X)) X,
\]
with $\rho(X) = \text{dist}_g(0, X)$, and consequently the radial deformation $u_t$ of $u$ as
\[
u^t(X) = u(l_t^{-1}(X)) \in H^{1, a}(B_1, dV_g).
\]
By definition we have $u^t(Z) = u(X)$, with $Z = l_t(X)$. Since $u$ is a solution of (52), given the functional $I(t) = E_g(u^t, 1)$ we have
\[
\frac{d}{dt} I(t) \bigg|_{t=1} = 0.
\]
In order to ease the notations, through the following computations we will simply use \( B_r \) instead of \( B_g(r) \). Inspired by the definition of \( w(t) \), let us set

\[
I(t) = \int_{B_{r+\Delta r}} |y|^a \mu |\nabla u^t|^2 \, dV_{B_{r+\Delta r}} + \int_{B_{r+\Delta r}\setminus B_r} |y|^a \mu |\nabla u^t|^2 \, dV_{B_r} + \int_{B_1 \setminus B_{r+\Delta r}} |y|^a \mu |\nabla u^t|^2 \, dV_{B_r} = I_1(t) + I_2(t) + I_3(t).
\]

It is easy to see that

\[
I_3(t) = \int_{B_1 \setminus B_{r+\Delta r}} |y|^a \mu |\nabla u^t|^2 \, dV_{B_r} = \int_{B_1 \setminus B_{r+\Delta r}} |y|^a \mu |\nabla u|^2 \, dV_{B_r}
\]

and consequently that \( I_3(t) \) does not give contribution to the derivative of \( I(t) \). Next, we have

\[
I_1(t) = \int_{B_{r+\Delta r}} |y|^a \mu |\nabla u^t|^2 \, dV_{B_r} = \int_{0}^{r} \int_{\partial B_1} t^a |(\rho, \theta_n)|^a \mu(t, \rho, \theta) \partial_\rho u^2(\rho, \theta) \frac{\sqrt{g(t, \rho, \theta)}}{t} \, d\theta d\rho
\]

\[
+ \int_{0}^{r} \int_{\partial B_1} t^a |(\rho, \theta_n)|^a \mu(t, \rho, \theta) b^{ij}(t, \rho, \theta) \partial_\rho u(\rho, \theta) \partial_\theta u(\rho, \theta) t \sqrt{g(t, \rho, \theta)} \, d\theta d\rho,
\]

where obviously \( b^{ij} \) are the entries of the inverse of \((b_{ij})_{ij}\) associated with the metric \( g \). By (51), we obtain

\[
\left| \frac{\partial}{\partial t} u(t, \rho, \theta) \right| \leq \Lambda(n, \lambda, \Gamma) \rho.
\]

Furthermore, we can rewrite

\[
\begin{cases}
\sqrt{g(t, \rho, \theta)} = t^n \rho^n \sqrt{b(t, \rho, \theta)} \\
b^{ij}(t, \rho, \theta) \sqrt{g(t, \rho, \theta)} = t^{n-2} \rho^{n-2} [\delta_{ij} + \varepsilon_{ij}(t, \rho, \theta)]
\end{cases}
\]

for some \((\varepsilon_{ij}(t, \rho, \theta))_{ij}\). Since that (49), we have

\[
\left| \frac{\partial}{\partial t} \sqrt{b(t, \rho, \theta)} \right| \leq C(n, \Lambda) \rho, \quad \left| \frac{\partial}{\partial t} \sqrt{\varepsilon_{ij}(t, \rho, \theta)} \right| \leq C(n, \Lambda) \rho
\]

which gives

\[
I_1(t) = t^{n+a-1} \left[ \int_{0}^{r} \int_{\partial B_1} |(\rho, \theta_n)|^a \mu(t, \rho, \theta) \partial_\rho u^2(\rho, \theta) \rho^n \sqrt{b(t, \rho, \theta)} \, d\theta d\rho \right.
\]

\[
+ \left. \int_{0}^{r} \int_{\partial B_1} |(\rho, \theta_n)|^a \mu(t, \rho, \theta) \rho^{n-2} (\delta_{ij} + \varepsilon(t, \rho, \theta)) \partial_\rho u(\rho, \theta) \partial_\theta u(\rho, \theta) \, d\theta d\rho \right],
\]

and consequently

\[
\frac{d}{dt} I_1(t) \bigg|_{t=1} = (n + a - 1) \int_{B_r} |y|^a \mu |\nabla u|^2 \, dV_{B_r} + O(r) \int_{B_r} |y|^a \mu |\nabla u|^2 \, dV_{B_r},
\]

with \( O(r) \) a function of \((r, \theta)\) whose absolute value is bounded by \( C(n, \Lambda) r \).

Finally, in order to estimate the second term of \( I(t) \), we need to introduce the following notations. Hence,
given $X \in B_{r+\Delta r} \setminus B_r$ and $Z = l_t(X) \in B_{r+\Delta r} \setminus B_r$, let us consider their expression in the intrinsic geodesic polar coordinates associated with $g$, namely $X = (\rho, \theta)$ and $Z = (\gamma_t(\rho), \theta)$, where
\[
\gamma_t(\rho) = \text{dist}_g(Z, 0) = w_t(X) \rho = \rho \left[ \frac{r + \Delta r - \rho}{\Delta r} + \frac{\rho - r}{\Delta r} \right],
\]
and
\[
\frac{\partial}{\partial \rho} \gamma_t(\rho) = \frac{r + \Delta r - 2 \rho}{\Delta r} + \frac{2 \rho - r}{\Delta r}.
\]
Then, still using the polar coordinates, we have
\[
|\nabla_g u'(Z)|^2 = \left| \partial_s u'(s, \theta) \right|^2 + \frac{1}{s^2} b^{ij}(s, \theta) \partial_{\theta_i} u'(s, \theta) \partial_{\theta_j} u'(s, \theta) \bigg|_{s=\gamma_t(\rho)}^2
\]
\[
= \left| \partial_s u(s, \theta) \right|^2 \left( \frac{\partial}{\partial s} \gamma_t^{-1}(s) \bigg|_{s=\gamma_t(\rho)} \right)^2 + \frac{1}{\gamma_t(\rho)^2} b^{ij}(\gamma_t(\rho), \theta) \partial_{\theta_i} u(\rho, \theta) \partial_{\theta_j} u(\rho, \theta),
\]
and similarly the volume element is given by
\[
dV_{B_r}(Z) = \gamma_t(\rho)^a \sqrt{g(\gamma_t(\rho), \theta)} \frac{\partial}{\partial \rho} \gamma_t(\rho) d\rho d\theta.
\]
By the previous computations and the expansions in (56), we obtain
\[
I_2(t) = \int_{B_{r+\Delta r} \setminus B_r} |y|^a \mu |\nabla u|^2 dV_{B_r}(Z)
\]
\[
= \int_r^{r+\Delta r} \int_{\partial B_1} s^n \left| (s, \theta_n) \right|^n h_t(\rho) \mu(s, \theta) \partial_{\rho} u^2(\rho, \theta) \sqrt{b(s, \theta)} \bigg|_{s=\gamma_t(\rho)} d\theta d\rho
\]
\[
+ \int_r^{r+\Delta r} \int_{\partial B_1} s^{-2} \left| (s, \theta_n) \right|^n \left. \frac{\partial}{\partial s} \gamma_t^{-1}(s, \partial_{\theta_i} u(\rho, \theta) \partial_{\theta_j} u(\rho, \theta) \right|_{s=\gamma_t(\rho)} d\theta d\rho.
\]
Since
\[
h_t(\rho) = \frac{\Delta r + t r - \rho}{t(r + \Delta r - \rho + \rho - r)} = -\frac{\Delta r + r - 2 \rho}{\Delta r},
\]
we can conclude
\[
\frac{d}{dt} I_2(t) \bigg|_{t=1} = \int_{B_{r+\Delta r} \setminus B_r} |y|^a \mu \left( n + a + O(\rho) \right) \frac{r + \Delta r - \rho}{\Delta r} \frac{r + \Delta r - 2 \rho}{\Delta r} (\partial_{\rho} u)^2 dV_{B_r}
\]
\[
+ \int_{B_{r+\Delta r} \setminus B_r} |y|^a \mu \left( n + a - 2 + O(\rho) \right) \frac{r + \Delta r - \rho}{\Delta r} \frac{r + \Delta r - 2 \rho}{\Delta r} \left| \nabla_g u \right|^2 \left( \partial_{\rho} u \right)^2 dV_{B_r}.
\]
Finally, by letting $\Delta r \to 0^+$ we obtain
\[
\frac{d}{dt} I_2(t) \bigg|_{t=1} = 2r \int_{\partial B_r} |y|^a \mu (\partial_{\rho} u)^2 dV_{\partial B_r} - r \int_{\partial B_r} |y|^a \mu |\nabla_g u|^2 dV_{\partial B_r}.
\]
From (55), (57) and (58), we obtain
\[
r \frac{d}{dr} \int_{B_r} |y|^a \mu |\nabla_g u|^2 dV_{\partial B_r} - (n + a - 1 + O(r)) \int_{B_r} |y|^a \mu (\nabla_g u)^2 dV_{B_r} = 2r \int_{\partial B_r} |y|^a \mu (\partial_{\rho} u)^2 dV_{\partial B_r},
\]
which implies with (54) that
\[
\frac{d}{dr} \log N(X_0, u, r) = O(1) + \frac{2}{\partial B_r} |y|^a \mu \partial \rho u^2 \, dV_{\partial B_r} + \frac{2}{\partial B_r} |y|^a \mu u \partial \mu u^2 \, dV_{\partial B_r} \geq -C(n, \Lambda),
\]
where the inequality is a consequence of Schwarz's inequality. It follows immediately that the map \( r \mapsto \exp(C(n, \Lambda)r)N_g(u, r) \) is a monotone nondecreasing function on \( r \in (0, 1) \) as required.

Returning to the formulation of the problem in the euclidian metric, for \( X_0 \in \Sigma \) and \( r \in (0, 1 - |X_0|) \) we set
\[
E(X_0, u, r) = \frac{1}{r^{n+a+1}} \int_{B_r(X_0)} |y|^a (\nabla (X) \nabla u, \nabla u) \, dX
\]
\[
H(X_0, u, r) = \frac{1}{r^{n+a}} \int_{\partial B_r(X_0)} |y|^a \mu u^2 \, d\sigma,
\]
and consequently
\[
N(X_0, u, r) = \frac{E(X_0, u, r)}{H(X_0, u, r)},
\]
with \( \mu_0 \) is a positive Lipschitz function bounded in \( B_1 \) satisfying (49) with \( \Lambda \) depending only on \( n, \lambda \) and \( \Gamma \).

**Corollary 9.4.** Let \( a \in (-1, 1) \) and \( u \) be a solution of (46) in \( B_1 \) symmetric with respect to \( \Sigma \). Then there exists a constant \( C > 0 \) such that for every \( X_0 \in B_1 \cap \Sigma \) the map
\[
r \mapsto e^{Cr} N(X_0, u, r)
\]
is absolutely continuous and monotone nondecreasing on \((0, 1 - |X_0|)\). Hence, there exists finite the Almgren limiting frequency defined as
\[
N(X_0, u, 0^+) = \lim_{r \to 0^+} N(X_0, u, r) = \inf_{r > 0} N(X_0, u, r).
\]

Now, we can finally apply the previous analysis to the general case \((-L)^s\), by proving the validity of a doubling condition, a compactness result for blow-up sequences and a general Theorem on the structure of the nodal set itself.

**Proposition 9.5.** Let \( a \in (-1, 1) \) and \( u \) be a solution of (46) in \( B_1 \). Hence, there exists a constant \( C = C(n, \Lambda) \) such that, for every \( X_0 \in B_1 \cap \Sigma \),
\[
H(X_0, u, r_2) \leq CH(X_0, u, r_1) \left( \frac{r_2}{r_1} \right)^{2\tilde{C}}
\]
for \( 0 < r_1 < r_2 < 1 - |X_0| \), where \( \tilde{C} = N(X_0, u, R)e^{C(n, \Lambda)R} \).

**Proof.** Fixed \( R = 1 - |X_0| \), by Corollary 9.4 we have that \( N(X_0, u, r) \leq e^{CR} N(X_0, u, R) \) for every \( r \in (0, R) \). By (54) we obtain
\[
\frac{d}{dr} \log H(X_0, u, r) = \frac{2}{r} N(X_0, u, r) + O(1)
\]
\[
\leq \frac{2}{r} N(X_0, u, R)e^{C(n, \Lambda)R} + C(n, \Lambda),
\]

for every $0 < r < R$. Now we integrate between $0 < r_1 < r_2 < R$, obtaining
\[
\log \frac{H(X_0, u, r_2)}{H(X_0, u, r_1)} \leq 2N(X_0, u, R) e^{C(n, \Lambda) R} \log \frac{r_2}{r_1} + C(n, \Lambda)(r_2 - r_1)
\]
and finally
\[
\frac{H(X_0, u, r_2)}{H(X_0, u, r_1)} \leq e^{C(n, \Lambda) R} \left( \frac{r_2}{r_1} \right)^{2\tilde{C}}
\]
with $\tilde{C} = N(X_0, u, R) e^{C(n, \Lambda) R}$.

Moreover, since we are dealing with the extension $L^A_n$ of operator uniformly elliptic in divergence form with Lipschitz coefficient, we can easily extend Corollary 3.6 to our new class of operator following the technique developed in [48]. Indeed, since the lower bound on the Almgren frequency formula is based on the Hölder regularity of $L^A_n$-harmonic function, we easily obtain

**Corollary 9.6.** Let $u$ be $L^A_n$-harmonic on $B_1$, then for every $X_0 \in \Gamma(u) \cap \Sigma$ we have
\[
N(X_0, u, 0^+) \geq \min\{1, 1 - \alpha\}.
\]

More precisely
- if $u$ is symmetric with respect to $\Sigma$, we have $N(X_0, u, 0^+) \geq 1$,
- if $u$ is antisymmetric with respect to $\Sigma$ we have $N(X_0, u, 0^+) \geq 1 - \alpha$.

In particular, since in this Section we are focusing on the symmetric case, we directly obtain $N(X_0, u, 0^+) \geq 1$, for any $X_0 \in \Gamma(u) \cap \Sigma$. All techniques presented in this manuscript involve a local analysis of the solutions, which will be performed via a blow-up procedure. The following result are a generalization of the ones in Section 4. Fixed $\alpha \in (-1, 1)$ and $u$ an $L^A_n$-harmonic function in $B_1$, for every $X_0 = (x_0, 0) \in \Gamma(u) \cap \Sigma$ and $r_k \downarrow 0^+$ we define as the blow-up sequence the collection
\[
u_k(X) = \frac{u(X_0 + r_k X)}{H(X_0, u, r_k)} \quad \text{for } X \in X \in B_{X_0, r_k} = \frac{B_1 - X_0}{r_k},
\]
such that $L^A_n u_k = 0$ and $\|u_k\|_{L^2, a(\partial B_1)} = 1$, where
\[
L^A_n = \text{div}_{x,y} \left( |y|^\alpha \overline{A}_k(x) \nabla_{x,y} \right), \quad \text{with } \overline{A}_k(x) = \overline{A}(x_0 + r_k x),
\]
for every $X \in B_{X_0, r_k}$.

**Proposition 9.7.** Let $\alpha \in (-1, 1)$. Given $X_0 \in \Gamma(u) \cap \Sigma$ and a blow-up sequence $u_k$ centered in $X_0$ and associated with some $r_k \downarrow 0^+$, there exists $p \in H^1_{loc} (\mathbb{R}^n)$ such that, up to a subsequence, $u_k \to p$ in $C^0_{loc} (\mathbb{R}^n)$ for every $\alpha \in (0, 1)$ and strongly in $H^1_{loc} (\mathbb{R}^n)$. In particular, the blow-up limit is and entire solution of following elliptic equation with constant coefficient
\[
\text{div}_{x,y} \left( |y|^\alpha \overline{A}(x_0) \nabla_{x,y} p \right) = 0 \quad \text{in } \mathbb{R}^{n+1}.
\]

The proof of this result is a straightforward adaptation of the one of Theorem 4.1. In particular, since the coefficient of $\overline{A}$ are Lipschitz continuous and uniformly elliptic, all the computations of the blow-up argument follows the line of the local counterpart in [27, 32, 22, 21, 44, 2].

Moreover, since for every $X_0 \in \Gamma(u) \cap \Sigma$ the blow-up limit satisfies a degenerate-singular equation with constant coefficients, it is not restrictive to suppose that $\overline{A}(x_0) = \text{Id}$, since by trivial transformation we can rewrite the equation in a canonical form.

Therefore, all the results on the structure of the singular strata, proved in the previous part of the Section
Theorem form operator with Lipschitz leading coefficients. Indeed, as we already pointed out, in the proof of Theorem 7.7 and Theorem 7.8 we never used Proposition 2.3 in order to attain the result on the structure of the singular strata on $\Sigma$. The crucial idea is that the Whitney extension allows to study the structure of the nodal set just by using the generalized Taylor expansion (5.17) for symmetric function without the high-order differentiability of the function itself. In this way the results can be easily generalized to our class of operators.

**Proposition 9.8.** Given $s \in (0,1)$, let $u$ be a solution of

$$\left(-L\right)^s u = 0 \quad \text{in } B_1,$$

with $L$ a uniformly elliptic operator with Lipschitz coefficient defined as (44). Then the nodal set $\Gamma(u)$ splits into its regular and singular part

$$R(u) = \{ x \in \Gamma(u) : |\nabla u(x)| \neq 0 \} \quad \text{and} \quad S(u) = \{ x \in \Gamma(u) : |\nabla u(x)| = 0 \}.$$

Moreover, if $u \in C^1(B_{1/2})$, on one hand $R(u)$ is locally a smooth hypersurface and on the other one there holds

$$S(u) = S^*(u) \cup S^a(u)$$

where $S^*(u)$ is contained in a countable union of $(n-2)$-dimensional $C^1$ manifolds and $S^a(u)$ is contained in a countable union of $(n-1)$-dimensional $C^1$ manifolds. Moreover

$$S^*(u) = \bigcup_{j=0}^{n-2} S^*_j(u) \quad \text{and} \quad S^a(u) = \bigcup_{j=0}^{n-1} S^a_j(u),$$

where both $S^*_j(u)$ and $S^a_j(u)$ are contained in a countable union of $j$-dimensional $C^1$ manifolds.

In this following, we extend the previous results to the case of nonlocal elliptic equation with a potential. In particular, let $s \in (0,1)$ and $u : B_1 \subset \mathbb{R}^n \to \mathbb{R}$ be a nontrivial solution of

$$(-\Delta)^su(x) = V(x)u \quad \text{in } B_1,$$

where $V \in W^{1,q}(B_1)$, for some $q \geq n/2s$. Following, the same strategy of Section 8, by the local realisation of the fractional Laplacian, let us consider $u \in H^{1,\alpha}(B_1^+) \subset X$ a solution of

$$\begin{cases}
L_{\alpha}u = 0 & \text{in } B_1^+ \\
-\partial_\alpha^a u = V(x)u & \text{in } B_1 \subset \Sigma,
\end{cases}$$

with $V \in W^{1,q}(B_1)$, for some $q \in [n/2s, +\infty]$. Hence, for every $X_0 \in B_1$ and $r \in (0,1 - |X_0|)$, let us consider

$$E(X_0, u, r) = \frac{1}{r^{n+a-1}} \left[ \int_{B_I^+(X_0)} |y|^{a} |\nabla u|^2 \, dX - \int_{B_r(X_0)} Vu^2 \, dx \right],$$

$$H(X_0, u, r) = \frac{1}{r^{n+a}} \int_{\partial^+ B_I^+(X_0)} |y|^a u^2 \, d\sigma$$

and the Almgren quotient

$$N(X_0, u, r) = \frac{E(X_0, u, r)}{H(X_0, u, r)}.$$
Before to state the main result on the monotonicity of the Almgren quotient, we recall a general class of Pohožaev type identities, which will allow to compute the derivative of the functionals previously defined. Indeed, by multiplying the equation \((61)\) with \(\langle X, \nabla u \rangle\), and integrating by parts over \(B_r^+ (X_0)\), for some \(X_0 \in B_1\) and \(r \in (0, 1 - |X_0|)\), we obtain
\[
\frac{1 - n - a}{2} \int_{B_r^+ (X_0)} |y|^a |\nabla u|^2 \, dX + \frac{r}{2} \int_{\partial B_r^+(X_0)} |y|^a |\nabla u|^2 \, d\sigma = r \int_{\partial B_r^+(X_0)} |y|^a (\partial_r u)^2 \, d\sigma + \int_{B_r(X_0)} -\partial_y^* u(x, \nabla u) \, dx.
\]
(63)

The following lemmata is a simple generalization of similar result obtained for the case of the Laplacian in [47]. First, let \(a \in (-1, 1)\) and \(u \in H^{1,a}(B_1^+ (X_0))\) for some \(X_0 \in B_1\) and \(r \in (0, \text{dist}(X_0, \partial B_1))\). Then, for every \(p \in [2, p^\#]\), where \(p^\# = \frac{2n}{(n - 2s)}\) there exists a constant \(C(n, p, s)\) such that
\[
\left( \frac{1}{r^n} \int_{B_r(X_0)} |u|^p \, dx \right)^\frac{1}{p} \leq C(n, p, s) \left[ \frac{1}{r^{n-1+a}} \int_{B_r^+(X_0)} |y|^a |\nabla u|^2 \, dX + \frac{1}{r^{n+a}} \int_{\partial B_r^+(X_0)} |y|^a u^2 \, dX \right]^{\frac{1}{p}}.
\]
(64)

This result is a direct consequence of the characterization of the class of trace of \(H^{1,a}(B_1^+)\) in [37] and the critical Sobolev exponent for the trace embedding in the context of fractional Sobolev-Slobodeckij spaces \(W^{s,2}(K)\), with \(s \in (0, 1)\) and \(K \subset \mathbb{R}^n\).

**Lemma 9.9.** Let \(a \in (-1, 1)\). Then, given \(u \in H^{1,a}(B_1^+)\) a solution of \((61)\), for every \(p \in [2, p^\#]\) and \(X_0 \in B_1 \cap \Sigma\) there exist constants \(C > 0, \tau > 0\) such that
\[
\left( \frac{1}{r^n} \int_{B_r(X_0)} |u|^p \, dx \right)^\frac{1}{p} \leq C \left( E(X_0, u, r) + H(X_0, u, r) \right),
\]
for every \(r \in (0, \tau)\).

**Proof.** Since \(u \in L^\infty(B_1^+)\) and \(V \in W^{1,q}(B_1)\) for some \(q \in [n/2s, +\infty]\), we obtain
\[
\left( \frac{1}{r^{n-1+a}} \int_{B_r(X_0)} Vu^2 \, dx \right)^\frac{1}{p} \leq \|V\|_{L^q} r^{-a} \left[ \frac{1}{r^n} \int_{B_r(X_0)} |u|^{q^*} \, dx \right]^\frac{1}{q^*} \\
\leq C r^{-a} \left[ \frac{1}{r^{n-1+a}} \int_{B_r^+(X_0)} |y|^a |\nabla u|^2 \, dX + \frac{1}{r^{n+a}} \int_{\partial B_r^+(X_0)} |y|^a u^2 \, dX \right],
\]

where we used the trace inequality in the case \(q^* = \frac{2q}{(q - 1)}\), since \(q^* \leq p^\#\). Finally, since \(a \in (-1, 1)\) we obtain
\[
E(X_0, u, r) + H(X_0, u, r) \geq (1 - Cr^{-a}) \left[ \frac{1}{r^{n-1+a}} \int_{B_r^+(X_0)} |y|^a |\nabla u|^2 \, dX + \frac{1}{r^{n+a}} \int_{\partial B_r^+(X_0)} |y|^a u^2 \, dX \right],
\]
(65)

the result follows by taking into account the trace inequality and choosing \(\tau > 0\) sufficiently small. \(\square\)

Following the same idea in [47] for the case \(s = 1/2\), let introduce for \(p \in (2, p^\#)\) the auxiliary function
\[
\psi(X_0, u, r) = \left( \frac{1}{r^n} \int_{B_r(X_0) \cap \Sigma} |u|^2 \, dX \right)^{1 - \frac{1}{p}}.
\]
which is bounded for \( r \in (0, \text{dist}(X_0, \partial B_1^+)) \). Under this notations, for \( a \in (-1, 1) \) consider

\[
\Psi(X_0, u, r) = C(n, s) \int_0^r t^{-a} \left( 1 + \frac{d}{dt} (t \psi(X_0, u, t)) \right) dt,
\]

which is well defined on \( r \in (0, \text{dist}(X_0, \partial B_1^+)) \) such that \( \lim_{r \to 0^+} \Psi(X_0, u, r) = 0 \), since \( \psi(X_0, u, r) \) is bounded for \( r \) sufficiently small. In order to simplify the notations, through the Section we will just use the notation \( \psi(r) \) and \( \Psi(r) \) for the auxiliary functions previously defined.

**Lemma 9.10.** Let \( a \in (-1, 1) \) and \( u \in H^{1,a}(B_1^+) \) be a solution of (61). Then, for every \( p \in (2, p^\#] \) and \( X_0 \in \partial B_1^+ \) there exist constants \( C > 0, \tau > 0 \) such that

\[
\frac{1}{r^{n-1}} \int_{S^{n-1}(X_0)} |u|^p \, d\sigma \leq C (E(X_0, u, r) + H(X_0, u, r)) \frac{d}{dr} (r \psi(r)),
\]

for every \( r \in (0, \tau) \).

**Proof.** The proof follows it is the same of [47, Lemma 9.5] make exception in our case is based on the generalized Poincaré inequality (64). Hence, a direct computation yields the identity

\[
\frac{d}{dr} (r \psi(r)) = \psi(r) \left[ r \left( 1 - \frac{2}{p} \right) \int_{S^{n-1}} |u|^p \, d\sigma \right] + \left( 1 - n \left( 1 - \frac{2}{p} \right) \right),
\]

and, since \( p \leq p^\# \) implies \( n(1 - 2/p) \leq 1 \), we infer

\[
\frac{d}{dr} (r \psi(r)) \geq r \psi(r) \left( 1 - \frac{2}{p} \right) \int_{B_1^+} |u|^p \, d\sigma.
\]

Finally, recalling the definition of \( \psi \) and using Lemma 9.9, we deduce

\[
(E(X_0, u, r) + H(X_0, u, r)) \frac{d}{dr} (r \psi(r)) \geq C \frac{1}{r^{n-1}} \int_{S^{n-1}} |u|^p \, d\sigma.
\]

\( \square \)

We are now ready to prove the boundedness of the Almgren quotient, rather than its monotonicity, considering a modified version of the quotient.

**Proposition 9.11.** Given \( a \in (-1, 1), u \in H^{1,a}(B_1^+) \) a solution of (61) and \( \Omega^+ \subset B_1^+ \), there exist constants \( C, \tau > 0 \) such that, for every \( X_0 \in \Omega \cap \Sigma \) and \( r \in (0, \tau) \) such that \( B_1^+(X_0) \subset B_1^+ \), we have that \( H(X_0, u, r) > 0 \) and \( N(X_0, u, r) > 0 \) for every \( r \in (0, \tau) \). Moreover, the map

\[
\begin{array}{c}
r \mapsto e^{C \Psi(X_0, u, r)} (N(X_0, u, r) + 1) \\
\end{array}
\]

is monotone non decreasing on \((0, \tau)\), which ensures the existence of limit

\[
N(X_0, u, 0^+) = \lim_{r \to 0^+} N(X_0, u, r),
\]

which is finite and called the Almgren frequency of \( u \) at \( X_0 \).
Proof. Let $X_0 \in B_1 \cap \Sigma$ and $\tau > 0$ be such that $\tau < \text{dist}(\Omega^+, B_1^+)$ and Lemma 9.9 and Lemma 9.10 hold true. First, let us consider the following modified Almgren frequency formula

$$\tilde{N}(X_0, u, r) = \frac{E(X_0, u, r)}{H(X_0, u, r)} + 1 = N(X_0, u, r) + 1. \quad (66)$$

Under this notations, we obtain by Lemma 9.9

$$E(X_0, u, r) + H(X_0, u, r) \geq 0 \implies \tilde{N}(X_0, u, r) = \frac{E(X_0, u, r)}{H(X_0, u, r)} + 1 \geq 0,$$

whenever $H(X_0, u, r) \neq 0$. By continuity of $r \mapsto H(X_0, u, r)$ we can consider a reasonable neighborhood of $r$ where it does not vanish. Now, taking into account the Pohožaev identity (63), if we differentiate the map $r \mapsto E(X_0, u, r)$ we obtain

$$\frac{d}{dr} E(X_0, u, r) = \frac{2}{r^{n+a}} \int_{\partial^+ B_r^+(X_0)} |y|^a (\partial_r u)^2 d\sigma + R(X_0, u, r),$$

$$\frac{d}{dr} H(X_0, u, r) = \frac{2}{r^{n+a}} \int_{\partial^+ B_r^+(X_0)} |y|^a u\partial_r u d\sigma,$$

where the remainder $R(X_0, u, r)$ takes the form

$$R(X_0, u, r) = \frac{2}{r^{n+a}} \int_{B_r(X_0)} V u(x, \nabla u) dx - \frac{1 - n - a}{r^{n+a}} \int_{B_r(X_0)} V u^2 dx + \frac{1}{r^{n-1+a}} \int_{S_{r}^{n-1}(X_0)} V u^2 dx.$$ 

In particular, if $V \in W^{1,q}(B_1)$, for some $q \in [n/2s, +\infty]$, we obtain that the following integrals are well defined

$$2 \int_{B_r(X_0)} V u(x, \nabla u) dx = \int_{S_{r}^{n-1}(X_0)} V u^2 d\sigma - n \int_{B_r(X_0)} V u^2 dx + \int_{B_r(X_0)} u^2(\nabla V, x) dx,$$

which it implies the estimate on the remainder

$$|R(X_0, u, r)| \leq C(n, a) \|V\|_{W^{1,q}} \left[ \frac{1}{r^{n+a}} \int_{B_r(X_0)} u^2 dx + \frac{1}{r^{n+a-1}} \int_{S_{r}^{n-1}(X_0)} u^2 d\sigma \right],$$

where we used Lemma 9.9 and Lemma 9.10. Therefore, differentiating the Almgren quotient and using the Cauchy-Schwarz inequality on $\partial^+ B_r^+$, we obtain

$$\frac{d}{dr} \tilde{N}(X_0, u, r) = \frac{d}{dr} E(X_0, u, r) + \frac{d}{dr} H(X_0, u, r) - \frac{d}{dr} H(X_0, u, r) \frac{d}{dr} H(X_0, u, r)$$

$$\geq 2H(X_0, u, r) \left[ \int_{\partial^+ B_r^+} |y|^a (\partial_r u)^2 d\sigma \int_{\partial^+ B_r^+} |y|^a u^2 d\sigma - \left( \int_{\partial^+ B_r^+} |y|^a (u, \partial_r u) d\sigma \right)^2 \right] +$$

$$- C(n, s) \tilde{N}(X_0, u, r)^{-a} \left( 1 + \frac{d}{dr} (r\psi(r)) \right)$$

$$\geq - C(n, s) \tilde{N}(X_0, u, r)^{-a} \left( 1 + \frac{d}{dr} (r\psi(r)) \right).$$
which implies that the function
\[ r \mapsto e^{C\Psi(X_0, u, r)} N(X_0, u, r) \]
is nondecreasing as far as \( H(X_0, u, r) \neq 0 \). Passing to the logarithmic derivative of \( r \mapsto H(X_0, u, r) \) we infer for \( r \in (r_1, r_2) \) we obtain
\[ \frac{d}{dr} \log H(X_0, u, r) = \frac{2}{r} N(X_0, u, r). \]
More precisely, we can choose \( r_1 = 0, r_2 = +\infty \). On one hand, the above equation provides that, if \( \log H(X_0, u, R) > -\infty \) then \( \log H(X_0, u, r) > -\infty \) for every \( r > R \), so that \( r_2 = \text{dist}(X_0, \partial B_1) \).
On the other hand assume by contradiction that
\[ r_1 = \inf \{ r : H(X_0, u, r) > 0 \text{ in } (r, r_2) \} > 0. \]
By the monotonicity result on the modified Almgren quotient (66), we have that
\[ N(X_0, u, r) < e^{C\Psi(2r_1)} (N(X_0, u, 2r_1) + 1) - 1, \]
for every \( r_1 < r \leq 2r_1 \). Hence, integrating (67) between \( r \) and \( 2r_1 \), we obtain
\[ \frac{H(X_0, u, 2r_1)}{H(X_0, u, r)} \leq \left( \frac{2r_1}{r} \right)^{2(e^{C\Psi(2r_1)} (N(X_0, u, 2r_1) + 1) - 1)} \]
and, since \( r \mapsto H(X_0, u, r) \) is continuous we deduce the absurd \( H(X_0, u, r_1) > 0. \]

Inspired by the previous part of the paper, we will prove a compactness result in order to perform a blow-up analysis of the nodal set \( \Gamma(u) \). Hence, fixed \( a \in (-1, 1) \) and \( u \) a solution of (64), consider now \( X_0 \in \Gamma(u) \) a point on the nodal set of \( u \), then for any \( r_k \downarrow 0^+ \) we define as the blow-up sequence the collection
\[ u_k(X) = \frac{u(X_0 + r_k X)}{\sqrt{H(X_0, u, r_k)}} \quad \text{for } X \in X \in B_{X_0, r_k} = B_1 - \frac{X_0}{r_k}, \]
such that \( L_a u_k = 0 \) and \( \|u_k\|_{L^2(\partial B_1)} = 1. \)

**Proposition 9.12.** Let \( a \in (-1, 1) \) and \( \alpha^* = \min \{ 1, 1 - a \} \). Given \( X_0 \in \Gamma(u) \cap \Sigma \) and a blow-up sequence \( u_k \) centered in \( X_0 \) and associated with some \( r_k \downarrow 0^+ \), there exists \( p \in H_{\text{loc}}^{1, \alpha^*}(\mathbb{R}^n) \) such that, up to a subsequence, \( u_k \to p \) in \( C_\text{loc}^{0, \alpha}(\mathbb{R}^n) \) for every \( \alpha < \alpha^* \) and strongly in \( H_{\text{loc}}^{1, \alpha}(\mathbb{R}^n) \). In particular, the blow-up limit is and entire \( L_a \)-harmonic function symmetric with respect to \( \Sigma \), i.e.
\[ \begin{cases}
L_a p = 0 & \text{in } \mathbb{R}^{n+1} \\
p(x, y) = p(x, -y) & \text{in } \mathbb{R}^{n+1}.
\end{cases} \]

We will prove the result in a series of lemmata.

**Lemma 9.13.** Let \( X_0 \in \Gamma(u) \cap \Sigma \). For any given \( R > 0 \), we have
\[ \|u_k\|_{H^2(B_R^+)} \leq C \quad \text{and} \quad \|u_k\|_{L^\infty(B_R)} \leq C, \]
where \( C > 0 \) is a constant independent of \( k > 0 \).
Proof. Let us consider \( \rho_k^2 = H(X_0, u, r_k) \), then by definition of the blow-up sequence \( u_k \) and Corollary 3.2 we obtain

\[
\int_{\partial^+ B_R^+} |y|^a u_k^2 \, d\sigma = \frac{1}{\rho_k^2} \int_{\partial^+ B_R^+} |y|^a u^2(X_0 + r_k X) \, d\sigma = \frac{1}{\rho_k^2} \int_{\partial^+ B_{Rr_k}(X_0)} |y|^a u^2 \, d\sigma = R^{n+a} \frac{H(X_0, u, Rr_k)}{H(X_0, u, r_k)} \leq R^{n+a} \left( \frac{Rr_k}{r_k} \right)^{2C}
\]

which gives us \( \|u_k\|_{L^{2,a}(\partial B_R)}^2 \leq C(R) R^{n+a} \). Similarly

\[
\int_{B_R^+} |y|^a |\nabla u_k|^2 \, d\sigma = N(0, u_k, R) \frac{1}{R} \int_{\partial^+ B_R^+} |y|^a u_k^2 \, d\sigma \leq C(R) R^{n+a} N(X_0, u, Rr_k) \leq C(R) R^{n+a} N(X_0, u, R)
\]

(68)

where in the last inequality we used the monotonicity result of Proposition 3.1. Since the map \( u_k \) is \( L_\alpha \)-harmonic, by [50, Lemma A.2] we obtain

\[
\sup_{B_{R/2}} u_k \leq C(n, s) \left( \frac{1}{R^{n+1+a}} \int_{B_R^+} |y|^a u_k^2 \, dX \right)^{1/2} \leq C(n, s) \left( \frac{H(0, u_k, R)}{n + a + 1} \right)^{1/2},
\]

where in the second inequality we used the monotonicity of \( r \mapsto H(0, u_k, r) \) in \((0, R)\). Finally, the estimate follows directly from the one the \( L^{2,a}(\partial B_R) \)-norm.

\[\Box\]

Lemma 9.14. Let \( a \in (-1, 1) \) and \( u \in H^{1,a}(B_1) \) be a solution of (61). Then, given \( X_0 \in \Gamma_k(u) \cap \Sigma \), there exists \( C > 0 \) such that

\[
\frac{1}{r^{n+a}} \int_{\partial^+ B_r^+(X_0)} |y|^a u^2 \, d\sigma \leq C r^{2k} \quad \text{and} \quad \frac{1}{r^{n-1+a}} \int_{B_r^+(X_0)} |y|^a |\nabla u|^2 \, dX \leq C r^{2k},
\]

for every \( r \in (0, \text{dist}(X_0, \partial B_1)/2) \). Moreover, by (64), for every \( p \in [2, p^\#] \), where \( p^\# = 2n/(n-2s) \) there exists a constant \( C > 0 \) such that

\[
\left[ \frac{1}{r^n} \int_{B_r(X_0)} |u|^p \, dx \right]^{\frac{1}{p}} \leq C r^{2k}.
\]
Proof. By Proposition 9.11 and (67), there exists a constant \( C > 0 \) and \( \tau > 0 \) such that, for every \( r \in (0, \tau) \) we obtain

\[
\frac{d}{dr} \log \frac{H(X_0, u, r)}{r^k} = \frac{2}{r} (N(X_0, u, r) - k) \\
\geq \frac{2}{r} \left( e^{-C \Psi(r)} e^{C \Psi(r)} (N(X_0, u, r) + 1) - 1 - k \right) \\
\geq \frac{2(k+1)}{r} \left( e^{-C \Psi(r)} - 1 \right),
\]

which implies, after an integration by part, that

\[
\frac{H(X_0, u, r)}{r^{2k}} \leq \frac{H(X_0, u, \tau)}{\tau^{2k}} \exp \left( \int_0^\tau \frac{2(k+1)}{\rho} \left( e^{-C \Psi(\rho)} - 1 \right) d\rho \right) \leq C,
\]

which it implies the first inequality. Now, by the Caccioppoli inequality associated with the \( L_0 \)-operator and the monotonicity of \( r \mapsto H(X_0, u, r) \) due to (67), we obtain

\[
\frac{1}{r^{n-1+a}} \int_{B_{r/2}^+(X_0)} |y|^a |\nabla u|^2 dX \leq \frac{1}{r^{n-1+a}} \int_{B_r^+(X_0)} |y|^a u^2 d\sigma \\
\leq \frac{1}{r^{n-1+a}} \int_0^r \rho^{n+a} H(X_0, u, \rho) d\rho \\
\leq CH(X_0, u, r),
\]

which yields the claimed conclusion. \( \square \)

Let \( r \mapsto W_k(X_0, u, r) \) be the \( k \)-Weiss function defined as

\[
W_k(X_0, u, r) = \frac{1}{r^{n+a+2k}} \int_{\partial^+ B_r^+(X_0)} |y|^a (\langle \nabla u, X - X_0 \rangle - u) d\sigma,
\]

or, equivalently

\[
W_k(X_0, u, r) = \frac{1}{r^{2k}} (E(X_0, u, r) - kH(X_0, u, r)).
\]

**Proposition 9.15.** Let \( a \in (-1, 1) \) and \( u \) be a nontrivial solution of (61). For \( X_0 \in \Gamma_k(u) \cap \Sigma \), given the \( k \)-Weiss function

\[
W_k(X_0, u, r) = \frac{1}{r^{n+a+1+2k}} \left( \int_{B_r^+(X_0)} |y|^a |\nabla u|^2 dX - \int_{B_r(X_0)} V u^2 d\sigma \right) + \\
- \frac{k}{r^{n+a+2k}} \int_{\partial^+ B_r^+(X_0)} |y|^a |u|^2 d\sigma.
\]

For \( r \in (0, 1 - |X_0|) \) we have

\[
\frac{d}{dr} W_k(X_0, u, r) \geq -C(n, a, k) \|V\|_{W^{1, a}(B_1)} r^{-a}.
\]

**Proof.** By a direct computation, we have

\[
\frac{d}{dr} W_k(X_0, u, r) = \frac{2}{r^{n+a+1+2k}} \int_{\partial^+ B_r^+(X_0)} |y|^a (\langle \nabla u, X - X_0 \rangle - ku)^2 d\sigma + R_k(X_0, u, r),
\]

where
with

\[
R_k(X_0, u, r) = \frac{4k - 1 - a}{r^{n+a+2k}} \int_{B_r(X_0) \cap \Sigma} V u^2 \, dx - \frac{1}{r^{n+a+2k}} \int_{B_r(X_0) \cap \Sigma} u^2 \langle \nabla V, x \rangle \, dx.
\]

By Lemma 9.9, Lemma 9.10 and Lemma 9.14 it follows

\[
|R_k(X_0, u, r)| \leq \frac{C(n, a, k)}{r^{n+a+2k}} \left( \frac{1}{r^n} \int_{B_r(X_0) \cap \Sigma} |u|^q \, dx \right)^{\frac{1}{q^*}}
\]

\[
\leq \frac{C(n, a, k, V)}{r^{n+a+2k}} \left( \frac{1}{r^{n+1+a}} \int_{B_r^+(X_0)} |y|^a |\nabla u|^2 \, dx + \frac{1}{r^{n+a}} \int_{\partial B_r^+(X_0)} |y|^a u^2 \, dX \right)
\]

\[
\leq C(n, a, k, V) r^{-a},
\]

where \( q^* = 2q/(q-1) \), which implies that

\[
r \mapsto W_k(X_0, u, r) + C(n, a, k, V) \| V \|_{W^{1, q}(B_1)} r^{1-a}
\]

is monotone nondecreasing in \((0, 1 - |X_0|)\).

**Proposition 9.16.** Let \( a \in (-1, 1), u \in H^{1, a}(B_1^+) \) be a solution of (61) and \( X_0 \in \Gamma_k(u) \cap \Sigma \). For every homogenous \( L_a \)-harmonic polynomial \( p \in sB_k^0(\mathbb{R}^{n+1}) \), the map

\[
r \mapsto H(X_0, u - p_{X_0}, r) = \frac{1}{r^{n+a+2k}} \int_{\partial B_r(X_0)} |y|^a (u - p_{X_0})^2 \, d\sigma
\]

satisfies

\[
\frac{d}{dr} \left( \frac{1}{r^{n+a+2k}} \int_{\partial B_r^+(X_0)} |y|^a u^2 \, d\sigma \right) = \frac{d}{dr} \int_{\partial B_r^+(X_0)} |y|^a \frac{w(X_0 + rX)^2}{r^{2k}} \, d\sigma
\]

\[
= 2 \int_{\partial B_r^+(X_0)} |y|^a \frac{w(X_0 + rX) \left( (\nabla w(X_0 + rX), rX) - kw(X_0 + rX) \right)}{r^{2k+1}} \, d\sigma
\]

\[
= 2 \int_{\partial B_r^+(X_0)} |y|^a \frac{w(X_0 + rX) \left( (\nabla w(X_0 + rX), rX) - kw(X_0 + rX) \right)}{r^{2k+1}} \, d\sigma
\]

\[
= 2 \int_{\partial B_r^+(X_0)} |y|^a \frac{w(X_0 + rX) \left( (\nabla w(X_0 + rX), rX) - kw(X_0 + rX) \right)}{r^{2k+1}} \, d\sigma
\]

\[
= 2 \int_{\partial B_r^+(X_0)} |y|^a w((X - X_0, \nabla w) - kw) \, d\sigma
\]

\[
= 2 W_k(X_0, w, r).
\]
On the other hand, looking at the expression of the $k$-Weiss function, we have
\begin{align*}
W_k(X_0, u, r) &= W_k(X_0, w + p_{X_0}, r) \\
&= \frac{1}{r^{n+a-1+2k}} \left( \int_{B_r^-(X_0)} |y|^a (|\nabla w|^2 + 2(\nabla w, \nabla p)) dX - \frac{k}{r} \int_{\partial \bar{B}_r^+(X_0)} |y|^a (w^2 + 2wp) d\sigma \right) \\
&\quad + \frac{1}{r^{n+a-1+2k}} \int_{B_r(X_0)} (w + p_{X_0}) \partial^a_\theta (w + p_{X_0}) dx \\
&= W_k(X_0, w, r) + \frac{1}{r^{n+a-1+2k}} \int_{B_r(X_0)} p_{X_0} \partial^a_\theta u dx + \\
&\quad + \frac{2}{r^{n+a+2k}} \int_{\partial + B_r^+(X_0)} |y|^a u((\nabla p_{X_0}, X - X_0) - kp) d\sigma \\
&= W_k(X_0, u - p_{X_0}, r) + \frac{1}{r^{n+a-1+2k}} \int_{B_r(X_0)} p_{X_0} \partial^a_\theta u dx,
\end{align*}
where in the second equality we used the $k$-homogeneity of $p_{X_0} \in \mathcal{B}_k^{q_0}(\mathbb{R}^{n+1})$. Hence we finally infer
\[
\frac{d}{dr} H(X_0, u - p_{X_0}, r) = \frac{2}{r} W_k(X_0, u - p_{X_0}, r) = \frac{2}{r} W_k(X_0, u, r) + \frac{2}{r^{n+a+2k}} \int_{B_r(X_0)} p_{X_0} V u dx.
\]

On one hand, by Proposition 9.15 we have
\[
W_k(X_0, u, r) = W_k(X_0, u, r) - W_k(X_0, u, 0^+) \geq -C(n, a, k) \|V\|_{W^{1, a}(B_1)} r^{1-a},
\]
while on the other one
\[
\left| \frac{2}{r^{n+a+2k}} \int_{B_r(X_0)} p_{X_0} V u dx \right| \leq C(n, a, k) \|V\|_{L^q(B_1)} \|p_{X_0}\|_{L^\infty(B_1)} r^{-a},
\]
where we used Lemma 9.9 and the growth estimate of Lemma 9.14. Hence, since $a \in (-1, 1)$, it follows immediately that
\[
r \mapsto H(X_0, u - p_{X_0}, r) = C \|p_{X_0}\|_{L^\infty(B_1)} \|V\|_{W^{1, a}(B_1)} r^{1-a},
\]
is monotone nondecreasing in $(0, 1 - |X_0|)$. 

Now, in the same spirit of Section 5, we prove the nondegeneracy of the functions at the singular points and then the existence and uniqueness of the tangent map.

Lemma 9.17. Let $a \in (-1, 1)$ and $u$ be a solution of (61). Then, for every $X_0 \in \Gamma_k(u) \cap \Sigma$ there exists $C > 0$ such that
\[
\sup_{\partial B_r(X_0)} |u(X)| \geq Cr^k \quad \text{for } 0 < r < R
\]
where $R = 1 - \text{dist}(X_0, \partial B_1)$.

Proof. Fix $X_0 \in \Gamma_k(u)$ and suppose by contradiction, given a decreasing sequence $r_j \downarrow 0$, that
\[
\lim_{j \to \infty} \frac{H(X_0, u, r_j)^{1/2}}{r_j^{k}} = \lim_{j \to \infty} \left( \frac{1}{r_j^{n+a+2k}} \int_{\partial B_{r_j}(X_0)} |y|^a u^2 d\sigma \right)^{1/2} = 0.
\]
Consider now the blow-up sequence

\[ u_j(X) = \frac{u(X_0 + r_j X)}{\rho_j} \]

where \( \rho_j = H(X_0, u, r_j)^{1/2} \)

classified starting from \( r_j \) and centered in \( X_0 \in \Gamma_k(u) \). By Theorem 9.12, up to a subsequence \( u_j \to p \) uniformly, where \( p \in \mathfrak{S}\mathcal{B}_k^a(\mathbb{R}^{n+1}) \) is a nontrivial homogenous polynomial of degree \( k \), such that \( H(0, p, 1) = 1 \).

Let us focus our attention on the functional \( M(X_0, u, p_{X_0}, r) \) with \( p_{X_0} \) as above. By the assumption on the growth of \( u \) it follows, as before, that

\[ M(X_0, u, p_{X_0}, 0^+) = \int_{\partial B_1} |y|^a p^2 \, d\sigma = \frac{1}{r_n + a + 2k} \int_{\partial B_{r_n}(X_0)} |y|^a p_{X_0}^2 \, d\sigma. \]

By the monotonicity result of Proposition 9.16 on the map

\[ r \mapsto M(X_0, u, p_{X_0}, r) + C \| p_{X_0} \|_{L^\infty(B_1 \cap \Sigma)} \| V \|_{L^\infty(B_1 \cap \Sigma)} r^{1-a}, \]

we obtain

\[ \frac{1}{r_n + a - 1 + 2k} \int_{\partial B_{r_n}(X_0)} |y|^a (u - p_{X_0})^2 \, d\sigma + C(n, p_{X_0}, V) r^{1-a} \geq \frac{1}{r_n + a - 1 + 2k} \int_{\partial B_{r_n}(X_0)} |y|^a p_{X_0}^2 \, d\sigma \]

and similarly

\[ \frac{1}{r_n + a - 1 + 2k} \int_{\partial B_{r_n}(X_0)} |y|^a (u^2 - 2up_{X_0}) \, d\sigma \geq -C(n, p_{X_0}, V) r^{1-a}. \]

On the other hand, rescaling the previous inequality and using the blow-up sequence \( u_j \) defined as above, we obtain

\[ \int_{\partial B_1} |y|^a \left( \frac{H(X_0, u, r_j)}{r_j^2} u_j^2 - 2H(X_0, u, r_j)^{1/2} u_j p \right) \, d\sigma \geq -C(n, p_{X_0}, V) \frac{r_j^{k+1-a}}{H(X_0, u, r_j)}. \]

Now, since \( N(X_0, u, 0^+) = k \), by Proposition 9.11 we obtain that \( H(X_0, u, r) > C r^{2A} \), for every \( A > k \).

Hence, simply by taking \( A = k + 1 \), we have that the right hand side of (71) goes to zero and, passing to the limit for \( j \to \infty \), by the previous inequality we obtain

\[ \int_{\partial B_1} |y|^a p^2 \, d\sigma \leq 0 \]

in contradiction with \( p \neq 0 \).

**Theorem 9.18.** Given \( a \in (-1, 1) \) and \( u \) be a solution of (61), let us consider \( X_0 \in \Gamma_k(u) \cap \Sigma \), i.e. \( N(X_0, u, 0^+) = k \). Then there exists a unique nonzero \( p \in \mathfrak{S}\mathcal{B}_k^a(\mathbb{R}^{n+1}) \) blow-up limit such that

\[ u_{X_0,r}(X) = \frac{u(X_0 + rX)}{r^k} \to p(X). \]

**Proof.** Up to a subsequence \( r_j \to 0^+ \), we have that \( u_{X_0, r_j} \to p \) in \( C_0^{0,\alpha} \). The existence of such limit follows directly from the growth estimate \( |u(X)| \leq C |X|^k \); moreover, by Lemma 9.17 we know \( p \) is not identically zero. Now, for any \( r > 0 \) we have

\[ W_k(0, p, r) = \lim_{j \to \infty} W_k(0, u_{X_0, r_j}, r) = \lim_{j \to \infty} W_k(X_0, u, r) = W_k(X_0, u, 0^+) = 0. \]
In particular, Proposition 9.15 implies that the $L_\alpha$-harmonic function $p$ is $k$-homogeneous and symmetric with respect to $\Sigma$, i.e. $p \in \mathcal{A}^k_\alpha(\mathbb{R}^{n+1})$. By Proposition 9.16, the limit $M(X_0, u, p_{X_0}, 0^+)$ exists and can be computed by

$$M(X_0, u, p_{X_0}, 0^+) = \lim_{j \to \infty} M(X_0, u, p_{X_0}, r_j) = \lim_{j \to \infty} M(0, u_{X_0}, r_j, p, 1) = \lim_{j \to \infty} \int_{\partial B_1} |y|^\alpha (u_{X_0, r_j} - p)^2 \, d\sigma = 0.$$  

Moreover, let us suppose by contradiction that there exists another sequence $r_i \to 0^+$ for which the associated blow-up sequence converges to a different limit, i.e. $u_{X_0, r_i} \to q \in \mathcal{A}^k_\alpha(\mathbb{R}^{n+1}), q \neq p$, then

$$0 = M(X_0, u, p_{X_0}, 0^+) = \lim_{i \to \infty} M(X_0, u, p_{X_0}, r_i) = \lim_{i \to \infty} \int_{\partial B_1} |y|^\alpha (u_{r_i} - p)^2 \, d\sigma = \int_{\partial B_1} |y|^\alpha (q - p)^2 \, d\sigma.$$  

Since $q$ and $p$ are both homogenous of degree $k$ they must coincide in $\mathbb{R}^n$. 

10. Measure estimates of nodal sets of $s$-harmonic functions

In this last Section, we estimate the measure of the nodal set $\Gamma(u)$ of $s$-harmonic functions. Our result can be seen as the nonlocal counterpart of the conjecture that Lin proposed in [32]. Indeed, following his strategy, we will give an explicit estimate on the $(n - 1)$-Hausdorff measure of the nodal set in terms of the Almgren frequency of its $L_\alpha$-extension.

We will keep the notations previously introduced: more precisely, through this Section we will denote with $v \in H^{1,s}(B_1^+)$ the restriction on the unitary ball in $\mathbb{R}_+^{n+1}$ of the $L_\alpha$-harmonic extension, defined by (39), symmetric with respect to $\Sigma$ (see (40)). Since the fractional Laplacian $(-\Delta)^s$ admits a representation formula, we directly have that the analyticity assumption, which is fundamental in order to apply a strategy developed in [32], is fully satisfied on every compact set $K \subset \subset B_1$. Moreover, by Proposition 8.1 we already have at our disposal a quantitative doubling condition for $s$-harmonic functions strictly related to the one in the extended space $\mathbb{R}^{n+1}$.

In order to achieve the estimate on the Hausdorff measure of the nodal set $\Gamma(u)$ we use the following lemma, introduced in [14], relating the growth of a complex analytic function with the number of its zeros.

**Lemma 10.1.** Let $f : B_1 \subset \mathbb{C} \to \mathbb{C}$ be an analytic function such that

$$|f(0)| = 1 \quad \text{and} \quad \sup_{B_1} |f| \leq 2^N,$$

for some positive constant $N$. Then for any $r \in (0, 1)$

$$\# \{z \in B_r : f(z) = 0\} \leq cN$$

and

$$\# \{z \in B_{1/2} : f(z) = 0\} \leq N,$$
where $C$ is a positive constant depending only on the radius $r$.

Before stating the main result on the measure of the nodal sets $\Gamma(u)$ in terms of the Almgren frequency of the $L_a$-harmonic extension, let us start with an example in the setting of tangent maps $\mathcal{B}_k^s(\mathbb{R}^n)$ that emphasizes how the measure of the nodal set is strictly related to the class of tangent maps that we are considering. First, it is not restrictive to assume that $\varphi \in \mathcal{B}_k^s(\mathbb{R}^2)$ for some $k \in 1 + \mathbb{N}$. Hence, consider the case $n = 2$ with the notation $(x, z) \in \mathbb{R}^2$. Since every $\varphi \in \mathcal{B}_k^s(\mathbb{R}^2)$ is harmonic in $\mathbb{R}^2$, it is known that

$$\mathcal{H}^1(\varphi) \cap B_1) = 2k.$$ 

In contrast, whenever $\varphi \in \mathcal{B}_k^s(\mathbb{R}^2) \setminus \mathcal{B}_k^s(\mathbb{R}^2)$ with $k \geq 2$, the previous bound turns out to be not optimal. More precisely, given the constant $k' = \# \{ t \in \mathbb{R} : \varphi(t, 1) = 0 \}$, we obtain

$$\mathcal{H}^1(\varphi) \cap B_1) = 2k',$$

where, by the Fundamental Theorem of Algebra, it is obvious to see that $0 \leq k' \leq k$.

In general, we prove the following result which is based on an argument first introduced in $[32]$ in the context of solution of second order elliptic equation with analytic coefficient. More recently, in $[6]$ the author constructs a similar estimate in a more general context connecting the Hausdorff measure of the nodal set of smooth functions with their finite vanishing order, which can be also applied to our case. Unfortunately, the remarkable difference between the case $\mathcal{B}_k^s(\mathbb{R}^n)$ and $\mathcal{B}_k^s(\mathbb{R}^n) \setminus \mathcal{B}_k^s(\mathbb{R}^n)$ (or similarly $\mathcal{B}_k^s(\mathbb{R}^{n+1})$ and $\mathcal{B}_k^s(\mathbb{R}^{n+1}) \setminus \mathcal{B}_k^s(\mathbb{R}^{n+1})$) implies the non optimality of Bär’s result in our setting.

**Theorem 10.2.** Given $s \in (0, 1)$, let $u$ be an $s$-harmonic function in $B_1$ and $0 \in \Gamma(u)$. Then

$$\mathcal{H}^{n-1}(\Gamma(u) \cap B_2^+) \leq C(n, s)N,$$

where $N = N(0, v, 1)$ is the frequency of the $L_a$-harmonic extension $v$ in $B_2^+$ defined by

$$N = \int_{B_1^+} \frac{|y|^n |\nabla v|^2 \, dX}{\int_{\partial B_1^+} |y|^n v^2 \, d\sigma}.$$

**Proof.** Let $(B_R(p_i))_i$ be a finite cover of $B_{1/2}$ with $R < 1/8$ and $p_i \in B_{1/2}$. Moreover, up to a normalization, it is not restrictive to assume that

$$\int_{B_1} u^2 \, dx = 1.$$ 

By Proposition 3.5 and Proposition 8.1, for every $p_i \in B_{1/2}$ we have

$$\int_{B_r(p_i)} u^2 \, dx \geq 4^{-C(n,s)N} \int_{B_{2r}(p_i)} u^2 \, dx,$$

with $0 < r < 1/4$ and $N = N(0, v, 1)$. Moreover, using the normalization hypothesis, we obtain

$$\int_{B_R(p_i)} u^2 \, dx \geq 4^{-C(n,s)N}.$$
Given $p_1, \ldots, p_j \in B_{1/2}$ the collection of points associated with the covering, let us consider $(x_{p_i})_i \in B_R(p_i)$ such that

$$|u(x_{p_i})| \geq 2^{-C(n,s)N}, \quad \text{for any } i = 1, \ldots, j.$$ 

In order to apply Lemma 10.1, for $i = 1, \ldots, j$ consider the collection of analytic functions of one complex variable defined as

$$f_i(w, z) = u(x_{p_i} + 4Rzw), \quad \text{for } w \in S^{n-1}, z \in B_i^C$$

Then, by construction, we have

$$|f_i(w, 0)| \geq 2^{-C(n,s)N} \quad \text{and} \quad |f_i(w, z)| \leq C,$$

for some positive dimensional constant $C > 0$. Since, by Lemma 10.1 we have

$$N_i(w) = \# \{ x \in B_{2R}(x_{p_i}) : u(x) = 0 \quad \text{for } (x - x_{p_i}) \parallel w \}$$

$$\leq \# \{ z \in B_i^C : f_i(w, z) = 0 \}$$

$$\leq c(n, s, N)N,$$

for every $i = 1, \ldots, j$, by the integral geometric formula in [20, Theorem 3.2.27], we finally obtain

$$\mathcal{H}^{n-1}(\Gamma(u) \cap B_{1/2}) \leq \sum_{i=1}^{j} \mathcal{H}^{n-1}(\Gamma(v) \cap B_R(p_i)) \leq c(n, s, N) \sum_{i=1}^{j} \int_{S^{n-1}} N_i(w)dw \leq C(n, s, N)N$$

where in the second inequality we used $B_R(p_i) \subset B_{2R}(x_{p_i})$ for every $i = 1, \ldots, j$. 

\[ \square \]
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