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Abstract

Existing convergence guarantees for the mirror descent algorithm require the objective function to have a bounded gradient or be smooth relative to a Legendre function. The bounded gradient and relative smoothness conditions, however, may not hold in important applications, such as quantum state tomography and portfolio selection. In this paper, we propose a local version of the relative smoothness condition as a generalization of its existing global version, and prove that under this local relative smoothness condition, the mirror descent algorithm with Armijo line search always converges. Numerical results showed that, therefore, the mirror descent algorithm with Armijo line search was the fastest guaranteed-to-converge algorithm for quantum state tomography, empirically on real data-sets.

1 Introduction

Consider a constrained convex optimization problem:

\[ f^* = \min_x \{ f(x) \mid x \in \mathcal{X} \}, \]

where \( f \) is a convex differentiable function, and \( \mathcal{X} \) is a convex closed set in \( \mathbb{R}^d \). We assume that \( f^* > -\infty \).

The mirror descent algorithm is standard for solving such a constrained convex optimization problem \([6, 32]\). Given an initial iterate \( x_0 \in \mathcal{X} \), the mirror descent algorithm iterates as

\[ x_{k+1} = \arg\min_x \{ \langle \nabla f(x_k), x - x_k \rangle + \alpha_k D_h(x, x_k) \mid x \in \mathcal{X} \}, \quad \forall k \in \mathbb{N}, \]

for some convex differentiable function \( h \) and a properly chosen sequence of step sizes \( \{\alpha_k\} \), where \( D_h \) denotes the Bregman divergence induced by \( h \):

\[ D_h(z_2, z_1) := h(z_2) - [h(z_1) + \langle \nabla h(z_1), z_2 - z_1 \rangle], \quad \forall (z_2, z_1) \in \text{dom } h \times \text{dom } \nabla h. \]
With a proper choice of the function $h$, the mirror descent algorithm can have an almost dimension-independent convergence rate guarantee, or lower per-iteration computational complexity. A famous example is the exponentiated gradient method, which enjoys both benefits \[25, 26\]. The exponentiated gradient method corresponds to the mirror descent algorithm with $h$ being the negative Shannon entropy.

Convergence of the mirror descent algorithm has been established under the following two conditions on the objective function.

1. **Bounded gradient**: There exists some $L > 0$, such that
   \[\|\nabla f(x)\| \leq L, \quad \forall x \in \mathcal{X},\]
   for some norm $\| \cdot \|$ \[6, 32\].

2. **Relative smoothness**: There exist some $L > 0$ and a convex differentiable function $h$, such that
   \[f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + LD_h(y, x), \quad \forall x, y \in \mathcal{X},\]
   where $D_h$ denotes the Bregman divergence induced by $h$ \[2, 3, 31\].

These conditions may not hold, or introduce undesirable computational burdens for some applications. Quantum state tomography is one such instance.

**Example 1** Quantum state tomography (QST) is the task of estimating the state of qubits (quantum bits) given measurement outcomes \[36\]; this task is essential to calibrating quantum computation devices. Numerically, it corresponds to minimizing the function

\[f_{\text{QST}}(x) := -\sum_{i=1}^{n} \log \text{Tr}(M_i x),\]

for given positive semi-definite matrices $M_i$, on the set of quantum density matrices

\[\mathcal{D} := \left\{ x \in \mathbb{C}^{d \times d} \left| x \geq 0, \text{Tr}(x) = 1 \right. \right\}.\]

The dimension $d$ equals $2^q$, where $q$ is the number of qubits (quantum bits). \(\square\)

Notice that the diagonal of a density matrix in $\mathbb{R}^{d \times d}$ must belong to the probability simplex in $\mathbb{R}^d$; therefore, a density matrix can be viewed as a matrix analogue of a probability distribution. Regarding this observation, it is natural to consider the matrix version of the exponentiated gradient method, for which the Shannon entropy is replaced by its matrix analogue called the von Neumann entropy \[11, 40\]. Unfortunately, the following is easily checked.

\[\Box\]

To be precise, results in this direction assume that there exists a function $g$ satisfying

\[g(x) \in \partial f(x), \quad \|g(x)\| \leq L, \quad \forall x \in \mathcal{X},\]

where $\partial f(x)$ denotes the sub-differential of $f$ at the point $x$.\n
---
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**Proposition 1** The gradient of the function $f_{\text{QST}}$ is not bounded. The function $f_{\text{QST}}$ is not smooth relative to the von Neumann entropy.

A proof is given in Section A.

Another popular choice of the function $h$ is Burg’s entropy. The resulting mirror descent algorithm iterates as

$$x_{k+1} = (x_k^{-1} + \alpha_k \nabla f(x_k))^{-1}, \quad \forall k \in \mathbb{N},$$

where $\alpha_k$ is chosen such that $\text{Tr}(x_{k+1}) = 1$ [28]. The numerical search for $\alpha_k$ yields high per-iteration computational complexity of the mirror descent algorithm.

We note that in terms of the objective functions and constraint sets, positron emission tomography, optimal portfolio selection, and non-negative linear inverse problems are essentially vector analogues of QST [12, 14, 41]. The same issues we have discussed above remain in these applications, though the computational burden due to the Burg entropy may be relatively minor in these vector analogues.

To address “non-standard” applications like QST, we relax the condition on the objective function. Specifically, we propose a novel localized version of the relative smoothness condition. The local relative smoothness condition does not involve any parameter, in comparison to the bounded gradient and (global) relative smoothness conditions. Therefore, we do not seek for a closed-form expression for the step sizes; instead, we consider selecting the step sizes adaptively by Armijo line search.

### 1.1 Related work

The mirror descent algorithm was introduced in [32]. The formulation [1] was proposed in [6], which is equivalent to the original one under standard assumptions. The interior gradient method studied in [2] is also of the form [1]; the difference lies in the technical conditions. Standard convergence analyses of the mirror descent, as discussed above, assume either bounded gradient or relative smoothness [2, 3, 6, 31, 32]. The exponentiated gradient method was proposed in [26]; it is also known as the entropic mirror descent [6].

For quantum state tomography, there are few guaranteed-to-converge optimization algorithms. The $R\rho R$ algorithm was proposed as an analogue of the expectation maximization (EM) algorithm [23], but does not always converge [42]. The diluted $R\rho R$ algorithm is a variant of the $R\rho R$ algorithm; it guarantees convergence by exact line search [42]. The Frank-Wolfe algorithm converges with a step size selection rule slightly different from the standard one [35]. The SCOPT algorithm proposed in [39], a proximal gradient method for composite self-concordant minimization, also converges, as the logarithmic function is a standard instance of a self-concordant function. The numerical results in Section [6] unfortunately, showed that the con-
vergence speeds of the diluted RpR, Frank-Wolfe, and SCOPT algorithms are not satisfactory on real data-sets.

For the vector analogues of QST mentioned above, the standard approach is the EM algorithm \[14, 18, 41\]. The algorithm is also known as the Richardson-Lucy (RL) algorithm in astronomy and microscopy (see, e.g., \[7\]). The numerical results in Section\[6\] showed that the EM algorithm is slow on real data-sets for portfolio selection. There are faster accelerated versions of the EM algorithm based on line search, but they lack convergence guarantees \[7\]. Guaranteed-to-converge variable metric methods with line search were proposed in \[9, 10\], but they involve an infinite number of parameters to be properly tuned.

Armijo line search was proposed in \[1\], for minimizing functions with Lipschitz gradients. The formulation of Armijo line search studied in this paper is the generalized version proposed in \[8\].

1.2 Contributions

We propose a novel local relative smoothness condition, and show that the condition is satisfied by a large class of objective functions. The main result is Theorem \[1\] which establishes convergence of the mirror descent algorithm with Armijo line search under the local relative smoothness condition. Numerical results showed that, because of Theorem \[1\] the exponentiated gradient method with Armijo line search was the fastest guaranteed-to-converge algorithm for QST, empirically on real data-sets. To the best of our knowledge, even for globally relatively smooth objective functions, convergence of mirror descent with Armijo line search has not been proven; Theorem \[1\] provides the first convergence guarantee for this setup.

2 Mirror Descent with Armijo Line Search

Let \( h \) be a convex differentiable function strictly convex on \( \mathcal{X} \). The corresponding Bregman divergence is given by

\[
D_h(z_2, z_1) := h(z_2) - h(z_1) - \langle \nabla h(z_1), z_2 - z_1 \rangle, \quad \forall (z_2, z_1) \in \text{dom } h \times \text{dom } \nabla h.
\]

Because of the strict convexity of \( h \), it holds that \( D_h(z_2, z_1) \geq 0 \), and \( D_h(z_2, z_1) = 0 \) if and only if \( z_2 = z_1 \).

Define \( \mathcal{X} := \mathcal{X} \cap \text{dom } \nabla f \cap \text{dom } \nabla h \). The corresponding mirror descent algorithm starts with some \( x_0 \in \mathcal{X} \), and iterates as

\[
x_k = x_{k-1}(\alpha_k) := \arg \min_x \{ \alpha_k \langle \nabla f(x_{k-1}), x - x_{k-1} \rangle + D_h(x, x_{k-1}) \mid x \in \mathcal{X} \}, \quad \forall k \in \mathbb{N},
\]

where \( \alpha_k \) denotes the step size. To ensure that the mirror descent algorithm is well-defined, we will assume the following throughout this paper.

\[
D_h(z_2, z_1) := h(z_2) - h(z_1) - \langle \nabla h(z_1), z_2 - z_1 \rangle, \quad \forall (z_2, z_1) \in \text{dom } h \times \text{dom } \nabla h.
\]
Algorithm 1 Mirror Descent with Armijo Line Search

Require: $\bar{\alpha} > 0$, $r \in (0, 1)$, $\tau \in (0, 1)$, $x_0 \in \mathcal{X}^h$

1: for $k = 1, 2, \ldots$ do
2: $\alpha_k \leftarrow \bar{\alpha}$
3: while $\tau \langle \nabla f(x_{k-1}), x_{k-1} - x_k - (\alpha_k) - x_{k-1} \rangle + f(x_{k-1}) < f(x_{k-1} - (\alpha_k))$ do
4: $\alpha_k \leftarrow r \alpha_k$
5: end while
6: $x_k \leftarrow x_{k-1} - (\alpha_k)$
7: end for

Assumption 1 For every $x \in \mathcal{X}$ and $\alpha \geq 0$, $x(\alpha)$ is uniquely defined and lies in $\mathcal{X}$.

There are several sufficient conditions that guarantee Assumption 1 but in practice, it is typically easier to directly check Assumption 1. The interested reader is referred to, e.g., [3, 4] for the details.

We consider choosing the step sizes by the Armijo rule. Let $\bar{\alpha} > 0$ and $r, \tau \in (0, 1)$. The Armijo rule outputs $\alpha_k = r^j \bar{\alpha}$ for every $k$, where $j$ is the least non-negative integer such that

$$f(x_{k-1}(r^j \bar{\alpha})) \leq f(x_{k-1}) + \tau \langle \nabla f(x_{k-1}), x_{k-1}(r^j \bar{\alpha}) - x_{k-1} \rangle.$$ 

The Armijo rule can be easily implemented by a while-loop, as shown in Algorithm 1.

3 Local Relative Smoothness

In this section, we introduce the local relative smoothness condition, and provide a detailed discussion. In particular, we provide some practical approaches to checking the local relative smoothness condition, alone with concrete examples illustrating when the practical approaches can and cannot be applied.

Roughly speaking, the local relative smoothness condition asks that for every point, there exists a neighborhood on which $f$ is relatively smooth.

Definition 1 We say that $f$ is locally smooth relative to $h$ on $\mathcal{X}$, if for every $x \in \mathcal{X} \cap \text{dom } f$, there exist some $L_x > 0$ and $\varepsilon_x > 0$, such that

$$f(z_2) \leq f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + L_x D_h(z_2, z_1), \quad \forall z_1, z_2 \in \mathcal{B}_{\varepsilon_x}(x) \cap \mathcal{X},$$

(3)

where $\mathcal{B}_{\varepsilon_x}(x)$ denotes the ball centered at $x$ of radius $\varepsilon_x$ with respect to a norm. □

If we set $h : x \mapsto (1/2)\|x\|_2^2$, then (3) becomes

$$f(z_2) \leq f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + \frac{L_x}{2} \|z_2 - z_1\|_2^2, \quad \forall z_1, z_2 \in \mathcal{B}_{\varepsilon_x}(x) \cap \mathcal{X},$$

(3)
This is indeed the the locally Lipschitz gradient condition in literature.

**Lemma 1** The following two statements are equivalent.

1. The function $f$ is locally smooth relative to $h : x \mapsto (1/2)\|x\|^2_2$ on $\mathcal{X}$.

2. Its gradient $\nabla f$ is locally Lipschitz on $\text{int} \, \tilde{\mathcal{X}}$; that is, for every $x \in \mathcal{X} \cap \text{dom} \, f$, there exists some $L_x > 0$ and $\varepsilon_x > 0$, such that
   \[
   \|\nabla f(z_2) - \nabla f(z_1)\|_2 \leq L_x \|z_2 - z_1\|_2, \quad \forall z_1, z_2 \in B_{\varepsilon_x}(x) \cap \tilde{\mathcal{X}}.
   \]

The proof of Lemma 1 is standard; we give it in Appendix B.

It is already known that the local Lipschitz gradient condition lies strictly between the following two conditions.

1. The function $f$ is differentiable.

2. The gradient of $f$ is (globally) Lipschitz.

See [22, 23] for the details.

The following result provides a practical approach to checking the local Lipschitz gradient condition.

**Proposition 2** Suppose that $\text{dom} \, f \cap \mathcal{X}$ is relatively open in $\mathcal{X}$, and $f$ is twice continuously differentiable on $\text{dom} \, f \cap \mathcal{X}$. Then $f$ is locally smooth relative to $h(\cdot) := (1/2)\|\cdot\|^2_2$ on $\mathcal{X}$.

**Proof** Recall the definition of relative openness: For every $x$ in $\text{dom} \, f \cap \mathcal{X}$, there exists some $\varepsilon_x$ such that $B_{\varepsilon_x}(x) \cap \mathcal{X} \subseteq \text{dom} \, f \cap \mathcal{X}$. Notice that the largest eigenvalue of $\nabla^2 f$ is a continuous function on $B_{\varepsilon_x}(x) \cap \mathcal{X}$; by the extreme value theorem, there exists some $L_x$ such that $\nabla^2 f(z) \leq L_x I$ for every $z \in B_{\varepsilon_x}(x) \cap \mathcal{X}$. For every $z_1, z_2 \in B_{\varepsilon_x}(x) \cap \mathcal{X}$, we use Taylor’s formula with the integral remainder and write

\[
\begin{align*}
   f(z_2) &= f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + \int_0^1 \int_0^T \langle \nabla^2 f(z_1 + \tau(z_2 - z_1))(z_2 - z_1), z_2 - z_1 \rangle \, d\tau \, dt \\
   &\leq f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + \int_0^1 \int_0^T L_x \|z_2 - z_1\|^2_2 \, d\tau \, dt \\
   &= f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + \frac{L_x}{2} \|z_2 - z_1\|^2_2,
\end{align*}
\]

which proves the proposition.

**Corollary 1** If $f$ is twice continuously differentiable on $\mathcal{X}$, then it is locally smooth relative to $h(\cdot) := (1/2)\|\cdot\|_2^2$ on $\mathcal{X}$.
Indeed, under the setting of Corollary [1] the function $f$ has a bounded Hessian by the extreme value theorem, and hence is smooth relative to $h(\cdot) := (1/2)\|x\|_2^2$, i.e., the function satisfies the standard smoothness assumption in literature [33]; then most existing convergence results for first-order optimization algorithms apply. To derive an upper bound of the Lipschitz parameter, however, may be non-trivial. Moreover, there are cases where Corollary [1] does not apply, while Proposition [2] is applicable. Below is an example.

**Example 2** Set $f(x) := -\log(x_1) - \log(x_2)$ for every $x := (x_1, x_2) \in \mathbb{R}^2$. Set $\mathcal{X}'$ to be the positive orthant. Then $f$ is not locally smooth relative to $\mathcal{X}$; for example, $\nabla^2 f(1,0)$ does not exist. However, Proposition [2] is applicable—$\text{dom } f \cap \mathcal{X}'$ is relatively open in $\mathcal{X}$ as $\text{dom } f$ is open, and it is easily checked that $f$ is twice continuously differentiable on $\text{dom } f \cap \mathcal{X}'$.

Note that the local Lipschitz gradient condition is not always applicable.

**Example 3** Set $f(x) := x_1 \log(x_1) + x_2 \log(x_2)$ for every $x := (x_1, x_2) \in \mathbb{R}^2$, where we adopt the convention that $\log(0) := 0$. Set $\mathcal{X}$ to be the probability simplex in $\mathbb{R}^2$. Then $f$ is not locally smooth relative to $h(\cdot) := (1/2)\|\cdot\|_2^2$. For example, the point $x = (0,1)$ lies in $\text{dom } f \cap \mathcal{X}$, while $\nabla f$ is unbounded around $(0,1)$. However, it is obvious that $f$ is locally smooth relative to the negative Shannon entropy—indeed, $f$ itself is the negative Shannon entropy function.

A standard setting for the mirror descent algorithm requires the following [2,6,25].

**Assumption 2** The function $h$ is strongly convex with respect to a norm $\|\cdot\|$ on $\mathcal{X}$; that is, there exists some $\mu > 0$, such that

$$D_h(z_2, z_1) \geq \frac{\mu}{2} \|z_2 - z_1\|^2, \quad \forall (z_2, z_1) \in (\text{dom } h \cap \mathcal{X}) \times (\text{dom } h \cap \mathcal{X}).$$

If $f$ is locally smooth relative to $h(x) := (1/2)\|x\|_2^2$, it is also locally smooth relative to any function $\tilde{h}$ strongly convex on $\mathcal{X}$ with respect to a norm $\|\cdot\|$—if for some $L > 0$ and $z_1, z_2 \in \text{dom } \nabla \tilde{h} \cap \text{dom } \tilde{h}$, it holds that

$$f(z_2) \leq f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + \frac{L}{2} \|z_2 - z_1\|_2^2,$$

then we have

$$f(z_2) \leq f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + \frac{CL}{\mu} D_{\tilde{h}}(z_2, z_1),$$

for some $C > 0$ such that $\|\cdot\|_2 \leq C \|\cdot\|$, which exists because all norms on a finite-dimensional space are equivalent. Therefore, with Assumption [2] it suffices to check for local smoothness relative to $h(x) := (1/2)\|x\|_2^2$.

**Example 4** Suppose that the constraint set $\mathcal{X}$ is the probability simplex. By Pinsker’s inequality, the negative Shannon entropy is strongly convex on $\mathcal{X}$ with respect to the $\ell_1$-norm [17]. By the discussion above and Corollary [1] any convex objective function that is twice continuously differentiable on $\mathcal{X}$ is locally smooth relative to the negative Shannon entropy. 

\[7\]
It is possible that Assumption 2 does not hold, while we have local relative smoothness.

**Example 5** Consider the function \( f \) as defined in Example 2. Set \( h := f \), the Burg entropy. Then obviously, \( f \) is smooth—and hence locally smooth—relative to \( h \). However, if we set \( \mathcal{X} \) to be the positive orthant, \( h \) is not strongly convex on \( \mathcal{X} \). □

## 4 Main Result

The main result of this paper, the following theorem, says that the mirror descent algorithm with Armijo line search is well-defined, and guaranteed to converge, given assumptions discussed above.

**Theorem 1** Suppose that Assumption 1 holds. Suppose that \( \text{dom } f \cap \mathcal{X} \subseteq \text{dom } h \cap \mathcal{X} \), and \( f \) is locally smooth relative to \( h \). Then the following hold.

1. The Armijo line search procedure terminates in finite steps.
2. The sequence \( \{ f(x_k) \} \) is non-increasing.
3. The sequence \( \{ f(x_k) \} \) converges to \( f^* \), if \( \{ x_k \} \) is bounded. □

Boundedness of the sequence \( \{ x_k \} \) holds, for example, when the constraint set \( \mathcal{X} \) or level set \( \{ x \in \mathcal{X} \mid f(x) \leq f(x_0) \} \) is bounded. A sufficient condition for the latter case is coercivity—a function is called coercive, if for every sequence \( \{ x_k \} \) such that \( \| x_k \| \to +\infty \), we have \( f(x_k) \to +\infty \) (see, e.g., [5]).

## 5 Proof of Theorem 1

The proof of Theorem 1 stems from standard arguments (see, e.g., [2]), showing that the mirror descent algorithm converges, as long as the step sizes \( \alpha_k \) are bounded away from zero. However, without any global parameter of the objective function, we are not able to provide an explicit lower bound for all step sizes as in [2]. We solve this difficulty by proving the existence of a strictly positive lower bound, for all but a finite number of the step sizes.

The following result shows that for every \( x \in \tilde{\mathcal{X}} \), \( x(\alpha) \) can be arbitrarily close to \( x \) by setting \( \alpha \) very small. This result is so fundamental in our analysis that we will use it without explicitly mentioning it.

**Lemma 2** The function \( x(\alpha) \) is continuous in \( \alpha \) for every \( x \in \tilde{\mathcal{X}} \). □

**Proof** Apply Theorem 7.41 in [38]. ■

For ease of presentation, we put the proofs of some technical lemmas in Section C.
5.1 Proof of Statement 1

Statement 1 follows from the following lemma.

**Lemma 3** For every \(x \in \tilde{X}\), there exists some \(\alpha_x > 0\), such that

\[
f(x(\alpha)) \leq f(x) + \tau \langle \nabla f(x), x(\alpha) - x \rangle, \quad \forall \alpha \in (0, \alpha_x].
\] (4)

**Proof** We write (4) equivalently as

\[
f(x(\alpha)) - \left[ f(x) + \langle \nabla f(x), x(\alpha) - x \rangle \right] \leq -(1 - \tau) \langle \nabla f(x), x(\alpha) - x \rangle, \quad \forall \alpha \in (0, \alpha_x].
\]

By the local relative smoothness condition, it suffices to check

\[
L_x D_h(x(\alpha), x) \leq -(1 - \tau) \langle \nabla f(x), x(\alpha) - x \rangle, \quad \forall \alpha \in (0, \alpha_x].
\]

By Lemma 7 it suffices to check

\[
\alpha L_x D_h(x(\alpha), x) \leq (1 - \tau) D_h(x(\alpha), x), \quad \forall \alpha \in (0, \alpha_x].
\]

If \(D_h(x(\alpha), x) > 0\), it suffices to set \(\alpha_x = L_x^{-1}(1 - \tau)\). Otherwise, we have \(x = x(\alpha)\); then Lemma 3 implies that \(x\) is a minimizer, and Lemma 3 follows with any \(\alpha_x > 0\). \(\square\)

5.2 Proof of Statements 2 and 3

We start with the following known result.

**Theorem 2** Let \(\{x_k\}\) be a sequence in \(\tilde{X}\). Suppose that the assumptions in Theorem 7 hold. Then the sequence \(\{f(x_k)\}\) monotonically converges to \(f^*\), if the following hold.

1. There exists some \(\tau \in (0, 1)\), such that

\[
f(x_k) \leq f(x_{k-1}) + \tau \langle \nabla f(x_{k-1}), x_k - x_{k-1} \rangle, \quad \forall k \in \mathbb{N}.
\]

2. The sum of step sizes diverges, i.e., \(\sum_{k=1}^{\infty} \alpha_k = +\infty\). \(\square\)

Theorem 2 is essentially a restatement of Theorem 4.1 in [2]. We give a proof in Appendix D for completeness.

The first condition in Theorem 2 is automatically satisfied by the definition of Armijo line search. The second condition is verified by the following lemma.

**Lemma 4** Suppose that the assumptions in Theorem 7 hold. If none of the iterates is a solution to (P), it holds that \(\sum_{k=1}^{\infty} \alpha_k = +\infty\). \(\square\)
We prove by contradiction. Suppose that \( \liminf \{ \alpha_k \} = 0 \). Then there exists a sub-sequence \( \{ \alpha_k \}_{k \in \mathcal{K} \subseteq \mathbb{N}} \) converging to zero. By the boundedness of \( \{ x_k \} \), there exists a sub-sequence \( \{ x_k \}_{k \in \mathcal{K}' - 1} \) converging to a limit point \( x_{\infty} \) for some \( \mathcal{K}' \subseteq \mathcal{K} \). Notice that \( \{ \alpha_k \}_{k \in \mathcal{K}'} \) converges to zero. For large enough \( k \in \mathcal{K}' - 1 \), we have

\[
f(x_{k-1}(r^{-1} \alpha_k)) > f(x_{k-1}) + \tau \langle \nabla f(x_{k-1}), x_{k-1}(r^{-1} \alpha_k) - x_{k-1} \rangle,
\]

which implies

\[
f(x_{k-1}(r^{-1} \alpha_k)) - f(x_{k-1}) - \langle \nabla f(x_{k-1}), x_{k-1}(r^{-1} \alpha_k) - x_{k-1} \rangle > -(1 - \tau) \langle \nabla f(x_{k-1}), x_{k-1}(r^{-1} \alpha_k) - x_{k-1} \rangle.
\]

By the local relative smoothness condition and Lemma 7, we write

\[
r^{-1} \alpha_k L_{x_{\infty}} D_h (x_{k-1}(r^{-1} \alpha_k), x_{k-1}) > (1 - \tau) D_h (x_{k-1}(r^{-1} \alpha_k), x_{k-1}).
\]

If \( x_{k-1}(r^{-1} \alpha_k) \neq x_{k-1} \), we get

\[
\alpha_k > \frac{r(1 - \tau)}{L_{x_{\infty}}},
\]

a contradiction. Therefore, \( \liminf \{ \alpha_k \} \) is strictly positive, and the lemma follows.

\[\square\]

**Proof (Proof of Statements 2 and 3 of Theorem 1)** If none of the iterates is a solution to (P), Theorem 2 and Lemma 4 imply that the sequence \( \{ f(x_k) \} \) converges to \( f^* \). Otherwise, if \( x_k \) is a solution, Lemma 6 implies that \( x_{k'} = x_k \) for every \( k' > k \). Monotonicity of the sequence \( \{ f(x_k) \} \) follows from Corollary 2 in Section C.  

\[\square\]

### 6 Numerical Results

We illustrate applications of Theorem 1 in this section.

#### 6.1 Portfolio Selection

Consider long-term investment in a market of \( d \) stocks under the discrete-time setting. At the beginning of the \( t \)-th day, \( t \in \mathbb{N} \), the investor distributes his total wealth to the stocks following a vector \( x_t \) in the probability simplex \( \mathcal{P} \in \mathbb{R}^d \). Denote the price relatives—(possibly negative) returns the investor would receive at the end of the day with one-dollar investment—of the stocks by a vector \( a_t \in [0, +\infty)^d \). Then, if the investor has one dollar at the beginning of the first day, the wealth at the end of the \( t \)-th day is \( \Pi_{t=1}^t (a_i, x_i) \). For every \( t \in \mathbb{N} \), the best constant rebalanced portfolio \( x^*_t \) up to the \( t \)-th day is defined as a solution of the optimization problem [15]

\[
x^* \in \arg\min_x \left\{ -\sum_{i=1}^t \log \langle a_i, x \rangle \left| x \in \mathcal{P} \right. \right\}.
\]

(BCRP)
The wealth incurred by the best constant rebalanced portfolio is a benchmark for on-line portfolio selection algorithms\cite{15, 16, 20}.

Denote the objective function in (BCRP) by $f_{\text{BCRP}}$. As $f_{\text{BCRP}}$ is simply a vector analogue of $f_{\text{QST}}$, most existing convergence guarantees in convex optimization does not hold. The optimization problem (BCRP) was addressed by an expectation-maximization (EM)-type method developed by Cover\cite{14}. Given an initial iterate $x_0 \in \mathcal{P} \cap \text{dom}(f_{\text{BCRP}})$, Cover’s algorithm iterates as

$$x_k = -x_{k-1} \cdot \nabla f_{\text{BCRP}}(x_{k-1}), \quad \forall k \in \mathbb{N},$$

where the symbol “$\cdot$” denotes element-wise multiplication. The algorithm possesses a guarantee of convergence but not the convergence rate\cite{14, 18}.

Now we show that the optimization problem (BCRP) can be also solved by the exponentiated gradient method with Armijo line search.

**Proposition 3** The function $f_{\text{BCRP}}$ is locally smooth relative to the (negative) Shannon entropy on the constraint set $\mathcal{P}$. \hfill \Box

**Proof** Note that $\text{dom}(f_{\text{BCRP}})$ is open, and hence $\text{dom}(f_{\text{BCRP}}) \cap \mathcal{X}$ is relatively open in $\mathcal{X}$. It is easily checked that $f_{\text{BCRP}}$ is twice continuously differentiable on $\text{dom}(f_{\text{QST}})$, and hence on $\text{dom}(f_{\text{BCRP}}) \cap \mathcal{X}$. By Proposition\cite{2} the function $f_{\text{BCRP}}$ is locally smooth relative to $h(\cdot) := (1/2)\|\cdot\|_2^2$. By Pinsker’s inequality\cite{17}, the Shannon entropy is strongly convex on $\mathcal{P}$ with respect to the $\ell_1$-norm. As all norms on a finite-dimensional space are equivalent, the proposition follows. \hfill \blacksquare

Therefore, the exponentiated gradient method—mirror descent with the Shannon entropy—is guaranteed to converge for solving (BCRP). The iteration rule has a closed-form:

$$x(\alpha) = c^{-1} x \cdot \exp(-\alpha \nabla f_{\text{BCRP}}(x)), \quad \forall x \in \mathcal{P}, \alpha \geq 0,$$

where we set $\exp(v) := (e^{v_1}, \ldots, e^{v_d})$ for any $v = (v_1, \ldots, v_d) \in \mathbb{R}^d$.

We compare the convergence speeds of Cover’s algorithm and the exponentiated gradient method with Armijo line search, for the New York Stock Exchange (NYSE) data during January 1st, 1985–June 30th, 2010\cite{30}. The corresponding dimensions are $n = 6431$ and $d = 23$. We set $\tau = 10$, $r = 0.5$, and $\tau = 0.8$ for the Armijo line search procedure. The numerical experiment was done in MATLAB R2018a, on a MacBook Pro with an Intel Core i7 2.8GHz processor and 16GB DDR3 memory.

The numerical result is presented in Figure\cite{1} where we plot the total wealth yielded by the algorithm iterates, with an initial wealth of one dollar. The proposed approach—exponentiated gradient method with Armijo line search—was obviously faster than Cover’s algorithm. For example, fixing the budget of the computation time to be one second, the proposed approach yields more than twice of the wealth yielded by Cover’s algorithm.
6.2 Quantum State Tomography

Quantum state tomography (QST) is the task of estimating the state of qubits (quantum bits), given measurement outcomes. Numerically, QST corresponds to solving a convex optimization problem specified in Example 1. Recall that in the introduction, we have shown that the corresponding objective function, $f_{QST}$, does not satisfy the bounded gradient condition and is not smooth relative to the von Neumann entropy, while mirror descent with the Burg entropy has high per-iteration computational complexity.

The following proposition is a matrix analogue to Proposition 3. A proof is provided in Section E.

**Proposition 4** The function $f_{QST}$ is locally smooth relative to the von Neumann entropy on the constraint set $\mathcal{D}$. 

Therefore, the (matrix) exponentiated gradient method—mirror descent with the von Neumann entropy—with Armijo line search is guaranteed to converge, by Theorem 1. The corresponding iteration rule has a closed-form expression [11, 40]:

$$x(\alpha) = c^{-1} \exp(\log(x) - \alpha \nabla f(x)),$$

for every $x \in \mathcal{D}$ and $\alpha \geq 0$, where $c$ is a positive real normalizing the trace of $x(\alpha)$. The functions exp and log denote matrix exponential and logarithm, respectively.

We test the empirical performance of the exponentiated gradient method with Armijo line search, on real experimental data generated following the setting in [19].
compare it with the performances of the diluted $R\rho R$ algorithm \cite{42}, SCOPT \cite{39}, and the modified Frank-Wolfe algorithm studied in \cite{35}. We also consider the $R\rho R$ algorithm \cite{23}; it does not always converge \cite{42}, but is typically much faster than the diluted $R\rho R$ algorithm in practice.

![Figure 2: The 6-qubit case.](image)

We compare the convergence speeds for the 6-qubit ($d = 2^6$) and 8-qubit ($d = 2^8$) cases, in Fig. 2 and 3 respectively. The corresponding "sample sizes" (number of summands in $f_{QST}$) are $n = 60640$ and $n = 460938$, respectively. The numerical experiments were done in MATLAB R2015b, on a MacBook Pro with an Intel Core i7 2.8GHz processor and 16GB DDR3 memory. We set $\alpha = 10$, and $\gamma = \tau = 0.5$ in Algorithm 1 for both cases. In both figures, $f^*$ denotes the minimum value of $f_{QST}$ found by the five algorithms in 120 iterations.

One can observe that the exponentiated gradient method with Armijo line search is the fastest, in terms of the actual elapsed time. The slowness of the other algorithms is explainable.

1. The diluted $R\rho R$ algorithm, using the notation of this paper, iterates as

$$x_{k+1} = c_k^{-1} \left[ I + \beta_k f'(x_k) \right]^H \rho_k \left[ I + \beta_k f'(x_k) \right],$$

where $c_k$ normalizes the trace of $x_{k+1}$. To guarantee convergence, the step sizes $\beta_k$ are computed by exact line search. The exact line search procedure renders the algorithm slow.

2. SCOPT is a projected gradient method for minimizing self-concordant functions \cite{33} \cite{34}. Notice that projection onto $\mathcal{D}$ typically results in a low-rank
output; hence, it is possible that $\text{Tr}(M_i x_k) = 0$ for some low-rank $M_i$ and iterate $x_k$, but then $x_k$ is not a feasible solution because $\log(0)$ is not defined$^2$. This is called the stalling problem in $\cite{27}$. Luckily, self-concordance of $f_{\text{QST}}$ ensures that if an iterate $x_k$ lies in $\text{dom} f_{\text{QST}}$, and the next iterate $x_{k+1}$ lies in a small enough Dikin ellipsoid centered at $x_k$, then $x_{k+1}$ also lies in $\text{dom} f_{\text{QST}}$. It is easily checked that $f_{\text{QST}}$ is a self-concordant function of parameter $2\sqrt{n}$.

Following the theory in $\cite{33,34}$, the radius of the Dikin ellipsoid shrinks at the rate $O(n^{-1/2})$, so SCOPT becomes slow when $n$ is large.

3. The Frank-Wolfe algorithm suffers for a sub-linear convergence rate when the solution is near an extreme point of the constraint set (see, e.g., $\cite{29}$ for an illustration in the vector case). Notice that the set of extreme points of $\mathcal{D}$ is the set of single-rank positive semi-definite matrices of unit trace. In the experimental data we have, the density matrix to be estimated is indeed close to a single-rank matrix (which is called a pure state in quantum mechanics). Therefore, the ML estimate—the minimizer of $f_{\text{QST}}$ on $\mathcal{D}$—is expected to be also close to a single-rank matrix.

Notice that the empirical convergence rate of the exponentiated gradient method with Armijo line search is linear.

$^2$In a standard setup of quantum state tomography, the matrices $M_i$ are single-rank $\cite{19}$. 

---

Figure 3: The 8-qubit case.
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A Proof of Proposition

Consider the two-dimensional case, where $x = (x_{i,j})_{1 \leq i,j \leq 2} \in C^{2 \times 2}$. Define $e_1 := (1,0)$ and $e_2 := (0,1)$. Suppose that there are only two summands, with $M_1 = e_1 \otimes e_1$ and $M_2 = e_2 \otimes e_2$. Then we have $f(x) = -\log(x_{1,1}) - \log(x_{2,2})$. It suffices to disprove all properties on the set of diagonal density matrices. Hence, we will focus on the function $g(x,y) := -\log x - \log y$, defined for any $(x,y)$ in the probability simplex $\mathcal{P} \subset \mathbb{R}^2$.

As either $x$ or $y$ can be arbitrarily close to zero, it is easily checked that the gradient of $g$ is unbounded. Now we check the relative smoothness condition. As we only consider diagonal matrices, it suffices to check with respect to the (negative) Shannon entropy:

$h(x,y) := -x\log x - y\log y + x + y, \quad \forall (x,y) \in \mathcal{P},$

for which the convention $0 \log 0 := 0$ is adopted.

Lemma 5 ([31]) The function $g$ is $L$-smooth relative to the Shannon entropy for some $L > 0$, if and only if $-Lh - g$ is convex. $\square$

Therefore, we check the positive semi-definiteness of the Hessian of $-Lh - g$. A necessary condition for the Hessian to be positive semi-definite is that

$$-L \frac{\partial^2 h}{\partial x^2}(x,y) - \frac{\partial^2 g}{\partial x^2}(x,y) = \frac{L}{x} - \frac{1}{x^2} \geq 0,$$

for all $x \in (0,1)$, but the inequality cannot hold for $x < (1/L)$, for any fixed $L > 0$. 
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B Proof of Lemma 1

(Statement 2 ⇒ Statement 1) Let $x \in \mathcal{X} \cap \text{dom } f$, and $z_1, z_2 \in \mathcal{B}_{\varepsilon x}(x) \cap \tilde{\mathcal{X}}$. Define, for every $\tau \in [0, 1]$, $z_\tau := z_1 + \tau (z_2 - z_1)$. We write

$$f(z_2) - \left[ f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle \right] = \int_0^1 \langle \nabla f(z_\tau) - \nabla f(z_1), z_2 - z_1 \rangle \, d\tau \leq \int_0^1 \| \nabla f(z_\tau) - \nabla f(z_1) \|_2 \| z_2 - z_1 \|_2 \, d\tau \leq \int_0^1 L_x \tau \| z_2 - z_1 \|_2^2 \, d\tau = \frac{L_x}{2} \| z_2 - z_1 \|_2^2,$$

where we have applied the Cauchy-Schwarz inequality for the first inequality, and the local smoothness condition for the second inequality. Note that $\mathcal{B}_{\varepsilon x}(x) \cap \tilde{\mathcal{X}}$ is the intersection of convex sets, and hence is convex; therefore, $z_\tau \in \mathcal{B}_{\varepsilon x}(x) \cap \tilde{\mathcal{X}}$ for every $\tau \in [0, 1]$.

(Statement 1 ⇒ Statement 2) Let $x \in \mathcal{X} \cap \text{dom } f$, and $z_1, z_2 \in \mathcal{B}_{\varepsilon x}(x) \cap \tilde{\mathcal{X}}$. Define $\varphi(z) := f(z) - \langle \nabla f(z_1), z \rangle$. Then $\nabla \varphi$ is locally Lipschitz on $\tilde{\mathcal{X}}$; moreover, since $\nabla \varphi(z_1) = 0$, the point $z_1$ is a global minimizer of $\varphi$. Therefore, we obtain

$$\varphi(z_1) \leq \varphi(z_2) - \frac{1}{L_x} \| \nabla \varphi(z_2) \|_2^2;$$

that is,

$$f(z_2) \geq f(z_1) + \langle \nabla f(z_1), z_2 - z_1 \rangle + \frac{1}{2L_x} \| \nabla f(z_2) - \nabla f(z_1) \|_2^2.$$

Similarly, we get

$$f(z_1) \geq f(z_2) + \langle \nabla f(z_2), z_1 - z_2 \rangle + \frac{1}{2L_x} \| \nabla f(z_1) - \nabla f(z_2) \|_2^2.$$

Summing up the two inequalities; we obtain

$$\langle \nabla f(z_2) - \nabla f(z_1), z_2 - z_1 \rangle \geq \frac{1}{L_x} \| \nabla f(z_2) - \nabla f(z_1) \|_2^2.$$

This implies, by the Cauchy-Schwarz inequality,

$$\| \nabla f(z_2) - \nabla f(z_1) \|_2 \leq L_x \| z_2 - z_1 \|_2.$$

C Auxiliary Technical Lemmas for Proving Theorem 1

Lemma 6 If $x(\alpha) = x$ for some $x \in \tilde{\mathcal{X}}$, then $x$ is a solution to (P). If a point $x \in \tilde{\mathcal{X}}$ is a solution to (P), then $x(\alpha) = x$ for all $\alpha \in [0, +\infty)$. □
That $x$ is a solution to (P) is equivalent to the optimality condition
\[ \langle \nabla f(x), z - x \rangle \geq 0, \quad \forall z \in \mathcal{X}. \]

We can equivalently write
\[ \langle \alpha \nabla f(x) + \nabla h(x) - \nabla h(x), z - x \rangle \geq 0, \quad \forall z \in \mathcal{X}, \]
which is the optimality condition of
\[ x(\alpha) = \arg \min_z \{ \alpha \langle \nabla f(x), z - x \rangle + D_h(z, x) \mid z \in \mathcal{X} \}. \]

**Lemma 7** For every $x \in \mathcal{X}$ and $\alpha > 0$, it holds that
\[ \langle \nabla f(x(\alpha)), x(\alpha) - x \rangle \leq -\alpha^{-1} D(x(\alpha), x) \leq 0. \]

**Proof** By definition, we have
\[ a \langle \nabla f(x(\alpha)), x(\alpha) - x \rangle + D(x(\alpha), x) \leq a \langle \nabla f(x, x - x) + D(x, x) = 0. \]

**Corollary 2** The sequence $\{x_k\}$ is non-increasing.

**Proof** The Armijo rule and Lemma 7 guarantee that
\[ f(x_k) \leq f(x_{k-1}) + \tau \langle \nabla f(x_{k-1}), x_k - x_{k-1} \rangle \leq f(x_{k-1}). \]

**D Proof of Theorem 2**

For every $u \in \mathcal{X} \cap \text{dom } f$, we write
\[ f(x_{k-1}) - f(u) \leq -\langle \nabla f(x_{k-1}), u - x_{k-1} \rangle \\
= -\langle \nabla f(x_{k-1}), u - x_k \rangle - \langle \nabla f(x_{k-1}), x_k - x_{k-1} \rangle. \]

The optimality condition for $x_k$ implies
\[ \langle \alpha_k \nabla f(x_{k-1}) + \nabla h(x_k) - \nabla h(x_{k-1}), u - x_k \rangle \geq 0. \]

Applying the three-point identity [13], we obtain
\[ \langle \nabla f(x_{k-1}), u - x_k \rangle \geq -\alpha_k^{-1} \langle \nabla h(x_k) - \nabla h(x_{k-1}), u - x_k \rangle \\
= -\alpha_k^{-1} [D_h(u, x_{k-1}) - D_h(u, x_k) - D_h(x_k, x_{k-1})] \\
\geq -\alpha_k^{-1} [D_h(u, x_{k-1}) - D_h(u, x_k)]. \]
Then we can write
\[
\alpha_k \left[ f(x_{k-1}) - f(u) \right] \leq \left| D_h(u, x_{k-1}) - D_h(u, x_k) \right| - \alpha_k \langle \nabla f(x_{k-1}), x_k - x_{k-1} \rangle.
\]

Summing up the inequality for all \(1 \leq k \leq n\), we get
\[
- S_n f(u) + \sum_{k=1}^n \alpha_k f(x_{k-1}) \leq D(u, x_0) - \sum_{k=1}^n \alpha_k \langle \nabla f(x_{k-1}), x_k - x_{k-1} \rangle,
\]
where \(S_n := \sum_{k=1}^n \alpha_k\). Corollary 2 says that the sequence \((f(x_k))_{k \in \mathbb{N}}\) is non-increasing; then we have
\[
\sum_{k=1}^n \alpha_k f(x_{k-1}) \geq \sum_{k=1}^n \alpha_k f(x_n) = S_n f(x_n).
\]

Therefore, we obtain
\[
f(x_n) - f(u) \leq S_n^{-1} \left[ D(u, x_0) - \sum_{k=1}^n \alpha_k \langle \nabla f(x_{k-1}), x_k - x_{k-1} \rangle \right].
\]

Note that by the Armijo rule, we have
\[
f(x_0) - f^* \geq \lim_{k \to \infty} f(x_0) - f(x_k)
= \sum_{j=1}^\infty \left[ f(x_{j-1}) - f(x_j) \right]
\geq - \tau \sum_{j=1}^\infty \langle \nabla f(x_{j-1}), x_j - x_{j-1} \rangle.
\]

Therefore, \(\langle \nabla f(x_{k-1}), x_k - x_{k-1} \rangle\), which are non-negative by Lemma 4, must converge to zero. Theorem 2 then follows from the following lemma.

**Lemma 8 (37)** Let \((a_k)\) be a sequence of real numbers, and \((b_k)\) be a sequence of positive real numbers. Define \(c_n := \sum_{k=1}^n b_k a_k\) for every \(n \in \mathbb{N}\), where \(\sigma_n := \sum_{k=1}^n b_k\). If \(a_k \to 0\) and \(\sigma_n \to +\infty\), then \(c_n \to 0\). 

\[\square\]

**E Proof of Proposition 4**

Note that \(\text{dom}(f_{QST})\) is open, and hence \(\text{dom}(f_{QST}) \cap X\) is relatively open in \(X\). It is easily checked that \(f_{QST}\) is twice continuously differentiable on \(\text{dom}(f_{QST})\), and hence on \(\text{dom}(f_{QST}) \cap X\). By Proposition 2, the function \(f_{QST}\) is locally smooth relative to \(h(\cdot) := (1/2)\| \cdot \|_F^2\), where \(\| \cdot \|_F\) denotes the Frobenius norm. By the quantum version of Pinsker’s inequality \([21]\), the von Neumann entropy is strongly convex on \(\mathcal{D}\) with respect to the trace norm. As all norms on a finite-dimensional space are equivalent, the proposition follows.
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