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Abstract

Classifying histopathological subtypes and predicting survival of renal cell carcinoma (RCC) patients are critical steps towards treatment. In this work, we first proposed a deep learning method involving patch-based segmentation, intelligent feature extraction and heatmap visualization for classifying RCC into clear cell RCC, papillary RCC, chromophobe RCC, and adjacent benign tissue. This algorithm was trained and validated using 2,374,446 patches, 6,340 whole-slide images, 2,399 patients from The Cancer Genome Atlas and 6 independent centers. The classifiers provided areas under the curves of 0.979 to 0.996 in the internal phase, and 0.914 to 0.995 in the 6-center external phase. Furthermore, a modified deep learning approach comprising automated detection of regions of interest, patch-level learning, and morphological features-based risk scoring was developed for predicting survival of clear cell RCC patients. The prognostication model provided a hazard ratio for poor versus good prognosis of 2.63 [95% confidence interval (CI) 1.53–4.50, \( P = 4.35e-4 \)] in the testing set, and 2.57 [95% CI 1.43–4.64, \( P = 1.68e-3 \)] in an independent validation set using multivariable analyses. In conclusion, the developed histopathology image-based deep learning frameworks have the clinical potential to assist pathologists in systematically evaluating histological information of RCC patients.
**Introduction**

Renal cell carcinoma (RCC) accounts for >90% of all kidney cancers. Epidemiological studies show that RCC represents approximately 2.2% of all cancers, with ~400,000 new cases and ~175,000 deaths yearly\(^1\). It can be classified into three major subtypes: clear cell RCC (ccRCC), the most common type accounting for 70% of all cases; papillary RCC (pRCC) which represents 15% to 20% of all cases, and chromophobe RCC (chRCC), that accounts for 5% of reported cases\(^2\). The remaining subtypes are very rare with each accounting for \(\leq 1\)% of total incidence. Each subtype of RCC has its specific histopathology, genetic characteristics, clinical course, and response to therapy\(^3\).

Subtype classification and outcome prediction of RCC patients are critical steps towards precise treatment. Histopathological slide is the gold standard of RCC subtype and stage\(^2,4\). Classification and prognostication based on human assessment remain time-consuming and relatively subjective. In some cases, the distinction among RCC types is not clear as they may share non-specific morphological patterns\(^5\). In addition, RCC is an extremely heterogeneous disease, making prediction of prognosis a great challenge\(^6\).

Deep learning has achieved impressive successes in digital image analysis\(^7\). It enables direct extraction of imaging features associated with classification and prognosis without explicit programming. Deep learning has been applied to histopathology-based segmentation, classification, and survival prediction of lung cancer\(^8\), colorectal cancer\(^9\), basal cell carcinoma\(^10\), malignant mesothelioma\(^11\), breast cancer\(^12\), prostate cancer\(^13\), glioma\(^14\), and pan-cancer analysis\(^15\). Although few models have been used in clinical practice\(^16\), deep learning algorithms hold considerable promise and enormous potential in disease diagnosis and prognosis.
Development of deep learning models to study renal cancers have been very few. Fenstermaker et al. trained a deep learning model to distinguish RCC subtypes based on biopsy images of 42 patients from The Cancer Genome Atlas (TCGA)\textsuperscript{17}. Tabib et al. proposed a deep learning method for the classification and survival prediction of RCC subtypes using images from TCGA\textsuperscript{18}. Chen et al. developed a strategy for integrating histology image and genomic features to predict the outcomes of ccRCC patients from TCGA\textsuperscript{19}. Marostica et al. diagnosed RCC histological subtypes and predicted stage I ccRCC patients’ survival outcomes\textsuperscript{20}. Evidently, these studies have a limitation in terms of small sample size and do not include multi-independent cohorts. Insufficient validation data hinder generalization of the underlying hypotheses, leading to a possibility of overfitting\textsuperscript{21}. To overcome the complexity and heterogeneity of RCC, this work proposed histopathology imaged-based deep learning frameworks for type classification and clinical outcome prediction.

**Results**

**Patient information.**

The samples for classification covered 6,340 whole-slide images from 2,399 RCC patients, of which 3,260 slides of 941 patients were from TCGA and 3,080 slides of 1,458 patients were from 6 independent cohorts (Supplementary Table 1). Images from TCGA included 1,550 ccRCC, 678 pRCC, 304 chRCC, and 728 adjacent benign tissues. Images from the 6 independent cohorts included 1,872 ccRCC, 454 pRCC, 586 chRCC, and 168 adjacent benign tissues. Patient characteristics are shown in Supplementary Tables 2–8. Patients from TCGA were divided into 55% training set, 15% tuning set, and 30% internal testing set, and patients
from the 6 independent cohorts were used as external validation sets.

The samples for prognostication included 493 whole-slide images of 488 ccRCC patients from TCGA and 343 slides of 316 ccRCC patients from an independent TADTH cohort. The patient characteristics and follow-up information are shown in Supplementary Table 9. Inclusion criteria were age 18 years or older, ccRCC histologically proven to be R0 stage I–IV and grade 1–4. The median follow-up period of ccRCC patients was 39.0 months (0.1–151.2) for TCGA and 60.9 months (1.0–100.5) for TADTH. For TADTH cohort, follow-up consisted of telephone calls following the initial diagnosis. Of these, 72 (72/388, 18.6%) were excluded because of incomplete follow-up data. A total of 343 FFPE slides were obtained from the 316 patients (316/388, 81.4%; 87 women and 229 men). Clinicopathological findings were based on tumor–node–metastasis (TNM) classification. There were 219 patients with stage I ccRCC, 31 with stage II, 59 with stage III, and 7 patients with distant metastases classified as stage IV ccRCC.

HistoQC analysis was employed to check the image quality in terms of a number of metrics and features (Supplementary Fig. 2a). These include microns per pixel (Supplementary Fig. 2b), brightness (Supplementary Fig. 2c) and contrast (Supplementary Fig. 2d), etc. Of the 6,384 whole-slide images from TCGA and the independent testing set, 44 slides were excluded for being unsuitable for subsequent computational analysis.

**Development of classifier models.**

The construction of classifier models involved steps of patch-based segmentation, intelligent feature extraction, and heatmap visualization (Fig. 1). Slides and patches information for each set are shown in Supplementary Table 10. Inception V3 achieved a bit better performance than
the other four state-of-the-art CNN architectures, including VGG19, DenseNet, ResNet, and MobileNet (Supplementary Table 11). Models trained at 5× provided higher performance compared with 10× and 20× (Supplementary Table 12). Models trained with Inception V3 at 5× were then employed for subsequent analysis.

In the internal testing set, a binary classifier achieved an AUC of 0.996 [0.990–1.000] at the patient level using FFPE slides, and 0.993 [0.984–0.998] for frozen slides (Supplementary Table 12) in differentiating tumor from normal tissues. In the classification of RCC subtypes, a three-way classification provided a macro-average AUC of 0.988 [0.979–0.995], a micro-average AUC of 0.987 [0.979–0.995] for the FFPE samples, and a macro-average AUC of 0.979 [0.960–0.996], a micro-average AUC of 0.983 [0.970–0.995] for the frozen samples. The performances of classifier models were also satisfactorily evaluated by Youden index (Supplementary Table 13), PRC (Supplementary Fig. 3a–d), confusion matrices (Supplementary Fig. 4a–d), and PDI (Supplementary Table 14).

Validation of the classifier models in 6 independent cohorts.

The classifier models were validated with 3,080 slides from 1,458 patients in the 6 multi-center external phase. In identifying malignancy from adjacent benign tissues, the binary classifier provided an AUC of 0.995 [0.987–0.999] at the patient level for TADTH cohort (Fig. 2a). In differentiating between the 3 RCC types, the trained three-way classifier generated a macro-average AUC of 0.968 [0.957–0.978] and a micro-average AUC of 0.967 [0.957–0.975] for FFPE slides from TADTH (Fig. 2b). For frozen slides from TADTH, it yielded a macro-average AUC of 0.916 [0.817–0.989] and a micro-average AUC of 0.914 [0.835–0.977] (Fig. 2c). The three-way classifier offered a macro-average AUC of 0.964 [0.937–0.987] and a micro-average
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AUC of 0.947 [0.919–0.971] for FFPE slides from TAJH (Fig. 2d), 0.960 [0.905–0.994] and 0.965 [0.934–0.989] from TAZH (Fig. 2e), 0.958 [0.914–0.986] and 0.951 [0.912–0.984] for FFPE slides from TTAH (Fig. 2f), 0.964 [0.907–0.999] and 0.975 [0.945–0.995] for TACH (Fig. 2g), and 0.958 [0.900–0.991] and 0.937 [0.872–0.980] for HPH (Fig. 2h). The performances of classifier models were also satisfactorily evaluated by Youden index (Supplementary Table 13), PRC (Supplementary Fig. 3e–l), confusion matrices (Supplementary Fig. 4e–l), and PDI (Supplementary Table 14).

Heatmaps of the prediction probability over slides were generated to discern the tumor regions associated with histological patterns. We have shown representations of images of the four types (Fig. 3a). Heatmap visualizations were produced for which color is proportional to the predicted probability (0~1) of the patch. The generated heatmap clearly differentiated tumor from normal region at the patch level (Fig. 3b) by a binary classifier, and then classified the three RCC subtypes of tumor patches by a three-way classifier (Fig. 3c). Most of the predicted patches had a strong true positive probability for a certain type of RCC (Fig. 3d).

**Comparison of the classifier with pathologists.**

A subset of 221 FFPE and frozen slides from the internal testing set was used for algorithm-pathologist comparison\(^\text{22}\). These included 24 out of 32 misclassified cases and 197 out of 492 correctly classified by the classifier. Pathologist 1 with 3 years’ experience and pathologist 2 with 5 years’ experience from TADTH were instructed to assess the digital whole-slide images alone, independently of the clinical data provided by TCGA. The pathologists were free to use a slide analytical software (ASAP; version 1.8) at varying zoom levels of up to 40× magnification. For FFPE slides, the agreement of the classifier with TCGA using Cohen’s
Kappa statistic was comparable with the pathologists (0.839 versus 0.758 for pathologist 1 and 0.813 for pathologist 2) (Supplementary Fig. 5, Supplementary Table 15). For frozen slides, the performance of the classifier was also comparable with the pathologists (0.820 versus 0.709 for pathologist 1 and 0.767 for pathologist 2) (Supplementary Fig. 5, Supplementary Table 15).

Of the images misclassified by the classifier, 83% (20/24) were also incorrectly diagnosed by at least one pathologist, while 60% (30/50) of those misclassified by at least one pathologist were classified successfully by the classifier. A few slides showed mixed histologic features, poor differentiation or massive necrosis (Supplementary Fig. 6), leading to possible misclassification by the model and the two pathologists.

Development of the prognostic model.

The ccRCC is the most common subtype and accounts for the majority of deaths. To obtain a prognostic biomarker for ccRCC patients, a modified deep learning architecture using CNN combined with Cox regression was developed. Patients in the testing set were divided into poor and good prognostic groups based on the median risk score obtained from the training set. The prognostication framework consisted of automated detection of regions of interest, patch-level learning and morphological features-based risk scoring (Fig. 4). VGG19 generated a bit better performance than Inception V3, DenseNet, ResNet, and MobileNet (Supplementary Table 16). We compared the performances of 10, 20 and 30 representative image patches with the largest average nuclei size for each slide. We observed that the c-index value did not increase with more patches but slightly deceased using 20 and 30 patches compared to 10 patches (Supplementary Table 17). As a result, we used 10 image patches of each slide as inputs to VGG19 for subsequent prognostication.
Our survival deep-learning model showed strong prognostic power with a c-index of 0.779, outperforming manual histologic-grade system of 0.748. Kaplan–Meier analysis showed that the prognostic model had better prediction capability than histologic grade (log rank $P = 3.49 \times 10^{-5}$ versus $P = 2.22 \times 10^{-3}$) (Fig. 5a,b). The risk index (low risk, high risk) was a prognostic factor for overall survival in a univariate Cox analysis (HR 2.93 [95% CI 1.72–5.00], $P = 7.84 \times 10^{-5}$) (Supplementary Table 18). In multivariate analysis, the risk index was independently prognostic of survival in all-stage (HR = 2.63 [95% CI 1.53–4.50], $P = 4.35 \times 10^{-4}$), early-stage (HR = 2.41 [95% CI 1.03–5.61], $P = 0.04$), and late-stage (HR = 2.81 [95% CI 1.38–5.72], $P = 4.30 \times 10^{-3}$) tumors adjusting for stage and age (Fig. 5c). The histologic grade (G1+G2, G3+G4) was only prognostic in all-stage but not in early-stage and late-stage tumors. The predicted risk score was highly consistent with patient outcomes, especially for 3-year follow-up (Fig. 5d). The model’s performance remained satisfactory as measured by accelerated failure time analyses (Supplementary Table 19). The predicted risk scores were significantly associated with tumor grading and staging (Spearman’s $\rho = 0.34$ and 0.22, respectively, both $P < 0.01$) (Supplementary Table 20). The established scoring algorithm allowed patches to be scored for each patient. Comparison between high-risk patches and low-risk patches was beneficial in obtaining morphological characteristics associated with prognosis (Supplementary Fig. 7).

Validation of the prognostic model in an independent cohort.

We validated the model in an independent cohort of 316 RCC patients from TADTH. The model showed a c-index of 0.769, better than manual histologic grade of 0.753. This prognostic model provides significant survival differences between high- and low-risk groups (log rank $P = 5.88 \times 10^{-4}$), better than the histologic grade (log rank $P = 1.02 \times 10^{-3}$) (Fig. 5e,f). The risk index was a
predictor of patient outcomes in a univariate Cox analysis (HR 2.70 [95% CI 1.50–4.87], \( P = 9.65\times10^{-4} \)) (Supplementary Table 18). In multivariate analysis, the risk index was independently prognostic of survival in all-stage (HR = 2.57 [95% CI 1.43–4.64], \( P = 1.68\times10^{-3} \)), early-stage (HR = 2.30 [95% CI 1.07–4.94], \( P = 0.03 \)), and late-stage tumors (HR = 2.65 [95% CI 1.03–6.83], \( P = 0.04 \)) (Fig. 5g). The histologic grade showed prognostication in all-stage but not in early-stage and late-stage tumors. We have presented the distribution plot of risk scores and survival time of ccRCC patients in Fig. 5h. The performance in independent cohort was also evaluated by accelerated failure time analyses (Supplementary Table 19). The risk index was also positively correlated with tumor grade and stage (Spearman’s \( \rho = 0.45 \) and 0.16, respectively, \( P < 0.01 \)) (Supplementary Table 20).

**Discussion**

In this study, we developed histopathology image-based deep learning frameworks: a classifier model with Inception V3 to classify RCC subtypes, and a prognostication model with VGG19 to predict outcomes of ccRCC. The classifier model involves patch-based segmentation, intelligent feature extraction, and heatmap visualization using whole-slide images. It was trained and validated using 3,260 slides of 941 patients from TCGA and 3,080 real-world slides of 1,458 patients from 6 independent centers. The algorithm could unambiguously distinguish normal from tumor tissues with AUC >0.99 and effectively distinguished between the three RCC subtypes with AUC >0.91, with accuracy comparable to or even better than two clinical pathologists. To obtain a prognostic biomarker, the developed classifier model first automatically outlined cancerous regions of ccRCC, and then the prognostication model was...
built by combining deep learning with Cox regression. Independent validation confirmed that
the predicted risk index is significantly associated with clinical outcome of ccRCC.

In general, most cases of RCC can be easily classified based on histological criteria. We
observed that the misclassified cases displayed a combination of morphological features.
Indeed, the presence of clear cells is not unique to ccRCC but can also be observed in some
cases of pRCC and chRCC. Similarly, papillary structures characteristic of pRCC, can also be
present in other subtypes.

When applied to external validation, there was a slight drop of the classifier’ performance
in differentiating tumor from normal (AUC 0.1%) and subtypes (AUC 1%–7%). It should be
noted that these slides were collected without data curation. The interlaboratory differences in
slide preparation might explain the decrease. The difference between the scanners in brightness
and contrast could also somewhat affect the prediction accuracy.

dcRCC is the most common variant and has wide ranging clinical outcomes attributed to its
tumor heterogeneity. Historically, the most widely used histological grading system for ccRCC
is the Fuhrman grading system, which relies on the experience of pathologists. In recent years,
automatic models depending on extracting engineered imaging features have been proposed.
More recently, survival analysis has been approached with a classification task by predicting
several periods of survival time divided by specific time points. These classifiers, however,
cannot model the risk values with certain survival times and lack independent follow-up cohort.
This work predicted the patient outcomes by learning prognostic features directly from slides.
It employed Cox regression, a time-to-event model that can better fit the prediction of survival
and model all patients' risks for a range of survival time.
Our prognostic model highlights the importance of dedifferentiation, stroma component, cellular diversity, inflammation, and growth pattern for prognosis. We observed that a considerable proportion of high-risk patches were located in the sarcomatoid and rhabdoid regions, which are well known as malignant and dedifferentiated components\textsuperscript{24,26}. Some contained pleomorphic or giant cells and coagulative necrosis, consistent with previous observations\textsuperscript{27}. Some had unique characteristics of infiltrative growth patterns\textsuperscript{28}. Others presented stromal components in the tumor microenvironment\textsuperscript{29}. In contrast, good prognostic patches were located in compact small/large nests and cystic regions. Some showed intratumoral inflammatory reaction, tubular, clear cell papillary or chromophobe cell-like patterns\textsuperscript{30}.

This study has some limitations. The algorithms focused on classifying the three common subtypes of renal cancer, and did not identify rare subtypes such as Mit family translocation RCC and clear cell papillary RCC due to unavailability of samples. For clinical application of the model, more samples are encouraged to fine-tune the algorithm to increase its generalizability. Another limitation is that our diagnostic algorithms were only trained on H&E-stained images. Integrating features from immunochemical-stained images remains to be explored.

In conclusion, we have presented deep learning frameworks for systematic assessment of histological information on RCC. The established models have been evaluated in multi-center, independent cohorts. Our models have the potential of accelerating the pathologist’s evaluation for kidney tissue slides, and making it more objective and replicable in clinic.
Methods

Data sources.

Our biospecimen were collected from TCGA Resource Network\textsuperscript{3} and 6 independent cohorts in China. Based on a previous research\textsuperscript{32}, 15 initial samples originally submitted as ccRCC in TCGA were reclassified as chRCC. The 6 independent cohorts were: The Affiliated Drum Tower Hospital (TADTH), The Affiliated Jiangyin Hospital of Southeast University Medical College (TAJH), The Affiliated Zhongda Hospital of Southeast University (TAZH), The Third Affiliated Hospital of Soochow University (TTAH), The Affiliated Cancer Hospital of Nanjing Medical University & Jiangsu Cancer Hospital & Jiangsu Institute of Cancer Research (TACH), and Huaiyin People's Hospital of Huai'an City (HPH). Both formalin-fixed and paraffin-embedded (FFPE) sections and frozen sections were included. There were no exclusion criteria on age, gender or race.

Cases were reviewed by two pathologists with more than 3 years’ experience. The diagnoses were made based on morphology following the World Health Organization recommendation. All slides were finally checked by Prof. Fan Xiangshan, a pathologist with many years of experience and the head of pathology department at TADTH. In case of inconsistent decisions, immunostaining was further performed for classification using a panel of antibodies.

Slides from TTAH were scanned by a KF-PRO-120 scanner (Konfoong Biotechnology) at 20× magnification, and samples from the other independent cohorts were scanned by a NanoZoomer 2.0-RS scanner (Hamamatsu). Quality checking was performed for the whole-slide images by an open-source tool HistoQC to exclude unsuitable samples\textsuperscript{33}.
Construction of classification models.

Several commonly used convolutional neural networks (CNNs) were compared including Inception V3, 19-layer Visual Geometry Group (VGG19), DenseNet, ResNet, and MobileNet. We optimized the parameters of fully connected layers as well as the convolution layers by unfreezing the whole network. The parameters of each network were initialized with pretrained parameters from the ImageNet classification challenge as a starting point. For every image in the training set, rotational invariance was achieved through data augmentation with random horizontal and vertical flips before being fed into the network. For the training process, the batch size was set to 32. The cross-entropy loss was set as the loss function on the training and tuning sets. All parameters of the networks were trained jointly using stochastic gradient descent as a backpropagation method with learning rate of 0.05, weight decay of 0.9 and momentum of 0.9. The number of training epochs was 50, and the network with the lowest loss on the tuning set was selected.

Patients of each RCC type from TCGA dataset were divided into 55% training set, 15% tuning set, and 30% internal testing set. For the training and tuning sets, tumor lesions in each malignant slide were manually annotated by pathologists (Supplementary Fig. 1). Each whole-slide image was automatically split into hundreds of nonoverlapping 299×299-pixel patches using the Openslide (version 3.4.1). Benign patches for training and tuning sets were sampled from both adjacent benign tissue slides and non-tumor regions in malignant slides. Segmentation at magnifications of 5×, 10× and 20× were compared. Patches from patients in the training set were input into the architectures to intelligently extract morphological features and make decisions with parameters constantly optimized. The tuning set was then employed
to evaluate the trained algorithm and avoid overfitting. After tuning, the algorithm was then kept locked in subsequent validations.

For internal and external validation, the slides were automatically segmented into patches without manual annotation. Each patch was predicted as tumor or benign by a binary classifier with a possibility threshold of 0.5. Tumor patches were then classified as ccRCC, pRCC or chRCC based on the possibility predicted by a three-way subtype classifier. Predictions were made with probability and indicated using colors, producing a heatmap for visualization of each slide. The prediction results were then aggregated by calculating percentage of normal/tumor patches over all patches, or percentage of one-RCC type patches over predicted tumor patches in slides from each patient.

Establishment of a prognostic model.

ccRCC patients from TCGA were randomly divided into 55% training set, 15% tuning set and 30% internal testing set. An independent cohort from TADTH was used for external validation. Slides were segmented into nonoverlapping 1196×1196-pixel patches at 20×. The developed classifier model first automatically outlined cancerous patches from benign ones in each ccRCC slide. The nuclei size of cancerous patches was calculated by a Python package (https://github.com/DigitalSlideArchive/HistomicsTK). Top 10, 20 or 30 tumor patches with the largest average nuclei size for each slide were selected and compared.

Subpatches (224×224-pixel) were further randomly sampled from the representative patches as inputs. The prognostic deep learning model was trained end-to-end, directly from slide to survival time. We adapted the predictive algorithm by combining CNN architecture and Cox regression model. The performances of CNNs were compared, including VGG19,
Inception V3, DenseNet, ResNet, and MobileNet. The CNN made use of various convolutions from original architecture to extract image features. The last layer was changed to a fully connected layer containing one node, which predicted a risk score for the input subpatch. The risk scores in each subpatch were presented to a Cox proportional hazards layer allowing for the use of censored data to calculate the Cox loss function. The loss function was optimized using stochastic gradient descent with a learning rate of 5.0e-5, weight decay of 0.9 and momentum of 0.9. The training process was run for 100 epochs, and the model with the lowest loss on the tuning set was saved.

For internal and external validation sets, each representative tumor patch was split into nonoverlapping 16 subpatches. The median risk of these subpatches was calculated as the value for each patch, and then the highest value among all representative patches was selected as a patient risk. These processing procedures were designed to address tumor heterogeneity by emulating histological assessment by pathologists. In routine clinical practice, the pathologically assigned grade is based on the most malignant region when ccRCC shows morphologic grade variation\textsuperscript{35}. The patients were then separated into equivalent groups of low- and high-risk on the basis of their predicted risk scores with the median risk in the training set as the cut-off point.

**Statistics.**

To evaluate the performance of classifiers, areas under the receiver operating characteristic (ROC) and precision-recall curves (PRC), Youden index, and polytomous discrimination index (PDI)\textsuperscript{36} were computed using the Python library sklearn. Confidence intervals (CIs) 95% were measured using 1,000 iterations of the bootstrap method. The agreements between the classifier
and pathologists were measured by the Cohen’s Kappa statistic. For survival prediction, overall survival time was defined as the time from nephrectomy to death by any cause or the date of last follow-up. Harrell’s c-index was used to quantify the concordance between predicted risks and true survival time. The survival curves of the predicted poor and good survival subgroups were plotted by the Kaplan-Meier method. The Cox regression model was used to obtain hazard ratios (HRs) and 95% CIs. Associations between the models and other risk factors were evaluated by Spearman’s correlation coefficients. A two-sided $P$ value of less than 0.05 was considered significant. All statistical analyses were done in R unless otherwise noted (R version 3.6.1). The open-source deep learning framework Keras (https://keras.io) was used to train and evaluate the algorithms.

**Data availability**

The publicly shared RCC histopathology images in TCGA dataset to train and test the models is available at https://portal.gdc.cancer.gov/. The dataset consists of 3,260 whole-slide images from 941 patients, including 1,550 ccRCC, 678 pRCC, 304 chRCC, and 728 adjacent benign tissues. The independent datasets are not publicly available due to hospital regulations and patient privacy. Source data are provided with this paper. The remaining data are available within the Article, Supplementary information, or available from the authors upon request.

**Code availability**

The code is available at https://github.com/cilemc/dlrcc.
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Whole-slide images of renal cell carcinoma (RCC) from The Cancer Genome Atlas (TCGA). A total of 3,260 images were collected, including 1,550 clear cell RCC (ccRCC), 678 papillary RCC (pRCC), 304 chromophobe RCC (chRCC), and 728 normal tissues. b, Manual annotation of tumor lesions for each slide and automatic segmentation by nonoverlapping 299 × 299-pixel patches at 5× magnification with background removed. c, Training Inception V3 architecture to intelligently extract diagnostic features. The training set was input into the algorithm to make prediction, and the tuning set was used to avoid overfitting. d, Patch-based classification for the internal testing set. The results were aggregated per slide to generate the heatmaps. e–h, Large, multi-center validation. e, Assembling real-world slides from 6 independent cohorts. The framework was validated with 3,080 slides from The Affiliated Drum Tower Hospital (TADTH), The Affiliated Jiaying Hospital of Southeast University Medical College (TAJH), The Affiliated Zhongda Hospital of Southeast University (TAZH), The Third Affiliated Hospital of Soochow University (TTAH), The Affiliated Cancer Hospital of Nanjing Medical University & Jiangsu Cancer Hospital & Jiangsu Institute of Cancer Research (TACH), Huaiyin People's Hospital of Huai'an City (HPH). f, Slides scanning and patch segmentation. The slides were scanned and automatically segmented without manual annotation. g, Heatmap visualization. h, Receiver operating characteristic and precision-recall curves, Youden index, and polytomous discrimination index statistics for classifications of normal tissue versus tumor and between RCC subtypes.
Fig. 2. Differential diagnosis of normal tissue from tumor and between renal cell carcinoma (RCC) types at the patient level. 

a. Receiver operating characteristic curves (ROC) for identifying tumor versus normal using FFPE slides from The Affiliated Drum Tower Hospital (TADTH, n=2,474 slides from 859 patients).

b. ROC for classifying RCC types using FFPE slides from TADTH (n=2,306 slides from 859 patients).

c. ROC for classifying RCC subtypes using frozen slides from TADTH (n=47 slides from 40 patients).

d. ROC for classifying RCC types using FFPE slides from The Affiliated Jiangyin Hospital of Southeast University Medical College (TAJH, n=220 slides from 220 patients).

e. ROC for classifying RCC subtypes using FFPE slides from The Affiliated Zhongda Hospital of Southeast University (TAZH, n=108 slides from 108 patients).

f. ROC for classifying RCC subtypes using FFPE slides from The Third Affiliated Hospital of Soochow University (TTAH, n=99 slides from 99 patients).

g. ROC for classifying RCC subtypes using FFPE slides from The Affiliated Cancer Hospital of Nanjing Medical University & Jiangsu Cancer Hospital & Jiangsu Institute of Cancer Research (TACH, n=86 slides from 86 patients).

h. ROC for classifying RCC subtypes using FFPE slides from Huaiyin People's Hospital of Huai'an City (HPH, n=46 slides from 46 patients).
Fig. 3. Heatmap visualization of renal cell carcinoma (RCC) slides. a, Representative whole-slide images of the three types and adjacent benign tissues from The Affiliated Drum Tower Hospital (TADTH) cohort. b, Binary classifier for heatmap visualization of tumor versus normal. c, Three-way classifier for heatmap visualization of ccRCC versus pRCC versus chRCC. d, Patch-based prediction probability for a slide. The pie chart shows the predicted patch number for each category, and the bar chart shows the predicted probability of each patch. In b–d, the predicted heatmaps with probabilities are assigned to each patch, where grey is for patches classified as normal, orange for tumor, blue for ccRCC, green for pRCC, and red for chRCC.
Fig. 4. Pipeline of the prognostic framework. a, Deep learning development. Whole-slide images of clear cell renal cell carcinoma (ccRCC) patients from The Cancer Genome Atlas (TCGA) dataset were randomly divided into training (55%), tuning (15%) and testing (30%) sets. After patch-based segmentation, the classifier model first automatically outlined cancerous regions of ccRCC. Ten representative patches (1196×1196-pixel at 20× magnification) with the largest average nuclei in tumor regions were selected from each slide. Subpatches (224×224-pixel) were sampled from the representative patches. The 19-layer Visual Geometry Group (VGG19) architecture combined with Cox regression was employed to predict patient outcome end-to-end. b, Prognosis prediction. For slides in the TCGA testing and independent validation sets, cancerous regions were automatically detected by the diagnostic model, and 10 representative patches were selected from each slide. Each representative patch was split into 16 nonoverlapping subpatches; the median subpatch risk was calculated for each patch, and then the highest value among 10 patches was selected as patient risk.
Fig. 5. Performances of prognostic model and manual histologic grade for clear cell renal cell carcinoma (ccRCC) patients. a, Kaplan-Meier analysis of histologic grade in The Cancer Genome Atlas (TCGA) testing set (n=146 patients). b, Kaplan-Meier analysis of the prognostic model in TCGA testing set. c, Hazard ratios (HRs) with 95% confidence interval (CI) of grade (G1+G2, G3+G4) and prognostic model (low risk, high risk) in multivariable analyses adjusting
for stage and age across different stages in TCGA testing set. **d**, The distribution of risk scores and outcomes of ccRCC patients in TCGA testing set. **e**, Kaplan-Meier analysis of histologic grade in The Affiliated Drum Tower Hospital (TADTH) independent validation set (n=316 patients). **f**, Kaplan-Meier analysis of the prognostic model in TADTH. **g**, HRs with 95% CI of histologic grade (G1+G2, G3+G4) and prognostic model (low risk, high risk) in multivariable analyses adjusting for stage and age across different stages in TADTH. **h**, The distribution of risk scores and outcomes of ccRCC patients in TADTH. The blue dots represent censored data and the red dots represent the dead patients. Prognostic model was highly associated with patient survival time, especially for a 3-year follow-up (**d**, **h**). The median risk score obtained in the TCGA training set was used as threshold to divide patients into low- and high-risk groups (**a–h**).
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