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Abstract

We consider SU(3)-equivariant dimensional reduction of Yang-Mills theory on spaces of the form \( \mathbb{R} \times SU(3)/H \), with \( H \) equals either \( SU(2) \times U(1) \) or \( U(1) \times U(1) \). For the corresponding quiver gauge theory we derive the equations of motion and construct some specific solutions for the Higgs fields using different gauge groups. Specifically we choose the gauge groups \( U(6) \) and \( U(8) \) for the space \( \mathbb{R} \times \mathbb{C}P^2 \) as well as the gauge group \( U(3) \) for the space \( \mathbb{R} \times SU(3)/U(1) \times U(1) \), and derive Yang-Mills equations for the latter one using a spin connection endowed with a non-vanishing torsion. We find that a specific value for the torsion is necessary in order to obtain non-trivial solutions of Yang-Mills equations. Finally, we take the space \( \mathbb{R} \times \mathbb{C}P^1 \times \mathbb{C}P^2 \) and derive the equations of motion for the Higgs sector for a \( U(3m + 3) \) gauge theory.
1 Introduction and summary

Yang-Mills equations in more than four dimensions naturally appear in the low-energy limit of superstring theories. Furthermore, natural BPS-type equations for gauge fields in dimensions $d > 4$, introduced in \[1, 2\], also appear in superstring compactifications as the conditions for survival of at least one supersymmetry in low-energy effective field theory in four dimensions \[3\]. Some solutions of Yang-Mills equations on $\mathbb{R}^d$ were found e. g. in \[4, 5, 6, 7\] but have infinite action for $d > 4$. One possibility for obtaining finite-action solutions for the Yang-Mills equations in higher dimensions is to consider them on spaces of the form $\mathbb{R} \times G/H$, where $G/H$ is a reductive homogeneous space \[8, 9, 10, 11\]. On the other hand, dimensional reduction of the higher dimensional gauge theory appearing in the low-energy limit of superstring theories is necessary and a way of performing a dimensional reduction in our framework is well known. The procedure, referred to as coset space dimensional reduction (CSDR) (see e. g. \[12\]), is taking advantage of the fact that homogeneous spaces admit isometries. One can then define a gauge theory on the full space and require the fields to depend on the internal coordinates in such a way that they are invariant under a combined action of $G$-isometries and gauge transformations. Doing this, the Higgs and the gauge sector are unified naturally which is another nice feature of the theory.

In this paper, we investigate the structure of $U(p)$ Yang-Mills theories and the corresponding equations of motion as well as some solutions on spaces of the form $\mathbb{R} \times G/H$. The factor $\mathbb{R}$ in the product space stands for one of the four flat dimensions we live in. This is a simplification, which could be generalized to four-dimensional Minkowski space, for instance. The ansätze one chooses are $G$-equivariant which implements the dimensional reduction along the coset space. The gauge potential of the theory is given by a connection on a vector bundle associated to a specific principal bundle whose structure group determines the gauge group. If the gauge group $U(p)$ is broken down to $\prod_{i=1}^m U(k_i)$, also the gauge potential on the bundle decomposes in such pieces and in general for each block we get a number of Higgs fields that are responsible for the corresponding breakdown \[13, 14\]. A physical interpretation of this situation is given in the context of type IIA string theory where we can think of these subbundles to be $k_i$ coincident $D$-branes wrapping $G/H$ and the Higgs fields being open string excitations between neighboring blocks of these $D$-branes \[15, 16, 14\].

Adding fermions allows to obtain a realistic model in compactification to four dimensions \[17, 18\].

What we are looking at, are $U(p)$ gauge theories for different $p$ on the symmetric space $\mathbb{C}P^2 = SU(3)/SU(2) \times U(1)$ as well as on the non-symmetric space $Q_3 = SU(3)/U(1) \times U(1)$. Such theories are equivalent to quiver gauge theories and their $SU(3)$-equivariant ansätze for the gauge fields were derived in \[19\]. Here symmetry breaking takes place and the resulting number of Higgs fields depends on the chosen representation of $SU(3)$ which in our case is determined by the gauge group. First, for $\mathbb{C}P^2$ we take the ansätze for a $U(6)$ and $U(8)$ gauge theory which contains two and four Higgs fields, respectively, and derive the equation of motion for these fields. Second, for $Q_3$ we consider a $U(3)$ gauge theory which involves three Higgs fields and derive the field equations for them using a connection with non-vanishing torsion. In order to obtain solvable equations one needs to choose a specific value for the torsion. Finally, we turn our attention to the product space $\mathbb{R} \times \mathbb{C}P^1 \times \mathbb{C}P^2$, and generalize the equivariant ansätze from \[8\] and \[19\] to a $U(3m+3)$ gauge theory, where $2m+1$ Higgs fields are involved. Then we derive the field strength and show that the Yang-Mills equations yield a system of $2m+1$ coupled second order differential equations for the Higgs fields. Some novel solutions of these Higgs field equations will also be constructed. It would be interesting to extend the equivariant dimensional reduction technique to ten-dimensional heterotic supergravity with internal six-dimensional coset spaces including a nearly Kähler background (see e. g. \[20, 21, 22, 23, 24, 25\]).

It would be also interesting to generalize our solutions to such a general setting.
2 Quivers and Higgs fields

In [11], theories on spaces of the type \( \mathbb{R} \times G/H \) were considered for the case of \( G \) coinciding with the gauge group of the corresponding Yang-Mills theory. In such a case only one scalar field enters into the \( G \)-equivariant ansatz for a gauge potential. In this paper we are going to consider theories where a breakdown of the original gauge symmetry group takes place and therefore more scalar fields get involved. These fields are interpreted as Higgs fields that are responsible for the corresponding symmetry breaking via the Higgs effect. Note that \( G \)-equivariant ansätze lead via dimensional reduction to quiver gauge theories [15, 16, 13, 19]. Such ansätze may become complicated expressions and their generic form [13, 19] is not easy to handle. Their explicit form also depends on the chosen representation in the following way. Let \( G = SU(3) \) and \( C^k,l \) be some highest weight irreducible representation of \( SU(3) \). Then this representation is also a representation for a closed subgroup \( H \) of \( SU(3) \) which is no longer necessarily irreducible but decomposes as

\[
C^k,l \mid_H = \sum_{i=1}^{m} \rho_i ,
\]

where \( \rho_i \) are irreducible representations of \( H = SU(2) \times U(1) \) or \( U(1) \times U(1) \). The number of Higgs fields in our theory then depends on the quiver diagram, containing as many vertices as irreps of \( H \) exist, and is determined by the number of maps between these irreps induced by the corresponding lowering operators of \( SU(3) \). Therefore a quiver diagram is simply based on the weight diagram of the corresponding \( SU(3) \) representation. For the case of \( \mathbb{R} \times \mathbb{C}P^2 \) and \( \mathbb{R} \times Q_3 \), with \( Q_3 := SU(3)/U(1) \times U(1) \), we consider the case where each arrow stands for exactly one real-valued scalar field and therefore it is clear that the higher quiver representation we choose, the more Higgs fields come into play.

Let \( E^{k,l} \) be a rank \( p \) Hermitian vector bundle over the space \( \mathbb{R} \times SU(3) \), associated to an irreducible representation \( C^k,l \) of \( SU(3) \), with the structure group \( U(p) \). For the \( SU(3) \)-equivariant case one can generically write the corresponding associated vector bundle as

\[
E^{k,l} = \bigoplus_{i=1}^{m} E_i^\mathbb{R} \otimes V_i , \tag{2.1}
\]

where \( E_i^\mathbb{R} \) is a rank \( k_i \) bundle over \( \mathbb{R} \) and \( V_i \) a bundle over \( SU(3)/H \) having rank \( d_i \) which is also the dimension of the corresponding irrep \( \rho_i \) of \( H \). The gauge group for such bundles is broken as

\[
U(p) \rightarrow \prod_{i=1}^{m} U(k_i) ,
\]

where \( \sum_{i=1}^{m} k_i d_i = p \). An \( SU(3) \)-equivariant gauge potential on the bundle \([2.1]\) is then given by a block-diagonal part and an off-diagonal one:

\[
A = A^\text{diag} + A^\text{off} . \tag{2.2}
\]

The block-diagonal part may be written as

\[
A^\text{diag} = \bigoplus_{i=1}^{m} A^i ,
\]

where the size of the blocks \( A^i \) depends on the dimensions of the \( H \)-irreps as well as of the rank of the bundle over \( \mathbb{R} \). In our case we consider the bundle \( E_i^\mathbb{R} \) over \( \mathbb{R} \) to be of rank \( k_i = 1 \) and the connection \( A^i \) on \( \mathbb{R} \) to be flat. Therefore, the part of the connection belonging to this bundle vanishes up to gauge invariance and we find

\[
A^i = 1_{k_i} \otimes B^i .
\]
with $B^i$ denoting the connection on the coset part of the product space. Therefore the $A^i$ are given by $d_i \times d_i$ matrices $B^i$.

The off-diagonal part can be written as

$$A^{\text{off}}_{ij} = (1 - \delta_{ij}) \Phi_{ij},$$

where (no summing over $i, j$) $A^{\text{off}}_{ij}$ is meant to be the $(i, j)$-th block of the gauge connection for $i \neq j$ and zero on the block-diagonal part. The $\Phi_{ij}$ on the right hand side corresponds to the specific map that connects the $i$th and the $j$th vertex of the quiver and is the tensor product of maps between the corresponding bundles. This means

$$\Phi_{ij} = \phi_{ij} \otimes \beta_{ij},$$

where $\beta_{ij}$ are maps connecting two $H$-irreps $\rho_i$ and $\rho_j$ containing the left-invariant basis of one-forms on the coset space, and $\phi_{ij}$ are size $k_i \times k_j$ Higgs fields depending only on the coordinate $\tau$ on $\mathbb{R}$ in $\mathbb{R} \times SU(3)/H$. For our consideration, as mentioned above, these are just real-valued scalar fields, one for each arrow of the quiver.

To sum up, we are dealing with an $SU(3)$-equivariant associated vector bundle $E^{k,l}$ over $\mathbb{R} \times G/H$ defined as

$$E^{k,l} = \bigoplus_{i=1}^m P(\mathbb{R} \times G/H, U(d_i)) \times \rho_i V^i \rightarrow \mathbb{R} \times G/H,$$

(2.3)

where $G = SU(3)$ and $V^i$ are finite dimensional representation spaces for the representations $\rho_i$ of the subgroup $H$ of $SU(3)$. Each term comes along with the structure group $U(d_i)$ and hence the overall structure group is given by

$$U \left( \sum_{i=1}^m d_i \right),$$

(2.4)

obviously depending on the chosen representation of $SU(3)$.

The explicit construction of the quivers, their representation and the underlying $SU(3)$-equivariant gauge theories was done in [19]. It includes also the explicit formulae of the gauge potential and the field strength for spaces of the form

$$M_D \times G/H,$$

where $G/H$ is either $\mathbb{C}P^2 = \frac{SU(3)}{SU(2) \times U(1)}$ or $Q_3 = \frac{SU(3)}{U(1) \times U(1)}$ and $M_D$ is some manifold of real dimension $D$ endowed with a Riemannian or Lorentzian metric. Furthermore the $SU(3)$ action has to be trivial on $M_D$. We are going to use these results for our specific cases in order to derive the equations for the Higgs fields of these quiver gauge theories and to give some explicit solutions.

### 3 Yang-Mills theory on $\mathbb{R} \times \mathbb{C}P^2$ in $G^{2,0}$ quiver representation

**Invariant 1-forms on $\mathbb{C}P^2$.** First, we want to summarize all the ingredients from [19] that we will need for writing down an $SU(3)$-equivariant ansatz for the gauge potential. It is quite convenient to do all the calculations in the invariant basis of the corresponding space because we can choose our metric to have constant coefficients in this basis. Hence the covariant derivative with respect to this metric is only depending on the structure constants of $SU(3)$. The projective plane $\mathbb{C}P^2$ is a complex manifold and therefore we can choose local complex coordinates $(y_1, y_2, \bar{y}_1, \bar{y}_2)$. 
Using them one can write down the invariant 1-forms as \cite{19}:

\[\begin{align*}
\bar{\beta} &:= \begin{pmatrix} \bar{\beta}^1 \\ \bar{\beta}^2 \end{pmatrix} \quad \text{with} \quad \bar{\beta}^\epsilon = \frac{1}{\gamma} \, d\bar{y}^\epsilon - \frac{\bar{y}^\epsilon}{\gamma^2 (\gamma + 1)} \, y^d \, d\bar{y}^d, \\
\beta &:= \begin{pmatrix} \beta^1 \\ \beta^2 \end{pmatrix} \quad \text{with} \quad \beta^\epsilon = \frac{1}{\gamma} \, dy^\epsilon - \frac{y^\epsilon}{\gamma^2 (\gamma + 1)} \, \bar{y}^d \, dy^d.
\end{align*}\]  

(3.1a)

(3.1b)

where

\[\gamma := \sqrt{1 + Y\dagger \, Y}, \quad Y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}.\]  

(3.2)

We denote the coset subscripts by early Latin letters, namely \(a, b, c = 1, \bar{1}, 2, \bar{2}\), and the components belonging to the Lie algebra of the subgroup \(H\) in \(G = SU(3)\) will be denoted by \(i, j, k, l = 5, ..., 8\). The letters \(d, e\) denote only real coset indices, here either 1 or 2.

As a matter of fact, the Hermitian metric with respect to this basis has components only with mixed holomorphic and anti-holomorphic indices and therefore we get

\[d\bar{s}_G^2 = \delta_{\bar{d}\bar{e}} \, \beta^d \bar{\beta}^\epsilon.\]  

(3.3)

Pulling down indices with this particular metric, we obtain that indices get complex conjugated

\[T^a = T_{\bar{a}} \, \delta^{a\bar{a}}.\]

Our metric on the product space becomes

\[ds^2 = d\tau^2 + \delta_{\bar{d}\bar{e}} \, \beta^d \bar{\beta}^\epsilon,\]

which allows us to pull down \(x^0 = \tau\) indices without changing the coefficients:

\[T^0 = T_0 \, \delta^{00}, \quad \text{with} \quad \delta^{00} = 1.\]

**The symmetric \(C^{1,0}\) quiver bundle.** We want to start with the simplest case of a quiver theory for \(\mathbb{C}P^2\) in order to see how it works. We will not use this specific ansatz to derive Yang-Mills equations, since considerations with one scalar field were already done in \cite{11} and would lead to similar results here. The space we are dealing with is given by the quotient

\[\mathbb{C}P^2 \cong \frac{SU(3)}{SU(2) \times U(1)},\]

which is a symmetric space.

One can employ Young tableaux in order to get the decomposition of the fundamental representation of \(SU(3)\) into irreducible representations of \(H\). We have

\[C^{1,0}_{SU(2) \times U(1)} \cong (1, 1) \oplus (0, -2),\]  

(3.4)

where in \((n, \bar{m})\) we mean \(n = 2I\) to take two times the values of the isospin \(I\), namely the eigenvalues of the first generator of the Cartan subalgebra (denoted by \(E_7\) in \((3.6)\) below), such that the dimension of the corresponding irreducible representation equals \(n + 1\). So the first piece of the sum in \((3.4)\) is going to be two-dimensional while the second piece is going to be one-dimensional. The second number in the brackets, \(m = 3Y_H\), is meant to equal three times the hypercharge \(Y_H\), which can be associated to the corresponding eigenvalues of the second generator of the Cartan subalgebra (denoted by \(E_8\) in \((3.6)\) below). From \((3.4)\) we can already see that there may be only one arrow between the irreps of \(H = SU(2) \times U(1)\) and hence we are getting one scalar field in
our gauge potential. We can easily see that the structure group in this example equals $U(3)$. The quiver diagram for this case is

$$
\begin{array}{c}
R \otimes V_{(1,1)} \\
R \otimes V_{(0,-2)}
\end{array}
\xleftarrow{\phi \otimes \beta}
$$

In the following we are going to write down the $SU(3)$-equivariant connection for the corresponding vector bundle explicitly which requires the explicit form of the generators. For the fundamental 3-dimensional representation of $SU(3)$ the generators corresponding to $G/H = \mathbb{C}P^2$ are given by

$$E_1 = e_{31}, \quad E_2 = e_{32}, \quad E_3 = e_{43}, \quad E_4 = e_{23},$$

and the generators of $H = SU(2) \times U(1)$ are given by

$$E_5 = e_{12}, \quad E_6 = e_{21}, \quad E_7 = e_{11} - e_{22}, \quad E_8 = e_{11} + e_{22} - 2e_{33},$$

where we used the notation of the matrix units for $3 \times 3$ matrices, defined by

$$(e_{ij})_{kl} = \delta_{ik} \delta_{jl}.$$ 

Let us consider a flat connection on the trivial bundle $\mathbb{C}P^2 \times \mathbb{C}^3$ over $\mathbb{C}P^2$, given by

$$A_0 = \begin{pmatrix} B & \beta \\ -\beta^T & -2a \end{pmatrix},$$

where

$$B = \frac{1}{\gamma^2} \left( -\frac{1}{2} d(Y^\dagger Y) \mathbb{1}_2 + \tilde{Y} d\tilde{Y}^\dagger + \Lambda d\Lambda \right),$$

$$a = -\frac{1}{4\gamma^2} \left( Y^\dagger dY - dY^\dagger \tilde{Y} \right),$$

along with the notation from (3.2) as well as

$$\Lambda := \gamma \mathbb{1}_2 - \frac{1}{\gamma + 1} Y Y^\dagger.$$

It satisfies the Maurer-Cartan equation which reads

$$dA_0 + A_0 \wedge A_0 = 0,$$

yielding

$$dB + B \wedge B - \tilde{\beta} \wedge \beta^T = 0,$$

$$da - \frac{1}{2} \beta^\dagger \wedge \beta = 0,$$

$$d\tilde{\beta} + B \wedge \tilde{\beta} - 2\tilde{\beta} \wedge a = 0,$$

$$d\beta^T + \beta^T \wedge B - 2a \wedge \beta^T = 0.$$

Using these formulae, one can extend the flat connection on the trivial bundle over $\mathbb{C}P^2$ to a connection on the bundle over $\mathbb{R} \times \mathbb{C}P^2$. It is given by the $3 \times 3$ matrix:

$$A = \begin{pmatrix} B_{(1)} + a \mathbb{1}_2 & \phi \tilde{\beta} \\ -\phi \beta^T & -2a \end{pmatrix},$$
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where we identify the $su(2)$-valued one-instanton field $B^{(1)}$ on $\mathbb{C}P^2$ with the $2 \times 2$ matrix
\[
B^{(1)} := B - a\mathbb{1}_2 =: \begin{pmatrix} B^{11} & B^{12} \\
-B^{12} & -B^{11} \end{pmatrix}.
\] (3.12)
The corresponding field strength is easily calculated using (3.10a)-(3.10d) and takes the form
\[
\mathcal{F} = \begin{pmatrix} (1 - \phi^2)(\bar{\beta} \wedge \beta^\top) & \dot{\phi} \, d\tau \wedge \bar{\beta} \\
-\dot{\phi} \, d\tau \wedge \beta^\top & -(1 - \phi^2)(\beta^\top \wedge \beta) \end{pmatrix},
\] (3.13)
with
\[
\begin{pmatrix} \bar{\beta}^1 \wedge \beta^1 & \bar{\beta}^1 \wedge \beta^2 \\
\bar{\beta}^2 \wedge \beta^1 & \bar{\beta}^2 \wedge \beta^2 \end{pmatrix} = \bar{\beta} \wedge \beta^\top,
\]
\[
(\bar{\beta}^1 \wedge \beta^1 + \bar{\beta}^2 \wedge \beta^2) = \beta^\top \wedge \beta,
\]
and
\[
\dot{\phi} = \frac{d\phi(\tau)}{d\tau}.
\]
Using the explicit form of the generators in the fundamental representation of $SU(3)$, we can write the Maurer-Cartan form as
\[
A_0 = -\beta^1 E_1 - \beta^2 E_2 + \bar{\beta}^1 E_1 + \bar{\beta}^2 E_2 + B^{12} E_5 - B^{12} E_6 + B^{11} E_7 + a E_8
\] (3.14)
and hence (3.11) is nothing but
\[
\mathcal{A} = \phi \left( -\beta^1 E_1 - \beta^2 E_2 + \bar{\beta}^1 E_1 + \bar{\beta}^2 E_2 \right) + e^i_b E_i \, e^b,
\] (3.15)
where
\[
e^1 = \beta^1, \quad e^2 = \beta^2, \quad e^\top = \bar{\beta}^1, \quad e^3 = \bar{\beta}^2,
\]
\[
e^5_b = B^{12}_b, \quad e^6_b = -B^{12}_b, \quad e^7_b = B^{11}_b, \quad e^8_b = a_b.
\] (3.16)
We will need (3.16) later on in order to differentiate the field strength covariantly. From (3.15) we can see that this ansatz would yield the same results we already deduced in [11]. Getting more scalar fields involved requires the choice of a higher dimensional representations of $SU(3)$ which we will do in the following.

The symmetric $C^{2,0}$ quiver bundle. For $\mathbb{C}P^2$ we have seen so far how the quiver bundle looks for the case of fundamental representation of $SU(3)$. We now want to use the generalizations to the 6-dimensional representation $C^{2,0}$ of $SU(3)$. An important point is that (3.14) actually holds for arbitrary quiver representations by inserting the corresponding higher dimensional generators. Specifically for $C^{2,0}$, we have the following generators:
\[
E_1 = \sqrt{2}(e_{41} + e_{64}) + e_{52}, \quad E_1 = \sqrt{2}(e_{14} + e_{46}) + e_{25},
\]
\[
E_2 = e_{42} + \sqrt{2}(e_{53} + e_{65}), \quad E_2 = e_{24} + \sqrt{2}(e_{35} + e_{56}),
\]
\[
E_5 = \sqrt{2}(e_{12} + e_{23}) + e_{45}, \quad E_6 = \sqrt{2}(e_{21} + e_{32}) + e_{54},
\]
\[
E_7 = 2(e_1 - e_3) + e_4 - e_5, \quad E_8 = 2(e_1 + e_2 + e_3) - e_4 - e_5 - 4e_6.
\] (3.17)
Using the formalism of Young tableaux again, we find the following decomposition into irreducible subspaces:
\[
C^{2,0}|_{SU(2) \times U(1)} = (2, 2) \oplus (1, -1) \oplus (0, -4).
\] (3.18)
The corresponding quiver diagram is then given by

\[ \begin{array}{c}
\mathbb{R} \otimes \mathcal{V}_{(\cdot,2)} \\
\mathbb{R} \otimes \mathcal{V}_{(1,-1)} \\
\mathbb{R} \otimes \mathcal{V}_{(0,-4)} \\
\end{array} \]

**Gauge potential and field strength.** As we can see, one ends up with an $SU(3)$-equivariant connection containing two Higgs fields $\phi_1(\tau)$, $\phi_2(\tau)$ which is a connection on the corresponding associated vector bundle ([2,3]) with the structure group $U(6)$. This gauge potential is in general given in [19] and in our case it simplifies to the block $6 \times 6$ matrix

\[
A := \begin{pmatrix}
B_{(2)} + 2a & 1_3 \\
-\phi_1 \beta_1^1 & B_{(1)} - a & \phi_2 \beta_2^2 \\
0 & -\phi_2 \beta_2^1 & -4a
\end{pmatrix}
\] (3.19)

where the one-instanton connection $B_{(2)}$ in the 3-dimensional irreducible representation of $SU(2)$ is defined as

\[
B_{(2)} = \begin{pmatrix}
2B^{11} & \sqrt{2}B^{12} & 0 \\
-\sqrt{2}B^{12} & 0 & \sqrt{2}B^{12} \\
0 & -\sqrt{2}B^{12} & -2B^{11}
\end{pmatrix}
\] (3.20)

The matrices $\beta_1$ and $\beta_2$ are given by

\[
\beta_1 = \begin{pmatrix}
\sqrt{2} \beta_1^1 & 0 \\
\beta_2^1 & \beta_1^1 \\
0 & \sqrt{2} \beta_2^1
\end{pmatrix}
\]

and

\[
\beta_2 = \sqrt{2} \begin{pmatrix}
\beta_1^1 \\
\beta_2^1 \\
0
\end{pmatrix}.
\]

We also take the field strength from [19], which is obtained from $\mathcal{F} = dA + A \wedge A$ using the fact that the flat connection (3.14) satisfies the Maurer-Cartan equations. One arrives at the following field strength:

\[
\mathcal{F} = \begin{pmatrix}
(1 - \phi_1^2) \beta_1 \wedge \beta_1^\dagger & \dot{\phi}_1 \, d\tau \wedge \beta_1 & 0 \\
-\dot{\phi}_1 \, d\tau \wedge \beta_1^\dagger & (1 - \phi_2^2) \beta_1 \wedge \beta_2 + (1 - \phi_2^2) \beta_2 \wedge \beta_2 & \dot{\phi}_2 \, d\tau \wedge \beta_2 \\
0 & -\dot{\phi}_2 \, d\tau \wedge \beta_2^\dagger & (1 - \phi_2^2) \beta_2 \wedge \beta_2
\end{pmatrix}
\] (3.21)

where

\[
\beta_1 \wedge \beta_1^\dagger = \begin{pmatrix}
2\beta_1 \wedge \beta_1 & \sqrt{2} \beta_1 \wedge \beta_2 & 0 \\
\sqrt{2} \beta_1 \wedge \beta_1 & \beta_1 \wedge \beta_1 + \beta_2 \wedge \beta_2 & \sqrt{2} \beta_1 \wedge \beta_2 \\
0 & \sqrt{2} \beta_2 \wedge \beta_1 & 2\beta_2 \wedge \beta_2
\end{pmatrix},
\]

\[
\beta_1 \wedge \beta_1 = -\begin{pmatrix}
2\beta_1 \wedge \beta_1 + \beta_2 \wedge \beta_2 & \beta_1 \wedge \beta_2 \\
\beta_2 \wedge \beta_1 & \beta_1 \wedge \beta_1 + 2\beta_2 \wedge \beta_2
\end{pmatrix},
\]

\[
\beta_2 \wedge \beta_2^\dagger = 2 \begin{pmatrix}
\beta_1 \wedge \beta_1 & \beta_1 \wedge \beta_2 \\
\beta_2 \wedge \beta_1 & \beta_2 \wedge \beta_2
\end{pmatrix}.
\]

The matrices $\beta_1$ and $\beta_2$ are given by
Yang-Mills equations. Now we shall derive the corresponding differential equations for the scalar fields $\phi_1$ and $\phi_2$. The Levi-Civita connection 1-form on $\mathbb{C}P^2$ for the invariant metric \([3.3]\) is given by formulæ

$$\omega^c_b = f_b^c e^i, \quad e_i = e^i_a e^a \tag{3.22}$$

with $e^i_a$ from \([3.16]\). Here, we also used the fact that $\mathbb{C}P^2$ is a symmetric space and hence

$$f_{ab}^c = 0 \quad \forall a, b, c \in \{1, 2, \bar{1}, \bar{2}\}.$$  

We easily find the following non-vanishing structure constants $f_{bc}^a$ of $\mathbb{C}P^2$:

$$f_{15}^2 = 1 \quad f_{16}^2 = -1 \quad f_{26}^1 = 1 \quad f_{25}^1 = -1 \tag{3.23}$$

$$f_{17}^1 = 1 \quad f_{17}^1 = -1 \quad f_{27}^2 = -1 \quad f_{27}^2 = 1 \tag{3.23}$$

$$f_{18}^1 = 3 \quad f_{18}^1 = -3 \quad f_{28}^2 = 3 \quad f_{28}^2 = -3.$$  

Clearly, these are nothing but the structure constants of $SU(3)$ in the basis $E^A$, $A \in \{1, \ldots, 8\}$ introduced in \([3.17]\). Since we use the direct product metric on $\mathbb{R} \times \mathbb{C}P^2$, we have

$$\omega^0_0 = \omega^a_0 = \omega^0_b = 0 \tag{3.24}$$

and the non-vanishing components are

$$\omega^c_b = -f_b^c e^i_a e^a \tag{3.25}$$

So, the Yang-Mills equations read

$$D_a F^{00} = 0 \tag{3.26}$$

$$D_0 F^{0b} + D_a F^{ab} = 0 \tag{3.27}$$

where $D_0 := \frac{d}{d\tau}$ and $D_a F^{ab} := e_a (F^{ab}) + \omega^a_{ac} F^{cb} + \omega^b_{ac} F^{ac} + \left[A_a, F^{ab}\right]$. In order to simplify these equations, we use the splitting of the gauge potential in its block-diagonal and off-diagonal parts \([2.2]\). Inserting this splitting of the gauge potential and \([3.25]\) into \([3.26] \) and \([3.27] \), we get

$$0 = d \frac{d}{d\tau} F^{0b} - e^i_a \left( f_{ci}^a F^{cb} + f_{ci}^b F^{ac} \right) + \left[A_a, F^{ab}\right] \tag{3.28}$$

We find that equation \([3.28] \) is trivially satisfied and therefore yields no restrictions on the fields. From equation \([3.29] \) we get

$$e^i_a \left( f_{ci}^a F^{cb} + f_{ci}^b F^{ac} \right) = \left[A_a, F^{ab}\right] \tag{3.30}$$

and therefore \([3.29] \) becomes

$$0 = \frac{d}{d\tau} F^{0b} + \left[A_a, F^{ab}\right] \tag{3.31}$$

which for every index $b$ leads to a matrix equation containing two independent differential equations:

$$\ddot{\phi}_1 = 3 \phi_1 \left( \frac{5}{3} \phi_1^2 - 1 - \frac{2}{3} \phi_2^2 \right) \tag{3.32a}$$

$$\ddot{\phi}_2 = 3 \phi_2 \left( 2\phi_2^2 - 1 - \phi_1^2 \right) \tag{3.32b}$$
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Here, we can already recognize that for $\phi_1 = \phi_2 = \phi$ we obtain only one differential equation, similar that from [11], namely
\[ \ddot{\phi} = 3\phi (\phi^2 - 1), \] (3.33)
which is solved for instance by
\[ \phi(\tau) = \tanh\left(\sqrt{\frac{3}{2}} \tau\right). \] (3.34)

If we put one of the $\phi_i$ to zero we get either
\[ \ddot{\phi}_1 = -\phi_1 \left(3 - 5\phi_1^2\right), \quad \phi_2 = 0 \] (3.35)
or
\[ \phi_1 = 0, \quad \ddot{\phi}_2 = -\phi_2 \left(3 - 6\phi_2^2\right). \] (3.36)
These two equations can also be solved by a hyperbolic tangens, for instance
\[ \phi_1(\tau) = \sqrt{\frac{3}{5}} \tanh\left(\sqrt{\frac{3}{2}} \tau\right), \quad \phi_2 = 0, \] (3.37)
and
\[ \phi_1 = 0, \quad \phi_2(\tau) = \sqrt{\frac{1}{2}} \tanh\left(\sqrt{\frac{3}{2}} \tau\right), \] (3.38)
respectively. What remains is the task of finding “truly coupled” solutions to the system (3.32). In general we refer to truly coupled solutions of a system of differential equations as of a set of fields \( \{\phi_1, ..., \phi_k\} \) solving the system and satisfying:
\[ \forall i \in \{1, ..., k\} \ni \tau, \text{ such that } \phi_i(\tau) \neq 0 \text{ and } \forall i, j \in \{1, ..., k\} \ni \tau \text{ such that } \phi_i(\tau) \neq \phi_j(\tau), \]
which simply means that no two of fields in the solution set coincide and none of the fields is trivial. Finding the most general exact truly coupled solutions to the equations of motion (3.32) is not an easy task and we will not provide them here, but at least by making use of a computer, we found some numerical solutions to this problem for certain specific initial values which are given in figure 1.
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(a) Solutions of (3.32) with the following initial values: $\phi_1(0) = 0, \phi_1(0) = 1, \phi_2(0) = 0, \phi_2(0) = 0.6$
(b) Solutions of (3.32) with the following initial values: $\phi_1(0) = 1, \phi_1(0) = 0, \phi_2(0) = 0.6, \phi_2(0) = 0$
4 Yang-Mills theory on $\mathbb{R} \times \mathbb{C}P^2$ in $\mathbb{C}^{1,1}$ quiver representation

We now go one step further and choose a representation that decomposes into more irreps in order to obtain more than two scalar fields. So we are going to take the gauge connection and field strength from [19] and use them for deriving the corresponding Yang-Mills equations and the equations of motion for the Higgs fields explicitly.

The symmetric $\mathbb{C}^{1,1}$ quiver bundle. We are choosing the $\mathbb{C}^{1,1}$ highest weight representation of $SU(3)$ which is eight dimensional and therefore its adjoint representation. We obtain the following decomposition after the restriction to $H = SU(2) \times U(1)$:

$$\mathbb{C}^{1,1}|_{SU(2)\times U(1)} = (1, -3) \oplus (2, 0) \oplus (0, 0) \oplus (1, 3).$$

We have the following quiver diagram:

From this one can already see that there will appear four independent scalar fields in the gauge connection.

Gauge potential and field strength. The generators of this eight-dimensional representation can be written in terms of the eight-dimensional matrix units:

$$E_1 = e_{12} + \sqrt{2} (e_{45} + e_{56}) + e_{78},$$
$$E_2 = e_{21} + \sqrt{2} (e_{54} + e_{65}) + e_{87},$$
$$E_3 = e_{14} + \sqrt{3} (e_{23} + e_{37}) + \sqrt{1/2} (e_{25} + e_{57}) + e_{68},$$
$$E_4 = e_{41} + \sqrt{3} (e_{32} + e_{73}) + \sqrt{1/2} (e_{52} + e_{75}) + e_{86},$$
$$E_5 = \sqrt{3/2} (e_{13} - e_{38}) - \sqrt{3/2} (e_{15} - e_{58}) + (e_{47} - e_{26}),$$
$$E_6 = \sqrt{7/3} (e_{31} - e_{83}) - \sqrt{2/3} (e_{51} - e_{85}) + (e_{74} - e_{62}),$$
$$E_7 = (e_{11} - e_{22}) + 2(e_{44} - e_{66}) + (e_{77} - e_{88}),$$
$$E_8 = 3(e_{11} + e_{22} - e_{77} - e_{88}),$$

where as before the generators with subscripts $\{1, 2, \bar{1}, \bar{2}\}$ correspond to the coset space and the others with subscripts $\{5, 6, 7, 8\}$ denote the generators of the subgroup $H$.

We also see from the decomposition with respect to the subgroup $H$ that the associated vector bundle given in (2.4) comes with the structure group $U(8)$ in this case. The corresponding $SU(3)$-equivariant connection is then given (equation (3.125) in [19]) by

$$A = \begin{pmatrix}
B_{(1)} + 3a \ 1_2 & \phi_3 \ \bar{\beta}_3 & \phi_4 \ \bar{\beta}_4 & 0 \\
-\phi_3 \ \bar{\beta}_3 & 0 & 0 & \phi_1 \ \bar{\beta}_1 \\
-\phi_4 \ \bar{\beta}_4 & 0 & B_{(2)} & \phi_2 \ \bar{\beta}_2 \\
0 & -\phi_1 \ \bar{\beta}_1 & -\phi_2 \ \bar{\beta}_2 & B_{(1)} - 3a \ 1_2
\end{pmatrix},$$

(4.2)
with $B_{(1)}, B_{(2)}$ from (3.12), (3.20) and
\[
\beta_3 = \sqrt{\frac{3}{2}} \left( \beta^1, \beta^2 \right), \quad \beta_\bar{4} = \begin{pmatrix} \beta^2 & \frac{1}{2} \beta^1 \beta^2 \\ -\frac{1}{2} \beta^1 \beta^2 & \beta^1 \end{pmatrix}.
\]
\[
\beta_1 = \sqrt{\frac{3}{2}} \left( \beta^2, -\beta^1 \right), \quad \beta_2 = \begin{pmatrix} \beta^1 & 0 \\ \frac{1}{2} \beta^2 & \beta^1 \end{pmatrix}.
\]

We have the following field strength
\[
\mathcal{F} = dA + A \wedge A =
\begin{pmatrix}
(1 - \phi_4^2) \beta_3 \wedge \beta_\bar{4}^\dagger & d\phi_3 \wedge \beta_3 & d\phi_4 \wedge \beta_\bar{4} & (\phi_3 \phi_1 - \phi_4 \phi_2) \beta_3 \wedge \beta_1 \\
+ (1 - \phi_4^2) \beta_\bar{4} \wedge \beta_4^\dagger & -d\phi_3 \wedge \beta_3 & (\phi_3^2 - \phi_4^2) \beta_\bar{4} \wedge \beta_2^\dagger & d\phi_3 \wedge \beta_1 \\
- d\phi_4 \wedge \beta_4^\dagger & (\phi_1 \phi_2 - \phi_3 \phi_4) \beta_1 \wedge \beta_\bar{4} + (1 - \phi_4^2) \beta_1 \wedge \beta_\bar{4}^\dagger & -d\phi_4 \wedge \beta_1 & d\phi_1 \wedge \beta_2 \\
(\phi_1 \phi_2 - \phi_3 \phi_4) \beta_1 \wedge \beta_\bar{4}^\dagger & -d\phi_1 \wedge \beta_1 & -d\phi_2 \wedge \beta_2^\dagger & (1 - \phi_4^2) \beta_1 \wedge \beta_2 + (1 - \phi_4^2) \beta_2 \wedge \beta_1 \\
\end{pmatrix}
\]

The wedge product expressions of the $\beta_i$ matrices from (4.3) are given by
\[
\beta_3 \wedge \beta_\bar{3}^\dagger = \frac{3}{2} \left( \beta^1 \wedge \beta^1, \beta^1 \wedge \beta^2 \right),
\]
\[
\beta_\bar{4} \wedge \beta_\bar{4}^\dagger = \left( \frac{1}{2} \beta^1 \wedge \beta^1 + \frac{1}{2} \beta^2 \wedge \beta^2, \frac{1}{2} \beta^1 \wedge \beta^2 \right),
\]
\[
\beta_\bar{4}^\dagger \wedge \beta_4 = \begin{pmatrix} \beta^2 \wedge \beta^2 & -\frac{1}{2} \beta^1 \wedge \beta^2 \\ -\frac{1}{2} \beta^1 \wedge \beta^2 & \beta^1 \wedge \beta^1 \end{pmatrix}.
\]
\[
\beta_1 \wedge \beta_\bar{1}^\dagger = \frac{3}{2} \left( \beta^1 \wedge \beta^1 + \beta^2 \wedge \beta^2 \right),
\]
\[
\beta_\bar{1}^\dagger \wedge \beta_1 = \frac{3}{2} \left( \beta^2 \wedge \beta^2, -\beta^1 \wedge \beta^1 \right),
\]
\[
\beta_2 \wedge \beta_\bar{2}^\dagger = \begin{pmatrix} \beta^1 \wedge \beta^1 & \frac{1}{2} \beta^1 \wedge \beta^2 \\ \frac{1}{2} \beta^1 \wedge \beta^2 & \beta^2 \wedge \beta^2 \end{pmatrix}.
\]
\[
\beta_\bar{2}^\dagger \wedge \beta_2 = \begin{pmatrix} \beta^1 \wedge \beta^1 & \frac{1}{2} \beta^1 \wedge \beta^2 \\ \frac{1}{2} \beta^1 \wedge \beta^2 & \beta^2 \wedge \beta^2 \end{pmatrix},
\]
\[
\beta_3 \wedge \beta_1 = \frac{3}{2} \beta^1 \wedge \beta^2 \mathbb{1}_2,
\]
\[
\beta_1 \wedge \beta_\bar{2}^\dagger = \sqrt{\frac{3}{2}} \left( \beta^2 \wedge \beta^1, -\frac{1}{2} \beta^1 \wedge \beta^1 + \beta^2 \wedge \beta^2 \right),
\]

**Yang-Mills equations.** We are now prepared to derive the equation of motion for the Higgs fields from the Yang-Mills equations for the gauge potential (4.2) and field strength (4.4). For
the calculations, we are going to use the Levi-Civita connection 1-form from \((3.22)\) as well as the non-vanishing structure constants given in \((3.23)\).

The form of the Yang-Mills equations does not change and is given by \((3.26)\) and \((3.27)\) with the same notation as before. Again, we split the gauge potential into its block-diagonal and off-diagonal part. If we insert the gauge potential \((4.2)\) into \((3.26)\), we recognize again that the left hand side vanishes and does not restrict our scalar fields. The other set of equations \((3.27)\) with a free coset superscript again decomposes to equation \((3.29)\). By inserting \((4.2)\), \((4.4)\) as well as \((3.23)\) and \((3.16)\) into \((3.29)\) and after a fair amount of calculations, we find that equation \((3.30)\) which was a trivial condition for the case of two scalar fields, is not trivial here, but restricts our fields by the equation

\[
\phi_1 \phi_2 = \phi_3 \phi_4. \tag{4.5}
\]

Algebraically equation \((4.5)\) represents the relation of the quiver expressing commutativity of the quiver diagram. The remaining part of \((3.29)\) yields \((3.31)\) which for every index \(b\) becomes a matrix equation containing six differential equations for the four scalar fields. For \(\beta = 1, 1\), four out of six equations turn out to be independent. With free coset index 2 or 2, we get six independent equations. If we make use of the algebraic constraint, these six reduce to a system of four independent equations that coincide with the ones we found for \(b = 1\) and \(b = 1\) and read:

\[
\begin{align*}
\frac{d^2}{d \tau^2} \phi_1 &= 3 \phi_1 \left( \frac{3}{2} \phi_1^2 - 1 - \frac{1}{2} \phi_2^2 \right), \tag{4.6a} \\
\frac{d^2}{d \tau^2} \phi_2 &= 3 \phi_2 \left( \frac{5}{6} \phi_2^2 - 1 - \frac{1}{2} \phi_1^2 + \frac{2}{3} \phi_3^2 \right), \tag{4.6b} \\
\frac{d^2}{d \tau^2} \phi_3 &= 3 \phi_3 \left( \frac{3}{2} \phi_3^2 - 1 - \frac{1}{2} \phi_4^2 \right), \tag{4.6c} \\
\frac{d^2}{d \tau^2} \phi_4 &= 3 \phi_4 \left( \frac{5}{6} \phi_4^2 - 1 - \frac{1}{2} \phi_3^2 + \frac{2}{3} \phi_2^2 \right). \tag{4.6d}
\end{align*}
\]

It is not easy to solve these equations, but we can get simplifications under certain conditions. In order to do that we can either put some fields to zero, or simply identify two fields with each other. Due to the algebraic condition \((4.5)\) it is not possible that only one field equals zero. We have six cases in which two fields are equal and then we can employ the algebraic condition \((4.5)\) to either set them zero or to equate the remaining two fields. So there are twelve possibilities and we find that six of them actually force all fields to be the same, namely \(\phi_1 = \phi_2 = \phi_3 = \phi_4\). In this case the differential equations \((4.6a)-(4.6d)\) simplify to the equation \((3.33)\). The remaining four independent possibilities simplify \((4.6a)-(4.6d)\) as follows:

1. \(\phi_1 = \phi_3 = 0, \ \phi_2 \neq 0, \ \phi_4 \neq 0:\

\[
\frac{d^2}{d \tau^2} \phi_2 = 3 \phi_2 \left( \frac{5}{6} \phi_2^2 - 1 + \frac{2}{3} \phi_3^2 \right), \quad \frac{d^2}{d \tau^2} \phi_4 = 3 \phi_4 \left( \frac{5}{6} \phi_4^2 - 1 + \frac{2}{3} \phi_3^2 \right). \tag{4.7}
\]

2. \(\phi_1 = \phi_3 \neq 0, \ \phi_2 = \phi_4 \neq 0:\

\[
\frac{d^2}{d \tau^2} \phi_1 = 3 \phi_1 \left( \frac{3}{2} \phi_1^2 - 1 - \frac{1}{2} \phi_2^2 \right), \quad \frac{d^2}{d \tau^2} \phi_2 = 3 \phi_2 \left( \frac{3}{2} \phi_2^2 - 1 - \frac{1}{2} \phi_1^2 \right). \tag{4.8}
\]

3. \(\phi_1 = \phi_4 = 0, \ \phi_2 \neq 0, \ \phi_3 \neq 0:\

\[
\frac{d^2}{d \tau^2} \phi_2 = 3 \phi_2 \left( \frac{5}{6} \phi_2^2 - 1 \right), \quad \frac{d^2}{d \tau^2} \phi_3 = 3 \phi_3 \left( \frac{3}{2} \phi_3^2 - 1 \right). \tag{4.9}
\]
4. \( \phi_2 = \phi_3 = 0, \phi_1 \neq 0, \phi_4 \neq 0 \):
\[
\frac{d^2}{d\tau^2} \phi_1 = 3 \phi_1 \left( \frac{3}{2} \phi_1^2 - 1 \right), \quad \frac{d^2}{d\tau^2} \phi_4 = 3 \phi_4 \left( \frac{5}{6} \phi_4^2 - 1 \right).
\] (4.10)

Here, the decoupled equations (4.9) and (4.10) are similar to those we found before in (3.35) and (3.36) and, for instance, can be solved by
\[
\phi_1(\tau) = 0, \quad \phi_2(\tau) = \sqrt{\frac{6}{5}} \tanh \left( \sqrt{\frac{3}{2}} \tau \right), \quad \phi_3(\tau) = \sqrt{\frac{2}{3}} \tanh \left( \sqrt{\frac{3}{2}} \tau \right), \quad \phi_4(\tau) = 0, \quad \phi_1(\tau) = \sqrt{\frac{2}{3}} \tanh \left( \sqrt{\frac{3}{2}} \tau \right), \quad \phi_2(\tau) = 0, \quad \phi_3(\tau) = 0, \quad \phi_4(\tau) = \sqrt{\frac{6}{5}} \tanh \left( \sqrt{\frac{3}{2}} \tau \right). \quad (4.11)
\]

Truly coupled solutions to (4.6) are again quite hard to find, but we could still manage to find numerical solutions to the system with different initial values, stated in figure 2.

(a) Solutions of (4.6) with the following initial values:
\[
\phi_1(0) = 0.3, \quad \phi_1(0) = 0, \quad \phi_2(0) = 0.4, \quad \phi_2(0) = 0, \\
\phi_3(0) = 0, \quad \phi_3(0) = 1, \quad \phi_4(0) = 0, \quad \phi_4(0) = 1.2
\]

(b) Solutions of (4.6) with the following initial values:
\[
\phi_1(0) = 0, \quad \phi_1(0) = 1.1, \quad \phi_2(0) = 0.4, \quad \phi_2(0) = 0.3, \\
\phi_3(0) = 0, \quad \phi_3(0) = 1, \quad \phi_4(0) = 1, \quad \phi_4(0) = 0
\]

Figure 2: Two different sets of truly coupled numerical solutions \( \phi_1(\tau), \phi_2(\tau), \phi_3(\tau), \phi_4(\tau) \) to the system of differential equations (4.6). Particularly \( \phi_i \neq \phi_j, \phi_i \neq 0, \forall i,j \in \{1,2,3,4\} \).

5 Yang-Mills theory on \( \mathbb{R} \times Q_3 \) in \( C^{1,0} \) quiver representation

Now we turn our attention to a different coset space, namely \( G/H = Q_3 \), which is the quotient
\[
Q_3 := \frac{SU(3)}{U(1) \times U(1)},
\]
and which is a homogeneous but not symmetric space in contrast to the case of \( \mathbb{C}P^2 \).

Invariant 1-forms on \( Q_3 \). As in section 3 we first want to write down the invariant 1-forms on \( Q_3 \) and the \( SU(3) \)-equivariant gauge potential for the fundamental representation of \( SU(3) \). These are taken from [19], and the explicit derivation can be looked up there.

For the space \( Q_3 \) with three complex dimensions we have six linearly independent invariant 1-forms. The explicit form of these 1-forms is given in (3.39) from [19]. They are denoted by
\[
\left\{ e^1, e^2, e^3, e^\dagger_1, e^\dagger_2, e^3 \right\} =: \left\{ \gamma^1, \gamma^2, \gamma^3, \gamma^\dagger_1, \gamma^\dagger_2, \gamma^3 \right\}.
\]
Since the subgroup $H = U(1) \times U(1)$ is a different than before, we get a different decomposition of the irreducible representation of $SU(3)$. This means that if we choose the fundamental representation of $SU(3)$ then as the simplest case we get the following decomposition:

$$C_{U(1) \times U(1)}^{(1,0)} = (1,1)_1 \oplus (-1,1)_1 \oplus (0,-2)_1. \quad (5.1)$$

Here in the $(q,m)_n$ the $n$ are the same as explained for the symmetric case (3.4), representing the original $SU(3)$ isospin. The pairs $(q,m)$ denote magnetic charges of two $U(1)$ subgroups of $SU(3)$ which can be read off from the eigenvalues of the generators $E_7$, $E_8$ in (5.2) below. Since $n$ equals twice the isospin, we find that $q = -n, -n+2, ..., n-2, n$ equals just two times the third component of the isospin. As one can see here, we already have a decomposition into three irreps of $H$. The corresponding quiver diagram shows that there will appear three independent scalar fields in the $SU(3)$-equivariant gauge potential on the corresponding associated quiver bundle:

$$\begin{align*}
\mathbb{R} \otimes \mathcal{V}_{Q_3}^{(-1,1)} & \xrightarrow{\phi_3 \otimes \gamma_3} \mathbb{R} \otimes \mathcal{V}_{Q_3}^{(1,1)} \\
\phi_2 \otimes \gamma_2 & \xrightarrow{\phi_1 \otimes \gamma_1} \mathbb{R} \otimes \mathcal{V}_{Q_3}^{(0,-2)}
\end{align*}$$

Due to the fact that each term in (5.1) corresponds to a 1-dimensional representation of $H$, the structure group for the associated vector bundle is $U(3)$.

The generators corresponding to $Q_3$ in this representation are then given by

$$E_1 = e_{31}, \quad E_2 = e_{32}, \quad E_3 = e_{21},$$

$$E_1 = e_{13}, \quad E_2 = e_{23}, \quad E_3 = e_{12},$$

along with the generators of $H$,

$$E_7 = e_{11} - e_{22}, \quad E_8 = e_{11} + e_{22} - 2e_{33}. \quad (5.2)$$

Hence, we have the following structure constants:

$$f_{ab}^c : \quad f_{32}^1 = +1, \quad f_{31}^2 = -1, \quad f_{21}^3 = +1$$
$$f_{32}^1 = -1, \quad f_{31}^2 = +1, \quad f_{21}^3 = -1$$

$$f_{ai}^c : \quad f_{37}^3 = -2, \quad f_{27}^2 = +1, \quad f_{17}^1 = -1$$
$$f_{37}^3 = +2, \quad f_{27}^2 = -1, \quad f_{17}^1 = +1$$
$$f_{38}^3 = 0, \quad f_{28}^2 = -3, \quad f_{18}^1 = -3$$
$$f_{38}^3 = 0, \quad f_{28}^2 = +3, \quad f_{18}^1 = +3.$$

**Gauge potential and field strength.** Next we want to write down the flat connection on the trivial $\mathbb{C}^3$-bundle over $Q_3$ what we also first did for the $\mathbb{C}P^2$ case in (3.7). The flat connection on the trivial bundle over $Q_3$ is given in the invariant basis as

$$A_0 = \begin{pmatrix}
  a_1 & \bar{\gamma}^3 & \bar{\gamma}^1 \\
  -\bar{\gamma}^3 & -a_1 - a_2 & \bar{\gamma}^2 \\
  -\bar{\gamma}^1 & -\bar{\gamma}^2 & a_2
\end{pmatrix}. \quad (5.3)$$

Here, $a_1$ and $a_2$ are $u(1)$-valued connection 1-forms given in equation (3.38) from [19]. The remaining invariant 1-forms $e^7$, $e^8$ on $G/H$ correspond to the Lie algebra Lie($H$) and can be written in terms of $U(1) \times U(1)$ gauge potentials $a_1$ and $a_2$. They have the following components:

$$e^7_b = \left( a_1 + \frac{1}{2}a_2 \right)_b, \quad e^8_b = -\frac{1}{2}(a_2)_b.$$
such a torsion tensor was introduced in a similar way in \[11\]. We end up with the following Yang-Mills equations.

The Yang-Mills equations on \(Q\) therefore endow

we have another set of non-vanishing structure constants, namely those with coset indices. We can

\[ \phi \]

those equations that have conjugated indices, schematically

structure constants in \((5.9)\). We can separate the algebraic conditions by adding and subtracting

d \(\gamma^1\) via three algebraic conditions on the fields which come from the term containing the coset

\(Q\), \(\gamma^1\), \(\gamma^2\), \(\gamma^3\).

If we insert \((5.6)\) and \((5.7)\) into equation \((5.9)\), we find an independent differential equation for the scalar fields \(\phi_1\), \(\phi_2\), \(\phi_3\) for each superscript \(b = 1, 2, 3, 1, 2, 3\). These six equations actually differ via three algebraic conditions on the fields which come from the term containing the coset structure constants in \((5.9)\). We can separate the algebraic conditions by adding and subtracting those equations that have conjugated indices, schematically

\[ \text{YM}^1 \pm \text{YM}^1, \quad \text{YM}^2 \pm \text{YM}^2, \quad \text{YM}^3 \pm \text{YM}^3. \]
By doing that, we arrive at three independent differential equations

\[
\frac{d^2}{d\tau^2} \phi_1 = 2\phi_1 \left(\phi_1^2 - 1 + \frac{1}{2} (\phi_2^2 + \phi_3^2)\right) - 2\phi_2 \phi_3 , \quad (5.10a)
\]

\[
\frac{d^2}{d\tau^2} \phi_2 = 2\phi_2 \left(\phi_2^2 - 1 + \frac{1}{2} (\phi_1^2 + \phi_3^2)\right) - 2\phi_1 \phi_3 , \quad (5.10b)
\]

\[
\frac{d^2}{d\tau^2} \phi_3 = 2\phi_3 \left(\phi_3^2 - 1 + \frac{1}{2} (\phi_1^2 + \phi_2^2)\right) - 2\phi_1 \phi_2 , \quad (5.10c)
\]

along with the algebraic constraints

\[
(\kappa + 1)(\phi_1 - \phi_2 \phi_3) = 0, \quad (5.11a)
\]

\[
(\kappa + 1)(\phi_2 - \phi_1 \phi_3) = 0, \quad (5.11b)
\]

\[
(\kappa + 1)(\phi_3 - \phi_1 \phi_2) = 0. \quad (5.11c)
\]

From (5.11) it follows that for \(\kappa \neq -1\) the Higgs fields are constrained by the relations of the pertinent quiver which restrict us to locally constant fields with values 1, 0, \(-1\). For

\[(\phi_1, \phi_2, \phi_3) \in \{(1, 1, 1), (-1, 1, 1), (1, -1, 1), (-1, 1, -1), (-1, -1, 1), (1, -1, -1)\}\]

we find that the gauge connection \((5.6)\) is flat but for \((\phi_1, \phi_2, \phi_3) = (0, 0, 0)\) it is not flat and solves the Yang-Mills equations on \(Q_3\). For \(\kappa = -1\), the constraints \((5.11)\) are resolved for any \((\phi_i)\), i.e. for a specific torsion in the torsionful Yang-Mills equations the terms responsible for quiver relations cancel one another. So, if we choose the specific value \(\kappa = -1\) for the torsion, \((5.10a)-(5.10c)\) can in principle be solved. It is not very easy in general but some solutions to these equations can be obtained by putting two out of three fields to zero which yields

\[
\frac{d^2}{d\tau^2} \phi_i = 2\phi_i \left(\phi_i^2 - 1\right), \text{ if } \phi_j = 0 \forall j \neq i, \quad i,j \in \{1,2,3\} \quad (5.12)
\]

and is solved by

\[
\phi_i = \tanh(\tau), \phi_j = 0 \quad \forall j \neq i, \quad i,j \in \{1,2,3\}. \quad (5.13)
\]

Also for this system of differential equations \((5.10)\), truly coupled solutions could be found nu-

\[
\begin{align*}
(a) \text{ Solutions of } (5.10) \text{ with the following initial values:} & \\
\phi_1(0) = 0, & \phi_1(0) = 1, & \phi_2(0) = 0, & \phi_2(0) = 0.5, & \phi_3(0) = 1, & \phi_3(0) = 0
\end{align*}
\]

\[
\begin{align*}
(b) \text{ Solutions of } (5.10) \text{ with the following initial values:} & \\
\phi_1(0) = 1.05, & \phi_1(0) = 0, & \phi_2(0) = 1.1, & \phi_2(0) = 0, & \phi_3(0) = 1.2, & \phi_3(0) = 0
\end{align*}
\]

Figure 3: Two different sets of truly coupled numerical solutions \(\phi_1(\tau), \phi_2(\tau), \phi_3(\tau)\) to the system of differential equations \((5.10)\). Particularly \(\phi_i \neq \phi_j, \phi_i \neq 0, \forall i,j \in \{1,2,3\} \).
merically for certain initial values and are stated in figure 3. The next thing one could do would be to choose higher representations such as $C^2,0$ or $C^1,1$ for $SU(3)$ and get further decompositions by restricting to the subgroup $H = U(1) \times U(1)$. Therefore more scalar fields would arise for the corresponding $SU(3)$-equivariant ansätze. But we want to stop the analysis of quiver bundles over $Q_3$ at this point and turn to a different space.

6 Yang-Mills theory on $\mathbb{R} \times \mathbb{C}P^1 \times \mathbb{C}P^2$

In the following we want to consider a more general situation, where the base space is $\mathbb{R} \times \mathbb{C}P^1 \times \mathbb{C}P^2$ and a vector bundle over it has the structure group $U(3m + 3)$. Therefore, in contrast to all other examples, we get a more general ansatz for the corresponding gauge potential on the associated vector bundle which contains $2m + 1$ scalar fields. Here we do not want to fix the specific number of Higgs fields, but derive the equation of motion for this ansatz for arbitrary $m$.

The ansatz for a gauge potential. We are making an ansatz for a $u(3m + 3)$-valued gauge potential (in the temporal gauge $A_\tau = 0$), which is a modified combination of the ansätze, taken in [19] and [8, 9], such that

$$A = A_m \otimes 1_3 + 1_{m+1} \otimes \begin{pmatrix} B & 0 \\ 0 & -2a \end{pmatrix} + \Psi_m \otimes \begin{pmatrix} 0_2 & \beta \\ -\beta^\top & 0 \end{pmatrix},$$

(6.1)

where

$$B := B_{(1)} + a \cdot 1_2.$$

As before, $B_{(1)}$ denotes the $su(2)$-valued one-instanton field on $\mathbb{C}P^2$ and the $\beta$, $\bar{\beta}$ are row vectors of the invariant basis of 1-forms of $\mathbb{C}P^2$, given in (3.1a), (3.1b),

$$\Psi_m := \text{diag}(\psi_1, \psi_2, ..., \psi_{m+1}),$$

where all $\psi_i$ are considered to be real scalar fields on $\mathbb{R}$. Furthermore, we have

$$A_m := b_{(m)} + \frac{1}{2} \Phi_m \bar{\gamma} - \frac{1}{2} \Phi_m^\dagger \gamma,$$

$$b_{(m)} := \Upsilon_m b,$$

$$\Upsilon_m := \text{diag}(m, m-2, ..., -m+2, -m),$$

$$b := \frac{1}{2(R^2 + y\bar{y})(\bar{y} \, dy - y \, d\bar{y})},$$

$$\gamma := \frac{\sqrt{2R^2}}{R^2 + y\bar{y}} \, dy,$$

$$\bar{\gamma} := \frac{\sqrt{2R^2}}{R^2 + y\bar{y}} d\bar{y},$$

$$\Phi_m := \begin{pmatrix} 0 & \phi_1 & \cdots & 0 \\ \vdots & 0 & \ddots & \vdots \\ \vdots & \vdots & \ddots & \phi_m \\ 0 & \cdots & \cdots & 0 \end{pmatrix},$$

where also all $\phi_i$ are required to be real scalar fields on $\mathbb{R}$. Here the 1-form $b$ is the gauge potential on the Dirac one-monopole line bundle over $\mathbb{C}P^1$ and the $(1,0)$-form $\gamma$ as well as the $(0,1)$-form $\bar{\gamma}$ are the invariant basis of 1-forms on $\mathbb{C}P^1$.

As one can easily see, the invariant 1-forms read

$$\gamma = e^\gamma_y \, dy,$$

$$\bar{\gamma} = e^\bar{\gamma}_{\bar{y}} \, d\bar{y},$$
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where
\[ \rho := e^\gamma y = e^\tilde{y} \sqrt{2R^2 + y^2}. \]

The invariant metric \( g \) on \( CP^1 \times CP^2 \) is given by the non-vanishing components

\[ g_{\alpha\beta} = \delta_{\alpha\beta}, \quad a, b \in \{1, 2, 1, 2\}, \]

\[ g_y = \rho^2, \quad \text{and hence } \bar{g}_{\bar{y}} = \frac{\rho^2}{2}. \]

**Maurer-Cartan equations and the field strength.** We are dealing with invariant 1-forms on symmetric spaces and therefore these 1-forms fulfill the Maurer-Cartan equations, and can easily be calculated for the case of \( CP^1 \). The resulting equations for the invariant 1-forms are given by those of \( CP^2 \), written out in (3.10a)-(3.10d), along with the ones corresponding to \( CP^1 \):

\[ db - \frac{1}{2R^2} \bar{\gamma} \wedge \gamma = 0, \]

\[ d\gamma - 2b \wedge \gamma = 0, \]

\[ d\bar{\gamma} + 2b \wedge \bar{\gamma} = 0. \]

If we insert the ansatz (6.1) into the definition \( \mathcal{F} = dA + A \wedge A \), we find the following field strength:

\[ \mathcal{F} = \left( \rho^2 \left( \frac{1}{4} \left[ \Phi^T_m, \Phi_m \right] + \frac{1}{2R^2} Y_m \right) \otimes 1_3 \right) dy \wedge dy + \frac{\rho}{2} d_t \Phi_m \ dt \wedge d\bar{y} - \frac{\rho}{2} d_t \Phi^T_m \ dt \wedge dy \]

\[ + \frac{\rho}{2} \left[ \Phi_m, \Psi_m \right] \otimes \left( \begin{array}{cc} 0 & d\bar{y} \wedge \beta^T \\ -d\bar{y} \wedge \beta^T & 0 \end{array} \right) - \frac{\rho}{2} \left[ \Phi^T_m, \Psi_m \right] \otimes \left( \begin{array}{cc} 0 & d\bar{y} \wedge \beta \\ -d\bar{y} \wedge \beta & 0 \end{array} \right) \]

\[ + \left( \Psi_m^2 - 1_{m+1} \right) \otimes \left( \begin{array}{cc} -\beta^T \wedge \beta^T & 0 \\ 0 & \beta^T \wedge \beta \end{array} \right) + d_t \left( \Psi_m \right) \otimes \left( \begin{array}{cc} 0 & dt \wedge \beta \\ -dt \wedge \beta^T & 0 \end{array} \right). \]

**Yang-Mills equations.** The Yang-Mills equations on the space \( R \times CP^1 \times CP^2 \) look slightly more complicated than before, since the dimension is higher than in the previous cases. We can see that, since we are dealing with a product of two projective spaces, we will get one more matrix equation for the additional \( CP^1 \). Namely, we have

\[ D_A \mathcal{F}^{A\delta} = 0, \quad \delta \in \{ \bar{y}, \ y \} \]

\[ D_A \mathcal{F}^{Aa} = 0, \quad a \in \{1, 2, 1, 2\} \]

which reads

\[ \partial_\tau \mathcal{F}^{\tau\delta} + \nabla_\alpha \mathcal{F}^{\alpha\delta} + \left[ \mathcal{A}_\alpha, \mathcal{F}^{\alpha\delta} \right] + \nabla_c \mathcal{F}^{cd} + \left[ \mathcal{A}_c, \mathcal{F}^{cd} \right] = 0, \]

\[ \partial_\tau \mathcal{F}^{\tau d} + \nabla_\alpha \mathcal{F}^{\alpha d} + \left[ \mathcal{A}_\alpha, \mathcal{F}^{\alpha d} \right] + \nabla_c \mathcal{F}^{cd} + \left[ \mathcal{A}_c, \mathcal{F}^{cd} \right] = 0. \]

Here the repeated Greek indices are summed over the components belonging to \( CP^1 \), namely \( \alpha \in \{ \bar{y}, \ y \} \), and the Latin letters are summed over the \( CP^2 \) components. The covariant derivatives of the field strength for the projective spaces are given in the canonical way for product spaces.

If we insert (6.1) and (6.4) into (6.5), we arrive at the following matrix equations:

\[ 0 = \partial_\tau \Phi_m - \frac{1}{4} \left[ \Phi_m, \left[ \Phi^T_m, \Phi_m \right] \right] + \frac{1}{R^2} \Phi_m - \left[ \Psi_m, \left[ \Phi_m, \Psi_m \right] \right], \]

\[ 0 = \partial_\tau \Psi_m - \frac{1}{2} \left[ \Phi^T_m, \left[ \Phi_m, \Psi_m \right] \right] + 3 \left( \Psi_m - \Psi_m^3 \right). \]
Inserting $\Phi_m$ and $\Psi_m$ into these matrix equations (6.6a) and (6.6b), we find the following independent differential equations for our scalar fields $\psi_i$ and $\phi_i$ (denoting $\phi_{m+1} := 0 =: \phi_0$):

\[
0 = \partial_\tau^2 \phi_i + \frac{1}{4} (\phi_{i-1}^2 - 2\phi_i^2 + \phi_{i+1}^2) \phi_i + \frac{1}{R^2} \phi_i - \left(\psi_{i+1}^2 - 2\psi_i \psi_i + \psi_i^2\right) \phi_i, \quad (6.7a)
\]

\[
0 = \partial_\tau^2 \psi_i - \frac{1}{2} \left(\phi_{i-1}^2 (\psi_i - \psi_{i-1}) + \phi_i^2 (\psi_i - \psi_{i+1})\right) + 3(\psi_i - \psi_i^3). \quad (6.7b)
\]

Solutions to similar equations were found in [9] and one may in principle construct some solutions

(a) Solutions of (6.8) with the following initial values:

\[\phi_1(0) = 1, \quad \dot{\phi}_1(0) = 0, \quad \psi_1(0) = 1, \quad \dot{\psi}_1(0) = 0, \quad \psi_2(0) = 0, \quad \dot{\psi}_2(0) = 1.3\]

(b) Solutions of (6.8) with the following initial values:

\[\phi_1(0) = 1, \quad \dot{\phi}_1(0) = 0, \quad \psi_1(0) = 0, \quad \psi_1(0) = 1, \quad \psi_2(0) = 0, \quad \dot{\psi}_2(0) = 0.5.\]

Figure 4: Two different sets of truly coupled numerical solutions $\phi_1(\tau), \psi_1(\tau), \psi_2(\tau)$ to the system of differential equations (6.8). Particularly $\psi_1 \neq \psi_2, \psi_1 \neq \phi_1, \psi_1 \neq 0, \phi_1 \neq 0, \forall i \in \{1, 2\}$. of (6.7a)-(6.7b). For instance, for $m = 1$ our system (6.7) reduces to three equations

\[
0 = \partial_\tau^2 \phi_1 + \phi_1 \left(\frac{1}{R^2} + (\psi_1 - \psi_2)^2\right) - \frac{1}{2} \phi_1^3, \quad (6.8a)
\]

\[
0 = \partial_\tau^2 \psi_1 + 3 (\psi_1 - \psi_1^3) + \frac{1}{2} \phi_1^2 (\psi_2 - \psi_1), \quad (6.8b)
\]

\[
0 = \partial_\tau^2 \psi_2 + 3 (\psi_2 - \psi_2^3) + \frac{1}{2} \phi_1^2 (\psi_1 - \psi_2). \quad (6.8c)
\]

Here we can see that for instance by putting $\psi_1 = \psi_2$ the system of differential equations decouples and one could write down the specific solutions for the three Higgs fields as we did in previous sections. But also as before it is not easy to write down the truly coupled solutions for this system. Nevertheless we were still able to provide some numerical solutions to (6.8) which you can find in figure 4.
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