Mapping Ensembles of Trees to Sparse, Interpretable Multilayer Perceptron Networks
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Abstract
Tree-based classifiers provide easy-to-understand outputs. Artificial neural networks (ANN) commonly outperform tree-based classifiers; nevertheless, understanding their outputs requires specialized knowledge in most cases. The highly redundant architecture of ANN is typically designed through an expensive trial-and-error scheme. We aim at (1) investigating whether using ensembles of decision trees to design the architecture of low-redundant, sparse ANN provides better-performing networks, and (2) evaluating whether such trees can be used to provide human-understandable explanations for their outputs. Information about the hierarchy of the features, and how good they are at separating subsets of samples among the classes, is gathered from each branch in an ensemble of trees. This information is used to design the architecture of a sparse multilayer perceptron network. Networks built using our method are called ForestNet. Tree branches corresponding to highly activated neurons are used to provide explanations of the networks’ outputs. ForestNets are able to handle low- and high-dimensional data, as we show on an evaluation using four datasets. Our networks consistently outperformed their respective ensemble of trees and had similar performance to their fully connected counterparts with a significant reduction of connections. Furthermore, our interpretation method seems to provide support for the ForestNet outputs. While ForestNet’s architectures do not allow them yet to capture well the intrinsic variability of visual data, they exhibit very promising results by reducing more than 98% of connections for such visual tasks. Structure similarities between ForestNets and their respective tree ensemble provide means to interpret their outputs.
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Introduction
Multilayer perceptron (MLP) networks have been successfully used for solving many complicated learning tasks, whether they involve visual or non-visual data. MLP have been first used mainly as classifiers, and the traditional methodologies involving them are mainly based on the extraction of hand-crafted features. These features, which are designed by experts in the problem and/or in machine learning, are combined to produce feature vectors which are used to train the MLP, or to classify data samples.

A more recent approach is to feed the networks directly with the raw data, e.g., pixel maps, and have them learn on their own representative features in their different hidden layers [11].

While feeding the MLP with raw data has the advantage of removing the need of engineering features, this approach has two main drawbacks, which were highlighted...
in [12]. They are enumerated for their future reference. (1) The dimensionality of the input data impacts the number of parameters of the MLP, and therefore its complexity, as well. Visual data consisting of pixel maps are typically high-dimensional, and then, the first hidden layer of the MLP, for which every neuron is connected to all channels of all pixels, would have a very large number of trainable parameters. This implies that to avoid over-fitting, a very large amount of training samples is required for training. These both lead to high memory requirements and to a large amount of labeling work to produce the data. (2) The MLP does not take into account the topology of visual data. Therefore, MLP does not learn spatial relationships, and cannot learn shift-invariant representations. They also do not deal well with local distortions of the input data.

We can also mention two more general drawbacks of MLP networks which are not specific to visual data. (3) For a given task, it is not simple to decide how many hidden layers which they should contain, nor how many units should be in each of these layers. (4) Trying to interpret why the network gives a specific output is not understandable for non-specialists in most cases, although with standard deep learning approaches, some methods can be used to fight these drawbacks. Only drawback (2) is tackled from its root, due to the incorporation of convolutional filters and pooling operations among the hidden layers. For the other three drawbacks, in most cases, the usual techniques are independent to the classification models themselves, working as additional procedures. To give an example of such methods, one can think of augmentation techniques which are often used to reduce the over-fitting problem caused by drawback (1); they are totally independent to the deep learning model, and if the correct transformations are applied to the training samples, then the problem of having an insufficient amount of data is partially solved.

Our aim is to start paving the way for the development of deep learning models which address all these four drawbacks. Our first stone towards this aim consists of a method to automatically design MLP architectures which tackle drawbacks (1), (3), and (4) from their root. Our sparse MLPs are not meant to compete with deep neural networks trained on augmented data.

Our method is based on the usage of randomized trees to define the architecture of MLP networks. We start by building an ensemble of randomized trees (ERT), and then base the MLP architecture on the structure of the trees, particularly on their branches. Each branch of a tree is associated with a set of features. The features of a single branch, combined together, have the ability to classify accurately a subset of samples. Thus, a neuron taking these features as input can, as well, have such discriminating abilities. Therefore, for each of the tree’s branches, we create a hidden neuron which is fed only using the features associated with its corresponding branch. In a similar way, the neuron is connected only to the output neurons corresponding to the classes separated by the branch. The resulting MLP has a structure matching the one of the ERT, it is highly sparse and the amount of neurons and connections is totally defined by the trees, tackling on this way drawbacks (1) and (3). Drawback (4) is addressed by taking advantage of the similarity between the forest and the structure of the MLP, providing a way to interpret the outputs of the MLP using information from the tree branches the network was built with.

The main contributions of our work are:

- A method which enables automatic design of network architecture and complexity, i.e., an appropriate number of neurons in the hidden layer of an MLP, and of connections between layers of MLP networks.
- Foundation for developing easy-to-interpret models or architectures of artificial neural networks (ANN), which either use or are based on MLP networks, such as convolutional neural network (CNNs).
- A methodology for interpreting outputs of MLP built out of ERT.

In the following section, a review of related work is presented. Our method to build Sparse MLP is detailed in Sect. 3, followed by the Sects. 4 and 5 which contain the experiments and results, respectively. Section 6 focuses on the interpretation of our networks, in particular on how to use the ERT for interpretation purpose, and why it is possible to do so. Finally, Sect. 7 concludes this article and presents the next steps which we intend to investigate.

Related Work

Our work is related to two main research topics: automatic methods for creating ANN architectures and ANN output interpretation techniques. This section presents a selection of relevant publications.

Architecture Design

Relating decision trees to ANN has been done already in several works. More than 30 years ago, Perceptron Trees [28], as called by the authors, were used for classification tasks, having the characteristic of comprising Rosenblatt’s perceptrons [23] on their leaves. These perceptron trees, however, do not have an MLP structure.

The first algorithm to create sparse architectures of MLP with two hidden layers using decision trees was published in [25]. These MLP were called entropy nets. In [21], another method for mapping decision trees to MLP consisting of only one hidden layer is presented. While having
significantly fewer connections and hidden units than the entropy nets, these networks with a single hidden layer achieved comparable classification performance.

The design of MLP networks using decision trees is still being investigated, as publications on this topic keep appearing. For example, in [2], the authors use ERT as base to build two different kinds of MLP. They create one MLP with two hidden layer for each of the trees of the ensemble of trees, and then concatenate these networks into a wide network with two or three hidden layers. Finally, a method to create ensembles of MLP networks out of ERT, with as many hidden layers as there are levels in the trees, has been presented in [8]. This method was evaluated only evaluated with low-dimensional, non-visual data, and a maximum tree depth of 5.

While most work relating decision trees to ANNs is about constructing the latter, the opposite is also possible. For example, in [6] and [32], decision trees are built from information gathered from CNNs, and in both works, the resulting trees provide a interpretation mean of the decisions taken by the CNNs which they were built with. On one hand, the former work uses soft trees, each decision node contemplates a filter, and a bias learned by the network. On the other hand, the latter work uses the feature maps obtained by a disentangled CNN to train the trees.

We can note that using trees is not the only approach for designing ANN architectures automatically. For example, in [26], an evolutionary algorithm for designing the architecture of recurrent neural networks, called NeuroEvolution of Augmenting Topologies (NEAT), was developed. It has then been modified [15], so that it can be applied to deep neural networks, as well. In [10], weights of CNN are learned through an evolutionary process. To decrease the size of the chromosome, this is done in a compressed Fourier space. This is possible as neighbor weights in a kernel have typically similar values. Such approaches based on evolution are, however, computationally expensive, as they require to train populations of ANN for several generations.

Although modern hardware can handle very large ANN, research on sparse networks is still ongoing, and has gained much attention recently, after a method allowing to prune ANN, while either preserving or even increasing their accuracy [5] has been presented. This result was obtained by iterating over training and pruning phases, with resetting the remaining weights to their initial (i.e., random) value before each training phase. This is, however, time-consuming, as the network has to be trained from scratch many times.

ANN Interpretation

To follow up on the subject of interpreting ANNs, which also concerns us, some works have used tree-based approaches to this aim. In [33], the filters in the top-conv layer of a pre-trained CNN are associated with a specific semantic part or region of the objects which the network was train to classify. Per class, a parse tree is used to explain which object regions/filters were used as well as their contribution to the prediction. In [31], several families of ANN were trained to mimic shallow decision trees through tree regularization [30]; thereby, those trees can be used to interpret the outputs of such tree regularized networks. Nevertheless, expertise knowledge might be required to partition the space to train trees with a minimum fidelity and provide faithful explanations.

Techniques using decision trees are not the only ones; much more widely used in the computer vision community, one can find algorithms such as grad-CAM [24], layer-wise relevance propagation [1], and other visualization techniques per layer such as the work proposed in [14]. Either using decision trees or gradient-based techniques, all works mentioned up to now focus their efforts on interpreting deep ANNs. Nevertheless, the interpretation of shallow ANNs is also open to research, and in the case of MLP networks, the generation of interpretable architectures would also allow means of interpretation in deeper models which are based or make use of MLP networks, such as CNNs.

To conclude this section, we would like to point out the difference between interpreting the results through the learned model itself and interpreting the results through external tools. Examples of the former include, among others, models like linear logistic regression, linear regression, and decision trees; for the latter, grad-CAM is an example, since it provides means of interpretation which is separated from the model. A broad study about interpretability in machine learning is out of the scope of this work; nevertheless, we would like to address interested readers to the works in [17] and [16].

Method to Build a Sparse Multilayer Perceptron Network

In this section, we present our approach for building an MLP from a ERT. Let X be the labeled training data for a given task and T be a tree built using X. A class label is associated with each terminal node, or leaf. Let us consider a node of T which has two leaves, \( l_{\text{left}} \) and \( l_{\text{right}} \), as children, and a sample which reaches this node during its classification process. Then, to decide whether the sample belongs to \( l_{\text{left}} \) or \( l_{\text{right}} \), i.e., to decide to which class the sample belongs, then only the features which are on the path between the root of T and the father node of \( l_{\text{left}} \) and \( l_{\text{right}} \) are necessary. This implies that a subset of the samples can be classified using only a—small—subset of the features. Thus, each pair of leaves define their own subspace; therefore, the number of subspace is linearly proportional to the amount of fathers of
leaves. Hence, the maximum number of subspaces defined by the leaves of a tree grows exponentially with the depth of the tree.

Our approach for designing MLP architectures is based on the idea that the subspaces defined by the leaves of a tree ensemble can lead to efficient sparse MLP. We make the hypothesis that such an MLP has the ability to learn better class boundaries than its corresponding ERT, as the latter is limited to have axis-aligned boundaries [8].

The proposed methodology is composed of three main steps. First, we build an ensemble of randomized trees. Then, we use them to define the architecture of the corresponding sparse multilayer perceptron (SMLP) network. Finally, we initialize the weights of the SMLP.

**Building the Ensemble of Randomized Trees**

Let \( m \) be the number of features of the training dataset \( X \), and \( y \) be the targets for a classification problem of \( X \). We can build an ensemble of randomized trees which can identify decision boundaries suited for the classification task. Many algorithms for building such tree ensembles exist, and although they can lead to a wide range of different tree structures, a broad analysis of such algorithms is out of the scope of this study. Nevertheless, most of these algorithms consider a subset of the features for each tree of the ensemble. Indeed, using a different subset of the features for every tree of the forest has two main impacts. First, as all trees base their decision on different data, then it is possible to majority voting. Indeed, if all trees had exactly the same input, their decisions would be extremely similar, and thus voting, or even having several trees, would make little sense. Second, it decreases over-fitting, as every tree has a limited access to information. This is extremely useful in case of high-dimensional data.

Random forests [3], and extremely randomized trees [7] are the two main algorithms for producing ERT which use only a subset of the features for each tree. Typically, if \( X \) has \( m \) features, then \( \sqrt{m} \) features are in the subsets. Note that it is not enforced that a tree uses all of its inputs.

When used for classification, an ensemble of trees can potentially under-fit or over-fit the data, depending on how many trees it is composed of, as well as on the depth of the trees. Under-fitting means that the model is not complex enough to encompass all subtleties of the data. Over-fitting happens when the model is so complex with regard to the amount of available training data, that it loses its generalization capabilities. Thus, the size of the forest should ideally be just sufficient to cover the whole data space. This also means that the MLP created from the forest will be less likely to over-fit the training data thanks to the sparsity of its inputs.

**Defining the SMLP Network Architecture**

Our aim is to provide to our MLP architecture the ability of capturing all the information of the subspaces found by an ERT. Thus, we create it, such that every node parent of a leaf produces one hidden neuron. This neuron uses as input only features which are used on the path of the tree which goes from the root to the corresponding node. This implies that a neuron can have from one input, to as many as there are levels in the decision tree. Also, as hidden neurons are connected to features which are known, thanks to the decision tree, to be good for separating a subset of the samples of two classes, it makes sense to connect the hidden neurons only to the output neurons corresponding to these classes. In the case of a node which has a single leaf (and another node), then we proceed in the same way, but connect the corresponding hidden neuron to only one output neuron. This methodology produces an MLP with sparse connections in both its hidden and output layers.

Henceforth, any SMLP networks which architecture is built out of an ERT following the proposed method will be referred to as ForestNet.

The pseudo-code to build a ForestNet for a dataset \((X, y)\), where \(X\) is a set of samples, and \(y\) is the corresponding labels, given an already built tree ensemble for the same dataset is shown in Algorithm 1.
Fig. 1  Mapping of a tree ensemble to a ForestNet for a problem with nine features and three classes. The ten fathers of leaves (in color) have a corresponding hidden neuron (of the same color) in the network. The branch of a father of leaf, its corresponding hidden neuron, and connections are highlighted in bold.

This methodology is illustrated in Fig. 1, where a (tiny) ensemble of trees is mapped to a ForestNet. Let us assume that we have a three-class problem (“red”, “blue”, and “green”), and nine features (A, B, …, I) as input. In the three trees of Fig. 1, there are ten nodes which have leaves as children. Thus, we have to create an MLP with ten hidden neurons. Let us have a look at the branch of the yellow tree marked in bold. It has two features, I and F, and leads to one leaf, for the green class. The corresponding hidden neuron and its connection are also highlighted in bold.

Algorithm 1: Pseudo-code to build a ForestNet given a tree ensemble. [22]

**Input:** Tree ensemble ET built using the training set (X, y), Training matrix X, and Labels y  

**Output:** ForestNet FN

leaves ← getLeaves(ET);  
nodelist ← unique(getFathersOfAll(leaves));  
numHiddenUnits ← size(nodelist);  
numOutputUnits ← countUniqueValues(y);  
numSamples ← countSamples(X);  
FN ← emptyForestNet(numHiddenUnits, numOutputUnits);  
i ← 0;  
for node ∈ nodelist do

    neuronInputs ← featuresOnThePath(ET, node);  
    neuronOutputs ← getLeavesAndLabels(node);  
    connectHiddenNeuron(FN, i, neuronInputs, neuronOutputs);  
    i ← i + 1;

end

This methodology is illustrated in Fig. 1, where a (tiny) ensemble of trees is mapped to a ForestNet. Let us assume that we have a three-class problem (“red”, “blue”, and “green”), and nine features (A, B, …, I) as input. In the three trees of Fig. 1, there are ten nodes which have leaves as children. Thus, we have to create an MLP with ten hidden neurons. Let us have a look at the branch of the yellow tree marked in bold. It has two features, I and F, and leads to one leaf, for the green class. The corresponding hidden neuron and its connection are also bold in the network.

It is possible to get a rough estimation of the maximum number of neurons use a specific feature, depending on where this feature is located in the tree. Let us assume that the tree is fully grown, and that it has a depth $D$. We know that the feature corresponding to the root node is used by all neurons, because all paths to a father of leaf do go through the root node first. A fully grown tree of depth $D$ has $2^D$ leaves, and therefore, $2^{D-1}$ fathers of leaves—all of which produce neurons using the feature of the root node. Let us now consider a feature in the second level of the tree, i.e., used by a node which is a direct child of the root. This node is the root of a subtree of depth $D - 1$, and therefore, its feature is used $2^{D-2}$ times. Applying this counting method recursively shows that a feature of the $d$th level of a tree of depth $D$ would be used by at most $2^{D-d-1}$ times.
The *ForestNet* corresponding to an ERT has an architecture which reflects the hierarchy of the features in the trees. The deeper a feature is used in the tree, the fewer neurons use it as input. This leads to the observation that it is important to use algorithms that create trees, such that the most discriminative features are close to the root.

### Initialization of the Weights

The nodes of a tree split the data which they receive into two subsets. Typically, when trees are built, nodes are being added until either the maximum depth is reached, or a vast majority of the samples reaching a leaf belong to the same class. For a node, the class impurity can be defined as a measurement of which fraction of the samples do not belong to the majority’s class. When a node splits a set of samples into two subsets, then the impurity of these subsets is smaller than the one of the input set. A frequently used measurement for impurity is the Gini. In [27], the importance of a feature in a tree is computed by adding the Gini of each decision node containing that feature, divided by the total of nodes. In our model, we use this Gini-based importance to set the initial value of the weights of the hidden layer of the MLP.

As the output layer does not make a direct use of the input features, their Gini-based importance cannot be used there. The connections between the hidden and output layers can be thought of as connections between subspaces corresponding to the hidden neurons, and the classes outputted by the MLP. Let us assume that a subspace $S$ corresponding to a hidden neuron (and therefore to a father of leaves) is associated with $N_S$ training samples (i.e., this amount of samples go through the node during classification with the tree). If the node separates classes $y_{\text{left}}$ and $y_{\text{right}}$, then we initialize the respective weights between the hidden and output layers to be $N_{y_{\text{left}}} \cdot N_S^{-1}$ and $N_{y_{\text{right}}} \cdot N_S^{-1}$, where $N_{y_{\text{left}}}$ and $N_{y_{\text{right}}}$ are the amount of training samples in $S$ which belong to $y_{\text{left}}$ and $y_{\text{right}}$, respectively.

### Experimental Settings

We evaluate the performance of our method on four different datasets, using tenfold cross-validation. For each dataset, we built an ERT using the Extremely Randomized Trees algorithm [7], and the corresponding *ForestNet*. This allows us to compare the ensembles of trees and the *ForestNet*. Then, to compare our sparse networks with fully connected one, we create, for each *ForestNet*, a non-sparse (i.e., fully connected) version of it. Henceforth, we will refer to the latter as *Fully net*.

When comparing the three different types of classifiers, we use the Wilcoxon rank sum test [29] to determine whether there is a statistically significant difference between each pair of them.

The datasets used in the evaluation of our approach are the following. The Pima Indians consist of medical data of 768 Indian females, and the goal is to determine which ones suffer from diabetes. This dataset is composed of eight features, such as the age and the blood pressure. The Wisconsin dataset consists of 30 hand-crafted features which are supposed to discriminate malignant from benign tumors. Such features were extracted from digitized images of a fine needle aspirate of a breast mass. The widely used MNIST dataset is a well-known benchmark for image classification. It consists of binary images of handwritten digits which are size-normalized to $28 \times 28$ pixels and centered in the image. The SVHN, or Street View House Numbers, dataset consists of $32 \times 32$ pixels images of digits cropped from house number photos. There is a large variety of styles for the digits, and, because of the position of the camera, there are also some perspective distortions, as well. Numeric information about the datasets are given in Table 1.

### Hyperparameter Settings for Tree Ensembles

The two main hyperparameters are the maximum depth of the trees, and the quantity of trees in the ensemble. In our previous work on the topic [22], we found that for the considered datasets, a depth of 10 is sufficient, as deeper trees have little or no impact on the performances. It can be noted that a depth of 10 would already produce up to $2^9$ subspaces.

| Dataset ID  | No. of samples | No. of features | No. of classes | Visual? | Pre-processing | Source |
|-------------|----------------|----------------|---------------|---------|----------------|--------|
| Pima Indians| 768            | 8              | 2             | No      | Nomalization   | [4]    |
| Wisconsin   | 569            | 30             | 2             | No      | Nomalization   | [4]    |
| MNIST       | 60000          | 784            | 10            | Yes     | Nomalization   | [13]   |
| SVHN        | 73257          | 3072\(^a\)     | 10            | Yes     | Nomalization, Gray-scale | [18]   |

\(^a\)Only 1024 were used as a result of the Gray-scale pre-processing step
We built ensembles of six trees using the ERT algorithm [7] as implemented in [20]. Each tree was built using a random subset of $\sqrt{m}$ features, where $m$ is the total amount of features in the considered dataset.

Hyperparameter Settings for Networks

The connections of the ForestNet and of the Fully net are directly derived from the tree ensemble. However, some more had to be taken in consideration when building and training the networks. We used the rectified linear unit (ReLU) activation in the hidden layer, and log-softmax in the output layer. During the training phase, we used the Adam optimizer [9], with a learning rate of 0.01, and cross-entropy as loss function. Both kinds of networks, i.e., the ForestNet and the Fully net, are trained with early stopping, using a patience of 35 epochs.

All networks are implemented and trained using PyTorch [19]. The sparsity is enforced by multiplying the weights of fully connected layers by binary masks. Their gradients are also set to 0 in the backward pass, to prevent them from impacting the previous layers.

Table 2

| Compared pairs          | $p$ value   | Null hypothesis ($\alpha = 0.01$) |
|-------------------------|-------------|-----------------------------------|
| ForestNet—ERT           | 0.00000037  | False                             |
| ForestNet—fully net     | 0.03569436  | True                              |

The two-sided $p$ values for the Wilcoxon signed-rank test was applied with a significance level $\alpha$ of 0.01.
This section is composed of three parts. First, we present the classification accuracies of all three classifiers on all datasets. Second, we compare the amount of parameters in the ForestNet and Fully net. Finally, we compare the behavior of the two networks during the training process.

### Classification Accuracy

We evaluate our classifiers on the four following datasets: Pima Indians, Wisconsin, MNIST, and SVHN. The results are summarized in Fig. 2. Each pair of columns corresponds to the accuracy of a classifier on, respectively, test, and training data. To have experimental protocols as close as possible for all datasets, and to compute the variance of the results not only on multiple runs, but on more sample diversity, we applied a tenfold cross-validation on the training subsets of the datasets.

We can see that the ERT tends to exhibit a significantly stronger over-fitting than the MLP. Indeed, the difference between the training and test accuracy is larger for the ERT than for the two MLP. The larger variances of the results obtained on Pima Indians and Wisconsin than on MNIST and SVHN can be explained by the larger amount of samples in the two latter datasets. The differences between the two MLP are small enough to require a significance test.

As we have four datasets of different sizes, and obtain results of different variances, we use the Wilcoxon [29] test to compare ForestNet architecture with the other classifiers. The results of the test are given in Table 2. There is no doubt that ForestNets outperform ERT. For the comparison between ForestNets and their fully connected counterpart, for an $\alpha = 1\%$, the null hypothesis is accepted.

Thus, we can conclude that for these four datasets, the ForestNets significantly outperform the ERT from which they are built. Furthermore, they performed similarly as their fully-connected versions. We can see in Fig. 2 that this is more pronounced in the two smallest datasets, which are more prone to over-fitting.

### Amount of Connections

One of the main aims of our method is to create very sparse MLP. While our implementation is based on non-sparse matrices with weights set to 0 where there is no connection (see Sect. 4), a sparse implementation has the potential not only to decrease risks of over-fitting, but also to be more energy-efficient, which can be very important for mobile applications or the industry.

We averaged the number of connections in ForestNet, on the four datasets individually, during a tenfold cross-validation. The results are given in Table 3. We can see that although the parameters for the ensemble of randomized trees were the same, the amount of connections vary greatly for the different datasets. We can also notice that the reduction for the two visual datasets is drastic: ForestNets have more than 98% less parameters than their corresponding Fully nets.

Thus, our method produces sparse MLP, with a sufficient amount of parameters, as they perform similarly as their fully connected versions. Additionally, the percentage of reduction and amount of connections are adapted to the datasets.

### Amount of Hidden Neurons

As it has been proven in Sect. 3, the maximum number of neurons that can be create grows exponentially with the depth of the trees. Indeed, a fully grown tree of depth $D$ produces $2^D$ neurons. Thus, when using an ensemble of $t$ trees, we could potentially end up with a hidden layer containing $t \cdot 2^D$ neurons.

We measured the size of the hidden layer of the ForestNet for the four datasets, and average these measurements with a tenfold cross-validation. The results are given in Table 4. We can see that while we could have had potentially up to 6000 neurons with the hyperparameters of the ERT algorithm, our methodology produces significantly less. For the two high-dimensional datasets, MNIST and SVHN, we obtain roughly 45% of the theoretical maximum neuron count, while for the two other datasets, Pima Indians an Wisconsin, we are below 8% of this limit.

---

**Table 3** Average amount of connections when using tenfold cross-validation on four dataset with ForestNet and its fully version

| Dataset       | Average amount of connections | Reduction (%) |
|---------------|-------------------------------|---------------|
|               | ForestNet | Fully net |               |
| Pima Indians  | 3209 ± 206 | 5235 ± 347 | 38.70         |
| Wisconsin     | 1492 ± 134 | 6373 ± 545 | 76.60         |
| MNIST         | 30,908 ± 269 | 2,146,986 ± 17170 | 98.56         |
| SVHN          | 31,350 ± 628 | 2,814,972 ± 50633 | 98.89         |

**Table 4** Average amount of hidden neurons when using tenfold cross-validation on four datasets

| Dataset       | Amount of hidden neurons |
|---------------|--------------------------|
| Pima Indians  | 476 ± 32                 |
| Wisconsin     | 199 ± 17                 |
| MNIST         | 2704 ± 22                |
| SVHN          | 2722 ± 49                |
The dimensionality of the input data is not the only factor impacting the size of the hidden layer. Indeed, the number of features of Pima Indians is less than half than of Wisconsin. Thus, we can assume that the class separability is more complicated; more neurons will be produced. Indeed, if the trees need to use most of their available features to get a good Gini, then they will tend to have longer branches and more leaves.

This means that the maximum depth of the trees is not a critical parameter when aiming at producing small networks—if the data allow for it, then small MLP will be produced.

**Training and Validation Losses**

During our experiments, we have noticed that the *Fully* nets and *ForestNets* behave differently during the training phase. In Fig. 3, we show two typical sets of loss curves.

The dashed lines correspond to *Fully* nets, while the continuous ones are for *ForestNets*. The vertical lines indicate where the lowest validation loss is reached. We can notice that the validation losses all start increasing after a while, and thus, there is clearly some over-fitting. The validation loss of the *ForestNets* is, however, not increasing as fast as for the *FullyNets*. While this could be expected, this shows that the lower amount of trainable parameters shields partially against over-fitting.

Furthermore, the smoother and flatter validation loss of the *ForestNet* makes less critical the choice of the right time to stop the training. Indeed, training for a few epochs more or less as the optimum has little impact on the validation loss.

**Discussion of Classification Results**

The statistical significance tests showed that while our method produces very sparse MLP, they have similar performances as their fully connected versions. The reduction of the number of parameters depends on the dataset, and not on the hyperparameters of the ERT algorithm. While the number of hidden neurons remains proportional to the number of trees in the ensemble, it does not depend much on the maximum tree depth allowed. The main factor seems to be the data itself. Thus, while deeper trees are able to produce large hidden layers, the size of the latter is adapted to the datasets’ requirements, and significantly smaller than their theoretical maximum. Furthermore, their lower amount of parameters allow the *ForestNets* to exhibit less over-fitting than the *Fully* nets.

While SVHN and MNIST have similar tasks (digit identification), we can see a clear difference between the accuracy of our method on these two datasets. This is due to one of the main differences between these datasets: SVHN is composed of digit cropped from photos, and MNIST is composed of pre-processed digits acquired on a tablet pen. The variance in location and orientation of the digits in MNIST is lower than for SVHN. Additionally, the low image quality of the latter dataset makes it more difficult, even for humans.

**Interpretation Technique for a ForestNet**

An accurate model is not always the only required feature of a classifier. In some applications, being able to explain decisions is highly desirable. Such can be the case of many medical applications. For instance, knowing the reason of
why a model decided that a given patient has a malignant tumor, and not a benign one, could provide radiologists with more insights to either confirm or change their diagnosis. But above all, such explanations have to be understandable by humans, experts in the problem in question. This latter is an important feature which decision trees have and ANNs lack. Indeed, decisions based on feature thresholds do not require machine learning knowledge, while understanding the inner mechanisms of an ANN does. This opens the following question: can ForestNet’s decisions be explained using the simple thresholding approach of the trees it was built with?

Given that the architecture of a ForestNet matches the structure of its respective ERT, a branch in a tree is associated with each hidden neuron. Our proposal consists of looking, for a specific input sample, at the activation values of the hidden neurons, and focuses only in the ones which have the highest impact on the network’s output which correspond to the predicted class. As these neurons are mainly responsible for the decision of the MLP, then we assert that their corresponding branches can be used as surrogate for interpretation purpose.

Let us assume that the network output class $k$, $N_i$ is the set of indices of hidden neurons corresponding to the $i$th tree of the ensemble, $h_j$ is the output of the $j$th hidden neuron, and $w_{kj}$ is the weight of $h_j$ for the $k$th output of the network.

Then, the index of the neuron selected for the $i$th tree, $n_i$, is given by Eq. 1:

$$n_i = \arg\max_{j \in N_i} \left| |h_j| \cdot w_{kj} \right|.$$  

(1)

Thus, we get for each tree the associated neuron which has the highest impact on the output of the MLP. Finally, we get the tree branches from which these neurons were built, as explained in Sect. 3. Up to this point, we have a sample, a classification result, and one branch per tree. Our aim is to produce, out of these data, a short, human-understandable report hinting for which reasons that the network had this specific output. The intended reader of this report is a specialist in the domain of the task, e.g., a doctor in medicine in the case of medical data. The processes to obtain such reports are illustrated in Fig. 4, where one can see a trained ForestNet which was built using trees T1 and T2. The network is used to classify a new sample. For the associated neurons to each of the trees, the white neurons have the most impact on the classification result for a given sample; only their respective branches will be used to build the report. In our example, the branch corresponding to the most impacting neuron for the tree T2 contains only feature B with 3487 as threshold. To follow the path of that branch, one has to go to the right, meaning that a sample would take that path.
if its value for feature B is greater or equal than 3487. This is shown on the final report, the value of B for our classified sample is 3561 which matches the condition of that branch node, and it is indicated with a check-mark; if the condition is not matched, it is indicated with a cross-mark.

For each selected branch, we have a sequence of internal or decision nodes which lead to a leaf node. A decision node has a feature and a threshold associated with it; the decision to make takes the sample to either the left, if the sample’s feature value is smaller than the threshold, or to the right otherwise. The hypothesis of a branch is that, if a sample meets all the conditions that make it go through each of its nodes, it means that the object belongs to the class associated with the branch’s leaf node.

The ERT and the ForestNet do not produce the exact same results, as the latter is more accurate, as shown in Sect. 3. Thus, the features of a sample might not match all of the conditions of the branch corresponding to a neuron highly activated by this sample. Indeed, the neural network is able to learn more-refined class boundaries than the ERT.

This leads to the following question: does the ForestNet still have a behavior close enough to the one of the ERT so that the branches can be used for interpreting the network’s results? This is investigated in Sects. 6.1 and 6.2. Also, assuming that this question can be answered positively, then as the ForestNet has more-refined class boundaries, some tolerance has to be given to the interpretation. Indeed, if a feature is on the wrong side of the threshold, but very close to it, we could assume that this is due to the less accurate class boundary of the ERT. This can be addressed by relaxing the comparison to the threshold with a small tolerance margin. Thus, the comparison is assessed as true if either the feature is on the correct side of the threshold, or if the error is smaller than the tolerance margin. This is as well investigated in our experiments.

**Experimental Settings for the Interpretation Technique**

In this section, we describe the various experiments used to investigate the explainability ForestNets. In the first two experiments, for simplicity reasons, we focused on the Pima Indians dataset, as it contains features which can be understood by non-specialists.

First, we produced a human-understandable report for a randomly selected sample using our method. Due to space limitations, a smaller ForestNet than those in our previous experiments was created. Since smaller depths would lead to smaller branches, we reduced the maximum depth of the trees to 6 and only 3 trees were built to have fewer branches, features, thresholds, and conditions to assess. For training the network, all hyperparameters remained the same.

Second, we investigated the similarity of class boundaries between ERT and ForestNets. From an arbitrary fold, the information of a randomly selected patient from the validation set was used to display the decision boundaries of both models. The two most relevant features (the body mass index and the glucose concentration in blood) were selected using the same feature importance described in Sect. 3.3. All other features were fixed to ran the classification for many value combinations of the two selected features.

Finally, using the models obtained from our previews experiments described in Sect. 4, per each of the datasets, we measured the similarity between ERT and ForestNet using information gathered from the interpretation reports of all samples in the dataset. For the generation of such interpretation reports, the same tenfold cross-validation training-validation sampling than in our previous experiments was used. For each tree, we considered the branch corresponding to the hidden neuron which has the highest impact on the classification result of the ForestNet. When classifying a sample, there are two possible paths to follow at each decision node. If the features value is smaller than the threshold of the decision node, then it follows the left tree branch; otherwise, it follows the right branch. It might then happen that the sample exits the considered branch. In such a case, the ForestNet and the ERT differ in their decision-making. We counted each such occurrence as a dissimilarity; comparably, a counting of the similarities was performed. Thus, the addition of the similarity- and dissimilarity-counting equals the amount of condition nodes in the considered branches. If the similarity-counting is majority, one can assume that there exists a similarity between an ERT and its corresponding ForestNet. On the contrary, if the dissimilarity-counting is majority, it can be said that the ForestNet is learning completely different boundaries to the ERT, and thus, the latter could not be used as interpretation base for the results of the ForestNet. We can note that a similarity of 100% is not desirable, as this would imply that the ForestNet has exactly the same output as the ERT.

**Results on the Interpretation Technique**

An example of an explanation table produced by our method is given in Table 5. First, to contextualize the data, some statistics about the dataset are presented in Table 5a. To show what can be expected of data from healthy patients, the mean value and standard deviation have been computed for all patients who have not been diagnosed with diabetes. The features are as follows: the number of pregnancies; the concentration of glucose measured during a test; the diastolic blood pressure, in mmHg; the thickness of the skin over the triceps when it is pinched; the concentration of insulin measured during a test; the body mass index, which is the weight of the patient in kg divided by her height in meter;
The diabetes pedigree function, which hints at how predisposed to diabetes a patient is; and the age of the patient.

The third column of Table 5a corresponds to a specific patient. We can see that two measurements, the skin thickness and the insulin concentration, are not available. This is represented by zero values in the dataset. Our ForestNet classified this patient as having diabetes. We can then look at Table 5b to get a better understanding of this result.

The selected branch from the first tree diagnoses diabetes if the following three conditions are met. First, the woman has had more than six pregnancies. Second, her diabetes predisposition value is between 0.63 and 1.51. And, finally, her glucose concentration is above 110. Our patient does not meet the first condition, as she has had only five pregnancies, but she does meet the other two.

The second branch has two conditions, with some redundancy, on the glucose concentration, and one on the age. Based on the data of healthy patients, this branch diagnoses diabetes for older patients with a glucose concentration above the average—it seems to us that these criteria might not be very discriminative, and correspond to some overfitting of the tree. Thus, we believe, as persons not trained in medical diagnose, that this branch can be ignored in the interpretation. Also, while our patient has indeed an above-average glucose concentration, her age is significantly closer to the average than to the branch’s threshold.

The third branch is longer, with six condition nodes. It is important to have a deeper look at the first condition of this branch, on the insulin concentration. While it is marked as met, its value actually indicates a lack of data for our patient.
As the tree was created using some patient data missing the insulin concentration, as well, it could be argued that the condition is fully met. However, as there is uncertainty on the real value, it is safer to ignore this criterion. The same reasoning can, of course, be applied to the second usage of this feature, as well. The glucose concentration, while much higher than for healthy patients, is, however, too low for the branch’s condition. Thus, there is here a disagreement between the ERT and the ForestNet. The body mass index was used twice in the branch. Once the value meets the condition, and the second time, it does not. Thus, we can say that this feature is partially compliant with the branch’s conditions.

We saw that in some cases, the ForestNet and the ERT tend to have dissimilarities. For example, the glucose concentration in the third branch has a value relatively far from what the branch expected. In other cases, such as for the second body mass index condition of the same branch, the difference can be considered as small. Thus, we can question whether the ForestNet and the ERT use similar class boundaries. To investigate this, we can display them, as explained in Sect. 6.

An example is given in Fig. 5, where green correspond to healthy and red to diabetes. We can observe that the boundaries, while more refined in the case of the ForestNet, are very similar, yet not identical. The ERT also exhibits some overfitting, as for glucose concentrations of 160 and above, it has very quick (and apparently meaningless) class transitions when the body mass index is changed. Due to the higher accuracy always reached by the ForestNet, we can safely assume that the majority of these differences are in favor of the neural network.

The class boundaries which the ForestNet and the ERT found, while of different qualities, separate the input space in similar ways. In Fig. 5, the horizontal boundary at roughly 130 for the glucose corresponds to a non-linear boundary for the ForestNet. Thus, if we accept a small imprecision, some tolerance, then the boundary found by the ForestNet can be explained by the ERT.

In Table 6, we give, for all datasets, the average similarity over a tenfold cross-validation, i.e., the fraction of check marks in interpretation tables such as Table 5b over all test samples of all folds. We computed it with four tolerance levels, between 0 and 15% of the values of the thresholds. This means that for a tolerance \( \tau \), and a threshold \( T \) in the ERT, we use \( T \cdot (1 + \tau) \) when comparing with the \(<\) operator, and \( T \cdot (1 - \tau) \) otherwise.

We can see that without tolerance, the similarity is above 60% for three of the datasets, and increases above 70% with a tolerance of 5%. With at least 5% of tolerance, the similarity values for the non-visual datasets get higher than for the visual datasets.

In the case of the visual datasets, the interpretation tables are not optimal for explaining classification results, as they would flood the user with data about pixel values. With these results, it appears that in addition to this, the ForestNets produce as well-class boundaries which are sufficiently different from the ones of the ERT to hinder the ability of ERT to explain the output of ForestNets.

### Table 6 Average percentage of similarity between four ForestNets and their respective ERT with different levels of tolerance assigned to the trees’ thresholds

| Dataset      | Average similarity |
|--------------|--------------------|
|              | 0.00   | 0.05   | 0.10   | 0.15   |
| Pima Indians | 63.77 ± | 71.71 ±| 78.23 ±| 83.18 ±|
| Wisconsin    | 69.83 ±| 80.28 ±| 87.23 ±| 91.88 ±|
| MNIST        | 67.31 ±| 70.15 ±| 72.72 ±| 75.29 ±|
| SVHN         | 52.17 ±| 59.84 ±| 67.04 ±| 73.57 ±|

As the tree was created using some patient data missing the insulin concentration, as well, it could be argued that the condition is fully met. However, as there is uncertainty on the real value, it is safer to ignore this criterion. The same reasoning can, of course, be applied to the second usage of this feature, as well. The glucose concentration, while much higher than for healthy patients, is, however, too low for the branch’s condition. Thus, there is here a disagreement between the ERT and the ForestNet. The body mass index was used twice in the branch. Once the value meets the condition, and the second time, it does not. Thus, we can say that this feature is partially compliant with the branch’s conditions.

We saw that in some cases, the ForestNet and the ERT tend to have dissimilarities. For example, the glucose concentration in the third branch has a value relatively far from what the branch expected. In other cases, such as for the second body mass index condition of the same branch, the difference can be considered as small. Thus, we can question whether the ForestNet and the ERT use similar class boundaries. To investigate this, we can display them, as explained in Sect. 6.

An example is given in Fig. 5, where green correspond to healthy and red to diabetes. We can observe that the boundaries, while more refined in the case of the ForestNet, are very similar, yet not identical. The ERT also exhibits some overfitting, as for glucose concentrations of 160 and above, it has very quick (and apparently meaningless) class transitions when the body mass index is changed. Due to the higher accuracy always reached by the ForestNet, we can safely assume that the majority of these differences are in favor of the neural network.

The class boundaries which the ForestNet and the ERT found, while of different qualities, separate the input space in similar ways. In Fig. 5, the horizontal boundary at roughly 130 for the glucose corresponds to a non-linear boundary for the ForestNet. Thus, if we accept a small imprecision, some tolerance, then the boundary found by the ForestNet can be explained by the ERT.

In Table 6, we give, for all datasets, the average similarity over a tenfold cross-validation, i.e., the fraction of check marks in interpretation tables such as Table 5b over all test samples of all folds. We computed it with four tolerance levels, between 0 and 15% of the values of the thresholds. This means that for a tolerance \( \tau \), and a threshold \( T \) in the ERT, we use \( T \cdot (1 + \tau) \) when comparing with the \(<\) operator, and \( T \cdot (1 - \tau) \) otherwise.

We can see that without tolerance, the similarity is above 60% for three of the datasets, and increases above 70% with a tolerance of 5%. With at least 5% of tolerance, the similarity values for the non-visual datasets get higher than for the visual datasets.

In the case of the visual datasets, the interpretation tables are not optimal for explaining classification results, as they would flood the user with data about pixel values. With these results, it appears that in addition to this, the ForestNets produce as well-class boundaries which are sufficiently different from the ones of the ERT to hinder the ability of ERT to explain the output of ForestNets.
Conclusion and Future Work

In this article, we have presented a method for producing automatically sparse MLP architectures, called ForestNet, using the structure of tree ensembles. We showed that the ForestNet significantly outperformed the tree ensembles on four different datasets. We also compared these sparse networks with their fully connected counterparts, and while ForestNets have significantly less parameters, the accuracy results were comparable on all four datasets. Furthermore, we showed that the low amount of parameters of the ForestNet has a beneficial impact on over-fitting issues.

We also showed that the class boundaries produced by ForestNets share similarities with the boundaries produced by the corresponding ERT. Thanks to this property, we could introduce an explanation methodology of the networks’ outputs based on few branches of the ERT. Due to the simple inner working of decision trees, non-experts in machine learning can be provided with easy-to-understand definitions of the class boundaries involved in the processing of a specific sample.

As future work, we intend to investigate more the usage of ForestNets on 2D, visual data. We will focus on two aspects: classification and interpretability. Currently, ForestNets are outperformed by CNN on MNIST and SVHN. Indeed, due to their nature, they are unable to achieve invariance/equivariance to translation and scaling. We intend to investigate the feasibility of creating convolutional ForestNets and stacking them. Information from the ERT or the complexity of the top layer of the stack might be a hint about whether additional layers are required. These networks will also require the development of new approaches for explaining their classification outputs in a visual, human-understandable way.
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