Analysis of the relationship between the surface topography of prepared tooth surfaces and data quality of digital impressions from an intraoral scanner
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Abstract  Background/purpose: With the rise of digitalization in dentistry, intraoral scanners and digital impressions have recently been adopted by many clinicians. The aim of this study was to investigate surface topography of prepared teeth and the accuracy of digital impressions.  Materials and methods: Twenty mandibular typodonts, containing left first premolar and left first molar abutment teeth manufactured by using CAD/CAM, were used in this study. An intraoral scanner was used to scan each typodont, and each STL file generated was exported in high resolution (Group H), moderate resolution (Group M), and low resolution (Group L). All 60 files were inspected in a 3-D mesh processing software. For each file, the number of triangulation points in the meshwork were obtained for both abutment teeth.  Results: The measurements obtained from the 3-D mesh processing software revealed that the mean number of triangulation points on the 3-D surface of the abutment teeth (20 premolars + 20 M) were 790,625 ± 98,890 dots in Group H, 592,283 ± 74,881 dots in Group M, and 198,067 ± 19,328 dots in Group L. Significant differences were found between Group H and M (p < 0.05), Group H and L (p < 0.001), and Group M and L (p < 0.01).  Conclusion: The outcomes of this study reveal that there are strong correlations between the data quality of digital impressions and surface topography of prepared teeth. Therefore, the utilization of STL files in high resolution format is the recommended choice for clinicians engaging in a digital workflow process.
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Introduction

Although traditional dental impression materials have evolved into the highly accurate and dimensionally stable elastomeric materials used in prosthetics today, the analog workflow remains cumbersome and inefficient.1–3 With multiple steps involved in traditional impressions (from appropriate material and tray selection, proper impression technique and knowledge, disinfection, to pouring and shipping of models), this lengthy and involved process can lead to a myriad number of processing and human errors to accumulate, ultimately affecting treatment outcomes and the accuracy of final impressions.3,4

With the rise of digitalization in dentistry in recent years, intraoral scanners (IOS) and intraoral digital impressions (IDI) have been adopted by many clinicians5–7 as an accurate and preferable alternative to conventional impressions, as it streamlines the entire workflow process by eliminating the handling of various dental materials. The accuracy of an IDI is defined by the extent to which a representation is both true and precise.8–10 Trueness refers to how close the dimensions of the digital image are to the object being scanned, while precision refers to the reproducibility of the same dimensions in subsequent scans.8–10 It is important to note that the accuracy of an impression can be affected during the data acquisition and digitization steps by the conversion of IDI to various types of file formats: the standard tessellation language (STL), object (OBJ) and polygon (PLY) file formats.8

Therefore, clinicians should be well informed on the distinct advantages and disadvantages of each file format.

Due to the universal application and utilization of STL files by practically all computer-aided design/computer-aided manufacturing (CAD/CAM) and 3-D printing software systems, the STL file is the file format predominately used by clinicians.11–13 As the name entails, this file format generates a representation of the surface geometry by forming an entire network of tessellating, or linking, various sized triangles. Although its simplistic design allows for files with smaller storage units and time-efficient exporting, the STL file format only captures the surface geometry of the object without any detailed textures or colors, ultimately affecting the trueness of the IDI and the quality of the final restoration.8 These shortcomings have been overcome with the introduction of OBJ and PLY file formats. PLY and OBJ formats use polygonal geometry (points, lines, and faces) and free-form geometry (curves and surfaces) that allow them to record even the most minute details of the surface of an object, including color, texture coordinates, and transparency.14 Despite these advantages, these file formats are significantly larger than STL files and have yet to be incorporated in many CAD/CAM software systems.

With the already simplified design contained in STL files, clinicians should be cognizant of the detrimental effects compressing files can have on the overall accuracy and quality of a digital impression. Compressing files simplifies the triangular meshwork by reducing the number of triangular units, and thus, the number of triangular vertices fabricating the surface topography. Each vertex of a triangle represents a point of data encoding the details of the surface. Therefore, fewer triangular units result in a further generalized and vague representation of the surface.14–16 A few 3-D inspection and mesh-processing software programs,17–20 which offer tools and features for analyzing and optimizing digitized data before manufacturing, can be used to investigate the surface topography of digitized scans by displaying and measuring these triangular units and triangulation points.

Despite the importance of surface topography of a digital impression, there are only a few studies investigating the correlation between surface topography of teeth and accuracy of digital scans.14,21 The purpose of this in vitro study was to analyze the relationship between the surface topography of prepared tooth surfaces and data quality of digital impressions from an intraoral scanner.

Materials and methods

Twenty mandibular typodonts with missing left second premolars were used in this study. The left first premolar and left first molar acrylic abutment teeth were fabricated by using CAD/CAM technology and placed into the typodont. These abutment teeth were manufactured with the exact same features in terms of margin design, taper, and reduction. An intraoral scanner (Cerec Omnicam, Dentsply Sirona, Charlotte, NC, USA) was used to obtain digital impressions of each typodont (Fig. 1). Then, STL files of each digital impression were exported from the software (Cerec software 5.1.3, Dentsply Sirona, Charlotte, NC, USA) by

Figure 1 Digital impression of the prepared left mandibular first premolar and first molar abutment teeth.
using three different resolutions (Fig. 2): high resolution (Group H), moderate resolution (Group M), and low resolution (Group L). A total of 60 STL files were created: 20 high resolution STL files (Group H), 20 moderate resolution STL files (Group M), and 20 low resolution files (Group L).

Each STL file was then imported into an open-source 3D inspection and mesh-processing software (Meshlab, ISTI-CNR, Rome, Italy) to investigate the surface topography of the impressions (Figs. 3 and 4). This software program allows meticulous inspection of the surface triangulations of a meshwork so that clinicians can identify and address areas that require editing, healing, and retexturing for optimization.22,23

The surface topography of abutment teeth was first assessed by comparing and superimposing STL files of each digital impression in their differing resolutions (Fig. 5). Through superimposition of files, the clinician could visually see the discrepancy in surface topography indicated by the color differences throughout the superimposed image.

In addition, using the mesh view of the STL files in the software program allowed the clinician to inspect the density of triangular units and triangulation points throughout the digital impression. This surface triangulation method is often used to assess the surface topography on a microscale. A triangle is constructed on the surface geometry by linking three closest points of data on the scanned 3-D image. Increased number of smaller triangles and triangulation points in a given mesh indicate that there are more data points and the fine details of the surface are being encoded on the topography. Larger triangles and fewer triangulation points indicate less recorded data points and an inexact, approximate representation of the tooth surface.

The surface topography of each prepared tooth was measured by counting the number of triangulation points on the 3-D surface of every abutment premolar and molar of each STL file (Figs. 6 and 7). For each separate STL file, the number of triangulation points of the premolar and molar were combined to give a total number of triangulation points. In total, 60 values were obtained (20 for each resolution category). The mean values of the triangulation points for each resolution (high, medium, and low) were computed to give a total of three mean values for comparing the data quality of each resolution type.

With the gathered data, statistical analysis was performed using a software program (SPSS for Windows, IBM Corp., Somers, NY, USA). To evaluate and compare the mesh quality of the three different STL file resolutions, the mean values of the number of triangulation points of each group were compared using a paired t-test. P < 0.05 was considered to be statistically significant. Pearson’s correlation coefficient was used to analyze the correlation between the quality of surface topography and STL file resolutions.
Additionally, the storage size of STL files were obtained for each STL file and the mean value of file size for each resolution category was computed. The paired t-test was performed to compare the difference in storage size mean values of each resolution category. And Pearson’s correlation coefficient was used to analyze the correlation between the storage file size and STL file resolutions.

**Results**

A total of 60 STL files were analyzed in this study: 20 high resolution STL files (Group H), 20 moderate resolution STL files (Group M), and 20 low resolution files (Group L).

The mean (±SD = standard deviation) number of triangulation points on the prepared teeth surfaces (20 premolars + 20 M) were 790,625 ± 98,890 dots in Group H, 592,283 ± 74,881 dots in Group M, and 198,067 ± 19,328 dots in Group L. Statistically significant differences were found between Group H and M (p < 0.05), Group H and L (p < 0.01), and Group M and L (p < 0.01). Statistically significant positive correlations were also observed between Group H and M (r = 0.69), Group H and L (r = 0.89), and Group M and L (r = 0.78).

**Discussion**

Intraoral scanners are capable of accurately replicating patients’ dental arches by using light or laser technology to generate a point cloud, or a set of data points in space. There are many factors that can affect the accuracy of digital impressions, including various scanning techniques, environmental light conditions, the use of different IOS systems, and file formats, but few studies have investigated the effects of these different factors on a microscale. Through this in vitro study, the meshwork of triangles was closely inspected to determine the accuracy of digital impressions of 20 identical typodont models of various STL file resolutions.

The present study revealed that high resolution STL files have a significantly higher number of triangulation points than low resolution STL files. The high resolution STL file group had a mean number of 790,625 ± 98,890 triangulation points, whereas the low resolution STL file group had a mean number 198,067 ± 19,328 triangulation points. The gathered data revealed that there was a statistically significant positive correlation between the number of triangulation points and higher resolutions. This signifies that higher resolution files are closer in trueness to the actual object being scanned because they display more data points, or details. Similarly, significant positive correlations were noted between the resolution of STL files and file size.

Although previously published studies have also scrutinized surface topography to determine the quality of digital impressions, a direct comparison cannot be made with the present study due to the utilization of different software systems, scanners, measurement parameters and techniques. A study by Lee et al., aimed to evaluate the surface topography and the precision measurements of various intraoral and extraoral scanners by examining digital impressions of a maxillary arch with four implant analogs. The maxillary arch was scanned fifteen times using three different intraoral and two different extraoral scanners. A 3D inspection and mesh-processing software was then used to examine the surface topography and obtain same quadrant and cross-arch precision measurements. These precision measurements were determined by the number of triangulation points enclosed within a
sphere of 0.5 mm radius on various tooth surfaces. In the present study, the number of triangulation points were obtained for entire tooth surfaces of prepared premolars and molars, which yielded greater numbers of triangulation points. It is evident that the number of triangulation points differs significantly based on various factors, including the surface area being considered, the resolution of digital files, and the settings of the 3D inspection and mesh-processing software (usage of smaller versus larger triangles). Therefore, in order to objectively compare the results of different studies and understand the relationship between surface topography and the number of triangulation points, all of these factors need to be considered, not simply the numbers of triangulation points.

In the present study, the effects of saving digital scans in various STL files sizes (full, moderate, and small) were investigated due to the impact sizing has on the accuracy of the digital impressions. Saving files in its full size retains the IOS’s original digital scan, while compressing files to moderate and small sizes forces the software to decrease the number of data points and triangulations. Although, file compression allows for utilization of less storage space and quicker exporting times, fewer data points and less details of the scanned object yield less accurate impressions. This, in turn, leads to the fabrication of inaccurate final restorations.

In order to fully understand the impact of surface topography on final restorations, further research should be done by fabricating crowns or fixed dental prosthesis and obtaining internal fit measurements. One may claim that 3D software programs provide cement space in restoration designs, which allow leeway for inaccuracies in digital impressions; however, one should realize that 3D design software programs only allow cement space on the occlusal and axial walls, not on the finish line or margins. Therefore, any decrease in the accuracy of digital impressions will compromise the marginal fit of the final restoration, a major source of failed fixed restorations.

The results of this study demonstrated that data resolutions significantly influence the data quality of STL files, with the highest mean mesh quality value found in high resolution formats and the lowest mean mesh quality value found in low resolution formats. Therefore, clinicians should not compress files and opt to select high resolution formats to provide more accurate impressions of prepared teeth and, ultimately, improved treatment outcomes for patients.
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