Towards a self-consistent numerical model of late-type galaxies: Calibrating the effects of sub-grid physics on galactic models
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ABSTRACT
We carry out several isolated galaxy evolution simulations in a fixed dark matter halo gravitational potential using the new version of our N-body/Smoothed Particle Hydrodynamics (SPH) code GCD+. The new code allows us to more accurately model and follow the evolution of the gas and stellar components of the system including powerful supernovae feedback and its effects on the interstellar medium (ISM). Here we present the results of six simulations of an M33-sized late-type disc galaxy each with varying values for our model parameters which include the star formation efficiency ($\epsilon_*$), the energy released per supernovae explosion ($E_{\text{SN}}$) and the energy released per unit time from stellar winds ($E_{\text{SW}}$). We carry out both a pixel-by-pixel and radial ring analysis method for each of our galaxies comparing our results to the observed Schmidt-Kennicutt Law and vertical gas velocity dispersion versus radius relation amongst others. We find that our models with higher feedback more closely resemble the observations and that feedback plays a pivotal role in obtaining both the observed Schmidt-Kennicutt and gas velocity dispersion relations.
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1 INTRODUCTION
The process of galaxy formation and evolution remains one of the most outstanding problems in modern astrophysics. From a cosmological point of view, great progress has been made including the development of a theory; ΛCDM cosmology which accurately explains the present day large scale distribution of galaxies from the primordial small scale density fluctuations in the early universe. The actual processes which govern individual galaxy formation and evolution are far less well understood however. One of these important processes is that of star formation itself. Schmidt (1959) suggested that the star formation rate (SFR) density and the interstellar gas density in our Galaxy were related by a simple power law relation of the form $\rho_{\text{SFR}} \propto (\rho_{\text{gas}})^n$, where $n$ is the power law index. Schmidt (1959) originally suggested a value for $n$ of 2, so that the rate of star formation varies with the square of the gas density. Studying the form of the observed star formation law, Kennicutt (1989, 1998b) analysed the SFR surface density and the gas surface density for a much larger sample of galaxies and over a wider range of gas densities, determining the power law index $n$ to be equal to 1.4 (see also Kennicutt 1998a). We now refer to the empirical relation between SFR and gas surface density as the Schmidt-Kennicutt (SK) relation. Recently, the SK relation has been studied in much more depth (e.g. Bigiel et al. 2008; Leroy et al. 2008) including observing the relation for individual components of the gas (HI and molecular) and as a function of environment. Several observational studies found evidence for a two-slope SK relation (e.g. Bigiel et al. 2008). Bigiel et al. (2008) showed that a break exists at gas surface densities of $9 \, M_\odot \, yr^{-1}$, below which the slope of the SFR steepens. This break corresponds to the transition between the HI and molecular phase of the gas. Theoretical models also predict such breaks in the SK relation. For example Krumholz et al. (2009) made a theoretical model consisting of three prescriptions: molecular self-shielding, internal feedback and turbulent regulation in molecular clouds which address the physics responsible for determining the SFR on local scales and successfully managed to reproduce the observed trends in the SK relation.

The SK relation is of great importance as it is used for the calibration of numerical codes of galaxy formation and evolution, with the SFR often explicitly required to obey a
SK type law (e.g. Springel & Hernquist 2003; Booth et al. 2007; Shaye & Dalla Vecchia 2008). Some more recent studies however, do not force the SFR to follow a SK-like relation, and so its adherence to this law is a prediction of the model (e.g. Robertson & Kravtsov 2008; Saitoh et al. 2008; Monaco et al. 2011).

Recently Tamburro et al. (2009) showed that the gas velocity dispersion is also an important factor to consider for any galaxy evolution model. Using HI line width maps obtained for 11 disc galaxies of The HI Nearby Galaxy Survey (THINGS, Walter et al. 2008) they determined that all of their sample galaxies showed a systematic radial decline in their HI velocity dispersion, with a characteristic value of $\sim 10$ km s$^{-1}$ by $r_25$ – roughly the radial extent of the star forming disc. The radial decline in velocity dispersion was well correlated with the radial decline of SFR and therefore they suggested that high gas velocity dispersion is induced by supernovae feedback.

The implications of such studies are that the gas velocity dispersion should now be used as an additional constraint for any new numerical simulation codes of galaxy evolution. Recently, Debbs et al. (2011) performed isolated disc galaxy evolution simulations to investigate how the properties of the ISM, molecular clouds and SFR depend on the level of stellar feedback, comparing their results against both the observed SK relation and gas velocity dispersion. They found that supernovae were vital in reproducing the observed velocity dispersions and scale heights of the individual components of the ISM. Recently, Pilkington et al. (2011) analysed both the SK and HI velocity dispersion relations for a fully consistent cosmologically simulated late-type dwarf spiral galaxy.

In this paper we initiate a project to create an accurate and self-consistent numerical model for late-type spiral galaxies. To this end we have been developing our numerical simulation code GCD+ (Kawata & Gibson 2003a). The new version of the code includes new features and improvements to a number of aspects of the modelling of galaxy formation and evolution, including new star formation and feedback recipes. The overall effect of these changes is that the code can now capture and accurately follow the effects of powerful supernovae explosions on the evolution of the galaxy. The details of the new model are described in the next section. In this study, we set up an isolated disc galaxy consisting of gas and stellar discs with no bulge component, in a static dark matter halo gravitational potential. To calibrate our new model, we here focus on M33-like bulgeless galaxies. M33 is a suitably chosen late-type bulgeless spiral galaxy. Its close proximity in the Local Group means it has been a favourite choice for detailed observational campaigns (e.g. Heuer et al. 2004; Verley et al. 2010). Its smaller size compared to the Milky Way also means that we can simulate it to much higher resolution using the same number of particles. M33 also lacks a supernova feedback scenario for the simulated observations.

The paper is organised as follows. In Section 2, we describe the galaxy model together with some new features of our numerical simulation code. In Section 3, we present our results and analyses. We summarise our findings and present our conclusions and planned future work in Section 4.

## 2 THE CODE AND MODEL

### 2.1 New version of GCD+

To simulate our galaxy, we use an updated version of our original galactic chemodynamical evolution code GCD+ (Kawata & Gibson 2003a). GCD+ is a parallel three-dimensional N-body/SPH (Lucy 1977; Gingold & Monaghan 1977) code which can be used in studies of galaxy formation and evolution in both a cosmological and isolated setting. GCD+ incorporates self-gravity, hydrodynamics, radiative cooling, star formation, supernova feedback, and metal enrichment. The new version of the code includes metal diffusion suggested by Greif et al. (2009). Our recent update and performance in various test suites will be presented in a series of our forthcoming papers (Kawata et al. in preparation). Here we briefly describe the major points of our recent upgrade. We have implemented a modern scheme of SPH suggested by Rosswog & Price (2007). We follow their artificial viscosity switch (Morris 1997) and artificial thermal conductivity to resolve the Kelvin-Helmholtz instability (Kawata et al. 2009). Following Springel & Hernquist (2002), instead of the energy equation, we integrate the entropy equation. As suggested by Saitoh & Makino (2008), we have added the individual time step limiter, which is crucial for correctly resolving the expansion bubbles induced by supernovae feedback (see also Merlin et al. 2011; Durier & Dalla Vecchia 2011). We also implement the FAST scheme (Saitoh & Makino 2010) which allows the use of different timesteps for integrating hydrodynamics and gravity. The code now also includes adaptive softening for both the stars and gas (Price & Monaghan 2007), although in this current study we only implement it for the gas particles (see below).

Radiative cooling and heating is calculated with CLOUDY (v08.00: Ferland et al. 1998). We tabulate cooling and heating rates and the mean molecular weight as a function of redshift, metallicity, density and temperature adopting the 2005 version of the Haardt & Madau (1996) UV background radiation. We also add a thermal energy floor following Robertson & Kravtsov (2008) to keep the Jeans mass higher than $2N_{\text{lab}}m_p$, where $N_{\text{lab}}$ is the number of neighbour particles and $m_p$ is the particle mass, to avoid numerical instability (see also Bate & Burkert 1997).

In the resolution of simulations presented in this paper (see below), the gas particle meets this condition around $n_H = 1$ cm$^{-3}$. Therefore, we allow the gas particle to become a star particle if the density becomes greater than $n_H = 1$ cm$^{-3}$, i.e. the star formation threshold density, and if their velocity field is convergent, following the Schmidt law as described in Kawata & Gibson (2003a):

\[ \frac{dt}{dt} = \frac{d\rho_g}{dt} = \frac{C_s \rho_g}{t_g}. \]
where $C_t$ is a dimensionless SFR parameter and $t_b$ is the dynamical time.

We assume that stars are distributed according to the Salpeter (1955) initial mass function (IMF). GCD+ takes into account chemical enrichment by both Type II supernovae (SNe II, Woosley & Weaver 1995) and Type Ia supernovae (SNe Ia, Iwamoto et al. 1992, Kobayashi et al. 2000) and mass loss from intermediate-mass stars (van den Hoek & Groenewegen 1997, and follows the chemical enrichment history of both the stellar and gas components of the system. The new version of GCD+ uses a different scheme for star formation and feedback. We now keep the mass of the baryon (gas and star) particles completely the same, unlike Kawata & Gibson (2003) or the majority of SPH simulations which include star formation. Although the basic strategy is similar to Lia et al. (2002) and Martínez-Serrano et al. (2008), a slightly different implementation is adopted. Details of the methodology will be described in our forthcoming paper. Here we describe it briefly. First, every star particle formed in the simulation is a normal gas particle. Due to this algorithm, the particle mass of stars and gas are always constant, and the mass resolution is kept constant.

The main free parameters of the new version of GCD+ include the star formation efficiency, $C_t$, energy per supernova, $E_{SN}$, and stellar wind energy per massive star, $E_{SW}$. Especially these parameters control the effect of feedback on star formation, which is the most unknown and possibly most important process in galaxy formation and evolution. This paper explores the effect of these parameters and calibrates these parameters against the observed properties, such as the SK relation and the gas velocity dispersion.

### Table 1. Simulation parameters

| $C_{NFW}$ ($M_\odot$) | $M_{vir}$ ($M_\odot$) | $r_{vir}$ (kpc) | $M_{Star}$ ($M_\odot$) | $M_{Gas}$ ($M_\odot$) | $R_{d,star}$ (kpc) | $R_{d,gas}$ (kpc) | $z_{d,star}$ |
|------------------------|-----------------------|-----------------|------------------------|----------------------|-------------------|-----------------|-------------|
| 10                     | $5.0 \times 10^{11}$  | 163             | $4.0 \times 10^{9}$    | $2.0 \times 10^{9}$   | 1.4               | 4.0             | 0.3          |

### 2.2 Model galaxy setup

We are interested in investigating the evolution of a late-type disc galaxy of the order of size of M33. We therefore set up an isolated disc galaxy which consists of gas and stellar discs with no bulge component in a static dark matter halo potential. We use the standard Navarro-Frenk-White (NFW) dark matter halo density profile (Navarro et al. 1997), assuming a standard cold dark matter ($\Lambda$CDM) cosmological model with cosmological parameters of $\Omega_0 = 0.266$, $\Omega_b = 0.044$ and $H_0 = 71\text{km s}^{-1}\text{Mpc}^{-1}$:

$$
\rho_{dm} = \frac{3H_0^2}{8\pi G} (1 + z_0)^3 \frac{\Omega_0}{\Omega(z)} \rho_c (1 + cz)^2 ,
$$

(2)

where

$$
c = \frac{r_200}{r_s}, \quad x = \frac{r}{r_200},
$$

(3)

and

$$
r_{200} = 1.63 \times 10^{-2} \left(\frac{M_{200}}{h^{-1} M_\odot}\right)^{\frac{1}{3}} \left(\frac{\Omega_0}{\Omega(z)}\right)^{-\frac{1}{2}} (1 + z_0)^{-1} h^{-1}\text{kpc},
$$

(4)

where $\rho_c$ is the characteristic density of the profile, $r$ is the distance from the centre of the halo and $r_s$ is the scale radius. The halo mass is set to be $M_{200} = 5.0 \times 10^{11}$ $M_\odot$. The distance from the halo centre is calculated by assuming spherical symmetry.
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Figure 1. Face on (top row) and edge on (bottom row) view of the stellar (left column) and gas (right column) distribution for our six simulation runs at $t = 1$ Gyr when we carry out our analyses. The large holes in the gas distribution are caused by supernovae. The holes are larger in Runs 3–6 since $E_{SN}$ is ten times higher in these runs compared to Runs 1 and 2. Consequently the gas discs of Runs 1 and 2 are razor thin compared to Runs 3–6 which have a larger vertical gas velocity dispersion.
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Figure 2. Star formation rate (SFR) history of the simulations. The solid, dashed, dot-dashed, dotted, triple dot-dashed and long-dashed lines represent Runs 1, 2, 3, 4, 5 and 6 respectively.

Figure 3. Face-on (upper) and edge-on (lower) snapshot of the galaxy at \( t = 0.32 \) Gyr for stars (left column) and gas (right column) colour coded by density for Run 3. The brightest regions are the densest. Large holes or bubbles are visible in the gas distribution due to powerful SNe explosions. The large scale vertical turbulence this causes is visible in the edge-on gas distribution.

\( 10^{11} M_\odot \) and the concentration parameter is set at \( c = 10 \) (Robertson & Kravtsov 2008).

The stellar disc is assumed to follow an exponential surface density profile:

\[
\rho_d = \frac{M_d}{4\pi z_d R_d} \text{sech}^2\left(\frac{z}{z_d}\right) \exp\left(-\frac{R}{R_d}\right),
\]

where \( M_d \) is the disc mass, \( R_d \) is the scale length and \( z_d \) is the height. Following suggestions from observations of M33 and carrying out several test runs at lower resolution, we decided to use \( M_d = 4.0 \times 10^9 M_\odot, R_d = 1.4 \) kpc and \( z_d = 0.3 \) kpc. A summary of the numerical values used for our model parameters in the initial model setup is given in Table 1. We used \( 4 \times 10^5 \) stars in our simulations giving each star particle a mass of \( 1 \times 10^4 M_\odot \).

The gaseous disc is set up following the method described in Springel et al. (2005). The radial surface density profile is assumed to follow an exponential law like the stellar disc with a scale length, \( R_{d,\text{gas}} \), almost three times larger than the stellar disc. The initial vertical distribution of the gas is iteratively calculated to reach hydrostatic equilibrium assuming the equation of state calculated from our assumed cooling and heating function. The total gas mass is \( 2.0 \times 10^9 M_\odot \) and is equal to half the total stellar mass. Since we use \( 2 \times 10^5 \) gas particles in each run, each SPH particle also has a mass of \( 1 \times 10^4 M_\odot \). Note that this means both the star and gas particles have the same mass resolution in our simulations. This is not by chance but required from our new modelling of star formation, feedback and metal diffusion shown in Section 2. We apply the spline softening and variable softening length suggested by Price & Monaghan (2007) for SPH particles. We set the minimum softening length at 198 pc, which corresponds to the required softening for gas with solar metallicity and density of \( \rho_{H} = 1 \) cm\(^{-3}\), i.e. the assumed density threshold for star formation. For the star particles, we applied a fixed spline softening of 198 pc softening length. We summarise our simulation properties in Table 1. Column 1 represents the NFW halo concentration parameter. The second column represents the virial mass; the third column is the virial radius; Columns 4 and 5 represent the mass of the stellar and gas disc respectively. Columns 6 and 7 represent the scale lengths of the stellar and gas discs respectively and column 8 is the scale height for the stellar disc.

3 RESULTS

Using the galaxy simulation parameters shown in Table 1, we carried out six primary simulation runs, named Runs 1-6 where we consecutively changed one extra model parameter between Runs 1-4. Run 5 is for comparison with Runs 1 and 4 and Run 6 is our fine tuned ‘best model’. Our varying model parameters include \( C_*, E_{\text{SN}} \) and \( E_{\text{SW}} \). Run 1 has low values for all three of our model parameters. We carried out a simulation run (Run 2) with \( C_*=0.2 \), ten times higher star formation efficiency. We shall refer to this model as the ‘high-

C* model’. Another run (Run 3) was done with \( C_*=0.2 \) and \( E_{\text{SN}}=1.0 \times 10^{51} \) ergs. We call this run ‘high-E_{\text{SN}} model’. In our fourth model run, we also increase \( E_{\text{SW}} \) by a factor of ten. We call this model our ‘highest-feedback model’. Run 5 has the same high feedback parameters as in Run 4, but with a low \( C_* \) value as in Run 1. Run 6 is identical to Run 5, except that we increase the value of \( C_* \) from 0.02 to 0.05. We chose this value based on the results of the previous runs, believing this to be our best model. Table 2 summarises the simulation runs and model parameters.

Fig. 4 shows face-on and edge-on snapshots of the stars and gas after 1 Gyr of evolution for our six runs. Large holes or ‘bubbles’ of varying sizes are clearly visible in the face-on gas distributions. These bubbles are produced mainly by SNe II explosions. The bubbles are much larger in Runs 3–6 since the energy released per supernova explosion is ten
the gas reservoir from which the stars are formed quickly gets used up, the SFR correspondingly decreases. Runs 3 and 4 initially have a lower SFR compared to Run 2. This is due to large outflows or ‘bubbles’ which drive out the gas at very early times. After this initial violent period the SFR increases and peaks after 0.5 Gyrs at $0.4 \, M_\odot \, yr^{-1}$ after which it decreases slightly to $0.3 \, M_\odot \, yr^{-1}$ by 1 Gyr of evolution. This means the higher energy produced from SNe and stellar winds initially slightly suppress star formation at very early times but that more gas becomes available for later star formation. The early time suppression of star formation is slightly stronger in Run 4 compared to Run 3 since in this model we implement higher energy release from stellar winds as well as from SNe. Run 5 has identical feedback parameters to Run 4, with the only difference being that $C_\star$ is low as in Run 1. Run 5 has a similar SFR history to Run 1, showing that the SFR is extremely sensitive to the star formation efficiency ($C_\star$) as expected. Run 6 has roughly double the SFR of Run 5 as expected from its higher $C_\star$ value. After approximately 0.5 Gyrs the SFR does not evolve significantly in all our simulation runs. Before 0.5 Gyrs the ISM can be extremely turbulent, especially for the high-feedback models, as can be seen in Fig. 3 which shows the 2-D face-on and edge-on stellar and gas distribution at an early time (0.32 Gyrs) for our high-$E_{SN}$ model (Run 3). At this time, many large gas outflows are seen to occur. Fig. 4 shows a 3-D visualisation of both the stellar and gas distributions of the galaxy at early times for Run 4. The clumpy and chaotic nature of the ISM is clearly apparent at these early times, with large gas outflows and bubbles visible. Fig. 5 shows that during the time when a large gas outflow occurs, the velocity dispersion of the gas component (measured as described below) is correspondingly very high. At a much later time when the disc is more settled (e.g. 1 Gyr), the velocity dispersion is correspondingly lower. Therefore 1 Gyr was chosen as a sufficiently long enough time to wait for the system to settle before carrying out our main analysis and comparison to the observations.

Figure 4. Three-dimensional visualisation of the early chaotic scenes in one of our high feedback simulations (Run 4). This snapshot was taken with the observer embedded in the plane of the disc looking toward the centre of the galaxy. The yellow spheres represent the stars and the blue (diffuse) material is the gas. The colour coding is by density, so whiter or bluer regions represent more dense conglomerations of stars and gas respectively. The clumpy and highly inhomogeneous nature of the gas is clearly visible, as are the holes punched out by SNe. The larger stars are closer to the observer.

Figure 5. Vertical gas velocity dispersion against radius seen at two different times in the same simulation (Run 3). The solid red line shows the result at an early and chaotic time whereas the blue dot-dashed line shows the velocity dispersion at much later times. During the large bubble phase, the velocity dispersion is unrealistically high.

Table 2. Model parameters

| Model | $C_\star$ | $E_{SN}$ (erg) | $E_{SW}$ (erg s$^{-1}$) |
|-------|-----------|----------------|-----------------|
| Run 1 | 0.02      | $1.0 \times 10^{50}$ | $1.0 \times 10^{36}$ |
| Run 2 | 0.2       | $1.0 \times 10^{50}$ | $1.0 \times 10^{36}$ |
| Run 3 | 0.2       | $1.0 \times 10^{51}$ | $1.0 \times 10^{36}$ |
| Run 4 | 0.2       | $1.0 \times 10^{51}$ | $1.0 \times 10^{37}$ |
| Run 5 | 0.02      | $1.0 \times 10^{51}$ | $1.0 \times 10^{37}$ |
| Run 6 | 0.05      | $1.0 \times 10^{51}$ | $1.0 \times 10^{37}$ |

times greater in these models. The large bubbles in these models may survive for longer than one galactic rotation. The models with high feedback and star formation efficiency parameters (Runs 3 and 4) produce the most turbulent vertical gas distribution as can be seen in the edge-on images. Conversely, the vertical gas distribution of the discs of Runs 1 and 2 are razor thin in comparison. Clearly then SNe play a critical role in shaping the ISM properties. We shall look into this more quantitatively later. The vertical gas distribution of Runs 5 and 6 are slightly less turbulent (compared to Runs 3 and 4) since these runs employ a significantly lower $C_\star$ value.

Fig. 2 shows the total SFR as a function of time for our different simulation models. From Fig. 2 we see that model Runs 1 and 5 have the lowest SFR. This is due to their low $C_\star$ value. Runs 2, 3 and 4 have a global SFR varying between $0.2 - 0.4 \, M_\odot \, yr^{-1}$ over 1 Gyr of evolution. There are important differences between these models however. Model Run 2 starts with a initially high SFR at $0.4 \, M_\odot \, yr^{-1}$ and decreases fairly consistently towards $0.2 \, M_\odot \, yr^{-1}$ after 1 Gyr. This is because the high star formation efficiency of this model means an initially high SFR, but as time passes and
Figure 6. Surface SFR density as a function of surface gas density for our six models at 333 pc resolution (grey plus signs). The surface SFR densities are calculated using the surface densities of young stars less than 0.5 Gyrs old. The diagonal dotted lines represent lines of constant SFE, indicating the level of $\Sigma_{\text{SFR}}$ needed to consume 1, 10 and 100 per cent of the gas reservoir in $10^8$ years, exactly as in fig. 13 of Bigiel et al. (2008). Therefore the lines also correspond to constant gas depletion times of $10^{10}$, $10^9$ and $10^8$ yr respectively. The red solid and dashed lines represent the mean and 1 sigma upper and lower bounds respectively for the Bigiel et al. (2008) data between log $\Sigma_H$ values of 0 and 1. The blue dashed horizontal and vertical lines in Run 2 are drawn to emphasize the region of low $\Sigma_H$ and $\Sigma_{\text{SFR}}$ where there are barely any pixels present. The same region is marked in Run 4 to show that this model can successfully produce regions with both low $\Sigma_H$ and $\Sigma_{\text{SFR}}$. The location of these pixels are shown in Fig. 7. In this figure $\Sigma_H = \Sigma_{\text{HI}} + \Sigma_{\text{H}_2}$. We also overplot the results obtained using azimuthally averaged ring annuli of width 1 kpc (black crosses connected by solid lines).
suggestions that SNe may play a vital role in shaping observed SK-laws, especially at low gas densities. Run 5 also employs high feedback parameters, but with a low $C_0$ value of 0.02 as in Run 1. Correspondingly, we see that $\Sigma_{SFR}$ is too low like in Run 1. In Run 6 we have increased the value of $C_0$ to 0.05. This represents our best compromised model. We see that increasing $C_0$ results in higher $\Sigma_{SFR}$ values and a better fit to the observations. We note that due to the relatively low mass of our simulated galaxy, which does not have a very high SFR or contain very dense regions, we cannot inspect a wide range of $\Sigma_H$ parameter space and are therefore limited to making our comparisons in a narrow range of $\Sigma_H$.

In Fig. 8 we also overplot the results obtained using a radial ring analysis method (black crosses connected by solid lines) whereby we have calculated the values of $\Sigma_H$ and $\Sigma_{SFR}$ in azimuthally averaged ring annuli of width 1 kpc. We see that both the radial ring and pixel-by-pixel methods produce broadly consistent results, with the possible exception being that the radial ring method does not probe well the low $\Sigma_H$ regime. Some of the data points in this regime represent ring annuli regions lying just outside the main star forming disc of our galaxy.

In Fig. 8 we compare the kinetic energy density of the HI gas, $E_k = (3/2)\Sigma_H\sigma_H^2$, against the SFR surface density as in Tamburro et al. (2009). Here $\sigma_H = \sqrt{\sigma_N^2 + \sigma_T^2}$ where $\sigma_N$ and $\sigma_T$ are the velocity dispersions due to thermal and turbulent motions respectively. In addition, to mimic HI observations, we only take into account the gas particles whose density is in the region $0.1 < \rho_H < 50$ cm$^{-3}$ and have temperature less than $10^4$ K. We also use the same units for the axes and show with solid lines the supernova energy input for different SNe efficiency values, $\epsilon_{SN} = 1, 0.1$ and 0.01 exactly as in Tamburro et al. (2009). Their observations show a linear correlation between $E_k$ and $\Sigma_{SFR}$, with typical $\epsilon_{SN}$ values between 0.1–1. At higher $\Sigma_{SFR}$ regimes, the $E_k$ slightly falls off. Comparing against our simulated galaxies with their Fig. 4, we see that Runs 3–6 best follow the observations. Runs 1 and 2 fail to capture the observed trends, especially, $E_k$ is lower at $\sim 0.5 < \log \Sigma_{SFR} < -8.5$ compared to Fig. 4 of Tamburro et al. (2009).

We also analysed the azimuthally averaged radial profile for the HI velocity dispersion, by calculating the average value of $\sigma_H$ (following the same method as above) within ring annuli of radial width 1 kpc. Observations of spiral galaxies show a radial decline for the HI velocity dispersion with a value of $\sim 20$ km s$^{-1}$ in the inner region, declining to $\sim 10$ km s$^{-1}$ by $r_{25}$ (Tamburro et al. 2009). Fig. 8 shows that our higher feedback models (Runs 3 and 4) closely follow the aforementioned observed trends. All of our models had similar $\sigma_H$ values of around $10$ km s$^{-1}$ by $r_{25}$ similar to what was found in Tamburro et al. (2009). With the exception of Run 1, all models showed a radial decline of $\sigma_H$. The decline was small for our high-$C_0$ model (Run 2) and more noticeable for our higher feedback models (Runs 3 and 4). This is understandable since the higher feedback models produce larger gas outflows and bubbles which increases $\sigma_H$. Interestingly, our model with high $E_{SN}$ and $E_{SW}$ (Run 4) did not have a noticeable difference with our high-$E_{SN}$ model (Run 3), proving that it is the supernova energy which mainly drives the turbulence in the ISM in our models. Further evidence of this lies in the comparison of the velocity dispersion of Runs 1 and 5, with Run 5
Figure 8. Pixel-by-pixel scatter plot of kinetic energy vs. surface star formation rate for our six model galaxy runs (grey plus signs). The solid lines of unity slope represent the supernova energy input for different supernova efficiency values, $\epsilon_{\text{SN}} = 1, 0.1, 0.01$ (top to bottom).
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Having a noticeably larger $\sigma_{\text{HI}}$. Despite this, $\sigma_{\text{HI}}$ for Run 5 is still too low compared with observations of Tamburro et al. (2009). Therefore in Run 6, we slightly increased the value of $C_*$ and found that $\sigma_{\text{HI}}$ also increased to a level which is consistent with the observations.

4 SUMMARY AND CONCLUSIONS

We aim to build the most accurate and self-consistent numerical model for late-type spiral galaxies to date. To this end we have been developing our numerical simulation code GCD+. We include new star formation and feedback recipes which allow our simulations to follow the effects of powerful SNe explosions on galaxy evolution.

In this study we set up an isolated M33-sized disc galaxy consisting of gas and stellar discs with no bulge component, in a static dark matter halo gravitational potential. We carried out six main simulation runs in which we varied three of our model parameters; the star formation efficiency ($C_*$), the thermal energy released per SNe explosion ($E_{\text{SN}}$) and the thermal energy released per unit time from stellar winds ($E_{\text{SW}}$). We studied the effect of varying these parameters on the Schmidt-Kennicutt Law and vertical gas velocity dispersion versus radius relation comparing to observations from Bigiel et al. (2008) and Tamburro et al. (2009) respectively. We find that our models with higher energy feedback (Runs 3–6) more closely resemble the observations. Powerful supernova explosions cause the formation of large holes or bubbles in the gas distribution in the galaxy and stir the ISM turbulence and are thus essential for producing the observed gas velocity dispersions. The gas velocity dispersion is also affected (albeit less strongly) by the star formation efficiency. Our model with high energy feedback from SNe and stellar winds and intermediate star formation efficiency (Run 6) most closely resembled the observations. This run represented our ‘best compromised model’ since we had fine-tuned the star formation efficiency and feedback parameters. In our pixel-by-pixel analysis of the star formation law, we found that our model with high star formation efficiency and low energy feedback (Run 2) produced a KS relation with an unrealistically steep slope. Models with low energy feedback had a distinct lack of pixels with both low $\Sigma_{\text{H}}$ and $\Sigma_{\text{SFR}}$, resulting in a failure to accurately reproduce the observed star formation law. By increasing the energy feedback parameters, $E_{\text{SN}}$ and $E_{\text{SW}}$ (as in Run 4) we managed to rectify this.

Figure 9. Gas velocity dispersion versus radius for our six models. The ‘higher-feedback’ with high-$C_*$ models (Runs 3 and 4) have larger velocity dispersion. Our results show that the velocity dispersion is primarily sensitive to our SNe energy ($E_{\text{SN}}$) parameter.
problem and found that the pixels which had low values for both $\Sigma_H$ and $\Sigma_{SFR}$ were predominantly located inside bubble regions, which were more numerous and larger in size for the higher feedback runs. Our results therefore suggest that SNe can play a pivotal role in shaping the star formation law. We used both a pixel-by-pixel and radial ring method to analyse the star formation law in our galaxies and found that overall, both methods gave broadly consistent results.

In this paper we employed static potentials for the dark matter halo and stellar disc. The main benefits of not using a live halo include the prevention of numerical effects such as artificial disc heating due to the scattering of baryonic particles by massive dark matter particles which may be an issue in lower resolution cosmological simulations. Our numerical simulations thus do not suffer from these global disc instabilities. However, we underestimate the perturbation from accreting satellites (e.g. Purcell et al. 2011) and globular clusters (e.g. Vande Putte et al. 2009).

In this paper we demonstrate that reproducing both the SK relation and the observed gas velocity dispersions puts stronger constraints on the sub-grid modelling for galaxy evolution simulations. Encouraged by the success of this work, we are currently in the process of running higher resolution simulations. This should result in us being able to probe deeper into the origins of the $\Sigma_{\text{GAS}} - \Sigma_{\text{SFR}}$ relation. It should also mean that our models will be less sensitive to the employed value of the star formation efficiency, given we could resolve molecular cloud formation processes (Saitoh et al. 2008). After calibrating our code at this higher resolution, we then aim to run new extremely high resolution cosmological simulations. The fully self-consistent nature of the new higher resolution cosmological simulation will be a powerful tool to unravel the mysteries behind the formation and evolution of late type spiral galaxies like M33.
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