CONSTANCY OF THE DIMENSION IN CODIMENSION ONE AND LOCALITY OF THE UNIT NORMAL ON RCD(K,N) SPACES
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ABSTRACT. The aim of this paper is threefold. We first prove that, on RCD(K,N) spaces, the boundary measure of any set with finite perimeter is concentrated on the n-regular set $\mathcal{R}_n$, where $n \leq N$ is the essential dimension of the space. After, we discuss localization properties of the unit normal providing representation formulae for the perimeter measure of intersections and unions of sets with finite perimeter. Finally, we study Gauss-Green formulae for essentially bounded divergence measure vector fields, sharpening the analysis in [BCM19]. These tools are fundamental for the development of a regularity theory for local perimeter minimizers on RCD(K,N) spaces in [MS21].

CONTENTS

1. Introduction 1
   Constancy of the dimension of the reduced boundary 3
   Pointwise behaviour of the unit normal and operations with sets of finite perimeter 3
   Gauss-Green formulae for essentially bounded divergence measure vector fields 4
   Acknowledgements 5
2. Preliminaries 5
   2.1. Basic calculus tools 5
   2.2. About normed modules 6
   2.3. RCD(K,N) metric measure spaces and second order calculus 9
   2.4. Structure theory for RCD(K,N) spaces 11
   2.5. Sets of finite perimeter 12
   2.6. Geodesic plans and functions with bounded variation 14
   3. Constant dimension along boundaries 15
   3.1. Dimension of the tangent module over the boundary of $E$ 16
   4. Cut and paste of sets with finite perimeter 20
   4.1. Federer-type characterization of sets with finite perimeter 20
   4.2. Good coordinates 21
   4.3. Main result 23
   5. Gauss-Green formulae for essentially bounded divergence measure vector fields 25
   6. An example 30
   References 32

1. Introduction

In the Euclidean setting, a Borel set $E \subset \mathbb{R}^n$ has finite perimeter provided its distributional derivative $D\chi_E$ is a finite Radon measure. A celebrated regularity theorem, due to De Giorgi [DG54, DG55], says that for any set of finite perimeter $E \subset \mathbb{R}^n$, letting

$$\mathcal{FE} := \left\{ x \in \mathbb{R}^n : \nu_E(x) := \lim_{r \to 0} \frac{D\chi_E(B_r(x))}{|D\chi_E|(B_r(x))} \text{ exists and } |\nu_E(x)| = 1 \right\}$$

(1.1)
be the reduced boundary of $E$, the following hold:

1. For any $x \in \mathcal{FE}$ the blow-up of $E$ at $x$ is unique and it is the half-space with interior unit normal vector $\nu_E(x)$;
2. The representation formulae $D\chi_E = \nu_E |D\chi_E|$ and $|D\chi_E| = \mathcal{H}^{n-1}L\mathcal{FE}$ hold;
3. $\mathcal{FE}$ is $(n-1)$-rectifiable.

De Giorgi’s theorem motivates the use of boundaries of sets of finite perimeter as a weak notion of codimension one oriented hypersurface and is at the root of many subsequent developments of Geometric Measure Theory.

More recently, sets of finite perimeter have been studied also on metric measure spaces, starting from [A01, A02]. In this framework it is too optimistic to hope for a regularity theorem as strong as the Euclidean one. However, in [ABS19, BPS19] a counterpart of De Giorgi’s regularity theorem has been obtained in the setting of RCD($K,N$) spaces, with finite $N$, that are a class of possibly singular metric measure spaces with Ricci curvature bounded from below and dimension bounded from above, in synthetic sense.

We recall below two of the main results of [ABS19, BPS19]. By $\Tan_x(X,d,m,E)$ we shall denote the set of all possible blow-ups of a set of finite perimeter $E$ at a point $x$, see Definition 2.19 for the precise notion.

**Theorem 1.1** (Theorem 3.2 and Theorem 4.1 in [BPS19]). Let $(X,d,m)$ be an RCD($K,N$) m.m.s. with essential dimension $1 \leq n \leq N$, $E \subset X$ be a set of finite perimeter. Then, for $|D\chi_E|$-a.e. $x \in X$, there exists $k = 1, \ldots ,n$ such that

$$\Tan_x(X,d,m,E) = \{ (\mathbb{R}^k, d_{\text{eucl}}, c_k, \mathbb{L}^k, 0^k, \{ x_k > 0 \}) \}.$$  \hspace{1cm} (1.2)

Moreover, setting

$$\mathcal{F}_k E := \{ x \in X : \Tan_x(X,d,m,E) = \{ (\mathbb{R}^k, d_{\text{eucl}}, c_k, \mathbb{L}^k, 0^k, \{ x_k > 0 \}) \} \},$$

it holds that $\mathcal{F}_k E$ is $(|D\chi_E|, k)$-rectifiable for any $k = 1, \ldots ,n$.

It turns out that it is also possible to reconcile the definition of set of finite perimeter via relaxation, see Definition 2.16, with the distributional perspective, proving a Gauss-Green integration by parts formula for essentially bounded divergence measure vector fields.

**Theorem 1.2** (Theorem 2.4 in [BPS19]). Let $(X,d,m)$ be an RCD($K,N$) metric measure space and let $E \subset X$ be a set with finite perimeter and finite measure. Then there exists a unique vector field $\nu_E \in L^2(TX)$ such that $|\nu_E| = 1$ holds $\text{Per}_E$-a.e. and

$$\int_E \text{div} \, v \, d\mathcal{m} = -\int (\text{tr}_{E^c} v, \nu_E) \, d\text{Per}_E, \text{ for any } v \in H^{1,2}_C(TX) \cap D(\text{div}) \text{ such that } |v| \in L^\infty(m).$$

Above, $L^2_C(TX)$ denotes the restriction of the tangent module $L^2(TX)$ to the boundary of the set of finite perimeter $E$, see Theorem 2.21 for the precise definition. The vector field $\nu_E$ plays the role of the interior unit normal in the smooth setting and the Gauss-Green formula holds when testing against vector fields in the Sobolev space $H^{1,2}_C(TX)$ (i.e. with $L^2$ covariant derivative, see (2.10)).

This note is a further contribution to the theory of sets of finite perimeter in this setting. In particular:

- we will prove that reduced boundaries of sets of finite perimeter have constant dimension, positively answering to one of the questions left open in [BPS19];
- we will clarify in which sense the blow-up of a set of finite perimeter is orthogonal to its unit normal at almost every point and develop a series of useful tools suitable to treat cut and paste operations between sets of finite perimeter in this setting, by analogy with the Euclidean theory (see for instance [Ma12, Chapter 16]);
- relying on the finite dimensionality assumption $N < \infty$, we will sharpen the Gauss-Green integration by parts formulae for essentially bounded divergence measure vector fields studied in [BCM19] on RCD($K,\infty$) metric measure spaces.

The class of RCD($K,N$) metric measure spaces includes as notable examples (pointed measured) Gromov-Hausdorff limits of smooth manifolds with uniform lower bounds on their Ricci curvature (the so called Ricci limit spaces) and Alexandrov spaces with sectional curvature bounded from
below. Our results are meant to be a further development to the Geometric Measure Theory in this setting and they play a fundamental role in the study of the mean curvature and regularity of local perimeter minimizers in [MS21]. Furthermore, as the recent [AFP21, APP21, ABFP21] show, understanding classical questions of Geometric Measure Theory on non smooth RCD\((K, N)\) spaces is relevant to investigate challenging open problems on smooth manifolds with lower Ricci curvature bounds, such as the isoperimetric problem.

Below we outline the main achievements of this note, in comparison with the previous literature.

**Constancy of the dimension of the reduced boundary.** In [BS20] the first and third named authors proved that for any RCD\((K, N)\) metric measure space \((X, \mathfrak{d}, \mathfrak{m})\) there exists a natural number \(1 \leq n \leq N\), called *essential dimension* of \(X\), such that at \(\mathfrak{m}\)-almost every point of \(X\) the unique blow-up of \((X, \mathfrak{d}, \mathfrak{m})\) at \(x\) is \(\mathbb{R}^n\) (with canonical metric measure structure).

One of the questions left open in [BPS19] was the possibility of having sets of finite perimeter \(E \subset X\) such that \(|D\chi_E|([\mathcal{F}_k E]) > 0\) for some \(k < n\), where \([\mathcal{F}_k E]\) is as in (1.2) and \(n\) denotes the essential dimension of \((X, \mathfrak{d}, \mathfrak{m})\) as above. Our first main result is a negative answer to this question.

**Theorem 1.3** (Cf. with Corollary 3.2 below). Let \((X, \mathfrak{d}, \mathfrak{m})\) be an RCD\((K, N)\) metric measure space for \(K \in \mathbb{R}\) and \(1 \leq N < \infty\). Let \(1 \leq n \leq N\) be its essential dimension. Then for any set of finite perimeter \(E \subset X\) it holds that \(|D\chi_E|([\mathcal{F}_k E]) = 0\) for any \(k \neq n\).

The proof of Theorem 1.3 builds on [D20], where Hölder continuity of tangent cones in the interior of geodesics has been proved on RCD\((K, N)\) spaces (see also the previous [CN12]), and on a recent characterization of BV functions via test plans concentrated on geodesics [NPS21]. Actually, Theorem 1.3 will be a corollary of a more general result dealing with arbitrary functions with bounded variation, see Theorem 3.1. Some consequences at the level of the local dimension of the tangent module \(L^2_E(TX)\) will also be addressed, see Theorem 3.4.

Notice that it is currently unknown whether on an RCD\((K, N)\) space, or a collapsed Ricci limit space, with essential dimension \(n\) there could be points where all tangent cones are Euclidean of dimension \(k < n\) or not. A corollary of Theorem 1.3 is that there cannot be collapse relative to the ambient along boundaries of sets of finite perimeter, see Corollary 3.3 below for a precise statement.

**Pointwise behaviour of the unit normal and operations with sets of finite perimeter.** The pointwise characterization (1.1) is a key tool for the proof of De Giorgi’s theorem. Moreover, the fact that blow-ups at reduced boundary points are half-spaces orthogonal to the unit normal is of fundamental importance for the sake of many applications, for instance to analyze the behaviour of the unit normal with respect to natural cut and paste operations between sets of finite perimeter, as in [Ma12, Chapter 16].

In [ABS19, BPS19] a new set of ideas was needed to develop the regularity theory for sets of finite perimeter, as it was necessary to avoid (1.1) and the use of Besicovitch differentiation theorem. However, after Theorem 1.2 it is natural to investigate if blow-ups of sets of finite perimeter are orthogonal to their unit normal, in some sense.

The second main result of this paper is a positive answer to this question.

**Definition 1.4** (See Definition 4.6 below). Let \((X, \mathfrak{d}, \mathfrak{m})\) be an RCD\((K, N)\) metric measure space for some \(K \in \mathbb{R}\) and \(1 \leq N < \infty\) with essential dimension \(1 \leq n \leq N\) and let \(E \subset X\) be a set of finite perimeter. Then, for any \(x \in \mathcal{F}_n E\), any \(n\)-tuple of harmonic functions \((u_i) : B_{r_0}(x) \to \mathbb{R}^n\) satisfying the following properties is called a system of *good coordinates* for \(E\) at \(x\).

(i) For any \(i, j \in \{1, \ldots, n\}\),

\[
\lim_{r \to 0} \int_{B_{r}(x)} |\nabla u_i \cdot \nabla u_j - \delta_{ij}| \, d\mathfrak{m} = \lim_{r \to 0} \int_{B_{r}(x)} |\nabla u_i \cdot \nabla u_j - \delta_{ij}| \, d|D\chi_E| = 0.
\]

(ii) For any \(i \in \{1, \ldots, n\}\) the following limits exist:

\[
\nu_i(x) := \lim_{r \to 0} \int_{B_{r}(x)} \nu E \cdot \nabla u_i \, d|D\chi_E|,
\]
\[
\lim_{r \to 0} \int_{B_r(x)} |\nu_t(x) - \nu_E \cdot \nabla u_t| d|D\chi_E| = 0.
\]

In Proposition 3.6 we are going to prove that good coordinates exist at almost every point with respect to the perimeter measure and that the vector \( \nu \in \mathbb{R}^n \) defined above is of unit length. Moreover in Proposition 4.8 we characterize the blow-up of a set of finite perimeter as the half-space orthogonal to the vector \( \nu \) constructed by means of the good coordinates, providing a counterpart of the classical Euclidean result.

Building on top of these tools, in Theorem 4.11 we consider the behaviour of the unit normal of below) we characterize the blow-up of a set of finite perimeter as the half-space orthogonal to the vector \( \nu \) constructed by means of the good coordinates, providing a counterpart of the classical Euclidean result.

Gauss-Green formulae for essentially bounded divergence measure vector fields. In many situations in (non smooth) Geometric Analysis it is necessary to deal with functions that are not smooth but satisfy certain second order bounds in a weak sense. A typical example are distance functions on manifolds with lower Ricci curvature bounds: they are not globally differentiable, in general, but the Laplacian comparison holds globally in the sense of distributions. There are usually two possibilities to deal with these functions:

- argue by ad-hoc regularizations, preserving the good bounds while gaining smoothness and rely on classical tools, then pass to the limit;
- prove that classical tools for smooth functions and domains (such as Gauss-Green formulae and divergence theorem) hold also under weaker regularity assumptions.

Another main result of this note, going in the second direction hinted above, is the extension of Theorem 1.2 to the case of essentially bounded divergence measure vector fields.

**Definition 1.5.** Let \((X, d, \mu)\) be an RCD\((K, N)\) metric measure space. We say that a vector field \(V \in L^\infty(TX)\) is an essentially bounded divergence measure vector field if its distributional divergence is a finite Borel measure, that is if \(\text{div} V\) is a finite Borel measure such that, for any Lipschitz function with compact support \(g : X \to \mathbb{R}\), it holds

\[
\int_X g \, d\text{div} V = -\int_X \nabla g \cdot V \, d\mu.
\]

The introduction of this class of vector fields in the Euclidean setting dates back to [An83]. For the sake of the RCD theory, the key remark is that a large family of essentially bounded divergence measure vector fields is given by gradients of distance functions, thanks to the Laplacian comparison theorem [G15].

Gauss-Green integration by parts formulae for sets of finite perimeter and vector fields with such low regularity in the Euclidean setting have been studied in [CTZ09, CP20]. Later on, in [BCM19] the theory has been partially extended to locally compact RCD\((K, \infty)\) metric measure spaces (see also the recent [Br21]). Here, fully exploiting the finite dimensionality assumption \(N < \infty\) and the regularity theory for sets of finite perimeter, we achieve a quite complete extension of the Euclidean results, sharpening those in [BCM19].

**Theorem 1.6** (See Theorem 5.2 below). Let \((X, d, \mu)\) be an RCD\((K, N)\) metric measure space for some \(K \in \mathbb{R}\) and \(1 \leq N < \infty\). Let \(E \subset X\) be a set of finite perimeter and let \(V \in DM^\infty(X)\). Then we have the Gauss-Green integration by parts formulae: for any function \(\varphi \in \text{Lip}_c(X)\) it holds

\[
\int_{E^{(1)}} \varphi \, d\text{div} V + \int_E \nabla \varphi \cdot V \, d\mu = -\int_E \varphi \, (V \cdot \nu_E)_\text{int} \, d|D\chi_E|,
\]

\[
\int_{E^{(1)} \cup E^{\infty}} \varphi \, d\text{div} V + \int_E \nabla \varphi \cdot V \, d\mu = -\int_E \varphi \, (V \cdot \nu_E)_\text{ext} \, d|D\chi_E|,
\]

where \((V \cdot \nu_E)_\text{int}\) and \((V \cdot \nu_E)_\text{ext}\) belong to \(L^\infty(\partial E, |D\chi_E|)\) and satisfy

\[
\|(V \cdot \nu_E)_\text{int}\|_{L^\infty(\partial E, |D\chi_E|)} \leq \|V\|_{L^\infty(X, \mu)},
\]

\[
\|(V \cdot \nu_E)_\text{ext}\|_{L^\infty(\partial E, |D\chi_E|)} \leq \|V\|_{L^\infty(X, \mu)}.
\]
We refer to section 5 for the precise definitions of the various terms appearing in the Gauss-Green formulae above. We just remark that $(V \cdot \nu_E)_{\text{int}}$ and $(V \cdot \nu_E)_{\text{ext}}$ play the role of the interior and exterior normal traces of the vector field $V$ on the boundary of the set of finite perimeter $E$. With respect to the case of regular $H^{1,2}_C(TX)$ vector fields, these traces might be different, as it happens in simple examples where the divergence of $V$ has a singular part on $\mathcal{F}E$.

The precise understanding of the normal traces in Theorem 1.6 allows us also to prove that they behave well under the natural cut and paste operations (see Proposition 5.4), in analogy with the Euclidean theory (see for instance [Co20, Chapter 3]).
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2. Preliminaries

2.1. Basic calculus tools. Throughout this paper a metric measure space is a triple $(X, d, m)$, where $(X, d)$ is a complete and separable metric space and $m$ is a nonnegative Borel measure on $X$ finite on bounded sets.

We will denote by $B_r(x) = \{d(\cdot, x) < r\}$ and $\bar{B}_r(x) = \{d(\cdot, x) \leq r\}$ the open and closed balls respectively, by $\text{Lip}(X, d)$ (resp. $\text{Lip}_b(X, d)$, $\text{Lip}_p(X, d)$, $\text{Lip}_{bs}(X, d)$, $\text{Lip}_{loc}(X, d)$) the space of Lipschitz (resp. bounded Lipschitz, compactly supported Lipschitz, Lipschitz with bounded support, Lipschitz on bounded sets) functions and for any $f \in \text{Lip}(X, d)$ we shall denote its slope by

$$\text{lip } f(x) := \limsup_{y \to x} \frac{|f(x) - f(y)|}{d(x, y)}$$

for every accumulation point $x \in X$ and $\text{lip } f(x) := 0$ elsewhere. We shall use the standard notation $L^p(X, m) = L^p(\mathbb{R}^n)$ for the $L^p$ spaces and $L^p_n$ for the $n$-dimensional Lebesgue measure on $\mathbb{R}^n$. We shall denote by $d^\gamma$ the Lebesgue measure of the unit ball in $\mathbb{R}^n$. If $f \in L^1_{loc}(X, m)$ and $U \subset X$ is such that $0 < m(U) < \infty$, then $f_U \, dm$ denotes the average of $f$ over $U$.

The Cheeger energy $\text{Ch} : L^2(X, m) \to [0, +\infty]$ is the convex and lower semicontinuous functional defined through

$$\text{Ch}(f) := \inf \left\{ \inf_{n \to \infty} \int_X (\text{lip } f_n)^2 \, dm : \quad f_n \in \text{Lip}_b(X) \cap L^2(X, m), \quad \|f_n - f\|_2 \to 0 \right\}$$

(2.1)

and its finiteness domain will be denoted by $H^{1,2}(X, d, m)$, sometimes we write $H^{1,2}(X, d)$ omitting the dependence on $d$ and $m$ when it is clear from the context. Looking at the optimal approximating sequence in (2.1), it is possible to identify a canonical object $|\nabla f|$, called minimal relaxed slope, providing the integral representation

$$\text{Ch}(f) := \int_X |\nabla f|^2 \, dm \quad \forall f \in H^{1,2}(X, d, m).$$

Any metric measure space such that $\text{Ch}$ is a quadratic form is said to be infinitesimally Hilbertian [G15]. Let us recall from [AGS14a, AGS14b, G13] that, under this assumption, the function

$$\nabla f_1 \cdot \nabla f_2 := \lim_{\varepsilon \to 0} \frac{|\nabla (f_1 + \varepsilon f_2)|^2 - |\nabla f_1|^2}{2\varepsilon}$$

defines a symmetric bilinear form on $H^{1,2}(X, d, m) \times H^{1,2}(X, d, m)$ with values into $L^1(X, m)$.

It is possible to define a Laplacian operator $\Delta : \mathcal{D}(\Delta) \subset L^2(X, m) \to L^2(X, m)$ in the following way. We let $\mathcal{D}(\Delta)$ be the set of those $f \in H^{1,2}(X, d, m)$ such that, for some $h \in L^2(X, m)$, one has

$$\int_X \nabla f \cdot \nabla g \, dm = -\int_X hg \, dm \quad \forall g \in H^{1,2}(X, d, m)$$

(2.2)

and, in that case, we put $\Delta f = h$. It is easy to check that the definition is well-posed and that the Laplacian is linear (because $\text{Ch}$ is a quadratic form).
The heat flow $P_t$ is defined as the $L^2(X,m)$-gradient flow of $\frac{1}{2} Ch$. Its existence and uniqueness follow from the Komura-Brezis theory. It can be equivalently characterized by saying that for any $u \in L^2(X,m)$ the curve $t \mapsto P_t u \in L^2(X,m)$ is locally absolutely continuous in $(0, +\infty)$ and satisfies
$$\frac{d}{dt} P_t u = \Delta P_t u \quad \text{for $L^1$-a.e. $t \in (0, +\infty)$,} \quad \lim_{t \downarrow 0} P_t u = u \quad \text{in } L^2(X,m).$$
Under the infinitesimal Hilbertianity assumption the heat flow provides a linear, continuous and self-adjoint contraction semigroup in $L^2(X,m)$. Moreover $P_t$ extends to a linear, continuous and mass preserving operator, still denoted by $P_t$, in all the $L^p$ spaces for $1 \leq p < +\infty$.

2.2. About normed modules. Here we discuss some basic concepts in the theory of normed modules (see [G18] after [W00]), whose aim is to provide a solid functional-analytic framework where to give a notion of ‘vector field’. The original approach to this matter (where normed modules were defined over a metric space endowed with a Borel measure) is not sufficient for our purposes, since we would like to work also with vector fields defined capacity-a.e. as in [DG21]. Accordingly, we will propose in Definition 2.1 below a notion of normed module which unifies the two theories studied in [G18] and [DG21].

Given a metric space $(X,d)$, we denote by $\mathcal{B}(X)$ the Borel $\sigma$-algebra on $X$. We say that an outer measure $\mu$ on $X$ is boundedly finite provided $\mu(E) < +\infty$ for every $E \in \mathcal{B}(X)$ bounded. Moreover, we say that $\mu$ is submodular provided
$$\mu(E \cup F) + \mu(E \cap F) \leq \mu(E) + \mu(F) \quad \text{for every } E, F \in \mathcal{B}(X).$$
For a non-negative Borel function $f : X \to [0, +\infty]$, the integral of $f$ with respect to $\mu$ on a set $E \in \mathcal{B}(X)$ can be defined via Cavalieri's formula as
$$\int_E f \, d\mu := \int_0^{+\infty} \mu(\{ f > t \}) \, dt.$$
It holds that the integral operator $f \mapsto \int_X f \, d\mu$ is subadditive, i.e.
$$\int_X f + g \, d\mu \leq \int_X f \, d\mu + \int_X g \, d\mu \quad \text{for every } f, g : X \to [0, +\infty] \text{ Borel,}$$
if and only if $\mu$ is submodular; for a proof we refer to [D94, Chapter 6] (see also [DG21, Theorem 1.5]). We will mostly consider the cases where
$$\mu \quad \text{is a boundedly finite, submodular outer measure on } (X,d). \quad (2.3)$$
We will actually deal with two classes of outer measures satisfying (2.3):

i) Boundedly finite Borel measures $m$ on $(X,d)$; by definition, $m$ is defined just on $\mathcal{B}(X)$, but we tacitly adopt the same notation for the induced outer measure obtained via Carathéodory construction, namely we set
$$m(S) := \inf \{ m(E) : E \in \mathcal{B}(X), S \subset E \} \quad \text{for every } S \subset X.$$

ii) The Sobolev 2-capacity $\text{Cap}$ on a metric measure space $(X,d,m)$, which is defined as
$$\text{Cap}(S) := \inf \left\{ \| f \|_{H^1,2(X)}^2 \right\} \quad \text{for every subset } S \subset X. \quad \text{We know that } \text{Cap} \text{ satisfies (2.3) and } m \ll \text{Cap}, \text{ cf. [DG21].}$$

Given any $\mu$ as in (2.3), we define $L^0(\mu)$ as the space of all the equivalence classes, up to $\mu$-a.e. equality, of Borel functions $f : X \to \mathbb{R}$. We define a distance on $L^0(\mu)$: let us fix a sequence $(A_n)_n$ of bounded open subsets of $X$ with $A_n \subset A_{n+1}$ for every $n \in \mathbb{N}$ and such that for any $B \subset X$ bounded it holds $B \subset A_n$ for any $n \in \mathbb{N}$ (thus $X = \bigcup_n A_n$); then we set
$$d_{L^0(\mu)}(f,g) := \sum_{n \in \mathbb{N}} \frac{1}{2^n \max\{\mu(A_n),1\}} \int_{A_n} \min\{|f-g|,1\} \, d\mu \quad \text{for every } f, g \in L^0(\mu).$$
The fact that $d_{L^0(\mu)}$ is a distance (more precisely, that it verifies the triangle inequality) follows from the submodularity of $\mu$. By inspecting the proof of [DG21, Proposition 1.10], which was written just for the case $\mu = \text{Cap}$, one can realize that $\lim_{i \to \infty} d_{L^0(\mu)}(f_i,f) = 0$ if and only if
$$\lim_{i \to \infty} \mu(B \cap \{|f_i - f| > \varepsilon\}) = 0 \quad \text{for every } \varepsilon > 0 \text{ and } B \subset X \text{ bounded.} \quad (2.4)$$
In particular, as in [DGP21, Proposition 1.12], (2.4) implies the existence of a subsequence \((i_j)_j\) such that \(f_{i_j}(x) \rightarrow f(x)\) holds for \(\mu\)-a.e. \(x \in X\). The converse implication (which is verified, for instance, when \(\mu\) is a Borel measure) in general might fail, see e.g. [DGP21, Remark 1.13].

We now introduce the notion of \(L^0(\mu)\)-normed \(L^0(\mu)\)-module when \(\mu\) is chosen as in (2.3). Before doing so, we point out that \(L^0(\mu)\) is a topological vector space and a topological ring when endowed with the natural pointwise operations and the complete distance \(d_{L^0(\mu)}\).

**Definition 2.1** \((L^0(\mu)\)-normed \(L^0(\mu)\)-module). Let \((X, d)\) be a complete separable metric space. Let \(\mu\) be as in (2.3). Let \(\mathcal{M}\) be an algebraic module over the commutative ring \(L^0(\mu)\). A pointwise norm on \(\mathcal{M}\) is a mapping \(|\cdot|: \mathcal{M} \rightarrow L^0(\mu)\) which satisfies in the \(\mu\)-a.e. sense

\[
|v| \geq 0 \quad \text{for every } v \in \mathcal{M}, \text{ with equality if and only if } v = 0, \\
|v + w| \leq |v| + |w| \quad \text{for every } v, w \in \mathcal{M}, \\
|f \cdot v| = |f||v| \quad \text{for every } f \in L^0(\mu) \text{ and } v \in \mathcal{M}.
\]

We say that \((\mathcal{M}, |\cdot|)\), or just \(\mathcal{M}\), is an \(L^0(\mu)\)-normed \(L^0(\mu)\)-module provided the distance

\[
d_{\mathcal{M}}(v, w) := d_{L^0(\mu)}(|v - w|, 0) \quad \text{for every } v, w \in \mathcal{M}
\]

is complete.

The above definition coincides with the ones in [G18, Definition 1.3.1] and [DGP21, Definition 2.1] when \(\mu\) is a Borel measure and \(\mu = \text{Cap}\), respectively.

We define the restriction \(\mathcal{M}|_E\) of an \(L^0(\mu)\)-normed \(L^0(\mu)\)-module \(\mathcal{M}\) to \(E \in \mathcal{B}(X)\) as

\[
\mathcal{M}|_E := \{\chi_E \cdot v : v \in \mathcal{M}\}.
\]

It holds that \(\mathcal{M}|_E\) inherits from \(\mathcal{M}\) the structure of \(L^0(\mu)\)-normed \(L^0(\mu)\)-module. Moreover, we say that an \(L^0(\mu)\)-normed \(L^0(\mu)\)-module \(\mathcal{H}\) is a Hilbert module provided

\[
|v + w|^2 + |v - w|^2 = 2|v|^2 + 2|w|^2 \quad \text{\(\mu\)-a.e. for every } v, w \in \mathcal{H},
\]

which we shall refer to as the pointwise parallelogram rule. On Hilbert modules, the formula

\[
(v, w) := \frac{|v + w|^2 - |v|^2 - |w|^2}{2} \quad \text{for every } v, w \in \mathcal{H}
\]

defines an \(L^0(\mu)\)-bilinear and continuous mapping \((\cdot, \cdot): \mathcal{H} \times \mathcal{H} \rightarrow L^0(\mu)\).

**Definition 2.2** (Upper dimension bound). Let \((X, d)\) be a complete separable metric space. Let \(\mu\) be as in (2.3). Let \(\mathcal{M}\) be an \(L^0(\mu)\)-normed \(L^0(\mu)\)-module. Fix \(E \in \mathcal{B}(X)\) with \(\mu(E) > 0\). Then we give the following definitions:

i) A family \(S \subset \mathcal{M}\) is said to generate \(\mathcal{M}\) on \(E\) provided

\[
\left\{ \sum_{i=1}^n (\chi_E f_i) \cdot v_i \mid n \in \mathbb{N}, (f_i)_{i=1}^n \subset L^0(\mu), (v_i)_{i=1}^n \subset S \right\}
\]

is dense in \(\mathcal{M}|_E\).

When \(E = X\), we just say that \(S\) generates \(\mathcal{M}\).

ii) Some elements \(v_1, \ldots, v_n \in \mathcal{M}\) are said to be linearly independent on \(E\) provided

\[
(f_i)_{i=1}^n \subset L^0(\mu), \quad \sum_{i=1}^n (\chi_E f_i) \cdot v_i = 0 \quad \implies \chi_E f_i = 0 \quad \text{\(\mu\)-a.e. for all } i = 1, \ldots, n.
\]

When this is not verified, we say that \(v_1, \ldots, v_n\) are linearly dependent on \(E\).

iii) We say that the local dimension of \(\mathcal{M}\) on \(E\) does not exceed \(n \in \mathbb{N}\) provided there exists a generating subset \(S\) of \(\mathcal{M}\) having the following property: if \(v_1, \ldots, v_{n+1} \in S\) and \(B \in \mathcal{B}(X)\) satisfies \(B \subset E\) and \(\mu(B) > 0\), then \(v_1, \ldots, v_{n+1}\) are linearly dependent on \(B\).

On Hilbert normed modules, the linear independence can be checked in the following way:

**Lemma 2.3.** Let \((X, d)\) be a complete separable metric space. Let \(\mu\) be as in (2.3). Let \(\mathcal{H}\) be a Hilbert \(L^0(\mu)\)-normed \(L^0(\mu)\)-module. Let \(E \in \mathcal{B}(X)\) satisfy \(\mu(E) > 0\). Then \(v_1, \ldots, v_n \in \mathcal{H}\) are linearly independent on \(E\) if and only if the matrix

\[
A_{ij} := \langle v_i, v_j \rangle
\]

is invertible \(\mu\)-almost everywhere on \(E\).
Proof. Let us notice that in general $A_{ij}$ is a symmetric nonnegative matrix $\mu$-a.e. on $E$.

Let us consider functions $f_1, \ldots, f_n \in L^0(\mu)$ and compute
\[
\left| \sum_{i=1}^n f_i v_i \right|^2 = \sum_{i,j=1}^n A_{ij} f_i f_j, \quad \mu\text{-a.e. on } E. \tag{2.5}
\]

If we assume that $A_{ij}$ is invertible $\mu$-a.e. on $E$ and $\sum_{i=1}^n f_i v_i = 0 \mu$-a.e. on $E$, then $A_{ij}$ is positive definite $\mu$-a.e. on $E$ and from (2.5) it follows that $f_i = 0$ holds $\mu$-a.e. on $E$ for any $i = 1, \ldots, n$. Hence $v_1, \ldots, v_n$ are linearly independent on $E$.

Vice versa, if $v_1, \ldots, v_n$ are linearly independent on $E$, and we suppose that $A_{ij}$ is singular on $B \subset E$ such that $\mu(B) > 0$, then we can find functions $g_1, \ldots, g_n \in L^0(\mu)$ such that $\sum_{i=1}^n g_i^2 > 0 \mu$-a.e. on $B$, while $\sum_{i,j=1}^n A_{ij} g_i g_j = 0 \mu$-a.e. on $B$. Hence $\sum_{i=1}^n g_i v_i = 0 \mu$-a.e. on $B$, a contradiction with the linear independence of $v_1, \ldots, v_n$ on $E$.

In the case where $\mu$ is a Borel measure, the above notions of generating set and linear (in)dependence are consistent with those introduced in [G18, Definitions 1.4.1 and 1.4.2]. In that case, they lead to a natural notion of local dimension: one says that $\mathcal{M}$ has local dimension equal to $n$ on $E$ if there exists a local basis $v_1, \ldots, v_n \in \mathcal{M}$ for $\mathcal{M}$ on $E$, i.e. $v_1, \ldots, v_n$ are linearly independent on $E$ and $\{v_1, \ldots, v_n\}$ generates $\mathcal{M}$ on $E$; cf. [G18, Definition 1.4.3]. This notion of local dimension is well-posed, because any two local bases on a given Borel set must have the same cardinality, see [G18, Proposition 1.4.4]. Once the concept of local dimension is established, it is possible to get the dimensional decomposition of $\mathcal{M}$ [G18, Proposition 1.4.5]: there exists a Borel partition $\{D_n(\mathcal{M})\}_{n \in \mathbb{N}}$ of $X$, unique up to $\mu$-a.e. equality, having the property that $\mathcal{M}$ has local dimension equal to $n$ on $D_n(\mathcal{M})$ for every $n \in \mathbb{N}$, while $\mathcal{M}$ is not finitely-generated on any Borel subset of $D_n(\mathcal{M})$ having positive $\mu$-measure.

The following consistency check is in order. For simplicity, we just focus on Hilbert normed modules as this is sufficient for our purposes, but the Hilbertianity assumption could be dropped.

Lemma 2.4. Let $(X, d, m)$ be a metric measure space. Let $\mathcal{H}$ be a Hilbert $L^0(m)$-normed $L^0(m)$-module. Then the local dimension of $\mathcal{H}$ on $E \in \mathcal{H}(X)$ does not exceed $n \in \mathbb{N}$ if and only if
\[
m(E \cap D_k(\mathcal{H})) = 0 \quad \text{for every } k \in \mathbb{N} \cup \{\infty\} \quad \text{with } k > n. \tag{2.6}
\]

Proof. To prove necessity, suppose to have a Borel set $B \subset E$ with $m(B) > 0$ such that $\mathcal{H}$ has dimension at least $n + 1$ on $B$. Then we can find $w_1, \ldots, w_{n+1} \in \mathcal{H}$ which are orthonormal on $B$, namely $\langle w_i, w_j \rangle = \delta_{ij}$ holds $m$-a.e. on $B$ for all $i, j = 1, \ldots, n + 1$. Fix a family $S \subset \mathcal{H}$ which realizes the upper local dimension bound of $\mathcal{H}$ on $E$. Without loss of generality, we may assume that $S$ is a linear subspace of $\mathcal{H}$. Thanks to Egorov theorem, we can find a compact set $K \subset B$ with $m(K) > 0$ and elements $v_1, \ldots, v_{n+1} \in S$ such that $|v_i - w_i| \leq \varepsilon$ holds $m$-a.e. on $K$ for every $i = 1, \ldots, n + 1$, with $\varepsilon > 0$ is chosen so that $(1 - 2 \varepsilon - \varepsilon^2) - n(\varepsilon^2 + 2 \varepsilon) \geq \frac{1}{2}$. Notice that
\[
|\langle v_i, v_j \rangle - \langle w_i, w_j \rangle| \leq |v_i - w_i||v_j| + |w_i||v_i - w_j| \leq \varepsilon (|w_j| + \varepsilon) + |w_i| \varepsilon = \varepsilon^2 + 2 \varepsilon, \tag{2.7}
\]
holds $m$-a.e. on $K$ for every $i, j = 1, \ldots, n + 1$. Given any $f_1, \ldots, f_{n+1} \in L^0(m)$, it holds that
\[
\sum_{i=1}^{n+1} f_i v_i = \sum_{i=1}^{n+1} f_i^2 |v_i|^2 + \sum_{i \neq j} f_i f_j \langle v_i, v_j \rangle \geq (1 - 2 \varepsilon - \varepsilon^2) \sum_{i=1}^{n+1} f_i^2 - (\varepsilon^2 + 2 \varepsilon) \sum_{i \neq j} |f_i||f_j|
\]
\[
\geq (1 - 2 \varepsilon - \varepsilon^2) \sum_{i=1}^{n+1} |v_i|^2 - \frac{1}{2}(\varepsilon^2 + 2 \varepsilon) \sum_{i \neq j} (f_i^2 + f_j^2)
\]
\[
= [(1 - 2 \varepsilon - \varepsilon^2) - n(\varepsilon^2 + 2 \varepsilon)] \sum_{i=1}^{n+1} f_i^2 \geq \frac{1}{2} \sum_{i=1}^{n+1} f_i^2,
\]
m-a.e. on $K$. In particular, if $\chi_K \sum_{i=1}^{n+1} f_i v_i = 0$, then $f_1 = \ldots = f_{n+1} = 0$ $m$-a.e. on $K$, which shows that $v_1, \ldots, v_{n+1}$ are linearly independent on $K$. This leads to a contradiction, proving (2.6).

In order to prove sufficiency, suppose (2.6) holds. Then we can find elements $v_1, \ldots, v_n \in \mathcal{H}$ such that for any $k \leq n$ it holds that $v_1, \ldots, v_k$ is a local basis for $\mathcal{H}$ on $E \cap D_k(\mathcal{H})$. Therefore,
since the set \( \bigcup_{k\leq n} D_k(\mathcal{H}) \) covers \( \mathfrak{m} \)-a.a. of \( E \) by assumption, choosing \( S := \{ v_1, \ldots, v_n \} \) it is clear that the local dimension of \( \mathcal{H} \) on \( E \) does not exceed \( n \), as required.

**Remark 2.5.** It is not clear to us whether a dimensional decomposition can be built for all \( L^0(\mu) \)-normed \( L^0(\mu) \)-modules, when \( \mu \) is as in (2.3) but is not a Borel measure. One difficulty is, for instance, the fact that we would need to take \( \mu \)-essential unions; it is not clear how to do it (in the case where \( \mu \) is the 2-capacity, this is pointed out in [DGP21]). However, this is not really relevant for our purposes, since on \( L^0(\text{Cap}) \)-normed \( L^0(\text{Cap}) \)-modules we are just interested to upper local dimension bounds, thus we will not investigate further in this direction.

Let \( (X, d, \mathfrak{m}) \) be a metric measure space and \( \mu \) be as in (2.3). Then we say that \( \mathfrak{m} \) is *absolutely continuous* with respect to \( \mu \), shortly \( \mathfrak{m} \ll \mu \), provided it holds that \( \mathfrak{m}(N) = 0 \) for every \( N \in \mathcal{B}(X) \) with \( \mu(N) = 0 \). When \( \mu \) is a Borel measure, this notion coincides with the usual absolute continuity. Assuming that \( \mathfrak{m} \ll \mu \), we have a natural projection map \( \pi_m : L^0(\mu) \to L^0(\mathfrak{m}) \), which can be characterized as follows:

\[
\pi_m([f]_\mu) = [f]_m \quad \text{for every} \quad f : X \to \mathbb{R} \text{ Borel.}
\]

One can readily check that the operator \( \pi_m \) is well-defined, linear and continuous. It also induces projection maps at the level of normed modules, as we are going to describe.

Given an \( L^0(\mu) \)-normed \( L^0(\mu) \)-module \( \mathcal{M} \), we introduce the following equivalence relation on \( \mathcal{M} \) : given any \( v, w \in \mathcal{M} \), we declare that \( v \sim_m w \) if and only if \( \pi_m([v - w]) = 0 \) holds \( \mathfrak{m} \)-a.e. on \( X \). The resulting quotient space \( \mathcal{M}_m := \mathcal{M} / \sim_m \) is an \( L^0(\mathfrak{m}) \)-normed \( L^0(\mathfrak{m}) \)-module with respect to the natural pointwise operations. We denote again by \( \pi_m : \mathcal{M} \to \mathcal{M}_m \) the canonical projection map, which is linear and continuous.

Observe that

\[
\mathcal{H} \text{ Hilbert } L^0(\mu) \text{-normed } L^0(\mu) \text{-module} \implies \mathcal{H}_m \text{ Hilbert } L^0(\mathfrak{m}) \text{-normed } L^0(\mathfrak{m}) \text{-module}.
\]

This can be readily checked by just applying \( \pi_m \) to the pointwise parallelogram rule for \( \mathcal{H} \).

As one might expect, an upper local dimension bound passes to the quotient:

**Lemma 2.6.** Let \( (X, d, \mathfrak{m}) \) be a metric measure space and let \( \mu \) be as in (2.3). Suppose \( \mathfrak{m} \ll \mu \). Let \( \mathcal{H} \) be a Hilbert \( L^0(\mu) \)-normed \( L^0(\mu) \)-module whose local dimension on \( E \in \mathcal{B}(X) \) does not exceed \( n \). Then the local dimension of \( \mathcal{H}_m \) on \( E \) does not exceed \( n \).

**Proof.** Let \( S \) be a generating subset of \( \mathcal{H} \) on \( E \) realizing its upper local dimension bound and consider \( S_m := \pi_m(S) \). Fix any \( B \in \mathcal{B}(X) \) with \( B \subset E \) and \( \mathfrak{m}(B) > 0 \), and fix any \( v_1, \ldots, v_{n+1} \in S_m \). Pick elements \( w_1, \ldots, w_{n+1} \in S \) such that \( v_i = \pi_m(w_i) \). Also, fix any Borel \( \mu \)-a.e. representative \( A_{ij} : X \to \mathbb{R} \) of \( \langle w_i, w_j \rangle \), thus in particular \( A_{ij} \) is an \( \mathfrak{m} \)-a.e. representative of \( \langle v_i, v_j \rangle = \pi_m(\langle w_i, w_j \rangle) \). We argue by contradiction: suppose \( v_1, \ldots, v_{n+1} \) are linearly independent on \( B \). Then **Lemma 2.3** yields the existence of a Borel set \( F \subset B \) with \( \mathfrak{m}(F) > 0 \) (and thus \( \mu(F) > 0 \)) such that

\[
\det(A_{ij}(x))_{i,j} \neq 0 \quad \text{for every} \quad x \in F.
\]

Again by **Lemma 2.3**, this implies that \( w_1, \ldots, w_{n+1} \) are linearly independent on \( F \), thus leading to a contradiction. Therefore, the local dimension of \( \mathcal{H}_m \) on \( E \) does not exceed \( n \), as required.

### 2.3. RCD\((K, N)\) metric measure spaces and second order calculus

We assume the reader to be familiar with the language of RCD\((K, N)\) spaces and the notion of pointed measured Gromov–Hausdorff convergence (often abbreviated to pmGH).

We recall that any sequence \( (X_n, d_n, \mathfrak{m}_n, x_n) \), \( n \in \mathbb{N} \) of pointed RCD\((K, N)\) spaces such that \( \mathfrak{m}_n(B_1(x_n)) \) are uniformly bounded and uniformly bounded away from 0 converges, up to the extraction of a subsequence, to some pointed RCD\((K, N)\) space \((X, d, \mathfrak{m}, x)\) with respect to the pmGH-topology. This follows from a compactness argument due to Gromov and the stability of the RCD\((K, N)\) condition.

We will repeatedly rely on the convergence and stability properties of function spaces and functions along sequences of RCD\((K, N)\) metric measure spaces converging in the pointed measured Gromov–Hausdorff sense. We refer to [GMSa15, AH17] for the basic background about this subject.

Gigli in [G18] has developed a second order calculus for RCD\((K, \infty)\) metric measure spaces, we briefly review the main concepts to fix the notation.
Following [Sa14] we define the space of test functions on an RCD\((K, \infty)\) space \((X,d,m)\) as

\[
\text{Test}(X) := \{ f \in \mathcal{D}(\Delta) \cap L^\infty(X) : |\nabla f| \in L^\infty(X), \Delta f \in H^{1,2}(X) \}.
\]

Test functions are dense in \(H^{1,2}(X)\) and it holds \(|\nabla f, \nabla g| \in H^{1,2}(X)\) whenever \(f, g \in \text{Test}(X)\).

The tangent module \(L^0(TX)\) and the gradient \(\nabla : \text{Test}(X) \to L^0(TX)\) are characterized as follows. The space \(L^0(TX)\) is the Hilbert \(L^0(m)\)-normed \(L^0(m)\)-module generated by the image of \(\nabla\), while \(\nabla\) is the unique linear operator such that \(|\nabla f|\) coincides \(m\)-a.e. with \(|\nabla f|\) for every \(f \in \text{Test}(X)\). The tangent module \(L^2(TX) \subset L^0(TX)\) is the subset of those \(v \in L^0(TX)\) such that \(|v| \in L^2(m)\). We denote by \(L^2(T^*X)\) the cotangent module over \((X,d,m)\), which is the dual module of \(L^2(TX)\).

We recall the notion of Hessian of a test function [G18]: given \(f \in \text{Test}(X)\), we denote by \(\text{Hess}(f)\) the unique element of the tensor product \(L^2(T^*X) \otimes L^2(T^*X)\) (cf. [G18, Section 1.5]) such that

\[
2 \int h \text{Hess}(f)(\nabla g_1 \otimes \nabla g_2) \, dm = -\int \nabla f \cdot \nabla g_1 \text{div}(h\nabla g_2) + \nabla f \cdot \nabla g_2 \text{div}(h\nabla g_1) + h\nabla f \cdot \nabla (\nabla g_1 \cdot \nabla g_2) \, dm
\]

holds for every \(h, g_1, g_2 \in \text{Test}(X)\). The pointwise norm \(|\text{Hess}(f)|\) of \(\text{Hess}(f)\) belongs to \(L^2(m)\).

The space \(H^{2,2}(X,d,m) \subset H^{1,2}(X,d,m)\) is defined by taking the closure of \(\text{Test}(X)\) with respect to the norm

\[
||f||^2_{H^{2,2}} = ||f||^2_{H^{1,2}} + ||\text{Hess}(f)||^2_{L^2},
\]

see [G18, Definition 3.3.1, Definition 3.3.17]. Let us recall that, as proved in [G18, Proposition 3.3.18], we have the inclusion

\[
\mathcal{D}(\Delta) \subset H^{2,2}(X,d,m).
\]

To define \(H^{1,2}_C(TX) \subset L^2(TX)\), the space of vector fields with covariant derivative in \(L^2\), we follow a similar path. We first introduce the class of test vector fields

\[
\text{TestV}(X) := \left\{ \sum_{k=1}^m g_k \nabla f_k : f_k, g_k \in \text{Test}(X), \ m \in \mathbb{N} \right\},
\]

and, employing an identity analogous to (2.8), we define the covariant derivative \(\nabla v\) for any \(v \in \text{TestV}(X)\). The Sobolev space \(H^{1,2}_C(TX)\) is obtained by taking the closure of \(\text{TestV}(X) \subset L^2(TX)\) with respect to the norm

\[
||v||^2_{H^{1,2}_C(TX)} := ||v||^2_{L^2(TX)} + ||\nabla v||^2_{L^2},
\]

see [G18, Definition 3.4.1, Definition 3.4.3].

A powerful tool in the study of non smooth spaces with lower Ricci curvature bounds are the so-called (harmonic) \(\delta\)-splitting maps. Their use goes back to the seminal works of Cheeger-Colding in the Nineties and more recently they have been employed by the authors in the study of sets of finite perimeter on RCD spaces in [BPS19]. We refer to [BNS20] and [CJN21] for the sharpest statements available up to now for splitting maps on RCD and Ricci limit spaces, respectively, even though for the sake of this note the results of [BPS19] will be sufficient.

**Definition 2.7** (Splitting map). Let \((X,d,m)\) be an RCD\((-1, N)\) space. Let \(x \in X\) and \(\delta > 0\) be given. Then a map \(u = (u_1, \ldots, u_k) : B_r(x) \to \mathbb{R}^k\) is said to be a \(\delta\)-splitting map provided:

i) \(u_a : B_r(x) \to \mathbb{R}\) is harmonic and \(C(N)\)-Lipschitz for every \(a = 1, \ldots, k\),

ii) \(r^2 \int_{B_r(x)} |\text{Hess}(u_a)|^2 \, dm \leq \delta\) for every \(a = 1, \ldots, k\),

iii) \(r \int_{B_r(x)} |\nabla u_a \cdot \nabla u_b - \delta_{ab}| \, dm \leq \delta\) for every \(a, b = 1, \ldots, k\).

The following characterization of the quasi continuous representative of Sobolev functions will be of relevance for our purposes, see [KM02, KL02] dealing with the more general setting of PI spaces.

Below we shall denote by Cap the 2-capacity of the metric measure space \((X,d,m)\).
Theorem 2.8. Let \((X, d, m)\) be an RCD\((K, N)\) metric measure space for some \(K \in \mathbb{R}\) and \(1 \leq N < \infty\). Let \(x \in X\) and \(r > 0\) be fixed and let \(u \in H^{1,2}(B_r(x))\). Then the limit
\[
\lim_{s \to 0} \int_{B_s(y)} u(z) \, dm(z)
\]
exists for Cap-a.e. \(y \in B_r(x)\). Moreover,
\[
\lim_{s \to 0} \int_{B_s(y)} |u(y) - u(z)|^2 \, dm(z) = 0,
\]
for Cap-a.e. \(y \in B_r(x)\), where we are considering the Cap-a.e. well defined representative of \(u\) given by \((2.11)\).

Using that \(|\nabla u|^2 \in H^{1,2}(B_r)\) whenever \(u : B_{2r} \to \mathbb{R}\) is harmonic we deduce the following.

Corollary 2.9. Let \((X, d, m)\) be an RCD\((K, N)\) metric measure space for some \(K \in \mathbb{R}\) and \(1 \leq N < \infty\). Let \(B_r(x) \subset X\) for some \(R > 0\) and \(x \in X\) and let \(u : B_R(x) \to \mathbb{R}\) be harmonic. Then the limit
\[
|\nabla u(y)|^2 := \lim_{r \to 0} \int_{B_r(y)} |\nabla u(z)|^2 \, dm(z),
\]
exists for Cap-a.e. \(y \in B_R(x)\). Moreover
\[
\lim_{r \to 0} \int_{B_r(y)} ||\nabla u(y) - \nabla u(z)||^2 \, dm(z) = 0.
\]

Remark 2.10. Relying on the Bochner inequality one can sharpen the conclusion \((2.12)\) by showing the existence of the limit at any point \(y \in B_R(x)\). Let us briefly sketch the argument for the reader’s convenience.

By Bochner’s inequality, \(|\nabla u|^2\) has measure valued Laplacian bounded from below by a constant on \(B_{R/2}(x)\). Indeed
\[
\Delta \frac{1}{2} |\nabla u|^2 \geq -K |\nabla u|^2 m, \quad \text{on } B_{R/2}(x),
\]
see [Sa14, G18]. Moreover, by [J12], \(|\nabla u|^2\) is bounded on \(B_{R/2}(x)\).

Then we can recall that, on general metric measure spaces supporting doubling and Poincaré inequalities, subharmonic functions have Lebesgue points everywhere, see [BB11, Proposition 8.24]. In our setting, this regularity result extends to functions with Laplacian locally bounded from below, since we can always perturb them to locally subharmonic functions by adding a solution of \(\Delta v = c\) on \(B_r(x)\) for any given \(c \in \mathbb{R}\) and, again by [J12], \(v\) is locally Lipschitz.

Besides quasi-continuous functions, quasi-continuous vector fields play an important role in the theory of RCD\((K, N)\) spaces. This is made precise by the notion of tangent \(L^0\)(Cap)-module \(L^0_{\text{Cap}}(TX)\) introduced in [DGP21, Theorem 2.6], which we are going to recall. First of all, let us stress again that \(\langle \nabla f, \nabla g \rangle \in H^{1,2}(X)\) whenever \(f, g \in \text{Test}(X)\). In particular, the function \(\langle \nabla f, \nabla g \rangle\) (and thus also \(|\nabla f|^2\)) admits a quasi-continuous representative.

The capacitary tangent module \(L^0_{\text{Cap}}(TX)\) and the capacitary gradient \(\nabla_\text{Cap}: \text{Test}(X) \to L^0_{\text{Cap}}(TX)\) can be characterized as follows. The space \(L^0_{\text{Cap}}(TX)\) is the Hilbert \(L^0\)(Cap)-normed \(L^0\)(Cap)-module generated by the image of \(\nabla_\text{Cap}\), while \(\nabla_\text{Cap}\) is a linear operator such that \(|\nabla f|\) coincides Cap-a.e. with any quasi-continuous representative of \(|\nabla f|\) for every \(f \in \text{Test}(X)\).

2.4. Structure theory for RCD\((K, N)\) spaces. Let us briefly review the main results concerning the state of the art about the so-called structure theory of RCD\((K, N)\) spaces.

Given a m.m.s. \((X, d, m), x \in X\) and \(r \in (0, 1)\), we consider the rescaled and normalized pointed m.m.s. \((X, r^{-1}d, m^*_r, x)\), where
\[
m^*_r := \left(\int_{B_r(x)} \left(1 - \frac{d(x, y)}{r}\right) \, dm(y)\right)^{-1} m = C(x, r)^{-1} m.
\]

Definition 2.11. We say that a pointed m.m.s. \((Y, d_Y, \eta, y)\) is tangent to \((X, d, m)\) at \(x\) if there exists a sequence \(r_i \downarrow 0\) such that \((X, r_i^{-1}d, m^*_r, x) \to (Y, d_Y, \eta, y)\) in the p.mGH-topology. The collection of all the tangent spaces of \((X, d, m)\) at \(x\) is denoted by \(\text{Tan}_x(X, d, m)\).
A compactness argument, which is originally due to Gromov, together with the rescaling and stability properties of the RCD(K, N) condition, yields that \( \text{Tan}_k(X, d, m) \) is non-empty for every \( x \in X \) and its elements are all RCD(0, N) pointed m.m. spaces.

Let us recall below the notion of \( k \)-regular point and \( k \)-regular set.

**Definition 2.12.** Given any natural \( 1 \leq k \leq N \), we say that \( x \in X \) is a \( k \)-regular point if

\[
\text{Tan}_k(X, d, m) = \left\{ (\mathbb{R}^k, d_{\text{eucl}}, c_k \mathcal{L}^k, 0) \right\}.
\]

We shall denote by \( \mathcal{R}_k \) the set of \( k \)-regular points in \( X \).

**Theorem 2.13.** Let \((X, d, m)\) be an RCD\((K, N)\) m.m.s. with \( K \in \mathbb{R} \) and \( 1 \leq N < \infty \). Then there exists a natural number \( 1 \leq n \leq N \), called essential dimension of \( X \), such that \( m(X \setminus \mathcal{R}_n) = 0 \). Moreover \( \mathcal{R}_n \) is \((m, n)\)-rectifiable and \( m \) is representable as \( \theta \mathcal{H}^n \mathcal{L} \mathcal{R}_n \) for some nonnegative density \( \theta \in L^1_{\text{loc}}(X, \mathcal{H}^n \mathcal{L} \mathcal{R}_n) \).

The rectifiability above was obtained in [MN19], while the behaviour of the reference measure was studied in the independent works [KM18, DPMR17, GP16a]. The constancy of the dimension was obtained in [BS20] partially generalizing the previous [CN12], which was dealing with Ricci limit spaces. In the more recent [D20] the results of [CN12] have been fully generalized to the RCD framework. In particular we will rely on the following consequence of the main result of [D20].

**Proposition 2.14.** Let \((X, d, m)\) be an RCD\((K, N)\) metric measure space whose essential dimension is \( 1 \leq n \leq N \). Let \( \gamma : [0, 1] \to X \) be a geodesic such that \( \gamma(t) \in \mathcal{R}_n \) for a.e. \( t \in (0, 1) \). Then \( \gamma(t) \in \mathcal{R}_n \) for every \( t \in (0, 1) \).

**Proof.** By [D20] tangent cones coming from the same sequence of scaling radii \( r_i \downarrow 0 \) are continuous w.r.t. the pGH topology in the interior of minimizing geodesics. Since \( \gamma(t) \in \mathcal{R}_n \) for a.e. \( t \in (0, 1) \) it follows that any tangent cone at any \( \gamma(s) \) for \( s \in (0, 1) \) is isometric as a metric space to \((\mathbb{R}^n, d_{\text{eucl}})\). An iterative application of the splitting theorem [G13] yields that any RCD(0, N) metric measure space isometric to \((\mathbb{R}^n, d_{\text{eucl}})\) is actually isomorphic as a metric measure space to \((\mathbb{R}^n, d_{\text{eucl}}, c \mathcal{L}^n)\). This implies that \( \gamma(s) \in \mathcal{R}_n \) for any \( s \in (0, 1) \). \( \square \)

### 2.5. Sets of finite perimeter

Here we recall the basic background about sets of finite perimeter on metric measure spaces. Then we present some more recent results obtained in the setting of RCD\((K, N)\) spaces.

**Definition 2.15** (Function of bounded variation). We say that \( f \in L^1(X, m) \) belongs to the space \( \text{BV}(X, d, m) \) of functions of bounded variation if there exist locally Lipschitz functions \( f_i \) converging to \( f \) in \( L^1(X, m) \) such that

\[
\limsup_{i \to \infty} \int_X |\nabla f_i| \, dm < +\infty.
\]

If \( f \in \text{BV}(X, d, m) \) one can define

\[
|Df|(A) := \inf \left\{ \liminf_{i \to \infty} \int_A |\nabla f_i| \, dm : f_i \in \text{Lip}_{\text{loc}}(A), \ f_i \to f \ \text{in} \ L^1(A, m) \right\},
\]

for any open \( A \subset X \). This set function is the restriction to open sets of a finite Borel measure that we call total variation of \( f \) and still denote by \( |Df| \).

Dropping the global integrability condition on \( f = \chi_E \), let us recall now the analogous definition of set of finite perimeter in a metric measure space (see again [A02, Mi03, ADM14]).

**Definition 2.16** (Perimeter and sets of finite perimeter). Given a Borel set \( E \subset X \) and an open set \( A \) the perimeter \( \text{Per}_E(A) \) is defined in the following way:

\[
\text{Per}_E(A) := \inf \left\{ \liminf_{n \to \infty} \int_A |\nabla u_n| \, dm : u_n \in \text{Lip}_{\text{loc}}(A), \ u_n \to \chi_E \ \text{in} \ L^1_{\text{loc}}(A, m) \right\}.
\]

We say that \( E \) has finite perimeter if \( \text{Per}_E(X) < \infty \). In that case it can be proved that the set function \( A \mapsto \text{Per}_E(A) \) is the restriction to open sets of a finite Borel measure \( \text{Per}_E \) defined by

\[
\text{Per}_E(B) := \inf \{ \text{Per}_E(A) : B \subset A, \ A \ \text{open} \}.
\]
Let us remark for the sake of clarity that $E \subset X$ with finite $m$-measure is a set of finite perimeter if and only if $\chi_E \in BV(X, d, m)$ and that $\text{Per}_E = |D \chi_E|$. In the following we will say that $E \subset X$ is a set of locally finite perimeter if $\chi_E$ is a function of locally bounded variation, that is to say $\eta \chi_E \in BV(X, d, m)$ for any $\eta \in \text{Lip}_{\text{loc}}(X, d)$.

We recall that a coarea formula holds in this generality, see [Mio03, Proposition 4.2], dealing with locally compact spaces, and its proof works in the more general setting of metric measure spaces.

**Theorem 2.17.** Let $v \in BV(X, d, m)$. Then, $\{ v > r \}$ has finite perimeter for $\mathcal{L}^1$-a.e. $r \in \mathbb{R}$ and, for any Borel function $f : X \to [0, +\infty)$, it holds

$$
\int_X f \, d |Dv| = \int_{-\infty}^{+\infty} \left( \int_X f \, d \text{Per}_{\{v > r\}} \right) \, dr. \tag{2.13}
$$

In [A02] a general theory of sets of finite perimeter on metric measure spaces satisfying doubling and Poincaré inequalities (the so-called PI spaces) was developed. The following asymptotic doubling property of the perimeter measure will be of some relevance for our purposes.

**Proposition 2.18** (Corollary 5.8 in [A02]). Let $(X, d, m)$ be a PI metric measure space and let $E \subset X$ be a set of finite perimeter. Then $|D \chi_E|$ is asymptotically doubling, i.e.

$$
\limsup_{r \to 0} \frac{|D \chi_E|(B_{2r}(x))}{|D \chi_E|(B_r(x))} < \infty, \quad \text{for } |D \chi_E|$-a.e. $x \in X.$

An important consequence of the asymptotically doubling property is the validity of the Lebesgue differentiation theorem, i.e. for any $f \in L^1(|D \chi_E|)$, for $|D \chi_E|$-a.e. $x \in X$ it holds

$$
\lim_{r \to 0} \int_{B_r(x)} |f(y) - f(x)| \, d|D \chi_E|(y) = 0.
$$

It can be proven by observing that a countable sub-family of $\{G_{r,M} : r > 0, M > 1\}$ covers $X$ up to a $|D \chi_E|$-negligible set, where

$$
G_{r,M} := \{ x \in X : |D \chi_E|(B_{2r}(x)) \leq M |D \chi_E|(B_r(x)) \text{ for any } 0 < s < r \}.
$$

On each $G_{r,M}$ we can apply the standard Lebesgue differentiation theorem for doubling metric measure spaces.

Let us recall the notion of tangent to a set of finite perimeter that has been introduced in [ABS19].

**Definition 2.19.** Let $(X, d, m)$ be an RCD($K, N$) m.m.s., $x \in X$ and let $E \subset X$ be a set of locally finite perimeter. We denote by $\text{Tan}_x(X, d, m, E)$ the collection of quintuples $(Y, g, \mu, y, F)$ satisfying the following two properties:

(a) $(Y, g, \mu, y) \in \text{Tan}_x(X, d, m)$ and $r_i \downarrow 0$ are such that the rescaled spaces $(X, r_i^{-1} d, m^{r_i}, x)$ converge to $(Y, g, \mu, y)$ in the pointed measured Gromov-Hausdorff topology;

(b) $F$ is a set of locally finite perimeter in $Y$ with $\mu(F) > 0$ and, if $r_i$ are as in (a), then the sequence $f_i = \chi_E$ converges in $L^1_{\text{loc}}$ to $\chi_F$.

In [ABS19, BPS19] the following partial generalization of De Giorgi’s classical regularity theorem for boundaries of sets of finite perimeter has been obtained in the setting of RCD($K, N$) metric measure spaces.

**Theorem 2.20** (Theorem 3.2 and Theorem 4.1 in [BPS19]). Let $(X, d, m)$ be an RCD($K, N$) m.m.s. with essential dimension $1 \leq n \leq N$, $E \subset X$ be a set of finite perimeter. Then, for $|D \chi_E|$-a.e. $x \in X$, there exists $k = 1, \ldots, n$ such that

$$
\text{Tan}_x(X, d, m, E) = \left\{ (\mathbb{R}^k, d_{\text{eucl}}, c_k, \mathcal{L}^k, 0^k, \{ x_k > 0 \}) \right\}.
$$

Moreover, setting

$$
F_k E := \left\{ x \in X : \text{Tan}_x(X, d, m, E) = \left\{ (\mathbb{R}^k, d_{\text{eucl}}, c_k, \mathcal{L}^k, 0^k, \{ x_k > 0 \}) \right\} \right\},
$$

it holds that $F_k E$ is $(|D \chi_E|, k)$-rectifiable for any $k = 1, \ldots, n$. 

In [BPS19] a notion of restriction of the tangent module \( L^2(TX) \) over the boundary of a set of finite perimeter has been introduced. We recall below the relevant terminology. Let \( E \subset X \) be a given set of finite perimeter. As we proved in [BPS19], it holds that \( |D_{\chi_E}| \ll \text{Cap} \), thus in particular we have a natural trace operator \( \text{tr}_E : H^{1,2}(X) \to L^0(|D_{\chi_E}|) \) over the boundary of \( E \), obtained by sending each function \( f \in H^{1,2}(X) \) to the equivalence class (up to \( |D_{\chi_E}| \)-a.e. equality) of any quasi-continuous representative of \( f \). Concerning vector fields, we have the following result.

**Theorem 2.21** (Tangent module over \( \partial E \), Theorem 2.2 in [BPS19]). Let \( (X, d, m) \) be an RCD(\( K, N \)) space. Let \( E \subset X \) be a set of finite perimeter. Then there exists a unique couple \((L_E^2(TX), \nabla)\) where \( L_E^2(TX) \) is an \( L^2(|D_{\chi_E}|) \)-normed \( L^\infty(|D_{\chi_E}|) \)-module and \( \nabla : \text{Test}(X) \to L_E^2(TX) \) is linear — such that:

i) The equality \(|\nabla f| = \text{tr}_E(|\nabla f|)\) holds \(|D_{\chi_E}|\)-a.e. for every \( f \in \text{Test}(X) \).

ii) \( \{ \sum_{i=1}^n \chi_{E_i} \nabla f_i \mid (E_i)_{i=1}^n \text{ Borel partition of } X, (f_i)_{i=1}^n \subset \text{Test}(X) \} \) is dense in \( L_E^2(TX) \).

The space \( L_E^2(TX) \) is called tangent module over the boundary of \( E \) and \( \nabla \) is the gradient.

The space \( L_E^2(TX) \) was in fact obtained as the family of all \((2\text{-integrable})\) sections of the quotient \( L_E^0(TX) := L_\text{Cap}(TX)|_{D_{\chi_E}} \), where we adopt the notation for quotient modules that we introduced before Lemma 2.6; this comment will play a role in Remark 4.10. Observe also that \( L_E^2(TX) \) is a Hilbert module.

The notion of restriction of the tangent module over the boundary of a set of finite perimeter is a key tool to prove a Gauss-Green integration by parts formula in this setting, for sufficiently regular vector fields.

**Theorem 2.22** (Theorem 2.4 in [BPS19]). Let \( (X, d, m) \) be an RCD(\( K, N \)) metric measure space and let \( E \subset X \) be a set with finite perimeter and finite measure. Then there exists a unique vector field \( \nu_E \in L_E^2(TX) \) such that \( |\nu_E| = 1 \) holds \( \text{Per}_E \)-a.e. and

\[
\int_E \text{div } v \ dm = -\int \langle \text{tr}_E v, \nu_E \rangle \ d\text{Per}_E, \quad \text{for any } v \in H^{1,2}_G(TX) \cap D(\text{div}) \text{ such that } |v| \in L^\infty(m).
\]

Remark 2.23. For the sake of clarity, let us remark that for a smooth domain on a smooth Riemannian manifold, the vector field \( \nu_E \) above would correspond to the interior unit normal vector field.

Let us remark that one of the goals of the present note is to lower the regularity assumptions on the vector fields in the Gauss-Green formula above.

### 2.6. Geodesic plans and functions with bounded variation.

In this section we present a characterization of BV functions in terms of test plans concentrated on geodesics. It will be relevant for the purpose of proving that boundaries of sets with finite perimeter have constant dimension.

Let us begin by recalling the concept of test plan, which was introduced in [AGSa13]. Given a metric measure space \((X, d, m)\) and a Borel probability measure \( \pi \) on the space of continuous curves \( C([0,1], X) \), we say that \( \pi \) is an \( \infty \)-test plan if it is concentrated on an equi-Lipschitz family of curves and there exists \( C > 0 \) such that

\[
(e_t)_{t \in [0,1]} \leq C m \quad \text{for every } t \in [0,1],
\]

where \( e_t : C([0,1], X) \to X \) stands for \( \gamma \mapsto e_t(\gamma) := \gamma_t \). The minimal such \( C \) is denoted by \( \text{Comp}(\pi) \), while \( \text{Lip}(\pi) \) stands for the minimal \( L \geq 0 \) such that \( \pi \) is concentrated on \( L \)-Lipschitz curves.

The following notion of function having bounded \( \Pi \)-variation, where \( \Pi \) is an arbitrary family of \( \infty \)-test plans, has been recently proposed in [NPS21, Definition 2.7], as a generalization of the notion of BV space via test plans introduced in [ADMI14, Section 5.3].

**Definition 2.24.** Let \((X, d, m)\) be a metric measure space. Let \( \Pi \) be a family of \( \infty \)-test plans on \( X \). Let \( f \in L^1(m) \) be given. Then we declare that \( f \in \text{BV}_\Pi(X) \) provided:

i) Given any \( \pi \in \Pi \), it holds that \( f \circ \gamma \in \text{BV}(0,1) \) for \( \pi \)-a.e. \( \gamma \).
ii) There exists a finite Borel measure $\mu \geq 0$ on $X$ such that for every $\pi \in \Pi$ it holds that

$$\int \gamma_\# |D(f \circ \gamma)|(B) \, d\pi(\gamma) \leq \text{Comp}(\pi) \text{Lip}(\pi) \mu(B), \quad \text{for every } B \subset X \text{ Borel.} \quad (2.14)$$

The minimal measure $\mu \geq 0$ satisfying (2.14) is denoted by $|Df|_\Pi$.

The following theorem follows from the results in [NPS21]. It says that, on finite-dimensional RCD spaces, (a countable family of) $\infty$-test plans concentrated on geodesics is sufficient to recover all BV functions and their total variation measures (up to a given multiplicative constant).

**Theorem 2.25.** Let $(X, d, \mathfrak{m})$ be an RCD($K, N$) space, where $N < \infty$. Then there exists a sequence $\Pi = (\pi_i)$ of $\infty$-test plans on $X$ concentrated on $\text{Geo}(X)$ such that $\text{BV}_\Pi(X) = \text{BV}(X)$ and

$$|Df|_\Pi \leq |Df| \leq 2^N |Df|_\Pi, \quad \text{for every } f \in \text{BV}(X). \quad (2.15)$$

A few words about Theorem 2.25 are in order. Calling $\Pi_{\text{Geo}}$ the family of those $\infty$-test plans on $X$ that are concentrated on $\text{Geo}(X)$, we know from [NPS21, Remark 3.8] that $\text{BV}_{\Pi_{\text{Geo}}}(X) = \text{BV}(X)$ and $|Df|_{\Pi_{\text{Geo}}} \leq |Df| \leq 2^N |Df|_{\Pi_{\text{Geo}}}$ for every $f \in \text{BV}(X)$. Here, the fact that $X$ is non-branching is ensured by [D20, Theorem 1.3]. Moreover, by using [NPS21, Theorem 3.9 and Remark 3.10] we can select a countable subfamily $\Pi \subset \Pi_{\text{Geo}}$, verifying the statement of Theorem 2.25. Albeit not strictly needed for our purposes, we point out that in the case where either $K = 0$ or $X$ is non-compact, (2.15) improves to the identity $|Df|_\Pi = |Df|$ for every $f \in \text{BV}(X)$. In fact, it is strongly believed that this is actually the case on every RCD($K, N$) space.

3. Constant dimension along boundaries

In this section we prove that the total variation measure of BV functions is concentrated on the regular set $\mathcal{R}_n$, where $n$ is the essential dimension of the space. This result, heavily relying on the continuity of tangent cones along geodesics proven recently in [D20], allows us to positively answer one of the questions left open in [BPS19]. We can indeed show that boundaries of sets of finite perimeter are concentrated on $\mathcal{R}_n$, hence they have constant dimension $n - 1$.

An important consequence is that the tangent module $L^p_E(\partial X)$ over the boundary of a set with finite perimeter $E$ has dimension $n$ as well.

**Theorem 3.1.** Let $(X, d, \mathfrak{m})$ be an RCD($K, N$) space for some $K \in \mathbb{R}$ and $1 \leq N < \infty$. Let $f \in \text{BV}(X)$ be given. Then $|Df|$ is concentrated on $\mathcal{R}_n$, where $1 \leq n \leq N$ stands for the essential dimension of $X$.

**Proof.** Fix a Borel representative $\tilde{f} : X \to \mathbb{R}$ of $f$. Let $(\pi_i)_i$ be chosen as in Theorem 2.25. Calling $e : C([0, 1], X) \times [0, 1] \to X$ the evaluation map $(\gamma, t) \mapsto e(\gamma, t) := \gamma_t$, for any $i \in \mathbb{N}$ we have that $e_\#(\pi_i \otimes L^1) \leq \text{Comp}(\pi_i)\mathfrak{m}$. Since $\mathfrak{m}(X \setminus \mathcal{R}_n) = 0$, we deduce that

$$\gamma_t \in \mathcal{R}_n, \quad \text{for } (\pi_i \otimes L^1)\text{-a.e. } (\gamma, t).$$

Recalling the fact that each $\pi_i$ is concentrated on geodesics, as well as Ulam Lemma, we can find a $\sigma$-compact set $\Gamma_i \subset \text{Geo}(X)$ having the property that for every $\gamma \in \Gamma_i$ the following conditions hold:

$$\tilde{f} \circ \gamma \in \text{BV}(0, 1), \quad \pi_i(\Gamma_i^\gamma) = 0, \quad \gamma_t \in \mathcal{R}_n \quad \text{for } L^1\text{-a.e. } t \in [0, 1].$$

The last condition implies that $\gamma_t \in \mathcal{R}_n$ for every $\gamma \in \Gamma_i$ and $t \in (0, 1)$ by Proposition 2.14. Define

$$G := \bigcup_{i \in \mathbb{N}} G_i, \quad \text{where we set } G_i := \{\gamma_t \mid \gamma \in \Gamma_i, t \in (0, 1)\}.$$  

Observe that $G \subset \mathcal{R}_n$. Moreover, each set $G_i$, being the continuous image (under $e$) of the $\sigma$-compact set $\Gamma_i \times (0, 1)$, is $\sigma$-compact itself and accordingly $G$ is Borel. Therefore, it only remains to show that $|Df|(X \setminus G) = 0$. Since $\Pi := (\pi_i)_i$ satisfies $|Df| \leq 2^N |Df|_\Pi$, we just have to check that

$$\int \gamma_\# |D(f \circ \gamma)|(X \setminus G) \, d\pi(\gamma) = 0, \quad \text{for every } i \in \mathbb{N}. \quad (3.1)$$
To prove it, notice that $\gamma^{-1}(X \setminus G_i) \cap (0, 1) = \emptyset$ for every $\gamma \in \Gamma_i$ by definition of $G_i$, so that

$$\int_{\Gamma_i} \gamma \# |D(f \circ \gamma)|(X \setminus G) \, d\pi_i(\gamma) = \int_{\Gamma_i} \gamma \# |D(\tilde{f} \circ \gamma)|(X \setminus G) \, d\pi_i(\gamma) \leq \int_{\Gamma_i} \gamma \# |D(\tilde{f} \circ \gamma)|(X \setminus G_i) \, d\pi_i(\gamma) = \int_{\Gamma_i} |D(\tilde{f} \circ \gamma)|(\gamma^{-1}(X \setminus G_i)) \, d\pi_i(\gamma) = 0.$$

This yields (3.1) and accordingly the statement. \hfill \Box

We shall denote by $H^k$ the codimension 1 Hausdorff-type measure on $(X, d, m)$ built through the Carathéodory construction with gauge function $h(B_r(x)) = m(B_r(x))/r$, see [BPS19, Definition 1.9]. In [BPS19, Corollary 3.15] it was proved that, for a set of locally finite perimeter $E \subset X$,

$$|D\chi_E| = \sum_{k=1}^{n} \frac{\omega_{k-1}}{\omega_k} H^k \mathcal{F}_k E, \quad (3.2)$$

where $1 \leq n \leq N$ denotes the essential dimension of $(X, d, m)$.

**Corollary 3.2.** Let $(X, d, m)$ be an RCD$(K, N)$ space with essential dimension $n \leq N$. Let $E \subset X$ be a set of finite perimeter. Then $\text{Per}_E$ is concentrated on $\mathcal{R}_n$. In particular $\mathcal{F}_k E$ is $|D\chi_E|$-negligible for $k \neq n$ and

$$|D\chi_E| = \frac{\omega_{n-1}}{\omega_n} H^n \mathcal{F}_n E. \quad (3.3)$$

When $(X, d, \mathcal{H}^N)$ is a non collapsed RCD$(K, N)$ space one has $\mathcal{H}^k = \frac{\omega_N}{\omega_{N-k}} \mathcal{H}^{N-k-1}$ and the identity (3.3) was already proven in [ABS19, BPS19].

Let us point out a remarkable consequence of Theorem 3.1 about noncollapsing of codimension one hypersurfaces relative to the ambient spaces, even when the ambient manifolds do collapse.

**Corollary 3.3.** Let $K \in \mathbb{R}$ and $N \geq 2$ be fixed. Let us consider a sequence of pointed smooth $N$-dimensional Riemannian manifolds $(M_i, d_i, \mathcal{H}^N, p_i)$ with Ricci curvature uniformly bounded from below by $K$ and assume that $(M_i, d_i, \mathcal{H}^N/\mathcal{H}^N(B_1(p_i)), p_i)$ converge in the pmGH topology to a Ricci limit $(X, d, m, p)$ with essential dimension $1 \leq n \leq N$. Let moreover $\Omega_i \subset M_i$ be open domains with smooth boundary such that

$$\frac{1}{4} \leq \frac{\mathcal{H}^N(\Omega_i \cap B_2(p_i))}{\mathcal{H}^N(B_2(p_i))} \leq \frac{3}{4}, \quad \text{for any } i \in \mathbb{N} \quad (3.4)$$

and

$$\frac{\mathcal{H}^{N-1}(\partial \Omega_i \cap B_2(p_i))}{\mathcal{H}^N(B_2(p_i))} \leq C, \quad \text{for any } i \in \mathbb{N}, \text{ for some } C > 0. \quad (3.5)$$

Then the perimeter measure $|D\chi|_\Omega$ of any limit $\Omega \subset X$ of the sequence $\Omega_i$ in the $L^1_{\text{loc}}$ sense is concentrated on the $n$-regular set $\mathcal{R}_n$ of $X$ on $B_1(p)$.

**Proof.** Let us observe that the sequence $\Omega_i$ admits limit points with respect to $L^1_{\text{loc}}$ convergence, thanks to (3.4), (3.5) and [ABS19, Corollary 3.4]. The conclusion then follows from Theorem 3.1. \hfill \Box

### 3.1. Dimension of the tangent module over the boundary of $E$.

Recall that, by [GP16], almost everywhere constancy of the dimension at the level of pointed measured GH tangent spaces on RCD$(K, N)$ spaces can be turned into constancy of the dimension for the tangent module $L^2(TX)$.

Here we wish to show that the same phenomenon occurs, for slightly different reasons, also at the level of the restriction of the tangent module to the boundary of any set of finite perimeter, as introduced in [BPS19], see Theorem 2.21 for the relevant definition.

**Theorem 3.4.** Let $(X, d, m)$ be an RCD$(K, N)$ metric measure space for some $K \in \mathbb{R}$ and $1 \leq N < \infty$. Let $E \subset X$ be a set of finite perimeter and let $1 \leq n \leq N$ be the essential dimension of $(X, d, m)$. Then the dimension of $L^2_{\text{loc}}(TX)$ is constant and equals $n$. 

The proof of Theorem 3.4 is given in two steps. We first show that the dimension of $L^2_E(TX)$ is smaller than $n$.

**Proposition 3.5.** Let $(X, d, m)$ be an RCD$(K, N)$ metric measure space with essential dimension $1 \leq n \leq N$. Let $E \subset X$ be a set of locally finite perimeter. Then the local dimension of $L^0_{\text{Cap}}(TX)$ on $F_n E$ does not exceed $n$. In particular, the local dimension of $L^2_E(TX)$ is smaller than or equal to $n$.

To prove that the dimension of $L^2_E(TX)$ is bigger than or equal to $n$ we employ the first conclusion of the following proposition and the fact that $|D\chi_E|(F_k E) = 0$ for $k < n$ as a consequence of Corollary 3.2. Indeed, given $x \in X$, $r_x > 0$ and $(u_i) : B_{r_x}(x) \to \mathbb{R}^n$ as in (3.6), it is simple to check that

$$A_{i,j} := \nabla u_i \cdot \nabla u_j$$

is invertible $|D\chi_E|$-a.e. in $B_r(x)$ for $r < r_x$ small enough. Hence we can apply Lemma 2.3 and conclude that the dimension of $L^2_E(TX)$ is bigger than $n$.

**Proposition 3.6.** Let $(X, d, m)$ be an RCD$(K, N)$ metric measure space for some $K \in \mathbb{R}$ and $1 \leq N < \infty$ and let $1 \leq n \leq N$ denote its essential dimension. Let $E \subset X$ be a set of finite perimeter. Then, for $|D\chi_E|$-a.e. $x \in X$ there exist $r_x > 0$ and harmonic functions $(u_i) : B_{r_x}(x) \to \mathbb{R}^n$ such that, for any $i, j \in \{1, \ldots, n\}$,

$$\lim_{r \to 0} \int_{B_r(x)} |\nabla u_i \cdot \nabla u_j - \delta_{ij}| \, dm = \lim_{r \to 0} \int_{B_r(x)} |\nabla u_i \cdot \nabla u_j - \delta_{ij}| \, d|D\chi_E| = 0. \quad (3.6)$$

Moreover, for any $i \in \{1, \ldots, n\}$ the following limits exist:

$$\nu_i := \lim_{r \to 0} \int_{B_r(x)} \nu_E \cdot \nabla u_i \, d|D\chi_E|,$$  \quad (3.7)

$$\lim_{r \to 0} \int_{B_r(x)} \nu_i - \nu_E \cdot \nabla u_i \, d|D\chi_E| = 0 \quad (3.8)$$

and, setting $\nu := (\nu_1, \ldots, \nu_n)$, it holds $|\nu|_{\mathbb{R}^n} = 1$.

The last two conclusions of Proposition 3.6 will play a role in section 4. To understand its meaning let us recall that for sets of finite perimeter $E \subset \mathbb{R}^n$ a point in $\partial^*E$ is a reduced boundary point if the limit

$$\nu_E(x) := \lim_{r \to 0} \frac{D\chi_E(B_r(x))}{|D\chi_E|(B_r(x))} \quad (3.9)$$

exists and $|\nu_E(x)| = 1$, where we recall that $D\chi_E$ is the distributional derivative of $\chi_E$, which is a Radon measure under the assumption that $E$ has finite perimeter.

In [ABS19, BPS19] there was the necessity to argue differently, due to the absence of a Besicovitch differentiation theorem and of a notion of distributional derivative. The properties (3.7) and (3.8) are the natural replacement of (3.9) in this framework.

We conclude this section by proving Proposition 3.5 and Proposition 3.6.

**Proof of Proposition 3.5.** The proof is based on a blow-up argument. Assuming linear independence of the vector fields $\nabla f_1, \ldots, \nabla f_{n+1}$ we find a point $x \in F_n E$ where the blow-ups of the functions $f_1, \ldots, f_{n+1}$ are linearly independent linear harmonic functions. This will contradict the fact that the blow-up of $(X, d, m) at x$ is $(\mathbb{R}^n, d_{\text{eucl}}, \mathcal{L}^n, 0^n)$.

We argue by contradiction. Suppose there exist a Borel set $B \subset F_n E$ with $\text{Cap}(B) > 0$ and functions $f_1, \ldots, f_{n+1} \in \text{Test}(X)$ such that $\nabla f_1, \ldots, \nabla f_{n+1}$ are linearly independent on $B$. Then by Lemma 2.3 the $(n+1) \times (n+1)$ symmetric matrix

$$A_{ij}(y) := \nabla f_i(y) \cdot \nabla f_j(y)$$

is invertible for $\text{Cap}$-a.e. $y \in B$.

Since $\text{Per}_E \ll \text{Cap}$, and since for any test functions $f, g \in \text{Test}(X)$ it holds that $|\nabla f|^2$ and $\nabla f \cdot \nabla g$ are in $H^{1/2}$, thanks to Theorem 2.8 there exists $x \in B$ such that the following properties hold:
i) the limits
\[
|\nabla f_i|^2(x) := \lim_{r \to 0} \int_{B_r(x)} |\nabla f_i|^2(y) \, dm(y),
\]
\[
\nabla f_i(x) \cdot \nabla f_j(x) := \lim_{r \to 0} \int_{B_r(x)} \nabla f_i(y) \cdot \nabla f_j(y) \, dm(y)
\]
eexist for any \(i, j \in \{1, \ldots, n + 1\};

ii) it holds
\[
\lim_{r \to 0} \int_{B_r(x)} |\nabla f_i| (y) - |\nabla f_i| (x)|^2 \, dm(y) = 0,
\]
and
\[
\lim_{r \to 0} \int_{B_r(x)} |\nabla f_i \cdot \nabla f_j| (y) - |\nabla f_i \cdot \nabla f_j| (x)|^2 \, dm(y) = 0,
\]
for any \(i, j \in \{1, \ldots, n + 1\};

iii) the matrix \(A_{ij}(x) = \nabla f_i(x) \cdot \nabla f_j(x)\) is invertible;

iv) \[
\lim_{r \to 0} r^2 \int_{B_r(x)} (\Delta f_i(y))^2 \, dm(y) = 0,
\]
for any \(i = 1, \ldots, n + 1\).

A by now classical argument implies then that, up to extraction of a subsequence that we do not relabel, for any sequence \(r_m \to 0\), the functions
\[
f_i^m(y) := (f_i(y) - f_i(x)) / r_m
\]
considered on the scaled pointed m.m.s. \((X, d/r_m, m_m, x)\) converge locally uniformly and in \(H^{1,2}_{loc}\) to Lipschitz harmonic functions \(g_i : \mathbb{R}^n \to \mathbb{R}\), where \((\mathbb{R}^n, d_{eucl}, L^n)\) is the tangent cone of \((X, d, m)\) at \(x\). Moreover, the functions \(g_i\) have constant slopes and
\[
\nabla g_i \cdot \nabla g_j = A_{ij}(x), \quad m_Z\text{-a.e. on } Z.
\]

It is now easy to check that this is in contradiction with the fact that the dimension of \((\mathbb{R}^n, d_{eucl}, L^n)\) is \(n\), see [AnBS19]. Indeed the functions \(g_i\) are linearly independent splitting functions. This proves the first part of the statement, while the last part follows from the first one by recalling that \(L^p_{E}(TX) = L^p_{Cap}(TX)|_{D\chi_E}\), and by taking Lemma 2.6 and Lemma 2.4 into account. \(\square\)

**Remark 3.7.** By arguing as we did in the proof of Proposition 3.5 and using the results in [Ki19], one can prove that the local dimension of \(L^p_{Cap}(TX)\) on the whole \(X\) does not exceed \(n\). This upper dimensional bound cannot be improved to an equality: considering for instance the unit interval \(X = [0, 1]\), we see that the capacitary tangent module vanishes on the boundary \([0,1]\), but the latter has positive capacity.

**Proof of Proposition 3.6.** We start by recalling that in [BPS19] (see also [S20, Chapter 5] for a different formulation of the result) the following statement has been proved. For any set of finite perimeter \(E \subset X\) and for any \(\varepsilon > 0\) there exist countably many \(k\)-tuples of harmonic functions \((u^1_i) : B_{r_i}(x_j) \to \mathbb{R}^{k_j}\), where \(i \in \{1, \ldots, k_j\}, j \in \mathbb{N}\) and \(k_j \leq n\) such that, for \(|D\chi_E|\text{-a.e. } x \in F_k E\), for some \(j \in \mathbb{N}\) such that \(k_j = k\) it holds that
\[
\lim_{r \to 0} \int_{B_r(x)} |\nabla u^1_i \cdot \nabla u^1_j - \delta_{i,j}| \, dm \leq \varepsilon. \tag{3.10}
\]
Since \(|D\chi_E|\text{(}F_k\text{)} = 0\) for any \(k \neq n\), as a consequence of Corollary 3.2, we just consider the case \(k = n\). Let \(A := A_j\) be the set of those \(x \in F_n E\) such that the above condition holds for \((u_i) := (u^1_i) : B_{r_i}(x_j) \to \mathbb{R}^n\). It is sufficient to prove that the statement holds for \(|D\chi_E|\text{-a.e. } x \in A\). The conclusion will follow since the \(A_j\)’s cover \(F_n E\) up to an \(|D\chi_E|\text{-negligible set.}

Thanks to Corollary 2.9, we can also restrict \(A\) to \(A’\) making the further requirement that
\[
\lim_{r \to 0} \int_{B_r(x)} |\nabla u_i(x) \cdot \nabla u_j(x) - \nabla u_i(x) \cdot \nabla u_j(x)| \, dm(y) = 0, \tag{3.11}
\]
for any $x \in A'$.

By a Lebesgue point argument w.r.t. the asymptotically doubling measure $|D\chi_E|$ (see Proposition 2.18 and the discussion below), we can also assume that

$$\lim_{r \to 0} \int_{B_r(x)} |\nabla u_i(y) \cdot \nabla u_j(y) - \nabla u_i(x) \cdot \nabla u_j(x)| \, d |D\chi_E|(y) = 0,$$

(3.12)

for any $x \in A'$.

Above, $\nabla u_i \cdot \nabla u_j$ is pointwise defined by Corollary 2.9.

The combination of (3.10) and (3.11) yields that

$$|\nabla u_i(x) \cdot \nabla u_j(x) - \delta_{ij}| \leq \varepsilon \quad \text{for any } x \in A'.
$$

(3.13)

With an additional Lebesgue point argument (again w.r.t. the asymptotically doubling measure $|D\chi_E|$) we can restrict to a set $A'' \subset A'$ considering only those points for which, in addition to the properties above, the limits in (3.7) exist and (3.8) holds.

Observe that, for any $x \in A''$ there exists an invertible $n \times n$ matrix $A_x$ such that, setting $u' := A_x u : B_r(x) \to \mathbb{R}^n$, $u'$ verifies (3.6).

Moreover, the limit in (3.7) still exists for $u'$ and (3.8) holds.

We are left to verify that, if $\nu_x \in \mathbb{R}^n$ is defined according to this procedure, then $|\nu_x|_{\mathbb{R}^n} = 1$ for $|D\chi_E|$-a.e. $x \in A''$.

We claim that $\{\nabla u_i : i = 1, \ldots, n\}$ form a basis of $L^2_E(TX)$ on $A''$. This property follows from two observations. The first one is that the dimension of $L^2_E(TX)$ is not greater than $n$, by Proposition 3.5. The second one is that they are linearly independent, in the quantitative sense of (3.13).

We claim that it is possible to find functions $a_1, \ldots, a_n \in L^\infty(|D\chi_E|)$ such that

$$\nu_E = \sum_{i=1}^n a_i \nabla u_i, \quad |D\chi_E|$-a.e. on $A''$. 

(3.14)

The existence of the coefficients follows in turn from the fact that $\{\nabla u_i : i = 1, \ldots, n\}$ forms a basis, while the boundedness follows from the quantitative linear independence (3.13). See also the proof of [G18, Proposition 1.4.5] for similar constructions.

Let us observe that, since $|\nu_E|_{\mathbb{R}^n} = 1$ holds $|D\chi_E|$-a.e. by Theorem 2.22,

$$\left| \sum_{i=1}^n a_i \nabla u_i \right|^2 = \sum_{1 \leq i, j \leq n} a_i a_j \nabla u_i \cdot \nabla u_j = 1, \quad |D\chi_E|$-a.e. on $A''$.

Moreover, at $|D\chi_E|$-a.e. point in $A''$, the coefficients $a_i$ as in (3.14) are uniquely determined by the values of

$$\nu_E \cdot \nabla u_i \quad \text{and} \quad \nabla u_i \cdot \nabla u_j,$

for any $1 \leq i, j \leq n$.

If $A_x$ as above denotes a matrix which transforms the $\nabla u_i(x)$ into an orthonormal basis $\nabla u'_i(x)$ at $x$, i.e. such that

$$\nabla u'_i(x) \cdot \nabla u'_j(x) = \delta_{ij},$$

then, denoting by $a'_i$ the coefficients such that

$$\nu_E(x) = \sum_{i=1}^n a'_i \nabla u'_i(x),$$

the following hold:

$$a'_i = \nu_E \cdot \nabla u'_i = \lim_{r \to 0} \int_{B_r(x)} \nu_E \cdot \nabla u'_i \, d |D\chi_E|$$

and

$$\sum_{i=1}^n (a'_i)^2 = 1,$$

concluding the proof of the proposition.
4. Cut and paste of sets with finite perimeter

Given two sets of finite perimeter $E, F \subset X$ it is simple to check that $E \cap F$ and $E \setminus F$ are of finite perimeter as well. In several applications it is relevant to characterize the perimeter measure and the interior normal of $E \cap F$ and $E \setminus F$ in terms of those of $E$ and $F$. The main achievement of this section is to extend classical results in this direction (see [Ma12, Theorem 16.3]) to the setting of RCD spaces. Recently, with the growing interest towards Geometric Measure Theory on metric measure spaces, and in particular on RCD spaces, these tools have become relevant also in this framework, see [APP21, MS21].

Before stating our main result Theorem 4.11 we need to prove a Federer-type characterization for sets of finite perimeter on RCD spaces (see Proposition 4.2) and a finer characterization of blow-ups at boundary points where good coordinates exist (see Proposition 4.8).

4.1. Federer-type characterization of sets with finite perimeter. Let us recall a mild regularity result for sets of finite perimeter which follows again from [BPS19]. It can be considered as a counterpart tailored for this framework of the Euclidean Federer-type characterization of sets of finite perimeter, see [Ma12, Theorem 16.2].

**Definition 4.1.** In order to ease the notation, given a set of finite perimeter $E \subset X$ and $x \in X$ we shall denote by

$$\theta(E, x) := \lim_{r \to 0} \frac{m(E \cap B_r(x))}{m(B_r(x))},$$

whenever the limit exists.

**Proposition 4.2.** Let $(X, d, m)$ be an RCD($K, N$) metric measure space for some $K \in \mathbb{R}$ and $1 \leq N < \infty$ and let $E \subset X$ be a set of finite perimeter with finite measure. Then the following hold:

i) For $\mathcal{H}^b$-a.e. $x \in X$ it holds

$$\theta(E, x) \in \left\{0, \frac{1}{2}, 1\right\}.$$

Moreover, up to an $\mathcal{H}^b$-negligible set it holds

$$\mathcal{F}E = \left\{x \in E : \theta(E, x) = \frac{1}{2}\right\}.$$

ii) For $\mathcal{H}^b$-a.e. $x \in X$ it holds

$$\lim_{t \downarrow 0} \mu_{t\chi_E(x)} \in \left\{0, \frac{1}{2}, 1\right\}.$$

Moreover, up to a $\mathcal{H}^b$-negligible set it holds

$$\mathcal{F}E = \left\{x \in E : \lim_{t \downarrow 0} \mu_{t\chi_E(x)} = \frac{1}{2}\right\}.$$

**Proof.** Observe that in this framework, the perimeter measure coincides, up to constant, with the restriction of $\mathcal{H}^b$ to the reduced boundary $\mathcal{F}E$, see Corollary 3.2 above.

Combining the outcomes of [ABS19, BPS19] and the general theory of sets of finite perimeter on PI spaces (see [A01, A02]), we also know that the perimeter measure $\text{Per}_E$ and $\mathcal{H}^b$ are mutually absolutely continuous on $\partial^* E$, where

$$\partial^* E := \left\{x \in X : \limsup_{r \to 0} \frac{m(B_r(x) \cap E)}{m(B_r(x))} > 0 \quad \text{and} \quad \limsup_{r \to 0} \frac{m(B_r(x) \setminus E)}{m(B_r(x))} > 0\right\}, \quad (4.1)$$

and, by De Giorgi’s theorem for sets of finite perimeter on RCD($K, N$) spaces Theorem 2.20,

$$\lim_{r \to 0} \frac{m(B_r(x) \cap E)}{m(B_r(x))} = \frac{1}{2}, \quad \text{for Per}_E\text{-a.e. } x \in X. \quad (4.2)$$

In particular, (4.2) holds for $\mathcal{H}^b$-a.e. $x \in \partial^* E$.

Observe now that

$$X \setminus \partial^* E = \left\{x \in X : \lim_{r \to 0} \frac{m(B_r(x) \cap E)}{m(B_r(x))} = 0\right\} \cup \left\{x \in X : \lim_{r \to 0} \frac{m(B_r(x) \setminus E)}{m(B_r(x))} = 1\right\}.$$
Theorem 2.20, then the following holds. If the coordinates Definition 4.1 Proposition 3.6, it holds. We refer Proposition 4.2, one can show the existence of \( (\cdot, x) \).

Remark 4.4. By Proposition 4.2 it holds

\[
X = E^{(1)} \cup E^{(1/2)} \cup E^{(0)},
\]

up to an \( \mathcal{H}^h \)-negligible set.

Remark 4.5. By ii) in Proposition 4.2 it holds

\[
X = \left\{ \lim_{t \to 0} P_t \chi_E = 0 \right\} \cup \left\{ \lim_{t \to 0} P_t \chi_E = 1/2 \right\} \cup \left\{ \lim_{t \to 0} P_t \chi_E = 1 \right\},
\]

up to a \( \mathcal{H}^h \)-negligible set. A simple blow-up argument shows that

\[
E^{(0)} = \left\{ \lim_{t \to 0} P_t \chi_E = 0 \right\}, \quad E^{(1/2)} = \left\{ \lim_{t \to 0} P_t \chi_E = 1/2 \right\}, \quad E^{(1)} = \left\{ \lim_{t \to 0} P_t \chi_E = 1 \right\},
\]

up to a \( \mathcal{H}^h \)-negligible set.

In the following we shall adopt the notation \( M \sim N \) to indicate that two Borel sets coincide up to \( \mathcal{H}^h \) negligible sets, i.e. \( \mathcal{H}^h (M \Delta N) = 0 \).

It follows from the discussion above that, for any Borel set \( M \subset X \), it holds

\[
M \sim (M \cap E^{(1)}) \cup (M \cap E^{(0)}) \cup (M \cap E^{(1/2)}).
\]

4.2. Good coordinates. In this section we introduce the notion of good coordinates at a boundary point \( x \) and we employ them to give a pointwise notion of interior normal. The latter, very much in the Euclidean spirit, will be used to characterize blow-up.

Definition 4.6. Let \( (X, d, m) \) be an \( \text{RCD}(K,N) \) metric measure space for some \( K \in \mathbb{R} \) and \( 1 \leq N < \infty \) with essential dimension \( 1 \leq n \leq N \) and let \( E \subset X \) be a set of finite perimeter. Then, for any \( x \in \mathcal{F}_n E \), any \( n \)-tuple of harmonic functions \( (u_i) : B_r(x) \to \mathbb{R}^n \) satisfying the following properties is called a system of good coordinates for \( E \) at \( x \).

(i) For any \( i, j \in \{1, \ldots, n\} \),

\[
\lim_{r \to 0} \int_{B_r(x)} |\nabla u_i \cdot \nabla u_j - \delta_{ij}| \, dm = \lim_{r \to 0} \int_{B_r(x)} |\nabla u_i \cdot \nabla u_j - \delta_{ij}| \, |D\chi_E| = 0.
\]

(ii) For any \( i \in \{1, \ldots, n\} \) the following limits exist:

\[
\nu_i(x) := \lim_{r \to 0} \int_{B_r(x)} \mu_E \cdot \nabla u_i \, d|D\chi_E|,
\]

\[
\lim_{r \to 0} \int_{B_r(x)} |\nu_i(x) - \mu_E \cdot \nabla u_i| \, d|D\chi_E| = 0.
\]

As a consequence of Proposition 3.6, good coordinates at \( x \in \mathcal{F}_n E \) exist for \( |D\chi_E| \)-a.e. point \( x \). Moreover, setting \( \nu(x) := (\nu_1(x), \ldots, \nu_n(x)) \), it holds \( |\nu(x)|_{\mathbb{R}^n} = 1 \).

Remark 4.7. Given two sets of finite perimeter \( E, F \subset X \), by adapting the argument of the proof of Proposition 3.6, one can show the existence of \( (u_i) : B_r(x) \to \mathbb{R}^n \) that are good coordinates at \( x \) for both \( E \) and \( F \), for \( \mathcal{H}^h \)-a.e. \( x \in \mathcal{F}E \cap \mathcal{F}F \).

Proposition 4.8. Let \( (X, d, m) \) be an \( \text{RCD}(K,N) \) metric measure space for some \( K \in \mathbb{R} \) and \( 1 \leq N < \infty \), and let \( 1 \leq n \leq N \) be its essential dimension. Let \( E \subset X \) be a set of finite perimeter. Then, for \( |D\chi_E| \)-a.e. \( x \in X \) and for any set of good coordinates \( (u_i) : B_r(x) \to \mathbb{R}^n \), if \( \nu \in \mathbb{R}^n \) is given by Proposition 3.6, then the following holds. If the coordinates \( (x_i) \) on the tangent space to \( (X, d, m) \) at \( x \) (which is Euclidean) are chosen so that the harmonic functions \( (u_i) \), when rescaled
properly, converge to \((x_i) : \mathbb{R}^n \to \mathbb{R}^n\), then the blow-up of \(E\) at \(x\) in the sense of sets of finite perimeter is

\[
H_\nu := \{ y \in \mathbb{R}^n : y \cdot \nu \geq 0 \}.
\]

Proof. Up to rotating via a orthonormal matrix the harmonic good coordinates, we can assume without loss of generality that the following holds: for any \(i \in \{1, \ldots, n-1\}\)

\[
\lim_{r \to 0} \int_{B_r(x)} |\nu E \cdot \nabla u_i| \ d|D\chi_{E}| = 0
\]

and

\[
\lim_{r \to 0} \int_{B_r(x)} |1 - \nu E \cdot \nabla u_k| \ d|D\chi_{E}| = 0.
\]

Moreover, the blow-up of \(E\) at \(x\) is an \(n\)-dimensional Euclidean half-space and the \((u_i)\), when scaled properly, converge to the coordinate functions \((x_i) : \mathbb{R}^n \to \mathbb{R}^n\).

Under these assumptions we wish to argue as in Step 1 in the proof of [BPS19, Proposition 4.7] to prove that the blow-up of \(E\), read in these coordinates is

\[
\{ y \in \mathbb{R}^n : y_n \geq 0 \}.
\]

The arguments in [BPS19] prove that, by (4.4), the blow-up of \(E\) at \(x\) can either be

\[
\{ y \in \mathbb{R}^n : y_n \leq 0 \}, \quad \text{or} \quad \{ y \in \mathbb{R}^n : y_n \geq 0 \}.
\]

We claim that (4.5) is sufficient to exclude the first possibility. Let us denote by \(H\) the blow-up of \(E\) at \(x\) (along a sequence of scalings with the properties above). By (4.5), for any smooth function with compact support \(\varphi : \mathbb{R}^n \to \mathbb{R},\)

\[
\int_H \frac{\partial \varphi}{\partial x_n} \ d\mathcal{H}^n = - \int_{E_H} \varphi \ d\mathcal{H}^{n-1}
\]

which proves that \(H = \{ y : y_n \geq 0 \}\).

In order to check (4.6), arguing as in [BPS19] we just need to pass to the limit the Gauss-Green integration by parts formulae along the sequence of scalings of \(E\) converging to the blow-up. Suppose without loss of generality that \(\varphi\) is compactly supported in \(B_1(0^n) \subset \mathbb{R}^n\). Then, thanks to [AH17] we find a sequence of uniformly bounded and uniformly Lipschitz functions \(\varphi_m : X \to \mathbb{R}\) compactly supported in \(B_{r_m}(x)\) such that, when considered along the sequence of scaled spaces \(X_m := (X, r_m^{-1} d, m_m, x)\), they converge strongly in \(H^{1,2}\) to \(\varphi\) (see [AH17, Definition 5.2]). Let \(E_m\) be \(E \subset X_m\) and \(u_m^m\) be the good coordinates scaled by \(u_m^m(y) = (u_i(y) - u_i(x))/r_m\). Then we can pass to the limit the Gauss-Green formulae

\[
\int_{E_m} \text{div}(\varphi_m \nabla u_m^m) \ d m_m = - \int_{E_m} \varphi_m \nabla u_m^m \cdot \nu_{E_m} \ d|D\chi_{E_m}|,
\]

which are obtained by scaling from the Gauss-Green integration by parts formula for \(E\), to obtain (4.6). Indeed the left-hand sides converge to the left-hand side thanks to the strong \(H^{1,2}\) convergence of \(\varphi_m\) to \(\varphi\). The right-hand side instead can be written as

\[
\int_{E_m} \varphi_m \nabla u_m^m \cdot \nu_{E_m} \ d|D\chi_{E_m}| = \int_{E_m} \varphi_m \ d|D\chi_{E_m}| + \int_{E_m} \varphi_m (\nabla u_m^m \cdot \nu_{E_m} - 1) \ d|D\chi_{E_m}|,
\]

where the second contribution converges to 0 as \(m \to \infty\) thanks to (4.5), since

\[
\left| \int_{E_m} \varphi_m (\nabla u_m^m \cdot \nu_{E_m} - 1) \ d|D\chi_{E_m}| \right| \leq \int_{E_m} |\varphi_m| |1 - \nu_{E_m} \cdot \nabla u_m^m| \ d|D\chi_{E_m}| \leq \max_{B_{r_m}(x)} |\varphi_m| \int_{B_{r_m}(x)} |1 - \nu_{E} \cdot \nabla u_m| \ d|D\chi_{E}| \to 0,
\]

as \(m \to \infty\).
4.3. Main result. Below we consider the behaviour of the unit normal vector field and of the Gauss-Green formula with respect to natural cut and paste operations with sets of finite perimeter. We refer to [Ma12, Theorem 16.13] for the analogous statement for sets of finite perimeter on $\mathbb{R}^n$.

**Definition 4.9.** Let $(X, d, m)$ be an RCD$(K, N)$ space with essential dimension $1 \leq n \leq N$. Let $E, F \subset X$ be sets of finite perimeter. We define

$$\{\nu_E = \nu_F\} := \{FE \cap FF : \nu_E = \nu_F\},$$

where $\{FE \cap FF : \nu_E = \nu_F\}$ is the set of those $x \in F_nE \cap F_nF$ such that there exist good coordinates $u : B_r(x) \to \mathbb{R}^n$ for both $E$ and $F$, such that $\nu_E(x) = \nu_F(x)$.

The set $\{\nu_E = -\nu_F\}$ is defined analogously.

We briefly comment on the well-posedness of the previous definition. **Remark 4.7** ensures that at $\mathcal{H}^h$-a.e. $x \in F_nE \cap F_nF$ one can find good coordinates for both $E$ and $F$ at $x$ simultaneously. Moreover, the fact that the set $\{\nu_E = \nu_F\}$ is independent (up to $\mathcal{H}^h$-null sets) of the chosen good coordinates is a consequence of the following equivalent characterization of $\{\nu_E = \nu_F\}$.

**Remark 4.10.** Given that $|D\chi_E|, |D\chi_F| \ll \text{Cap}$, we have that $\mu_{E,F} := |D\chi_E| + |D\chi_F| \ll \text{Cap}$. Recall that $L^0_E(TX) = L^0_{\text{Cap}}(TX)|_{D\chi_E}$ and $L^0_F(TX) = L^0_{\text{Cap}}(TX)|_{D\chi_F}$, where we are using the notation for quotient modules introduced before **Lemma 2.6**. For brevity, let us also set

$$L^0_{E,F}(TX) := L^0_{\text{Cap}}(TX)\mu_{E,F}.$$ 

Given that $|D\chi_E|, |D\chi_F| \leq \mu_{E,F}$, it is clear that

$$L^0_{E}(TX) = L^0_{E,F}(TX)|_{D\chi_E}, \quad L^0_{F}(TX) = L^0_{E,F}(TX)|_{D\chi_F}.$$ 

Moreover, it is easy to check that the projection map $\pi_{|D\chi_E|} : L^0_{E,F}(TX) \to L^0_E(TX)$ is bijective if restricted to $L^0_{E,F}(TX)|_{E,F}$, so we denote by $i_E : L^0_E(TX) \to L^0_{E,F}(TX)$ its partial inverse. Similarly, we can define the map $i_F : L^0_F(TX) \to L^0_{E,F}(TX)$. Therefore, it holds that

$$\{\nu_E = \nu_F\} \sim \{x \in FE \cap FF : |i_E(\nu_E) - i_F(\nu_F)|(x) = 0\},$$

as one can easily check with an argument analogous to the one employed in the proof of **Theorem 4.11** below.

For the sake of notation, we shall indicate by $\mu_{E} = \nu_E \cdot \text{Per}_E$ the Gauss-Green measure, where we understand that

$$\int_E \text{div} \, v \, dm = -\int_E v \, d\mu_E,$$

for any set of finite perimeter $E$ and any vector field $v$ verifying the assumptions of **Theorem 2.22**.

**Theorem 4.11.** Let $(X, d, m)$ be an RCD$(K, N)$ metric measure space for some $K \in \mathbb{R}$ and $1 \leq N < \infty$. Let $E, F \subset X$ be sets of finite perimeter. Then $E \cap F, E \cup F$ and $E \setminus F$ are sets of finite perimeter and

$$\mu_{E \cap F} = \mu_E \mathbb{L} E^{(1)} + \mu_F \mathbb{L} E^{(1)} + \nu_E \mathcal{H}^h \mathbb{L} \{\nu_E = \nu_F\}, \quad (4.7a)$$

$$\mu_{E \cup F} = \mu_E \mathbb{L} E^{(0)} + \mu_F \mathbb{L} E^{(0)} + \nu_E \mathcal{H}^h \mathbb{L} \{\nu_E = \nu_F\}, \quad (4.7b)$$

$$\mu_{E \setminus F} = \mu_E \mathbb{L} E^{(0)} - \mu_F \mathbb{L} E^{(1)} + \nu_E \mathcal{H}^h \mathbb{L} \{\nu_E = -\nu_F\}. \quad (4.7c)$$

Let us clarify the meaning of (4.7a), the meaning of (4.7b) and (4.7c) can be deduced by analogy. With this notation we mean that, for any vector field $v \in H^{1,2}_C(TX) \cap D(\text{div})$ such that $|v| \in L^\infty(m)$,

$$\int_{E \cap F} \text{div} \, v \, dm = -\int_{E} \langle \text{tr}_{E^1}, \nu_E \rangle \, d\text{Per}_E - \int_{F} \langle \text{tr}_{F^1}, \nu_F \rangle \, d\text{Per}_F$$

$$- \int_{\{\nu_E = \nu_F\}} \langle \text{tr}_{E^1}, \nu_E \rangle \, d\mathcal{H}^h.$$ 

**Proof.** If $E, F \subset X$ are sets of finite perimeter, then (on general ambient metric measure spaces) $E \cap F, E \cup F$ and $E \setminus F$ are sets of finite perimeter.
Let us make a preliminary observation. By decomposing, for any \( x \in X \) and for any \( r > 0 \), \((E \cup F) \cap B_r(x)\) into the disjoint union
\[
(E \cup F) \cap B_r(x) = ((E \setminus F) \cap B_r(x)) \cup ((F \setminus E) \cap B_r(x)) \cup ((E \cap F) \cap B_r(x)),
\]
we can easily infer that, at any point of existence of the densities \( \theta(\cdot, \cdot) \) (see Definition 4.1 for the relevant notion)
\[
\max\{\theta(E, x), \theta(F, x)\} \leq \theta(E \cup F, x) \leq \theta(E, x) + \theta(F, x) - \theta(E \cap F, x).
\] (4.8)
We are going to prove (4.7a), the proofs of the other statements being completely analogous. First, relying on (4.8) and arguing as in the proof of [Ma12, Theorem 16.3], we obtain that
\[
(E \cap F)^{(1/2)} \sim \left(F^{(1)} \cap E^{(1/2)}\right) \cup \left(E^{(1)} \cap F^{(1/2)}\right) \cup \left((E \cap F)^{(1/2)} \cap F^{(1/2)}\right)
\] (4.9)
and that the three sets at the right-hand side have mutually \( \mathcal{M}^{b}\)-negligible intersections.

Let us see now how to prove the representation formula (4.7a) for the Gauss-Green measure of \( E \cap F \).

Let us briefly recall the strategy in the Euclidean setting. Given (4.9), which identifies the reduced boundary of \( E \cap F \), and De Giorgi’s theorem, it remains only to determine the unit normal vector to \( E \cap F \) on the different components of the reduced boundary in the decomposition. On \( \mathbb{R}^n \) the blow-up of a set of finite perimeter at a reduced boundary point is the half-space orthogonal to the unit normal vector. As we shall see, the combination of Proposition 3.6, Remark 4.7 and Proposition 4.8 is a replacement of this fact in our framework.

Let us first deal with \( \mu_{E \cap F} \ll F^{(1)} \). We wish to prove that it coincides with \( \mu_{E} \ll F^{(1)} \).

Suppose by contradiction that this is not the case. Then we can find a set of positive \( \mathcal{M}^{b} \)-measure on \((E \cap F)^{(1/2)} \cap F^{(1)}\) where the identity does not hold. In particular, applying Proposition 3.6 Remark 4.7 and Proposition 4.8 to both \( E \) and \( E \cap F \) we can find \( x \in X \) such that:

i) \( x \in F^{(1)} \) and \( x \in \mathcal{F}_nE \cap \mathcal{F}_n(E \cap F) \);

ii) there exist \( r > 0 \) and a set of good coordinates \((u_i) : B_r(x) \to \mathbb{R}^n \) for both \( E \) and \( E \cap F \) at \( x \).

Moreover, by the contradiction assumption, we can suppose that
\[
\nu_{E \cap F}(x) \neq \nu_{E}(x),
\] (4.10)
where \( \nu_{E \cap F}(x), \nu_{E}(x) \in \mathbb{R}^n \),
\[
(\nu_{E \cap F}(x))_i = \lim_{s \to 0} \frac{1}{s} \int_{B_s(x)} \nu_{E \cap F}(y) \cdot \nabla u_i(y) \, d|D\chi_{E \cap F}|(y), \quad \text{for any } i = 1, \ldots, n,
\] (4.11)
and
\[
(\nu_{E}(x))_i = \lim_{s \to 0} \frac{1}{s} \int_{B_s(x)} \nu_{E}(y) \cdot \nabla u_i(y) \, d|D\chi_{E}|(y), \quad \text{for any } i = 1, \ldots, n.
\] (4.12)

Relying on Proposition 4.8, by (4.10), \( E \) and \( E \cap F \) converge to different halfspaces in the \( L_{\text{loc}}^1 \) sense along a sequence of rescaled pointed spaces \( X_i := (X, r_i^{-1}d, m_i, x) \) converging to the tangent Euclidean space \((\mathbb{R}^n, d_{\text{eucl}}, \mathcal{H}^n, 0^n)\).

We claim that this yields a contradiction. Indeed, \( x \in F^{(1)} \), equivalently \( x \) is a point of density 1 of \( F \). This easily implies that along the converging sequence \( X_i, \chi_F \) converge in the \( L_{\text{loc}}^1 \) sense to the constant function 1. Since
\[
\chi_{E \cap F} = \chi_E \cdot \chi_F
\]
and \( L_{\text{loc}}^1 \) convergence is stable under multiplication (see for instance [ABS19, Lemma 3.5]), we infer that \( \tilde{E} \) and \( E \cap F \) have the same blow-up along the same sequence of converging scaled pointed spaces. This provides the sought contradiction, hence
\[
\mu_{E \cap F} \ll F^{(1)} = \mu_{E} \ll F^{(1)}.
\]

In order to avoid confusion, let us comment on the previous assertion. Since isomorphic (pointed) metric measure spaces are identified when dealing with pmGH convergence, any two half-spaces in a Euclidean space should be considered the same from this perspective and this statement might sound strange. Here the subtle point is that good coordinates are providing a canonical way to parametrize the tangent. Once the limit coordinates are fixed, the half-spaces are uniquely identified (in terms of their unit normal vectors).
The argument to prove that
\[ \mu_{E \cap F} \ll E^{(1)} = \mu_F \ll E^{(1)} \]
is completely analogous, based on the fact that at a point in \( E^{(1)} \), the set \( E \), when considered along a sequence of scalings of the ambient space converging to a tangent, converges to the whole space. So we omit the details.

In order to prove that
\[ \mu_{E \cap F} \ll \nu_E = \nu_F \]
we just need a slight variant of the argument used above. By contradiction, we can find \( x \in \mathcal{F}_n(E \cap F) \cap \mathcal{F}_n E \cap \mathcal{F}_n F \) such that

i) there exist \( r > 0 \) and a set of good coordinates \((u_i) : B_r(x) \rightarrow \mathbb{R}^n \) for \( E \) and \( F \) and \( E \cap F \) at \( x \) such that \( \nu_E(x) = \nu_F(x) \);

ii) there exist the limits
\[ (\nu_{E \cap F}(x))_i = \lim_{s \rightarrow 0} \int_{B_s(x)} \nu_{E \cap F}(y) \cdot \nabla u_i(y) \, d|\mathcal{D}\nu_{E \cap F}|(y) , \quad \text{for any } i = 1, \ldots, n , \]
and \( \nu_{E \cap F}(x) \neq \nu(x) \).

Denoting by \( E_r \) and \( F_r \), respectively, the set \( E \) and \( F \) in the rescaled pointed spaces \( X_i := (X, r_i^{-1} d, m_i^\times , x) \) we know that
\[ \chi_{E_r} \rightarrow H_{\nu_{E_i}}, \quad \chi_{F_r} \rightarrow H_{\nu_{F_i}}, \quad \chi_{E_r \cap F_r} \rightarrow H_{\nu_{E \cap F}} \]
in the \( L^1_{\text{loc}} \) topology, as a consequence of Proposition 4.8. The stability of the \( L^1_{\text{loc}} \) convergence under multiplication implies that
\[ \chi_{H_{\nu_{E_i}} \times \chi_{H_{\nu_{E_i}}}} = \lim_{r \rightarrow 0} \chi_{E_r} \cdot \chi_{F_r} = \lim_{r \rightarrow 0} \chi_{E_r \cap F_r} = \chi_{H_{\nu_{E \cap F}}} , \]
which contradicts ii).

\[ \square \]

**Corollary 4.12.** Let \((X, d, m)\) be an RCD\((K, N)\) metric measure space and let \( E \subset F \subset X \) be sets of finite perimeter. Then \( \nu_E = \nu_F \) on \( \mathcal{F}E \cap \mathcal{F} F, \mathcal{H}^b\)-a.e., and
\[ \mu_E = \mu_{E \cap F} + \nu_F \mathcal{H}^b \ll (\mathcal{F}E \cap \mathcal{F} F) . \]

**Proof.** From Theorem 4.11 and the identity \( E \cap F \) we deduce
\[ \mu_E = \mu_{E \cap F} = \mu_{E \ll F^{(1)}} + \nu_F \mathcal{H}^b \ll (\mathcal{F}E \cap \mathcal{F} F) . \]

Hence, it suffices to prove that
\[ \mathcal{F}E \cap \mathcal{F} F \sim \{ \nu_E = \nu_F \}. \]
The latter follows from the same blow-up argument performed in the proof of Theorem 4.11. \( \square \)

**Remark 4.13.** The particular case of the constructions above when \( E \) and \( F \) have essentially disjoint reduced boundaries has been considered before in [APP21], see in particular Lemma 2.5 and Proposition 2.31 therein.

5. GAUSS-GREEN FORMULAE FOR ESSENTIALLY BOUNDED DIVERGENCE VECTOR FIELDS

The aim of this section is to sharpen the integration by parts formulae, introduced in [BCM19] on RCD\((K, \infty)\) metric measure spaces (after the developments of the Euclidean theory in [An83, CTZ09, CP20]), for \textit{essentially bounded divergence vector fields} on sets with finite perimeter.

**Definition 5.1.** Let \((X, d, m)\) be an RCD\((K, N)\) metric measure space. We say that a vector field \( V \in L^\infty(TX) \) is an essentially bounded divergence measure vector field if its distributional divergence is a finite Radon measure, that is if \( \text{div} \, V \) is finite Radon measure such that, for any Lipschitz function with compact support \( g : X \rightarrow \mathbb{R} \), it holds
\[ \int_X g \, d \text{div} \, V = - \int_X \nabla g \cdot V \, dm . \]

We shall denote the class of these vector fields by \( D \mathcal{M}^\infty(X) \) and sometimes, to ease the notation, we will abbreviate \( \int g \, d \text{div} \, V \) as \( \int g \, dV \).
Analogously, for any open set $\Omega \subset X$ it is possible to introduce the space $\mathcal{DM}^\infty(\Omega)$ of locally essentially bounded divergence measure vector fields in $\Omega$.

It turns out that, despite not being able to pointwise define a vector field with such low regularity over the reduced boundary of a set of finite perimeter, it is possible to define interior and exterior normal traces, possibly different, playing the role of the term $V \cdot \nu_E$ in the Gauss-Green formula. The rigorous result is the following.

**Theorem 5.2.** Let $(X, d, m)$ be an $\text{RCDFCA}(K, N)$ metric measure space for some $K \in \mathbb{R}$ and $1 \leq N < \infty$. Let $E \subset X$ be a set of finite perimeter and let $V \in \mathcal{DM}^\infty(X)$. Then we have the Gauss-Green integration by parts formulae: for any function $\varphi \in \text{Lip}_c(X)$ it holds

$$
\int_{E(1)} \varphi \, \text{div} \, V + \int_E \nabla \varphi \cdot V \, dm = -\int_{\mathcal{F}E} \varphi (V \cdot \nu_E)_{\text{int}} \, d\text{Per}_E,
$$

$$
\int_{E(1) \setminus \mathcal{F}E} \varphi \, \text{div} \, V + \int_E \nabla \varphi \cdot V \, dm = -\int_{\mathcal{F}E} \varphi (V \cdot \nu_E)_{\text{ext}} \, d\text{Per}_E,
$$

where $(V \cdot \nu_E)_{\text{int}}$ and $(V \cdot \nu_E)_{\text{ext}}$ belong to $L^\infty(\mathcal{F}E, \text{Per}_E)$ and satisfy

$$
\|(V \cdot \nu_E)_{\text{int}}\|_{L^\infty(\mathcal{F}E, \text{Per}_E)} \leq \|V\|_{L^\infty(E, m)}, \quad (5.2a)
$$

$$
\|(V \cdot \nu_E)_{\text{ext}}\|_{L^\infty(\mathcal{F}E, \text{Per}_E)} \leq \|V\|_{L^\infty(X, m)}. \quad (5.2b)
$$

Given an essentially bounded divergence measure vector field $V \in \mathcal{DM}^\infty(X)$, it is proved in [BCM19, Section 6.5] that there exist a subsequence $t_k \to 0$, a function $\tilde{\chi}_E \in L^\infty(\text{div} V)$ and measures $D\chi_E(\chi_E V)$, $D\chi_E(\chi_E V)$ such that

$$
P_{t_k} \chi_E \overset{\ast}{\to} \tilde{\chi}_E \quad \text{in} \quad L^\infty(\text{div} V),
$$

$$
\nabla P_{t_k} \chi_E \cdot (\chi_E V) \rightharpoonup D\chi_E(\chi_E V),
$$

$$
\nabla P_{t_k} \chi_E \cdot (\chi_E V) \rightharpoonup D\chi_E(\chi_E V).
$$

Notice that, a priori, $D\chi_E(\chi_E V)$, $D\chi_E(\chi_E V)$ and $\tilde{\chi}_E$ depend on the choice of the subsequence. It can be proven that $D\chi_E(\chi_E V)$ and $D\chi_E(\chi_E V)$ are both absolutely continuous with respect to $|D\chi_E|$. Therefore we are entitled to consider their densities and set

$$
2D\chi_E(\chi_E V) = (V \cdot \nu_E)_{\text{int}} |D\chi_E|, \quad (5.3a)
$$

$$
2D\chi_E(\chi_E V) = (V \cdot \nu_E)_{\text{ext}} |D\chi_E|, \quad (5.3b)
$$

respectively. In [BCM19, Proposition 6.5] it is shown that

$$
\|(V \cdot \nu_E)_{\text{int}}\|_{L^\infty(\mathcal{F}E, \text{Per}_E)} \leq 2 \|V\|_{L^\infty(E, m)}, \quad (5.4a)
$$

$$
\|(V \cdot \nu_E)_{\text{ext}}\|_{L^\infty(\mathcal{F}E, \text{Per}_E)} \leq 2 \|V\|_{L^\infty(X, m)}. \quad (5.4b)
$$

In Theorem 6.22 [BCM19] the authors proved that, under the assumption that any weak-star limit in $L^\infty(|D\chi_E|)$ of $P_{t_k} \chi_E$ is constant, for any function $\varphi \in \text{Lip}_c(X)$ it holds

$$
\int_{E(1)} \varphi \, \text{div} \, V + \int_E \nabla \varphi \cdot V \, dm = -\int_{\mathcal{F}E} \varphi (V \cdot \nu_E)_{\text{int}} \, d\text{Per}_E, \quad (5.5a)
$$

$$
\int_{E(1) \setminus E(1/2)} \varphi \, \text{div} \, V + \int_E \nabla \varphi \cdot V \, dm = -\int_{\mathcal{F}E} \varphi (V \cdot \nu_E)_{\text{ext}} \, d\text{Per}_E, \quad (5.5b)
$$

where $\tilde{E}(t) := \{\tilde{\chi}_E = t\}$.

Thanks to Proposition 4.2 ii) we have a good understanding of the pointwise behaviour of the evolved of the indicator function $\chi_E$ of a set with finite perimeter $E \subset X$ through the heat flow. As proven in Proposition 4.2 ii), sets of finite perimeter on $\text{RCDFCA}(K, N)$ spaces have the following property. The sequence $P_{t_k} \chi_E$ has a unique weak-star limit as $t \to 0$ in $L^\infty(X, |D\chi_E|)$, and it is the constant function 1/2. Hence we are in a position to apply Theorem 6.20 of [BCM19] to get (5.5a) and (5.5b). This being said it becomes clear that Theorem 5.2 follows from the analysis in [BCM19] provided we show the following facts:

(a) $\tilde{E}(1) = E(1)$ and $\tilde{E}(1/2) = \mathcal{F}E$ up to a $|\text{div} V|$-negligible set;

(b) The bounds for the normal traces (5.4a), (5.4b) hold in the improved form (5.2a), (5.2b).
The sharp bound claimed in (b) in the case of vector fields in $H^{1,2}_c$ is already contained in Theorem 2.22, since in [BPS19] it was proved that $|\nu_E| = 1$ a.e. w.r.t. $[D\chi_E]$. It turns out that the sharp trace bounds can be obtained also for the less regular vector fields in $\mathcal{D}\mathcal{M}_\infty(X)$.

As a preliminary step, let us observe that, as it happens in the Euclidean case, the divergence of an essentially bounded divergence measure vector field is always absolutely continuous w.r.t. $\mathcal{H}^h$.

**Lemma 5.3.** Let $(X, d, m)$ be an RCD$(K,N)$ metric measure space. Then for any vector field $V \in \mathcal{D}\mathcal{M}_\infty(X)$ it holds that $|\text{div} V| \ll \mathcal{H}^h$.

**Proof.** Let $x \in X$ and $r > 0$ be such that $|\text{div} V| (\partial B_r(x)) = 0$. We apply (5.5a) with $E = B_r(x)$ and $\varphi = 1$. A simple blow-up argument shows that $B_r(x) \subset B_r(x)^{(1)} \subset B_r(x)$, hence

$$|\text{div} V(B_r(x))| \leq \|V\|_{L^\infty} \text{Per}_{B_r(x)}(x) \leq C(N)\mathcal{H}^h(B_r(x)) \leq C(N) \frac{m(B_r(x))}{r},$$

(5.6)

where we used that $\mathcal{F}_{B_r(x)} \subset \partial B_r(x)$ and that $h(B_r(x)) = \frac{m(B_r(x))}{r}$ is a gauge function for $\mathcal{H}^h$.

Given a Borel set $E \subset X$ such that $\mathcal{H}^h(E) = 0$ and $\varepsilon > 0$, we consider a cover $E \subset \bigcup_{i \in \mathbb{N}} B_{r_i}(x_i)$ such that, for any $i \in \mathbb{N}$, it holds

$$|\text{div} V(\bar{B}_{r_i}(x_i))| = |\text{div} V(B_{r_i}(x_i))| \geq \frac{1}{2} |\text{div} V|(B_{r_i}(x_i)), \quad \sum_{i \in \mathbb{N}} \frac{m(B_{r_i}(x_i))}{r_i} < \varepsilon. \quad (5.7)$$

By using (5.6) and (5.7) we deduce

$$|\text{div} V|(E) \leq \sum_{i \in \mathbb{N}} |\text{div} V|(B_{r_i}(x_i)) \leq 2 \sum_{i \in \mathbb{N}} |\text{div} V(B_{r_i}(x_i))| \leq C(N) \sum_{i \in \mathbb{N}} \frac{m(B_{r_i}(x_i))}{r_i} \leq C(N)\varepsilon,$$

which implies the sought conclusion. \hfill \Box

**Proof of (a).** From Lemma 5.3 we know that $|\text{div} V| \ll \mathcal{H}^h$, hence ii) in Proposition 4.2 and Remark 4.5 imply that, up to a $|\text{div} V|$-negligible set, it holds

$$X = \{\lim_{t \to 0} P_t \chi_E = 0\} \cup \{\lim_{t \to 0} P_t \chi_E = 1/2\} \cup \{\lim_{t \to 0} P_t \chi_E = 1\},$$

$$E^{(0)} = \{\lim_{t \to 0} P_t \chi_E = 0\}, \quad E^{(1/2)} = \{\lim_{t \to 0} P_t \chi_E = 1/2\}, \quad E^{(1)} = \{\lim_{t \to 0} P_t \chi_E = 1\}.$$

The sought conclusion follows from the fact that $E^{(1/2)} = \mathcal{F}E$ up to a $|\text{div} V|$-negligible set as a consequence of i) in Proposition 4.2 and $|\text{div} V| \ll \mathcal{H}^h$. \hfill \Box

**Proof of (b).** Our goal is to prove that

$$\|(V \cdot \nu_E)_{\text{int}}\|_{L^\infty(\mathcal{F}E, \text{Per})} \leq \|V\|_{L^\infty(E, m)}.$$

In order to do so we just slightly refine the last computation in the proof of [BCM19, Lemma 5.2] relying on Theorem 2.20. Basically, all we need to know is that the unit normal vector to the set of finite perimeter has length one, in a suitable sense, and that the density of the set of finite perimeter at reduced boundary points is $1/2$.

It is sufficient to prove the following: for any nonnegative function $\varphi \in C_c(X)$ it holds

$$\lim_{t \to 0} \left| \int \varphi \chi_E (\nabla P_t \chi_E \cdot V) \, d\mu \right| \leq \frac{1}{2} \|V\|_{L^\infty(E)} \int \varphi \, d|D\chi_E|. \quad (5.8)$$

Let us compute, following the proof of [BPS19, Theorem 2.4] and setting

$$\nu_t := \frac{\nabla P_t \chi_E}{P_t |D\chi_E|}, \quad \mu_t := P_t^* |D\chi_E| \, m,$$

$$\lim_{t \downarrow 0} \left| \int \varphi \chi_E (\nabla P_t \chi_E \cdot V) \, d\mu \right| = \lim_{t \downarrow 0} \left| \int e^{K_t} \varphi \chi_E (\nu_t \cdot V) \, d\mu_t \right| \leq \lim_{t \downarrow 0} \left( \|\varphi\|_\infty \|V\|_\infty \int_X |1 - e^{K_t} |\nu_t|| \, d\mu_t + \int_X \varphi \chi_E \left( \frac{\nu_t}{|\nu_t|} \cdot V \right) \, d\mu_t \right). \quad (5.9)$$

The first summand above tends to $0$ as $t \downarrow 0$ by [BPS19, Lemma 2.7], see also [ABS19]. Let us deal with the second one.
We can estimate
\[
\lim_{t \downarrow 0} \int_X \varphi(x)^\prime \left( \frac{\nu(x)}{|\nu(x)|} \cdot V \right) \, d\mu_t \leq \|V\|_{L^\infty(E,m)} \lim_{t \downarrow 0} \int \varphi(x)^\prime \, d\mu_t
\]
\[
= \|V\|_{L^\infty(E,m)} \lim_{t \downarrow 0} \int P_t(\varphi) \, d|DX_E| .
\]
We claim that
\[
\lim_{t \downarrow 0} P_t(\varphi) x = \frac{1}{2} \varphi(x) , \quad \text{for } |DX_E|\text{-a.e. } x .
\]
The validity of (5.11) can be easily checked relying on the continuity of \( \varphi \) at any reduced boundary point of \( E \), with a simple variant of the argument leading to Proposition 4.2 ii). Given (5.11) we can argue by the dominated convergence theorem that
\[
\lim_{t \downarrow 0} \int P_t(\varphi) \, d|DX_E| = \frac{1}{2} \int \varphi \, d|DX_E| .
\]
Hence, by (5.9), we get (5.8).

In Theorem 4.11 we have dealt with the relationships between the Gauss-Green integration by parts formulae over two sets of finite perimeter and those over the sets obtained via elementary operations between them. Therein, the language was that of the tangent module over the boundary of a set of finite perimeter \( L^2_E(TX) \) and vector fields were assumed to be sufficiently smooth to have pointwise defined representatives \( \text{Per}_E \)-a.e.. Having at disposal a well behaved notion of interior/exterior normal trace over the boundary of a set of finite perimeter for any vector field which is bounded and has measure valued divergence, we would like to understand to which extent those operations are well behaved under these regularity assumptions.

\textbf{Proposition 5.4.} Let \((X, d, m)\) be an RCD\((K, N)\) metric measure space for some \( K \in \mathbb{R} \) and \( 1 \leq N < \infty \). Let \( E, F \subset X \) be sets of (locally) finite perimeter and let \( V \in DM^\infty(X) \). Then the following relationships between normal traces hold true:

\[
(V \cdot \nu_E)_{\text{int}} = (V \cdot \nu_F)_{\text{int}} , \quad \mathcal{H}^h\text{-a.e. on } \{ \nu_E = \nu_F \} ,
\]
\[
(V \cdot \nu_E \cap F)_{\text{int}} = (V \cdot \nu_F)_{\text{int}} , \quad \text{Per}_E \text{-a.e. on } F^{(1)} ,
\]
\[
(V \cdot \nu_E \cap F)_{\text{int}} = (V \cdot \nu_F)_{\text{int}} , \quad \text{Per}_F \text{-a.e. on } E^{(1)} ,
\]
\[
(V \cdot \nu_E \cap F)_{\text{int}} = (V \cdot \nu_F)_{\text{int}} , \quad \mathcal{H}^h\text{-a.e. on } \{ \nu_E = \nu_F \} .
\]

Analogous conclusions hold for the exterior normal traces and for the interior and exterior normal traces on \( E \cup F \) and on \( E \setminus F \).

\textit{Proof.} Let us begin by proving (5.12a). We perform a blow-up argument similar to the one in the proof of Proposition 4.8 and inspired by the proof of [Co20, Proposition 3.4.6], dealing with the Euclidean case.

We claim that \( \mathcal{H}^h\text{-a.e. } x \in E^{(1/2)} \cap F^{(1/2)} \) satisfies the following:

(i)
\[
\lim_{r \downarrow 0} \int_{B_r(x)} |(V \cdot \nu_E)_{\text{int}}(y) - (V \cdot \nu_E)_{\text{int}}(x)| \, d\text{Per}_E(y) = 0 ,
\]
\[
\lim_{r \downarrow 0} \int_{B_r(x)} |(V \cdot \nu_F)_{\text{int}}(y) - (V \cdot \nu_F)_{\text{int}}(x)| \, d\text{Per}_F(y) = 0 ;
\]

(ii)
\[
\lim_{r \downarrow 0} \frac{r \cdot \text{div} V((E^{(1)} \cup F^{(1)}) \cap B_r(x))}{m(B_r(x))} = 0 .
\]
The property (i) amounts to say that \( x \) is a Lebesgue point for both \((V \cdot \nu_E)_{\text{int}} \in L^\infty(|DX_E|)\) and \((V \cdot \nu_F)_{\text{int}} \in L^\infty(|DX_F|)\). The latter hold for, respectively, \(|DX_E|\) and \(|DX_F|\) almost every point as explained after Proposition 2.18. The claimed conclusion follows by recalling that \(|DX_E|\) and \(|DX_F|\) are equivalent to the measure \( \mathcal{H}^h \) restricted, respectively, to \( E^{(1/2)} \) and \( F^{(1/2)} \).
We now prove that $\mathscr{H}^h$-a.e. $x \in E^{(1/2)} \cap F^{(1/2)}$ satisfies (ii). Assume the existence of $B \subset E^{(1/2)} \cap F^{(1/2)}$ with positive $\mathscr{H}^h$-measure such that $x_i \in B$, $r_i < \delta$ and

$$\limsup_{r \to 0} \frac{r_i |\text{div} V|((E^{(1)} \cup F^{(1)}) \cap B_{r_i}(x_i))}{m(B_{r_i}(x_i))} \geq \varepsilon > 0, \text{ for any } x \in B.$$ 

We can then find a cover $B \subset \cup_{i \in \mathbb{N}} B_{r_i}(x_i)$ such that

$$0 < \mathscr{H}^h(B) \leq C(N) \sum_{i \in \mathbb{N}} \frac{m(B_{r_i}(x_i))}{r_i}, \quad r_i |\text{div} V|((E^{(1)} \cup F^{(1)}) \cap B_{r_i}(x_i)) \geq \varepsilon / 2 \quad \forall i \in \mathbb{N}.$$ 

In particular,

$$|\text{div} V|((E^{(1)} \cup F^{(1)}) \cap \{ y \in X : \text{d}(x, y) \leq \delta \text{ for some } x \in B \}) \geq C(N, \varepsilon) \mathscr{H}^h(B) > 0,$$

letting $\delta \to 0$ we get the sought contradiction

$$0 = |\text{div} V|((E^{(1)} \cup F^{(1)}) \cap (E^{(1/2)} \cap F^{(1/2)})) \geq |\text{div} V|((E^{(1)} \cup F^{(1)}) \cap B) \geq C(N, \varepsilon) \mathscr{H}^h(B) > 0.$$

Let us pick a point $x \in E^{(1/2)} \cap F^{(1/2)}$ such that there exits a system of good coordinates $(u_i) : B_i(x) \to \mathbb{R}^n$ for both $E$ and $F$ such that $\nu_E(x) = \nu_F(x)$ and the properties (i) and (ii) hold. Fix a function $\varphi \in C^\infty(\mathbb{R}^n)$ compactly supported in $B_1(0^n) \subset \mathbb{R}^n$. Then, thanks to [AH18, Lemma 2.10] we find a sequence of uniformly bounded and uniformly Lipschitz functions $\varphi_m : X \to \mathbb{R}$ compactly supported in $B_m(x)$ such that, when considered along the sequence of scaled spaces $X_m := (X, r_m^{-1}d, m_m, x)$ with $m_m = m(B_m(x))$, they converge strongly in $H^{1,2}$ to $\varphi$ (see [AH17, Definition 5.2]).

Let $E_m$ and $F_m$ be $E, F \subset X_m$ and $u_m^n$ be the good coordinates scaled by $u_m^n(y) = (u_i(y) - u_i(x))/r_m$. We can assume that $u_m \to x_i$, the $i$-th coordinate of $\mathbb{R}^n$, in $H^{1,2}$ and, as a consequence of Proposition 4.8, $E_m \to H_{\nu_E(x)}$ and $F_m \to H_{\nu_F(x)}$ in $L^1_{\text{loc}}$.

By Theorem 5.2 it holds

$$\int_{E^{(1)}} \varphi_m \text{div} V + \int_E \nabla \varphi_m \cdot V \, dm = - \int_{\partial E} \varphi_m (V \cdot \nu_E) \text{int} \, d\text{Per}_E, \quad (5.13)$$

$$\int_{F^{(1)}} \varphi_m \text{div} V + \int_F \nabla \varphi_m \cdot V \, dm = - \int_{\partial F} \varphi_m (V \cdot \nu_F) \text{int} \, d\text{Per}_F. \quad (5.14)$$

Fix $\varepsilon > 0$ and observe that

$$\left| \int_{E^{(1)}} \varphi_m \text{div} V - \int_{F^{(1)}} \varphi_m \text{div} V \right| \leq |\text{div} V|((E^{(1)} \cup F^{(1)}) \cap B_m(x)) \leq \varepsilon \frac{m(B_m(x))}{r_m}, \quad (5.15)$$

for $r_m$ small enough, as a consequence of (ii).

Recalling that $|\nabla \varphi_m| \leq C(N)r_m^{-1}$, we get

$$\left| \int_E \nabla \varphi_m \cdot V \, dm - \int_F \nabla \varphi_m \cdot V \, dm \right| \leq C(N) \|V\|_{L^\infty} \frac{m(E \Delta F \cap B_m(x))}{r_m} \leq \varepsilon \frac{m(B_m(x))}{r_m}, \quad (5.16)$$

for $r_m$ small enough, where in the last inequality we used Proposition 4.8 and $\nu_E(x) = \nu_F(x)$ to infer that

$$\lim_{m \to \infty} \frac{m(E \Delta F \cap B_m(x))}{m(B_m(x))} = \lim_{m \to \infty} m_m(E_m \Delta F_m \cap B_1^m(x)) = \mathcal{L}^n(H_{\nu_E(x)} \Delta H_{\nu_F(x)} \cap B_1(0^n)) = 0.$$

Subtracting (5.13) and (5.14), taking into account (5.15) and (5.16) we deduce

$$\limsup_{m \to \infty} \left| \int_{E^{(1)}} \varphi_m (V \cdot \nu_E) \text{int} \, d\text{Per}_E - \frac{r_m}{m(B_m(x))} \int_{E^{(1)}} \varphi_m (V \cdot \nu_E) \text{int} \, d\text{Per}_E \right| \leq 2\varepsilon. \quad (5.17)$$

On the other hand, by (i),

$$\limsup_{m \to \infty} \left| \int_{E^{(1)}} \varphi_m (V \cdot \nu_E) \text{int} \, d\text{Per}_E - (V \cdot \nu_E) \text{int} (x) \right| \leq \limsup_{m \to \infty} \left| \int_{B_m(x)} |(V \cdot \nu_E) \text{int} (y) - (V \cdot \nu_E) \text{int} (x)| \, d\text{Per}_E(y) \right| = 0.$$
Finally, observe that
\[
\lim_{m \to \infty} \frac{r_m}{|B_{r_m}(x)|} \int_{B_{r_m}(x)} \varphi_m \, d \text{Per}_E = \lim_{m \to \infty} \int_{|B_{r_m}(x)|} \varphi_m \, d \text{Per}_{E_m} = \int_{H_{v_{E}(x)}} \varphi \, d\mathcal{H}^{n-1},
\]
which along with (5.17) and the identity \( v_E(x) = v_F(x) \) allows to conclude that
\[
|\langle V \cdot v_E \rangle_{\text{int}}(x) - \langle V \cdot v_F \rangle_{\text{int}}(x)\rangle \int_{H_{v_{E}(x)}} \varphi \, d\mathcal{H}^{n-1} \leq 2\varepsilon.
\]
Since \( \varepsilon > 0 \) is arbitrary the proof of (5.12a) is complete.

Let us now pass to the proof of (5.12b) and (5.12c). To simplify our notation we assume that \( \chi_E \) and \( \chi_F \) are pointwise defined as \( \chi_E := \chi_{E(1)} + \frac{1}{2} \chi_{E(1/2)} \) and \( \chi_F := \chi_{F(1)} + \frac{1}{2} \chi_{F(1/2)} \).

Thanks to [BCM19, Theorem 5.3] we know that \( V_E := V \chi_E \in \mathcal{D}M^\infty(X) \), for any \( V \in \mathcal{D}M^\infty(X) \), hence as a consequence of [BCM19, Theorem 6.20] it holds
\[
\begin{align*}
\text{div}(V \chi_E) &= \text{div}(V \chi_F) = \chi_{F(1)} \text{div}(V \chi_F) + (V_E \cdot v_F)_{\text{int}} |D\chi_F|, \\
\text{div}(V \chi_E) &= \chi_{F(1)} \text{div} V + (V_E \cdot v_F)_{\text{int}} |D\chi_E|.
\end{align*}
\]
In particular, applying again [BCM19, Theorem 6.20], we deduce that
\[
\langle V \cdot v_E \rangle_{\text{int}} |D\chi_{E(1)}| = \text{div}(V \chi_{E(1)}) - \chi_{(E(1)/2)} \text{div} V = \chi_{F(1)} (V \cdot v_F)_{\text{int}} |D\chi_E| + (V_E \cdot v_F)_{\text{int}} |D\chi_F|,
\]
which restricted to \( F^{(1)} \) implies (5.12b). Arguing symmetrically we get (5.12c).

Let us finally prove (5.12d). Thanks to Theorem 4.11 we know that \( \{v_{E(F)} = v_E\} = \{v_E = v_F\} \) up to a \( \mathcal{H}^n \)-negligible set, hence (5.12d) follows from (5.12a) applied to \( E \) and \( E \cap F \).

6. An example

In this last section we discuss a class of sets of finite perimeter and essentially bounded divergence measure vector fields to which the theory developed before can be applied: level sets of distance-type functions. In particular, Proposition 6.1 below applies to distance functions from closed sets, sufficiently far away from the closed set itself, as it follows from the Laplace comparison theorem, see [G15, CaM20]. Similar results have been obtained for the distance from a given point in [APP21, Proposition 2.30].

The interest towards these examples comes from some recent applications, where level sets of distance-type functions have been used to construct variations of sets of finite perimeter solving variational problems: in [APP21] variations via balls (that are sublevel sets of distances from points) have been used in the study of the isoperimetric problem on RCD(\( K, N \)) spaces, while in [MS21] Proposition 6.1 is exploited to prove Laplacian bounds for the distance function from the boundary of locally perimeter minimizing sets of finite perimeter (corresponding to vanishing of the mean curvature in the smooth framework) in the same setting.

**Proposition 6.1.** Let \((X, d, m)\) be an RCD(\( K, N \)) metric measure space. Let \( \Omega \subseteq \Omega' \subset X \) be open domains and let \( \varphi : \Omega' \to \mathbb{R} \) be a 1-Lipschitz function such that

i) \( |\nabla \varphi| = 1 \) m-a.e. on \( \Omega' \);  
ii) there exists \( L \leq 0 \) such that \( \Delta \varphi \geq L \) in the sense of distributions on \( \Omega' \). In particular, \( \varphi \) has measure valued Laplacian on \( \Omega' \).

Then, for \( L^1\)-a.e. \( t \) such that \( \{\varphi = t\} \cap \Omega \neq \emptyset \) it holds that \( \{\varphi < t\} \) is a set of locally finite perimeter in \( \Omega \) and
\[
\begin{align*}
\langle \nabla \varphi \cdot v_{\{\varphi < t\}} \rangle_{\text{int}} &= \langle \nabla \varphi \cdot v_{\{\varphi < t\}} \rangle_{\text{ext}} = -1 \quad \text{Per}_{\{\varphi < t\}} \text{-a.e. in } \Omega.
\end{align*}
\]
**Proof.** By the coarea formula \( \{\varphi < t\} \) is a set of finite perimeter for \( L^1\)-a.e. \( t \).

Since \( \varphi \) has measure valued Laplacian on \( \Omega' \) and \( |\nabla \varphi| = 1 \) m-a.e., \( \nabla \varphi \) is a bounded vector field with measure valued divergence on \( \Omega' \), i.e. \( \nabla \varphi \in \mathcal{D}M^\infty(\Omega') \).

Moreover, for \( L^1\)-a.e. \( t \), \( |\Delta \varphi| \{\{\varphi = t\}\} = |\text{div} \nabla \varphi| \{\{\varphi = t\}\} = 0 \). For any such \( t \), thanks to [BCM19, Theorem 6.20] we have that
\[
\begin{align*}
\langle \nabla \varphi \cdot v_{\{\varphi < t\}} \rangle_{\text{int}} &= \langle \nabla \varphi \cdot v_{\{\varphi < t\}} \rangle_{\text{ext}} \quad \text{Per}_{\{\varphi < t\}} \text{-a.e.}.
\end{align*}
\]
Therefore it is sufficient to prove that
\[ \left( \nabla \varphi \cdot \nu_{\{\varphi < t\}} \right)_{\text{int}} = -1 \quad \text{Per}_{\{\varphi < t\}} \text{-a.e..} \quad (6.1) \]
We claim that for \( \mathcal{L}^1\text{-a.e. } t \) and for \( \text{Per}_{\{\varphi < t\}}\text{-a.e. } \varphi \in \{ \varphi = t \} \) the following hold:

i) \( x \) is a regular point of \((X, d, m)\) i.e. the unique tangent cone of \((X, d, m)\) is \( \mathbb{R}^n \), for some \( 1 \leq n \leq N \);

ii) \( x \) is a regular reduced boundary point of the set of finite perimeter \( \{ \varphi < t \} \), i.e. any blow-up of \( \{ \varphi < t \} \) at \( x \) in the sense of sets of finite perimeter (see Definition 2.19) is a half-space in \( \mathbb{R}^n \);

iii) \( x \) is a regular point for \( \varphi \), i.e. any blow-up of the function \( \varphi \) at \( x \) is a linear function \( \varphi_x : \mathbb{R}^n \to \mathbb{R} \);

iv) if \( \mathbb{H}^n \subset \mathbb{R}^n \) is the blow-up of \( \{ \varphi < t \} \) at \( x \), then \( \varphi_x = d_{\mathbb{H}^n}^+ \) is the signed distance function from \( \mathbb{H}^n \).

We claim that the conditions (i)–(iv) are sufficient to prove that
\[ \lim_{r \to 0} \frac{\left( \nabla \varphi \cdot \nu_{\{\varphi < t\}} \right)_{\text{int}} \text{Per}_{\{\varphi < t\}}(B_r(x))}{\text{Per}(B_r(x))} = -1. \quad (6.2) \]
This is the consequence of a blow-up argument, similar to the one in [BNS20, Theorem 7.4]. By the Gauss-Green integration by parts formulae, the interior normal trace is the density w.r.t. the perimeter measure of the divergence of the vector field \( \chi_{\{\varphi < t\}} \nabla \varphi \), which equals \( \Delta (\varphi - t)_- \), here \((\varphi - t)_- \) is the negative part of \( \varphi - t \). Under the assumptions (i) – (iv), after blow-up the set of finite perimeter converges to a half-space, and the function \( \varphi \) converges to the signed distance from its boundary. In that limit case it is easily verified that
\[ \left( \nabla d_{\mathbb{H}^n}^+ \cdot \nu_{\mathbb{H}^n} \right)_{\text{int}} = -1, \]
by direct computation.

Scaling and stability of the distributional Laplacian allow then to infer (6.2).

Let us prove now that \( \mathcal{L}^1\text{-a.e. } t \) and \( \text{Per}_{\{\varphi < t\}}\text{-a.e. } x \) verify the properties (i) – (iv). Since \( |\nabla \varphi| = 1 \) m-a.e. on \( \partial \Omega' \), by the coarea formula Theorem 2.17 this is equivalent to ask that (i) – (iv) are verified m-a.e. on \( \partial \Omega' \).

The properties (i) and (ii) follow from the general theory of sets of finite perimeter over \( \text{RCD}(K, N) \) spaces, since for any sublevel set \( \{ \varphi < t \} \) which has finite perimeter it holds that \( \text{Per}_{\{\varphi < t\}}\text{-a.e. } x \) is a regular reduced boundary point, where all tangents are Euclidean half-spaces, see Theorem 2.20.

It remains to prove (iii) and (iv). In order to do so we first point out that for m-a.e. point any blow-up \( \varphi_x \) of \( \varphi \) at \( x \) is a linear coordinate function on the tangent \( \mathbb{R}^n \). The argument is classical, and originally due to Cheeger [C99], so we avoid it. Observe that the assumption that \( |\nabla \varphi| = 1 \) m-a.e. on \( \partial \Omega' \) here guarantees that the blow-up is a linear function with slope equal to 1. Indeed
\[ \int_{B_r(x)} |\nabla \varphi|^2 \, dm = 1, \quad \text{for any } 0 < r < d(x, \partial \Omega). \]
Therefore, \( \varphi_x : \mathbb{R}^n \to \mathbb{R} \), that is obtained as limit of \( (\varphi - \varphi(x)) / r \) along the sequence of scaled spaces \((X, d/r, m^r_x, x)\), is a harmonic function such that
\[ \int_{B_r^n(0)} |\nabla \varphi_x|^2 \, d\mathcal{H}^n = 1, \quad \text{for any } r > 0, \]
hence it is an affine coordinate with slope 1. See also [AHPT21, Theorem 5.4] for a proof of the almost everywhere harmonicity of blow-ups of harmonic functions more tailored to the setting of \( \text{RCD}(K, N) \) metric measure spaces.

We are left to verify that the blow-up of \( \varphi \), that is a coordinate function, hence it is the signed distance function from a certain hyperplane, is actually the signed distance function from the boundary of the blow-up of the set of finite perimeter.

In order to do so, observe that \( (\varphi - t)_- \leq 0 \) and
\[ \int_{\{\varphi > t\} \cap B_r(x)} (\varphi - t)_- \, dm = 0, \]
for any \( x \in \{ \varphi = t \} \).

This property is stable under blow-up of the set of finite perimeter and of the function \( \varphi \), by the \( L_{\text{loc}} \) convergence of the indicator functions of the scaled sets of finite perimeter. Hence, also \( (\varphi_x) \) vanishes everywhere on the complement of the blow up of \( \{ \varphi < t \} \) at \( x \).

Since the blow-up of \( \{ \varphi < t \} \) at \( x \) is a half-space and the blow-up of \( \varphi \) at \( x \) is an affine coordinate function, the only possibility compatible with the observation above is that \( \varphi \) blows-up to the signed distance function from the boundary of the blow-up to \( \{ \varphi < t \} \) at \( x \), as we claimed.

To conclude, observe that by (6.2) the density of the interior normal trace of \( \nabla \varphi \) on the boundary of \( \{ \varphi < t \} \) at \( x \) is \(-1\) for \( \text{Per}_{\{\varphi < t\}} \)-a.e. \( x \). This is sufficient to prove (6.1) by the Lebesgue differentiation theorem, since the perimeter measure is asymptotically doubling, see Proposition 2.18. \( \square \)
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