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Abstract

We investigate the uniform approximation provided by least squares polynomials on the unit Euclidean sphere \( S^q \) in \( \mathbb{R}^{q+1} \), with \( q \geq 2 \). Like any other polynomial projection, the study concerns the growth, as the degree \( n \) tends to infinity, of the associated Lebesgue constant, i.e., the uniform norm of the least squares operator. If the least squares polynomial of degree \( n \) is based on a set of points, which are nodes of a positive weighted quadrature rule of degree of exactness \( 2n \), then we state two different sufficient conditions for having an optimal Lebesgue constant that increases with \( n \) at the minimal projections order. Hence, under our assumptions least squares and hyperinterpolation polynomials provide a comparable approximation with respect to the uniform norm.
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1 Introduction

In recent decades, the polynomial approximation on the sphere

\[
S^q := \left\{ \mathbf{x} = (x_0, \ldots, x_q) \in \mathbb{R}^{q+1} : \sum_{i=0}^{q} x_i^2 = 1 \right\}, \quad q \geq 2,
\]

by using function values at a discrete point set \( X_N := \{\xi_1, \ldots, \xi_N\} \subset S^q \), has received more and more interest by many authors motivated by the wide field of applications in geophysics, biology and engineering (see, e.g., [3, 6, 11, 17, 22] and the references therein).

Limiting our concern to polynomial projections, besides the classical Lagrange interpolation [24], we recall the hyperinterpolation polynomials firstly introduced by Sloan in
supposing that the point set $X_N$ consists of nodes of a positive weighted quadrature rule of suitable degree of precision. By means of this quadrature rule, hyperinterpolants approximate Fourier orthogonal projections w.r.t. the scalar product

$$\langle f, g \rangle := \int_{S^q} f(x)g(x) d\sigma(x),$$

where $d\sigma$ denotes the usual surface measure on $S^q$.

It is known [16, 19] that hyperinterpolation polynomials provide an optimal approximation w.r.t. the uniform norm, but for their construction we need to explicitly know the quadrature weights. This is not necessary if we consider the least squares polynomials, defined as the orthogonal projections w.r.t. the discrete scalar product

$$\langle f, g \rangle_N := \sum_{i=1}^{N} f(\xi_i)g(\xi_i).$$

In the case $q = 2$, it has been proved by the authors [21, Th. 2.3] that similarly to hyperinterpolation, also least squares projections have optimal Lebesgue constants w.r.t. the uniform norm, provided that the nodes $\{\xi_j\}$ support a quadrature rule with positive weights (required for hyperinterpolation too) and they are well separated on the sphere.

In this paper we are going to extend this result to the hypersphere case $q \geq 2$ (cf. Theorems 3.1 and 3.2). Moreover, when $q = 2$ we focus on the special case of tensor product Gauss–Legendre quadrature rules nodes [19, Example 6.1]. These nodes do not satisfy the assumption to be well separated on the sphere. Nevertheless, from our numerical experiments an optimal behavior of the associated Lebesgue constants comes out.

This is justified by a second theorem (cf. Theorem 3.3) that we state in $S^q$ with $q \geq 2$, where the assumption on the well separated nodes is replaced by an hypothesis on the quadrature weights, which is certainly satisfied by the tensor product Gaussian quadrature rules.

In the next section we briefly recall some basic properties of Fourier and hyperinterpolation projections. The main theorems are given in Section 3, where some numerical experiments are also given. The proofs are left to Section 4 and Section 5 summarizes the obtained results.

## 2 Basic properties of Fourier and hyperinterpolation projections

Let $P_n$ be the space of all spherical polynomials (i.e., polynomials of $q + 1$ variables restricted to the sphere $S^q$) of degree at most $n$. It is well–known (see, e.g., [3]) that

$$\dim P_n = \frac{(2n + q)\Gamma(n + q)}{(q + 1)\Gamma(n + 1)} =: d_n$$

and spherical harmonics (i.e., harmonic homogeneous polynomials restricted to $S^q$) of degree at most $n$ provide a basis of $P_n$, which is orthonormal w.r.t. the scalar product (1).

Moreover, spherical harmonics are related to ultraspherical polynomials of index $q/2 - 1$ by an addition formula (cf. [3, (1.6.7)]), which allows us to write the associated Fourier
orthogonal projection $\mathcal{S}_n : L^2(S^q) \to \mathbb{P}_n$ as follows

$$\mathcal{S}_n f(x) = \frac{1}{|S^{q-1}|} \int_{S^q} K_n(x \cdot y) f(y) d\sigma(y), \quad x \in S^q,$$

where $|S^{q-1}|$ is the surface area of $S^{q-1}$, $x \cdot y$ denotes the Euclidean scalar product in $\mathbb{R}^{q+1}$, and

$$K_n(t) := K_n(t, 1), \quad t \in [-1, 1],$$

is the $n$–th Darboux kernel related to the weight function $w(x) = (1 - x^2)^{\frac{q}{2} - 1}$, as defined in [20].

Fourier projection, as any other projection onto $\mathbb{P}_n$, satisfies for all functions $f$ s.t. $\|f\|_{\infty} := \sup_{x \in S^q} |f(x)| < \infty$, the following error estimate

$$E_n(f) \leq \|f - \mathcal{S}_n f\|_{\infty} \leq (1 + \|\mathcal{S}_n\|_{\infty}) E_n(f),$$

where $E_n(f)$ is the error of best polynomial approximation w.r.t. the uniform norm, i.e.,

$$E_n(f) := \inf_{P \in \mathbb{P}_n} \|f - P\|_{\infty},$$

and $\|\mathcal{S}_n\|_{\infty}$ denotes the so–called Lebesgue constant of $\mathcal{S}_n$, given by

$$\|\mathcal{S}_n\|_{\infty} = \frac{1}{|S^{q-1}|} \sup_{x \in S^q} \int_{S^q} |K_n(x \cdot y)| d\sigma(y).$$

More generally, we recall that the Lebesgue constant of any projection $T_n$ is defined as the following operator norm

$$\|T_n\|_{\infty} := \sup_{\|f\|_{\infty} \leq 1} \|T_n f\|_{\infty},$$

and its behaviour as $n \to +\infty$ strongly influences the quality of the approximation.

It is known (see, e.g., [3, 4, 17]) that the previous Fourier projection $\mathcal{S}_n$ is the projection onto $\mathbb{P}_n$ having minimal Lebesgue constant. More precisely, if we denote by $\mathcal{T}_n$ the class of all the polynomial projections onto $\mathbb{P}_n$, then for sufficiently large $n$, we have

$$\|T_n\|_{\infty} \geq \|\mathcal{S}_n\|_{\infty} \sim n^{\frac{q}{2} - 1}, \quad \forall T_n \in \mathcal{T}_n,$$

where throughout the paper by $a_n \sim b_n$ we mean that $c_1 a_n \leq b_n \leq c_2 a_n$ being $c_1, c_2 > 0$ independent of $n$.

However, the approximation $\mathcal{S}_n f$ requires the computation of the Fourier coefficients that are integrals of the unknown function $f$. If we suppose to know $f$ only at a discrete point set $X_N := \{\xi_1, \ldots, \xi_N\}$ such that the quadrature rule

$$\int_{S^q} f(x) d\sigma(x) = \sum_{i=1}^N \lambda_i f(\xi_i), \quad \lambda_i > 0, \quad \forall f \in \mathbb{P}_{2n},$$

holds, then we can discretize $\mathcal{S}_n f$ by applying [8] to [3]. In this way, we get the following polynomial of degree at most $n$ [18, 19]

$$L_n f(x) = \frac{1}{|S^{q-1}|} \sum_{i=1}^N \lambda_i f(\xi_i) K_n(\xi_i \cdot x), \quad x \in S^q,$$
which is usually called hyperinterpolation polynomial because it is based on the function values at a number of nodes \( N \) that is greater than \( d_n \), the dimension of \( P_n \). The double degree of exactness in (8) assures that \( L_n \) is a discrete polynomial projection onto \( P_n \), namely

\[
L_n P = P, \quad \forall P \in P_n.
\]

Moreover, it is known that the Lebesgue constants \( \|L_n\|_\infty \) increase with \( n \) at the order of the minimal projections, i.e., for all sufficiently large \( n \in \mathbb{N} \), we have \[16, 19\]

\[
\|L_n\|_\infty \sim \|S_n\|_\infty \sim n^{\frac{q-1}{2}}. \tag{11}
\]

3 On least squares polynomial approximation

A different kind of discrete polynomial projection is given by the least squares approximations \( \tilde{S}_n f \in P_n \), defined by

\[
\sum_{i=1}^{N} [f(\xi_i) - \tilde{S}_n f(\xi_i)]^2 = \min_{P \in P_n} \sum_{i=1}^{N} [f(\xi_i) - P(\xi_i)]^2. \tag{12}
\]

In explicit form, for all \( x \in S^q \), the least squares polynomial \( \tilde{S}_n f(x) \) related to the point set \( X_N = \{\xi_1, \ldots, \xi_N\} \subset S^q \) is given by

\[
\tilde{S}_n f(x) = \sum_{i=1}^{N} f(\xi_i) H_n(x, \xi_i), \quad H_n(x, y) := \sum_{r=1}^{d_n} I_r(x) I_r(y), \tag{13}
\]

where \( \{I_r : r = 1, \ldots, d_n\} \) is a basis of \( P_n \) orthonormal w.r.t. the discrete scalar product defined in (2). Moreover, we observe that

\[
P(x) = \sum_{i=1}^{N} P(\xi_i) H_n(x, \xi_i), \quad \forall P \in P_n, \quad \forall x \in S^q. \tag{14}
\]

With respect to the hyperinterpolation \( L_n f \), the least squares polynomial \( \tilde{S}_n f \) does not require to know any quadrature weight, neither any quadrature rule is indeed necessary for its definition.

Concerning the Lebesgue constant \( \|\tilde{S}_n\|_\infty \), for the 2–sphere case (i.e., \( q = 2 \)) in \[21\] it has been proved that \( \|\tilde{S}_n\|_\infty \sim \|L_n\|_\infty \) holds if the point set \( X_N = \{\xi_1, \xi_2, \ldots, \xi_N\} \subset S^2 \) is such to support a positive weighted quadrature rule of degree of exactness \( 2n \) and if the following Marcinkiewicz type inequality holds

\[
\frac{1}{n^2} \sum_{i=1}^{N} |Q(\xi_i)| \leq C\|Q\|_{L^1(S^2)}, \quad \forall Q \in P_n, \quad C \neq C(n, N, Q),
\]

where throughout the paper we denote by \( C \) a positive constant, which can take different values at the different occurrences, and we write \( C \neq C(n, N, Q, ..) \) to mean that \( C \) is independent of \( n, N, Q, .. \).

The next theorem generalizes \[21\] Th. 2.3 to any dimension \( q \geq 2 \).
Theorem 3.1 Let the point set $X_N = \{\xi_1, \xi_2, \ldots, \xi_N\} \subset S^q$ and $n \in \mathbb{N}$ be such that (8) holds. Moreover, suppose that

$$\frac{1}{n^q} \sum_{i=1}^{N} |Q(\xi_i)| \leq C\|Q\|_{L^1(S^q)}, \quad \forall Q \in \mathbb{P}_n, \quad C \neq C(n, N, Q).$$

(15)

Then for all sufficiently large $n \in \mathbb{N}$, the Lebesgue constant of the least squares polynomial of degree $n$ associated to $X_N$, satisfies

$$\|\tilde{S}_n\|_{\infty} \sim n^{\frac{q-1}{2}}.$$  

(16)

Let $\text{card}(A)$ denote the cardinality of the set $A$ and let $d(x, y) := \arccos(x \cdot y)$ be the geodesic distance of $x, y \in S^q$. In [2, Th. 2.1] it has been proved that

$$\sup_{x \in S^q} \text{card} \left( \left\{ \xi_i \in X_N : d(\xi_i, x) \leq \frac{1}{n} \right\} \right) \leq C, \quad C \neq C(n, N),$$

(17)

is a necessary and sufficient condition for (15), so that the previous theorem is equivalent to the following

Theorem 3.2 Let the point set $X_N = \{\xi_1, \xi_2, \ldots, \xi_N\} \subset S^q$ be such that (17) and (8) holds. Then for sufficiently large $n \in \mathbb{N}$, we have

$$\|\tilde{S}_n\|_{\infty} \sim n^{\frac{q-1}{2}}.$$  

The assumption (17) is also required to state the existence of positive weighted quadrature rules (see, e.g., [2, 5, 10]). Nevertheless there exist several positive quadrature rules not satisfying (17). This is the case of tensor product Gauss–Legendre quadrature rules deduced in [19, Example 6.1] for $q = 2$, by combining the trigonometric rectangular rule (exact for trigonometric polynomials of degree $\leq 2n + 1$)

$$\int_{-1}^{1} G(z)dz = \sum_{j=1}^{n+1} \nu_j G(z_j).$$  

(18)

The resulting tensor product rule has degree of precision $2n + 1$ and it is based on $N = 2(n+1)^2$ points. It looks like

$$\int_{S^2} f(x)d\sigma(x) = \sum_{k=0}^{2n+1} \sum_{j=1}^{n+1} \frac{\pi \nu_j}{n+1} f(\xi_{j,k}), \quad \forall f \in \mathbb{P}_{2n+1},$$

(19)

where each node $\xi_{j,k}$ has azimuthal angle $\Phi_k$ and polar angle $\theta_j = \arccos z_j$.

The main advantage of tensor product rules is the explicit knowledge of the quadrature weights and nodes, but the latter have the disadvantage of not being well-separated on the sphere.
Figure 1: Examples of the tensor product Gauss–Legendre quadrature nodes related to
degrees of precision 31 and 51, i.e., having $N = 512$ (left) and $N = 1352$ (right) points.

This can be seen by Figure 1, which shows how the nodes

$$\tilde{X}_N := \{\xi_{j,k} : k = 0, \ldots, 2n + 1, j = 1, \ldots, n + 1\}$$

are distributed on the sphere $S^2$ for degree of precision 31, i.e., $n = 15$, $N = 512$, and
degree of precision 51, i.e., $n = 25$, $N = 1352$.

We recall (see, e.g., [8]) that a measure of the uniformity of a sampling set $X_N = \{\xi_1, \ldots, \xi_N\}$ is given by the mesh norm $\delta_{X_N}$ and separation distance $\gamma_{X_N}$ defined by

$$\delta_{X_N} := \max_{x \in S^2} \min_{1 \leq i \leq N} d(x, \xi_i),$$

$$\gamma_{X_N} := \min_{i \neq j} d(\xi_i, \xi_j),$$

and a sequence of point configurations $\{X_N\}_N$ is said to be quasi–uniform if the mesh ratio $\delta_{X_N} / \gamma_{X_N}$ is bounded as $N \rightarrow +\infty$.

Figure 2 displays some values of the mesh norm, separation distance and mesh ratio for
the point set $\tilde{X}_N$ in (20). To estimate the mesh norm $\delta_{\tilde{X}_N}$, instead of taking the maximum
over the set of all points of the sphere, the maximum is computed over a point set with
a number of points considerably larger than the number of points for which we want to
approximate the mesh norm. To this end we consider the “spiral points” as defined in [15]
(see also the overview paper [8]). In the sequel we refer to this point set as the point set of
second type. These can be computed very efficiently and seem to be uniformly distributed
over the unit sphere where each of the points seems to be well separated from the others.
To estimate $\delta_{\tilde{X}_N}$ we considered a point set of the second type having 16 times more points.

It is evident that the distribution of the nodes in $\tilde{X}_N$ is not uniform and indeed it turns
out that

$$\delta_{\tilde{X}_N} \leq \frac{C}{n}, \quad \text{but} \quad \gamma_{\tilde{X}_N} \geq \frac{C}{n^2}, \quad C \neq C(n,N).$$

Hence, we can say that the previous tensor product nodes provide an optimal hyperinter-
polation polynomial, but from a theoretical point of view, up to now nothing can be said
regarding the least squares polynomial, since the assumption (17) of the previous theorem
is not satisfied.

Now we investigate numerically the behaviour of the Lebesgue constants of both least
squares and hyperinterpolation polynomials of degree $n$ related to the previous point set
Figure 2: The values of the separation distance $\gamma_{\tilde{X}_N}$ and the mesh-norm $\delta_{\tilde{X}_N}$ (left) and the mesh ratio $\delta_{\tilde{X}_N}/\gamma_{\tilde{X}_N}$ (right) for point sets $\tilde{X}_N$ with $N = 2(n + 1)^2$ for $n = 5, 10, 15, \ldots, 50$.

$\tilde{X}_N$. To this end, we’ll estimate the uniform norm of the corresponding operators by taking a larger point set of the second type containing $4N$ points. Figure 3 shows the results. The circles and squares indicate the Lebesgue constant for the least squares operator and the hyperinterpolation operator, respectively, when we take for degree $n$ on the horizontal axis the corresponding point set $\tilde{X}_N$ related to the degree of exactness $2n + 1$, i.e., having $N = 2(n + 1)^2$ points. The figure shows for $\|\tilde{S}_n\|_\infty$ the same optimal behavior as for $\|L_n\|_\infty$, i.e., the $\sqrt{n}$ behaviour as indicated by the dotted line.

In order to explain such a numerical output in the case of the Gauss–Legendre tensor product rule (19), we recall that the Legendre zeros $z_0 := -1 < z_1 < \ldots < z_{n+1} < 1 =: z_{n+2}$ are arcsin distributed on $[-1, 1]$ and that for the weights $\nu_i$ of the Gauss-Legendre quadrature rule (18), $\nu_i \sim (z_{i+1} - z_i)$ holds uniformly w.r.t. $i$ and $n$ [14]. Consequently

$$\nu_i \sim \nu_{i+1}, \quad i = 1, \ldots, n,$$

holds uniformly w.r.t. $i$ and $n$. This is indeed the property replacing (15) or (17), in order to get the same result as in the previous theorems.

**Theorem 3.3** Let $X_N = \{\xi_1, \ldots, \xi_N\} \subset S^q$ and $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N > 0 =: \lambda_{N+1}$ be such that

$$\int_{S^q} f(x) d\sigma(x) = \sum_{i=1}^{N} \lambda_i f(\xi_i), \quad \forall f \in P_{2n},$$

holds for $n \in \mathbb{N}$. Moreover, suppose that the quadrature weights are such that

$$\lambda_i \leq C\lambda_{i+1}, \quad i = 1, \ldots, N - 1, \quad C \neq C(n, N, i). \quad (23)$$

Then for all sufficiently large $n$, we have $\|\tilde{S}_n\|_\infty \sim n^{\frac{q-1}{2}}$.

In contrast to the previous two theorems, Theorem 3.3 results to be applicable to all tensor product rules that usually have the nodes very close to each other near the poles, so (17) as well as (15) do not generally hold, but (23) holds.
Figure 3: The values of the Lebesgue constants of the least squares operator $\tilde{S}_n$ and the hyperinterpolation operator $L_n$ for the degrees $n = 10, 20, \ldots, 80$ with corresponding point set $X_N$ having $N = 2(n + 1)^2$ points.

4 Proofs

4.1 Proof of Theorem 3.1

From (13) we deduce that

$$\|\tilde{S}_n\|_{\infty} = \sup_{x \in S^q} \left[ \sum_{k=1}^{N} |H_n(x, \xi_k)| \right].$$

Hence, due to (7), it is sufficient to prove that

$$\sum_{k=1}^{N} |H_n(x, \xi_k)| \leq C n^{q-\frac{1}{2}}, \quad \forall x \in S^q, \quad C \neq C(n, N, x). \quad (24)$$

Let us first prove (24) when $x \in X_N$.

To this aim we observe that $P(\xi_k) := H_n(x, \xi_k)$ is a spherical polynomial of degree $n$ w.r.t. the variable $\xi_k$. Consequently, recalling that $L_n P = P$, we get

$$H_n(x, \xi_k) = \frac{1}{|S^{q-1}|} \sum_{i=1}^{N} \lambda_i H_n(x, \xi_i) K_n(\xi_k \cdot \xi_i), \quad k = 1, \ldots, N, \quad (25)$$

where without losing the generality, we assume that $\lambda_i$ are labeled in non increasing order, namely

$$\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N > \lambda_{N+1} := 0.$$
Then, by applying the following summation by parts formula

\[
\sum_{i=1}^{N} a_i b_i = a_N \sum_{i=1}^{N} b_i + \sum_{i=1}^{N-1} (a_i - a_{i+1}) \sum_{j=1}^{i} b_j, \quad (26)
\]

we get

\[
H_n(x, \xi_k) = \frac{1}{|S^{q-1}|} \sum_{i=1}^{N} (\lambda_i - \lambda_{i+1}) \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j). \quad (27)
\]

Consequently, by taking into account that \( \lambda_i - \lambda_{i+1} \geq 0 \), we have

\[
\sum_{k=1}^{N} |H_n(x, \xi_k)| \leq \frac{1}{|S^{q-1}|} \sum_{i=1}^{N} \sum_{k=1}^{N} (\lambda_i - \lambda_{i+1}) \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \leq \frac{1}{|S^{q-1}|} \frac{\lambda_i}{1} \sup_{1 \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| \sum_{i=1}^{N} (\lambda_i - \lambda_{i+1}),
\]

and recalling that [3, Lemma 5.4.3]

\[
\lambda_i \leq \frac{C}{n^q}, \quad i = 1, \ldots, N, \quad C \neq C(n, N, i), \quad (28)
\]

we obtain

\[
\sum_{k=1}^{N} |H_n(x, \xi_k)| \leq \frac{C}{n^q} \sup_{1 \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right|, \quad C \neq C(n, N, x).
\]

Hence, set for any \( n \in \mathbb{N} \) and \( x \in X_N \)

\[
A_i := \frac{1}{n^q} \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j), \quad i = 1, \ldots, N,
\]

to get the statement when \( x \in X_N \), we are going to prove that

\[
A_i \leq C n^{\frac{q+1}{2}}, \quad i = 1, \ldots, N, \quad C \neq C(n, N, x), \quad (29)
\]

holds for all sufficiently large \( n \in \mathbb{N} \) and any \( x \in X_N \).

For the case \( i = N \), note that by (14) we get

\[
A_N := \frac{1}{n^q} \sum_{k=1}^{N} \sum_{j=1}^{N} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) = \frac{1}{n^q} \sum_{k=1}^{N} |K_n(\xi_k \cdot x)|.
\]

Moreover, (15) and (6) imply

\[
\frac{1}{n^q} \sum_{k=1}^{N} |K_n(\xi_k \cdot \xi)| \leq C \int_{S^q} |K_n(y \cdot \xi)| d\sigma(y) \leq C \|S_n\|_{\infty}, \quad \forall \xi \in S^q,
\]
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and hence by (7) we have

$$\frac{1}{n^q} \sum_{k=1}^{N} |K_n(\xi_k \cdot \xi)| \leq C\|S_n\|_\infty \leq C n^{\frac{q-1}{2}}, \quad \forall \xi \in \mathcal{S}^q, \quad C \neq C(n, N, \xi). \quad (30)$$

So, we conclude that

$$A_N \leq C n^{\frac{q-1}{2}}, \quad \forall x \in X_N, \quad C \neq C(n, N, x). \quad (31)$$

As regards the case $1 \leq i < N$, we observe that for any pair of nodes $\xi_i, \xi_j \in X_N$, we have

$$|H_n(\xi_i, \xi_j)| \leq \sum_{r=1}^{d_n} |I_r(\xi_i)I_r(\xi_j)| \leq \left( \sum_{r=1}^{d_n} |I_r(\xi_i)|^2 \right)^{\frac{1}{2}} \left( \sum_{r=1}^{d_n} |I_r(\xi_j)|^2 \right)^{\frac{1}{2}}. \quad (32)$$

On the other hand, we point out that the existence of (8) implies that $d_n < N$ for sufficiently large $n$ (see, e.g., [16, p. 274]). Consequently, the matrix consisting of the orthonormal columns $[I_k(\xi_1), \ldots, I_k(\xi_N)]^T$, $k = 1, \ldots, d_n$, namely the matrix

$$I := [I_k(\xi_h)]_{h=1,\ldots,N}^{k=1,\ldots,d_n}$$

is rectangular, but it can be extended by additional columns to form a square orthogonal matrix

$$Q = [Q_{h,k}]_{h=1,\ldots,N}^{k=1,\ldots,d_n}, \quad \text{such that} \quad Q_{h,k} = I_k(\xi_h), \quad \forall k \leq d_n.$$

Thus we have

$$\sum_{k=1}^{d_n} |I_k(\xi_j)|^2 \leq \sum_{k=1}^{d_n} |Q_{j,k}|^2 = 1, \quad j = 1, \ldots, N, \quad (33)$$

and assembling (32) and (33), we conclude that

$$|H_n(\xi_i, \xi_j)| \leq 1, \quad \forall \xi_i, \xi_j \in X_N. \quad (34)$$

By means of (34), we deduce

$$A_1 := \frac{1}{n^q} \sum_{k=1}^{N} |H_n(x, \xi_1)K_n(\xi_k \cdot \xi_1)| \leq \frac{1}{n^q} \sum_{k=1}^{N} |K_n(\xi_k \cdot \xi_1)|, \quad \forall x \in X_N,$$

and using (30), we get

$$A_1 \leq C n^{\frac{q-1}{2}}, \quad \forall x \in X_N, \quad C \neq C(n, N, x). \quad (35)$$

Similarly, for any $1 \leq i < N$ and $x \in X_N$, by (34) and (30), we have

$$|A_{i+1} - A_i| \leq \frac{1}{n^q} \sum_{k=1}^{N} |H_n(x, \xi_{i+1})K_n(\xi_k \cdot \xi_{i+1})|$$

$$\leq \frac{1}{n^q} \sum_{k=1}^{N} |K_n(\xi_k \cdot \xi_{i+1})|$$

$$\leq C n^{\frac{q-1}{2}}, \quad C \neq C(n, N, x, i). \quad (36)$$

In conclusion, let us show that (31), (35) and (36) imply that as $n \to +\infty$ (29) holds for all $x \in X_N$. 
Indeed, if ad absurdum there exists $x \in X_N$ s.t. for some index $l$ we have that
\[
\limsup_{n \to +\infty} n^{\frac{1-q}{2}} A_l = +\infty,
\]
then (31) and (35) imply $1 < l < N$, and from (36) we deduce that we also have
\[
\limsup_{n \to +\infty} n^{\frac{1-q}{2}} A_{l+1} = +\infty.
\]
Thus, by iterating the reasoning, we arrive to contradict (31) or (35).
Hence, we conclude that (24) holds for all $x \in X_N$.
For arbitrary $x \in S^q$, we reason analogously, but we start applying the invariance property $L_n P = P$ to the polynomials $P(x) = H_n(x, \xi_k)$, with $k = 1, \ldots, N$. Hence, instead of (25) we get
\[
H_n(x, \xi_k) = \frac{1}{|S^q - 1|} \sum_{i=1}^N \lambda_i H_n(\xi_i, \xi_k) K_n(x \cdot \xi_i), \quad k = 1, \ldots, N,
\] (37)
which differs from (25) by the exchanged position of the variables $x$ and $\xi_k$ at the right-hand sides.
Consequently, by using (26) and (28) as before, we deduce
\[
\sum_{k=1}^N |H_n(x, \xi_k)| = \frac{1}{|S^q - 1|} \sum_{k=1}^N \left| \sum_{i=1}^N \lambda_i H_n(\xi_i, \xi_k) K_n(x \cdot \xi_i) \right| \\
\leq \frac{C}{n^q} \max_{1 \leq i \leq N} \left( \sum_{k=1}^N \sum_{j=1}^i H_n(\xi_j, \xi_k) K_n(x \cdot \xi_j) \right), \quad C \neq C(n, N, x).
\]
Then, for arbitrarily fixed $n \in \mathbb{N}$ and $x \in S^q$, we set
\[
B_i := \frac{1}{n^q} \sum_{k=1}^N \left| \sum_{j=1}^i H_n(\xi_j, \xi_k) K_n(x \cdot \xi_j) \right|, \quad i = 1, \ldots, N.
\]
When $i = N$, by virtue of (14) and (30), we have
\[
B_N = \frac{1}{n^q} \sum_{k=1}^N |K_n(x \cdot \xi_k)| \leq C n^{\frac{q}{2}}, \quad \forall x \in S^q, \quad C \neq C(n, N, x).
\] (38)
Moreover, recalling that (see, e.g., [5, 20])
\[
|K_n(x \cdot y)| \leq \sup_{|t| \leq 1} |K_n(t)| = K_n(1) \sim n^q, \quad \forall x, y \in S^q,
\] (39)
and taking into account that we have already proved (24) in $X_N$, for all $x \in S^q$ we get
\[
B_1 := \frac{1}{n^q} \sum_{k=1}^N |H_n(\xi_1, \xi_k) K_n(x \cdot \xi_1)| \leq C \sum_{k=1}^N |H_n(\xi_1, \xi_k)| \\
\leq C n^{\frac{q-1}{2}}, \quad C \neq C(n, N, x, \xi_1).
\] (40)
as well as, for all $i = 1, \ldots, N - 1$, and any $x \in \mathcal{S}^q$, we deduce

$$|B_{i+1} - B_i| \leq \frac{1}{n^q} \sum_{k=1}^{N} |H_n(\xi_{i+1}, \xi_k)K_n(x \cdot \xi_{i+1})|$$

$$\leq C \sum_{k=1}^{N} |H_n(\xi_{i+1}, \xi_k)|$$

$$\leq C n^{\frac{q-1}{2}}, \quad C \neq C(n, N, i). \quad (41)$$

In conclusion, similarly to the case $x \in X_N$, from (38), (40) and (41) we deduce that for all sufficiently large $n \in \mathbb{N}$, and any $x \in \mathcal{S}^q$, we have

$$B_i \leq C n^{\frac{q-1}{2}}, \quad i = 1, \ldots, N, \quad C \neq C(n, N, x),$$

and the statement follows in the case $x \in \mathcal{S}^q$ too.

### 4.2 Proof of Theorem 3.3

Following the same reasoning of the previous proof, we arrive to say that it is sufficient to state that for all sufficiently large $n \in \mathbb{N}$, we have

$$\sum_{k=1}^{N} |H_n(x, \xi_k)| \leq C n^{\frac{q-1}{2}}, \quad \forall x \in X_N, \quad C \neq C(n, N, x).$$

Note that, by using (27) and $\lambda_i - \lambda_{i+1} \geq 0$, we get

$$|\mathcal{S}^{q-1}| \sum_{k=1}^{N} |H_n(x, \xi_k)| = \sum_{k=1}^{N} \sum_{i=1}^{N} (\lambda_i - \lambda_{i+1}) \sum_{j=1}^{i} H_n(x, \xi_j)K_n(\xi_k \cdot \xi_j)$$

$$\leq \sup_{1 \leq r \leq N} \left( \sum_{k=1}^{N} \sum_{i=r}^{N} (\lambda_i - \lambda_{i+1}) \sum_{j=1}^{i} H_n(x, \xi_j)K_n(\xi_k \cdot \xi_j) \right)$$

$$\leq \sup_{1 \leq r \leq N} \left( \sum_{k=1}^{N} \sum_{i=r}^{N} (\lambda_i - \lambda_{i+1}) \sum_{j=1}^{i} H_n(x, \xi_j)K_n(\xi_k \cdot \xi_j) \right)$$

$$= \sup_{1 \leq r \leq N} \left( \sum_{i=r}^{N} (\lambda_i - \lambda_{i+1}) \sum_{k=1}^{N} \sum_{j=1}^{N} H_n(x, \xi_j)K_n(\xi_k \cdot \xi_j) \right)$$

$$\leq \sup_{1 \leq r \leq N} \left( \sum_{i=r}^{N} (\lambda_i - \lambda_{i+1}) \sup_{r \leq i \leq N} \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j)K_n(\xi_k \cdot \xi_j) \right)$$

$$= \sup_{1 \leq r \leq N} \left( \lambda_r \sup_{r \leq i \leq N} \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j)K_n(\xi_k \cdot \xi_j) \right).$$

Hence, set

$$A_r(x) := \lambda_r \sup_{r \leq i \leq N} \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j)K_n(\xi_k \cdot \xi_j), \quad r = 1, \ldots, N,$$
we are going to prove that as $n \to +\infty$, we have
\[
\sup_{x \in X_N} A_r(x) = O(n^{\frac{q-1}{2}}), \quad r = 1, \ldots, N. \tag{42}
\]

First of all, we prove \[42\] for $r = N$. Indeed, from \[14\] and $\lambda_N = \min_{1 \leq k \leq N} \lambda_k$, we deduce that for all $x \in X_N$
\[
A_N(x) := \sum_{k=1}^{N} \lambda_N \sum_{j=1}^{N} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) = \sum_{k=1}^{N} \lambda_N |K_n(x \cdot \xi_k)| \leq \sum_{k=1}^{N} \lambda_k |K_n(x \cdot \xi_k)|.
\]

On the other hand, it is known \[2, 16\] that the following Marcinkiewicz inequality follows from the existence of the quadrature rule \[8\]
\[
\sum_{i=1}^{N} \lambda_i |Q(\xi_i)| \leq C \|Q\|_{L^1(S^q)}, \quad \forall Q \in \mathbb{P}_n, \quad C \neq C(n, N, Q). \tag{43}
\]

Hence, by using \[43\], \[6\] and \[7\], the previous estimate continues as follows
\[
A_N(x) \leq \sum_{k=1}^{N} \lambda_k |K_n(x \cdot \xi_k)| \leq C \int_{S^q} |K_n(x \cdot y)| d\sigma(y) \leq C \|S_n\|_{\infty} \leq C n^{\frac{q-1}{2}},
\]
i.e., we get
\[
\sup_{x \in X_N} A_N(x) \leq C n^{\frac{q-1}{2}}, \quad C \neq C(n, N). \tag{44}
\]

Now, for any $1 \leq r < N$ let us prove that the assumption
\[
\lambda_{r+1} \leq \lambda_r \leq C \lambda_{r+1}, \quad C \neq C(n, N, r), \tag{45}
\]
implies
\[
\sup_{x \in X_N} A_{r+1}(x) \leq \sup_{x \in X_N} A_r(x) \leq 2C \sup_{x \in X_N} A_{r+1}(x), \tag{46}
\]
where the constant $C$ in \[46\] is the same of that in \[45\].

Indeed for any $x \in X_N$, by the first inequality in \[45\], we get
\[
A_{r+1}(x) := \lambda_{r+1} \sup_{r+1 \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| \leq \lambda_r \sup_{r \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| \leq \lambda_{r+1} \sup_{r \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| = A_r(x),
\]
which yields the first inequality in \[46\].

In order to state the second inequality in \[46\], we distinguish two cases.

Case 1: \[\sup_{r+1 \leq i \leq N} \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) = \sup_{r \leq i \leq N} \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j).\]
In this case, by the second inequality in (45), we get

\[ A_r(x) := \lambda_r \sup_{r \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| \]

\[ = \lambda_r \sup_{r+1 \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| \]

\[ \leq C \lambda_{r+1} \sup_{r+1 \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{r+1} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| = C A_{r+1}(x). \]

Case 2: \[ \sup_{r+1 \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| < \sup_{r \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right|. \]

In this case, by taking into account that

\[ \sup_{r \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{r+1} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| \]

\[ = \max \left\{ \sup_{r+1 \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| , \sum_{k=1}^{N} \sum_{j=1}^{r} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right\}, \]

we can say that

\[ \sup_{r \leq i \leq N} \left| \sum_{k=1}^{N} \sum_{j=1}^{i} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \right| = \sum_{k=1}^{N} \sum_{j=1}^{r} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \]

Consequently, by the second inequality in (45), we get

\[ A_r(x) = \lambda_r \sum_{k=1}^{r} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) \]

\[ \leq C \lambda_{r+1} \sum_{k=1}^{N} \sum_{j=1}^{r+1} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) - H_n(x, \xi_{r+1}) K_n(\xi_k \cdot \xi_{r+1}) \]

\[ \leq C \lambda_{r+1} \sum_{k=1}^{N} \sum_{j=1}^{r+1} H_n(x, \xi_j) K_n(\xi_k \cdot \xi_j) + C \lambda_{r+1} \sum_{k=1}^{N} H_n(x, \xi_{r+1}) K_n(\xi_k \cdot \xi_{r+1}) \]

\[ = C A_{r+1}(x) + C \lambda_{r+1} \sum_{k=1}^{N} H_n(x, \xi_{r+1}) K_n(\xi_k \cdot \xi_{r+1}). \]
Moreover, by means of (34) and (14), we observe that

\[
\lambda_{r+1} \sum_{k=1}^{N} |H_n(x, \xi_{r+1})K_n(\xi_k \cdot \xi_{r+1})| \leq \lambda_{r+1} \sum_{k=1}^{N} |K_n(\xi_k \cdot \xi_{r+1})|
\]

\[
= \lambda_{r+1} \sum_{k=1}^{N} \sum_{j=1}^{N} H_n(\xi_{r+1}, \xi_j)K_n(\xi_k \cdot \xi_j)
\]

\[
\leq \lambda_{r+1} \sup_{r+1 \leq i \leq N} \sum_{k=1}^{N} \sum_{j=1}^{N} H_n(\xi_{r+1}, \xi_j)K_n(\xi_k \cdot \xi_j)
\]

\[
= A_{r+1}(\xi_{r+1}).
\]

Hence, in the second case we conclude that

\[
A_r(x) \leq CA_{r+1}(x) + CA_{r+1}(\xi_{r+1}).
\]

Summing up, in both the previous cases, for all \( x \in X_N \), we can say that

\[
A_r(x) \leq CA_{r+1}(x) + CA_{r+1}(\xi_{r+1}) \leq 2C \sup_{\xi \in X_N} A_{r+1}(\xi),
\]

which yields the second inequality in (46).

In conclusion, let us prove that (46) and (44) imply (42).

Indeed, set for brevity

\[
A_r := \sup_{x \in X_N} A_r(x), \quad r = 1, \ldots, N,
\]

we have to prove that

\[
\limsup_{n \to +\infty} n^{1-q} A_r < +\infty, \quad r = 1, \ldots, N.
\]

But if ad absurdum, for some index \( l \) we have

\[
\limsup_{n \to +\infty} n^{1-q} A_l = +\infty, \quad (47)
\]

then by virtue of (44) it will be \( 1 \leq l < N \). Consequently, since (46) yields

\[
\frac{1}{2C} n^{1-q} A_l \leq n^{1-q} A_{l+1} \leq n^{1-q} A_l, \quad C \neq C(n, N, l),
\]

from (47) we deduce that

\[
\limsup_{n \to +\infty} n^{1-q} A_{l+1} = +\infty
\]

holds too. Then by iterating the reasoning, we arrive to say that

\[
\limsup_{n \to +\infty} n^{1-q} A_N = +\infty,
\]

which contradicts (44).

Hence, due to (46) and (44), we conclude that (42) necessarily holds.
5 Conclusions

On the unit sphere \( S^q \subset \mathbb{R}^{q+1} \), with \( q \geq 2 \) we studied the approximation provided by least squares polynomials, \( \tilde{S}_n f \) defined in (12), w.r.t. the uniform norm. To this aim, we estimated the behaviour of the associated Lebesgue constants as the polynomial degree \( n \) tends to infinity.

Similarly to the hyperinterpolation approximation, for all the polynomial degrees \( n \), we supposed that the underlying point set \( X_N = \{ \xi_1, \ldots, \xi_N \} \) consists of nodes of a positive weighted quadrature rule of degree of precision \( 2n \).

Then, for least squares polynomial approximation, we stated an optimal behaviour of Lebesgue constants by proving that they grow at the minimal projection order (namely as \( n^{\frac{q-1}{2}} \)) under two different additional hypotheses:

- In a first case (cf. Theorems 3.1 and 3.2) we supposed that the Marcinkiewicz type inequality (15) holds. This is equivalent to requiring that the nodes \( \xi_i \) in \( X_N \) are well-separated, namely (17) holds.

- In the second case (cf. Theorem 3.3), the nodes can be also not well-separated, but we require that the quadrature weights \( \lambda_i \), labeled in non increasing order, satisfy (23).

We remark that in the literature one can find a variety of quadrature nodes fitting into the first or the second case (see, e.g., [19, 12, 10, 9, 23]). In particular, a point set satisfying Theorem 3.2 can be selected from any sufficiently dense set of points on the sphere [7, 11, 13]. Moreover, Theorem 3.3 can be applied to the tensor product Gauss–Legendre nodes in [19].

In conclusion, under our assumptions, we can say that the approximation provided by least squares and hyperinterpolation polynomials are comparable w.r.t. the uniform norm, having in both cases optimal Lebesgue constants.

From a computational point of view, least squares polynomials depend only on the function values at the nodes, while hyperinterpolation polynomials also require a preliminary knowledge of the quadrature weights. Hence, the choice of hyperinterpolation or least squares polynomial approximation depends on the specific problem at hand.
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