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Abstract—In this paper, we consider a time-slotted cognitive radio (CR) setting with buffered and energy harvesting primary and CR users. At the beginning of each time slot, the CR user probabilistically chooses the spectrum sensing duration from a predefined set. If the primary user (PU) is sensed to be inactive, the CR user accesses the channel immediately. The CR user optimizes the sensing duration probabilities in order to maximize its mean data service rate with constraints on the stability of the primary and cognitive queues. The optimization problem is split into two subproblems. The first is a linear-fractional program, and the other is a linear program. Both subproblems can be solved efficiently.

Index Terms—Cognitive radio, energy harvesting, queue stability, dominant system, linear-fractional programming.

I. INTRODUCTION

Cognitive radio (CR) technology has been proposed as a solution to the problem of spectrum scarcity. When primary and cognitive users in a network are energy harvesters, proper energy management becomes crucial to network operation, especially that the network has a priority structure.

Data transmission by an energy harvesting transmitter with a rechargeable battery has received a lot of attention recently [1–9]. The authors of [1] used a dynamic programming framework to derive the optimal online policy for controlling admissions into the data buffer. Optimal energy management has been addressed in many papers such as [3], [5]. Sharma et al. [2] obtained throughput optimal energy management policies for an energy harvesting sensor node. The discounted throughput is maximized over an infinite horizon. Throughput maximization via energy allocation over a finite horizon, taking into account a time varying channel and energy source, was investigated in [3].

In a cognitive setting, the authors of [4] investigate an energy constrained cognitive terminal without explicitly involving an energy queue. In [5], a Markov decision process (MDP) is adopted to obtain the optimal secondary access policy under perfect spectrum sensing. The authors of [6] investigated the impact of cooperation on the stable throughput of the source in a wireless three-node network topology (source-relay-destination) with energy harvesting nodes and bursty data traffic and without channel state information (CSI) at the transmitters. Pappas et al. [7] investigated a scenario with one rechargeable primary user (PU) and one CR user (secondary user) and characterized the maximum stable throughput region. In [8], the author investigated the optimal cognitive sensing and access policies for a CR user with an energy queue based on the MDP. In [9], we investigated the optimal random spectrum sensing and accessing for an energy harvesting cognitive node. The maximum secondary stable throughput was characterized with and without primary feedback leveraging.

In this work, we investigate buffered primary and secondary nodes, each with an energy queue to store energy harvested from the environment. We consider spectrum sensing errors. Unlike most of the existent works, we do not approximate the energy queue using the M/D/1 approximation where one packet is expended from each energy queue at each time slot (e.g., see [7], [9] and the references therein). An increased spectrum sensing duration improves the reliability of detecting primary activity, but it degrades the throughput. Hence, the CR user optimizes its choice of the sensing duration via a probabilistic selection of one of the feasible durations. To the best of our knowledge, the analysis of such setting involving buffered energy harvesting terminals is reported in this paper for the first time.

This paper is organized as follows. In the following section, we provide the system model adopted in this paper. In Section III, we provide the queues service processes. Stability analysis and problem formulation are presented in Section IV. We present some numerical results and conclude the paper in Section V.

II. SYSTEM MODEL

The network model consists of two different priority energy harvesters; one rechargeable PU and one rechargeable CR user as depicted in Fig. 1. The considered setting can be viewed as a subsystem within a bigger network with different primary and secondary pairs using orthogonal frequency channels. In this paper, we focus on the analysis of the pair using the same channel. The PU has unconditional access to the channel, and it starts the transmission at the beginning of the time slot. At the beginning of the time slot, the CR user decides the width of channel sensing duration from a predefined set of widths. It senses the channel for \( \tau \) seconds from the beginning of the time slot. If the channel is sensed to be idle, the CR user accesses the channel with probability 1. We consider a wireless collision channel, shared by the PU and the CR user. That is, all concurrent transmissions are assumed lost packets.

We assume that the primary transmitter has two queues (buffers); a queue to store the incoming data packets, denoted by \( Q_{p} \), and an energy queue to store energy packets, denoted by \( Q_{pe} \). The CR user has two queues, \( Q_{s} \), to store the arrived
data packets and an energy queue for harvesting the energy packets from the environment, denoted by $Q_{se}$. We assume that all buffers are of infinite length (a similar assumption is used in [6], [7] and the references therein). In practice, if these buffers are large enough compared to data and energy packet sizes, then this is a reasonable approximation [6]. We consider time-slotted transmissions where all packets have the same size, namely $b$ bits per packet, and each packet is transmitted over one time slot of duration $T$. We adopt a discrete-time late arrival model, which means that a newly arrived packet during a particular time slot cannot be transmitted during the slot itself even if the queue is empty. The packet arrival processes to the primary and secondary queues are Bernoulli processes. The mean arrival rate of $Q_k$, $k = \{p, pe, s, se\}$, is $\lambda_k \in [0, 1]$ packets per time slot. At any time slot, the probability of having an arrival at $Q_k$ is $\lambda_k$. The arrival processes are independent and identical random variables from time slot to time slot, from queue to queue and from terminal to terminal [6], [2], [10]. The Bernoulli arrival model is simple, but it captures the random and sporadic availability of ambient energy sources [11], [7–9], [11], [12].

We do not assume CSI at the transmitting terminals. The channel gain, $h_{k,i}^1$, of the link between any pair of nodes is assumed to be constant during one slot, where $i$ reads ‘$p$’ for the link between the PU and its respective receiver and ‘$s$’ for the link between the CR user and its respective receiver. The gain of link ‘$i$’ is distributed according to a zero mean circularly symmetric complex Gaussian random variable with variance $\sigma_i^2$, i.e., $CN(0, \sigma_i^2)$, and independent for all $i$. Each receiver is affected by an additive white Gaussian noise (AWGN) with zero mean and variance $N_0$. We assume that successful transmission is achieved when the instantaneous rate is lower than the channel capacity [6], [10].

Let $b$ denote the total number of bits per packet for any node. Since the CR user senses the channel maybe for $\tau_m$ seconds, $m \in \{1, 2, \ldots, M\}$, the transmission rate of the CR user is then given by

$$r_{s,m} = \frac{b}{T-\tau_m} = \frac{b}{T(1-\frac{\tau_m}{T})}. \quad (1)$$

The outage probability of the link between the CR user and its respective receiver (complement of packet correct reception), when the CR user chooses to sense the channel for $\tau_m$ seconds, is calculated as

$$P_{out,s,m} = \Pr\{r_{s,m} > W\} = \Pr\{|h_s(t)|^2 \gamma_{s,m} < 2^{\frac{r_{s,m}}{W}} - 1\} = \exp\left(-\frac{2^{\frac{r_{s,m}}{W}} - 1}{\sigma_s^2 \gamma_{s,m}}\right)$$

where $r_{s,m}$ denotes the transmission rate of node ‘$s$’, $W$ is the channel bandwidth, $\gamma_{s,m} = \mathcal{P}_{s,m}/N_0$ is the received signal-to-noise-ratio (SNR) when the channel gain is unity, and $C_t$ is the capacity of channel ‘$t$’, and $\sigma_s^2$ is the mean of the link gain. If $e$ is the energy used for transmission, then the secondary transmit power, $\mathcal{P}_{s,m}$, is equal to $e/(T-\tau_m)$ [8]. The secondary transmit power proportionally increases with $\tau_m$. Therefore, the delays in transmission due to channel sensing increases the transmitted power and hence the received SNR. However, it also raises the secondary channel outage probability (for proof see the Appendix) and therefore decreases the secondary throughput.

Since the PU accesses the channel at the beginning of the time slot without employing any sensing scheme, the subscript ‘$m$’ is removed from all the primary parameters. The PU transmission rate is $r_p = b/T$. The probability of primary channel outage is then given by

$$P_{out,p} = 1 - \exp\left(-\frac{2^{\frac{\gamma_p}{\sigma_p^2}} - 1}{\sigma_p^2 \gamma_p}\right) \quad (3)$$

where $\gamma_p = \mathcal{P}_p/N_0 = e/(TN_0)$ is the received SNR at the primary receiver when the channel gain is unity, and $\mathcal{P}_p$, is the power transmitted by the PU.

We assume the use of an energy detector that gathers a number of samples over a time duration $\tau = \tau_m$, measures their energy, and then compares the measured energy to a threshold to make a decision on primary activity [13]. Detection reliability depends on the sensing duration, $\tau_m$. As $\tau_m$ increases, primary detection becomes more reliable at the expense of reducing the time available for secondary transmission. This is the essence of the sensing-throughput tradeoff in CR systems [13].

At the beginning of the time slot, the CR user selects the width of the channel sensing duration from a predefined set $\{\tau_1, \tau_2, \ldots, \tau_M\}$. If the PU is sensed to be inactive, the CR user accesses the channel immediately. It should be noted that each sensing duration affects the probability of channel outage between the CR and its respective receiver. The probabilities of false alarm and misdetection are affected as well. Thus, for each sensing duration, $\tau_m \in \{\tau_1, \tau_2, \ldots, \tau_M\}$, we obtain three quantities represent the probabilities of channel outage, false

\begin{itemize}
  \item $P_{out,s,m}$
  \item $P_{out,p}$
  \item $P_{out,s}$
\end{itemize}

\footnote{We assume that $e$ is the amount of energy contained in one stored energy packet at the energy queues, i.e., $Q_{pe}$ and $Q_{se}$.}
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  \caption{Primary and secondary links and queues. The solid lines are the communication channels. In the figure, the secondary receiver and the primary receiver are denoted by SR and PR, respectively.}
  \label{fig1}
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alarm and misdirection.

Let $\alpha^t_m = 1$ if at time slot $t$ the CR user chooses to sense the channel for $\tau_m$ seconds. At the beginning of each time slot, the CR user selects only one channel sensing duration from the predefined set. Therefore, the optimal duration selection vector, $[\alpha^1_t, \alpha^2_t, \ldots, \alpha^K_t]$, should satisfy the constraint
\[
\sum_{m=1}^M \alpha^t_m = 1, \quad \forall \ t = 0, T, 2T, \ldots
\] (4)

III. SERVICE PROCESSES

In this section, we study the service process of each queue in the network. Let $I^t_{Q_k}$ denote the state of $Q_k$. If $Q_k$ is not empty, $I^t_{Q_k} = 1$, else it is equal to zero. At any time $t$, the PU is active if it has data packets and energy packets. A packet from $Q_s$ is served if the CR user decides to sense the channel for $\tau_m$ seconds, the PU is inactive (because either its data or energy queues is empty), the sensor of the CR user does not generate a false alarm, the CR user has energy in its energy queue, and the channel between the CR user and its respective receiver (link ‘$s$’) is not in outage (ON).

Mathematically, the service process can be written as:
\[
R^t_{Q_k} = I^t_{Q_k} (1 - I^t_{Q_k} I^t_{Q_{pe}}) \sum_{m=1}^M \alpha^t_m I^t_{c_{s,m}} (1 - I^t_{FA,m})
\] (5)

where $I^t_{c_{s,m}}$ denotes the state of channel ‘$s$’ when the CR user decides to sense the channel for $\tau_m$. If channel ‘$s$’ is ON, i.e., it is not in outage, $I^t_{c_{s,m}} = 1$, else it is equal to zero.

A packet from the energy queue of the CR user is consumed either one of the following events. If the PU is active and the CR user misdetects its activity, or if the PU is inactive and the CR user’s sensor does not generate a false alarm. Mathematically, the process is given by
\[
R^t_{pe} = I^t_{Q_{pe}} \sum_{m=1}^M \alpha^t_m \left[ I^t_{Q_p} I^t_{Q_{pe}} (1 - I^t_{D,m}) \right.
\]
\[
+ (1 - I^t_{Q_p} I^t_{Q_{pe}}) (1 - I^t_{FA,m}) \left. \right]
\] (6)

where $I^t_{D,m}$ is equal to unity if the CR user at time slot $t$ detects the primary activity correctly and $I^t_{FA,m}$ is unity if the CR user’s sensor generates a false alarm at time slot $t$.

Since the PU accesses the channel unconditionally at the beginning of the time slot, an energy packet from the primary energy queue is consumed if the primary data queue is nonempty. That is, the service process is given by
\[
R^t_{pe} = I^t_{Q_{pe}}.
\] (7)

A packet at the head of the primary data queue is served in either one of the following events. When the primary energy queue is nonempty and the channel to its respective receiver (link ‘$p$’) is ON, 1) if the CR user properly captures the state of primary activity, or 2) if the CR user misdetects the primary activity but either its data queue or energy queue is empty. The service process of the primary data queue, $Q^t_p$, is given by
\[
R^t_p = \left(1 - I^t_{Q_p} I^t_{Q_{pe}} \sum_{m=1}^M \alpha^t_m (1 - I^t_{D,m}) \right) I^t_p I^t_{Q_{pe}}.
\] (8)

Based on the late-arrival model described in Section III, the evolution of queue $Q_k$ is given by
\[
Q^t_{k} = Q^{t-1}_{k} + A^t_k, \quad k = p, s, pe, se
\] (9)

where $A^t_k = 1$ if a packet is arrived to $Q_k$ at time slot $t$ (which occurs with probability $\lambda_k$), else it is equal to zero. The interacting queues render the analysis intractable. Hence, we resort to the concept of dominant systems [6, 7, 10, 14]. We consider the case where the PU and CR user send dummy data packets when their data buffers are empty. However, the dummy packets do not contribute the service rates of the data queues, but consume energy packets from the energy queues and cause collisions, i.e., in case of concurrent transmissions. In this case, $I^t_{Q_p} = I^t_{Q_{pe}} = 1$ at all $t$. Since the PU always has a data packet to send (backlogged), an energy packet is consumed at each time slot. That is,
\[
R^t_{pe} = 1.
\] (10)

The service process of the CR user energy queue is given by
\[
R^t_{pe} = \sum_{m=1}^M \alpha^t_m \left[ I^t_{Q_p} (1 - I^t_{D,m}) + (1 - I^t_{Q_p}) (1 - I^t_{FA,m}) \right].
\] (11)

For the data queues, the service processes become
\[
R^t_s = I^t_{Q_{pe}} (1 - I^t_{Q_{pe}}) \sum_{m=1}^M \alpha^t_m I^t_{c_{s,m}} (1 - I^t_{FA,m}),
\] (12)

IV. STABILITY ANALYSIS AND PROBLEM FORMULATION

A fundamental performance measure of a communication network is the stability of its queues, which is rigorously defined in [10] for example. If the arrival and service processes are strictly stationary, then we can apply Loynes’ theorem to check for stability conditions [10, 15]. This theorem states that if the arrival process and the service process of a queue are strictly stationary processes, and the average service rate is greater than the average arrival rate of the queue, then the queue is stable, otherwise the queue is unstable. Note that since we use the dominant system approach, the lengths of the data queues in the dominant system always exceed those in the original system provided that all queues are identically initialized. If the dominant system is stable, then the original system must also be stable. That is, the stability of the dominant system is sufficient for the stability of the original system. Moreover, the achievable service rates in the dominant system would be lower bounds on what can be achieved in the original system.

Let $\mu_k$ denote the mean service rate of $Q_k$, where $\mu_k$ is the expected value of $R^t_k$. The mean service rate of the primary
energy queue is given by the expectation of (10).

\[ \mu_{pe} = 1. \]  

(13)

Substituting with \( I^1_{Qp} = I^1_{Qs} = 1 \) into (11) and taking the expectation, the mean service rate of the secondary energy queue is given by

\[ \mu_{se} = \sum_{m=1}^{M} P_m \left( \lambda_{se} P_{MD,m} + \bar{\lambda}_{pe} P_{FA,m} \right) \]  

(14)

where \( \bar{\tau} = 1 - x \), \( P_m \) is the probability that the CR user decides to sense the channel for \( \tau_m \) seconds, \( P_{FA,m} \) is the probability that the CR user’s sensor generates false alarm when the CR user chooses the sensing duration to be \( \tau_m \) and \( P_{MD,m} = 1 - P_{D,m} \) is the probability that the CR user misdetects the primary activity. Since both service processes of the energy queues are independent of each other and of the rest of the queues, the probability of having the primary energy queue being empty is given by

\[ \Pr\{Q_{pe} = 0\} = 1 - \frac{\lambda_{pe}}{\mu_{pe}} = 1 - \lambda_{pe} = \bar{\lambda}_{pe}. \]  

(15)

The probability that the backlogged PU being active is given by \( \lambda_{pe} \). For \( Q_{se} \), if \( \mu_{se} \geq \lambda_{se} \), the Markov chain has a stationary distribution, and the probability of having \( Q_{se} = 0 \) is given by

\[ \lambda_{se} = \Pr\{Q_{se} \neq 0\} = \frac{\lambda_{se}}{\sum_{m=1}^{M} P_m \left( \lambda_{se} P_{MD,m} + \bar{\lambda}_{pe} P_{FA,m} \right)}. \]  

(16)

If \( \mu_{se} < \lambda_{se} \), the energy packets arrival rate is higher than the rate of energy packets consumption and therefore the queue overflows. Consequently, the probability of having \( Q_{se} \neq 0 \) is given by

\[ \Pr\{Q_{se} \neq 0\} = 1. \]  

(17)

Combining both cases together, we get

\[ \Pr\{Q_{se} \neq 0\} = \lambda_{se} = \min\{\lambda_{se}, 1\} \]  

(18)

where \( \min\{\cdot\} \) is the minimum of the values in the argument. For the data queues, the mean service rates are given by

\[ \mu_p = \lambda_{pe} \bar{\tau}_{out,p} (1 - \bar{\lambda}_{se} \sum_{m=1}^{M} P_m P_{MD,m}), \]  

\[ \mu_s = \bar{\lambda}_{se} \bar{\tau}_{out,p} \sum_{m=1}^{M} P_m \bar{\tau}_{out,s,m} P_{FA,m}. \]  

(19)

Using (19) for \( \mu_p \) and \( \mu_s \), the CR solves the following optimization problem to obtain the optimal sensing duration probabilities:

\[ \max_{P_1, P_2, ..., P_M} \mu_s \]  

s.t. \( \lambda_p \leq \mu_p, \sum_{m=1}^{M} P_m = 1, \ P_m \geq 0 \ \forall m. \]  

(20)

Based on the relationship among \( \mu_{se} \) and \( \lambda_{se} \), the optimization problem (20) can be split into two optimization subproblems. The first subproblem, when \( \lambda_{se} \leq \mu_{se} \), is stated as

\[ \max_{P_1, P_2, ..., P_M} \lambda_{se} \bar{\tau}_{out,p} \sum_{m=1}^{M} P_m P_{MD,m} \]  

s.t. \( \lambda_p \leq \lambda_{pe} \bar{\tau}_{out,p} (1 - \sum_{m=1}^{M} P_m P_{MD,m}), \)  

\[ \lambda_{se} \leq \mu_{se}, \sum_{m=1}^{M} P_m = 1, \ P_m \geq 0 \ \forall m. \]  

(21)

The optimization problem is a linear-fractional program. It can be readily solved via transformation to a linear program as explained in [16]. The second subproblem, when \( \lambda_{se} \geq \mu_{se} \), is stated as

\[ \max_{P_1, P_2, ..., P_M} \lambda_{se} \bar{\tau}_{out,p} \sum_{m=1}^{M} P_m P_{MD,m} \]  

s.t. \( \lambda_p \leq \lambda_{pe} \bar{\tau}_{out,p} (1 - \sum_{m=1}^{M} P_m P_{MD,m}), \)  

\[ \lambda_{se} \geq \mu_{se}, \sum_{m=1}^{M} P_m = 1, \ P_m \geq 0 \ \forall m. \]  

(22)

The optimization problem is a linear program. Note that, in this subproblem, \( \mu_s \) and \( \mu_p \) are independent of the actual value of \( \lambda_{se} \). The optimal solution is taken as the one which yields the highest objective function in (21) and (22).

V. NUMERICAL RESULTS AND CONCLUSIONS

In this section, we present some numerical results for the optimization problem provided in this paper. Results are generated using primary mean arrival rate \( \lambda_p \in [0,1] \) packets per time slot. The outage probabilities and channel sensing probabilities are provided in Table I. The number of available sensing durations is \( M = 10 \), and the primary link outage probability is \( P_{out,p} = 0.3 \). Fig. 2 presents the maximum secondary stable throughput for each \( \lambda_p \). The figure shows the impact of increasing the secondary energy queue mean arrival rate. As shown in the figure, the mean service rate of the secondary data queue, \( \mu_s \), increases with increasing of the mean arrival rate of the secondary energy queue.

Fig. 3 shows the impact of the mean arrival rate of the primary energy queue. It can be noted that as the mean arrival rate of the primary energy queue increases, the mean service rate of the secondary data queue decreases and the allowable PU mean arrival rate expands. The expansion of the allowable primary arrival occurs because the available energy at the primary energy queue can serve the incoming traffic. Fig. 4 presents the optimal values of the sensing duration selection probabilities for different \( \lambda_p \). The results are generated using Table II. \( \lambda_{se} = 0.4 \) packets per time slot and \( \lambda_{pe} = 0.2 \) packets per time slot. It is clear from the figure that as \( \lambda_p \) increases, the CR user is more likely to select a larger sensing duration in order to enhance the detection reliability of the increasingly active PU.

In Figs. 5 and 6 we show the maximum secondary stable throughput versus \( \lambda_{pe} \) and \( \lambda_{se} \), respectively. It can be
Let us consider the probability of collision due to the secondary user’s sensing. The probability of collision in a time slot is given by \( P_{\text{coll}} = 1 - (1 - \gamma)^{\tau_{\text{out}}} \), where \( \gamma \) is the received SNR and \( \tau_{\text{out}} \) is the sensing duration. The mean number of collisions per time slot is \( \mathbb{E}[C] = \lambda_{\text{out}} P_{\text{coll}} \), where \( \lambda_{\text{out}} \) is the mean arrival rate of data packets at the secondary user.

We can express the mean service rate at the secondary queue as

\[
\mathbb{E}[S] = \mathbb{E}[S_{\text{INFO}}] + \mathbb{E}[S_{\text{power}}],
\]

where \( \mathbb{E}[S_{\text{INFO}}] \) is the mean service rate for data packets and \( \mathbb{E}[S_{\text{power}}] \) is the mean service rate for power packets.



\[
\mathbb{E}[S_{\text{INFO}}] = \mu_{\text{INFO}} p_{\text{INFO}} \lambda_{\text{out}} \left( 1 - \left( 1 - \frac{1}{\mathbb{E}[S_{\text{INFO}}]} \right)^{\tau_{\text{out}}} \right),
\]

where \( \mu_{\text{INFO}} \) is the service rate for data packets and \( p_{\text{INFO}} \) is the probability of a data packet.



\[
\mathbb{E}[S_{\text{power}}] = \mu_{\text{power}} \left( 1 - \left( 1 - \frac{1}{\mathbb{E}[S_{\text{power}}]} \right)^{\tau_{\text{out}}} \right),
\]

where \( \mu_{\text{power}} \) is the service rate for power packets.

The competition of service rates at the primary queue and secondary queue is given by

\[
\mathbb{E}[S_{\text{primary}}] = \mathbb{E}[S_{\text{INFO}}] + \mu_{\text{primary}} \lambda_{\text{primary}}.
\]

where \( \mathbb{E}[S_{\text{primary}}] \) is the mean service rate at the primary queue and \( \lambda_{\text{primary}} \) is the mean arrival rate of data packets at the primary queue.

To prove the negatively of \( \tau_{\text{out}} \), we can use the following inequality:

\[
\mathbb{E}[S_{\text{primary}}] - \mathbb{E}[S_{\text{INFO}}] = \mu_{\text{primary}} \lambda_{\text{primary}} - \mu_{\text{INFO}} p_{\text{INFO}} \lambda_{\text{primary}} \left( 1 - \left( 1 - \frac{1}{\mathbb{E}[S_{\text{INFO}}]} \right)^{\tau_{\text{out}}} \right) \geq 0.
\]

This inequality holds if \( \lambda_{\text{primary}} \geq \frac{\mathbb{E}[S_{\text{INFO}}]}{\mu_{\text{INFO}}} \). Therefore, the secondary queue cannot accommodate more packets than the primary queue.

In the case of a thermal noise channel model, the mean service rate at the secondary queue is

\[
\mathbb{E}[S_{\text{INFO}}] = \mu_{\text{INFO}} p_{\text{INFO}} \lambda_{\text{out}} \left( 1 - \left( 1 - \frac{1}{\mathbb{E}[S_{\text{INFO}}]} \right)^{\tau_{\text{out}}} \right) = \mu_{\text{INFO}} p_{\text{INFO}} \lambda_{\text{out}} \frac{e^{-\lambda_{\text{out}} \mathbb{E}[S_{\text{INFO}}] \tau_{\text{out}}}}{1 - \left( 1 - \frac{1}{\mathbb{E}[S_{\text{INFO}}]} \right)^{\tau_{\text{out}}}},
\]

where \( e \) is the base of the natural logarithm.

This expression can be used to optimize the sensing duration to maximize the throughput of the secondary user.

**Appendix**

**Proof:** We prove here that \( P_{\text{out, s, u}} > P_{\text{out, s, n}} \) where \( r_{\text{out}} > r_{\text{in}} \). As a function of \( r_{\text{out}} \), \( P_{\text{out, s, m}} \) is given by (2). Let \( z_{m} = 1 - \frac{r_{\text{in}}}{r_{\text{out}}} \) where \( z_{m} \in [0, 1] \). Assuming that the energy unit used per time slot is \( e \), the transmit power is \( T = r_{\text{out}} e \). This means that the received SNR \( \gamma_{m} \) is inversely proportional to \( z_{m} \). The exponent in (3) is thus proportional to \( g(z_{m}) = z_{m} \left( \exp \left( \frac{a}{z_{m}} \right) - 1 \right) \) where \( a = \frac{b_{1} \ln 2}{r_{\text{out}}} > 0 \). Differentiating \( g(z_{m}) \) with respect to \( z_{m} \), the derivative is given by

\[
\frac{d}{dz_{m}} g(z_{m}) = -1 + \left[ 1 - \frac{a}{z_{m}} \right] \exp \left( \frac{a}{z_{m}} \right).
\]

where \( a/z_{m} > 0 \). The first term in (23) is a negative constant. To prove the negatively of \( g(z_{m}) \), the second term should be

**Fig. 2.** The stability region of the proposed system with different values of the energy queue of the CR user. The figure is generated with \( \lambda_{\text{pe}} = 0.4 \) energy packets per time slot.

**Fig. 3.** The stability region of the proposed system with different values of the energy queue of the PU. The figure is generated with \( \lambda_{\text{se}} = 0.4 \) energy packets per time slot.

**Fig. 4.** The optimal sensing duration probabilities.

**Fig. 5.** The maximum stable throughput of the CR user versus \( \lambda_{\text{pe}} \). The figure is generated with different values of \( \lambda_{p} \) and \( \lambda_{se} \).
Fig. 6. The maximum stable throughput of the CR user versus $\lambda_{se}$. The figure is generated with $\lambda_{pe} = 0.6$ energy packets per time slot.

Fig. 7. The primary mean service rate versus $\lambda_{pe}$. The figure is generated with $\lambda_{p} = 0.2$ packets per time slot.

Fig. 8. The primary mean service rate versus $\lambda_{se}$. The figure is generated with $\lambda_{p} = 0.2$ packets per time slot.

negative. If $\frac{d}{dz} > 1$, then $[1 - \frac{d}{dz}] < 0$, $\exp(\frac{d}{dz}) > 1$, and the derivative is non-positive, i.e., $g(z_m) \leq 0$. If $\frac{d}{dz} \leq 1$, then $[1 - \frac{d}{dz}] \leq 1$, $\exp(\frac{d}{dz}) \leq 1$, and the derivative is non-positive, i.e., $g(z_m) < 0$. Therefore, the derivative is always negative. Since $z_m = 1 - \frac{d}{dz}$, function $g(z_m)$ increases with $\tau_m$. This means that $P_{out,m,s}$ decreases with $\tau_m$ and its maximum value occurs when the transmission starts at the beginning of the time slot, i.e., $\tau_m = 0$. This proves that $P_{out,u,s} > P_{out,n,s}$ where $\tau_u > \tau_n$.
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