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Abstract
We study the existence of products of primes in arithmetic progressions, building on the work of Ramaré and Walker. One of our main results is that if \( q \) is a large modulus, then any invertible residue class mod \( q \) contains a product of three primes where each prime is at most \( q^{6/5+\varepsilon} \). Our arguments use results from a wide range of areas, such as sieve theory or additive combinatorics, and one of our key ingredients, which has not been used in this setting before, is a result by Heath-Brown on character sums over primes from his paper on Linnik’s theorem.
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1 | INTRODUCTION AND STATEMENTS OF RESULTS

In this paper, we study the existence of products of primes in arithmetic progressions. Let \( q \) be a positive integer. The well-known theorem of Dirichlet claims that each invertible residue class \( a \mod q \) contains infinitely many prime numbers. A much harder problem is to give an upper bound on the size of the smallest such prime. Let \( P(a, q) \) be the smallest prime that is congruent to \( a \mod q \). In [16] and [17], Linnik showed that there are effectively computable absolute constants \( C \) and \( L \), such that for all \( q \geq 1 \)

\[
\max_{(a,q)=1} P(a, q) \leq Cq^L. \tag{1.1}
\]
It is then an important problem to reduce the value of $L$, which is called Linnik’s constant, as much as possible. It was Pan [22], who first proved (1.1) with an explicit $L = 10000$ (with some potentially different but still absolute $C$), and since then many authors have succeeded in reducing $L$ (see, e.g., [6, 8, 12, 31]). The current record is held by Xylouris [32], who showed that one may take $L = 5.18$. His proof heavily relies on an earlier paper on the topic by Heath-Brown [10], who showed that one may take $L = 5.5$. All the known proofs rely on a meticulous analysis on the distribution of zeros of Dirichlet $L$-functions. The Generalised Riemann Hypothesis (GRH), which states that all the non-trivial zeros of Dirichlet $L$-functions lie on the critical line, implies that one may take $L = 2 + \epsilon$ for any $\epsilon > 0$, and it is further conjectured on probabilistic grounds that $L = 1 + \epsilon$ can be taken.

A natural extension of the above problem is to show that each invertible residue class mod $q$ contains a product of a small number of small primes. It turns out that elementary methods yield non-trivial results in this direction. In [7], Erdös, Odlyzko and Sárközy proved various results on products of primes in residue classes conditional upon a strong zero-free region for Dirichlet $L$-functions. In the same paper, they conjecture that if $q$ is sufficiently large, then for any $(a, q) = 1$ there exist primes $p_1, p_2 \leq q$ for which $p_1 p_2 \equiv a \pmod{q}$. This is not known how to prove even if one assumes GRH. We will consider different types of relaxations of this problem.

First, let us fix some notation. Let $q$ be a modulus that is assumed to be large and let $G = (\mathbb{Z}/q\mathbb{Z})^\times$, so the size of $G$ is $\phi(q)$. If $k \geq 1$, an $E_k$ number is a positive integer that is a product of exactly $k$ primes. For any $x$, define

$$E_k(x) = \{n = p_1 \cdots p_k : (n, q) = 1; p_1, \ldots, p_k \leq x\},$$

which we regard as a subset of $G$ (so we take elements without multiplicity). Here and throughout the paper, $p_i$ always denotes a prime. In this setting, Linnik’s theorem states that $E_1(Cq^{1/3}) = G$.

The aforementioned conjecture can be stated as $E_2(q) = G$. There are two straightforward ways to weaken this problem. To first one is to find $k$ as small as possible such that $E_k(q) = G$. Another way is to show that the size of $E_2(q)$ is relatively large, for example, that $|E_2(q)| \geq c\phi(q)$ for some fixed $c > 0$. In [29], Walker studies both of these problems for prime $q$. In particular, [29, Theorem 1] implies $|E_2(q)| \geq (1/64 + o(1))\phi(q)$. The idea there is that for any $(a, q) = 1$, we have the upper bound

$$\#\{(p_1, p_2) : p_1, p_2 \leq q \text{ and } p_1 p_2 \equiv a \pmod{q}\} \leq (64 + o(1))\frac{\pi(q)^2}{\phi(q)} ,$$

and then a simple pigeonhole principle argument finishes the proof. The inequality (1.3) is proven by switching to upper bound sieves instead of the counting function of primes. Sieves enjoy nice Fourier analytic properties, so it is much easier to study their distribution in arithmetic progressions. We will improve the above as follows.

**Theorem 1.** Let $q$ be a cube free number. As $q \to \infty$ we have $|E_2(q)| \geq (3/8 + o(1))\phi(q)$.
with the counting function of primes instead of working with the convolution of two sieves. We explain how the factor \(3/8\) arises in the argument, which seems to be the current limit of our methods. If \(0 < \alpha < 1\) is a real number such that we can show ‘substantial’ cancellation in the sum \(\sum_{n \leq q^{\alpha} + o(1)} \chi(n)\) for any non-trivial \(\chi \mod q\), then the factor in Theorem 1 becomes \(1 - \alpha/2\). As it happens, Burgess’s estimates enable us to take \(\alpha = 1/4\), and nothing less. Potentially one could improve Theorem 1 without improving Burgess’s estimates by utilising the bilinear structure of sieve weights, however, the gain would be small most likely. The factor of 2 in the denominator represents the loss when taking a sieve instead of the counting function of primes.

Let us now turn to the problem of finding a small \(k\) for which \(E_k(q) = G\). In this direction, [29, Theorem 3] shows that one may take \(k = 48\). It has been brought to my attention by Aled Walker that he has improved this in his PhD thesis [30] by showing \(E_{20}(q) = G\), and this seems to be the current best bound. A crucial ingredient, which we will use in our argument as well, is that \(E_1(q)\) is not contained inside a proper coset of \(G\) when \(q\) is a prime (see [29, Lemma 9]).

To prove \(E_{20}(q) = G\), Walker first proves the inequality \(|E_6(q)| \geq (1/4 + o(1))|G|\) and then uses a density increment argument, implemented via Kneser’s theorem, similar to classical proof of Schnirelmann’s theorem. By using Theorem 1, we can improve this as follows.

**Theorem 2.** Let \(q\) be a sufficiently large prime. Then \(E_6(q) = G\).

Our argument very briefly goes as follows. If \(|E_2(q)| + |E_4(q)| > \phi(q)\) then we are done, because for any \(g \in G\) the intersection \((g \cdot E_2(q^{-1})) \cap E_4(q)\) is non-empty by the pigeonhole principle, so \(g \in E_2(q) \cdot E_4(q) = E_6(q)\). Hence, by Theorem 1, we may assume \(|E_4(q)| \leq (5/8 + o(1))\phi(q)\), which implies that \(|E_6(q)| \leq 2 \cdot |E_2(q)| - \frac{\phi(q)}{8} + o(\phi(q))\). Therefore, by Kneser’s theorem, the stabiliser of \(E_4(q)\) is very large, from which we can proceed by case checking. The idea of using Kneser’s theorem, which roughly speaking says that the doubling constant of a set should be at least 2 unless it looks like a union of cosets of a large subgroup, comes from [25].

We note however that there is still a significant issue we need to handle, for which we use a ‘real part trick’. Consider the following scenario. Let \(H \leq G\) be a subgroup with \(G/H \cong C_8 = \{1, x, \ldots, x^7\}\), and assume that the primes up to \(q\) are contained inside \(H \cup xH\). This does not contradict Theorem 1 as we can have \(E_2(q) = H \cup xH \cup x^2H\), moreover \(E_6(q)\) is disjoint from \(x^7H\), so \(E_6(q) \neq G\). To rule out this scenario, we notice that in this case there is a non-trivial character \(\chi \mod q\) lifted from \(G/H\), such that \(\chi(p) \in \{1, e(1/8)\}\) for any \(p \leq q\) (we use the notation \(e(z) = e^{2\pi i z}\)). This would imply that

\[-\Re \frac{L'(1, \chi)}{L(1, \chi)} \approx \Re \sum_p \frac{\chi(p) \log p}{p}\]  

(1.4)

is exceptionally large. This contradicts a result of Heath-Brown on Linnik’s theorem, namely, [10, Lemma 5.2]. It seems possible that one can improve Theorem 2 by following a similar line of thoughts. By Theorem 1, it should be that \(E_4(q) = E_2(q) \cdot E_2(q) = G\), unless \(E_2(q)\) has very special properties, but now Kneser’s theorem alone does not suffice. One can try to make use of some additional arguments, for example, it can be proven that \(\bigcup_{k=1}^4 E_k(q) = G\), which could be helpful in ruling out case that \(E_2(q)\) is contained inside a geometric progression of size \(\phi(q)/2\) (if this was true then certainly \(E_4(q) \neq G\)).

Let us now turn to our final result. The problem of finding \(E_3\) numbers in all residue classes was studied by Walker and Ramaré in [25]. They showed that for any \(q \geq 2\), one has \(E_3(q^{16/3}) = G\). This was further improved in [24] by Ramaré, Srivastav and Serra, where it was shown that for any \(q \geq 2\) one has \(E_3((650q)^3) = G\). We note that these results are fully explicit and have elementary proofs.
In their recent preprint [1], Balasubramanian, Ramaré and Srivastav prove that for any fixed $\varepsilon > 0$, if $q$ is large enough, then $E_3(q^{3/2+\varepsilon}) = G$, moreover if $q$ is cube-free one has $E_3(q^{4/3+\varepsilon}) = G$. This work came to the author’s knowledge via private communication with Olivier Ramaré. Using a sieve result referenced in their paper, we will improve this as follows.

**Theorem 3.** Let $\varepsilon > 0$. There exists a $q_0(\varepsilon)$, such that for any $q \geq q_0(\varepsilon)$ one has $E_3(q^{6/5+\varepsilon}) = G$.

Unlike the previous theorems, here there is no restriction on $q$. Note that $3 \cdot 6/5 < 5$, so our bound for the smallest $E_3$ number in an arithmetic progression is better than the current best bound on the smallest prime in an arithmetic progression and the proof is much simpler. Of course, it is expected that finding $E_3$ numbers should be much easier than finding primes. The proof uses an average version of the Brun–Titchmarsh theorem by Iwaniec [11] (together with comments by Mikawa in [19]), which implies that $|E_1(q^{6/5+\varepsilon})| > \frac{11}{32}\phi(q)$ for large $q$. This result came to the author’s knowledge when reading the manuscript mentioned above by Balasubramanian, Ramaré and Srivastav, and the author is very grateful to Olivier Ramaré for sending them their work. By Kneser’s theorem and a sieve result by Mikawa in [18], we deduce that if the statement is false, then the primes up to $q^{6/5}$ must be contained inside around one-third proportion of the cosets of a large subgroup $H \leq G$. This would, roughly speaking, imply that there is some non-trivial character $\chi$ mod $q$ for which $\chi(p)$ has large real part for each $p \leq q^{6/5}$, which implies that (1.4) is exceptionally large. This is the same trick as the one we apply in Theorem 2. As an example, the simplest possibility we have to rule out is that there exists $H \leq G$ with $G/H = \{1, x, ... x^4\}$, such that the primes up to $q^{6/5}$ are contained in $x^2H \cup x^3H$.

We end this section by mentioning some related results. We can view this topic as a modular hyperbola problem, where the variables are restricted to be primes. In [27], Shparlinski gives an elaborate survey of such problems and in [26] proves related results on $P_k$ numbers, where a $P_k$ number is a product of at most $k$ many primes. One can substantially improve Theorem 3 for ‘almost all’ $q$. As an example, in [14], the authors prove the existence of an $E_3$ number less than $q^{2+\varepsilon}$ in all residue classes mod $q$, provided that $q$ is sufficiently smooth, or that $q$ is a non-exceptional prime (see Theorems 2.1 and 2.2 in the referenced paper).

## 2 SOME FOURIER ANALYSIS AND NOTATION

In this section, we recall some of the basic facts from discrete Fourier analysis and fix some notation. Let $q$ be a large modulus and let $G = (\mathbb{Z}/q\mathbb{Z})^*$. For any $z \geq 1$, let $f_z : G \to \{0, 1\}$ be defined as follows. Let $n \in G$ where now $n$ is thought of as an integer with $0 \leq n \leq q - 1$. Let $f_z(n) = 1$ if $n \geq z$ and $n$ is a prime, let $f_z(n) = 0$ otherwise.

For any $g : G \to \mathbb{C}$ and a multiplicative character $\chi : G \to \mathbb{C}$ we define the multiplicative Fourier transform as

$$\hat{g}(\chi) = \sum_{n \in G} g(n) \overline{\chi(n)}.$$

Note that for the trivial character $\chi_0$ we have $\hat{g}(\chi_0) = \sum_{n \in G} g(n)$. For functions $g, h : G \to \mathbb{C}$, we define their convolution $g * h : G \to \mathbb{C}$, where for any $n \in G$ we have

$$g * h(n) = \sum_{ab = n} g(a) h(b).$$
The convolution operator has the nice property that \( \hat{g} \ast \hat{h}(\chi) = \hat{g}(\chi) \hat{h}(\chi) \). We also have Parseval’s identity, namely,

\[
\sum_{n \in G} |g(n)|^2 = \frac{1}{\phi(q)} \sum_{\chi} |\hat{g}(\chi)|^2.
\]

The Fourier inversion formula states that

\[
g(n) = \frac{1}{\phi(q)} \sum_{\chi} \hat{g}(\chi) \chi(n).
\]

Here and throughout the paper, \( \chi \) is always summed over the full set of Dirichlet characters mod \( q \) unless otherwise stated. When dealing with error terms \( o(1) \) should be translated as ‘some quantity that tends to 0 as \( q \to \infty \)’. We use Landau’s big \( O \) notation and Vinogradov’s \( \ll \) notation. \( p \) and \( p_i \) will always denote a prime.

## 3 Results Used in the Paper

We now state several well-known results that we will need later on. It is not needed to know the proofs of these to understand later parts of the paper. We start with the existence of appropriate sieve weights, which we need for the proof of Theorem 1. This proposition is essentially [29, Proposition 4].

**Proposition 1.** Let \( \delta > 0 \) be fixed. For sufficiently large \( q \), if \( D \leq q^{1-\delta} \), there exists a function \( w : G \to \mathbb{R}_{\geq 0} \) with the following properties. Let \( z = D^{1/2} \).

- (Upper bound property) For all \( n \in G \), we have \( w(n) \geq f_z(n) \).
- (Well approximation) We have \( \hat{w}(\chi_0) \leq (1 + o(1)) \frac{2 \log q}{\log D} \hat{f}_z(\chi_0) \).
- (Sieve weight structure) For some sequence \( (\lambda_d)_{1 \leq d \leq D} \) such that \( |\lambda_d| \leq q^{o(1)} \), the following holds. Let \( n \in G \) be represented as an integer \( 1 \leq n \leq q - 1 \). Then we have \( w(n) = \sum_{d|n} \lambda_d \).

**Proof.** The standard Selberg sieve weights suffice. We define the weights \( \lambda_d \) for explicitness. Let \( z = D^{1/2} \) and let

\[
G(z) = \sum_{n \leq z} \frac{\mu^2(n)}{\phi(n)},
\]

and for any \( 1 \leq d \leq z \) let

\[
\rho_d = \frac{d \mu(d)}{G(z)} \sum_{n \leq z} \frac{\mu^2(n)}{\phi(n)}.
\]

If \( d > z \), then let \( \rho_d = 0 \). Define

\[
\lambda_d = \sum_{d_1, d_2 : [d_1, d_2] = d} \rho_{d_1} \rho_{d_2}.
\]
For any $1 \leq n \leq q - 1$, we define

$$w(n) = \sum_{d|n} \lambda_d$$

and make this a function on $G$ in the obvious way. For a proof that these weights satisfy the above conditions and an elaborate introduction to the Selberg sieve, we refer the reader to [9, chapters 4 and 5].

Next, we need Burgess’s estimates on character sums for the proof of Theorem 1.

**Proposition 2.** Let $q$ be a cube free number and $\chi$ a non-trivial character mod $q$. For any $1 \leq N \leq q$ and $r \geq 1$ integer we have

$$\left| \sum_{n \leq N} \chi(n) \right| \ll r N^{1-1/r} q^{r+1 \over 2} + o(1).$$

**Proof.** For the original treatment of character sums by Burgess, see [2–5]. It is [5, Theorem 2] which is the statement of our proposition. When $q$ is prime, see [20, Theorem 9.27] for a simpler argument.

For the proof of Theorems 2 and 3, we need Kneser’s theorem for finite abelian groups, which we state in multiplicative notation.

**Proposition 3.** Let $(G, \cdot)$ be a finite abelian group and $A \subset G$. Let $H$ be the stabiliser of $A \cdot A = \{a_1 a_2 : a_1, a_2 \in A\}$, that is $H = \{g \in G : g \cdot A \cdot A = A \cdot A\}$. Then we have

$$|A \cdot A| \geq |A \cdot H| + |A \cdot H| - |H|.$$ 

**Proof.** This is a special case (see [28, Theorem 5.5]) where we take $A = B$. Another treatment of this theorem can be found in [21, Chapter 4]. Kneser’s original work on the topic is in German and can be found in [13] and [15].

Next, we use a result of Iwaniec on the Brun–Titchmarsh theorem for the proof of Theorem 3. The strongest form of the Brun–Titchmarsh theorem is not sharp enough for us, however, Iwaniec was able to obtain a stronger upper bound for the number of primes in arithmetic progressions for ‘almost-all’ residue classes. This in turn implies a corresponding lower bound on the number of residue classes occupied by primes. We note that this form of the ‘almost-all Brun–Titchmarsh inequality’ was used in [1] for the same purpose.

**Proposition 4.** Let $\varepsilon > 0$ be fixed. If $q$ is large, then one has

$$|E_1(q^{6/5+\varepsilon})| > \frac{11}{32} \phi(q).$$

**Proof.** As noted in the [19, Remark], this can be proved using the techniques in [11, section 2]. The remark made by Mikawa implies that for every fixed $\varepsilon_1, \varepsilon_2, \varepsilon_3 > 0$, if $q$ is large enough and
\( \alpha \geq 6/5 + \varepsilon_1 \), then for all but at most \( \varepsilon_2 \phi(q) \) many invertible residue classes \( a \), we have
\[
\pi(q^\alpha, q, a) \leq \frac{2 + \varepsilon_3}{1 - \frac{3}{8\alpha}} \frac{q^\alpha}{\phi(q) \log q^\alpha}.
\]
For brevity, let us call
\[
X := \frac{q^\alpha}{\phi(q) \log q^\alpha}.
\]
For any ‘exceptional’ \( a \), we apply a crude version of the Brun–Titchmarsh inequality, namely if \( \alpha \geq 6/5 \), then for any \( a \) we have
\[
\pi(q^\alpha, q, a) \leq 100X.
\]
By the prime number theorem, we infer
\[
(1 + o(1))X \phi(q) = \sum_{a \in E_1(q^\alpha)} \pi(q^\alpha, q, a) \leq 100X \varepsilon_2 \phi(q) + \frac{2 + \varepsilon_3}{1 - \frac{3}{8\alpha}} X |E_1(q^\alpha)|,
\]
therefore
\[
|E_1(q^\alpha)| \geq \phi(q) \frac{(1 + o(1) - 100\varepsilon_2)(1 - \frac{3}{8\alpha})}{2 + \varepsilon_3}. \tag{3.1}
\]
Now let us choose \( \varepsilon_1 = \varepsilon \) and \( \alpha = 6/5 + \varepsilon \). We then have
\[
\frac{1 - \frac{3}{8\alpha}}{2} = \frac{11 + 40\varepsilon/3}{32 + 80\varepsilon/3} > \frac{11}{32}
\]
so if we choose \( \varepsilon_2 \) and \( \varepsilon_3 \) small enough, then (3.1) implies the proposition.

We will also need a sieve result by Mikawa for the proof of Theorem 3, which shows the existence of almost primes in almost all arithmetic progressions. This result was used independently for the same purpose in [1].

**Proposition 5.** If \( q \) is sufficiently large, then
\[
|E_1(q^{6/5}) \cup E_2(q^{6/5})| = (1 + o(1))\phi(q).
\]

**Proof.** This follows from [18, Theorem 1].

We finally state a special case of a result by Heath-Brown, which says that a weighted character sum over primes cannot have very large real part.

**Proposition 6.** Let \( \alpha > 0 \) be a real number. Let \( f : \mathbb{R}_{\geq 0} \to \mathbb{R} \) be defined as
\[
f(t) = \begin{cases} 
\alpha - t & \text{if } 0 \leq t \leq \alpha, \\
0 & \text{if } t > \alpha.
\end{cases}
\]
For the trivial character, we have
\[ \sum_p \frac{\chi_0(p) \log p}{p} f\left(\frac{\log p}{\log q}\right) = (\alpha^2/2 + o(1)) \log q. \]

If \( \chi \) is a non-trivial character mod \( q \) of bounded order, then
\[ \Re \sum_p \frac{\chi(p) \log p}{p} f\left(\frac{\log p}{\log q}\right) \leq (\alpha/8 + o(1)) \log q. \]

Proof. The first estimate is essentially Mertens’ first theorem (or see [10, Lemma 5.3]), whereas the second estimate follows from [10, Lemma 5.2], which we now explain why. Most of the discussion is straightforward, however there is a vital point at the end we need to address. When applying the lemma, we take \( s = 1; f \) and \( \chi \) as in our proposition. We can also take \( \phi = \frac{1}{4} \) in the lemma because \( \chi \) has bounded order (the quantity \( \phi \) is introduced in Lemma 2.5 there). Note that \( \mathcal{D} = \log q \) in the paper. Our choice of \( f \) satisfies the conditions of the lemma (see the definition of Condition 1 at the beginning of Section 5). The contribution from prime powers in the left-hand side is negligible as
\[ \sum_{p^k \geq 2} \frac{\chi(p^k) \log p}{p^k} f\left(\frac{\log p^k}{\log q}\right) \ll \sum_{p^k \geq 2} \frac{\log p}{p^k} \ll 1. \]

Now the crucial part of the adaptation of [10, Lemma 5.2] is that the Laplace transform of \( f \), namely
\[ F(z) = \int_0^\infty f(t) e^{-zt} dt = \begin{cases} e^{-\alpha z - (1-\alpha z)z^2} & \text{if } z \neq 0, \\ \frac{\alpha^2}{2} & \text{if } z = 0 \end{cases} \]
satisfies \( \Re F(z) \geq 0 \) when \( \Re z \geq 0 \), so the contribution from the zeros of \( L(s, \chi) \) on the right-hand side is non-positive, thus can be ignored. This is because we may write \( f \) as a convolution, \( f = g * g \), where \( g : \mathbb{R} \to \mathbb{R} \) with
\[ g(t) = \begin{cases} 1 & \text{if } -\alpha/2 \leq t \leq \alpha/2, \\ 0 & \text{otherwise,} \end{cases} \]
and the rest follows from the discussion at the beginning of [10, section 7].

4 | PROOF OF THEOREM 1

We start with a lemma that gives a lower bound on the support of a function on \( G = (\mathbb{Z}/q\mathbb{Z})^* \).

Lemma 1. Let \( g, h : G \to \mathbb{R}_{\geq 0} \) and assume that for all \( n \in G \) we have \( 0 \leq g(n) \leq h(n) \). Let \( \text{supp}(g) := \{ n \in G : g(n) > 0 \} \). Assume \( h \) is not identically 0. For any \( \epsilon > 0 \), we have
\[ |\text{supp}(g)| \geq \min\left( (1 - \epsilon)|G| \cdot \frac{\hat{g}(\chi_0)}{\hat{h}(\chi_0)} \cdot |G| \cdot \frac{\epsilon^2 \cdot \hat{g}(\chi_0)^2}{\sum_{\chi \neq \chi_0} |\hat{h}(\chi)|^2} \right). \]
Here the second term is taken to be $\infty$ if the denominator is 0.

**Proof.** By the Cauchy–Schwarz inequality,

$$\left| \text{supp}(g) \right| \sum_{n \in \text{supp}(g)} \left( h(n) - \frac{\hat{h}(\chi_0)}{|G|} \right)^2 \geq \left( \sum_{n \in \text{supp}(g)} h(n) - \left| \text{supp}(g) \right| \cdot \frac{\hat{h}(\chi_0)}{|G|} \right)^2. \quad (4.1)$$

By the assumption $g(n) \leq h(n)$, we have

$$\sum_{n \in \text{supp}(g)} h(n) \geq \sum_{n \in \text{supp}(g)} g(n) = \sum_{n \in G} g(n) = \hat{g}(\chi_0).$$

If $|\text{supp}(g)| \geq (1 - \epsilon)|G| \cdot \frac{\hat{g}(\chi_0)}{|G|}$, then we are done. Otherwise, $|\text{supp}(g)| \cdot \frac{\hat{h}(\chi_0)}{|G|} \leq (1 - \epsilon)\hat{g}(\chi_0)$, so the right-hand side of (4.1) is at least $\epsilon^2 \hat{g}(\chi_0)^2$. As for the left-hand side of (4.1), we have by Parseval’s identity

$$\sum_{n \in \text{supp}(g)} \left( h(n) - \frac{\hat{h}(\chi_0)}{|G|} \right)^2 \leq \frac{1}{|G|} \sum_{\chi \neq \chi_0} |\hat{h}(\chi)|^2.$$

Thus, (4.1) implies

$$\frac{|\text{supp}(g)|}{|G|} \sum_{\chi \neq \chi_0} |\hat{h}(\chi)|^2 \geq \epsilon^2 \hat{g}(\chi_0)^2,$$

from which the lemma follows if $\sum_{\chi \neq \chi_0} |\hat{h}(\chi)|^2 \neq 0$, and if $\sum_{\chi \neq \chi_0} |\hat{h}(\chi)|^2 = 0$, then $\hat{g}(\chi_0) = 0$ from which the lemma follows trivially. \qed

The next lemma states that sieve functions have small non-trivial Fourier coefficients.

**Lemma 2.** Let $\epsilon > 0$ be given. There exists a $\delta = \delta(\epsilon)$ such that the following holds. Let $q$ be a cube-free number and $\omega : G \to \mathbb{R}_{\geq 0}$ be the sieve function provided by Proposition 1 with level $D = q^{3/4 - \epsilon}$. Then, if $\chi$ is a non-trivial character mod $q$ we have

$$|\hat{\omega}(\chi)| \leq q^{1 - \delta + o(1)}.$$

**Proof.** By the sieve structure property, we have

$$|\hat{\omega}(\chi)| = \left| \sum_{n \in G} \omega(n) \chi(n) \right| \leq \left| \sum_{d < D} \lambda_d \sum_{n : n < q \atop d | n} \chi(n) \right| \leq q^{o(1)} \sum_{d < D} \left| \sum_{n \in q/d} \chi(n) \right|.$$

Now we use Proposition 2 (Burgess’s estimates on character sums) to bound the expressions inside the absolute value. Let $\alpha_0 = 1$ and for any $r \geq 1$ let $\alpha_r = \frac{r^2 + 3r + 1}{4r(r+1)}$. Note that $\alpha_0 = \alpha_1 \geq \ldots$ and $\lim_{r \to \infty} \alpha_r = \frac{1}{4}$. It turns out, when $q/d$ is in the range $[q^{\alpha_r}, q^{\alpha_r - 1}]$ we apply Proposition 2 with
the value \( r \). For any \( r \geq 1 \), we have

\[
\sum_{q^{1-\sigma_r-1} \leq d \leq q^{1-\sigma_r}} \sum_{n \leq q/d} \chi(n) \ll_r \sum_{q^{1-\sigma_r-1} \leq d \leq q^{1-\sigma_r}} \left( \frac{q}{d} \right)^{1-1/r} q^{\frac{r+1}{4r^2} + o(1)}
\]

\[
= q^{1-r+\frac{r+1}{4r^2} + o(1)} \sum_{q^{1-\sigma_r-1} \leq d \leq q^{1-\sigma_r}} \left( \frac{1}{d} \right)^{1-1/r} q^{(1-\sigma_r)/r}
\]

\[
\ll_r q^{1-r+\frac{r+1}{4r^2} + o(1)} \cdot q^{-\sigma_r/r}
\]

\[
= q^{1-\frac{1}{4r(R+1)} + o(1)}.
\]

Let \( R = R(\varepsilon) \) be such that \( \alpha_R \leq 1/4 + \varepsilon \). As \( \varepsilon \) is fixed, any expression in terms of \( \varepsilon \) and \( R \) is \( q^{o(1)} \).

We therefore have

\[
|\hat{w}(\chi)| \leq q^{o(1)} \sum_{1 \leq r \leq R} \sum_{q^{1-\sigma_r-1} \leq d \leq q^{1-\sigma_r}} \left| \sum_{n \leq q/d} \chi(n) \right| \leq q^{o(1)} \sum_{1 \leq r \leq R} q^{1-\frac{1}{2(r+1)}} \leq q^{1-\frac{1}{2R(R+1)} + o(1)},
\]

so the lemma holds with \( \delta = \frac{1}{4R(R+1)} \). \( \Box \)

We can now easily deduce Theorem 1. Let \( w : G \to R_{\geq 0} \) be the sieve function provided by Proposition 1 with level \( D = q^{3/4-\varepsilon} \), where \( \varepsilon > 0 \) is a small fixed number. Let \( f = f_z \) with \( z = D^{1/2} \), so \( f \leq w \). We apply Lemma 1 with \( g = f * f \), \( h = f * w \) and the same \( \varepsilon \). Our lower bound for \( \text{supp}(f * f) \) will come from the first expression as we will show that the second expression is larger than \( q \).

By Parseval’s identity \( \sum_{\chi} |\hat{f}(\chi)|^2 = \varphi(q) \sum_{n \in G} |f(n)|^2 \leq q^2 \). By Lemma 2, there is some \( \delta > 0 \) depending only on \( \varepsilon \) such that

\[
\sum_{\chi \neq \chi_0} |\hat{h}(\chi)|^2 = \sum_{\chi \neq \chi_0} |\hat{f}(\chi)|^2 |\hat{w}(\chi)|^2 \leq \max_{\chi \neq \chi_0} |\hat{w}(\chi)|^2 \cdot \sum_{\chi} |\hat{f}(\chi)|^2 \leq q^{4-\delta + o(1)}.
\]

We also have \( |\hat{g}(\chi_0)|^2 = |\hat{f}(\chi_0)|^4 \geq q^{4-o(1)} \) hence if \( \varepsilon \) stays fixed, then for large \( q \)

\[
\frac{\varepsilon^2 \cdot |\hat{g}(\chi_0)|^2}{\sum_{\chi \neq \chi_0} |\hat{h}(\chi)|^2} > q
\]

indeed. The first expression in Lemma 1 is easy to calculate by Proposition 1,

\[
\frac{\hat{g}(\chi_0)}{\hat{h}(\chi_0)} = \frac{\hat{f}(\chi_0)}{\hat{w}(\chi_0)} \geq \frac{3}{8} - \frac{\varepsilon}{2} + o(1).
\]

Therefore, if \( q \) is large, then

\[
|E_2(q)| \geq |\text{supp}(f * f)| \geq (1 - \varepsilon) \left( \frac{3}{8} - \frac{\varepsilon}{2} + o(1) \right) \varphi(q) \geq \left( \frac{3}{8} - \varepsilon \right) \varphi(q).
\]

As \( \varepsilon \) was arbitrary, Theorem 1 follows.
5 PROOF OF THEOREM 2

For simplicity, let us denote $A := E_1(q) \subset G$, so our goal is to show that $A^{(6)} = G$, where $A^{(k)}$ denotes the $k$-fold product of $A$ with itself. If $q$ is sufficiently large, then by Theorem 1

$$|A^{(2)}| \geq \left(\frac{3}{8} - 10^{-4}\right)\phi(q).$$

Let $H \leq G$ be the stabiliser of $A^{(4)}$. Then by Proposition 3 (Kneser’s theorem),

$$|A^{(4)}| \geq 2 \cdot |A^{(2)}| - |H|.$$

If $H$ has index at least 9, then $|H| \leq \phi(q)/9$, so

$$|A^{(4)}| > \left(\frac{5}{8} + 10^{-4}\right)\phi(q).$$

so $|A^{(4)}| + |A^{(2)}| > |G|$, which implies $A^{(6)} = G$. So, we may assume that $G_0 = G/H$ is a group of order at most 8. Let $\pi : G \to G_0$ be the quotient map and let $\pi(A) = A_0$. Notice that $H$ lies inside the stabiliser of $A^{(6)}$, so $A^{(6)} = (A \cdot H)^{(6)}$, therefore it is enough to prove $A^{(6)} = G_0$. By [29, Lemma 9], if $q$ is a prime $A$ is not contained inside a proper coset of $G$ (i.e. a coset of a proper subgroup), so the same is true for $A_0$ inside $G_0$ (this is the only part where we need $q$ to be a prime).

In particular, $|A_0| \geq 2$. By [28, Proposition 2.2], if $A^{(k)}_0 \neq G_0$, then $|A^{(k+1)}_0| > |A^{(k)}_0|$, so we are done if $|A_0| \geq 3$ or $|G_0| < 8$. So, we assume that $|A_0| = 2$ and $|G_0| = 8$. Then $G_0$ cannot be isomorphic to $C_2 \times C_2 \times C_2$, or $C_2 \times C_4$, as any two-element subset $A_0 = \{a, b\}$ is contained inside a coset of the proper subgroup generated by $ab^{-1}$.

Therefore, we must have $G_0 \cong C_8 = \{1, x, \ldots, x^7\}$. Let $A_0 = \{x^i, x^j\}$, so if $1 \leq p < q$ is regarded as an element of $G$ then $p \in x^i H \cup x^j H$.

Let

$$g(x) = \begin{cases} 1 - x & \text{if } 0 \leq x \leq 1, \\ 0 & \text{if } x > 1. \end{cases}$$

Define $g : \mathbb{R}_{\geq 0} \to \mathbb{R}$ by

$$g(x) = \begin{cases} 1 - x & \text{if } 0 \leq x \leq 1, \\ 0 & \text{if } x > 1. \end{cases}$$

Let

$$M := \frac{2}{\log q} \sum_{\substack{p < q \\ p \in x^i H}} \frac{\log p}{p} g\left(\frac{\log p}{\log q}\right),$$

$$N := \frac{2}{\log q} \sum_{\substack{p < q \\ p \in x^j H}} \frac{\log p}{p} g\left(\frac{\log p}{\log q}\right).$$

We will obtain a contradiction by proving bounds on $M$ and $N$ that are inconsistent with each other. We clearly have $M, N \geq 0$. By the first part of Proposition 6, we have

$$M + N = 1 + o(1).$$
By the second part of Proposition 6, if $\chi \neq \chi_0$ is of bounded order, we have

$$\Re(\chi(x^i)M + \chi(x^j)N) \leq 1/4 + o(1).$$  \hfill (5.2)  

We may assume that $i$ is even and $j$ is odd, otherwise $A_0$ is contained inside a coset of the proper subgroup generated by $x^{i-j}$. We do a quick case-checking with respect to the value of $i$. Define $\chi_1 \mod q$ to be the character lifted from a character on $G_0$ (i.e. $\chi(H) = \{1\}$), such that $\chi_1(x) = e(1/8)$, thus any power of $\chi_1$ is of bounded order.

If $i = 0$, in (5.2) choose $\chi = \overline{j}_1$, where $j$ is the multiplicative inverse of $j \mod 8$. Then $\chi(x^i) = 1$ and $\chi(x^j) = \chi_1(x^{j}) = e(1/8)$, so (5.2) becomes

$$M + N/\sqrt{2} \leq 1/4 + o(1),$$

but this contradicts (5.1), because for large $q$

$$M + N/\sqrt{2} \geq (M + N)/\sqrt{2} > 1/2.$$  

We next consider the case of $i = 2$ or 6, in which case in (5.2) choose $\chi = \chi_1^j$. Note that $\chi(x^i) = \chi_1(x^{ij}) = e(1/8)$, which is either $e(2/8)$ or $e(6/8)$ so its real part is 0 either way. On the other hand, $\chi(x^j) = \chi_1(x^{j}) = e(1/8)$. So, we get

$$\frac{N}{\sqrt{2}} \leq 1/4 + o(1).$$

Next, we substitute $\chi = \chi_1^4$. So, $\chi(x^i) = \chi_1(x^{4i}) = 1$ and $\chi(x^j) = \chi_1(x^{4j}) = -1$, so (5.2) becomes

$$M - N \leq 1/4 + o(1).$$

The last two inequalities together yield

$$M + N = (M - N) + \sqrt{8} \cdot \frac{N}{\sqrt{2}} \leq \frac{\sqrt{8} + 1}{4} + o(1),$$

which contradicts (5.1) for large $q$.

Finally, if $i = 4$, in (5.2) choose $\chi = \chi_1^2$, which yields

$$M \leq 1/4 + o(1).$$

Next, choose $\chi = \chi_1^j$ to get

$$-M + N/\sqrt{2} \leq 1/4 + o(1).$$

These two inequalities together imply

$$M + N = \sqrt{2} \cdot (-M + N/\sqrt{2}) + (\sqrt{2} + 1)M \leq \frac{\sqrt{8} + 1}{4} + o(1),$$

which contradicts (5.2) for large $q$.  

We have proved that $|A_0| = 2$ and $|G_0| = 8$ is not possible, so Theorem 2 is proved.

6 PROOF OF THEOREM 3

Let $\varepsilon > 0$ be fixed, let $A = E_1(q^{6/5+\varepsilon})$. We will show that $A \cdot A \cdot A = G$ if $q$ is large enough. By Proposition 4, we have $|A| > \frac{11}{32}\phi(q)$. Let $H$ be the stabiliser of $A \cdot A$. Let $\pi : G \to G/H$ be the projection map, $\pi(A) = B$ so $\pi(A \cdot A) = B \cdot B$. Our next goal is the following lemma (for similar arguments in the literature, see [1, section 4.3], [24, section 8] or [25, section 3]).

Lemma 3. Either Theorem 3 holds, or there is some $0 \leq k \leq 9$, such that $|G/H| = 3k + 2$, $|B| = k + 1$, moreover $B$ and $B \cdot B$ are complement sets in $G/H$.

Proof. By Proposition 3, if $A$ meets $\lambda$ many cosets of $H$, that is, $\lambda = |B|$, then

$$|A \cdot A| \geq (2\lambda - 1)|H|. \quad (6.1)$$

Let us write $|G/H| = 3k + r$ for some $r \in \{0, 1, 2\}$ and $k \geq 0$. In each case, we have

$$|A| > \frac{|G|}{3} = \frac{|G/H|}{3} \cdot \frac{|G|}{|G/H|} \geq k|H|, \quad (6.2)$$

so $\lambda \geq k + 1$. If $r = 0$ or 1 then by (6.1) and (6.2) we get

$$|A| + |A \cdot A| > (k + 2\lambda - 1)|H| \geq (3k + 1)|H| \geq |G|,$$

which implies $A \cdot A \cdot A = G$, so Theorem 3 holds. So, we may assume that $|G/H| = 3k + 2$ indeed.

By (6.2), we have seen $\lambda \geq k + 1$. If $\lambda \geq k + 2$, then by (6.1) and (6.2) we have

$$|A| + |A \cdot A| > (k + 2\lambda - 1)|H| > (3k + 2)|H| = |G|,$$

which gives us the theorem. So, we may assume $\lambda = k + 1$, that is, $|B| = k + 1$ indeed.

If $|B \cdot B| \geq 2k + 2$, then $|A \cdot A| \geq (2k + 2)|H|$, because $A \cdot A$ is a union of cosets of $H$, and $\pi(A \cdot A) = B \cdot B$. Using (6.2) we get

$$|A| + |A \cdot A| > (3k + 2)|H| = |G|,$$

which implies the theorem. So, we can assume $|B \cdot B| \leq 2k + 1$, but by (6.1) we have $|B \cdot B| \geq 2k + 1$, so in fact $|B \cdot B| = 2k + 1$.

Notice that

$$\frac{11}{32}|G| < |A| \leq (k + 1)|H| = \frac{k + 1}{3k + 2} \cdot |G|,$$

from which we deduce $k < 10$ indeed.

We have $|B| + |B \cdot B| = 3k + 2 = |G/H|$, therefore if $B$ and $B \cdot B$ are not complements in $G/H$, then $|B \cup B \cdot B| \leq 3k + 1$, which would imply that $|A \cup A \cdot A| \leq (3k + 1)|H| = \frac{3k + 1}{3k + 2} \cdot |G|$. This
would contradict Proposition 5, namely that $|A \cup A \cdot A| = (1 + o(1))|G|$. So, we may assume that $B$ and $B \cdot B$ are complements indeed, and the lemma is proved.

By the lemma, henceforth we assume that for some $0 \leq k \leq 9$ we have $|G| = 3k + 2$, $|B| = k + 1$, moreover $B$ and $B \cdot B$ are complement sets in $G/H$. Note also that $B \cdot B$ has trivial stabiliser in $G/H$, otherwise $A \cdot A$ would have a stabiliser larger than $H$.

We quickly rule out the case of $k = 0$. If $k = 0$, then $H$ is an order 2 subgroup of $G$, and $B$ is contained inside a coset of $H$. Hence, there is a quadratic character $\chi$ mod $q$ that is constant on $A$. We cannot have $\chi(A) = \{1\}$, because then for any $1 \leq n \leq q$ and $(n, q) = 1$ we would have $\chi(n) = 1$ by the multiplicative property of $\chi$, but $\chi$ is not the trivial character. We cannot have $\chi(A) = \{-1\}$ by [23, Theorem 1.3] (this is a strengthened and generalised version of Vinogradov’s theorem on the least prime quadratic residue).

Let us call $G_0 = G/H$. Our next lemma shows that $G_0$ must be cyclic and $B$ is essentially determined. We note that this lemma shares similarities with [1, Lemma 4.6], however we use stronger assumptions, which results in the statement being stronger.

Lemma 4. Let $(G_0, \cdot)$ be an abelian group of order $3k + 2$ for some $k \geq 1$, and let $B \subset G_0$ with $|B| = k + 1$. Assume that $B \cdot B$ is the complement set of $B$ inside $G_0$ and also that $B \cdot B$ has trivial stabiliser. Then $G_0 \cong C_{3k+2}$ and for some $x \in G_0$ that generates $G_0$, we have $B = \{x^{k+1}, \ldots, x^{2k+1}\}$.

Proof. Note that $|B| > 1$ and $|B \cdot B| < 2|B|$. Therefore, by [28, Exercise 5.1.11], either $B \cdot B$ is a geometric progression, or there exists a subgroup $G_1 \leq G_0$ that is proper and non-trivial, and $B \cdot B$ is the union of cosets of $G_1$ and a proper subset of one more coset (note that $B \cdot B$ has trivial stabiliser, so it cannot be the union of cosets of $G_1$).

We show that the latter case cannot occur. Assume it does. As $B$ and $B \cdot B$ are complement sets, there is exactly one coset of $G_1$ that contains elements of both $B$ and $B \cdot B$. Let this coset be $g \cdot G_1$.

In this paragraph we show that $g \cdot G_1 = G_1$. Take any $x \in (B \cdot B) \cap (g \cdot G_1)$. As $x \in B \cdot B$, there exist $y, z \in B$, such that $x = yz$. Assume $y \notin g \cdot G_1$, so $y \cdot G_1$ is a coset that is entirely contained inside $B$. Therefore, $g \cdot G_1 = x \cdot G_1 = (y \cdot G_1) \cdot z \subset B \cdot B$, which is a contradiction as $g \cdot G_1$ contains elements of $B$, but $B$ and $B \cup B$ are disjoint. So, $y \in G_1$ and by symmetry $z \in g \cdot G_1$. Therefore, the equation $x = yz$ implies at the level of cosets $g \cdot G_1 = (g \cdot G_1) \cdot (g \cdot G_1)$, so $g \cdot G_1 = G_1$ indeed.

Let $u \in G_1 \cap B$ and take any $v \in B$ that is not in $G_1$. Such a $v$ exist otherwise $B$ and $B \cdot B$ are both inside $G_1$ so their union cannot be $G$. Thus, $uv \in v \cdot G_1 \subset B$, but $uv \in B \cdot B$, which contradicts the assumption that $B$ and $B \cdot B$ have empty intersection.

Therefore, $B \cdot B$ is a geometric progression, with ratio $x \in G_0$, say. Each geometric progression of difference $x$ is contained inside a coset of the subgroup generated by $x$. So, $B \cdot B$ is contained in one such coset, but $|B \cdot B| > |G_0|/2$, so this coset must be the whole $G_0$. So, $x$ generates $G_0$. Therefore, $G_0 \cong C_{3k+2} = \{1, x, \ldots, x^{3k+1}\}$. As $B = G_0 \setminus (B \cdot B)$, $B$ is a geometric progression too. Let $B = \{a, ax, \ldots, ax^k\}$, so $B \cdot B = \{a^2, a^2x, \ldots, a^2x^2k\}$. But $B \cdot B = G_0 \setminus B = \{ax^{k+1}, ax^{k+2}, \ldots ax^{3k+1}\}$, so $a = x^{k+1}$ that proves the lemma.

By Lemma 4, there is some $x \in G$ such that

$$A \subset x^{k+1}H \cup x^{k+2}H \cup \cdots \cup x^{2k+1}H.$$  \hfill (6.3)
Our goal now is to obtain a contradiction from this using the real part trick, similar to the proof of Theorem 2. Let \( f : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \) defined as
\[
f(t) = \begin{cases} 
6/5 - t & \text{if } 0 \leq t \leq 6/5, \\
0 & \text{if } t > 6/5.
\end{cases}
\]

By the first estimate in Proposition 6, we have
\[
S(\chi_0) := \frac{50}{36 \log q} \sum_p \frac{\chi_0(p) \log p}{p} f \left( \frac{\log p}{\log q} \right) = 1 + o(1), \tag{6.4}
\]
and if \( \chi \neq \chi_0 \mod q \) is of bounded order then by the second estimate in Proposition 6 we have
\[
S(\chi) := \frac{50}{36 \log q} \Re \sum_p \frac{\chi(p) \log p}{p} f \left( \frac{\log p}{\log q} \right) \leq \frac{5}{24} + o(1). \tag{6.5}
\]

Our goal is now to find a linear combination of characters \( \mod q \) lifted from characters on \( G/H \), say \( \sum_{i \in I} \alpha_i \chi_i \) with \( \alpha_i \in \mathbb{R} \), such that using (6.4) and (6.5) we get \( \sum_{i \in I} \alpha_i S(\chi_i) < 0 \), however, using (6.3) we get \( \sum_{i \in I} \alpha_i S(\chi_i) > 0 \), which is clearly a contradiction. As \( k \leq 9 \), any non-trivial character lifted from \( G/H \) has bounded order, so (6.5) does hold for such characters.

Let \( \chi_1 \) be the character \( \mod q \) for which \( \chi_1(H) = \{1\} \) and \( \chi_1(x) = e(\frac{1}{3k+2}) \). Let us take
\[
M := 2.7S(\chi_1^2) + 1.8S(\chi_1^3) + 0.29S(\chi_1^6) - S(\chi_0).
\]

As \( 2.7 + 1.8 + 0.29 \leq 4.8 = \frac{24}{5} \), if \( q \) is large, then by (6.4) and (6.5) we have \( M < 0 \) indeed.

We will now show that \( M > 0 \) using (6.3). We have
\[
M = \frac{50}{36 \log q} \sum_p \frac{\log p}{p} f \left( \frac{\log p}{\log q} \right) \Re \left( 2.7\chi_1^2(p) + 1.8\chi_1^3(p) + 0.29\chi_1^6(p) - \chi_0(p) \right),
\]
so as \( f \) is non-negative and supported on \([0, 6/5]\), it suffices to show that for every \( p \leq q^{6/5} \), \( (p, q) = 1 \) we have
\[
\Re \left( (2.7\chi_1^2(p) + 1.8\chi_1^3(p) + 0.29\chi_1^6(p) - \chi_0(p)) \right) > 0. \tag{6.6}
\]

By (6.3), for any \( p \leq q^{6/5}, (p, q) = 1 \) there is some \( k \leq 9 \) and \( k + 1 \leq l \leq 2k + 1 \) such that \( p \in \chi_1^lH \), which means that \( \chi_1(p) = e\left(\frac{l}{3k+2}\right) = e(z) \) for some \( z \in \left[\frac{k+1}{3k+2}, \frac{2k+1}{3k+2}\right] \subset \left[\frac{10}{29}, \frac{19}{29}\right] \). So, the left-hand side of (6.6) becomes
\[
2.7 \cos(2 \cdot 2\pi z) + 1.8 \cos(3 \cdot 2\pi z) + 0.29 \cos(6 \cdot 2\pi z) - 1. \tag{6.7}
\]
This function is symmetric about 0.5, so we consider its behaviour for \( z \geq 0.5 \). At \( z = 0.5 \) its value is 0.19 and as \( z \) grows it decreases initially and reaches its local minimum at \( z = 0.564\ldots \), with value 0.014\ldots, then starts to grow and reaches its local maximum at \( z = 0.627\ldots \), with value 0.273\ldots,
after which it starts to decrease and reaches 0 at $z = 0.656 \ldots > \frac{19}{29}$. Thus, we see that (6.7) is a positive quantity when $z \in [\frac{10}{29}, \frac{19}{29}]$, so (6.6) is positive indeed.
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