Low-Power Two-Phase Clocking Adiabatic PUF Circuit
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Abstract: Internet of Things (IoT) has enabled battery-powered devices to transmit sensitive data, while presenting high power consumption and security issues. To address these challenges, adiabatic-based physical unclonable functions (PUFs) offer a promising solution for low-power and secure IoT device applications. In this study, we propose a novel low-power two-phase clocking adiabatic PUF. The proposed adiabatic PUF utilizes a trapezoidal power clock signal with a time-ramped voltage to achieve an improved energy efficiency and reliable start-up PUF behavior. Static CMOS logic is employed to produce stable challenge-response pairs (CRPs) in the adiabatic mode. The pull-down network is designed to control the PUF cell to charge and discharge its output nodes with a constant supply current during secure key generation. The body effect of PMOS transistors, ambient temperatures, and CMOS process variations are investigated to examine the uniqueness and reliability of the proposed work. The proposed adiabatic PUF is simulated using 0.18 µm CMOS process technology with a supply voltage of 1.8 V. The uniqueness and reliability of the proposed adiabatic PUF are 49.82% and 99.47%, respectively. In addition, it requires a start-up power of 0.47 µW and consumes an energy of 15.98 fJ/bit/cycle at the reference temperature of 27 °C.
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1. Introduction

The emerging Internet of Things (IoT) technology has simultaneously introduced challenges and opportunities for engineering-related fields. IoT is used to create smart interconnected and resilient communication systems (e.g., smart home security systems, smart health, smart cities, smart transportation, smart factories, smart grids, etc.) through the internet to improve the quality of people’s lives. IoT devices include smartphones, smart cards, biomedical devices, radio frequency identification (RFID) tags, and many other cryptographic devices that require security characteristics, such as authenticity, integrity, and confidentiality in performing their tasks [1,2]. IoT interconnected devices transmit sensitive data that can be targets of cyber-attacks [3]. In addition, typical countermeasures include cryptographic methods, often based on random numbers, which are necessary to generate public and private keys. Therefore, a physical unclonable function (PUF) plays a key role in authentication and secure key generation [4,5]. The taxonomy of PUF in a study stated that a PUF is a hardware security fundamental that translates an input challenge into an output response through a physical system in a manner that is specific to the exact hardware instance (unique) and cannot be replicated (unclonable) [6]. An advantage of employing a PUF in a cryptosystem is its nonvolatile memory-based key storage feature, as the PUF generates keys on demand during stimulation. The characteristic of a PUF include unpredictable response (R) of the system owing to intrinsic variations, which are stimulated by the input challenge (C). The challenge–response system is modeled as a black box; hence, the PUF input-output relation is described as R = f(C), where f(.) is an unknown internal parameter influenced by the intrinsic variations of the device [4,7].
Many studies on PUF cell level have been conducted, such as investigations on the arbiter PUF [8–10], ring-oscillator (RO) PUF [11–15], Gunlu et al. employed RO in field-programmable gate array for transform-coding [16], be-stable ring PUF [17], glitch PUF [18], dynamic random access memory (DRAM) PUF [19,20], and static random access memory (SRAM) PUF [21,22]. In addition, many studies on low-power PUF circuits have been conducted, such as robust digital response and low-power current-based PUF [23], as well as the SRAM-based PUFs over a wide range of supply voltages from the super-threshold voltage regime down to the near-threshold voltage (NTV) regime [24]. The IoT devices are mostly battery-powered embedded devices and operate in low frequency ranges, which cause security issues and low power consumption. All PUF cells presented in [8–22] undergo high-power consumption and voltage ramp-up time adaptation for a reliable PUF circuit. In this study, we have attempted to address these two issues.

For low-power and low-frequency applications, the adiabatic switching technique [25] is considered to be an appropriate logic design approach for cryptographic circuit implementation [26–28]. In 2016, the first low-power adiabatic SRAM PUF cell was introduced, which was a quasi-adiabatic logic-based PUF (QUALPUF) [29]. The security measures of 128-bit QUALPUF were further investigated thoroughly in [30], and the 4-bit QUALPUF LSI was implemented in a 0.18 µm standard CMOS process with 1.8 V nominal supply voltage along with post-layout and chip measurements in [31,32]. The merit of the QUALPUF is an energy-efficient computation platform, which used adiabatically time-ramp voltage to improve the reliability of a PUF cell.

In this study, we designed an ultra-low-power PUF cell based on the adiabatic switching principle to generate a reliable cryptographic key for IoT embedded devices. The proposed adiabatic PUF circuit is based on an SRAM cell in which the PUF response is stimulated by a challenge bit via a static CMOS circuit. The QUALPUF circuit is benchmarked for comparison in terms of energy efficiency and security evaluation metrics (uniqueness and reliability). The comparison was performed under the temperature range of −40–100 °C (27 °C was considered as the reference), load capacitance range of 10–200 fF, and CMOS process variations of 10% (threshold voltage ($V_{TH}$) and gate oxide thickness ($T_{OX}$) variations).

The remainder of this paper is structured as follows: Section 2 describes the fundamental adiabatic PUF by first explaining the fundamental adiabatic switching and conventional adiabatic PUF, and then introducing the operation principle of the proposed adiabatic PUF. The circuit topology of a 4-bit proposed adiabatic PUF cell is presented in Section 3. The simulation conditions, security evaluation metrics, and simulation results are described in Section 4. The evaluation of the proposed work in comparison with conventional PUFs is discussed in Section 5. Finally, Section 6 concludes the research findings of this work.

2. Fundamental Adiabatic PUF

2.1. Principle of Adiabatic Switching

Adiabatic switching is commonly used to minimize the energy loss during charging/discharging process [25]. During adiabatic switching, all nodes are charged or discharged at a constant current to minimize the power dissipation. This is accomplished using AC power supplies that initially charge the circuit during specific adiabatic phases and then discharge the circuit to recover the supplied charge. The principle of adiabatic switching can best be explained by comparing the internal equivalent RC model for charging and discharging the output load capacitance, as shown in Figure 1a,b, for conventional CMOS and adiabatic switching, respectively. The difference between the adiabatic switching and conventional CMOS RC model is that the latter uses the step voltage of Vdd, whereas the former uses a power clock signal as the source voltage in which the ramped step voltage gradually increases (indicated by $\tau$), as shown in Figure 1b.
whereas the former uses a power clock signal as the source voltage in which the ramped step voltage gradually increases (indicated by $\tau$), as shown in Figure 1b.

Figure 1. Comparison of the supply current transitions for the equivalent RC models of the (a) CMOS logic step voltage and (b) adiabatic logic ramped step voltage. (c) The peak supply current of the adiabatic logic is significantly lower than that of the conventional CMOS logic under the same parameters and conditions.

Applying the Kirchhoff voltage law (KVL) to the circuit in Figure 1a,b, the charging network of the conventional CMOS is expressed as follows:

$$R_i(t) + \frac{1}{C} \int_0^\tau i(t)dt + v(0-) = V_{dd}$$  \hspace{1cm} (1)

and the charging network for adiabatic switching is expressed as

$$R_i(t) + \frac{1}{C} \int_0^\tau i(t)dt + v(0-) = \frac{V_{dd} \tau t}{\tau}$$  \hspace{1cm} (2)

where $\tau$ is the rising time of the ramp voltage Vdd. The Laplace transform and inverse Laplace transform are employed to obtain the charging current for CMOS logic and adiabatic logic, as expressed in Equations (3) and (4), respectively.

$$i(t) = \frac{V_{dd}}{R} e^{-\frac{t}{RC}}$$  \hspace{1cm} (3)

$$i(t) = \frac{V_{dd}C}{\tau} \left(1 - e^{-\frac{t}{RC}}\right)$$  \hspace{1cm} (4)

The peak current difference shown in Equations (3) and (4) indicate a large area and sudden flow of current in the conventional CMOS. In addition, a gradual increase in the supply current peak of the adiabatic switching can be observed in Figure 1c.

From the energy consumption perspective, the dissipated energy over the period $t = 0$ to $t = \tau$ is expressed as follows:

$$E_{diss} = \int_0^\tau R_i^2(t)dt + E(0-)$$  \hspace{1cm} (5)
Substituting the current $i(t)$ from Equations (3) and (4) into Equation (5), we obtain the energy stored in the capacitor for the conventional CMOS and adiabatic switching, as expressed in Equations (6) and (7), respectively.

$$E_{\text{CMOS}} = \frac{1}{2} CV_{dd}^2$$

$$E_{\text{Adiabatic}} = \frac{RC}{\tau} CV_{dd}^2$$

Equations (6) and (7) clearly show that the dissipated energy of the conventional CMOS (Equation (6)) depends on the values of $C$ and $V_{dd}$, while that of the adiabatic logic depends on the switching time $\tau$. Hence, by increasing the switching time (where $\tau > RC$), the energy dissipation of adiabatic logic is significantly lower than that of the conventional CMOS logic.

2.2. Conventional Adiabatic PUF

In 2016, the first PUF circuit (quasi-adiabatic logic PUF (QUALPUF)) that employed the adiabatic switching technique was reported in [29], in which the PUF cell was composed of a cross-coupled inverter (M1, M2, M3, and M4), and a pull-up network transistor to enable or disable the PUF cell. The fundamental QUALPUF circuit topology and its timing chart are shown in Figure 2a,b, respectively. Figure 2b describes the four phases (wait, evaluate, hold, and recovery) of the adiabatic switching operation during challenge-bit (Cb) in the logic low state. Moreover, the adiabatic PUF is supplied with trapezoidal power clock signals that enable PUF response bits to be all zero-level once challenge-bit gets logic “1”. However, the response-bit of the QUALPUF stays at $V_{dd}$, which yields few floating charges during the recovery phase. The stored charge is not fully discharged/recovered back to the power supply. The novel QUALPUF was again thoroughly investigated using 180 nm and 45 nm CMOS technology in a cadence spectrum simulator to analyze the effect of channel length variations [30]. The post-layout simulation result of 4-bits cascaded QUALPUF was reported in [30], and the fabricated chip of 4-bits cascaded QUALPUF LSI using 0.18 μm ROHM standard CMOS process was tested in [31].

![Figure 2](image-url)

**Figure 2.** (a) QUALPUF circuit and (b) its timing chart.

2.3. Proposed Adiabatic PUF

The proposed adiabatic PUF circuit topology is shown in Figure 3a. It consists of a static CMOS inverter (P1 and N1), which plays a key role in charging and discharging the PUF cell semi-adiabatically using a trapezoidal power clock signal of $V_{pc}$ and controlled by the $Cb$. Similar to the QUALPUF circuit, the proposed PUF cell consists of a cross-coupled inverter (P2, P3, N2, and N3) to evaluate the response-bits (output nodes of Rb and Rb- in Figure 3a). As an improvement, we control the current flow from one of the output nodes to slowly flow to the ground through transistor N4 by controlling its operation speed with a ramped $V_{pc}$- signal. Furthermore, the peak value of current Id (N3) in Figure 3a is significantly lower than that of current Id (M4) of QUALPUF depicted in Figure 2a.
Notably, in our proposed adiabatic PUF circuit, we apply two phases of power clock signals $V_{pc}$ and $V_{pc-}$, as depicted in Figure 7b.

![Proposed PUF Circuit and Timing Chart](image)

**Figure 3.** (a) Proposed Adiabatic PUF circuit and (b) its timing chart.

The supply voltage $V_{pc}$ swings between 0.9 and 1.8 V (peak to peak voltage is 0.9 V), while the $V_{pc-}$ fluctuates between 0 and 0.9 V. The $V_{pc}$ and $V_{pc-}$ signals are set such that all output nodes are discharged back to $V_{pc}$ and ground simultaneously to avoid floating charges for the next charging operation. Accordingly, the proposed adiabatic PUF circuit will consume constant and extremely low power along the period of challenge-bit logic “0”.

2.3.1. Operation of the Proposed Adiabatic PUF

To better understand the proposed adiabatic logic-based PUF, we describe the proposed circuit operation in four different adiabatic phases (Wait, Evaluate, Hold, and Recover, as shown in Figure 3b) when the challenge-bit is at logic “0”, which enables the P1 transistor (Figure 3a) to create a path for the adiabatic operation.

1. **Wait Phase**: During the wait phase, the power clock ($V_{pc}$) is at a constant level of 0.9 V. Therefore, the PUF cell will be in a waiting state during this phase.

2. **Evaluate Phase**: During the evaluate phase, $V_{pc}$ slowly rises from 0.9 to 1.8 V ($V_{dd}$). Because $V_{pc}$ is always greater than $V_{tp}$ in our proposed $V_{pc}$ signal, both P2 and P3 are turned ON. However, owing to the effect of different threshold voltages due to imperfections in the CMOS manufacturing process, one of the transistors (P2 and P3) with a lower threshold voltage will conduct first, thereby facilitating the corresponding load capacitor to quickly become charged. This will lead to a flip in the outputs where one of the outputs leads to logic “1” and the other to logic “0”. In this phase, the supply current $I_{V_{pc}}$ flows through P1 and P2 to charge the $R_b$ node capacitor, as shown in Figure 3a.

3. **Hold Phase**: During the hold phase of the $V_{pc}$, the proposed adiabatic PUF generates a stable PUF response.

4. **Recover Phase**: During the recovery phase of the $V_{pc}$, the time ramp voltage slowly decreases from $V_{dd}$ to 0.9 V. During this phase, the charge stored in the load capacitor is slowly recovered back to the power clock supply through P1 and P2 transistors. Moreover, the response bits will remain stable because the low level of $V_{pc}$ is 0.9 V, which is always higher than the $V_{TH}$ of both NMOS and PMOS transistors. Hence, the $R_b$ node maintains logic “1”, which triggers transistor N3 to stay always ON and pull-down $R_b$ node to ground level through transistor N4 once $V_{pc}$ is higher than $V_{tn}$.

When the challenge bit increases, transistor P1 turns OFF, and N1 turns ON. In this condition, the output node of the response bit Rb will be discharged from 0.9 V to ground via P2 and N1 transistors. All output nodes ($R_b$ and $R_b-$) will be at logic “0” and flipped once the challenge bit $Cb$ declines again to logic “0” for the next adiabatic operation.
2.3.2. Theoretical Analysis of the Proposed Adiabatic PUF

In most of today’s CMOS processes, the PMOS devices are physically separated from each other by fabricating in an n-well [33]. This facilitates individual connection between the bulk and source of each PMOS device. Accordingly, we have investigated the body effect of a PMOS by connecting the body of a PMOS to Vdd (constant voltage) of the Vpc power clock, and to the source of each PMOS (P1, P2, and P3 in Figure 3a). Figure 5 shows the output signals (response bit Rb signals) of the proposed adiabatic PUF versus the QUALPUF circuit. As labeled in Figure 5a,b, (BS): PMOS bulk is tied to each respective Source, (Vpc): all PMOS bulks are tied to Vpc signal, and (Vdd): all PMOS bulks are tied to constant Vdd. The circuit operation is shown in Figure 4. Let Cb = 0. Then, P1 and P2 are ON, and CL is charged from Vpc (the RC model in Figure 4b, and such signal is shown at t = 0.15–0.2 µs, as shown in Figure 5). In contrast, Figure 4c illustrates that when Cb = Vdd, P2 and N1 are ON, forcing CL to discharge to ground level (such signal is shown at t = 0.1–0.15 µs, as shown in Figure 5). We attempted here to reduce the output voltage level of Rb (Figure 4c) as close to zero as possible (when challenge bit Cb = 1, i.e., Cb logic “1” or Vdd). However, the response bit Rb cannot be declined to ground because of a voltage drop at RP2, which is associated with the V_{TH} of PMOS P2. The MOS V_{TH} variation is expressed as follows:

\[ V_{TH} = V_{TH0} + \gamma(\sqrt{|2\Phi F + V_{SB}|} - \sqrt{|2\Phi F|}) \]  

where \( \gamma \) and \( \Phi F \) are MOSFET device parameters, and VSB is the source-bulk potential difference [34]. In our proposed PUF design, the PMOS body is connected to its source pin, as shown in Figure 4a,c, indicating that VSB = 0 V; hence, the V_{TH} of P2 is \( \leq V_{TH0} \), which is the lowest output voltage level, as depicted in Figure 5. Therefore, the bulk of PMOS that is tied to each source is chosen for further simulations.

Figure 4. Proposed adiabatic PUF; (a) active transistors during charging and discharging the response node, (b) RC equivalent model at Cb = 0 V, and (c) RC equivalent model at Cb = 1.8 V.

Figure 5. Evaluation result of challenge bit under the PMOS transistor body effect. PMOS bulk: tied to source (labeled as BS: body to source), tied to Vpc (labeled as Vpc) and tied to Vdd (labeled as Vdd).
3. Design of 4-Bits Adiabatic PUF

To validate the proposed adiabatic PUF cell, we designed a 4-bit cascaded adiabatic PUF, as depicted in Figure 6. Each local PUF is supplied by four power clocks, where each adjacent clock differs by a phase difference of 90°. For instance, if the first cell, as shown in Figure 6, operates in the hold phase, the next cell in the same local PUF operates in the recovery phase. Similarly, the other two PUFs operate in the wait and evaluation phases, respectively. When all four outputs are sampled at a time, it leads to a length of 4 bits. Moreover, each local PUF cell is controlled by challenge bits; each adjacent bit has $\frac{1}{4}$ delay time of one power clock cycle. Therefore, if one cycle of $V_{pc}$ signal has 10 ns, then the second $C_b$ signal will have a delay time of 2.5 ns, compared to the first $C_b$ signal. This delay time allows the challenge bits to flip the response signals at the middle point of the wait phase of the $V_{pc}$ signals, as shown in Figure 7a,b. Thus, the challenge bits are flipped adiabatically, as depicted in Figure 7c, thereby significantly reducing the energy.

![Proposed 4-bits PUF architecture.](image1)

![Input and output signals of the proposed adiabatic PUF.](image2)

4. Simulation and Results

4.1. Simulation Condition

To analyze the effectiveness of the proposed adiabatic PUF, a 4-bit cascaded PUF was simulated using a 0.18 µm standard CMOS process provided by ROHM Corporation. Table 1 summarizes the MOS device parameters and simulation conditions.
The ability of PUF to uniquely distinguish a chip among the group of other chips was demonstrated by conducting 100-runs of the Monte Carlo simulation to emulate the behavior of 100 IC PUF chips. This simulation aimed to analyze the effect of process variation, such as $V_{TH}$, $T_{OX}$, and ambient temperature variations. For $V_{TH}$ and $T_{OX}$, a tolerance variation of 10% was set in the Monte Carlo simulation to evaluate the uniqueness and reliability of the proposed adiabatic PUF cell. The temperature variation was set at $-40, 0, 27, 50,$ and $100 \, ^{\circ}C$.

4.2. Simulation Result

The relationship between the input challenge bits and output response bits of the proposed adiabatic PUF cell is in the correct logic function, as depicted in Figure 7. For performance analysis, the energy dissipation per cycle per challenge bits (logics “1” and “0”) and the PUF evaluation metrics of uniqueness and reliability are presented.

4.2.1. Energy Dissipation

A major reason for employing adiabatic switching techniques in PUF circuits is to reduce power consumption. In this study, energy is collected from the total instantaneous power along the duration of the challenge bit cycle as follows:

$$E = \int_0^T \left( \sum (V_{pc}I_{pc}) \right) dt$$

(9)

where $T$ is the period of challenge bit ($f_{Cb} = 10 \, MHz$ or inversely equal to 100 ns).

Start-up energy and energy per cycle are considered in this study. For instance, Figure 7 shows that the start-up energy is the total power consumed in the time range of 0–0.1 $\mu$s, and the energy-per-cycle is the total power consumed in the time range of 0.1–0.2 $\mu$s, or average of cyclical energy of challenge-bit after start-up period. Instead of the start-up energy, we consider the start-up power in this study, which is derived from the energy-per-cycle/time period.

We evaluated the energy consumption of the proposed adiabatic PUF circuit in comparison with the QUALPUF circuit at the PUF cell level (1-bit) and 4-bit cascaded PUF circuit, as graphically illustrated in Figures 8 and 9, respectively. Figure 8 shows the 1-bit PUF cell energy comparison of the proposed PUF and QUALPUF with respect to the body effect of the PMOS transistors along with the temperature variation. Figure 9 illustrates the energy comparison of both the 4-bit circuit topologies. The energy loss shown in Figure 9 is the average of the energy consumed by 100 chips emulated using Monte Carlo simulation with $V_{TH}$ and $T_{OX}$ variations of 10%. The energy data of the proposed PUF in Figures 8 and 9 were obtained from the proposed circuit with all PMOS bulks tied to each respective source pin. In addition, both $V_{TH}$ and $T_{OX}$ variations consume comparable amounts of energy with respect to the temperature change.
A major reason for employing adiabatic switching techniques in PUF circuits is to reduce power consumption. In this study, energy is collected from the total instantaneous power along the duration of the chip's operation.

4.2.2. PUF Evaluation Metric

We utilize two evaluation metrics to verify the proposed adiabatic PUF behavior.

1. **Uniqueness** is used to determine the ability of a PUF to distinguish a chip from other chips [29]. The ideal value of the uniqueness metric is 50%, indicating that a uniqueness result closer to 50% has a better performance (where the normalized value of uniqueness is $0 < U < 1$). The uniqueness is expressed as

\[
\text{Uniqueness} = \frac{2}{k(k-1)} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{\text{HD}(R_i, R_j)}{n} \times 100
\]  

(10)

where $\text{HD}(R_i, R_j)$ represents the Hamming Distance of the two different PUF instances’ responses, with $k$ number of chips and $n$-bit length.
2. **Reliability** measures how reproducibly the challenge-response pairs of a PUF instance with varying environmental conditions, such as temperature and CMOS process variations. The reliability is mathematically expressed as follows:

\[
\text{Reliability} = 100 - \frac{1}{k} \sum_{i=1}^{k} \frac{\text{HD}(R_i, R_{ij})}{n}
\]  

(11)

where \(k\) represents the total number of chips (\(k = 100\) in this study), \(n\) is the number of PUF bits, and \(\text{HD}(R_i, R_{ij})\) is the Hamming Distance of \(j\)-th sampling of \(R_i\). The ideal reliability value is 100%.

The calculated uniqueness results using Equation (9) are graphically depicted in Figure 10 and Figure 12, and calculated reliabilities (using Equation (10)) are shown in Figure 11 and Figure 13, under \(V_{TH}\) and \(T_{OX}\) variations, respectively. In this study, we used a bit size of \(n = 4\) and chip number of \(k = 100\). In Figures 10–13, the solid lines indicate the proposed adiabatic PUF, and the dotted lines represent QUALPUF. To facilitate the uniqueness and reliability calculations, Monte Carlo simulations were repeatedly conducted with a varying output load capacitance (CL = 10, 50, 100, and 200 pF) under temperature variations.

![Figure 10](image-url)  
**Figure 10.** Uniqueness of the proposed adiabatic PUF (labeled as Prop.) versus QUALPUF under the TOX variation (4-bit PUF).

![Figure 11](image-url)  
**Figure 11.** Reliability of the proposed adiabatic PUF (labeled as Prop.) versus QUALPUF under the TOX variation (4-bit PUF).
5. Discussion

We investigate the power efficiency of the proposed adiabatic PUF cell and reliability of the PUF circuit using PUF evaluation metrics (uniqueness and reliability). The supply voltage in our adiabatic PUF design has a trapezoidal shape with a time-ramped voltage of τ, which aids in achieving a high energy efficiency and simultaneously improving the reliability [35] to overcome authentication and piracy issues in cryptographic devices. Reliability of the proposed PUF was examined through Monte Carlo simulation-based temperature variations, and uniqueness was evaluated using CMOS process (VTH and TOX) variations.

The proposed adiabatic PUF is designed based on the SRAM cell topology, which is technically utilized for cryptographic key generation (a weak PUF model) [4]. To balance the PUF logic for constant charging and discharging processes, the challenge bit is driven by the static CMOS inverter transistors (P1 and N1 in Figure 3a). In addition, to lower the peak of supply current traces, the evaluation transistor N4 (Figure 3a) is inserted to control the current flowing to the ground, resulting in a low peak current, as shown in Figure 14.
The challenge–response pairs occur through pull-up networks, as shown in Figure 4b, in which the network is established by PMOS transistors. Additionally, we investigated the body effects of PMOS transistors. In our simulation, the bulk of PMOSs are tied to Vdd (constant voltage), Vpc power clock, and source of each PMOS (Figure 3a). Simulation results confirmed that the proposed adiabatic PUF cell consumes low energy when all the PMOS bulks are connected to Vpc, as shown in Figure 8. However, the output logic “0” level remains at a voltage ≥ V_{THN} in this connection model, which affects the logic function in further cascaded large scale integrated (LSI) circuits. To avoid this phenomenon, a proper connection method is established by connecting the bulk of each PMOS to each drain, thereby reducing the output logic “0” level to below V_{THN}, as indicated in Figure 5b. We confirmed this connection method using a CMOS buffer circuit, which yielded stable input-output logic functions (stable as logic “1” (or 1.8 V) and “0” (or 0 V)).

Table 2 summarizes the merits of the proposed adiabatic PUF in comparison with the PUFs presented in previous studies. The PUF circuits introduced in [28,31] were considered as the benchmarks for comparison purposes because they implemented the same technology and both adopted an adiabatic logic topology. The energy values (fJ/bit/cycle) listed in Table 2 were taken from the power supply of Vpc (with clock frequency f_{pc} = 100 MHz) during one period of Cb cycle (10 MHz). Moreover, the average energy and PUF start-up power values of Kumar [28] and Takahashi [31] are identical because they investigated the same PUF circuit topology (QUALPUF). Table 2 presents that the proposed adiabatic PUF cell reduces energy by approximately 59% and enables safe start-up power of the SRAM PUF behavior by approximately 85%, compared to the conventional QUALPUF cell.

Table 2. Comparison of conventional and proposed adiabatic PUFs (with T = 27 °C and C_L = 10 fF, f_{Cb} = 10 MHz, and f_{pc} = 100 MHz).

| PUF                | Kumar [28] | Takahashi [31] | This Work  |
|--------------------|------------|----------------|------------|
| Year               | 2016       | 2019           | 2021       |
| Topology           | Adiabatic SRAM | Adiabatic SRAM | Adiabatic SRAM |
| Transistor-number/bit | 5          | 5              | 7          |
| Process (nm)       | 180        | 180            | 180        |
| Start-Up power (µW) | 3.08       | 3.08           | 0.47       |
| Energy (fJ/bit/cycle) | 39.18    | 39.18          | 15.98      |
| Uniqueness (%)     | 40.50      | 47.58          | 49.82      |
| Reliability (%)    | 96.20      | 95.10          | 99.47      |

Figure 14. Current traces of charging and discharging output nodes when Cb signal at logic “0” level; (a) QUALPUF circuit (refer to Figure 2a), and (b) proposed PUF (refer to Figure 3a).
The energy data (per 1-bit) presented in Table 2 and PUF evaluation metrics shown in Figures 10–13 (by 4-bit circuit complexity) are acquired from our simulation results using the aforementioned parameters and simulation conditions.

In addition to the advantages of the proposed PUF cell, the comparison data in Table 2 shows the drawback of the proposed PUF cell, which is the circuit complexity (transistor count). Indeed, circuit complexity contributes to higher area consumption in LSI/VLSI implementations. In this study, we investigated fundamental adiabatic PUF cells, explored the advantages and drawbacks of the proposed PUF cell, and validated it into a 4-bit circuit complexity for comparison purposes.

6. Conclusions

In this study, we presented a novel low-power two-phase clocking adiabatic PUF fundamental cell. The proposed adiabatic PUF cell has the following advantages:
- it utilizes a trapezoidal power clock signal with a time-ramped voltage that can improve energy efficiency and facilitate reliable start-up PUF behavior;
- static CMOS logic is employed to produce stable CRPs in the adiabatic mode;
- an extra evaluation transistor enables the PUF cell to charge and discharge its output nodes with a constant supply current, while generating secure keys to counteract cyber-attacks;
- by connecting the PMOS bulks to their respective sources, the proposed PUF cell can pull down the response node close to the ground during discharging. This method allows the PUF cell to produce a stable logic function for further cascading of the LSI circuits.

Consequently, the proposed adiabatic PUF cell consumes a reduced energy of approximately 59% and enables safe start-up power by approximately 85%, compared to the conventional QUALPUF cell. Moreover, the proposed PUF cell exhibits a superior security. Its average reliability is 99.47% and uniqueness value is 49.82%, which are consistent with the ideal values (50% of uniqueness and 100% of reliability). The remarkable performance of the proposed adiabatic PUF makes it an appropriate candidate for low-frequency IoT device applications.

Further studies are required to investigate the proposed adiabatic PUF with 128-bit and 256-bit circuits, evaluate the PUF metrics using the Shannon entropy and bit-error rate, and address LSI implementations.
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