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In this work, the Haar collocation scheme is used for the solution of the class of system of delay integral equations for heterogeneous data communication. The Haar functions are considered for the approximation of unknown function. By substituting collocation points and applying the Haar collocation technique to system of delay integral equations, we have obtained a linear system of equations. For the solution of this system, an algorithm is developed in MATLAB software. The method of Gauss elimination is utilized for the solution of this system. Finally, by using these coefficients, the solution at collocation points is obtained. The convergence of Haar technique is checked on some test problems.

1. Introduction

Integral equations (IEs) are equations in which the unknown functions appear under one or more integral signs [1]. Delay integral equations (DIEs) are those IEs in which the solution of the unknown function is given in the previous time interval [2]. DIEs are further classified into two main types: Fredholm DIEs and Volterra DIEs on the basis of the limits of integration. Fredholm DIEs are those IEs in which limits of the integration are constant, while in Volterra DIEs, one of the limits of the integration is a constant and the other is a variable. A Volterra-Fredholm DIEs consist of disjoint Volterra and Fredhom IEs [1]. The DIEs play an important role in mathematics [3]. These equations are used for modelling of various phenomena such as modelling of systems with memory [4], mathematical modelling, electric circuits, and mechanical systems [5].

Several researchers are trying to find out the numerical solution of delay IEs. Darania [6] used the multistep collocation method for solving DIEs. For each subinterval, the solution is obtained through a fixed number of collocation points and of previous steps in the current and next subintervals. Avaji et al. [7] used the variational iteration method for approximate solution of nonlinear and linear Volterra DIEs. The Volterra DIEs are constructed using general Lagrange multipliers that are defined by the variational theory and the initial approximations. Zhao et al. [8] used the Sinc collocation method for solving the DIEs. This technique reduces the DIEs of Volterra type to an explicit algebraic equation. The solution of these algebraic equations gives the solution of the Volterra DIEs. Yuzbasi and Ismailov [9] solved Volterra IEs with proportion delays by the method of differential transformation. In this technique, the solutions obtained are in the series form. The solution of the series expanded to Taylor series to find the unknown coefficients. For the system of nonlinear Volterra DIEs, Sekar and Murugesan [10] used the Waalsh series method. This technique reduces the Volterra IEs into a system of
equations. The solution of an algebraic equation leads to the solution of the Volterra IEs. Kurkcu [11] used generalized Mott polynomials for the approximate solution of DIFs with variable bounds. Maleknejad et al. [12] developed the numerical method for the solution Volterra IEs of first, second, and singular type of equations by the use of Bernstein approximation. Raza and Khan [13] found solution of neutral delay differential equations. Ghasemia and Kajani [14] utilized Chebyshev wavelets to find the solution time delay systems. The method is based on the expansion of various time functions and truncated Chebyshev wavelets. Wang [15] used hybrid functions for the solution of system of DIFs. The hybrid functions consist of Legendre polynomials and block-pulse function. Samadi and Tohidi [16] used the spectral method for solution of systems of Volterra IEs; also, they used Spectral Galerkin approach for solution of two-dimensional Volterra IEs [17]. Tohidi [18] utilized Taylor matrix technique for solution of linear two-dimensional Fredholm IEs. Demko et al. [19] presented data-type agnostic algorithm calculating a concept lattice from heterogeneous and complex data. Luo et al. [20] investigated the bounded consensus tracking problem of heterogeneous nonlinear multiagent systems based on asynchronous sampled-data communication. Ding and Zheng [21] investigated the bounded consensus tracking problem of heterogeneous nonlinear multiagent systems based on synchronous sampled-data communication. Plaz et al. [22] presented MEDIT-4CEP-SP, the model-driven system that integrates stream processing and complex event processing technologies for consuming, processing, and analyzing heterogeneous data in real time. Alqarni et al. [23] proposed a semicontrolled environment system which overcomes the limitations of users’ age, gender, and smartwatch wearing style. Mazzara et al. [24] proposed a surveys’ Internet of things and smart and software-defined buildings’ technologies and their cooperation towards the realization of smart spaces. Sohaib et al. [25] enhanced a new technology acceptance-based research with the artificial neural network method to enable more precise and in-depth research results as compared to the single-step SEM method. The Haar technique for the solution of Fredholm and Volterra IEs was used by Aziz and Islam [26]. Haar technique is used for solution of different problems in literature. Some of the recent are fractional-order delay differential equations [27], distributed order time-fractional differential equations [28], second-order linear and nonlinear integro-differential equations [29], third-order linear and nonlinear boundary value problems of integro-differential equations [30], and second-order delay differential equations [31]. Amin et al. [32] developed Haar technique for the approximate solution of delay IEs. In this work, we will extend [32] for a system of delay IEs by using Haar wavelet collocation (HWC) technique.

In this study, the HWC scheme is used for the solution of system of linear delay IEs in heterogeneous data communication. The accuracy and efficiency will be checked on some test problems. The system of delay Volterra-Fredholm IE (DVFIE) \( \xi > 0 \) is [33]

\[
W(t) = \begin{cases}
W(t - \xi) + \int_0^t K(t, s)W(s)ds + \int_0^1 M(t, s)W(s - \xi)ds + \int_0^1 N(t, s)W(s)ds + F(t), \\
\Phi(t), \quad t \in [-\xi, 0),
\end{cases}
\]

with initial conditions \( w_1(0) = \lambda_1 \) and \( w_2(0) = \lambda_2 \), where \( W(t) = \begin{pmatrix} w_1(t) \\ w_2(t) \end{pmatrix} \) is vector function of the solution of system (1), \( \Phi(t) = \begin{pmatrix} \Phi_1(t) \\ \Phi_2(t) \end{pmatrix} \) is the delay conditions, \( K = [k_{i,j}]_{2 \times 2} \) and \( M = [m_{i,j}(t, s)]_{2 \times 2} \) are sufficiently smooth functions known as kernels of integration, and \( F(t) = \begin{pmatrix} f_1(t) \\ f_2(t) \end{pmatrix} \) are given functions. For explicit derivation of the HWC technique, we consider \( \xi = 1 \).

2. Numerical Method

In this section, the HWC scheme is developed for the solution of the system of DVFIE (1). Let

\[
W(t) = W(t) = \begin{pmatrix} w_1(t) \\ w_2(t) \end{pmatrix} \in L_2[0, 1]; \text{ then,}
\]

\[
w_1(t) = \sum_{i=1}^N a_i h_i(t),
\]

\[
w_2(t) = \sum_{i=1}^N b_i h_i(t).
\]

The system of DVFIE (1) can be written as

\[
w_1(t) = \begin{cases}
w_1(t - \xi) + \int_0^t k_{11}(t, s)w_1(s)ds + \int_0^t k_{12}(t, s)w_2(s)ds + \int_0^1 m_{11}(t, s)w_1(s - \xi)ds \\
+ \int_0^1 m_{12}(t, s)w_2(s - \xi)ds + \int_0^{t-\xi} n_{11}(t, s)w_1(s)ds + \int_0^{t-\xi} n_{12}(t, s)w_2(s)ds + f_1(t), \\
\Phi_1(t), \quad t \in [-\xi, 0),
\end{cases}
\]
By applying Haar approximation to the above system, we get the expression as

\[
\Phi_1 (t - \xi) + \int_0^t k_{11} (t, s) \sum_{i=1}^N a_i h_i (s) ds + \int_0^t k_{12} (t, s) \sum_{i=1}^N b_i h_i (s) ds \\
+ \int_0^t m_{11} (t, s) \Phi_1 (s - \xi) ds + \int_0^t m_{12} (t, s) \Phi_2 (s - \xi) ds \\
+ \int_0^{t-\xi} n_{11} (t, s) \Phi_1 (s) ds + \int_0^{t-\xi} n_{12} (t, s) \Phi_2 (s) ds + f_1 (t), \quad \text{for } t < 0,
\]

\[
\sum_{i=1}^N a_i h_i (t) = \\
\sum_{i=1}^N a_i h_i (t - \xi) + \int_0^t k_{11} (t, s) \sum_{i=1}^N a_i h_i (s) ds + \int_0^t k_{12} (t, s) \sum_{i=1}^N b_i h_i (s) ds \\
+ \int_0^t m_{11} (t, s) \sum_{i=1}^N a_i h_i (s - \xi) ds + \int_0^t m_{12} (t, s) \sum_{i=1}^N b_i h_i (s - \xi) ds \\
+ \int_0^{t-\xi} n_{11} (t, s) \sum_{i=1}^N a_i h_i (s) ds + \int_0^{t-\xi} n_{12} (t, s) \sum_{i=1}^N b_i h_i (s) ds + f_1 (t), \quad \text{for } t > 0,
\]

\[
\Phi_2 (t - \xi) + \int_0^t k_{21} (t, s) \sum_{i=1}^N a_i h_i (s) ds + \int_0^t k_{22} (t, s) \sum_{i=1}^N b_i h_i (s) ds \\
+ \int_0^t m_{21} (t, s) \Phi_1 (s - \xi) ds + \int_0^t m_{22} (t, s) \Phi_2 (s - \xi) ds \\
+ \int_0^{t-\xi} n_{21} (t, s) \Phi_1 (s) ds + \int_0^{t-\xi} n_{22} (t, s) \Phi_2 (s) ds + f_2 (t), \quad \text{for } t < 0,
\]

\[
\sum_{i=1}^N b_i h_i (t) = \\
\sum_{i=1}^N a_i h_i (t - \xi) + \int_0^t k_{21} (t, s) \sum_{i=1}^N a_i h_i (s) ds + \int_0^t k_{22} (t, s) \sum_{i=1}^N b_i h_i (s) ds \\
+ \int_0^t m_{21} (t, s) \sum_{i=1}^N a_i (s - \xi) ds + \int_0^t m_{22} (t, s) \sum_{i=1}^N b_i (s - \xi) ds \\
+ \int_0^{t-\xi} n_{21} (t, s) \sum_{i=1}^N a_i h_i (s) ds + \int_0^{t-\xi} n_{22} (t, s) \sum_{i=1}^N b_i h_i (s) ds + f_2 (t), \quad \text{for } t > 0,
\]
\[
\sum_{i=1}^{N} a_i h_i(t_j) = \begin{cases} 
\phi_1(t_j - \xi) + \int_{0}^{t_j} k_{11}(t_j, s) \sum_{i=1}^{N} a_i h_i(s) ds + \int_{0}^{t_j} k_{12}(t_j, s) \sum_{i=1}^{N} b_i h_i(s) ds \\
+ \int_{0}^{t_j} m_{11}(t_j, s) \phi_1(s - \xi) ds + \int_{0}^{t_j} m_{12}(t_j, s) \phi_2(s - \xi) ds \\
+ \int_{0}^{t_j} n_{11}(t_j, s) \phi_1(s) ds + \int_{0}^{t_j} n_{12}(t_j, s) \phi_2(s) ds + f_1(t_j), & \text{for } t_j < 0,
\end{cases}
\]

\[
\sum_{i=1}^{N} b_i h_i(t_j) = \begin{cases} 
\phi_2(t_j - \xi) + \int_{0}^{t_j} k_{21}(t_j, s) \sum_{i=1}^{N} a_i h_i(s) ds + \int_{0}^{t_j} k_{22}(t_j, s) \sum_{i=1}^{N} b_i h_i(s) ds \\
+ \int_{0}^{t_j} m_{21}(t_j, s) \phi_1(s - \xi) ds + \int_{0}^{t_j} m_{22}(t_j, s) \phi_2(s - \xi) ds \\
+ \int_{0}^{t_j} n_{21}(t_j, s) \phi_1(s) ds + \int_{0}^{t_j} n_{22}(t_j, s) \phi_2(s) ds + f_2(t_j), & \text{for } t_j > 0,
\end{cases}
\]

and let

\begin{align*}
L_{11}(t_j) &= \int_{0}^{t_j} k_{11}(t_j, s) h_1(s) ds, \\
L_{12}(t_j) &= \int_{0}^{t_j} k_{12}(t_j, s) h_1(s) ds, \\
L_{13}(t_j) &= \int_{0}^{t_j} m_{11}(t_j, s) \phi_1(s - \xi) ds, \\
L_{14}(t_j) &= \int_{0}^{t_j} m_{12}(t_j, s) \phi_2(s - \xi) ds, \\
L_{15}(t_j) &= \int_{0}^{t_j} n_{11}(t_j, s) \phi_1(s) ds, \\
L_{16}(t_j) &= \int_{0}^{t_j} n_{12}(t_j, s) \phi_2(s) ds, \\
L_{17}(t_j) &= \int_{0}^{t_j} m_{21}(t_j, s) h_1(s - \xi) ds, \\
L_{18}(t_j) &= \int_{0}^{t_j} m_{22}(t_j, s) h_1(s - \xi) ds, \\
L_{19}(t_j) &= \int_{0}^{t_j} n_{21}(t_j, s) h_1(s) ds, \\
L_{20}(t_j) &= \int_{0}^{t_j} n_{22}(t_j, s) h_1(s) ds,
\end{align*}

(5)
so

\[
\sum_{i=1}^{N} a_i h_i(t_j) = \begin{cases} 
\Phi_1(t_j - \xi) + \sum_{i=1}^{N} a_i L_{1i}(t_j) + \sum_{i=1}^{N} b_i L_{2i}(t_j) + L_{3i}(t_j) + L_{4i}(t_j) + L_{5i}(t_j) & \text{for } t_j < 0, \\
+ L_{5i}(t_j) + L_{6i}(t_j) + f_1(t_j) & \text{for } t_j > 0,
\end{cases}
\]

\[
\sum_{i=1}^{N} b_i h_i(t_j) = \begin{cases} 
\Phi_2(t_j - \xi) + \sum_{i=1}^{N} a_i L_{1i}(t_j) + \sum_{i=1}^{N} b_i L_{2i}(t_j) + L_{3i}(t_j) + L_{14i}(t_j) + L_{15i}(t_j) & \text{for } t_j < 0, \\
+ L_{15i}(t_j) + L_{16i}(t_j) + f_2(t_j) & \text{for } t_j > 0,
\end{cases}
\]

\[
\sum_{i=1}^{N} [a_i (h_i(t_j) - L_{1i}(t_j)) - b_i L_{2i}(t_j)] = \Phi_1(t_j - \xi) + L_{3i}(t_j) + L_{4i}(t_j) + L_{5i}(t_j) + L_{6i}(t_j) + f_1(t_j) & \text{for } t_j < 0, \\
\sum_{i=1}^{N} [a_i (h_i(t_j) - h_i(t_j - \xi) - L_{1i}(t_j) - L_{3i}(t_j) - L_{9i}(t_j)) - b_i L_{2i}(t_j) - L_{5i}(t_j) - L_{10i}(t_j)] & \text{for } t_j > 0,
\]

\[
\sum_{i=1}^{N} [a_i (L_{11i}(t_j)) - b_i (h_i(t_j) - L_{12i}(t_j))] = \Phi_2(t_j - \xi) + L_{13i}(t_j) + L_{14i}(t_j) + L_{15i}(t_j) + L_{16i}(t_j) + f_2(t_j) & \text{for } t_j < 0, \\
\sum_{i=1}^{N} [a_i (-h_i(t_j - \xi) - L_{11i}(t_j) - L_{17i}(t_j) - L_{20i}(t_j)) + b_i (h_i(t_j) - L_{12i}(t_j) - L_{18i}(t_j) - L_{20i}(t_j))] & \text{for } t_j > 0.
\]

We get the $2N \times 2N$ linear system of algebraic equations with unknowns $a_i$ and $b_i$. Solving this system, we obtain the values of unknown constants $a_i$ and $b_i$. The required solution is obtained by putting these unknowns in equation (2).

Remark 1. If we take $K = 0$ and $N = 0$, then system (1) is known as system of delay Fredholm IEs (DFIEs), and if we take $M = 0$, then system (1) is known as system of delay Volterra IEs (DVIEs). Similarly, HWC technique can be developed for DFIEs and DVIEs.

3. Test Problems

In this section, the HWC scheme is used for solution of some examples. To show the convergence of this scheme, the maximum absolute errors with a different choice of CPs is given in tables. If $W_{\text{exa}}(t)$ denotes the exact solution and $W_{\text{appr}}(t)$ denotes the approximate solution at CPs, then $L_{\infty}$ maximum absolute error is $L_{\infty} = \max |W_{\text{exa}}(t) - W_{\text{appr}}(t)|$, and the $M_{\text{cp}}$ mean square root error in CPs is defined as $M_{\text{cp}} = \sqrt{1/N \sum_{j=1}^{N} (W_{\text{exa}}(t) - W_{\text{appr}}(t))^2}$.
Problem 1. Consider the following system of delay VIEs [33]:

\[
W(t) = \begin{cases} 
F(t) + \int_0^t \begin{pmatrix} s & 1 \\ 1 & s \end{pmatrix} w(s)ds + \int_0^{t-1} \begin{pmatrix} s-1 & 1 \\ 1 & s-1 \end{pmatrix} w(s)ds, & 0 \leq t < 1, \\
\left( e^{-t} \right) t^3, & -1 \leq t < 0.
\end{cases}
\]

The function \( F(t) \) is so that the exact solution is

\[
W(t) = \left( e^{-t} \right) t^3.
\]

Problem 2. Consider the following system of delay VIEs [34]:

\[
\begin{align*}
\dot{w}_1(t) + tw_2(t) &= \sin t + t \cos t - \sin(t - 1) + \int_0^t \left( t^2 \cos sw_1(s) - t^2 \sin sw_2(s) \right) ds + w_1(t - 1), \\
\dot{w}_2(t) - 2tw_1(t) &= \cos t - 2t \sin t - \cos(t - 1) + \int_0^t \left( \sin t \cos sw_1(s) - \sin t \sin sw_2(s) \right) ds + w_2(t - 1),
\end{align*}
\]

where \( w_1(0) = 0 \) and \( w_2(0) = 1 \) and delay condition \( w_1(t) = \sin t \) and \( w_2(t) = \cos t \), for \(-1 < t \leq 0\), and the exact solution is \( w_1(t) = \sin t \) and \( w_2(t) = \cos t \)

Problem 3. Consider the following system of delay VIEs [34]:

\[
\begin{align*}
\dot{w}_1(t) &= \frac{1}{4} (\cos(t - 1) - \cos(t + 1)) + \cos t (2 + \sin t \cos t) - \frac{t}{2} \sin(t - 1) - 1 \\
- \cos(t - 1) + w_1(t - 1) + \int_0^t (\sin((t - s) - 1)w_1(s) + (1 - \cos t)w_2(s)) ds, \\
\dot{w}_2(t) &= w_2(t - 1) + \sin t - t - \sin(t - 1) + w_2(t - 1) + \int_0^t \left( w_1(s) + (t - s)w_2(s) \right) ds,
\end{align*}
\]

where initial conditions \( w_1(0) = 1 \) and \( w_2(0) = 0 \) and delay conditions \( w_1(t) = \cos t \) and \( w_2(t) = \sin t \) for \(-1 < t \leq 0\). The exact solution is \( w_1(t) = \cos t \) and \( w_2(t) = \sin t \).

Problem 4. Consider the following system of delay FIEs:

\[
\begin{align*}
\dot{w}_1(t) - tw_2(t) &= e^t - t \cos(2t) - \frac{1}{2} t(2 + \sin 2) - e^{-t} - e^{-2(t-1)} + \int_0^t \left( te^{-2t}w_1(s) + tw_2(s) \right) ds + w_1(t - 1), \\
tw_1(t) + w_2(t) &= te^{2t} + \cos(2t) - \frac{1}{4} \left( 1 + 3e^t + e^{2t} \right) - \cos 2 + 2(-1 + t)\sin 2 - \cos(2t - 2) + \int_0^t \left( (t-s)w_1(s) + (t+s)^2w_2(s) \right) ds + w_2(t - 1),
\end{align*}
\]
### Table 1: $L_{\infty}$ and $M_{cp}$ errors for Problem 1.

| J  | $N = 2^{l+1}$ | $w_1(t)$ | $w_2(t)$ | $w_1(t)$ | $w_2(t)$ |
|----|---------------|-----------|-----------|-----------|-----------|
| 1  | 4             | 7.22777710^{-02} | 3.53570610^{-02} | 3.64241610^{-02} | 3.64241610^{-02} |
| 2  | 8             | 3.65130110^{-02} | 1.94972510^{-02} | 1.33155510^{-02} | 1.33155510^{-02} |
| 3  | 16            | 2.02165110^{-02} | 1.17135010^{-02} | 5.56189410^{-03} | 5.56189410^{-03} |
| 4  | 32            | 9.59061210^{-03} | 5.52863210^{-03} | 1.91178310^{-03} | 1.91178310^{-03} |
| 5  | 64            | 4.86595910^{-03} | 2.83830710^{-03} | 7.21324710^{-04} | 7.21324710^{-04} |
| 6  | 128           | 2.36076110^{-03} | 1.36333810^{-03} | 2.51341510^{-04} | 2.51341510^{-04} |
| 7  | 256           | 1.17481410^{-03} | 6.76604910^{-04} | 8.96345510^{-05} | 8.96345510^{-05} |

### Table 2: $L_{\infty}$ and $M_{cp}$ errors for Problem 2.

| J  | $N = 2^{l+1}$ | $w_1(t)$ | $w_2(t)$ | $w_1(t)$ | $w_2(t)$ |
|----|---------------|-----------|-----------|-----------|-----------|
| 0  | 2             | 1.97104910^{-03} | 5.86417410^{-02} | 1.39379910^{-03} | 4.18170710^{-02} |
| 1  | 4             | 1.81020510^{-03} | 4.05724510^{-02} | 9.05102310^{-04} | 2.02920510^{-02} |
| 2  | 8             | 1.16438110^{-03} | 2.31924210^{-02} | 4.35352010^{-04} | 9.13578810^{-03} |
| 3  | 16            | 6.95639610^{-04} | 1.31250510^{-02} | 1.79667910^{-04} | 3.46478310^{-03} |
| 4  | 32            | 3.72655710^{-04} | 6.85066610^{-03} | 7.17319910^{-05} | 1.36323410^{-03} |
| 5  | 64            | 1.96427410^{-04} | 3.56529210^{-03} | 2.63540210^{-05} | 4.89497710^{-04} |
| 6  | 128           | 1.00051210^{-04} | 1.80458210^{-04} | 9.85581910^{-06} | 1.82639110^{-04} |

### Table 3: $L_{\infty}$ and $M_{cp}$ errors for Problem 3.

| J  | $N = 2^{l+1}$ | $w_1(t)$ | $w_2(t)$ | $w_1(t)$ | $w_2(t)$ |
|----|---------------|-----------|-----------|-----------|-----------|
| 0  | 2             | 7.06845610^{-02} | 2.84544810^{-02} | 5.38159510^{-02} | 2.07612910^{-02} |
| 1  | 4             | 4.21930710^{-02} | 3.24616010^{-03} | 2.14137610^{-02} | 1.86244710^{-03} |
| 2  | 8             | 2.29142410^{-02} | 3.32498010^{-03} | 9.68215910^{-03} | 1.80496910^{-03} |
| 3  | 16            | 1.26088110^{-03} | 3.15959010^{-03} | 3.46427110^{-03} | 9.04407110^{-04} |
| 4  | 32            | 6.57341810^{-04} | 1.74466910^{-03} | 1.37718110^{-03} | 3.61046710^{-04} |
| 5  | 64            | 3.39990510^{-05} | 1.09821810^{-03} | 4.89707110^{-04} | 1.54403810^{-04} |
| 6  | 128           | 1.72321310^{-05} | 5.58633610^{-04} | 1.83258510^{-04} | 5.54825710^{-05} |

### Table 4: $L_{\infty}$ and $M_{cp}$ errors for Problem 4.

| J  | $N = 2^{l+1}$ | $w_1(t)$ | $w_2(t)$ | $w_1(t)$ | $w_2(t)$ |
|----|---------------|-----------|-----------|-----------|-----------|
| 1  | 4             | 2.64011910^{-01} | 1.37299710^{-01} | 1.73697910^{-01} | 1.23098510^{-01} |
| 2  | 8             | 6.95392910^{-02} | 3.41511810^{-02} | 4.32994610^{-02} | 3.05792110^{-02} |
| 3  | 16            | 1.78441310^{-02} | 8.54074610^{-03} | 2.70395110^{-02} | 1.90758410^{-02} |
| 4  | 32            | 4.51961310^{-03} | 2.13678010^{-03} | 1.08175910^{-03} | 7.63319910^{-03} |
| 5  | 64            | 1.13730310^{-03} | 5.34145510^{-04} | 6.75960110^{-04} | 4.76851410^{-04} |
| 6  | 128           | 2.85255610^{-04} | 1.33359710^{-04} | 1.68988310^{-04} | 1.19210110^{-04} |

### Table 5: $L_{\infty}$ and $M_{cp}$ errors for Problem 5.

| J  | $N = 2^{l+1}$ | $w_1(t)$ | $w_2(t)$ | $w_1(t)$ | $w_2(t)$ |
|----|---------------|-----------|-----------|-----------|-----------|
| 1  | 4             | 3.51091610^{-02} | 4.83104110^{-02} | 2.51968510^{-02} | 3.02970510^{-02} |
| 2  | 8             | 3.11507910^{-02} | 1.55978110^{-02} | 1.34072110^{-02} | 1.09365910^{-02} |
| 3  | 16            | 2.03575610^{-02} | 4.26719110^{-03} | 5.73015610^{-03} | 2.24260610^{-03} |
| 4  | 32            | 1.12685210^{-02} | 2.02358510^{-03} | 2.11918310^{-03} | 8.12049710^{-04} |
| 5  | 64            | 5.90996010^{-03} | 5.00223210^{-04} | 7.75965510^{-04} | 2.08372810^{-04} |
| 6  | 128           | 3.01920410^{-03} | 3.74606010^{-04} | 2.80362910^{-04} | 8.00940110^{-05} |
where initial conditions \( w_1(0) = w_2(0) = 1 \) and delay conditions \( w_1(t) = e^{2t} \) and \( w_2(t) = \cos(2t) \), for \(-1 < t \leq 0\).
The exact solution is \( w_1(t) = e^{2t} \) and \( w_2(t) = \cos(2t) \).

**Problem 5.** Consider the following system of delay VFIEs:

\[
\begin{align*}
    w_1(t) &= e^{-2t} - e^{-2(t-1)} - \frac{-3 - 2t + e^2(1 + t(2 + 4t - 2 \cos 2 + \sin 2))}{4e^2} + t \cos^2 t \sin^2 t \\
    &\quad + \int_0^1 ((t + s)w_1(s) + tsw_2(s))ds + w_1(t - 1) + \int_0^t (te^{2s}w_1(s) + t \cos(2s)w_2(s))ds, \\
    w_2(t) &= \sin(2t - 2) - \frac{1}{4} \left((-1 + 4(-1 + e)e^{-1t} + e^{-2t} + \cos t - \cos(3t) + t\left(2 + \sin^2(2)\right)) + w_2(t - 1) \\
    &\quad + \int_0^1 (e^{2s}w_1(s) + t \cos(2s)w_2(s))ds + \int_0^t ((t - s)w_1(s) + t \cos(t)w_2(s))ds,
\end{align*}
\]

**Figure 1:** Comparison of exact and approximate solution for \( N = 32 \) for Problem 1.

**Figure 2:** Comparison of exact and approximate solution for \( N = 32 \) for Problem 2.
where initial conditions $w_1(0) = 1$ and $w_2(0) = 0$ and delay conditions $w_1(t) = e^{-2t}$ and $w_2(t) = \sin(2t)$, for $-1 < t \leq 0$. The exact solution is $w_1(t) = e^{-2t}$ and $w_2(t) = \sin t$.

### 4. Results and Discussion

$L_{\infty}$ and $M_{cp}$ errors are calculated for each example using different number of CPs. From results, we see that both $L_{\infty}$ and $M_{cp}$ errors are decreased by increasing number of CPs. Even better accuracy can be obtained by taking more CPs.

The results are presented in Table 1 for Problem 1, Table 2 for Problem 2, Table 3 for Problem 3, Table 4 for Problem 4, and Table 5 for Problem 5, demonstrating the proposed techniques improved accuracy and efficiency. The $L_{\infty}$ errors of [33] are decreased up to $10^{-05}$, while the result of our method is also decreased up to $10^{-05}$. Figures 1–5 show a comparison of approximate and exact solutions for various numbers of CPs for Problems 1–5 respectively. We see from the figures that the approximate and exact solutions coincide.
5. Conclusion

For the numerical solution of system of linear delay Volterra-Fredholm IEs using ICs in heterogeneous data communication, a HWC technique is developed. The numerical technique is used to test the accuracy and efficiency of the HWC scheme on several examples. Tables shows the $L_{\infty}$ and $M_{cp}$ errors of each example for various numbers of CPs. Comparison of exact and approximate solution is also shown in figures. The Haar technique can be applied to the system of nonlinear IEs, the system of integro-differential equations, and the system of integro-partial differential equations.
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