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Abstract—While deep semi-supervised learning has gained much attention in computer vision, limited research exists on its applicability in the time series domain. In this work, we investigate the transferability of state-of-the-art deep semi-supervised models from image to time series classification. We discuss the necessary model adaptations, in particular an appropriate model backbone architecture and the use of tailored data augmentation strategies. Based on these adaptations, we explore the potential of deep semi-supervised learning in the context of time series classification by evaluating our methods on large public time series classification problems with varying amounts of labeled samples. We perform extensive comparisons under a decidedly realistic and appropriate evaluation scheme with a unified reimplementation of all algorithms considered, which is yet lacking in the field. We find that these transferred semi-supervised models show significant performance gains over strong supervised, semi-supervised and self-supervised alternatives, especially for scenarios with very few labeled samples.
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I. INTRODUCTION

Time series classification (TSC) spans many real-world applications in domains from healthcare\textsuperscript{[1]} over cybersecurity\textsuperscript{[2]} to manufacturing\textsuperscript{[3]}. Several algorithms for TSC have been proposed over the years\textsuperscript{[4,5]}.

In many real-world scenarios, time series data can be collected easily, but acquiring labels for this data is costly. For instance, in disease monitoring, sensor data are collected with low effort but the labelling of this data requires time-consuming work by medical experts\textsuperscript{[6]}. Semi-supervised learning (SSL) addresses this by leveraging large amounts of unlabeled data in combination with a small amount of labeled data when training machine learning (ML) models.

Especially in computer vision, the advances in deep neural networks and the promised label efficiency of SSL have lead to the introduction of several innovative approaches for image data\textsuperscript{[7]}. While there is much work on classical semi-supervised models for TSC, research on the use of neural network-based SSL algorithms for TSC is still limited.

This motivates our main research question that we approach holistically in this work: Can we transfer well established deep semi-supervised models from the image to the time series domain? More specifically, we answer this question for the most prominent state-of-the-art SSL approaches, by proposing adaptations for MixMatch\textsuperscript{[8]}, Virtual Adversarial Training\textsuperscript{[9]}, the Mean Teacher\textsuperscript{[10]} and the Ladder Net\textsuperscript{[11]}. These include the modification of a suitable backbone architecture as well as adaptations of an appropriate data augmentation strategy to account for the domain transfer of these models. For demonstration of the efficacy of our proposed frameworks we adhere to best practices for realistic evaluation of semi-supervised models and provide a fair and reliable model comparison with a high degree of practicality\textsuperscript{[12]}.

A. Related Work

a) Time Series Classification: Over the past years, a variety of methods has been developed for TSC. A detailed overview on classical ML methods that were specifically developed for TSC\textsuperscript{[13,14,15]} is provided in\textsuperscript{[4]}. An alternative approach towards TSC consists in the extraction of statistical features from the raw time series as the basis for training any strong classifier for tabular data\textsuperscript{[16]}. Also in deep learning, specific methods for time series classification have been developed\textsuperscript{[17,18,19]}. A comprehensive overview on these recent developments can be found in\textsuperscript{[5]}.

b) Semi-Supervised Learning: There exists a plethora of different concepts that extract additional information from unlabeled data via semi-supervision. These range from the extension of supervised ML methods such as the semi-supervised Support Vector Machine\textsuperscript{[20]} or semi-supervised Boosting\textsuperscript{[21]} to inherently semi-supervised methods such as Label Propagation\textsuperscript{[22]}, Manifold Regularization\textsuperscript{[23]} or Co-Training\textsuperscript{[24,25]} provide a detailed overview on these semi-supervised approaches. There is also growing research on deep semi-supervised learning, mainly driven by the computer vision community. A recent overview and taxonomy on these developments are provided by\textsuperscript{[7]}. Amongst these are graph-based methods such as Deep Label Propagation\textsuperscript{[26]}, SNTG\textsuperscript{[27]} or the extension of pseudo-labelling for deep learning\textsuperscript{[7]}. Further, there is growing research on regularization-based approaches following the rationale of adding an additional unsupervised regularization loss term to the initial supervised loss. The Mean Teacher\textsuperscript{[10]} and its predecessors, Temporal Ensembling and the II-Model\textsuperscript{[28]}, employ a consistency loss over the unlabeled samples to reward similar predictions for differently augmented versions of the same unlabeled sample. To overcome one drawback of those methods, the need for domain-dependent data augmentation strategies, Virtual Adversarial Training (VAT)\textsuperscript{[9]} adds small perturbations to the input data to create an auxiliary unsupervised training
target. MixMatch \[8\] in turn combines different regularization strategies in one common framework. These regularization-based approaches yield state-of-the-art performance on image classification benchmarks.

c) SSL for TSC: Different classical semi-supervised models have been developed for TSC. In their foundational work, \[29\] propose an approach that combines pseudo-labelling with a nearest-neighbor model for imbalanced, binary TSC tasks. This cluster-then-label \[7\] rationale for labeled and unlabeled time series via custom distance metrics is also employed in approaches such as DTW-D \[30\], SUCCESS \[51\] or LCLC \[32\]. Graph-based label propagation \[22\] is combined with time-series-specific distance metrics by \[33\] and \[34\] introduced the shapelet-based SSL.

d) Deep SSL for TSC: There has been recent developments on neural net-based approaches. A customized version of the LadderNet \[11\] based on the FCN architecture \[17\] was applied by \[35\] on three multivariate human activity recognition (HAR) datasets. They report relative gains of the semi-supervised model over the supervised baselines for small amounts of labeled samples. To the best of our knowledge, \[35\] are the first to evaluate SSL methods on large, multivariate TSC datasets. A self-supervised approach, where the model is jointly trained on an auxiliary forecasting task over the whole dataset next to the initial supervised classification task on the labeled data only, was introduced by \[36\]. They build upon the benchmark of \[34\] on a subset of smaller, univariate TSC datasets from the UCR repository \[3\] and report state-of-the-art performance compared to the majority of above methods as well as a customized variant of the \(\Pi\)--Model \[28\] that works on time series problems. In alignment with \[35\], they report particularly strong model performance for the deep supervised baseline FCN \[17\] trained on few labeled samples only reporting it to outperform all above mentioned classical semi-supervised models. This deep learning baseline outperforms all of the classical semi-supervised models and almost always beats the \(\Pi\)--Model. We include this approach as a self-supervised baseline in our experiments.

e) Limitations: All existing model comparisons for semi-supervised TSC, despite the work of \[35\], are limited to univariate time series datasets with a maximal size of 1000 training samples. In contrast to computer vision research on SSL \[7\], these model comparisons are conducted for one fixed relative amount of labeled samples in the vast majority of experiments, making it hard to deduce general information for different data situations. They also do not align with the guidelines established by \[12\] for SSL on image data and do not include repeated model runs to account for randomness in the selection of labeled samples. Another issue is the lack of publicly accessible implementations of the classical approaches to semi-supervised TSC, making it impossible to validate against these approaches. This in turn leads to the problem that model comparisons with existing methods solely rely on values reported in former work for the same datasets with partially opaque dataset splits and unlabelling procedures.

Our main contributions can be summarized as follows:

1) We propose four new deep SSL algorithms for TSC and describe tuning parameters and meaningful data augmentation strategies. 2) We investigate the applicability of deep SSL in the domain of TSC and provide insights in which settings the proposed methods work well and how they compare to existing approaches. 3) Through these experiments we are able to identify two out of our four proposed methods that notably improve over existing approaches.

II. FROM IMAGES TO TIME SERIES

A. Problem Formulation

We define an equidistant time series as \(x^{(i)} = \{(x_{i,1},...,x_{i,t}),...,\{(x_{c,1},...,x_{c,t})\}\}\), where \(t\) describes the length and \(c\) the amount of covariates such that \(x^{(i)} \in \mathcal{X} \subseteq \mathbb{R}^{c \times t}\). For \(c = 1\) the time series is called univariate and for \(c > 1\) multivariate. Next to the input space \(\mathcal{X}\), we use \(y^{(i)} \in \mathcal{Y}\) to denote a categorical variable in the target space \(\mathcal{Y}\). The goal of SSL is to train a prediction model \(f : \mathcal{X} \rightarrow \mathcal{Y}\) on a dataset \(D = (D^{l}, D^{u})\) which consists of a labeled dataset \(D^{l} = \{(x^{(i)},y^{(i)})\}_{i=1}^{n_{l}}\) and an unlabeled dataset \(D^{u} = \{(x^{(i)})_{i=n_{l}+1}^{n}\}\). We consider the case where \(n_{l} \ll n_{u}\), as usual in SSL. Further, we define one batch of data as \(B \subseteq D\), where \(B^{l} \subseteq D^{l}\) contains the labeled samples and \(B^{u} \subseteq D^{u}\) the unlabeled samples in that batch such that \(B = (B^{l}, B^{u})\).

B. Backbone Architecture

A basic building block in deep learning for images is a 3-dimensional tensor, whereas time series can be represented as 2-dimensional tensors with channels corresponding to the number of covariates. The extension of building blocks of powerful image classification architectures to TSC is thus straightforward, yet the right choice of a backbone architecture is crucial. We propose the use of the Fully Convolutional Network (FCN) \[17\] as a backbone architecture as it was shown to outperform a variety of models on 44 different TSC problems and is used in related work on semi-supervised TSC \[35\]. In all regularization-based semi-supervised methods discussed in Section II-D except for the Ladder Net \[11\], the network architecture can be decoupled from the model training strategy. This allows us to replace the backbone architecture of many of the established SSL methods from image classification with the FCN. In case of the Ladder Net, we design the decoder as a mirrored version of the FCN encoder (see Section II-D).

C. Data Augmentation

One crucial component of regularization-based semi-supervised methods is the injection of random noise into the model. Data augmentation strategies \(g(x^{(i)}), g : \mathcal{X} \rightarrow \mathcal{X}\) should be designed such that they perturbate the input \(x^{(i)}\) of a sample while preserving the meaning of its label \(y^{(i)}\). This can be achieved by utilizing inherent invariances in the data, e.g., rotations of images usually preserve the meaning of an image. For images, invariances can be easily understood visually. In the time series domain, such invariances are not
straightforward to understand, rendering the design of reasonable data augmentation strategies in this domain challenging. A set of data augmentation strategies for multivariate time series classification was introduced by [37] and evaluated on one HAR task. They show that the majority of strategies are beneficial, but some can deteriorate the model performance. To overcome the additional burden of choosing the right strategy, we propose the use of the RandAugment strategy [38] which removes the need for a separate search phase. For each training batch, \( N \) augmentation strategies are randomly chosen out of a set of \( K \) possible policies. Next to \( N \), a magnitude hyperparameter is introduced which controls the augmentation intensity of the selected policies. We use the following set of augmentation policies [37]: warping in the time dimension, warping the magnitude, addition of Gaussian Noise and random rescaling. We use RandAugment in this context following the rationale that even if a augmentation strategy is (not) label preserving, training with RandAugment with \( N = 1 \) will still produce correct model updates in at least \( \frac{K-1}{K} \) of the forward passes. Early experiments in a fully supervised setting showed that the application of this data augmentation strategy improves model performance across all datasets used in our experiments.

D. Methods

The Mean Teacher [10] is the successor of a series of consistency-regularization-based models such as Temporal Ensembling or the II-Model [28] for SSL and was empirically shown to outperform its predecessors [12]. Thereby, a teacher model, that is an average of the consecutive student models, is used to enforce consistency in model predictions over the course of model training.

Virtual Adversarial Training (VAT) [9] also focuses on consistency regularization. Similar to adversarial examples [39], a small data perturbation is learned such that its addition to the initial data point is expected to yield the maximum change in the model’s prediction. These perturbed model predictions are used as auxiliary labels for the unlabeled samples within a regularization term to enable model training on the whole data set. This approach is particularly interesting for the time series domain where visual inspection of the appropriateness of data augmentation policies is difficult, as it does not rely on data augmentation techniques.

In MixMatch, various semi-supervised techniques such as data augmentation for consistency regularization, Mixup training [40] and pseudo-labeling are combined within one holistic approach [8]. It was empirically shown to perform well on image data, motivating our use of this work [8].

The Ladder Net by [11] is a reconstruction-based SSL model and is inspired by denoising autoencoders [41]. In its core, it extends a supervised encoder model with a corresponding decoder network which allows for the calculation of an unsupervised reconstruction loss over the unlabeled samples enabling training on the whole dataset. The Ladder Net was previously extended to TSC problems [35] and is thus also part of this study.

III. EXPERIMENTAL DESIGN

A. Baseline Models

Next to shapelet- and distance-based methods [4], fitting standard ML methods on hand-crafted statistical features has been a widely used approach for TSC before the introduction of specific deep learning architectures for TSC [17] [18]. We include a Random Forest and a Logistic Regression trained on features, extracted via the tsfresh framework [16] from the time series, as baselines.

In addition, we train the FCN architecture [17] on the labeled samples \( \mathcal{D}^l \) based on the cross entropy loss as a supervised deep learning baseline model for our experiments. To ensure a fair and reliable model comparison, we explicitly use the same architecture of this supervised baseline model as the backbone for all SSL approaches. We also use the performance of a supervised FCN trained on the fully labeled datasets as an estimated upper bound for the model performance.

Furthermore, we evaluate the performance of the self-supervised approach that was recently introduced for TSC by [36]. Thereby, an auxiliary forecasting task from the time series data \( \mathcal{D} \) is created and combined with the initial classification task as a surrogate supervision signal allowing the use of unlabeled data in model training. The model is then jointly trained on both tasks simultaneously. Next to its re-implementation, we further extend their approach for multivariate TSC by increasing the amount of neurons in the surrogate model head accordingly. The direct comparison with this self-supervised approach is of special interest as it was shown to outperform classical semi-supervised approaches in a set of experiments on smaller TSC datasets [36].

B. Data Sets

We evaluate the performance of the above described semi-supervised models on 6 publicly available datasets. In contrast to previous work [33], [34], [36], we explicitly focus on large datasets with at least 1000 observations. Their main characteristics are described in Table I.

| Name      | Classes | Size     | Length | c | Balanced |
|-----------|---------|----------|--------|---|----------|
| Crop      | 24      | 7200     | 46     | ✓ |          |
| ElectricDevices | 7   | 8926     | 96     | ✗ |          |
| FordB     | 2       | 3636     | 500    | ✓ |          |
| Pamap2    | 13      | 11,131   | 100    | 6 | ✗        |
| WISDM     | 6       | 10,727   | 80     | 3 | ✗        |
| Balanced SITS | 6  | 35,064   | 46     | 1 | ✓        |

With Crop, ElectricDevices and FordB we include three of the largest datasets from the UCR Time Series Classification Repository [8]. In addition, we use the two multivariate HAR datasets Pamap2 [42] and WISDM [43]. We also evaluate the models on a class-balanced version of the Satellite Image Time Series (SITS) dataset [44].
C. Evaluation, Tuning and Implementation

Due to special factors, such as the selection of the labeled data points, an unbiased and fair model comparison is particularly crucial to get a realistic perspective on the performance of the semi-supervised models [7]. We adhere to the guidelines for realistic evaluation of semi-supervised performance of the semi-supervised models [7]. We follow these guidelines to guarantee reliable and fair experimental results. For performance evaluation of SSL models, the standard procedure is to split a fully labeled dataset \( D \) into labeled and unlabeled datasets \( D' \) and \( D'' \) via artificial unlabeling of \( n_u \) randomly drawn samples [7]. This way, semi-supervised data settings for different amounts of labeled samples \( l \) are simulated. We unlabel in a stratified manner to retain the datasets’ label distributions. For the following experiments, we split the evaluation of one model \( f \) on one data set \( D \) in two distinct phases.

a) Tuning Phase: In the tuning phase, we tuned the model \( f \) with one fixed amount of labeled samples to yield an optimal set of hyperparameters \( \theta^* \). Thereby, \( f \) was trained on a training dataset \( D_{train} = (D'_{train}, D''_{train}) \), where we fixed \( |D'_{train}| = 500 \), and validated on a labeled holdout validation set \( D_{val} \). The choice of the size of \( D_{val} \) is subject to recent discussions [11], [12], [45]. Large \( D_{val} \) are expected to yield stable results for model tuning, which is important for many hyperparameter-sensitive semi-supervised models, but stands in contrast to the promised practicality of these models in settings with few labeled data. First insights on this trade-off are given by [12] and [45], which empirically show in smaller experiments \( |D_{val}| = 1000 \) to be a validation set size where variance in the performance estimates is still low enough to allow for reasonable model selection. Following this, we set the size of the labeled validation set to \( |D_{val}| = 1000 \) which is rather small compared to recent literature where \( |D_{val}| \geq 4000 \) [9], [28], [10]. A separate labeled test set \( D_{test} \) with \( |D_{test}| = 2000 \) is kept aside for the evaluation phase. Hyperband [46] with random sampling as implemented in the Optuna framework [47] was used for tuning, with a fixed budget of 100 GPU hours for each deep learning model and dataset. We measure model performance in terms of weighted Area under the Curve (wAUC) to account for model calibration and class imbalance.

b) Evaluation Phase: In the evaluation phase, we train \( f(\theta^*) \) on \( D_{train} \) with varying amounts of \( n_l \in \{50, 100, 250, 500, 1000\} \) for a maximum of 25000 model update steps, assuming \( \theta^* \) is also a suitable hyperparameter set for amounts of labels \( n_l \neq 500 \) on which the model was not specifically tuned. This evaluation scheme is in line with previous work on SSL for image data [8], [12]. Model performance is tracked on \( D_{val} \) and the model checkpoint with the best validation performance is used for inference on the holdout \( D_{test} \). The selection of especially (un-)informative labeled samples can have a major effect on the model performance, especially for small \( n_l \). To account for potentially (un-)lucky selection of \( D'_{train} \) in the unlabeling split of \( D_{train} = (D'_{train}, D''_{train}) \), we repeat this unlabeling step 5 times. In case of the ML baseline models, we use a Random Search with a budget of 100 model evaluations for the tuning phase and evaluate them on the same set of values for \( n_l \).
ing even worse than the supervised baseline. This is in line with literature on SSL [7].

b) Deep SSL translates well to TSC: Following our experimental results in Figure 1, we deduce that transferring well-established semi-supervised models from the image to the time series domain is indeed possible. We find that the deep semi-supervised models, especially the transferred MixMatch and VAT, show impressive performance gains over the deep supervised baseline model over all datasets up to \( n_l = 500 \), even reaching the performance of the fully labeled baseline in few cases. For instance, the Mixmatch model exceeds the deep supervised baseline by 0.16 wAUC on the Pamap2 and by 0.10 wAUC on the Crop dataset for \( n_l = 50 \). These findings again encourage our proposed transfer.

c) Strong baselines are crucial: We find the use of strong baselines crucial for a realistic perspective on semi-supervised learning performance. For instance, the Mean Teacher shows weak performance on the majority of datasets, often performing even worse than the supervised baseline. This is in line with results of [36]. The strong performance of the Random Forest for small \( n_l \) on the other hand also stresses the need for realistically strong supervised baselines.

d) Proposed methods outperform existing semi-supervised approaches: While our results on the Ladder Net outperforming other supervised methods align with those of [35], we also observe that the Ladder Net is notably worse compared to alternative SSL algorithms we propose. This varying performance might be grounded in the large amount of hyperparameters of the Ladder Net and its sensitivity to different settings of those.

e) Proposed methods outperform self-supervised modeling: Similar to [36], we find their self-supervised approach to perform better or at least equally well compared to the deep supervised baseline model. Additionally, we are able to show that our extension towards multivariate time series also works well on the two multivariate datasets, WISDM and Pamap2. The proposed approaches MixMatch and VAT furthermore consistently outperform this self-supervised approach across different amounts of labels on all 6 datasets.

f) Ranking of model performance similar to image domain: In terms of model performance ranking, literature suggests that MixMatch performs better than VAT which again outperforms the Mean Teacher and the Ladder Net [8], [12]. When ranking the algorithms across the datasets in Figure 2, we confirm this ranking in the TSC setting.

Our results show that the promised label efficiency of modern, deep semi-supervised model approaches translates well to TSC problems. Furthermore, these findings suggest the use of strong semi-supervised models from the image domain as these transferred models show stronger performance than the currently existing semi- and self-supervised approaches tailored towards TSC. We believe that this work, also thanks to a strong focus on a fair and reliable model comparison, can serve as the basis for future research advances in semi-supervised learning for time series classification.
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A. Model Performance

TABLE II: Results for models over datasets with varying numbers of labels $n_l$. Performance is measured as weighted AUC. The best results for each $n_l$-dataset-combination are emphasized in bold with standard deviations over 5 replications in brackets.

| Number of labels |
|------------------|
| $n_l$ | Cop | Electric Devices | ForIB | Pamp2 | SITS | WISDM |
|------|-----|------------------|-------|-------|------|-------|
| 50   | 0.928 (0.007) | 0.888 (0.012) | 0.964 (0.009) | 0.958 (0.012) | 0.964 (0.007) | 0.958 (0.011) | 0.956 (0.010) | 0.965 (0.008) | 0.965 (0.007) |
| 100  | 0.932 (0.005) | 0.878 (0.009) | 0.956 (0.005) | 0.960 (0.006) | 0.964 (0.005) | 0.960 (0.006) | 0.956 (0.005) | 0.965 (0.008) | 0.965 (0.007) |
| 250  | 0.943 (0.008) | 0.827 (0.013) | 0.940 (0.008) | 0.941 (0.009) | 0.944 (0.008) | 0.940 (0.008) | 0.936 (0.007) | 0.952 (0.008) | 0.952 (0.007) |
| 500  | 0.958 (0.004) | 0.787 (0.015) | 0.926 (0.007) | 0.926 (0.008) | 0.929 (0.007) | 0.926 (0.008) | 0.922 (0.006) | 0.937 (0.008) | 0.937 (0.007) |
| 1000 | 0.964 (0.003) | 0.736 (0.018) | 0.898 (0.009) | 0.898 (0.010) | 0.901 (0.009) | 0.898 (0.010) | 0.893 (0.008) | 0.908 (0.010) | 0.908 (0.009) |

B. Model Ranking

TABLE III: The average rank of all models based on the wAUC over the 6 different datasets for various amounts of labels $n_l$. Lower rank indicates stronger model performance. Ranks are shown with decimals due to averaging over datasets.

| Number of labels |
|------------------|
| $n_l$ | Cop | Electric Devices | ForIB | Pamp2 | SITS | WISDM |
|------|-----|------------------|-------|-------|------|-------|
| 50   | 1.7 | 1.7 | 1.7 | 1.7 | 1.7 | 1.7 |
| 100  | 3.2 | 3.2 | 3.2 | 3.2 | 3.2 | 3.2 |
| 250  | 5.5 | 5.5 | 5.5 | 5.5 | 5.5 | 5.5 |
| 500  | 7.2 | 7.2 | 7.2 | 7.2 | 7.2 | 7.2 |
| 1000 | 9.0 | 9.0 | 9.0 | 9.0 | 9.0 | 9.0 |

C. Hyperparameters

TABLE IV: Hyperparameter ranges used for tuning of the different models. Deep Learning models were tuned via Hyperband as described in Section 3 while the Random Forest and the Logistic Regression were tuned via Random Search with a budget of 100 model evaluations each.