The Shortest Path Planning Based on Reinforcement Learning
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Abstract: This paper proposes a shortest path planning of agent in an environment based on reinforcement learning. This method adopts the Q-learning algorithm, which has gained increasingly using in agent path planning recently. This algorithm can be fully designed to a reasonable environment model and applied to other professional fields. Yet, reinforcement learning in path planning still needs to improve the rate of convergence. The learning process takes several iterations and spends a long time to find the final path. A local optimal problem in search process deals with other explorations that provided shortest path for agent to take optimal actions. For the agent, the reward value of inclined movement is introduced to find the shortest path. The autonomous obstacle avoidance is utilized to obtain the optimal path in the process. Finally, the model of intelligent agent movement environment has established in matlab. The effectiveness of the algorithm has proved by simulation results.

1. Introduction

Reinforcement learning has gained increasingly popularity in autonomous mobile robot path planning recently. Reinforcement learning has got more and more interests by researchers due to its advantage, which can make a decision by its own [1]. As a machine learning technique, reinforcement learning is suitable for agents in an environment. Q-learning is different from other branches of machine learning, as a type of reinforcement learning, which is a famous algorithm related to the principle of reward and penalties [2]. The foundation of this learning method depends on the interaction of agents in the environment. Q-learning is a kind of mapping that represents the relationship between states and actions. Reinforcement learning is a goal-oriented learning method. The markov decision process provides an academic framework to support the rapid development of reinforcement learning. Reinforcement learning utilizes the markov decision process, as a theoretical basis [3].

Autonomous robot performs a behavior in an environment and receives an immediate reward or penalty for the action taken [4]. This behavior has been extensively spread its utilization in unsupervised missions which the robot will learn by its own ability and carry out a series of actions to attain the predefined target [5]. In order to accomplish the given mission, terrestrial exploration and path planning are important for mobile robots such that they know how to move from one place to another and how to perform the desired task. The solving method to path planning has proposed multitudinous ways [6]. The reinforcement learning was used in the disciplines of game theory and other researches at first. It has been adopted in the navigation of autonomous mobile robot in recent years [7]. Reinforcement learning can be used in navigating the unknown environment based on a set of rewards and penalties. The mobile robot which is investigated as the agent receives a reward for
collision-free action and receive a penalty when it collides with the obstacle. The data of Q-value table will be updated based on the directly received rewards or penalties and the state with the highest Q-value is regarded as a best path for the moving robot continuously. A large number of scholars have done a lot of researches on path planning. Application of some methods have also been proposed. The solution to path planning has been numerous methods, as mentioned in studies. The shortest path planning of mobile robot which has utilized the A∗ algorithm for indoor mobile robots was proposed by Wang wei [8]. The planning of mobile robot in unlimited environment based on particle swarm optimization algorithm has also been used for path planning by Sun bo [9]. The robot obstacle avoidance of improved artificial potential field has been proposed by Zhang H [10]. Several algorithms are reported simply and quickly in literature, as observed in previous study. The aim of this paper is utilizing the Q-learning algorithm to generate a path planning of mobile robot in an environment.

2. Reinforcement learning

2.1. The framework of reinforcement learning

The general model structure of reinforcement learning involve state, action, reward, agent, and policy is shown in figure 1. A policy defines the learning agent’s way of behaving at a given time. It is a mapping from perceived states of the environment to actions. A reward function defines the goal in a reinforcement learning problem. Without rewards there could be no values, and the only purpose of estimating values is to achieve more reward. Interaction of agent with around environment will obtain the definite value. The agent defines its location in environment whereas an agent chooses an action to make a movement from one state s to another state. The agent performs a random action in its movement environment. The action $a_t$ update the original state of environment to change the agent approach a new state $s_{t+1}$ on $t+1$. In the next new state, the reward from the environment makes a response $r_{t+1}$. The Agent based on state $s_{t+1}$ generated a new feedback to implement action $a_{t+1}$.

Now, the next state $s_{t+1}$ is considered as an initial state. The step of the agent acting selection is receiving an immediate reward. Transforming the next state and the interaction of agent will be repeated forever.

![Figure 1. Reinforcement learning framework](image)

2.2. Q-learning algorithm

Q-learning algorithm is an off-policy algorithm in reinforcement learning. Q-learning Algorithm is a typically model-free structure. Exploration is used at the beginning and exploitation is at the end of the learning process. Algorithm of Learning helps an agent perform better in similar situations. In
Q-learning, the agent selects next step from its current reward by Q-table. Q-table is the core of Q-learning algorithm. In the process of path planning, the agent selects an action from a limited table of actions and applies the action to interact with the environment. The environment accepts the action and transfers the state $s_i$ to $s_{i+1}$ and gets the reward value $R$. Q-learning adopt the all possible state-action like $Q(s,a)$ and obtain the optimal strategy. The Q-value of the Q-learning algorithm is updated using the expression of:

$$Q(s,a) = Q(s,a) + \alpha [r + \gamma \max_{a' \in A} Q(s',a') - Q(s,a)]$$  \tag{1}

After the first update:

$$Q(s,a) = Q(s,a) + \alpha (r(s,a) + \gamma Q(s',a))$$  \tag{2}

After the second update:

$$Q(s,a) = Q(s,a) + \alpha^2 Q(s,a) + (1-\alpha)\alpha (r(s,a) + \gamma Q(s',a))$$  \tag{3}

After the third update:

$$Q(s,a) = Q(s,a) + \alpha^3 Q(s,a) + (1-\alpha)\alpha^2 (r(s,a) + \gamma Q(s',a))$$  \tag{4}

After the nth update:

$$Q(s,a) = Q(s,a) + \alpha^n Q(s,a) + (1-\alpha)^{n-1} \alpha (r(s,a) + \gamma Q(s',a))$$

\[+ (1-\alpha)^{n-2} \alpha (r(s,a) + \gamma Q(s',a)) + \ldots + \alpha (r(s,a) + \gamma Q(s',a))\]

\[= (1-\alpha)^n Q(s,a) + (r(s,a) + \gamma Q(s',a))[1-(1-\alpha)^n]\]  \tag{5}

We obtain the update of $Q(s,a)$, as $\alpha \in (0,1)$, $0 < 1-\alpha < 1$ When the number of updating increasing an high level, $(1-\alpha)^n \to 0$ and

$$Q(s,a) = r + \gamma Q(s',a)$$  \tag{6}

The state $s$ and state $s'$ belong to set $S$ in this formula. A serious of state are represented by $S$, and the next state is presented by $s'$. Action $a$ is a member of $A$ which present the action space. $r$ represents the reward for getting action $a$ in state $s$. The $\alpha$ represents the agent learning coefficient. The learning rate $\alpha$ determines the extent to which the newly acquired information will override the old information. A setting of $\alpha=0$ make the agent stop learning, whereas $\alpha=1$ would make the agent consider only the most recent information. The discount factor $\gamma$ indicates the influence of future rewards on current action.
Firstly, initialized the Q-table with m states and n number of possible actions. Size of matrix is constructed by \( n \times m \). Then the all number of Q value has to be defined zero and the current agent has many choices to make a decision. When moving from the current state to the next state, the agent has to select the action with the highest Q value among the n possible actions. This situation implies that the action is selected by the reward. The time of comparisons as \((n-1)\) are required. When the number of iteration increases, the Q-table is constantly updated. Calculating the reward from the agent action. The action \(a\) is adopted and the state \(Q(s,t)\) will be updated by the Bellman equation according to the current state and reward. Repeating the third step until obtain the final Q-table by the interaction between the agent and the environment. Finally, selecting the best path based on the value of Q-table. The update process of Q-learning is as shown in figure 2.

3. Result and performance of simulation analysis

The effectiveness of Q-learning algorithm for path planning exploration is verified by simulation experiments. The environment of agent movement must be constructed and consider a navigation with 20*20 to present the environment in matlab firstly. As the top-left point shown in the figure 3. The initial position is \(SP(1,2)\), and the goal position is \(EP(19,20)\). The blue area in the figure 3 predefined the obstacle in different color where the agent cannot pass through. The starting point and ending point of the agent can be input from the outside.

Figure 2. Flow chart of Q-learning algorithm

Figure 3. Agent movement environment
**Q-learning** algorithm is a greedy algorithm intuitively. There are many motivation behaviors in the possible action each time if the agent takes an action according to the maximum value. The agent could be able to fall into the local optimum, and the agent will not be able to adopt other behavior. In the same way, the agent unable to complete the shortest path planning. Therefore, the coefficient should be utilized so that the agent not only has a certain probability to select the optimal action, but also has the chance to select other actions. Keeping the track path in memory to avoid small loops. Let the reward value of oblique motion to “1”. It could avoid the situation where the agent moves from upward to downward. Instead of moving two squares to the left, set the parameters of the algorithm in experiment condition which will affect the convergence speed directly. The initialization parameters are employed in this experiment. The parameters such as a=0.9 and b=0.6 are explored. The number of cycles is 100 times. The process of finding the shortest path in the process of path planning is shown in figure 4.

![Figure 4](image)

*Figure 4. Procedure of the shortest path finding*

Constructed the reward matrix by matlab, the possible motion states of the agent: upward motion, downward motion, left motion, right motion, right-lower motion, left-lower motion, right-upper motion and left-upper motion. The $Q$-table of **Q-learning** algorithm is obtained by iteration. the value table of Q-learning algorithm is updated by bellman formula. The final shortest path of agent is emerged in Figure 5.

![Figure 5](image)

*Figure 5. The Shortest path planning of agent*

The variation trend of the search distance changed with search times. In the process of the agent path planning, utilized Q-learning algorithm to find the shortest path is shown in Figure 6. After 57 times of iterations, the shortest path planning of agent is 29.4.
4. Conclusion
In this paper, a path planning of mobile agent based on Q-learning has been proposed in a given environment with static obstacles, which marked with different color. Through the prior knowledge obtain from classical Q-learning, simulation results demonstrate that the Q-table serves a good exploration foundation to plan a shortest path. The advantages of Q-learning algorithm are fully proven in research about the shortest path planning of agent. The benefits of reinforcement learning are fully demonstrated in this paper. Reinforcement learning plays a critical role in path planning. It is advisable that set the parameters of oblique action to avoid the local optimal problem. In order to certificate the feasibility of the theory, the feasibility of the algorithm has verified finally.
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