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Abstract

The problem of orbit flips caused by eccentric von Zeipel–Lidov–Kozai effects is systematically investigated by means of three approaches, including Poincaré sections, dynamical system theory (periodic orbits and invariant manifolds), and perturbation treatments. Poincaré sections show that orbit flips are due to the existence of islands of libration centered at inclination of 90°, dynamical system theory shows that orbit flips are due to the existence of polar periodic orbits and invariant manifolds, and perturbative treatments indicate that orbit flips are due to the libration of a certain critical argument. Using these approaches, the boundaries of flipping regions in the entire parameter space are produced, and they are in excellent agreement with one another. Through analysis, the essence of flipping orbits is reached: (a) flipping orbits are a kind of quasi-periodic trajectory around polar periodic orbits and invariant manifolds at the same level of Hamiltonian provide boundaries of flipping regions, and (b) flipping orbits are a kind of resonant trajectory, and resonant width measures the size of flipping regions.

Unified Astronomy Thesaurus concepts: Celestial mechanics (211); Three-body problem (1695); Perturbation methods (1215); Asteroid satellites (2207); Asteroid dynamics (2210); Orbital motion (1179); Orbital resonances (1181); Gravitational interaction (669)

1. Introduction

Hierarchical three-body configurations are common in various scales of astrophysical systems (Naoz 2016). Under the test-particle approximation, Lidov (1962) studied the orbital evolution of artificial satellites under the gravitational perturbations coming from the Sun and Moon, and Kozai (1962) investigated the secular effects of Jupiter’s gravitational perturbations on inclined asteroids in the solar system. In these two works, the orbits of the perturber are assumed to be circular, and thus the secular potential is axisymmetric. The longitude of ascending node \( \Omega \) becomes a cyclic variable in the associated Hamiltonian model, thus the vertical angular momentum conserves in the long-term evolution, leading to coupled evolutions between eccentricity and inclination for the test-particle’s orbit. Because of the conservation of vertical angular momentum, the orbits cannot flip under the test-particle and circular approximation. Such an effect of the exciting particle’s eccentricity and/or inclination under the circular restricted hierarchical three-body problem is referred to as the standard Kozai–Lidov mechanism (Lithwick & Naoz 2011). Recently, Ito & Ohtsuka (2019) pointed out that von Zeipel (1910) performed a pioneering work using a similar analysis of this subject, and thus they suggested to refer to such a mechanism as the “von Zeipel–Lidov–Kozai” effect.

If the circular approximation of the perturber’s orbit is relaxed (i.e., the perturber is assumed to move on a fixed elliptic orbit), the eccentric effect appears under the octupole level of approximation. Under this model, the particle’s vertical angular momentum \( H = G \cos i \) is no longer a constant, thus its Kozai oscillations are modulated on longer timescales (Li et al. 2014b). Particularly, the particle’s orbit can flip between prograde and retrograde, and in the process the eccentricity can reach a value close to unity. Lithwick & Naoz (2011) referred to this effect as the eccentric Kozai mechanism, which can be applied to a vast variety of astrophysical systems (Naoz 2016; Shevchenko 2016). Following the suggestion given by Ito & Ohtsuka (2019), we refer to such a mechanism as the eccentric von Zeipel–Lidov–Kozai effect in the current work. Antognini (2015) found that the timescale of von Zeipel–Lidov–Kozai oscillations at the quadrupole order is

\[
t_{\text{quad}} \approx \frac{16}{15} \frac{a_p^3}{a^3 \sqrt{m_0}} \left( \frac{m_0}{m_p} \right) (1 - e_p^2)^{3/2} \tag{1}
\]

where \( G \) is the universal gravitational constant, \( a \) and \( a_p \) are the semimajor axes of the test particle and perturber, \( e \) and \( e_p \) are the eccentricities of the test particle and the perturber, and \( m_0 \) and \( m_p \) are the mass of the central star and the perturber. In addition, Antognini (2015) showed that the timescale of eccentric von Zeipel–Lidov–Kozai oscillations at the octupole order is proportional to \( \epsilon^{-1/2} \) where \( \epsilon \) measures the significance of octupole-order perturbation relative to the quadrupole-order term (see the detailed expression of \( \epsilon \) in the main body of this work).

About the topic of orbit flips caused by eccentric von Zeipel–Lidov–Kozai effects, Katz et al. (2011) found a new constant of motion by averaging the double-averaged secular equations of motion over the Kozai–Lidov cycles, and they derived an analytical criterion for orbit flipping. In the test-particle limit at the octupole level of approximation, Li et al. (2014a) studied the chaotic and quasi-periodic evolutions under the eccentric von Zeipel–Lidov–Kozai effect (called the Kozai–Lidov mechanism in their work) by analyzing surfaces of section and Lyapunov exponents. When the mutual inclination between the inner and the outer binary is high (40°–140°),
the inner orbit exhibits striking features due to the long-timescale modulations of Kozai–Lidov cycles (Katz et al. 2011). The striking features include, for example, flipping between prograde and retrograde, significant excitation of eccentricity and/or inclination, and even chaotic behaviors. Li et al. (2014b) denoted the orbit flips happening with inclinations in [40°, 140°] as the first type, corresponding to the low-eccentricity, high-inclination case (called LeHi for short), and they demonstrated a second type of orbit flipping that starts from an almost coplanar configuration when the eccentricity of the test particle is high, corresponding to the high-eccentricity, low-inclination case (called HeLi for short). As for the HeLi case of orbit flips, the flip criterion and the flip timescale are dependent on the initial orbital parameters (Li et al. 2014b). Regarding the HeLi case, Petrovich (2015) studied the possibility that hot Jupiters are formed from coplanar high-eccentricity migration (called CHEM for short). Recently, Sidorenko (2018a) demonstrated that the orbit flips of the LeHi case caused by eccentric von Zeipel–Lidov–Kozai effects can be interpreted as a resonance phenomenon (it is noted that the HeLi case is not covered in their interpretation). Additionally, some nongravitational factors and high-order truncations of third-body perturbation could influence the conventional von Zeipel–Lidov–Kozai effects. In this context, Will (2017) studied the problem of orbit flips under the relativistic effects and third-body effects to the hexadecapole order, and concluded that for most cases, the relativistic effects and the hexadecapole perturbations have negligible influences upon the orbital flips found at the octupole order, but for equal-mass binaries (in this case, the octupole terms vanish), hexadecapole perturbations can alone cause orbital flips.

Furthermore, if the test-particle approximation is relaxed (i.e., the test particle is replaced by a massive object), it becomes the nonrestricted hierarchical version. Under such a “general” configuration, the octupole-order dynamical model can be seen in Naoz et al. (2011, 2013). Caused by eccentric von Zeipel–Lidov–Kozai effects, the planets’ orbits can flip between prograde and retrograde with respect to the invariant plane of system. Naturally, such a mechanism can be used to explain the formation of hot Jupiters on retrograde orbits by combining with tidal friction (Naoz et al. 2011, 2012). In a recent review, Naoz (2016) provided various applications of the eccentric von Zeipel–Lidov–Kozai effect to solar system dynamics, planetary systems, stellar systems, exoplanetary systems and galaxies, etc.

About the problem of orbit flips caused by eccentric von Zeipel–Lidov–Kozai effects, the following questions are still not clear. Initially, what are the boundaries of flipping orbits in the entire (e0, i0) space? Second, what is the particular mechanism that dominates the boundaries, and what is the underlying mechanism that governs the phenomenon of orbit flipping? Finally, an ultimate motivation for us is to know what to clear these doubts, we numerically explore the flipping regions in the (e0, i0) space. Then we adopt three approaches, including Poincaré surfaces of section, dynamical system theory, and perturbative treatments, to explore the numerical structures of flipping regions; in particular, boundaries of flipping regions are produced by different approaches. From the viewpoint of Poincaré sections, orbit flips are due to the existence of islands of libration centered at i = 90°. From the viewpoint of dynamical system theory, orbit flips are due to the existence of polar periodic orbits and invariant manifolds. From the aspect of perturbative treatments, orbit flips are due to the libration of a certain critical argument (Lithwick & Naoz 2011; Sidorenko 2018a). The results (boundaries of flipping regions) obtained by these three approaches agree well with one another, and we are particularly guided to the essence of flipping orbits caused by eccentric von Zeipel–Lidov–Kozai effects: flipping orbits are a kind of quasiperiodic (or resonant) trajectory around the polar periodic orbits.

The remaining part of this work is organized as follows. In Section 2, the basic dynamical model is introduced under the test-particle octupole approximation. Numerical explorations about flipping regions in the eccentricity–inclination space are performed in Section 3. The numerical structures of flipping regions are systematically explored through three approaches: Poincaré surfaces of section in Section 4, dynamical system theory (periodic orbits and invariant manifolds) in Section 5, and perturbative treatments in Section 6. Finally, conclusions and discussions of this work are given in Section 7.

2. Hamiltonian Model

In this work, we consider such a hierarchical three-body configuration in which an inner test particle is orbiting around a central star in the presence of a distant massive planet. The configuration is in accordance with the ones considered in previous works (Li et al. 2014a, 2014b; Katz et al. 2011; Lithwick & Naoz 2011; Sidorenko 2018a). In the test-particle limit, the perturber is moving on a fixed Keplerian orbit and the test particle is moving on a perturbed Keplerian orbit around the central star. Their orbits are described by the semimajor axis a(a0), eccentricity e(e0), inclination i(i0), longitude of ascending node Ω(Ω0), argument of pericenter ω(ω0), and mean anomaly M(M0). The longitude of pericenter and mean anomaly are defined by ω = Ω + ω and λ = M + ω for the test particle and ωp = Ωp + ωp and λp =Mp + ωp for the perturber. Unless otherwise stated, in the entire work we take the variables with subscript p for the perturber and the ones without subscript p for the test particle.

For convenience, we choose an inertial right-handed coordinate system originated at the central star, with the orbit of the perturber (i.e., the invariant plane of the considered system) as the fundamental plane, the x-axis and z-axis along the eccentricity vector and angular momentum vector of the perturber, respectively. Under such a reference frame, both the inclination of the perturber and longitude of pericenter are zero, i.e., ip = 0 and wp = 0.

In hierarchical configurations, the semimajor axis ratio between the test particle and the perturber (α = a/a0) is a small parameter, and the Hamiltonian of the system can be expanded as a power series of α (Harrington 1968, 1969). In long-term evolutions, the terms containing the short-period angles M and Mp can be removed from the Hamiltonian by means of phase averaging (Ford et al. 2000; Naoz et al. 2013). Please refer to Lei (2021a) for the explicit expression of the double-averaged Hamiltonian truncated at an arbitrary order in α. The phase-averaging process is known as the secular approximation (Naoz 2016), which corresponds to the lowest-order perturbation treatments (Hori 1966; Deprit 1969). Under the averaged model, the semimajor axis of the test particle is conserved and its eccentricity and inclination are coupled in evolution on timescales much longer than the orbital period.
when the inclination is greater than 39°2 (Lidov 1962; Kozai 1962; Shevchenko 2016).

For convenience, let us introduce the (normalized) Delaunay variables as follows (Morbidelli 2002; Lithwick & Naoz 2011):

\[ g = \omega, \quad G = \sqrt{1 - e^2}, \]
\[ h = \Omega, \quad H = G \cos i. \]  

In terms of Delaunay variables, the (double-averaged and scaled) Hamiltonian, truncated at the octupole-level approximation, can be written as (Lithwick & Naoz 2011; Li et al. 2014b, 2014a; Naoz 2016)

\[ \mathcal{H}(g, G, h, H) = -F_{\text{quad}}(g, G, H) - \epsilon F_{\text{oct}}(g, G, h, H), \]  

where the quadrupole-level term \( F_{\text{quad}}(g, G, H) \) is

\[ F_{\text{quad}} = \frac{1}{2}(1 - G^2) + \frac{H^2}{G^2} + \frac{3}{2} \left( \frac{1}{G^2} - 1 \right) H^2 
+ \frac{5}{2} \left( 1 - G^2 + H^2 - \frac{H^2}{G^2} \right) \cos(2g), \]  

the octupole-level term \( F_{\text{oct}}(g, G, h, H) \) is

\[ F_{\text{oct}} = \frac{5}{16} \left[ \sqrt{1 - G^2} + \frac{3}{4} (1 - G^2)^{3/2} \right] 
	\times \left[ \left( 1 - 11 \frac{H}{G} - 5 \frac{H^2}{G^2} + 15 \frac{H^3}{G^3} \right) \cos(g - h) 
+ \left( 1 + 11 \frac{H}{G} - 5 \frac{H^2}{G^2} - 15 \frac{H^3}{G^3} \right) \cos(g + h) \right] 
- \frac{175}{64} (1 - G^2)^{3/2} \left[ \left( 1 - \frac{H}{G} - \frac{H^2}{G^2} + \frac{H^3}{G^3} \right) \right] 
\times \cos(3g - h) 
+ \left( 1 + \frac{H}{G} - \frac{H^2}{G^2} - \frac{H^3}{G^3} \right) \cos(3g + h) \right], \]  

and the factor \( \epsilon \), standing for the significance of the octupole-level term, is given by

\[ \epsilon = \frac{a}{a_p} \frac{e_p}{1 - e_p}. \]  

According to the Hamiltonian canonical relations, the equations of motion can be expressed by Morbidelli (2002)

\[ \frac{dg}{dt} = \frac{\partial \mathcal{H}}{\partial G}, \quad \frac{dG}{dt} = -\frac{\partial \mathcal{H}}{\partial g}, \quad \frac{dh}{dt} = \frac{\partial \mathcal{H}}{\partial H}, \quad \frac{dH}{dt} = -\frac{\partial \mathcal{H}}{\partial h}. \]  

An alternative description for the equations of motion under the octupole-order approximation can be written in the vectorial form; see for instance Katz et al. (2011) and Luo et al. (2016) for more details.

3. Numerical Explorations of Orbit Flips

The equations of motion presented in the previous section are numerically integrated in order to explore the regions of orbit flips in the (initial) parameter space \((e_0, i_0)\) with given initial angles \((\Omega_0, \omega_0)\). In practical simulations, we assume the starting points located at the (anti-) apsidal line with \(\varpi_0 = 0\) or \(\varpi_0 = \pi\). To study the eccentric von Zeipel–Lidov–Kozai effects under the octupole-level approximation, we deal only with the rotating Kozai cycles. In a certain rotating Kozai cycle, the argument of pericenter \(\omega\) can change from 0 to 2\(\pi\). In practice, we restrict us to the initial argument of pericenter at zero\(^8\) and the initial longitude of ascending node is taken as \(\Omega_0 = \pi\) (case I) and \(\Omega_0 = 0\) (case II). It is noted that the initial angles \(\omega_0 = 0\) and \(\Omega_0 = \pi\) (corresponding to case I) are used by Li et al. (2014b) in their numerical studies. Additionally, numerical explorations about the boundaries of orbit flips are performed by Lithwick & Naoz (2011) in the eccentricity space \(e_0 \in [0, 0.5]\).

The numerical trajectories are propagated under the dynamical model specified by \(\epsilon\) over \(1.0 \times 10^3\) normalized unit of time with the initial condition \((e_0, i_0, \Omega_0, \omega_0)\). The numerical trajectory is identified as a flipping orbit once its inclination switches between prograde and retrograde. The results under the dynamical models characterized by \(\epsilon = 0.01\) and \(\epsilon = 0.02\) are reported in Figure 1, where the initial states with flips are distributed in the \((e_0, i_0)\) space.\(^4\) In particular, the regions corresponding to case I are shown in green and the regions corresponding to case II are shown in black.

From Figure 1, we can observe that (a) there are three distinct regions of orbit flips shown in the \((e_0, i_0)\) space, denoted by I, II, and III from left to right; (b) the regions of orbit flips are symmetric with respect to \(i_0 = 90^\circ\) due to the symmetry of the Hamiltonian under the octupole-level approximation; (c) the points with flips in case I are distributed in the low-eccentricity region (region I) and in the high-eccentricity region (region III), while the points with flips in case II are distributed in the intermediate-eccentricity region (region II); and (d) there exists a critical value of eccentricity \(e_c\) in region III, shown by red dashed lines, and the orbits can flip from nearly coplanar configurations when the eccentricity is greater than the critical value. Under dynamical models with different \(\epsilon\), we can see that the structures of flipping regions are qualitatively similar. Quantitatively speaking, the regions of...

\(^8\) This choice of \(\omega_0\) is also adopted by Lithwick & Naoz (2011) and Li et al. (2014b) in their numerical simulations. However, a different choice of \(\omega_0\) may produce different results.

\(^4\) The initial angles \(\Omega_0\) and \(\omega_0\) are given. Thus, the full information of states for the points shown in Figure 1 is known, and each point in the \((e_0, i_0)\) space stands for a specific flipping orbit.
Figure 1. Flipping regions in the entire $(e_0, i_0)$ space. The dynamical models are characterized by $\epsilon = 0.01$ (left panel) and by $\epsilon = 0.02$ (right panel). The initial angles of the points in the green regions are fixed at $\omega_0 = 0$, $\Omega_0 = \pi$, and the ones of the points in the black regions are fixed at $\omega_0 = 0$, $\Omega_0 = 0$. In both panels, there are three distinct regions, denoted by I, II, and III from left to right. When the eccentricities are greater than a critical value $e_0(\epsilon)$ (the location of $e_0(\epsilon)$ is marked by a vertical red dashed line), orbit flips can take place from nearly coplanar configurations. Comparing the flipping regions shown in the left and right panels, we can see that the flipping area is larger when the factor $\epsilon$ is higher.

Orbit flips are larger when the factor of the dynamical model $\epsilon$ is higher. Unless otherwise stated, in following simulations we mainly take the dynamical model specified by $\epsilon = 0.01$ as an example.\textsuperscript{5}

According to the magnitude of initial eccentricity and inclination, Li et al. (2014b) classified the orbit flips as the high-eccentricity, low-inclination case (HeLi) and the low-eccentricity, high-inclination case (LeHi). Obviously, the HeLi case corresponds to region I and the LeHi case corresponds to region III in Figure 1. In their studies, orbit flips in the intermediate-eccentricity region are absent (see Figure 10 in their work). Regarding the difference of underlying mechanism, the HeLi case is dominated by only the octupole-order resonances, while the LeHi case is dominated by both the quadrature-order resonances and the octupole-order resonances (Li et al. 2014b, 2014a). However, it is still not clear which resonance dominates orbit flips and how it works. About this topic, a recent advance was made by Sidorenko (2018a), who demonstrated that the orbit flips caused by the eccentric von Zeipel–Lidov–Kozai effect in the low-eccentricity, high-inclination regions (region I and part of region II shown in Figure 1) can be interpreted as a resonance phenomenon with the critical argument $\sigma = h + \text{sign}(\cos i) g$ librating around zero or $\pi$. This interpretation is essential for us to deeply understand the mechanism of orbit flips.

In the following three sections, we intend to explore the numerical structures of flipping regions arising in the $(e_0, i_0)$ space from three different aspects: (a) Poincaré surfaces of section in Section 4, (b) dynamical system theory (periodic orbits and invariant manifolds) in Section 5, and (c) perturbative treatments in Section 6. Using each approach, it is possible to produce the boundaries of orbit flips.

4. Surfaces of Section

The dynamical model represented by Equation (3) is of two degrees of freedom but with one conserved quantity (the Hamiltonian), thus the dynamical model is not integral (Lithwick & Naoz 2011). For such a kind of non-integrable system, Poincaré surface of section provides a powerful tool to numerically explore the global structures in the phase space. The technique of Poincaré sections has been used in different contexts (Lithwick & Naoz 2011; Li et al. 2014a; Naoz et al. 2017; Malhotra & Zhang 2020; Lei & Li 2021; Lei 2021b). In this section, our purpose is to analyze the surfaces of section at different levels of Hamiltonian to find libration islands causing orbital flips.

In practice, the Poincaré surface of section is defined by

\begin{equation}
    g = 0, \quad g > 0.
\end{equation}

This definition of Poincaré sections has been adopted by Li et al. (2014a) and Lithwick & Naoz (2011) in their studies. In numerical simulations, all the points with $g = 0$ and $g > 0$ are recorded and presented in the $(h, H)$ space. At each point on the sections, $g$ is known (as zero) and the variable $G$ can be solved from the given Hamiltonian $\mathcal{H}(g = 0, G, h, H)$. On the Poincaré sections, the smooth curves represent regular orbits, including librating trajectories inside the islands and circulating trajectories outside the islands, and the scattering points filling with a certain region on the sections stand for chaotic motions (Lithwick & Naoz 2011; Li et al. 2014a; Lei 2021b).

In Figure 2, the Poincaré surfaces of section are reported in the $(h, H)$ plane for Hamiltonian at $\mathcal{H} = -0.2$, $\mathcal{H} = -0.3$, $\mathcal{H} = -0.4$, and $\mathcal{H} = -0.8$. In each panel, the location of $i = 90^\circ$ is marked in green dashed line and the dynamical separatrices are shown in red dots. The structures are different at different levels of Hamiltonian.

When the Hamiltonian is at $\mathcal{H} = -0.2$ (see the upper-left panel of Figure 2), there is a single libration island centered at $h = 180^\circ$. We can see that (a) the saddle points are located at $h = 0$; (b) both the saddle and elliptic points are located at $H = 0$ ($i = 90^\circ$); (c) almost all trajectories inside the island are regular, showing that the chaotic layer around the separatrix is very narrow and can be neglected\textsuperscript{6}; and (d) all the trajectories inside the island of libration can realize flips between prograde and retrograde.

When the Hamiltonian is decreased to $\mathcal{H} = -0.3$ (see the upper-right panel of Figure 2), the dynamical structure arising in the Poincaré section becomes complicated. The structures

\textsuperscript{5} Without doubt, the method adopted in this work is applicable to dynamical models with different values of $\epsilon$.

\textsuperscript{6} The chaotic layer increases with the perturbation and thus will be thicker with larger $\epsilon$. 
are symmetric with respect to $H = 0$, which is ensured by the symmetry of the Hamiltonian. In total, there are six equilibrium points in the Poincaré section: two are located at $H = 0$, and the remaining four are located at $H \neq 0$. There are three islands: one is around the center $(h = 0, H = 0)$, and the other two, centered at $(h = 0, H \neq 0)$, are symmetric with respect to the polar line. All the trajectories inside the island centered at $(h = 0, H = 0)$ can flip between prograde and retrograde. In addition, it is observed that the trajectories between the inner and outer boundaries (shown by red dots) can also flip, and these flipping trajectories hold the center at $(h = \pi, H = 0)$.

When the Hamiltonian is further decreased to $\mathcal{H} = -0.4$ (see the bottom-left panel of Figure 2), there are three islands in the Poincaré sections. One island is around $(h = 0, H = 0)$, and the other two are symmetric with respect to $H = 0$; their centers are at $(h = \pi, H \neq 0)$. The trajectories inside the island around the symmetric center $(h = 0, H = 0)$ can realize flips. Those trajectories inside the islands around asymmetric centers cannot flip.

Finally, when the Hamiltonian is taken as $\mathcal{H} = -0.8$ (see the bottom-right panel of Figure 2), the dynamical structure becomes simple, and it is similar to the upper-left panel of Figure 2. There is a single island around the center $(h = \pi, H = 0)$. The trajectories inside the island are regular, and all of them can flip between prograde and retrograde.

In all panels of Figure 2, we use $\Delta H$ to stand for the size of libration islands causing orbit flips. By analyzing the Poincaré sections (Malhotra & Zhang 2020; Lei & Li 2021; Lei 2021b), it is possible to generate the size of flipping regions as a function of the Hamiltonian $\Delta H (\mathcal{H})$. According to the definition of $\mathcal{H}$, we can produce the boundaries of flipping regions in the space $(e_0, i_0)$, as shown in Figure 3. From left to right, the regions of orbit flips are denoted by I, II, and III. In regions I and III, the boundaries (or $\Delta H$) are evaluated at $h = \pi$ (center of island), and they are evaluated at $h = 0$ (center of island) in region II. Inside the regions between the boundaries, the orbits can flip between prograde and retrograde. It should be noted that our numerical boundaries shown in Figure 3 are in agreement with the results shown by Lithwick & Naoz (2011) for the case of $\epsilon = 0.01$ in the eccentricity range $e_0 \in [0, 0.5]$ (see Figure 8 in their work).

5. Periodic Orbits and Invariant Manifolds

In the previous section, we produced the Poincaré sections and identified the islands of libration causing orbital flips. Dynamical system theory indicates that, at the center of the libration island, there is a stable periodic orbit, and that the
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7 $\Delta H$ represents the width of the libration island where orbits can flip, and it is evaluated at the center of the island.
smooth curves inside the libration island correspond to quasiperiodic orbits (Winter 2000; Dutt & Sharma 2010). In addition, the saddle points arising in the sections correspond to unstable periodic orbits, and the boundaries separating circulation regions from libration regions correspond to unstable/stable invariant manifolds emanating from the unstable periodic orbit with the same Hamiltonian level (Koon et al. 2000, 2011). Motivated by dynamical system theory, we can explore the problem of orbit flips from the viewpoint of periodic orbits and invariant manifolds.

In particular, when $H = 0$ and $h = 0$ (or $h = \pi$), the Hamiltonian canonical equations read

$$\dot{h} = \frac{\partial H}{\partial g} = 0, \quad \dot{g} = -\frac{\partial H}{\partial h} = 0,$$

which shows that $H$ and $h$ remain stationary. As a result, the dynamical model reduces to a single-degree-of-freedom system under the condition of $H = 0$ and $h = 0$ (or $h = \pi$), and the solutions of the reduced dynamical model are periodic. Evidently, the periodic orbits correspond to the level curves of Hamiltonian in the $(g, G)$ space under the condition of $H = 0$ and $h = 0$ (or $h = \pi$). At a certain level of Hamiltonian, there are two periodic orbits corresponding to $h = 0$ and $h = \pi$, and the analysis of linear stability shows that one is stable and the other is unstable. Because of $H = 0$ (i.e., $i = 90^\circ$), these special periodic orbits are called polar periodic orbits.

The polar periodic orbits with Hamiltonian ranging from $-1.8$ to 0 with step of 0.1 are presented in Figure 4, where the left panel is for $H = 0$ and $h = 0$ and the right panel is for $H = 0$ and $h = \pi$. In Figure 5, the characteristic curves of the polar periodic orbits are reported in the period–eccentricity plane (see the left panel) and in the period–Hamiltonian plane (see the right panel). The stability of polar periodic orbits is determined by the eigenvalues of the monodromy matrix, which is the state transition matrix evaluated at one period (Koon et al. 2011). The stable members are shown in blue and the unstable ones are shown in red. The families of polar periodic orbits are denoted by SF1 (corresponding to $h = 0$) and SF2 (corresponding to $h = \pi$). In addition, two asymmetrical families of periodic orbits are bifurcated from the polar families, and they are denoted by AF1 and AF2. The Hamiltonian of the bifurcation point is equal to $H_{bc} = -0.227$.

For an unstable periodic orbit, the eigenvalues of the monodromy matrix are in the form of $(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$, where the stability index $s = 1/4 (\lambda_2 + \lambda_4)$ is greater than unity (Hénon 1969; Koon et al. 2011). Without loss of generality, we assume $|\lambda_3| > 1$ and $|\lambda_4| < 1$. Thus, the eigenvector associated with $\lambda_3$ determines an asymptotically unstable direction, and the one associated with $\lambda_4$ determines an asymptotically stable direction (Koon et al. 2011). Executing a small deviation along the unstable direction, the trajectory will depart from the periodic orbit exponentially when time tends to infinity. On the contrary, executing a small deviation along the stable direction, the trajectory will approach the periodic orbit exponentially when time tends to infinity (or it will depart from the periodic orbit when time tends to minus infinity). All asymptotically unstable and stable trajectories stemming from a certain unstable periodic orbit form a set of trajectories in the phase space, which is called invariant manifolds (Koon et al. 2011). Thus, the trajectories in the invariant manifolds share the same Hamiltonian with their host periodic orbit.

In Figure 6, the invariant manifolds emanating from the unstable periodic orbits with $H = -0.2$ and $H = -0.8$ are presented in the three-dimensional space ($g \cos g, G \sin g, H$). The fourth-dimensional information $h$ can be obtained by the given level of Hamiltonian $H(g, G, h, H)$. The unstable periodic orbits are shown in red lines. From Figure 6, it is observed that following along the trajectories in the invariant manifolds, the orbital inclination can change from prograde to polar state or from retrograde to polar state. Evidently, the invariant manifolds provide a high-dimensional invariant surface embedded in the phase space. To see the dynamical role played by the manifolds, we also take advantage of the tool of Poincaré sections to project invariant manifolds onto a two-dimensional plane (Koon et al. 2000, 2001).

In Figure 7, the Poincaré sections (defined by $g = 0$) of the invariant manifolds with different levels of Hamiltonian are presented in the $(h, H)$ space. For convenience, the locations of the stable and unstable (polar) periodic orbits are marked. Comparing Figure 7 with Figure 2, it is evident that the sections of invariant manifolds provided boundaries for the libration islands centered at the location of stable periodic orbit, i.e., providing boundaries for those quasiperiodic orbits (Koon et al. 2011). Certainly, those islands of libration causing orbital flips are bounded by the sections of invariant manifolds. Therefore, it is possible to produce the boundaries of orbit flips by analyzing the invariant manifolds with different levels of Hamiltonian.

By analyzing the sections (defined by $g = 0$) of invariant manifolds, the boundaries of orbit flips are shown in the $(e_0, i_0)$ space, as reported in Figure 8. Similarly, there are three distinct regions of orbital flips, denoted by I, II, and III from left to right. In regions I and III, the boundaries are evaluated at $h = \pi$ (location of stable periodic orbit), and in region II, the boundaries are evaluated at $h = 0$ (location of stable periodic orbit). Inside the regions enclosed by the boundaries, the points correspond to quasiperiodic orbits around polar periodic orbits, and these quasiperiodic orbits can realize flips between...
prograde and retrograde. Therefore, we can understand that the essence of flipping orbits is a kind of quasiperiodic orbit around the polar orbits, and that naturally the quasiperiodic orbits (flipping orbits) are bounded by invariant manifolds with the same Hamiltonian.

6. Perturbative Treatments

Orbit flips caused by the eccentric von Zeipel–Lidov–Kozai effect (Naoz et al. 2011; Li et al. 2014a, 2014b; Katz et al. 2011) are interpreted as a resonance phenomenon where the critical argument \( \sigma = h + \text{sign}(H)g \) is librating around zero or \( \pi \) (Sidorenko 2018a). Based on such a viewpoint, in this section we further study the problem of orbit flips by taking advantage of perturbation treatments (Wisdom 1985; Neishtadt 1987; Neishtadt & Sidorenko 2004; Sidorenko et al. 2014; Saillenfest et al. 2016; Saillenfest 2020).

To study the resonance associated with orbit flips, a new set of variables is introduced as follows (Sidorenko 2018a):

\[
\begin{align*}
\sigma_1 &= h + \text{sign}(H)g, \quad \Sigma_1 = H, \\
\sigma_2 &= g, \quad \Sigma_2 = G - |H|,
\end{align*}
\]

(11)

which is a canonical transformation with the following generating function

\[
S = h\Sigma_1 + g(|\Sigma_1| + \Sigma_2).
\]

(12)

Under such a set of variables, the Hamiltonian can be written as

\[
\mathcal{H}(\sigma_1, \sigma_2, \Sigma_1, \Sigma_2) = -F_{\text{quad}}(\sigma_2, \Sigma_1, \Sigma_2) - \varepsilon F_{\text{osc}}(\sigma_1, \sigma_2, \Sigma_1, \Sigma_2)
\]

(13)

and the Hamiltonian canonical relations yield the equations of motion,

\[
\begin{align*}
\dot{\sigma}_1 &= \frac{\partial \mathcal{H}}{\partial \Sigma_1}, \quad \dot{\Sigma}_1 = -\frac{\partial \mathcal{H}}{\partial \sigma_1}, \\
\dot{\sigma}_2 &= \frac{\partial \mathcal{H}}{\partial \Sigma_2}, \quad \dot{\Sigma}_2 = -\frac{\partial \mathcal{H}}{\partial \sigma_2}.
\end{align*}
\]

(14)

In particular, when the test particle is inside the resonance associated with orbit flips, the resonant angle \( \sigma_1 \) is a long-period variable and the angular variable \( \sigma_2 \) is a short-period variable, showing that the dynamical model is a typical separable Hamiltonian system (Henrard 1990). Under the resonance condition, the dynamical model can be separated into the fast and slow degrees of freedom (fast and slow DOF), as discussed by Sidorenko (2018a). When facing the evolution associated with the fast DOF, the variables associated with the slow DOF can be treated as parameters (Neishtadt 1987; Wisdom 1985). Such an approximation “fixing the slow variables by steps” has been applied to different contexts (Henrard & Lemaître 1987; Henrard & Caranicolas 1989; Yokoyama 1996; Milani & Baccili 1998; Sidorenko et al. 2014; Sidorenko 2018b, 2020; Efimov & Sidorenko 2020; Saillenfest et al. 2016, 2017; Saillenfest 2020). During the timescale of the fast DOF, the variables \((\sigma_1, \Sigma_1)\) associated with the slow DOF are considered parameters, thus the subsystem associated with the fast DOF becomes integrable.

The solution curves are level curves of the Hamiltonian in the \((\sigma_2, \Sigma_2)\) space, and certainly they are periodic trajectories (Saillenfest et al. 2016).

For the considered problem, Katz et al. (2011) introduce the longitude \( \Omega_r \) to describe the very long-term behaviors caused by von Zeipel–Lidov–Kozai effects. Some discussions about the longitude \( \Omega_r \) used by Katz et al. (2011) and the critical argument \( \sigma_1 \) adopted in this current work are presented in the Appendix.

For the subsystem of the fast DOF (with \( \sigma_1 \) and \( \Sigma_1 \) as parameters), the Arnold action-angle variables are introduced as follows (Morbidelli 2002):

\[
\Sigma^*_2 = \frac{1}{2\pi} \int_0^{2\pi} \Sigma_2 d\sigma_2, \quad \sigma^*_2 = \frac{2\pi}{T} t
\]

(15)

where \( \Sigma^*_2 \) corresponds to the path integration (divided by \( 2\pi \)) of the solution curve \( \Sigma_2(\sigma_2) \) and \( \sigma^*_2 \) is a linear function of time \( T \) is the period of \( \sigma_2 \). The transformation given by Equation (15) can be realized by the following generating function,

\[
W(\sigma_1, \Sigma_1; \sigma_2, \Sigma^*_2) = \int_0^{\sigma^*_2} \Sigma_2(\Sigma^*_2, \sigma_1, \Sigma_1, \sigma_2) d\sigma_2
\]

\[
= \int_0^{\sigma^*_2} \Sigma_2 \frac{\partial \mathcal{H}}{\partial \Sigma_2} dt.
\]
In terms of the action-angle variables, the Hamiltonian can be further written as
\[
\mathcal{H}(\sigma_1, \Sigma_1, \Sigma_2) = -F_{\text{quad}}(\Sigma_1, \Sigma_2) - \varepsilon F_{\text{cyl}}(\sigma_1, \Sigma_1, \Sigma_2).
\] (16)

In the dynamical model represented by the Hamiltonian \( \mathcal{H}(\sigma_1, \Sigma_1, \Sigma_2) \), the action variable \( \Sigma_2 \) becomes a motion integral (Neishtadt 1987). We denote the motion integral \( 2\pi \Sigma_2 \) as the adiabatic invariant in the long-term evolution (Henrard 1993), which is defined by
\[
S(\mathcal{H}, \sigma_1, \Sigma_1) \Delta 2\pi \Sigma_2(\mathcal{H}, \sigma_1, \Sigma_1) = \int_0^{2\pi} \Sigma_2(\mathcal{H}, \sigma_1, \Sigma_1, \sigma_2) d\sigma_2.
\] (17)

When the pair of parameters \((\sigma_1, \Sigma_1)\) and the Hamiltonian \( \mathcal{H} \) are given and fixed, the solution curve \( \Sigma_2(\sigma_2) \) as well as the generating integrating function can be produced by numerically integrating the following equations of motion over one period of \( \sigma_2 \),
\[
\begin{aligned}
\dot{\sigma}_2 &= \frac{\partial \mathcal{H}}{\partial \Sigma_2}, \\
\dot{\Sigma}_2 &= -\frac{\partial \mathcal{H}}{\partial \sigma_2}, \\
\dot{W} &= \Sigma_2 \frac{\partial \mathcal{H}}{\partial \Sigma_2}.
\end{aligned}
\]

At the initial moment, \( \sigma_2 \) and \( W \) are zero and the initial value of \( \Sigma_2 \) can be produced from the given Hamiltonian. When the time \( t \) is equal to one period \( T \), the angle \( \sigma_2(T) \) is equal to \( 2\pi \) and the value of \( W(T) \) corresponds to the defined adiabatic invariant \( S \). Evidently, the adiabatic invariant \( S \) is a function of the Hamiltonian \( \mathcal{H} \) and the variables associated with the slow DOF \((\sigma_1, \Sigma_1)\).

The geometrical definition of the adiabatic invariant \( S(\mathcal{H}, \sigma_1, \Sigma_1) \) is provided in Figure 9, where the adiabatic invariant \( S \) is equal to the signed area of the shaded region, the red curve stands for the solution curve \( \Sigma_2(\sigma_2) \) when the Hamiltonian is taken as \( \mathcal{H} = -0.2 \), and the variables associated with the slow DOF are taken as \( \sigma_1 = \pi \) and \( \Sigma_1 = 0.2 \).

In the long-term evolution, there are two quasi-conserved quantities: (i) the Hamiltonian denoted by \( \mathcal{H} \) and (ii) the adiabatic invariant \( S \). As a result, the original two-degree-of-freedom model becomes integral. The motion of test particles occurs on the level curves of \( \mathcal{H} \) and \( S \) embedded in the four-dimensional phase space \((\sigma_1, \Sigma_1, \sigma_2, \Sigma_2)\). Furthermore, when the Hamiltonian \( \mathcal{H} \) is given, the motion of test particles takes place on the level curves of \( S(\mathcal{H}, \sigma_1, \Sigma_1) \). Naturally, the phase portraits can be produced by plotting level curves of \( S \) in the \((\sigma_1, \Sigma_1)\) space with given Hamiltonian \( \mathcal{H} \) (Wisdom 1985; Henrard & Caranicolas 1989; Henrard 1990; Neishtadt & Sidorenko 2004; Sidorenko et al. 2014; Sidorenko 2018b, 2018a; Efimov & Sidorenko 2020). The resulting phase portraits can be used to reveal dynamical structures in the phase space.

Please refer to the first panel of Figure 10 for the phase portrait with \( \mathcal{H} = -0.8 \). It is observed that there is an island of libration, which is centered at \((\sigma_1 = \pi, \Sigma_1 = 0)\). In particular, a level curve with \( S = 1.359 \) is shown by a blue line, and three points on it are marked and denoted by the numbers 1, 2, and 3. The associated definitions of the adiabatic invariant \( S \) for points 1, 2, and 3 are provided in the last three panels of Figure 10. Along a certain level curve of \( S \), the solution curves in the \((\sigma_2, \Sigma_2)\) space are changed.

Figure 11 presents phase portraits (level curves of \( S \)) for different levels of \( \mathcal{H} \). For convenience of comparison, the magnitudes of Hamiltonian taken here are in accordance with the ones of Poincaré surfaces of section shown in Figure 2. It is observed that these four phase portraits are symmetric with respect to the line of \( \Sigma_1 = 0 \). The level curves passing through saddle points are marked by red lines, which play the role of dividing the entire phase space into regions of circulation and libration. Because of the definition of \( \Sigma_1 = H = G \cos i \), the line of \( \Sigma_1 = 0 \) stands for the location of polar orbit \((\text{i.e., } i = 90^\circ)\). Thus, the trajectories in those islands of libration centered at \( \Sigma_1 = 0 \) can flip from prograde to retrograde and back again. In the following discussions, we mainly concentrate on those islands causing orbit flips.

![Figure 5](image-url) Characteristic curves of polar periodic orbits in the plane of eccentricity and period (left panel) and in the plane of Hamiltonian and period (right panel). Blue lines stand for characteristic curves of stable periodic orbits, while red lines stand for characteristic curves of the unstable periodic orbits. SF1 and SF2 represent the polar families, and AF1 and AF2 represent bifurcated families. The dashed lines marked in the right panel stand for the critical lines of Hamiltonian where the stability of periodic orbits changes.
When the Hamiltonian is at $\mathcal{H} = -0.2$ (see the upper-left panel of Figure 11), there is a single island of libration in the phase portrait, and the resonant center is at $(\sigma_1 = \pi, \Sigma_1 = 0)$. The orbits inside the island of libration can flip. When the Hamiltonian is decreased to $\mathcal{H} = -0.3$ (see the upper-right panel of Figure 11), the dynamical structures in the phase portrait become complicated due to the bifurcation of equilibrium points. There are three islands of libration: one is centered at $(\sigma_1 = 0, \Sigma_1 = 0)$, and the other two are symmetric with respect to the line of $\Sigma_1 = 0$. There are two pairs of dynamical separatrices: inner and outer ones, shown by red lines. The orbits inside the island centered at $(\sigma_1 = 0, \Sigma_1 = 0)$ and the orbits between the inner and outer separatrices can flip. When the Hamiltonian is further decreased to $\mathcal{H} = -0.4$ (see the bottom-left panel of Figure 11), there are also three islands of libration: one is centered at $(\sigma_1 = 0, \Sigma_1 = 0)$, and the other two are symmetric with respect to the line of $\Sigma_1 = 0$. The orbits inside the island of libration centered at $(\sigma_1 = 0, \Sigma_1 = 0)$ can flip. When the Hamiltonian is $\mathcal{H} = -0.8$, the structures in the phase portrait become simple (see the bottom-right panel of Figure 11): there is a single island of libration, centered at $(\sigma_1 = \pi, \Sigma_1 = 0)$. All the orbits inside the island of libration can flip.

Comparing Figure 11 with Figure 2, we can see that the dynamical structures (islands of libration, stable and unstable equilibrium points, dynamical separatrices) in the phase portraits and Poincaré surfaces of section are similar at a certain level of Hamiltonian. Comparisons between Poincaré surfaces of section and phase portraits can be found in Henrand & Caranicolas (1989) and Yokoyama (1996) for the problem of mean motion resonances in the planar elliptic restricted three-body system.

About the problem of orbit flips, Sidorenko (2018a) produced similar phase portraits (see Figure 9 in his work) by taking a different approach based on the adiabatic invariant approximation (Henrand & Lemaître 1986; Henrand 1990, 1993).

To validate the phase portraits, we numerically integrate the equations of motion for the original two-degree-of-freedom problem and show the resulting trajectories in the $(\sigma_1, \Sigma_1)$ space. Figure 12 reports phase portraits for the Hamiltonian at $\mathcal{H} = -0.3, -0.4$ (the same as the upper-right and bottom-left panels of Figure 11) as well as several numerically propagated trajectories shown by black lines. The points on the numerical trajectories with $\omega = 0$ are marked by green dots. We could understand that the green dots represent the points on the Poincaré sections defined by $\omega = 0$ for numerical trajectories. It is observed from Figure 12 that (a) the numerical trajectories propagated under the original two-degree-of-freedom model have periodic oscillations,8 (b) the long-term behaviors of numerical trajectories agree well with the level curves arising in the phase portrait, and (c) the points on the section defined by $\omega = 0$ have an excellent agreement with the level curves of adiabatic invariant. Based on these discussions, we can conclude that the resonant model formulated by means of perturbation treatments and the resulting phase portraits are valid and applicable in predicting the long-term dynamics in the $(\sigma_1, \Sigma_1)$ space.

From the phase portraits, we can evidently observe that the center of the island of libration causing orbit flips is at either zero or $\pi$, depending on the value of Hamiltonian. Thus, according to resonant centers, we can divide the flipping orbits into two types: the first type with the critical argument $\sigma_1$ librating around $\pi$ (type I), and the other with critical argument $\sigma_1$ librating around zero (type II). It is not difficult to see that these two types correspond to cases I and II discussed in Section 3. To evaluate the size of the flipping region, we use $\Delta \Sigma (\Delta \mathcal{H})$ to measure the resonant width for the island of libration causing orbit flips. By analyzing the size of the island of libration causing orbit flips, it is possible to produce such a function $\Delta \Sigma (\Delta \mathcal{H})$, which stands for the resonant width as a function of the Hamiltonian $\mathcal{H}$. Because of the symmetry property of phase portraits about the polar line, it is possible to obtain the lower and upper boundaries for orbit flips in the eccentricity–inclination space. The analytical results are reported in Figure 13, where the regions are denoted by I, II, and III from left to right. It is noted that in regions I and III, the critical argument $\sigma_1$ of flipping orbits is librating around $\pi$ (the resonant center is at $\sigma_1 = \pi$), and in region II, the critical argument $\sigma_1$ of flipping orbits is librating around zero (the resonant center is at $\sigma_1 = 0$).

7. Conclusions and Discussions

In this work, the problem of orbit flips caused by the eccentric von Zeipel–Lidov–Kozai effect is systematically

---

8 The periodic oscillations are removed in perturbation treatments.
investigated under the test-particle limit at the octupole-order approximation. By integrating the secular equations of motion, the flipping regions in the whole \((e_0, i_0)\) space are produced by taking the initial angles at \(\omega_0 = 0\) and \(\Omega_0 = \pi\) (case I) and \(\omega_0 = 0\) and \(\Omega_0 = 0\) (case II). The regions corresponding to case I are distributed in the low-eccentricity and high-eccentricity spaces, and the regions corresponding to case II are distributed

Figure 7. Poincaré surfaces of section (defined by \(g = 0\) and \(\dot{g} > 0\)) for the invariant manifolds associated with unstable polar periodic orbits at different levels of Hamiltonian. The locations of the stable and unstable polar periodic orbits are marked. It is evident that the sections of invariant manifolds provide boundaries of libration islands in the phase space.

Figure 8. Boundaries of the regions of orbit flips in the \((e_0, i_0)\) space obtained by analyzing invariant manifolds associated with unstable polar orbits. For convenience, the regions of orbit flips are denoted by I, II, and III from left to right. In regions I and III, the longitude of ascending node is taken as \(h = \pi\); in region II, it is taken as \(h = 0\).

Figure 9. The solution curve (red line) of \(\mathcal{H}(\sigma_1 = \pi, \Sigma_1 = 0.2, \sigma_2, \Sigma_2) = -0.2\) shown in the \((\sigma_2, \Sigma_2)\) plane. The path integral of the solution curve \(\Sigma_2(\sigma_2)\) is defined as the adiabatic invariant \(S\), which corresponds to the area of the blue shaded region.
in the intermediate-eccentricity space. The results cover both the low-eccentricity, high-inclination (LeHi) case and the high-eccentricity, low-inclination (HeLi) case, which are discussed in Li et al. (2014b). Numerical simulations show that (a) there are three distinct regions, denoted by I (low-eccentricity region), II (intermediate-eccentricity region), and III (high-eccentricity region) from left to right; and (b) the structures of flipping areas remain qualitatively similar under dynamical models with different magnitudes of \( \dot{\omega} \). In particular, when the eccentricity is higher than a critical value \( e_c \), orbit flips can take place from nearly coplanar configurations (corresponding to the HeLi case, where flips can occur with nearly coplanar configurations).

To understand the numerical structures of flipping regions arising in the \((e_0, i_0)\) space, the problem of orbit flips caused by the eccentric von Zeipel–Lidov–Kozai effect is investigated by means of three approaches: Poincaré sections, dynamical system theory (periodic orbits and invariant manifolds), and perturbation treatments. It should be mentioned that the solution curve \( \Sigma_2(\sigma_2) \) and the adiabatic invariant \( S \) are numerically evaluated during the process of perturbative treatments. From the viewpoint of dynamical system theory (periodic orbits and invariant manifolds), orbit flips are due to the existence of polar periodic orbits and invariant manifolds.

From the viewpoint of resonance, orbit flips are due to the libration of the critical argument \( \sigma_1 = h + \text{sign}(H)g \), which supports the interpretation of the eccentric von Zeipel–Lidov–Kozai effect made by Sidorenko (2018a). Based on these discussions, we can summarize the essence of flipping orbits as follows:

1. Flipping orbits are a kind of quasiperiodic trajectory around the stable polar periodic orbits. Invariant manifolds emanating from the unstable polar periodic orbits at the same level of Hamiltonian provide the boundaries of quasiperiodic orbits in phase spaces.
2. Flipping orbits are a kind of resonant trajectory. Resonant trajectories with resonant center at \( \sigma_1 = \pi \) correspond to type I (or case I), and the ones with resonant center at \( \sigma_1 = 0 \) correspond to type II (or case II). Resonant width stands for the size of flipping region.

In Figure 14, we report all the numerical and analytical results together. The black stars stand for the numerical boundaries of orbit flips obtained by analyzing Poincaré sections, the green dots represent the numerical boundaries of orbit flips produced by analyzing invariant manifolds, and the red dots correspond to the analytical boundaries of orbit flips generated by perturbation treatments. In addition, the green shaded regions stand for the distribution of flipping orbits in the \((e_0, i_0)\) space, which is the same as the left panel of Figure 1.

Figure 10. Level curves of the adiabatic invariant \( S \) with given Hamiltonian (upper-left panel) and three examples located at the isoline with \( S = 1.359 \) (the other three panels). The adiabatic invariant \( S \) is defined as the area bounded by the solution curve associated with the “fast” degree of freedom \( \Sigma_2(\sigma_2) \).
Similarly, the regions of orbit flips are denoted by I, II, and III from left to right. From Figure 14, it is observed that (a) the boundaries of orbit flips are symmetric with respect to \( i_0 = 90^\circ \) due to the symmetry of the Hamiltonian, (b) the numerical boundaries of orbit flips present excellent agreement with one another, and (c) the analytical boundary agrees well with the numerical boundaries.

Three examples are marked in Figure 14, denoted by letters A, B, and C. Orbit A is in region I (low-eccentricity region), orbit B is in region II (intermediate-eccentricity region), and orbit C is in region III (high-eccentricity region). The orbits are numerically propagated over 500 dimensionless units of time, and their temporal evolutions of inclination \( i \) and resonant argument \( \sigma_1 \) are reported in Figure 15. For convenience, the prograde arcs are shown in red and the retrograde arcs are shown in black. As expected, the resonant arguments of orbits A and C are librating around \( \sigma_1 = \pi \) (flipping orbits A and C belong to type I or case I), and the resonant argument of orbit B is librating around \( \sigma_1 = 0 \) (flipping orbit B belongs to type II or case II).
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**Appendix**

**Discussion about \( \Omega_e \) and \( \sigma_1 \)**

The colatitudinal angle \( i_e \) and longitude \( \Omega_e \) are introduced by Katz et al. (2011) to express the eccentricity vector of the test particle’s orbit by

\[
\mathbf{e} = e (\sin i_e \cos \Omega_e, \sin i_e \sin \Omega_e, \cos i_e).
\]

Please refer to Figure 16 for the geometrical definition. We can see that the angles \( i_e \) and \( \Omega_e \) are given by

\[
\cos i_e = \sin \omega \sin i, \quad \Omega_e = \Omega + \arctan(\tan \omega \cos i).
\]

According to Katz et al. (2011), the equation of \( \Omega_e \) under the quadrupole order reads

\[
\dot\Omega_e = \frac{3}{8} \sqrt{1 - e^2} \cos i \left( 8 - \frac{6}{\sin^2 \Omega_e} \right),
\]

which shows that \( \Omega_e \) is slowly varying when \((1 - e^2) \cos^2 i \ll 1\). In particular, \( \Omega_e \) is equal to zero when the inclination is at \( i = 90^\circ \). As stated by Katz et al. (2011), the longitude \( \Omega_e \) is useful to describe the very long-term behavior for the system at hand.

In the current work, the critical argument \( \sigma_1 = h + \text{sign}(H) g = \Omega + \text{sign}(\cos i) \omega \) is adopted to describe the long-term behaviors. In particular, it is \( \sigma_1 = \Omega + \omega \) for prograde configurations and \( \sigma_1 = \Omega - \omega \) for retrograde configurations. When the configuration is near to the coplanar case (i.e., \( i \) is close to 0 or \( \pi \)), we can see that the angle \( \sigma_1 \) can be approximated by \( \Omega_e \approx \Omega + \text{sign}(\cos i) \omega \). That is to say, the longitude \( \Omega_e \) adopted in Katz et al. (2011) is consistent with the
critical argument $\sigma_1$ taken in this work for nearly coplanar configurations.

According to the discussions made by Shevchenko (2016) and Lei & Li (2021), the longitude of pericenter is generally defined by $\varpi = \Omega + \text{sign}(\cos i) \omega$. Thus, the critical argument $\sigma_1$ adopted in this work is equal to the longitude of pericenter $\varpi$ for both prograde and retrograde configurations. Considering the fact that the longitude of pericenter for the perturber’s orbit is set as $\varpi_p = 0$ due to the choice of the x-axis of the coordinate frame, we can further write the critical argument $\sigma_1$ as $\sigma_1 = \varpi - \varpi_p$, implying that $\sigma_1$ taken in this work is the critical argument of apsidal resonance in the test-particle limit. As a result, we can conclude that the phenomenon of orbit flips is due to the apsidal resonance under the octupole-level approximation.

Next, let us discuss the critical argument $\sigma_1$ and its time derivative under the quadrupole-level approximation (at the leading order). Up to the second order in semimajor axis ratio, the Hamiltonian is

$$\mathcal{H}_2 = \frac{1}{2}(1 - G^2) - \frac{H^2}{G^2} - \frac{3}{2} \left( \frac{1}{G^2} - 1 \right) \mathcal{H}^2 - \frac{5}{2} \left( 1 - G^2 + H^2 - \frac{H^2}{G^2} \right) \cos(2g)$$

and the time derivatives of $g$ and $h$ can be written as

$$\dot{g} = \frac{\partial \mathcal{H}_2}{\partial G}, \quad \dot{h} = \frac{\partial \mathcal{H}_2}{\partial H}.$$

Thus under the quadrupole order the time derivative of $\sigma_1$ can be expressed by

$$\dot{\sigma}_1 = \frac{\partial \mathcal{H}_2}{\partial H} + \text{sign}(H) \frac{\partial \mathcal{H}_2}{\partial G}.$$
Let us average the frequency \( \dot{\sigma}_1 \) over one period of a rotating Kozai cycle as follows

\[
\langle \dot{\sigma}_1 \rangle = \frac{1}{T} \int_0^T \left[ \frac{\partial H_2}{\partial \Omega} + \text{sign}(H) \frac{\partial H_2}{\partial G} \right] dt
\]

where \( T \) is the period of a rotating Kozai cycle. Without loss of generality, the initial state of a certain rotating Kozai cycle is assumed at \( \dot{\omega}_0 = 0 \), and the associated eccentricity and inclination are denoted by \( e_0 \) and \( i_0 \). Thus, the initial Delaunay variables are given by \( g(0) = 0 \), \( G(0) = \sqrt{1 - e_0^2} \), and \( H(0) = G(0) \cos i_0 \).

Figure 15. Time histories of inclination \( i \) and resonant argument \( \sigma_1 \) for three representatives of flipping orbits shown in Figure 14. For convenience, the points with \( i < 90^\circ \) on the numerical trajectories are shown in red and the points with \( i > 90^\circ \) are shown in black. For trajectories A (in region I) and C (in region III), the critical argument \( \sigma_1 \) librates around \( 180^\circ \), and for trajectory B (in region II), the critical argument \( \sigma_1 \) librates around \( 0^\circ \).

Figure 16. Schematic diagram for the definition of \( i_e \) and \( \Omega_e \) adopted by Katz et al. (2011).

Figure 17. The distribution of \( \langle \dot{\sigma}_1 \rangle = 0 \) in the initial inclination–eccentricity \((i_0, e_0)\) space. Here \( \langle \dot{\sigma}_1 \rangle \) stands for the average of \( \dot{\sigma}_1 \) over one period of a rotating Kozai cycle starting from \((\omega_0 = 0, e_0, i_0)\).

Figure 17 shows the solution of \( \langle \dot{\sigma}_1 \rangle = 0 \) in the \((i_0, e_0)\) space. It is observed that (a) at the inclination \( i_0 = 90^\circ \), the average time derivative of \( \sigma_1 \) (over one period of Kozai cycle) is zero; and (b) in the low-eccentricity space, there are another two branches of resonances, corresponding to asymmetric resonances. This distribution of resonance center can be understood with the help of Poincaré sections (see Figure 2) and phase portraits (see Figure 11).

From the aforementioned discussions, we can see that, at the quadrupole order (leading order), it holds \( \dot{\Omega}_e = 0 \) and \( \langle \dot{\sigma}_1 \rangle = 0 \).
at the location of $i = 90^\circ$. Thus, we can state that $\Omega_e$ and $\sigma_1$ are slow variables for the considered cases, and that both of them are applicable for describing the very long-term behaviors caused by eccentric von Zeipel–Lidov–Kozai effects.
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