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Abstract

Let \( \Omega_1, \Omega_2 \) be functions of homogeneous of degree 0 and \( \vec{\Omega} = (\Omega_1, \Omega_2) \in L^{log}_1(S^{n-1}) \times L^{log}_1(S^{n-1}). \) In this paper, we investigate the limiting weak-type behavior of the bilinear maximal function \( \mathcal{M}_{\vec{\Omega}} \) and the bilinear singular integral \( \mathcal{T}_{\vec{\Omega}} \) associated with rough kernel \( \vec{\Omega}. \) For all \( f, g \in L^1(\mathbb{R}^n), \) we show that

\[
\lim_{\lambda \to 0^+} |\{ x \in \mathbb{R}^n : \mathcal{M}_{\vec{\Omega}}(f, g)(x) > \lambda \}| \leq C \| \Omega_1 \Omega_2 \|_{L^1(S^{n-1})}^{1/2} \left( \frac{n}{2} \prod_{i=1}^2 \| f_i \|_{L^1} \right).
\]

and

\[
\lim_{\lambda \to 0^+} |\{ x \in \mathbb{R}^n : |\mathcal{T}_{\vec{\Omega}}(f, g)(x)| > \lambda \}| \leq C \| \Omega_1 \Omega_2 \|_{L^1(S^{n-1})}^{1/2} \left( \frac{n}{2} \prod_{i=1}^2 \| f_i \|_{L^1} \right).
\]

As consequences, the lower bounds of weak-type norms of \( \mathcal{M}_{\vec{\Omega}} \) and \( \mathcal{T}_{\vec{\Omega}} \) are obtained. These results are new even in the linear case. The corresponding results for rough bi-linear fractional maximal function and fractional integral operator are also discussed.

1 Introduction

It was well-known that the Hardy-Littlewood maximal function was first introduced by Hardy and Littlewood in 1930. It plays very important roles in harmonic analysis, geometric and ergodic theory. As one of the fundamental operators, it enjoys many important properties including the boundedness on \( L^p, \) \( 1 < p \leq \infty, \) and \( L^\infty. \)

The basic properties of the Hardy-Littlewood maximal function were first introduced by

\[
\mathcal{M}_f(x) = \sup_{r>0} \frac{1}{|B(x,r)|} \int_{B(x,r)} |f(y)| dy,
\]

where \( B(x,r) \) is a ball centered at \( x \) with radius \( r. \)
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\( L^p \) bounded for \( p > 1 \). The same results \([14, 20, 39]\) also hold for the uncentered maximal function which is defined similarly as in (1.1) but the supremum is taken over all arbitrary balls containing \( x \) instead of \( B(x, r) \).

In order to state some other related results, we first introduce some definitions.

Let \( n \in \mathbb{N}, 0 \leq \alpha < n, \mathcal{S}^{n-1} \) be the unit sphere on the Euclidean space \( \mathbb{R}^n, d\sigma(\cdot) \) be the induced Lebesgue measure on \( \mathcal{S}^{n-1} \). Suppose that \( \Omega(x) \in L^1(\mathcal{S}^{n-1}) \) is homogeneous of degree zero, i.e.,

\[
\Omega(tx) = \Omega(x) \quad \text{for any } t > 0 \text{ and } x \in \mathbb{R}^n \setminus \{0\}.
\]

Define the maximal type operators with homogeneous kernel \( \Omega \) by

\[
M_{\Omega}^0 f(x) = \sup_{r>0} \frac{1}{|B(x, r)|^{(n-\alpha)/n}} \int_{B(x, r)} |\Omega(x-y)f(y)| \, dy,
\]

and the singular and fractional integral operator \( T_{\Omega, \alpha} \) with homogeneous kernel \( \Omega \) by

\[
T_{\Omega}^\alpha f(x) = \text{p.v.} \int_{\mathbb{R}^n} \frac{\Omega(x-y)}{|x-y|^{n-\alpha}} f(y) \, dy,
\]

where \( B(x, r) \) denotes the ball centered at \( x \) with radius \( r \), and \( \Omega \) satisfies the following vanishing condition

\[
\int_{\mathcal{S}^{n-1}} \Omega(x')d\sigma(x') = 0. \tag{1.2}
\]

If \( \alpha = 0 \), we denote \( M_{\Omega}^0 \) by \( M_{\Omega} \), and \( T_{\Omega}^0 \) by \( T_{\Omega} \). In particular, if \( \Omega \equiv 1 \), then \( M_1 \) is the Hardy-Littlewood maximal function \( M \) as in (1.1).

It is well-known that \( M_{\Omega} \) is bounded on \( L^p(\mathbb{R}^n) \) for \( 1 < p < \infty \) if \( \Omega \in L^1(\mathcal{S}^{n-1}) \), and is of weak type \((1, 1)\) if \( \Omega \in L \log L(\mathcal{S}^{n-1}) \) (see \([31, \text{p.95}] \) and \([8]\)); \( T_{\Omega} \) is bounded on \( L^p(\mathbb{R}^n) \) for \( 1 < p < \infty \) and is of weak type \((1, 1)\), provided that \( \Omega \in L \log L(\mathcal{S}^{n-1}) \) (see \([2, 36]\)). For \( 0 < \alpha < n \), if \( \Omega \in L^{n/(n-\alpha)}(\mathcal{S}^{n-1}) \), then \( M_{\Omega}^0 \) and \( T_{\Omega}^\alpha \) are of weak type \((1, n/(n-\alpha))\) and of type \((p, q)\) for \( 1 < p < q < \infty \) with \( 1/q = 1/p - \alpha/n \) (see \([31]\)). For more backgrounds and related results of the above operators, we refer the readers to \([1, 7, 12, 14, 21, 29, 34, 35]\) and therein references.

Here we will focus on the best constants problems of weak endpoints estimates for the above operators and related operators, which are less fine problems and have attracted lots of attentions. For example, for \( n = 1 \), Davis \([9]\) obtained the best constant of weak-type \((1, 1)\) for Hilbert transform, and Melas \([32]\) proved that \( ||M||_{L^1 \to L^{1, \infty}} = \frac{1 + \sqrt{n}}{11} \), also see \([15]\) for the uncentered Hardy-Littlewood maximal operator. However, for \( n \geq 2 \), things become more subtle. Stein and Stromberg \([37]\) showed that \( ||M||_{L^1 \to L^{1, \infty}} \) is at worst \( n \), and for \( T_{\Omega} \), even for the well-known Riesz transform, there is no such information.

In 2004, Janakiraman \([26]\) considered the Riesz transform and the singular integral operator \( T_{\Omega} \). It was shown that the constant \( ||T_{\Omega}||_{L^1 \to L^{1, \infty}} \) is at worst \((\log n)||\Omega||_1 \). To explore the lower bounds of \( ||M||_{L^1 \to L^{1, \infty}} \) and \( ||T_{\Omega}||_{L^1 \to L^{1, \infty}} \), in 2006, Janakiraman \([27]\) established the following limiting weak-type behavior for \( T_{\Omega} \):

\[
\lim_{\lambda \to 0^+} \lambda^{1/n} \{x \in \mathbb{R}^n : |T_{\Omega} f(x)| > \lambda \} = \frac{1}{n} ||\Omega||_{L^1} ||f||_{L^1}, \quad \text{for } 0 \leq f \in L^1(\mathbb{R}^n),
\]
if $\Omega$ satisfies the vanishing condition (1.2) and a new regularity condition that

$$\sup_{\xi \in \mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} |\Omega(\theta) - \Omega(\theta + \delta \xi)| d\sigma(\theta) \leq C n \delta \int_{\mathbb{S}^{n-1}} |\Omega(\theta)| d\sigma(\theta), \quad \text{for } 0 < \delta < \frac{1}{n}. \quad (1.3)$$

Meanwhile, they also obtained the following limiting weak-type behavior of $M$:

$$\lim_{\lambda \to 0^+} \lambda \{ x \in \mathbb{R}^n : M(f)(x) > \lambda \} = \|f\|_{L^1}. \quad (1.4)$$

Subsequently, Janakiraman’s results were essentially improved by Ding and Lai [10,11] in the way that the kernel condition (1.3) was relaxed to a weaker $L^1$-Dini condition, that is, $\Omega \in L^1(\mathbb{S}^{n-1})$ and

$$\int_0^1 \frac{\omega_1(\delta)}{\delta} d\delta < \infty,$$

where $\omega_1(\delta) = \sup_{|h| \leq \delta} \int_{\mathbb{S}^{n-1}} |\Omega(\theta + h) - \Omega(\theta)| d\sigma(\theta)$ for $\delta > 0$. The corresponding results were also obtained for $T^\alpha_\Omega$ and $M^\alpha_\Omega$ with $L^\alpha_\Omega$-Dini kernels. Recently, for $0 < \alpha < n$, Guo et al [18,40] extended the corresponding results of $M^\alpha_\Omega$ and $T^\alpha_\Omega$ to the rough kernels cases.

On the other hand, as a natural generalization of linear case, the multilinear operators have been paid lots of attentions. Multilinear Calderón-Zygmund operators were introduced and first studied by Coifman and Meyer [4], [5], [6], and later on by Grafakos and Torres [16], [17], [19]. Since then, great achievements have been made in the theory of multilinear operators. In particular, Lerner, Ombrosi, Pérez, Torres and Trujillo-González [30] introduced the multilinear maximal operator and useing it to establish the weighted theory for multilinear Calderón-Zygmund operators. Very recently, Tan and Wang [38] studied the limiting weak-type behaviors for multilinear fractional integrals.

In this paper, we aim to establish the corresponding limiting weak type behaviors for multilinear singular integral operators and extend them to rough kernels cases. Before stating our results, we first give the definitions of bilinear maximal operators and bilinear singular integral operators with rough kernels.

**Definition 1.1 (Rough bilinear maximal operators).** For $f_1, f_2 \in L_{\text{loc}}(\mathbb{R}^n)$, $\Omega_1$ and $\Omega_2$ are homogeneous of degree 0. The bilinear maximal operator with rough kernels $\vec{\Omega} = (\Omega_1, \Omega_2)$ is defined by

$$M_{\vec{\Omega}}(f_1, f_2)(x) := \sup_{r > 0} \frac{1}{|B(x, r)|^2} \prod_{i=1}^2 \int_{B(x, r)} |\Omega_i(x - y_i)f_i(y_i)| dy_i.$$

**Remark 1.1.** When $\Omega_1 = \Omega_2 \equiv 1$, $M_{\vec{\Omega}}$ coincides with the bilinear maximal function introduced by Lerner et al. in [30].

**Definition 1.2 (Rough bilinear singular integral operators).** For $f_1, f_2 \in L_{\text{loc}}(\mathbb{R}^n)$, $\Omega_1$ and $\Omega_2$ are homogeneous of degree 0, the bilinear singular integral with rough kernel $\vec{\Omega} = (\Omega_1, \Omega_2)$ is defined by

$$T_{\vec{\Omega}}(f_1, f_2)(x) := \iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\Omega_1(x - y_1)\Omega_2(x - y_2)f_1(y_1)f_2(y_2)}{|(x - y_1, x - y_2)|^2} dy_1dy_2.$$
Remark 1.2. Now we give some comments:

Note that, the following space inclusion relationships are true:
\[ L^1 - \text{Dini} \subset L \log^+ L(S^{n-1}) \sim L \log L(S^{n-1}) \subset L^1(S^{n-1}). \]

Inspired by the above results, it is quite natural to ask the following questions:

Questions: When \( \Omega \) belongs to \( L \log L(S^{n-1}) \), do \( M_\Omega \) and \( T_\Omega \) still preserve the limiting weak-type behaviors? If this is the case, then we can obtain the lower bounds of weak-type norms of these operators. Moreover, one may further ask, how about the rough bilinear operators \( M_\Omega \) and \( T_\Omega \) with each \( \Omega_i \in L \log L(S^{n-1}) ? \)

In this paper, we give a positive answer to these questions. Our main results for \( M_\Omega \) and \( T_\Omega \) are as follows:

**Theorem 1.1.** Let \( \Omega_1, \Omega_2 \in L \log L(S^{n-1}) \). Then for all \( f_1, f_2 \in L^1(\mathbb{R}^n) \), we have

(i) \[ \lim_{\lambda \to 0^+} \lambda \left| \left\{ x \in \mathbb{R}^n : \Omega_1 \Omega_2(f_1, f_2)(x) > \lambda \right\} \right|^2 = \frac{\left\| \Omega_1 \Omega_2 \right\|_{L^{1/2}(S^{n-1})}^2}{\omega_{n-1}^2} \prod_{i=1}^2 \| f_i \|_{L^1}; \]

(ii) \[ \lim_{\lambda \to 0^+} \lambda \left\{ x \in \mathbb{R}^n : \Omega_1 \Omega_2(f_1, f_2)(x) - \frac{\prod_{i=1}^2 \| \Omega_i(x) \|_{L^1}}{\omega_{n-1}^2 |x|^{2n}} \right\} > \lambda \right\|^2 = 0. \]

**Theorem 1.2.** Let \( \Omega_1, \Omega_2 \in L \log L(S^{n-1}) \) satisfy vanishing condition on the unit sphere. Then for all \( f_1, f_2 \in L^1(\mathbb{R}^n) \), we have

(i) \[ \lim_{\lambda \to 0^+} \lambda \left| \left\{ x \in \mathbb{R}^n : T_\Omega(f_1, f_2)(x) > \lambda \right\} \right|^2 = \frac{\left\| \Omega_1 \Omega_2 \right\|_{L^{1/2}(S^{n-1})}^2}{n^2} \prod_{i=1}^2 \| f_i \|_{L^1}; \]

(ii) \[ \lim_{\lambda \to 0^+} \lambda \left\{ x \in \mathbb{R}^n : \left| T_\Omega(f_1, f_2)(x) - \frac{\prod_{i=1}^2 \| \Omega_i(x) \|_{L^1}}{|x|^{2n}} \right| > \lambda \right\} > \lambda \right\}^2 = 0. \]

**Remark 1.2.** Now we give some comments:

- The same reasoning as in Theorem 1.1 and Theorem 1.2 still works for \( M_\Omega \) and \( T_\Omega \).
  Even in this linear case, our results are still new.

- Note that the norm \( \left\| \Omega_1 \Omega_2 \right\|_{L^{1/2}(S^{n-1})} \) is finite, which follows from the fact that \( \Omega_1, \Omega_2 \in L \log L(S^{n-1}) \) and Hölder’s inequality.

As a consequence, we obtain the lower bounds of weak norms of \( M_\Omega, T_\Omega, M_\Omega \) and \( T_\Omega \).

**Corollary 1.1.** Let \( \Omega \in L \log L(S^{n-1}) \) and \( \Omega \in L \log L(S^{n-1}) \times L \log L(S^{n-1}) \). Then

(i) \[ \left\| M_\Omega \right\|_{L^1 \to L^{1,\infty}} \geq \left\| \Omega \right\|_{L^1(S^{n-1})/\omega_{n-1}} \text{ and } \left\| M_\Omega \right\|_{L^1 \times L^1 \to L^{1/2,\infty}} \geq \left\| \Omega \Omega_2 \right\|_{L^{1/2}(S^{n-1})/\omega_{n-1}}; \]
Remark 1.3. Let \( \alpha < n \) and \( \Omega_1, \Omega_2 \) are homogeneous of degree 0, the bilinear maximal type operators with rough kernels \( \Omega = (\Omega_1, \Omega_2) \) are defined by

\[
M_\Omega^\alpha(f_1, f_2)(x) := \sup_{r > 0} \frac{1}{|B(x, r)|^{n/(n-\alpha)}} \sum_{i=1}^{2} \int_{B(x, r)} |\Omega_i(x - y_i) f_1(y_i) f_2(y_i)| dy_i.
\]

Remark 1.3. When \( \Omega_1 = \Omega_2 \equiv 1 \), the bilinear fractional maximal operator \( M_\Omega^\alpha (\alpha > 0) \) was independently introduced and studied by Chen, Xue [3] and Moen [33].

Definition 1.4 (Rough bilinear fractional maximal operators). For \( 0 < \alpha < n \), \( f_1, f_2 \in L_{\text{loc}}(\mathbb{R}^n) \), \( \Omega_1 \) and \( \Omega_2 \) are homogeneous of degree 0, the bilinear maximal type operators with rough kernels \( \Omega = (\Omega_1, \Omega_2) \) are defined by

\[
M_\Omega^\alpha(f_1, f_2)(x) := \sup_{r > 0} \frac{1}{|B(x, r)|^{2/(n-\alpha)}} \sum_{i=1}^{2} \int_{B(x, r)} |\Omega_i(x - y_i) f_1(x_i) f_2(y_i)| dy_i.
\]

We summarize our results for \( M_\Omega^\alpha \) and \( T_\Omega^\alpha \) as follows:

Theorem 1.3. Let \( 0 < \alpha < n \) and \( \Omega_1, \Omega_2 \in L^{n/(n-\alpha)}(\mathbb{S}^{n-1}) \). Then for all \( f_1, f_2 \in L^1(\mathbb{R}^n) \), we have

(i) \( \lim_{\lambda \to 0^+} \lambda \left\{ x \in \mathbb{R}^n : M_\Omega^\alpha(f_1, f_2)(x) > \lambda \right\}^{(2(n-\alpha)/n)} = \frac{\|\Omega_1 \Omega_2\|_{L^{n/(n-\alpha)}(\mathbb{S}^{n-1})}}{\omega^{2(n-\alpha)/n} n^{2(n-\alpha)/n}} \prod_{i=1}^{2} \|f_i\|_{L^1}; \)

(ii) \( \lim_{\lambda \to 0^+} \lambda \left\{ x \in \mathbb{R}^n : M_\Omega^\alpha(f_1, f_2)(x) - \frac{\prod_{i=1}^{2} |\Omega_i(x)| \|f_i\|_{L^1}}{\omega^{2(n-\alpha)/n} n^{2(n-\alpha)/n}} > \lambda \right\}^{2(n-\alpha)/n} = 0. \)

Theorem 1.4. Let \( 0 < \alpha < n \) and \( \Omega_1, \Omega_2 \in L^{n/(n-\alpha)}(\mathbb{S}^{n-1}) \). Then for all \( 0 \leq f_1, f_2 \in L^1(\mathbb{R}^n) \), we have

(i) \( \lim_{\lambda \to 0^+} \lambda \left\{ x \in \mathbb{R}^n : \left| T_\Omega^\alpha(f_1, f_2)(x) \right| > \lambda \right\}^{(2(n-\alpha)/n)} = \frac{\|\Omega_1 \Omega_2\|_{L^{n/(n-\alpha)}(\mathbb{S}^{n-1})}}{\omega^{2(n-\alpha)/n} n^{2(n-\alpha)/n}} \prod_{i=1}^{2} \|f_i\|_{L^1}; \)

(ii) \( \lim_{\lambda \to 0^+} \lambda \left\{ x \in \mathbb{R}^n : \left| T_\Omega^\alpha(f_1, f_2)(x) \right| - \frac{\prod_{i=1}^{2} |\Omega_i(x)| \|f_i\|_{L^1}}{|x|^{2(n-\alpha)}} > \lambda \right\}^{2(n-\alpha)/n} = 0. \)
Remark 1.4. In the linear case, similar results for $M_{\Omega}^{\alpha}$ and $T_{\Omega}^{\alpha}$ were proved by Zhao and Guo very recently in [40], while Theorem 1.3 - 1.4 are bilinear version of their results.

Remark 1.5. The above results still hold for the uncentered rough linear and bilinear maximal type operators, with some constant modifications if necessary. Moreover, the same reasoning as in this paper shows that our results can be extended easily to m-linear operators for $m \geq 2$. For simplicity, we only consider the bilinear case.

The organization of this paper is as follows. In Section 2, we will present some basic lemmas, which will be used later. Section 3 will be devoted to give the proofs of Theorems 1.1. In Section 4, the proof of Theorem 1.2 will be given. We need to split and reconstruct the kernels. This is mainly because when we use the splitting method as in the proof of Theorem 1.1, the new kernels may not satisfy the vanishing condition. However, this vanishing kernel condition is necessary to warrant the boundedness of $T_{\Omega}$. In Section 5 we will demonstrate the proofs of Theorem 1.3, 1.4. An extension of Theorem 1.3, 1.4 with power weighted measure will be given in Section 6.

Throughout this paper, the letter $C$, sometimes with additional parameters, will stand for positive constants, not necessarily the same one at each occurrence, but independent of the essential variables.

2 Preliminaries

We first introduce some basic lemmas which will be used later.

Lemma 2.1. Let $\lambda, \gamma > 0$, $\Phi$ be a homogeneous function of degree 0 on $\mathbb{R}^n$, $S \subset S^{n-1}$ be a measurable set. Then we have

$$\left| \left\{ x \in \mathbb{R}^n : \frac{|\Phi(x)|}{|x|^\gamma} > \lambda, \frac{x}{|x|} \in S \right\} \right| = \frac{\|\Phi\|_{L^{n/\gamma}(S)}}{n\lambda^{n/\gamma}}.$$

Proof. Note that

$$\bigcup_{\theta \in S} \left\{ r\theta : 0 < r < \frac{|\Phi(\theta)|}{\lambda} \right\} = \left\{ x \in \mathbb{R}^n : \frac{|\Phi(x)|}{|x|^\gamma} > \lambda, \frac{x}{|x|} \in S \right\},$$

therefore

$$\left| \left\{ x \in \mathbb{R}^n : \frac{|\Phi(x)|}{|x|^\gamma} > \lambda, \frac{x}{|x|} \in S \right\} \right| = \int_S \int_0^{\frac{|\Phi(\theta)|}{\lambda}} r^{n-1} dr d\sigma(\theta) = \frac{\|\Phi\|_{L^{n/\gamma}(S)}}{n\lambda^{n/\gamma}}.$$

Lemma 2.2. Let $\Omega_1, \Omega_2 \in L \log L(S^{n-1})$, then $M_{\Omega}$ is bounded from $L^1 \times L^1$ to $L^{1/2, \infty}$, and the following norm inequality holds:

$$\|M_{\Omega}\|_{L^1 \times L^1 \to L^{1/2, \infty}} \leq C\|\Omega_1\|_{L \log L(S^{n-1})} \|\Omega_2\|_{L \log L(S^{n-1})}.$$
**Proof.** Let $\Omega \in L \log L(S^{n-1})$ and $f \in L^1$, the famous work of Christ and Rubio de Francia [8] shows that

$$\|M_\Omega f\|_{L^{1,\infty}} \leq C\|\Omega\|_{L \log L(S^{n-1})}\|f\|_{L^1}. \quad (2.1)$$

Since $M_\Omega(f_1, f_2)$ is pointwisely controlled by $M_{\Omega_1} f_1 \cdot M_{\Omega_2} f_2$, then inequality (2.1), together with Hölder’s inequality for weak spaces [14, p.16] yields that

$$\|M_\Omega(f_1, f_2)\|_{L^{1/2,\infty}} \leq C \prod_{i=1}^2 \|M_{\Omega_i} f_i\|_{L^{1,\infty}} \leq C \prod_{i=1}^2 \|\Omega_i\|_{L \log L(S^{n-1})}\|f_i\|_{L^1}.$$

Similarly, we can obtain the weak-type boundedness for $T_\Omega$ as follows.

**Lemma 2.3.** Let $\Omega_1, \Omega_2 \in L \log L(S^{n-1})$ satisfy vanishing condition on $S^{n-1}$. Then $T_\Omega$ is bounded from $L^1 \times L^1$ to $L^{1/2,\infty}$, and enjoys the following norm inequality

$$\|T_\Omega\|_{L^1 \times L^1 \to L^{1/2,\infty}} \leq C\|\Omega_1\|_{L \log L(S^{n-1})}\|\Omega_2\|_{L \log L(S^{n-1})}.$$

Now we state some basic properties about $L \log L$ space.

**Lemma 2.4.** If $\Phi_1(\theta), \Phi_2(\theta) \in L \log L(S^{n-1})$, then they enjoy the following properties:

(i) $\Phi_1(\theta), \Phi_2(\theta) \in L^1(S^{n-1})$, and for $i = 1, 2$, $\|\Phi_i\|_{L^1(S^{n-1})} \leq \|\Phi_i\|_{L \log L(S^{n-1})}$;

(ii) The quasi-triangle inequality is true in $L \log L$ space:

$$\|\Phi_1 + \Phi_2\|_{L \log L(S^{n-1})} \leq 4(\|\Phi_1\|_{L \log L(S^{n-1})} + \|\Phi_2\|_{L \log L(S^{n-1})}).$$

### 3 Proof of Theorem 1.1

#### 3.1 Proof of Theorem 1.1 (i)

**Proof.** Without loss of generality, we can assume $\|f_i\|_{L^1} = 1$ for $i = 1, 2$. The same assumption applies to the rest proofs of our Theorems.

For any $0 < \varepsilon \ll 1$, it is easy to see that there exists a real positive number $r_\varepsilon$, such that

$$\int_{B(0,r_\varepsilon)} |f_i(x)| \, dx > 1 - \varepsilon, \quad \text{for } i = 1, 2.$$

Now we set $g_i = |f_i| \chi_{B(0,r_\varepsilon)}$, $h_i = |f_i| \chi_{B(0,r_\varepsilon)^c}$ and $R_\varepsilon = (1 + 1/\varepsilon) r_\varepsilon$. For $\lambda > 0$, we denote

$$E_\lambda = \{ x : M_\Omega(f_1, f_2)(x) > \lambda \};$$

$$E_1^\lambda = \{ x : M_\Omega(g_1, g_2)(x) > \lambda \};$$

$$E_2^\lambda = \{ x : M_\Omega(g_1, h_2)(x) + M_\Omega(h_1, g_2)(x) + M_\Omega(h_1, h_2)(x) > \lambda \}.$$
Since $M_{\Omega_{i}}$ is sublinear and $M_{\Omega_{i}}(g_{1}, g_{2})(x) \leq M_{\Omega_{i}}(f_{1}, f_{2})(x)$, it follows that

$$E_{\lambda}^{1} \subset E_{\lambda} \subset E_{(1-\sqrt{\varepsilon}/2)\lambda}^{1} \cup E_{\sqrt{\varepsilon}\lambda/2}^{2}.$$  

To set up the argument, we first give a decomposition for the rough kernel $\tilde{\Omega}$. Note that $C(S^{n-1})$ is dense in $L \log L(S^{n-1})$, then there exist two continuous functions $\Omega_{1,\varepsilon}, \Omega_{2,\varepsilon}$ on $S^{n-1}$, homogeneous of degree 0 such that

$$\|\Omega_{i} - \Omega_{i,\varepsilon}\|_{L \log L(S^{n-1})} < \varepsilon, \text{ for } i = 1, 2.$$  

We will use the following notations:

$$\Omega_{1} = \Omega_{1,\varepsilon} + \tilde{\Omega}_{1,\varepsilon}, \quad \Omega_{2} = \Omega_{2,\varepsilon} + \tilde{\Omega}_{2,\varepsilon};$$

$$\tilde{\Omega}_{\varepsilon} = (\Omega_{1,\varepsilon}, \Omega_{2,\varepsilon}), \quad \tilde{\Omega}_{1,\varepsilon} = (\Omega_{1}, \tilde{\Omega}_{2,\varepsilon}), \quad \tilde{\Omega}_{1, \varepsilon, 2} = (\tilde{\Omega}_{1,\varepsilon}, \Omega_{2}), \quad \tilde{\Omega}_{\varepsilon, \varepsilon} = (\tilde{\Omega}_{1,\varepsilon}, \tilde{\Omega}_{2,\varepsilon}),$$

and denote

$$E_{\lambda}^{3} = \left\{ |x| > R_{\varepsilon} : |M_{\tilde{\Omega}_{\varepsilon}}(g_{1}, g_{2})(x) - \lambda| \right\};$$

$$E_{\lambda}^{4} = \left\{ x : M_{\tilde{\Omega}_{1,\varepsilon}}(g_{1}, g_{2})(x) + M_{\tilde{\Omega}_{1, \varepsilon, 2}}(g_{1}, g_{2})(x) + 3M_{\tilde{\Omega}_{\varepsilon, \varepsilon}}(g_{1}, g_{2})(x) > \lambda \right\}.$$  

By triangle inequality, it’s easy to check

$$M_{\tilde{\Omega}_{\varepsilon}}(g_{1}, g_{2})(x) \leq M_{\Omega_{1}}(g_{1}, g_{2})(2) + M_{\Omega_{2}}(g_{1}, g_{2})(x) + M_{\tilde{\Omega}_{1,\varepsilon}}(g_{1}, g_{2})(x) + M_{\tilde{\Omega}_{\varepsilon, \varepsilon}}(g_{1}, g_{2})(x).$$

Now we claim that $M_{\tilde{\Omega}}(g_{1}, g_{2})(x)$ can be dominated by

$$M_{\tilde{\Omega}_{\varepsilon}}(g_{1}, g_{2})(x) + M_{\Omega_{1,\varepsilon}}(g_{1}, g_{2})(x) + M_{\Omega_{2,\varepsilon}}(g_{1}, g_{2})(x) + 3M_{\tilde{\Omega}_{\varepsilon, \varepsilon}}(g_{1}, g_{2})(x).$$

In fact, since $M_{\tilde{\Omega}_{\varepsilon}}(g_{1}, g_{2})$ is controlled by

$$M_{\tilde{\Omega}_{\varepsilon}}(g_{1}, g_{2})(x) + M_{\Omega_{1,\varepsilon, \varepsilon}}(g_{1}, g_{2})(x) + M_{\Omega_{2,\varepsilon}}(g_{1}, g_{2})(x) + M_{\tilde{\Omega}_{\varepsilon, \varepsilon}}(g_{1}, g_{2})(x).$$

On the other hand, triangle inequality gives that

$$M_{\Omega_{1,\varepsilon, \varepsilon}}(g_{1}, g_{2})(x) + M_{\tilde{\Omega}_{1,\varepsilon, \varepsilon}}(g_{1}, g_{2})(x)$$

$$= M_{(\Omega_{1,\varepsilon, \varepsilon} - \tilde{\Omega}_{1,\varepsilon, \varepsilon})}(g_{1}, g_{2})(x) + M_{(\tilde{\Omega}_{1,\varepsilon, \varepsilon} - \tilde{\Omega}_{2,\varepsilon})}(g_{1}, g_{2})(x)$$

$$\leq M_{\tilde{\Omega}_{1,\varepsilon}}(g_{1}, g_{2})(x) + M_{\Omega_{2,\varepsilon}}(g_{1}, g_{2})(x) + 2M_{\tilde{\Omega}_{\varepsilon, \varepsilon}}(g_{1}, g_{2})(x),$$

which implies the claim.

Now it’s clear that

$$E_{(1-\sqrt{\varepsilon}/2)\lambda}^{1} \subset E_{(1-\sqrt{\varepsilon})\lambda}^{3} \cup E_{\sqrt{\varepsilon}\lambda/2}^{4} \cup B(0, R_{\varepsilon})$$

and

$$E_{(1+\sqrt{\varepsilon}/2)\lambda}^{1} \subset E_{\lambda}^{1} \cup E_{\sqrt{\varepsilon}\lambda/2}^{4}. $$
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Therefore

\[ |E_{(1+\sqrt{\varepsilon}/2)\lambda}| - |E_{\sqrt{\varepsilon}\lambda}/2| \leq |E_{\lambda}| \leq |E_{\sqrt{\varepsilon}\lambda}/2| + |E_{(1-\sqrt{\varepsilon})\lambda}| + |E_{\sqrt{\varepsilon}\lambda}/2| + |B(0,R_\varepsilon)|. \]

It’s worthy to point out that, when \( \lambda \) and \( \varepsilon \) are small enough, the left side of above inequality is positive.

Here is the main idea of the proof of Theorem 1.1 (i). To estimate \( E_{\lambda} \), we need to give an upper estimate of right side in the above inequality and a lower estimate of left side in the above inequality. We split the proof into four parts. In Part 1 and Part 2, we will give the upper estimates of \( |E_{\sqrt{\varepsilon}\lambda}/2| \) and \( |E_{\sqrt{\varepsilon}\lambda}/2| \). These two terms are small enough since the norm of \( h_i \) and \( \tilde{\Omega}_{i,\varepsilon} \) are less than \( \varepsilon \). Part 3 and Part 4 will be devoted to give the upper estimate and lower estimate of \( |E_{(1-\sqrt{\varepsilon})\lambda}| \) and \( |E_{(1+\sqrt{\varepsilon}/2)\lambda}| \). In these two parts, the good things are that both \( g_1 \) and \( g_2 \) have compact support, \( \Omega_{1,\varepsilon} \) and \( \Omega_{2,\varepsilon} \) are continuous functions. Combining with the upper estimates in Part 1, 2 and 3, we further give the upper estimate for \( E_{\lambda} \) in Part 3. Moreover, the upper estimates in Part 2 and the lower estimate in Part 4 yield the lower estimate for \( E_{\lambda} \) in Part 4.

**Part 1: Upper estimate for \( |E_{\sqrt{\varepsilon}\lambda}/2| \).**

By Lemma 2.2, one may get

\[
\frac{\sqrt{\varepsilon}\lambda}{6} \left( \left\{ x : M_{\tilde{\Omega}}(g_1, h_2)(x) > \frac{\sqrt{\varepsilon}\lambda}{6} \right\} \right)^2 \leq C \prod_{i=1}^{2} \| \Omega_i \|_{L\log L(S^n-1)} \| g_1 \|_{L^1} \| h_2 \|_{L^1},
\]

which implies

\[
\left\{ x : M_{\tilde{\Omega}}(g_1, h_2)(x) > \frac{\sqrt{\varepsilon}\lambda}{6} \right\} \leq C \prod_{i=1}^{2} \| \Omega_i \|_{L\log L(S^n-1)} \frac{\varepsilon^{1/4}}{\lambda^{1/2}}.
\]

Similar estimates hold for \( M_{\tilde{\Omega}}(h_1, g_2) \) and \( M_{\tilde{\Omega}}(h_1, h_2) \).

These estimates together with the definition of \( E_{\sqrt{\varepsilon}\lambda}/2 \) yield that

\[
|E_{\sqrt{\varepsilon}\lambda}/2| \leq C \prod_{i=1}^{2} \| \Omega_i \|_{L\log L(S^n-1)}^{1/2} \frac{\varepsilon^{1/4}}{\lambda^{1/2}} =: C_{\tilde{\Omega}, 1} \frac{\varepsilon^{1/4}}{\lambda^{1/2}}.
\]

(3.1)

**Part 2: Upper estimate for \( |E_{\sqrt{\varepsilon}\lambda}/2| \).**

By Lemma 2.2, one may obtain

\[
\frac{\sqrt{\varepsilon}\lambda}{6} \left( \left\{ x : M_{\tilde{\Omega}_{i,\varepsilon}}(g_1, g_2)(x) > \frac{\sqrt{\varepsilon}\lambda}{6} \right\} \right)^2 \leq C \| \Omega_1 \|_{L\log L(S^n-1)} \| \tilde{\Omega}_{2,\varepsilon} \|_{L\log L(S^n-1)} \prod_{i=1}^{2} \| g_i \|_{L^1}
\]

\[
\leq C \| \Omega_1 \|_{L\log L(S^n-1)} \varepsilon,
\]

(3.2)
which is equivalent to
\[
\left\{ x : M_{\Omega \varepsilon} (g_1, g_2)(x) > \frac{\sqrt{\varepsilon \lambda}}{6} \right\} \leq C \| \Omega \|_{L \log L(S^{n-1})}^{1/2} \varepsilon^{1/4} \lambda^{1/2}.
\]

Similar estimate also holds for \( M_{\Omega \varepsilon, 1} (g_1, g_2) \), and \( M_{\Omega \varepsilon, 2} (g_1, g_2) \) enjoys the property that
\[
\left\{ x : M_{\Omega \varepsilon, 1} (g_1, g_2)(x) > \frac{\sqrt{\varepsilon \lambda}}{6} \right\} \leq C \varepsilon^{1/2} \lambda^{1/2}.
\]

Now, for \( \varepsilon \) small enough \( (\varepsilon \leq \max_{i=1,2} \| \Omega_i \|_{L \log L(S^{n-1})}) \), combining these estimates as in Part 1, we deduce that
\[
|E_{\varepsilon}^3(1 - \sqrt{\varepsilon})| \leq C \left( \sum_{i=1}^{2} \| \Omega_i \|_{L \log L(S^{n-1})}^{1/2} \right)^{1/4} \lambda^{1/2} =: C_{\Omega, 2} \frac{\varepsilon^{1/4} \lambda^{1/2}}{\lambda^{1/2}}. \tag{3.2}
\]

**Part 3: Upper estimate for \( |E_{\varepsilon}^3| \).**

Since \( \Omega_{1, \varepsilon}, \Omega_{2, \varepsilon} \) are continuous on \( S^{n-1} \), then both of them are uniformly continuous on \( S^{n-1} \). Hence, for any \( \varepsilon > 0 \), there exists a real positive number \( d' \), such that, if \( \sigma(\theta_1, \theta_2) < d' \), we have
\[
\| \Omega_{i, \varepsilon}(\theta_1) - \Omega_{i, \varepsilon}(\theta_2) \| < \varepsilon, \quad \text{for } \theta_1, \theta_2 \in S^{n-1}
\]

It’s easy to see that if \( \varepsilon < \sin d'/(1 - \sin d') \), then for \( |x| > R_\varepsilon, |y_i| \leq r_\varepsilon \), it holds that
\[
\sigma \left( \frac{x}{|x|} \cdot \frac{x - y_i}{|x - y_i|} \right) \leq \arcsin \frac{\varepsilon}{1 + \varepsilon} < d'.
\]

Therefore
\[
|\Omega_{i, \varepsilon}(x - y_i) - \Omega_{i, \varepsilon}(x)| = \left| \Omega_{i, \varepsilon} \left( \frac{x - y_i}{|x - y_i|} \right) - \Omega_{i, \varepsilon} \left( \frac{x}{|x|} \right) \right| \leq \varepsilon. \tag{3.3}
\]

See Figure 1 for 2-dimensional case. According to the uniform continuity of \( \Omega_{i, \varepsilon} \), we know \( \varepsilon \rightarrow 0 \) as \( \varepsilon \rightarrow 0 \).

When \( |x| > R_\varepsilon \) and \( y_i \in \text{supp } g_i \), it’s easy to see that \( |x - y| \geq |x| - r_\varepsilon > |x|/(1 + \varepsilon) \), which means that the radius in the supremum of \( M_{\Omega \varepsilon}(g_1, g_2) \) must be greater than \( |x|/(1 + \varepsilon) \). Henceforth by (3.3),
\[
M_{\Omega \varepsilon}(g_1, g_2)(x) \leq \frac{n^2(1 + \varepsilon)^{2n} \prod_{i=1}^{2} (|\Omega_{i, \varepsilon}(x)| + \varepsilon)}{\omega_{n-1}^2 |x|^{2n}}. \tag{3.4}
\]
Figure 1: Suppose $\varepsilon$ is small enough, $|x| > R_{\varepsilon}$ and $|y_i| \leq r_{\varepsilon}$. Despite the fact that $x$ and $x - y_i$ may be far away, when we pull them back to the unit sphere, these two points are close enough.

Therefore, it follows from Lemma 2.1 and (3.4) that

$$|E_{(1 - \sqrt{\varepsilon})\lambda}^3| \leq \left\{ x \in \mathbb{R}^n : \frac{n^2(1 + \varepsilon)^{2n} \prod_{i=1}^{2} (|\Omega_i,\varepsilon(x)| + \tilde{\varepsilon})}{\omega_{n-1}^2|x|^{2n}} > (1 - \sqrt{\varepsilon})\lambda \right\}$$

$$= (1 + \varepsilon)^n \left\| \prod_{i=1}^{2} (|\Omega_i,\varepsilon| + \tilde{\varepsilon}) \right\|_{L^{1/2}((\mathbb{S}^{n-1})^n)}^{1/2} \frac{1}{\omega_{n-1}(1 - \sqrt{\varepsilon})^{1/2}} \frac{1}{\lambda^{1/2}}.$$  

Combining this estimate with (3.1), (3.2), we obtain the upper estimate for $|E_{\lambda}|$.

$$|E_{\lambda}| \leq |E_{(1 - \sqrt{\varepsilon})\lambda}^3| + |E_{(1 - \sqrt{\varepsilon})\lambda/2}^2| + |E_{(1 - \sqrt{\varepsilon})\lambda/2}^4| + |B(0, R_{\varepsilon})|$$

$$\leq (1 + \varepsilon)^n \left\| \prod_{i=1}^{2} (|\Omega_i,\varepsilon| + \tilde{\varepsilon}) \right\|_{L^{1/2}((\mathbb{S}^{n-1})^n)}^{1/2} \frac{1}{\omega_{n-1}(1 - \sqrt{\varepsilon})^{1/2}} \frac{1}{\lambda^{1/2}} + (C_{\tilde{\Omega},1} + C_{\tilde{\Omega},2}) \frac{\varepsilon^{1/4}}{\lambda^{1/2}} + \frac{\omega_{n-1} R_{\varepsilon}^n}{n}.$$  

Now multiplying $\lambda^{1/2}$ on both sides of the above inequality and let $\lambda \to 0^+$, we get

$$\lim_{\lambda \to 0^+} \lambda^{1/2} |E_{\lambda}| \leq \frac{(1 + \varepsilon)^n \left\| \prod_{i=1}^{2} (|\Omega_i,\varepsilon| + \tilde{\varepsilon}) \right\|_{L^{1/2}((\mathbb{S}^{n-1})^n)}^{1/2}}{\omega_{n-1}(1 - \sqrt{\varepsilon})^{1/2}} + (C_{\tilde{\Omega},1} + C_{\tilde{\Omega},2}) \varepsilon^{1/4}. $$

Thus it remains to prove

$$\lim_{\varepsilon \to 0^+} \left\| \prod_{i=1}^{2} (|\Omega_i,\varepsilon| + \tilde{\varepsilon}) \right\|_{L^{1/2}((\mathbb{S}^{n-1})^n)}^{1/2} = \|\Omega_1 \Omega_2\|_{L^{1/2}((\mathbb{S}^{n-1})^n)}^{1/2}. \quad (3.5)$$
As a matter of fact, on the space $L^{1/2}$, there is no triangle inequality, it enjoys the quasi-triangle inequality, which will produce a constant 2. This constant can not be ignored, it’s really a problem. However, if we add a power of 1/2 on the outside of the $L^{1/2}$ norm, this problem degenerates to an absolute value’s triangle inequality with power 1/2. It’s exactly what we need. Hence

$$
\|((\Omega_1,\varepsilon) + \bar{\varepsilon})(\Omega_2,\varepsilon)\|^{1/2}_{L^{1/2}(\Omega)} - \|\Omega_1\Omega_2\|^{1/2}_{L^{1/2}(\Omega)} \\
\leq \|((\Omega_1,\varepsilon) + \bar{\varepsilon})(\Omega_2,\varepsilon) - \|\Omega_1\Omega_2\|^{1/2}_{L^{1/2}(\Omega)}.
$$

Applying this technic again, together with Hölder’s inequality, we get

$$
\|((\Omega_1,\varepsilon) + \bar{\varepsilon})(\Omega_2,\varepsilon)\|^{1/2}_{L^{1/2}(\Omega)} - \|\Omega_1\Omega_2\|^{1/2}_{L^{1/2}(\Omega)} \\
\leq \|((\Omega_1,\varepsilon) + \bar{\varepsilon})(\Omega_2,\varepsilon)\|^{1/2}_{L^{1/2}(\Omega)} + \|\Omega_1\|^{1/2}_{L^1}((\Omega_2,\varepsilon)\|_{L^1} + \varepsilon \omega_{n-1})^{1/2} + \|\Omega_1\|^{1/2}_{L^1}((\Omega_2,\varepsilon)\|_{L^1} + \varepsilon \omega_{n-1})^{1/2}.
$$

By Lemma 2.4 (i), we can deduce

$$
\|((\Omega_1,\varepsilon) + \bar{\varepsilon})(\Omega_2,\varepsilon)\|^{1/2}_{L^{1/2}(\Omega)} - \|\Omega_1\Omega_2\|^{1/2}_{L^{1/2}(\Omega)} \\
\leq (\varepsilon + \varepsilon \omega_{n-1})^{1/2} \left( \sum_{i=1}^{2} \|\Omega_i\|^{1/2}_{L^1} + \varepsilon^{1/2} + (\varepsilon \omega_{n-1})^{1/2} \right).
$$

The right side of this inequality converges to 0 as $\varepsilon \to 0^+$, which implies that inequality (3.5) holds.

Hence, by the arbitrariness of $\varepsilon$, it follows that

$$
\lim_{\lambda \to 0^+} \lambda^{1/2} |E_{\lambda}| \leq \frac{\|\Omega_1\|^{1/2}_{L^{1/2}(\Omega)}}{\omega_{n-1}},
$$

which gives the desired upper estimate.

**Part 4: Lower estimate for $|E^3_{(1+\sqrt{\varepsilon})\lambda}|$.**

When $|x| > R_\varepsilon$, $|y_1|, |y_2| \leq r_\varepsilon$, by (3.3), we have

$$
|\Omega_1,\varepsilon(x)| - \varepsilon \leq |\Omega_1,\varepsilon(x - y_1)|, \quad |\Omega_2,\varepsilon(x)| - \varepsilon \leq |\Omega_2,\varepsilon(x - y_2)|.
$$

However, the following inequality

$$
|\Omega_1,\varepsilon(x)| - \varepsilon |\Omega_2,\varepsilon(x)| - \varepsilon \leq |\Omega_1,\varepsilon(x - y_1)|\Omega_2,\varepsilon(x - y_2)|
$$

may fail, which makes it’s impossibile to give a lower bound of $M_{(\varepsilon)}(g_1, g_2)$ for all $|x| > R_\varepsilon$. To overcome this obstacle, we introduce the following two auxiliary sets.

$$
S_\varepsilon := \{ \theta \in S^{n-1} : |\Omega_1,\varepsilon(\theta)|, |\Omega_2,\varepsilon(\theta)| > \varepsilon \},
$$

$$
V_\varepsilon := \left\{ x \in \mathbb{R}^n : \frac{x}{|x|} \in S_\varepsilon \right\}.
$$
Indeed, using the similar arguments as in Part 3, we obtain

\[ M_{\bar{g}_\epsilon}(g_1, g_2)(x) \geq \frac{n^2(1 - \epsilon)^2 \prod_{i=1}^{2} (|\Omega_{i, \epsilon}| \geq \bar{\epsilon})}{\omega_{n-1}(1 + \epsilon)^{2n}|x|^{2n}}. \]  

(3.8)

Lemma 2.1 together with (3.8) may lead to

\[ |E^3_{(1 + \sqrt{\epsilon}/2)\lambda}| \geq |E^3_{(1 + \sqrt{\epsilon}/2)\lambda} \cap V_{\bar{\epsilon}}| \]

\[ \geq \left\{ x \in V_{\bar{\epsilon}} : \frac{n^2(1 - \epsilon)^2 \prod_{i=1}^{2} (|\Omega_{i, \epsilon}| \geq \bar{\epsilon})}{\omega_{n-1}(1 + \epsilon)^{2n}|x|^{2n}} > \left( 1 + \frac{\sqrt{\epsilon}}{2} \right) \lambda \right\} - |B(0, R_\epsilon)| \]

\[ = \frac{(1 - \epsilon) \left\| \prod_{i=1}^{2} (|\Omega_{i, \epsilon}| \geq \bar{\epsilon}) \right\|_{L^{1/2}(S_{\bar{\epsilon}})}^{1/2} \frac{1}{\lambda^{1/2}} - \frac{\omega_{n-1}R_\epsilon^n}{n}, \]

which, combining with (3.2), further gives that

\[ |E_\lambda| \geq |E^3_{(1 + \sqrt{\epsilon}/2)\lambda}| - |E^4_{\sqrt{\epsilon}/2}| \]

\[ \geq \frac{(1 - \epsilon) \left\| \prod_{i=1}^{2} (|\Omega_{i, \epsilon}| \geq \bar{\epsilon}) \right\|_{L^{1/2}(S_{\bar{\epsilon}})}^{1/2} \frac{1}{\lambda^{1/2}} - C_{\bar{\Omega}, \epsilon}^{1/4} \lambda^{1/2} - \frac{\omega_{n-1}R_\epsilon^n}{n}. \]

Note that when \( \epsilon \) and \( \lambda \) are small enough (\( \lambda \ll \epsilon \)), the right side of above inequality is positive. Multiplying \( \lambda^{1/2} \) on both sides and let \( \lambda \to 0^+ \), we obtain that

\[ \lim_{\lambda \to 0^+} \lambda^{1/2}|E_\lambda| \geq \frac{(1 - \epsilon) \left\| \prod_{i=1}^{2} (|\Omega_{i, \epsilon}| \geq \bar{\epsilon}) \right\|_{L^{1/2}(S_{\bar{\epsilon}})}^{1/2} \frac{1}{\lambda^{1/2}} - C_{\bar{\Omega}, \epsilon}^{1/4} \lambda^{1/2}. \]

Now we are in a position to prove

\[ \lim_{\epsilon \to 0} \left\| \prod_{i=1}^{2} (|\Omega_{i, \epsilon}| \geq \bar{\epsilon}) \right\|_{L^{1/2}(S_{\bar{\epsilon}})}^{1/2} = \left\| \Omega_1 \Omega_2 \right\|_{L^{1/2}(S^{n-1})}, \]

(3.9)

Indeed, using the similar arguments as in Part 3, we obtain

\[ \left\| (|\Omega_{1, \epsilon}| \geq \bar{\epsilon})(|\Omega_{2, \epsilon}| \geq \bar{\epsilon}) \right\|_{L^{1/2}(S_{\bar{\epsilon}})}^{1/2} - \left\| \Omega_1 \Omega_2 \right\|_{L^{1/2}(S_{\bar{\epsilon}})}^{1/2} \]

\[ \leq (\epsilon + \bar{\epsilon} \omega_{n-1})^{1/2} \left( \sum_{i=1}^{2} \left\| \Omega_i \right\|_{L_{\log L}(S^{n-1})}^{1/2} + \epsilon^{1/2} + (\bar{\epsilon} \omega_{n-1})^{1/2} \right). \]
Then inequality (3.8) follows easily from the fact
\[
\lim_{\varepsilon \to 0} \| \Omega_1 \Omega_2 \|_{L^{1/2}(S_\varepsilon)} = \| \Omega_1 \Omega_2 \|_{L^{1/2}((\cup_{\varepsilon>0} S_\varepsilon))} = \| \Omega_1 \Omega_2 \|_{L^{1/2}(\mathbb{R}^{n-1})},
\]
which can be demonstrated by Levi’s theorem.

Since \( \varepsilon \) is arbitrary and small enough, we get
\[
\lim_{\lambda \to 0^+} \lambda^{1/2} |E_\lambda| \geq \frac{\| \Omega_1 \Omega_2 \|_{L^{1/2}(\mathbb{R}^{n-1})}^{1/2}}{\omega_{n-1}}.
\]
Finally, from (3.6) and (3.10), we obtain that
\[
\lim_{\lambda \to 0^+} \lambda |E_\lambda|^2 = \frac{\| \Omega_1 \Omega_2 \|_{L^{1/2}(\mathbb{R}^{n-1})}^2}{\omega_{n-1}^2}.
\]

3.2 Proof of Theorem 1.1 (ii)

Proof. For \( \lambda > 0 \), we set
\[
G_\lambda = \left\{ x : \left| M_{\Omega_1}(f_1, f_2)(x) - \frac{\| \Omega_1(x) \Omega_2(x) \|^2}{\omega_{n-1}^2 |x|^{2n/n^2}} \right| > \lambda \right\};
\]
\[
G_\lambda^1 = \left\{ x : |x| > R_\varepsilon : \left| M_{\Omega_1}(g_1, g_2)(x) - \frac{\| \Omega_1(x) \Omega_2(x) \|^2}{\omega_{n-1}^2 |x|^{2n/n^2}} \right| > \lambda \right\};
\]
\[
G_\lambda^2 = \left\{ x : \left| \frac{\| \Omega_1(x) \Omega_2(x) \|^2}{\omega_{n-1}^2 |x|^{2n/n^2}} - \frac{\| \Omega_1(x) \Omega_2(x) \|^2}{\omega_{n-1}^2 |x|^{2n/n^2}} \right| > \lambda \right\}.
\]

Now we claim that
\[
G_\lambda \subset G_{(1-2\sqrt{\varepsilon})\lambda}^1 \cup G_{\sqrt{\varepsilon}\lambda}^2 \cup E_{\sqrt{\varepsilon}\lambda/2}^2 \cup E_{\sqrt{\varepsilon}\lambda/2}^4 \cup B(0, R_\varepsilon).
\]

To see this, it sufficient to show the complementary set of right side is contained in \( G_\lambda^c \). For any \( x \) in the complementary set of right side, we have the following facts: \( |x| > R_\varepsilon \) and
\[
\left| M_{\Omega_1}(g_1, g_2)(x) - \frac{\| \Omega_1(x) \Omega_2(x) \|^2}{\omega_{n-1}^2 |x|^{2n/n^2}} \right| \leq (1 - 2\sqrt{\varepsilon})\lambda;
\]
\[
M_{\Omega_1}(g_1, h_2)(x) + M_{\Omega_1}(h_1, g_2)(x) + M_{\Omega_1}(h_1, h_2)(x) \leq \frac{\sqrt{\varepsilon}}{2}\lambda;
\]
\[
M_{\Omega_1}(g_1, g_2)(x) + M_{\Omega_1}(g_1, g_2)(x) + 3M_{\Omega_1}(g_1, g_2)(x) \leq \frac{\sqrt{\varepsilon}}{2}\lambda;
\]
\[
\left| \frac{\| \Omega_1(x) \Omega_2(x) \|^2}{\omega_{n-1}^2 |x|^{2n/n^2}} - \frac{\| \Omega_1(x) \Omega_2(x) \|^2}{\omega_{n-1}^2 |x|^{2n/n^2}} \right| \leq \sqrt{\varepsilon}\lambda.
\]
From these inequalities, it’s easy to deduce that

\[ M_{\Omega}(f_1, f_2)(x) \geq M_{\Omega}(g_1, g_2)(x) \geq M_{\Omega}(g_1, g_2)(x) - \frac{\sqrt{\varepsilon}}{2} \lambda \]

\[ \geq \frac{|\Omega_{1,\varepsilon}(x)|\Omega_{2,\varepsilon}(x)|}{\omega^{2n-1}|x|^{2n/2}} - \left(1 - \frac{3\sqrt{\varepsilon}}{2}\right) \lambda \geq \frac{|\Omega_1(x)|\Omega_2(x)|}{\omega^{2n-1}|x|^{2n/2}} - \lambda \]

and

\[ M_{\Omega}(f_1, f_2)(x) \leq M_{\Omega}(g_1, g_2)(x) + \frac{\sqrt{\varepsilon}}{2} \lambda \leq M_{\Omega}(g_1, g_2)(x) + \sqrt{\varepsilon} \lambda \]

\[ \leq \frac{|\Omega_{1,\varepsilon}(x)|\Omega_{2,\varepsilon}(x)|}{\omega^{2n-1}|x|^{2n/2}} + (1 - \sqrt{\varepsilon}) \lambda \leq \frac{|\Omega_1(x)|\Omega_2(x)|}{\omega^{2n-1}|x|^{2n/2}} + \lambda, \]

which are equivalent to

\[ |M_{\Omega}(f_1, f_2)(x) - \frac{|\Omega_1(x)|\Omega_2(x)|}{\omega^{2n-1}|x|^{2n/2}}| \leq \lambda, \]

which implies \( x \in G^{\lambda}_1 \), and the claim (3.11) is proved.

Hence by (3.11), we get

\[ |G^{\lambda}_1| \leq |G^{1}_{(1-2\sqrt{\varepsilon})\lambda}| + |G^{2}_{\sqrt{\varepsilon}\lambda}| + |E^{2}_{\sqrt{\varepsilon}\lambda/2}| + |E^{1}_{\sqrt{\varepsilon}\lambda/2}| + |B(0, R_\varepsilon)|. \tag{3.12} \]

It remains to estimate \( |G^{1}_{(1-2\sqrt{\varepsilon})\lambda}| \) and \( |G^{2}_{\sqrt{\varepsilon}\lambda}| \). We split the proof into three parts.

**Part 1: Upper estimate for \( G^{2}_{\sqrt{\varepsilon}\lambda}| \).**

Applying Lemma 2.1 and the method as in Section 3, we conclude that

\[ |G^{2}_{\sqrt{\varepsilon}\lambda}| = \left( \frac{\sum_{i=1}^{2} \|\Omega_i\|_{L_{\log L}(S^{n-1})}}{\varepsilon^{1/4}\omega^{n-1}1^{1/2}} \right)^{1/2} \leq C \frac{\sum_{i=1}^{2} \|\Omega_i\|_{L_{\log L}(S^{n-1})}}{\varepsilon^{1/4}\omega^{n-1}1^{1/2}} \leq \frac{C}{\varepsilon^{1/4}} \frac{1}{\lambda^{1/2}}. \]

Take \( \varepsilon \) small enough \((\varepsilon \leq \max_{i=1,2} \|\Omega_i\|_{L_{\log L}(S^{n-1})})\), then \( |G^{2}_{\sqrt{\varepsilon}\lambda}| \) enjoys the property that

\[ |G^{2}_{\sqrt{\varepsilon}\lambda}| \leq C \frac{\sum_{i=1}^{2} \|\Omega_i\|_{L_{\log L}(S^{n-1})}}{\varepsilon^{1/4}\omega^{n-1}1^{1/2}} \leq \frac{C}{\varepsilon^{1/4}} \frac{1}{\lambda^{1/2}}. \tag{3.13} \]

**Part 2: Upper estimate for \( |G^{1}_{(1-2\sqrt{\varepsilon})\lambda} \cap V^\circ| \).**

We denote \( I(x) \) and \( II(x) \) by

\[ I(x) = \left( \frac{|\Omega_{1,\varepsilon}(x)| + \varepsilon)(|\Omega_{2,\varepsilon}(x)| + \varepsilon)}{\omega^{n-1}1|x|^{2n/2}(1 + \varepsilon)^{2n}} - \frac{(1 - \varepsilon)^2(|\Omega_{1,\varepsilon}(x)| - \varepsilon)(|\Omega_{2,\varepsilon}(x)| - \varepsilon)}{\omega^{n-1}1|x|^{2n/2}(1 + \varepsilon)^{2n}} \right) ; \]

\[ II(x) = \left( \frac{|\Omega_{1,\varepsilon}(x)| + \varepsilon)(|\Omega_{2,\varepsilon}(x)| + \varepsilon)}{\omega^{n-1}1|x|^{2n/2}(1 + \varepsilon)^{2n}} - \frac{|\Omega_{1,\varepsilon}(x)|\Omega_{2,\varepsilon}(x)}{\omega^{n-1}1|x|^{2n/2}} \right). \]
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Obviously $I(x), II(x)$ are positive. Furthermore, for $x \in \{x : |x| > R_{\varepsilon}, x \in V_{\varepsilon}\}$, from (3.4) and (3.8), it holds that

$$\left| M_{\Omega_{\varepsilon}}(g_1, g_2)(x) - \frac{\Omega_{1,\varepsilon}(x)\Omega_{2,\varepsilon}(x)}{\omega_{n-1}^2|x|^{2n/n^2}} \right| \leq \frac{(|\Omega_{1,\varepsilon}(x)| + \varepsilon)(|\Omega_{2,\varepsilon}(x)| + \varepsilon)}{\omega_{n-1}^2|x|^{2n/n^2}(1 + \varepsilon)^{2n}} - M_{\Omega_{\varepsilon}}(g_1, g_2)(x)$$

$$+ \frac{(\Omega_{1,\varepsilon}(x)| + \varepsilon)(|\Omega_{2,\varepsilon}(x)| + \varepsilon)}{\omega_{n-1}^2|x|^{2n/n^2}(1 + \varepsilon)^{2n}} - \frac{\Omega_{1,\varepsilon}(x)\Omega_{2,\varepsilon}(x)}{\omega_{n-1}^2|x|^{2n/n^2}} \leq I(x) + II(x),$$

then it follows that

$$|G_{(1-2\sqrt{\varepsilon})\lambda} \cap V_{\varepsilon}| \leq \left| \left\{ |x| > R_{\varepsilon} : I(x) + II(x) > (1 - 2\sqrt{\varepsilon})\lambda, x \in V_{\varepsilon} \right\} \right|$$

$$\leq \left| \left\{ |x| > R_{\varepsilon} : I(x) > (1 - 2\sqrt{\varepsilon} - \sqrt{(1 + \varepsilon)^{2n} - 1})\lambda, x \in V_{\varepsilon} \right\} \right| + \left| \left\{ |x| > R_{\varepsilon} : II(x) > \sqrt{(1 + \varepsilon)^{2n} - 1 + \sqrt{\varepsilon}}\lambda, x \in V_{\varepsilon} \right\} \right|.$$ 

It’s sufficient to give the upper estimates for the two terms in the right side.

For $I(x)$, we split it into two terms:

$$I(x) = \frac{(\Omega_{1,\varepsilon}(x)| + \varepsilon)(|\Omega_{2,\varepsilon}(x)| + \varepsilon)}{\omega_{n-1}^2|x|^{2n/n^2}} \left( (1 + \varepsilon)^{2n} - \frac{(1 - \varepsilon)^2}{(1 + \varepsilon)^{2n}} \right)$$

$$+ \frac{2(1 - \varepsilon)^2\varepsilon(|\Omega_{1,\varepsilon}(x)| + |\Omega_{2,\varepsilon}(x)|)}{\omega_{n-1}^2(1 + \varepsilon)^{2n}|x|^{2n/n^2}} =: I_1(x) + I_2(x).$$

When $\varepsilon$ is small enough, Lemma 2.1 gives that

$$\left| \left\{ |x| > R_{\varepsilon} : I_1(x) > (1 - 2\sqrt{\varepsilon} - 2\sqrt{\varepsilon} - \sqrt{(1 + \varepsilon)^{2n} - 1})\lambda, x \in V_{\varepsilon} \right\} \right|$$

$$\leq \left\| (\Omega_{1,\varepsilon} + \varepsilon)(\Omega_{2,\varepsilon} + \varepsilon) \right\|_{L^{1/2}(\mathbb{S}^{n-1})}^{1/2} \left( (1 + \varepsilon)^{4n} - (1 - \varepsilon)^2 \right)^{1/2} \lambda^{1/2}$$

$$\leq C \frac{\left\| \Omega_{1,\varepsilon} \Omega_{2,\varepsilon} \right\|_{L^{1/2}(\mathbb{S}^{n-1})}^{1/2}}{\omega_{n-1}} \frac{\varepsilon^{1/4}}{\lambda^{1/2}}$$

and

$$\left| \left\{ |x| > R_{\varepsilon} : I_2(x) > \sqrt{\varepsilon}\lambda, x \in V_{\varepsilon} \right\} \right| \leq \frac{\sqrt{2}(1 - \varepsilon) \left\| \Omega_{1,\varepsilon} \right\|_{L^{1/2}(\mathbb{S}^{n-1})} \varepsilon^{1/4}}{\omega_{n-1}(1 + \varepsilon)^n}$$

$$\leq C \sum_{i=1}^{2} \frac{\left\| \Omega_{i} \right\|_{L_{\log L}(\mathbb{S}^{n-1})}}{\omega_{n-1}} \frac{1}{\lambda^{1/2}}.$$
These two estimates indicate that
\[
\left| \{ |x| > R_\varepsilon : I(x) > \left( 1 - 2\sqrt{\varepsilon} - \sqrt{\varepsilon_1} - \sqrt{(1 + \varepsilon)^{2n} - 1} \right) \lambda, x \in \mathcal{V}_\varepsilon \} \right| \leq \frac{C_\Omega_4}{\lambda^{1/2}} \left( \varepsilon^{1/2} + \varepsilon_1^{1/4} \right). \tag{3.14}
\]
As for $II(x)$, we split it in the following way:
\[
II(x) = \frac{(\Omega_1(x) + \varepsilon)(\Omega_2(x) + \varepsilon)}{\omega_{n-1}^2 / |x|^{2n}} \left( (1 + \varepsilon)^{2n} - 1 \right) + \frac{\varepsilon \left( |\Omega_1(x)| + |\Omega_2(x)| + \varepsilon \right)}{\omega_{n-1}^2 / |x|^{2n}}
\]
and may get the following desired estimate:
\[
\left| \{ |x| > R_\varepsilon : II(x) > \left( (1 + \varepsilon)^{2n} - 1 + \sqrt{\varepsilon} \right) \lambda, x \in \mathcal{V}_\varepsilon \} \right| \leq \frac{C_\Omega_5 \varepsilon}{\lambda^{1/2}} \left( \varepsilon^{1/4} + \varepsilon_1^{1/4} \right). \tag{3.15}
\]
Combining (3.14) and (3.15), we get
\[
\left| G_{1-2\sqrt{\varepsilon}}(1) \cap \mathcal{V}_\varepsilon \right| \leq \frac{C_\Omega_4 + C_\Omega_5}{\lambda^{1/2}} \left( \varepsilon^{1/4} + \varepsilon_1^{1/4} \right). \tag{3.16}
\]

Part 3: Upper estimate for $\left| G_{1-2\sqrt{\varepsilon}}(1) \cap \mathcal{V}_\varepsilon \right|$. For $|x| > R_\varepsilon$, it follows from the inequality (3.4) that
\[
\left| M_{\Omega_\varepsilon}(g_1, g_2)(x) \right| \leq \frac{|\Omega_1(x)| |\Omega_2(x)|}{\omega_{n-1}^2 / |x|^{2n}} \leq 2 \frac{\left( |\Omega_1(x)| + \varepsilon (|\Omega_2(x)| + \varepsilon) \right)}{\omega_{n-1}^2 / |x|^{2n}}.
\]
Then by Lemma 2.1, $G_{1-2\sqrt{\varepsilon}}(1) \cap \mathcal{V}_\varepsilon$ is dominated by
\[
\left| G_{1-2\sqrt{\varepsilon}}(1) \cap \mathcal{V}_\varepsilon \right| \leq \frac{\sqrt{2}(1 + \varepsilon)^n}{\omega_{n-1}^2 (1 - 2\sqrt{\varepsilon})^{1/2}} \frac{\| \prod_{i=1}^2 (|\Omega_i| + \varepsilon) \|^2_{L^1(S^{n-1} \setminus S')} 1}{\lambda^{1/2}}.
\]
Let $\theta \in S^{n-1} \setminus S'_\varepsilon$, then at least one of $|\Omega_1(\theta)|$ and $|\Omega_2(\theta)|$ should be not more than $\varepsilon$. So we let
\[
S'_\varepsilon = \{ \theta : |\Omega_1(\theta)| \leq \varepsilon \} \quad \text{and} \quad S''_\varepsilon = \{ \theta : |\Omega_2(\theta)| \leq \varepsilon \}.
\]
It is obvious that $S^{n-1} \setminus S'_\varepsilon \subset S'_\varepsilon \cup S''_\varepsilon$, and
\[
\left\| \prod_{i=1}^2 (|\Omega_i| + \varepsilon) \right\|^{1/2}_{L^1(S^{n-1} \setminus S')} \leq \left\| \prod_{i=1}^2 (|\Omega_i| + \varepsilon) \right\|^{1/2}_{L^1(S'_\varepsilon)} + \left\| \prod_{i=1}^2 (|\Omega_i| + \varepsilon) \right\|^{1/2}_{L^1(S''_\varepsilon)} \leq \sum_{i=1}^2 \left( \|2\varepsilon\|_{L^1(S^{n-1})} \|\Omega_i| + \varepsilon\|_{L^1(S^{n-1})} \right)^{1/2} \leq (2\omega_{n-1}\varepsilon)^{1/2} \sum_{i=1}^2 \left( \|\Omega_i\|_{L \log L(S^{n-1})} + \varepsilon + \varepsilon \omega_{n-1} \right)^{1/2}.
\]
Then for $\varepsilon$ small enough, we get
\[
|G_{(1-2\sqrt{\varepsilon})}\lambda \cap V_{\varepsilon}^\varepsilon| \leq \frac{C_{\tilde{\Omega}}}{\lambda^{1/2}} \leq \frac{C_{\tilde{\Omega}}}{\lambda^{1/2}} \varepsilon^{1/4}.
\] (3.17)

Finally, by (3.1), (3.2), (3.12), (3.13), (3.16) and (3.17), it holds that
\[
|G_{\lambda}| \leq \frac{C_{\tilde{\Omega}}}{\lambda^{1/2}} (\varepsilon^{1/4} + \varepsilon^{1/2}),
\] (3.18)

where $C_{\tilde{\Omega}} = 4 \max(C_{\tilde{\Omega},1,1}, C_{\tilde{\Omega},1,2}, C_{\tilde{\Omega},3,1}, C_{\tilde{\Omega},4,1} + C_{\tilde{\Omega},5,1}, C_{\tilde{\Omega},4,2})$.

Multiplying $\lambda^{1/2}$ on both sides of (3.18), and by the arbitrariness of $\varepsilon$, we have
\[
\lim_{\lambda \to 0^+} \lambda |G_{\lambda}|^2 = 0.
\]

\[\square\]

4 Proof of Theorem 1.2

We use the same notations as in Section 3, and denote
\[
F_\lambda = \{ x : |T_{\tilde{\Omega}}(f_1, f_2)(x)| > \lambda \};
\]
\[
F_\lambda^1 = \{ x : |T_{\tilde{\Omega}}(g_1, g_2)(x)| > \lambda \};
\]
\[
F_\lambda^2 = \{ x : |T_{\tilde{\Omega}}(g_1, g_2)(x)| + |T_{\tilde{\Omega}}(h_1, g_2)(x)| + |T_{\tilde{\Omega}}(h_1, h_2)(x)| > \lambda \}.
\]

Then by triangle inequality, we have
\[
F_\lambda \subset F_\lambda^1 \cup F_\lambda^2 \quad \text{and} \quad F_\lambda^3 \subset F_\lambda^1 \cup F_\lambda^2.
\]

It is quite natural to use $\tilde{\Omega}_{i,\varepsilon}, \tilde{\Omega}_{1,\varepsilon}, \tilde{\Omega}_{2,\varepsilon}$ and $\tilde{\Omega}_{2,\varepsilon}$ as in Theorem 1.1 to define $F_\lambda^3$ and $F_\lambda^4$. In particular, to control $F_\lambda^4$, we need to use the boundedness of $T_{\tilde{\Omega}}$. However, the decomposition may not preserve the vanishing property of the kernel on the unit sphere.

To overcome this difficulty, we make a proper modification and reconstruct the kernel as follows: for $i = 1, 2$, let
\[
\tilde{\Omega}_{i,\varepsilon}' := \tilde{\Omega}_{i,\varepsilon} - \int_{S_{n-1}} \tilde{\Omega}_{i,\varepsilon}(\theta) d\sigma(\theta) \quad \text{and} \quad \Omega_{i,\varepsilon}' = \Omega_i - \tilde{\Omega}_{i,\varepsilon}'.
\]

Obviously $\tilde{\Omega}_{i,\varepsilon}'$ satisfies the vanishing condition, and so does $\Omega_{i,\varepsilon}'$. Furthermore, the $L \log L$ norm of $\tilde{\Omega}_{i,\varepsilon}'$ can be controlled by a constant multiply $\varepsilon$.

Thus we define
\[
\tilde{\Omega}_{i,\varepsilon}' = (\Omega_{i,\varepsilon}', \Omega_{2,\varepsilon}');
\]
\[
\tilde{\Omega}_{1,\varepsilon}' = (\Omega_{1,\varepsilon}', \Omega_{2,\varepsilon}); \quad \tilde{\Omega}_{1,\varepsilon}' = (\Omega_{1,\varepsilon}', \Omega_{2,\varepsilon}); \quad \tilde{\Omega}_{i,\varepsilon}' = (\tilde{\Omega}_{i,\varepsilon}', \tilde{\Omega}_{2,\varepsilon}');
\]
\[
F_\lambda^3 := \left\{ x : |T_{\tilde{\Omega}_{i,\varepsilon}'}(g_1, g_2)(x)| > \lambda \right\};
\]
\[
F_\lambda^4 := \left\{ x : |T_{\tilde{\Omega}_{i,\varepsilon}'}(g_1, g_2)(x)| + |T_{\tilde{\Omega}_{i,\varepsilon}'}(g_1, g_2)(x)| + |T_{\tilde{\Omega}_{i,\varepsilon}'}(g_1, g_2)(x)| > \lambda \right\}.
\]
Then it follows that
\[ F_\lambda \subset F^{2\sqrt{\varepsilon} \lambda / 2} \cup F^{3(1-\sqrt{\varepsilon})\lambda} \cup F^{4\sqrt{\varepsilon} \lambda / 2} \cup \overline{B(0, R_\varepsilon)}, \]
and
\[ F^{3(1+\sqrt{\varepsilon})\lambda} \subset F_\lambda \cup F^{2\sqrt{\varepsilon} \lambda / 2} \cup F^{4\sqrt{\varepsilon} \lambda / 2}. \]  
(4.1)

The same reasoning as in Section 3 yields that
\[ |F^{2\sqrt{\varepsilon} \lambda / 2}| \leq C'_{\Omega,1} \varepsilon^{1/4}, \quad |F^{4\sqrt{\varepsilon} \lambda / 2}| \leq C'_{\Omega,2} \varepsilon^{1/4}, \]  
(4.2)

and
\[ |T_{\Omega,\varepsilon}(g_1, g_2)(x)| \leq \frac{(1+\varepsilon)^2 \prod_{i=1}^{2} (|\Omega_{i,\varepsilon}'(x)| + \varepsilon)}{|x|^{2n}}, \quad \text{for} \ |x| > R_\varepsilon; \]
\[ |T_{\Omega,\varepsilon}'(g_1, g_2)(x)| \leq \frac{2 \prod_{i=1}^{2} (|\Omega_{i,\varepsilon}'(x)| + \varepsilon)}{(1+\varepsilon)^2 |x|^{2n}}, \quad \text{for} \ |x| > R_\varepsilon, \in V_\varepsilon. \]  
(4.3)

From (4.1), (4.2) and (4.3), using the same method as in Section 3, we can obtain
\[ \lim_{\lambda \to 0^+} \lambda |F_\lambda|^2 = \frac{\|\Omega_1 \Omega_2\|_{L^{1/2}(S^{n-1})}}{n^2}, \]
which finishes the proof of Theorem 1.2 (i).

Now we turn to Theorem 1.2 (ii). Let
\[ H_\lambda = \left\{ x : \left| T_{\Omega}(f_1, f_2)(x) - \frac{|\Omega_1(x)\Omega_2(x)|}{|x|^{2n}} \right| > \lambda \right\}; \]
\[ H^1_\lambda = \left\{ |x| > R_\varepsilon : \left| T_{\Omega,\varepsilon}(g_1, g_2)(x) - \frac{|\Omega_{1,\varepsilon}(x)\Omega_{2,\varepsilon}(x)|}{|x|^{2n}} \right| > \lambda \right\}; \]
\[ H^2_\lambda = \left\{ x : \left| \Omega_1(x)\Omega_2(x) - \frac{|\Omega_{1,\varepsilon}(x)\Omega_{2,\varepsilon}(x)|}{|x|^{2n}} \right| > \lambda \right\}. \]

Note that the following inclusion relationship is true:
\[ H_\lambda \subset H^1_{(1-2\sqrt{\varepsilon})\lambda} \cup H^2_{\sqrt{\varepsilon} \lambda} \cup F^{2\sqrt{\varepsilon} / 2} \cup F^{4\sqrt{\varepsilon} / 2} \cup \overline{B(0, R_\varepsilon)}, \]
and \( H_\lambda \) enjoys the following property:
\[ \lim_{\lambda \to 0^+} \lambda |H_\lambda|^2 = 0 \]
The proof of Theorem 1.2 is finished.
5 Proofs of Theorems 1.3 and 1.4

To prove Theorems 1.3 and 1.4, we need the following lemma for \( M_\Omega^\alpha \) and \( T_\Omega^\alpha \).

**Lemma 5.1.** For \( 0 < \alpha < n \) and \( \Omega_1, \Omega_2 \subset L^n/(n-\alpha)(\mathbb{S}^{n-1}) \), \( M_\Omega^\alpha \) and \( T_\Omega^\alpha \) are bounded from \( L^1 \times L^1 \) to \( L^{n/(n-\alpha),\infty} \), and the following norm inequalities hold:

\[
\|M_\Omega^\alpha\|_{L^1 \times L^1 \to L^{n/(n-\alpha),\infty}} \leq C \|\Omega_1\|_{L^n/(n-\alpha)(\mathbb{S}^{n-1})} \|\Omega_2\|_{L^n/(n-\alpha)(\mathbb{S}^{n-1})};
\]

\[
\|T_\Omega^\alpha\|_{L^1 \times L^1 \to L^{n/(n-\alpha),\infty}} \leq C \|\Omega_1\|_{L^n/(n-\alpha)(\mathbb{S}^{n-1})} \|\Omega_2\|_{L^n/(n-\alpha)(\mathbb{S}^{n-1})}.
\]

**Proof.** Let \( \Omega \in L^n/(n-\alpha)(\mathbb{S}^{n-1}) \) and \( f \in L^1 \), it was shown in [31] that

\[
\|M_\Omega^\alpha f\|_{L^n/(n-\alpha)} \leq C \|\Omega\|_{L^n/(n-\alpha)(\mathbb{S}^{n-1})} \|f\|_{L^1};
\]

\[
\|T_\Omega^\alpha f\|_{L^n/(n-\alpha)} \leq C \|\Omega\|_{L^n/(n-\alpha)(\mathbb{S}^{n-1})} \|f\|_{L^1}.
\]

Then Lemma 5.1 follows from the fact that

\[
M_\Omega^\alpha (f_1, f_2)(x) \leq M_\Omega^\alpha f_1(x) \cdot M_\Omega^\alpha f_2(x), \quad |T_\Omega^\alpha (f_1, f_2)(x)| \leq T_\Omega^\alpha |f_1(x)| \cdot T_\Omega^\alpha |f_2(x)|
\]

and Hölder’s inequality for weak spaces [14, p.16].

**Proof of Theorem 1.3.** Define

\[
\tilde{E}_\lambda = \left\{ x : M_\Omega^\alpha (f_1, f_2)(x) > \lambda \right\};
\]

\[
\tilde{E}_\lambda^2 = \left\{ x : M_\Omega^\alpha (g_1, h_2)(x) + M_\Omega^\alpha (h_1, g_2)(x) + M_\Omega^\alpha (h_1, h_2)(x) > \lambda \right\};
\]

\[
\tilde{E}_\lambda^3 = \left\{ |x| > R_\varepsilon : M_\Omega^\alpha (g_1, g_2)(x) > \lambda \right\};
\]

\[
\tilde{E}_\lambda^4 = \left\{ x : M_\Omega^\alpha_{\varepsilon,1} (g_1, g_2)(x) + M_\Omega^\alpha_{\varepsilon,2} (g_1, g_2)(x) + 3M_\Omega^\alpha_{\varepsilon,3} (g_1, g_2)(x) > \lambda \right\},
\]

where \( \Omega_{\varepsilon,1}, \Omega_{\varepsilon,2}, \Omega_{\varepsilon,3} \) are selected to be the same as in Section 3, the only difference is that we use the inequality \( \|\Omega_{\varepsilon,0}\|_{L^n/(n-\alpha)(\mathbb{S}^{n-1})} < \varepsilon \) to replace \( \|\Omega_{\varepsilon,0}\|_{L^\log L(\mathbb{S}^{n-1})} < \varepsilon \). By the same reasoning, we have

\[
\tilde{E}_\lambda^3 (1+\sqrt{\varepsilon/2}) \setminus \tilde{E}_\lambda^3 \subset \tilde{E}_\lambda \subset \tilde{E}_\lambda^3 \cup \tilde{E}_\lambda^3 (1-\sqrt{\varepsilon}) \cup \tilde{E}_\lambda^4 \cup B(0, R_\varepsilon).
\]

(5.1)

Then the same steps as in Section 3 give that

\[
|\tilde{E}_\lambda^2| \leq C_{\Omega,\alpha,1} \frac{\varepsilon^{n/(4(n-\alpha))}}{\chi_{n/2(n-\alpha)}}, \quad |\tilde{E}_\lambda^4| \leq C_{\Omega,\alpha,2} \frac{\varepsilon^{n/(4(n-\alpha))}}{\chi_{n/2(n-\alpha)}},
\]

(5.2)

and

\[
M_\Omega^\alpha (g_1, g_2)(x) \leq \frac{n^{2(n-\alpha)/n} (1+\varepsilon)^{2(n-\alpha)}}{\omega_{n-1}^{2(n-\alpha)/n} |x|^{2(n-\alpha)}}, \quad \text{for } |x| > R_\varepsilon;
\]

(5.3)

\[
M_\Omega^\alpha (g_1, g_2)(x) \leq \frac{n^{2(n-\alpha)/n} (1+\varepsilon)^{2(n-\alpha)}}{\omega_{n-1}^{2(n-\alpha)/n} |x|^{2(n-\alpha)}}, \quad \text{for } |x| > R_\varepsilon, x \in V_\varepsilon.
\]
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Then we have
\[ \lim_{\lambda \to 0^+} \lambda |\tilde{E}_\lambda|^{2(n-\alpha)/n} = \frac{\|\Omega_1\Omega_2\|_{L^{n/2(n-\alpha)}(\mathbb{R}^{n-1})}}{\omega_{n-1}^{2(n-\alpha)/n}}. \]

The proof of Theorem 1.3 (i) is finished.

It remains to prove Theorem 1.3 (ii), we set
\[ \tilde{G}_\lambda = \left\{ x : \left| M_\Omega^\alpha(f_1, f_2)(x) - \frac{|\Omega_1(x)\Omega_2(x)|}{\omega_{n-1}^{2(n-\alpha)/n}|x|^{2(n-\alpha)/n}} \right| > \lambda \right\}; \]
\[ \tilde{G}_\lambda^1 = \left\{ |x| > R_\varepsilon : \left| M_\Omega^\alpha(g_1, g_2)(x) - \frac{|\Omega_{1,\varepsilon}(x)\Omega_{2,\varepsilon}(x)|}{\omega_{n-1}^{2(n-\alpha)/n}|x|^{2(n-\alpha)/n}} \right| > \lambda \right\}; \]
\[ \tilde{G}_\lambda^2 = \left\{ x : \left| \frac{|\Omega_1(x)\Omega_2(x)|}{\omega_{n-1}^{2(n-\alpha)/n}|x|^{2(n-\alpha)/n}} - \frac{|\Omega_{1,\varepsilon}(x)\Omega_{2,\varepsilon}(x)|}{\omega_{n-1}^{2(n-\alpha)/n}|x|^{2(n-\alpha)/n}} \right| > \lambda \right\}. \]

It’s easy to check that the following inclusion relationship holds:
\[ \tilde{G}_\lambda \subset \tilde{G}_\lambda^1 \subset \tilde{G}_\lambda^2 \subset \tilde{E}_\varepsilon^{\varepsilon/2} \subset \tilde{E}_\varepsilon^{\varepsilon/2} \cup B(0, R_\varepsilon). \]

We may apply the same reasoning as in Section 3 to obtain
\[ \lim_{\lambda \to 0^+} \lambda |\tilde{G}_\lambda^2|^{2(n-\alpha)/n} = 0. \]

The only difference is the powers of \( \omega_{n-1}, n, |x| \) and \( 1 + \varepsilon \), so we omit the details. This finishes the proof of Theorem 1.3.

**Proof of Theorem 1.4.** Let \( \Omega_{\varepsilon}, \tilde{\Omega}_{\varepsilon,1}, \tilde{\Omega}_{\varepsilon,2}, \tilde{\Omega}_{\varepsilon,\varepsilon} \) be the same kernels as in the proof of Theorem 1.3, and set
\[ \tilde{F}_\lambda = \left\{ x : \left| T_{\tilde{\Omega}}^\alpha(f_1, f_2)(x) \right| > \lambda \right\}; \]
\[ \tilde{F}_\lambda^2 = \left\{ x : \left| T_{\tilde{\Omega}}^\alpha(g_1, h_2)(x) \right| + \left| T_{\tilde{\Omega}}^\alpha(h_1, g_2)(x) \right| + \left| T_{\tilde{\Omega}}^\alpha(h_1, h_2)(x) \right| > \lambda \right\}; \]
\[ \tilde{F}_\lambda^3 = \left\{ |x| > R_\varepsilon : \left| T_{\tilde{\Omega}_{\varepsilon,\varepsilon}}^\alpha(g_1, g_2)(x) \right| > \lambda \right\}; \]
\[ \tilde{F}_\lambda^4 = \left\{ x : \left| T_{\tilde{\Omega}_{\varepsilon,1}}^\alpha(g_1, g_2)(x) \right| + \left| T_{\tilde{\Omega}_{\varepsilon,2}}^\alpha(g_1, g_2)(x) \right| + \left| 3 T_{\tilde{\Omega}_{\varepsilon,\varepsilon}}^\alpha(g_1, g_2)(x) \right| > \lambda \right\}. \]

Then we have
\[ \tilde{F}_\lambda^{\varepsilon_1/2} \setminus \tilde{F}_\lambda^{\varepsilon_2/2} \subset \tilde{F}_\lambda \subset \tilde{F}_\lambda^{\varepsilon_1/2} \cup \tilde{F}_\lambda^{\varepsilon_2/2} \cup \tilde{F}_\lambda^{\varepsilon_3/2} \cup B(0, R_\varepsilon). \]

Using Lemma 5.1, we can show that
\[ |\tilde{F}_\lambda^{\varepsilon_2/2}| \leq C_{\Omega,\alpha,1} \varepsilon^{n/4(n-\alpha)} \lambda^{n/2(n-\alpha)}, \quad |\tilde{F}_\lambda^{\varepsilon_3/2}| \leq C_{\Omega,\alpha,2} \varepsilon^{n/4(n-\alpha)} \lambda^{n/2(n-\alpha)}, \]
and
\[
|T_{\Omega_\varepsilon}^\alpha (g_1, g_2)(x)| \leq \frac{(1 + \varepsilon)^{2(n-\alpha)} \prod_{i=1}^2 (|K_{1,\varepsilon}(x)| + \varepsilon)}{|x|^{2(n-\alpha)}}, \quad \text{for } |x| > R_\varepsilon;
\]
\[
|T_{\Omega_\varepsilon}^\alpha (g_1, g_2)(x)| \leq \frac{2 \prod_{i=1}^2 (|K_{1,\varepsilon}(x)| + \varepsilon)}{(1 + \varepsilon)^{2(n-\alpha)} |x|^{2(n-\alpha)}}, \quad \text{for } |x| > R_\varepsilon, \varepsilon \in V_\varepsilon.
\]

With these estimates in hand, it’s easy to get
\[
\lim_{\lambda \to 0^+} \lambda^{-2(n-\alpha)/n} \|\tilde{F}_{\lambda}\|_{L^{n/2(n-\alpha)}(\mathbb{R}^{n-1})} = \frac{\|\Omega_1 \Omega_2\|}{n^{2(n-\alpha)/n}},
\]
which finishes the proof of Theorem 1.4 (i).

To prove Theorem 1.4 (ii), we denote
\[
\bar{H}_\lambda = \left\{ x : \left| T_{\Omega_\varepsilon}^\alpha (f_1, f_2)(x) - \frac{\Omega_1(x)\Omega_2(x)}{|x|^{2(n-\alpha)}} \right| > \lambda \right\};
\]
\[
\bar{H}_\lambda^1 = \left\{ |x| > R_\varepsilon : \left| T_{\Omega_\varepsilon}^\alpha (g_1, g_2)(x)) - \frac{\Omega_1,\varepsilon(x)\Omega_2,\varepsilon(x)}{|x|^{2(n-\alpha)}} \right| > \lambda \right\};
\]
\[
\bar{H}_\lambda^2 = \left\{ x : \left| \frac{\Omega_1(x)\Omega_2(x) - \Omega_1,\varepsilon(x)\Omega_2,\varepsilon(x)}{|x|^{2(n-\alpha)}} \right| > \lambda \right\}.
\]

Then Theorem 1.4 (ii) follows easily from the same steps as in the proof of Theorem 1.3. \(\square\)

6 Results with power weighted measure

Eﬀorts have been made in generalizing the Lebesgue measure to other measures. For example, [25] showed that for \(X = (0, \infty)\) with the Euclidean metric and \(d\nu(x) = 1_{x(x>0)} x dx\), it holds that
\[
\lim_{\lambda \to 0^+} \lambda\nu (\{ x \in X : M_{\nu} f(x) > \lambda \}) = \frac{1}{4} \|f\|_{L^1(X, d\nu)}.
\]

Let us first introduce some background about power weighted measure. Power weighted measure in \(\mathbb{R}^n\) is a special measure deﬁned by \(d\mu(x) = |x|^\beta dx\), where \(\beta \in \mathbb{R}\). As a measure, it was shown that \(d\mu\) is doubling when \(\beta > -n\); as a weight, \(|x|^\beta\) is an \(A_p\) weight if and only if \(-n < \beta < n(p - 1)\) for \(1 < p < \infty\). Note that the power weighted measure of a measurable set in \(\mathbb{R}^n\) is given by \(\mu(E) = \int_E d\mu(x)\).

Recently, under the power weighted measure, Hou and Wu [23] gave similar results for fractional maximal functions and fractional integrals associated with power weighted measure \(d\mu\) deﬁned by
\[
M_{\mu}^\alpha f(x) = \sup_{r>0} \frac{1}{\mu(B(x, r))^{(n-\alpha)/n}} \int_{B(x, r)} |f(y)| d\mu(y)
\]

{22}
and
\[ T^\alpha_\mu f(x) = \int_{\mathbb{R}^n} \frac{f(y)}{\mu(B(x, |x-y|))^{(n-\alpha)/n}} d\mu(y). \]

The main results in [23] are as follows:

**Theorem A.** ([23]) For \( d\mu(x) = |x|^\beta \, dx, \beta \geq 0 \) and \( f \in L^1(\mathbb{R}^n, d\mu) \), it holds that
\[
\lim_{\lambda \to 0^+} \lambda^{n/(n-\alpha)} \mu \left( \left\{ x \in \mathbb{R}^n : M^\alpha f(x) > \lambda \right\} \right) = \frac{\omega_{n-1}}{(n + \beta)\mu(e_1, 1)} \| f \|_{L^1(\mathbb{R}^n, d\mu)}^{\alpha/(n-\alpha)},
\]
\[
\lim_{\lambda \to 0^+} \lambda^{n/(n-\alpha)} \mu \left( \left\{ x \in \mathbb{R}^n : M^\alpha f(x) - \frac{\| f \|_{L^1(\mathbb{R}^n, d\mu)}}{\mu(B(x, |x|))^{(n-\alpha)/n}} > \lambda \right\} \right) = 0,
\]
where \( e_1 = (1, 0, \cdots, 0) \) is the unit vector on \( \mathbb{R}^n \). Similar results were also given for \( T^\alpha_\mu \) when \( f \geq 0 \).

For some other related works, we refer the readers to [22, 24, 38].

Motivated by the above works, it’s natural to ask whether we can obtain the similar results for multilinear fractional type operators with rough kernel. In this section, we give a confirmative answer to this question.

We begin with one definition and some lemmas.

**Definition 6.1.** Suppose \( 0 < \alpha < n \), \( d\mu(x) = |x|^\beta, \beta \geq 0 \), \( \Omega_1, \Omega_2 \) are homogeneous of degree 0. The fractional maximal functions and fractional integrals associated with rough kernels \( \Omega_1, \Omega_2 \) and the power weighted measure \( d\mu \) by
\[
M^\alpha_{\Omega_1, \mu} (f_1, f_2)(x) := \sup_{r > 0} \frac{1}{\mu(B(x, r))^{2(\alpha-n)/n}} \prod_{i=1}^2 \int_{B(x,r)} |\Omega_i(x-y_i)f_i(y_i)| d\mu(y_i),
\]
\[
T^\alpha_{\Omega_1, \mu} (f_1, f_2)(x) := \int_{\mathbb{R}^n} \frac{\Omega_1(x-y_1)\Omega_2(x-y_2)f_1(y_1)f_2(y_2)}{\mu(B(x, |x-y_1, x-y_2|))^{2(\alpha-n)/n}} d\mu(y_1)d\mu(y_2).
\]

We need the following lemmas:

**Lemma 6.1.** For all \( \beta \geq 0, x \in \mathbb{R}^n \) and \( r > 0 \), the following properties holds:

(i) \( \mu(B(x, r|x|)) = \mu(e_1, r)|x|^{n+\beta}; \)

(ii) \( \mu(B(0, r)) \leq \mu(B(x, r)). \)

**Proof.** Obviously, (i) can be deduced by variable substitution.

So we focus on (ii). If \( |x| > 2r \), then for all \( y \in B(0, r) \), \( |x-y| > r > |y| \), thus
\[
\mu(B(0, r)) = \int_{B(0,r)} |y|^\beta dy \leq \int_{B(0,r)} |x-y|^\beta dy = \int_{B(x,r)} |y|^\beta dy = \mu(B(x, r)).
\]

If \( |x| < 2r \), then \( E := B(0, r) \cap B(x, r) \) is not an empty set. Now for all \( y \in B(0, r) \setminus E \), we have \( |x-y| > r > |y| \). See Figure 2 for 2-dimensional case.
Thus

\[ \mu(B(0, r)) = \int_{B(0, r)} |y|^\beta \, dy = \int_E |y|^\beta \, dy + \int_{B(0, r) \setminus E} |y|^\beta \, dy \]

\[ \leq \int_{|y| < r, |x-y| < r} |y|^\beta \, dy + \int_{B(0, r) \setminus E} |x-y|^\beta \, dy \]

\[ = \int_{|y'| < r, |x-y'| < r} |x-y'|^\beta \, dy + \int_{B(0, r) \setminus E} |x-y|^\beta \, dy \]

\[ = \int_{B(0, r)} |x-y|^\beta \, dy = \mu(B(x, r)). \]

The proof of Lemma 6.1 is finished. \( \square \)

**Remark 6.1.** Note that, for all \( x_1, x_2 \in \mathbb{R}^n \) satisfying \( |x_1| \leq |x_2| \), the inequality \( \mu(B(x_1, r)) \leq \mu(B(x_2, r)) \) holds.

We need the weighted version of Lemma 2.1 as follows:

**Lemma 6.2.** For fixed \( \lambda, \gamma > 0 \), \( \Phi \) is homogeneous of degree \( 0 \), \( S \subset \mathbb{S}^{n-1} \) is a measurable set. Then we have

\[ \mu \left( \left\{ x \in \mathbb{R}^n : \frac{|\Phi(x)|}{|x|^\gamma} > \lambda, \frac{x}{|x|} \in S \right\} \right) = \frac{||\Phi||_{L^{(n+\beta)/\gamma}(S)}}{(n+\beta)\lambda^{(n+\beta)/\gamma}}. \]

We need the following endpoint weak type estimates of \( M_{\Omega, \mu}^\alpha \) and \( T_{\Omega, \mu}^\alpha \).
Lemma 6.3. If $0 < \alpha < n$ and $\Omega_1, \Omega_2 \in L^{n/(n-\alpha)}(\mathbb{S}^{n-1})$, then $M^\alpha_{\Omega, \mu}$ and $T^\alpha_{\Omega, \mu}$ are bounded from $L^1(\mathbb{R}^n, d\mu) \times L^1(\mathbb{R}^n, d\mu)$ to $L^{n/2(n-\alpha)\infty}(\mathbb{R}^n, d\mu)$.

Proof. Define the convolution associated with $\mu$ by

$$f \ast g(x) = \int_{\mathbb{R}^n} f(x - y)g(y)d\mu(y).$$

By Lemma 6.1, we have

$$M^\alpha_{\Omega, \mu}(f_1, f_2)(x) \leq \sup_{r > 0} \int_{B(x, r)^2} \frac{\prod_{i=1}^2 |f_i(y_i)\Omega_i(x - y_i)|d\mu(y_i)}{\mu(B(x, \max(|x - y_1|, |x - y_2|)))^{2(n-\alpha)/n}}$$

$$\leq \int_{\mathbb{R}^{2n}} \frac{\prod_{i=1}^2 |f_i(y_i)\Omega_i(x - y_i)|d\mu(y_i)}{\mu(B(x, \max(|x - y_1|, |x - y_2|)))^{2(n-\alpha)/n}}$$

$$\leq \int_{\mathbb{R}^{2n}} \frac{\prod_{i=1}^2 |f_i(y_i)\Omega_i(x - y_i)|d\mu(y_i)}{\mu(B(0, |(x - y_1, x - y_2)|/\sqrt{2}))^{2(n-\alpha)/n}}$$

$$\leq C \prod_{i=1}^2 \frac{\Omega_i(x)}{|(n-\alpha)(n+\beta)/n|} * |f_i|(x),$$

and

$$|T^\alpha_{\Omega, \mu}(f_1, f_2)(x)| \leq \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\prod_{i=1}^2 |\Omega_i(x - y_i)||f_i(y_i)|d\mu(y_i)}{\mu(B(x, |(x - y_1, x - y_2)|))^{2(n-\alpha)/n}}$$

$$\leq \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\prod_{i=1}^2 |\Omega_i(x - y_i)||f_i(y_i)|d\mu(y_i)}{\mu(B(0, |(x - y_1, x - y_2)|))^{2(n-\alpha)/n}}$$

$$= C \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\prod_{i=1}^2 |\Omega_i(x - y_i)||f_i(y_i)|d\mu(y_i)}{|(x - y_1, x - y_2)|^{2(n-\alpha)(n+\beta)/n}}$$

$$\leq C \prod_{i=1}^2 \frac{\Omega_i(x)}{|(n-\alpha)(n+\beta)/n|} * |f_i|(x).$$

On the other hand, Hölder’s inequality, together with Young’s inequality for weak type
spaces \[14, p.23\] and Lemma 6.2 yields that
\[
\left\| \prod_{i=1}^{2} \frac{\left| \Omega_i(\cdot) \right|}{\cdot \cdot \cdot} \frac{\left| f_i \right| (x)}{(n-\alpha)(n+\beta)/n} \right\|_{L^{n/2(n-\alpha),\infty}(\mathbb{R}^n, d\mu)} \leq C \prod_{i=1}^{2} \left\| \frac{\left| \Omega_i(\cdot) \right|}{\cdot \cdot \cdot} \frac{\left| f_i \right| (x)}{(n-\alpha)(n+\beta)/n} \right\|_{L^{n/(n-\alpha),\infty}(\mathbb{R}^n, d\mu)} \leq C \prod_{i=1}^{2} \left\| \frac{\left| \Omega_i(\cdot) \right|}{\cdot \cdot \cdot} \frac{\left| f_i \right| (x)}{(n-\alpha)(n+\beta)/n} \right\|_{L^{n/(n-\alpha),\infty}(\mathbb{R}^n, d\mu)} = C \prod_{i=1}^{2} \left\| \Omega_i \right\|_{L^{n/(n-\alpha)}(\mathbb{S}^{n-1}, d\sigma)} \left\| f_i \right\|_{L^{1}(\mathbb{R}^n, d\mu)}.
\]

Therefore the \(L^{n/2(n-\alpha),\infty}(\mathbb{R}^n, d\mu)\) norms of \(M_{\Omega,\mu}^{\alpha} (f_1, f_2)\) and \(T_{\Omega,\mu}^{\alpha} (f_1, f_2)\) can be controlled by \(C \prod_{i=1}^{2} \|\Omega_i\|_{L^{n/(n-\alpha)}(\mathbb{S}^{n-1}, d\sigma)} \|f_i\|_{L^{1}(\mathbb{R}^n, d\mu)}\). Thus Lemma 6.3 is proved. \(\square\)

By Lemma 6.1 - 6.3, and applying the method in Section 5, one may obtain

**Theorem 6.1.** Let \(0 < \alpha < n\) and \(\Omega_1, \Omega_2 \in L^{n/(n-\alpha)}(\mathbb{S}^{n-1})\). Then for all \(f_1, f_2 \in L^{1}(\mathbb{R}^n, d\mu)\), we have

(i) \(\lim_{\lambda \to 0^+} \lambda \mu \left( \left\{ x : M_{\Omega,\mu}^{\alpha} (f_1, f_2)(x) > \lambda \right\} \right)^{2(n-\alpha)/n} = \frac{A}{\mu(B(0, 1))^2(n-\alpha)/n};\)

(ii) \(\lim_{\lambda \to 0^+} \lambda \mu \left( \left\{ x : M_{\Omega,\mu}^{\alpha} (f_1, f_2)(x) - \frac{\prod_{i=1}^{2} |\Omega_i(x)| \|f_i\|_{L^{1}(\mathbb{R}^n, d\mu)}}{\mu(B(x, |x|))} > \lambda \right\} \right)^{2(n-\alpha)/n} = 0;\)

(iii) \(\lim_{\lambda \to 0^+} \lambda \mu \left( \left\{ x : T_{\Omega,\mu}^{\alpha} (|f_1|, |f_2|)(x) > \lambda \right\} \right)^{2(n-\alpha)/n} = \frac{A}{\mu(B(0, \sqrt{2}|x|))} 2(n-\alpha)/n;\)

(iv) \(\lim_{\lambda \to 0^+} \lambda \mu \left( \left\{ x : T_{\Omega,\mu}^{\alpha} (|f_1|, |f_2|)(x) - \frac{\prod_{i=1}^{2} |\Omega_i(x)| \|f_i\|_{L^{1}(\mathbb{R}^n, d\mu)}}{\mu(B(x, \sqrt{2}|x|))} > \lambda \right\} \right)^{2(n-\alpha)/n} = 0,\)

where
\[A = \frac{\|\Omega_1 \Omega_2\|_{L^{n/2(n-\alpha)}(\mathbb{S}^{n-1})}}{(n + \beta)^{2(n-\alpha)/n}} \prod_{i=1}^{2} \|f_i\|_{L^{1}(\mathbb{R}^n, d\mu)}.\]

**References**

[1] A. P. Calderón, A. Zygmund, *On the existence of certain singular integrals*, Acta Math. 88 (1952), no. 1, 85–139.
[2] A. P. Calderón, A. Zygmund, *On singular integrals*, Amer. J. Math. **78** (1956), 289-309.

[3] X. Chen, Q. Xue, *Weighted estimates for a class of multilinear fractional type operators*, J. Math. Anal. Appl. **362** (2010), no. 2, 355–373.

[4] R. R. Coifman and Y. Meyer, *On commutators of singular integrals and bilinear singular integrals*, Trans. Amer. Math. Soc. **212** (1975), 315-331.

[5] R. R. Coifman and Y. Meyer, *Commutateurs d’intégrales singulières et opérateurs multilinéaires*, Ann. Inst. Fourier, Grenoble **28** (1978) 177-202.

[6] R. R. Coifman and Y. Meyer, *Au-delà des opérateurs pseudo-différentiels*, Asterisque **57**, (1978), 1-185.

[7] M. Christ, R. Fefferman, *A note on weighted norm inequalities for the Hardy-Littlewood maximal operator*, Proc. Amer. Math. Soc. **87** (1983), no. 3, 447–448.

[8] M. Christ, J. L. Rubio de Francia, *Weak type (1,1) bounds for rough operators. II*, Invent. Math. **93** (1988), no. 1, 225–237.

[9] B. Davis, *On the weak type (1, 1) inequality for conjugate functions*, Proc. Amer. Math. Soc. **44** (1974), 307-311.

[10] Y. Ding, X. Lai, *$L^1$-Dini conditions and limiting behavior of weak type estimates for singular integrals*, Rev. Mat. Iberoam. **33** (2017), no. 4, 1267-1284.

[11] Y. Ding, X. Lai, *Weak type $(1, 1)$ behavior for the maximal operator with $L^1$-Dini kernel*, Potential Anal. 47 2017, no. 2, 169-187.

[12] X. T. Duong, A. McIntosh, *Singular integral operators with non-smooth kernels on irregular domains*, Rev. Mat. Iberoam. **15** (1999), no. 2, 233–265.

[13] L. Grafakos, *On multilinear fractional integrals*, Stud. Math. **102** (1992) no. 1, 49–56.

[14] L. Grafakos, *Classical Fourier analysis. Third edition*, Grad. Texts in Math. **249**. Springer, New York, 2014.

[15] L. Grafakos, J. Kinnunen, *Sharp inequalities for maximal functions associated with general measures*, Proc. Roy. Soc. Edinburgh Sect. A, **128** (1998), no. 4, 717-723.

[16] L. Grafakos, R. H. Torres, *Multilinear Calderón–Zygmund theory*, Adv. Math. **165** (2002) no. 1, 124–164.

[17] L. Grafakos and R. H. Torres, *Maximal operator and weighted norm inequalities for multilinear singular integrals*, Indiana. Univ. Math. J. **51** (2002), No. 5, 1261-1276.

[18] W. Guo, J. He, H. Wu, *Limiting weak-type behaviors for certain operators in harmonic analysis*, Potential Anal. (in press), doi.org/10.1007/s11118-020-09828-6.
[19] L. Grafakos, R. H. Torres, On multilinear singular integrals of Calderón–Zygmund type. In: Proceedings of the 6th International Conference on Harmonic Analysis and Partial Differential Equations (El Escorial, 2000), Publ. Mat. Extra, (2002), 57–91.

[20] G. H. Hardy, J. E. Littlewood, A maximal theorem with function-theoretic applications, Acta Math. 54 (1930), no. 1, 81-116.

[21] L. Hormander, Estimates for translation invariant operators in $L^p$ spaces, Acta Math. 104 (1960), no. 1-2, 93–140.

[22] X. Hou, W. Guo, H. Wu, Vector-valued estimates on limiting weak-type behaviors of singular integrals and maximal operators, J. Math. Anal. Appl. 472 (2019), no. 2, 1293-1312.

[23] X. Hou, H. Wu, On the limiting weak-type behaviors for maximal operators associated with power weighted measure, Canad. Math. Bull. 62 (2019), no. 2, 313-326.

[24] X. Hou, H. Wu, Limiting weak-type behaviors for Riesz transforms and maximal operators in Bessel setting, Front. Math. China, 14 (2019), no. 3, 535-550.

[25] J. Hu, X. Huang, A note on the limiting weak-type behavior for maximal operators, Proc. Amer. Math. Soc. 136 (2008), no. 5, 1599-1607.

[26] P. Janakiraman, Weak-type estimates for singular integrals and the Riesz transform, Indiana U. Math. J. 53 (2004), no. 2, 533–555.

[27] P. Janakiraman, Limiting weak-type behavior for singular integral and maximal operators, Trans. Amer. Math. Soc. 358 (2006), no. 5, 1937-1952.

[28] C. E. Kenig, E. M. Stein, Multilinear estimates and fractional integration, Math. Res. Lett. 6 (1999), 1–15.

[29] A. K. Lerner, An elementary approach to several results on the Hardy-Littlewood maximal operator, Proc. Amer. Math. Soc. 136 (2008), no. 8, 2829–2833.

[30] A. K. Lerner, S. Ombrosi, C. Pérez, R. H. Torres, R. Trujillo-González, New maximal functions and multiple weights for the multilinear Calderón-Zygmund theory, Adv. Math. 220 (2009), no. 4, 1222–1264.

[31] S. Lu, Y. Ding, D. Yan, Singular integrals and related topics, World Scientific Publishing, NJ, 2007.

[32] A. Melas, The best constant for the centered Hardy-Littlewood maximal inequality, Ann. of Math. 157 (2003), no. 2 647-688.

[33] K. Moen, Weighted inequalities for multilinear fractional integral operators, Collect. Math. 60 (2009), no. 2, 213–238.

[34] B. Muckenhoupt, Weighted norm inequalities for the Hardy maximal function, Trans. Amer. Math. Soc. 165 (1972), 207–226.
[35] W. J. Pan, *Fractional integrals on spaces of homogeneous type*, Approx. Theor. Appl. 8 (1992), 1-15.

[36] A. Seeger, *Singular integral operators with rough convolution kernels*, J. Amer. Math. Soc. 9 (1996), 95-105.

[37] E. M. Stein, J.-O. Strömberg, *Behavior of maximal functions in $\mathbb{R}^n$ for large $n$*, Ark. Mat. 21 (1983), no. 2, 259-269.

[38] H. Tang, G. Wang, *Limiting weak type behavior for multilinear fractional integrals*, Nonlinear Anal. 197 (2020), 111858, 13pp.

[39] N. Wiener, *The ergodic theorem*, Duke Math. J. 5 (1939), no. 1, 1–18.

[40] G. Zhao, W. Guo, *Limiting weak-type behaviors for factional maximal operators and fractional integrals with rough kernel*, arXiv:2008.12660

Moyan Qin  
*Address*: Laboratory of Mathematics and Complex Systems (Ministry of Education of China), School of Mathematical Sciences, Beijing Normal University, Beijing 100875, People’s Republic of China  
*E-mail*: myqin@mail.bnu.edu.cn

Huoxiong Wu  
*Address*: School of Mathematical Sciences, Xiamen University, Xiamen 361005, China  
*E-mail*: huoxwu@xmu.edu.cn

Qingying Xue  
*Address*: Laboratory of Mathematics and Complex Systems (Ministry of Education of China), School of Mathematical Sciences, Beijing Normal University, Beijing 100875, People’s Republic of China  
*E-mail*: qyxue@bnu.edu.cn