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Abstract: Mobile systems such as smartphones require accurate estimation of the battery-related features including the remaining energy and operating time, especially as the the power consumption of user applications is growing continuously these days. We present an energy-aware smartphone application design framework that considers the battery’s state of charge (SOC), energy depletion rate, as well as the service quality of the target application. We use a verified-accurate battery energy estimation method in an Android-OS-based mobile computing system. The battery model considers the rate-capacity effect. We apply regression-based models for the power estimation of the major subsystems in the smartphone, and then aggregate the result to yield the whole system’s power. We first determine the quality of service for the location device (GPS), the display device (LCD), and the overall system (application). Then, we control the error rate of the GPS and the brightness of the display to acquire the maximum service quality of the system for a given car trip. We show the advantage of the proposed method with a case study of a trip. In this case, the smartphone guides a user’s car trip using its GPS navigation capabilities; to do this, we propose an adaptive algorithm that exploits our improved SOC estimation and considers the car’s variable velocity. This proposed adaptive power and service quality control of the GPS application improves the quality of service in this example case and ensures there is enough remaining battery for the trip to be completed. In contrast, conventional approaches to this task provide a lower quality of service and run out of battery before the trip finishes. In conclusion, if a trip plan is provided, an application using our method delivers the maximum quality of service, such as system endurance time, location error, and display brightness.
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1. Introduction

Modern high-performance mobile computing systems are increasingly consuming more power. These applications simultaneously support various functionalities, including the display, audio, GPS, wireless communication, and higher computing capability with only limited energy stored in the batteries. However, the increases in the energy density of batteries has been much slower, and it merely satisfies the expectations of the users. As a result, it has become critical to utilize the precious energy stored in these batteries. Accurate power modeling and estimation is the starting point of power and energy management.

Extensive studies have been conducted on the power analysis and modeling of mobile embedded systems. Among the models, parameterized power models based on the system parameters are considered a convenient approach to use in a run-time manner.
A measurement-based power estimation model was introduced in [1], where the system activity parameters were collected and evaluated from the viewpoint of the system power consumption. These coefficients of the system power equation were derived by regression analysis.

There have been several efforts to provide system-level power estimation models for smartphone platforms [1], including some battery-information-based models [2,3]. These models are based on the component activities within the system. For accurate online estimation of the battery SOC, combining particle swarm optimization and extended Kalman filter [4], co-estimating load current and SOC without a physical sensor [5], and diagnosing of internal short circuit of the battery [6] have been intensively studied. The dependencies between the system energy models on hardware architectures and configurations were studied in [2]. The possible usage patterns were analyzed at the same time to suggest personalized models for battery-powered mobile systems. An on-chip bus performance monitoring unit was introduced to generate the system power consumption model in [7]. A run-time, feedback-based, full-system energy estimation model for battery powered devices was introduced [8]. A power consumption model for wireless applications with OS-level parameters was constructed [9].

In practice, commercial smartphones are usually equipped with built-in battery voltage sensors. Then, it utilize previously explained battery discharge behavior models to calculates the lifetime. It is a straightforward method that has been introduced for earlier smartphones [3]. It was claimed that the proposed method achieves accurate enough result up to commercial level. An improved method considering the rate capacity effect and battery internal loss was introduced [10].

We introduce an energy-aware application design framework for Android-OS-based mobile systems considering the practical aspects of battery behavior. As a case study, we explored the design through a GPS application from the perspective of service quality and service time based on a battery capacity loss estimator and power consumption model using the Android kernel, which produced accurate subsystem activity data in our prior work [10]. As a trade-off exists between battery lifetime and service quality of the GPS application considering the locating resolution and trip coverage [11,12]. A trade-off between the locating resolution and power consumption was considered when designing the sensor node application in [13,14]. In [15–17], a sensor-GPS hybrid location technique was studied. It also an intensively studied topic for electric- or GPS-based autonomous vehicles [18,19].

We consider the other major power consumers in these mobile systems, including the display. We finally construct an adaptive algorithm to maximize the battery lifetime by adjusting the GPS location precision and display brightness according to velocity variations during the trip. The remainder of this paper is organized as follows: We introduce the structure of the proposed method in Section 2. Then, we show that the proposed adaptive power and service quality control of the GPS improves the quality of service in Section 3. We present the formulated service quality optimization problem and its solution method in Section 4. The experimental results are provided in Section 5, and the conclusions in Section 6. Note that the detailed power estimation model on the Odroid-A platform is introduced in Appendices A and B.

2. Energy-Aware Application Design Framework

Figure 1 shows the proposed application design framework to optimize the service quality of GPS applications. In the framework, the system power consumption and the battery SOC of the target platform are estimated using the system and battery models constructed in our previous work [10]. The models are described in Appendices A and B. We characterized the internal battery by measurement as we charged and discharged the battery in constant-current and pulse-current situations. We also considered a rate-capacity effect for accurate modeling. We present the modeled battery parameters in Appendix A. We also performed a regression analysis for the power consumption of each
component of the target smartphone and extract the coefficient of the power model. The components of the target smartphone and their coefficients are described in Appendix B. We built a service quality model of the GPS application to maximize the satisfaction of the smartphone user. Since higher performance requires more power, if we set a smartphone in high-performance mode, its battery depletes faster. However, a typical user prefers to have a running smartphone with reduced performance rather than one that is completely turned off. Thus, it may be better to limit performance to make smartphones last last in certain cases. We regard the locating accuracy and display image quality as the performance of the GPS application. The GPS module has a trade-off relationship between its locating accuracy and power consumption. Like the GPS module, the brightness (and thus the dynamic range) of the display device is also proportional to the power consumption in general [20]. We therefore designed the GPS application to balance locating accuracy, display image quality, and service time with the objective of maximizing the service quality.

3. Adaptive Control of Service Quality and Power Consumption

Mobile devices should remain turned on until they are connected to wall power. Sometimes, they cannot remain on because the energy capacity of mobile devices’ batteries is limited. Limiting the performance of mobile devices can save the remaining energy of the batteries. In general, it could be beneficial to limit the performance of the device to prolong operation time since users prefer using mobile devices with limited performance rather than being unable to use them. We suggest an energy-aware application that limits the performance of GPS and red displays to make mobile devices work longer.

3.1. Service Quality of GPS Module

When its host system has a limited energy budget, a GPS application should have lower power consumption remaining enough accuracy. Note that in this paper, lifetime denotes a duration lasting until the system is turned off because of battery depletion. Under certain circumstances, lifetime is more important than locating accuracy. For example, if a user is in an emergency in a strange area, a longer service time is required. If a user travels on a long-distance trip, the required accuracy may be less. Note that the locating accuracy may be critical such in systems such as aeronautical navigation systems, but we do not target that system here. We evaluated the the service quality of a GPS application considering both the locating accuracy and service time. Table 1 explains the symbols used in this work. Faster GPS tracking of an object increases the error. S longer fixing period of the GPS also results in increased error. We model the maximum locating error of the GPS [10] as:

$$\epsilon = v \cdot t_{fix} + \epsilon_0$$

(1)

where $v$, $t_{fix}$, and $\epsilon_0$ are the velocity of tracking object, th the fixing period of the GPS, and the fundamental GPS error, respectively. Figure 2a,b shows that tshe longer $t_{fix}$ has larger error per Equation (1). We normalized the error when we evaluated the service quality.
error of the GPS application. We also considered service time when we evaluated the quality of service. If the installed battery of the mobile device is not depleted until a given trip is finished, the normalized trip coverage (Coverage) is the maximum. We set the maximum value of Coverage to 1, and we set Coverage proportional to the covered trip time if the internal battery is depleted before the trip is complete; thus, we formulate the normalized trip coverage as:

\[
\text{Coverage} = \begin{cases} 
\frac{t_{\text{service}}}{t_{\text{trip}}} & (t_{\text{service}} \leq t_{\text{trip}}), \\
1 & (\text{otherwise}), 
\end{cases}
\]  

(2)

where \( t_{\text{service}} \) and \( t_{\text{trip}} \) are the service time and the given trip time, respectively. We calculate the energy used when the GPS application is running from Equations (A4) and (A5). We denote the power consumption of the other devices as \( E_{\text{other}} \). The used energy is estimated as:

\[
\Delta E_{\text{GPS}} = \Delta t (C_{\text{GPS, off}} X_{\text{GPS, off}} + C_{\text{GPS, sleep}} X_{\text{GPS, sleep}} + C_{\text{GPS, active}} X_{\text{GPS, active}}) + \Delta E_{\text{other}} + E_{\text{loss}},
\]

(3)

Table 1. Nomenclature.

| Symbol          | Description                                      | Symbol          | Description                                    |
|-----------------|--------------------------------------------------|-----------------|-----------------------------------------------|
| \( \epsilon \)  | maximum locating error of the GPS                | \( v \)         | velocity of GPS tracking object               |
| \( t_{\text{fix}} \) | fixing period of the GPS                         | \( \epsilon_0 \) | fundamental GPS error                         |
| \( t_{\text{active}} \) | duration of the ACTIVE state of the GPS           | \( t_{\text{go off}} \) | duration of the SLEEP state of the GPS        |
| \( t_{\text{total}} \) | period of one GPS activation cycle               | \( \text{Coverage} \) | normalized trip coverage                      |
| \( t_{\text{service}} \) | service time (battery lifetime)                  | \( t_{\text{trip}} \) | given trip time                               |
| \( \Delta E_{\text{GPS}} \) | energy used in the GPS module in a certain period | \( \Delta t \) | time period                                    |
| \( C_{\text{GPS, off}} \), \( C_{\text{GPS, sleep}} \), \( C_{\text{GPS, active}} \) | power coefficients of the GPS                     | \( X_{\text{GPS, off}} \) | duration ratio of the OFF state of the GPS    |
| \( X_{\text{GPS, sleep}} \) | duration ratio of the SLEEP state of the GPS     | \( X_{\text{GPS, active}} \) | duration ratio of the ACTIVE state of the GPS  |
| \( \Delta E_{\text{other}} \) | energy used by other devices in the smartphone   | \( E_{\text{loss}} \) | internal energy loss of the battery           |
| \( v_{\text{OC}} \) | open-circuit voltage of the battery              | \( Q_{\text{lcd}} \) | quality of service of the LCD                 |
| \( X_{\text{bril}} \) | brightness of the LCD                            | \( Q_{\text{service}} \) | quality of service of the application (system) |
| \( \omega_1, \omega_2, \omega_3 \) | Weight values to calculate \( Q_{\text{service}} \) | \( R_{\text{total}} \) | battery internal resistance                   |

Figure 2. GPS service quality model: (a) smaller locating error with a shorter fix period, (b) larger locating error with a longer fix period, and (c) total trip path and its estimation time.
The Android API `requestLocationUpdate()` supports various fixing periods of the GPS. We analyze power consumption and duration depending on the state of the GPS, as shown in Figure 3. We model the state duration ratio proportional to $t_{\text{total}}$ as:

$$t_{\text{total}} = t_{\text{fix}} + t_{\text{active}} + t_{\text{gooff}},$$

$$X_{\text{GPS active}} = t_{\text{active}} / t_{\text{total}},$$

$$X_{\text{GPS sleep}} = t_{\text{gooff}} / t_{\text{total}},$$

$$X_{\text{GPS off}} = 1 - X_{\text{GPS active}} - X_{\text{GPS sleep}}. \quad (4)$$

We assume that $t_{\text{fix}}$ is always longer than $t_{\text{gooff}}$ or $t_{\text{active}}$. $t_{\text{active}}$ and $t_{\text{gooff}}$ are the time duration of the ACTIVE state and SLEEP state, respectively. The $t_{\text{service}}$ in Equation (2) is obtained by dividing the battery capacity by $\Delta E_{\text{GPS}}$.

![Figure 3](https://example.com/figure3.png)

**Figure 3.** The GPS consumes a different amount of power depending on its state. (a) GPS power consumption has a typical pattern based on its state. (b) GPS state analysis. After initialization, it consumes meagre power when it enters the OFF state.

### 3.2. Display Image Quality

Display devices are some of the major power consumers in mobile electronics. An LCD is not a self-illuminating device; therefore, the light intensity is determined by the backlight intensity and its transmissive efficiency. The backlights of LCDs have been implemented with CCFL or LED. Nowadays, LED backlights are more popular due to their low power consumption, long lifetime, and excellent stability.

The light intensity from an LED backlight is basically proportional to the current that flows through the device, where the number of emitted photons per time is the same as the number of charges per time, in other words, the current. The LED has an internal resistance and a threshold voltage in the equivalent circuit model. We need to supply enough voltage to flow the required current to illuminate the device as we want. Therefore, theoretically, the power consumption of the backlight is proportional to the square of the maximum required light intensity.

However, the LCD consumes power linearly proportional to brightness because the relationship between physical light intensity and human-perceived brightness is nonlinear. Thus, the brightness value of the image data is tuned by a gamma table. The power consumption becomes proportional to the brightness after the gamma tuning is applied, as shown in Figure 4. This figure shows the measured power consumption and the plot produced by the model when we change the brightness parameter in the Android OS.

![Figure 4](https://example.com/figure4.png)
The maximum brightness determines the dynamic range of the display, which is directly related to the displayed image quality. We normalize the displayed image quality using the maximum brightness by:

\[ Q_{\text{lcd}} = \frac{X_{\text{lcd}}^\text{brit}}{\max(X_{\text{brit}})} \]  

where \( \max(X_{\text{brit}}) \) is the maximum brightness.

### 3.3. Adaptive Energy-Aware Service Quality Control

In practice, the velocity of a vehicle changes over time. Figure 5a shows the speed limit along the route from San Diego to Sacramento. Different speed limits are applied in residential areas, urban freeways, and rural freeways. We assume that the velocity changes randomly within the speed limit. We model the trip in a discrete manner using \( t_{\text{fix}} \) intervals. The next fixing time interval, \( t_{\text{fix}}^{i+1} \), is determined at each fixing time, as shown in Figure 5b.

We define the combined service quality \( Q_{\text{service}} \) as a weighted sum of the GPS trip coverage, GPS location error, and displayed image quality, which is given by:

\[ Q_{\text{service}} = \omega_1 \cdot \text{Coverage} + \omega_2 \cdot \frac{1}{\epsilon} + \omega_3 \cdot Q_{\text{lcd}} \]  

where \( \omega_{1,2,3} \) represent the weight values, and the definition of each service quality metric is presented in Sections 3 and 3.2.

### 4. Problem Formulation

We maximize the service quality for the given trip time, power model, and battery model. The problem statement is as follows:

**Problem 1.** Determine \( (t_{\text{fix}}^i, X_{\text{brit}}^{\text{lcd}, i}) \) to maximize \( Q_{\text{service}} \) for a given trip time, power model, and battery model.
This problem can be regarded as an integer programming problem where \((t^{i}_{\text{fix}}, X^{\text{lcd}, j})\) is regarded as a tuple of discrete values. If the velocity profile is given in advance, we can find the global sub-optimum by using a branch-and-bound algorithm or integer-linear programming. Otherwise, we should make a decision considering service time as well as model with Hardkernel’s [21] Odroid-A platform. We measured the current of the Odroid-A

\[ \text{Algorithm 1: Adaptive service quality and power control algorithm with variable velocity.} \]

**Input:** Trip distance \(D_{\text{trip}}\), battery capacity \(\text{Capacity}\), speed limit \(\text{limit}()\)

**Output:** \((t^{i}_{\text{fix}}, X^{\text{lcd}, j})\)

**Data:** Voltage variance of remaining charge in the battery \((v_{\text{SOC}})\),

- Open circuit voltage of battery \((v_{\text{OC}})\),
- Power consumption of each device \((P)\),

Set \(v_{\text{SOC}} = 1\)

\[ \text{while Remaining trip time } t_{\text{remain}} = \frac{1}{v_{\text{trip}}} \left[ D_{\text{trip}} - \sum_{n=1}^{i-1} t^{n}_{\text{fix}} v^{n} \right] > 0 \text{ and } v_{\text{SOC}} > 0 \text{ do} \]

- Obtain \(v^{i}, v_{\text{SOC}}\) with the models
- Obtain minimum power budget \(P^{*} = \text{Capacity} \cdot v_{\text{SOC}} / t_{\text{remain}}\)
- Obtain \(P^{*}_{\text{lcd}}\) and \(P^{*}_{\text{gps}}\) for maximum \(Q_{\text{service}}\) by linear programming where
  \[ P^{*}_{\text{lcd}} \geq t^{0}_{\text{lcd}} + P^{*}_{\text{lcd}} \cdot p_{\text{min}}^{\text{gps}} \leq P^{*}_{\text{gps}} < P^{\max}_{\text{gps}} \text{ and } P^{*}_{\text{lcd}} + P^{*}_{\text{gps}} = P^{*} \]
- Set \(t^{i}_{\text{fix}} = \left[ \frac{v_{\text{service}}^{\text{active}} + t_{\text{off}}^{\text{GPS}}}{t_{\text{ps}}^{\text{active}}} P^{*}_{\text{gps}} - C_{\text{ps}}^{\text{sleep}} \right] + \left[ \frac{v_{\text{service}}^{\text{active}} + t_{\text{off}}^{\text{GPS}}}{t_{\text{ps}}^{\text{active}}} P^{*}_{\text{gps}} - C_{\text{ps}}^{\text{sleep}} \right] \)
  \[ \text{if } Q_{\text{service}}(t^{i}_{\text{fix}} - 1, X^{\text{lcd}, j}) > Q_{\text{service}}(t^{i}_{\text{fix}}, X^{\text{lcd}, j}) \text{ then} \]
  \[ \text{if } Q_{\text{service}}(t^{i}_{\text{fix}} - 1, X^{\text{lcd}, j}) > Q_{\text{service}}(t^{i}_{\text{fix}}, X^{\text{lcd}, j} + 1) \text{ then} \]
  \[ t^{i}_{\text{fix}} = t^{i}_{\text{fix}} - 1 \text{ and goto 1} \]
  \[ \text{else} X^{\text{lcd}, j} = X^{\text{lcd}, j} + 1 \]
  \[ \text{goto 1} \]
  \[ \text{else if } Q_{\text{service}}(t^{i}_{\text{fix}}, X^{\text{lcd}, j} + 1) > Q_{\text{service}}(t^{i}_{\text{fix}}, X^{\text{lcd}, j}) \text{ then} \]
  \[ X^{\text{lcd}, j} = X^{\text{lcd}, j} + 1 \text{ and goto 1} \]
  \[ \text{else} \]
  \[ \text{Set } i = i + 1 \text{ and goto 1} \]
  \[ \text{end} \]
  \[ \text{end} \]
  \[ \text{end} \]
  \[ \text{end} \]

**Return:** \((t^{i}_{\text{fix}}, X^{\text{lcd}, j})\)

5. Experimental Methods

We set up an environment to extract the coefficients for the system power consumption model with Hardkernel’s [21] Odroid-A platform. We measured the current of the Odroid-A platform using shunt resistors and Texas Instrument’s INA194 [22] current sense amplifier. We collected the measured current data with National Instrument’s [23] DAQPad-6016 and LabView. Agilent’s E3631 [24] provided the power of the Odroid-A platform and the
current measurement module. We double-checked the measurement data using a digital multimeter. Figure 6 shows the experiment setup. We present the battery and target system power model in Appendices A and B. All the coefficients extracted from the experiments are listed in Table A3.

Figure 6. Experimental setup.

5.1. Accurate Energy Budget Considering Battery Internal Loss

We first show why we should consider battery internal loss for power-related calculations of mobile devices using an example case shown in Figure 2c. We assume that we travel the 523 mile road from Sacramento to San Diego with a fixed velocity of 60 mph. The estimated trip time is 8 h and 20 min when we check with Google maps. The battery and target system model used in this calculation are presented in Appendices A and B. In this example comparison, we simplify the energy consumption other than GPS as 3.5231 J. We also assume that \( t_{\text{active}} \) and \( t_{\text{gooff}} \) are 10 and 5 s, respectively. We depict that the GPS application's quality of service \( Q_{\text{service}} \) depends on \( t_{\text{fix}} \). Coverage and \( (1 - \epsilon) \) are the estimated normalized trip coverage and the normalized accuracy, respectively. Figure 2a shows a higher \( Q_{\text{service}} \) than Figure 2b, but it is unrealistic since there is no mobile device that does not use a battery. In other words, if the battery internal loss is not taken into account, the wrong power budget is expected, which makes the mobile device’s usage time prediction wrong as shown in Figure 7. For example, if we set \( t_{\text{fix}} \) to 80 without considering the internal battery loss, it seems that the mobile device can run until the trip is finished as shown in Figure 7a. However, this is not true. If we consider the realistic conditions, Figure 7b shows that the battery depletion forces the mobile device off when \( t_{\text{fix}} \) is 80.

Figure 7. The maximum \( Q_{\text{service}} \) is different under different assumptions: (a) slightly higher maximum \( Q_{\text{service}} \) since it does not consider internal battery loss (not a practical case); (b) a more realistic case considering battery internal loss.

5.2. Adaptive Power and Service Quality Control of a GPS Application with Variable Velocity

The behaviors of \( (t_{\text{fix}}, X_{\text{SOC}}^\text{low}) \) with the proposed adaptive control method in the battery SOC estimation and power estimation only case are illustrated in Figure 8. We randomly
generated a velocity within the upper and lower speed limit range for each time slot for the experiment. We used 2.2139 J for $\Delta E_{\text{other}}$, while the other simulation parameters were the same as in Section 5.1.

Figure 8 shows the advantage of adaptive control. The battery SOC would be exhausted earlier than the trip end time when we fix $t_{\text{fix}}$ and $X_{\text{brit}}^{\text{lcd}}$ using only the average velocity, as shown in Figure 8a. Figure 8b,c shows that the algorithm tends to decrease $t_{\text{fix}}$ and $X_{\text{brit}}^{\text{lcd}}$ at high velocities in order to maintain the location accuracy. $t_{\text{fix}}$ and $X_{\text{brit}}^{\text{lcd}}$ increase when the velocity is low, and sufficient locating accuracy can be achieved with a relatively long $t_{\text{fix}}$. Unless we consider the rate-capacity effect of the battery, the phone also fails to complete the trip, as shown in Figure 8b, even if we control $t_{\text{fix}}$ and $X_{\text{brit}}^{\text{lcd}}$. The proposed algorithm with the battery estimation completes the trip while achieving better service quality.

![Figure 8](image)

**Figure 8.** Behavior of $(t_{\text{fix}}, X_{\text{brit}}^{\text{lcd}})$ for (a) fixed values with average velocity, (b) service quality control only with power estimation, and (c) with battery estimation.
We integrate $Q_{\text{service}}$ over time to compare the results, which is given by:

$$\int_{t=0}^{t_{\text{end}}} Q_{\text{service}} \, dt.$$  \hspace{1cm} (7)

We set all weight values, $\omega_{1,2,3}$, to 1 in this experiment. The integrated $Q_{\text{service}}$ for a fixed value was 31.38 over time, where 8.9% of the trip was not covered by GPS service time. The integrated $Q_{\text{service}}$ of adaptive control in the power estimation only case was 33.61 over time where 4% of the trip was not covered by the GPS service time. The proposed adaptive control method with battery SOC estimation achieved a 34.53 integrated $Q_{\text{service}}$ score, where the full trip was covered by the GPS service time. The proposed algorithm with the battery estimation achieved a 10.3% and 2.7% $Q_{\text{service}}$ improvement compared with the fixed case and power estimation only cases, respectively.

6. Conclusions

This paper introduced a mobile GPS application design using accurate power estimation and accurate remaining battery charge estimation. The application considers the power consumption of the units of the mobile device such as the CPU, cellular, Wi-Fi, LCD, audio, GPS, vibration motor, and more. We more accurately calculated the power consumption of certain units such as the cellular, Wi-Fi, and GPS components by considering their states. We verified our model by comparing it with real platform measurements using commercially available devices. The result showed that our model provides a much more accurate duration time estimation of mobile devices that use a battery.

We performed a service quality and battery lifetime tradeoff analysis. The results showed that our power-aware design framework helps to achieve maximum service quality while ensuring the task will be completed. We also proposed an adaptive algorithm that deals with velocity variations during a trip monitored by GPS. The proposed adaptive control method that uses our battery SOC estimation ensured that the mobile device fully covers the trip while achieving a 10.3% $Q_{\text{service}}$ improvement compared with the same task where a fixed velocity was assumed. In a future study, we hope to extend the proposed battery-aware GPS control design framework to electric vehicles with GPS-based navigation or autonomous driving. We want to increase the accuracy of the estimation given the recent progress in battery SOC estimation, sensor fusion technique, and traffic prediction in future work. We will also compare the evaluation results with conventional techniques and hybrid approaches.

Author Contributions: Conceptualization, J.K. and D.S.; methodology, N.C. and D.S.; software, J.K.; validation, N.C. and D.S.; formal analysis, J.K. and D.S.; investigation, J.K.; resources, N.C.; data curation, J.K.; writing—original draft preparation, J.K.; writing—review and editing, N.C. and D.S.; visualization, J.K.; supervision, D.S.; project administration, D.S.; funding acquisition, J.K. and D.S. All authors have read and agreed to the final version of the manuscript.

Funding: This work was supported by a National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (NRF-2020R1A4A4079859 and NRF-2021R1F1A1060208.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.
Abbreviations

GPS  Global Positioning System  
OS   Operating System  
SOC  State of Charge  
QOS  Quality of Service  
OC   Open Circuit  
API  Application Programming Interface  
LCD  Liquid Crystal Display  
CCFL Cold Cathode Fluorescent Lamp  
LED  Light Emitting Diode  
CPU  Central Processing Unit  
TFT  Thin Film Transistor  
VM   Vibration Motor

Appendix A. Battery Model

There are many analytical battery models based on electrochemical knowledge [25–29]. However, the complicated analytical battery models are not easy to use for estimating a handheld device’s battery SOC in a real-time environment. Thus, we used circuit-based battery models such as [30–32]. We adopt the battery model from [10]. We measured the internal resistance of the target battery as about 100 mΩ, which is not negligible in [10]. In this section, the constructed equivalent circuit model and its parameters are introduced to prevent the overestimation of the remaining battery SOC.

Appendix A.1. Battery Circuit Model

In our previous work [10], we adopted an equivalent circuit battery model from [30]. The equivalent circuit model is depicted in Figure A1. This model enables the run-time and real-time estimation of battery SOC. The remaining charge in the battery is modeled as a capacitor \( C_{b}\), which shows the voltage variance \( v_{SOC}\) based on the remaining charge in the battery. \( v_{SOC}\) is expressed as follows:

\[
v_{SOC} = C_b / C_{b,full} \times 1\text{ V}, \tag{A1}
\]

where \( C_{b,full} \) is the capacity of the battery and \( C_b \) is the currently stored charge. The open-circuit voltage of a relaxed battery (\( v_{OC} \)) only relates to its SOC. Thus, \( v_{OC} \) is calculated by using \( v_{SOC} \). We ignore the internal capacitance (\( C_{ts} \) and \( C_{tl} \)) of the battery in the handheld device since the typical charge/discharge current is relatively small. The internal resistances \( R_s \), \( R_{ts} \), and \( R_{tl} \) are also simplified as \( R_{total} \) using the heuristic. We model the battery using \( v_{OC} \) and \( R_{total} \) as follows:

\[
v_{OC} = b_{11} e^{b_{12} v_{SOC}} + b_{13} v_{SOC}^4 + b_{14} v_{SOC}^3 + b_{15} v_{SOC}^2 + b_{16} v_{SOC} + b_{17},
\]

\[
R_{total} = b_{21} e^{b_{22} v_{SOC}} + b_{23}, \tag{A2}
\]

where \( b_{11}–b_{17} \) and \( b_{21}–b_{23} \) are coefficients extracted by experiments. We also consider the battery discharge current \( i_b \), since there is the rate capacity effect where a larger amount of battery discharge current decreases the battery discharging efficiency \( \eta(i_b) \). We approximate \( \eta(i_b) \) as \( (i_b)^{-k_d} \) using Peukert’s law [33]. We also extract \( k_d \) by measurement. KPL6072196 Li-ion cell coefficients, \( b_{11}–b_{17}, b_{21}–b_{23} \), and \( k_d \) are denoted in Table A1.
Appendix A.2. Remaining Charge Estimation

We calculate the remaining battery SOC by subtracting the consumed energy $\Delta E$ from the previous state’s battery SOC:

$$E(t + \Delta t) = E(t) - \Delta E.$$  \hspace{1cm} (A3)

The consumed energy $\Delta E$ is calculated as:

$$\Delta E = \Delta t(P_{\text{cpu}} + P_{\text{lcd}} + P_{\text{gps}} + P_{\text{audio}} + P_{\text{cellular}} + P_{\text{wifi}} + P_{\text{vm}}) + E_{\text{loss}}.$$  \hspace{1cm} (A4)

The power-consuming unit of the smartphone when the GPS application is running consists of a CPU ($P_{\text{cpu}}$), display ($P_{\text{lcd}}$), positioning ($P_{\text{gps}}$), audio ($P_{\text{audio}}$), cellular ($P_{\text{cellular}}$), Wi-Fi ($P_{\text{wifi}}$), and vibration motor ($P_{\text{vm}}$). The energy consumption in a certain period ($\Delta t$) is calculated by $\Delta t\sum P + E_{\text{loss}}$ as in Equation (A4), where $E_{\text{loss}}$ denotes the internal energy loss of the battery. $E_{\text{loss}}$ is derived from Equation (A2) by summing the ohmic and rate-capacity effect loss as follows:

$$E_{\text{loss}} = \Delta t\left(i_b^2R_{\text{total}} + i_b \cdot v_{\text{OC}} \cdot \left(1/\eta(i_b) - 1\right)\right).$$  \hspace{1cm} (A5)

Appendix B. Target Platform Model

Hardkernel’s [21] Odroid-A platform is a high-end smart device development platform that has similar functionalities to Samsung Galaxy S2. We used Odroid-A platform model from [10]. The component units, which compose the Odroid-A platform, are listed in Table A2. We used the activity profiler of Android OS to extract the activity of each unit.

Table A2. The units composing the target platform.

| Components       | Model       | Description                  |
|------------------|-------------|------------------------------|
| Processor        | Exynos4210  | Dual-core CPU               |
| cellular module  | F5521GW     | G + GPS module              |
| Wi-Fi            | GB8632      | Wi-Fi + Bluetooth module    |
| Display          | LP101WH1    | 1366 $\times$ 768 TFT LCD   |
| Audio codec      | MAX98089    | Full-featured codec         |
| Vibration motor  | DMJBRK36S   | Vibration motor             |
| Battery          | KPL6072196  | 10 Ah Lithium polymer       |

Appendix B.1. CPU

We model the power consumption of the CPU using its execution frequency and utilization as:

$$P_{\text{cpu}} = C_{\text{freq}}^\text{cpu} X_{\text{freq}}^\text{cpu} (X_{\text{kernel}}^\text{cpu} + X_{\text{user}}^\text{cpu}) + P_{0}^\text{cpu},$$  \hspace{1cm} (A6)
where $C_{cpu}^{freq}$ and $p_{CPU}^{0}$ are coefficients. The CPU execution frequency is denoted in $X_{cpu}^{freq}$.

The CPU utilization of kernel and user program are denoted by $X_{cpu}^{kernel}$ and $X_{cpu}^{user}$, respectively.

**Appendix B.2. Cellular Module**

The power consumption of the cellular module heavily depends on its running state, which consists of IDLE, FACH, and DCH. Thus, we use the time use rate of each state within a certain period of time.

$$P_{cellular} = X_{on}^{cellular} \left( C_{idle}^{cellular} X_{idle}^{cellular} + C_{fach}^{cellular} X_{fach}^{cellular} + C_{dch}^{cellular} X_{dch}^{cellular} \right), \quad (A7)$$

where $X_{on}^{cellular}$ is 1 when the cellular module is activated, or 0 otherwise. The use rates of each state are denoted by $X_{idle}^{cellular}$, $X_{fach}^{cellular}$, and $X_{dch}^{cellular}$ when $C_{idle}^{cellular}$, $C_{fach}^{cellular}$, and $C_{dch}^{cellular}$ are the coefficients, respectively.

**Appendix B.3. Wi-Fi Module**

The Wi-Fi module’s power consumption also heavily depends on its running state. Unlike the cellular module, it only has LOW and HIGH running states, representing its wireless link speed. It is modeled using the time use rate of each state as:

$$P_{w f} = X_{on}^{w f} \left( C_{low}^{w f} X_{low}^{w f} + C_{high}^{w f} X_{high}^{w f} \right). \quad (A8)$$

We assume that the Wi-Fi module only consumes power when it is turned on ($X_{on}^{w f}$). $X_{low}^{w f}$ and $X_{high}^{w f}$ are the time use of each state. $C_{low}^{w f}$ and $C_{high}^{w f}$ are the coefficients.

**Appendix B.4. Display**

The LCD consists of a display device and its control module. The control module always consumes electricity even the display is fully turned off. The display device typically consumes electricity proportional to its brightness. The constant value $P_{lcd}^{ctrl}$ denotes the consumed electricity of the control module. As a fully turned off display device does not consume electricity at all, we set a variable $X_{on}^{lcd}$ to represent this. When the display device is at full brightness, it consumes much more electricity than when it is at other brightness levels. Thus, we use the time utilization rate when it is in full brightness or not ($X_{full}^{lcd}$ and $X_{brit}^{lcd}$, respectively). We consequently model the LCD as:

$$P_{lcd} = P_{lcd}^{ctrl} + X_{on}^{lcd} \left( C_{full}^{lcd} X_{full}^{lcd} + C_{brit}^{lcd} X_{brit}^{lcd} \right) + p_{0}^{lcd}, \quad (A9)$$

where $C_{brit}^{lcd}$, $C_{full}^{lcd}$, and $p_{0}^{lcd}$ are the coefficients.

**Appendix B.5. Audio Device**

We assume that the audio device does not consume power at all when it is not activated ($X_{on}^{aud}$ is 1 or 0). Otherwise, it consumes power proportional to the volume. We model audio devices as:

$$P_{aud} = X_{on}^{aud} \left( C_{vol}^{aud} X_{vol}^{aud} + C_{on}^{aud} \right), \quad (A10)$$

where $X_{vol}^{aud}$, $C_{vol}^{aud}$, and $C_{on}^{aud}$ are coefficients.

**Appendix B.6. GPS Module**

As with a cellular module, the GPS module has OFF, SLEEP, and ACTIVE states. Each state consumes a different amount of power. Thus, we adopt the time utilization rate for
each state \((X_{\text{gps}}^{\text{off}}, X_{\text{gps}}^{\text{sleep}}, \text{ and } X_{\text{gps}}^{\text{active}})\). The GPS module does not consume power when it is inactive \((X_{\text{gps}}^{\text{on}} = 1 \text{ or } 0)\). Thus, we describe the power model of GPS as:

\[
P_{\text{gps}} = X_{\text{gps}}^{\text{on}} (C_{\text{gps}}^{\text{off}} X_{\text{gps}}^{\text{off}} + C_{\text{gps}}^{\text{sleep}} X_{\text{gps}}^{\text{sleep}} + C_{\text{gps}}^{\text{active}} X_{\text{gps}}^{\text{active}}),
\]

where \(C_{\text{gps}}^{\text{off}}, C_{\text{gps}}^{\text{sleep}}\), and \(C_{\text{gps}}^{\text{active}}\) are the coefficients.

**Appendix B.7. Vibration Motor**

The vibration motor consumes different amounts of power depending on its vibration strength and patterns. Still, we assume it consumes average constant power when activated since its vibration strength and patterns are typically fixed. We describe the power model of vibration motor as:

\[
P_{\text{vm}} = C_{\text{motor}}^{\text{on}} X_{\text{motor}}^{\text{on}},
\]

where \(C_{\text{motor}}^{\text{on}}\) is the coefficient. \(X_{\text{motor}}^{\text{on}}\) denotes whether the motor is activated or not. We finally present the extracted coefficients of the Android system power model in Table A3.

**Table A3.** The extracted coefficients of the Android system power model.

| Component     | Coeff. Value | Coeff. Value |
|---------------|--------------|--------------|
| Processor     | \(C_{\text{cpu}}^{\text{freq}}\) 0.00642 | \(P_{\text{cpu}}^{\text{off}}\) 0.332 |
| Cellular      | \(C_{\text{cellular}}^{\text{idle}}\) 0.011 | \(C_{\text{cellular}}^{\text{dch}}\) 0.672 |
| Display       | \(C_{\text{lcd}}^{\text{birt}}\) 0.004 | \(P_{\text{led}}^{\text{off}}\) 0.224 |
| Display       | \(C_{\text{lcd}}^{\text{full}}\) 1.307 | \(P_{\text{led}}^{\text{ctrl}}\) 0.067 |
| Audio         | \(C_{\text{aud}}^{\text{on}}\) 0.024 | \(C_{\text{aud}}^{\text{vol}}\) 0.00009 |
| Vibration motor | \(C_{\text{gps}}^{\text{on}}\) 0.003 | |
| GPS           | \(C_{\text{gps}}^{\text{sleep}}\) 0.011 | \(C_{\text{gps}}^{\text{active}}\) 0.212 |
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