Cyclic Codes from A Sequence over Finite Fields
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Abstract. A cyclic code has been one of the most active research topics in coding theory due to its applications in many areas, such as data storage systems and communication, as they have efficient encoding and decoding algorithms. This paper explains the construction of a family of cyclic codes from sequences generated by a trace of a monomial over finite fields of odd characteristics. The parameter and some examples of the codes are presented in this paper.
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1. Introduction

Let $GF(q)$ be finite fields with $q = p^m$ elements, where $p$ is prime and $m \geq 1$. Consider $(GF(q))^n$ as a vector space over $GF(q)$. A $q$-ary $[n,k,d]$-linear code $C$ is a $k$-dimensional subspace of $(GF(q))^n$ with the minimum nonzero weight $d$. A linear code $C$ over the finite field $GF(q)$ is said to be cyclic if any $(c_0,c_1,\ldots,c_{n-1}) \in C$ implies $(c_{n-1},c_0,\ldots,c_{n-2}) \in C$. A word $c = (c_0,c_1,\ldots,c_{n-1})$ in $C$ can be represented as a polynomial $c(x) = c_0 + c_1x + \ldots + c_{n-1}x^{n-1}$ in ring $R_n = GF(q)[x]/(x^n - 1)$. So that $C \subseteq (GF(q))^n$ can be identified by a subset of $R_n$, in this case the cyclic code is an ideal of $R_n$. Any ideal of $R_n$ is principal, so that it is generated by a polynomial $g(x)$, where $g(x)$ is a divisor of $x^n - 1$. The polynomial $g$ is called generator of the cyclic code $C$. The dimension of cyclic code $C$ can be determined from degree of generator polynomial $g$.

The error-correcting capability of cyclic codes may not be as good as some other linear codes in general. However, cyclic codes are widely used in many fields such as data storage
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and communication systems because they have attractive algebraic properties and have efficient algorithms for encoding and decoding [2, 7, 11]. This code is also used to construct impressive structures such as quantum codes [18], frequency hopping sequences [5] and so on.

One of the main problems in coding theory research is finding the optimal code, which is the code that has the largest minimum distance $d$ related to the ability to correct errors in the information transfer or meets some bounds from the best known linear code according to the tables [8].

The cyclic code can be constructed from a periodic sequence $s$ [3, 6]. These sequences are generated from a function over a finite field. For simplicity, we call this cyclic code as $C_s$. The results of Ding and Zhou’s constructions in papers [3] and [6] are interesting, showing that the codes obtained are optimal.

Several open problems are presented in these papers [3, 6]. Some researchers have solved the problems, see [12, 14, 16, 17]. Finding the dimension and the generator polynomial of cyclic codes $C_s$ from monomial $f(x) = x^{q^m-2} \in GF(q^m)[x]$ appear as an open problem in [3], and solved by [17] then. However, differing sequences provide some different results. In this paper, we discuss the construction of the cyclic code with the new sequence, and we say that “sequence $\tilde{s}$”, from the monomial $f(x)$. This construction will generate a new cyclic code related to the code from the sequence $s$. We also add information about the minimum distance of the code.

This paper is organized as follows. Section 2 introduces some basic notation and results about $q$-cyclotomic cosets and sequences that will frequently be used to prove our main results in the following sections. The dimension and the generator polynomial of a class of cyclic codes defined by a sequence are determined in Section 3. The minimum distance of this cyclic code is also provided in that section. In Section 4, we conclude this paper.

2. Preliminaries

In this section, some basic notations and results on $q$-cyclotomic cosets modulo $n$ and sequences used to prove the main result are introduced.

**Definition 1.** Let $n = q^m - 1$ and $Z_n = \{0, 1, 2, \ldots, n-1\}$. For any integer $s$, $0 \leq s \leq n-1$, the $q$-cyclotomic coset modulo $n$ containing $s$ is defined by

$$C_s = \{s, qs, q^2s, \ldots, q^{l_s-1}s\} \subset \mathbb{Z}_n$$

where $l_s$ is the least positive integer such that $q^{l_s} \equiv s \pmod{n}$ and $l_s$ is called the size of $C_s$.

**Lemma 1.** [9] Let $q$ be a power of a prime $p$ and $n = q^m - 1$. For any $1 \leq s \leq n-1$ with $\gcd(s, n) = 1$ the length $l_s$ of the $q$-cyclotomic coset $C_s$ is equal to $m$.

**Definition 2.** Let $s^\infty = (s_t)_{t=0}^\infty$ be a sequence over $GF(q)$. A sequence $s^\infty$ is called periodic with period $N$ if there is positive integer $N$ such that $s_l = s_{l+N}$ for every $t, l \geq 0$. 


Definition 3. The polynomial \( c(x) = a_k x^k + a_{k-1} x^{k-1} + a_{k-2} x^{k-2} + \cdots + a_0 \) over \( GF(q) \), with \( a_k = 1 \), is called characteristic polynomial of \( s^\infty \) if
\[
a_k s_{n+k} + a_{k-1} s_{n+k-1} + a_{k-2} s_{n+k-2} + \cdots + a_0 s_n = 0
\]
for every \( n = 0, 1, 2, \ldots \). Furthermore, the polynomial characteristic of the smallest degree of \( s^\infty \) is called minimal polynomial of \( s^\infty \), and denoted by \( M_{s^\infty}(x) \).

The minimal polynomial \( M_{s^\infty}(x) \) of the sequence \( s^\infty \) is unique and divides \( c(x) \). The degree of \( M_{s^\infty}(x) \) is called linear span or linear complexity of \( s^\infty \) and is denoted by \( L_{s^\infty} \).

For any sequence \( s^\infty \), we can determine the linear span and minimal polynomial of \( s^\infty \) from the following lemma [4, Theorem 5.3].

Lemma 2. Let \( s^\infty = (s_t)_{t=0}^\infty \) be a sequence with period \( L \) over \( GF(q) \). Defined \( S_L(x) = \sum_{t=0}^{L-1} s_t x^t \in GF(q)[x] \). Then the minimal polynomial \( M_{s^\infty}(x) \) of \( s^\infty \) is given by
\[
M_{s^\infty}(x) = \frac{x^L - 1}{\gcd(S_L(x), x^L - 1)}
\]
and the linear span \( L_{s^\infty} \) is given by \( L - \deg(\gcd(S_L(x), x^L - 1)) \).

Another way is given in the following lemma [1], which is very important for proof of our main result.

Lemma 3. Any sequence \( s^\infty \) over \( GF(q) \) of period \( q^m - 1 \) has a unique powers-of-\( \alpha \) representation of the form
\[
s_t = \sum_{i=0}^{q^m-2} c_i \alpha^{it}, \text{ for all } t \geq 0,
\]
where \( c_i \in GF(q^m) \) and \( \alpha \) is a primitive element in \( GF(q^m) \). Suppose that \( I = \{ i | c_i \neq 0 \} \), then the minimal polynomial of \( s^\infty \) is
\[
M_{s^\infty}(x) = \prod_{i \in I} (x - \alpha^i),
\]
and the linear span of \( s^\infty \) is \( L_{s^\infty} = |I| \).

It should be noticed that in some references, the reciprocal of \( M_{s^\infty}(x) \) is the minimal polynomial of the sequence \( s^\infty \).

3. Cyclic codes from the monomial \( f(x) = x^{q^m-2} \)

In this section, we study a particular type of sequences \( s^\infty \) defined by
\[
\tilde{s}_t = Tr_1^m(f(\alpha^t + 1) - f(\alpha^t)), \ t \geq 0,
\]
where \( Tr_1^m \) denotes the trace function from \( GF(q^m) \) to \( GF(q) \).
where
\[ f(x) = x^{q^m-2}, \] (3)
is a function in \( GF(q^m)[x] \), \( m \) is a positive integer, \( \text{Tr}_1^m \) is the trace function from \( GF(q^m) \) to \( GF(q) \) and \( \alpha \) is a primitive element of \( GF(q^m)^* \).

The objective of this part is to construct a class of cyclic code from this sequence with explicit monomial \( f \). We call the cyclic code \( \tilde{C} \) with the generator polynomial from the minimal polynomial of the sequence \( \tilde{s} = (\tilde{s}_t)_{t=0}^{\infty} \). Let \( n = q^m - 1 \) and \( e = q^m - 2 \). By Lemma 3 and (2), to get the parameters of the corresponding cyclic codes is to compute the powers-of-\( \alpha \) representation of \( \text{Tr}_1^m(f(\alpha^t + 1) - f(\alpha^t)) \) as follows:

\[
\tilde{s}_t = \text{Tr}_1^m(f(\alpha^t + 1) - f(\alpha^t)) \\
= \text{Tr}_1^m((\alpha^t + 1)^e - (\alpha^t)^e) \\
= \text{Tr}_1^m \left( \sum_{i=0}^{e} \binom{e}{i} \alpha^{it} - \alpha^{et} \right) \\
= \sum_{i=0}^{q^m-2} \left( \binom{e}{i} \sum_{j=0}^{m-1} \alpha^{q^j it} - \sum_{j=0}^{m-1} \alpha^{q^j et} \right) \\
= \sum_{i=0, \atop i \notin C_e}^{q^m-2} \binom{e}{i} \sum_{j=0}^{m-1} \alpha^{q^j it} \\
= \sum_{i=0, \atop i \notin C_e}^{q^m-2} \left( \sum_{j=0}^{m-1} (q^j i \mod n) \mod p \right) \alpha^{it}, \tag{4}
\]

where \( K_{e,q,m}(i) = \sum_{j=0}^{m-1} \left( q^j i \mod n \right) \mod p \) and \( C_e \) is the \( q \)-cyclotomic coset containing \( e \) modulo \( n \).

From (4), define
\[
\text{Supp}(K_{e,q,m}) = \{ i \in \mathbb{Z}_n : K_{e,q,m}(i) \neq 0, i \notin C_e \}. \tag{5}
\]

Now, we need to count the \( \text{Supp}(K_{e,q,m}) \). To do this, we have to simplify (4). Note that the following lemma is well-known.

**Lemma 4.** [15] Let \( N > M > 0 \), then
\[
\binom{N-1}{M} = \frac{N-M}{N} \binom{N}{M}. \]
Let \( k_{ij} = q^j i \mod n \), from the Lemma 4 and note that the multiplicative inverse of \( e + 1 \) is \( p - 1 \) in modulo \( p \), then

\[
K_{e,q,m}(i) \equiv \sum_{j=0}^{m-1} \binom{e}{k_{ij}} \\
= \sum_{j=0}^{m-1} \frac{e+1-k_{ij}}{e+1} \binom{e+1}{k_{ij}} \\
= \sum_{j=0}^{m-1} (1+k_{ij}) \binom{e+1}{k_{ij}} \mod p.
\]

The last part of (6) always has the same form for any \( j \) as the following lemma.

**Lemma 5.** For any \( i \in \mathbb{Z}_n \),

\[
\binom{e+1}{q^i \mod n} = \binom{e+1}{i \mod n}.
\]

**Proof.** Let \( i = \sum_{j=0}^{m-1} i_j q^j \), then \( q^i \mod n = i_{m-1} + i_0 q + \cdots + i_{m-2} q^{m-1} \). Combining the fact \( e + 1 = \sum_{j=0}^{m-1} (q-1) q^j \) and Lucas’s theorem [13] we have

\[
\binom{e+1}{q^i \mod n} = \binom{q-1}{i_{m-2}} \cdots \binom{q-1}{i_0} \binom{q-1}{i_{m-1}} \\
= \binom{q-1}{i_{m-1}} \cdots \binom{q-1}{i_1} \binom{q-1}{i_0} \\
= \binom{e+1}{i} \mod p.
\]

This yields, for \( k_{ij} = q^j i \mod n \), (where \( j \in \mathbb{Z}_m \)), \( \binom{e+1}{k_{ij}} \equiv \binom{e+1}{i} \mod p \). Hence, the equation (6) equivalent to

\[
K_{e,q,m}(i) \equiv \binom{e+1}{i} \sum_{j=0}^{m-1} (1+k_{ij}) \\
\equiv \binom{e+1}{i} \left( m + \sum_{j=0}^{m-1} k_{ij} \right) \mod p.
\]

The following lemma assures that the \( \binom{e+1}{i} \) is not divided by \( p \).
Lemma 6. Let \( a \) be a positive integer and \( k \) be a nonnegative integer. For \( p \) prime then

\[
\binom{p^a-1}{k} \equiv 0 \mod p.
\]

Proof.

\[
\binom{p^a-1}{k} \equiv \frac{(p^a-1)!}{k!(p^a-1-k)!} \equiv \frac{(p^a-1)(p^a-2) \cdots (p^a-k)}{k!} \equiv \frac{p^{ak} - \sum_{i=1}^{k} p^{(k-1)a} + \sum_{i \neq j, i,j \in [k]} p^{(k-2)a} - \cdots + (-1)^{k} k!}{k!} \equiv (-1)^{k} \mod p.
\]

Let \( s_q(i) = \sum_{j=0}^{m-1} k_{ij} \), then (5) becomes

\[
\text{Supp}(K_{e,q,m}) = \{ i \in \mathbb{Z}_n : s_q(i) + m \not\equiv 0 \mod p \} \setminus \{ i \in C_e \}. \tag{7}
\]

Let \( A = \{ i \in \mathbb{Z}_n : s_q(i) + m \not\equiv 0 \mod p \} \) and \( B = \{ i \in C_e \} \). So, (7) becomes

\[
\text{Supp}(K_{e,q,m}) = A \setminus B.
\]

To get the cardinality of \( A \) we need to prove the following lemmas. Let \( \lambda_1 = \frac{n}{q-1} \) and \( \lambda_2 = q - 1 \), then \( \lambda_1 = 1 + q + q^2 + \cdots + q^{m-1} \) and \( \lambda_1 \lambda_2 = n \).

Lemma 7. Let \( a \in \mathbb{Z}_n \) and \( j \in \{0, 1, 2, \ldots, m-1\} \) such that \( aq^j \geq n \) and \( aq^j = \gamma n + \delta \), for some \( \gamma \in \mathbb{Z}_n \). Then

\[
aq^j \equiv \gamma \lambda_2(1 + q + q^2 + \cdots + q^{m-1}) \mod n,
\]

for some \( \gamma \geq 0 \).

Proof. Consider \( \delta \in \mathbb{Z}_n \), that is \( \delta = aq^j - \gamma n = aq^j - \gamma \lambda_1 \lambda_2 \), so that

\[
\delta \equiv aq^j - \gamma \lambda_2(1 + q + q^2 + \cdots + q^{m-1}) \mod n,
\]

for some \( \gamma \geq 0 \).
Lemma 8. Let \( b \in \mathbb{Z}_n, b \neq 0 \). Then
\[
\sigma_q(b) = (bq^0 \mod n) + (bq^1 \mod n) + \cdots + (bq^{m-1} \mod n) = (b - \gamma')(1 + q + q^2 + \cdots + q^{m-1}) = (b - \gamma') \frac{n}{q-1},
\]
for some \( \gamma' < b \).

Proof. Suppose \( j_1, j_2, \ldots, j_t \in \{0, 1, 2, \ldots, m - 1\} \) such that \( bq^{j_i} \geq n \), for every \( i = 1, 2, \ldots, t \). Then by Lemma 7, we have
\[\begin{align*}
 bq^{j_i} &\equiv bq^{j_i} - \gamma_i \lambda_2 (1 + q + \cdots + q^{m-1}) \mod n, \\
 s_q(b) &\equiv (bq^0 \mod n) + (bq^1 \mod n) + \cdots + (bq^{m-1} \mod n) \\
 &\equiv b(q^0 + q^1 + q^2 + \cdots + q^{m-1}) - (\lambda_2 \sum_{i=0}^{t} \gamma_i(q^0 + q^1 + q^2 + \cdots + q^{m-1})) \\
 &\equiv \left( b - \lambda_2 \sum_{i=0}^{t} \gamma_i \right) (q^0 + q^1 + q^2 + \cdots + q^{m-1}).
\end{align*}\]

Put \( \gamma' = \lambda_2 \sum_{i=1}^{t} \gamma_i \).

Lemma 9. If \( (b - \gamma') \not\equiv 0 \mod p \), then
\[
(b - \gamma') \lambda_1 = (b - \gamma') \frac{n}{q-1} \not\equiv 0 \mod p.
\]

Proof. Since \( \lambda_1 | n = q^m - 1 \), then \( \gcd(\lambda_1, p) = 1 \) so that \( \lambda_1 \mod p \) is a unit in \( \mathbb{Z}_p \). Consequently, if \( (b - \gamma') \not\equiv 0 \mod p \), then \( (b - \gamma') \lambda_1 \equiv (b - \gamma') \frac{n}{q-1} \not\equiv 0 \mod p \).

In order to determine \( i \in \mathbb{Z}_n \) such that \( s_q(i) \not\equiv 0 \mod p \), it is equivalent to find \( i \) such that \( i - \gamma' \not\equiv 0 \mod p \) (based on Lemma 8 and Lemma 9) and \( i - \gamma' \not\equiv 0 \mod p \) if and only if \( \gcd(i - \gamma', q^m) = 1 \). Hence, from \textit{Phi Euler function} we have
\[
\#A = q^m (1 - \frac{1}{p}). \tag{8}
\]

The biggest element in \( \mathbb{Z}_n \), that is \( e = q^m - 2 \), contained in \( A \). It can be shown by the following lemma.
Lemma 10. Let $q$ be a prime power of $p$. Defined $s_q(i) = \sum_{j=0}^{m-1} k_{ij}$, where $k_{ij} = q^i \mod n$ and $n = q^m - 1$. Then

$$s_q(e) + m \not\equiv 0 \mod p,$$

where $e = q^m - 2$.

Proof.

$$s_q(e) + m \equiv (e \mod n) + (qe \mod n) + \cdots + (q^{m-1}e \mod n) + m$$

$$\equiv (n - 1) + (n - q) + \cdots + (n - q^{m-1}) + m$$

$$\equiv mn + m - (1 + q + q^2 + \cdots + q^{m-1})$$

$$\equiv -1 \mod p.$$

From Lemma 1 and $\gcd(e, n) = 1$ we have $|B| = |C_e| = m$. Thus, from (8), we have

$$\#\text{Supp}(K_{e,q,m}) = q^m(1 - \frac{1}{p}) - m. \quad (9)$$

The following theorem gives the minimal polynomial of the sequence $\tilde{s}^\infty$ in (2) with function (3).

Theorem 1. Let $\tilde{s}^\infty$ be the sequence of (2), where $f(x) = x^{q^m-2}$, then the minimal polynomial of $\tilde{s}^\infty$ is given by

$$M_{\tilde{s}}(x) = \prod_{i \in \mathbb{Z}_n, s_q(i)+m \not\equiv 0 \mod p} (x - \alpha^i), \quad (10)$$

and the linear span $L_{\tilde{s}}$ of $\tilde{s}^\infty$ is

$$L_{\tilde{s}} = q^m(1 - \frac{1}{p}) - m.$$

Proof. This theorem follows from Lemma 3, Lemma 10, Eq. (7) and Eq. (9).

The polynomial (10) in Theorem 1 can be used to construct a class of cyclic codes as the following.

Theorem 2. The cyclic code $C_{\tilde{s}}$ defined by sequence of Theorem 1 has parameters $[q^m - 1, \frac{q^m}{p} - 1 + m, d]$ where $d \geq \frac{q(p-1)}{p}$ and generator polynomial $M_{\tilde{s}}(x)$ of (10).

Proof. The dimension of $C_{\tilde{s}}$ follows from Theorem 1. Therefore we consider the lower bound of minimum weight $d$. Note that the weight distribution of the cyclic code generated by $M_{\tilde{s}}(x)$ is the same as that generated by the reciprocal polynomial of $M_{\tilde{s}}(x)$.
Furthermore, the reciprocal polynomial of $M_s(x)$ has zeros $\alpha^i$ where $i \in H = \{pj + 1 : j = 1, 2, \ldots, \frac{q(p-1)}{p} - 1\}$. Thus, from the Hartmann-Tzeng bound [10, Theorem 1], we have $d \geq \frac{q(p-1)}{p}$.

**Example 1.** Let $q = 3$, $m = 2$, and irreducible polynomial for $GF(3^2)$ is $x^2 + 2x + 2 = 0$. Then $C_s$ is a $[8, 4, 2]$ cyclic code over $GF(3)$ with the generator polynomial $M_s(x) = x^4 + 2$. It is known that for optimal linear codes of length 8 and dimension 4 over $GF(3)$, the minimal distance is $d = 4$. Its dual is a $[8, 4, 2]$ cyclic code.

**Example 2.** Let $q = 3$, $m = 3$, and $\alpha$ be a generator of $GF(3^3)^*$ with $\alpha^3 + 2\alpha + 1 = 0$. Then $C_s$ is a $[26, 11, 6]$ cyclic code over $GF(3)$ with the generator polynomial $M_s(x) = x^{15} + x^{14} + x^{12} + x^{11} + x^{10} + x^9 + x^8 + x^7 + x^6 + x^5 + x^4 + x^3 + 1$. It is known that for optimal linear codes of length 26 and dimension 11 over $GF(3)$, the minimal distance satisfies $9 \leq d \leq 11$. Its dual is a $[26, 15, 4]$ cyclic code.

**Example 3.** Let $q = 3$, $m = 3$, and $\alpha$ be a generator of $GF(3^3)^*$ with $\alpha^3 + 2\alpha^2 + 1 = 0$. Then $C_s$ is a $[26, 11, 6]$ cyclic code over $GF(3)$ with the generator polynomial $M_s(x) = x^{15} + x^{14} + x^{12} + x^{11} + x^{10} + x^9 + x^8 + x^7 + x^6 + x^5 + x^4 + x^3 + x + 1$. Its dual is a $[26, 15, 4]$ cyclic code.

### 4. Conclusion

We have given the construction of a family of cyclic code from periodic sequence $\hat{s}$ from a monomial $f(x) = x^{q^m-2}$ in $GF(q^m)$. The lower bound of the code is presented in Theorem 2. In general, the code $C_s$ has parameter $[q^m - 1, 2q^m - 1 + m, d]$ with $d \geq \frac{q(p-1)}{p}$. Three examples are presented. Numerical examples show that for the same length and distance, the dual of cyclic codes presented in this paper has a lower dimension than in [3, 1983] and [17, page 27].
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