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Abstract: Lewis acids have recently been recognized as catalysts enabling enantioselective photochemical transformations. Mechanistic studies on these systems are however rare, either due to their absorption at wavelengths shorter than 260 nm, or due to the limitations of theoretical dynamic studies for larger complexes. In this work, we overcome these challenges and employ sub-30-fs transient absorption in the UV, in combination with a highly accurate theoretical treatment on the XMS-CASPT2 level. We investigate 2-cyclohexenone and its complex to boron trifluoride and analyze the observed dynamics based on trajectory calculations including non-adiabatic coupling and intersystem crossing. This approach explains all ultrafast decay pathways observed in the complex. We show that the Lewis acid remains attached to the substrate in the triplet state, which in turn explains why chiral boron-based Lewis acids induce a high enantioselectivity in photocycloaddition reactions.

Introduction

Lewis acids modulate the photochemical behavior of carbonyl compounds by coordination to the Lewis-basic oxygen atom. Although the fact that Lewis acids can have a beneficial impact on the course of photochemical reactions has been known for more than a century,[1] systematic studies of the interaction between a Lewis acid and a carbonyl chromophore were first undertaken in the 1980s and 1990s. Among several notable contributions,[2,3] the topic was most comprehensively investigated by the groups of Lewis and Fukuzumi. Lewis and co-workers explored the photochemistry of coumarins, quinolones, cinnamates and related compounds in a series of papers entitled „Lewis Acid Catalysis of Photochemical Reactions“.[3] The group of Fukuzumi interrogated the influence of a Lewis acid on the photoredox properties of carbonyl compounds[4] in the context of their general interest in the effect of Lewis acids on photoredox catalysis.[5] In more recent years, the interest in Lewis acids and carbonyl compounds has been largely triggered by the desire to exploit chiral Lewis acids for the enantioselective catalysis of photochemical reactions[6] The [2+2] photocycloaddition attracted the most attention and several modes of action were shown to be operative, including (a) a stabilization of the excited state,[7] (b) a more facile photoredox event,[8] (c) a bathochromic absorption shift,[9] (d) a lowering of the energy of the triplet state[10] or combinations thereof.[11] Apart from the enantioselectivity issue, Lewis acids have also been found to be useful to activate aromatic carbonyl compounds towards a reaction at the aromatic or heteroaromatic core.[12] They may also allow for new reaction pathways, such that reactions can take place in a different spin state.[13]

Several experimental studies were accompanied[10,11,12a,13,14] or supported[15] in separate papers by calculations which aided to understand the course of the reaction. However, despite the increasing number of synthetic studies, very little attention has been paid to the immediate influence of the Lewis acid on a carbonyl chromophore upon excitation. Despite early laser flash photolysis studies on relevant carbonyl compounds, e.g. cyclic α,β-unsaturated ketones (enones),[16] an elemental picture of the fate of a typical photochemical substrate in the presence of a Lewis acid does not exist. Previous theoretical studies already addressed the nature of the excited states and reaction paths of simple enones[17]–[19] and semiclassical dynamics gave insight into the singlet-triplet crossing mechanisms.[20] The reaction paths in Lewis acid complexes have also been investigated computationally, but these studies were focused on different classes of enones (coumarines and 5,6-dihydro-4-pyridones), for which the order of the excited states is different.[15]

Here we present a detailed mechanistic study on the effects of the addition of the Lewis acid BF₃ to the paradigmatic 2-cyclohexenone (1), to form the photocatalytic complex (2), (Scheme 1). The combination of state-of-the-art femtosecond transient absorption (TA) in the UV and high-
level quantum dynamical and quantum chemical methods on the XMS-CASPT2 level of theory allows us to (a) highlight the effects of Lewis acid addition on both static and dynamic system properties, (b) identify and describe not only the reaction pathway towards the photocatalytically active low-lying triplet state \( T_1 \), but also an important loss channel, namely radiationless \( S_1 \rightarrow S_0 \) internal conversion via a conical intersection.

**Results and Discussion**

**Vertical Excitation Energies and Calculated Absorption Spectra.** The 2-cyclohexeneone-BF\(_3\) complex (2) was generated by treatment of 2-cyclohexeneone (1) with an excess of BF\(_3\)OEt\(_2\) in dichloromethane solution. In previous work by Childs et al., complex 2 had been studied by NMR spectroscopy and was identified as a 1:1 complex.\(^{[21]}\) Addition of BF\(_3\)OEt\(_2\) to 2-cyclohexeneone led to a bathochromic shift of the strong absorption band at \( \lambda = 224 \) nm (\( \varepsilon = 12.6 \times 10^3 \) L mol\(^{-1}\) cm\(^{-1}\)) to a new signal with a maximum at \( \lambda = 250 \) nm. Beyond 5.0 equiv. of BF\(_3\)OEt\(_2\), the absorbance did not increase further (Figure 1b), indicating complete formation of complex 2 at this concentration. The isosbestic point at \( \lambda = 236 \) nm revealed that no other species was formed but the 1:1 complex. The weak absorption at \( \lambda = 330 \) nm observed in 1 (\( \varepsilon = 34 \) L mol\(^{-1}\) cm\(^{-1}\), see Figure 1a) disappeared completely. Instead, a shoulder developed at \( \lambda = 266 \) nm (Figure 1b).

The large red shift in the absorption spectra of the complex 2 compared to 2-cyclohexeneone (1) can be explained by inspection of the calculated vertical excitation energies. Starting from the optimized ground state geometry, the excited state energies were calculated on XMS-CASPT2(6,5)/cc-pvtz level of theory for the singlets \( S_1 \), \( S_2 \) and the triplets \( T_1 \) and \( T_2 \). In both cases the agreement between theory and experiment is excellent (Table 1).

In the enone 1, the \( S_1(\pi^*\pi) \) state is almost dark, only the \( S_2(\pi\pi^*) \) state exhibits a significant transition dipole moment of 4.53 D (Table 1). Complex 2 exists in two conformers (see Scheme 1 and Figure S7), in which the boron atom resides in the plane of the conjugated \( \pi \)-system and the BF\(_3\) group is oriented either towards or away from the C-C double bond (structure 2, respectively, 2* in Scheme 1). Both conformers exhibit very similar energies and nearly identical absorption spectra. All frontier orbitals of 2 involved in the excitation process, \( \pi, \pi', \) and \( \pi^* \), shown in Figure 2 for one of the conformers, are stabilized with respect to 1. The n-orbital representing a lone pair orbital of oxygen is most strongly affected as it participates in the \( \sigma \)-bond formation with the Lewis acid BF\(_3\). The partial transfer of electron density from the oxygen to the boron atom lends some oscillator strength to the \( \pi^* \) orbital and causes a strong blue shift of the \( S_1(\pi^*\pi) \) absorption band from 333 nm to 255 nm. The \( \pi^* \)-orbital is subject to an intermediate level of stabilization as it is not directly involved in the O–B bond but is localized close to the oxygen atom. The \( \pi \)-orbital is the least stabilized by complex formation, leading to an overall red shift of the \( S_2(\pi\pi^*) \) state in the complex.

The absorption spectra are computed as described in the Computational Methods section of the supporting information and are compared to the experimental spectra in Figure 3a for 1 and Figure 3b for 2. In complex 2, the \( S_2 \) and \( S_1 \) bands partly overlap such that the \( S_1 \) contribution can be assigned to the shoulder in the experimental spectrum (Figure 3b). Complex formation affects singlet and triplet states in a similar manner. As the two triplet states lie very

---

**Scheme 1.** 2-Cyclohexeneone (1) as a model substrate to explore the photophysical properties of its Lewis acid complex 2 to boron trifluoride (Isomer 2* with BF\(_3\) coordinated away from the double bond).

**Figure 1.** (a) UV/Vis absorption spectrum of 2-cyclohexeneone (1, CH\(_2\)Cl\(_2\), \( \varepsilon = 1.0 \) mM, rose; \( \varepsilon = 50 \) mM, red) and (b) its variation (\( \varepsilon = 1.0 \) mM) upon addition of 0 equiv. (black), 0.5 equiv., 1.0 equiv., 2.0 equiv., 5.0 equiv. and 10.0 equiv. of BF\(_3\)OEt\(_2\) (formation of 2, blue).

**Table 1:** Calculated absorption maxima and transition dipole moments for the lowest two singlet transitions in 1 and 2. The two values for 2/2* are for the two different conformers (see Scheme 1 and Figure S7). The absorption maxima of the experimental absorption bands and the shoulder observed in the complex 2 are given in parentheses.

| Excited State | Transition Energy in eV | Transition Wavelength in nm | Transition Dipole in D |
|---------------|-------------------------|-----------------------------|-----------------------|
| 1             | \( S_1(\pi\pi^*) \)     | 3.73 (3.76)                 | 33 (335)              |
| 2/2*          | \( S_1(\pi\pi^*) \)     | 5.74 (5.54)                 | 216 (224)             |
|               | \( S_2(\pi\pi^*) \)     | 4.87/ 4.87                  | 255/ 255 (266)        |
|               | \( S_2(\pi\pi^*) \)     | 5.08/ 5.15 (4.96)           | 244/ 241 (250)        |

---

\( \varepsilon = 1.0 \) mM, rose; \( \varepsilon = 50 \) mM, red.
close in 1, complexation leads to a change of character of the T₁ and T₂ states. In both isomers of the complex (2/2') T₁ has now (3π*) character, while T₂ assumes (1π*) character. In 1, the S₁ state is sandwiched between T₁(1π*) and T₂(3π*) while in the complex both triplets are located energetically below the S₁ state (see Figure 2a). Significant spin-orbit coupling only occurs between ππ* and nπ* configurations in accordance with El Sayed’s rule.[23]

Reaction Path and Trajectory Calculations for Enone 1. Starting from the Franck-Condon (FC) geometry, the (1nπ*) electronic configuration is preserved along the reaction path in the S₁ state. A planar S₁(nπ*) minimum could be located as well as two conical intersections (CoIn) with the ground state S₀. At CoIn 1, the ring structure is twisted along the HC=CH dihedral and CoIn 2 is an open ring structure (Figure 4). CoIn 1 lies energetically at the same level as the FC geometry whereas CoIn 2 lies energetically above the FC point (Figure 4, see also Table S5). Hence, no significant transfer through these intersections is expected, instead relaxation might occur via the triplet states. Two minima are found in the adiabatic T₁ potential: the first is planar and of nπ* configuration and lies in the FC region, while the second lower one is twisted and of ππ* configuration (Figure 4). Both minima are connected via a CoIn (T₁-T₂-CoIn) and a barrier in its close vicinity. Thus, along the reaction coordinate the T₂(ππ*) state crosses the S₁(nπ*) state. Between these states the spin orbit coupling of 37.96 cm⁻¹ is large enough and the energy gap small enough to expect significant intersystem crossing (ISC) from S₁(nπ*) to T₂(ππ*). Thereafter, the T₂(ππ*) population passes the T₁-T₂ CoIn diabatically and becomes T₁(ππ*), which is long-lived as its spin-orbit coupling to the ground state is small (5.73 cm⁻¹) and the energy gap is large (1.06 eV).

The expectations from the static calculations were verified by trajectory calculations at the XMS-CASPT2(8,7)/cc-pvdz level of theory including non-adiabatic and also spin-orbit coupling. For the dynamics, a smaller double-zeta basis set was employed, which leaves the energetic order of the involved states unaffected at critical points of the potential energy surface (see Tables S6 and S9).

13 Trajectories were started from the S₁ state, ten of which reached the final simulation time of 2 ps. For details see section 6.4 of the supporting information. This small sample
This is in good agreement with previous experiments in which a triplet quantum yield close to unity was reported after excitation of 2-cyclohexenone (I) to the $S_1$ state. After subtraction of the backwards crossings, there were in total eleven hops from $S_1$ to $T_1$ and eleven hops from $T_1$ to $T_2$. All transitions between $S_1$ and $T_2$ occurred at nearly planar geometries close to the $S_1$ minimum. These transitions were associated with a change in the character of the electronic wavefunction from $^{1}(\pi\pi^*)$ to $^{1}(\pi\pi^*)$. Since the $T_2$ state was found with an open ring structure, another CoIn with an elongated C–O bond was observed, instead, the $S_1$ state decayed completely to the triplet states with a time constant of approximately 750 fs (Figure 5).

![Figure 4](Image 18x803 to 58x825)

**Figure 4.** Energy levels of the adiabatic states of I at critical points relevant to the relaxation process evaluated on XMS-CASPT2(8,7)/cc-pvdz level of theory. $S_0$ is shown in black, $S_1$ is shown in red and $T_1$ is shown in faint red. The thick horizontal lines indicate the energies of the optimized states, while the thin lines indicate the energies of all other states at the optimized geometries (see Tables S5–S10). The dotted lines suggest possible relaxation pathways. The molecular structures are the planar $S_1(\pi\pi^*)$ minimum (left, slightly elongated C–O bond), the twisted $T_1(\pi\pi^*)$ minimum (middle, torsion around the C–C double bond) and the ring-opening CoIn between $S_1$ and $S_2$ (right).

size at a high level of electronic structure theory should give a good picture of the major reaction pathways as all the surviving trajectories show a similar behavior. Only reaction channels of minor importance might be missed. No repopulation of the ground state via either $S_1S_2$ CoIn 1 or $S_2S_3$ CoIn 2 was observed, instead, the $S_1$ state decayed completely to the triplet states with a time constant of approximately 750 fs (Figure 5).

![Figure 5](Image 62x173 to 281x315)

**Figure 5.** Adiabatic state populations based on quantum amplitudes for XMS-CASPT2(8,7)/cc-pvdz surface hopping trajectories started in the $S_1$ state of I; $S_1$ (orange), $S_2$ (blue), $T_1$ (green), $T_1$ (red), exponential fit of the singlet triplet population transfer with a time constant of 746 fs (black, dashed), fraction of active trajectories (grey, dashed).
points of the potential energy surface (see Tables S16 and S19). While dynamics in the singlet states can only provide a part of the picture, it was possible to investigate a larger number of trajectories. In total 50 trajectories per conformer and initial state were run. The results differed depending on whether the trajectories were started in the S₁(nπ*) state or the S₅(nπ*) state. Starting from S₁, most trajectories led to dissociation, since by removing an electron from the n-orbital the oxygen-boron bond is weakened so that the energy gained by relaxation from the FC region is enough to break it. Eleven trajectories did not dissociate. All of them showed a hop from S₁ to S₀ early in the propagation. In total, we observed thirteen hops from S₁ to S₀, of which eleven happened at a twisted structure (S₅S₅ Coln 1) while two occurred at an open ring structure (S₆S₆ Coln 2). Interestingly, there was a significant difference between the two conformers of the complex. When the BF₃ was on the same side as the double bond (2'), the relaxation mainly proceeded through S₅S₅ Coln 1. When the BF₃ pointed away from the double bond (2''), dissociation was more likely, and relaxation mainly proceeded through S₅S₅ Coln 2. The population dynamics of the trajectories starting in S₁ is shown in Figure 7. In this case, the difference between the two conformers was small. All trajectories quickly relaxed to S₁, but from there, different pathways were taken. 34 Trajectories relaxed to the S₁ state, 30 of them hopped at a twisted structure similar to the S₅S₅ Coln 1. In general, these trajectories did not show dissociation. They followed the electronic ππ* character diabatically.

The other four hops occurred at an open-ring structure similar to S₆S₆ Coln 2 and contained a broken or very elongated oxygen-boron bond. Due to these accessible relaxation channels we see a re-population of the S₀ ground state on a time scale below 150 fs. The remaining 66 trajectories stayed in the S₁. These trajectories followed the ππ* character diabatically and mainly show dissociative behavior in the gas phase. In solution, caging effects could decelerate or even prevent the dissociation. [23]

Transient Absorption Spectra. We experimentally addressed the photoinduced dynamics of compound 2 on timescales commensurate with intramolecular electronic relaxation using femtosecond TA spectroscopy. We initiated excited-state dynamics by pulses centered at 285 nm, to predominantly excite the S₅--S₁ transition, and followed the time-evolution by UV and UV/Vis probe pulses. A representative selection of TA spectra is shown in Figure 8, where the spectral evolution over the first several picoseconds after excitation is clearly illustrated.

Over the time-range displayed here, substantial changes were observed in particular in the visible: immediately on

Figure 6. Energy levels of the adiabatic states of 2 at critical points relevant to the relaxation process evaluated at XMS-CASPT2(8,7)/cc-pvdz level of theory. S₅ is shown in black, S₁ in grey and S₀ in faint red. The thick horizontal lines indicate the energies of the optimized states, while the thin lines indicate the energies of all other states at the optimized geometries (see Tables S15–S20). The dotted lines suggest possible relaxation pathways. The molecular structures are (from left to right): The twisted T₁(nπ*) minimum (torsion around the C=C double bond), the FC geometry, the T₄(nπ*) and S₅(nπ*) minima with the torsion around the C–O double bond and the elongated O–B bond, the ring opening Coln between S₁ and S₀ and the S₅ minimum of free 2-cyclohexenone (1) that is reached by dissociation in the S₁ state.

Figure 7. Adiabatic state populations based on Boltzmann averaged quantum amplitudes for XMS-CASPT2(8,7)/cc-pvdz surface hopping trajectories started in the S₁ state of 2 and 2'; S₅ (green), S₁ (orange), S₀ (blue); Boltzmann weighted fraction of active trajectories of 2 and 2' (grey, dashed).
excitation, a broad visible excited-state absorption (ESA) band covering 400–600 nm was formed. This band subsequently decayed on a timescale of a few hundred femtoseconds, revealing rapid population transfer out of the initially excited FC region. Following this initial process, subtler changes, as well as an overall loss of signal intensity, took place across the UV/Vis spectral range over the next several picoseconds. Figure 9 displays the (normalized) TA maps in two-dimensional detection wavelength vs. time-delay plots.

The initial ≈ 100 fs of the dynamics are dominated by the coherent artifact (CA), inhibiting detailed analysis within this range. After the CA, however, the spectra were well behaved and revealed the relaxation dynamics on the excited state surface. Again, we saw a broad ESA feature characterizing the excited state at the FC point. This band rapidly decayed, leaving only a weak featureless ESA in the visible range as well as a more intense band in the UV. These bands decayed much more slowly, reaching a quasi-equilibrium state after a few picoseconds as demonstrated by the transients at UV and visible detection wavelengths in Figure 9b. TA spectra from experiments recorded using 260 nm excitation, displaying similar behavior, are shown in Figures S1 and S2. Note that long-lived oscillatory features were observed across the spectrum regardless of detection wavelength, but with highest amplitude at 340 nm as shown in Figure 9b. These oscillations are not related to intra-molecular dynamics of the studied complex but are rather impulsive stimulated Raman scattering features originating from the solvent (see Figure S4 for pure solvent spectra).

**Figure 8.** Normalized absorption (black line), excitation spectra (blue shaded area) and TA spectra of 2 at several time-delays (colored lines). TA spectra in the UV (λ < 340 nm) and Visible (λ > 340 nm) range were recorded in separate experiments.

**Figure 9.** (a) Transient absorption maps for 2 DUV (bottom) and UV/Visible (top) probe range spectra after 285 nm excitation. Spectra are normalized to the signal maximum in the DUV experiment. Time-scale changed to logarithmic at 1 picosecond. (b) Transients at indicated detection wavelengths (dark grey) in comparison to fit results from global analysis (red). Spectra at each detection wavelength are normalized to their respective maximum.

**Kinetic Model and Data Analysis.** We can extract quantitative information about the excited-state relaxation dynamics by simultaneously fitting the time-evolution of the signal at all detection wavelengths to a sum-of-exponentials decay model (sequential model, see below), using the time constants as global parameters. A purely sequential model (A→B→C...) is one of the simplest deactivation schemes, which is however also supported by the theoretical model in Figure 6. From a physical perspective, we expect a bifurcation of the $S_1$ population via $S_1→S_0$ and $S_1→T_1$. We do not expect to observe the former channel directly, that is, the formation of a vibrationally hot ground state, as the TA probing range does not cover the ground state bleach region (see Figure 9 in comparison to the absorption spectrum in Figure 8). For the remaining and spectrally observable reaction pathway, $S_1→$
The fastest component in the TA data decays on a 100–150 fs timescale and is readily attributed to rapid decay of the initially excited FC state, while the ground-state recovery at long times proceeds on timescales longer than our probe window (i.e., > 50 ps). At intermediate times, the picture is less clear, at least before a comparison with the theoretical studies was made as given in the next section. We observe two components with sub-ps and few ps dynamics.

In addition to the time constants of the components in a multi-exponential decay fit, it is useful to represent also their amplitudes. A spectral representation of these reveals detailed information about the probe wavelengths at which a given process contributes. A spectral representation of these reveals detailed information about the probe wavelengths at which a given process contributes. While a number of spectral representations are possible, we here show the Evolution Associated Decay Spectra (EADS)\(^{[24]}\) in Figure 10 (time constants and EADS from 260 nm excitation experiment shown in Figure S3). The physical model imposed on the data in this representation is a strictly sequential transfer between a set of „compartments“, where the EADS can be interpreted as the transient spectra of the individual compartments. As such, the population is initially found in „compartment 1“, whereafter it transfers to „compartment 2“, and so on.

The EADS in Figure 10 renders our qualitative observations quantitative regarding the raw data in Figure 9. The initially excited state displays a broad ESA across the visible spectrum. As it decays on a \(\approx 130\) fs time-scale, a spectrally distinct state—characterized largely by strong UV absorption—is formed. Subsequently, on timescales from several hundred fs to a few ps, we observe signal loss and small-scale spectral changes largely in the UV range between 300 and 400 nm.

Overall, these spectral dynamics are consistent with initial excitation, followed by rapid transfer into a manifold of states, where the electronic structure is substantially different. In the following section, these assignments are substantiated significantly by a theoretical analysis of excited state spectra.

**Excited State Spectra—Experiment vs. Theory.** The theoretical approaches discussed so far describe processes connected to the optical excitation (Figures 2 and 3), and the subsequent population relaxation processes including non-adiabatic coupling and ISC (Figures 4–7). As XMS-CASPT2 can also accurately capture higher lying excited states, it further provides a direct connection between populations and spectral observables through calculated ESA spectra (the calculation of the ESA spectra is described in the Computational Methods section of the supporting information). This in turn greatly facilitates the discussion of the experimental results, as the EADS in Figure 10 can now be assigned to specific excited states and molecular geometries by comparison with calculated ESA features. In Figure 11 we compare the calculated ESA spectra of \(S_1\) in the FC region and \(T_1\) in the

![Figure 10](image)

*Figure 10.* Evolution associated decay spectra extracted from global kinetic analysis of TA data after excitation at 285 nm. The time constants noted are approximate representations of parameters extracted from both UV and visible experiments—the actual time constants from a given dataset can be found in Table 2.

![Figure 11](image)

*Figure 11.* Comparison between selected EADS (full colors) and calculated ESA spectra (faint colors) of singlet state \(S_1\) of \(2/2'\) in the FC region (a) and triplet state \(T_1\) thermalized in the \(T_1(\pi\pi^*)\) minimum (b).
Tₐ, min to relevant EADS. Based on the fact that Sₐ may deactivate both towards S₀ (see Figure 7 for population dynamics of 2) and to the triplet states T₁ and T₂, we expect its overall lifetime to be short. Accordingly, comparison of the fastest decaying EADS component with a 0.13 ps lifetime (red curve in Figure 11(a)) with the calculated ESA spectrum of S₀ in the FC region (faint red curve) gives qualitatively excellent agreement. The calculated spectrum is the sum of three transitions, that is, S₀ → Sₐ, Sₐ → T₁, and S₀ → T₂, where we depict their relative weights and the analogous decompositions of the T₁ ESA spectrum in Figures S11 and S10, respectively. The minor deviation between experiment and theory in Figure 11(a) in the spectral regions below 400 nm is readily explained by the pump pulse-related CA, still contributing significantly at such early delay times.2[3] Thus we can assign the fastest decay component to the relaxation of Sₐ out of the FC region either to the ground-state S₀ through conical intersections or to the Sₐ(ππ*) minimum.

The triplet state T₁ is the lowest lying excited state of 2 (see Figure 6). Hence, we compare the calculated ESA spectrum in the T₁, min to relevant EADS (blue faint line in Figure 11(b)) to the component with a long lifetime—specifically the 4 ps EADS (blue line). Even though we retrieved a component with an even longer lifetime (see Figure 9), we chose to compare to the 4 ps EADS, as this component’s lifetime is still reliable within the 50 ps delay window of the experiment. As for the S₀ case, the qualitative agreement between experiment and theory is remarkable (Figure 11(b)). We note that the results of global analysis, that is, EADS, relate to the entire TA-signal, while the theoretical predictions were made for ESA spectra only. The direct comparison of the calculated ESA-spectra to the retrieved EADS is only feasible thanks to the lack of ground state bleach contributions in the employed probing range of Figure 11 and to the weak stimulated signal for both S₀ and T₁. Comparison to theory hence allows us to assign the retrieved spectral species of Figure 9 to relaxation out of the FC region of S₀ (0.13 ps EADS), ISC to triplet states (0.4 ps), relaxation of hot triplet states (4 ps) and a long-lived residual (> 50 ps), which is attributable to the lowest lying triplet state T₁ and its relaxation back to the ground state. The excellent agreement of the calculated triplet spectrum and the 4 ps EADS strongly suggests that the dissociation that is predicted by surface hopping calculations in the gas phase is not a large contributor to the dynamics of 2 in solution. The triplet spectra of 1 which would result from dissociation, were also calculated and do not match the observed EADS but are instead much more red-shifted (see Figure S12).

Preliminary studies on photoreactivity. Our results indicate that it should be possible to involve enones in a photochemical Lewis acid-catalyzed reaction upon proper selection of the irradiation wavelength. While complexation opens up additional relaxation pathways which avoid the photochemically relevant triplet state, these additional decay routes are non-critical, as they lead back to the electronic ground state. Hence, there are no chemical by-products and the complex remains in solution for further photocatalytic cycles. By appropriate choice of the excitation wavelength, it should therefore be possible to compensate for the loss of reactive excited state species by an increased absorption cross section.

In a preliminary study, we investigated whether the BF₃ complex 2 is productive in photocatalysis. 2-Cyclohexenone (1) was irradiated together with isobutene at a wavelength (λ = 272 nm) at which the compound is transparent (see Figure 1). There was no detectable conversion after six hours (see section 7 of the SI for details). When the same reaction was performed in the presence of BF₃·OEt₂ (50 mol %) a steady conversion could be detected (see Figure S13). In the absence of light there was no reaction. This preliminary work supports the fact that the triplet state of 2 is productive in photocatalysis and suggests Lewis acid catalyzed photochemical reactions to be possible upon judicious choice of the irradiation wavelength.

Conclusion

In summary, we have investigated the small enone Lewis acid complex 2 by highly accurate quantum chemical methods and by state-of-the art ultrafast transient absorption spectroscopy in the UV-range. The complex serves as a prototype to understand the influence of Lewis acid catalysts on the photochemistry of cyclic enones. The changes due to complexation were evaluated by comparison with the free enone 1. Regarding absorption in the UV/Vis spectrum, the Lewis acid induces a significant blue shift of the S₀ state and increases its oscillator strength. The S₀ state is almost dark for enone 1 but becomes bright for complex 2. The bright S₀ state of the enone is red-shifted by the Lewis acid and overlaps energetically with Sₐ. While the enone decays from Sₐ completely to the triplet (nπ*) and (ππ*) states, the enone complex 2 passes conical intersections at which a decay to the ground state S₀ is feasible. An alternative pathway allows the enone complex to populate the triplet T₁(ππ*) state. Both the S₀ and T₁ state of complex 2 could be detected by transient absorption spectroscopy and it was shown that coordination to the Lewis acid is retained in T₁. The latter observation is in line with the fact that chiral boron-based Lewis acids induce a high enantioselectivity in the [2+2] photocycloaddition reaction of 2-cyclohexenone.2[0] Population of T₁ occurs on a picosecond time scale which in turn suggests that this state is solely responsible for the photochemistry of the Lewis acid-enone complex. Further synthetic studies are warranted to identify novel reaction pathways for Lewis acid-enone complexes as compared to the known transformations of enones.
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