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Abstract—In this work, we propose an efficient minimax optimal global optimization algorithm for multivariate Lipschitz continuous functions. To evaluate the performance of our approach, we utilize the average regret instead of the traditional simple regret, which, as we show, is not suitable for use in the multivariate non-convex optimization because of the inherent hardness of the problem itself. Since we study the average regret of the algorithm, our results directly imply a bound for the simple regret as well. Instead of constructing lower bounding proxy functions, our method utilizes a predetermined query creation rule, which makes it computationally superior to the Piyavskii-Shubert variants. We show that our algorithm achieves an average regret bound of $O(L\sqrt{nT}+\tau)$ for the optimization of an $n$-dimensional $L$-Lipschitz continuous objective in a time horizon $T$, which we show to be minimax optimal.

I. INTRODUCTION

In the problem of global optimization [1], the goal is to minimize an objective function with as few evaluations as possible. It can be utilized in many applications such as hyper-parameter tuning in complex learning systems [2], [3]. In these applications, because of the complexity of the system, the loss function in question does not generally possess properties that ease optimization (e.g., convexity). The sequential optimization of such unknown and possibly non-convex functions are called by many names, which includes:

- global optimization [11]
- derivative-free optimization [4]
- black-box optimization [5].

The problem of global optimization has attracted significant attention, especially in recent years, in a wide variety of research fields including non-convex optimization [6]–[8], Bayesian optimization [9], convex optimization [10]–[12], bandit optimization [13], stochastic optimization [14], [15].

It can also be straightforwardly utilized in many applications such as distribution estimation [16]–[19], multi-armed bandits [20]–[22], control theory [23], signal processing [24], game theory [25], prediction [26], [27], decision theory [28] and anomaly detection [29]–[31].

In global optimization, when optimizing a function $f(\cdot)$, we only have access to its evaluations at certain query points. Although there exist many heuristics, we focus on the regularity based approaches [32], [33]. Specifically, we focus on the more popular Lipschitz regularity, which was first utilized by Piyavskii for univariate Lipschitz continuous functions, where the approach is to create lower bounding proxy functions on the objective and to query their minimum [34]. This method was also developed by Shubert independently in the same year [35]; hence, it has been generally called as the Piyavskii-Shubert algorithm.

There have been many developments on this algorithm over the years to study its varying specific applications to functions with distinct Lipschitz regularity conditions [7], [8], [36]–[42]. In [43], a multivariate extension to the original algorithm was proposed that utilizes the Taylor expansion of the objective function. In [44], an acceleration of this multivariate extension has been designed. In [45], the use of smooth auxiliaries have been considered to create the lower bounding proxy functions in the Piyavskii-Shubert algorithm. In [46], a variant has been created for use in differentiable univariate functions. Similarly, another variant where the objective function is defined on a compact interval with a bounded second derivative is also proposed in [47]. Another work studies the univariate global optimization for the objective functions with generalized Lipschitz regularities [48].

The performance analysis in regards to the algorithms for global optimization is done via the convergence to the functional evaluation of an optimizer of the objective $f(\cdot)$ [49]. Traditionally, the performance analysis has been done via the notion of simple regret, which measures the difference between the evaluation of the best query so far with the evaluation of an optimizer. It has been shown that Piyavskii-Shubert algorithm has a crude regret bound of the form $\tilde{r}_T = O(T^{-\tau})$ for a Lipschitz continuous $n$-dimensional objective [38]. For univariate functions, it has been shown that a Piyavskii–Shubert variant can achieve a simple regret of $\epsilon$ in at most $O(f^1(f(x) - f(x^*) + \epsilon)^{-1}dx)$ number of queries [7], which improves upon the results of [49]. Similarly, the work in [46] improves upon the results of its predecessors [7], [49]. A variant of the Piyavskii-Shubert algorithm called LIPO has been proposed in [50], which achieves better upper bounds on the simple regret under stronger assumptions. Another work studies the simple regret of the Piyavskii-Shubert algorithm under noisy evaluations [51].

As opposed to the weaker simple regret, the cumulative regret bounds of the Piyavskii-Shubert variant algorithms have also been studied for univariate functions [49]. While the Piyavskii-Shubert type methods have low cumulative regret bounds for Lipschitz continuous functions, the optimization of the lower bounding functions in the process of determining the queries can be costly. Another work [52] circumvents this issue by utilizing predetermined sampling sets and achieves similar cumulative regret bounds with Piyavskii-Shubert algorithms in univariate settings. However, in all these methods the objective function takes a single argument (i.e., univariate). To this end, we extend these approaches to the more general multivariate case (dimension $n > 1$) and create an algorithm that achieves minimax optimal cumulative regret bound for Lipschitz continuous functions.
II. PRELIMINARIES

A. Problem definition

In this section, we formalize the multivariate global optimization problem. We want to minimize a multivariate function \( f(\cdot) \) such that

\[
 f(\cdot) : \Omega \to \mathbb{R},
\]

i.e., it maps from a compact subset \( \Omega \subset \mathbb{R}^n \) to the set of real numbers \( \mathbb{R} \). We will mainly consider the case where \( \Omega \) is the unit \( n \)-dimensional cube, i.e.,

\[
 \Omega \equiv [0, 1]^n.
\]

Even though the objective function \( f(\cdot) \) is potentially non-convex (i.e., does not possess the desirable property of convexity), it is not an arbitrary function and commonly possesses some type of regularity. We consider the widely used Lipschitz continuity regularity.

**Definition 1.** Let the objective function \( f(\cdot) \) satisfy the following regularity:

\[
|f(x) - f(y)| \leq L\|x - y\|,
\]

for any \( x, y \in \Omega \), where

- \( L > 0 \) is the Lipschitz continuity coefficient,
- \( \|\cdot\| \) is the Euclidean norm.

We iteratively minimize \( f(\cdot) \) by observing the evaluation \( f(x_t) \) of a query \( x_t \) and selecting the next query \( x_{t+1} \) based upon the already evaluated queries \( \{x_t\}_{t=1}^T \) and their evaluations \( \{f(x_t)\}_{t=1}^T \), i.e.,

\[
 x_{t+1} = \Gamma(x_1, x_2, \ldots, x_t, f(x_1), f(x_2), \ldots, f(x_t)),
\]

for some decision making system denoted by the function \( \Gamma(\cdot) \). Example decision functions are implied by the popular Piyavskii–Shubert variants, where the next potential query is determined by constructing the lower bounding proxy function that crosses from the already queried points and their evaluations.

The goal of the learning process (and querying) is to determine the optimal points with as few evaluations as possible. From the perspective of the computational learning theory, this coincides with considering the objective function as a loss function and each evaluation

\[
 f(x_t) \in \mathbb{R},
\]

as the loss incurred when the query point

\[
 x_t \in \Omega,
\]

is selected. Since the function \( f(\cdot) \) can have arbitrarily high evaluations, we use the notion of regret and compare the evaluations of our selections with an optimal evaluation for the performance analysis. Let \( x_\ast \) be a global minimizer of \( f(\cdot) \), i.e.,

\[
 f(x_\ast) = \min_{x \in \Omega} f(x).
\]

Next, we show why the notion of average regret is more useful for the performance evaluation of global optimization algorithms in contrast to the simple regret.

B. Simple Regret vs Average Regret

For a time horizon \( T \) (number of evaluations), there exists two schools of though for the regret analysis:

- The first one is the traditional simple regret, where the queried points does not result in a loss and only the selected points have a loss incurred. After querying the points \( \{x_t\}_{t=1}^T \), we select a point \( \bar{x}_T \), which will result in a loss. The simple regret is given by the difference to the minimum possible evaluation of \( f(\cdot) \), hence,

\[
 \tilde{r}_T = f(\bar{x}_T) - \min_{x \in \Omega} f(x).
\]

- The second approach is the average regret analysis, where all the queries made \( \{x_t\}_{t=1}^T \) contribute to the loss incurred. The average regret is given by the distance to the minimum possible evaluation of \( f(\cdot) \), hence,

\[
 r_T = \frac{1}{T} \sum_{t=1}^T f(x_t) - \min_{x \in \Omega} f(x).
\]

While the simple regret analysis or convergence to the optimal evaluation may be useful in various problem scenarios, it is not meaningful for use in performance evaluation of an algorithm for global optimization problems because of the inherent hardness of the problem. To see this, consider the optimization of an \( L \)-Lipschitz continuous function (as in [Definition 1]) over the set \([0,1]^n\). Let us split this \( n \)-dimensional unit cube into \( n \)-dimensional cubes of side lengths \( 2\epsilon \) for some small \( \epsilon \). Let a rudimentary grid search algorithm sample the center of these small \( n \)-dimensional cubes, i.e., \( \{\bar{x}_t\}_{t=1}^T \), where the number of samples \( T \) is given by the following

\[
 T = O \left( \frac{1}{(2\epsilon)^n} \right).
\]

The simple regret of this grid search is given by

\[
 \tilde{r}_T \leq \min_{t \in \{1, \ldots, T\}} f(\bar{x}_t) - f(x_\ast),
\]

\[
 \leq \min_{t \in \{1, \ldots, T\}} L\|\bar{x}_t - x_\ast\|,
\]

\[
 \leq L\epsilon \sqrt{n},
\]

\[
 \leq O(L\epsilon \sqrt{n}),
\]

using [Definition 1] which is convergent to 0 for constant \( L \) and \( n \). Hence, the simple regret of grid search is infinitesimally small for large \( T \) and Hannan consistent. This result is a consequence of the inherent hardness of the problem setting at hand. On the other hand, the average regret of grid search is given by

\[
 r_T \leq \frac{1}{T} \sum_{t=1}^T f(\bar{x}_t) - \min_{x \in \Omega} f(x),
\]

\[
 \leq O(1),
\]

i.e., in general, it does not converge (i.e., it cannot learn). Moreover, it is obvious to see that a bound on the average regret implies a bound on the simple regret. To this end, instead of the simple regret, we use the average regret for the purposes of performance evaluation and will create an algorithm that achieves \( O(T^{-\frac{1}{n}}) \) minimax optimal average regret.
III. THE ALGORITHM

In this section, we design our algorithm, which can be used to iteratively minimize a non-convex objective function \( f(\cdot) \) that satisfies the constraint in [Definition 1]. Although, we do the optimization in a \( n \)-dimensional unit cube \([0,1]^n\), it can be straightforwardly extended for use in an arbitrarily located cube with arbitrary length after translation and scaling of the inputs. In contrast to the traditional algorithms in global optimization such as Piyavskii-Shubert variants, which work by creating lower bounding proxy functions and updating them with each new query; we utilize a fixed query construction rule to increase computational efficiency [2]. The framework of the algorithm is given next.

1) We wrap the domain \( \Omega = [0,1]^n \) into a hyper-rectangle
\[ \Theta = [0,\theta^{n-1}] \times [0,\theta^{n-2}] \times \ldots \times [0,\theta^0], \]
where \( \theta = 2^{\frac{1}{n}} \); such that we evaluate any \( \tilde{x} \in \Theta \) after projecting it into \( \Omega \), i.e.,
\[ f(\tilde{x}) = f(\arg \min_{x \in \Omega} \| \tilde{x} - x \|) \]
which coincides with upper-bounding its elements by 1.

2) At the start, we set the middle point
\[ x_a = \{ \theta^{-1}, \theta^{-2}, \ldots, \theta^{-n} \} \]
and its edge vector (the distances to the boundaries)
\[ v_a = \{ \theta^{-1}, \theta^{-2}, \ldots, \theta^{-n} \}. \]
We sample \( x_a \) and set its evaluation as
\[ f_a = f(\arg \min_{x \in \Theta} \| x - x_a \|). \]

3) Using \( x_a, v_a \) and \( f_a \) as inputs; we determine two candidate points \( x_b, x_c \), together with their edge vectors \( v_b, v_c \) and their scores \( s_b, s_c \). We add the candidates to the list of potential queries.

4) We sample the candidate with the lowest score \( s' \) and remove it from the list. Let that query be \( x' \), its evaluation be \( f' = f(\arg \min_{x \in \Omega} \| x - x' \|) \), and its edge vector be \( v' \).

5) We repeat Step 3 with the following inputs: \( x_a = x' \), \( v_a = v' \), \( f_a = f' \).

6) We return to Step 2

Remark 1. After each query, the algorithm iteratively creates two new potential queries and the parameters of the unevaluated potential query points remain unchanged.

Remark 2. Since after a query, two new potential queries are created, the candidate list grows linearly with the number of made queries.

Remark 3. Many stopping criteria can be considered including stopping after a fixed number of queries or when the queried point is sufficiently close to the optimal evaluation.

Remark 4. Although the algorithm is efficient in its creation of the potential queries, the memory complexity can be improved by eliminating the queries with scores higher than the best evaluation so far (as will be apparent later).

The potential query points are selected differently from the popular Piyavskii-Shubert variants. Instead of constructing proxy lower bounding functions that pass from the sampled points and minimizing them, we determine the candidate query points by splitting the hyper-rectangle implied by the queried point \( x' \) together with its edge vector \( v' \) among its largest dimension into two equally large hyper-rectangles. The potential new queries are the center points of these newly created hyper-rectangles. Their exact expression is given in the following.

Definition 2. For an objective function \( f(\cdot) \), given the sampled point \( x_a \) and its edge vector \( v_a \); the potential queries \( x_b, x_c \) and their edge vectors \( v_b, v_c \) are given by
\[ x_b = x_a + z, \]
\[ x_c = x_a - z, \]
\[ v_b = v_a - z, \]
\[ v_c = v_a - z, \]
where \( z \) is an all zero vector except at the index \( i = \arg \min_{1 \leq i \leq n} v_a(i) \), where \( v_a(i) \) denotes the \( i \)th element of \( v_a \). Hence,
\[ z(i) = \begin{cases} \frac{v_a(i)}{2}, & i = I \\ 0, & i \neq I. \end{cases} \]

Instead of minimizing proxy lower bounding functions as in Piyavskii-Shubert variants, the scores \( s_b \) and \( s_c \) are created by values that completely lower bounds the respective region of the potential queries.

Lemma 1. For an objective function \( f(\cdot) \) that satisfies [Definition 1] when the point \( x_a \) is queried with its corresponding evaluation \( f_a \); we assign the following scores \( s_b \) and \( s_c \) for the candidate points \( x_b, x_c \) with their respective edge vectors \( v_b, v_c \):
\[ s_b = f_a - L \| v_a \|, \]
\[ s_c = f_a - L \| v_a \|, \]
where the scores \( s_b \) and \( s_c \) completely lower bounds the functional evaluation of the respective regions of the queries \( x_b \) and \( x_c \).

Proof. A point \( x_b \) with its respective edge vector \( v_b \) covers the hyper-rectangle region whose center is \( x_b \) where the individual distance to the boundary planes are given by its edge vector \( v_b \), i.e.,
\[ H_b = [x_b(1) - v_b(1), x_b(1) + v_b(1)] \times [x_b(2) - v_b(2), x_b(2) + v_b(2)] \times \ldots \times [x_b(n) - v_b(n), x_b(n) + v_b(n)]. \]

Because of the Lipschitz continuity in [Definition 1] we have
\[ f(x) \leq f_a - L \| x - x_a \|, \]
\[ \leq f_a - L \| v_a \|. \]
IV. AVERAGE REGRET ANALYSIS

Lemma 2. For a given objective function \( f(\cdot) \) that satisfies

Definition 1 let us sample the point \( x_b \) with the respective score \( s_b \) that was created after the query \( x_a \) with its evaluation \( f_a \). When the evaluation of the point \( x_b \) is \( f_b \), we have the following result.

\[
f_b - \min_{x \in \Omega} f(x) \leq (1 + \theta) L \|v_b\|\]

(18)

where \( v_b \) is the associated edge vector of the query \( x_b \).

Proof. We know that the score of query \( x_b \), i.e., \( s_b \), completely lower bounds the evaluations in the hyper-rectangle \( \mathcal{H}_b \) that is associated with the center point \( x_b \) and the edge vector \( v_b \), i.e.,

\[
s_b \leq \min_{x \in \mathcal{H}_b} f(x).\]

(19)

By the design of the algorithm, the query list consists of a set of potential queries \( \mathcal{X} \) whose associated regions \( \mathcal{H} \) are disjoint and their union covers up the whole search domain. Hence, we have

\[
s_b \leq \min_{x \in \Omega} f(x).\]

(20)

Combining with Lemma 1, we have

\[
f_a - L \|v_a\| \leq \min_{x \in \Omega} f(x).\]

(21)

Moreover, because of Lipschitz continuity from Definition 1 we have

\[
f_b \leq f_a + L \|v_a\|,\]

(22)

where the query \( x_b \) is created after the sampling of \( x_a \) with its evaluation \( f_a \). Thus, combining the two results, we get

\[
f_b \leq \min_{x \in \Omega} f(x) + (1 + \theta) L \|v_b\|,\]

(23)

since \( \theta \|v_b\| = \|v_a\| \) by design, which concludes the proof. □

Lemma 3. The algorithm has the following cumulative regret

\[
\sum_{t=1}^{T} f_t - \sum_{t=1}^{T} f(x_a) \leq (1 + \theta) L \sum_{t=1}^{T} \|v_t\|.
\]

(24)

for the queries points \( \{x_t\}_{t=1}^{T} \), where \( \{f_t\}_{t=1}^{T} \) are their evaluations and \( \{v_t\}_{t=1}^{T} \) are their edge vectors, respectively.

Proof. We run the algorithm for \( T \) sampling times. Let this samples be \( \{x_t\}_{t=1}^{T} \) with their respective edge vectors \( \{v_t\}_{t=1}^{T} \) and evaluations \( \{f_t\}_{t=1}^{T} \). Because of Lipschitz continuity from Definition 1 for the initial sampling, we have

\[
f_1 - f(x_a) \leq L \|v_1\|.
\]

(25)

For the other samplings, i.e., \( t \geq 2 \), we have from Lemma 2

\[
f_t - f(x_a) \leq (1 + \theta) L \|v_t\|.
\]

(26)

Thus, the cumulative regret is bounded by

\[
\sum_{t=1}^{T} f_t - \sum_{t=1}^{T} f(x_a) \leq (1 + \theta) L \sum_{t=1}^{T} \|v_t\|,
\]

(27)

which concludes the proof.

Theorem 1. The algorithm has the following average regret bound

\[
r_T \leq O(L\sqrt{n}T^{-\frac{1}{2}}),
\]

(28)

Proof. From the construction of the algorithm, with each new sampling, the largest element in the edge vector of the sampled point is halved. Since, at the beginning of the algorithm, the initial edge vector starts as \( v_1 = \{\theta^{-1}, \theta^{-2}, \ldots, \theta^{-n}\} \), where \( \theta = 2\pi \); the norm of the edge vector multipicatively decreases by \( \frac{1}{2} \). Thus, in the worst-case scenario, we will have

\[
\sum_{t=1}^{T} \|v_t\| \leq \sum_{t=0}^{K-1} 2^t \frac{V}{2\pi} + M \frac{V}{2\pi},
\]

(29)

where \( 2^K - 1 + M = T, 2^K \geq M \geq 1 \) and \( V = \|v_1\| \). Hence, we have

\[
\sum_{t=1}^{T} \|v_t\| \leq \sum_{t=0}^{K} 2^t \frac{V}{2\pi}.
\]

(30)

\[
\leq V \sum_{t=0}^{K} 2^t \frac{\theta^{-n-1}}{2 \theta^{-1}}
\]

(31)

\[
\leq V \frac{\theta^{-n-1}}{\theta^{-1} - 1} T \frac{n^{-1}}{2},
\]

(32)

\[
\leq O(\sqrt{n}T^{-\frac{1}{2}}),
\]

(33)

which concludes the proof. □

Theorem 2. The result in Theorem 1 is minimax optimal.

Proof. Suppose, we have an objective function \( f(\cdot) \) whose value is globally optimal at some point \( x_s \), i.e., \( f(x_s) = \min_{x \in \Omega} f(x) \). Suppose, the function is such that, for some \( \epsilon > 0 \), the \( \epsilon \)-neighborhood of the global optimum is linear with the Lipschitz constant \( L > 0 \) and constant with 0 everywhere else, i.e.,

\[
f(x) = \begin{cases} L(\|x - x_s\| - \epsilon), & \|x - x_s\| \leq \epsilon \\ 0, & \|x - x_s\| > \epsilon \end{cases}.
\]

(34)

Let an algorithm sample the points \( \{x_t\}_{t=1}^{T} \). Its average regret will be given by

\[
r_T = \frac{1}{T} \sum_{t=1}^{T} f(x_t) - f(x_s)
\]

(35)

Suppose, \( f(\cdot) \) is such that all the evaluations are valued 0, i.e., \( f(x_t) = 0, \forall t \). Hence, \( r_T = -f(x_s) = L\epsilon \). For this, let

\[
\epsilon_s = \min_{x \in \Omega} \|x - x_s\|
\]

(36)

which will maximize \( \epsilon \), hence, the regret. Thus, the minimax regret is

\[
r_T^* \geq L \min_{\{x_t\}_{t=1}^{T}, x \in \Omega} \max_{t} \min_{x \in \Omega} \|x - x_s\|
\]

(37)

\[
\geq L \cdot \Omega(\sqrt{n}T^{-\frac{1}{2}}),
\]

(38)

by filling the unit cube with small balls for constant \( L \). □
