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Abstract—We experimentally demonstrate the dynamical tuning of the acoustic field in a surface acoustic wave (SAW) cavity defined by a periodic arrangement of metal stripes on LiNbO$_3$ substrate. Applying a DC voltage to the ends of the metal grid results in a temperature rise due to resistive heating that changes the frequency response of the device up to 0.3%, which can be used to control the acoustic transmission through the structure. The time scale of the switching is demonstrated to be of about 200 ms. In addition, we have also performed finite element simulations of the transmission spectrum of a model system which exhibit a temperature dependence consistent with the experimental data. The advances shown here enable easy, continuous, dynamical control and could be applied for a variety of substrates.

Index Terms—Surface acoustic wave, tunability, cavities.

I. INTRODUCTION

SAW propagating in periodic structures are the basis of a vast number of investigations. SAW tags [1], for example, explore the possibility to use active or passive [2] devices to encode information and use it in many applications, from traffic control, to security or identification of parts on conveyer lines, to name a few. Much similar designs are used for sensing applications, especially of temperature [3] and mass [4]. In addition, phononic crystals (PnCs) also explore the same architecture and have attracted a lot of attention lately. They are created by periodic arrays that vary the acoustic properties of the material, enabling the control of the propagation of elastic waves. The growing interest in this periodic structures is connected to their peculiar properties, such as anomalous dispersion (negative refraction) [5], occurrence of band-gaps [6], efficient wave-guiding [7] and near zero group velocity [8]. Very recently, they were also used to enhance sensing capabilities [9].

Lately, a lot of effort were made to achieve the tunability of these devices. Among them some ideas are: use of variable impedances [10], [11], [12], [13], external magnetic field [14], acoustoelectric interaction [15], [16], electrostriction [17], [18] and thermal modulation [19], [20].

Here, we develop further on the last of these effects. We exploit the thermal instability of the substrate as a tool to control the acoustic field and demonstrate a continuous, memoryless and dynamical tunable device by which we can achieve 0.3% frequency variation. We measure the time scale of the switching between operation modes to be of about 200 ms. These features were not seen combined before in a simple device fabricated with standard lithography technique on an homogeneous substrate, as far as we know. Moreover, we devise ideas on how to intensify this effect, therefore expanding the usefulness of such framework.

A. SAW cavities device

The SAW cavities are formed within the spacing between the distributed Bragg reflectors (BRs), each of which is composed of 20 gold stripes deposited on a 128°-rotated Y-cut LiNbO$_3$ delay line. Each stripe reflects only a small part of the incoming wave. However, using $\lambda$/4 wide fingers and spacing them by the same amount, results in the constructive interference of the reflected waves, thus creating efficient mirrors. Effectively, this creates a stop-band in the transmission spectrum of the incoming wave. The cavities are formed by properly spacing the BRs by an integer multiple of $\lambda$/2, allowing the waves in between to interfere constructively, which in turn creates a transmission peak inside of the stop-band. We are going to focus specifically in one of these devices with three cavities (see Fig. 1). The split-finger aluminum interdigital transducers (IDTs) of the delay lines were designed for an acoustic wavelength of $\lambda_{SAW} = 11.2 \ \mu m$, which corresponds to a center resonance frequency of approximately 340 MHz for a Rayleigh wave propagating in the X-direction. Their metalization ratio is 1/2 and they are formed by only 3 pairs of split-fingers, which makes them very broadband. This way, each of the resonances can be equally excited. The coupled cavities were fabricated by depositing NiCr/Au
gratings with thicknesses $h = 10/110$ nm within the SAW delay lines.

B. Related Work

Recently, some of the authors demonstrated fundamental effects of quantum-wave transport [21] and acoustic field distribution control [10] by this type of structures. In both publications, as well as in this one, the cavities are built in such a way that they are coupled together. The limited reflectivity of the mirrors allow such behavior, acting as the acoustic equivalent of a Fabry-Perot resonator. The number of resonances is equal to the number of cavities (equal to 3 in Fig. 1), each representing one Fabry-Perot mode. Due to the coupling the acoustic field can be activated in different regions of these multi-cavities device by exciting it with different eigenfrequencies. Investigations in which SAW are coupled to quantum emitters, for example, could take advantage of that [22]. Moreover, several works on sensors report an improvement on sensibility due to the use of coupled resonators [23].

The tunability introduces a new degree of control by which one can, for example, switch from a high transmission state to a low transmission one (from a peak to a valley) while keeping the same frequency excitation.

II. Results

A. Experiments

By the use of shorted devices, i.e., where the ends of all stripes of the BR are connected, we contact the ends of the grid ("x" markers) the frequency is shifted due to the heating of the substrate underneath caused by resistive heating of the metal stripes.
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Fig. 2. Measured $s_{12}$ (in dB) of the structure with 3 cavities. With a voltage applied to the grid ("x" markers) the frequency is shifted due to the heating of the substrate underneath caused by resistive heating of the metal stripes.
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Fig. 3. Frequency shift versus applied voltage of the first of the 3 peaks appearing in Fig. 2.
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Fig. 4. Simulated $s_{12}$ (in dB) of structure with 3 cavities. A FEM 2D model was built to simulate the acoustic field propagation along the sagittal plane of the structure.

The behavior of this shift according to the applied voltage can be seen in Fig. 3. It is worth comment that we could not apply higher voltages due to the fragility of the thin gold layers deposited. Nonetheless, we note that the shift could reach higher values if the grid were more extended in space, covering a large area of the delay line. Moreover, going to higher frequencies would also allow a higher contrast, since the wave would be more concentrated on the surface where the temperature rise is taking place.

B. Simulations

As a mean of verifying the consistency of this claim we have also performed finite element simulations where we include the temperature dependence of the material parameters. A 2D model was developed to mimic a cut containing the sagittal plane of the device. So we are considering the simulated

the so-called temperature coefficient of frequency (TCF) is used to characterize the temperature stability of materials. The value for the 128°-rotated Y-cut LiNbO$_3$ is of -76 ppm/°C [25], which, for a 0.16% frequency change corresponds to a temperature variation of 20 °C approximately.
structure infinite in the perpendicular direction, reducing thus the computation time. The reason why this simplification is suitable in this case is because we are focusing on Rayleigh waves, whose relevant displacements are within this plane.

The thickness of the model is around $1.6\lambda_{SAW}$ because SAWs’ fields are known to be concentrated on a region whose depth is of the order of $\lambda_{SAW}$. In addition, a perfectly matching layer (PML) of depth $\lambda_{SAW}$ was added to absorb unwanted reflections. The minimum mesh size was $\lambda_{SAW}/25$, guaranteeing good convergence without demanding too much resources. In total there were approximately 270000 degrees of freedom (DOF) to solve for with a direct linear solver which coupled the solid mechanics and the electrostatics modules. A frequency domain study was used, taking 12 seconds to solve it for each specific frequency. The simulation was run on a desktop personal computer with Linux (Ubuntu) 3.40 GHz 64-bit processor and 16 GB RAM. All stripes on the BRs were simulated with the same height as in the experiments. However, the fingers of the IDTs are considered simply boundary conditions of zero thickness. The transmission between the two port device is calculated by applying floating electrical boundary condition to the fingers of the receiver IDT and taking the difference in voltage between each set of pairs. The parameters changes due to temperature were implemented according to the measurements of reference [26].

As it can be seen in Fig. 4, the overall shape of the transmission, the difference between peaks and the shift due to the temperature rise, which are all the relevant physical parameters under consideration, are in excellent agreement with the experiment. The small discrepancies observed between the theoretical and experimental spectra can be partially attributed to limitations off the fabrication process. Roughness and inhomogeneities of the metal fingers impede the Bragg mirrors to reach its full reflection capacity, a feature not present on the simulation since the distance between strips can be made with arbitrary precision, as long as the mesh is fine enough. The same argument holds for the transduction on the fingers of the IDT. In addition, the electrical boundary conditions are implemented in our model by forcing all stripes to be at zero potential. In reality, the non-zero resistivity of the metal results into departure of the propagation velocity of the ideal case. Moreover, in the samples, a small layer of NiCr is deposited under the gold stripes for better adhesion, a detail not included in our model. Another simplification of our model is related to the possibility of coupling of or conversion to different acoustic modes. As we are using a 2D model, a shear wave that might come into play is not taken into account. Nonetheless, we stress the fact that we use no adjustment parameters and the simple 2D model implemented is more than enough to predict all relevant features, even without the small corrections above mentioned.

C. Time Scale

We then proceed to inspect the time scale of this process. For that matter we apply a 50% duty cycle square voltage, modulated from 0 V to 3 V. By inspecting how the transmission changes for a specific frequency (zero span measurement), the acquisition of data was fast enough for us to probe the shift. Fig. 5 summarizes our findings. In it, three results are displayed: in black the transmission when no voltage is applied; in red, when a constant voltage of 3V is applied and in blue, when the square potential is on, all for a frequency of 332 MHz. By fitting an exponential decay $s_{12} = a \exp(-t/\tau)$, where $s_{12}$ is the transmission, $a$ is a constant and $\tau$ relates to the time scale of the process and averaging over several cycles we find $\tau_c \approx 220$ ms and $\tau_h \approx 160$ ms, where the subscripts $c$ and $h$ are related to the cooling and heating phases, respectively.

The units of the transmission here do not match the ones in Fig. 2 due to the fact that, on the latter, a gating is performed on the raw data. We do a fast Fourier transform in order to filter the signals from cross-talk and reflections from other structures on the wafer. However, data on Fig. 5 receive no such treatment because it is a zero span measurement.

D. Discussion

By comparing our simulations to the experiments we have demonstrated that a plausible raise in temperature is compatible to our findings. However, more effects can occur due to the application of an electrical potential which are, likewise, used as a tuning resource. One is electrostriction [29], which causes a piezoelectric stiffening or is also used to induce piezoelectricity in nonpiezoelectric substrates [30]. Another is simply the strain that deforms the material, altering the path length of the wave. Nonetheless, approaches that explore one or both effects are fundamentally different from ours. They use the substrate as a capacitive mean. The voltage difference is applied either between top and bottom surfaces or on each of the IDTs, that is, on separated areas on the surface. Due to the dielectric properties of the substrate some have to use voltages on the order of kV. The strain caused by such an electric field distributed along the substrate is why its parameters are changed. In our case, however, the voltage is applied between different points of a piece of metal which sits on the surface.
So the applied electric field is majorly confined to the metal. Moreover, some \cite{17,18} exhibit a memory effect. That is, the shift is seen to persist even after the perturbation is turned off. This makes them unsuitable for dynamical modulations like we show here, as it was already noted in \cite{27}. Others depend on the bias signal \cite{28}, whereas ours is insensitive to that. These led us to conclude that the observed effect results majorly from the temperature rise.

In order to further support our claim that the observed effect is solely thermal we did an independent experiment in which no voltage was applied. On this set-up we mounted the wafer on top of a hot plate and measured the transmission through the structure with three cavities for different temperatures, waiting the appropriate time for the stabilization of the system. The data we observed is consistent with the previous results. For comparison, we note that the same 0.16% shift that was observed when $3\,V$ was applied, in this new experiment corresponds to a $10\,^\circ C$ rise above room temperature. This result, together with the arguments presented above, proves that we are dealing with a simple thermal effect. The temperatures were measured with an infrared thermometer aimed at the top of the surface of the wafer. According to its specifications, from a distance of around 3 cm, it reads the temperature of a spot of 2.5 mm diameter with a precision of $\pm 2\,^\circ C$.

Contrasting our method to the ones available in the literature we see some improvements. As already mentioned, the ones relying on electro- \cite{17,18} or magnetostriction \cite{14} exhibit an hysteresis curve. Acoustoelectric \cite{15,16} require more complex fabrication due to the multi-layer structure. And thermal modulation \cite{19,20} do not mention dynamical tunability.

### III. Conclusion

We have shown that the transmittance, $s_{12}$, of SAW coupled cavities can be dynamically tuned by temperature control of the substrate by means of an applied voltage. This scheme allows, for example, to switch from a high transmission state to a low transmission one, keeping the same frequency excitation. That is another degree of control of the acoustic field distribution of the devices, which could be used in various SAW-based technologies. The idea can be easily and universally implemented, taking advantage of the TCF of different materials.
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