ABSTRACT
Financial Architecture aims at sustainability of an Economy. This is done by ensuring a consistent growth rate. GDP is a strong indicator of the growth of an economy. A Higher GDP of an economy reflects a robust growth. This leads to the definition of GDP (per capita). This study focuses on the GDP (per capita) as an indicator of a nation’s prosperity. The ratio of the GDP of an economy to its population is termed as the GDP (per capita). This study considers GDP (per capita) as a function of 17 factors. Further on, out of these 17 factors, 5 of the most statistically significant factors are identified using the Backward Elimination Algorithm. Thus, a statistically significant regression model is designed and the impact of each of the 5 factors on the GDP (per capita) is gauged. It was found that the combination of the aforementioned 5 statistically significant variables could explain 83% of the variance in the GDP (per capita) of the economies. The F statistic increased from 51.13(before applying Backward Elimination Algorithm); to 168.6 (after the application of the Algorithm) and hence, signifying the increase in the overall significance of the model. The authors firmly believe that that this study will form a foundation to the higher level policy making in the future.
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1. INTRODUCTION
Financial architecture broad term. It refers to the framework and series of measures that are considered necessary to prevent future economic crises. Further on, it helps manage these crises when they occur. Financial Architecture refers to the structures, practices and rules which are designed in order to overcome the influence of crisis on the economy. Financial Architecture aims at sustainability of an Economy. This is done by ensuring a consistent growth rate. GDP is the indicator of the growth of an economy.[10] Higher GDP of an economy reflects a rosy picture as it portrays a better position of the economy. But this isn’t a true representation of the prosperity of a nation. GDP (per capita) is a metric that truly represents the purchasing power per capita of the economy.[6] Hence, GDP (per capita) forms a very important metric of the purchasing power of the nation’s citizens.[1] There are certain macro factors operating in the economic environment that will influence the GDP (per capita). Financial crises are a disruption or sudden change in the activities of operating environment which have a significantly negative impact on economic developments. Such negative impact of crisis can be mitigated to a certain extent by identifying the factors and by analysing the early signals indicated by these factors operating in the environment.

2. OBJECTIVES AND HYPOTHESIS OF THE STUDY
2.1 The main objectives of the study are
- Identifying the relationship between selected variables and GDP (per capita) of an Economy.
- 2. Identifying the factors that most significantly impact the target variable i.e. GDP per capita of an Economy.[11]
- 3. Develop the most statistically significant model using the significant factors identified.

2.2 Hypothesis of the Study
Hypothesis for testing the overall significance of the model
2.2.1 H0 (Null Hypothesis)
None of the selected variables is a significant predictor of the target variable i.e. GDP (per capita) of the economy
2.2.2 Ha (Alternate Hypothesis)
At least one of the selected variables is a significant predictor of the Target variable i.e. GDP (per capita) of the economy.

2.3 Hypothesis for feature selection
2.3.1 H0 (Null Hypothesis)
The feature under consideration is a not a significant indicator of the GDP (per capita); when all other variables are included in the model
2.3.2 Ha (Alternate Hypothesis):
The feature under consideration is a significant indicator of the GDP(per capita); when all other variables are included in the model.

2.4 Significance level (α) selected
The significance level for this study is selected to be 0.05

3. RESEARCH DESIGN AND METHODOLOGY
Exploratory research design is adopted in the present study. The study seeks to extract information about the influence and relationship between GDP (per capita) and selected variables of an Economy.
3.1 Data description and Sources
The data is collected by using secondary sources relating to the selected variables. Following are the 17 factors the study considers:

1) Population: The number of people living in the country whose GDP is being calculated.
2) Area: The total area of land in the country in square miles.
3) Population Density: The number of people living per square mile area.
4) Coastline: It is a ratio of coast to total area.
5) Net Migration: The net migration experienced by the economy.
6) Infant mortality: The number of deaths under one year of age occurring among the live births in a given geographical area during a given year, per 1,000 live births occurring among the population of the given geographical area during the same year.
7) Literacy: Percentage literacy.
8) Phones (per 1000): Phones per 1000 in the population.
9) Crops: Crops grown in the economy.
10) Industry: People involved in the industry sector.
11) Birth rate: The number of births per thousand of population per year.
12) Death rate: The number of deaths per thousand of population per year.
13) Agriculture: People involved in the Agricultural sector.
14) Arable: The fertile piece of land present among the total area covered by the economy.
15) Services: People in the service sector.
16) Other: The other parameters that influence the GDP of a country.
17) Climate-label: The climate experienced by the economy.

3.2 Techniques used in analysis
The study attempts to examine the relationship between GDP (per capita) and selected variables of economies world-wide using Regression Analysis. More specifically, the study aims to develop a statistically significant model which cherry picks the most statistically significant factors that have a significant impact on the GDP (per capita). This study uses the “Backward Elimination Algorithm” for feature selection of the significant factors. Further on, the significance of the entire model is judged by examining the F statistic. The accuracy of the final model is examined using the adjusted-R2 metric.

3.3 Initial Multivariate correlational Analysis
The multivariate correlational analysis suggests that the target variable GDP (per capita) is strongly correlated with the following explanatory variables:

3.3.1 Infant mortality
- Correlation coefficient: -0.64
- This implies that “infant mortality” shows a linear negative relationship with GDP (per capita)

3.3.2 Phones per 1000
- Correlation coefficient: 0.88
- This implies that “phones per 1000” shows a strong linear positive relationship with GDP (per capita)

3.3.3 Birth rate
- Correlation coefficient: -0.66
- This implies that “Birth Rate” shows a linear negative relationship with GDP (per capita)

3.3.4 Agriculture
- Correlation coefficient: -0.62
- This implies that Agriculture shows a linear negative relationship with GDP (per capita)

Further on, some notable correlations observed are:
1) Infant mortality and
- Agriculture (positively correlated)
- Birth rate (strongly positively correlated)
- Phones (per 1000) (negatively correlated)
- Literacy (negatively correlated)
2) literacy and:
   • Agriculture (negatively correlated)
   • Birth rate (negatively correlated)

3) Phones (per 1000) and:
   • Agriculture (negatively correlated)
   • Birth rate (negatively correlated)

4) Birth rate and:
   • Agriculture (positively correlated)

3.4 Conditions for Multiple linear regression
The following conditions were checked for before Regression Analysis was performed:

3.4.1 Linearity
A Linear relationship between the explanatory variables and the target variable. It exhibits a simple non-trivial relationship. This assumption is violated when the points on the plot cannot be represented with a straight line.

3.4.2 Normality and homoscedasticity
Normality assumes that the error terms are normally distributed. If this is not the case then the central limit theorem can be used. Homoscedasticity, refers to errors having equal variance.

3.4.3 No multicollinearity
Multi collinearity is a statistical phenomenon. If two or more explanatory variables in a multiple regression model are highly correlated multicollinearity occurs. One variable can be linearly predicted from the others with a non-trivial degree of accuracy. This situation may result in coefficient estimates changing erratically in response to small changes in the model or the data. One solution for this is to drop one of the variables. The Backward Elimination Algorithm can handle multicollinearity with ease.

3.5 Backward Elimination Algorithm
The study begins with 17 independent variables that may have an impact on the target variable. The aim is to figure out which of the factors have a more significant impact on the target variable than the rest of the factors. For this, the Backward Elimination Algorithm is used. The significance level under consideration in this study is 0.05. The Algorithm is as Follows:

![Figure 4-b: Backward Elimination Process](image)

This study uses F statistic as the measure of overall significance of the model. The higher the F statistic is, the more significant the model as a whole is. The p-value corresponding to the F-statistic indicates whether the model is significant or not.

3.6 Application of the Algorithm to the Data
Initially all the 17 independent variables are fit to the model. The following regression output is obtained:

![Figure 4-c: OLS Regression Results-I](image)
Note that the value of the F statistic is 168.6. This implies that the parsimonious model achieved, is way more significant as compared to the model the study started off with (F statistic: 51.13). In the final model achieved, all the factors have an associated p-value less than the significance level of 0.05.

It was found that the factors that have a significant impact on the GDP (per capita) of an economy are:

- \( X_1 = \text{Net Migration} \) … (NM)
- \( X_2 = \text{Infant mortality (per 1000)} \) … (IM)
- \( X_3 = \text{Phones (per 1000)} \) … (PH)
- \( X_4 = \text{Literacy (percent)} \) … (LI)
- \( X_5 = \text{Death rate} \) … (DR)

3.7 The Final model:
A linear model is given by:

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \ldots + \beta_n X_n \]

\( \beta_0 \) = constant
\( \beta_1, 2, 3, \ldots, n \) = coefficients of predictors

The final model includes the five aforementioned predictors and is represented as:

\[ \text{GDP (per capita)} = -835.2074 + 387.5061(NM) - 62.4740(IM) + 33.0504(PH) + 42.6352(LI) + 223.3776(DR) \]

### 4. RESULT AND ANALYSIS

#### 4.1 Analysing the F statistic:
**F statistic** is the measure of overall significance of the model. The higher the F statistic is, the more significant the model as a whole is. The value of the F statistic was noted and analysed at the end of each iteration of the Backward Elimination Algorithm.\[9\] The following diagram represents the F statistic over the 13 iterations of the Backward Elimination Algorithm:

This implies that the overall significance of the model increases with elimination of every non-significant factor from the initial model using the Backward Elimination Algorithm.

#### 4.2 Accuracy of the parsimonious model:
The accuracy of the final model is measured using the metric: R\(^2\) (R squared). R\(^2\) signifies the percent of variability in the target variable that is explained by a set of independent variables. The R\(^2\) of the final model is 0.830. This implies that 83% of the total variance in the dependent variable can be explained by the explanatory variables. Further on, the Adjusted R\(^2\) of the model, which is the true representation of the accuracy is 0.825.

#### 4.3 Interpretation of the final model:

##### 4.3.1 Net migration:
All else remaining constant, for a unit’s increase in Net migration, the GDP (per capita) exhibits an increase of 387.5 units. Note that a positive net migration implies an inward flux of migrants into the country and vice versa. This implies that the GDP (per capita) exhibits an increase as the people migrating into the country increases.

##### 4.3.2 Infant mortality (per 1000):
All else remaining constant, for a unit’s increase in the infant mortality, the GDP (per capita) exhibits a decrease of 62.47 units.

##### 4.3.3 Phones (per 1000):
All else remaining constant, for a unit’s increase in the phones (per 1000), the GDP (per capita) exhibits an increase of 33.05 units.

##### 4.3.4 Literacy:
All else remaining constant, for a unit’s increase in the percent literacy, the GDP (per capita) exhibits an increase of 42.63 units.

##### 4.3.5 Death rate:
All else remaining constant, for a unit’s increase in the death rate, the GDP (per capita) exhibits an increase of 223.37 units.

### 5. CONCLUSIONS
The policy makers have to respond when early signals about the economy are received before reaching a critical situation. It becomes very difficult to address the problem. The study revealed that Net Migration, Infant Mortality, Number of Phones owned by the population, Literacy and death rate are better indicators of the prosperity of an economy. Increase in the Net migration, phones, literacy, death rate have a positive impact on the GDP (per capita) whereas, an increase in the infant mortality has a negative impact on the nations GDP.
The aforementioned factors can serve as early indicators of the GDP (per capita) in the near future. This can in turn help the policy makers make better decisions.
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