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Abstract

Recent years have witnessed strong empirical performance of over-parameterized neural networks on various tasks and many advances in the theory, e.g. the universal approximation and provable convergence to global minimum. In this paper, we incorporate over-parameterized neural networks into semi-parametric models to bridge the gap between inference and prediction, especially in the high dimensional linear problem. By doing so, we can exploit a wide class of networks to approximate the nuisance functions and to estimate the parameters of interest consistently. Therefore, we may offer the best of two worlds: the universal approximation ability from neural networks and the interpretability from classic ordinary linear model, leading to valid inference and accurate prediction. We show the theoretical foundations that make this possible and demonstrate with numerical experiments. Furthermore, we propose a framework, DebiNet, in which we plug-in arbitrary feature selection methods to our semi-parametric neural network and illustrate that our framework debiases the regularized estimators and performs well, in terms of the post-selection inference and the generalization error.

1 Introduction

In the studies including signal inverse problem, genome-wide association studies, criminal justice and economic forecasts, linear models may be preferred over non-parametric models such as neural networks, due to their simplicity and interpretability. Especially, the ordinary least squares (OLS) estimator is known to be consistent and thus capable of offering both valid inference as well as prediction. In high dimension though, unique OLS is not available and certain structural assumptions such as the sparsity has to be introduced, e.g. via the regularization. However, such regularization induces bias to the estimators and many efforts have been devoted to correct or debias this bias for post-selection inference or selective inference [48, 6, 31, 51]. Yet the methods are usually specific to a type of estimator and hard to compute efficiently. On the other hand, the black-box neural networks commonly have much stronger prediction performance over linear models, by adapting to the features automatically without requiring many assumptions. Nevertheless, it can be difficult to explain the prediction of a neural network and therefore to trust it without the inference guarantee.

The need to bridge the gap between the inference and the prediction motivates the partially linear model (PLM) [18, 36, 9, 23], a semi-parametric model that combines the strengths of two lines of researches. We leverage the approximation power of the non-parametric component to efficiently and consistently estimate the significant regressors in the linear component, thus allowing the regularized linear models to infer. Additionally, the non-parametric component trades its interpretability off and contribute to the prediction power of the PLM.
Mathematically, PLM is a generalized problem which includes the linear problem as a sub-case:

\[ y = D\beta + f(Z) + \epsilon. \] (1.1)

Here \( D \) and \( Z \) are two data matrices, \( y \) is the label, \( \beta \) is the parameters of interest, \( f \) is a (possibly) non-linear function and \( \epsilon \) is the noise. The linear component \( D\beta \) is parametric and the coefficients \( \beta \) can be estimated consistently \cite{23, 43}, provided that the non-linear component \( f \), which is non-parametric, can be accurately approximated. In other words, the effects of estimation and approximation in PLM are separated into different components.

The key element to the strong PLM performance is the approximation power of the non-parametric component. Traditionally, kernel estimators such as Nadaraya-Watson (NW) kernel \cite{43} or Local Linear (LL) regression \cite{21} are applied for the approximation and have been proven to be consistent. Recently, Double/Debiased Machine Learning (DML) is proposed in \cite{11} that uses any qualified machine learning models to replace the kernels. In this work, we propose to apply a particular choice of models, namely the over-parameterized neural network, to extend the DML framework both theoretically and algorithmically. To be more specific, our contribution is three-fold:

1. We propose a PLM that employs over-parameterized neural networks to approximate nuisance functions, based on the partialling-out technique. We illustrate its advantages over the computational efficiency, the flexibility, the robustness and the performance.

2. We utilize the over-parameterized neural network theories, such as the Neural Tangent Kernel (NTK) \cite{28}, to guarantee the goodness of approximation and the consistency of \( \beta \) estimators.

3. We further develop a framework, DebiNet, that uses our PLM to debias arbitrary feature selection methods and demonstrates promising results on both the inference and the prediction.

Moreover, while our PLM can be applied to real-world datasets, as demonstrated in Section 7, we focus on synthetic data for Table 1 and Table 2 as we need access to true \( \beta \) to illustrate statistical consistency, which is our main goal of debiasing.

1.1 Related Work

**Feature selection and post-selection inference** In the high dimensional data analysis, many feature selection methods such as the forward-backward selection \cite{17}, Lasso \cite{50}, adaptive Lasso \cite{55}, elastic net \cite{56}, (sparse) group lasso \cite{44, 19}, SLOPE \cite{7} have been proposed to select important variables. However, these methods may incur large bias and make valid inference difficult \cite{40, 22} if not impossible. A long list of researches have developed methods to debias these models, especially the Lasso \cite{31, 10, 49}, by separating the procedure of variable selection and coefficient estimation. Two well-known yet quite different approaches are the OLS post-Lasso \cite{5} and the debiased Lasso (or the desparsified Lasso) \cite{54, 52, 32, 35}. Interestingly, both methods are deeply related to PLM.

**Partially linear models** PLMs are commonly used in multiple fields of study to partly debias the estimators. Kernel smoothing \cite{45}, local polynomial regression \cite{21}, spline-based regression \cite{23} and related techniques have been applied to PLM and proven consistent under various conditions. To take one step further, Double/Debiased Machine Learning (DML) \cite{11} proposed to use sample-splitting and any qualifying machine learning model to learn PLM, but the conditions under which a model qualifies can be case-specific and hence hard to verify. We note that the Lasso, decision trees, random forests and an under-parameterized two-neuron neural network is investigated in \cite{11}, yet the over-parameterized neural networks are not covered. We emphasize that the choice of models is critical and our proposal is efficient in learning with theoretical support.
Over-parameterized neural networks  To solve complicated machine learning tasks, state-of-the-art neural networks are heavily over-parameterized. Such neural network may enjoy many nice properties. For example, the universal approximation property \[46, 20, 53, 26, 33\] allows neural networks to learn arbitrary target functions. Recently, NTK has been explored to study the generalization behavior and the convergence of over-parameterized neural networks \[3, 1, 16, 30, 15\]. In this work, we follow this approach to show that multivariate-output neural networks converge to the global minimum exponentially fast.

2 Setup and Notation

Suppose the data matrix \(X \in \mathbb{R}^{n \times p}\) with i.i.d. observations, true regressor \(\theta \in \mathbb{R}^p\), label \(y \in \mathbb{R}^n\) and \(\epsilon\) is the random error with mean zero. We consider the linear problem

\[
y = X\theta + \epsilon
\]  

(2.1)

and apply a feature selection method which generates an estimator \(\hat{\theta}\) together with an active set of \([p]\) defined as \(S := \{j : \hat{\theta}_j \neq 0\}\). We rewrite \(X = [D, Z]\) by grouping the selected features into the submatrix \(D := X_S \in \mathbb{R}^{n \times p}\) and the unselected ones into \(Z := X_C \in \mathbb{R}^{n \times p}\).

We can write \(\theta^\top = [\beta^\top, \gamma^\top]\) according to whether an feature is selected or not. Then, the original linear problem (2.1) is equivalent to

\[
y = D\beta + Z\gamma + \epsilon
\]  

(2.2)

in which we assume \(\mathbb{E}(\epsilon|D, Z) = 0\) and \(\text{Var}(\epsilon) = \sigma^2\), same as \[43\] and \[11, Example 1.1\]. Here we can consider arbitrary feature selection methods including the arguably most well-known \(\ell_1\) regularized linear model, Lasso, as our main example:

\[
\hat{\theta}_{\text{Lasso}} = \arg\min_\theta \frac{1}{2}||X\theta - y||^2 + \lambda||\theta||_1
\]

We generalize the problem (2.2) to a partially linear problem as in (1.1), in which \(D\beta\) is the parametric component and \(f(Z)\) is the non-parametric component with \(f : \mathbb{R}^{pN} \rightarrow \mathbb{R}\).

On one hand, this formulation enables us to incorporate non-parametric tools in estimating the parameters of interest, \(\beta\), consistently. Notice that \(f(Z) = Z\gamma\) is only estimated as a whole without estimating \(\gamma\). In other words, we trade off the consistency of estimating \(\gamma\) to gain the consistency of estimating \(\beta\). When the feature selection method is effective, most of the significant features are selected, together with some noisy features. In this case, the partially linear model with carefully chosen nuisance functions and tuned hyperparameters, is expected to estimate the coefficients of the selected features consistently.

The trick of obtaining consistent estimator is to apply the conditional expectation on \(Z\) to orthogonalize or ‘partial out’ the non-linear component:

\[
y = D\beta + f(Z) + \epsilon \implies \mathbb{E}(y|Z) = \mathbb{E}(D|Z)\beta + f(Z)
\]

Taking the difference between the two equations leaves an ordinary linear model without intercept,

\[
y - \mathbb{E}(y|Z) = (D - \mathbb{E}(D|Z))\beta + \epsilon
\]  

(2.3)

Therefore, as long as we can accurately estimate the conditional expectation (at least asymptotically), \(\hat{\beta}\) is consistent by the theory of ordinary least squares. On the other hand, partial linear model can accurately predict on future data, if the conditional expectation is well-approximated:

\[
\hat{y} = D\hat{\beta} + \hat{f}(Z).
\]  

(2.4)

Here \(\hat{f}(Z)\) is an approximation of the unknown \(f(Z)\).
3 Partially Linear Model with Neural Network

We propose an efficient partially linear model in Algorithm 1 using the neural network to universally approximate the mapping $M(Z) := \mathbb{E}[(y, D)|Z]$ in a single fitting, without approximating $f$ explicitly. Comparing with other partially linear models, our method enjoys several advantages over the computational efficiency (fewer model fittings and less memory burden), the flexibility with multivariate output as well as the provable convergence at linear rate.

**Algorithm 1** Partially Linear Model with Neural Networks (PLMNN)

**Input:** Data matrix $[D, Z]$, label $y$

**Estimation of $\beta$:**
1. fit $[y, D] \sim Z$ via over-parameterized neural network to derive $\mathbb{E}([y, D]|Z)$;
2. fit $y - \mathbb{E}(y|Z) \sim D - \mathbb{E}(D|Z)$ via OLS to derive $\hat{\beta}$;

**Prediction of $y$ and Estimation of $f$:**
3. define $\hat{y} := \mathbb{E}(y|Z) + (D - \mathbb{E}(D|Z))\hat{\beta}$ and $\hat{f}(Z) := \mathbb{E}(y|Z) - \mathbb{E}(D|Z)\hat{\beta}$

Historical researches and recent advances have been made towards the fast and accurate estimation of partially linear models. Traditional partially linear models (see Algorithm 3 in Appendix) employ kernel methods (e.g. the NW kernel [43] and the LL estimator [21]) to estimate the nuisance functions or projections $m_y(Z) := \mathbb{E}(y|Z)$ and $m_D(Z) := \mathbb{E}(D|Z)$ separately, before fitting the OLS to obtain $\hat{\beta}$. Kernels with proper bandwidths has been rigorously shown to consistently estimate the nuisance functions [43, 23, 34], under mild conditions, including the case that $D$ is multivariate.

However, the models may need to fit additional models to estimate $\beta$ and to predict $\hat{y}$. As a toy example, consider $y = D\beta + Z\gamma$ and $D$ is independent of $Z$. Due to the dependence conditions, different bandwidths $h_D, h_y$ are used in the weight functions: $h_y$ is finite for approximating $m_y$ but $h_D$ should be set to infinity for approximating $m_D$. As a consequence, another possibly different bandwidth $h_f$ is needed for approximating $f$ to predict $\hat{y}$, resulting in a total of three kernel regressions and one OLS regression. In addition, kernel regressions require memorizing the entire dataset and incur severe storage issues on big data.

Recently, partially linear models are extended to DML [11], by replacing the kernel regression with a rich class of qualified machine learning methods and by employing sample-splitting to remove the bias from overfitting nuisance functions. Unfortunately, checking the qualification of models may be difficult and the sample-splitting adds to the computational cost. Furthermore, $D$ being multivariate renders many popular methods invalid or inefficient to learn $m_D$, including the vanilla Lasso and decision trees. DML suggests to fit each element of $D$ to $Z$ separately so as to only learn univariate output functions. We note that such operation can be costly in high dimension: with $K$-fold sample-splitting, one needs $K(p_L + 1)$ model fittings to learn $(m_y, m_D)$. We propose to use over-parameterized neural networks as

| PLMs     | Estimation | Train MSE | Test MSE |
|----------|------------|-----------|----------|
| PLMNW    | 0.11×10⁻⁵  | 16.33     | 16.08    |
| DML Lasso| 0.60×10⁻⁵  | 15.79     | 15.79    |
| DML DT   | 65.1×10⁻⁵  | 336.00    | 342.68   |
| DML RF   | 0.58×10⁻⁵  | 44.00     | 44.87    |

Table 1: Comparison of PLMs in 50 independent runs. Here PLMNW denotes the PLM using NW kernel, DT denotes decision trees at depth of 2 and RF denotes random forests over 100 trees. See Appendix D.1 for data generation details.
strong candidates compared to other methods. For instance, neural networks may not suffer as much as kernel regressions from the curse of dimensionality \(^4\), a significant decrease of performance when the dimension increases. We further extend the DML framework by significantly reducing the computational cost as follows. First, we choose the nuisance function \( \mathcal{M} : \mathbb{R}^{pN} \rightarrow \mathbb{R}^{pL+1} \) instead of \((m_y, m_D)\) to handle the multivariate output directly. We will show that our nuisance function \( \mathcal{M} \) is learnable to neural networks. Second, we do not need sample-splitting to deal with overfitting, thanks to the universal approximating property of over-parameterized neural networks. In practice, we adopt the early stopping to enhance the generalization performance of our estimator. As a result, the total number of model fittings to approximate nuisance functions reduces from \( K(p_L + 1) \) to 1.

We empirically illustrate that our method is comparable to the traditional PLM with kernels and to the original DML with \( K \)-fold cross-fitting in Table \( \text{I} \). Here the estimation MSE is \( \| \hat{\beta} - \beta \|^2 / p_L \) (only available in synthetic data) and the train/test MSE is \( \| \hat{y} - y \|^2 / n \). Notice that throughout this paper, we train the two-layer, fully-connected, ReLU activated neural networks with an appropriately wide hidden layer. We optimize over MSE loss with the gradient descent at a sufficiently small learning rate.

4 Gradient Descent Optimizes Over-parameterized Multivariate Networks

With the universal approximation capability for any continuous function, the two-layer over-parameterized neural networks with optimal parameters can successfully learn \( \mathbb{E}(y|Z) \) and \( \mathbb{E}(D|Z) \). Many works have studied the generalization behavior of the over-parameterized neural networks \( [38, 3, 1, 8, 37, 39] \). We empirically demonstrate that, in our setting of Table \( \text{I} \), the generalization indeed benefits from the over-parameterization.

The next question is how to efficiently find the optimal parameters and we address this by extending the NTK approach in \( [16] \).

To demonstrate the trainability of wide neural networks, we consider a two-layer fully-connected neural networks, we denote the weights in first and second layers respectively, we can write the neural network as

\[
F(W, A, z) = \frac{1}{\sqrt{m}} \sum_{r=1}^{m} A_r \sigma (w_r^T z)
\]

(4.1)

where \( F : \mathbb{R}^{pN} \rightarrow \mathbb{R}^{pL+1}, z \in \mathbb{R}^{pN} \) is the input, \( w_r \) and \( A_r \) are the weights corresponding to the \( r \)-th neuron in the hidden layer and \( \sigma (\cdot) \) is the ReLU activation function.

Given the dataset \( \{(Z_i, M_i)\}_{i=1}^{n} \) with the multivariate response \( M := [y, D] \). We aim to minimize

\[
L(W, A) = \sum_{i=1}^{n} \frac{1}{2} \| F(W, A, Z_i) - M_i \|^2.
\]

(4.2)

Adopting the same strategy as \( [16] \), we fix the second layer and apply the gradient descent to optimize the first layer, via the gradient flow defined as

\[
\frac{d w_r(t)}{dt} = - \frac{\partial L(W(t), A)}{\partial w_r(t)} = \left( 1 + p_L \right) \sum_{h=1}^{1 + p_L} \sum_{j=1}^{n} (M_j h - F_h(W, A, Z_j)) \frac{\partial F_h(W, A, Z_j)}{\partial w_r}.
\]
Now we quote an important fact that justifies our main theorem.

**Fact 4.1** (Assumption 3.1 and Theorem 3.1 in [16]). If for any \( i \neq j, Z_i \not\parallel Z_j \), then the least eigenvalue \( \lambda_0 := \lambda_{\min}(H^\infty) > 0 \), where matrix \( H^\infty \in \mathbb{R}^{n \times n} \) with \( (H)_{ij} = \mathbb{E}_{\omega \sim N(0, I)} \langle Z_i^\top \omega, Z_j \rangle \). \( \|Z_i\|_2 = 1, Z_i \geq 0, Z_j \geq 0 \) }

Our main theorem shows that, if the least eigenvalue of \( H_{sh}(t) \), which will be defined in (4.4), is always lower bounded, then the loss converges to 0 at a linear rate.

**Theorem 1.** Suppose the condition of Fact 4.1 holds and for all \( i \in [n] \), \( \|Z_i\|_2 = 1 \) and \( \|M_i\| \leq C \) for some constant \( C \). Then if we set the number of hidden nodes \( m = \Omega \left( \frac{1+p_L}{\delta^4 N^4} \right) \) and we i.i.d. initialize \( w_r \sim N(0, I) \), \( A_r \sim \text{unif} \{-1, 1\} \) for \( r \in [m], s \in [1+p_L], \) then with probability at least \( 1 - \delta \) over the initialization, we have

\[
\|F_s(t) - M_s\|_2^2 \leq \exp(-\lambda_0 t)\|F_s(0) - M_s\|_2^2.
\]

**Proof of Theorem 1 (sketch).** The full proof can be found in Appendix B. Here we sketch the proof at high level. The conditions of our theorem is to guarantee that \( W(t) \) and consequently \( H_{sh}(t) \), although being time-dependent, stay close to their initializations. Such phenomenon is commonly observed and known as the ‘lazy training’ for over-parameterized neural networks. Then a careful analysis on the initialization \( H_{sh}(0) \) shows that it is close to \( H^\infty \) and that the NTK is positive definiteness, which leads to the exponentially fast convergence. Interestingly, we note that the NTK is close to a block diagonal matrix \( \text{diag}(H^\infty, \ldots, H^\infty) \), i.e. each dimension of the output evolves under the same dynamics.

More formally, we derive the dynamics of the output by the chain rule and the gradient flow,

\[
\frac{d}{dt} F_{is}(t) = \sum_{r=1}^{m} \left( \frac{\partial F_s(W(t), A, Z_i)}{\partial w_r(t)} \right), \quad \frac{d}{dt} w_r(t) = \sum_{h=1}^{1+p_L} \sum_{j=1}^{n} \left( M_{jh} - u_{jh} \right)(H_{sh})_{ij}(t) \quad (4.3)
\]

in which \( H_{sh}(t) \) is an \( n \times n \) matrix:

\[
(H_{sh})_{ij}(t) = \sum_{r=1}^{m} \left( \frac{\partial F_s(W, A, Z_i)}{\partial w_r} \right) \left. \frac{\partial F_h(W, A, Z_i)}{\partial w_r} \right|_{w_r(t)} = \frac{1}{m} Z_j^\top Z_j \sum_{r=1}^{m} A_r A_{rh} \{ Z_i^\top w_r(t) \geq 0, Z_j^\top w_r(t) \geq 0 \}. \quad (4.4)
\]

Vectorizing (4.3) gives

\[
\frac{d}{dt} F_s(t) = \sum_{h=1}^{1+p_L} H_{sh}(t)(M_s - F_s(t))
\]

which leads to

\[
\frac{d}{dt} (M_s - F_s(t)) = - \sum_{h=1}^{1+p_L} H_{sh}(t)(M_s - F_s(t))
\]

This matrix ordinary differential equation has a solution which decays exponentially fast (see Figure 1), provided that \( H_{sh}(t) \) is positive definite with the least eigenvalue bounded away from 0.

Similar to the analysis in [16], we remark that our analysis can be easily generalized from the continuous time analysis to the discrete time one, as well as to training both layers jointly. To see this, we train both layers of the same network as in Table 1 with the gradient descent at learning rate 0.01. The linearity of the log training loss in Figure 1 confirms the exponential convergence rate. Furthermore, we design a more complicated experiment in Appendix D.3 in order to demonstrate the learnability of the neural networks for more complex \( \mathbb{E}(y|Z) \) and \( \mathbb{E}(D|Z) \).
5 Consistency of \( \hat{\beta} \)

Denote \( \mathcal{X} := D - \mathbb{E}(D | Z) \) and \( \mathcal{Y} := y - \mathbb{E}(y | Z) \). Suppose the nuisance function \( \mathcal{M} \) is consistently estimated, then the standard OLS theory states that the OLS estimator \( \hat{\beta} = (\mathcal{X}^\top \mathcal{X})^{-1} \mathcal{X}^\top \mathcal{Y} \) is \( \sqrt{n} \)-consistent to \( \beta \), as \( \sqrt{n}(\hat{\beta} - \beta) \) converges in probability. Though in reality, the errors in approximating the conditional expectation, incurred when learning \( \mathcal{M} \), are unavoidable for any model including the neural networks, and thus may cause \( \hat{\beta} \) to be inconsistent and the bias needs careful adjustment by the measurement error model (or errors-in-variables) theory as follows.

Suppose instead of \( (\mathcal{X}, \mathcal{Y}) \), we only observe data \( (\tilde{\mathcal{X}}, \tilde{\mathcal{Y}}) := (\mathcal{X} + \epsilon_X, \mathcal{Y} + \epsilon_Y) \) which are measured with independent additive errors \( (\epsilon_X, \epsilon_Y) \) that have zero means and variance \( (\sigma_X^2, \sigma_Y^2) \). Then

\[
\hat{\beta} = (\tilde{\mathcal{X}}^\top \tilde{\mathcal{X}})^{-1} \tilde{\mathcal{X}}^\top \tilde{\mathcal{Y}} = \left( 1 - (\tilde{\mathcal{X}}^\top \tilde{\mathcal{X}})^{-1} \tilde{\mathcal{X}}^\top \epsilon_X \right) \beta + (\tilde{\mathcal{X}}^\top \tilde{\mathcal{X}})^{-1} \tilde{\mathcal{X}}^\top (\epsilon_Y + \epsilon). \tag{5.1}
\]

With a careful error analysis in Appendix C, we show that \( \hat{\beta} \) is consistent if \( m_D \) is consistently approximated (meaning the MSE \( \frac{\sum \epsilon_X}{n} \rightarrow \sigma_X^2 = 0 \)). Otherwise, we give a correction based on \( \hat{\beta} \).

**Theorem 2.** Under the working assumptions, we have, with \( R = \sigma_X^2 \left( \text{plim} \frac{\mathcal{X}^\top \mathcal{X}}{n} + \sigma_X^2 \mathbb{I}_{p_L} \right)^{-1} \),

\[
\sqrt{n} \left( \hat{\beta} - (1 - R) \beta \right) \overset{D}{\rightarrow} \mathcal{N} \left( 0, \frac{\sigma_Y^2 + \sigma_X^2}{\sigma_X^2} R \right).
\]

In words, \( (I - R)^{-1} \hat{\beta} \) is \( \sqrt{n} \)-consistent, and so is \( \hat{\beta} \) if and only if \( \sigma_X^2 = 0 \).

6 DebiNet: Debiasing Neural Network

Before introducing our debiasing network, DebiNet, we revisit two broadly used approaches to debias Lasso. The first method is OLS post-Lasso \([5]\), which uses the features selected by the Lasso, i.e. \( Z = X_S \), to fit an OLS with \( y \) as the response variable and obtains \( \hat{\beta}_{\text{OLS}} \). The final estimator substitutes the non-zero entries in the Lasso estimator \( \hat{\theta}_{\text{Lasso}} \) by the OLS estimator:

\[
[\hat{\theta}_{\text{OLS post-Lasso}}]_j = \begin{cases} 
0 & \text{if } [\hat{\theta}_{\text{Lasso}}]_j = 0 \\
[\hat{\theta}_{\text{OLS}}]_j & \text{if } [\hat{\theta}_{\text{Lasso}}]_j \neq 0
\end{cases} \tag{6.1}
\]

The second approach is the debiased (or desparsified) Lasso \([54, 52]\),

\[
\hat{\theta}_{\text{debiased Lasso}} = \hat{\theta}_{\text{Lasso}} + \hat{\Sigma}_{\text{Lasso}}^{-1} X^\top (y - X \hat{\theta}_{\text{Lasso}}) \tag{6.2}
\]

where \( \hat{\Sigma}_{\text{Lasso}}^{-1} \) is a pseudo-inverse of \( X^\top X/n \), obtained by nodewise Lasso regressions.

Notice that OLS post-Lasso only partly debiases \( \hat{\theta}_{\text{Lasso}} \) while the debiased Lasso debiases all elements in \( \hat{\theta}_{\text{Lasso}} \). The main difference between these approaches is the information they exploit: OLS post-Lasso requires only the information of \( X_S \) and the indicator \( I(\hat{\theta}_{\text{Lasso}} \neq 0) \), and the debiased Lasso uses the entire \( X \) and \( \hat{\theta}_{\text{Lasso}} \). Nevertheless, both methods actually connect to PLM: one can view the OLS post-Lasso as a special case of PLM with \( f = 0 \) and the nodewise Lasso regression is indeed learning \( m_Z \) in a semi-parametric regime.

Now we are ready to present our debiasing model.

Similar to the debiased Lasso, DebiNet also exploits the unselected features and thus avoids the model mis-specification error in OLS post-Lasso. For example, suppose that the sparsity of \( \beta \) is \( k \) out of \( p \) (i.e. there are \( k \) important features) and that Lasso fails to select all them, then it is impossible for the OLS post-Lasso model \( \hat{y}_{\text{OLS post-Lasso}} = D \hat{\beta}_{\text{OLS}} \) to learn the true model nor to be consistent. However, under the debiased Lasso
Algorithm 2 DebiNet

Input: Data matrix $X$, label $y$
1. fit $y \sim X$ via any feature selection model to obtain $D := X_S$ and $Z := X_C$; 

Estimation of $\beta$:
2. fit $[y, D] \sim Z$ via over-parameterized neural network to derive $E([y, D]|Z)$;
3. fit $y - E(y|Z) \sim D - E(D|Z)$ via OLS to derive $\hat{\beta}$;

Prediction of $y$ and Estimation of $f$:
4. define $\hat{y} := E(y|Z) + (D - E(D|Z))\hat{\beta}$ and $\hat{f}(Z) := E(y|Z) - E(D|Z)\hat{\beta}$.

($\hat{y}_{\text{debiased Lasso}} = X\hat{\theta}_{\text{debiased Lasso}}$ and DebiNet, the true model is learnable. We highlight that the mis-specification (when true positive rate is not 1) is common in high dimension or high sparsity [47, 14, 13, 12], known as the Donoho-Tanner phase transition. Therefore, it is vital to remedy the failure of variable selection by using the signals left in $Z$ (see Table 2).

| Methods       | Estimation MSE | Train MSE | Test MSE | 95% Coverage | Sec/Iter |
|---------------|---------------|-----------|----------|--------------|----------|
| High dimension $p = 3000$; High sparsity $k = 300$ |               |           |           |              |          |
| Lasso         | 0.541         | 285.948   | 296.513  | -            | -        |
| OLS post-Lasso| 1.375         | 230.728   | 308.344  | 0.578        | -        |
| debiased Lasso| 2.064         | 5027.757  | 1067.417 | 0.000        | 106      |
| DebiNet       | **0.449**     | **145.317** | **280.397** | **0.819**    | **60**   |
| High dimension $p = 3000$; Low sparsity $k = 10$ |               |           |           |              |          |
| Lasso         | 0.263         | 3.543     | 3.610    | -            | -        |
| OLS post-Lasso| **0.001**     | **1.011** | **0.995** | **0.965**    | -        |
| debiased Lasso| 0.004         | 54.992    | 14.002   | 0.705        | 108      |
| DebiNet       | **0.001**     | **1.006** | **0.995** | **0.965**    | **21**   |
| Low dimension $p = 500$; High sparsity $k = 400$ |               |           |           |              |          |
| OLS           | **0.003**     | **0.382** | **2.626** | **0.955**    | -        |
| Lasso         | 0.427         | 212.993   | 328.223  | -            | -        |
| OLS post-Lasso| 0.226         | 104.790   | 300.072  | 0.933        | -        |
| debiased Lasso| 0.344         | 136.939   | 159.120  | 0.104        | 3        |
| DebiNet       | 0.226         | 104.837   | 300.140  | 0.933        | 6        |

Table 2: Comparison of different debiasing methods in 20 independent runs. See Appendix D.2 for data generation details.

On the other hand, DebiNet also shares some similarity with the OLS post-Lasso as both methods only need the information in $I(\hat{\theta}_{\text{Lasso}} \neq 0)$, both debias the parameters of interest $\beta$ and both make use of the OLS which requires $p_L < n$. It is remarkable that DebiNet only fits three models and the OLS post-Lasso fits two models, while the debiased Lasso needs $p$ nodewise regression to construct $\hat{\Sigma}_{\text{Lasso}}^{-1}$. The computation cost can be immense in high dimension.

In Table 2 and Figure 2, we compare different debiasing methods under various metrics over the active set. We emphasize that, since this work focuses on the consistency of estimation and the effect of debiasing, we must experiment on synthetic data where the truth $\beta$ is known, in order to compute the estimation MSE and the statistical coverage. In all settings, DebiNet outperforms other methods (except the golden rule, OLS, in low dimension) and demonstrates its robustness against high dimension and high sparsity. We note that the debiased Lasso exhibits strange behaviors in very high dimension as its working assumption requires the sparsity $k = o(\sqrt{n}/\log p)$ which is roughly 9. In our high sparsity setting, $k = 300 \gg 9$ and the debiased Lasso, giving narrow confidence intervals, may not perform well. In addition, the objective of the debiased Lasso is to reduce the estimation error,
instead of to minimize the prediction error. These two goals are unified in low dimension but not necessarily in high dimension. Moreover, the coverage is computed over the active set of Lasso (\( \hat{\beta}_j \neq 0 \)), while the debiased Lasso may offer higher coverage outside the active set \([35]\). Lastly, we remark that arbitrary variable selection methods can be plugged into DebiNet, as long as the true model is linear and the number of selected variables is less than the sample size: the feature selection only affects the choice of \([D, Z]\), but not the subsequent convergence and consistency analyses.

7 A Study of Treatment Effect on 401(k) Data

In this section, we use the same data as in \([11]\), namely the 1991 Survey of Income and Program Participation, to study the average treatment effect (ATE) which estimates the impact of household income, our treatment variable \(D \in \mathbb{R}^{9915 \times 1}\), on the net financial assets, our response variable \(y \in \mathbb{R}^{9915}\), after accounting for the confounding factors \(Z \in \mathbb{R}^{9915 \times 9}\) such as age, family size, years of education, etc. The ATE, or \(\beta \in \mathbb{R}\), is expected to be positive according to \([41, 42]\): when the 401(k) plan program started, people did not base job decisions on the retirement offers but rather on the income.

![Figure 2: Comparison of debiasing methods on Lasso.](image)

![Figure 3: Estimation of \(\hat{\beta}\) by different PLMs.](image)

| Methods   | Mean \(\beta\) | Median \(\beta\) | SD \(\beta\) |
|-----------|----------------|-----------------|------------|
| PLMNN     | 0.590          | 0.596           | 0.186      |
| PLMNW     | 0.912          | 0.931           | 0.351      |
| DML Lasso | 0.887          | 0.911           | 0.415      |
| DML DT    | 0.805          | 0.804           | 0.385      |
| DML RF    | 0.809          | 0.810           | 0.388      |

Table 3: Comparison of treatment effects by different PLMs on the 401(k) dataset.
Reassuringly, the results obtained from different PLMs are relatively consistent with each other across different sub-samplings. We note that the PLM theory indeed supports such consistency and thus over-parameterized neural networks can fit in DML, even without sample-splitting. We also observe that PLMNN has much smaller standard deviation (SD) than other methods, suggesting that it can be more efficient in estimation.

8 Discussion

In this paper, we propose to use over-parameterized neural networks in the partially linear model (PLMNN). We show that PLMNN is computationally efficient and provably converges to global minimum exponentially fast. We demonstrate its robustness to high dimension and high sparsity, and its strong performance in terms of the estimation and prediction errors. Based on this new PLM, we design DebiNet, a debiasing framework for arbitrary feature selection method and illustrate its potential to infer and to predict accurately (e.g. in adversarial attack in Appendix D.4). Now we discuss some future directions.

As also discussed in [16, 15], our framework can easily extend to deep over-parameterized neural networks: for $L$-hidden-layer neural network with equally wide $l$-th layer $\{w^{(l)}_r\}_{r \in [m]}$, it has been shown that the last hidden layer’s kernel (similar to the notation in (4.4)): $
abla_{w^{(L)}} F(W, A, Z) \nabla_{w^{(L)}} F(W, A, Z)$ is positive definite, and so is the overall NTK with respect to all weights. Hence we can guarantee linear convergence for deep overparameterized neural networks. In addition, the width requirement of the hidden layer can be tightened by more advanced matrix perturbation theory. Based on our experiments in Appendix E, we may also use other activation functions, optimizers (e.g. Adam [29]) and losses (e.g. Huber loss [27]) and still observe the linear convergence. In addition, we note that PLMNN does not perform well when $y$ or $D$ is discrete, or when $y$ and $D$ have different scales. It would be desirable to robustify the model against the input distributional assumption. We are also interested in the generalization bound of NTK, while the univariate output case has been addressed in [24, 2].
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A Preliminaries of Partially Linear Models

In this section, we revisit some partially linear models from an algorithmic perspective. The first one is the PLM with kernel regressions.

Algorithm 3 Partially Linear Model with Kernels (PLMNW)

Input: Data matrix \([D, Z]\), label \(y\)

Estimation of \(\beta\):
1. fit \(y \sim Z\) via kernel regression to derive \(E(y|Z)\);
2. fit \(D \sim Z\) via kernel regression to derive \(E(D|Z)\);
3. fit \(y - E(y|Z) \sim D - E(D|Z)\) via OLS to derive \(\hat{\beta}\);

Estimation of \(f\) and Prediction of \(y\):
4. fit \(y \sim D\hat{\beta} \sim Z\) via kernel regression to derive \(\hat{f}\) and define \(\hat{y} = D\hat{\beta} + \hat{f}(Z)\).

The kernel regression estimates the conditional expectation as a locally weighted average, using a kernel as a weighting function. For example, one may use the Nadaraya–Watson (NW) estimator \(\hat{m}_y(z)\) to learn \(E(y|Z)\) as follows:

\[
\hat{m}_y(z) = \frac{\sum_{i=1}^n \psi \left( \frac{z - Z_i}{h_y} \right) y_i}{\sum_{i=1}^n \psi \left( \frac{z - Z_i}{h_y} \right)}
\]

(A.1)

where \(h_y\) is a bandwidth whose size is related to the dependence of \(y\) on \(Z\) and \(\psi(\cdot)\) is the kernel. Popular choices of kernels include uniform, triangle, Epanechnikov, Gaussian, quadratic and cosine. We use the Gaussian kernel, which is also known as the radial basis function (RBF) kernel, throughout the paper.

The second model is the DML with sample-splitting. We take a \(K\)-fold random partition \(\{I_j\}_{j=1}^K\) of the indices \([n]\).

Algorithm 4 Double/Debiased Machine Learning (DML)

Input: Data matrix \([D, Z]\), label \(y\)

for \(j \in [K]\) do
1. fit \(y^{(C)}_{I_j} \sim Z^{(C)}_{I_j}\) via some machine learning method to learn \(E(y|Z)\);
2. fit \(D^{(C)}_{I_j} \sim Z^{(C)}_{I_j}\) via some machine learning method to learn \(E(D|Z)\);
3. fit \(y_{I_j} - E(y_{I_j}|Z_{I_j}) \sim D_{I_j} - E(D_{I_j}|Z_{I_j})\) via OLS to derive \(\hat{\beta}\), denoted as \(\hat{\beta}^{(j)}\);
end for

4. aggregate the estimators: \(\hat{\beta} = \sum_j \hat{\beta}^{(j)}/K\).

We note that the DML does not explicitly predict \(y\), hence we add an extra step to accomplish this. Denote the estimators in step 1 and step 2 as \(m_{yj}^{(j)}\) and \(m_{Dj}^{(j)}\). We aggregate the estimates of \(E(y|Z)\) and \(E(D|Z)\) from the \(K\) estimators and predict

\[
\hat{y} := \sum_j m_{yj}^{(j)}(Z)/K + \left( D - \sum_j m_{Dj}^{(j)}(Z)/K \right) \hat{\beta}.
\]

We remark that the choice of the machine learning methods to use is flexible. For instance, one may use Lasso if \(Z\) is high dimensional or use the logistic regression if \(D\) is categorical.

B Proof of Theorem 1

Denote label as \(y \in \mathbb{R}^n\), data as \(X \in \mathbb{R}^{n \times p}\), the features selected by Lasso as \(D \in \mathbb{R}^{n \times p_L}\) and the rest as \(Z \in \mathbb{R}^{n \times p_N}\), where \(p_L + p_N = p\). Recall that \(W \in \mathbb{R}^{(p_N) \times m}, A \in \mathbb{R}^{m \times (1 + p_L)}\)
where $w_r$ and $A_r$ are the weights corresponding to the $r$-th neuron in the hidden layer. The input $z \in \mathbb{R}^{n_F}$ and $\sigma(\cdot)$ is the ReLU activation function. To be more clear, we note the $s$-th dimension of $F$ as $F_s(W, A, z)$, which means for $s = 1, 2, \cdots, 1 + p_L$,

$$F_s(W, A, z) = [F(W, A, z)]_s = \frac{1}{\sqrt{m}} \sum_{r=1}^m A_{rs} \sigma(w_r^T z) \quad (B.1)$$

Here $A_{rs}$ is a scalar representing the output weight in the second layer. Given the dataset $\{(Z_i, M_i)\}_{i=1}^n$ with the multivariate response $M := [y, D]$. We aim to minimize

$$L(W, A) = \sum_{i=1}^n \frac{1}{2} \|F(W, A, Z_i) - M_i\|_2^2.$$ 

Formally, we consider the gradient flow of the gradient descent defined by:

$$\frac{dw_r(t)}{dt} = - \frac{\partial L(W(t), A)}{\partial w_r(t)}$$

for $r = 1, \ldots, m$. Simple chain rule gives the MSE loss derivative with respect to each weight vector $w_r$ as

$$\frac{\partial L(W, A)}{\partial w_r} = \sum_{i=1}^n \sum_{s=1}^{(1+p_L)} (F_s(W, A, Z_i) - M_{is}) \frac{\partial F_s(W, A, Z_i)}{\partial w_r}$$

$$= \frac{1}{\sqrt{m}} \sum_{i=1}^n \sum_{s=1}^{(1+p_L)} (F_s(W, A, Z_i) - M_{is}) A_{rs} Z_i II \{w_r^T Z_i \geq 0\} \quad (B.2)$$

as the form in (B.1) indicates

$$\frac{\partial F_s(W(t), A, Z_i)}{\partial w_r(t)} = \frac{1}{\sqrt{m}} A_{rs} Z_i II \{w_r^T Z_i \geq 0\} \quad (B.3)$$

Let us shorthand $u_{is}(t) = F_s(W(t), A, Z_i)$. The dynamics of each dimension of one prediction is again given by the chain rule,

$$\frac{d}{dt} u_{is}(t) = \sum_{r=1}^m \frac{\partial F_s(W(t), A, Z_i)}{\partial w_r(t)} \frac{dw_r(t)}{dt}$$

$$= \sum_{r=1}^m \frac{\partial F_s(W, A, Z_i)}{\partial w_r} \sum_{j=1}^n \sum_{h=1}^{(1+p_L)} (M_{jh} - F_h(W, A, Z_j)) \frac{\partial F_h(W, A, Z_j)}{\partial w_r}$$

$$= \sum_{h=1}^{(1+p_L)} \sum_{j=1}^n (M_{jh} - u_{jh}(H_{sh})) \sum_{r=1}^m \frac{\partial F_s(W, A, Z_i)}{\partial w_r} \frac{\partial F_h(W, A, Z_i)}{\partial w_r}$$

$$= \sum_{h=1}^{(1+p_L)} \sum_{j=1}^n (M_{jh} - u_{jh}(H_{sh}))_{ij}(t). \quad (B.4)$$
Here we define the $n \times n$ matrix $H_{sh}(t)$ using (B.3) as follows.

$$(H_{sh})_{ij}(t) = \sum_{r=1}^{m} \left( \frac{\partial F_s(W, A, Z)}{\partial w_r}, \frac{\partial F_h(W, A, Z)}{\partial w_r} \right)$$

$$= \frac{1}{m} Z_j^\top Z_j \sum_{r=1}^{m} A_{rs} A_{rh} \mathbb{I} \left\{ Z_i^\top w_r(t) \geq 0, Z_j^\top w_r(t) \geq 0 \right\}.$$ 

Now we can write the dynamics of the predictions (B.4) in a compact way:

$$\frac{d}{dt} u_s(t) = \sum_{h=1}^{(1+pl)} H_{sh}(t)(M_s - u_s(t))$$

$$\frac{d}{dt} (M_s - u_s(t)) = - \sum_{h=1}^{(1+pl)} H_{sh}(t)(M_s - u_s(t)) \quad \text{(B.5)}$$

Furthermore, we can rewrite (B.5) by concatenating each dimension of the prediction sequentially and denote the concatenated response in $\mathbb{R}^{n(1+pl)\times 1}$ as $M_{conc} - u_{conc}(t)$. Then the dynamics is equivalent to

$$\frac{d}{dt} (M_{conc} - u_{conc}(t)) = H_{whole}(M_{conc} - u_{conc}(t))$$

with

$$H_{whole} := \begin{pmatrix}
H_{11} & H_{12} & \cdots & H_{1,(1+pl)} \\
H_{21} & H_{22} & \cdots & H_{2,(1+pl)} \\
\vdots & \vdots & \ddots & \vdots \\
H_{1,(1+pl,1)} & H_{1,(1+pl,2)} & \cdots & H_{1,(1+pl,1+pl)}
\end{pmatrix}.$$ 

We now consider the NTK matrices corresponding to infinite-width neural network:

$$(H_{sh})^\infty := \lim_{m \to \infty} (H_{sh}) \quad \text{and} \quad H_{whole}^\infty := \lim_{m \to \infty} H_{whole}.$$ 

We notice that if $s = h$, since $A_{rs}$ is $\pm 1$, $(H_{sh})^\infty$ is the same as $H^\infty$ in Fact 4.1 which has been proven to be positive definite. If $s \neq h$, we have

$$(H_{sh})^\infty = \mathbb{E}_{A_s \sim \text{unif}(-1,1), A_h \sim \text{unif}(-1,1), w \sim \mathcal{N}(0,1)} \left( Z_i^\top Z_j A_s A_h \mathbb{I} \left\{ w^\top Z_i \geq 0, w^\top Z_j \geq 0 \right\} \right)$$

$$= Z_i^\top Z_j \mathbb{E}(A_s) \mathbb{E}(A_h) \mathbb{P}_{w \sim \mathcal{N}(0,1)} \left\{ w^\top Z_i \geq 0, w^\top Z_j \geq 0 \right\} = 0$$

From the initialization of $A_{rs}$, we get $\frac{1}{m} \sum_{r=1}^{m} A_{rs} \rightarrow \mathbb{E}(A_s) = 0$ as $m \to \infty$ by the law of large numbers. Hence we obtain

$$H_{whole}^\infty := \begin{pmatrix}
H^\infty & 0 & \cdots & 0 \\
0 & H^\infty & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & H^\infty
\end{pmatrix}.$$ 

In summary, we conclude that $\lambda_0 := \lambda_{\min}(H^\infty) = \lambda_{\min}(H_{ss}^\infty) > 0$ and $\lambda_{\min}(H_{sh}^\infty) = 0$ for $s \neq h$. Note that the eigenvalues of the block diagonal matrix $H_{whole}^\infty$ is the same as those of $H^\infty$, hence $\lambda_{\min}(H_{whole}^\infty) = \lambda_0$.

To prove Theorem 1, we first show that $H_{whole}(0)$ is close to $H_{whole}^\infty$ and hence is positive definite.

**Lemma B.1.** If $m = \Omega \left( \frac{n^2(1+pl)^2}{\lambda_0^2} \log \left( \frac{n^2(1+pl)^2}{\lambda_0^2} \right) \right)$, then we have $\|H_{whole}(0) - H_{whole}^\infty\|_2 \leq \frac{\lambda_0}{4}$ and $\lambda_{\min}(H_{whole}(0)) \geq \frac{3}{4} \lambda_0$ with probability of at least $1 - \delta$. 
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Proof. By Hoeffding inequality, we have for each fixed \((i, j)\) pair, we have with probability \(1 - \delta',\)
\[
|H_{\text{whole}}(0) - H_{\text{whole}}^\infty| \leq \sqrt{\frac{2}{m} \log \frac{2}{\delta'}}
\]
For all \((i, j)\), if we set \(\delta = n^2(1 + p_L)^2 \delta'\), then
\[
|H_{\text{whole}}(0) - H_{\text{whole}}^\infty| \leq \sqrt{\frac{2}{m} \log \frac{2n^2(1 + p_L)^2}{\delta}}
\]
Hence, if \(m = \Omega \left( \frac{n^2(1 + p_L)^2}{\lambda_0^2} \right) \log \left( \frac{n^2(1 + p_L)^2}{\delta} \right) \), then
\[
\|H_{\text{whole}}(0) - H_{\text{whole}}^\infty\|_2^2 \leq \|H_{\text{whole}}(0) - H_{\text{whole}}^\infty\|_F^2 \leq \sum_{i,j} |(H_{\text{whole}})_{ij}(0) - (H_{\text{whole}}^\infty)_{ij}|^2 \leq \frac{2n^2(1 + p_L)^2 \log(2n^2(1 + p_L)^2 / \delta)}{m}
\]
which leads to
\[
\|H_{\text{whole}}(0) - H_{\text{whole}}^\infty\|_2 \leq \frac{\lambda_0}{4}.
\]
By the standard matrix concentration bound used in [10], \(H_{\text{whole}}(0)\) has a positive least eigenvalue with high probability:
\[
\lambda_{\min}(H_{\text{whole}}(0)) \geq \lambda_{\min}(H_{\text{whole}}^\infty) - \frac{\lambda_0}{4}.
\]

Lemma B.2. If \(w_r\) are i.i.d generated from \(N(0, I)\) for \(r \in [m]\), and \(\|w_r(0) - w_r\|_2 \leq \frac{c\lambda_0}{n^2(1 + p_L)} =: R\) for some small positive constant \(c\), then the following holds with probability at least \(1 - \delta\) we have \(\|H_{\text{whole}} - H_{\text{whole}}(0)\|_2 < \frac{R}{4}\) and \(\lambda_{\min}(H_{\text{whole}}) > \frac{\lambda_0}{2}\).

Proof. First we set
\[
A_i^r = \{ w : \|w - w_r(0)\| \leq R, \mathbb{I}(\{x^T_r w_r(0) \geq 0\}) \neq \mathbb{I}(\{x^T w \geq 0\})\}
\]
Since \(w_r \sim N(0, I)\), By the anti-concentration inequality of Gaussian we have
\[
P(A_i^r) = P_{w_r \sim N(0,1)}(|w| < R) \leq \frac{2R}{\sqrt{2\pi}}
\]
Therefore, for any \(w_r\) that satisfies the assumption, we have
\[
E \left[ |(H_{sh})_{ij}(0) - (H_{sh})_{ij}| \right] = E \left[ \frac{1}{m} \sum_{r=1}^{m} \mathbb{I} \{ w_r(0)^T Z_i \geq 0, w_r(0)^T Z_j \geq 0 \} - \mathbb{I} \{ w_r^T Z_i \geq 0, w_r^T Z_j \geq 0 \} \right] \leq \frac{4R}{\sqrt{2\pi}}
\]
Taking the sum over \((i, j)\) we obtain
\[
E \left( \sum_{(i, j) = (1, 1)}^{(n(1 + p_L), n(1 + p_L))} \| (H_{sh})_{ij} - (H_{sh})_{ij}(0) \| \right) \leq \frac{4(n(1 + p_L))^2 R}{\sqrt{2\pi}}
\]
Furthermore, by Markov’s inequality
\[
\mathbb{E} \left( \sum_{(i,j) = (1,1)} \| (H_{sh})_{ij} - (H_{sh})_{ij}(0) \| \right) \leq \frac{4(n(1 + p_L))^2 R}{\sqrt{2\pi \delta}}
\]
with probability 1 − δ. By matrix perturbation theory we get the bound of \( H_{\text{whole}} \) with initialization,
\[
\| H_{\text{whole}} - H_{\text{whole}}(0) \|_2 \leq \| H_{\text{whole}} - H_{\text{whole}}(0) \|_F \\
\leq \sum_{(s,h) = (1,1)} \sum_{(i,j) = (1,1)} \| (H_{sh})_{ij} - (H_{sh})_{ij}(0) \|
\leq \frac{4n^2(1 + p_L)^2 R}{\sqrt{2\pi \delta}}
\]

Plugging in \( R \),
\[
\lambda_{\min}(H_{\text{whole}}) \geq \lambda_{\min}(H_{\text{whole}}(0)) - \frac{4n^2(1 + p_L)^2 R}{\sqrt{2\pi \delta}} > \frac{\lambda_0}{2}
\]

\( \Box \)

**Lemma B.3.** Assume \( 0 \leq t_1 \leq t \) and \( \lambda_{\min}(H_{\text{whole}}(t_1)) \geq \frac{\lambda_0}{2} \). Then we have \( \| M_s - u_s(t) \|_2 \leq \exp(-\lambda_0(1 + p_L)t)\| M_s - u_s(0) \|_2 \) and \( \| w_r(t) - w_r(0) \|_2 \leq \frac{\sqrt{\pi}}{\sqrt{m \lambda_0}} \sum_{h=1}^{1+p_L} \| M_h - u_h(0) \|_2 =: R' \).

**Proof.**
\[
\frac{d}{dt} (M_{\text{conc}} - u_{\text{conc}}(t)) = H_{\text{whole}} (M_{\text{conc}} - u_{\text{conc}}(t))
\]
Hence,
\[
\frac{d}{dt} \| M_{\text{conc}} - u_{\text{conc}}(t) \|_2^2 = -2 (M_{\text{conc}} - u_{\text{conc}}(t))^\top H_{\text{whole}} (M_{\text{conc}} - u_{\text{conc}}(t))
\leq -\lambda_0 \| M_{\text{conc}} - u_{\text{conc}} \|_2^2.
\]
Therefore, we can bound the loss
\[
\| M_{\text{conc}} - u_{\text{conc}}(t) \|_2^2 \leq \exp(-\lambda_0 t) \| M_{\text{conc}} - u_{\text{conc}}(0) \|_2^2.
\]
Hence for each \( s \),
\[
\| M_s - u_s(t) \|_2^2 \leq \exp(-\lambda_0 t) \| M_s - u_s(0) \|_2^2,
\]
which proves the exponentially fast convergence of each dimension and that all dimensions evolve under the same dynamics.
For \( 0 \leq t_1 \leq t \),
\[
\left\| \frac{d}{dt_1} w_r(t_1) \right\|_2 = \left\| \frac{1}{\sqrt{m}} \sum_{i=1}^n \sum_{h=1}^{1+p_L} (M_{ih} - u_{ih}) A_{rs} Z_i \mathbb{1} \{w_r(t_1)^\top Z_i \geq 0\} \right\|_2
\leq \frac{1}{\sqrt{m}} \sum_{i=1}^n \sum_{h=1}^{1+p_L} |M_{ih} - u_{ih}(t_1)|
\leq \frac{\sqrt{n}}{\sqrt{m}} \sum_{h=1}^{1+p_L} \| M_h - u_h(t_1) \|_2
\leq \frac{\sqrt{n}}{\sqrt{m}} \sum_{h=1}^{1+p_L} \exp(-\lambda_0 t_1/2) \| M_h - u_h(0) \|_2
\]
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in the end, 
\[ \|w_r(t) - w_r(0)\|_2 \leq \int_0^t \left\| \frac{d}{ds} w_r(s) \right\|_2 ds \leq \frac{\sqrt{n}}{\sqrt{m} \lambda_0} \sum_{h=1}^{1+p_L} \|M_h - u_h(0)\|_2 \]

Lemma B.4. If \( R' < R \), then for all \( t \geq 0 \), we have \( \lambda_{\min}(H_{\text{whole}}(t)) \geq \frac{1}{2} \lambda_0 \), for all \( r \in [m] \), \( \|w_r(t) - w_r(0)\|_2 \leq R' \) and for all \( s \in [1+p_L] \), \( \|M_s - u_s(0)\|_2^2 \leq \exp(-\lambda_0 t) \|M_s - u_s(0)\|_2^2 \).

Proof. This lemma takes the same form as \cite[Lemma 3.4]{16}: given Lemma B.2 and Lemma B.3, the result clearly follows and we refer the interested readers to \cite{16} for details.

It is sufficient to show that \( R' < R \) is equivalent to \( m = \Omega \left( \frac{n^5 \sum_{h=1}^{1+p_L} \|M_h - u_h(0)\|_2^2}{\lambda_0^2} \right) \). We bound
\[
\mathbb{E} \left[ \|M_s - u_s(0)\|_2^2 \right] = \sum_{i=1}^{n} (M_{is}^2 + M_{is} \mathbb{E} \left[ F_s(W(0), A, Z_i) \right] + \mathbb{E} \left[ F_s(W(0), A, Z_i)^2 \right]) = \sum_{i=1}^{n} (M_{is}^2 + 1) = O(n)
\]
Using the Markov's inequality, we have \( \|M_s - u_s(0)\|_2^2 = O\left( \frac{1}{n} \right) \) with probability at least \( 1 - \delta \). Hence we have \( m = \Omega \left( \frac{(1+p_L)^n}{\delta^2 \lambda_0^2} \right) \).

C Proof of Theorem 2

Proof. Recall that in (2.3) we have
\[ \bar{Y} = y - \mathbb{E}(y|Z) = (D - \mathbb{E}(D|Z)) \beta + \epsilon = X \beta + \epsilon. \]
Unfortunately we only observe data with noises
\[ \tilde{Y} = y + \epsilon_Y = X \beta + \epsilon + \epsilon_Y = \tilde{X}\beta - \epsilon_X \beta + \epsilon + \epsilon_Y. \]
Hence we can derive (5.1) as the following:
\[
\hat{\beta} = (\tilde{X}^T \tilde{X})^{-1} \tilde{X}^T \tilde{Y} = \left( \tilde{X}^T \tilde{X} \right)^{-1} \tilde{X}^T \left( \tilde{X} \beta - \epsilon_X \beta + \epsilon + \epsilon_Y \right) = \beta - \left( \tilde{X}^T \tilde{X} \right)^{-1} \tilde{X}^T \epsilon_X \beta + \left( \tilde{X}^T \tilde{X} \right)^{-1} \tilde{X}^T (\epsilon + \epsilon_Y) = \left( 1 - \left( \tilde{X}^T \tilde{X} \right)^{-1} \tilde{X}^T \epsilon_X \right) \beta + \left( \tilde{X}^T \tilde{X} \right)^{-1} \tilde{X}^T (\epsilon_Y + \epsilon).
\]
We start with investigating the bias. Since \( \epsilon, \epsilon_Y \) and \( \epsilon_X \) are independent of other variables, we have
\[
\frac{\tilde{X}^T (\epsilon_Y + \epsilon)}{n} \rightarrow 0.
\]
In addition,
\[
\frac{\tilde{X}^T \epsilon_X}{n} = \frac{\tilde{X}^T \epsilon_X + \|\epsilon_X\|^2_2}{n} \rightarrow \mathbb{E}(\epsilon_X^2) = \sigma^2_X I_{p_L}.
\]
Next, we denote the convergence in probability as plim and look at
\[
\frac{\tilde{X}^\top \tilde{X}}{n} \to \text{plim} \frac{X^\top X}{n} + \text{plim} \frac{\epsilon_X \epsilon_X}{n} = Q + \sigma_X^2 I_{p_L}
\]
where \(Q := \text{plim} \frac{X^\top X}{n}\) exists by the law of large numbers because \(X\) is i.i.d. in rows. Therefore, we obtain
\[
\tilde{\beta} = \left(1 - \sigma_X^2 \left(Q + \sigma_X^2 I_{p_L}\right)^{-1}\right)\beta = (1 - R)\beta
\]
where \(R := \sigma_X^2 \left(Q + \sigma_X^2 I_{p_L}\right)^{-1} - \sigma_X^2 \left(\frac{\tilde{X}^\top \tilde{X}}{n}\right)^{-1}\). We claim that \(\tilde{\beta}\) is a consistent estimator of \(\beta\) if and only if \(m_D\) is consistently approximated (meaning \(\sigma_X^2 = 0\)). If \(m_D\) is not consistently approximated, we can modify the estimator via \(R \in \mathbb{R}^{p_L \times p_L}\) and the new estimator \((I_{p_L} - R)^{-1} \tilde{\beta}\) which is a consistent estimator of \(\beta\).

To establish the \(\sqrt{n}\)-consistency, let us consider the asymptotic distribution of the OLS estimator. Multiplying \(\sqrt{n}\) on \(\tilde{\beta} - (1 - R)\beta\), we have
\[
\sqrt{n} \left(\tilde{\beta} - (1 - R)\beta\right) = \left(\frac{\tilde{X}^\top \tilde{X}}{n}\right)^{-1} \frac{\tilde{X}^\top (\epsilon_Y + \epsilon)}{n}
\]
and
\[
n \left(\tilde{\beta} - (1 - R)\beta\right) \left(\tilde{\beta} - (1 - R)\beta\right)^\top = \left(\frac{\tilde{X}^\top \tilde{X}}{n}\right)^{-1} \left(\frac{\tilde{X}^\top (\epsilon_Y + \epsilon)}{n}\right) \left(\frac{\tilde{X}^\top (\epsilon_Y + \epsilon)}{n}\right)^\top \left(\frac{\tilde{X}^\top \tilde{X}}{n}\right)^{-1}
\]
Making use of \(\frac{\tilde{X}^\top \tilde{X}}{n} = R\) and after some calculation, we arrive at
\[
n \left(\tilde{\beta} - (1 - R)\beta\right) \left(\tilde{\beta} - (1 - R)\beta\right)^\top \to (\sigma^2 + \sigma_X^2) R^{-1}
\]
Thus we complete the proof.

\(\square\)

D Details of Experiments and Extra Application

D.1 Data generation for Table 1

In Table 1 and Figure 1, we generate \(D\) and \(y\) using \(Z\), which is generated by a multivariate standard normal distribution:
\[
D = 50 \sum_{j=1}^{10} \sin Z_j + \mathcal{N}(0, I)
\]
\[
y = D + \sum_{j=1}^{10} \cosh Z_j + \mathcal{N}(0, I)
\]
Here \(X \in \mathbb{R}^{10000 \times 11} = [D, Z]\), \(D \in \mathbb{R}^{n \times 1}\), \(Z \in \mathbb{R}^{10000 \times 10}\). Though the problem here is non-linear (in fact partially linear), unlike in the debiasing setting, it is fair since all other PLMs work on such problem. Our goal is to demonstrate that PLMNN is a strong candidate in the PLM family. Here we consider a univariate \(D\), so that DML can apply methods including vanilla Lasso to solve this problem. In addition, we design \(D\) that is dependent on \(Z\) so that the NW kernel can use a finite bandwidth.
D.2 Data generation for Table 2

In Table 2 and Figure 2, we have

\[ y = X\theta + \mathcal{N}(0, I) = D\beta + Z\gamma + \mathcal{N}(0, I) \]

where \( \theta = [1, 1, \ldots, 0] \) with the first \( k \) entries as ones and the rest as zeros. \( X \) is generated from a multivariate standard normal distribution. In the second equality, we have \( D \) as the columns from \( X \) that are selected by Lasso. The Lasso penalties are chosen specifically to select a moderate number of features so that OLS is available. Here \( D \in \mathbb{R}^{1000 \times k_{\text{Lasso}}} \), \( Z \in \mathbb{R}^{1000 \times (p-k_{\text{Lasso}})} \), with \( k_{\text{Lasso}} = \# \{ j : [\hat{\beta}_{\text{Lasso}}]_j \neq 0 \} \). We note that when the dimension is relatively high or when the sparsity is relatively large, it is impossible to achieve full power (or true positive rate, or precision), no matter how one carefully tunes the penalty of Lasso. In other words, Lasso must select in some null signals. This phenomenon, known as the Donoho-Tanner phase transition, motivates our experimental settings that consider high dimension and/or high sparsity.

D.3 Complementary Experiments to Table 1

In this section, we conduct experiments on more complicated synthetic data to complement Table 1 and Figure 3. Our new setting is

\[ \mathbf{D} = \sin(T_1) + \log(T_2 + 1) + \frac{1}{1+T_3} + \max(0, T_4) + T_5 + \mathcal{N}(0, I) \]

and

\[ y = \mathbf{D} + \cosh(T_1) + T_2 + T_3 \times T_4 + \mathcal{N}(0, I) \].

It is clear that PLMNN again demonstrates high level of performance in terms of consistency and accuracy, with linear convergence in the training dynamics.

| PLMs       | Est MSE (10^{-5}) | Train MSE | Test MSE |
|------------|------------------|-----------|----------|
| PLMNN      | 4.00             | 3.81      | 3.87     |
| PLMNW      | 1.26             | 3.51      | 3.66     |
| DML Lasso  | 0.38             | 4.17      | 3.99     |
| DML DT     | 240              | 8.41      | 15.51    |

Table 4: Comparison of PLMs in 50 independent runs with new data generation. Here PLMNW denotes the PLM using NW kernel, DT denotes decision trees at depth of 2.

Figure 4: Same setting as Table 4 except \( n = 100 \) and \( \mathbf{T} \) is normalized. The loss is in logarithmic scale.
D.4 Adversarial attack on tabular data

Using the knowledge of the impact of a feature on the output, we can design adversarial samples to attack a potentially strong trained model. The dataset we use is Default of Credit Card Clients Dataset from UCI. The dataset includes the information on default payments, demographic factors, credit data, history of payment, and bill statements of credit card clients in Taiwan from April 2005 to September 2005. The whole dataset includes 25 columns and a sample size of 30000. We’ll conduct null value imputation by association rules between categorical variables.

We preprocess the dataset in the following way: we use the known columns to train logistic regressions and to predict the missing values in the columns ‘MARRIAGE’ and ‘EDUCATION’. Finally we conduct the standard scaling for $X$ after one-hot encoding all the categorical columns.

We attack a ReLU activated MLP of three layers with the DebiNet and the traditional OLS. Our attacking mechanism takes the column with the maximum coefficient magnitude calculated by OLS or some feature selection methods. Once we find the targeted column, say the $j$-th column, we perturb the values towards the maximum or minimum value within the column, depending on the sign of $\hat{\beta}_j$.

| Methods          | Val loss | Accuracy | AUC score |
|------------------|----------|----------|-----------|
| MLP Baseline     | 0.43     | 0.824    | 0.77      |
| OLS Attack       | 0.39     | 0.840    | 0.69      |
| DebiNet Attack   | 3.95     | 0.008    | 0.02      |

Table 5: Adversarial attack on tabular dataset: the Taiwan credit.

The DebiNet is equipped with Lasso, Elastic net or LARS. The attacks show the same performance because the most influencing feature given by all three feature selection methods is identical. We note that the feature under perturbation is the first repayment status, indicating that not paying back the first credit bill has a large impact on the credibility of a client. The perturbing columns selected by OLS and DebiNet are different. OLS fails to select what DebiNet selects because some features have infinity coefficients, which might caused by model overfitting and consequently large variances of the parameter estimators. The validation loss, accuracy and AUC score in Table 5 show that OLS attack is not effective as DebiNet.

E  General Losses, Activation Functions and Other Optimizers

We demonstrate the convergence (in log-scale) of two-layer, fully connected, multivariate output neural networks with the same input distribution and weight initialization as in Figure 1. The baseline is the ReLU activation, full-batch gradient descent and MSE loss and we change only one element in the baseline at a time.

Similar to the univariate output case, we observe that with sufficiently wide hidden layer and sufficiently small learning rate, the neural networks may converge to the global minimum at a linear rate with different optimizers, losses and activation functions. In particular, we note that the performance in this section is not yet supported by theory and thus suggests that NTK theory may be richer than it currently is. We highlight that advanced tools from linear algebra are required to analyze the positive definiteness of the NTK matrices incurred by other activation functions. Moreover, different optimizers lead to different gradient flows and, together with different losses, to different matrix ordinary differential equations. It would be interesting to investigate the effects of different dynamics on the convergence under
the NTK framework.

E.1 Optimizers besides Gradient Descent

Figure 5: Left: Adam with learning rate 0.001 and full batch size. Middle: Nesterov-accelerated gradient descent with learning rate 0.01. Right: SGD with learning rate 0.01 and batch size 8. Here the MSE loss is in logarithm.

In Figure 5, Adam converges to zero loss exponentially fast but the Nesterov-accelerated gradient descent seems not to. This shows that momentum has a significant impact on the convergence. It is also interesting to note that SGD converges much faster than the gradient descent, at a linear rate. The plot shows some fluctuations due to the randomness of sub-sampling and coincides with the dynamics described in the univariate output case.

E.2 General Losses and Activation Functions

Figure 6: Left: Huber loss. Middle: Leaky ReLU activation. Right: Tanh activation. Here the MSE loss is in logarithm.

In Figure 6, we empirically illustrate that loss functions play a key role in the training dynamics as they directly affect the dynamics. While the activation functions may have weaker effects on whether the dynamics converge to the global minimum, they can influence the rates at which the convergence takes place.