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Abstract

In 1958, Szüsz proved an inhomogeneous version of Khintchine’s theorem on Diophantine approximation. Szüsz’s theorem states that for any non-increasing approximation function $\psi : \mathbb{N} \to (0, 1/2)$ with $\sum_q \psi(q) = \infty$ and any number $\gamma$, the following set

$$ W(\psi, \gamma) = \{x \in [0, 1] : |qx - p - \gamma| < \psi(q) \text{ for infinitely many } q, p \in \mathbb{N} \} $$

has full Lebesgue measure. Since then, there are very few results in relaxing the monotonicity condition. In this paper, we show that if $\gamma$ is not too well approximated by rational numbers, then the monotonicity condition can be replaced by the upper bound condition $\psi(q) = O((q \log \log q)^{-2})$. In particular, this covers the case when $\gamma$ is not Liouville, for example $\pi, e, \ln 2, \sqrt{2}$. In general, if $\gamma$ is irrational, $\psi(q) = O(q^{-1}(\log \log q)^{-2})$ and in addition,

$$ \liminf_{Q \to \infty} \frac{1}{Q} \sum_{q=Q}^{Q^{(log \log Q)^{1/8}}} \psi(q) = \infty, $$

then $W(\psi, \gamma)$ has full Lebesgue measure. Our proof is based on a quantitative study of the discrepancy for irrational rotations.
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1 Introduction

1.1 Background

In this paper, we study inhomogeneous metric Diophantine approximation. Let $\gamma \in \mathbb{R}$ and $\psi : \mathbb{N} \to \mathbb{R}^+$ be a function (approximation function). We are interested in the following set:

$$ W(\psi, \gamma) = \{x \in [0, 1] : \|qx - \gamma\| < \psi(q) \text{ for infinitely many } q \in \mathbb{N} \}. $$

In the case when $\gamma = 0$, the study of $W(\psi, 0)$ is referred to as classical (or homogeneous) Diophantine approximation. Now, we have a complete understanding of the Lebesgue measure of $W(\psi, 0)$.
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Previous results for homogeneous metric Diophantine approximation. \[1\] The set \( W(\psi, 0) \) has full Lebesgue measure if:

- **Khintchine’s theorem \[13\]**: \( \psi \) is non-increasing and \( \sum_q \psi(q) = \infty \).

- **Duffin-Schaeffer’s theorem \[8\]**: \( \sum_q \psi(q) = \infty \) and

\[
\limsup_{Q \to \infty} \frac{\sum_{q \leq Q} \psi(q) \phi(q)/q}{\sum_{q \leq Q} \psi(q)} > 0,
\]

where \( \phi(.) \) is the Euler Phi function.

- **Erdős-Vaaler’s theorem \[18\]**: \( \sum_q \psi(q) \phi(q)/q = \infty \) and \( \psi(q) = O(q^{-1}) \).

- **Extra divergence \[1\]**: \( \sum_q \frac{\psi(q) \phi(q)}{q \log^C q} = \infty \) for a number \( C > 0 \).

- **Final result \[14\]**: \( \sum_q \psi(q) \phi(q)/q = \infty \). This result settled the challenging Duffin-Schaeffer conjecture posed in \[8\]. This result also has an easy-to-prove convergence part: if \( \sum_q \psi(q) \phi(q)/q < \infty \) then for Lebesgue almost all \( x \in [0,1] \) there are at most finitely many coprime pairs \( (p,q) \) such that \( |qx - p| < \psi(q) \).

If \( \gamma \neq 0 \), the study of \( W(\psi, \gamma) \) is referred to as inhomogeneous metric Diophantine approximation. Much less is known for the inhomogeneous case. We list some of them here.

Previous results for inhomogeneous metric Diophantine approximation. \[2\]

- **Szüsz’s theorem**: If \( \psi \) is non-increasing and \( \sum_q \psi(q) = \infty \) then \( W(\psi, \gamma) \) has full Lebesgue measure for all real numbers \( \gamma \).

- **Ramírez’s examples**: Without the monotonicity of the approximation function \( \psi \), the condition \( \sum_q \psi(q) = \infty \) alone cannot ensure that \( W(\psi, \gamma) \) has positive Lebesgue measure.

- **Extra divergence \[19\]**: For each \( \epsilon > 0 \), if \( \sum_q q^{-\epsilon} \psi(q) = \infty \), then for all numbers \( \gamma \), \( W(\psi, \gamma) \) has full Lebesgue measure.

We can compare the above list to that of the homogeneous case. Szüsz’s theorem takes the place of Khintchine’s theorem. The extra divergence result in \[19\] is a rather weaker companion of the extra divergence result in \[3, 1\]. Other than those, there are no further inhomogeneous analogues of the homogeneous results. In fact, the new technical difficulty for studying inhomogeneous Diophantine approximation can be partially seen when one attempts to directly apply Duffin-Schaeffer’s argument in \[8\] or Vaaler’s argument in \[18\] to the inhomogeneous case. We shall leave those fun tasks to the reader (hint: an interval of length less than one can still contain an integer). Thus, the inhomogeneous shift \( \gamma \) really creates something substantially new. The ultimate goal for the inhomogeneous case is to obtain a result as in \[14\]. The idea of the arguments in \[14\] partially feature the idea in \[18\]. In this way, one might think that an inhomogeneous version of
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1This list of results is by no means complete.

2This list is not complete.
Erdős-Vaaler’s theorem can provide us with some new lights. This is in fact the main motivation for writing this paper.

One application of inhomogeneous Diophantine approximation is to understand multiplicative Diophantine approximation. Let $\psi$ be an approximation function and let $\gamma_1, \gamma_2$ be real numbers. We consider the set

$$W(\psi, \gamma_1, \gamma_2) = \{(x, y) \in [0, 1]^2 : \|qx - \gamma_1\| \|qy - \gamma_2\| < \psi(q) \text{ infinitely often}\}.$$ 

A famous conjecture of Littlewood states that for an arbitrary $\epsilon > 0$, consider the approximation function $\psi(q) = \epsilon/q$, the set $W(\psi, 0, 0)$ contains all pairs of irrational numbers $(x, y) \in [0, 1]^2$. On the metric aspect, what is interesting is to find sufficient conditions on numbers $\gamma_1, \beta, \gamma_2$ such that $W(\psi, \gamma_1, \gamma_2) \cap \{y = \beta\}$ has full Lebesgue measure. For convenience, we consider the following set,

$$W(\psi, \beta, \gamma_1, \gamma_2) = \{x \in [0, 1] : \|qx - \gamma_1\| \|q\beta - \gamma_2\| < \psi(q) \text{ infinitely often}\}.$$ 

Recently, there have been many significant progresses in understanding the Lebesgue measure of $W(\psi, \beta, 0, \gamma_2)$.

**Theorem 1.1** ([4], [14], [6]). Let $\psi$ be a monotonic approximation function. If $\sum q \psi(q) \log q = \infty$, then for each irrational non-Liouville number $\beta$, real number $\gamma_2$, the set $W(\psi, \beta, 0, \gamma_2)$ has full Lebesgue measure.

In [4] it was proved that the above result follows from the Duffin-Schaeffer conjecture which was later proved in [14]. However, before the appearance of [14], Chow [6] proved the above result without relying on the Duffin-Schaeffer conjecture.

### 1.2 Results in this paper

We will focus on relaxing the monotonicity condition in Szüsz’s theorem. By the results in [16], the monotonicity condition cannot be dropped without introducing other conditions. As we mentioned in the previous section, the ultimate goal in this direction is to find a necessary and sufficient condition on $\psi, \gamma$ for $W(\psi, \gamma)$ to have full Lebesgue measure as in the Duffin-Schaeffer conjecture. This is currently beyond our reach. At this stage, we pose the following question which could be challenging.\footnote{The work in [14] certainly also sheds some lights on the inhomogeneous problem but does not make it any less challenging.}

**Question 1.2.** Prove or disprove: Let $\psi$ be an approximation function and $\sum q \psi(q) \phi(q)/q = \infty$. Then for each real number $\gamma$, the Lebesgue measure of $W(\psi, \gamma)$ is one.

Towards this direction, we will provide the following Erdős-Vaaler type result for inhomogeneous Diophantine approximation. The notion of tamely/wildly Liouville numbers will be introduced in Section 3. To have some ideas, all non-Liouville numbers are tamely Liouville. There are tamely Liouville numbers which are Liouville.

**Theorem 1.3** (Main theorem I). Let $\psi(q) = O((q \log \log^2 q)^{-1})$ and $\sum q \psi(q) = \infty$. Then for each tamely Liouville number $\gamma$, the Lebesgue measure of $W(\psi, \gamma)$ is one.
The above theorem holds for example when $\gamma = e, \pi$, an algebraic irrational number or the natural logarithm of a non-zero algebraic number. To say that $\gamma$ is tamely Liouville is essentially saying that
\[ \|q\gamma\| \gg q^{-(\log q)^{1/4}}. \]

We provide more precise details in Section 3. Here the tamely Liouville condition can be weakened if we have more information of the support of $\psi$. For example, if $\psi(q) \neq 0$ only for $q$ with $d(q) = O(\log q)$ then we only need to require that
\[ \|q\gamma\| \gg q^{-(\log q)^{1/2}}. \]

An application of Theorem 1.3 yields the following.

**Corollary 1.4.** Let $\gamma_1$ be an irrational number which is tamely Liouville. Let $\gamma_2$ be a real number and $\beta$ be an irrational number. Suppose that $\psi(q) = O((q \log q (\log \log q)^2)^{-1})$ and
\[ \sum_{q: \|q\beta - \gamma_2\| \geq (\log q)^{-1}} \frac{\psi(q)}{\|q\beta - \gamma_2\|} = \infty. \] (D)

Then the set $W(\psi, \beta, \gamma_1, \gamma_2)$ has Lebesgue measure is one.

The divergence condition (D) is sometimes not easy to check as it also depends on the choice of $\beta$ and $\gamma_2$. In order to be sure that this condition is possible to be satisfied, we provide an example in Section 4. In fact for non-Liouville $\beta$ and tamely Liouville $\gamma_1$, it is possible the check that $|W(\psi, \beta, \gamma_1, \gamma_2)| = 1$ for monotonic $\psi$ with $\sum_q \psi(q) \log \log q = \infty$. We do not prove this result here as we wish to prove a stronger result in a forthcoming project.

Several remarks are in order.

**Remark 1.5.** We need $\psi(q) = O((q \log \log^2 q)^{-1})$ which is a stronger condition than the Erdös-Vaaler condition that $\psi(q) = O(1/q)$. We do believe that $\psi(q) = O(q^{-1})$ would be sufficient in Theorem 1.3.

The requirement that $\gamma$ needs to be tamely Liouville comes from the method we will be using. In fact, we need this condition for making Estimate (III) in the proof of Lemma 4.3 valid. It is possible to pose weaker condition on $\gamma$ in terms of its Diophantine property. We cannot completely remove this condition yet. In this direction, we supply the following result to deal with the case when $\gamma$ is wildly Liouville.

In what follows, we call an approximation function $\psi$ to be **weakly extra divergent** if
\[ \left( \liminf_{Q \to \infty} \frac{1}{Q} \sum_{q = Q}^{Q(\log Q)^{1/8}} \psi(q) \right) = \infty. \] (WEx)

It is possible to check that $\psi(q) = 1/(q \log q)$ is weakly extra divergent.

**Theorem 1.6** (Main theorem II). Let $\psi$ be weakly extra divergent and $\psi(q) = O((q \log \log^2 q)^{-1}).$ Then for each wildly Liouville number $\gamma$, the Lebesgue measure of $W(\psi, \gamma)$ is one.
From here, one might be wondering what is the strength of the above result compared with Szüsz’s theorem. Without too much extra efforts, we will use the method for proving Theorems 1.3 to revisit Szüsz’s theorem when \( \gamma \) is tamely Liouville.

**Theorem 1.7** (Revisited Szüsz’s theorem for tamely Liouville inhomogeneous shift). Let \( \psi(q) \) be a non-increasing approximation function with \( \sum_q \psi(q) = \infty \). Then for each tamely Liouville number \( \gamma \),

\[
|W(\psi, \gamma)| = 1.
\]

When \( \gamma \) is wildly Liouville, the result still holds under the extra weak divergence (WEx). Some extra efforts need to be made. The central idea is to expand \( \gamma \) with continued fraction and analyze more carefully the partial convergents \( P_i/Q_i, i \geq 0 \). Then for \( Q \in [Q_i, Q_{i+1}) \), one can effectively regard \( \gamma \) as being a rational number with denominator \( Q_i \) (with an absolute error less than \( 1/(Q_iQ_{i+1}) \)). Since \( \psi \) is monotonic, it is possible to study \( \psi \) on a subset of blocks \([Q_i, Q_{i+1}]\). However, this essentially brings us back to the original arguments of Szüsz ([17]) which used a fine analysis of the continued fraction of \( \gamma \) together with a generic property of the continued fraction of \( x \in [0,1] \). For this reason, we decide not to fully reprove Szüsz’s theorem.

Finally, for completeness, we also add the following higher dimensional analogies of Szüsz’s theorem without monotonicity requirement. The results are very likely to be known. We will provide a simple proof at the very end of this paper.

**Theorem 1.8.** Let \( k \geq 1 \) be an integer. Let \( \gamma_1, \ldots, \gamma_k \) be real numbers. Let \( \psi \) be an approximation function. Let \( \epsilon > 0 \) be a small number. We require that

\[
\begin{align*}
\sum_q (\psi(q))^k &= \infty & k &\geq 3, \\
\sum_q (\psi(q)\phi(q)/q)^2 &= \infty & k &= 2 \\
\sum_q \psi(q)/d(q)^{1+\epsilon} &= \infty & k &= 1
\end{align*}
\]

Then, the set of points in \([0,1]^k\) with infinitely many integers \( q \) with

\[
\max_{i=1,\ldots,k} \{\|qx_i - \gamma_i\|\} \leq \psi(q)
\]

has Lebesgue measure one.

**Remark 1.9.** For \( k = 2 \), we need a slightly stronger divergence condition. This condition has nothing to do with the Duffin-Schaeffer conjecture although it appears to be closely related. For \( k = 1 \), the divergence condition here is much stronger than \( \sum_q \psi(q) = \infty \). The proof of this theorem is much simpler than the theorems above. The simple method already provides quite satisfactory results for \( k \geq 2 \). This is not a surprise. For the homogeneous case, we already know Gallagher’s result ([11]) for higher dimensional Khintchine’s theorem without monotonicity and Pollington and Vaughan’s result ([15]) for higher dimensional Duffin-Schaeffer conjecture. Pollington and Vaughan’s proof in ([15]) is much less involved than the proof in ([14]) for the one dimensional Duffin-Schaeffer conjecture.

2 Notation

- \( A_{q,\gamma}^\psi \): Let \( \psi \) be an approximation function and \( \gamma \) be a real number. For each integer \( q \geq 1 \), we use \( A_{q,\gamma}^\psi \) to denote the set

\[
A_{q,\gamma}^\psi = \{x \in [0,1] : \|qx - \gamma\| < \psi(q)\}.
\]
We can assume that $\psi(q) < 1/2$ for all $q \geq 1$. In fact, if there are infinitely many $q$ with $\psi(q) \geq 1/2$, then $W(\psi, \gamma)$ would be the whole unit interval. If $\gamma, \psi$ are clear from the context, we will write $A_q$ instead of $A^{\psi,\gamma}_q$.

- $\chi_A$: The indicator function of a set $A$.
- $B(x, r)$: Metric ball centred at $x$ with radius $r$, where $r > 0$ and $x$ belongs to a metric space.
- $\Delta_\psi(q, q')$: The value $q\psi(q') + q'\psi(q)$, where $\psi$ is a given approximation function and $q, q'$ are positive integers. When $\psi$ is clear from the context, we write it as $\Delta(q, q')$.
- $\|x\|$: The distance of a real number $x$ to the set of integers.
- $\{x\}$: The unique number in $(-1/2, 1/2]$ with $\{x\} - x$ being an integer.
- log: Base 2 logarithmic function.
- $I_M$: The collection of intervals $I \subset [0, 1]$ of length $1/M$ and with endpoints in $M^{-1}\mathbb{N}$, where $M \geq 1$ is an integer.
- $|A|$: The Lebesgue measure of $A \subset \mathbb{R}$ where $A$ is a Lebesgue measurable set.
- Natural densities: Let $A \subset \mathbb{N}$. The upper natural density of $A$ is
\[
\limsup_{q \to \infty} \frac{|A \cap [1, q]|}{q}.
\]
The lower natural density of $A$ is
\[
\liminf_{q \to \infty} \frac{|A \cap [1, q]|}{q}.
\]
- Asymptotic symbols: For two functions $f, g : \mathbb{N} \to (0, \infty)$ we use $f = O(g)$ to mean that there is a constant $C > 0$ with
\[
f(q) \leq Cg(q)
\]
for all $q \geq 1$. We use $f = o(g)$ to mean that
\[
\lim_{q \to \infty} \frac{f(q)}{g(q)} = 0.
\]
For convenience, we also use $O(g), o(g)$ to denote an auxiliary function $f$ with the property that $f = O(g), o(g)$ respectively. The precise form of the function $f$ changes across the contexts and it can always be explicitly written down.

### 3 Preliminary

#### 3.1 Borel-Cantelli lemmas

There are several standard results that will be needed in the proofs of the main results. The first one is the Borel-Cantelli lemma. The following result can be found in [2 Proposition 2].
Lemma 3.1 (Borel-Cantelli). Let \((\Omega, \mathcal{A}, m)\) be a probability space and let \(E_1, E_2, \ldots \in \mathcal{A}\) be a sequence of events in \(\Omega\) such that \(\sum_{n=1}^{\infty} m(E_n) = \infty\). Then

\[
m(\limsup_{n \to \infty} E_n) \geq \limsup_{Q \to \infty} \frac{\left(\sum_{s=1}^{Q} m(E_s)\right)^2}{\sum_{s,t=1}^{Q} m(E_s \cap E_t)}.
\]

If \(\sum_{n=1}^{\infty} m(E_n) < \infty\) then \(m(\limsup_{n \to \infty} E_n) = 0\).

Remark 3.2. The condition that \(\sum_{n=1}^{\infty} m(E_n) = \infty\) is very essential in the statement. Suppose that \(\{E_n\}_{n \geq 1}\) is a sequence of pairwise independent events and \(\sum_{n} m(E_n) < \infty\). Then we know that \(m(\limsup_{n \to \infty} E_n) = 0\). However, we nonetheless have

\[
\limsup_{Q \to \infty} \frac{\left(\sum_{s=1}^{Q} m(E_s)\right)^2}{\sum_{s,t=1}^{Q} m(E_s \cap E_t)} = \limsup_{Q \to \infty} \frac{\left(\sum_{s=1}^{Q} m(E_s)\right)^2}{\sum_{s=1}^{Q} m(E_s)^2 + \sum_{s=1}^{Q} (m(E_s) - m^2(E_s))}
\]

\[
\geq \limsup_{Q \to \infty} \frac{\left(\sum_{s=1}^{Q} m(E_s)\right)^2}{\sum_{s=1}^{Q} m(E_s)^2 + \sum_{s=1}^{Q} m(E_s)}
\]

\[
= \limsup_{Q \to \infty} \frac{1}{1 + \frac{1}{\sum_{s=1}^{Q} m(E_s)}} > 0.
\]

In general, we have the following estimate from [7].

Lemma 3.3 (Chung–Erdős Inequality). Let \(N \geq 1\) be an integer. Let \((\Omega, \mathcal{A}, m)\) be a probability space and let \(\{E_n\}_{1 \leq n \leq N} \subset \mathcal{A}\) be an arbitrary sequence of \(m\)-measurable sets in \(\Omega\). Then, if \(m\left(\bigcup_{n=1}^{N} E_n\right) > 0\), we have

\[
m\left(\bigcup_{n=1}^{N} E_n\right) \geq \frac{\left(\sum_{s=1}^{N} m(E_s)\right)^2}{\sum_{s,t=1}^{N} m(E_s \cap E_t)}.
\]

3.2 Discrepancies of irrational rotations

We also need the following result in discrepancy theory. See [9, Section 1.4] for more details.

Lemma 3.4. For each irrational number \(\alpha\), there is a decreasig function \(D_\alpha : \mathbb{N} \to (0,1)\) such that for all interval \(I \subset (-1/2, 1/2)\) we have

\[
\left|\frac{\#\{1 \leq q \leq Q : \{qa\} \in I\}}{Q} - |I| \right| \leq D_\alpha(Q).
\]

For each irrational number \(\alpha\), we have \(D_\alpha(Q) = o(1)\). When \(\alpha\) is Badly approximable, we have \(D_\alpha(Q) = O(\log Q/Q)\). If \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\) is not Liouville, then there is a number \(\beta \in (0,1)\) with \(D_\alpha(Q) = O(Q^{\beta-1})\). Those bounds are special cases of [9, Theorem 1.80].
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3.3 Tamely/Wildly Liouville numbers

We will now introduce the notion of tamely Liouville numbers. Let $\alpha$ be an irrational number. For each integer $Q > 0$, we use $\sigma(Q) > 0$ to be the smallest number such that

$$\|q\alpha\| \geq q^{-\sigma(Q)}$$

for all $q \in \{1, \ldots Q\}$. Then if $\alpha$ is not Liouville, $\sigma(.)$ is a bounded function. We say that $\alpha$ is tamely Liouville if

$$\sigma(Q) \ll (\log Q)^{1/4-\epsilon}.$$  \hspace{1cm} \text{(tamely Liouville)}

for a number $\epsilon > 0$. Thus if $\alpha$ is not Liouville, then it is tamely Liouville. Numbers which are not tamely Liouville are wildly Liouville. If $\alpha$ is rational, then we see that it satisfies the constrain of being wildly Liouville. In some sense, wildly Liouville numbers are those which can be approximated by rational numbers in an extremely accurate way.

3.4 A standard result

The next result is a standard homework question, however, we have not found a proper reference and we provide a proof.

**Lemma 3.5.** Let $\{a_q, q \geq 1\}$ be a non-increasing sequence of positive numbers with

$$\sum_{q \geq 1} a_q = \infty.$$  

Let $A \subset \mathbb{N}$ be a set with positive lower natural density. Then

$$\sum_{q \in A} a_q = \infty.$$  

**Proof.** Since $A$ has positive lower density, we see that there are positive numbers $\epsilon, M > 0$ such that

$$\#A \cap [1, Q] \geq \epsilon Q$$

for all $Q \geq M$. Without loss generality, we can assume that $\epsilon = k^{-1}$ for an integer $k > 1$. This implies that

$$\#A \cap [1, kQ] \geq Q$$

for each $Q \geq \lfloor M/k \rfloor + 1 = Q_0$. Let $Q > Q_0$. We consider

$$\sum_{q \leq kQ, q \in A} a_q.$$  

There are at least $Q_0$ many elements in $A$ which are smaller than $kQ_0 + 1$, the contribution of the first $Q_0$ of those numbers to the sum is at least

$$Q_0 a_{kQ_0}.$$
There are at least $Q_0 + 1$ many elements in $A$ smaller than $k(Q_0 + 1) + 1$. Therefore, the contribution of the first $Q_0 + 1$ elements is at least (remember that the first $Q_0$ elements are smaller than $kQ_0 + 1$)

$$Q_0 a_{kQ_0} + a_{k(Q_0+1)}.$$ 

Iterate the above argument we see that

$$
\sum_{q \leq kQ, q \in A} a_q \geq \frac{1}{k} \sum_{q = kQ_0}^{kQ} a_q.
$$

This implies that

$$
\sum_{q \in A} a_q = \infty.
$$

3.5 Modify the approximation function

Under the condition $\psi(q) = O(q^{-1})$, and $\sum_q \psi(q) = \infty$, we can restrict the support a little bit. Recall the classical Hardy-Ramanujan theorem.

**Theorem 3.6.** Let $\Omega(.)$ be the number of prime powers divisor function. Then we have

$$
\sum_{q \leq n} |\Omega(q) - \ln \ln q|^2 \ll n \ln \ln n.
$$

In particular, for each $\epsilon > 0$, the number of integers $q$ smaller than $n$ with $\Omega(q) \geq (\log q)^{1/2 + \epsilon}$ is

$$
\ll \frac{n}{(\log n)^{1+0.5\epsilon}}.
$$

Here the change of bases from $\ln$ to $\log$ provides some multiplicative constants which can be absorbed in the $\ll$ symbol. Since $\psi(q) = O(q^{-1})$, we see that

$$
\sum_{q : \Omega(q) \geq (\log q)^{1/2 + \epsilon}} \psi(q) < \infty.
$$

We can simply redefine $\psi(q) = 0$ if $\Omega(q) \geq (\log q)^{1/2 + \epsilon}$. This will not affect the divergence of $\sum_q \psi(q)$. Thus, unless otherwise mentioned, we always assume that $\psi$ is supported on numbers $q$ with $\Omega(q) \leq (\log q)^{1/2 + \epsilon}$. Observe that

$$
d(q) \leq 2^{\Omega(q)}.
$$

Therefore, we have, on the support of $\psi$,

$$
\log d(q) \leq (\log q)^{1/2 + \epsilon}.
$$
4 Proofs of Theorems \[1.3,1.6\]

4.1 A general bound for intersections

Let $\psi$ be an approximation function and $\gamma$ be a real number. In order to use Lemma 3.1, we need to estimate the size of intersections $A_q \cap A_{q'}$.

Lemma 4.1. Let $H > 2$ be an integer. Let $\psi$ be an approximation function and $\gamma$ be an irrational number. For integers $1 \leq q' < q$ such that $\Delta(q', q) < H \gcd(q, q')$ we have the following estimate

$$|A_q \cap A_{q'}| \leq 2(2H + 1) \min\{\psi(q)/q, \psi(q')/q\} \gcd(q, q') \chi_{B(0, \Delta(q, q')/\gcd(q, q'))}(\{\gamma(q' - q)/\gcd(q, q')\}).$$

Otherwise if $\Delta(q, q') \geq H \gcd(q, q')$, we have

$$|A_q \cap A_{q'}| \leq 4\psi(q)\psi(q') \left(1 + \frac{C_0}{2H}\right),$$

where $C_0 > 1$ is an absolute constant.

Proof. First, we want to count the number of integer solutions $(n, n')$ to the following inequality:

$$\left|\frac{n}{q} - \frac{\gamma}{q} - \frac{n'}{q'} + \frac{\gamma}{q'}\right| \leq \frac{\psi(q)}{q} + \frac{\psi(q')}{q'}$$

with the restriction that

$$\frac{\gamma + n}{q} \in [0, 1], \frac{\gamma + n'}{q'} \in [0, 1].$$

We multiply $qq'/\gcd(q, q')$ to the above inequality and obtain

$$|nq'/\gcd(q, q') - n'q/\gcd(q, q') - \gamma(q' - q)/\gcd(q, q')| \leq \Delta(q, q')/\gcd(q, q').$$

Let $s = q/\gcd(q, q')$, $s' = q'/\gcd(q, q')$. We see that $\gcd(s, s') = 1$. We have $\{\gamma(q' - q)/\gcd(q, q')\} \in (-1/2, 1/2)$. Suppose that $\Delta(q', q)/\gcd(q, q') < H$. Then there are at most $2H + 1$ possible integer values for $ns' - n's$. The solutions exist only when

$$\{\gamma(q' - q)/\gcd(q, q')\} \in B(0, \Delta(q', q)/\gcd(q, q')).$$

There are $\gcd(q, q')$ many pairs $n, n'$ with $ns' - n's$ taking each of the above values. Therefore we see that $A_q \cap A_{q'}$ is contained in the union of at most $(2H + 1) \gcd(q, q')$ many intervals of length $2\min\{\psi(q)/q, \psi(q')/q\}$. Thus we have

$$|A_q \cap A_{q'}| \leq 2(2H + 1) \min\{\psi(q)/q, \psi(q')/q\} \gcd(q, q') \chi_{B(0, \Delta(q, q')/\gcd(q, q'))}(\{\gamma(q' - q)/\gcd(q, q')\}).$$

Suppose that $\Delta(q', q)/\gcd(q, q') \geq H$. In this case, we use the Formula (3.2.5) in [12] which says that

$$||A_q \cap A_{q'}| - 4\psi(q)\psi(q')| \leq C_0 \gcd(q, q') \min\{\psi(q)/q, \psi(q')/q\}.\footnote{If $\Delta(q', q)/\gcd(q, q') \geq 1$, then the above holds trivially. Thus, this condition is only effective when $\Delta(q', q)$ is much smaller compare to $\gcd(q, q')$.}$$
Here the constant $C_0 > 1$ is absolute. From here we see that

$$|A_q \cap A_{q'}| \leq 4\psi(q)\psi(q') \left(1 + \frac{C_0}{H} \Delta(q, q') \min\{\psi(q)/q, \psi(q')/q'\} \frac{1}{4\psi(q)\psi(q')}\right).$$

Notice that $\Delta(q, q') \leq 2qq' \max\{\psi(q)/q, \psi(q')/q'\}$. Therefore we have

$$\Delta(q, q') \min\{\psi(q)/q, \psi(q')/q'\} \leq 2\psi(q)\psi(q').$$

Thus, we see that

$$|A_q \cap A_{q'}| \leq 4\psi(q)\psi(q') \left(1 + \frac{C_0}{2H}\right).$$

This proves the result.

From the above result we see that for each $q \geq 1$ we have

$$\sum_{1 \leq q' < q} |A_q \cap A_{q'}| \leq 2(2H + 1) \sum_{q' : \Delta(q, q') < H} \frac{\psi(q)}{\gcd(q', q)} \chi_B(0, \Delta(q, q')/\gcd(q, q')) \{\gamma(q' - q)/\gcd(q, q')\} + 4(1 + C_0/(2H)) \sum_{1 \leq q' \leq q} \psi(q)\psi(q').$$

We now want to estimate the first sum on the RHS in above. We will prove several lemmas which eventually cover all the situations we will meet later. First, we consider the case when $\gamma$ is not 'too' Liouville.

### 4.2 tamely Liouville numbers

Let $\gamma$ be an irrational number. For each integer $Q > 0$, we use $\sigma(Q) > 0$ to be the smallest number such that

$$\|q\gamma\| \geq q^{-\sigma(Q)}$$

for all $q \in \{1, \ldots Q\}$. We recall that $\gamma$ is *tamely Liouville* if

$$\sigma(Q) \ll \log Q^{1/4-\epsilon},$$

for a number $\epsilon > 0$. In particular, recall that the order of the divisor function on the support of $\psi$ (recall Section 3.5) $\log d(.)$ is

$$\log d(q) = O((\log q)^{1/2+\epsilon}).$$

We see that

$$Q^{1/\sigma^2(Q)} \gg \log Q \max_{q \in \{1, \ldots Q\}, \psi(q) \neq 0} d(q).$$

We want to closely look at the discrepancy property of the irrational rotation $\{n\gamma\}_{n \geq 1}$. First, we recall the following result of Erdős-Turán-Koksma, see [9, Theorem 1.21].
Theorem 4.2 (ETK). Let $\alpha$ be an irrational number. Let $N, H$ be positive integers. The discrepancy of the sequence $\{n\alpha\}_{1 \leq n \leq N}$ can be bounded from as follows

$$D_\alpha(N) \leq 3 \left( \frac{1}{H} + 2 \sum_{0 < h \leq H} \frac{1}{Nh} \frac{2}{\|h\alpha\|} \right).$$

Then we see that for each $N \leq Q$ and $H > 0$,

$$D_\alpha(N) \leq 3 \left( \frac{1}{H} + 2 \sum_{0 < h \leq H} \frac{1}{Nh} \frac{2}{\|h\gamma\|} \right).$$

We also have $\|h\gamma\| \geq h^{-\sigma(Q)}$. From here, we see that

$$\sum_{0 < h \leq H} \frac{1}{Nh} \frac{2}{\|h\gamma\|} \leq \frac{2\sigma(Q)}{N}H^{\sigma(Q)}.$$  \(\text{We can choose } H \approx \sigma(Q)^{-1/(\sigma(Q)+1)} N^{1/(1+\sigma(Q))} \) to minimize the above sum. As a result we see that

$$ND_\gamma(N) \leq 36\sigma(Q)^{1/(1+\sigma(Q))} N^{\sigma(Q)/(1+\sigma(Q))}$$

for all $N \leq Q$. It is possible to see that $\sigma(Q)^{1/(\sigma(Q)+1)}$ is bounded by two. Therefore, for all integers $Q \geq 1$ and all interval $I \subset [0, 1]$,

$$|\#\{1 \leq q \leq Q : \{Q\gamma\} \in I\} - Q|I|| \leq 72Q^{\sigma(Q)/(1+\sigma(Q))}. $$

Aster this preparation, we can prove the following lemma.

Lemma 4.3. [tamely Liouville counting lemma] Under the hypothesis of Lemma 4.1, suppose further that $\gamma$ is tamely Liouville and $\psi(q) \leq Cq^{-\frac{1}{2}}(\log \log q)^{-2}$ for a number $C > 0$. Then there are constants $C', C'' > 0$ such that for all $q \geq 16$,

$$\sum_{1 \leq q' < q} \frac{\psi(q')}{q'} \chi_{B(0, D(q', q)/\gcd(q, q'))}(\{\gamma(q' - q) / \gcd(q, q')\}) \leq C' \frac{\psi(q)}{(\log \log q)^2} \sum_{r|q} \frac{\log r}{r} + C'' \psi(q).$$

Remark 4.4. The $(\log \log q)^{-2}$ factor on the RHS comes from the upper bound condition on $\psi$. Actually, exactly the same arguments would show that if $\psi(q) = O(q^{-1})$ then we have

$$\sum_{1 \leq q' < q} \frac{\psi(q')}{q'} \chi_{B(0, D(q', q)/\gcd(q, q'))}(\{\gamma(q' - q) / \gcd(q, q')\}) = O \left( \psi(q) \sum_{r|q} \frac{\log r}{r} + \psi(q) \right).$$

The extra $(\log \log q)^{-2}$ factor will be important later in the proof of Theorem 4.2.

Proof. We can simply assume that $\psi(q) \leq (q(\log \log q)^2)^{-1}$ for all $q \geq 3$ (where log log $q$ is positive) and $\psi(q) = 0$ for $q = 1, 2$. The multiplicative constant $C$ in the statement will not affect arguments in this proof at all.
First, we observe that the sum on the LHS can be rewritten as
\[ A = \frac{\psi(q)}{q} \sum_{r \mid q} r \sum_{k \geq 0} \chi_{B(0, \Delta(q,q'))}(\{ \gamma(q' - q) / r \}). \]

For each integer \( k \geq 0 \) we use \( D_{k,r} \) to denote the set
\[ D_{k,r} = \{ 1 \leq q' < q : \gcd(q', q) = r, q'/q \in [2^{-k-1}, 2^{-k}) \}. \]

Then we see that
\[ A = \frac{\psi(q)}{q} \sum_{r \mid q} \sum_{k \geq 0} \sum_{q' \in D_{k,r}} \chi_{B(0, \Delta(q,q'))}(\{ \gamma(q' - q) / r \}). \]

The infinite sum over the index \( k \) is actually a finite sum since for large \( k \) the set \( D_{k,r} \) would be empty. Furthermore, we have the following trivial bound
\[ \sum_{1 \leq q' < q^{1/2}} \frac{\psi(q)}{q} \gcd(q', q) \chi_{B(0, \Delta(q,q') \text{ and } \gcd(q', q'))}(\{ \gamma(q' - q) / \gcd(q, q') \}) \leq \frac{\psi(q)}{q} \sum_{1 \leq q' < q^{1/2}} \gcd(q', q) \]
\[ = \frac{\psi(q)}{q} \sum_{r \mid q} \sum_{q':r:q':1\leq q' \leq q^{1/2}} 1 \leq \frac{\psi(q)}{q} \sum_{r \mid q} r \frac{q^{1/2}}{r} = \psi(d(q))q^{-1/2} = \psi(q)\vartheta(1). \] (I)

Thus we only need to consider \( k \) such that \( 2^k \leq q^{1/2} \) since otherwise \( q' \leq q/2^k \leq q^{1/2} \) and its contribution to the sum is included in Estimate (I). In fact, the number 1/2 is of no significance. One can replace it by any positive number strictly smaller than 1. We just fix the value for convenience. Now we split the sum on \( k \) into two parts
\[ \sum_{k = 0}^{k \leq 0.5 \log q} = \sum_{k \leq 2 \log r} + \sum_{k \geq 2 \log r}. \]

It can happen that the second sum in above is 0. In general, we bound the second term from above as follows
\[ \frac{\psi(q)}{q} \sum_{r \mid q} \sum_{k \geq 2 \log r} \sum_{q' \in D_{k,r}} \chi_{B(0, \Delta(q,q'))}(\{ \gamma(q' - q) / r \}) \leq \frac{\psi(q)}{q} \sum_{r \mid q} r \frac{q}{r^3} \leq \zeta(2) \psi(q). \] (II)

In what follows, we always have \( k \leq 0.5 \log q \) and we do not explicitly write it down. We now estimate the \( \sum_{k \leq 2 \log r} \) term.

First, we have for \( q' \in D_{k,r} \)
\[ \Delta(q', q) \leq 2 \frac{2^{k+1}}{\log \log^2(q/2^{k+1})}. \]

Therefore, we see that
\[ \sum_{q' \in D_{k,r}} \chi_{B(0, \Delta(q,q'))}(\{ \gamma(q' - q) / r \}) \leq \sum_{q' \in D_{k,r}} \chi_{B(0, 2^{k+2}/(r \log \log^2(q/2^{k+1}))}(\{ \gamma(q' - q) / r \}). \]
Observe that
\[ D_{k,r} \subset \{ q' : r | q', q'/q \in [2^{-k-1}, 2^{-k}) \} = \{ rs : s \geq 1, rs/q \in [2^{-k-1}, 2^{-k}) \}. \]

We need to count the number \( S_{k,r} \) of \( s \geq 1, rs/q \in [2^{-k-1}, 2^{-k}) \) such that \( \{ \gamma(sqr^{-1}) \} \) is contained in
\[ I_{k,r} = B(0, 2^{k+2}/(r \log \log^2(q/2^{k+1}))). \]

We remark that the requirement that \( q^{2k+1}r \leq s < q^{2k+1}r \) could lead to null choice of \( s \). We treat the case when \( q/(2k+1) > 1 \). Otherwise, there is nothing to consider. In this case, we see that there are at most \( 1 + q/(2^{k+1}r) \leq 3q/(2^{k+1}r) \) many integers \( s \) in the above range.

Since \( \gamma \) is tamely Liouville, we can find the corresponding \( \sigma \) function for \( \gamma \) which grows slowly. As we have seen before, for any set \( N \) of \( n \geq 2 \) consecutive integers and any interval \( I \subset [-1/2, 1/2] \),
\[ |\# \{ m \in N : \{ \gamma m \} \in I \} - |I|n| \leq 72n^{\sigma(n)/(1+\sigma(n))}. \] (R1)

Moreover, we have for \( q \in \{1, \ldots, n\} \)
\[ \|q\gamma\| \geq q^{-\sigma(n)}. \] (R2)

From here, we see that
\[ S_{k,r} \leq |I_{k,r}| \frac{3q}{2^{k+1}r} + 72 \left( \frac{3q}{2^{k+1}r} \right)^{\sigma(3q)/(1+\sigma(3q))}. \] (Est)

More precisely, the variable in the above \( \sigma(.) \) should be \( [3q/(2k+1)] \). However, as \( \sigma(.) \) is increasing, we see that the above inequality holds. Moreover, \( S_{k,r} = 0 \) if
\[ |I_{k,r}| \leq (q/r)^{-\sigma(q)}. \]

To see this, observe that as \( s \) ranging over \( \{1, \ldots, q/r - 1\} \), the value of \( \{ \gamma(s - q/r) \} \) ranges over \( \{\gamma\}, \ldots, \{ \gamma(q/r - 1) \} \). Then we use (R2) to conclude the above claim. Thus we can assume that
\[ (q/r)^{-\sigma(q)} \leq 2^{2^{k+1}/r \log \log^2(q/2^{k+1})}. \]

Recall that \( 2^k \leq q^{1/2} \). Therefore we have
\[ r^{\sigma(q)+1} \leq 16q^{0.5+\sigma(q)} \frac{1}{(\log \log q)^2}. \]

For large enough \( q \), we have
\[ r \leq q^{(0.5+\sigma(q))/(1+\sigma(q))}. \]
Next, we examine the contribution of second term of (Est) to $A$,

$$
\frac{\psi(q)}{q} \sum_{r|q} \sum_{k} \left( \frac{3q}{2^k r} \right)^{\sigma(3q)/(1+\sigma(3q))} \ll \psi(q) \log q \sum_{r|q} \left( \frac{r}{q} \right)^{1/(\sigma(3q)+1)}.
$$

The divisor sum $\sum_{r|q}$ in above can be further reduced because we only need to consider the divisors $r$ with $r \leq q^{(0.5+\sigma(q))/(1+\sigma(q))} \leq q^{(0.5+\sigma(3q))/(1+\sigma(3q))}$. Therefore we see that

$$
\frac{\psi(q)}{q} \sum_{r|q} \sum_{k} \left( \frac{3q}{2^k r} \right)^{\sigma(3q)/(1+\sigma(3q))} \ll \psi(q)(\log d(q)) q^{-0.5/(\sigma(3q)+1)^2}.
$$

From our condition (the tamely Liouville condition) on the growth rate of $\sigma(.)$, we see that

$$
q^{0.5/(\sigma(3q)+1)^2} \gg d(q) \log q.
$$

Indeed, we have certainly $\psi(q) \neq 0$. Otherwise there is nothing to consider. However, recall Section 3.5 if $\psi(q) \neq 0$, then $\log d(q) \leq (\log q)^{1/2+\epsilon}$. This implies that

$$
\frac{\psi(q)}{q} \sum_{r|q} \sum_{k} \left( \frac{3q}{2^k r} \right)^{\sigma(3q)/(1+\sigma(3q))} \ll \psi(q)O(1). \quad \text{(III)}
$$

Next, we examine the first term in (Est),

$$
\frac{\psi(q)}{q} \sum_{r|q} \sum_{k} 2^{2k+1} \log \log \left( \frac{2^k q}{r} \right)^{\frac{3q}{2^k r}} \ll \psi(q) \left( \frac{1}{(\log \log q)^2} \sum_{r|q} \log \frac{r}{q} \right). \quad \text{(IV)}
$$

Collecting the estimates (I), (II), (III), (IV) and reindexing the constants, we see that for two suitable constants $C', C'' > 0$,

$$
\frac{\psi(q)}{q} \sum_{r|q} \sum_{q': \gcd(q', q) = r} \chi_{B(0, \Delta(q, q'))/(r)} \left( \left\{ \gamma(q' - q) / r \right\} \right) \leq C' \psi(q) \left( \frac{1}{\log \log q} \sum_{r|q} \log \frac{r}{q} \right) + C'' \psi(q).
$$

This finishes the proof.

4.3 A lemma for wildly Liouville $\gamma$

Next, we consider the case when $\gamma$ is a tamely Liouville number. We now consider wildly Liouville numbers. Here, we note that we can consider a rational number as being wildly Liouville in what
follows. As $\gamma$ is Liouville, there exists a function $\sigma : \mathbb{N} \to \mathbb{N}$ such that there are infinitely many integers $Q$ with

$$\|Q\gamma\| < Q^{-\sigma(Q)},$$

where we require that $\sigma(Q)$ are positive integers and $\sigma(Q) \to \infty$ as $Q \to \infty$. Unlike what we did for tamely Liouville numbers here the exponents $\sigma(.)$ are not necessarily to be the best fit exponents. For example, it can happen that $\|Q\gamma\| \leq Q^{-1000\sigma(Q) - 100}$. However, since $\gamma$ is wildly Liouville, we necessarily have a lower bound

$$\sigma(Q) \gg (\log Q)^{1/4 - \epsilon}$$

(wildly Liouville)

for all $\epsilon > 0$. Thus in particular, $\sigma(Q) \gg (\log Q)^{1/8}$. We can construct the infinite set

$$L_\gamma = \{Q \in \mathbb{N} : \|Q\gamma\| < Q^{-\sigma(Q)}\}.$$

Here the possible choices for $\sigma(Q)$ depends in general on $\gamma$. In addition to the condition that $\sigma(Q) \to \infty$ as shall also require that

$$\max_{q \in \{1, \ldots, Q^{\sigma(Q)/2}\}, \psi(q) \neq 0} d(q) \log Q = o(Q^{2/\sigma(Q)}).$$

(Slow growing)

This is certainly possible as $d(Q) \log Q = o(Q^\epsilon)$ for all $\epsilon > 0$. Thus we need that $\sigma(Q)$ grows in a sufficiently slow manner. However, we need to be sure that this will not contradict (Wildly Liouville). The see this, we observe that (Slow growing) says that for a positive number $\epsilon$ which can be chosen to be arbitrarily small,

$$\sigma(Q) \ll (\log Q)^{1-\epsilon}.$$

Thus we still have some extra rooms for the choice of $\sigma(.)$. We shall fix one such a function $\sigma$ for each wildly Liouville $\gamma$. If $\gamma$ is rational, we see that $L_\gamma$ is simply $k\mathbb{N}$ for an integer $k \geq 1$. We will first prove the following lemma as we essentially met all the arguments. In what follows, we assume without loss of generality that $\sigma(Q) > 14$ for all integers $Q$.

**Lemma 4.5.** [wildly Liouville counting lemma] Under the hypothesis of Lemma 4.1, suppose further that $\gamma$ is Liouville and $\psi(q) \leq Cq^{-1}(\log \log q)^{-2}$ for a number $C > 0$. Then there are constants $C', C'' > 0$ such that

$$\sum_{1 \leq q' < q} \frac{\psi(q')}{q' \gcd(q', q) \chi_{B(0, \Delta(q, q'))/\gcd(q, q')}}(\{\gamma(q' - q)/\gcd(q, q')\}) \leq C' \frac{\psi(q)}{(\log \log q)^2} \sum_{r | q} \log \frac{r}{q} + C'' \psi(q)$$

for $q \in [Q^7, Q^{\sigma(Q)/2}]$, where $Q \in L_\gamma$.

**Remark 4.6.** Here, we have a similar conclusion as Remark 3.4

**Proof.** We assume that $Q \geq 2^{1000}$. Since $Q \in L_\gamma$, we see that $\gamma = v/Q + \text{err}$ where

$$v \in \mathbb{N}, \gcd(v, Q) = 1, |\text{err}| < Q^{-\sigma(Q)}.$$

Let $q', q$ be integers smaller than $Q^{\sigma(Q)/2}$. Then we have either

$$\|\gamma(q' - q)/\gcd(q', q)\| > \frac{1}{Q} - \frac{2}{Q^{\sigma(Q)/2}} > \frac{1}{2Q}$$
or
\[ \| \gamma(q' - q) / \gcd(q', q) \| \leq \frac{2}{Q^{\sigma(Q)/2}}. \]

The former happens precisely when \( v(q' - q) / \gcd(q', q) \) is not a multiple of \( Q \), i.e. \( (q' - q) / \gcd(q', q) \) is not a multiple of \( Q \). In this case, we see that
\[ \gamma(q' - q) / \gcd(q', q) \]
is \( 2/Q^{\sigma(Q)/2} \)-close to a rational number with denominator \( Q \).

Our goal is to estimate the following sum
\[ \sum_{1 \leq q' < q} \gcd(q', q) \chi_{B(0, \Delta(q,q')/r)}(\{ \gamma(q' - q) / r \}). \]

Now the situation is a bit simpler than the non-Liouville case as now \( \gamma \) can be effectively considered as being rational (\( \approx v/Q \)). By the arguments at the beginning of the proof of Lemma 4.3, which do not rely on the extra non-Liouville condition for \( \gamma \), we see that it is again enough only to estimate the following sum for a \( \kappa \in (0, 1/3) \),
\[
\frac{\psi(q)}{q} \sum_{r | q} \sum_{k \leq \kappa \log q} \sum_{k < 2 \log r} \sum_{q' \in D_{k,r}} \chi_{B(0, \Delta(q,q')/r)}(\{ \gamma(q' - q) / r \}). \quad (\text{SUM})
\]

We recall that for each integer \( k \geq 0 \),
\[ D_{k,r} = \{ 1 \leq q' < q : \gcd(q', q) = r, q'/q \in [2^{-k-1}, 2^{-k}) \}. \]
We have
\[ D_{k,r} \subset \{ 1 \leq q' < q : r | q', q'/q \in [2^{-k-1}, 2^{-k}) \}. \]
The set on the RHS in above is an arithmetic progression with gap \( r \) of length at most
\[ \left[ \frac{q}{r 2^k} \right] + 1. \]
As we have for a constant \( C > 0 \),
\[ \Delta(q, q')/r \leq \frac{2q}{q' (\log \log q')^2 r} \leq 2 \times 2^k \frac{C}{(\log \log q)^2 r} \]
for \( q' \in D_{k,r} \) with \( k \leq \min\{ \kappa \log q, 2 \log r \} \). First, suppose that
\[ r > 2^{k+2} \frac{C}{(\log \log q)^2} \times Q. \quad (B1) \]
Then we see that
\[ \Delta(q', q)/r < \frac{1}{2Q}. \]
In this case, we claim that
\[ \sum_{q' \in D_{k,r}} \chi_{B(0, \Delta(q,q')/r)}(\{ \gamma(q' - q) / r \}) \leq \left[ \frac{q/r}{Q} \right]. \]
To see how the RHS in above follows, recall that we need to consider $q'$ being multiples of $r$. Then we see that under the condition (B1),

$$\sum_{q' \in D_{k,r}} \chi_{B(0, \Delta(q,q'))/(r)}(\{ \gamma(q'-q)/r \}) \leq \sum_{r|q', q' \in [1,q]} \chi_{B(0,1/2Q)}(\{ \gamma(q'-q)/r \})$$

$$= \sum_{m \in (0,q/r)} \chi_{B(0,1/2Q)}(\{ \gamma m \}).$$

By what we have discussed in above, $\chi_{B(0,1/2Q)}(\{ \gamma m \})$ can be non-zero only when $Q|m$. This finishes the proof of the claim. Thus for constants $C'', C''' > 0$, the contribution to (SUM) in this case is

$$\leq C'' \psi(q) \sum_{r \mid q} \sum_{2^k \leq \min \{ r^2, q^{1/3} \}} q/rQ$$

$$\leq C'' \psi(q) \left( \frac{\log q}{Q} \right) d(q). \quad (I)$$

As we have $q \leq Q^{\sigma(Q)/2}$, we see that $Q \geq q^{2/\sigma(Q)}$. Since $d(q) \log q = o(q^{2/\sigma(Q)})$, we see that (I) can be bounded by

$$\psi(q) o(1).$$

Next, we consider the case when

$$r \leq 2^{k+2} \frac{C}{(\log \log q)^2} \times Q. \quad (B2)$$

In this case we have

$$2 \times 2^k \frac{C}{(\log \log q)^2 r} \geq \frac{1}{2Q}.$$  

For convenience, we write

$$\min \left\{ 1, 2 \times 2^k \frac{C}{(\log \log q)^2 r} \right\} = T_{k,r}.$$  

Next, observe that under the condition (B2), we have

$$\frac{q}{2^k r} \geq \frac{q(\log \log q)^2}{2^{2k+2} CQ}.$$  

Since $2^{2k} \leq q^{2/3}$, we see that (recall that $q \geq Q^7$)

$$\frac{q}{2^k r} \geq \frac{(\log \log q)^2 Q^{1/3}}{4C} \geq \frac{(\log \log q)^2}{4C} Q^2. \quad (@)$$
This is much larger than \( Q \) if \( Q \) is large enough. Then we see that for constants \( C'''' \), \( C'''''' > 0 \)

\[
\sum_{q' \in D_{k,r}} \chi_{B(0, T_{k,r})} \left( \{ \gamma(q' - q) / r \} \right) 
\leq \sum_{r | q', q' \in [q/2^k + 1, q/2^k]} \chi_{B(0, T_{k,r})} \left( \{ \gamma(q' - q) / r \} \right)
\]

\[
\leq C'''' \left( \left[ \frac{T_{k,r}}{1/(2Q)} \right] + 1 \right) \left( \left[ \frac{2T_{k,r}}{Q} \right] + 1 \right)
\]

\[
\leq C''''' \frac{T_{k,r} q/(2^k r)}{1/Q} \frac{1}{Q}
\]

\[
\leq q \frac{2CC''''}{(\log \log q)^2 r^2}.
\]

Thus the contribution to \((\text{SUM})\) is at most

\[
\frac{4CC''''}{(\log \log q)^2} \psi(q) \sum_{r | q} \frac{\log r}{r}.
\]

From here, together with the estimate \((\text{I})\) and reindexing the constants, we see that the lemma is proved.

\[\square\]

### 4.4 Proofs of the main results

**Proof of Theorem 4.3** Define the arithmetic function \( F \) by

\[
F(q) = \sum_{r | q} \frac{\log r}{r}.
\]

Let \( Q \) be a large integer and let \( K_Q \) be a positive integer whose value depends on \( Q \). We see that

\[
\sum_{q=1}^{Q} F^{K_Q}(q) = \sum_{q=1}^{Q} \sum_{r_1, r_2, \ldots, r_{K_Q} | q} \log \prod_{i=1}^{K_Q} \frac{r_i}{r_i}
\]

\[
= \sum_{r_1, r_2, \ldots, r_{K_Q} \leq Q} \prod_{i=1}^{K_Q} \frac{\log r_i}{r_i} \sum_{q \in [r_1, \ldots, r_{K_Q}]} 1
\]

\[
\leq \sum_{r_1, r_2, \ldots, r_{K_Q} \leq Q} \prod_{i=1}^{K_Q} \frac{\log r_i}{r_i} \frac{Q}{[r_1, \ldots, r_{K_Q}]}.
\]

As \([r_1, \ldots, r_{K_Q}] \geq (r_1 r_2 \ldots r_{K_Q})^{1/K_Q}\), we have

\[
\sum_{q=1}^{Q} F^{K_Q}(q) \leq Q \left( \sum_{1 \leq r \leq Q} \frac{\log r}{r^{1 + K_Q^{-1}}} \right)^{K_Q}.
\]

Observe that there is a constant \( C \) with

\[
\sum_{1 \leq r \leq Q} \frac{\log r}{r^{1 + K_Q^{-1}}} \leq \sum_{r \geq 1} \frac{\log r}{r^{1 + K_Q^{-1}}} = -\zeta'(1 + K_Q^{-1}) \leq CK_Q^2.
\]
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Thus we see that
\[
\sum_{q=1}^{Q} F_{KQ}(q) \leq Q(CK_{Q}^{2})^{KQ}.
\]
Then we see that
\[
\#\{q \leq Q : F(q) > 2CK_{Q}^{2}\} \leq \frac{Q}{2K_{Q}}.
\]
We choose \(K_{Q} = 2 \log \log Q\) and this makes
\[
\#\{q \leq Q : F(q) > 4C\log \log^{2} Q\} \leq \frac{Q}{\log^{2} Q}.
\]
Since \(\psi(q) = O(q^{-1}(\log \log q)^{-2})\) we see that there is a constant \(C' > 0\) such that
\[
\sum_{q : F(q) > 4C\log \log q} \psi(q) = \sum_{k \geq 1} \sum_{q : F(q) > 4C\log \log^{2} q, 2^{k-1} \leq q \leq 2^{k}} \psi(q) \leq C' \sum_{k \geq 1} \frac{2^{k}}{2^{k-1} - 1} \frac{1}{k^{2}} < \infty.
\]

Thus, we can assume that \(\psi\) is supported on where \(F(q) < 4C\log \log^{2} q\). From here and Lemmas \(3.1, 3.3\) we see that
\[
\sum_{1 \leq q' < q} |A_{q} \cap A_{q'}| \leq 4 \left(1 + \frac{C_{0}}{2H}\right) \sum_{1 \leq q' < q} \psi(q)\psi(q') + C''\psi(q) + C'\psi(q) \frac{F(q)}{\log \log^{2} q}
\]
\[
\leq 4 \left(1 + \frac{C_{0}}{2H}\right) \sum_{1 \leq q' < q} \psi(q)\psi(q') + C''\psi(q) + 4C'\psi(q).
\]

From above and the assumption \(\sum_{q} \psi(q) = \infty\) we see that
\[
\frac{(\sum_{q\leq Q} |A_{q}|)^{2}}{\sum_{q \leq Q, q' \leq Q} |A_{q} \cap A_{q'}|^2} \geq \frac{(\sum_{q=1}^{Q} 2\psi(q))^{2}}{4 \left(1 + \frac{C_{0}}{2H}\right) (\sum_{q=1}^{Q} \psi(q))^{2} + O(\sum_{q=1}^{Q} \psi(q))} \geq \frac{1}{1 + \frac{C_{0}}{2H} + o(1)}.
\]

By Lemma \(3.1\) we see that \(|W(\psi, \gamma)| = \limsup_{q \to \infty} A_{q} \geq (1 + C_{0}/(2H))^{-1}\). As \(H\) can be chosen to be arbitrarily large, we see that
\[
|W(\psi, \gamma)| = 1.
\]

**Revisiting Szüsz’s theorem.** As \(\psi\) is non-increasing, if for an integer \(q \geq 100\) we have \(\psi(q) \geq 1/q\), then we have
\[
\psi(q') \geq \frac{1}{2q'}
\]
for all \(q' \in [q/2, q]\). In this case, our strategy is to shrink \(\psi(q')\) to \(1/(2q')\) for \(q' \in [q/2, q]\). More precisely, we find \(q_{1}\) the first integer \(\geq 100\) with \(\psi(q_{1}) \geq 1/q_{1}\). Then we shrink \(\psi\) at \([q_{1}/2, q_{1}]\). Next, we find \(q_{2}\), the first integer \(> q_{1}\) with \(\psi(q_{2}) \geq 1/q_{2}\). We then shrink \(\psi\) at \(\max\{q_{1} + 1, q_{2}\}, q_{2}\). In the end, we obtain a new approximation function \(\psi' \leq \psi\) such that \(\psi'(q) = O(1/q)\).
Suppose that the above shrinking procedure was performed infinitely many times. In particular, we can find numbers \(s_1 < s_2 < \ldots\) with \(2s_i < s_{i+1}\) and \(\psi(s_i) > 1/s_i\) for \(i \geq 1\). Then the modified approximation function \(\psi'\) satisfies
\[
\psi'(q') \geq \frac{1}{2s_i}
\]
for \(q' \in [s_i/2, s_i]\). Thus \(\sum_{q' \in [s_i/2, s_i]} \psi'(q') \geq 1/4\). From here we see that
\[
\sum_q \psi'(q) = \infty.
\]

Now we want to sieve out the support of \(\psi'\) further. Recall the function \(F\) used before in the proofs of Theorems 1.3,
\[
F(q) = \sum_{r \mid q} \frac{\log r}{r}.
\]
We have for a constant \(C > 0\) that
\[
\# \{q \leq Q : F(q) > 2CK_Q^2\} \leq Q \frac{1}{2K_Q}
\]
holds for each \(Q \geq 100\) and \(K_Q \geq 100\). Now we simply choose \(K_Q\) to be a fixed large number \(K\) and we restrict \(\psi\) to
\[
G_K = \{q \leq Q : F(q) \leq 2CK^2\}.
\]
This set has natural lower density at least \(1 - 1/2^K\). Moreover, for each integer \(q > 100\), the set \(G_K' \cap [q/2, q]\) contains at most \(q/c_K\) elements, where \(c_K > 1\) and it can be made to be arbitrarily large by choosing \(K\) to be sufficiently large. We can restrict \(\psi'\) on \(G_K\) and we denote this new approximation function as \(\psi'_K\). Notice that \(F(q)\) is bounded for \(q \in G_K\). Instead of Lemma 4.3, we can use Remark 4.4 in the proof of Theorem 1.3.

Notice that we have not used any Liouville conditions for \(\gamma\). We now consider \(W(\psi'_K, \gamma)\). Following the arguments in the proofs of Theorem 1.3 we see that
\[
|W(\psi, \gamma)| = 1.
\]
Now, we need to deal with the case when the shrinking procedure above cannot be performed infinitely often. This implies that \(\psi(q) < 1/q\) except for at most finitely many values of \(q\). Thus in this case, we have \(\psi(q) = O(1/q)\). Again, we choose \(K\) such that \(G_K\) has positive lower density. This can be done by choosing \(K\) to be sufficiently large. As \(\psi\) is non-increasing, we see that
\[
\sum_{q \in G_K} \psi(q) = \infty.
\]
Consider the restricted approximation function \(\psi_K\). As in above we see that \(|W(\psi, \gamma)| = 1\). From here the proof is finished.

As a direct consequence of Theorem 1.3 we now illustrate the following.
Proof of Corollary 1.4. Consider the following set

\[ B = \{ q \in \mathbb{N} : \| q\beta - \gamma_2 \| \geq (\log q)^{-1} \}. \]

Then on this set B, we have

\[ \psi'(q) = \frac{\psi(q)}{\| q\beta - \gamma_2 \|} = O((q(\log \log q)^2)^{-1}). \]

We extend \( \psi' \) by setting \( \psi'(q) = 0 \) whenever \( q \notin B \). Then we have

\[ W(\psi', \gamma_1) \subset W(\psi, \beta, \gamma_1, \gamma_2). \]

Since we have

\[ \sum_{q \in B} \psi'(q) = \infty, \]

we can use Theorem 1.3 to conclude the result.

We now provide examples such that the condition (D) in the statement of Theorem 1.4 is satisfied. First, we want to analyse the set \( B \) constructed in the previous proof. Let \( \beta \) be an irrational algebraic number and \( \gamma \) be a real number. We want to understand the set

\[ B = \{ q \in \mathbb{N} : \| q\beta - \gamma_2 \| \geq (\log q)^{-1} \}. \]

To do this, let \( k, l \) be natural numbers and we consider

\[ B_{k,l} = \{ q \in [2^k, 2^{k+1}] : \| q\beta - \gamma_2 \| \in [2^l/k, 2^{l+1}/k] \}. \]

We need to estimate from below the cardinality of \( B_{k,l} \). The interesting case would be \( 2^l \leq k \). As \( \beta \) is algebraic, it is not Liouville. We can use Lemma 3.4. As a result, we see that there are numbers \( c, M > 0 \) such that for all \( k \geq M \) and \( l \leq \log k \) we have

\[ \#B_{k,l} \geq c 2^{k} \frac{2^l}{k}. \]

We let \( \psi(q) = \frac{1}{q \log q (\log \log q)^2} \).

Then we see that for \( k \geq M \), \( l \leq \log k \),

\[ \sum_{q \in B_{k,l}} \frac{\psi(q)}{\| q\beta - \gamma_2 \|} \geq c 2^k \frac{2^l}{k} 2^{k+1}(k+1)(\log(k+1))^2 2^{l+1} = \frac{c}{4} \frac{1}{(k+1)(\log(k+1))^2}. \]

Then we have

\[ \sum_{q \in B \cap [2^k, 2^{k+1}]} \frac{\psi(q)}{\| q\beta - \gamma_2 \|} \geq \sum_{l=0}^{\log k} \frac{c}{4} \frac{1}{(k+1)(\log(k+1))^2} = \frac{c}{8k} \frac{1}{k \log k} \]

for all sufficiently large \( k \). Thus we conclude that

\[ \sum_{q \in B} \frac{\psi(q)}{\| q\beta - \gamma_2 \|} = \infty. \]

\(^5\)This choice of \( \psi \) happens to be monotonic. However, this is not essential in the argument.
5 Higher dimensional approximations

We will prove Theorem 1.8. Let $H, C_0$ be as in Lemma 4.1. Let $\psi$ be an approximation function with the required divergence condition. For each $q \geq 2$, we consider

$$B_q = \prod_{i=1}^k A_q^i/\gamma_i.$$  

We want to study the set $\limsup_{q \to \infty} B_q$. Now, observe that the Lebesgue measure of $B_q$ is simply

$$(2\psi(q))^k$$

if $\psi(q) \leq 1/2$. Otherwise, the Lebesgue measure is 1. As before, we will always assume $\psi(q) < 1/2$, or else the result follows trivially. We can use Lemma 4.1 for each component. Write for integers $i \in \{1, \ldots, k\}$ and $q, q' \geq 2$,

$$L_i(q, q') = 2(2H + 1) \min \{\psi(q)/q, \psi(q')/q'\} \gcd(q, q') \chi_B(0, \Delta(q, q'))/(\gcd(q, q')) \{(\gamma_1(q' - q)/\gcd(q, q'))\}$$

if $\Delta(q, q') \leq H \gcd(q, q')$. Otherwise, we define.

$$L_i(q, q') = 4(1 + C_0/(2H))\psi(q)\psi(q').$$

Then we see that

$$|B_q \cap B_{q'}| \leq \prod_{i=1}^k L_i(q, q').$$

When $\Delta(q, q') \leq H \gcd(q, q')$, we shall simply estimate $L_i(q, q')$ from above by

$$L_i(q, q') \leq 2(2H + 1) \min \left\{\frac{\psi(q)}{q}, \frac{\psi(q')}{q'}\right\} \gcd(q, q')$$

From here we removed the dependence of the inhomogeneous shifts $\gamma_1, \ldots, \gamma_k$. We now estimate $\sum_{1 \leq q' \leq q} |B_q \cap B_{q'}|$. We split the sum according to whether $\Delta(q, q')$ less or larger than $H \gcd(q, q')$. For the latter part, the upper bound is

$$\sum_{1 \leq q' \leq q, \Delta(q, q') \geq H \gcd(q, q')} |B_q \cap B_{q'}| \leq \sum_{1 \leq q' \leq q} \sum_{1 \leq q' \leq q} \prod_{i=1}^k 4^k(1 + C_0/(2H))^k \psi^k(q) \psi^k(q').$$ (I)

For the former part, we have

$$\sum_{1 \leq q' \leq q, \Delta(q, q') \leq H \gcd(q, q')} |B_q \cap B_{q'}| \leq \sum_{1 \leq q' \leq q} \left(2(2H + 1) \min \left\{\frac{\psi(q)}{q}, \frac{\psi(q')}{q'}\right\} \gcd(q, q')\right)^k$$

$$\leq 2^k(2H + 1)^k \sum_{1 \leq q' \leq q} \frac{\psi(q')^k}{q'^k} \gcd(q, q')^k$$

$$= 2^k(2H + 1)^k \frac{\psi(q')^k}{q'^k} \sum_{r|q} r^k \sum_{1 \leq q' \leq q, \gcd(q, q') = r} 1.$$ (II)
Suppose that \( k \geq 3 \). We then use the trivial bound \( \phi(q/r) \leq q/r \) to write (II) further as
\[
\leq 2^k(2H + 1)^k \frac{\psi(q)^k}{q^k} \sum_{r|q} r^k q r = 2^k(2H + 1)^k \psi(q)^k \sum_{r|q} \left( \frac{r}{q} \right)^{k-1} \leq 2^k(2H + 1)^k \psi(q)^k \zeta(k - 1). \tag{II'}
\]

From here we see that for \( k \geq 3 \),
\[
\sum_{1 \leq q' \leq q} |B_q \cap B_{q'}| \leq 4^k(1 + C_0/(2H))^k \psi(q)^k \left( \sum_{1 \leq q' \leq q} \psi(q')^k \right) + 2^k(2H + 1)^k \zeta(k - 1) \psi(q)^k.
\]

From here, we can use Lemma 3.1 to conclude that
\[
\frac{1}{\limsup_{q \to \infty} B_q} \geq \frac{1}{(1 + C_0/(2H))^k}.
\]

This proves the result for \( k \geq 3 \) as \( H \) can be chosen to be arbitrarily large.

When \( k = 2 \), Estimate (II') fails as \( \zeta(1) \) is not defined. We need to argue differently. We have the following estimate from (II) that for a constant \( C > 1 \),
\[
2^2(2H + 1)^2 \psi(q)^2 \sum_{r|q} \frac{1}{r} \leq 2^2 C \psi(q)^2 (2H + 1)^2 \frac{q}{\phi(q)}.
\]

Here we have used the fact that for a constant \( C > 1 \), for all \( q \geq 1 \),
\[
C^{-1} \frac{q}{\phi(q)} \leq \sum_{r|q} \frac{1}{r} \leq C \frac{q}{\phi(q)}.
\]

For each \( l \geq 0 \), let \( D_l \) be the set
\[
\{ q : q/\phi(q) \in [2^l, 2^{l+1}] \}.
\]

Denote the sum
\[
a_l = \sum_{q \in D_l} \psi(q)^2 \left( \frac{\phi(q)}{q} \right)^2.
\]

Suppose that \( a_l = \infty \) for an integer \( l \geq 0 \). In this case, we can just restrict \( \psi \) to the set \( D_l \). In addition, we have \( q/\phi(q) \leq 2^{l+1} \) on \( D_l \). Then, by using the same argument as in the \( k \geq 3 \) case we see that
\[
|\limsup_{q \to \infty} B_q| \geq 1/(1 + C_0/(2H))^2.
\]

Thus we assume that
\[
a_l < \infty
\]

for all \( l \geq 0 \). The divergent condition for \( \psi \) forces \( \sum_l a_l = \infty \). Now let \( l \) be any integer. By Lemma 3.3 we see that as long as at least one \( B_q \) with \( q \in D_l \) has positive measure, we have for all large enough \( Q \),
\[
\mu_Q = \left| \bigcup_{Q \leq q \in D_l} B_q \right| \geq \left( \frac{\sum_{q \leq Q} |B_q|}{\sum_{q, q' \leq Q} |B_q \cap B_{q'}|} \right)^2.
\]
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We see that
\[
\liminf_{q \to \infty} \mu_Q \geq \frac{1}{(1 + C_0/(2H))^2 + 2^l(2H + 1)^2C 2^{l+1} \frac{1}{a_l \times 2^{2l}}}.
\]  
(III)

Warning, this does not imply that \( |\limsup_{q \to \infty} B_q| > 0! \) However, as \( \sum_l a_l = 1 \), there must exist arbitrarily large integers \( l \) such that
\[
2^l a_l \geq 1000 \times 2^3 \times C \times (2H + 1)^2.
\]

From here we see that there are arbitrarily large integers \( Q \) such that
\[
\mu_Q \geq \frac{1 - 1000^{-1}}{(1 + C_0/(2H))^2 + 1000^{-1}}.
\]

We fix a pair of \( l, Q \) as in above and write \( H_l = \bigcup_{q \leq Q, q \in D_l} B_q \). We do not explicitly write \( Q \) here.

As a consequence, we can find sets \( H_l \) with arbitrarily large \( l \) (and corresponding \( Q \)) such that
\[
|H_l| \geq \frac{1 - 1000^{-1}}{(1 + C_0/(2H))^2 + 1000^{-1}}.
\]

We can rename \( H_l \) such that the index \( l \) runs over \( 1, \ldots, \infty \). Notice that \( F_n = \bigcup_{k \geq n} H_k \) is a decreasing sequence of Lebesgue measurable sets. This implies that (by the continuity of Lebesgue measure)
\[
|\lim sup_{l \to \infty} H_l| = \left| \bigcap_{n \geq 1} \left( \bigcup_{k \geq n} H_k \right) \right| = \left| \bigcap_{n \geq 1} F_n \right| = \lim_{n \to \infty} |F_n| \geq \frac{1 - 1000^{-1}}{(1 + C_0/(2H))^2 + 1000^{-1}}.
\]

Suppose that \( x \in \lim sup_{l \to \infty} H_l \), then \( x \in H_l \) for infinitely many \( l \). This implies that \( x \in B_q \) for at least one \( q \in D_l \) for infinitely many \( l \). This implies that \( x \in B_q \) for infinitely many different \( q \). This finishes the proof for \( k = 2 \) (notice that the number 1000 as well as \( H \) in above can be replaced by any large numbers).

Now let us assume that \( k = 1 \). In this case, (II) can be further bounded by
\[
\leq 2\psi(q)d(q).
\]

As we required \( \psi(q)/(d(q))^{1+\epsilon} = \infty \), we can perform the argument as in the \( k = 2 \) case. We just discuss values of \( d(q) \) instead of \( q/\phi(q) \). The extra \( +\epsilon \) on the exponent will help us to find an estimate like (III) where the coefficient \( a_l \) is \( 2^{(1+\epsilon)l} \). From here the rest of the arguments can be performed without essential changes. This concludes the proof.
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