H-VFI: Hierarchical Frame Interpolation for Videos with Large Motions

Changlin Li\textsuperscript{1*}, Guangyang Wu\textsuperscript{1*}, Yanan Sun\textsuperscript{2}, Xin Tao\textsuperscript{1}, Chi-Keung Tang\textsuperscript{2†}, Yu-Wing Tai\textsuperscript{1,2†}

\textsuperscript{1}Kuaishou Technology \quad \textsuperscript{2}The Hong Kong University of Science and Technology

changlin042@gmail.com mulns@outlook.com now.syn@gmail.com
jiangsutx@gmail.com cktang@cs.ust.hk yuwing@gmail.com

Abstract

Capitalizing on the rapid development of neural networks, recent video frame interpolation (VFI) methods have achieved notable improvements. However, they still fall short for real-world videos containing large motions. Complex deformation and/or occlusion caused by large motions make it an extremely difficult problem in video frame interpolation. In this paper, we propose a simple yet effective solution, H-VFI, to deal with large motions in video frame interpolation. H-VFI contributes a hierarchical video interpolation transformer (HVIT) to learn a deformable kernel in a coarse-to-fine strategy in multiple scales. The learnt deformable kernel is then utilized in convolving the input frames for predicting the interpolated frame. Starting from the smallest scale, H-VFI updates the deformable kernel by a residual in succession based on former predicted kernels, intermediate interpolated results and hierarchical features from transformer. Bias and masks to refine the final outputs are then predicted by a transformer block based on interpolated results. The advantage of such a progressive approximation is that the large motion frame interpolation problem can be decomposed into several relatively simpler sub-tasks, which enables a very accurate prediction in the final results. Another noteworthy contribution of our paper consists of a large-scale high-quality dataset, YouTube200K, which contains videos depicting a great variety of scenarios captured at high resolution and high frame rate. Extensive experiments on multiple frame interpolation benchmarks validate that H-VFI outperforms existing state-of-the-art methods especially for videos with large motions.

1. Introduction

Video Frame Interpolation (VFI) aims to synthesize intermediate frames from a low frame rate input video. It plays an important role in many applications, such as slow-motion effect simulation \cite{2, 3, 13, 19, 20, 23, 26, 34, 37, 46} and low-frame-rate video restoration \cite{4, 5, 40–42}. VFI is a challenging task especially for objects exhibiting large motions, not only because it is an under-constrained problem, but also because the complex deformation and occlusion can significantly hamper the performance of many existing methods that rely on accurate correspondence estimation between frames.

Existing VFI methods can be classified into optical flow-based and kernel-based methods. Optical flow-based methods \cite{2, 3, 13, 19, 20, 23, 26, 34, 37, 46} rely on high quality explicit motion estimation, which is further integrated using convolutional networks. Kernel-based methods \cite{7, 17, 28, 29, 32, 36} directly reconstruct the intermediate frames, without explicit motion estimation steps. However, both methods fall short in handling large motions in VFI. On the one hand, the performance of optical flow-based methods is limited by the accuracy of the estimated optical flows, which still contains inevitable errors, especially when dealing with non-rigid objects and occlusion. Even recent VFIFormer \cite{23}, claimed to be designed for large motion scenarios, failed in challenging cases (e.g. Figure 1). On
the other hand, although kernel-based methods can achieve good performance in small motions, they cannot easily extend to handle large motions. Simply enlarging the receptive field of a network not only increases computation cost but also yields more correspondence ambiguities.

In general, we want to have a VFI method that can effectively resolve the correspondence problem in order to reconstruct an accurate intermediate frame. Inspired by the classical Lucas-Kanade algorithm [24], we propose Hierarchical Frame Interpolation method (H-VFI), that can effectively combine the benefits of multi-scale optical flow estimation and deformable convolution in a hierarchical manner. Our key insight is that, we can use deformable kernels to estimate multiple correspondences and utilize the hierarchical update of kernel offsets to resolve correspondence ambiguities. To ameliorate these issues, we build a hierarchical video interpolation transformer (HVIT), which produces multi-scale features by combining residual channel attention, self-attention and cross-scale attention. Specifically, we first construct a multi-frame pyramid in which the input frames are down-sampled to successive resolutions. Starting from the top layer of the pyramid, we progressively estimate the deformable kernels (DeKs) from the lowest resolution to the finest resolution. At each scale, the deformable kernel is updated with a learnt residual based on the intermediate interpolated frames and features from HVIT. In addition, we also propose a temporal gated refinement block (TGR) leveraging the interpolated frames to predict a mask and bias for final refinement. Thus, H-VFI is a simple yet effective method, which can deal with small and large motion simultaneously. Extensive experiments demonstrate that our H-VFI outperforms existing state-of-the-art methods by a large margin, especially for objects with large motion as shown in Figure 1.

Furthermore, appropriate training data e.g., high quality, dynamic intervals, diverse scenes etc., is indispensable in handling large-motion video interpolation. Thus, in this paper, we introduce a large-scale high quality dataset YouTube200K, which contains 200K video clips with high resolution (at least 720P) and high frame rate (30∼60fps) collected from YouTube. The dataset provides a large number of videos capturing various scenes (e.g., sports, travel, street traffic) and modalities (e.g., CG animation, virtual games). Each video clip includes 30 consecutive frames with dynamic intervals setting, making the dataset flexible for different frame rate requirements. Compared with existing datasets [11, 37, 38, 45], our dataset is superior in scale, resolution, frame rate, motion range as well as scene diversities.

2. Related Work

Optical flow has been a very popular approach to VFI. Optical flow based methods address frame interpolation from the perspective of motion estimation. They first estimate the optical flows, and then synthesize the interpolated result by adaptively blending the warped images using occlusion masks. Specifically, SuperSlomo proposed by Jiang et al. [13] estimated the two bi-directional optical flows and refined them using a U-Net. Furthermore, Reda et al. proposed unsupervised techniques to synthesize intermediate frames using cycle consistency [35]. Yuan et al. [47] warped not only input frames, but also their corresponding features. Liu et al. proposed an encoder-decoder architecture to estimate 3D flow across space and time in their Deep Voxel Flow [22]. Moreover, CyclicGen [19] additionally used edge information [43] and cycle consistency loss to improve the performance of Deep Voxel Flow. To solve non-linear motion, Xu et al. [44] proposed QVI to exploit four consecutive frames and flow reversal filter to get the intermediate flows. Liu et al. [20] further extended QVI with rectified quadratic flow prediction to EQVI. To improve the warping accuracy, Niklaus et al. [27] proposed SoftSplat to forward-warped frames and their feature map using optical flow and occlusion masks by softmax-splatting. Park et al. [30] employed symmetric bilateral motion estimation to improve the accuracy of the intermediate motion. Sim et al. [37] proposed a large motion dataset and used multi-scale optical flow estimation to capture motion. Lu et al. [23] proposed VFIme to learn image residual and mask based on estimated flow and warped frames. Kong et al. [16] built a pyramid to reconstruct intermediate features in a coarse-to-fine manner.

Considering flow estimation as an intermediate step, other works circumvented the estimation with a single convolution process. For each output pixel, kernel-based methods learn a group of kernels in adaptive convolution to transform input frames and generate the intermediate frame. As a prior of kernel-based interpolation methods, AdaConv [29] was proposed to estimate a pair of spatially-adaptive convolution kernels for each output pixel with a neural network. To reduce large memory demand, Niklaus et al. [28] proposed SepConv that separated each 2D convolution kernel into two 1D kernels. Choi et al. [10] further improved the structure of SepConv that both uni-directional and bidirectional prediction were available in video coding. Peleg et al. [32] modified SepConv into a multi-scale architecture and formulated interpolated motion estimation as classification by computing the center-of-mass of the convolution kernels. Lee et al. [17] proposed a new warping module AdaCoF by introducing a dual-frame adversarial loss to improve their performance. Shi et al. [36] introduced a transformer encoder-decoder network with four input frames to reconstruct multi-scale frames. Different from aforementioned kernel-based methods, we built a hierarchical transformer to synthesize features to supervise the deformable kernel estimation at each stage. With our hierarchical architectures and progressive training strategy, our method can simultaneously estimate multiple accurate
correspondences and therefore achieving significantly better results than previous works.

3. Deformable Convolution

Recent research [8, 36] incorporate deformable convolution (DeformConv) [8] with significant progress in frame interpolation. Formally, DeformConv [8] consists of an offset $\mathbf{d}$, a convolution kernel $\mathbf{k}$, and a mask $\mathbf{m}$. The resampled patch $P'$ is obtained by Eq. (1),

$$P'(x, y; \mathbf{p}_i) = P(x, y; \mathbf{p}_i + \mathbf{d}_i) \cdot m_i$$

where $\mathbf{p}_i$ denotes $i$-th location in patch at $(x, y)$, $\mathbf{d}_i$ and $m_i$ denotes the $i$-th offset and the corresponding modulation scalar at $(x, y)$, $i = 1, \ldots, n^2$. The output image is obtained through convolution in Eq. (2):

$$\hat{I}(x, y) = k(x, y) \ast P'(x, y)$$

where $\ast$ denotes the convolution operator, $k(x, y)$ denotes the convolution kernel at $(x,y)$. The triplet, i.e., the offset $\mathbf{d}$, the mask $\mathbf{m}$ and the kernel $\mathbf{k}$ together form the deformable kernel $\mathbf{K}$.

Thus, the connection between input correlation pixels can be established by estimating $\mathbf{K}$ from a network. Whereas, directly forecast $\mathbf{K}$ simply reliance on high-resolution input frames always suffers hard to converge with blurry outputs due to large motion. Thus, in this paper, we proposed a hierarchical kernel updating strategy 4.1 which can build the connection between pixels with progressive updating.

4. Method

Our proposed method, H-VFI, takes as input a series of $T$ input frames $\mathbf{I} = \{I_t\}_{t=1}^T$, produces intermediate frames $\hat{\mathbf{I}}_s = \{\hat{I}_s\}_{s=1}^L$. $L$ denotes the number of scales. Meanwhile, as mentioned above, by implementing DeformConv [8], H-VFI hierarchically estimates deformable kernels $\mathbf{K} = \{K_s^i\}_{t=1, 2; s=1, 2, \ldots, L}$. Our whole framework is illustrated in Figure 11(a), which includes three modules: Hierarchical video interpolation transformer (HVIT), Hierarchical Deformable Kernel Estimation and Temporal Gated Reﬁnement (TGR).

4.1. Hierarchical Video Interpolation Transformer (HVIT)

As our hierarchical structure requires high-quality features for different scales with encoded motion information across multiple frames, inspired by [6, 18, 23], we built a hierarchical video interpolation transformer (HVIT), shown in Figure 11(b). Instead of extracting features of each scale independently as [32], each HVIT Block (HVITB) combines residual channel attention, self-attention and cross-scale attention, such that the representation for each resolution benefits from downscaled resolution. We also introduce more multi-scale stages, so as to learn a lower resolution representation that can effectively reduce the large pixel displacements.

As shown in Figure 3, we extract the temporal feature pyramid in the following: Given $T$ frames as input, we simultaneously feed them into HVIT through concatenation and extract the multi-scale spatio-temporal features $\mathbf{F} = \{F_s| s = 1, 2, \ldots, L\}$. For the $s$-th HVIT Block (HVITB), the spatio-temporal feature $F_s$ is generated as

$$F_s = \text{HVIT}^s(F_{s-1} \downarrow)$$

where $\downarrow$ denotes downsample convolution. If the spatial size of input frames are $H \times W$, the size of $\hat{I}_s$ and $F_s$ is $H/2^{L-s} \times W/2^{L-s}$. The temporal feature pyramid contains both high-level motion information and low-level appearance information, benefiting the network in reconstructing the intermediate frame. More details about the HVIT can be found in the supplementary material.

HVIT Block (HVITB) Swin Transformer [21] has shown impressive results on low-level vision tasks. SwinIR [18] built on Swin Transformer includes residual swin transformer block shows better performance. HAT [6] introduced channel attention block based on SwinIR, which proved to get better visual representation. VFFformer [23] involved Cross-Sacle Window-based Attention (CSWA) to enlarge the receptive field. As shown in Figure 3, inspired by these works [6, 18, 23], we design HVITB to contain Residual Channel Attention Block (RCAB) and Cross-Scale Window-based Attention (CSWA) in parallel based on Residual Swin Transformer Block [18, 21], aiming to enlarge the receptive field for window based self-attention and thus enhance representation ability of the network. Our HVITB is computed as follows:

$$\mathbf{X} = \text{CSWA}(\text{LN}(X_{in})) + \alpha(\text{RCAB}(X_{in}))$$

$$X_{out} = \text{MLP}(\text{LN}(X)) + X$$

where $X_{in}$ is the input of HVITB. CSWA and RCAB respectively denote Cross-Scale Window-based Attention and Residual Channel Attention Block.

4.2. Hierarchical Deformable Kernel Estimation

Deformable Kernel Updating. Given the features $\mathbf{F}$ and input frames $\mathbf{I}$, we generate and update the deformable kernels progressively at multiple scales. We approximate the hierarchical deformable kernel starting from an initial deformable kernel $K_0$ initialized by 0. From the lowest resolution to the highest resolution, we update the deformable kernel at level $s$ as follows:

$$K_s = K_{s-1} \uparrow + \Delta K_s.$$
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Figure 2. (a) Framework of the proposed H-VFI. After extracting multi-scale features from HVIT, we predict deformable kernel (DeK) \( K \) in stages. The DeK is upscaled and corrected in succession through the predicted residual from the hierarchically connected UDBlocks, which is later illustrated in Figure 5. During training, we employ auxiliary loss on the intermediate interpolation results for supervising the deformable kernel learning in each scale. (b) Our HVIT combines multiple HVITB, extracting multi-scale features. Each HVITB are connected with convolution networks.

Figure 3. Details of the structure of our HVITB. The effect of RCAB is shown in Table 4 and Fig 8.

At the \( s \)-th level, we initialize the deformable kernel by magnifying the offsets of \( K_{s-1} \) from the last level using the relative scale between two levels. As deformable kernel contains three components, each of them are updated as:

\[
O_t^s = O_{s-1}^t \uparrow + \Delta O_t^s, \quad (7)
\]

\[
m_t^s = \Delta m_t^s, \quad (8)
\]

\[
k_t^s = \Delta k_t^s, \quad \text{for } t = 1, 2 \quad (9)
\]

where \( \Delta O_t^s = \{\Delta O_{ts}^s, \Delta m_t^s, \Delta k_t^s\} \). The residual offsets \( \Delta O_t^s \) at each stage successively update the coordinates of the corresponding pixels, while the masks and kernels are refreshed accordingly.

The process of our progressive updating is illustrated in Figure 4. Through the progressive updating, we approximate the deformable kernel progressively. Compared to regressing the deformable kernel individually at each level, such a decomposition strategy reduces the complexity of the large motion frame interpolation problem by narrowing the solution space in a stepwise manner.

**UDBlock** The deformable kernel updating block (UD-Block) is employed to estimate the residual deformable kernel \( \Delta K_s \). Figure 5 illustrates the UDBlock structure. The \( s \)-th UDBlock takes as the input the upscaled deformable kernel \( K_{s-1} \uparrow \), the input frames \( I_s \) and the features \( F_s \) at level \( s \), and outputs the deformable kernel residual \( \Delta K_s \):

\[
\Delta K_s = UDBlock_s (K_{s-1} \uparrow, F_s, I_s), \quad (10)
\]

In the UDBlock, we first reconstruct the intermediate interpolated frames \( \tilde{I}_{s,\text{inter}} \) for all timestamps at the \( s \)-th stage:

\[
\tilde{I}_{s,\text{inter}} = \text{DeformConv}(I_s, K_{s-1} \uparrow). \quad (11)
\]

Next, \( \tilde{I}_{s,\text{inter}} \) and \( I_s \) are concatenated and then fed into \( M \) channel attention blocks (CABs) for extracting its feature.
embeddings. Afterward, we concatenate the extracted features with the spatio-temporal features \( F_s \) obtained from the HVIT. Finally, the concatenated features are fed into a deformable head (DeH) to estimate the residual of deformable kernels. The deformable head consists of multiple prediction heads in parallel, producing offset, kernel and mask prediction respectively for each frame as in [8]. We use the interpolated image \( \tilde{I}_{s,\text{inter}} \) instead of \( \tilde{I}_{s-1,\text{inter}} \) to estimate \( \Delta K_s \) because \( \tilde{I}_{s,\text{inter}} \) contain high resolution details which is essential for precise residual estimation. During training, we produce an interpolated output \( \hat{I}_{s,\text{out}} \) at each stage. Specifically, after obtaining \( K_s \) by Eq. (6), we reconstruct the intermediate interpolated frame \( \tilde{I}_{s} \) as follows for performing auxiliary supervision,

\[
\tilde{I}_{s} = \text{DeformConv}(I_{s}^{t}, K_{s}^{t})
\]

(12)

Temporal Gated Refinement (TGR) As direct fusion of the output of deformable convolution \( \tilde{I}_{s} \) by averaging causes blurry or areas dislocation in the output, inspired by [16,23], we proposal Temporal Gated Refinement (TGR), which invokes \( \tilde{I}_{s} \) to predict a soft mask \( M_s \) and bias \( \Delta I_s \). Thus, the final output can be reconstructed as follows:

\[
\hat{I}_{s,\text{out}} = \tilde{I}_{s,\text{inter}} \odot M_s + \tilde{I}_{s} \odot (1 - M_s) + \Delta I_s
\]

(13)

We use an HVIT block as the architecture of TGR.

Loss Function. We adopt the multi-scale reconstruction loss function and Cencus loss [25] with \( 7 \times 7 \) patches to train the framework. Note that the \( \tilde{I}_{L,\text{out}} \) is the final output interpolated frame. At each stage, we compute the loss between \( \hat{I}_{s,\text{out}} \) and the corresponding downsampled groundtruth \( I_{GT} \). The total loss \( \mathcal{L} \) sums them up to:

\[
\mathcal{L} = \sum_{s=1}^{S} (\| \hat{I}_{s,\text{out}} - I_{GT} \downarrow s \|_1 + \mathcal{L}_{cen}(\hat{I}_{s,\text{out}}, I_{GT} \downarrow s))
\]

(14)

where \( \hat{I}_{s,\text{out}} \) is the generated frame after TGR. The \( I_{GT} \downarrow s \) denotes the downsampled ground truth frame with the same spatial size as \( \hat{I}_{s,\text{out}} \).

5. YouTube200K Dataset

We construct a dataset called YouTube200K, consisting 200K video clips for the research on large motion video frame interpolation and other related tasks.

Dataset Collection. The widely used Vimeo90K dataset contains 4278 videos and 73171 triplets are sampled for VFI tasks. However, this dataset can no longer meet the high resolution and high frame rate requirements of many contemporary videos. To acquire high quality videos for video processing, previous methods [37, 38] collect videos on their own in limited scale and content. Alternatively, we collect high-quality and diverse videos from YouTube, focusing on videos in high resolution (720P at least) and high frame rate (mostly 60FPS). The dataset can be divided into two subsets. Youtube200k-slowmo encompasses slow-motion videos, including extreme sports, motorcycle races, tennis and parkour etc. Youtue200k-normal includes various scenes and modalities, including live shows, CG animation, game interface, etc, with their scene contents covering road traffic, travel logs, and natural scenery, etc.

To convert the long videos to clips appropriate for training and testing, we adopt the following procedure. First, we roughly group all the collected videos into several categories according to their video contents. Then we select videos in balanced number from different categories. The selected videos are randomly cut into 30-frame shots. Yet, some of these clips are unqualified due to the appearance of jump cuts. Therefore, we use a simple threshold analysis to filter out these defective clips containing jump cuts, in order to maintain the continuity of the video clip contents. Finally, a total of 7,824 videos meet our high requirements.
Table 1. Quantitative comparisons on five datasets. The numbers in red and blue represent the best and the second best performance, respectively. We include the Hard and Extreme mode of the SNU-FILM dataset, and the YouTube200K where the interval is set to 3 and 4 (abbreviated by I3, I4) for large motion comparisons, while the Vimeo dataset contains smaller motion magnitude. * denotes the model trained on YouTube200K.

| Dataset              | Quantity | Resolution | FPS |
|----------------------|----------|------------|-----|
| Vimeo90K [45]        | 4,408    | 4096 × 2160 | 1,000 |
| YouTube200K          | 246,600  | 1280 × 720  | 60   |

Table 2. Comparisons among widely used training datasets for frame interpolation and our YouTube200K.

| Method                | Y.T.-I1 | Y.T.-I2 | Y.T.-I3 | Y.T.-I4 |
|-----------------------|---------|---------|---------|---------|
| PSNR/SSIM              | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM | PSNR/SSIM |
| ABME [31]             | 34.61 / 0.955 | 31.90 / 0.949 | 29.07 / 0.923 | 27.68 / 0.910 |
| IFRN-Net [16]         | 34.71 / 0.961 | 32.02 / 0.950 | 29.07 / 0.923 | 27.68 / 0.910 |
| VFIformer [23]        | 34.61 / 0.961 | 31.90 / 0.949 | 29.01 / 0.922 | 27.57 / 0.909 |
| H-VFI (Ours)          | 34.45 / 0.960 | 31.62 / 0.946 | 28.71 / 0.919 | 27.37 / 0.906 |
| H-VFI-Large (Ours)    | 34.70 / 0.961 | 32.02 / 0.950 | 29.06 / 0.923 | 27.71 / 0.910 |
| H-VFI-Large+ (Ours)   | 34.83 / 0.963 | 32.21 / 0.952 | 29.69 / 0.931 | 28.49 / 0.923 |

Table 3. Comparisons on YouTube200K with different intervals $i = 1, 2, 3, 4$ (abbreviated with Y.T.-I1, -I2, -I3, -I4). Larger interval represents larger motion and lower input frame rate. * denotes the model trained on YouTube200K.

*Comparison with Existing Datasets* Different from other datasets, YouTube200K provides two subsets: Youtube200K-slowmo and Youtube200K-normal in multi-resolution video form with dynamic interval rather than fixed-size images with invariant interval. Leveraged the advantages of that, YouTube200K can accommodate diversified training requirements. Table 2 compares our YouTube200K with existing and widely used datasets, e.g., Vimeo90K [45], and X4K1000FPS [37] in different aspects, revealed that YouTube200K is superior to X4K1000FPS in quantity and to Vimeo90K in resolution and frame rate. In addition, we analyze the flow magnitudes of the three datasets, computed between the first frame and the last frame in a given video using RAFT [39]. To be more specific, we sample the same number (180M) of motion vectors for the three datasets for fairness of comparison. Then we plot the histogram of flow magnitudes for the sampled motion vectors as shown in Figure 6(b)–(c). Compared to Vimeo90K and X4K1000FPS, our YouTube200K contains very rich motion information and thus better support research on large motion video frame interpolation.

6. Experiments

6.1. Implementation Details

**Training Schedule.** In HVIT, the number of stages $L$ is set to 4. The size of deformable kernel $n$ is set to 5, indicating that the deformable kernel finds 25 corresponding pixels for each output pixel. Inside the UDBlock, we stack $M = 4$ channel attention blocks to extract local features. We use the AdamW optimizer [15] with a learning rate of $\eta = 3 \times 10^{-4}$ and cosine learning rate decay. We set the mini-batch size 64 and train the network for 600 epochs with 8 NVIDIA V100 GPUs.

**Datasets.** We use Vimeo90K [45] training set for training HVIT/HVIT-Large from scratch. Meanwhile, we also train HVIT-Large on Youtube200K for comparison. To efficiently load the video frames without pre-decoding videos into images, we adopt the NVIDIA DALI [1] to process videos on GPUs. Data augmentation is carried out in the temporal and spatial dimensions. For temporal dimension, for each sample with 30 frames, we select the 14-th frame as the label and the indices of input frames are $14 - i$, $14 + i$ where the interval $i \in [2, 6]$ is selected in normal video / slow motion video. Different intervals represent different input frame rates. We also randomly reverse the
chronological order. For spatial dimension, the video is randomly cropped into patches of size 128 × 128 and flipped horizontally or vertically.

For evaluation we test on Vimeo90K [45], SNU-FILM [11], and our YouTube200K. For Vimeo90K, we use the triplet testing set in which 3782 video sequences have 3 frames each. For SNU-FILM, we test the model on the easy, medium, hard and extreme sets. The YouTube200K has 1000 video clips for testing, each of which contains 30 frames. We select the 14-th frame as the label, and the (14 − i, 14 + i)-th frames as the inputs. The interval i is set to 4 for large motion. We compare the results with different intervals (i = 1, 2, 3, 4) on YouTube200K.

6.2. Evaluation

We compare H-VFI with conventional algorithms: EQVI [20], CAIN [11], AdaCoF [17], EDSC [9], CDFI [12], FLAVR [14], XVFI [37], ABME [31], Soft-splat [27], IFRNet-L [16], VFIformer [23] and DBVI [46]. Table 1 compares the average PSNR / SSIM scores. The SNU-FILM (Hard, Extreme) and YouTube200K (I3, I4) satisfy the large motion criterion, where our H-VFI outperforms the other methods. In Vimeo90K which contains smaller motion magnitude, our method still produces comparable results.

To better show the scalability of our method on both large and small motion datasets, we also compare these methods on the same dataset with different motion magnitude. In Table 1 and Table 3, we set different time intervals between consecutive frames where i = 1, 2, 3, 4, respectively. For each interval, our H-VFI shows outstanding performance against other methods, which indicates that H-VFI can faithfully interpolate challenging videos.

6.3. Analysis

Comparisons with Existing Methods. Figure 7 shows four sets of result samples to compare the visual quality among flow-based methods [16, 23] and kernel-based method [31]. Compared with flow-based methods, H-VFI clearly recovers textures more correctly. Meanwhile, H-VFI recovers more details than kernel-based ABME [31]. Even though VFIformer [23] achieves a higher PSNR value, it fails on reconstructing correct image content with flow estimation. Our better design benefits explicit auxiliary supervision and produces the sharpest interpolated result. Compared to the optical flow, the deformable kernel is much more robust.
Effect of learning the residual. In the hierarchical deformable kernel learning, we have two strategies to estimate the deformable kernel $K_s$ in each scale: 1) directly regress the deformable kernel based on $K_{s-1}$ and $I_s$, 2) estimate the residual $\Delta K_s$ and to add to $K_{s-1}$. Compared to the first strategy, learning a residual benefits from not only the multi-scale information but also the complexity reduction. That is, in each scale, the UDBlock finds the correspondence within the surrounding region at the end of $K_{s-1}$, instead of the whole surrounding region covering from the start to the end of $K_{s-1}$. This effectively narrows the solution space by a large margin, and thus greatly reduces the computational complexity. We show the comparisons between the two strategies in Figure 8 and Table 4. As shown, it is much more difficult to learn the correspondence of large motion via directly regressing the deformable kernel, while residual learning produces a more precise estimation.

Effect of multi-scale structure. Here, we visualize the intermediate results to show the importance of multi-scale structure for capturing large motions. Figure 9 shows that it is very challenging to interpolation approaches that directly learn large motion without a multi-scale scheme, where the wrong offset leads to unsightly visual results. On the contrary, in the “stage 1” result of Figure 9, down-sampling the image can effectively alleviate this problem. Even though the image details are lost at this low resolution, the network captures the correct underlying motion. Using the coarse-to-fine structure, we can progressively improve the image details and generate high-quality intermediate frames.

Effect of Residual Channel Attention Block. In section 4.1, different from other transformer based models, we add Residual Channel Attention Block (RCAB) in our HVITB to enhance visual quality. Table 4 shows the effect of RCAB in HVIT.

Effect of Temporal Gated Refinement. Temporal Gated Refinement (TGR) plays a role of fusion deformable results and degrading artifacts by estimating biases and masks towards HVITB. Figure 10 shows an example of using TGR. By leveraging TGR, H-VFI alleviates misaligned and blurry results which may produce by simply summing the deformable outputs.

Limitation. We have also noticed that, when the motion range is too large, i.e. larger than the size of deformable kernels at lowest resolution, our method would fail. We believe this problem can be alleviated by increasing the number of hierarchical level in our framework with the drawback of increasing computations.

7. Conclusion

In this paper, we propose a simple and effective method, H-VFI, to address the problem of frame interpolation in the presence of large motions. Our H-VFI contributes a hierarchical video interpolation transformer (HVIT) to successively estimate the deformable kernel with learnt residual for predicting the final interpolated frame. Extensive quantitative results and impressive qualitative comparisons clearly show that our proposed method produces competitive and new state-of-the-art frame interpolation results es-
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8. Structure Details

8.1. Hierarchical Video Interpolation Transformer (HVIT)

We streamline the structure of each level of Hierarchical Video Interpolation Transformer (HVIT) module, shown in Figure 11. Following SwinIR [18], in each level of HVIT, a convolution layer is first implemented for channel projection. After an HVITB residual, we employed a strided convolution for $2 \times$ downsampling to connect with the next level block. The embedding dimension of HVITB increased from 32 to 64 by enlarging H-VFI to H-VFI-Large.

Figure 11. Network structure of each level in HVIT. Downsample refers to convolution with stride of 2.

8.2. Deformable Head

The deformable head shown in Figure 13 is a module consisting of 5 prediction heads in parallel, which produce the X-offset, Y-offset, vertical kernel, horizontal kernel and mask respectively for each frame. All branches take the same feature as input and share the similar structure: residual channel attention blocks with convolution layers are stacked, followed by another 3x3 convolution layer. For offset and mask branches, we respectively adopt ReLU and sigmoid as the activation functions. The output of all branches has the same spatial size with the input frame, while the number of channels are different. Assuming the deformable kernel size is $n$, The X-offset and the Y-offset are tensors of $n^2$ channels representing the vertical and horizontal offsets of $n^2$ corresponding pixels, respectively. The vertical kernel and the horizontal kernel are two tensors of $n$ channels representing two 1-dimensional (1-D) kernels which are used to approximate one 2-D kernel as in the DSepConv [8]. The mask is a tensor of $n^2$ representing the weights of the corresponding pixels.

8.3. Residual Channel Attention Block

We present Residual Channel Attention Block in both HVIT and UDblock. The pipeline detail of one level of RCAB is shown in Figure 12. For H-VFI and H-VFI-large, each RCAB contains 3 and 4 residual channel attention layers respectively.

Figure 12. Detail of RCAB, arguments of Conv from left to right are input channels, output channels, kernel size, stride and padding separately.

9. More Comparison Results

We show further qualitative comparisons with H-VFI, VFIformer [23], ABME [31] and IFRNet [16] in Figure 14 and Figure 15. The examples are selected from the DAVIS [33] dataset and our proposed Youtube200K dataset for fairly comparison. By leveraging our hierarchical architecture and kernel updating strategy, our H-VFI can better handle a large motion of various objects or in the presence of occlusion than existing state-of-the-art methods.
Figure 13. Framework of the proposed Deformable Head

Figure 14. Comparison Results on Youtube200K with ABME, IFRNet, VFIformer and H-VFI
Figure 15. Comparison Results on DAVIS with VFIformer and H-VFI