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Abstract—We consider the problem of joint estimation of structured covariance matrices. Assuming the structure is unknown, estimation is achieved using heterogeneous training sets. Namely, given groups of measurements coming from centered populations with different covariances, our aim is to determine the mutual structure of these covariance matrices and estimate them. Supposing that the covariances span a low dimensional affine subspace in the space of symmetric matrices, we develop a new efficient algorithm discovering the structure and using it to improve the estimation. Our technique is based on the application of principal component analysis in the matrix space. We also derive an upper performance bound of the proposed algorithm in the Gaussian scenario and compare it with the Cramer-Rao lower bound. Numerical simulations are presented to illustrate the performance benefits of the proposed method.
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I. INTRODUCTION

Large scale covariance matrix estimation using a small number of measurements is a fundamental problem in modern multivariate statistics. In such environments the Sample Covariance Matrix (SCM) may provide a poor estimate of the true covariance. The scarce amount of samples is especially a problem in financial data analysis where few stationary monthly observations of numerous stock indexes are used to estimate the joint covariance matrix of the stock returns [1, 2], and computational immunology where correlations among mutations in viral strains are estimated from sampled viral sequences and used as a basis of novel vaccine design [3], or electrical engineering at large where signal samples extracted from a possibly short time window are used to retrieve parameters of the signal [7].

The most common approach to work around the sample deficiency problem is to introduce prior information, which reduces the number of degrees of freedom in the model and allows accurate estimation with few samples. Prior knowledge on the structure can originate from the physics of the underlying phenomena or from similar datasets, see e.g. [8–10]. The most widely used approaches here are shrinkage towards a known matrix [11, 12], or assuming the true covariance matrix to be structured [13–21]. We focus on prior knowledge in the form of structural constraints, which are most commonly affine. Probably the most popular of them is the Toeplitz model [8, 13–15, 21–24], closely related to it are circulant matrices [16, 17]. In other settings the number of parameters can be reduced by assuming that the covariance matrix is sparse [18–20]. A popular sparse model is the banded covariance, which is associated with time-varying moving average models [15, 21]. Other examples of structured covariances include factor models [25], permutation invariant models [26], and many others.

An important common feature of the works listed in the previous paragraph is that they consider a single and static environment where the structure of the true parameter matrix, or at least the class of structures, as in the sparse case, is known in advance. Often, this is not the case and techniques are needed to learn the structure from the observations. A typical approach is to consider multiple datasets sharing a similar structure but non homogeneous environments [27–29]. This is, for example, the case in covariance estimation for classification across multiple classes [30]. A related problem addresses tracking a time varying covariance throughout a stream of data [15, 31], where it is assumed that the structure changes at a slower rate than the covariances themselves [32]. Here too, it is natural to divide this stream of data into independent blocks of measurements.

Our goal is to first rigorously state the problem of joint covariance estimation with linear structure, and derive lower performance bounds for the family of unbiased estimators. Secondly, we propose and analyze new algorithms of learning and exploiting the linear structure to improve the covariance estimation. More exactly, given a few groups of measurements having different second moments each, our target is to determine the underlying low dimensional affine subspace containing or approximately containing the covariance of all the groups. The discovered hyperplane is further used to improve the matrix parameter estimation. Most of the previous works considered particular cases of this method, e.g. factor models, entry-wise linear structures like in sparse and banded cases, or specific patterns like in Toeplitz, circulant and other models. Our algorithm treats the SCM of the heterogeneous populations as vectors in the space of matrices and is based on application of the principal component analysis (PCA) to learn their low-dimensional structure. To make the performance...
analysis a tractable problem, we assume the data is Gaussian in the corresponding sections, however noting that the algorithm itself provides a good estimation in a much wider class of distributions.

The paper is organized as following. First, we introduce the notations, state the problems and provide examples of affine structures motivating the work. Then we derive the lower performance bound for a class of unbiased estimators. Next we propose our algorithm and provide its upper performance bound. We conclude by numerical simulations demonstrating the performance advantages of the proposed technique and supporting our theoretical results. The Appendix section contains all the proofs and auxiliary statements.

A. Notations

Denote by \( S(p) \) the \( l = \frac{p(p+1)}{2} \) dimensional linear space of \( p \times p \) symmetric real matrices. \( \mathbb{I}_d \) stands for the \( d \times d \) identity matrix. For a matrix \( \mathbf{M} \) its Moore-Penrose generalized inverse is denoted by \( \mathbf{M}^+ \). We assume that \( \sigma_1(\mathbf{M}) \geq \cdots \geq \sigma_p(\mathbf{M}) \geq 0 \) stand for the singular values of a rectangular matrix \( \mathbf{M} \) of rank not greater than \( r \). If \( \mathbf{M} \in S(p) \), we denote its eigenvalues by \( \lambda_1(\mathbf{M}) \geq \cdots \geq \lambda_p(\mathbf{M}) \). \( \| \cdot \|_F \) denotes the Frobenius, and \( \| \cdot \|_2 \) - the spectral norms of matrices. For any symmetric matrix \( \mathbf{S} \), \( \mathbf{s} = \text{vech} (\mathbf{S}) \) is a vector obtained by stacking the columns of the lower triangular part of \( \mathbf{S} \) into a single column. In addition, given an \( l \) dimensional column vector \( \mathbf{m} \) we denote by \( \text{mat} (\mathbf{m}) \) the inverse operator constructing a \( p \times p \) symmetric matrix such that \( \text{vech} (\text{mat} (\mathbf{m})) = \mathbf{m} \). Due to this natural linear bijection below we often consider subsets of \( S(p) \) as subsets of \( \mathbb{R}^l \). In addition, let \( \text{vec} (\mathbf{S}) \) be a \( p^2 \) dimensional vector obtained by stacking the columns of \( \mathbf{S} \), and denote by \( \mathbb{I}_l \) its indices corresponding to the related elements of \( \text{vech} (\mathbf{S}) \).
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II. PROBLEM FORMULATION AND EXAMPLES

Consider the heterogeneous measurements model, namely, assume we are given \( K \geq l = \frac{p(p+1)}{2} \) groups of real \( p \) dimensional random normal vectors

\[
\mathbf{x}_1^{(1)}, \ldots, \mathbf{x}_n^{(1)}, \ldots, \mathbf{x}_1^{(k)}, \ldots, \mathbf{x}_n^{(k)}, \ldots, \mathbf{x}_1^{(K)}, \ldots, \mathbf{x}_n^{(K)},
\]

with \( n \) i.i.d. (independent and identically distributed) samples inside each group and covariances

\[
\mathbf{Q}_k = \mathbb{E}[\mathbf{x}_k^{(1)}\mathbf{x}_k^{(1)T}], \quad k = 1, \ldots, K.
\]

We assume that

\[
\mathbf{Q}_k \in \mathcal{P}(p), \quad k = 1, \ldots, K,
\]

belong to an \( r \) dimensional affine subspace of \( S(p) \). Our main goal is to estimate this subspace and use it to improve the covariance matrices estimation. As a matter of application we will assume that \( r \) is known or not known in advance. In the latter case we will also explain how to determine it from the data.

Let us list the most common affine covariance constraints naturally appearing in typical signal processing applications.

- **Diagonal**: The simplest example of a structure is given by diagonal matrices. The covariance matrix is diagonal when the noise variates are independent, or can be assumed so with great precision. In this case the low dimensional subspace containing the structured matrices is \( r = p \) dimensional.

- **Banded**: In a similar manner it is often reasonable to assume non-neighboring variates of the sampled vectors to be uncorrelated. Claiming that \( i \)-th element of the random vector is uncorrelated with the \( h \)-th if \( |i-h| \geq b \) leads to \( b \)-banded covariance structure. The subspace of symmetric \( b \)-banded matrices constitutes an \( r = \frac{(2b-1)(b+1)}{2} \) dimensional subspace inside \( S(p) \). Banded covariance matrices often naturally appear in time-varying moving average models or in spatially distributed networks, [14, 21–23].

- **Circulant**: The next common type of structured covariance matrices are symmetric circulant matrices, defined as

\[
\mathbf{M} = \begin{pmatrix}
m_1 & m_2 & m_3 & \cdots & m_p \\
m_p & m_1 & m_2 & \cdots & m_{p-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_2 & m_3 & m_4 & \cdots & m_1
\end{pmatrix}, \quad (3)
\]

with the natural symmetry conditions such as \( m_p = m_2 \), etc. Symmetric circulant matrices belong to an \( r = p/2 \) dimensional subspace if \( p \) is even and \( (p+1)/2 \) if it is odd. Such matrices are typically used as approximations to Toeplitz matrices [9] which are associated with signals that obey periodic stochastic properties for example the yearly variation of temperature in a particular location. A special case of such processes are the classical stationary processes, which are ubiquitous in engineering, [16, 17].

- **Toeplitz**: A natural generalization of circulant are Toeplitz matrices. The covariance matrix appears to possess Toeplitz structure whenever the correlation between the \( i \)-th and the \( h \)-th components depend only on the the difference \( |i-h| \). The dimension of a subspace of Toeplitz symmetric matrices is \( r = p \). The two classical models for spectrum estimation utilizing the Toeplitz structures are the moving average (MA) and the autoregressive (AR) processes, [14, 15]. Interestingly, the finite MA(\( a \)) process can be easily shown to be equivalent to a \( b \)-banded Toeplitz covariance model, having the dimension \( r = a + 1 \).

- **Proper Complex**: Many physical processes can be conveniently described in terms of complex signals. For example, the most frequently appearing model of complex Gaussian noise is the circularly symmetric one [33]. Such noise is completely characterized by its mean and rotation invariant hermitian covariance matrix \( \mathbf{Q}^C \). Denote centered proper complex distributions as

\[
\mathbf{x} \sim \mathcal{CN}(0, \mathbf{Q}^C).
\]
The real representation of the covariance reads as
\[ Q^R = \frac{1}{2} \begin{pmatrix} \Re(Q^C) & -\Im(Q^C) \\ \Im(Q^C) & \Re(Q^C) \end{pmatrix}, \]
where we have used the following notation:
\[ \frac{\partial q_k}{\partial U} = \begin{bmatrix} \frac{\partial q_k}{\partial u_1} & \frac{\partial q_k}{\partial u_2} & \cdots & \frac{\partial q_k}{\partial u_r} \end{bmatrix}, \]
and the formulas
\[ \frac{\partial q_k}{\partial u_j} = \frac{\partial U z_k}{\partial u_j} = z_k^T \mathbf{I}_r, \quad \frac{\partial q_k}{\partial z_k} = \frac{\partial U z_k}{\partial z_k} = U. \]

**Lemma 1.**
\[ \text{rank}(J) = lr + Kr - r^2 \]

**Proof.** The proof can be found in Appendix A.

This lemma implies that \( J \) is rank deficient, as
\[ \text{rank}(J) = lr + Kr - r^2 \leq \min[lK, lr + Kr], \]
reflecting the fact that the parametrization of \( Q_{\text{ext}} \) or \( Y \) by the pair \((U, Z)\) is unidentifiable. Indeed for any invertible matrix \( A \), the pair \((UA, A^{-1}Z)\) fits as good. Due to this ambiguity the matrix \( \text{FIM}(U, Z) \) is singular and in order to compute the CRB we use the Moore-Penrose pseudo-inverse of \( \text{FIM}(U, Z) \) instead of inverse, as justified by [35]. Given \( n \) i.i.d. samples \( x^i, i = 1, \ldots, n \), we obtain
\[ \text{CRB} = \frac{1}{n} \text{FIM}(U, Z)^T J^T. \]

For the Gaussian population the matrix \( \text{FIM}(U, Z) \) is given by
\[ \text{FIM}(U, Z) = \frac{1}{2} J^T \text{diag} \left( \left[ Q_k^{-1} \right]_{I,I} \right) J, \]
where \([M]_{I,I} \) is the square submatrix of \( M \) corresponding to the subset of indices from \( I \). The bound on the MSE is therefore given by
\[ \text{MSE} \geq \frac{1}{n} \text{Tr} \left( \text{CRB} \right) = \frac{1}{n} \text{Tr} \left( \text{FIM}(U, Z)^T J^T J \right) = \frac{2}{n} \text{Tr} \left( J^T \text{diag} \left( \left[ Q_k^{-1} \right]_{I,I} \right) J \right)^T J \right). \]

Denote
\[ \lambda = \min_k \lambda_1(Q_k), \quad \Lambda = \max_k \lambda_1(Q_k). \]

To get more insight on (18) we bound it from below
\[ \text{MSE} \geq \frac{2\Lambda^2}{n} \text{Tr} \left( [J^T J]^T J \right) = \frac{2\Lambda^2}{n} \text{rank}(J) = \frac{2\Lambda^2}{n} (lr + Kr - r^2). \]

The dependence on the model parameters here is similar to that obtained by [36] for the problem of low-rank matrix reconstruction. An important quantity is the marginal MSE per one matrix \( Q_k \), which is proportional to
\[ \frac{\text{MSE}}{K} \sim \frac{lr - r^2}{Kn} + \frac{r}{n}. \]
IV. TSVD ALGORITHM

A. The Basic Algorithm

In this section we present our algorithm for recovery of the true underlying covariances \( Q_1, \ldots, Q_K \). We make use of the representation (7) of \( Y \) with a small change in notation consisting in separation of the columns mean

\[
Y = UZ + u_0 \cdot [1, \ldots, 1].
\]

This is done in order to improve the performance of the proposed PCA-based algorithm. Consider the SCM of the \( k \)-th group of measurements

\[
S_k = \frac{1}{n} \sum_{i=1}^{n} x_i^k x_i^{kT},
\]

and let

\[
s_k = \text{vech}(S_k).
\]

Denote by

\[
S = [s_1, \ldots, s_K],
\]

the measurement matrix, and compute the average of the columns

\[
\bar{u}_0 = \frac{1}{K} \sum_{k=1}^{K} s_k.
\]

Consider the matrix

\[
S' = [s_1 - \bar{u}_0, \ldots, s_K - \bar{u}_0],
\]

The SVD of \( S' \) reads as

\[
S' = \hat{U} \begin{pmatrix} \hat{\Sigma} & 0 \\ 0 & \hat{\Sigma} \end{pmatrix} \hat{W}^T = [\hat{U}_1 \hat{U}_2] \begin{pmatrix} \hat{\Sigma} & 0 \\ 0 & \hat{\Sigma} \end{pmatrix} [\hat{W}_1 \hat{W}_2]^T,
\]

where the singular values are sorted in the decreasing order and \( \hat{\Sigma} \in \mathbb{R}^{r \times r} \). We propose to use the matrix

\[
\hat{Y}' = \hat{U}_1 \hat{\Sigma} \hat{W}_1^T,
\]

as an estimator of

\[
Y' = UZ = [U_1 U_2] \begin{pmatrix} \Sigma & 0 \\ 0 & 0 \end{pmatrix} [W_1 W_2]^T.
\]

This approach is based on Eckart-Young theorem and we refer to it as Truncated SVD (TSVD) method \cite{37}. Finally, for the estimator of \( Y \) we have

\[
\hat{Y} = \hat{Y}' + \bar{u}_0 \cdot [1, \ldots, 1].
\]

B. How to Choose the Rank?

In real world settings the true rank \( r \) of the structure subspace is rarely known in advance and one needs to estimate it from the data before applying the TSVD technique. It is instructive to think about rank estimation, followed by TSVD, simply as thresholding of the data singular values. A large variety of thresholding techniques exist, e.g. hard thresholding, see \cite{38} and references therein. Unfortunately, almost none of them can be applied in our scenario due to two main reasons. First, most of them require the noise to be independent of the signal, which is not the case in our setting. Second, most of the thresholding approaches rely on prior knowledge about the power or spectral characteristics of the noise, which are known a priori, measured from the secondary data or can be somehow estimated from the samples. In our problem prior information is unavailable and such estimations can not be performed. Instead, we propose a different approach utilizing the fact that the noisy measurements come from Wishart populations.

Consider the expected signal power of \( S_k \)

\[
\mathbb{E} \|S_k\|^2_F = \frac{n+1}{n} \|Q_k\|^2_F + \frac{1}{n} (\text{Tr}(Q_k))^2.
\]

For \( n \) large enough

\[
\mathbb{E} \|S_k\|^2_F \approx \|Q_k\|^2_F \left( 1 + \frac{c}{\rho(Q_k)} \right),
\]

where \( c = \frac{p}{n} \) and

\[
\rho(Q_k) = \frac{p \|Q_k\|^2_F}{(\text{Tr}(Q_k))^2} = \cos^2(\angle I, Q_k)
\]

is the sphericity coefficient, \cite{39}, measuring how close is \( Q_k \) to the identity matrix. Now (33) implies that the unknown squared norm of the true covariance \( \|Q_k\|^2_F \) is given by

\[
\|Q_k\|^2_F = \mathbb{E} \|S_k\|^2_F \left( 1 + \frac{c}{\rho(Q_k)} \right)^{-1}.
\]

We use the following result to estimate the unknown \( \rho(Q_k) \).

Lemma 2. \cite{39} Let \( p \) and \( n \) both tend to infinity in such a way that \( \frac{p}{n} \to c \), then

\[
\rho(S_k) \to \rho(Q_k) + c.
\]

Based on this lemma, use \( \hat{\rho}(Q_k) = \rho(S_k) - c \) as an estimate of \( \rho(Q_k) \) and \( \|S_k\| \) as an estimate of \( \mathbb{E} \|S_k\|^2_F \) to obtain

\[
\|Q_k\|^2_F \approx \|S_k\|^2_F \left( 1 - \frac{c}{\rho(S_k)} \right) = \|S_k\|^2_F - \frac{(\text{Tr}(S_k))^2}{n}.
\]

The ratio of the desired signal’s power \( \|Y\|^2_F \) to the power of measurements, \( \mathbb{E} \|S\|^2_F \) can now be estimated by

\[
\alpha(S_1, \ldots, S_K) = \frac{\|Y\|^2_F}{\|S\|^2_F} = 1 - \frac{1}{n} \sum_{k=1}^{K} (\text{Tr}(S_k))^2.
\]

This derivation suggests a simple rule of thumb for thresholding the spectrum. As an estimate of the rank \( \widehat{r} \) we take the number of largest singular values of \( S \) carrying the fraction \( \alpha \) of the signal’s energy,

\[
\widehat{r} = \text{argmin}_L \left[ \sum_{l=1}^{L} \sigma_l^2(S) - \alpha \|S\|^2_F \right].
\]

Below we test this method of rank recovery in comparison to different approaches by numerical simulations.
C. TSVD Upper Performance Bound

In this section, we provide the performance analysis of the proposed TSVD algorithm in the Gaussian scenario, assuming \( r \) and \( u_0 \) are known. We make the following natural assumption.

Assumption 1. The condition number of the true matrix parameter \( Y \) is bounded from above by

\[
\frac{\sigma_1(Y)}{\sigma_r(Y)} \leq \kappa \sqrt{K},
\]

and the smallest singular value of \( Y \) is bounded from below by

\[
\sigma_r(Y) \geq \epsilon,
\]

where \( \kappa \) and \( \epsilon \) do not depend on \( K, p, n \) or \( r \).

In addition, without loss of generality let \( u_0 = 0 \).

Theorem 1. Under Assumption 1 with probability at least \( 1 - 2e^{-cp} \)

\[
\left\| \hat{Y} - Y \right\|_F \leq C_1 \lambda^2 (\kappa + \sqrt{K})^2 r(K + C_2 l) n
\]

where \( c, C_1 \) and \( C_2 \) do not depend on \( K, p, n \) or \( r \).

Proof. Denote by \( R \) the zero mean noise matrix

\[
R = S - Y.
\]

The proof consists of two stages. First, using Weyl’s and Wedin’s Theorems, we establish a deterministic bound on \( \left\| \hat{Y} - Y \right\|_F \) depending on \( \|R\|_2 \), \( \sqrt{r} \), and \( \kappa \). On the second stage, we use concentration of measure results to achieve high-probability bound on the norm \( \|R\|_2 \), yielding the desired result.

Lemma 3. (Weyl, Theorem 4.11 from [40]) With the notations of Section IV,

\[
\max_{1 \leq j \leq r} |\sigma_j(\hat{\Sigma}) - \sigma_j(Y)| \leq \|R\|_2.
\]

Lemma 4. (Welin, Theorem 4.4 from [40]) With the notations of Section IV,

\[
\sigma_{\min}(\hat{U}^\perp U^\perp), \sigma_{\min}(\hat{U}^T U) \geq \sqrt{1 - \frac{\|R\|^2}{\sigma_r^2(Y)}}.
\]

Lemma 5. When \( r \) and \( u_0 \) are known,

\[
\left\| \hat{Y} - Y \right\|_F \leq \sqrt{r} \|R\|_2 \left( \sqrt{2} \frac{\sigma_1(Y)}{\sigma_r(Y)} + 2 + \frac{\|R\|}{\sigma_r(Y)} + 1 \right).
\]

Proof. Use the triangle inequality, Weyl’s and Wedin’s theorems to get

\[
\left\| \hat{Y} - Y \right\|_F \leq \left\| \hat{U}_1 \hat{\Sigma} \hat{W}_1 - U_1 \Sigma W_1 \right\|_F
\]

\[
+ \left\| U_1 \hat{\Sigma} W_1 - U_1 \Sigma W_1 \right\|_F + \left\| U_1 \Sigma W_1 - U_1 \Sigma W_1 \right\|_F
\]

\[
\leq \left\| \hat{\Sigma} \right\|_2 \left\| \hat{U}_1 - U_1 \right\|_F + \left\| \hat{\Sigma} - \Sigma \right\|_F + \sigma_1(Y) \left\| \hat{W}_1 - W_1 \right\|_F
\]

\[
\leq \left( \left\| \hat{\Sigma} \right\|_2 + \sigma_1(Y) \right) \sqrt{2r} \left\| R \right\|_2 + \left\| \hat{\Sigma} - \Sigma \right\|_F
\]

\[
\leq \sqrt{r} \left\| R \right\|_2 \left( \frac{\sqrt{2}}{\sigma_r(Y)} (\sigma_1(Y) + 1 + \left\| R \right\|_2 + 1) \right). \tag{47}
\]

This result quantifies the intuition that the error bound should depend on the intrinsic dimension \( r \) of the estimated subspace, rather than on the ambient dimension \( l \).

We now proceed to the second stage of the proof and develop a high-probability bound on the spectral norm of \( R \) in the following

Lemma 6. with probability at least \( 1 - 2e^{-cp} \),

\[
\|R\|_2 \leq \lambda \left( \sqrt{\frac{2}{n}} + C_3 \sqrt{\frac{l}{nK}} \right), \tag{48}
\]

where \( C_3 \) does not depend on the model parameters \( K, p, n \) or \( r \).

Proof. The proof can be found in the Appendix B.

Plug (48) into (46) to obtain that with probability at least \( 1 - 2e^{-cp} \),

\[
\left\| \hat{Y} - Y \right\|_F \leq \lambda \sqrt{r} \left( \sqrt{\frac{2}{n}} + C_3 \sqrt{\frac{l}{K}} \right) \times
\]

\[
\left( \sqrt{2} \frac{\sigma_1(Y)}{\sigma_r(Y)} + \frac{1}{\sigma_r(Y)} \right) \left( \sqrt{\frac{2}{n}} + C_3 \sqrt{\frac{l}{nK}} + 1 \right)
\]

\[
\leq \lambda \sqrt{r} \left( \sqrt{\frac{2K}{K}} + C_3 \lambda \sqrt{l} \right), \tag{49}
\]

where \( C_3 \) does not depend on the model parameters and the last inequality is due to Assumption 1. We finally obtain that with probability at least \( 1 - 2e^{-cp} \),

\[
\left\| \hat{Y} - Y \right\|_F \leq C_4 \lambda (\kappa + \lambda) \sqrt{r} (\sqrt{\frac{K}{K}} + C_2 \lambda \sqrt{l}), \tag{50}
\]

and the statement follows.

The obtained performance bound (42) suggests that the error is bounded with high probability by a product of a linear combination of \( K \) and \( l \) with \( r \), rather than the ambient dimension \( l \) of the space. Compared to the bound on the MSE, (20), it shows that the proposed TSVD algorithm exhibits near-optimal dependence on the model parameters \( K, p, n, r \).
V. NUMERICAL SIMULATIONS

A. TSVD Performance in Toeplitz Model

For our first experiment we took a Toeplitz setting with $p = 10$. $U_0 = I_p$. The true covariances were positive definite matrices generated as $Q_k = U_0 + \sum_{j=1}^r z_j^2 D_j / \|D_j\|_F$, where $D_j$ has ones on the $j$-th and $-j$-th subdiagonals and zeros otherwise, $r = p - 1$ and $z_j^2$ were i.i.d. uniformly distributed over the interval $[-\frac{1}{2}, \frac{1}{2}]$. Figure 1 shows the dependence of the MSE on $n$ when $K = l$. In the unknown $r$ case we took a power threshold for our TSVD algorithm, as defined in (39). For comparison we also plot the MSE-s of the SCM and its projection onto the known subspace structure and the true CRB bound given by (18).

Figure 2 compares different thresholding techniques. As the benchmarks we took the Asymptotically Optimal Hard Thresholding (AOHT), proposed by M. Gavish and D.L. Donoho in [38] and the so-called “elbow method”. The AOHT approach consists in hard thresholding the singular values of a noisy low rank matrix $X$ at a fixed level of

$$\tau(X) = \omega \left( \frac{l}{K} \right) \sigma_m(X),$$

(51)

independent of the true rank value. Here the function $\omega(\beta)$ is defined in [38] together with the numerical algorithm of its evaluation, and $\sigma_m(X)$ is the median of the singular values of $X$. As the authors demonstrate in [38], this approach provides asymptotically optimal hard thresholding under specific assumptions on the noise (in particular, the noise column vectors are assumed i.i.d. white Gaussian). We applied the threshold $\tau(X)$ to the original measurement $S$ (AOHT-S in the figure), and its centered counterpart $S'$ (AOHT-S-c in the figure). As the graph suggests, these two approaches give very close results and perform poorly, compared to our $\alpha$-thresholding, when the number of measurements $n$ in each group is relatively small. The “elbow method” consists in thresholding the spectrum of $X$ at the level of the largest gap between the consecutive singular values of $X$. This intuitive rule follows the well known observation that the eigenvalues corresponding to the signal and noise usually group into clusters separated by a significant gap. This observation also relies on specific properties of the noise which can be violated in our settings. For comparison, we plot the empirical MSEs of the “elbow method” applied to $S$ (Elbow-S in the figure) and $S'$ (Elbow-S-c in the figure) correspondingly.

In the third experiment we set $n = 100$ fixed and explored the dependence of the MSE on the number of groups $K$ in the same setting as before. Figure 3 verifies that the marginal MSE depends on $K$ as predicted by formula (21).

B. TSVD Time-tracking

For the second experiment we considered the problem of tracking a time-varying covariance in complex populations. We used the Data Generating Process (DGP) of Patton and Sheppard, [41], which allows for dynamically changing covariances in the spirit of a multivariate GARCH-type model, [42, 43]. One of variations of this DGP suggests the following data model:

$$x_t = H_t^{1/2} y_t, t = 1, \ldots, Kn,$$

(52)

where we assumed the generating data to be proper complex, $y_t \sim \mathcal{C}\mathcal{N}(0, I)$ and defined the hermitian time-varying covariance $H_t$ to change according to the law

$$H_t = (1 - \beta) H_{t-1} + \beta M_t M_t^H,$$

(53)

$$H_t = \frac{\hat{H}_t}{\|H_t\|_F}, t = 1, \ldots, Kn.$$

(54)
Here \( M_t \) are random \( p \times p \) matrices with i.i.d. standard normally distributed entries, \( H_0 \) is arbitrary positive-definite hermitian and \( \beta \in [0, 1] \).

The low-dimensional structure appearing in this setting is due to properness of the covariances (see (4)). In order to explore it, the obtained complex data was represented as double-sized real measurements. Each \( n \) clock ticks we formed the SCM \( S_n^k \) of the last \( n \) measurements, where \( t \) was the last time count. Then we concatenated the vector \( \text{vech} \left( S_n^k \right) \) to the matrix \( Y_n \) of growing size to obtain \( \hat{Y}_n \) and applied our TSVD algorithm to it. Thus, our structure knowledge was updated every \( n \) ticks, and we expected the error of the covariance estimation to decrease with time. We performed the experiment with \( p = 4, K = 100, n = 30, \beta = 0.01 \) and used 90\%-power threshold to discover the underlying low-dimensional structure. Figure 4 compares the temporal behavior of the MSE-s of the SCM, TSVD applied to it and the projection of SCM on the subspace spanned by proper covariances. The MSE-s were obtained by averaging the squared errors over 10000 iterations.

VI. Conclusion

In this paper we consider the problem of joint covariance estimation with linear structure, given heterogeneous measurements. The main challenge in this scenario is twofold. At first, the underlying structure is to be discovered, and then utilized to improve the covariance estimation. We propose a PCA-based algorithm in the space of matrices, solving the both tasks simultaneously. In addition, we analyze the performance bounds of this algorithm and show it is close to being optimal. Finally, we demonstrate its advantages through numerical simulations.

APPENDIX A

Proof of Lemma 1. Let us calculate the column rank of \( J \). Complete the columns of \( U \) to an orthonormal basis \( \tilde{U} \) of \( \mathbb{R}^l \) and multiply \( J \) on the left by an invertible square matrix \( I_K \otimes \tilde{U} \) to obtain

\[
\tilde{J} = \left( I_K \otimes \tilde{U} \right) J = \begin{pmatrix}
I_{l \times r} & 0 & \cdots & 0 \\
0 & I_{l \times r} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & I_{l \times r}
\end{pmatrix},
\]

where \( I_{l \times r} \) denotes the first \( r \) columns of \( I_l \). Let us look at the first \( l \) rows of \( \tilde{J} \)

\[
\tilde{J}_1 = \begin{pmatrix}
I_{l \times r} & 0 & \cdots & 0
\end{pmatrix}.
\]

By subtracting form the first \( l \) columns necessary linear combinations of \( I_{l \times r}^1 \) this matrix can be brought to the form

\[
\tilde{J}_1' = \begin{pmatrix}
I_{l \times r} & 0 & \cdots & 0
\end{pmatrix},
\]

where the first \( r \) rows of \( \tilde{U}' \) are zero. Performing the same procedure for all the row submatrices \( \tilde{J}_k, k = 1, \ldots, K \) yields

\[
\tilde{J}' = \begin{pmatrix}
I_{l \times r} & 0 & \cdots & 0 \\
I_{l \times r} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
I_{l \times r} & 0 & \cdots & I_{l \times r}
\end{pmatrix},
\]

of the same rank as \( \tilde{J} \). The first \( l \) columns of \( \tilde{J}' \) read as

\[
\tilde{J}_1' = \begin{pmatrix}
I_{l \times r} & 0 & \cdots & 0
\end{pmatrix} = \begin{pmatrix}
I_{l \times r} & 0 & \cdots & 0
\end{pmatrix} \otimes \tilde{U}',
\]

and therefore,

\[
\text{rank}(\tilde{J}_1') = \text{rank}(\tilde{U}') = l - r.
\]
Performing the same operation on the column submatrices $\tilde{J}^j$, $j = 1, \ldots, r$ gives
\[
\text{rank}(J) = \text{rank}(\tilde{J}) = r(l-r) + Kr = lr + Kr - r^2. \quad (61)
\]

**APPENDIX B**

The following definitions and basic lemmas from the theory of Orlicz spaces can be found in such classical references as [44], or in a more convenient form in recent works such as [45].

**Definition 1.** (Subexponential variable and its Orlicz norm) Let $x$ be a nonnegative random variable such that
\[
\Pr(x > \mu + t) \leq \begin{cases} 
\exp\left(-\frac{t^2\sigma^2}{2}\right), & t \in [0, \sigma^2 b], \\
\exp\left(-\frac{t}{2b}\right), & t \in \left(\sigma^2 b, \infty\right),
\end{cases}
\]
for some $\mu$, $\sigma$ and $b$, then we say that $x$ is subexponential with parameters $(\sigma^2, b)$. The Orlicz norm of $x$ is defined as
\[
\|x\|_{\psi_1} = \inf_{\eta > 0} \left\{ \mathbb{E} \exp\left(\frac{x}{\eta}\right) \leq 2 \right\}. \quad (63)
\]

The intuition behind the subexponential norm basically says that if $\|x\|_{\psi_1}$ is finite, the $\|x\|_{\psi_1}$-scaled tails of $x$ are not heavier than that of a standard exponential variable.

**Lemma 7.** A random variable $x$ is subexponential with parameters $(\sigma^2, b)$ iff
\[
\mathbb{E}(\exp(\lambda x)) \leq \exp\left(\frac{\sigma^2 \lambda^2}{2}\right), \quad \forall |\lambda| < \frac{1}{b}. \quad (64)
\]

**Corollary 1.** The Orlicz norm of a subexponential variable $x$ with parameters $(\sigma^2, b)$ is bounded by
\[
\|x\|_{\psi_1} \leq \max\left(\frac{\sigma}{2\ln(2)}, b\right). \quad (65)
\]

**Proof.** Lemma 7 implies
\[
\mathbb{E} \exp\left(\frac{x}{K}\right) \leq \exp\left(\frac{\sigma^2}{2K^2}\right), \quad \forall K \geq b. \quad (66)
\]

Bound the right hand side of the last inequality by 2 to get the statement.

Next we use the following tail bound on a $\chi^2$ variable to calculate the Orlicz norm of its centered version.

**Lemma 8.** [46] Let $\zeta \sim \chi^2(p)$, then
\[
\Pr\left(\zeta - p \geq 2\sqrt{pt} + 2t\right) \leq e^{-t}, \quad (67)
\]
\[
\Pr\left(p - \zeta \geq 2\sqrt{pt}\right) \leq e^{-t}. \quad (68)
\]

**Corollary 2.** Let $\zeta \sim \chi^2(p)$, then the Orlicz norm of $|\zeta - p|$ is bounded by
\[
|||\zeta - p|||_{\psi_1} \leq 2\sqrt{p}. \quad (69)
\]

**Proof.** Follows by a straightforward calculation from Lemma 8 and Corollary 1.

In the course of proof of Theorem 1 we also use the following tail bound on the spectral norm deviations of a standard Wishart matrix from its mean.

**Lemma 9.** [47] Let $W = \frac{1}{r} \sum_{i=1}^n w_i w_i^T$, where $w_i$ are i.i.d. copies of $w \sim \mathcal{N}(0, I)$, then
\[
\Pr\left(\|W - I\|_2 \geq \sqrt{\frac{p}{n}} + t\right) \leq 2e^{-nt^2/2}, \quad (70)
\]

**Theorem 2** (Theorem 1 from [48]). Let $r_1, \ldots, r_K \in \mathbb{R}^l$ be independent random vectors (not necessarily identically distributed). Assume that there exists $\psi$, such that
\[
\max_{1 \leq k \leq K} \max_{p \in S^{l-1}} \|\langle r_k, p \rangle\|_{\psi_1} \leq \psi, \quad (71)
\]
where $S^{l-1} \subset \mathbb{R}^l$ is a unit sphere, and there exists $K > 1$, such that
\[
\Pr\left(\frac{1}{\sqrt{l}} \max_{1 \leq k \leq K} \|r_k\| \geq K \max \left[1, \left(\frac{K}{l}\right)^{1/4}\right]\right) \leq e^{-\sqrt{l}}, \quad (72)
\]
then with probability at least $1 - 2e^{-c\sqrt{l}}$
\[
\|R\|_2 \leq \left\|\mathbb{E}[RR^T]\right\|^{1/2} + C(\psi + K)\sqrt{\frac{l}{K}}, \quad (73)
\]
where $R = [r_1, \ldots, r_K]$ and $c, C$ are universal constants.

**Proof of Lemma 6.** To make the calculations easier in this proof we assume that the columns of $R$,
\[
R = [r_1, \ldots, r_K], \quad (74)
\]
are constructed as $r_k = \text{vec}(S_k - Q_k)$ and therefore, $R \in \mathbb{R}^{n^2 \times K}$. This may only affect the numerical constants by the magnitude up to 2. In order to apply Theorem 2 we need to make sure the conditions (71) and (72) hold. For this purpose fix a matrix $P$ and consider the univariate variable $\langle r_k, p \rangle$, where $p = \text{vec}(P)$, for some fixed $k$. Note that
\[
\langle r_k, p \rangle = \text{Tr}\left((S_k - Q_k)P\right) = \sum_i x_i^T P x_i - \text{Tr}(Q_k P), \quad (75)
\]
and among all the matrices $P$ of norm one, the Orlicz norm of the right-hand side of (75) is maximized by
\[
P_k = \frac{Q_k^{-1}}{\left\|Q_k^{-1}\right\|_F}. \quad (76)
\]
For this choice of $P_k$ we obtain
\[
\text{Tr}\left((S_k - Q_k)P\right) = \left\|\frac{1}{\sqrt{n}} \sum_i x_i^T P x_i - \frac{1}{\sqrt{n}} \|\zeta - np\|\right\|_{\psi_1} \sim \frac{1}{\sqrt{\lambda_1}} \|S_k - Q_k\|_{\psi_1}, \quad (77)
\]
where $\zeta \sim \chi^2(np)$ and, thus,
\[
\max_{\|P\|_F = 1} \|\text{Tr}\left((S_k - Q_k)P\right)\|_{\psi_1} \leq \frac{2\sqrt{np}}{n \|Q_k^{-1}\|_F} \leq \frac{2\lambda_1(Q_k)}{\sqrt{\lambda_1(Q_k)}}, \quad (78)
\]
where we have used the inequality
\[
\|Q_k^{-1}\|_F \geq \frac{\sqrt{F}}{\lambda_1(Q_k)}, \quad (79)
\]
The bound (78) finally yields
\[
\max_k \max_{\|P\|_F = 1} \|\text{Tr}\left((S_k - Q_k)P\right)\|_{\psi_1} \leq \frac{2\lambda_1(Q_k)}{\sqrt{n}}, \quad (80)
\]
and therefore the (71) holds true for
\[ \psi = \frac{2\lambda}{\sqrt{n}} \] (81)
In order to verify the boundedness condition (72), consider the variable
\[ \max_k \| r_k \|_{\sqrt{p}^2} = \max_k \| S_k - Q_k \|_p \leq \frac{\lambda}{\sqrt{p}} \max_k \| W - I \|_2, \] (82)
where \( W_k = Q_k^{1/2} S_k Q_k^{-1/2} \). Denote
\[ \delta = \max \left[ 1, \left( \frac{K}{p^2} \right)^{1/4} \right] \] (83)
and use Lemma 9 to obtain
\[ P \left( \frac{1}{p} \max_k \| r_k \| \geq \kappa \delta \right) \leq P \left( \frac{\lambda}{\sqrt{p}} \max_k \| W_k - I \|_2 \geq \kappa \delta \right) \leq K P \left( \| W_k - I \|_2 \geq \kappa \delta \frac{\sqrt{p}}{\lambda} \right) \leq 2K \exp \left( -\frac{n}{2} \left( \kappa \delta \frac{\sqrt{p}}{\lambda} - \sqrt{\frac{p}{n}} \right)^2 \right). \] (84)
Set
\[ \kappa = \frac{\lambda}{\sqrt{n} \delta} \left( \sqrt{2(1 + \ln 2K/p)} + 1 \right) \] (85)
and use this condition to get
\[ P \left( \frac{1}{p} \max_k \| r_k \| \geq \kappa \delta \right) \leq e^{-p}, \] (86)
thus the conditions of Theorem 1 from [48] are satisfied with the constants \( \phi \) and \( \kappa \). Let us bound the spectral norm of \( E[R R^T] \). For this purpose note that
\[ \| E[R R^T] \|_2 \leq X^2 \| E[M M^T] \|_2, \] (87)
where
\[ M = [m_1, \ldots, m_K], \] (88)
and \( m_k = \text{vec}(W_k - I) \), with \( W_k = \frac{1}{n} \sum_{i=1}^{n} w_k^i w_k^i \), and \( w_k^i \sim N(0, I), i = 1, \ldots, n, k = 1, \ldots, K \). Note that for \( \zeta \sim \chi^2(n) \),
\[ E[\zeta - n^2] = 2n, \] (89)
and for \( \gamma_i, \omega_i \sim N(0, 1), i = 1, \ldots, n, \) i.i.d.,
\[ E \left[ \sum_{i=1}^{n} \gamma_i \omega_i \right] = n, \] (90)
to obtain
\[ E[M M^T] = \frac{1}{n^2} \begin{pmatrix} 2n I_p & 0 & 0 \\ 0 & n I_{p-1} & 0 \\ 0 & 0 & n I_{p-1} \end{pmatrix} \in \mathbb{R}^{p^2 \times p^2}, \] (91)
where for convenience we have ordered the elements of \( \text{vec}(A) \) in such a way that the diagonal of \( A \) goes first, then the upper triangular part and then the lower triangular part. We, therefore, obtain,
\[ \| E[R R^T] \|_2 \leq \frac{2X^2}{n}. \] (92)
Finally we obtain that with probability at least \( 1 - 2e^{-c p} \),
\[ \| R \|_2 \leq \frac{X}{2n} + C_2 (\phi + \kappa) \sqrt{\frac{p^2}{K}} \]
\[ = \frac{X}{2n} + C_2 \frac{X}{\sqrt{n}} \left( 2 + \sqrt{2(1 + \ln 2K/p)} + 1 \right) \sqrt{\frac{p^2}{K}} \]
\[ \leq \frac{X}{\sqrt{n}} + C_3 \sqrt{\frac{p^2}{nK}}, \] (93)
where we have used the fact that
\[ \frac{2(1 + \ln 2K/p)}{\delta} = \frac{2(1 + \ln 2K/p) + 1}{\max \left[ 1, \left( \frac{K}{p^2} \right)^{1/4} \right]} \] (94)
is bounded. Now replace \( p^2 \) back by \( l \), which can at most affect the constants by a factor up to 2, to get the statement. □
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