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Abstract
Providing a small set of promising candidates in place of a single prediction is well-suited for many open-ended classification tasks. Conformal Prediction (CP) is a technique for creating classifiers that produce a valid set of predictions that contains the true answer with arbitrarily high probability. In practice, however, standard CP can suffer from both low predictive and computational efficiency during inference—i.e., the predicted set is both unusually large, and costly to obtain. This is particularly pervasive in the considered setting, where the correct answer is not unique and the number of total possible answers is high. In this work, we develop two simple and complementary techniques for improving both types of efficiencies. First, we relax CP validity to arbitrary criterions of success—allowing our framework to make more efficient predictions while remaining “equivalently correct.” Second, we amortize cost by conformalizing prediction cascades, in which we aggressively prune implausible labels early on by using progressively stronger classifiers—while still guaranteeing marginal coverage. We demonstrate the empirical effectiveness of our approach for multiple applications in natural language processing and computational chemistry for drug discovery.¹

1 Introduction
The ability to provide precise performance guarantees is critical to many classification tasks [1; 24; 25]. Often, however, achieving perfect accuracy may be out of reach: perhaps due to inherent noise, limited data, insufficient modeling capacity, or a host of other common pitfalls. On the other hand, in numerous applications, it can be more feasible and ultimately as useful to hedge predictions by having the classifier return a set of plausible options—one of which is likely to be correct.

Consider the example of large-scale, open-domain information retrieval (IR) for fact verification [54]. Here the goal is to retrieve a snippet of text of some granularity (e.g., a sentence, paragraph, or article) that can be used to support or refute a given claim. Large resources, such as Wikipedia, can contain millions of candidate snippets—many of which may independently be able to serve as viable evidence. After the retrieval stage, all flagged contexts must be reviewed in a follow-up step (perhaps even by a human) in order to yield a final verdict. A good evidence retriever should make precise snippet suggestions, quickly—but do so without excessively sacrificing sensitivity (i.e., recall).

Conformal prediction (CP) [19; 59] is a methodology for placing exactly that sort of prediction bet. Concretely, suppose we have been given \( n \) examples, \((X_i, Y_i) \in \mathcal{X} \times \mathcal{Y}, i = 1, \ldots, n\), as training data, that have been drawn exchangeably from an underlying distribution \( P \). For instance, in our IR setting, \( X \) would be the claim in question, \( Y \) a viable piece of evidence that supports or refutes it, and \( \mathcal{Y} \) a large corpus (e.g., Wikipedia). Next let \( X_{n+1} \) be a new exchangeable test example (e.g., a

*Equal contribution (order decided randomly).
¹Our code is available at https://github.com/ajfisch/conformal-cascades.
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Figure 1: A demonstration of our conformalized cascade for \( m \)-step inference with set-valued outputs, here on an IR for claim verification task. The number of considered documents is reduced at every level—red frames are filtered, while green frames pass on. We only care about retrieving at least one of the “equivalently correct” documents (starred) that can be used to resolve the claim.

new claim to verify) for which we would like to predict the paired \( y \in \mathcal{Y} \). The aim of conformal prediction is to construct a set of candidates \( C_{n,\epsilon}(X_{n+1}) \) likely to contain \( Y_{n+1} \) (e.g., the relevant evidence) with \textit{distribution-free marginal coverage} at an arbitrary significance level \( \epsilon \):

\[
P(Y_{n+1} \in C_{n,\epsilon}(X_{n+1})) \geq 1 - \epsilon; \quad \text{for all distributions } P. \tag{1}
\]

The marginal coverage guarantee above is jointly over \( X \) and \( Y \), i.e., taken over all the train-test permutations of \( \{(X_i,Y_i)\}_{i=1}^{n+1} \). A classifier is considered to be \textit{valid} if the frequency of error, \( Y_{n+1} \not\in C_{n,\epsilon}(X_{n+1}) \), does not exceed \( \epsilon \). In our IR setting, this would mean including the correct document at least \( \epsilon \) fraction of the time. Not all valid classifiers, however, are particularly useful (e.g., a trivial classifier that merely returns all possible outputs). A classifier is considered to have \textit{good predictive efficiency} if \( \mathbb{E}[|C_{n,\epsilon}(X_{n+1})|] \) is small (i.e., \( \ll |\mathcal{Y}| \)). In our IR setting, this would mean not returning too many irrelevant documents. In practice, in domains where the number of outputs to choose from is large and the “correct” one is not necessarily unique, classifiers derived using conformal prediction can suffer dramatically from both poor predictive and computational efficiency [6; 61; 62]. Unfortunately, these two conditions tend to be compounding: large label spaces \( \mathcal{Y} \) both (1) often place strict constraints on the set of tractable model classes available for consideration, and (2) frequently contain multiple clusters of labels that are difficult to discriminate between, especially for a low-capacity classifier [5; 26; 36].

In this paper, we present two simple yet effective extensions for improving the efficiency of conformal prediction for open-ended problems with large output spaces \( \mathcal{Y} \), in which several \( y \in \mathcal{Y} \) might be “good enough.” First, in Section 4 we describe a generalization of Eq. 1 for marginal coverage over equivalence classes, where we ensure that at least one “equivalently correct” \( y \) is in \( C_{n,\epsilon}(X_{n+1}) \) with high probability. For example, in our IR setting, given the claim “Michael Collins took part in the Apollo mission to the moon,” any of the candidate Wikipedia articles such as Apollo 11, Michael Collins (astronaut), or Apollo 11 (2019 film) have enough information to independently support it (see Figure 1). When \( Y_{n+1} \) is not unique, forcing the classifier to hedge for the worst case—in which a specific realization of \( Y_{n+1} \) must be contained in \( C_{n,\epsilon}(X_{n+1}) \)—is too strict and can lead to conservative predictions. We both suggest theoretically and show empirically that optimizing instead for our relaxed condition yields classifiers with significantly better predictive efficiency.

Second, in Section 5 we present a technique for conformalizing prediction cascades to progressively filter the number of candidates with a sequence of increasingly complex classifiers. This allows us to balance predictive efficiency with computational efficiency during inference. Importantly, we theoretically show that—in contrast to other similarly motivated pipelines—our method filters the output space in a manner that still guarantees marginal coverage. Figure 1 illustrates our combined approach. We demonstrate that, together, these two simple extensions serve as complementary pieces of the puzzle towards making CP more efficient. We empirically validate our approach on information retrieval for fact verification, extractive question answering, and in-silico screening for drug discovery.

\textbf{Contributions.} In summary, our main results are as follows:

- A theoretical relaxation of validity (Eq. 1) to account for \textit{equivalently correct} answers.
- A principled framework for conformalizing computationally efficient prediction cascades.
Consistent empirical gains on three diverse tasks demonstrating up to 2.7× better efficiency AUC (across all ε) when calibrating for equivalent correctness with conformalized prediction cascades, and computation pruning rates of up to 64%—while still maintaining validity.

2 Related work

Confident prediction. Methods for obtaining precise uncertainty estimates, especially in the context of classification, have received intense interest in recent years. A significant body of work is concerned with calibrating model confidence—measured as \( \max p_\theta(y_{n+1}|x_{n+1}) \)—such that the true error rate, \( y_{n+1} = y_n \) where \( y_n = \arg\max p_\theta(y_{n+1}|x_{n+1}) \), is indeed equal to the estimated probability [18; 28; 31; 37]. In theory, these estimates could be leveraged to create confident prediction sets \( C_{n,\varepsilon}(X_{n+1}) \). Unlike CP, however, these methods are not guaranteed to be accurate, and often still suffer from miscalibration in practice—especially for modern neural networks [2; 21; 22]. Selective classification [14; 20], where models have the option to abstain from answering when not confident, is similar in motivation to Eq. 1. In fact, it can be considered a sub-case of CP in which the classifier chooses to abstain unless \( |C_{n,\varepsilon}(X_{n+1})| = 1 \).

Conformal prediction. As validity is already guaranteed by design, most efforts in CP focus on improving various aspects of efficiency. Mondrian CP [59] accounts for the fact that some classes are harder to model than others, and leverages class-conditional statistics. Similarly, recent work by Cauchois et al. [7] builds towards conditional—as opposed to marginal—coverage by conformalizing quantile functions [see also 44; 45] that vary with \( x \), and also by modeling dependencies among \( y \) variables. Our method for equivalent correctness, on the other hand, aggregates statistics by example and across classes. Inductive CP [39] is a complementary extension that dramatically reduces the cost of computing \( C_{n,\varepsilon}(X_{n+1}) \) in the general case; we also make use of it here. Most similar to our work, trimmed [10] and discretized [11] CP trade predictive efficiency for computational efficiency in regression tasks, where the label space is infinite. A key distinction of our procedure is that we do not force the same trade-off: in fact, we empirically show that our conformalized cascades can at times result in increased predictive efficiency alongside a pruned label space.

Prediction cascades. The idea of balancing inference cost with accuracy using multi-step inference has been explored extensively for many machine learning applications [8; 17; 27; 33; 46]. Some of these are heuristic (i.e., with no performance guarantees), such as greedy pipelines where the top (fixed) \( k \) predictions are passed on to the next level [9; 16]. Closer to our work, Weiss and Taskar [63] optimize their cascades for overall pruning efficiency, and not for top-1 prediction. While they also analyze error bounds for filtering, their guarantees are specific to linear classifiers with bounded \( L_2 \) norm, whereas our conformalized approach only assumes data exchangeability. Furthermore, they assume a target filtering loss before training—our significance level \( \epsilon \) is defined at test time.

3 Background

We begin with a brief review of conformal prediction for classification [see also 39; 51; 59; 60]. Here, and in the rest of the paper, upper-cased letters (e.g., \( X \)) denote random variables; lower-cased letters (e.g., \( x \)) denote constants, and script letters (e.g., \( \mathcal{X} \)) denote sets, unless otherwise specified.

3.1 Conformal hypothesis testing

At the core of conformal prediction is a simple statistical hypothesis test: for each candidate \( y \in \mathcal{Y} \) we must either accept or reject the null hypothesis that the example \( (X_{n+1} = x_{n+1}, Y_{n+1} = y) \) is a correct pairing. Formally, we rely on a nonconformity measure \( S((x_{n+1}, y), D) \) to serve as the test statistic, where \( S \) reflects the degree to which \( (x_{n+1}, y) \) “conforms” to the distribution specified by dataset \( D \). For instance, \( S \) could be computed as \(-\log p_\theta(y|x)\), where \( \theta \) is a model fit to \( D \).

**Definition 1** (Nonconformity measure). Let \( Z := \mathcal{X} \times \mathcal{Y} \) be the space of examples \( (X, Y) \), and let \( Z(\varepsilon) := \bigcup_{d \geq 1} (\mathcal{X} \times \mathcal{Y})^d \) be the space of datasets of examples \( D \), of any size \( d \geq 1 \). A nonconformity measure \( S \) is then a measurable mapping \( \mathcal{S} \colon Z \times Z(\varepsilon) \rightarrow \mathbb{R} \), that assigns a real-valued score to any example \( (X, Y) \), indicating how “different” it is from a reference dataset \( D \).

To be specific, exact or full CP takes \( D \) to be all of the examples seen so far, including the candidate \( (x_{n+1}, y) \). Thus, the nonconformity measure \( S \) has to be re-trained each time. An alternative—which

\(^2\)The definition of “different” here is intentionally vague, as any metric will technically work (see [59]).
we use in this paper w.l.o.g.—is the inductive or split CP variant [39] which assumes that $D$ is a proper training set, independent of any of the subsequent $n + 1$ exchangeable examples being used for CP. Dropping $D$ for ease of notation, we denote the nonconformity score for example $(X = x, Y = y)$ as $V^{(x, y)} := S(X, Y)$. The degree of nonconformity can then be quantified using a p-value (Eq. 2).

### 3.2 Conformal prediction

To construct the final conformal prediction, the classifier uses the p-values to include all $y$ for which the null hypothesis—i.e., that the candidate pair $(x_{n+1}, y)$ is conformal—is not rejected.

**Lemma 1** (Smoothed empirical p-value). Assume that the random variables $V_1, \ldots, V_{n+1}$ are exchangeable. We define the smoothed empirical p-value $p_{\text{value}}(V_{n+1}, V_1:n)$ as

$$p_{\text{value}}(V_{n+1}, V_1:n) := \frac{|\{i \in [1, n]: V_i > V_{n+1}\}| + \tau \cdot |\{i \in [1, n]: V_i = V_{n+1}\}| + 1}{n + 1},$$

where $\tau \sim U(0, 1)$. Then, for any $\epsilon \in (0, 1)$, we have $\mathbb{P}(p_{\text{value}}(V_{n+1}, V_1:n) \leq \epsilon) \leq \epsilon$.

**Theorem 1** (Vovk et al. [59]; see also [32; 55]). Assume that the random variables $(X_i, Y_i) \in \mathcal{X} \times \mathcal{Y}$, $i = 1, \ldots, n + 1$ are exchangeable. For any nonconformity measure $S$, and significance level $\epsilon \in (0, 1)$, define the conformal label set (based on the first $n$ samples) at $x_{n+1} \in \mathcal{X}$ as

$$C_{n, \epsilon}(x_{n+1}) := \{y \in \mathcal{Y}: p_{\text{value}}(V_{n+1}^{(x_{n+1}, y)}, V_1:n) > \epsilon\},$$

where $p_{\text{value}}$ and $V_i^{(x_i, y_i)}$ are as defined previously. Then $C_{n, \epsilon}(x_{n+1})$ satisfies Eq. 1.

### 4 Relaxed conformal prediction coverage

We introduce our first strategy for improving the *predictive efficiency* of CP classifiers, particularly when the value $Y_{n+1}$ must take to be considered “good enough” is not well-defined. We show that it can be preferable to define a *success criterion*, rather than check for strict equality with $Y_{n+1}$.

#### 4.1 Equivalent correctness and equivalent coverage

What might it mean for $y$ to be “good enough?” Among other factors, this depends on the task, the structure of the label space $\mathcal{Y}$, and even the input $x$. For example, in IR, two different texts might both independently provide the necessary and sufficient information for claim $x$ to be resolved. Let $R(x)$ be an equivalence relation over $\mathcal{Y}$, where for a given $x$ and $y$ we have the equivalence class:

$$[y]_{R(x)} := \{\hat{y} \in \mathcal{Y}: \hat{y} R(x) y\}.$$ (4)

In practice, we may take $\hat{y} R(x) y$ if for some choice of comparator $g$ and threshold $c$, we have $g(\hat{y}, y, x) \geq c$. Any prediction that is a member of the equivalence class derived from this metric is considered to be *equivalently correct*, i.e., a success. For example, in IR for claim verification, this might be defined as any context $\hat{y}$ for which a fixed “judge” model $f$ that decides the final verdict obeys $|f(\hat{y}, x) - f(y, x)|^{-1} \geq c$. This leads us to a helpful definition of equivalent coverage.

**Definition 2** (Equivalent marginal coverage). Given any equivalence relation $R(X)$ over $\mathcal{Y}$ and data points $\{(X_i, Y_i)\}_{i=1}^n$ drawn exchangeably from an underlying distribution $P$, a conformal predictor producing outputs $C_{n, \epsilon}(X_{n+1})$ (based on the first $n$ points) for a new exchangeable test example $X_{n+1}$ is considered to have *equivalent marginal coverage* if for any $\epsilon \in (0, 1)$, $C_{n, \epsilon}$ satisfies

$$\mathbb{P}\left(\left[|Y_{n+1}|_{R(X_{n+1})} \cap C_{n, \epsilon}(X_{n+1})\right] \geq 1 \right) \geq 1 - \epsilon; \text{ for all distributions } P,$$

where $[Y]_{R(X)}$ is a random variable over sets with the value $[y]_{R(x)}$ when $Y = y$ and $X = x$.

#### 4.2 Calibrating for equivalent coverage

The introduction of the more general coverage criterion expressed in Eq. 5—as opposed to strict set membership—changes the objective. The label $Y_{n+1}$ is no longer unique; we need only to identify at least one that is deemed equivalent according to $R(X_{n+1})$. As such, we propose a modification that allows the classifier to be more discriminative when testing the null hypothesis that $y$ is not just conforming, but that it is the *most conforming* equivalently correct $y$ for $x$. For each data point $(X_i = x_i, Y_i = y_i)$, we then define the minimal nonconformity score as

$$M_i^{(x_i, y_i)} := \min \left\{V_i^{(x_i, \hat{y})}: \hat{y} \in [y]_{R(x_i)}\right\},$$

and use these random variables to compute the p-values for our conformal predictor.
Theorem 2. Assume that \((X_i, Y_i) \in \mathcal{X} \times \mathcal{Y}, i = 1, \ldots, n + 1\) are exchangeable. For any non-conformity measure \(S\), equivalence relation \(R(X)\) on \(\mathcal{Y}\), and significance level \(\epsilon \in (0, 1)\), define the conformal set (based on the first \(n\) samples) at \(x_{n+1} \in \mathcal{X}\) as

\[
C_{n,\epsilon}^\min(x_{n+1}) := \left\{ y \in \mathcal{Y} : \text{pvalue} \left( V_{n+1}^{(x_{n+1}, y)}, M_{1:n}^{(x_{n+1}, y)} \right) > \epsilon \right\},
\]

where \(\text{pvalue}, V_{n+1}^{(x_{n+1}, y)}\), and \(M_{1:n}^{(x_{n+1}, y)}\) are as defined previously. Then \(C_{n,\epsilon}^\min\) satisfies Eq. 5. Furthermore, we have \(\mathbb{E} \left[ |C_{n,\epsilon}^\min(X_{n+1})| \right] \leq \mathbb{E} [|C_{n,\epsilon}(X_{n+1})|]\), where \(C_{n,\epsilon}(X_{n+1})\) is as defined in Eq. 3.

Remark. Without randomization in \(\text{pvalue}\), we get the result of \(C_{n,\epsilon}^\min(X_{n+1}) \subseteq C_{n,\epsilon}(X_{n+1})\).

We present a proof in Appendix A.3. An important result of Theorem 2 is that we can guarantee better or equal predictive efficiency than standard CP, while still maintaining equivalent coverage. In Section 7 we demonstrate empirically that this simple modification can yield large improvements.

5 Conformal prediction cascades

We introduce our second strategy for improving the computational efficiency of conformal prediction classifiers. As is apparent from Eq. 3, the cost of conformal prediction is linear in \(|\mathcal{Y}|\). In practice, this can limit the tractable choices available for the nonconformity measure \(S\), particularly in domains where \(|\mathcal{Y}|\) is large. Computational efficiency can therefore directly limit predictive efficiency: the predictive efficiency of the classifier is predicated by the statistical power, \(\mathbb{P}\{\text{reject } y \mid y \text{ is correct}\}\), of the underlying hypothesis test—which, in turn, is determined by \(S\).

Our approach balances the two by leveraging prediction cascades [17; 48; 63, inter alia], where \(m\) models of increasing power (and decreasing computational efficiency) are applied sequentially. We perform multi-step inference, in which the number of considered outputs is iteratively pruned. Critically, we conformalize the cascade (Theorem 3), which allows us to retain marginal coverage.

5.1 Pruning the label space with prediction cascades

When constructing \(C_{n,\epsilon}(X_{n+1})\), a nonconformity score is computed for every candidate \(y \in \mathcal{Y}\). The sensitivity necessary for good predictive efficiency, however, depends on \(X_{n+1}\), as different examples may be easier or harder than others. Imagine that we are given a sequence of progressively more discriminative, yet also more expensive, nonconformity measures \((S_1, \ldots, S_m)\). When applied sequentially, we only consider \(y \in C_{n,\epsilon}(X_{n+1})\) as candidates for inclusion in \(C_{n,\epsilon}^1(X_{n+1})\). Thus,

\[
C_{n,\epsilon}(X_{n+1}) \subseteq C_{n,\epsilon}^{m-1}(X_{n+1}) \subseteq \cdots \subseteq C_{n,\epsilon}^1(X_{n+1}) \subseteq \mathcal{Y}.
\]

The operating assumption here is that the amortized total cost of evaluating a subset of the \(m\) measures over parts of \(\mathcal{Y}\) can be lower than the cost of running one expensive measure over all of it. When not applied as a cascade, this becomes equivalent to combined conformal prediction, where multiple conformal measures are computed in parallel and then aggregated [12; 34; 56; 57]. Combining multiple nonconformity measures can potentially lead to better and more robust predictive efficiency when using complementary measures—similar in theory to ensembles or mixtures-of-experts [23].

5.2 Maintaining distribution-free marginal coverage

Naïvely applying multiple hypothesis tests to the same data, one for each level of the cascade, leads to the well-known multiple hypothesis testing (MHT) problem (see Appendix D for background). This will result in an increased family-wise error rate (i.e., false positives), and makes the CP invalid. Many corrective procedures exist in the literature (e.g., see [15; 35] for a review). Formally, given \(m\) p-values \((P_1^{(x,y)}, \ldots, P_m^{(x,y)})\) for a pair \((x, y)\), we denote as \(\mathcal{M}\) some such correction satisfying

\[
\hat{P}(x, y) = M \left( P_1^{(x,y)}, \ldots, P_m^{(x,y)} \right) \quad \text{s.t.} \quad \mathbb{P} \left( \hat{P}(x, y) \leq \epsilon \mid y \text{ is correct} \right) \leq \epsilon.
\]

Furthermore, we require \(\mathcal{M}\) to be element-wise monotonic,\(^4\) i.e. (where \(\preceq\) operates element-wise):

\[
\left( P_1^{(x,y)}, \ldots, P_m^{(x,y)} \right) \preceq \left( \hat{P}_1^{(x,y)}, \ldots, \hat{P}_m^{(x,y)} \right) \implies \mathcal{M} \left( P_1^{(x,y)}, \ldots, P_m^{(x,y)} \right) \preceq \mathcal{M} \left( \hat{P}_1^{(x,y)}, \ldots, \hat{P}_m^{(x,y)} \right).
\]

\(^1\)Consider flipping a biased coin \(n\) times with \(\epsilon\)-probability of heads, and rejecting \(y\) if at any toss is heads. As \(n \to \infty\) this event will happen infinitely often for any \(\epsilon > 0\), and \(y\) will always be trivially rejected.\(^2\)

\(^3\)Note that we are unaware of any common \(\mathcal{M}\) beyond contrived examples satisfying (9) but not (10).
We consider several common options for $M$, namely the Bonferroni, Simes, and ECDF corrections. See Appendix D for technical details, and a comparison of the different methods.

How do we correct for MHT when we must decide on the outcome of the test early at cascade $j$, before all the $p$-values (i.e., those that have not yet been computed for measures $k > j$) are known? We compute an upper bound for the corrected $p$-value by conservatively assuming that $P_k^{(x,y)} = 1$, $\forall k > j$. The full procedure is demonstrated in Algorithm 1, and formalized below in Theorem 3.

**Theorem 3.** Assume that $(X_i, Y_i) \in \mathcal{X} \times \mathcal{Y}$, $i = 1, \ldots, n+1$ are exchangeable. For any sequence of nonconformity measures $(S_1, \ldots, S_m)$ generating $p$-values $(P_1^{(x_1,y_1)}, \ldots, P_m^{(x_1,y_1)})$, and significance level $\epsilon \in (0, 1)$, define the conformal set for step $j$ (based on the first $n$ samples) at $x_{n+1} \in \mathcal{X}$ as

$$C_{n,\epsilon}^j(x_{n+1}) := \left\{ y \in \mathcal{Y} : \hat{P}_j^{(x_{n+1},y)} > \epsilon \right\},$$

where $\hat{P}_j^{(x_{n+1},y)}$ is the conservative $p$-value for step $j$, $\mathcal{M}(P_1^{(x_{n+1},y)}, \ldots, P_m^{(x_{n+1},y)}, 1, \ldots, 1)$, with $P_k^{(x_{n+1},y)} := 1$. Then $\forall j \in [1, m]$, $C_{n,\epsilon}^j(X_{n+1})$ satisfies Eq. 1, and $C_{n,\epsilon}^m(X_{n+1}) \subseteq C_{n,\epsilon}^j(X_{n+1})$.

We present a straightforward proof in Appendix A.4, which also extends to the setting of Eq. 5. An important result of Theorem 3 is that it shows that pruning early using Algorithm 1 will not affect the final result $C_{n,\epsilon}^m$, either in terms of validity or in terms of final set membership (i.e., Eq. 8 is naturally upheld). Furthermore, each level of the cascade is guaranteed to be valid, meaning that we can exit the entire prediction process early at any time (e.g., as soon as $|C_{n,\epsilon}^2|$ is below some desired threshold). In Section 7 we demonstrate empirically that, for many applications, even simple choices for $S_{j < m}$ can allow for a substantial number of candidates to be pruned early (i.e., before step $m$).

### 6 Experimental setup

We empirically evaluate our method on three different tasks with standard, publicly available datasets. In this section, we briefly outline each task and our motivations for including it. We also describe our evaluation methodology. Additional technical details for each task are included in Appendix C.

#### 6.1 Tasks

**Extractive question answering (QA).** Given a question $q$ and a supporting context $c$ with $l$ tokens, $(c_1, \ldots, c_l)$, extractive QA finds a span $[i, j] \subseteq [1, l]$ that can be used to answer $q$. We use the SQUAD 2.0 dataset [41], which also contains unanswerable questions, modeled here with an explicit “no answer” option. There are many possible answer spans ($\mathcal{O}(l^2) + 1$) and they are non-unique. A span that matches any of the labelled answers (typically 1-3) when lower-cased and stripped of articles and punctuation is considered to be equivalently correct. Our cascade consists of (1) scores from an ALBERT [29] model that predicts span start and end points $i$, $j$ independently ($\sim$ linear run-time), and (2) scores from an ALBERT model that predicts $i$ and $j$ jointly ($\sim$ quadratic run-time).

---

**Algorithm 1** Cascaded inductive conformal prediction with distribution-free marginal coverage.

**Definitions** $(S_1, \ldots, S_m)$ is a sequence of nonconformity measures. $\mathcal{M}$ is a monotonic correction controlling for family-wise error. $x_{n+1} \in \mathcal{X}$ is the given test point. $x_{1:n} \in \mathcal{X}^n$ and $y_{1:n} \in \mathcal{Y}^n$ are the previously observed conformal training examples and their labels, respectively. $\mathcal{Y}$ is the label space. $\epsilon$ is the significance.

1. **function** $\text{PREDICT}(x_{n+1}, (x_1:n, y_1:n), \epsilon)$
   2. $C_{n,\epsilon}^1 \leftarrow \mathcal{Y}$ ◦ Initialize with the full label set.
   3. $p_k^{(y)} = p_2^{(y)} = \ldots = p_m^{(y)} \leftarrow 1, \forall y \in \mathcal{Y}$ ◦ Conservatively set unknown $p$-values.
   4. for $j = 1$ to $m$
      5. $C_{n,\epsilon}^j \leftarrow \{\}$ ◦ Initialize the current output.
      6. for $y \in C_{n,\epsilon}^{j-1}$
         7. $p_j^{(y)} \leftarrow \text{p-value}(S_j(x_{n+1}, y), S_j(x_1:n, y_1:n))$ ◦ Update the $j$-th $p$-value for $(x_{n+1}, y)$.
      8. $p_j^{(y)} \leftarrow \mathcal{M}(p_1^{(y)}, \ldots, p_m^{(y)})$ ◦ Correct the current $p$-values for MHT.
      9. if ($p_j^{(y)} > \epsilon$) then
         10. $C_{n,\epsilon}^j \leftarrow C_{n,\epsilon}^j \cup \{y\}$ ◦ Keep $y$ iff the corrected $p$-value supports it.
      11. $C_{n,\epsilon}^m \leftarrow C_{n,\epsilon}^1 \cup \{\}$ ◦ Return the final output of the cascade.

---

We present a straightforward proof in Appendix A.4, which also extends to the setting of Eq. 5. An important result of Theorem 3 is that it shows that pruning early using Algorithm 1 will not affect the final result $C_{n,\epsilon}^m$, either in terms of validity or in terms of final set membership (i.e., Eq. 8 is naturally upheld). Furthermore, each level of the cascade is guaranteed to be valid, meaning that we can exit the entire prediction process early at any time (e.g., as soon as $|C_{n,\epsilon}^2|$ is below some desired threshold). In Section 7 we demonstrate empirically that, for many applications, even simple choices for $S_{j < m}$ can allow for a substantial number of candidates to be pruned early (i.e., before step $m$).

---
Information retrieval for fact verification (IR). As introduced in §1, the goal of IR for fact verification is to retrieve a sentence that can be used to support or refute a given claim. We use claims from the FEVER dataset [54], in which evidence is sourced from a set of ~40K sentences collected from Wikipedia. Any sentence that provides enough evidence to enable a verdict is considered to be equivalently correct (multiple are labelled). Our cascade consists of (1) a quick, non-neural BM25 similarity score (following Rehůrek and Sojka [42]) between a given claim and sentence, and (2) the score of an ALBERT model trained to directly predict if a given claim and sentence are related.

In-silico screening for drug discovery (DR). In-silico screening of chemical compounds is a common task in drug discovery/repurposing, where the goal is to identify possibly effective drugs to manufacture and test [53]. We simulate this task using a dataset of 41,127 molecules screened for HIV inhibition [65]. The dataset contains 1,443 positives. We partition the dataset into multiple “screens,” where for each screen 100 total candidates are randomly sampled (the positives are not replaced and are disjoint between screens). Our cascade consists of (1) metrics derived from a Random Forest (RF) applied to binary Morgan fingerprints [43], and (2) the score of an ensemble of five Directed Message Passing Neural Networks (implemented with chemprop [66]). Note that the inference time of the RF (on CPU) is ~50× faster than chemprop with a single GPU (~10× if using five GPUs).

6.2 Evaluation metrics

For each task, we use a proper training set, a validation set, and a test set. We use the training set to learn all nonconformity measures $S$. We then perform model selection specifically for CP on the validation set, and report final numbers on the test set. For all CP evaluations (on either validation or test data), we report the marginalized results over multiple random trials (50 for QA/IR; 1K for DR), where in each trial we partition the data into 80% calibration points (the $x_{1:n}$) and 20% prediction points (the $x_{n+1}$). In order to compare the performance of different CPs across significance levels, we plot each metric as a function of $\epsilon$, and compute the area under the curve (AUC). In all plots, shaded regions show the 16-84th percentiles across trials. We report the following average metrics:

Equivalent success rate. We measure the equivalent success rate as the rate at which at least one equivalently correct prediction is in $C_{n,\epsilon}$, i.e., $|Y_{n+1}| \cap C_{n,\epsilon}(X_{n+1})| \geq 1$ (see Eq. 5). To be valid—the key criteria in this work—a classifier should have a success rate $\geq 1 - \epsilon$, and AUC $\geq 0.5$. Note that more is not necessarily better: higher success rates than required can lead to poor efficiency (i.e., the size of $C_{n,\epsilon}$ can afford to decrease at the expense of accuracy).

Predictive efficiency. We measure predictive efficiency as the size of the prediction set out of all candidates: $|C_{n,\epsilon}|^{-1}$. The goal is to make the predictions more precise (i.e., make $C_{n,\epsilon}$ smaller) while still maintaining validity. Note that lower point-wise predictive efficiency and lower AUC is better, as it means that the size of $C_{n,\epsilon}$ is relatively smaller.

Amortized computation cost. We measure the amortized computation cost as the ratio of $p$-value computations required to make a cascaded prediction with early pruning, compared to the number when using a simple combination of CPs (no pruning, same number of measures). In this work we do not measure concrete wall-clock times as these are hardware-specific, and depend heavily on the optimized implementation (e.g., batching, custom kernels, etc). We leave this as a follow-up. Note that lower point-wise amortized cost and lower AUC is better, as it means that the total number of $p$-value computations required to construct $C_{n,\epsilon}$ (for a given $m$) is relatively smaller.

7 Experimental results

In the following, we address several key research questions relating to our combined extensions to the conformal prediction framework, and their impact on the overall performance. In all of the following experiments we report results on the test set, using cascade configurations selected based on the validation set performance. Additional results and analysis are included in Appendix B. QA and DR experiments use the Simes correction, while IR uses the ECDF correction for MHT.

Relaxed CP and predictive efficiency. We begin by focusing on testing our method for deliberately calibrating for equivalent coverage rather than standard coverage (i.e., defining $C_{n,\epsilon}$ by Eq. 7 vs. Eq. 3). Figure 2 shows the equivalent success rate and predictive efficiency of our relaxed min-cascaded CP, both compared to a cascaded CP with standard calibration and to a standard CP (using only the final metric of the cascade: CLS logit or chemprop). First, we observe that our relaxed version still creates valid predictors, with a success rate close to $1 - \epsilon$ on average. As expected, the
Figure 2: Does calibrating using minimal nonconformity (§4.2) improve predictive efficiency? We show predictive efficiency and equivalent success rates across values of epsilon. The efficiency of the min-calibrated cascaded CP is better (lower) than standard CP across all tasks. The min-calibrated CP’s success rate hugs the diagonal, allowing it to remain valid, but be far less conservative than the baseline (resulting in better efficiency). We also show the isolated effect of the cascade: in QA and IR it improves the efficiency while in DR it does not, possibly due to the small gains of chemprop over RF here. The top plots focus in areas of greatest difference (but the AUC is measured over all ϵ).

effectiveness of the CP depends on the number of points n used to calibrate C_{n,ϵ}. The DR task, being a dataset with few positive examples for calibration, exhibits high variance in the success rate for C_{n,ϵ} (though on average, it is still valid) and becomes conservative at the tail ends (i.e., when ϵ is close to 0). This is slightly more pronounced in the cascaded versions, as the MHT correction exacerbates small sample sizes. Both IR and QA, having larger calibration sets, are largely unaffected by this and exhibit relatively lower variance. Second, we see that the min-calibration allows the predictor to reject more wrong predictions (lower predictive efficiency) while, with high enough probability, still accepting at least one that is correct. This effect is most pronounced at smaller ϵ (e.g., < 0.2).

Cascaded CP and computational efficiency. Next, we examine the pruning effectiveness of our cascaded approach. Figure 3 shows the amortized cost, in terms of p-value computations saved, achieved using the early rejection of our cascaded CP. Our method reduces the number of p-value computations for all candidates by 63% for a three-layer cascade (QA) and by 39%-42% for two-layer cascades (IR and DR). The effect of conformalization is clear: the more strict an ϵ we demand, the fewer labels we can prune, and vice versa. To simplify the comparisons, our metric gives equal weight to all p-value computation. Note that in practice, however, the benefit of early rejection will grow by layer, as the later nonconformity scores are assumed to be increasingly expensive to compute. Again, exactly quantifying this trade-off in terms of absolute cost is model- and implementation-specific; we leave it for future work.

Cascaded CP and predictive efficiency. Our cascaded pipeline allows for the combination of multiple measures, some of which are computationally expensive. Figure 4 shows the contribution of each layer to the final efficiency. For example, in the IR task, the BM25 CP already drastically trims the set of candidates by 90%, on average. The stronger neural classifier is then only needed on a fraction of the candidate space—and can be used to further reject more than 2/3rds of the remaining predictions, all while still preserving equivalent coverage. Note that, at times, the full cascade can remarkably lead to an ultimately more powerful predictor than even just using the strongest individual measure over all labels (which is also computationally inefficient)—see IR in Figure 2 for a positive example. This depends, however, on how complementary the nonconformity measures are. In DR, chemprop does provide much performance gains over RF on our tested data. Therefore, and due to some disagreements between the models and the effect of the MHT correction, the cascade increases the predictive efficiency. In QA, even though the CLS logit alone provides a strong classifier by itself (though computationally expensive), the cascade can improve slightly further.

---

5E.g., when computed over n + 1 values, \( p_{\text{value}}(\cdot, \cdot) > ϵ \forall ϵ < \frac{1}{n+1} \), and \( C_{n,ϵ}(X_{n+1}) \) degenerates to \( Y \).
Figure 3: How effective is cascaded conformal prediction (§5.1) at pruning the candidate space? In a CP with no early rejection (e.g., red dotted line) we have to compute p-values for all nonconformity scores, for every candidate. Incorporating early rejection via the CP cascade reduces the total number of computations necessary—down to a factor of $1/m$, where $m$ is the number of cascade levels. Note that even though we prune candidates early, we still maintain validity (see Figure 2).

Figure 4: How does cascading multiple nonconformity measures (§5.2) affect the predictive efficiency? We observe that the first level typically greatly reduces the label space, while the subsequent levels then typically substantially improve the efficiency (QA, IR). In the DR task we observe a negative result, where the small sample size (the $n$ in $C_{n,\epsilon}$) causes the MHT-corrected CP to be too conservative. Surprisingly, on the test data, the cheaper RF measure on its own actually outperforms chemprop.

Non-conformal methods. For completeness, we next analyze how the performance of our conformal predictors compares to other non-conformal methods. We use two common heuristics for producing set-valued predictions—namely, taking the top-$k$ predictions and taking all predictions for which the model’s score (e.g., the model logit or probability for $y|x$) exceeds a threshold $\tau$, where we tune $k$ and $\tau$ on the calibration set to get the desired accuracy ($1-\epsilon$). Even against the best baselines (that do not amortize cost or guarantee coverage), our method achieves better or comparable predictive efficiency on average. QA and IR do relatively better against the baselines than DR, however, as once again, DR is hampered by the small calibration set size. Appendix B.2 contains full results.

Future work. While our results show improvements in key areas, several challenges remain. Dealing with small sample sizes (which is often the case when the ratio of positive examples is low, as in DR) is one. Applying alternative, more data-efficient methods in-between full and split CP [4; 58, inter alia] could prove useful. The choice of cascaded nonconformity measures can also be optimized. The predictive efficiency is best when the measures are complementary; explicitly training for this could yield further improvements. Finally, the equivalence relations we consider are still fairly restrictive—they can be further relaxed in return for even larger efficiency gains.

8 Conclusion
Conformal prediction can afford remarkable theoretical performance guarantees to important applications for which high accuracy and precise confidence estimates are key. Naively applying CP, however, could be inefficient in practice. This is especially true in realistic domains in which the correct answers are not clearly delineated, and in which the computational cost of discriminating between options starts to become a limiting factor. In this paper, we proposed two simple extensions that provide two more pieces of the puzzle. Our results show that (1) calibrating for equivalent correctness consistently improves empirical predictive efficiency, and (2) conformal prediction cascades yield better computational efficiency—and thereby admit the use of more powerful classifiers.
Broader Impact

This work aims to improve two important aspects of conformal prediction for classification, namely, predictive and computational efficiency. In doing so, this work brings us closer to achieving practically usable classifiers with strong performance guarantees—a quality that is critical to many important applications. For example, in this work we applied our methods to information retrieval for fact verification, question answering, and computational chemistry for drug discovery (in-silico screening tools). We acknowledge that companies for which these types of tasks are particularly important—e.g., pharmaceutical companies in terms of the drug discovery setting—could stand to asymmetrically gain from a successful implementation of our work, but not unfairly so. The primary factors contributing to a failed system are the same for all standard conformal predictions, namely: (1) violations of the exchangeability assumption (resulting in invalid CPs), or (2) low statistical power in the nonformity measure (resulting in low predictive efficiency). The consequence of a failed system is primarily decreased utility as a precise prediction service, and ultimately, its use would simply be discontinued.
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Appendix

A Proofs

A.1 Proof of Lemma 1

Proof. This is a well-known result; we prove it here for completeness (see also [55; 59] for a similar proof). It is straightforward to show that for $P = \text{pvalue}(V_{n+1}, V_{1:n})$

$$P \leq \epsilon \iff V_{n+1} \text{ is ranked among the } [\epsilon \cdot (n + 1)] \text{ largest of } V_1, \ldots, V_{n+1}.$$  

According to our exchangeability assumption over the $n + 1$ variables, the right hand side event occurs with at most probability $[\epsilon \cdot (n + 1)]/(n + 1) \leq \epsilon$. 

A.2 Proof of Theorem 1

Proof. Once again, this is a well-known result; we prove it here for completeness (see also [55; 59] for a similar proof). Since the non-conformity scores $V_i^{(x_i,y_i)}$ are constructed symmetrically, then (simplifying notation by denoting $V_i^{(x_i,y_i)}$ as just $V_i$):

$$((X_1, Y_1), \ldots, (X_{n+1}, Y_{n+1})) \overset{d}{=} ((X_{\sigma(1)}, Y_{\sigma(1)}), \ldots, (X_{\sigma(n+1)}, Y_{\sigma(n+1)}))$$

$$\iff (V_1, \ldots, V_{n+1}) \overset{d}{=} (V_{\sigma(1)}, \ldots, V_{\sigma(n+1)})$$

for all permutations $(\sigma(1), \ldots, \sigma(n + 1))$. Therefore, if $\{(X_i, V_i)\}_{i=1}^{n+1}$ are exchangeable, then so too are their nonconformal scores $\{V_i\}_{i=1}^{n+1}$. By the construction of $C_{n,\epsilon}(X_{n+1})$, we have

$$Y_{n+1} \notin C_{n,\epsilon}(X_{n+1}) \iff \text{pvalue}(V_{n+1}^{(x_{n+1},y_{n+1})}, V_{1:n}^{(x_1,y_1)}) \leq \epsilon.$$  

Then, using Lemma 1, $\mathbb{P}(Y_{n+1} \in C_{n,\epsilon}(X_{n+1})) = 1 - \mathbb{P}(Y_{n+1} \notin C_{n,\epsilon}(X_{n+1})) \geq 1 - \epsilon$. 

A.3 Proof of Theorem 2

Proof. (1) First we prove that $C_{n,\epsilon}^{\min}(X_{n+1})$ satisfies Eq. 5. We begin by establishing exchangeability of $M_i^{(x_i,y_i)}$, where $M_i^{(x_i,y_i)}$ is as defined in Eq. 6. We simplify notation once again by denoting $V_i^{(x_i,y_i)}$ as $V_i$, and $M_i^{(x_i,y_i)}$ as $M_i$. By the same argument as in the proof for Theorem 1, we have that the base $\{V_i\}_{i=1}^{n+1}$ are exchangeable. Since the equivalence class expansion and subsequent min operator are taken point-wise over the $V_i$, we retain symmetry, and therefore

$$(V_1, \ldots, V_{n+1}) \overset{d}{=} (V_{\sigma(1)}, \ldots, V_{\sigma(n+1)}) \implies (M_1, \ldots, M_{n+1}) \overset{d}{=} (M_{\sigma(1)}, \ldots, M_{\sigma(n+1)})$$

for all permutations $(\sigma(1), \ldots, \sigma(n + 1))$. Thus $\{M_i\}_{i=1}^{n+1}$ are also exchangeable.

Next, we want to prove that $C_{n,\epsilon}^{\min}$ satisfies Eq. 5, i.e.: 

$$\mathbb{P} \left( \left| Y_{n+1} \right|_{C_{n,\epsilon}^{\min}(X_{n+1})} \geq 1 \right) \geq 1 - \epsilon.$$  

To further simplify notation, we drop the dependence on $X_{n+1}$ and $(x_i, y_i)$ where obvious. Let $|Y_{n+1}| = k$, and rewrite $Y_{n+1}$ as $\{\hat{Y}_1, \ldots, \hat{Y}_k\}$. Then:

$$\mathbb{P} \left( \left| Y_{n+1} \right|_{C_{n,\epsilon}^{\min}} \geq 1 \right) = \mathbb{P} \left( \bigcup_{i=1}^{k} \hat{Y}_i \in C_{n,\epsilon}^{\min} \right)$$

$$\geq \max \{ \mathbb{P} \left( \hat{Y}_1 \in C_{n,\epsilon}^{\min} \right), \ldots, \mathbb{P} \left( \hat{Y}_k \in C_{n,\epsilon}^{\min} \right) \}$$

$$= \max \{ \mathbb{P} \left( \text{pvalue}(V_{n+1}^{(y_i)}, M_{1:n}) > \epsilon \right), \ldots, \mathbb{P} \left( \text{pvalue}(V_{n+1}^{(y_i)}, M_{1:n}) > \epsilon \right) \}$$

$$\overset{(i)}{=} \mathbb{P} \left( \text{pvalue}(M_{n+1}, M_{1:n}) > \epsilon \right)$$

$$\overset{(ii)}{\geq} 1 - \epsilon$$
where (i) is by construction of $M_{n+1}$ (assuming w.l.o.g. that it is unique in the case of the random tie-breaking in pvalue), and (ii) comes from applying Lemma 1 to the exchangeable $\{M_i\}_{i=1}^{n+1}$.

(2) We now prove the second part of Theorem 2: that $E[|C_{n,e}^m(X_{n+1})|] \leq E[|C_{n,e}(X_{n+1})|]$. Again, to simplify notation, we drop the dependence on $(x_i, y_i)$ where obvious.

Let $1\{y_i \in C_{n,e}\}$ be the indicator random variable that $y_i \in \mathcal{Y}$ is included in $C_{n,e}$. Then:

$$
E[|C_{n,e}|] = E \left[ \sum_{i=1}^{|\mathcal{Y}|} 1\{y_i \in C_{n,e}\} \right] = \sum_{i=1}^{|\mathcal{Y}|} E[1\{y_i \in C_{n,e}\}] = \sum_{i=1}^{|\mathcal{Y}|} P(\text{pvalue}(V_{n+1}^{(y_i)}, V_{1:n}) > \epsilon).
$$

By the same derivation we also have $E[|C_{n,e}^m|] = \sum_{i=1}^{|\mathcal{Y}|} P(\text{pvalue}(V_{n+1}^{(y_i)}, M_{1:n}) > \epsilon)$.

Since $M_i \leq V_i \forall i \in [1, n+1]$ by definition, we get that $V_{n+1} \leq M_i \implies V_{n+1} \leq V_i$, and it is the easy to see from the definition of the pvalue (see Eq. 2) that this leads to $P(\text{pvalue}(V_{n+1}^{(y_i)}, M_{1:n}) > \epsilon) \leq P(\text{pvalue}(V_{n+1}^{(y_i)}, V_{1:n}) > \epsilon), \forall y \in \mathcal{Y}$. Therefore, it follows that $E[|C_{n,e}^m|] \leq E[|C_{n,e}|]$. 

\subsection*{A.4 Proof of Theorem 3}

\textbf{Proof.} We restate our assumption that $\mathcal{M}$ is a valid multiple hypothesis testing correction procedure that properly controls the family-wise error rate,

$$
\hat{P}^{(x,y)} = \mathcal{M}\left(P^{(x,y)}_1, \ldots, P^{(x,y)}_m\right) \text{ s.t. } P\left(\hat{P}^{(x,y)} \leq \epsilon \mid y \text{ is correct}\right) \leq \epsilon,
$$

and that it is element-wise monotonic,

$$
\left(P^{(x,y)}_1, \ldots, P^{(x,y)}_m\right) \preceq \left(\hat{P}^{(x,y)}_1, \ldots, \hat{P}^{(x,y)}_m\right) \implies \mathcal{M}\left(P^{(x,y)}_1, \ldots, P^{(x,y)}_m\right) \preceq \mathcal{M}\left(\hat{P}^{(x,y)}_1, \ldots, \hat{P}^{(x,y)}_m\right),
$$

where $P^{(x,y)}_m$ are p-values produced by different nonconformity measures for the same point $(x, y)$, and $\preceq$ operates element-wise.

First we show that all $C_{n,e}^m$ constructed via Eq. 11 satisfies Eq. 1 when all p-values are known and no pruning has been done. $\mathcal{M}$ operates element-wise over examples, therefore exchangeability is conserved and all basic individual p-value computations from nonconformity scores are valid as before. Then, by the construction of $C_{n,e}^m(X_{n+1})$, we have

$$
Y_{n+1} \notin C_{n,e}(X_{n+1}) \iff \hat{P}^{(x_{n+1}, y_{n+1})} \leq \epsilon,
$$

and therefore,

$$
P\left(Y_{n+1} \in C_{n,e}^m(X_{n+1})\right) = 1 - P\left(Y_{n+1} \notin C_{n,e}(X_{n+1})\right) = 1 - P\left(\hat{P}^{(x_{n+1}, y_{n+1})} \leq \epsilon\right) \geq 1 - \epsilon,
$$

where the final inequality comes from the first assumption on $\mathcal{M}$.

Next, we want to prove that early pruning does not remove any candidates $y$ that would not be removed from $C_{n,e}^m$. When all p-values after step $j$ are not yet known, we set $P^{(x_{n+1}, y_{j})}_{k>j}$ to 1. Using the element-wise monotonicity of $\mathcal{M}$, we have:

$$
\mathcal{M}\left(P^{(x_{n+1}, y_{j})}_1, \ldots, P^{(x_{n+1}, y_{j})}_j, 1, \ldots, 1\right) \geq \mathcal{M}\left(P^{(x_{n+1}, y_{j})}_1, \ldots, \hat{P}^{(x_{n+1}, y_{j})}_m\right)
$$

where $\hat{P}_j$ represents the not-yet-realized value for $P_{k>j}$. Therefore,

$$
\left\{y \in \mathcal{Y}: \hat{P}^{(x_{n+1}, y_{j})}_j \geq \epsilon\right\} \supseteq \left\{y \in \mathcal{Y}: \hat{P}^{(x_{n+1}, y_{j})}_m \geq \epsilon\right\},
$$

matching Eq. 8, and yielding $y \in C_{n,e}^m(X_{n+1}) \implies y \in C_{n,e}^j(X_{n+1})$, $\forall y \in \mathcal{Y}$. We finish by using the earlier result for $C_{n,e}^m(X_{n+1})$ to get:

$$
P\left(Y_{n+1} \in C_{n,e}(X_{n+1})\right) \geq P\left(Y_{n+1} \in C_{n,e}^m(X_{n+1})\right) \geq 1 - \epsilon, \quad \forall j \in [1, m].
$$

\end{proof}
B Additional experimental results

We provide additional experimental results for the tasks described in §6. In B.1 we give (unnormalized) results for specific significance levels, $\epsilon$. In B.2 we compare our method to non-conformal methods at fixed efficiency levels, as described in §7.

B.1 Results per significance level $\epsilon$

Section 7 focuses on evaluating normalized predictive and computational efficiencies across all $\epsilon$ (i.e., by computing the AUC). Table 1 provides absolute numerical results for specific significance levels. The numbers confirm the trends in Figure 2: min calibration results in smaller prediction sets, especially at small values of $\epsilon$. For example, on the QA task, min calibration yields prediction sets nearly $3 \times$ smaller on average for $\epsilon = 0.01$. The cascade typically matches or improves the predictive efficiency of the single CP, with a reduced computational cost. Note that when the calibration set is small, conformal prediction is ineffective for small $\epsilon$. For example, with only $n \approx 30$ screens for calibration, the DR task is forced to output the full $\mathcal{Y}$ (100 molecules) for all $\epsilon < 0.03$, as it is impossible to obtain a p-value smaller than $1/(n+1)$. As $\epsilon$ increases, the efficiency for DR rapidly improves (dramatically so, relative to the standard CP). The IR cascade is narrowly empirically under-calibrated at some values of epsilon; all other results prove empirically valid.

Table 1: CP results on the test set for different tolerance levels $\epsilon$. Each line shows the empirical success rate (Succ.) and the size of the prediction set ($|C_{n,\epsilon}|$) for our two extensions compared to regular CP per target success rate $(1 - \epsilon)$. The amortized computation cost by the cascade, a consequence of the early pruning, is also given.

| Task | $1 - \epsilon$ | CP Succ. | min CP Succ. | Cascaded min CP Succ. | Amortized cost |
|------|----------------|----------|--------------|-----------------------|---------------|
| QA   | 0.99           | 1.00     | 17.69        | 0.99                  | 6.31          | 0.50          |
|      | 0.95           | 0.98     | 5.14         | 0.95                  | 3.14          | 0.42          |
|      | 0.90           | 0.95     | 3.09         | 0.90                  | 1.98          | 0.40          |
|      | 0.80           | 0.86     | 1.66         | 0.80                  | 1.31          | 0.38          |
| IR   | 0.99           | 0.99     | 19.08        | 0.99                  | 17.87         | 0.98          |
|      | 0.95           | 0.96     | 8.58         | 0.95                  | 7.49          | 0.89          |
|      | 0.90           | 0.92     | 5.02         | 0.90                  | 4.08          | 0.81          |
|      | 0.80           | 0.84     | 2.40         | 0.80                  | 1.72          | 0.72          |
| DR   | 0.99           | 1.00     | 100.00       | 1.00                  | 100.00        | 1.00          |
|      | 0.95           | 0.99     | 93.50        | 0.97                  | 65.16         | 1.00          |
|      | 0.90           | 0.98     | 77.34        | 0.91                  | 25.14         | 0.80          |
|      | 0.80           | 0.96     | 50.12        | 0.80                  | 4.69          | 0.62          |

B.2 Non-conformal methods

In addition to evaluating our improvements over regular conformal prediction, we compare our conformal method to other common heuristics for making set-valued predictions. Specifically, we consider baseline methods that given some scoring function $\text{score}(x, y)$ and threshold $\tau$, define the output set of predictions $\mathcal{B}$ at $x \in \mathcal{X}$ as

$$\mathcal{B}(x, \tau) := \{ y \in \mathcal{Y} : \text{score}(x, y) \geq \tau \},$$

where $\tau$ is then tuned on the calibration set to find the largest threshold that still gives at least the desired empirical equivalent success rate:

$$\tau^*_e := \sup \left\{ \tau : \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{\{ |C_{R(x_i)} \cap \mathcal{B}(x_i, \tau)| \geq 1 \}} \geq 1 - \epsilon \right\}.$$  

The prediction for the test point $x_{n+1}$ is then $\mathcal{B}(x_{n+1}, \tau^*_e)$. We consider two variants: (1) fixed top-$k$, where $\text{score} := -\text{rank} \text{metric}(x, y)$ according to some metric, and (2) raw thresholding, where $\text{score} := \text{metric}(x, y)$, i.e., some raw, unnormalized metric. Top-$k$ is simple and relatively robust to the variance of the metric used, but as it doesn’t depend on $x$, it also means that both easy examples and hard examples are treated the same (giving prediction sets that are too large in the former, and too
small in the latter). Raw metric thresholding, on the other hand, gives dynamically-sized prediction sets, but is more sensitive to variance. We emphasize that these baselines do not provide theoretical coverage guarantees for potentially non-i.i.d. finite samples. They can also be quite computationally expensive (depending on metric). Nevertheless, it is useful to empirically compare these methods against our CP method for reference.

Figure 5 and Table 2 present the results. Figure 5 computes the AUC for predictive efficiency over the full range of \( \epsilon \in (0, 1) \), while Table 2 lists absolute efficiencies and success rates at specific target values of \( 1 - \epsilon \). On both QA and IR, our \( \min \)-Cascaded CP matches or outperforms all baselines (in addition to amortizing cost, see Table 1). For example, at a success rate of 99\%, the \( \min \)-Cascaded CP for IR attains nearly \( 2 \times \) better efficiency than the next best baseline (thresholded CLS). Note that one advantage of our cascade is that it allows us to easily combine different model types—i.e., the BM25 retriever with the neural CLS model—which is otherwise non-trivial. On DR, as before, CP performance suffers at low values of \( \epsilon \) (trailing the baselines)—but starts to catch up with comparable efficiencies at higher values of \( \epsilon \).

Table 2: Non-CP baseline results on the test set for different target success rates \( 1 - \epsilon \). We compare the predictive efficiencies of our cascaded conformal method \( (|C_{n,\epsilon}|) \) to the predictive efficiencies of the baseline methods \( (|B|) \). For the baselines, we compare different choices of metric (e.g., EXT) with different choices of score (e.g., top-k).

| Task | \( 1 - \epsilon \) | Threshold | Top-k | Cascaded min CP |
|------|------------------|----------|-------|-----------------|
|      |                  | Succ. \( |B| \) | Succ. \( |B| \) | Succ. \( |B| \) | Succ. \( |B| \) | Succ. \( |C_{n,\epsilon}^{max}| \) |
|      |                  | EXT      | CLS   | EXT            | CLS            | EXT \rightarrow CLS |
| QA   | 0.99             | 0.99     | 21.50 | 0.99           | 18.54          | 0.99              | 6.66               | 0.99              | 6.31               |
|      | 0.95             | 0.96     | 5.10  | 0.96           | 3.90           | 0.95             | 5.06              | 0.95             | 3.16               | 0.96             | 2.45               |
|      | 0.90             | 0.92     | 2.86  | 0.91           | 2.00           | 0.90             | 2.71              | 0.90             | 2.00               | 0.92             | 1.76               |
|      | 0.80             | 0.84     | 1.42  | 0.91           | 2.00           | 0.80             | 1.39              | 0.81             | 1.33               | 0.83             | 1.24               |
| BM25 | 0.99             | 0.99     | 38.92 | 0.99           | 24.01          | 0.99             | 34.34             | 0.99             | 21.76              | 0.99             | 12.06              |
|      | 0.95             | 0.96     | 8.96  | 0.95           | 7.86           | 0.95             | 19.75             | 0.95             | 7.98               | 0.94             | 4.61               |
|      | 0.90             | 0.90     | 4.30  | 0.91           | 3.84           | 0.90             | 11.28             | 0.90             | 4.31               | 0.89             | 2.64               |
|      | 0.80             | 0.82     | 2.00  | 0.85           | 1.88           | 0.80             | 5.87              | 0.80             | 1.79               | 0.79             | 1.40               |
| DR   | 0.99             | 0.98     | 74.84 | 0.98           | 75.49          | 0.98             | 72.72             | 0.98             | 77.30              | 1.00             | 100.00             |
|      | 0.95             | 0.95     | 45.53 | 0.95           | 48.42          | 0.95             | 45.15             | 0.95             | 49.45              | 0.98             | 79.00             |
|      | 0.90             | 0.90     | 16.97 | 0.90           | 18.27          | 0.89             | 17.30             | 0.90             | 19.00              | 0.92             | 28.50             |
|      | 0.80             | 0.82     | 4.17  | 0.82           | 3.89           | 0.79             | 4.24              | 0.79             | 3.95               | 0.82             | 5.57               |
C Implementation details

Multiple labelled answers. When multiple answers are given (i.e., \(Y_{n+1}\) is a set) we take the equivalence class as the union of all the equivalence classes of each answer. For the standard conformal predictor, we calibrate on one of the answers at a time, chosen uniformly at random. Note that this is important to preserve equivalent sample sizes across min-calibrated CP and standard CP.

QA. We use the SQUAD 2.0 extractive question answering dataset [41]. It contains 130,319 questions from 442 articles for training, and a development set with 11,873 questions from 48 articles. The authors keep the original test set hidden; for ease of CP-specific evaluation we re-split the development set randomly by article. This results in 5,302 questions in our validation set, and 6,571 questions in our test set. The average length of a paragraph in the evaluation set is 127 words. Together with the “no answer” option, a question for a paragraph of that length will have 8,129 candidate answer spans. For the purposes of experimentation, we filter out questions for which the EXT model (described next) does not give the correct answer to within the top 150 predictions (so we can compute the full \(0 - 1\) range of \(\epsilon\) tractably). Note that this discards less than 0.5% of questions.

Our span extractor model (EXT) uses the HuggingFace [64]. implementation of the ALBERT-base QA model [29]. The model predicts two scores for each token in the paragraph independently: (1) a answer “start span” score, and (1) a answer “end span” score. The scores are trained to maximize the likelihood of span \([i, j]\), where \(p(\text{start} = i, \text{end} = j)\) is modelled as \(p(\text{start} = i) \times p(\text{end} = j)\). During inference, the model computes all combined start and end position scores, and predicts the answer with the highest combined score. In our model we use the both the start and end position scores as two separate nonconformity measures.

Our answer classifier (CLS) is also built on top of ALBERT-base, and is similar to Lee et al. [30]. Instead of scoring start and end positions independently, we concatenate the corresponding hidden representations at tokens \(i\) (start) and \(j\) (end), and score them jointly using an MLP. We then train with a binary cross-entropy (BCE) over correct and incorrect answers. We limit the number of negative samples (incorrect answers) to the top 64 wrong predictions of the EXT model.

IR. We use the FEVER dataset for evidence retrieval and fact verification [54]. We focus on the retrieval part of this task (the retrieved evidence can then be used to verify the correctness of the claim automatically [38; 50], or manually by a user). We follow the dataset splits of the Eraser benchmark [13] that contain 97,957 claims for training, and 6,122 and 6,111 claims for validation and test, respectively. The evidence needs to be retrieved from a set of 40,133 unique sentences collected from 4,099 total Wikipedia articles.

Our BM25 retriever uses default BM25 configuration available in the Gensim library [42]. We perform simple pre-processing to the text, such as removing punctuation and adding word stems. We also add the article title to each sentence. Our neural classifier (CLS) is built on top of ALBERT-base and is trained with BCE on (claim, evidence) pairs. We collect 10 negative pairs for each positive one by randomly selecting sentences from the same article as the correct evidence. For short articles, we extend the negative sampling to include the top candidates as retrieved by the BM25 retriever.

DR. Following Wu et al. [65], we use the HIV dataset introduced by the Drug Therapeutics Program (DTP) AIDS Antiviral Screen.\(^7\) This dataset contains 41,127 compounds, from which 1,443 were found to have some degree of activity when tested for the ability to inhibit HIV replication. We follow the randomized train, validation, and test data splits released with the chemprop model [66]. These splits contain 147 positives and 3,966 negatives in the validation set, and 132 positives and 3,981 negatives in the test set. The rest of the 1,164 positives and 33,180 negatives are used for training the classifiers. To simulate multiple random trials, in each trial, we randomly split the positive compounds into “screening” groups that, together with randomly samples negative compounds, create a set of 100 candidates. The number of positive compounds in each screening is sampled from a zero-truncated Pois(3) distribution (where we prevent the number of positives from being 0).

Both our random forest (RF) and the Directed Message Passing Neural Network (which we refer to generally as chemprop) were implemented using the chemprop repository [66]. The RF model is based on the Scikit library [40] and uses the binary Morgan fingerprints [43] to predict if a given compound is positive or not. The RF model is fast to run during inference, even on a single CPU.

\(^7\)https://wiki.nci.nih.gov/display/NCIDTPdata/AIDS+Antiviral+Screen+Data
Figure 6: Success rate against tolerance thresholds for different methods for MHT correction (validation set). Not applying any correction leads to an invalid classifier (the success rate is below the diagonal). The Bonferroni method is conservative, leading to a valid classifier, but one with a higher success rate than necessary (a result of having excessively large $C_n,\epsilon$). The Simes correction works for our tasks and provides a tighter bound. The ECDF correction is also well-calibrated in practice.

The chemprop model uses graph convolutions to learn a deep molecular representation. The final prediction of chemprop is based on an ensemble of 5 models, trained with different random seeds.

**Table 3: Nonconformity measures used in our experiments.**

| Task | Metric | Description |
|------|--------|-------------|
| QA   | Start logit | $-1 \cdot \text{logit of the answer’s first token using the EXT model.}$ |
|      | End logit  | $-1 \cdot \text{logit of the answer’s last token using the EXT model.}$ |
|      | CLS logit  | $-1 \cdot \text{logit of the joint answer pair using the CLS model.}$ |
| IR   | BM25     | $-1 \cdot \text{BM25 similarity score between query and candidate.}$ |
|      | CLS logit | $-1 \cdot \text{logit of the claim-evidence pair using CLS.}$ |
| DR   | RF       | $1 \cdot \text{score of the candidate using the Random Forest model.}$ |
|      | Chemprop | $1 \cdot \text{score of the candidate using the chemprop model.}$ |

D Multiple hypothesis testing

As we discuss in §5.2, naively combining multiple hypothesis tests will lead to an increased family-wise error rate (FWER). For a visual example, see the uncorrected cascaded CP (blue dashed lined) in Figure 6. It demonstrates that combining nonconformal measures without using a MHT correction can result in success rates smaller than $1 - \epsilon$ (i.e., invalid coverage).

Several methods exist for correcting for MHT by bounding the FWER (with different assumptions on the dependencies between the hypothesis tests). We experiment with the Bonferroni, Simes, and ECDF procedures. For completeness, we briefly describe the three methods and the assumptions they rely on below (extensive additional details can be found in the literature). We also provide our validation results for the Bonferroni, Simes, and ECDF corrections.

**D.1 Bonferroni Procedure**

The Bonferroni correction is easy to apply and does not require any assumptions on the dependencies between the hypothesis tests used (e.g., independent, positively dependent, etc). However, it is generally very conservative. The Bonferroni correction scales $\epsilon$ by a factor of $1/m$, and uses the union bound on the p-values $(P_1, \ldots, P_m)$ to get:

$$P \left( Y_{n+1} \in C^m_{n,\epsilon}(X_{n+1}) \right) = P \left( \bigcup_{i=1}^m P_i \leq \frac{\epsilon}{m} \right) \leq \sum_{i=1}^m P \left( P_i \leq \frac{\epsilon}{m} \right) = \epsilon.$$

We achieve the same result by scaling each p-value by $m$, and take the final combined p-value to be the minimum of all the scaled p-values. It is easy to show that this correction is monotonic.
D.2 Simes Procedure

The Simes procedure \cite{52} allows a stricter bound on the FWER when the measures are multivariate totally positive \cite{49}, which usually holds in practice \cite{47}. We empirically found Simes to hold in all of our experiments. To apply the correction, we first sort the p-values in ascending order, and then perform an order-dependent correction where the bound becomes tighter as the p-value increases. Specifically, if \( P_1, \ldots, P_m \) are the sorted p-values in an \( m \)-level cascade, we modify the p-values to be \( P_{Sim}(i) = m \cdot P(i) \). We take the final combined p-value to be the minimum of the corrected p-values. It is easy to show that this correction is monotonic.

D.3 ECDF Procedure

Toccaeli and Gammerman \cite{57} proposed a simple calibration method based on the empirical CDF (see also \cite{3}). Given a calibration set of \( n \) multivariate samples of dimension \( m \), \( \{(V^{(i)}_1, \ldots, V^{(i)}_m)\}_{i=1}^n \), we directly estimate the (right-tailed) CDF of the joint distribution:

\[
P(V_1 \geq v_1, \ldots, V_m \geq v_m) \approx \frac{1}{n} \sum_{i=1}^n 1 \left\{ V^{(i)}_1 \geq v_1, \ldots, V^{(i)}_m \geq v_m \right\}
\]

Let \( F_{V_1,\ldots,V_m}(v_1,\ldots,v_m) := P(V_1 \geq v_1, \ldots, V_m \geq v_m) \). In the univariate case \((m = 1)\), the random variable \( Y := F_{V_1,\ldots,V_m}(V_1,\ldots,V_m) \) follows the uniform distribution, but in the multivariate case \((m > 1)\), it does not. In the multivariate case, we apply the correction again, this time on \( Y \):

\[
P(Y \leq y) \approx \frac{1}{n} \sum_{i=1}^n 1 \left\{ Y^{(i)} \leq y \right\}
\]

It is easy to show that the random variable \( X := F_Y(Y) \), where \( F_Y(y) := P(Y \leq y) \) like before, follows the uniform distribution. It is also easy to show that this correction is monotonic. This method can also be thought of as first computing a combined nonconformity measure using the CDF, and then computing a p-value for that derived metric (i.e., p-value of \( Y \)).

To be fully exchangeable and unbiased, the two calibration steps should either use disjoint calibration data or the CDF in the first part should be computed using the full CP method. This effect diminishes as \( n \) grows. In practice, if the dataset is large, we ignore this bias, and use the same calibration set for both the first and second ECDF computations with reasonable results. Otherwise, we use the full CP method (and include \( S(x_{n+1}, y) \) in the calibration step).
Figure 7: Validation results using the Bonferroni MHT correction.
Figure 8: Validation results using the Simes MHT correction.
Figure 9: Validation results using the ECDF MHT correction.