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Abstract

Continual Learning (CL) algorithms incrementally learn a predictor or representation across multiple sequentially observed tasks. Designing CL algorithms that perform reliably and avoid so-called catastrophic forgetting has proven a persistent challenge. The current paper develops a theoretical approach that explains why. In particular, we derive the computational properties which CL algorithms would have to possess in order not to suffer from catastrophic forgetting. Our main finding is that such optimal CL algorithms generally solve an NP-HARD problem and will require perfect memory to do so. The findings are of theoretical interest, but also explain the excellent performance of CL algorithms using experience replay, episodic memory and core sets relative to regularization-based approaches.

1. Introduction

Continual Learning (CL) is a machine learning paradigm which takes inspiration from the ways in which biological organisms learn in the real world: Rather than observing a set of independent and identically distributed observations, CL seeks to design algorithms that sequentially learn from observations corresponding to different tasks. Unlike biological organisms, the artificial neural networks used for solving this problem suffer from catastrophic forgetting (McCloskey & Cohen, 1989). Simply put, this phenomenon describes that sequentially learning on an increasing number of tasks will eventually yield increasingly poor representations of and predictions on previously observed tasks.

CL algorithms are not only a challenging research topic, they are also of tremendous practical importance (see e.g. Diethe et al., 2018): Often, it is impractical or even impossible to re-train a model every time new data arrives. For example, data may be too sensitive or expensive to store long term. Even if the storage of data is not a problem, increasingly complex models may make re-training computationally prohibitive.

While algorithms tackling the issue have steadily improved over the last few years, the CL problem has remained a persistently difficult challenge. In response, a growing body of research has designed novel CL algorithms based on different paradigms. In an attempt to structure the research output of the field, several paper have sought to classify these different paradigms (Parisi et al., 2019; Farquhar & Gal, 2018; van de Ven & Tolias, 2019). Broadly speaking, one can divide existing CL algorithms into one of three families: Regularization-based approaches (e.g. Kirkpatrick et al., 2017; Zenke et al., 2017; Schwarz et al., 2018; Ritter et al., 2018; Chaudhry et al., 2018; Lomonaco et al., 2019), replay-based approaches (Shin et al., 2017; Lopez-Paz & Ranzato, 2017; Kamra et al., 2017; Rolnick et al., 2019) as well as Bayesian and variationally Bayesian approaches (e.g. Nguyen et al., 2017; Tseran et al., 2018; Moreno-Munoz et al., 2019; Titsias et al., 2019). Other successful methods include learning a set of new parameters per task without discarding previously learnt ones (e.g. Rusu et al., 2016) as well as methods inspired by nearest-neighbour type considerations (e.g. Rebuffi et al., 2017).

For the purposes of this paper, it is important to contrast the CL setting with more traditional sequential learning paradigms. The idea of learning inputs sequentially is all but new—in fact, Lauritzen (1981) dates its origins as early as the 1880s. In clear contrast to the CL paradigm, the algorithm assumes that all observations were generated by the same and correctly specified data generating mechanism. Though restrictive, this also enables the authors to demonstrate asymptotic efficiency. Similarly, the contributions to sequential and streaming learning made by Honkela & Valpola (2003), Broderick et al. (2013) or McInerney et al. (2015) are geared towards streaming settings in which the differences in observations...
vary only very slowly. Clearly, these methods are feasible only on a restricted range of problem settings. While this makes them less universally applicable, it also makes them reliable and their failures more interpretable. In clear distinction to this, CL algorithms seek to mimic biological brains and thus do not impose assumptions about the dependence between observations and tasks.

This has led to methods that can produce reasonable results over a wider range of settings, but also implies that CL algorithms generally have no clear performance guarantees. Worse still, it often leaves open in which contexts these algorithms can be expected to function reliably (see e.g. van de Ven & Tolias, 2019). Does this mean that it is generally computationally impossible to produce reliable CL algorithms without making assumptions on the task distributions? In this paper, we develop theoretical arguments which confirm this suspicion: Optimal CL algorithms would have to solve an NP-HARD problem and perfectly memorize the past. This is not a purely negative result, however: The requirement of perfect memory in particular is of fundamental practical interest. Specifically, it explains recent results that favour approaches based on replay, episodic memory and core sets relative to regularization-based approaches (see e.g. Nguyen et al., 2017; van de Ven & Tolias, 2019). Thus, the findings also show that methods (approximately) recalling or reconstructing observations from previously observed tasks will be the most promising in developing reliable CL algorithms.

In this paper, we introduce a definition of CL wide enough to encompass the large number of competing approaches introduced over the last few years. Further, we define an equally flexible notion of optimality for CL algorithms. In the context of this paper, these optimality criteria are used to rigorously define what catastrophic forgetting entails: A CL algorithm which is optimal with respect to a given criterion avoids catastrophic forgetting (as formalized by this criterion). We then ask a central question:

**What are the computational properties of an optimal CL algorithm?**

In answering this question, we develop new insights into the design requirements for CL algorithms that avoid catastrophic forgetting and provide the first thoroughly theoretical treatment of CL algorithms:

1. We show that without any further assumptions, the optimality of CL algorithms can be studied with the tools of set theory (Lemma 1), which drastically simplifies the subsequent analysis.

2. Crucially, this decision problem will generally be NP-COMPLETE, meaning that the optimal CL algorithm itself is NP-HARD (Theorem 1; Corollary 1).

3. We define the notion of an equivalence sets and use their properties (Lemma 3) to motivate the definition of perfect memory: Specifically, we say that a CL algorithm has perfect memory if it stores at least one element from each equivalence set (Definition 11).

4. Re-using the decision problem of Lemma 2, we show that optimal CL has perfect memory under mild regularity conditions (Theorem 2; Corollary 2).

Our findings illuminate that CL algorithms can be seen as polynomial time heuristics targeted at solving an NP-HARD problem. Further, they explain why mimicking the perfect memory requirement of optimal CL through memorization heuristics generally outperforms CL algorithms based on regularization heuristics. Throughout, we make an effort to provide proof sketches for all of the most important findings. Detailed derivations for all claims can be found in the Appendix.

The remainder of this paper is structured as follows: In Section 2, we introduce basic notation and concepts. Next, we define CL algorithms and their optimality in Section 3. We then show that any optimal CL algorithm can be expressed in an idealized alternative form in Section 4. This idealized form is interesting because it drastically simplifies the analysis. Fourth, we show that an optimal CL algorithm can solve a set intersection decision problem. Under mild conditions, this decision problem is NP-COMPLETE, which we use to prove that the corresponding optimization problem (i.e., optimal CL) is NP-HARD in Section 5.1. Fifth, in Section 5.2 we define a notion of perfect memory that is suitable for CL algorithms. We then demonstrate that optimal CL algorithms will generally have perfect memory. Lastly, Section 6 provides a brief discussion of the implications of our results for CL algorithm design.

**2. Preliminaries**

Throughout, we deal with random variables $X_t, Y_t$. Realizations of the random variable $X_t$ live on the input space $\mathcal{X}$ and provide information about the random outputs $Y_t$ with realizations on the output space $\mathcal{Y}$. Throughout, $\mathcal{P}(A)$ denotes the collection of all probability measures on $A$.

**Definition 1 (Tasks).** For a number $T \in \mathbb{N}$ and random variables $\{(X_i,Y_i)\}_{i=1}^T$ defined on the same spaces $\mathcal{X}$ and $\mathcal{Y}$, the random variable $(X_t, Y_t)$ is the $t$-th task, and its probability space is $(X_t \times Y_t, \Sigma, \mathbb{P}_t)$, where $\Sigma$ is a $\sigma$-algebra and $\mathbb{P}_t$ a probability measure on $X_t \times Y_t \subseteq \mathcal{X} \times \mathcal{Y}$.

Given a sequence of samples from task-specific random variables, a CL algorithm sequentially learns a predictor for
Y_t given X_t. This means that there will be some hypothesis class \( \mathcal{F}_\Theta \) consisting of conditional distributions which allow (probabilistic) predictions about likely values of Y_t.

**Definition 2 (CL hypothesis class).** The CL hypothesis class \( \mathcal{F}_\Theta \) is parameterized by \( \Theta \): For any \( f \in \mathcal{F}_\Theta \), there exists a \( \theta \in \Theta \) so that \( f_\theta = f \). More precisely, \( \mathcal{F}_\Theta \subset \mathcal{P}(\mathcal{Y})^X \) if the task label is not conditioned on. Alternatively, \( \mathcal{F}_\Theta \subset \mathcal{P}(\mathcal{Y})^{X \times \{1,2,...,T\}} \) if the label is conditioned on.

**Remark 1.** Note that while this formulation may seem to exclude Bayesian approaches at first glance, this is not the case. In fact, one simply notes that a posterior distribution acts as an (infinite-dimensional) parameter: Specifically, suppose we have some model \( m_\kappa \) parameterized by a finite-dimensional parameter \( \kappa \in K \) and want to form a posterior belief about it. In this case, we could recover the Bayesian approach by setting \( \Theta = \mathcal{P}(K) \) to be the collection of possible posteriors and \( f_\theta(x) = \int_K m_\kappa(x) \, d\Theta(\kappa) \).

**Remark 2.** The set-valued indicator functions \( 1_y = 1_{\{y\}} \) are elements of \( \mathcal{P}(\mathcal{Y}) \) for all \( y \in \mathcal{Y} \). Thus, \( \mathcal{Y}^X \subset \mathcal{P}(\mathcal{Y})^X \) and \( \mathcal{Y}^{X \times \{1,2,...,T\}} \subset \mathcal{P}(\mathcal{Y})^{X \times \{1,2,...,T\}} \). In other words, defining the hypothesis class as conditional distributions also recovers deterministic input-output mappings (via degenerate conditional distributions). For example, one may choose \( h \in \mathcal{Y}^X \) (or \( h \in \mathcal{Y}^{X \times \{1,2,...,T\}} \)) and construct \( p(Y|x) = h_{(x)} = y \) (or \( p(Y|x,t) = 1_{h(x,t)=y} \)).

**Remark 3.** All results derived and definitions provided in the remainder can be modified in obvious ways to account for the case where \( \mathcal{F}_\Theta \subset \mathcal{P}(\mathcal{Y})^{X \times \{1,2,...,T\}} \). To keep notation as simple as possible however, we will assume that \( \mathcal{F}_\Theta \subset \mathcal{P}(\mathcal{Y})^X \).

3. Continual Learning & Optimality

Having defined both tasks and hypothesis classes, we now define the collection of procedures that constitute CL algorithms. To the best of our knowledge, this definition is wide enough to encompass any existing CL algorithm. Figure 1 visualizes this definition.

**Definition 3 (Continual Learning).** For a CL hypothesis class \( \mathcal{F}_\Theta \), \( T \in \mathbb{N} \) and any sequence of probability measures \( \{\widehat{P}_t\}_{t=1}^T \) such that \( \widehat{P}_t \in \mathcal{P}(\mathcal{Y}_t)^{X_t} \subset \mathcal{P}(\mathcal{Y})^X \), CL algorithms are specified by functions

\[
\widehat{A}_1 : \Theta \times I \times \mathcal{P}(\mathcal{Y})^X \rightarrow I, \\
\widehat{A}_0 : \Theta \times I \times \mathcal{P}(\mathcal{Y})^X \rightarrow \Theta,
\]

where \( I \) is some space that may vary between different CL algorithms. Given \( \widehat{A}_1 \) and \( \widehat{A}_0 \) and some initializations \( \theta_0 \) and \( I_0 \), CL defines a procedure given by

\[
\theta_1 = \widehat{A}_0(\theta_0, I_0, \widehat{P}_1), \\
I_1 = \widehat{A}_1(\theta_1, I_0, \widehat{P}_1), \\
\theta_2 = \widehat{A}_0(\theta_1, I_1, \widehat{P}_2), \\
I_2 = \widehat{A}_1(\theta_2, I_1, \widehat{P}_2), \\
\ldots \\
\theta_T = \widehat{A}_0(\theta_{T-1}, I_{T-1}, \widehat{P}_T), \\
I_T = \widehat{A}_1(\theta_T, I_{T-1}, \widehat{P}_T).
\]

**Remark 4.** In practice, the probability measures \( \widehat{P}_t \) will be empirical measures of \( (X_t, Y_t) \) that are constructed from a finite number of samples.

**Remark 5.** An extremely attractive feature of the above definition is its generality. In particular, the quantities \( I_t, \theta_t \) are interpretable as any kind of additional information carried forward through time. While the role of these objects will differ between CL algorithms, our definition is suitable to describe all of them. For example, in elastic weight consolidation (Kirkpatrick et al., 2017; Ritter et al., 2018), \( I_t \) will be a diagonalized approximation of Fisher information. In contrast, variational continual learning (Nguyen et al., 2017) will store the approximate posterior on the previous \( t-1 \) tasks as well as core sets for the previous tasks in \( I_t \). Generally, \( I_t \) dictates the memory requirements of any CL algorithm. While the memory requirement is usually constant in the number of tasks, the CL algorithm in Rusu et al. (2016) would induce linearly growing memory requirements, as it carries all previously fitted parameters \( \{\theta_t\}_{t=1}^T \) forward in time.

**Remark 6.** Throughout the paper, whenever we write \( \theta_t \), this value should be understood as a recursively defined function of all previously observed tasks \( \{\widehat{P}_i\}_{i=1}^T \):

\[
\theta_t = \widehat{A}_0(\theta_{t-1}, I_{t-1}, \widehat{P}_t) = \widehat{A}_0(\widehat{A}_0(\theta_{t-2}, I_{t-2}, \widehat{P}_{t-1}), I_{t-1}, \widehat{P}_t) = \widehat{A}_0(\widehat{A}_0(\theta_{t-3}, I_{t-3}, \widehat{P}_{t-2}), \widehat{A}_1(\theta_{t-2}, I_{t-2}, \widehat{P}_{t-1}), \widehat{P}_t) = \ldots
\]

Clearly, a similar logic applies to the information \( I_t \) passed forward through time. Put differently, whenever we write \( \theta_t \) and \( I_t \) throughout this paper, it is instructive to think about them as functions evaluated at all previous tasks, i.e.

\[
\theta_t = E_0 \left( \{\widehat{P}_i\}_{i=1}^T \right), \\
I_t = E_1 \left( \{\widehat{P}_i\}_{i=1}^T \right),
\]

for functions \( E_0, E_1 \) specified implicitly via \( \widehat{A}_0 \) and \( \widehat{A}_1 \).

While the literature on CL has studied the problem of catastrophic forgetting empirically, to the best of our knowledge
no previous theoretical study has been attempted. Thus, we first need to introduce a formal way of assessing whether a CL algorithm suffers catastrophic forgetting. As different researchers might disagree on the precise meaning of catastrophic forgetting, our formalism is very flexible. In particular, all that it needs is an arbitrary binary-valued optimality criterion \( \mathcal{C} \), whose function is to assess whether or not information of a task has been retained (\( \mathcal{C} = 1 \)) or forgotten (\( \mathcal{C} = 0 \)). According to this formalism, a CL algorithm avoids catastrophic forgetting (as judged by the criterion \( \mathcal{C} \)) if and only if its output at task \( t \) is guaranteed to satisfy \( \mathcal{C} \) on all previously seen tasks. In this context, different ideas about the meaning of catastrophic forgetting would result in different choices for \( \mathcal{C} \). As we will analyze CL with the tools of set theory, it is also convenient to define the function \( \text{SAT} \), which maps from task distributions into the subsets consisting of all values in \( \Theta \) which satisfy the criterion \( \mathcal{C} \) on the given task.

**Definition 4.** For an optimality criterion \( \mathcal{C} : \Theta \times \mathcal{P}(\mathcal{X} \times \mathcal{Y}) \rightarrow \{0, 1\} \) and a set \( \mathcal{Q} \subseteq \mathcal{P}(\mathcal{X} \times \mathcal{Y}) \) of task distributions, the function \( \text{SAT} : \mathcal{P}(\mathcal{X} \times \mathcal{Y}) \rightarrow 2^\Theta \) defines the subset of \( \Theta \) which satisfies \( \mathcal{C} \) and is given by

\[
\text{SAT}(\hat{\mathcal{P}}) = \{ \theta \in \Theta : \mathcal{C}(\theta, \hat{\mathcal{P}}) = 1 \}.
\]

The collection of all possible sets generated by \( \text{SAT} \) is

\[
\text{SAT}_{\mathcal{Q}} = \{ \text{SAT}(\hat{\mathcal{P}}) : \hat{\mathcal{P}} \in \mathcal{Q} \}
\]

and the collection of finite intersections from \( \text{SAT}_{\mathcal{Q}} \) is

\[
\text{SAT}_I = \{ \bigcap_{i=1}^t A_i : A_i \in \text{SAT}_{\mathcal{Q}}, 1 \leq i \leq t \text{ and } 1 \leq t \leq T, T \in \mathbb{N} \}.
\]

Lastly, for a given sequence \( \{\hat{\mathcal{P}}_t\}_{t=1}^T \) in \( \mathcal{Q} \), define

\[
\text{SAT}_t = \text{SAT}(\hat{\mathcal{P}}_t)
\]

\[
\text{SAT}_{1:t} = \bigcap_{i=1}^t \text{SAT}_i,
\]

for all \( t = 1, 2, \ldots T \).

**Definition 5 (Optimality).** A CL algorithm is optimal with respect to the criterion \( \mathcal{C} \) and a set \( \mathcal{Q} \) of task distributions if

(i) for any sequence \( \{\hat{\mathcal{P}}_t\}_{t=1}^T \) in \( \mathcal{Q} \), \( \mathcal{C}(\theta, \hat{\mathcal{P}}_t) = 1 \) for all \( i = 1, 2, \ldots t \) and all \( t = 1, 2, \ldots T \);

(ii) it holds that for any fixed \( \theta' \), \( \theta'' \) that \( \hat{\mathcal{A}}_\theta(\theta', \theta'') = \hat{\mathcal{A}}_\theta(\theta', \theta'' \), \( \mathcal{A}_\theta(\theta', \theta'') = \mathcal{A}_\theta(\theta', \theta'') \) if \( \text{SAT}(\hat{\mathcal{Q}}) = \text{SAT}(\hat{\mathcal{P}}) \), for all \( \hat{\mathcal{P}}, \hat{\mathcal{Q}} \) in \( \mathcal{Q} \).

for any \( T \in \mathbb{N} \).

**Remark 7.** Note that we have defined optimality with respect to a possibly restricted subclass \( \mathcal{Q} \subseteq \mathcal{P}(\mathcal{X} \times \mathcal{Y}) \) of task distributions. While the bulk of the literature on CL makes no assumptions on the set of task distributions that the algorithm processes, this ensures that our notion of optimality could be made arbitrarily strict.

**Remark 8.** In spite of its name, the above definition only imposes weak restrictions on a CL algorithm to be called optimal: All that it requires is that some arbitrary criterion \( \mathcal{C} \) is satisfied on each task.

**Remark 9.** While this is notationally suppressed, the criterion \( \mathcal{C} \) itself could depend on some hyperparameter. For example, suppose that for some loss function \( \ell : \Theta \times \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) and some \( \varepsilon > 0 \), the optimality criterion is given by

\[
\mathcal{C}(\theta, \hat{\mathcal{P}}) = \begin{cases} 1 & \text{if } \int_{\mathcal{X} \times \mathcal{Y}} \ell(\theta, x, y) d\hat{\mathcal{P}}(x, y) \leq \varepsilon \\ 0 & \text{otherwise.} \end{cases}
\]

Now \( \mathcal{C} = \mathcal{C}_\varepsilon \) depends on \( \varepsilon \) so that one can define optimality for any fixed value of \( \varepsilon \geq 0 \).

### 4. A Convenient Idealization

Throughout, it will be convenient to derive results relative to a version of CL that is idealized. This idealization directly has access to the sets \( \text{SAT}_t \) (rather than to \( \hat{\mathcal{P}}_t \)). In other words, the idealization has access to a convenient oracle: It is already informed of all elements of the hypothesis class \( \mathcal{F}_\theta \) that satisfy the criterion \( \mathcal{C} \) on the \( t \)-th task. Importantly and as we will show in Lemma 1, studying optimality with the idealized version of CL instead of the standard version does not impose any assumptions. As the idealized version of CL relies on basic set operations, this substantially simplifies the subsequent analysis.

**Definition 6 (Idealized Continual Learning).** For a hypothesis class \( \mathcal{F}_\theta \), any \( T \in \mathbb{N} \) and any sequence of sets \( \{\text{SAT}_{t}\}_{t=1}^T \) generated with some fixed criterion \( \mathcal{C} \) and an arbitrary sequence of probability measures \( \{\hat{\mathcal{P}}_t\}_{t=1}^T \) as in Definition 5, Idealized CL (Idealized CL) algorithms are specified by functions \( \mathcal{A}_1 \) and \( \mathcal{A}_0 \)

\[
\mathcal{A}_1 : \Theta \times I \times \text{SAT}_{\mathcal{Q}} \rightarrow I
\]

\[
\mathcal{A}_0 : \Theta \times I \times \text{SAT}_{\mathcal{Q}} \rightarrow \Theta.
\]

![Figure 1. Schematic of a generic CL algorithm, using notation introduced in Section 2 and Definition 3.](image-url)
where $I$ is some space that may vary between different Idealized CL algorithms. Given $A_1$ and $A_0$ and some initializations $\theta_0$ and $I_0$, Idealized CL defines a procedure given by

$$
\begin{align*}
\theta_1 &= A_0(\theta_0, I_0, \text{SAT}_1) \\
I_1 &= A_1(\theta_1, I_1, \text{SAT}_1) \\
\theta_2 &= A_0(\theta_2, I_1, \text{SAT}_2) \\
I_2 &= A_1(\theta_2, I_2, \text{SAT}_2) \\
&\vdots \\
\theta_T &= A_0(\theta_{T-1}, I_{T-1}, \text{SAT}_T) \\
I_T &= A_1(\theta_T, I_{T-1}, \text{SAT}_T).
\end{align*}
$$

It should be clear that the only difference between CL and Idealized CL is the third argument: Rather than using $\hat{P}_t$, Idealized CL algorithms use $\text{SAT}_t$. Apart from that, everything else remains the same: $I_0$ is still interpretable as additional information and $\hat{P}_t$ as an empirical measure composed of samples from the $t$-th task.

**Definition 7** (Optimal Idealized Continual Learning). An Idealized CL algorithm is an optimal Idealized CL procedure if $\theta_t \in \text{SAT}_{1:t}$ for all $t = 1, 2, \ldots, T$.

In contrast to an optimal CL algorithm, an optimal Idealized CL algorithm has a clear set-theoretic interpretation that is set out in Figure 2: $\theta_t$ needs to lie in the intersection of the sets that mark out the subspaces of $\Theta$ on which $C$ is satisfied relative to all $t$ tasks observed thus far. Combined with the next result, this will serve to abstract and simplify the further analysis of optimal CL.

**Lemma 1.** Any optimal CL algorithm is an optimal Idealized CL algorithm relative to the same criterion.

**Proof.** Suppose that $A_0$ and $A_1$ define an optimal CL algorithm. Simply define $A_0(\theta_t, I_t, \text{SAT}(\hat{P}_t)) = A_0(\theta_t, I_t, \text{SAT}_t)$ and similarly $A_1(\theta_t, I_t, \text{SAT}(\hat{P}_t)) = A_1(\theta_t, I_t, \text{SAT}_t)$ as the functions specifying the corresponding Idealized CL algorithm. By definition, $\text{SAT}_t = \text{SAT}(\hat{P}_t)$ so that the reverse is immediate, too.

Lemma 1 plays a central role throughout the rest of the paper: Based on the stated equivalence, one can use idealized optimal CL algorithms to analyze standard optimal CL algorithms. This has two advantages: Firstly, it drastically simplifies the analysis by reducing it to basic set theory. Secondly, it provides new ways of forming intuitions about the computational properties of optimal CL algorithms.

5. Main Results

Next, we summarize the main results: Generally, we have

1. optimal CL algorithms are NP-HARD and
2. optimal CL algorithms require perfect memory.

While we sketch the most important proofs, full details and derivations are deferred to the Appendix. To clearly convey the most important insights, we additionally provide examples and illustrations.

Before proceeding, we state another key lemma that is invaluable for both main results. Its role is to lower bound both the memory requirement and computational hardness of optimal CL algorithms with that of a well-studied decision problem which is illustrated in Figure 3.

**Lemma 2.** An optimal CL algorithm is computationally at least as hard as deciding whether $A \cap B = \emptyset$, for $A \in \text{SAT}_\cap$ and $B \in \text{SAT}_Q$.

**Proof sketch.** By virtue of Lemma 1, it suffices to show this for the corresponding optimal Idealized CL algorithm. Since $\theta_t \in \text{SAT}_{1:t}$, optimal Idealized CL solves a particular optimization problem: In particular, optimal Idealized CL finds a $\theta_t \in A \cap B$, for some $A = \text{SAT}_{1:t-1} \in \text{SAT}_\cap$ and $B = \text{SAT}_t \in \text{SAT}_Q$. Clearly, finding an element in $A \cap B$ is at least as hard as determining whether $A \cap B = \emptyset$.

5.1. Computational Complexity

Finally, we are in a position to formally state our result on the computational hardness of optimal CL.

**Theorem 1.** If $Q$ and $C$ are such that $\text{SAT}_Q \supseteq S$ or $\text{SAT}_\cap \supseteq S$ so that $S$ is the set of tropical hypersurfaces or the set of polytopes on $\Theta$, then optimal CL is NP-HARD.

**Proof sketch.** First, we use Lemma 2: Optimal CL can correctly decide if $A \cap B = \emptyset$, for all $A \in \text{SAT}_\cap$ and
Further, define for any CL algorithm induces the two collections of sets $S_{AT} \cap S_{\Theta}$. Lemma 2 says that if the CL algorithm is optimal, then it solves a problem at least as hard as deciding if $A \cap B = \emptyset$, for all $A \in S_{AT}$ and $B \in S_{\Theta}$.

$B \in S_{AT}$. Second, we use established reductions to conclude that this decision problem is NP-COMPLETE. For the case where $S$ is the set of tropical hypersurfaces, the results in Theobald (2006) can be used. If $S$ is the set of polytopes, the same conclusion is reached by using the results of Tiwary (2008a) and Tiwary (2008b). Third, it then follows by standard arguments that the optimization problem corresponding to an NP-COMPLETE decision problem is NP-HARD.

One may wonder how consequential the above result is in practice. Specifically, which kind of criterion $C$ and which kind of model would produce polytopes or tropical hypersurfaces? In fact, relatively simple models and optimality criteria suffice to produce such adverse solution sets. We showcase this in the next example: As we shall see, a simple linear model together with an intuitively appealing upper bound on the prediction error as optimality criterion are sufficient to make the corresponding optimal CL problem NP-HARD.

**Example 1.** Take $\mathcal{F}_\Theta$ to be the collection of linear models with inputs on $X$ and outputs on $Y \subset \mathbb{R}$ linked through the coefficient vector $\theta \in \Theta$. Further, let $Q$ be the collection of empirical measures

$$\hat{m}^t(y,x) = \frac{1}{n_t} \sum_{i=1}^{n_t} \delta(y_i^t,x_i^t)(y,x)$$

whose $n_t \in \mathbb{N}$ atoms $\{(y_i^t, x_i^t)\}_{i=1}^{n_t}$ represent the $t$-th task. Further, define for $\varepsilon \geq 0$ and all $P \in Q$ the criterion

$$C(\theta, P) = \begin{cases} 1 & \text{if } |y_i^t - \theta^T x_i^t| \leq \varepsilon, \text{ for all } i = 1, 2, \ldots n_t \\ 0 & \text{otherwise}. \end{cases}$$

Then, it is straightforward to see that

$$SAT(P) = \left\{ \theta \in \Theta : y_i^t - \theta^T x_i^t \leq \varepsilon \text{ and } y_i^t - \theta^T x_i^t \geq \varepsilon, \right. \forall t = 1, 2, \ldots, n_t \}$$

which is an intersection of $2n_t$ half-spaces in $\mathbb{R}^d$ and thus a polytope. Unless we make very strong assumptions about the common structure between the task distributions which generated the atoms, this implies that we could recover any given polytope in $\mathbb{R}^d$ by constructing $SAT(P)$. Under these circumstances, the conditions of Theorem 1 are met: $S_{AT} \cap S_{\Theta}$ contains all polytopes. While the criterion may seem strict, optimal CL would still suffer the same problem even if we used the alternative criterion

$$C(\theta, P) = \begin{cases} 1 & \text{if } \frac{1}{n} \sum_{i=1}^{n} |y_i^t - \theta^T x_i^t| \leq \varepsilon \\ 0 & \text{otherwise}. \end{cases}$$

In this case, $S_{AT}(P)$ would still be a polytope in $\mathbb{R}^d$, albeit made up only of $2d$ intersections of half-spaces. By similar reasoning as applied to $S_{AT}$, before, the collection $S_{AT}$ now contains any arbitrary polytope in $\mathbb{R}^d$.

Summarizing Example 1, the optimal CL problem is NP-HARD even for extremely simple models and even when we restrict the set of permissible data distributions to be almost comically simple. Indeed, the shapes depicted in Figure 4 are clearly far simpler than the sets of optimal solutions $SAT_t$ that would be induced by non-linear hypothesis classes $\mathcal{F}_\Theta$ such as Artificial Neural Networks. In other words, real world CL algorithms based on Deep Learning will induce a collection of sets $S_{AT}$ whose elements are at least as hard to intersect as polytopes. Since even the intersection of the geometrically relatively simple polytopes is NP-HARD, it is straightforward to show that such CL algorithms solve an NP-HARD problem. The next Corollary formalizes this observation.

**Corollary 1.** Suppose that $SAT \supseteq S$, with $S$ being a collection of sets for which deciding if $A \cap B = \emptyset$ for $A, B \in S$ is computationally at least as hard as for the collection of polytopes in $\Theta$. Then optimal CL is NP-HARD.

### 5.2. Memory Requirements

Having established the computational hardness of optimal CL, we next investigate its memory requirements. To this end, we first need to develop a notion of perfect memory. Specifically, we will define perfect memory to be the most
memory-efficient way of retaining all solutions that have
not been ruled out by previously processed tasks. The first
step along this path is the definition of equivalence sets. In-
tuitively speaking, equivalence sets are subsets of \( \Theta \) whose
values perform exactly the same across all tasks in \( Q \) (as
judged by the criterion \( C \)).

**Definition 8** (Equivalence set). For \( \theta \in \Theta \), define \( S(\theta) = \{ A \in \text{SAT}_Q : \theta \in A \} \) and the equivalence sets
\[
E(\theta) = \bigcap_{A \in S(\theta)} A.
\]

**Remark 10.** Equivalence sets are constructed as illustrated in
Figure 5. Thus, any set \( E(\theta) \) contains all other solutions \( \theta' \in \Theta \) which are as good as \( \theta \). To illustrate this logic,
suppose \( E(\theta) = \{ \theta \} \). In this case, for each value of \( \theta \in \Theta \) there is no other value \( \theta' \in \Theta \) that is guaranteed to perform
equally well as \( \theta \) across all tasks in \( Q \).

Equivalence sets satisfy a number of important properties
summarized in the following Lemma.

**Lemma 3.** For arbitrary equivalence sets \( E(\theta),E(\theta') \) and
arbitrary \( A \in \text{SAT}_Q \), it holds that
\[
\begin{align*}
\bullet & \quad \theta' \in E(\theta) \iff E(\theta) = E(\theta'); \\
\bullet & \quad \text{If } \theta' \not\in E(\theta), \text{ then } E(\theta) \cap E(\theta') = \emptyset; \\
\bullet & \quad \text{Either } E(\theta) \subseteq A \text{ or } E(\theta) \cap A = \emptyset.
\end{align*}
\]

Next, we formally define perfect memory in the context
of CL algorithms. In particular, we will say that a CL
algorithm has perfect memory if it can reconstruct at least
one element of each equivalence set whose elements sat-
sify the optimality criterion \( C \) on all tasks observed thus
far. To this end, we define Minimal Covers and Minimal
Representations. Figure 6 illustrates both concepts.

**Definition 9** (Minimal cover). Given an indexed set \( \{ \theta_i \}_{i \in I} \) of points in \( \Theta \), suppose that \( \{ E(\theta_i) \}_{i \in I} \) forms a
cover of \( \bigcup_{A \in \text{SAT}_Q} A \) such that for \( i \neq j \), \( E(\theta_i) \cap E(\theta_j) = \emptyset. \)
Then we call such a cover minimal.

**Remark 11.** Note that by virtue of Lemma 3, any Minimal
cover forms a non-overlapping and unique partition of
\( \bigcup_{A \in \text{SAT}_Q} A \). Figure 6 illustrates this point.

**Definition 10** (Minimal representation). Let \( \{ E(\theta_i) \}_{i \in I} \) be
a minimal cover. Denoting by \( f : I \to \Theta \) a function such that \( f(i) \in E(\theta_i) \) for all \( i \in I \), we call the set \( \{ f(i) \}_{i \in I} \) a
minimal representation of \( \bigcup_{A \in \text{SAT}_Q} A \).

In the context of a CL algorithm, the minimal representation is the
smallest possible set in \( \Theta \) that one needs to retain
all potential solutions of different quality (as judged by the
criterion \( C \)). In fact, it is instructive to think of a minimal
representation as the most memory-efficient representation of
the set of all potential solutions: Since all points in an
equivalence set are equally good under \( C \) by definition, one
can store a single point for each equivalence class \( E(\theta) \subset \Theta \)
without losing information. In other words, a minimal
representation is the most memory-efficient way of retaining
perfect memory.

**Definition 11** (Perfect memory). We say that an optimal
CL algorithm has perfect memory if there exists a function
\( h : \Theta \times I \to 2^\Theta \) for which \( h(\theta_i,1_i) = C_t \) such that
\( \text{SAT}_{t+1} \subseteq C_t \supseteq (\bigcup_{i \in I} f(i)) \cap \text{SAT}_{t+1} \) at task \( (t + 1) \), for
some fixed but arbitrary minimal representation \( \{ f(i) \}_{i \in I} \) and
for any arbitrary \( \text{SAT}_{t+1} \in \text{SAT}_t \).

**Remark 12.** The above conceptualizes an intuitive notion
of perfect memory: The set \( \bigcup_{i \in I} f(i) \) is a function such that
for each equivalence set whose solutions are still optimal
given the first \( t \) tasks. Thus, an optimal CL
algorithm has perfect memory if it can reconstruct at least
one value for each equivalence set whose solutions
have not been ruled out as sub-optimal by the \( t \) preceding tasks. Equivalently, one could say that an optimal CL algorithm can perfectly
memorize all equivalence sets ruled out by the first \( t \) tasks.

We are now almost in a position to show that optimal CL
algorithms will generally have perfect memory. The last
missing ingredient is the following lemma.

**Lemma 4.** If a CL algorithm is optimal, there exists \( h : \)

\[
\begin{align*}
E(\theta) &= A_1 \cap A_2 \cap A_3 = E(\theta') \\
S(\theta) &= \{ A_1, A_2, A_3 \} = S(\theta').
\end{align*}
\]

**Figure 5.** Illustration of Equivalence sets and the results of Lemma
3: \( E(\theta) \) is the intersection of \( S(\theta) \), the collection of all sets in
\( \text{SAT}_Q \) that contain \( \theta \).

\[
\begin{align*}
\theta_1^* \quad E(\theta_1) \quad \theta_2^* \quad E(\theta_2) \\
\theta_3^* \quad E(\theta_3) \quad \theta_4^* \quad E(\theta_4) \quad \theta_5^* \quad E(\theta_5)
\end{align*}
\]

\[
\begin{align*}
\bigcup_{A \in \text{SAT}_Q} A & \subseteq C = \text{Minimal Cover} \\
F & \subseteq \text{Minimal Representation} \\
I & = \{ 1, 2, \ldots 5 \} \\
f(i) & = \theta_i, i \in I \\
C & = \{ E(\theta_i) \}_{i \in I} \\
F & = \{ f(i) \}_{i \in I}
\end{align*}
\]

**Figure 6.** Illustration of Minimal Covers and Representations. Unlike Minimal Covers, Minimal Representations are not unique:
Both \( f(i) = \theta_i \) and \( f(i) = \theta'_i \) yield Minimal Representations.
We do this by combining Lemma 3 with the additional conditions imposed upon \( C_t \) for all \( t \in [1, \ldots, T] \), for some Minimal Representation \( \{f(i)\}_{i \in I} \). Under mild regularity conditions, this yields the second main result.

**Theorem 2.** Suppose that for an optimal CL algorithm, \( C_t \subseteq \text{SAT}_{1:t} \), \( C_t \subseteq C_{t-1} \) and that for all \( \theta \in \Theta \) there exists \( \{A_t\}_{t=1}^T \in \text{SAT}_Q \) such that \( \cap_{t=1}^T A_t = \text{E}(\theta) \). Then any optimal CL algorithm has perfect memory.

**Proof sketch.** By Lemma 4, we know that \( C_t \) will suffice to solve the decision problem already discussed in the proof sketch of Theorem 1. We also know that any optimal CL algorithm has to be able to solve this decision problem. Thus, the memory requirements of the decision problem lower bound those of optimal CL algorithms. Next, we prove that there must exist a minimal representation \( \{f(i)\}_{i \in I} \) for which \( C_t \supseteq (\cup_{i \in I} f(i)) \cap \text{SAT}_{1:t} \), for all \( t = 1, \ldots, T \). We do this by combining Lemma 3 with the additional conditions imposed upon \( C_t \).

The conditions imposed in Theorem 2 are general, but also rather abstract. Alternatively, much stronger conditions with a more straightforward interpretation could be imposed to derive the same result.

**Corollary 2.** Suppose \( C \) and \( Q \) are such that \( \text{E}(\theta) \in \text{SAT}_Q \) for all \( \theta \in \Theta \). Then any optimal CL algorithm has perfect memory.

Even though the conditions of Corollary 2 are far more restrictive than those of Theorem 2, it is relatively easy to find examples on which they hold.

**Example 2.** To keep things simple, consider again the setup of Example 1. Consider

\[
\varepsilon_t = \min_{\theta} \frac{1}{n} \sum_{i=1}^n |y_i^t - \theta^T x_i^t|,
\]

\[
\theta^*_t = \arg \min_{\theta} \frac{1}{n} \sum_{i=1}^n |y_i^t - \theta^T x_i^t|.
\]

Unless we substantially restrict the permitted task distributions in \( Q \), we cannot exclude the possibility that \( \text{E}(\theta) = \{\theta\} \in \text{SAT}_Q \) for all \( \theta \in \Theta \). Specifically, this is the case if for a fixed \( \varepsilon > 0 \) and for any \( \theta \in \cup_{A \in \text{SAT}_Q} A \), it is possible to find an empirical measure in \( Q \) constructed with atoms \( \{(y_i^t, x_i^t)\}_{i=1}^n \) for which \( \theta = \theta^*_t \) so that

\[
\frac{1}{n} \sum_{i=1}^n |y_i^t - \theta^T x_i^t| = \varepsilon = \varepsilon_t = \frac{1}{n} \sum_{i=1}^n |y_i^t - (\theta^*_t)^T x_i^t|.
\]

For the corresponding empirical distribution \( \hat{\text{E}}_t \), it would then follow that \( \text{SAT}(\hat{\text{E}}_t) = \{\theta\} \). Since \( \theta \) was chosen arbitrarily, this immediately entails that

\[
\text{E}(\theta) = \{\theta\} \in \text{SAT}_Q
\]

for all \( \theta \in \cup_{A \in \text{SAT}_Q} A \) so that the conditions of Corollary 2 are satisfied. Notice that one could apply the same logic with most other predictors \( f_\theta \) by replacing \( \theta^T x_i^t \) with \( f_\theta(x_i^t) \) in the definition of \( C(\theta, \hat{\text{E}}) \) of Example 1.

The take-away message from the previous example is that even though the conditions of Theorem 2 (or Corollary 2) will be harder to verify for more complicated model classes, they should be expected to hold in practice unless \( Q \) is substantially restricted and \( C \) is picked very carefully.

6. Implications for CL in the Wild

Our results are of theoretical interest, but also have two practical implications: Firstly, they illuminate that CL algorithms should be seen as polynomial time heuristics targeted at solving an NP-HARD problem. This new perspective explains why the design of reliable CL algorithms has proven a persistent challenge. Secondly, our results provide a theoretically grounded confirmation of recent benchmarking results, which found that CL algorithms based on experience replay, core sets and episodic memory were more reliable than regularization-based alternatives. In the remainder of this section, we elaborate on both of these points.

6.1. CL as Polynomial Time Heuristics

As we have shown, CL algorithms that avoid catastrophic forgetting as judged by an optimality criterion \( C \) generally solve NP-HARD problems. Consequently, the polynomial time heuristics that have been proposed to (sub-optimally) tackle the CL problem in practice can be seen as heuristic algorithms without performance guarantees. As these heuristics are not coupled to explicit assumptions on the data generating mechanisms underlying the tasks, it is easy to see why reliable CL algorithms have proven to be a persistent challenge. Since many well-known NP-HARD problems admit heuristic polynomial time approximation algorithms with performance guarantees, this also raises the question whether one could derive such algorithms for CL. So far however, this has not been attempted. Instead, the literature has focused on two useful heuristics for the design of CL algorithms: Memorization and regularization approaches.

6.2. Memorization versus Regularization

In the recent large-scale comparative study of van de Ven & Tolias (2019), replay- and memorization-based CL heuristics were found to produce far more reliable results than regularization-based approaches. Similarly, Nguyen et al.
(2017) found that a variant of their (approximately Bayesian) algorithm which used core sets to represent previously seen tasks produced substantially improved results over the version without core sets. In the same vein, Farquhar & Gal (2018) found that using generative approaches to complement approximately Bayesian procedures improved performance. Most recently, Titsias et al. (2019) outperformed competing approaches using inducing points within the Gaussian Process framework as efficient summaries of previous observations.

In fact, these empirical finding are to be expected given the perfect memory requirement of optimal CL: Approaches based on replay and core sets amount to storing an approximate representation of previous tasks. In other words, these CL algorithms store information $I_t$ such that one can reconstruct an approximation $Q_{1:t} \in \mathcal{P}(\mathcal{X} \times \mathcal{Y})$ for the joint distribution over all tasks observed thus far. In this sense, it is instructive to think of them as processing a single (albeit consecutively modified) task $Q_{1:t}$. Intuitively then, CL algorithms of this kind will perform well under two conditions: It must be relatively easy to find some element $\theta \in A$ for a single $A \in \text{SAT}_Q$ and it must hold that $\text{SAT}(Q_{1:t}) \approx \text{SAT}_{1:t}$.

The next Example and Figure 7 expand on this point.

Example 3. Keeping things simple, we construct $Q$ and $C$ to ensure that $\text{SAT}_Q$ consists only of spheres. Suppose that $\theta \in \Theta = \mathbb{R}^2$ represents the (two-dimensional) mean across all tasks and that $Q$ consists of empirical measures. Further, suppose that $\mathcal{X} = \emptyset$ (so that there only is an output variable $\mathcal{Y}_1$) and that the criterion of interest is an upper bound of $\varepsilon$ on the average mean squared Euclidean distance, i.e.

$$C(\theta, \bar{\mathcal{P}}) = \begin{cases} 1 & \text{if } \frac{1}{n} \sum_{i=1}^{n} \| y_i - \theta \|_2^2 \leq \varepsilon \\ 0 & \text{otherwise.} \end{cases}$$

For a single task it is easy to find a value of $\theta$ satisfying $C$ by using simple linear regression (provided that $\varepsilon$ is chosen large enough). Figure 7 illustrates why CL based on core sets, replay or memory can typically be expected to work relatively well.

In contrast to memorization-based heuristics, regularization-based approaches have to make inappropriate assumptions about the difficulty of moving from $\text{SAT}_{1:(t-1)}$ to $\text{SAT}_{1:t}$. Specifically, the choice of regularizer corresponds to an implicit and strong assumption on the geometry and nature of overlapping regions between $\text{SAT}_{1:(t-1)}$ and $\text{SAT}_{1:t}$. As this implicit assumption is usually severely violated in practice, regularization-based CL algorithms often underperform, especially when the number of tasks is very large (van de Ven & Tolias, 2019; Lomonaco et al., 2019).

![Figure 7. Left: Optimal CL finds an element $\theta_t \in \text{SAT}_{1:t}$. Right: CL algorithms based on core sets/replay/memory find an element $\theta_t \in \text{SAT}(Q_{1:t})$, which typically is sufficiently similar to $\text{SAT}_{1:t}$.](image)

### 7. Conclusion

With this paper, we have produced the first generic theoretical study of the Continual Learning (CL) problem. We did so by translating the notion of catastrophic forgetting into the language of basic set theory. With this in hand, we showed that optimal CL is generally NP-HARD and requires perfect memory of the past. This has two practical ramifications: Firstly, it illustrates that existing CL algorithms can be seen as polynomial time heuristics targeted at solving an NP-HARD problem. Secondly, it reveals why memorization-based CL approaches using experience replay, core sets or episodic memory have generally proven more successful than their regularization-based alternatives.
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### A. Proofs: Optimal CL is NP-HARD

The main results relating to the computational hardness of CL which are not proven in the main paper are carefully derived in this supplement.

#### A.1. Relationship with other problems

Notice that at each step, the functions $\mathcal{A}_\theta$ and $\mathcal{A}_\mathcal{I}$ of optimal Idealized CL define an optimization problem, as we are
We first show that the optimal Idealized CL optimization problem satisfies the optimal Idealized CL algorithm to solve the problem. To see this, construct the problem instance as $\hat{B}_t = B_t$ for $1 \leq t \leq (T-1)$ and $\text{SAT}_T = A$. Clearly, the value $\theta_T$ generated by the optimal Idealized CL algorithm satisfies that $\theta_T \in A \cap B$. Again, this has a clear interpretation: Computationally, the optimal Idealized CL algorithm is at least as hard as the optimal Idealized CL optimization problem.

### A.2. Proof of Lemma 2

A straightforward Corollary follows. Rewriting this result, one obtains Lemma 2.

**Corollary 3.** If a CL algorithm is optimal, then it can solve the optimal Idealized CL decision problem.

**Proof.** Combine Propositions 1 and 2.

### A.3. A further refinement

Indeed, the connection between an optimal CL algorithm and the optimal Idealized CL optimization and decision problems can be made much tighter. The below alternative Lemma could be used in the proof of Theorem 2 to show that optimal CL does not only solve an NP-HARD problem, it solves an NP-HARD problem at each iteration. We do not discuss this in the main paper as the consequences remain the same, though at the expense of complicating the presentation.

**Lemma 5.** A CL algorithm is optimal if and only if it solves $T$ optimal Idealized CL optimization problem instances given by $\{(A_t, B_t)\}_{t=1}^T$ with $A_t = \text{SAT}_t = \text{SAT}(\hat{E}_t)$ and $B_t = \text{SAT}_{1:(t-1)} = \cap_{i=1}^{t-1} \text{SAT}_i$. Similarly, a CL algorithm is optimal only if it can be used to solve the collection of $T$ optimal Idealized CL decision problems corresponding to $\{(A_t, B_t)\}_{t=1}^T$.

**Proof.** Using Lemma 1 once again, it suffices to prove this for an optimal Idealized CL algorithm. The first part of the proposition then follows by definition, as $\theta_t \in \text{SAT}_{1:t} = \text{SAT}_{1:t} \cap \cap_{i=1}^{t-1} \text{SAT}_i$. Setting $B = \cap_{i=1}^{t-1} \text{SAT}_i$ and $A = \text{SAT}_t$ reveals this to be an optimal Idealized CL optimization problem. The second part follows by combining the first part with the same arguments used in the proof of Proposition 1.

### A.4. Proof of Theorem 1

With Lemma 2 in place, the proof of Theorem 1 follows by relatively simple arguments that we summarize in two separate propositions.

**Proposition 3.** If $Q$ and $C$ are such that $\text{SAT}_Q \supseteq S$ or $\text{SAT}_C \supseteq S$ so that $S$ is the set of tropical hypersurfaces or the set of polytopes on $\Theta$, then the optimal Idealized CL decision problem is NP-COMPLETE.

**Proof.** This is a simple application of the results in Theobald (2006) for the case where $S$ is the set of tropical hypersurfaces. For the case where $S$ is the set of polytopes,
it is a simple application of the results in Tiwary (2008a) and Tiwary (2008b).

**Proposition 4.** The optimal idealized CL optimization problem is \( \text{NP-HARD} \).

**Proof.** By proposition 1, the idealized CL optimization problem is at least as hard as the idealized CL decision problem. With this in hand, the proof of Theorem 1 is readily obtained by combining Lemma 2 with Propositions 2, 3 and 4.

A.5. **Proof of Corollary 1**

It is straightforward to generalize the results of Theorem 1 for all collections \( \text{SAT}_Q \) whose intersections are as hard to compute as polytopes.

**Proof.** Re-use the proof of Theorem 1 and note that if the decision problem is at least as hard as for polytopes, then the computational complexity of derived as a result of Theorem 1 provides a lower bound.

**B. Proofs: Optimal CL has Perfect Memory**

Next, we show give detailed derivations for the perfect memory result in the main paper.

B.1. **Proof of Lemma 3**

For convenience, we compile the results in Lemma 3 into two separate Propositions.

**Proposition 5.** \( \theta' \in E(\theta) \iff E(\theta) = E(\theta') \). Further, whenever \( \theta' \notin E(\theta) \), it hold that \( E(\theta) \cap E(\theta') = \emptyset \).

**Proof.** Suppose that \( \theta' \in E(\theta) \). From the definition of \( E(\theta) \), this immediately implies that any \( A \in S(\theta) \) contains \( \theta' \). In other words, \( \theta' \in A \iff \theta \in A \) for all \( A \in \text{SAT}_Q \). From this, it immediately follows that \( S(\theta) = S(\theta') \) so that

\[
E(\theta) = \bigcap_{A \in S(\theta)} A = \bigcap_{A \in S(\theta')} A = E(\theta'),
\]

which proves the first claim. The second claim then follows by contradiction: Suppose there was a point \( \theta \) such that \( \theta \in E(\theta) \cap E(\theta') \). But then, \( \theta \in E(\theta) \), which by the first claim would imply that \( S(\theta) = S(\theta) = S(\theta') \) so that

\[
E(\theta) = \bigcap_{A \in S(\theta)} A = \bigcap_{A \in S(\theta')} A = E(\theta').
\]

But since \( \theta' \notin E(\theta) \) and \( \theta' \notin E(\theta') \) it holds that \( E(\theta) \neq E(\theta') \), which yields the desired contradiction.

**Proposition 6.** For all \( A \in \text{SAT}_Q \) and all \( \theta \in \Theta \), either \( E(\theta) \subseteq A \) or \( E(\theta) \cap A = \emptyset \).

**Proof.** This follows by definition of \( E(\theta) \): Either \( A \in S(\theta) \), in which case it must follow that \( E(\theta) \subseteq A \). Alternatively, if \( A \notin S(\theta) \), then by Proposition 5 one has that \( A \notin S(\theta') \) for any \( \theta' \in E(\theta) \), which means that \( E(\theta) \cap A = \emptyset \).

B.2. **Proof of Lemma 4**

We first define the notion of a Decision Problem Oracle set. Note that Lemma 4 in the main paper revolves around such a Decision Problem Oracle set (albeit without using this name).

**Definition 13.** Given a set \( \text{SAT}_1:t \in \text{SAT}_\gamma \), a set \( C \) is a Decision Problem Oracle set for \( \text{SAT}_1:t \) if

\[
C \cap A = \emptyset \iff \text{SAT}_1:t \cap A = \emptyset,
\]

for any \( A \in \text{SAT}_Q \).

**Proposition 7.** If a CL algorithm is optimal, there exists a function \( h : \Theta \times \mathcal{I} \to 2^\Theta \) such that for \( \theta_t, I_t \) as in Definition 6, \( C_t = h(\theta_t, I_t) \) is a Decision Problem Oracle set for \( \text{SAT}_1:t \), and this holds for all \( 1 \leq t \leq T \).

**Proof.** If the CL algorithm is optimal, it can solve the optimal Idealized CL decision problem given by \( A = \text{SAT}_1:t \) and \( B = \text{SAT}_1:t \) at the \((t+1)\)-th task. (This follows by combining Lemma 1 with Proposition 5) Specifically, because

\[
A(\theta_t, I_t, A) \neq \emptyset \iff \text{SAT}_1:t \cap A \neq \emptyset,
\]

it is clear that there must exist a function \( g : \Theta \times \mathcal{I} \times \text{SAT}_Q \to 2^\Theta \) for which \( \tilde{C}_t = g(\theta_t, I_t, A) \) is such that

\[
\tilde{C}_t \cap A \neq \emptyset \iff \text{SAT}_1:t \cap A \neq \emptyset.
\]

Furthermore, it is clear that \( g \) will be constant in \( A \) (since \( \text{SAT}_1:t \) is), so that one can write \( C_t = h(\theta_t, I_t) \) for some \( h : \Theta \times \mathcal{I} \to 2^\Theta \) instead.

B.3. **Assumptions for the Decision Problem Oracle set**

We use the observation of the last subsection to investigate the memory requirements of optimal CL algorithms. Before doing so, we first make some assumptions that are useful for proving Theorem 2 and Corollary 2.
B.3.1. Assumptions for Theorem 2

**Assumption 1 (Storage efficiency).** \( C_t \subseteq \text{SAT}_{1:t} \)

**Assumption 2 (Information efficiency).** \( C_t \subseteq C_{t-1} \)

**Assumption 3 (Finite identifiability).** There exists a finite sequence of sets \( \{A_t\}_{t=1}^T \) in \( \text{SAT}_Q \) such that \( \cap_{t=1}^{T-1} A_t = E(\theta) \), for all \( \theta \in \Theta \).

**Remark 13.** Assumption 1 ensures that \( C_t \) takes up as little space in memory as possible. To illustrate this, suppose that \( \tilde{C}_t \cap \text{SAT}_{1:t} = \emptyset \iff \text{SAT}_{1:t} \cap \text{SAT}_{1:t+1} = \emptyset \), but that \( \tilde{C}_t \setminus \text{SAT}_{1:t} \neq \emptyset \). In this case, it clearly holds for \( C_t = \tilde{C}_t \cap \text{SAT}_{1:t} \subset \tilde{C}_t \) that \( C_t \cap \text{SAT}_{1:t+1} = \emptyset \iff \text{SAT}_{1:t} \cap \text{SAT}_{1:t+1} = \emptyset \), too. In other words, one can construct an alternative and strictly smaller Decision Problem Oracle set \( C_t \) from \( \tilde{C}_t \) by removing all points that are not also in \( \text{SAT}_{1:t} \).

**Remark 14.** Assumption 2 ensures that the algorithm learns monotonically. Specifically, it ensures that each additional task will shrink the set \( \text{SAT}_{1:t} \) of parameter values that satisfy the criterion \( C \) on all task \( 1, 2, \ldots, t \). This is intuitively appealing since it means that the algorithm never incorrectly discards a parameter only to add it back in at a later task.

**Remark 15.** Assumption 3 says that equivalence sets are reachable with finitely many tasks. In other words, there exist collections of tasks which satisfy the algorithm’s optimality criterion \( C \) only if the parameter that is learnt lies in a single equivalence set.

B.3.2. Assumptions for Corollary 2

As we shall see shortly, if we strengthen Assumption 3, we can drastically simplify the proof of Theorem 2 and drop the other two assumptions required for the result.

**Assumption 4 (Identifiability).** \( E(\theta) \in \text{SAT}_Q \), for all \( \theta \in \Theta \).

**Remark 16.** Simply put, this means that each equivalence set can be “reached” with a single task. In other words, each equivalence set is identifiable with a single task.

B.4. Proof of Theorem 2

Notice that proving Theorem 2 is equivalent to proving the proposition below.

**Proposition 8.** Under Assumptions 1, 2 and 3, any optimal CL algorithm has perfect memory.

**Proof.** The proof of sufficiency is exactly equal to the one in Proposition 8. The proof of necessity follows along the same lines as before but is even easier: Since one can always select \( A = E(\theta) \), \( \text{SAT}_{1:t} \supseteq C_t \supseteq \text{SAT}_{1:t} \cap F \) readily follows. (Indeed, it follows that \( C_t = \text{SAT}_{1:t} \) because \( \text{SAT}_{1:t} \cap F \) for any \( F = \cup_{i \in I} \{ f(i) \} \) generated through a Minimal Representation \( \{ f(i) \}_{i \in I} \).)
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