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Abstract

This paper deals with the problem of recognizability of functions $\ell : \Sigma^* \to M$ that map words to values in the support set $M$ of a monoid $(M, \cdot, 1)$. These functions are called $M$-languages. $M$-languages are studied from the aspect of their recognition by deterministic finite automata whose components take values on $M$ ($M$-DFAs). The characterization of an $M$-language $\ell$ is based on providing a right congruence on $\Sigma^*$ that is defined through $\ell$ and a factorization on the set of all $M$-languages, $L(\Sigma^*, M)$ (in short $L$). A factorization on $L$ is a pair of functions $(g, f)$ such that, for each $\ell \in L$, $g(\ell) \cdot f(\ell) = \ell$, where $g(\ell) \in M$ and $f(\ell) \in L$. In essence, a factorization is a form of common factor extraction. In this way, a general Myhill-Nerode theorem, which is valid for any $L(\Sigma^*, M)$, is provided. Basically, $\ell \in L$ is recognized by an $M$-DFA if and only if there exists a factorization on $L$, $(g, f)$, such that the right congruence on $\Sigma^*$ induced by the factorization $(g, f)$ and $f(\ell) \in L$, has finite index. This paper shows that the existence of $M$-DFAs guarantees the existence of natural non-trivial factorizations on $L$ without taking account any additional property on the monoid. In addition, the composition of factorizations is also a new factorization, and the composition of natural factorizations preserves the recognition capability of each individual natural factorization.
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1. Introduction

In formal languages and automata \[20\], the Myhill-Nerode Theorem \[31\] provides necessary and sufficient conditions for a language to be recognized by a deterministic finite automaton (DFA). In that case, the language is said to be regular. Specifically, given a language \( \ell \subseteq \Sigma^* \) (where \( \Sigma^* \) denotes the set of all finite words on an alphabet \( \Sigma \)) a right congruence relation \( \equiv_\ell \) on \( \Sigma^* \) is defined in terms of the language \( \ell \), but with no regard to its representation. The recognizability of a language \( \ell \) by a DFA is established by proving that: \( \ell \) is a regular language if and only if \( \equiv_\ell \) has finite index. It is worth of mention that the states of the DFA based on \( \equiv_\ell \), that recognizes \( \ell \), are the equivalence classes of that congruence. Furthermore, this DFA is minimal what makes Myhill-Nerode theorem to be considered in the topic of automata minimization.

In order to cope with different domains of practical applications, researchers have presented in the literature effective generalizations of automata using a wide diversity of algebraic structures. Fuzzy automata and weighted automata are ones of the best-known studied generalizations of automata \[30\]. For weighted automata, values on the transitions of those automata are usually taken from semirings \[28\], hemirings \[6\], or strong bimonoids \[4\]. For fuzzy automata, values on transitions are taken from certain ordered structures like lattice-ordered monoids \[25\], lattice-ordered structures \[27\], complete distributive lattices \[1\], general lattices \[27\], or complete residuated lattices \[21\] \[34\] \[35\].

Weighted deterministic finite state automata are called (sub)sequential transducers \[8\] \[37\]. These transducers recognize languages called (sub) sequential rational functions. Characterization of the (sub)sequential rational functions in terms of a congruence relation in the flavour of Myhill-Nerode theorem has been studied for different special cases of monoids like free monoids \[37\], \((\mathbb{R}_+, +, 0)\) \[29\], gcd monoids \[39\], or monoids based on sequentiable structures \[10\].

It is remarkable that Gerdjikov has provided five algebraic axioms \[11\] \[12\], based on the relation divisor of \[1\] on the support set \( M \) of the monoid, for characterizing a wide class of monoids. Those axioms are satisfied by groups, free monoids, sequentiable structures, tropical monoids (including

---

\[^1\]Given a monoid \((M, \cdot, 1)\). For \( a, b \in M \), \( a \) is divisor of \( b \) if there is \( c \in M \) such that \( b = a \cdot c \).
$(\mathbb{Q}_1^+, +, 0))$, and gcd monoids \[12\]. However, the axioms left cancellation and right cancellation considered in \[12\] avoid the existence of a zero element in $M$.

In fuzzy languages and automata \[42\], Ignjatović et al. \[22\] have proposed a Myhill-Nerode type theory for fuzzy languages with membership values in an arbitrary set with two distinguished elements 0 and 1, $(M, 0, 1)$, which are needed to take common (crisp) languages in consideration. These fuzzy languages are studied in \[22\] from the aspect of their recognition by crisp determinist fuzzy automata. A crisp deterministic fuzzy automaton is simply an ordinary deterministic automaton equipped with a fuzzy subset of final states \[1\]. It is worth of mention, that the Myhill-Nerode theorem for fuzzy languages provided by Ignjatović \[22\] includes the recognizability of fuzzy languages with membership values on some well-known structures: Gödel structure \[38\] \[30\] (Chap.7) \[33\]; distributive lattices \[36\]; finite monoids \[2\]; and general lattices \[27\]. However, all these previous works in fuzzy languages have a severe limitation: they only consider recognizability of fuzzy languages of finite rank. In fact, a fuzzy language is recognized by a crisp deterministic fuzzy automaton if and only if it has a finite rank and all its kernel languages are recognizable (see Theorem 4.3 in \[22\]).

In order to circumvent this restriction, a generalization of Myhill-Nerode theorem for fuzzy languages, having finite or infinite rank, is introduced in \[16\] for fuzzy languages based on continuous triangular norms (t-norms) \[24\], $(\mathbb{[0, 1], \otimes, 1})$. In that paper, the characterization of fuzzy languages is based on a right congruence defined by using the notion of factorization, in particular maximal factorization.

In essence, a factorization is a form of common factor extraction. Specifically, a factorization is a pair of functions $(g, f)$ such that they satisfy $\ell = g(\ell) \otimes f(\ell)$ for any fuzzy language $\ell$. This notion was initially introduced in weighted automata by Kirsten and Mäurer \[23\] and applied to the area of fuzzy automata in order to develop efficient constructions for determinization and minimization of fuzzy automata. In fact, factorizations have allowed researchers to provide minimization algorithms \[28\] \[3\] and determinization methods for weighted automata \[23\]. In the context of fuzzy automata, factorizations have been studied to obtain determinization methods \[14\] \[15\] \[40\], and minimization algorithms for fuzzy automata \[17\] \[18\] \[41\].

Although \[16\] deals with characterizing fuzzy languages with infinite rank, that work is somewhat restrictive because it assumes zero-divisor-free t-norm based monoids and maximal factorizations. In general, that property on the monoid is a necessary condition for the existence of maximal factorizations as it has been recently proved in \[13\].
The motivation to write this paper is to study the recognizability of functions \( \ell : \Sigma^* \rightarrow M \) defined for any arbitrary monoid \((M, \cdot, 1)\). In other words, we do not consider any additional property on the monoid when we address the recognizability problem unlike other previous research works that have been referenced in this introductory section. In order to get a compact presentation of our results, we assume that each \( \ell : \Sigma^* \rightarrow M \) is a total function. We call these functions \( M \)-languages. As in previous works, recognizability is based on deterministic finite automata, but in this case, their components take values on \( M \) (\( M \)-DFAs). Let \( L(\Sigma^*, M) \) be the set of all \( M \)-languages. Our main objective is to provide a general Myhill-Nerode theorem valid for any \( L(\Sigma^*, M) \). We use factorizations on \( L(\Sigma^*, M) \) in order to get a characterization of \( M \)-languages. The characterization of an \( M \)-language \( \ell \in L(\Sigma^*, M) \) is based on a right congruence on \( \Sigma^* \) induced by a factorization on \( L(\Sigma^*, M) \), \((g, f)\), and \( \ell \). That congruence is denoted by \( \equiv_{(g,f)}^{f(\ell)} \) in the paper.

The general Myhill-Nerode theorem presented in this paper establishes that \( \ell \in L \) is recognized by an \( M \)-DFA if and only if there exists a factorization on \( L \), \((g, f)\), such that the right congruence on \( \Sigma^* \) induced by the factorization \((g, f)\) and \( f(\ell) \in L \), has finite index.

The proof is made by construction. In this way, we prove that if \( \equiv_{(g,f)}^{f(\ell)} \) has finite index then there exists an \( M \)-DFA that recognizes the \( M \)-language \( f(\ell) \), and, as \((g, f)\) is a factorization, \( g(\ell) \cdot f(\ell) = \ell \), which implies that \( \ell \) is also recognized by such an \( M \)-DFA. In the other direction, if an \( M \)-language \( \ell \) is recognized by some \( M \)-DFA, \( A \), then there exists a natural factorization on \( L(\Sigma^*, M) \) induced by \( A \), \((g_A, f_A)\), such that \( \equiv_{(g_A,f_A)}^{f_A(\ell)} \) has finite index. The construction of a factorization induced by an \( M \)-DFA is not trivial and requires the notion of transition-equalized automata. However, it is not necessary to construct explicitly such kind of \( M \)-DFAs to get their factorizations \([19]\).

Each possible factorization on \( L(\Sigma^*, M) \) has its own recognition capability. Thus, we study the recognition capability of three particular cases: trivial factorization, maximal factorizations and natural factorizations. The formulation of factorizations on \( L(\Sigma^*, M) \) allows us to define the composition of factorizations to form new factorizations. In this way, we prove that the recognition capability of the composition of natural factorizations preserves the recognition capability of each individual natural factorization.

The rest of the paper is organized as follows. Section 2 and section 3 present a formal framework to define the operations and main properties of factorizations. Section 4 is a short introduction to \( M \)-DFAs. In section
We introduce the sufficient condition for recognizability of $M$-languages based on factorizations and the definition of right congruence based on factorizations. This section presents the main properties of the $M$-DFA based on this kind of congruences. Section 6 is devoted to natural factorizations, i.e., the factorizations induced via $M$-DFAs. The properties of the $M$-DFA constructed under a natural factorization are also included in this section. The general Myhill-Nerode theorem is proved in section 7. The recognition capability of a factorization is defined in section 8 and three cases of study are considered: trivial factorization, maximal factorizations and composition of natural factorizations. Finally, some concluding remarks end the paper.

2. Preliminaries

Let $f_1 : A \rightarrow B$ and $f_2 : B \rightarrow C$ be two well defined functions. In this paper, the composition of the functions $f_1$ and $f_2$ is denoted by $f_2 \circ f_1$ and defined by $(f_2 \circ f_1)(a) = f_2(f_1(a))$ for any $a \in A$. We will assume that every function is a total function.

Let $(M, \cdot, 1)$ be an arbitrary monoid where $M$, $\cdot$ and 1 represent the support set, the multiplication operation, and the identity element of the monoid respectively. In general, we identify each monoid with the name of its support set.

Let $\Sigma$ be a finite alphabet of symbols. The set $\Sigma^*$ denotes the set of all finite words over $\Sigma$. We use $\varepsilon$ to represent the empty word. Then, $\Sigma^*$ is the free monoid generated by $\Sigma$ under the operation of concatenation. Let us consider functions from $\Sigma^*$ to $M$, i.e., $\ell : \Sigma^* \rightarrow M$. The set $L(\Sigma^*, M) = \{ \ell \mid \ell : \Sigma^* \rightarrow M \}$ is the set containing all those kind of functions. We do not write $(\Sigma^*, M)$ when it is clear in the context of discussion. Thus, $L(\Sigma^*, M)$ is simply denoted by $L$. We consider that $L$ represents the set of all possible $M$-languages on $\Sigma$. In fact, if the monoid $M$ is the elemental Boolean monoid then, any $\ell \in L$ may be interpreted as the characteristic function of an ordinary language, i.e., a subset of $\Sigma^*$.

In the following, we extend the multiplication operation $\cdot$ of the monoid $M$ to different contexts. The context for the symbol $\cdot$ will clarify its interpretation. Given $\ell \in L$ and $m \in M$, $m \cdot \ell \in L$ is defined as $(m \cdot \ell)(\gamma) = m \cdot \ell(\gamma)$ for every $\gamma \in \Sigma^*$. Obviously, $(n \cdot m) \cdot \ell = n \cdot (m \cdot \ell)$ for any $n, m \in M$. For any function $r : \Sigma^* \rightarrow \Sigma^*$ (a word-transformation), any $\ell \in L$, and any $m \in M$, the next property holds:

$$m \cdot (\ell \circ r) = (m \cdot \ell) \circ r$$ (1)
Let us consider functions of the form $f : \mathbb{L} \rightarrow \mathbb{L}$ and $g : \mathbb{L} \rightarrow \mathbb{M}$. We define the sets $F(\mathbb{L}) = \{f | f : \mathbb{L} \rightarrow \mathbb{L}\}$ and $G(\mathbb{L}, \mathbb{M}) = \{g | g : \mathbb{L} \rightarrow \mathbb{M}\}$ which are simply denoted by $\mathbb{F}$ and $\mathbb{G}$ respectively. In $\mathbb{F}$, $f_e$ denotes the identity function, i.e., $f_e(\ell) = \ell$ for any $\ell \in \mathbb{L}$. In $\mathbb{G}$, $g_e$ denotes the constant function $g_e(\ell) = 1$ for every $\ell \in \mathbb{L}$. Since composition of functions is associative then $(F, \circ, f_e)$ is a monoid. As the image of any function in $\mathbb{G}$ is a subset of $\mathbb{M}$, we also extend $\cdot$ in the following way: for any $g, g' \in \mathbb{G}$, $g \cdot g'$ is defined as $(g \cdot g')(\ell) = g(\ell) \cdot g'(\ell)$ for any $\ell \in \mathbb{L}$. Thus, $g \cdot g'$ is a well defined function of $\mathbb{G}$. Clearly, $(\mathbb{G}, \cdot, g_e)$ is a monoid.

Given the monoids $\mathbb{G}$ and $\mathbb{F}$ introduced above, we put our attention to the cartesian product $\mathbb{G} \times \mathbb{F}$ and pairs of functions $(g, f) \in \mathbb{G} \times \mathbb{F}$. We define the binary operation $\cdot : \mathbb{G} \times \mathbb{F} \rightarrow \mathbb{F}$ as follows: given $g \in \mathbb{G}$ and $f \in \mathbb{F}$,

\[(g \cdot f)(\ell) = g(\ell) \cdot f(\ell)\]

for any $g \in \mathbb{G}$ and $f \in \mathbb{F}$. Thus, $(g \cdot f)$ is a well defined function of $\mathbb{F}$. Furthermore, for any $g, g' \in \mathbb{G}$ and $f, f' \in \mathbb{F}$, it is simple to prove that,

\[(g \cdot g') \cdot f = g \cdot (g' \cdot f)\]

(2)

\[(g \circ f') \cdot (f \circ f') = (g \circ f) \circ f'\]

(3)

We provide a product operation for elements of $\mathbb{G} \times \mathbb{F}$. The binary operation $\ast : (\mathbb{G} \times \mathbb{F})^2 \rightarrow \mathbb{G} \times \mathbb{F}$ is defined as follows:

\[(g_1, f_1) \ast (g_2, f_2) = (g_1 \cdot (g_2 \circ f_1), f_2 \circ f_1)\]

(4)

for any $(g_1, f_1), (g_2, f_2) \in \mathbb{G} \times \mathbb{F}$. Obviously, $(g_1, f_1) \ast (g_2, f_2) \in \mathbb{G} \times \mathbb{F}$. It is not difficult to prove that $\ast$ is associative. In addition, the pair $(g_e, f_e)$ is the identity element for $\ast$. Therefore, $(\mathbb{G} \times \mathbb{F}, \ast, (g_e, f_e))$ is a monoid. We abuse of the confidence of the reader by using the term composition instead of $\ast$ when this operation is evident from its context of application.

Given a finite family $\{(g_i, f_i) \in \mathbb{G} \times \mathbb{F}\}_{i=1,n}$ with $n \geq 1$, the composition $(g_1, f_1) \ast (g_2, f_2) \ast ... \ast (g_n, f_n)$, is denoted by $\ast|_{i=1}^n(g_i, f_i)$. By using (4) successively, the result can be expressed in the form:

\[\ast|_{i=1}^n(g_i, f_i) = \left(\prod_{i=1}^n g_i \circ (\circ|_{j=1}^i f_j), \circ|_{j=1}^n f_i\right)\]

(5)

where $\circ$ and $\prod$ represent the quantifiers of $\circ$ and $\cdot$ respectively. By convention, $\circ|_{\emptyset}(\cdot) = f_e$ and $\prod_{\emptyset}(\cdot) = g_e$. Thus, (5) is also applicable when $n = 0$. In that case, $\ast|_{\emptyset}(f_i, g_i) = (f_e, g_e)$.
Example 1. As an example of (7), let us consider \( n = 3 \):

\[
\ast_{i=1}^{3}(g_i, f_i) = (g_1, f_1) \ast (g_2, f_2) \ast (g_3, f_3) = (g_1 \circ f_1) \cdot (g_2 \circ f_2) \cdot (g_3 \circ f_3) = (g_1 \cdot (g_2 \circ f_1) \cdot (g_3 \circ (f_2 \circ f_1)), f_3 \circ f_2 \circ f_1)
\]

\[\square\]

In order to obtain a more compact notation, we will write equation (5) in the form

\[
[(g_i, f_i)]_{1}^{n+1} = [(g_i \circ [f_j]_{1}^{j-1}l_{n}], [f_i]_{1}^{n}]
\]

(6)

where \( [(g_i, f_i)]_{1}^{n} = \ast_{i=1}^{n}(g_i, f_i), [f_i]_{1}^{n} = \circ_{i=1}^{n}f_i, \) and \( [g_i \circ [f_j]_{1}^{j-1}l_{n}] = \prod_{i=1}^{n}g_i \circ (\circ_{j=i-1}f_j). \) By using this notation, we obtain, by (4), that

\[
[(g_i, f_i)]_{1}^{n+1} = [(g_i, f_i)]_{1}^{n} \ast (g_{n+1}, f_{n+1}) = (g_i \circ [f_j]_{1}^{j-1}l_{n}] \cdot (g_{n+1} \circ [f_i]_{1}^{n})
\]

(7)

for the composition of a family of \( n + 1 \) pairs of functions in \( G \times F, \) with \( n \geq 0. \)

Remark 1. Let us observe that, by (8), \( [(g_i, f_i)]_{1}^{n+1} = (g_i \circ [f_j]_{1}^{j-1}l_{n}] \cdot [f_i]_{1}^{n+1}. \)

In some proofs, we are interested in the operation \( [g_i \circ [f_j]_{1}^{j-1}l_{n}] \cdot [f_i]_{1}^{n+1}. \)

\[
[g_i \circ [f_j]_{1}^{j-1}l_{n}] \cdot [f_i]_{1}^{n+1} = (g_i \circ [f_j]_{1}^{j-1}l_{n}) \cdot (g_{n+1} \circ [f_i]_{1}^{n}) = (g_i \circ [f_j]_{1}^{j-1}l_{n}) \cdot (g_{n+1} \circ [f_i]_{1}^{n}) = (g_i \circ [f_j]_{1}^{j-1}l_{n}) \cdot (g_{n+1} \circ [f_i]_{1}^{n})
\]

(8)

In conclusion,

\[
[g_i \circ [f_j]_{1}^{j-1}l_{n}] \cdot [f_i]_{1}^{n+1} = [g_i \circ [f_j]_{1}^{j-1}l_{n}] \cdot (g_{n+1} \circ [f_i]_{1}^{n})
\]

\[\square\]

For each word-transformation \( r : \Sigma^* \rightarrow \Sigma^* \), we define the function \( \partial_r \in F, \partial_r : L \rightarrow L, \) as \( \partial_r(\ell) = \ell \circ r \) for any \( \ell \in L. \) We say that \( \partial_r(\ell) \) is the derivative of \( \ell \) by the word-transformation \( r. \)

Example 2. Let us consider, for each \( \alpha \in \Sigma^* \), the transformation \( \alpha : \Sigma^* \rightarrow \Sigma^* \) defined by \( \alpha(\gamma) = \alpha\gamma \) for any \( \gamma \in \Sigma^*. \) Thus, the derivative \( \partial_\alpha(\ell) \), satisfies that \( \partial_\alpha(\ell) = \ell \circ \alpha \) by the definition given above. Then, \( \partial_\alpha(\ell)(\gamma) = \ell(\alpha(\gamma)) = \ell(\alpha\gamma) \) for each word \( \gamma. \) Let us observe that \( \partial_\alpha(\ell) \) may be viewed
as a generalization of the Brzozowski derivative of an ordinary language by a word \([3]\). In addition, \(\partial_\beta \circ \partial_\alpha = \partial_{\alpha \beta} = \partial_{\alpha \beta}\) holds for any words \(\alpha\) and \(\beta\). Clearly, \(\partial_\varepsilon = f_e\). In the rest of this paper, \(\partial_\alpha\) is simply denoted by \(\partial_\alpha\) for any word \(\alpha\).

Given a word-transformation \(r : \Sigma^* \to \Sigma^*\) and a pair \((g, f) \in G \times F\), the next equation holds:

\[
\partial_r \circ f = \partial_r \circ (g \cdot f) \quad (9)
\]

Proof: For any \(\ell \in L\),

\[
(g \cdot (\partial_r \circ f))(\ell) = g(\ell) \cdot (\partial_r(f(\ell))) = g(\ell) \cdot (f(\ell) \circ r) = (\text{by } (9)) = (g(\ell) \cdot f(\ell)) \circ r = (g \cdot f)(\ell) = (\partial_r((g \cdot f)(\ell) = (\partial_r \circ (g \cdot f))(\ell)
\]

\[\square\]

3. Factorizations on \(L(\Sigma^*, M)\)

Let us observe that the identity element \((g_e, f_e) \in G \times F\) satisfies that \(g_e \cdot f_e = f_e\) since, for any \(\ell \in L\), \((g_e \cdot f_e)(\ell) = g_e(\ell) \cdot f_e(\ell) = 1 \cdot \ell = \ell\). We assume the hypothesis that there exist other pairs \((g, f) \in G \times F\) with the same property, i.e., \((g \cdot f)(\ell) = g(\ell) \cdot f(\ell) = \ell\) for any \(\ell \in L\). In that case, \(g(\ell) \in M\) divides each value \(\ell(\alpha) \in M\) for any word \(\alpha\), i.e., it is a common factor for \(\ell\). Thus, we may say that the pair \((g, f)\) factorizes \(L\). In general,

**Definition 1.** A pair of functions \((g, f) \in G \times F\) is a factorization on \(L\) if \((g, f)\) satisfies that

\[
g \cdot f = f_e \quad (10)
\]

The identity element \((g_e, f_e)\) is called the trivial factorization on \(L\). We will study the properties obtained from the definition of factorization without considering additional properties about the monoid or the functions involved in the factorization. If \((g, f)\) is a factorization on \(L\) then

\[
\partial_r = \partial_r \circ (g \cdot f) = g \cdot (\partial_r \circ f) \quad (11)
\]

\[
\partial_r = (g \cdot f) \circ \partial_r = (g \circ \partial_r) \cdot (f \circ \partial_r) \quad (12)
\]

for any word-transformation \(r : \Sigma^* \to \Sigma^*\). Those results are consequence of \([9], [3]\), and Definition \([4]\).

**Lemma 1.** Let \(\{(g_i, f_i) \in G \times F\}_{i=1..n}\) be an arbitrary finite family of \(n \geq 0\) factorizations on \(L\). The composition \(\left[(g_i, f_i)\right]_1^n\) is a factorization on \(L\).
Proof: By (8), $$[(g_i, f_i)]^n_1 = ([g_i \circ [f_j]_{i-1}^1]^n, [f_i]^1_1).$$ By induction on $$n$$:

- Basis. if $$n = 0$$ then $$[(g_i, f_i)]^0_0 = (g_e, f_e)$$, the trivial factorization.
- Hypothesis. Let us assume that $$[(g_i, f_i)]^n_1$$ is a factorization on $$L$$ for some arbitrary $$n \geq 0$$, i.e., $$[g_i \circ [f_j]_{i-1}^1]^n \bullet [f_i]^1_1 = f_e$$ (Definition 1).
- Induction Step. Let us consider the composition $$[(g_i, f_i)]^{n+1}_1$$ where $$(g_{n+1}, f_{n+1})$$ is a factorization on $$L$$. By (8), the fact that $$g_{n+1} \bullet f_{n+1} = f_e$$, and induction hypothesis, $$[g_i \circ [f_j]_{i-1}^1]^{n+1} \bullet [f_i]^1_{n+1} = f_e$$. Therefore, $$[(g_i, f_i)]^{n+1}_1$$ is a factorization on $$L$$.

Lemma 2. Let $$\{(g'_i, f'_i) \in G \times F\}_{i:1..n}$$ be a finite family of $$n \geq 0$$ factorizations on $$L$$. Let $$\{r_i : \Sigma^* \rightarrow \Sigma^*\}_{i:1..n}$$ be a finite family of $$n \geq 0$$ word-transformations. For each $$i : 1..n$$, the pair $$(g_i, f_i) \in G \times F$$ is defined as $$(g_i, f_i) = (g'_i \circ \partial_{r_i}, f'_i \circ \partial_{r_i})$$, where $$\partial_{r_i}$$ is the derivative operator by the word-transformation $$r_i$$. The composition of the family $$\{(g_i, f_i) \in G \times F\}_{i:1..n}$$, $$[(g_i, f_i)]^n_1 = (g_i \circ [f_j]_{i-1}^1)^n_1 \bullet [f_i]^1_1$$, satisfies that

$$[g_i \circ [f_j]_{i-1}^1]^{n+1} \bullet [f_i]^1_{n+1} = \partial_{\bigcup_{i=1}^n r_i}$$ (13)

Proof: Let us recall that $$\partial_{r_i} \in F$$ and $$\partial_{r_i}(\ell) = \ell \circ r_i$$ for any $$\ell \in L$$. By induction on $$n$$:

- Basis. if $$n = 0$$ then $$[(g_i, f_i)]^0_0 = (g_e, f_e)$$. By convention $$\circ_{[g_i]}$$ is the identity word-transformation. Thus, $$\partial_{\bigcup_{i=1}^n r_i} = f_e$$. Therefore, $$g_e \bullet f_e = f_e$$ since $$(g_e, f_e)$$ is the trivial factorization on $$L$$.
- Hypothesis. Let us assume that (13) holds for an arbitrary $$n \geq 0$$.
- Induction Step. Let us consider the composition $$[(g_i, f_i)]^{n+1}_1$$ where each $$(g_i, f_i)$$ is defined in Lemma 2. The new pair $$(g_{n+1}, f_{n+1})$$ is also defined as $$(g_{n+1}, f_{n+1}) = (g'_{n+1} \circ \partial_{r_{n+1}}, f'_{n+1} \circ \partial_{r_{n+1}})$$, for a given factorization on $$L$$, $$(g'_{n+1}, f'_{n+1})$$, and a word-transformation $$r_{n+1}$$. By definition of $$(g_{n+1}, f_{n+1})$$, $$g_{n+1} \bullet f_{n+1} = (g'_{n+1} \circ \partial_{r_{n+1}}) \bullet (f'_{n+1} \circ \partial_{r_{n+1}})$$. Then, by (12), $$g_{n+1} \bullet f_{n+1} = \partial_{r_{n+1}}$$. By (8), and substitution,

$$[g_i \circ [f_j]_{i-1}^1]^{n+1} \bullet [f_i]^1_{n+1} = [g_i \circ [f_j]_{i-1}^1]^n \bullet ([\partial_{r_{n+1}}] \circ [f_i]^1_1).$$

By (8), $$[g_i \circ [f_j]_{i-1}^1]^{n+1} \bullet [f_i]^1_{n+1} = \partial_{r_{n+1}} \circ ([g_i \circ [f_j]_{i-1}^1]^n \bullet [f_i]^1_1).$$

By Hypothesis and definition of $$\partial_{r_{n+1}}$$,

$$[g_i \circ [f_j]_{i-1}^1]^{n+1} \bullet [f_i]^1_{n+1} = \partial_{r_{n+1}} \circ \partial_1 \circ \bigcup_{i=1}^n r_i = \partial_1 \circ \bigcup_{i=1}^n r_i.$$

Therefore, the Lemma holds.

Previous results have been provided for arbitrary factorizations, word-transformations and their derivatives. The importance of factorizations on
and the equation (13) is that they provide a reasonable theoretical basis for recognizability of $M$-languages via deterministic finite automata with values on a monoid $M$ as we will show in the next sections.

4. Deterministic finite automata with values on a monoid

We present a short introduction to deterministic finite automata with values on a monoid.

**Definition 2.** Let $(M, \cdot, 1)$ be a monoid. A Deterministic Finite Automaton with values on the monoid $M$, (M-DFA in short), is a tuple $A = (Q, \Sigma, u, i_u, \delta, w, \rho)$ where

- $Q$ is a finite nonempty set of states;
- $\Sigma$ is a finite alphabet;
- $u \in Q$ is the unique initial state;
- $i_u \in M$ is the initial value assigned to the initial state $u \in Q$;
- $\delta : Q \times \Sigma \to Q$ is the state-transition function;
- $w : Q \times \Sigma \to M$ is the monoid-transition function that assigns values from $M$ to each transition; and
- $\rho : Q \to M$ is the final-function that assigns final values from $M$ to each state in $Q$.

The state-transition function $\delta$ is extended to $\Sigma^*$. The extended function $\delta^* : Q \times \Sigma^* \to Q$ is defined as

\[
(i) \ \delta^*(q, \varepsilon) = q; \ \text{and,} \ (ii) \ \delta^*(q, \alpha \sigma) = \delta^*(\delta^*(q, \alpha), \sigma)
\]  

(14)

for any $q \in Q$, $\alpha \in \Sigma^*$, and $\sigma \in \Sigma$. As $\delta$ is a total function then $\delta^*(q, \alpha) \in Q$ for every word $\alpha$. Due this fact, it is common to say that $A$ is complete. In the rest of this paper, $\delta^*(q, \alpha)$ is simply denoted $qa$ for each state $q$ of $A$, and word $\alpha$. As $A$ is a deterministic automaton, $qa$ is the unique reachable state from $q$ by the word $\alpha$. In other words, $qa$ is an accessible state from $q$ (by the word $\alpha$). An M-DFA $A$ is accessible if $Q = \{ua | \alpha \in \Sigma^*\}$, i.e., any state in $Q$ is accessible from the initial state.

The monoid-transition function $w$ is also extended to $\Sigma^*$. The extended function $w^* : Q \times \Sigma^* \to M$ is defined as

\[
(i) \ w^*(q, \varepsilon) = 1; \ \text{and,} \ (ii) \ w^*(q, \alpha \sigma) = w^*(q, \alpha) \cdot w(qa, \sigma)
\]  

(15)
for any \( q \in Q \), \( \alpha \in \Sigma^* \), and \( \sigma \in \Sigma \). Let us observe that the definition of \( w^* \) uses the extended function \( \delta^* \).

Let \( \alpha \in \Sigma^* \) be a word. The length of \( \alpha \) is denoted by \( |\alpha| \). The \( k \)-th prefix of \( \alpha \) is \( \alpha[k] \) where \( 0 \leq k \leq |\alpha| \). By convention, \( \alpha[0] = \epsilon \). In addition, the \( k \)-th symbol in \( \alpha \) is denoted by \( \alpha(k) \) where, by convention, \( \alpha(k) = \epsilon \) when \( k < 1 \) or \( k > |\alpha| \). Taken into account such a notation, by (15), we can expand \( w^*(q, \alpha) \) as follows:

\[
w^*(q, \alpha) = w(q, \alpha(1)) \cdot ...w(q\alpha[i - 1], \alpha(i))... \cdot w(q\alpha[n - 1], \alpha(n))
\]

(16)

for any word \( \alpha \) of length \( n \geq 0 \) and \( q \in Q \). It is also clear that, for any two words \( \alpha \) and \( \beta \), and \( q \in Q \),

\[
w^*(q, \alpha \beta) = w^*(q, \alpha) \cdot w^*(q\alpha, \beta)
\]

(17)

Given those previous definitions and extended functions, it is possible to define the \( M \)-language recognized (or generated) by an \( M \)-DFA. Let \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \) be an \( M \)-DFA. The \( M \)-language recognized by \( A \), denoted \( \mathcal{A} \), \( \mathcal{A} \in \mathcal{L} \), is defined by

\[
\mathcal{A}(\alpha) = i_u \cdot w^*(u, \alpha) \cdot \rho(u\alpha)
\]

(18)

for any \( \alpha \in \Sigma^* \). In addition, for each state \( q \) of \( A \), the \( M \)-language \( \mathcal{A}_q \in \mathcal{L} \) is defined by

\[
\mathcal{A}_q(\alpha) = w^*(q, \alpha) \cdot \rho(q\alpha)
\]

(19)

for any \( \alpha \in \Sigma^* \). For each word \( \alpha \in \Sigma^* \) and its derivative \( \partial_\alpha \in F \) (see Example 2), it is simple to prove that

\[
\partial_\alpha(\mathcal{A}_q) = w^*(q, \alpha) \cdot \mathcal{A}_q\alpha
\]

(20)

for any \( q \in Q \). Finally, \( \partial_\alpha(\mathcal{A}) = i_u \cdot \partial_\alpha(\mathcal{A}_u) \).

**Definition 3.** An \( M \)-language \( \ell \in \mathcal{L} \), is a recognizable \( M \)-language, or simply recognizable, if \( \ell \) is recognized by some \( M \)-DFA.

Two trivial consequences of Definition 3 are:

- \((\mathcal{Rcg}1)\) If \( \ell \in \mathcal{L} \) is recognizable then, for any \( m \in M \), \( m \cdot \ell \) is recognizable; and
- \((\mathcal{Rcg}2)\) if \( \ell \in \mathcal{L} \) is recognizable then, there exists \( \ell' \in \mathcal{L} \) such that \( \ell' \) is recognizable and \( \ell = m \cdot \ell' \) for some \( m \in M \).
If \( \ell \in L \) is recognized by \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \), i.e., \( A = \ell \), then, by (18), \( (\text{Rcg1}) \) \( m \cdot \ell \) is recognized by the automaton \( A' = (Q, \Sigma, u, m \cdot i_u, \delta, w, \rho) \). For (\text{Rcg2}), let us consider \( A_u = (Q, \Sigma, u, 1, \delta, w, \rho) \). Then, by (18), \( \ell' = A_u \) and \( m = i_u \).

Given two \( M \)-DFAs, \( A \) and \( B \), we say that \( A \) is (language) equivalent to \( B \) when they recognize the same \( M \)-language, i.e., \( A = B \).

Among the equivalent automata to \( A \), we may find a minimal one. The minimal automaton has the minimal number of states for recognizing the same \( M \)-language.

**Property 1.** Let \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \) be an \( M \)-DFA. If \( A \) is minimal then \( A \) satisfies the next conditions:

1. \( A \) is an accessible \( M \)-DFA.
2. (\text{NndS}) For all states \( p, q \in Q \),
   \( (\exists m \in M : m \cdot A_p = A_q \lor A_p = m \cdot A_q) \Rightarrow p = q \)
3. (\text{NndW}) For all states \( p, q \in Q \), \( A_p = A_q \Rightarrow p = q \)

**Proof:** Let \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \) be a minimal \( M \)-DFA.

1. If \( A \) is not accessible then there is an equivalent \( M \)-DFA \( A' \) with a lesser number of states than \( A \). \( A' \) is built by removing the unaccessible states of \( A \). This is in contradiction with the initial hypothesis.

2. Let us consider that for two states \( p \neq q \), \( m \cdot A_p = A_q \) for some \( m \in M \). Let us define the \( M \)-DFA \( A' = (Q, \Sigma, u, i_u, \delta', w', \rho) \). \( A' \) is exactly equal to \( A \) excepting that, for any \( s \in Q \) and \( \sigma \in \Sigma \), if \( \delta(s, \sigma) = q \) then \( \delta'(s, \sigma) = p \) and \( w'(s, \sigma) = w(s, \sigma) \cdot m \). That is, every transition \( (s, \sigma) \) ending in \( q \) in \( A \) ends in \( p \) in \( A' \). It is easily to prove that \( A' \) is equivalent to \( A \). However, in \( A' \), \( q \) is not an accessible state. Removing \( q \) in \( A' \), constructs an equivalent automaton to \( A \) but with less states. Again, this is a contradiction.

3. **NndW** is consequence of **NndS** when \( m = 1 \). \( \square \)

Those previous conditions are necessary conditions for an \( M \)-DFA to be a minimal one. Let us observe that (\text{NndS}) is stronger than (\text{NndW}). It is also possible to provide a sufficient condition for minimality.

**Property 2.** Let \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \) be an accessible \( M \)-DFA, then

\[
\neg(\exists \alpha, \beta \in \Sigma^*, \ell \in L, m, m' \in M : u\alpha \neq u\beta \land \partial_{\alpha}(A) = m \cdot \ell \land \partial_{\beta}(A) = m' \cdot \ell) \Rightarrow A \text{ is minimal}
\]

(21)
Proof: As $A$ is accessible, $Q = \{ u\alpha \mid \alpha \in \Sigma^* \}$. Assume that $\|Q\| = n$. As $A$ is a deterministic automaton, there exists $n$ different words, $\alpha_1, \ldots, \alpha_n$, such that $Q = \{ u\alpha_i \mid i : 1..n \}$. Suppose that $A$ is not minimal. Then, there exists a minimal $M$-DFA $A' = (Q', \Sigma, u', i, \delta', w', \rho')$ equivalent to $A$ with $\|Q'\| < \|Q\|$. As $A'$ is complete $u'\alpha_i \in Q'$ for each $i : 1..n$. By the Pigeonhole principle, there are at least two different words $\alpha_k$ and $\alpha_{k'}$, with $1 \leq k < k' \leq n$, such that $u_{\alpha_k} \neq u_{\alpha_{k'}}$ and $u'_{\alpha_k} = u'_{\alpha_{k'}}$. Call $\alpha_k$ and $\alpha_{k'}$ by $\alpha$ and $\beta$ respectively. Thus, $\partial_\alpha(A) = \partial_\alpha(A')$ and $\partial_\beta(A) = \partial_\beta(A')$ since $A$ is equivalent to $A'$. By (20), $\partial_\alpha(A') = i_{u'} \cdot w''(u', \alpha) \cdot A'_{u'\alpha}$ and $\partial_\beta(A') = i_{u'} \cdot w''(u', \beta) \cdot A'_{u'\beta}$. As $u'_\alpha = u'_\beta$, then $A'_{u'\alpha} = A'_{u'\beta} = \ell$. In conclusion, $u\alpha \neq u\beta \land \partial_\alpha(A) = m \cdot \ell \land \partial_\beta(A) = m' \cdot \ell$. A contradiction happens and the property holds. \hfill \square

In general, we say that an $M$-DFA $A = (Q, \Sigma, u, i, \delta, \omega, \rho)$ is transition-equalized if for any $p, q \in Q$ and $\sigma, \tau \in \Sigma$,

$$\partial_\sigma(A_q) = \partial_\tau(A_p) \Rightarrow \delta(q, \sigma) = \delta(p, \tau) \land w(q, \sigma) = w(p, \tau) \quad (22)$$

This property has an important relation with the construction of factorizations induced by an $M$-DFA (see section [5]).

5. Recognizability via factorizations on $L(\Sigma^*, M)$

In this section, our main result states a sufficient condition for the recognizability of $M$-languages via factorizations on $L$. We recall that, for a word $\alpha \in \Sigma^*$, $\alpha(i)$ denotes the $i$-th symbol in $\alpha$ and $\alpha[i]$ denotes the $i$-th prefix of $\alpha$. Given a factorization on $L$, $(g, f)$, and a word $\alpha$, let us define the pairs $(g \circ \partial_\alpha(i), f \circ \partial_\alpha(i)) \in G \times F$ with $i : 1..|\alpha|$, and the composition $[(g \circ \partial_\alpha(i), f \circ \partial_\alpha(i))]_{\alpha[i]}^{1[\alpha]}$. By (5) and the notation given in (6), that composition returns the pair $(W_\alpha^{(g,f)}, S_\alpha^{(g,f)}) \in G \times F$, where

$$S_\alpha^{(g,f)} = [f \circ \partial_\alpha(i)]_{[\alpha]} \quad (23)$$
$$W_\alpha^{(g,f)} = [g \circ \partial_\alpha(i) \circ S_\alpha^{(g,f)}]_{[\alpha]} \quad (24)$$

We write $S_\alpha(\ell)$ and $W_\alpha(\ell)$ instead of $S_\alpha^{(g,f)}$ and $W_\alpha^{(g,f)}$ in many part of the text when the factorization $(g, f)$ is clear in the context of discussion. We recognize that it is not simple to provide an interpretations of these functions. This is the reason for providing their main properties:

$$S_\varepsilon = f_\varepsilon \text{ and } W_\varepsilon = g_\varepsilon \quad (25)$$
\[ S_{\sigma} = f \circ \partial_{\sigma} \text{ and } W_{\sigma} = g \circ \partial_{\sigma} \quad (26) \]

\[ S_{\beta} \circ S_{\alpha} = S_{\alpha \beta} \quad (27) \]

\[ W_{\alpha} \cdot (W_{\beta} \circ S_{\alpha}) = W_{\alpha \beta} \quad (28) \]

\[ W_{\alpha} \bullet S_{\alpha} = \partial_{\alpha} \quad (29) \]

\[ (W_{\beta} \circ S_{\alpha}) \bullet (S_{\beta} \circ S_{\alpha}) = \partial_{\beta} \circ S_{\alpha} \quad (30) \]

for any \( \sigma \in \Sigma \), and \( \alpha, \beta \in \Sigma^* \).

Equations (25), (26), (27) and (28) are directly obtained from the definitions of \( S_{\alpha} \) (23) and \( W_{\alpha} \) (24). Equation (29) is a consequence of the fact that \((W_{\alpha}, S_{\alpha})\) is an element of \( G \times F \) that satisfies (13) in Lemma 2. The last equation (30) is obtained by (29) and the previous one (29).

The main justification for introducing such a pair \((W_{\alpha}, S_{\alpha})\) is that, for any \( \ell \in L \) and \( \alpha \in \Sigma^* \),

\[ (W_{\alpha} \bullet S_{\alpha})(\ell) = \partial_{\alpha}(\ell) \]

\[ W_{\alpha}(\ell) \cdot S_{\alpha}(\ell) = \ell \circ \alpha \]

\[ (W_{\alpha}(\ell) \cdot S_{\alpha}(\ell))(\varepsilon) = (\ell \circ \alpha)(\varepsilon) \]

\[ W_{\alpha}(\ell) \cdot (S_{\alpha}(\ell))(\varepsilon) = \ell(\alpha) \]

In conclusion, for any factorization on \( L \), \((g, f)\), \( \ell \in L \) and \( \alpha \in \Sigma^* \),

\[ W_{\alpha}^{(g, f)}(\ell) \cdot (S_{\alpha}^{(g, f)}(\ell))(\varepsilon) = \ell(\alpha) \quad (31) \]

This last equation suggests us a way for constructing the \( M \)-language \( \ell \) taken into account that, by (28), \( W_{\alpha}^{(g, f)}(\ell) \), with \(|\alpha| = n\), can be expanded as

\[ W_{\alpha}(\ell) = W_{\alpha(1)}(\ell) \cdot (W_{\alpha(2)} \circ S_{\alpha[1]})(\ell) \cdot \cdots \cdot (W_{\alpha(n)} \circ S_{\alpha[n-1]})(\ell) \]

\[ W_{\alpha}(\ell) = \prod_{i=1}^{\vert\alpha\vert} (W_{\alpha(i)} \circ S_{\alpha[i-1]})(\ell) \quad (32) \]

By (31) and the considered expansion, each value \( \ell(\alpha) \in M \), is the product of \(|\alpha| + 1\) values from \( M \) for any factorization. The reader may compare the language accepted by an \( M \)-DFA (18) with (31), and (16) with (32). The main question is how to ensure that every \( \ell(\alpha) \) is finitely generated by some automaton given a factorization. This question is solved in the following lemma for recognizability.

**Lemma 3.** Let \( \ell \in L \) be an \( M \)-language. If there exists a factorization on \( L \), \((g, f)\), such that the set \( \{S_{\alpha}^{(g, f)}(\ell)\vert \alpha \in \Sigma^*\} \) is finite, then \( \ell \) is a recognizable \( M \)-language.
Proof: We construct an $M$-DFA that recognizes $\ell \in L$. By assumption \( \{S^\alpha_{\ell}(\alpha) | \alpha \in \Sigma^*\} \) is finite. It is a nonempty set since $\ell$ is in that set.

In the rest of the proof, we omit the superscript $(g,f)$ excepting for some definitions. Let us consider the following automaton:

**Definition 4.** $N^\alpha_{\ell}(g,f) = (Q, \Sigma, S_\ell, 1, \delta, w, \rho)$:

- $Q = \{S_\alpha(\ell) | \alpha \in \Sigma^*\}$ is the set of states, each state is an $M$-language;
- the initial state is $S_\varepsilon(\ell) \in Q$, by (25), $S_\varepsilon(\ell) = \ell$;
- the initial value of $S_\varepsilon(\ell)$ is 1;
- the state-transition function $\delta$ is defined as $\delta(S_\alpha(\ell), \sigma) = S_{\alpha\sigma}(\ell)$ for any $\alpha \in \Sigma^*$ and $\sigma \in \Sigma$;
- the monoid-transition function $w$ is defined as $w(S_\alpha(\ell), \sigma) = (W_\sigma \circ S_\alpha)(\ell)$ for any $\alpha \in \Sigma^*$ and $\sigma \in \Sigma$; and
- for each state, its final value is $\rho(S_\alpha(\ell)) = (S_\alpha(\ell))(\varepsilon)$ for any $\alpha \in \Sigma^*$.

Both $\delta : Q \times \Sigma \to Q$ and $w : Q \times \Sigma \to M$ are well defined functions. Given two words $\alpha$ and $\beta$, if $S_\alpha(\ell) = S_\beta(\ell)$ then $S_{\alpha\sigma}(\ell) = (S_\sigma \circ S_\alpha)(\ell) = (S_\sigma \circ S_\beta)(\ell) = S_{\beta\sigma}(\ell)$; and, trivially, $(W_\sigma \circ S_\alpha)(\ell) = (W_\sigma \circ S_\beta)(\ell)$. Therefore, the automaton $N^\alpha_{\ell}(g,f)$ is a well defined $M$-DFA since $Q$ is a nonempty finite set by the conditions of the lemma.

It is simple to show that $\delta^*(S_\alpha(\ell), \beta) = S_{\alpha\beta}(\ell)$ for any words $\alpha$ and $\beta$.

By notation, $\delta^*(S_\alpha(\ell), \beta)$ is represented as $S_{\alpha}(\ell)\beta$ (as in section 4). Thus, $S_\alpha(\ell)\beta = S_{\alpha\beta}(\ell)$.

In the following, we prove that the $M$-language recognized by $N^\alpha_{\ell}(g,f)$, in notation $L^\alpha_{\ell}(g,f)$, satisfies $L^\alpha_{\ell}(g,f) = \ell$.

For any $\alpha \in \Sigma^*$:

By (15), $L^\alpha_{\ell}(g,f)(\alpha) = 1 \cdot w^*(S_\varepsilon(\ell), \alpha) \cdot \rho(S_\varepsilon(\ell)\alpha)$.

Since, $S_\varepsilon(\ell)\alpha = S_\alpha(\ell)$, then $L^\alpha_{\ell}(g,f)(\alpha) = w^*(S_\varepsilon(\ell), \alpha) \cdot \rho(S_\alpha(\ell)\alpha)$.

By (15), $L^\alpha_{\ell}(g,f)(\alpha) = (\prod_{i=1}^{\lvert \alpha \rvert} w(S_\varepsilon(\ell)\alpha[i-1], \alpha(i))) \cdot \rho(S_\alpha(\ell))$, and again, $S_\varepsilon(\ell)\alpha[i-1] = S_{\alpha[i-1]}(\ell)$, then, $L^\alpha_{\ell}(g,f)(\alpha) = (\prod_{i=1}^{\lvert \alpha \rvert} w(S_{\alpha[i-1]}(\ell), \alpha(i))) \cdot \rho(S_\alpha(\ell))$.

By definition of $w()$ and $\rho()$ given for the automaton $N^\alpha_{\ell}(g,f)$,
\[ N^\ell_{(g,f)}(\alpha) = (\prod_{i=1}^{[\alpha]} (W_{\alpha(i)} \circ S_{\alpha[i-1]})(\ell)) \cdot (S_{\alpha}(\ell))(\varepsilon) \]

By the considered expansion of \( W_{\alpha}(\ell) \) given in (32),
\[ N^\ell_{(g,f)}(\alpha) = W_{\alpha}(\ell) \cdot (S_{\alpha}(\ell))(\varepsilon). \]

Finally, by (31),
\[ N^\ell_{(g,f)}(\alpha) = \ell(\alpha). \]

Therefore, \( N^\ell_{(g,f)} = \ell. \) This fact concludes that \( \ell \) is a recognizable \( M \)-language via the factorization \((g, f)\).

As Lemma 3 indicates, \( \ell \in L \) is recognizable if the automaton \( N^\ell_{(g,f)} \) is an \( M \)-DFA for some factorization on \( L \), \((g, f)\). In the construction provided in Definition 4, \( N^\ell_{(g,f)} \) depends on \( \ell \) and the factorization \((g, f)\). The initial value of this automaton may be also changed without modifying the rest of components. In that case, we write \( N^\ell_{(g,f)}(\ell, 1) \) for the original automaton and \( N^\ell_{(g,f)}(\ell, m) \) for the same automaton but with initial value \( m \in M \).

Let us observe that the finiteness property of the set of state \( Q_{N^\ell_{(g,f)}} \) is due to the fact that infinitely many words satisfy \( S_{\alpha}(\ell) = S_{\beta}(\ell) \). This argument allows us to propose a right congruence on \( \Sigma^* \).

**Definition 5.** Let \((g, f)\) be a factorization on \( L \) and let \( \ell \) be an \( M \)-language. The binary relation on \( \Sigma^* \) denoted by \( \equiv^\ell_{(g,f)} \) is defined as follows:
\[ \alpha \equiv^\ell_{(g,f)} \beta \iff S_{\alpha}(\ell) = S_{\beta}(\ell) \] (33)

for any \( \alpha, \beta \in \Sigma^* \).

Clearly, \( \equiv^\ell_{(g,f)} \) is a congruence on \( \Sigma^* \). In addition, \( \equiv^\ell_{(g,f)} \) satisfies
\[ \alpha \equiv^\ell_{(g,f)} \beta \Rightarrow \alpha \gamma \equiv^\ell_{(g,f)} \beta \gamma \] (34)

for any \( \alpha, \beta, \gamma \in \Sigma^* \).

**Proof:** By definition of the congruence \( S_{\alpha}^\ell(\ell) = S_{\beta}^\ell(\ell) \). Then, by (27),
\[ S_{\alpha \gamma}(\ell) = (S_{\gamma} \circ S_{\alpha})(\ell) = (S_{\gamma} \circ S_{\beta})(\ell) = S_{\beta \gamma}(\ell). \]
Thus, \( \alpha \gamma \equiv^\ell_{(g,f)} \beta \gamma \) for every \( \gamma \in \Sigma^* \).

It concludes that \( \equiv^\ell_{(g,f)} \) is a right congruence on \( \Sigma^* \). Furthermore, if the quotient set \( \Sigma^*/\equiv^\ell_{(g,f)} \) is finite, i.e., \( \equiv^\ell_{(g,f)} \) has finite index, then the set \( Q^\ell_{(g,f)} \) is also finite (and vice versa):
\[ \equiv^\ell_{(g,f)} \] has finite index \( \iff Q^\ell_{(g,f)} = \{S_{\alpha}(\ell)|\alpha \in \Sigma^*\} \) is finite (35)
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Corollary 1. Let $\ell \in L$ be an $M$-language. If there exists a factorization on $L$, $(g, f)$, such that the right congruence on $\Sigma^*$ induced by the factorization, $\equiv_{(g, f)}$, has finite index, then $\ell$ is a recognizable $M$-language.

Proof: By (35), $Q_{(g, f)}^\ell$ is a finite set. Therefore, by Lemma 3, $\ell$ is recognized by the $M$-DFA $N^{(g, f)}(\ell, 1)$. \qed

We end this section by providing the main properties of the automaton $N^{(g, f)}(\ell, m)$.

Property 3. Let $\ell \in L$ be an $M$-language. Let $(g, f)$ be a factorization on $L$. If the automaton $N^{(g, f)}(\ell, 1)$ is an $M$-DFA then, for any $m \in M$, the $M$-DFA $N^{(g, f)}(\ell, m)$ satisfies the properties:

1. $N^{(g, f)}(\ell, m) = m \cdot \ell$
2. $N^{(g, f)}(\ell, m)$ is an accessible $M$-DFA.
3. Each state $S_\alpha(\ell) \in Q_{(g, f)}^\ell$ is a recognizable $M$-language.
4. For each state $S_\alpha(\ell) \in Q_{(g, f)}^\ell$, $(N^{(g, f)}(\ell, m))_{S_\alpha(\ell)} = S_\alpha(\ell)$.
5. $N^{(g, f)}(\ell, m)$ satisfies the necessary condition of minimality (NcdW).

Proof:
1. We recall that $m \in M$ is the initial value in the automaton $N^{(g, f)}(\ell, m)$ that replaces the original initial value 1 in $N^{(g, f)}(\ell, 1)$. Both automata are exactly the same by excluding those initial values. By condition (Rcg1) (see section 4), as $N^{(g, f)}(\ell, 1)$ is an $M$-DFA that recognizes $\ell$ (proof of Lemma 3), then, $N^{(g, f)}(\ell, m)$ is an $M$-DFA that recognizes $m \cdot \ell \in L$ for any $m \in M$.

2. By Definition 4 in Lemma 3, the set $Q_{(g, f)}^\ell = \{S_\alpha(\ell) | \alpha \in \Sigma^*\}$ contains all accessible states from the initial state $S_\epsilon(\ell) = \ell$ (see the proof below Definition 4 in Lemma 3).

3. As $Q_{(g, f)}^\ell$ is finite then, for any $S_\alpha(\ell) \in Q_{(g, f)}^\ell$, the set $Q_{S_\alpha(\ell)}^{(g, f)}$ that is obtained by replacing $\ell$ by $S_\alpha(\ell)$, is also finite and; thus, each state $S_\alpha(\ell)$ is a recognizable $M$-language by Lemma 3. In fact, $Q_{S_\alpha(\ell)}^{(g, f)} \subseteq Q_{(g, f)}^\ell$ because, by (27), for any word $\beta$, $S_{\alpha \beta}(\ell) = (S_\beta \circ S_\alpha)(\ell) = S_\beta(S_\alpha(\ell)) \in Q_{(g, f)}^\ell$.

4. As $S_\alpha(\ell)$ is a state of $N^{(g, f)}(\ell, m)$ then, by (19), $(N^{(g, f)}(\ell, m))_{S_\alpha(\ell)}(\beta) = w^*(S_\alpha(\ell), \beta) \cdot \rho(S_\alpha(\ell)\beta)$ for any $\beta \in \Sigma^*$, where $w^*(\cdot)$ and $\rho(\cdot)$ are the extended monoid-transition function and final
function provided in (15) and Definition 4. Following a similar reasoning as in the proof of Lemma 3, we have that
\[ w^*(S^\alpha(\ell), \beta) = \prod_{|\beta|} (W^\beta_i \circ S^\beta[i-1](S^\alpha(\ell))) = W^\beta(S^\alpha(\ell)), \]
and
\[ \rho(S^\alpha(\ell)\beta) = \rho(S^\alpha(\ell)\beta) = ((S^\beta \circ S^\alpha)(\ell))(\varepsilon) = S^\alpha(\beta) = (W^\beta \circ S^\alpha)(\ell)(\varepsilon). \]
Thus, for any word \( \beta \),
\[ (N(g,f)(\ell, m))_{S^\alpha(\ell)}(\beta) = (W^\beta \circ S^\alpha)(\ell) \cdot (S^\beta \circ S^\alpha)(\ell)(\varepsilon). \]
In conclusion, \( (N(g,f)(\ell, m))_{S^\alpha(\ell)} = S^\alpha(\ell). \)

5. The necessary condition for minimality \((\text{NcndW})\) (see Property 1.3) is fulfilled in the \( M \)-DFA \( N(g,f)(\ell, m) \) because for all states \( S^\alpha(\ell) \) and \( S^\beta(\ell) \) of that automaton, if \( (N(g,f)(\ell, m))_{S^\alpha(\ell)} = (N(g,f)(\ell, m))_{S^\beta(\ell)} \) then, by the previous Property 3.4, \( S^\alpha(\ell) = S^\beta(\ell). \) □

6. Natural factorizations on \( L(\Sigma^*, M) \)

Recognizability of \( M \)-languages provided in section 5 has been based on the hypothesis that, for arbitrary monoids, there exist general factorizations on \( L(\Sigma^*, M) \). In this section, we show that each \( M \)-DFA is able to define a natural factorization on \( L \). The construction of a factorization on \( L \) induced by an \( M \)-DFA is based on equalization of transitions (see (22)). Let \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \) be an \( M \)-DFA (Definition 2). Recall that the \( M \)-language recognized by \( A \) is denoted by \( A \) (see (18)), and that \( A_q \) (see 19) is the \( M \)-language given for each state \( q \) of \( A \).

We define the set \( P_A = \{(\sigma, q), (\sigma, A_q)\} | \sigma \in \Sigma, q \in Q \} \) and the following relation on \( P_A \), denoted by \( \approx_A \):
\[ ((\sigma, q), \ell) \approx_A ((\tau, p), \ell') \iff \ell = \ell' \] (36)
for every \( ((\sigma, q), \ell), ((\tau, p), \ell') \in P_A \). By the given definition, \( \approx_A \) is an equivalence relation on \( P_A \). This equivalence relation has been constructed taken into account the antecedent of the implication given in (22), and it will allow us to define a factorization on \( L \). Clearly, the quotient set \( P_A/ \approx_A \) contains a finite number of equivalence classes. Let \( \pi \) be a function for selecting a unique representative element for each class in \( P_A/ \approx_A \). Under a given selection \( \pi \), each class \( C_A \in P_A/ \approx_A \),
is denoted by $C^\pi_A((\sigma, q), \partial_\sigma(A_q))$. This notation indicates explicitly the representative element of the class. The given selection $\pi$ is defined in such a way that it always provides the class $C^\pi_A((\varepsilon, u), A)$.

**Definition 6.** Let $A = (Q, \Sigma, u, i_u, \delta, w, \rho)$ be an $M$-DFA, let $P_A/ \approx_A$ be the quotient set of the equivalence relation $\approx_A$ (26), and let $\pi$ be a selection function of representative elements for the classes in $P_A/ \approx_A$. The functions $f^\pi_A : L \to L$ and $g^\pi_A : L \to M$ are defined as follows:

For each $\ell \in L$:

$$
\begin{align*}
 f^\pi_A(\ell) &= A_u & \text{if } \ell = A \land C^\pi_A((\varepsilon, u), A) \in P_A/ \approx_A \\
 f^\pi_A(\ell) &= A_{\sigma q} & \text{if } \ell = \partial_\sigma(A_q) \land C^\pi_A((\sigma, q), \partial_\sigma(A_q)) \in P_A/ \approx_A \\
 f^\pi_A(\ell) &= \ell & \text{otherwise}
\end{align*}
$$

(37)

$$
\begin{align*}
 g^\pi_A(\ell) &= i_u & \text{if } \ell = A \land C^\pi_A((\varepsilon, u), A) \in P_A/ \approx_A \\
 g^\pi_A(\ell) &= w(q, \sigma) & \text{if } \ell = \partial_\sigma(A_q) \land C^\pi_A((\sigma, q), \partial_\sigma(A_q)) \in P_A/ \approx_A \\
 g^\pi_A(\ell) &= 1 & \text{otherwise}
\end{align*}
$$

(38)

By the given definition, $f^\pi_A$ and $g^\pi_A$ are well-defined functions of $F$ and $G$ respectively. We prove that such a pair of functions is a factorization on $L$.

**Lemma 4.** Let $A = (Q, \Sigma, u, i_u, \delta, w, \rho)$ be an $M$-DFA. The pair $(g^\pi_A, f^\pi_A) \in G \times F$ (Definition 6) is a factorization on $L$ induced by the automaton $A$.

**Proof:** For any $\ell \in L$. By Definition 6,

- $\ell = A$. Then, $g^\pi_A(\ell) \cdot f^\pi_A(\ell) = i_u \cdot A_u = A$ (by 19) and (13).
- $\ell = \partial_\tau(A_p)$ for some $\tau \in \Sigma$ and $p \in Q$, then there exists some class $C^\pi_A \in P_A/ \approx_A$ such that $\ell = \partial_\sigma(A_q)$ or $\ell = A$. This last case is the same as the given above. For the former case, assume that $((\sigma, q), \partial_\sigma(A_q))$ is the given representative by $\pi$. Then, $g^\pi_A(\ell) \cdot f^\pi_A(\ell) = w(q, \sigma) \cdot A_{\sigma q} = \partial_\sigma(A_q) = \ell$ (by 20).
- Otherwise, $g^\pi_A(\ell) \cdot f^\pi_A(\ell) = 1 \cdot \ell$.

Therefore, $g^\pi_A \cdot f^\pi_A = \mathcal{I}$. By Definition 1 the pair $(g^\pi_A, f^\pi_A) \in G \times F$ is a factorization on $L$. \qed

Let us observe that the pair $(g^\pi_A, f^\pi_A)$ depends on the selection function $\pi$, and that Lemma 4 holds for any selection $\pi$. Given an $M$-DFA $A =$
(\(Q, \Sigma, u, i_u, \delta, w, \rho\)), define the sets \(\hat{P}_A = \{A, \partial_\sigma(A_q) | \sigma \in \Sigma, q \in Q\}\) and \(\hat{Q}_A = \{A_q | q \in Q\}\). Any factorization on \(L\) induced by \(A\), \((g^*_A, f^*_A)\), satisfies that
\[
\begin{align*}
  f^*_A(\ell) &\in \hat{Q}_A \quad \text{if} \ \ell \in \hat{P}_A \\
  f^*_A(\ell) &= \ell \quad \text{otherwise}
\end{align*}
\]
for any \(\ell \in L\).

**Lemma 5.** Let \(A = (Q, \Sigma, u, i_u, \delta, w, \rho)\) be an M-DFA. For any factorization on \(L\) induced by \(A\), \((g^*_A, f^*_A)\), the right congruence \(\equiv_{(g^*_A, f^*_A)}\) has finite index.

**Proof:** Recall that \(A\) is the \(M\)-language recognized by \(A\). As \(A\) is an M-DFA, the set of states \(Q\) is finite, and the sets of \(M\)-languages \(\hat{Q}_A = \{A_q | q \in Q\}\) and \(\hat{P}_A = \{A, \partial_\sigma(A_q) | \sigma \in \Sigma, q \in Q\}\) are also finite. We prove that for any \(\alpha \in \Sigma^*\),
\[
S^\alpha(g^*_A, f^*_A)(f^*_A(A)) \in \hat{Q}_A
\]
(40)

For convenience, we omit the superscript \((g^*_A, f^*_A)\) in \(S^\alpha(g^*_A, f^*_A)\). By induction on the prefixes of \(\alpha\):

- Basis. By (25), \(S_\varepsilon(f^*_A) = f^*_A\). As \(A \in \hat{P}_A\), then, by (39), \(S_\varepsilon(f^*_A) \in \hat{Q}_A\).
- Hypothesis. Let us assume that \(S_{\alpha'}(f^*_A) \in \hat{Q}_A\) where \(\alpha'\) is a prefix of \(\alpha\).
- Induction step. Let us consider \(\alpha'\sigma\) be a prefix of \(\alpha\) with \(\sigma \in \Sigma\). By (27) and (20), \(S_{\alpha'\sigma}(f^*_A) = (S_\sigma \circ S_{\alpha'})(f^*_A) = f^*_A(\partial_\sigma(S_{\alpha'}(f^*_A)))\). By induction hypthesis, \(S_{\alpha'}(f^*_A) \in \hat{Q}_A\), i.e., there exists some \(q \in Q\) such that \(S_{\alpha'}(f^*_A) = A_q\). By substitution, \(S_{\alpha'\sigma}(f^*_A) = f^*_A(\partial_\sigma(A_q))\). As \(\partial_\sigma(A_q) \in \hat{P}_A\), then, by (39), \(f^*_A(\partial_\sigma(A_q)) \in \hat{Q}_A\). Therefore, \(S_{\alpha'\sigma}(f^*_A) \in \hat{Q}_A\).

This fact proves that the set \(Q_{f^*_A} = \{S_\alpha(f^*_A) | \alpha \in \Sigma^*\}\) is finite because \(Q_{f^*_A} \subseteq \hat{Q}_A\). Therefore, by (35), \((g^*_A, f^*_A)\) has finite index. \(\square\)

**Remark 2.** Given an M-DFA \(A = (Q, \Sigma, u, i_u, \delta, w, \rho)\), Lemma (2) states that \(\equiv_{f^*_A} \) has finite index. By Corollary (1) and Lemma (3), the M-DFA \(N(g^*_A, f^*_A)(f^*_A(A), 1)\) recognizes the M-language \(f^*_A(A)\).
By Property 3.1, \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) \) recognizes \( g_A^\pi(A) \cdot f_A^\pi(A) \). By Definition 3 (or Lemma 4), \( g_A^\pi(A) \cdot f_A^\pi(A) = i_u \cdot A_u = A \). Therefore, \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) \) is equivalent to \( A \).

Previous Remark shows that \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) \) is equivalent to \( A \). Those automata could be very different because the former one satisfies all the properties given in Property 3 but, however, these properties may be absent in the automaton \( A \). The \( M \)-DFA \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) \) has their transitions equalized. This is derived by the way factorization \( (g_A^\pi, f_A^\pi) \) is constructed. The next property collects the main properties involved any factorization on \( L \) induced by \( A \).

**Property 4.** Let \( A = (Q, \Sigma, \iota, \delta, w, \rho) \) be an \( M \)-DFA. For any factorization on \( L \) induced by \( A \), \( (g_A^\pi, f_A^\pi) \), the following properties hold:

1. \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) \) is equivalent to \( A \).
2. \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) \) is transition-equalized.
3. If \( A \) is minimal then \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) \) is minimal.
4. There is a minimal and transition-equalized \( M \)-DFA equivalent to \( A \).
5. If \( A \) is minimal then \( f_A^\pi \) is idempotent, i.e., \( f_A^\pi \circ f_A^\pi = f_A^\pi \).
6. If \( A \) is minimal and transition-equalized then \( f_A^{\pi_i} = f_A^{\pi_j} \) for any selection functions \( \pi_i \) and \( \pi_j \).

*Proof:*

1. The equivalence is shown in Remark 2.

2. Let \( N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)) = (Q, \Sigma, f_A^\pi(A), g_A^\pi(A), \delta, w, \rho) \) be the structure of such automaton provided in Definition 1. Let us consider two states \( S_\alpha(f_A^\pi(A)) \) and \( S_\beta(f_A^\pi(A)) \) and two symbols \( \sigma, \tau \in \Sigma \). By (10), \( S_\alpha(f_A^\pi(A)) \), \( S_\beta(f_A^\pi(A)) \) \( \in \hat{Q}_A \), i.e., there are two states \( q, p \in Q \), such that \( S_\alpha(f_A^\pi(A)) = A_q \) and \( S_\beta(f_A^\pi(A)) = A_p \). Now consider (22):

\[
\partial_\sigma(N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)))_{S_\alpha(f_A^\pi(A))} = \partial_\tau(N(g_A^\pi, f_A^\pi)(f_A^\pi(A), g_A^\pi(A)))_{S_\beta(f_A^\pi(A))},
\]

by Property 3.4

\[
\partial_\sigma(S_\alpha(f_A^\pi(A))) = \partial_\tau(S_\beta(f_A^\pi(A)))
\]

then,

\[
\partial_\sigma(A_q) = \partial_\tau(A_p)
\]

This fact implies that \( ((\sigma, q), \partial_\sigma(A_q)) \) and \( ((\tau, p), \partial_\tau(A_p)) \) \( \in C_{A}^\pi \), i.e, they are in the same class of \( P_A/ \approx_A \). Then, by Definition 5, \( f_A^\pi(\partial_\sigma(A_q)) = \)
\[ f^\pi_A(\partial_\tau(A_p)) \text{ and } g^\pi_A(\partial_\sigma(A_q)) = g^\pi_A(\partial_\tau(A_p)). \]

Thus, \( \delta(S_\alpha(f^\pi_A(A)), \sigma) = S_\alpha(\delta(f^\pi_A(A))) = g^\pi_A(\partial_\sigma(A_q)) = g^\pi_A(\partial_\tau(A_p)) = \delta(S_\beta(f^\pi_A(A)), \tau). \) In a similar way, \( w(S_\alpha(f^\pi_A(A)), \sigma) = (W_\sigma \circ S_\alpha)(f^\pi_A(A)) = g^\pi_A(\partial_\sigma(A_q)) = w(S_\beta(f^\pi_A(A)), \tau). \) In conclusion, \( N^\pi(f^\pi_A(A), g^\pi_A(A)) \) is transition-equalized.

3. By the proof in Lemma 5, \( Q^\pi f^\pi_A(A) \subseteq \hat{Q}_A. \) By definition \( \|\hat{Q}_A\| \leq \|Q\| \) where \( Q \) is the set of states of the minimal M-DFA \( A. \) Then, \( \|Q^\pi f^\pi_A(A)\| \leq \|Q\|. \) Therefore, \( N^\pi(f^\pi_A(A), g^\pi_A(A)) \) is a minimal M-DFA.

4. It is a consequence of the previous properties.

5. This property is proved by exhaustive case analysis and the application of the condition \( \text{NendS} \) (Property 2) for a minimal M-DFA. We omit the proof by brevity.

6. By Definition 6 and (39):

- If \( \ell \not\in \hat{P}_A, \) then \( f^\pi_A(\ell) = f^\pi_A(\ell) = \ell. \)
- If \( \ell \in \hat{P}_A \) and \( \ell = A, \) then \( f^\pi_A(\ell) = f^\pi_A(\ell) = A. \)
- If \( \ell \in \hat{P}_A \) and \( \ell = \partial_\sigma(A_q) \) and \( C^\pi_A(\sigma, q, \partial_\sigma(A_q)) \in P_A/ \equiv, \) then \( C^\pi_A(\sigma, q, \partial_\sigma(A_q)) = C^\pi_A(\tau, p, \partial_\tau(A_p)) \) with \( \partial_\sigma(A_q) = \partial_\tau(A_p). \) As \( A \) is transition-equalized, by (22), \( q \sigma = p \tau. \) Therefore, \( f^\pi_A(\ell) = A_{q \sigma} = A_{p \tau} = f^\pi_A(\ell). \)

\qed

7. General Myhill-Nerode Theorem

Results presented in previous sections allow us to enunciate a general theorem for recognizability of \( M \)-languages.

**Theorem 1.** (General Myhill-Nerode Theorem) Let \( \ell \in L \) be an \( M \)-language. The following two conditions are equivalent:

1. \( \ell \) is a recognizable \( M \)-language;
2. there exists a factorization on \( L, (g, f), \) such that the right congruence \( \equiv_{g, f}(\ell) \) has finite index.
Proof:
(i) ⇒ (ii). If \( \ell \) is a recognizable \( M \)-language then there is an \( M \)-DFA \( A = (Q, \Sigma, i_{u}, \delta, w, \rho) \) such that \( \mathcal{A} = \ell \). By Lemma 4, the pair \((g_{A}^{\pi}, f_{A}^{\pi})\) \( \in G \times F \) (Definition 11) is a factorization on \( L \) induced by the automaton \( A \). By Lemma 5, the right congruence \( \equiv_{f_{A}^{\pi}(A)}^{g_{A}^{\pi}} \) has finite index. In addition, by Remark 2, the \( M \)-DFA \( N(g_{A}^{\pi}, f_{A}^{\pi}) \) recognizes \( A = \ell \).

(ii) ⇒ (i). If there exists a factorization on \( L \), \((g, f)\), such that the right congruence \( \equiv_{f(\ell)}^{(g,f)} \) has finite index then, by Lemma 3, \( f(\ell) \) is recognized by the \( M \)-DFA \( N^{(g,f)}(f(\ell), 1) \). By Property 3.1, the \( M \)-DFA \( N^{(g,f)}(f(\ell), g(\ell)) \) recognizes the \( M \)-language \( g(\ell) \cdot f(\ell) = \ell \) since \((g,f)\) is a factorization on \( L \).

8. Recognition Capability of factorizations on \( L(\Sigma^{*}, M) \)

For a monoid \( M \) and an alphabet \( \Sigma \), the set of all recognizable \( M \)-languages in \( L(\Sigma^{*}, M) \) is denoted by \( R_{L} \). By following the previous general Myhill-Nerode Theorem, we can define the recognition capability of a factorization on \( L \), \((g, f)\), as the set

\[
\text{RegCap}_{L}^{(g,f)} = \{ \ell \in L \mid N^{(g,f)}(f(\ell), 1) \text{ is an } M\text{-DFA} \} \tag{41}
\]

This set, \( \text{RegCap}_{L}^{(g,f)} \), represents the set of all recognizable \( M \)-languages for a given factorization on \( L \), i.e, the languages recognized by \( N^{(g,f)}(f(\ell), m) \) for some \( m \in M \). Obviously, \( \text{RegCap}_{L}^{(g,f)} \subseteq R_{L} \). In this section, we study the recognition capability of three types of factorizations: (a) trivial factorization; (b) maximal factorizations; and (c) composition of natural factorizations.

8.1. Case of study: Trivial factorization

For every monoid \( M \), \( L(\Sigma^{*}, M) \) admits the trivial factorization \((g_{e}, f_{e})\), which is the identity element of \( G \times F \) under composition of factorizations. By (23) and (24), for any \( \ell \in L \) and \( \alpha \in \Sigma^{*} \), \( S_{\alpha}^{(g_{e}, f_{e})}(\ell) = \partial_{\alpha}(\ell) \) and \( W_{\alpha}^{(g_{e}, f_{e})}(\ell) = 1 \). In addition, \( f_{e}(\ell) = \ell \).

Let us consider that \( N^{(g_{e}, f_{e})}(\ell, 1) \) is an \( M \)-DFA for a language \( \ell \in L \). By Definition 14, \( Q_{\ell}^{(g_{e}, f_{e})} = \{ \partial_{\alpha}(\ell) | \alpha \in \Sigma^{*} \} \) is finite and its monoid-transition function satisfies that \( w(\partial_{\alpha}, \sigma) = 1 \) for any state and symbol.

The \( M \)-DFA \( N^{(g_{e}, f_{e})}(\ell, 1) \), which recognizes \( \ell \), is merely and ordinary DFA.
equipped with a final-state function $\rho$. Furthermore, by (18), $(\mathcal{N}(g_{\mathcal{C}},f_{\mathcal{C}}))((\ell, 1)) = \rho(\partial_{\beta}(\ell)) = (\partial_{\beta}(\ell))(\epsilon) = \ell(\beta)$. Therefore, as $Q_{\ell}^{(g_{\mathcal{C}},f_{\mathcal{C}})}$ is finite, $\ell$ has finite rank. In conclusion, only $M$-languages of finite rank may be recognized by using the trivial factorization.

Previous discussion allows us to introduce the notion of a $\rho$-DFA, i.e., an ordinary DFA with a final-state function $\rho$. We can represent a $\rho$-DFA by $A = (Q, \Sigma, u, \delta, \rho)$ where $(Q, \Sigma, u, \delta)$ is a DFA and $\rho : Q \rightarrow M$. A $\rho$-DFA $A$, recognizes the $M$-language $A(\alpha) = \rho(u\alpha)$ for any word $\alpha$. One can define the notion of minimal $\rho$-DFA, and by Property 1.3 and Property 2, it is concluded that the sufficient and necessary condition for an accessible $\rho$-DFA to be minimal is just the condition $N_{\mathcal{C}}W$, i.e., $A$ is a minimal $\rho$-DFA if and only if for every $p, q \in Q$, $A_p = A_q \Rightarrow p = q$. Therefore, $N_{\mathcal{C}}W$ is finite, is the minimal $\rho$-DFA that recognizes $\ell$ since $N_{\mathcal{C}}W$ satisfies Property 1.3 ($N_{\mathcal{C}}W$). However, this fact does not prevent to find another factorization on $L$ that provides an $M$-DFA with lesser states than a minimal $\rho$-DFA (see fig. 2 and fig. 3 in [17]).

Let us observe that $N_{\mathcal{C}}W = N_{\mathcal{C}}(m \cdot \ell, 1)$ since $\ell$ is of finite rank and $N_{\mathcal{C}}W$ is a $\rho$-DFA. Therefore, for any monoid $M$, $R(L) \subseteq \text{RegCap}_{\mathcal{L}}^{(g_{\mathcal{C}},f_{\mathcal{C}})} = \{\ell \in L | \ell \text{ is recognized by a } \rho\text{-DFA}\}$

In the context of fuzzy automata, $\rho$-DFAs are called crisp deterministic fuzzy automata. This kind of automata has been studied by Ignatović et al. [22] from the perspective of the Myhill-Nerode Theorem and minimization algorithms for crisp deterministic fuzzy automata.

8.2. Case of study: Maximal factorizations

Let us consider that $L(\Sigma^*, M)$ admits a maximal factorization. By the results in [13], if $M$ contains a zero element then $(M, \cdot, 1)$ is zero-divisor-free. In addition, $(M \setminus \{0\}, \cdot, 1)$ is also a monoid. In particular, [13] studies $mge$-monoids and their conditions to obtain maximal factorizations. In order to simplify this case of study, we consider that $(M, \cdot, 1)$ is a monoid without a zero element.

A maximal factorization on $L$, $(g_h, h) \in G \times F$, is a factorization that satisfies $h(m \cdot \ell) = h(\ell)$ for any $\ell \in L$ and $m \in M$. This strong property implies that $h$ is idempotent: $h(\ell) = h(g_h(\ell) \cdot h(\ell)) = h(h(\ell))$ for any $\ell \in L$.

Let us consider that $N^{(g_h, h)}(h(\ell), 1)$ is an $M$-DFA for a language $\ell \in L$. 

---

An $mge$-monoid satisfies left and right cancellation axioms and the right most general equalizer axiom [12].
By (23) for any \( \ell \in L \) and \( \alpha \in \Sigma^* \), \( S_{\cap}^{(g_h, h)}(h(\ell)) = h(\partial_\alpha(h(\ell))) \). The reader may prove the given expression by induction on \(|\alpha|\) by using that \( h \) is idempotent and a maximal factorization. The hint is to apply equation (11) when proving the induction step. This expression simplifies the definition of \( W_{\cap}^{(g_h, h)}(h(\ell)) \) in (23). Then, the set of states of \( N^{(g_h, h)}(h(\ell), 1) \) is the set \( Q_{\cap}^{(g_h, h)} = \{ h(\partial_\alpha(h(\ell))) \mid \alpha \in \Sigma^* \} \).

Let us recall that by Property 1, \( N^{(g_h, h)}(h(\ell), g(\ell)) \) recognizes \( \ell \in L \). The interesting aspect of this automata is that it satisfies the sufficient condition of minimality (Property 2).

**Property 5.** Let \((g_h, h)\) be a maximal factorization on \( L \). If \( N^{(g_h, h)}(h(\ell), g(\ell)) \) is an \( M \)-DFA then it is a minimal \( M \)-DFA that recognizes \( \ell \in L \).

**Proof:** Let us consider an \( M \)-DFA \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \) such that it is accessible, but it does not satisfy the sufficient condition for minimality (see Property 2) for two words \( \alpha, \beta \in \Sigma^* \), two values \( m, m' \in M \), and an \( M \)-language \( \ell' \in L \), \( u\alpha \neq u\beta \land \partial_\alpha(A) = m \cdot \ell' \land \partial_\beta(A) = m' \cdot \ell' \).

As \((g_h, h)\) is a maximal factorization, \( h(\partial_\alpha(A)) = h(\partial_\beta(A)) \) because \( h(m \cdot \ell') = h(m' \cdot \ell') = h(\ell') \). By (20), \( \partial_\alpha(A) = i_u \cdot w^*(u, \alpha) \cdot A_{u\alpha} \). Then, \( h(\partial_\alpha(A)) = h(A_{u\alpha}) \). Similarly, \( h(\partial_\beta(A)) = h(A_{u\beta}) \). Therefore, \( h(A_{\alpha\beta}) = h(A_{u\beta}) \cdot A_{u\beta} \cdot \partial_\alpha(h(\ell))) \). By identifying, \( A \) with \( N^{(g_h, h)}(h(\ell), g(\ell)) \), which is accessible, then \( u\alpha = S_\alpha(h(\ell)) = h(\partial_\alpha(h(\ell))) \) and \( u\beta = h(\partial_\beta(h(\ell))) \). By Property 4, as \( A_{\alpha\beta} = u\alpha \) and \( A_{u\beta} = u\beta \); then \( h(h(\partial_\alpha(h(\ell))) = h(h(\partial_\beta(h(\ell))) \) as \( h() \) is idempotent, then \( u\alpha = u\beta \) following our identification. This is a contradiction with the initial hypothesis. Therefore, \( N^{(g_h, h)}(h(\ell), g(\ell)) \) satisfies the sufficient condition for minimality. 

A maximal factorization on \( L(\Sigma^*, M) \) achieves the maximal recognition capability.

**Lemma 6.** Let \((g_h, h)\) be a maximal factorization on \( L \). Then, \( R_L = R_{\cap}^{(g_h, h)} \).

**Proof:** Let \( \ell \in R_L \) be recognized by an \( M \)-DFA \( A = (Q, \Sigma, u, i_u, \delta, w, \rho) \), i.e., \( A = \ell \). Without loss of generality, \( A \) is accessible, i.e., \( Q = \{ u\alpha \mid \alpha \in \Sigma^* \} \). The set \( \tilde{Q}_A = \{ A_{\alpha u} \mid \alpha \in \Sigma^* \} \) is finite. Thus, \( h(\tilde{Q}_A) = \{ h(A_{\alpha u}) \mid \alpha \in \Sigma^* \} \) is also finite. By (20), \( \partial_\alpha(A) = i_u \cdot w^*(u, \alpha) \cdot A_{u\alpha} \). Then, as \((g_h, h)\) is a maximal factorization, \( h(\partial_\alpha(A)) = h(A_{u\alpha}) \). As \( A = g_h(A) \cdot h(A) \); by (11), \( h(\partial_\alpha(A)) = h(h(g_h(A) \cdot h(A))) = h(g_h(A) \cdot \partial_\alpha(h(A))) = h(h(\partial_\alpha(h(A))) \). Therefore, the set \( \{ h(\partial_\alpha(h(\ell))) \mid \alpha \in \Sigma^* \} \) is finite. This set is the set of states of the \( M \)-DFA \( N^{(g_h, h)}(h(\ell), g(\ell)) \) which recognizes \( \ell \). By the definitions given
at the beginning of this section, \( \ell \in \text{RcgCap}_L^{(g,h)} \), i.e., \( \mathcal{R}_L \subseteq \text{RcgCap}_L^{(g,h)} \); thus, \( \mathcal{R}_L = \text{RcgCap}_L^{(g,h)} \).

When the maximal factorization has an explicit formulae, it is possible to construct determinization and minimization algorithms for automata. Maximal factorizations produce very efficient constructions. Kirsten and M"aurer [23] show that their determinization algorithm of weighted automata is optimal using maximal factorizations and the zero-divisor-free condition (Theorem 3.3 in [23]). This behaviour has been corroborated in some determinization methods for fuzzy automata [15][40]. The original Mohri’s minimization algorithm for weighted automata over tropical semiring applies a maximal factorization [28]. Other examples of applications of maximal factorizations are in [9][17][41][16].

8.3. Case of study: Composition of Natural factorizations

Let us consider an arbitrary monoid \( M \). Let \( A \) be an \( M \)-DFA. By Property 4.4, there exists a minimal and transition-equalized \( M \)-DFA equivalent to \( A \). Thus, we consider that \( A \) is a minimal and transition-equalized \( M \)-DFA. By Property 4.6, the factorization on \( L \) induced by \( A \) is unique. That factorization is simply denoted \((g_A, f_A)\). By Lemma 5 and Remark 2, \( \text{RcgCap}_L^{(g_A, f_A)} \) is not empty since \( f_A(A) \) is in this set. Let us recall that, by Lemma 1, the composition of factorizations on \( L \) is again a factorization on \( L \). We study the composition of natural factorizations to provide the result that the composition preserves the recognition capability of each individual natural factorization.

**Lemma 7.** Let \( \{A_k\}_{k=1..n} \) be a finite family of \( n \) minimal and transition-equalized \( M \)-DFAs; and, let \( \{(g_{A_k}, f_{A_k})\}_{k=1..n} \) be the family of the natural factorizations on \( L \) induced by those automata. The factorization on \( L \), \((g, f) = [(g_{A_k}, f_{A_k})]_n\), obtained by the composition of the family \( \{(g_{A_k}, f_{A_k})\}_{k=1..n} \), satisfies the next property,

\[
\text{RcgCap}_L^{(g, f)} \supseteq \bigcup_{k=1}^n \text{RcgCap}_L^{(g_{A_k}, f_{A_k})}
\] (42)

**Proof:** For each \( M \)-DFA \( A_k = (Q_{A_k}, \Sigma, u_k, i_{uk}, \delta_k, w_k, \rho_k) \), with \( k : 1..n \): \( Q_{A_k} \) is the set of states; \( \hat{Q}_{A_k} = \{A_kq \mid q \in Q_{A_k}\} \); and \( \hat{P}_{A_k} = \{A_k, \partial_\sigma(A_kq) \mid q \in Q_{A_k}, \sigma \in \Sigma\} \). By definition of composition of factorizations on \( L \), \( f = f_{A_n} \circ ... \circ f_{A_1} \). By (39), it is simple to show that,

\[
f(\ell) \in \bigcup_{k=1}^n \hat{Q}_{A_k} \text{ if } \ell \in \bigcup_{k=1}^n \hat{P}_{A_k} \\
f(\ell) = \ell \text{ otherwise}
\] (43)
for any \( \ell \in L \). Let us observe that if \( \ell \notin \bigcup_{k=1}^{n} \widehat{P}_{A_k} \) then \( f(\ell) = \ell \). Let \( j \), \( n \geq j \geq 1 \), be the first index such that \( \ell \in \widehat{P}_{A_j} \), then \( f(\ell) \in \bigcup_{k=j}^{n} \widehat{Q}_{A_k} \). This is so because, by (39), \(( f_{A_{j-1}} \circ \ldots \circ f_{A_1})(\ell) = \ell \), \( f_{A_j}(\ell) \in \widehat{Q}_{A_j} \) and \( f_{A_j}(\ell) \) may belong (or not) to any \( \widehat{P}_{A_k} \) with \( k : j + 1 \ldots n \).

Let us consider an arbitrary \( \ell \in L \) such that, for some arbitrary \( A_j \), with \( 1 \leq j \leq n \), \( \ell \in \text{RegCap}_{L}^{(g_{A_j}, f_{A_j})} \). That is, the \( M \)-DFA \( N^{(g_{A_j}, f_{A_j})}(f_{A_j}(\ell), 1) \) recognizes \( f_{A_j}(\ell) \). The finite set of states of this automaton is \( Q_{f_{A_j}(\ell)} = S_{(g_{A_j}, f_{A_j})}(f_{A_j}(\ell)) \) \( \alpha \in \Sigma^* \). By (23) and (39), it is simple to show that \( S_{(g_{A_j}, f_{A_j})}(f_{A_j}(\ell)) \in \widehat{Q}_{A_j} \) or \( S_{(g_{A_j}, f_{A_j})}(f_{A_j}(\ell)) = \partial_\alpha(\ell) \). This last case happens when each language in the composition of \( S_{(g_{A_j}, f_{A_j})}(f_{A_j}(\ell)) \) does not belong to \( \widehat{P}_{A_j} \) and \( f_{A_j} \) behaves like the identity \( f_e \). This structure of \( Q_{f_{A_j}(\ell)} \) is important in the next step of the proof.

We claim that the following property holds for the composition and the language \( \ell \),

\[
S_{\alpha}^{(g,f)}(f(\ell)) \in \left( \bigcup_{k=1}^{n} \widehat{Q}_{A_k} \cup Q_{f_{A_j}(\ell)} \right)
\]  

(44)

for any \( \alpha \in \Sigma^* \).

By induction on the length of \( \alpha \in \Sigma^* \):

- Basis. Let \( \alpha = \varepsilon \). By (25), \( S_{\varepsilon}^{(g,f)}(f(\ell)) = f(\ell) \). By (39), \( f(\ell) \in \bigcup_{k=1}^{n} \widehat{Q}_{A_k} \) or \( f(\ell) = \ell \). In this last case, \( \ell \notin \widehat{P}_{A_j} \). This implies that, by (25) and (39), \( S_{\varepsilon}^{(g,f)}(f_{A_j}(\ell)) = S_{\varepsilon}^{(g,f)}(f_{A_j}(\ell)) = \ell \in Q_{f_{A_j}(\ell)} \). The property holds.

- Hypothesis. Let us assume that (44) is valid for \( \alpha \in \Sigma^* \).

- Induction Step. Let \( \alpha' = \alpha \sigma \) with \( \alpha \in \Sigma^* \) and \( \sigma \in \Sigma \). By (26) and (27), \( S_{\alpha \sigma}^{(g,f)}(f(\ell)) = (S_{\sigma}^{(g,f)} \circ S_{\alpha}^{(g,f)})(f(\ell)) = f(\partial_\sigma(S_{\alpha}^{(g,f)}(f(\ell)))) \). By Hypothesis and (44), we have two main cases:

Case (a). \( S_{\alpha}^{(g,f)}(f(\ell)) \in \widehat{Q}_{A_r} \) for some \( 1 \leq r \leq n \). Then, \( S_{\alpha}^{(g,f)}(f(\ell)) = Ar_q \) for some \( q \in Q_{A_r} \). In that case, \( \partial_\sigma(Ar_q) \in \widehat{P}_{A_r} \). By (39), \( f(\partial_\sigma(Ar_q)) \in \bigcup_{k=1}^{n} \widehat{Q}_{A_k} \). Thus, \( S_{\alpha}^{(g,f)}(f(\ell)) \in \bigcup_{k=1}^{n} \widehat{Q}_{A_k} \), and the property holds.

Case (b). \( S_{\alpha}^{(g,f)}(f(\ell)) \in Q_{f_{A_j}(\ell)} \). By the structure of this set of states given above, we have two subcases:

Case (b1). \( S_{\alpha}^{(g,f)}(f(\ell)) \in \widehat{Q}_{A_j} \). The proof is the same as in Case (a).
The proof of the implication (ii) \( \equiv \) (i) requires the explicit construction of an \( M \)-DFA that recognizes \( f(\ell) \). The properties of this automata based on the congruence \( \equiv_{f(\ell)}^{(g,f)} \) state that it is accessible and satisfies a weak necessary condition of minimality (Property 3). The proof of the implication

9. Conclusions

The Myhill-Nerode theory studies formal languages and deterministic automata through right congruences and congruences on a free monoid. Let \((M, \cdot, 1)\) be an arbitrary monoid. In this paper, we provide a general Myhill-Nerode theorem for \( M \)-languages, i.e., functions of the form \( \ell : \Sigma^* \to M \). \( M \)-languages are studied from the aspect of their recognition by deterministic finite automata whose components take values on \( M \) (\( M \)-DFAs). Unlike other previous papers in the literature that deal with the problem of recognizability of languages on different algebraic structures, we do not assume any additional property on the monoid. We characterize an \( M \)-language \( \ell \) by a right congruence on \( \Sigma^* \) that is defined through the language \( \ell \) and a factorization \((f,g)\) on the set of all \( M \)-languages, denoted \( \equiv_{\ell}^{(g,f)} \). As \((g,f)\) is a factorization then \( \ell = g(\ell) \cdot f(\ell) \) where \( g(\ell) \in M \) and \( f(\ell) \) is an \( M \)-language. Then, \( \ell \) is characterized equivalently by both \( \equiv_{\ell}^{(g,f)} \) or \( \equiv_{f(\ell)}^{(g,f)} \) congruences. The main result of the paper (Theorem 1) states the equivalence of the conditions:

(i) \( \ell \) is a recognizable \( M \)-language;
(ii) there exists a factorization on \( L, (g,f) \), such that the right congruence \( \equiv_{(g,f)}^{f(\ell)} \) has finite index.

The proof of the implication (ii) \( \Rightarrow \) (i) requires the explicit construction of an \( M \)-DFA that recognizes \( f(\ell) \). The properties of this automata based on the congruence \( \equiv_{f(\ell)}^{(g,f)} \) state that it is accessible and satisfies a weak necessary condition of minimality (Property 3).
(i) \Rightarrow (ii) requires that any $M$-DFA induces a factorization on the set of all $M$-languages. That factorization is called \textit{natural factorization} induced by an $M$-DFA. The construction and composition of this kind of factorizations is also studied in the paper. The provided formalism to study factorizations and their composition establishes that the composition of natural factorizations is also a factorization that preserves the recognition capability of each individual natural factorization (Lemma 7). In the particular case of the existence of a maximal factorization on the set of all $M$-languages, we obtain that the automata based on a maximal factorization is minimal (Property 5) and that the recognition capability is maximal (Lemma 6).
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