Characterizing $N$-dimensional anisotropic Brownian motion by the distribution of diffusivities
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Anisotropic diffusion processes emerge in various fields such as transport in biological tissue and diffusion in liquid crystals. In such systems, the motion is described by a diffusion tensor. For a proper characterization of processes with more than one diffusion coefficient an average description by the mean squared displacement is often not sufficient. Hence, in this paper, we use the distribution of diffusivities to study diffusion in a homogeneous anisotropic environment. We derive analytical expressions of the distribution and relate its properties to an anisotropy measure based on the mean diffusivity and the asymptotic decay of the distribution. Both quantities are easy to determine from experimental data and reveal the existence of more than one diffusion coefficient, which allows the distinction between isotropic and anisotropic processes. We further discuss the influence on the analysis of projected trajectories, which are typically accessible in experiments. For the experimentally relevant cases of two- and three-dimensional anisotropic diffusion we derive specific expressions, determine the diffusion tensor, characterize the anisotropy, and demonstrate the applicability for simulated trajectories.
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I. INTRODUCTION

The random motion of suspended particles in a fluid, which is usually referred to as Brownian motion, is an old but still fascinating phenomenon. Especially, when inhomogeneous [1-3] or anisotropic media [4-6] are involved, many questions are still open. From the theoretical point of view, much work has been done [7] to predict the statistical properties of the trajectories of such particles using stochastic methods. On the other side, the development of experiments only recently allows obtaining the paths of individual molecules and particles. Especially the observation of two-dimensional trajectories using video-microscopic methods, for instance by single-particle tracking (SPT), is already successfully applied in biological systems [8,9] or to understand the microrheological properties of complex liquids [10,11]. But also the observation of three-dimensional paths becomes feasible [12,13]. The statistical analysis of these trajectories is usually accomplished by measuring the mean square displacement (msd) in order to get the diffusion coefficients for the matching theoretical description. However, in the anisotropic case the diffusive properties depend on the direction of motion and are described by a diffusion tensor. In such systems, the analysis of msds turned out to be not sufficient to determine the anisotropy and extract the values of the diffusion coefficients [15-17]. For similar reasons, we already introduced the distribution of single-particle diffusivities as an advanced method to analyze stochastic motion in heterogeneous systems [18] involving more than one diffusion coefficient. It should be noted that this distribution is closely related to the displacement distribution [19,20]. However, the distribution of diffusivities is superior since it is stationary for time-homogeneous diffusion processes. Thus, experiments conducted on different time scales can be compared easily. Furthermore, this new method was extended to the distribution of generalized diffusivities to characterize data from anomalous diffusion processes, which offers, for instance, a deeper understanding of weak ergodicity breaking [21].

In the current article, we show the applicability of the distribution of diffusivities to analyze trajectories of homogeneous anisotropic Brownian motion. We present the properties of the distribution as well as their relations to established quantities. In order to assess the parameters of the process, we calculate the characteristic function, cumulants and moments of the distribution. For the asymptotic decay of the distribution of diffusivities, we derive a general expression, which involves the largest diffusion coefficient of the system. In conjunction with the mean diffusion coefficient of the system, the asymptotic decay enables a data-based distinction between isotropic and anisotropic processes. Based on these quantities, we provide a measure to characterize the anisotropy of the process from the analysis of SPT data. Since in experiments the reconstruction of the complete diffusion tensor is of great interest, we extend our concept to tensorial diffusivities, which offer a simple method to determine the entries of the tensor.

Due to restrictions in SPT experiments the complete trajectory is often not accessible [4,19]. Hence, we investigate the influence on the distribution of diffusivities and the detection of the anisotropy if only projections of the actual trajectory are observed. Even in such cases it
is possible to estimate bounds of the diffusion coefficients from the given projections of the diffusion tensor. Since especially two-dimensional and three-dimensional diffusion processes have a high relevance in experiments we apply our considerations to these systems. For homogeneous anisotropic diffusion in two dimensions an analytical expression of the distribution of diffusivities exists and its moments can be related to the diffusion coefficients, which enter the anisotropy measure. Moreover, we explain the details of reconstructing the diffusion tensor from the tensorial diffusivities as well as from projections of the trajectory. Three-dimensional processes are investigated analogously although a closed-form expression of the distribution of diffusivities does not exist. Additionally, we deal with anisotropic processes where one diffusion coefficient is degenerated corresponding to diffusion of uniaxial molecules typical for liquid crystalline systems.\[22\]

The paper is organized as follows. In Sec. [I] we briefly recall the theoretical principles of anisotropic Brownian motion based on the diffusion tensor and introduce the distribution of single-particle diffusivities, its properties and relations to established quantities. To apply our new concepts to N-dimensional homogeneous anisotropic diffusion processes, we provide in Sec. [II] a general expression for the distribution of diffusivities. We demonstrate how to distinguish between isotropic and anisotropic processes and explain the reconstruction of the diffusion tensor. Since in experiments typically a projection of the motion is observed we characterize the distribution of diffusivities of the projected trajectories. Finally, in Sec. [V] we apply our results to specific systems of anisotropic diffusion which are typical for experimental setups. We substantiate the applicability of our findings by analyzing data from simulated anisotropic diffusion processes.

II. DEFINITIONS

A. Anisotropic diffusion

An N-dimensional anisotropic Brownian motion is completely defined by its propagator \[23\]

\[
p(x,t|x',t') = \frac{(2\pi)^{-\frac{N}{2}}}{\sqrt{2(t-t')^N \det D}} \times \exp \left[ -\frac{1}{2} \frac{1}{(t-t')^N} (x-x')^T D^{-1} (x-x') \right]
\]

where \(D = O^T DO\) is the positive definite and symmetric diffusion tensor, \(D = \text{diag}(D_1, D_2, \ldots, D_N)\) denotes its diagonalized form with the diffusion coefficients \(D_i\) belonging to the principal axes, and \(O\) is an orthogonal matrix which describes the orientation of the principal axes relative to the frame of reference.

For the simulation of such processes an alternative description exists, where the trajectories are evolved by the Langevin equation

\[
\frac{dx}{dt} = \sqrt{2D}\xi(t)
\]

with \(\sqrt{D} = O^T \sqrt{DO}\) and \(\sqrt{D} = \text{diag}(\sqrt{D_1}, \sqrt{D_2}, \ldots, \sqrt{D_N})\). The vector \(\xi(t) = [\xi_1(t), \ldots, \xi_N(t)]^T\) denotes Gaussian white noise in \(N\) dimensions with \(\langle \xi(t) \rangle = 0\) and \(\langle \xi_i(t) \xi_j(t') \rangle = \delta_{ij}\delta(t-t')\forall i, j \in \{1, 2, \ldots, N\}\).

Assuming time-translation invariance Eq. (1) is simplified to the probability density \(p(x'|r, \tau|x')\) of displacements \(r = x - x'\) by substituting \(\tau = t - t'\). This conditional probability density is averaged by the equilibrium distribution \(p_0(x')\) given by the Boltzmann distribution to obtain the ensemble-averaged probability density

\[
p(r, \tau) = \int d^N x' p(x' + r, \tau|x')p_0(x') = \frac{(2\pi)^{-\frac{N}{2}}}{\sqrt{\det \Sigma}} \exp \left[ -\frac{1}{2} r^T \Sigma^{-1} r \right]
\]

of a displacement \(r = (r_1, \ldots, r_N)^T\) in the time interval \(\tau\). Thus, \(p(r, \tau)\) is an \(N\)-dimensional Gaussian distribution with zero mean and covariance tensor \(\Sigma = 2\tau D\).

Expressions with dimensionality \(N > 3\) may be interesting for simultaneous diffusion of \(d\) particles corresponding to an extended many-particle state space \(x(x_1, \ldots, x_d)\).

B. Distribution of diffusivities

By observing a trajectory \(x(t)\) of an arbitrary stochastic process in \(N\) dimensions individual displacements during a given time lag \(\tau\) can simply be measured for a certain particle. Moreover, it is natural to relate each displacement to a single-particle diffusivity

\[
D(t, \tau) = \frac{|x(t+\tau) - x(t)|^2}{2N\tau}.
\]

This simple transformation of displacements to diffusivities offers the advantage to compare these quantities for different experimental setups and different \(\tau\). Since for a fixed time lag \(\tau\) the single-particle diffusivity is fluctuating along a trajectory an important quantity is given by the probability density \(p(D)\). Therefore, the distribution of single-particle diffusivities \[13\] is defined as

\[
p(D, \tau) = \langle \delta[D - D(t, \tau)] \rangle.
\]

where \(\langle \ldots \rangle\) either denotes a time average \(\langle \ldots \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T \ldots dt\), which is typically accessible by SPT, or an ensemble average as measured by other experimental methods, such as nuclear magnetic resonance \[24\]. For ergodic systems, as considered here, time average and ensemble average coincide. It should be noted
that other definitions of diffusivity distributions exist in the literature \[25\].

For time-homogeneous systems, i.e., when the distribution of displacements \( p(\mathbf{r}, \tau) \) is independent of \( t \), Eq. \([5]\) can be rewritten as

\[
p(D, \tau) = \int d^N \mathbf{r} \delta \left(D - \frac{r^2}{2N\tau}\right) p(\mathbf{r}, \tau) \tag{6}
\]

transforming \( p(\mathbf{r}, \tau) \) into the distribution of diffusivities.

For data from SPT experiments, displacements from a trajectory are transformed to diffusivities according to Eq. \([4]\) and the distribution of diffusivities is obtained by binning these diffusivities into a normalized histogram according to Eq. \([5]\).

For homogeneous isotropic processes in \( N \) dimensions the mean diffusion coefficient is obtained by its corresponding moments

\[
D = \langle r^2(\tau) \rangle / (2N\tau),
\]

where \( D \) is the diffusion coefficient of the process. Due to the known Einstein relation

\[
\tau = \frac{1}{D},
\]

the mean diffusion coefficient of the process.

For homogeneous anisotropic diffusion processes which are ergodic Eq. \([7]\) provides a further useful application. Since for normal diffusion in \( N \) dimensions the Einstein relation holds for large \( \tau \), \( p(D, \tau) \) converges to the stationary distribution given by Eq. \([7]\). In this case, \( D_c \) is the mean diffusion coefficient of the process.

### C. Moments

The distribution of diffusivities is fully characterized by its corresponding moments

\[
M_m(\tau) = \langle D(\tau)^m \rangle = \int_0^\infty dD \, D^m \, p(D, \tau). \tag{8}
\]

It should be noted that the first moment for large \( \tau \) is known as the mean diffusion coefficient, which is obtained by a well-defined integration. This is in contrast to msd measurements, where the mean diffusion coefficient is determined by a numerical fit to the slope of the msd. By inserting Eq. \([8]\) into Eq. \([7]\) the integration over \( D \) yields as a result the moments

\[
M_m(\tau) = \frac{1}{(2N\tau)^m} \int d^N \mathbf{r} \, r^{2m} p(\mathbf{r}, \tau) = (2N\tau)^{-m} \langle r^{2m} \rangle. \tag{9}
\]

They are directly related to the moments of the distribution of displacements and, thus, to the moments of the propagator \( p(\mathbf{x}, t|\mathbf{x}', t') \).

### III. Properties of the Distribution of Diffusivities for Homogeneous Anisotropic Brownian Motion

#### A. Distribution of diffusivities

For homogeneous anisotropic diffusion in \( N \) dimensions, where \( p(\mathbf{r}, \tau) \) is a Gaussian distribution with zero mean given by Eq. \([3]\), the computation of the distribution of diffusivities, its moments, or its characteristic function is simplified by reformulating the integral of Eq. \([6]\). Applying the coordinate transformation \( \mathbf{r} = \mathbf{Qq} \) with \( \mathbf{Q} = \sqrt{2\tau} \mathbf{O} \mathbf{T} \mathbf{D} \) gives for the distribution of diffusivities

\[
p_N^d(D) = \int dq_1 \cdots \int dq_N \times \delta \left(D - \frac{1}{N} \sum_{i=1}^N D_i q_i^2 \right) \prod_{i=1}^N p_{(0,1)}(q_j), \tag{10}
\]

where \( p_{(0,1)}(q_j) = \frac{1}{\sqrt{2\pi}} \exp(-\frac{1}{2} q_j^2) \). Thus, the distribution of diffusivities is calculated by integration over independent standard normally distributed variables with zero mean and unit variance. Since the msd for homogeneous anisotropic diffusion again grows linearly as in the homogeneous isotropic case, the \( \tau \) dependency in the distribution of diffusivities vanishes.

By obtaining the distribution of diffusivities, for instance, from displacements along a single trajectory, information about the orientation of the diffusion tensor is lost. However, all directions contribute to the distribution and, thus, it still contains information about the diffusion coefficients corresponding to the principal axes, i.e., the eigenvalues of \( \mathbf{D} \).

#### B. Characteristic function, cumulants and moments

With the transformation Eq. \([10]\), the moments and the characteristic function of the distribution of diffusivities of anisotropic Brownian motion can be calculated.
For the moments, given by Eq. (8), this yields
\[
M_{m}^{Nd} = \frac{1}{N^m} \int dq_{1} \cdots \int dq_{N} \left( \sum_{i=1}^{N} D_{ij} \right)^{m} \prod_{j=1}^{N} p_{(0,1)}(q_{j}).
\]  
(11)

So, for instance, the first moment of the distribution of diffusivities is given by
\[
M_{1}^{Nd} = \frac{1}{N} \sum_{i=1}^{N} D_{i} = \langle D(\tau) \rangle ,
\]  
(12)

which is simply the arithmetic mean of all the diffusion coefficients \(D_{i}\) and coincides with the slope of the msd. For higher moments of the distribution of diffusivities, it is easier to calculate its characteristic function \(G_{D}^{Nd}(k) = \langle \exp(ikD) \rangle = \int_{0}^{\infty} dD \exp(ikD)p_{D}^{Nd}(D)\) by substituting \(p_{D}^{Nd}(D)\) from Eq. (10) and performing the Fourier transform to obtain
\[
G_{D}^{Nd}(k) = \prod_{j=1}^{N} \int dq_{j} \exp \left( ik \frac{D_{ij}q_{j}^{2}}{N} \right) p_{(0,1)}(q_{j})
\]  
\[
= \prod_{j=1}^{N} \left( 1 - ik \frac{2D_{ij}}{N} \right)^{-\frac{3}{2}}.
\]  
(13)

From the characteristic function Eq. (13), the cumulants of the distribution \(p_{D}^{Nd}(D)\) are obtained as
\[
k_{m} = \left. \frac{1}{i^{m}} \frac{\partial^{m} \ln G_{D}^{Nd}(k)}{\partial k^{m}} \right|_{k=0} = \frac{2^{m-1}(m-1)!}{N^{m}} \sum_{i=1}^{N} D_{ij}^{m}
\]  
(14)

for \(m > 0\). The moments are recursively related to the cumulants by
\[
M_{m} = \sum_{k=0}^{m-1} \binom{m-1}{k} k_{m-k} M_{k}
\]  
(15)

with initial value \(M_{0} = 1\) [26].

It should be noted that the characteristic function in Eq. (13) is a product of different characteristic functions in Fourier space. Hence, the distribution of diffusivities of an \(N\)-dimensional anisotropic system is determined by inverse Fourier transform of the characteristic function \(p_{D}^{Nd}(D) = \mathcal{F}^{-1} \left[ G_{D}^{Nd}(k) \right] = \mathcal{F}^{-1} \left[ \prod_{i=1}^{N} G_{D,i/N}^{1d}(k) \right]\), where \(G_{D,i/N}^{1d}(k) = \mathcal{F}^{1d}[p_{D,i/N}(D)]\) is the Fourier transform of the one-dimensional distribution of diffusivities \(p_{D,i/N}(D) = 1/\sqrt{2\pi D_{ij}N} \exp \left( -N D_{ij}/(2D_{ij}) \right)\) with diffusion coefficient \(D_{ij}/N\). Correspondingly, the distribution of diffusivities of an \(N\)-dimensional anisotropic system is obtained by convolution of \(N\) one-dimensional distributions of diffusivities
\[
p_{D}^{Nd}(D) = \{p_{D,1/N}^{1d} \ast p_{D,2/N}^{1d} \ast \cdots \ast p_{D,N/N}^{1d}\}(D)
\]  
(17)

which follows directly from Eq. (10). Thus, with Eqs. (10), (13) and (16), we provide three equivalent expressions to determine the distribution of diffusivities in terms of the eigenvalues \(D_{i}\) of \(D\). Depending on the considered experimental system each representation offers its own advantages.

C. Asymptotic decay

In the following, we present the asymptotic behavior of the distribution of diffusivities for homogeneous anisotropic Brownian motion. We show how the anisotropy of the process can be identified.

Considering an \(M\)-fold degeneracy of the largest diffusion coefficient \(D_{1} = \cdots = D_{M} > D_{M+1} \geq \cdots \geq D_{N}\) the distribution of diffusivities of the homogeneous anisotropic system is obtained from the convolution
\[
p_{D}^{Nd}(D) = \{p_{D,1/N}^{Md} \ast p_{D,2/N}^{1d} \ast \cdots \ast p_{D,N/N}^{1d}\}(D),
\]  
(17)

where \(p_{D,1/N}^{Md}(D)\) is the distribution of diffusivities of the \(M\)-dimensional isotropic system Eq. (7) with diffusion coefficient \(D_{c} = D_{1}/N\), which results from the convolution of \(M\) identical one-dimensional distributions \(p_{D,1/N}^{1d}(D)\).

For \(D \gg D_{1}D_{M+1}/(D_{1} - D_{M+1})\) an asymptotic expansion for large \(D\) is performed and yields the asymptotic behavior of Eq. (17)
\[
p_{D}^{Nd}(D) \sim \left( \frac{N}{2D_{1}} \right)^{\frac{M}{2}} \left( \frac{D}{M^{-1}} \right)^{\frac{M}{2}} \times \exp \left( -\frac{N}{2D_{1}} D \right) \prod_{j=M+1}^{N} \sqrt{\frac{D_{1}}{D_{1} - D_{j}}}.
\]  
(18)

Thus, the leading behavior in the logarithmic representation is given by
\[
\log p_{D}^{Nd}(D) \sim \frac{-N}{2D_{1}D_{1}}
\]  
(19)

with \(D_{\infty} = \max(D_{1},D_{2},\ldots,D_{N})\), i.e., an exponential decay involving the largest diffusion coefficient of the anisotropic system.

In homogeneous isotropic systems \(D_{\infty}\), which describes the asymptotic decay, is equal to the isotropic diffusion
coefficient $D_c$, which further coincides with the first moment $(D)$. The corresponding distribution of diffusivities is a $\chi^2$-distribution given by Eq. (7). This is in contrast to the anisotropic case, where $(D) < D_c$. Thus, a discrepancy between $(D)$ and $D_\infty$ leads to deviations from the $\chi^2$-distribution and rules out a homogeneous isotropic process. In general, this can be exploited to detect that the observed system comprises more than one diffusion coefficient. By further assuming homogeneity such a system is identified as an anisotropic one.

A quantitative measure for the discrepancy between $(D)$ and $D_\infty$ is given by

$$\eta = \frac{D_\infty}{(D)} - 1$$

which characterizes the deviation from the homogeneous isotropic case. Thus, for homogeneous systems it quantifies the anisotropy of the process. In cases where both values coincide, i.e., the system is isotropic, $\eta$ becomes zero. In contrast, if one diffusion coefficient is much larger than all others, $(D) \rightarrow D_\infty/N$ resulting in $\eta = N - 1$, which denotes the largest possible anisotropy in $N$ dimensions. Thus, $\eta$ is a measure of the anisotropy, but it is not suitable to compare systems of different dimensionality $N$. It should be noted that similar measures exist [15] [27].

From experimental data, both quantities for the anisotropy measure Eq. (20) can be determined easily. The mean diffusion coefficient $(D)$ corresponds to the first moment of the distribution of diffusivities and is obtained by averaging the diffusivities. The decay for large $D$ is obtained from a fit to $f(D) = c \exp(-\lambda_{ii}D)$ to calculate $D_\infty = N/(2\lambda_{ii})$. The actual dimensionality $N_{\text{eff}}$ of processes observed in $N \geq N_{\text{eff}}$ dimensions can be estimated with $N_{\text{eff}} = 2(D) \lambda_{ii}$ leading to $\eta = N/N_{\text{eff}} - 1$.

For example, if an observed $N$-dimensional motion yields the largest anisotropy value of $\eta = N - 1$, the process is effectively a one-dimensional motion.

\[ D_{ij} = \langle D_{ij}(\tau) \rangle \]  

providing an estimator for the corresponding elements of $\mathbf{D}$. Here, $\langle \ldots \rangle$ either denotes a time average or an ensemble average depending on the available data.

\section{IV. PROJECTION TO AN M-DIMENSIONAL SUBSPACE}

Due to experimental restrictions the complete trajectory is often not accessible but its projection on an $M$-dimensional subspace can be measured. Such processes are commonly known as observed diffusion [28, 29].

The projection of the distribution of displacements Eq. (3) on the considered subspace is the marginal probability density

$$p(r^M_\alpha, \tau) = \int \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \...)
for all $\alpha \in \{1, \ldots, N\}$. This expression is applied recursively (N-M) times to obtain a relation for the eigenvalues of the principal $M \times M$ submatrix \[ D_k \geq D^M_{k,\alpha} \geq D_{k+N-M}, \forall k \in \{1, \ldots, M\} \] for arbitrary $\alpha$. By implication, if at least two eigenvalues of the submatrix $D^M_{k,\alpha}$ differ, i.e., the projected process is anisotropic, Eq. (27) states recursively that the complete process is anisotropic as well. Thus, the distribution of diffusivities of the projected $N$-dimensional anisotropic Brownian motion may already indicate the anisotropy of the complete process as well as the magnitude of one of the involved diffusion coefficients. However, a single projection is not sufficient to obtain the underlying diffusion coefficients.

Nevertheless, it is possible to estimate the bounds of the diffusion coefficients. The lower bound of the eigenvalues is given by zero, due to the positive semidefiniteness of $D$. An upper bound for the largest eigenvalue is given by the sum of the eigenvalues of the $N \times N$ matrix $A$. Two-dimensional systems $D$ differ, i.e., the projected process $M$ of the principal $M \times M$ submatrices are available to comprise all diagonal elements of $D$. By use of the relation between the trace of an $N \times N$ matrix $A$ and its eigenvalues $\lambda_i$, $\text{tr} A = \sum_i \lambda_i$, subtotals of the trace of $D$ are given by the sum of the eigenvalues of the respective submatrices. If the non-overlapping orthogonal projections of $D$ defined by $\alpha$ compose a partition of the set $\{1, \ldots, N\}$, the trace of the tensor is given by $\text{tr} D = \sum_{i=1}^N D_i = \sum_\alpha \text{tr} D^M_{\alpha} = \sum_\alpha \sum_k D^M_{k,\alpha}$ (29)

with $\bigcup \alpha = \{1, \ldots, N\}$, where the partition elements $\alpha$ do not necessarily have identical dimensionality.

For example, if one measures the eigenvalues of two non-overlapping projections of a $3 \times 3$ diffusion tensor $D$, the trace of $D$ is given by $\text{tr} D = \text{tr} D^1_{(1,3)} + \text{tr} D^2_{(2)}$ $= D^1_{1,(1,3)} + D^2_{1(2)} + D^2_{2(2)}$. (30)

Thus, the eigenvalue inequalities for that example using the relations above are given by $\text{tr} D \geq D_1 \geq \text{max}(D^1_{1,(1,3)}, D^2_{1(2)}) \geq D_2$ $D_2 \geq \text{min}(D^1_{1,(1,3)}, D^2_{2(2)}) \geq D_3 \geq 0$, (31)

which allows a rough estimation of the diffusion coefficients from the given projections.

V. SPECIFIC SYSTEMS

A. Two-dimensional systems

The distribution of diffusivities of a two-dimensional homogeneous anisotropic system can be calculated explicitly, for instance, via Eq. (16), resulting in

$$ p_{2D}^\delta(D) = \int_0^\infty d\Delta_1 \int_0^\infty d\Delta_2 \delta[D - (\Delta_1 + \Delta_2)] \times p_{D_1/2}^{1d}(\Delta_1) p_{D_2/2}^{1d}(\Delta_2) $$

$$ = \exp \left[-\frac{1}{2} \left( \frac{1}{D_1} + \frac{1}{D_2} \right) D \right] I_0 \left[ \frac{1}{2} \left( \frac{1}{D_1} - \frac{1}{D_2} \right) D \right] $$

(32)

where $I_0(x)$ denotes the modified Bessel function of the first kind. The first two moments of this distribution, as given by Eq. (30), yield

$$ \langle D \rangle = M_1 = \frac{1}{2} (D_1 + D_2) $$

and

$$ \langle D^2 \rangle = M_2 = \frac{1}{4} (3D_1^2 + 2D_1D_2 + 3D_2^2). $$

Hence, the mean diffusion coefficient coincides with the arithmetic mean of the diffusion coefficients belonging to the two directions of the anisotropic system as expected from Eq. (15). Solving the simultaneous Eqs. (33) and (34) yields the expression

$$ D_{1,2} = M_1 \pm \sqrt{M_2 - 2M_1^2} $$

(35)

to obtain the diffusion coefficients $D_1$ and $D_2$ from the moments.

The asymptotic behavior of Eq. (32) for large $D$ is given by Eq. (18) and yields

$$ p_{2D}^\delta(D) \sim \frac{\exp \left(-\frac{D}{D_\infty} \right)}{\sqrt{|D_1 - D_2| \pi D}} $$

(36)

with $D_\infty = \max(D_1, D_2)$. Thus, the asymptotic behavior in the logarithmic representation is given by

$$ \log p_{2D}^\delta(D) \sim -\frac{D}{D_\infty} $$

(37)

which corresponds to the decay of the distribution of diffusivities in two-dimensional homogeneous isotropic systems with diffusion coefficient $D_\infty$, i.e., an exponential decay with the largest diffusion coefficient of the anisotropic system. Accordingly, the smallest diffusion coefficient is given by $2 \langle D \rangle - D_\infty$. From the asymptotic decay and the mean diffusion coefficient the anisotropy of the system is characterized by Eq. (20) and corresponds to the ratio

$$ \eta = \frac{|D_1 - D_2|}{D_1 + D_2} = \frac{\sqrt{M_2 - 2M_1^2}}{M_1}, $$

(38)

which is also related to the moments.
Deviations between simulation and the analytic curve for agreement of the normalized histogram from simulated distribution of diffusivities is depicted in Fig. 1. The diffusion process consisted of $10^5$ trajectory of the two-dimensional homogeneous anisotropic diffusion Eq. (32) with $D_1 = 5$ and $D_2 = 1$ denoting the eigenvalues of $\mathbf{D}$. Additionally, the asymptotic function Eq. (36) (dotted line, $D_\infty = 5$) agrees reasonably for large $D$. Furthermore, a distribution of diffusivities (dashed line) of two-dimensional isotropic diffusion with the same mean diffusion coefficient $D_c = \langle D \rangle = (D_1 + D_2)/2 = 3$ is shown for comparison. The different asymptotic decays are clearly visible and allow the distinction from homogeneous isotropic processes.

The diffusion coefficients $D_1, D_2$ can also be obtained from the asymptotic behavior for vanishing $D$. Since

$$\lim_{D \to 0} p^\text{2d}_c(D) = (D_1 D_2)^{-\frac{1}{2}},$$

the corresponding value in experimental data is determined by extrapolating the distribution of diffusivities in a log-log plot towards $D = 0$. In conjunction with an estimate of the largest diffusion coefficient from a fit to Eq. (37), both diffusion coefficients can be identified. This provides a consistency check for the calculation via the moments of the distribution of diffusivities given in Eq. (38).

To substantiate our analytical expressions by results from simulations, a random walk was performed by numerical integration of the Langevin equation, Eq. (2), in two dimensions using the diffusion tensor

$$\mathbf{D} = \begin{pmatrix} 4 & \sqrt{3} \\ \sqrt{3} & 2 \end{pmatrix}$$

with eigenvalues $D_1 = 5$ and $D_2 = 1$. The obtained trajectory of the two-dimensional homogeneous anisotropic diffusion process consisted of $10^5$ displacements and its distribution of diffusivities is depicted in Fig. 1. The agreement of the normalized histogram from simulated data with the analytic distribution Eq. (32) is obvious. Deviations between simulation and the analytic curve for large $D$ are due to insufficient statistics from the finite number of displacements. Moreover, Fig. 1 shows the mono-exponential behavior corresponding to isotropic diffusion in two dimensions for comparison. Although the mean diffusion coefficients of both processes coincide, the asymptotic decays of the distributions differ. The reason is the asymptotic behavior given by Eq. (36) in the anisotropic case which decays exponentially with the largest eigenvalue for large $D$ as depicted in the figure. In contrast, for the isotropic system the asymptotic decay corresponds to the mean diffusion coefficient resulting in the observed quantitative difference. Furthermore, the distributions are qualitatively different for small $D$. A characteristic difference between isotropic and anisotropic systems is the convex shape in the logarithmic representation of the anisotropic distribution of diffusivities. This intuitively results from the two different exponential decays related to the distinct diffusion coefficients $D_1$ and $D_2$. In a more rigorous way, since $\frac{d}{dt} \log p^\text{2d}_c(D) \geq 0$, with the equal sign being valid only for isotropic diffusion, the anisotropic distribution of diffusivities is a superconvex function [32].

For experimental data, it is easy to calculate the first two moments $M_1$ and $M_2$ by averaging the short-time diffusivities of Eq. (4) and their squares, respectively. The averaging is accomplished either along a single trajectory or from an ensemble of trajectories avoiding any numerical fit. The first two moments are sufficient to calculate $D_1$ and $D_2$ by Eq. (35).

For the sample trajectory used in Fig. 1, the first two moments are determined to be $M_1 = 2.987$ and $M_2 = 21.72$. According to Eq. (35), the underlying diffusion coefficients yield $D_1 = 4.956$ and $D_2 = 1.018$. These values agree well with the eigenvalues of the tensor Eq. (10), which was used as input parameter of the simulation. The resulting value of $\eta = 2/3$ indicates a considerable anisotropy of the process.

1. Limiting cases

In the case of identical diffusion coefficients for both directions the anisotropy vanishes as discussed for Eq. (38). The resulting isotropic diffusion process is characterized by a single diffusion coefficient $D_c = D_1 = D_2$. Hence, Eq. (32) simplifies to the well-known distribution of single-particle diffusivities of two-dimensional isotropic diffusion [18]

$$p^\text{2d}_c(D) = \frac{\exp \left( -\frac{D}{D_c} \right)}{D_c}$$

given by an exponential function.

If, on the contrary, the anisotropy is large, diffusion in one direction will be suppressed. Without loss of generality, this is accomplished by sending one of the diffusion coefficients to zero. Thus, by taking the limit of vanishing $D_2$, the distribution of diffusivities Eq. (32) is simplified
to
\[ p^{3d}_{D_1}(D) = \lim_{D_2 \to 0} p^{2d}_{D}(D) = \frac{\exp\left(-\frac{D}{D_1}\right)}{\sqrt{\pi D_1 D}}, \] (42)

which has the structure of the distribution of diffusivities of one-dimensional diffusion [13]. Since diffusion into the perpendicular direction is prohibited, as expected, it qualitatively leads to the observation of a one-dimensional process. This can be identified by the characteristic factor \( D^{-1/2} \) due to which the distribution of diffusivities diverges for small \( D \). Applying Eq. (8) the first moment of Eq. (42), i.e., the mean diffusion coefficient, yields \( \langle D \rangle = D_1/2 \). The factor of 1/2 results from the single-particle diffusivities Eq. (4) with \( N = 2 \) assuming that a two-dimensional process is observed. However, due to the suppression of one direction this assumption is no longer valid and \( N = 1 \) should have been used instead. This conclusion is also obtained from the anisotropy value \( \eta = 1 \), which is equal to its maximum value for two-dimensional anisotropic processes since effectively one-dimensional motion is observed.

2. Reconstruction of \( D \)

In addition to the eigenvalues, it is sometimes of interest to determine the orientation of the principal axes of the system relative to the given frame of reference. This is achieved by the reconstruction of the diffusion tensor

\[ D = \begin{pmatrix} D_{11} & D_{12} \\ D_{12} & D_{22} \end{pmatrix}, \] (43)

where the off-diagonal elements are labeled identically due to symmetry reasons. The reconstruction is accomplished in two ways either by considering the complete two-dimensional trajectory or by using one-dimensional projections of the trajectory.

In the first approach the tensorial diffusivities of Eq. (21) are used to obtain the tensor entries of \( D \). In accordance with Eq. (22), the tensor elements are estimated by averaging the tensorial diffusivities along a trajectory or over an ensemble. Moreover, the eigenvalues of the tensor \( D \) are expressed by its entries

\[ D_{1,2} = \frac{1}{2} \left( D_{11} + D_{22} \pm \sqrt{(D_{11} - D_{22})^2 + 4D_{12}^2} \right) \] (44)

and correspond to the diffusion coefficients of the system.

For the sample trajectory used in Fig. 1 the measured values \( \tilde{D}_{ij} \) yield the diffusion tensor

\[ \tilde{D} = \begin{pmatrix} 3.983 & 1.719 \\ 1.719 & 1.990 \end{pmatrix}, \] (45)

which agrees reasonably with the input parameters of the simulation. The eigenvalues from this measured tensor \( D_1 = 4.973 \) and \( D_2 = 1.000 \) show a good agreement with the exact eigenvalues of the input tensor \( D_1 = 5 \) and \( D_2 = 1 \).

The second approach determines the tensor \( D \) exclusively from one-dimensional projections of the trajectory. In order to obtain results, at least three different projections are necessary. For simplicity, it is preferable to use projections along two perpendicular axes, which define the frame of reference for \( D \). Furthermore, a projection onto an axis is required which is rotated about an angle \( \theta \) relatively to the frame of reference. In such a setup, the first moments of the distribution of diffusivities related to the first two projections are identical to the averaged tensorial diffusivities \( \langle D_{11} \rangle \langle D_{22} \rangle \). Thus, they yield the two diagonal elements of \( D \). The first moment of the third projection measures the leading diagonal element \( D_{11} \) of the rotated tensor \( D^\theta = R(\theta) D R(\theta) \) with rotation tensor \( R(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \). This additional value is sufficient to obtain the off-diagonal element of \( D \) from

\[ D_{12} = \frac{D_{11}^\theta - D_{11} \cos^2 \theta - D_{22} \sin^2 \theta}{\sin(2\theta)} \] (46)

For the calculation, any projection of the trajectory onto an arbitrary one-dimensional axis, i.e., any \( \theta \), can be used except directions perpendicular or parallel to axes of the frame of reference, i.e., angles \( \theta \) which are multiples of \( \pi/2 \). It should be emphasized that the reconstruction from the distribution of diffusivities of projected trajectories is possible although the definition of the diffusivities omit any directional information.

In the example with \( \tilde{D}_{11} = 3.983, \tilde{D}_{22} = 1.990 \) and a measured \( \tilde{D}^{\pi/12}_{11} = 2.983 \), the off-diagonal element yields \( D_{12} = 1.719 \), which is in good agreement with the value \( \sqrt{3} \approx 1.732 \) appearing as input parameter of the simulation.

In conclusion, it depends on the constraints of the experiment which of both approaches is more practicable. In either way the complete diffusion tensor \( D \) is reconstructed reasonably well.

B. Three-dimensional systems

Analogous to the two-dimensional case, it is possible to calculate the distribution of diffusivities for three-dimensional systems either by inverse Fourier transform of the general characteristic function Eq. (13) or by the convolution Eq. (16). In both cases the analytical integration cannot be performed completely. However, the integration can be accomplished numerically. By inte-
grating two variables Eq. (16) is reduced to
\[
p_{3d}^D(D) = \int_0^\infty d\Delta_1 \int_0^\infty d\Delta_2 \int_0^\infty d\Delta_3 \delta[D - (\Delta_1 + \Delta_2 + \Delta_3)] \\
\times p_{3d/3}^D(\Delta_1) p_{3d/3}^D(\Delta_2) p_{3d/3}^D(\Delta_3) \\
= \int_0^D d\Delta_1 \left( \frac{3}{2} \right)^{3/2} \frac{1}{\sqrt{\pi} D_1 D_2 D_3 \Delta_1} \\
\times \exp \left\{ -\frac{3}{4} \left[ \left( \frac{1}{D_2} + \frac{1}{D_3} \right) (D - \Delta_1) + \frac{2\Delta_1}{D_1} \right] \right\} \\
\times I_0 \left[ \frac{3}{4} \left( \frac{1}{D_3} - \frac{1}{D_2} \right) (D - \Delta_1) \right]. \quad (47)
\]
For further simplification, a series expansion of the modified Bessel function \(I_0(x)\) can be applied, which allows performing the last integration. However, this only results in a converging sum, which cannot be simplified any further.

By using the general expression of the cumulants Eq. (14) and the relation between cumulants and moments Eq. (15), the first three moments of the distribution of diffusivities of three-dimensional homogeneous anisotropic diffusion processes are
\[
M_1 = \frac{1}{3} (D_1 + D_2 + D_3), \quad (48)
\]
\[
M_2 = \frac{1}{9} \left[ (D_1 + D_2 + D_3)^2 + 2(D_1^2 + D_2^2 + D_3^2) \right], \quad (49)
\]
and
\[
M_3 = \frac{1}{9} \left[ 5D_1^3 + 3D_2^3 (D_2 + D_1) + D_1 (3D_2^2 + 2D_2 D_3 + 3D_3^2) + (D_2 + D_3) (5D_2^2 - 2D_2 D_3 + 5D_3^2) \right]. \quad (50)
\]
These expressions are similar to Eqs. (33) to (34) and relate the moments of the distribution of diffusivities to diffusion coefficients \(D_1\) to \(D_3\) of the anisotropic process. By solving simultaneously Eqs. (48) to (50), the underlying diffusion coefficients are determined by the measured moments of the distribution. The solution comprises six triplets \((D_1, D_2, D_3)\), which are permutations of the three diffusion coefficients. Due to the cubic contributions in Eq. (50), the expressions are too lengthy to be shown here but can be easily obtained.

The asymptotic behavior of Eq. (47) for large \(D\) is given by Eq. (18), which assumes \(D_1 > D_2 > D_3\), and results in
\[
p_{3d}^D(D) \xrightarrow{D \to \infty} \frac{\sqrt{3D_1} \exp \left( -\frac{3D}{2D_1} \right)}{\sqrt{2\pi(D_1 - D_2)(D_1 - D_3)D}}. \quad (51)
\]
Thus, the behavior in the logarithmic representation is determined by
\[
\log p_{3d}^D(D) \xrightarrow{D \to \infty} -\frac{3D}{2D_\infty}, \quad (52)
\]
which corresponds to the asymptotic decay of a three-dimensional isotropic distribution of diffusivities with \(D_\infty = \max(D_1, D_2, D_3)\). The anisotropy measure Eq. (20) in the three-dimensional case corresponds to
\[
\eta = \frac{(D_\infty - D_1) + (D_\infty - D_2) + (D_\infty - D_3)}{D_1 + D_2 + D_3}, \quad (53)
\]
which considers the differences of the individual diffusion coefficients to characterize the anisotropy. It is obvious that the largest anisotropy yields \(\eta = 2\).

In order to substantiate our results by simulated data, the simulation of a three-dimensional homogeneous anisotropic random walk was performed using the diffusion tensor
\[
D = \begin{pmatrix}
4 & -\sqrt{3} & -1 \\
-\sqrt{3} & 13/4 & 3/4 \\
-1 & 3/4 & 7/4
\end{pmatrix}. \quad (54)
\]
The obtained trajectory consists of \(10^5\) displacements and its distribution of diffusivities is depicted in Fig. 2. The distribution of diffusivities from the simulated trajectory shows a good agreement with the curve obtained from numerical integration of Eq. (47). The deviations for larger values of \(D\) result from the finite simulation time, i.e., its insufficient statistics. Furthermore, Fig. 2 shows the distribution of an isotropic system where a
qualitative distinction at the crossover from the maximum peak to the exponential decay becomes apparent. This behavior of the curvature in the logarithmic representation depends on the observed system and is discussed in Sec. [V B 2]. The deviating asymptotic decay of the anisotropic process is clearly visible in Fig. 2 and allows the distinction from homogeneous isotropic processes. Thus, in conjunction with the mean diffusivity the asymptotic decay provides a measure of the anisotropy.

In addition, the asymptotic behavior given by Eq. (51) is depicted and provides a reasonable approximation for large $D$. The eigenvalues of $\mathbf{D}$ for experimental data are easily determined by measuring the leading moments of the diffusivities. For the sample trajectory used in Fig. 2 the first three moments result in $\tilde{D}_1 = 4.884$, $\tilde{D}_2 = 3.153$ and $\tilde{D}_3 = 0.948$. These values agree reasonably well with the eigenvalues of the tensor expression under the square root 3

$$D_2 = \sqrt{3M_2 - 5M_1^2}$$

Thus, the eigenvalues of $\mathbf{D}$ are calculated by

$$D^{(1)} = M_1 \mp \sqrt{3M_2 - 5M_1^2}$$

$$D^{(2)} = M_1 \pm \frac{1}{2} \sqrt{3M_2 - 5M_1^2},$$

where the sign in the equations depends on the constraint of positive diffusion coefficients. None of the eigenvalues will become complex since with Eqs. (57) and (58) the expression under the square root $3M_2 - 5M_1^2 = \frac{3}{2}(D^{(1)} - D^{(2)})^2 > 0$ is always positive and, hence, $M_2 > \frac{5}{3}M_1^2$. It should be noted that for $\frac{5}{3}M_1^2 < M_2 < 2M_1^2$ both signs in Eqs. (60) and (61) yield positive diffusion coefficients. In this case, the third moment has to be exploited in order to decide the correct pair of diffusion coefficients by comparing Eq. (59) with the measured value. Hence, there exist distributions of diffusivities with identical moments $M_1$ and $M_2$, which result from different diffusion coefficients. In this case, the distinct $M_3$ determines the corresponding diffusion coefficients of the system. In the limit $M_2 \to \frac{5}{3}M_1^2$, $D^{(1)}$ and $D^{(2)}$ approach each other. In this particular case, the decision for the correct pair cannot be made accurately since both pairs yield approximately the same $M_3$ from Eq. (59). However, this limit corresponds to the isotropic system and, hence, the single diffusion coefficient is directly given by the first moment of the distribution.

Fig. 3 depicts examples of such distributions for the general anisotropic, the prolate, and the oblate case. The differences can be identified qualitatively. In the general and in the prolate case, the decay after the maximum peak has a convex curvature in the logarithmic representation, whereas in the oblate case it decays in a purely concave manner. This qualitative change is obtained from $\frac{d^2}{dt^2} \log p^{(3d)}_{\text{uni}}(D)$ and discussed in Sec. [V B 2]. In all cases, the exponential decay for large $D$ is determined by the largest diffusion coefficient as given by Eq. (51). However, since the first decay after the peak is dominated by the smallest diffusion coefficient, the curve is shifted to the left for the prolate case in contrast to the oblate case when $D_2$ is changed from $D_3$ to $D_1$. As expected from the first moment, the general case lies in between. A better distinction between the different cases is achieved quantitatively by determining the moments and calculating the diffusion coefficients.

In Fig. 4 the distribution of diffusivities for different ratios $r = D^{(1)}/D^{(2)}$
is shown, ranging from oblate cases \((r < 1)\) to prolate cases. It can be seen that in the limit \(D^{(1)} \to 0\) and, thus, \(r \to 0\), the distribution converges to the two-dimensional isotropic case with \(D_\text{c} = 2/3D^{(2)}\). For \(r \to 1\), the distribution converges to the three-dimensional isotropic case. In the prolate cases the distribution separates significantly from the three-dimensional isotropic case for increasing \(r\). For further increasing ratios \((r \to \infty)\) the distribution converges to the one-dimensional isotropic case with \(D_\text{c} = 1/3D^{(1)}\). In contrast, the oblate cases converge rapidly to the two-dimensional isotropic case for decreasing \(r\). A qualitative distinction may only be possible for small \(D\), where the distribution still deviates from the mono-exponential behavior of the isotropic system. However, quantitatively the anisotropy is characterized by Eq. \(20\), which results in \(\eta = 1/r\) and \(\eta = 2(r-1)/(r-1)\) for oblate and prolate cases, respectively. Thus, in the oblate case the largest possible anisotropy emerges at small \(r\), which yields \(\eta = 1/2\) and clearly indicates the anisotropy. In the prolate case, the largest anisotropy will be obtained, if only one direction is preferred. Then, the anisotropy measure \(\eta = 2\) is maximal, which corresponds to one-dimensional motion in a three-dimensional system.

As noticed in Fig. 3 the convex or concave curvature of the probability density in the logarithmic representation depends on the observed system and, thus, on the structure of the diffusion tensor. In the literature, such a concave curvature is known as log-concavity of functions which is a common property of probability distributions and has been studied extensively [33–35]. However, in the case of log-convex functions there are much less properties known. In the following, we discuss the curvature of the distribution of diffusivities in the logarithmic representation, which can be exploited to determine characteristic properties of the observed processes.

For anisotropic processes the asymptotic curvature of the distribution of diffusivities in the logarithmic representation is obtained from the uniaxial case Eq. \(56\) since Eq. \(47\) does not provide a closed-form expression. For isotropic diffusion the curvature of the distribution of diffusivities is determined from Eq. \(55\).

The asymptotic expansion of the second derivative for small \(D\) yields

\[
\left. \frac{d^2}{dD^2} \log p_\text{3d}(D) \right|_{D \to 0} \sim -1/(2D^2),
\]

which coincides with the curvature of three-dimensional isotropic systems. Analogously, we perform the asympt-
the observed system showing either a convex or a concave logarithmic representation for small $D$ is governed by the largest eigenvalue of the system. At the corresponding point of inflection is found to be approximately $2/\sqrt{\pi}D$, which agrees reasonably with the input parameters of the simulation Eq. (54). Further, the eigenvalues from this measured tensor $D_1 = 4.983, D_2 = 2.998$ and $D_3 = 1.004$ show a good agreement with the exact eigenvalues of the input tensor $D_1 = 5, D_2 = 3$ and $D_3 = 1$.

However, if only a projection of the complete trajectory is available, e.g. from SPT, only the properties of the respective submatrix of $D$ can be measured. For instance, if the two-dimensional projection onto the $x$-$y$-plane of the sample trajectory is available, the first two moments of the distribution of diffusivities are determined to be $M_{1,z} = 3.613$ and $M_{2,z} = 26.95$. Using Eq. (35), the eigenvalues of the principal submatrix $D_{2,2}$ are computed to be $D_{1,z} = 4.531$ and $D_{2,z} = 2.695$. Hence, the eigenvalue inequalities of Eq. (27) provide the estimate

$$D_1 \geq D_{1,z} \geq 4.531 \geq D_2 \geq D_{2,z} \geq 2.695 \geq D_3 \geq 0.$$  

(66)

of the diffusion coefficients. As explained in Sec. [IV] any further observed projection improves the estimates of the eigenvalues of $D$. An additional projection onto the $z$-$z$-plane, for instance, yields the moments $M_{1,y} = 2.876$ and $M_{2,y} = 18.00$ resulting in the eigenvalues $D_{1,y} = 4.083$ and $D_{2,y} = 1.668$. Since with two orthogonal two-dimensional projections of the three-dimensional process all diagonal elements of $D$ are available, an upper bound for the largest eigenvalue is found to be $D_1 \leq \text{tr}D \leq D_{1,z} + D_{2,z} + D_{1,y} + D_{2,y} = 12.977$. Hence, the eigenvalue inequalities yield

$$12.977 \geq D_1 \geq \max(\hat{D}_{1,z}, \hat{D}_{1,y}) = 4.531$$  

$$\min(\hat{D}_{1,z}, \hat{D}_{1,y}) = 4.083 \geq D_2 \geq \max(\hat{D}_{2,z}, \hat{D}_{2,y}) = 2.695$$  

$$\min(\hat{D}_{2,z}, \hat{D}_{2,y}) = 1.668 \geq D_3 \geq 0.$$  

(67)

If additionally the projection onto the $y$-$z$-plane is available the eigenvalues of $D$ are estimated more precisely similar to the previous steps. To improve the upper bound of $D_1$, the trace of $D$ is calculated from all these eigenvalues by $\text{tr}D = \frac{1}{2}(\hat{D}_{1,z} + \hat{D}_{2,z} + \hat{D}_{1,y} + \hat{D}_{2,y} + \hat{D}_{2,z} + \hat{D}_{2,y})$, where the prefactor arises from the overlapping diagonal elements of the submatrices.

In the case of availability of all orthogonal two-dimensional projections of the process the tensorial diffusivities offer an advanced approach to determine the asymptotic expansion of the second derivative for large $D$

$$\frac{d^2}{dD^2} \log f_{3d}(D) = \begin{cases} 1/(2D^2) & D_1 > D_2 = D_3, \\ \exp(-aD) & D_1 = D_2 > D_3, \\ -1/(2D^2) & D_1 = D_2 = D_3 \end{cases} \quad (64)$$

with positive $a = 3/2(1/D^{(1)} - 1/D^{(2)})$. The different results depend on the multiplicity of the largest eigenvalue for prolate, oblate and isotropic cases, respectively. In the general anisotropic case with $D_1 \neq D_2 \neq D_3$, the system is dominated by the largest diffusion coefficient for large $D$. Hence, in this case the asymptotic curvature is identical to the prolate case ($D_1 > D_2 = D_3$) and can also be obtained from Eq. (13). As expected, a degeneracy of the smaller eigenvalues does not contribute to the asymptotic curvature. Hence, in all systems where the largest eigenvalue is not degenerated, for instance in anisotropic two-dimensional and also one-dimensional systems, we obtain the same behavior for large $D$, which is governed by the largest eigenvalue of the system.

The curvature of the distribution of diffusivities in the logarithmic representation for small $D$ is always concave as given by Eq. (62). However, for large $D$ it depends on the observed system showing either a convex or a concave behavior as given in Eq. (64). Hence, the sign of the curvature can change with $D$. In the prolate case the corresponding point of inflection is found to be approximately at $1.504D^{(1)}D^{(2)}/(D^{(1)} - D^{(2)})$ by numerical evaluation of the root of $d^2/dD^2 \log f_{3d}(D)$. For anisotropic systems, only in the oblate case the curvature does not change its sign and the distribution is a log-concave function. If the anisotropy measure becomes zero and the distribution is a log-concave function, a three-dimensional isotropic diffusion process is observed. This qualitative difference in the curvature of distributions with the same asymptotic decay can clearly be identified in Fig. 3.

Furthermore, it is interesting to note in Eq. (64) that in the oblate case, where the largest eigenvalue exhibits a twofold degeneracy, the asymptotic behavior of the curvature still depends on the diffusion coefficients of the system. In all other cases the dependence on the diffusion coefficients vanishes.

As noted above, for two-dimensional anisotropic processes the asymptotic behavior for large $D$ in the logarithmic representation is identical to the prolate case in Eq. (64). However, the asymptotic behavior for small $D$ is given by $1/8(1/D_1 - 1/D_2)^2$ and clearly differs from that of the three-dimensional process. Since the sign of the curvature does not change with $D$ the curvature is always convex in two-dimensional anisotropic systems. However, for two-dimensional isotropic systems the distribution of diffusivities in the logarithmic representation is just a straight line for all $D$.

As discussed for two-dimensional processes, the diffusion tensor will be easily obtained by measuring the averaged tensorial diffusivities according to Eq. (22) if the complete three-dimensional trajectory of the homogeneous anisotropic process is available. For the sample trajectory used in Fig. 2 the measured values $D_{ij}$ yield the diffusion tensor

$$\hat{D} = \begin{pmatrix} 3.994 & -0.862 & -0.492 \\ -0.862 & 3.233 & 1.296 \\ -0.492 & 1.296 & 1.758 \end{pmatrix},$$

(65)

which agrees reasonably with the input parameters of the simulation Eq. (54).
diffusion tensor. Since their first moments yield the entries of the principal submatrices $D_x^2$, $D_y^2$, and $D_z^2$, the underlying diffusion tensor $D$ is completely defined.

To summarize, the experimental setup influences the available data and affects how many parameters of the underlying process can be restored. A single two-dimensional projection may already hint at the anisotropy of the process. However, it is not sufficient to give an upper bound for the largest eigenvalue. An additional orthogonal two-dimensional projection or even a one-dimensional projection in the missing direction determines this upper bound and narrows the ranges of the eigenvalues. For a reconstruction of the complete tensor either the complete trajectory or three orthogonal two-dimensional projections of the process are necessary.

VI. CONCLUSIONS

To investigate $N$-dimensional homogeneous anisotropic Brownian motion we applied the distribution of diffusivities as e.g. obtained from single-particle tracking data. We introduced an anisotropy measure depending on the asymptotic decay of the distribution and the mean of the diffusivities, which both are easily determined from experimental data. In general, if this anisotropy measure is larger than zero, the distribution deviates from the $\chi^2$-distribution, which we obtain for homogeneous isotropic diffusion. Thus, the observed process involves more than one diffusion coefficient attributed to an inhomogeneity or an anisotropy of the system. For homogeneous processes we concluded that those systems have to be anisotropic. Furthermore, from the general expression of the distribution of diffusivities we derived relations between its moments or cumulants and the eigenvalues of the diffusion tensor $D$. Since, due to experimental restrictions, often only projections of the trajectories are observed we further discussed the consequences and provided an estimate for the bounds of the involved diffusion coefficients.

After our general considerations, we applied the results to specific systems with high relevance to experiments. In particular, we investigated two-dimensional and three-dimensional systems as well as uniaxial molecules in three dimensions. In a two-dimensional homogeneous anisotropic system, the distribution of diffusivities comprises a modified Bessel function and allows a qualitative distinction from the mono-exponential decay observed in isotropic systems. Moreover, the first two moments of the distribution are sufficient to calculate the diffusion coefficients corresponding to the principal axes. Even the orientation of the principal axes and, thus, the complete diffusion tensor $D$ can be determined by using tensorial diffusivities or three one-dimensional projections of the trajectory. For three-dimensional processes the general expression of the distribution of diffusivities is more elaborated and one integration has to be evaluated numerically. However, we expressed the first three moments in terms of the diffusion coefficients belonging to the principal axes. Conversely, these expressions offer a method to calculate the diffusion coefficients from the moments measured in experiments, where other analysis fails. It is further shown that the isotropic and anisotropic systems differ in the logarithmic representation of the distribution of diffusivities, i.e., the asymptotic decay rate is proportional to the inverse slope of the msd and to the inverse of the largest diffusion coefficient, respectively. Thus, the distribution of diffusivities for anisotropic diffusion asymptotically decays slower than for isotropic diffusion with the same mean diffusion coefficient. The deviation between the asymptotic decay and the first moment provides a suitable measure for the anisotropy of the process. For uniaxial molecules diffusing in three dimensions the third integration was accomplished and the resulting distribution of diffusivities involves an error function. In this case, the diffusion coefficients along the direction of the principal axes depend on the first two moments of the distribution. For different ratios of the diffusion coefficients we distinguish between oblate and prolate cases, which show a concave and a convex curvature in the logarithmic representation, respectively. Finally, we offer a guide to quantify the eigenvalues of $D$ from projected observations and to reconstruct the diffusion tensor in three dimensions from the moments of the tensorial diffusivities. The reconstruction from projected observations is possible although any directional information is discarded when determining the distribution of diffusivities.

In summary, the distribution of diffusivities provides an advanced analysis of anisotropic diffusion processes. The distribution is easily obtained from measured trajectories or from ensemble measurements such as NMR and allows for a characterization of the processes. For time-homogeneous diffusion processes, this distribution is stationary, which allows us to compare experiments conducted on different time scales. The first moment of the distribution corresponds to the mean of the diffusivities and coincides with the slope of the mean squared displacement. From the discrepancy between the asymptotic decay of the distribution and the mean of the diffusivities it is easy to identify systems which are not sufficiently characterized by a single diffusion coefficient. Hence, we encourage experimentalists to determine these simple quantities in order to detect a discrepancy and to verify their assumptions about homogeneous isotropic processes. Furthermore, if the system is homogeneous and anisotropic, the diffusion coefficients can be reconstructed from the moments of the distribution. Beyond that, the concept of diffusivities as scaled displacements is extended to tensorial diffusivities, which allow the reconstruction of the diffusion tensor from their first moments. Hence, the distribution of diffusivities complements well-established methods, such as investigating mean squared displacements, for the analysis of diffusion data.

In future publications, we will address the distinc-
tion between anisotropic and heterogeneous diffusion processes, which also involve more than one diffusion coefficient. Furthermore, since the eigenvalues of the tensor $\mathbf{D}$ are invariant to orthogonal transformations, we will apply our distribution of diffusivities to systems where the diffusion tensor changes its orientation in space and time, such as diffusion of ellipsoidal particles in isotropic media and diffusion in liquid crystalline systems with an inhomogeneous director field.
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