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Abstract Labeling a module defective or non-defective is an expensive task. Hence, there are often limits on how much-labeled data is available for training. Semi-supervised classifiers, use far fewer labels for training models but there are numerous semi-supervised methods including self-labeling, co-training, maximal-margin, graph based methods, to name a few. Only a handful of these methods has been tested in SE for (e.g.) predicting defects– and even that, those tests have been on just a handful of projects.

This paper takes a wide range of 55 semi-supervised learners and applies these to over 714 projects. We find that semi-supervised “co-training methods” work significantly better than other approaches. However, co-training need to be used with caution since the specific choice of co-training methods need to be carefully selected based on a user’s specific goals. Also, we warn that a commonly-used co-training method (“multi-view”— where different learners get different sets of columns) does not improve predictions (while adding too much to the run time costs 11 hours vs 1.8 hours).

Those cautions stated, we find using these “co-trainers”, we can label just 2.5% of data, then make predictions that are competitive to those using 100% of the data. It is an open question worthy of future work to test if these reductions can be seen in other areas of software analytics.

All the codes used and datasets analysed during the current study are available in the [GitHub repository link](https://GitHub.com/Suvodeep90/Semi_Supervised_Methods).
1 Introduction

In recent years, defect predictions have drawn considerable interest in software analytics [29, 35, 65–67, 79, 83, 88, 107, 126, 140, 141]. These metrics use process metrics (that describe how and who updates the code) or product metrics (such as the number of methods per class, and lines of codes, to name a few) to produce software quality prediction. A decade ago, a formal study in this field dealt with just 20 projects or fewer. Now we can access data on hundreds to thousands of projects. When the creation of such models is fully automated (using data mining), then this approach scales a large number of projects. Hence, data-driven decision-making is widely used in SE research and industrial [45,103,110].

One vital step in building these defect predictor models is finding the labels (or “ground truth”) for training data, as supervised learning requires all training data to be labeled. These supervised algorithms can perform poorly if they do not have adequate labeled training data. Generating these adequate labeled training data can be very expensive via human labor. For example, we have studied approximately 714 software projects, including 476K commit files. After an extensive analysis, Tu et al. [106] proposed a cost model for labeling that data. Assuming two people checking per commit, that data would need three years of effort to label the data.

Since labeling is so labor-intensive, often, a large amount of unlabeled data and a small amount of labeled data points are available. To make good use of these unlabeled data, researchers use many different processes to label them. Semi-supervised learning (SSL) [138,139] is a set of techniques that fall between unsupervised learning (that uses no labels [38,121,127,131]) Furthermore, supervised learning (that must label all training data [18,43,47,85,88]).

There are many ways to build a semi-supervised learner, such semi-supervised GMM [24,31] that builds a cluster with all the data on the independent attributes, then label one example per cluster, next, copy that label to all other items in that cluster. This paper explores 55 SSL methods, drawn across the hierarchy of Figure 1. The original motivation for this paper was that prior SE work on SSL used methods drawn from just a small section of that figure. For example, all the following methods come from the left-hand side of Figure 1. Li et al. [53] explored the coForest and AcoForest method, which is a co-training method that falls under wrapper-based methods. Li et al. [55] also studied a co-training-based method named Effort-Aware Tri-Training (EATT), which is an effort-aware semi-supervised method based on co-training. Fitting-the-confident-Fits (FTcF) is another semi-supervised algorithm used in defect prediction [58], which is a self-training-based method. ExtRF, as proposed by He et al. [34], is another example of a self-training-based semi-supervised method used for defect prediction. Zhang et al. [130] uses a label propagation algorithm, a graph-based semi-supervised algorithm, to find bugs in software systems. Hysom, as proposed by Abaei et al. [1] is a semi-supervised model based on a self-organizing map and artificial neural network, which falls under unsupervised preprocessing.
This paper explores 55 methods from the pink nodes. The other blue nodes are left for future work since these notes use methods that are either (a) very computational expensive or (b) have been developed for data types not relevant to our target (defect prediction).

To better understand the role of different SSL methods, this paper studies 55 semi-supervised models on a large dataset (of 714 projects) to answer the following research questions:

- **RQ1:** Are there SSL models which perform better or worse than others? We will find that co-training works best where multiple learners share their most confident answers.
- **RQ2:** How do SSL models perform with increased data size? We will find that only 2.5% of the data needs to be labeled.
- **RQ3:** Do all Semi-supervised learners perform the same? We will show that different learning goals (e.g., very low alarms) select for different learners.

More specifically, the semi-supervised literature often references a set of widely applied techniques (listed below in **bold face**). The following research questions assess the value of those specific techniques for software analytics and defect prediction:

- **RQ4:** Between single-view and Multi View models is one preferable than others? (Our answer will be that there is no performance difference and multi-view is much slower).
- **RQ5:** Should we prefer single vs multi classifier methods? (Our answer will be that multi is much better).
- **RQ6:** Should we prefer self or mutual-teaching? (Our answer will be that mutual-teaching is preferable.)
From these results, we summarize our contributions as follows:

- A experimental demonstration that certain SSL methods (single-view co-training) can decrease the labeling cost of defect prediction by a factor of $100/2.5=40$.
- A detailed empirical analysis and evaluation of semi-supervised algorithms and models to analyze the capabilities of these algorithms and to identify the best methods.
- One of the largest analysis of semi-supervised algorithms on 714 defect prediction projects to establish our claim.
- Analysis of model performance and labeled data availability by varying ratio of labeled data, and to identify relevant changes in performance.
- Implementation of all the semi-supervised algorithms used in this study in an open-source GitHub repository for future researchers[1].
- Detailed discussion about the performance of the models in different performance measures and how to select the best model for future research and comparison on semi-supervised algorithms in the defect prediction domain.

The rest of this paper is structured as follows. Some background and related work are discussed in section 2. Our experimental methods are described in section 3. Data collection in section 3.1 and learners used in this study are mentioned in section 3.2. Followed by the experimental framework in section 3.3. The evaluation criteria are in section 3.4. The results and answers to the research questions are presented in section 4. Next, the discussion about our result is in section 5. Threats to validity follow this in section 6. Finally, conclusion in section 7.

Before we start, we digress to make the following point. Since there are so many SSL methods, we had to limit the scope of this investigation for pragmatic reasons. Hence, here, we have not explored and used all of these semi-supervised methods as reported by Van et al. [108]. For example, we have excluded very computationally expensive methods (since that would complicate a large-scale analysis such as this one). In future work, it would be insightful to explore those excluded methods.

2 Background

This section comments on (a) standard defect prediction methods (that require labels on 100% of the training data) and (b) dozens of semi-supervised methods (that require much less than 100% of the labels).

2.1 Defect Prediction

Bugs are not evenly distributed across software [33, 49, 69, 80]. Hence it is impractical and inefficient to distribute equal effort to every component in a

[1] https://github.com/ai-se/Semi-Supervised
software system [16]. Algorithms that measure the criticality or bugginess of software using source code (product) or project history (process) are called defect prediction models. In a recent paper, Wan et al. [110], reported much industrial interest in these predictors since the alternative is much more time-consuming and expensive. Misirili et al. [69] and Kim et al. [46] report considerable cost savings when such predictors are used in guiding industrial quality assurance processes. Such defect predictors learned from static source code are remarkably effective compared to other methods. Rahman et al. [87] compared (a) static code analysis tools FindBugs, Jlint, and PMD with (b) defect predictors (which they called “statistical defect prediction”) built using logistic regression. No significant differences in cost-effectiveness were observed. This is significant since defect prediction can be quickly adapted to new languages (by building lightweight parsers). At the same time, other methods (e.g., static code analyzers) need extensive modification before they can be used in new languages.

Due to their ease of use, defect predictors are widely applied:

1. Application of defect predictors to locating security vulnerabilities [94].
2. Understanding what increases defects (e.g., ratio comment to code, cyclomatic complexity) [63,64] or process metrics (e.g. see Table 1).
3. Predicting where are the bugs, to allocate appropriate resources (e.g. [14])
4. Using predictors to proactively fix defects [77]
5. Release-level [21] change-level or just-in-time [88] prediction.
6. “Transfer learning” applies predictors built from one project to others [51,73].
7. Assessing different learning predictors [28]. This has led to the development of hyper-parameter optimization and better data harvesting tools [3,5].

Table 1: List of process metrics used in this study

| Metric       | Description                                           |
|--------------|-------------------------------------------------------|
| adev         | Active Dev Count                                      |
| age          | Interval between the last and the current change      |
| ddev         | Distinct Dev Count                                    |
| sctr         | Distribution of modified code across each file        |
| exp          | Experience of the committer                           |
| la           | Lines of code added                                   |
| ld           | Lines of code deleted                                 |
| lt           | Lines of code in a file before the change             |
| minor        | Minor Contributor Count                               |
| nadev        | Neighbor’s Active Dev Count                           |
| ncomm        | Neighbor’s Commit Count                               |
| nd           | Number of Directories                                 |
| nddev        | Neighbor’s Distinct Dev Count                         |
| ns           | Number of Subsystems                                  |
| nuc          | Number of unique changes to the modified files        |
| own          | Owner’s Contributed Lines                             |
| sexp         | Developer experience on a subsystem                   |
| rexp         | Recent developer experience                           |
As to what data to the collection, process metrics comment on “who” and “how” the code was written, while product metrics record “what” was written. Researchers and industry practitioners have tried many different ways to identify which features are important and why. Zimmermann et al. [112] recommended complexity-based product metrics, Zhou et al. [134] suggest size-based metrics. While Matsumoto et al. [62] and Nagappan et al. [72] recommend developer-related metric and change bursts metrics, respectively. Table 1 metrics for both theoretical and pragmatic reasons. Our metrics include the process metrics since prior studies have shown promising results and have been endorsed by Rahman et al. at ICSE’13 [86], Majumder et al. [60] and others.

After saying “what” data to collect, the next question is “how much” data to collect? In most of the above work, labels are needed for 100% of the data. However, in many situations, labels are missing or mistrusted, meaning we must collect some new labels before the work can proceed. The lesson of this paper will be that, with the semi-supervised learning methods described below, we only need labels on a small part of the data (specifically, just 2.5% ).

2.2 Semi-Supervised Learning

Semi-supervised learning avoids searching labeled data or manually annotating unlabeled data. Such methods combine supervised and unsupervised learning, which uses a small amount of labeled data and a large amount of unlabeled data.

According to Figure 1, SSL methods can be divided into inductive and transductive, where the former attempts to find a classification model. At the same time, the latter tries to obtain label predictions for the given unlabeled data points. After that, semi-supervised methods are divided based on how they utilize the unlabeled data points. This includes three categories, wrapper based, unsupervised preprocessing and intrinsically semi-supervised.

Inductive methods can further be divided into Wrapper-Based Methods, Unsupervised Pre-processing Methods, and Intrinsically semi-supervised methods. While transductive methods are graph-based methods.

2.2.1 Wrapper-Based Methods:

Wrapper methods loop over the data and, in every loop, apply training followed by pseudo-labeling phase. Starting with a very small of labels, the first training phase builds a model, which is then used to label the rest of the data. The labels that are “most confident” (defined below) are added to the pre-existing labeled data and these are used for training in the next loop. Our reading of the literature is that such wrappers are the most widely used algorithms in semi-supervised learning.

Wrapper-Based methods can differ according to how pseudo-labeling is performed:
Self-training methods use a supervised classifier that iterates and re-trains on its own most confident predictions.

In co-training, multiple supervised learners iterate and re-train on each other’s most confident predictions.

Boosting methods 

Further notes on these three methods are offered below.

**Self-training:** Self-training was first proposed by Yarowsky et al. for word sense disambiguation task. Dópido et al. used a self-training approach for hyperspectral image classification. The self-training process includes multiple design choices, including selecting pseudo-label data, re-using pseudo-labeled data, and stopping criteria. When selecting unlabeled data for pseudo-labeling, it is often based on prediction confidence from the last model. This directly influences the algorithm’s performance. If the base classifiers for the self-training have probabilistic predictions, then respective probabilities can be used directly. When the base classifiers do not natively support probabilistic predictions may require some adaptations for self-training. Decision trees and random forests are excellent examples of this; without any modifications, they show highly biased probability estimates. This is improved by either applying grafting or Laplace correction methods or by using the local distance-based measure to determine the confidence score between instances, as shown by Tanha et al. in their studies.

**Co-training:** Co-training is where two or more supervised classifiers are iteratively trained on the labeled data. At each iteration, models are trained on labeled data along with pseudo-labeled data, where pseudo-labeled data comes from the most confident predictions to the unlabeled data set of the other supervised classifiers. One basic assumption is that the base learners are not too strongly correlated in their predictions. That will hinder the ability to provide each other with useful information, usually referred to as the diversity criterion. In co-training, this diversity can be created in three different ways:

(a) Single-view co-training: This type of co-training is performed by promoting diversity in the learning algorithms themselves and not splitting the features. One way to achieve this is to use different hyper-parameters, another is to use different algorithms altogether. One prominent approach in single-view co-training is the tri-training method proposed by Zhou et al., where three classifiers are trained if two of the three classifiers agree, then the data point is passed to the other classifier along with the respective label. Tri-training does not rely on probabilistic predictions and thus can be used for a much broader range of learning algorithms. Zhou et al. proposed another method called co-forest. Here decision trees are independently trained on all labeled data. At each step, each classifier receives pseudo-labeled data using predictions from all other classifiers on the unlabeled data if it exceeds a certain threshold.
(b) **Multi-view co-training:** Here, two classifiers are trained on two distinct views-based subsets of data features. Like single-view co-training, after each iteration in the pseudo-labeling process, the most confident predictions for each model are added to the set of labeled data for the other model. This method was first proposed by Blum et al. [15]. Multi-view co-training adds a new assumption to the base assumption for co-training; first, each subset of features should be sufficient to obtain good predictions, and second, the subsets of features should be conditionally independent given the class label. Although many researchers have shown these assumptions are not strictly bound and can be relaxed as required [2, 10].

(c) **Co-regularization:** The goal of co-training is to minimize classifier disagreement along with the error rate of the ensemble. In co-regularization, both the disagreement between learners and the error rate of the ensemble are simultaneously optimized by generating one optimization function with two terms, one to penalize incorrect predictions, another to penalize different predictions [95].

**Boosting:** Basic ensemble models uses multiple base classifiers, and the prediction is independent and aggregates from all classifiers. In the case of boosting, each base learner depends on the previous base learners: it is provided with the entire data set, but weights are applied to the data points. The weights are generated based on performance from the previous learner. The final prediction is obtained as a linear combination of the predictions of the base classifiers. Boosting in a semi-supervised setting is achieved by introducing pseudo-labeled data after each learning step and using that pseudo-labeled data along with labeled data for the next training step. Bennett et al. [12] introduced ASSEMBLE (Adaptive Supervised Ensemble) algorithm, which is a boosting method to maximize the classification margin in function space. Another boosting algorithm is SemiBoost [2], which uses manifold assumptions from graph-based methods. Each unlabeled data point is assigned a pseudo-label, and the corresponding prediction confidence is calculated based on a predefined neighborhood graph encodes similarity between data points.

### 2.2.2 Semi-supervised preprocessing:

These methods use the data in two stages:

- **Stage1** uses hints from unlabeled data to extract or transform features or uses the features to form unsupervised clusters.
- **Stage2** uses the labeled data for training or labeling.

Based on the first stage of semi-supervised preprocessing, it can be further divided into two groups. (a) **Feature extraction based semi-supervised preprocessing:** As many feature extraction methods are unsupervised, they can be used to extract and transform the original data to a more linearly uncorrelated format. There are many such algorithms available i.e., principal component analysis (PCA) [114] and Multidimensional scaling (MDS) [23]. The extracted features and the labeled examples models are trained (similar to self-training). In their paper, Lu et al. [58] introduced one such method called FTcF.MDS.
where first MDS is used for transforming the features, and then FTcF, a self-training based on semi-supervised learning, is used for predictions. Recent semi-supervised feature extraction methods have also focused on finding latent representations of the input data using deep neural networks. However, we have not explored deep neural networks as part of this study as we know latent representations of defect prediction datasets are very simple (often dimensional reduced to one). (b) **Clustering based semi-supervised preprocessing**: Clustering is an unsupervised method and is widely used for creating disjoint sets of data only based on the features. When used in the context of semi-supervised preprocessing, the process is to apply a clustering algorithm to all available data (both labeled and unlabeled data) and use the resulting clusters to guide the classification process. One such method is where we cluster all the data (both labeled and unlabeled data) first, and then a self-training model trained independently for each cluster [31]. Another algorithm proposed by Demiriz et al. [24] clusters the data in a semi-supervised manner, where the clusters are formed in an unsupervised way. Then we label clusters based on the labeled data impurity and use that for prediction.

### 2.2.3 Intrinsically semi-supervised methods:

Suppose a learner that has learned a decision boundary from a few labels. Suppose further that that learner using some **objective function** to classify examples according to those labels. Intrinsic methods adapt the objective function to use information from the unlabeled examples found near the labeled examples. In this way, semi-supervised intrinsic learning can make do with a limited number of labels.

Several intrinsically semi-supervised methods are “maximum-margin” methods. Supervised maximum-margin methods maximize the distance between the given data points and the decision boundary. Maximum-margin methods are extended into semi-supervised settings by adding information from unlabeled data to the objective function, which decides the decision boundary. These methods are often applied within a support vector machine (SVM); e.g., using a low-density assumption to maximize the distance from the decision boundary to the closest points. Semi-supervised SVMs or S3VMs, as proposed by Vapnik et al. [109], utilize similar assumptions to maximize the margin and correctly classify the data. Here the objective function adds a new term that penalizes unlabeled data based on their distance to the closest margin boundary. Many such algorithms have been proposed, such as TSVM by Chapelle et al. [19], where they solve the optimization of the objective function using label assignments. Li et al. [56] introduced a new version called S4VM (safe S3VM), which consists of two stages:

- A diverse set of low-density decision boundaries is constructed.
- The decision boundary with maximal worst-case performance gain over the supervised decision boundary is chosen as the result of S4VM training.

There are other models as well, including perturbation-based or Generative model-based methods, which fall under intrinsically semi-supervised methods.
These methods mostly use computationally-expensive deep neural networks and are excluded from further study in this paper.

2.2.4 Graph-Based Methods:

The intuition with graph-based methods is that we do not need to label all data. Rather, given a few labels, the rest of the data can draw their labels from “nearby examples.” Graph-based methods differ on (a) how they find “nearby” examples then (b) how they move those labels to themselves.

For example, some graph-based methods create a graph that connects instances in the training dataset and propagates labels from labeled data to unlabeled data through the edges of the graph. The methods generally involve three separate steps: graph creation, graph weighting, and inference:

– First, data points are represented as a node in the graph that are connected based on some similarity measure. Consider the geometry of the dataset, which an empirical graph can represent \( g = (V, E) \), where nodes \( V = 1, ..., n \) denote the training data and edges \( E \) represent the similarities or affinity between adjacent nodes.
– Next, the resulting edges are weighted, yielding a weight matrix.
– Once the graph is constructed, it is used for predicting the unlabeled data points. While iterating to generate the graph, it uses an objective function with two terms, one which penalizes predicted labels that do not match the actual label (for labeled examples), and another penalizes differences in the label predictions for connected nodes (for both labeled and unlabeled examples).

Two representative graph-based algorithms are label propagation and label spreading, which we will introduce in details in Section 3.2. Compared with other semi-supervised learning algorithms, graph-based methods are fast and easy to use due to their linear time complexity and therefore explored in this study.

3 Experimental Methods

This section describes the methods used to evaluate 55 SSL drawn from the abovementioned methods.

3.1 Data Collection

The data used in this study come from different software development domains. The data is collected from GitHub open source repositories. GitHub stores millions of projects; many are trivially very small, not maintained, or are not about software development projects. To filter projects, we used the standard Github “sanity checks” recommended in the literature.
| Metric Name | Median | IQR   | Data Property | Median | IQR   |
|-------------|--------|-------|---------------|--------|-------|
| la          | 14     | 39.9  | Defect Ratio  | 37.6%  | 20.6% |
| ld          | 7.9    | 12.2  | Lines of Code | 82K    | 200K  |
| lt          | 92     | 121.8 | Number of Files | 171    | 358   |
| age         | 28.8   | 35.1  | Number of Developers | 31     | 34    |
| ddev        | 2.4    | 1.2   | Number of PRs. | 55     | 101   |
| nuv         | 5.8    | 2.7   | Number of Commits | 217    | 379   |
| own         | 0.9    | 0.1   | Duration      | 186(W) | 191(W) |
| minor       | 0.2    | 0.4   | Number of Releases | 20     | 32    |
| ndev        | 22.6   | 22.1  | Number of Defective Commits | 77     | 139   |
| ncomm       | 71.1   | 49.5  | Number of Issues | 46     | 67    |
| adev        | 6.1    | 2.9   | Number of unique PR submitter | 5      | 6     |
| nadev       | 71.1   | 49.5  |               |        |       |
| avg_nndev   | 2      | 1.8   |               |        |       |
| avg_nadev   | 7      | 5.2   |               |        |       |
| avg_ncomm   | 7      | 5.2   |               |        |       |
| ns          | 1      | 0     |               |        |       |
| exp         | 348.8  | 172.7 |               |        |       |
| sexp        | 145.7  | 70    |               |        |       |
| rexp        | 2.5    | 3.4   |               |        |       |
| nd          | 1      | 0     |               |        |       |
| sctr        | -0.2   | 0.1   |               |        |       |

Table 2: Statistical median and IQR values for the metrics used in this study (IQR denotes the (75-25)th percentile range). Table 1

- **Collaboration**: refers to the number of pull requests. This is indicative of how many other peripheral developers work on this project. We required all projects to have at least one pull request. This will prove the repository is a part of distributed development model where others have forked/created a branch on this repository to make independent changes and submitted those changes to the main repository to be merged with the main branch. We also validated and removed any project where the same developers submit all pull requests by checking the unique ids of the pull request submitter.

- **Commits**: The project must contain more than 20 commits as recommended in the literature. Commits in a GitHub repository represent the amount of activity in the project. More than 75% of the projects found on GitHub have less than 20; thus, 20 is a good number for this filtering criteria.

- **Duration**: The project must contain software development activity of at least 50 weeks. Kallianvakou et al. show in their paper that 75% of the projects are active for less than 14 weeks; thus, 50 weeks as a minimum duration for the filtering criteria is used as suggested by other researchers.

- **Issues**: The project must contain more than ten issues as recommended in the literature.

- **Releases**: The project must contain at least four releases. This is because the release-based validation strategy used in this study requires 3 test releases and at least one training release.
– **Personal Purpose**: The project must not be used and maintained by one person. The project must have at least eight contributors, as suggested by other researchers.

– **Software Development**: The project must only be a placeholder for software development source code.

– **Defective Commits**: The project must have at least ten defective commits with defects on Java files. This is because the SMOTE algorithm that we use to balance the datasets requires at least ten examples of the minority class.

– **Forked project**: The project must not be a forked project from the original repository. This is to remove any potential duplicity from the study that is not the project’s main branch. We used the GitHub API to check for the “Forked” flag, and we removed any project which is flagged as yes.

The initial project pull was approximately 714 projects. After applying the sanity checks mentioned above, we selected 714 projects. The Data Statistics section of Table 2 shows the median and IQR of each of the filtering criteria for the selected projects. We collected file-level process metrics for this research to answer our research questions.

This data was extracted once and stored as pickle files in the following three steps:

1. We collected 21 process metrics (following the definition either from commit.guru or from the definitions shared by Rahman et al.) for each file in each commit by extracting the commit history of the project, then analyzing each commit for our metrics. We used a modified version of Commit.Guru [89] code for this purpose, where instead of aggregating filespecific metric values for a commit, we store metric values for each file. We create objects for each new file we encounter and keep track of details (i.e., a developer who worked on the file, LOCs added, modified, deleted by each developer) that we need to calculate. We also keep track of files modified together to calculate co-commit-based metrics. After collecting the 21 metrics mentioned in Table 2 for each project, it is stored as a pickle file for prediction.

2. Secondly, we use Commit.Guru [89] code to identify buginducing and bugfixing commits. This process involves identifying bugfixing commits using a keyword-based search. Using these commits, the process uses the commit.guru’s SZZ algorithm [89, 113] to find commits that were responsible for introducing those changes and marking them as buginducing [3]. This process is performed on all commits throughout the project’s life cycle. Note here for a buginducing, each file labeled as a buggy file (buginducing) will have another instance of the same file, non-buggy (bugfixing). If a file has been fixed multiple times throughout the project history, it will have multiple instances in the dataset.

---

2 The keywords used are - bug, fix, error, issue, crash, problem, fail, defect and patch. These keywords are taken used by Rosen et al. in their commit.guru [89] paper.

3 From this point onwards, we will denote the commit which has bugs in them as a “buginducing
3. Thirdly, we used GitHub tag API to collect the release information for each project. We use the release number, and release date information supplied from the API to group commits into releases and thus divide each project into multiple releases for each metric. Note here that we refer to a release number as the tags provided by the contributors of the repository, not by GitHub. Thus we apply regular expressions to match the release number to either “XXXX” or “XXX” format. Here for a tag to be considered as a release, it needs to be different in the section before the third dot.

Note that steps one and two require two days (on a single 16 cores machine). The data collected in this way are summarized in Table 2.

3.2 Learners

This section briefly explains the classification methods (both supervised and semi-supervised) we have used for this study. We selected the supervised methods following a prominent paper by Ghotra et al.’s [29]. Also, all these learners are widely used in the software engineering community. For all the supervised models, we use the implementation from Scikit-Learn. While for semi-supervised models, we have used the few available methods from Scikit-Learn, for the rest, we have either used the package created by the original authors of those methods or implemented the methods ourselves.

3.2.1 Supervised Learners:

This section describes the supervised learners used in this study, either for the supervised learner itself or for the base learner for wrapper-based methods. We have used the implementation and default parameters from Scikit-Learn.

**Support Vector Machine:** This is a discriminative classifier, which tries to create a hyper-plane between classes by projecting the data to a higher dimension using kernel tricks [17, 59, 90, 102]. The model learns the separating hyper-plane from the training data and classifies test data based on which side the example resides.

**Naive Bayes:** This is a probabilistic model, widely used in the software engineering community [68, 92, 93, 96, 111], that finds patterns in the training dataset and builds predictive models. This learner assumes that all the variables used for prediction are not correlated or identically distributed. This classifier uses Bayes rules to build classifier. When predicting test data, the model uses the distribution learned from training data to calculate the probability of the test example belonging to each class and report the class with maximum probability.

**Logistic Regression:** This is a statistical predictive analysis method similar to linear regression but uses a logistic function to make predictions. Given 2 classes $Y=(0 \text{ or } 1)$ and a metric vector $X = x_1, x_2, \ldots, x_n$, the learner first

* [https://scikit-learn.org/stable/index.html](https://scikit-learn.org/stable/index.html)
learns coefficients of each metrics vector to best match the training data. When predicting for test examples, it uses the metrics vectors of the test example and the coefficients learned from training data to make the prediction using a logistic function. Logistic regression is widely used in defect prediction [29, 30, 76, 81, 125].

**Random Forest:** This is a type of ensemble learning method which consists of multiple classification decision trees built on random metrics and bootstrapped samples selected from the training data. Test examples are classified by each decision tree in the Random Forest, and then the final classification decision is decided using a majority vote. Random forest is widely used in the software engineering domain [39, 40, 51, 99, 104, 105, 111, 123, 127, 128] and has proven to be effective in defect prediction.

**K Nearest Neighbor:** This is one of the simplest and most effective methods based on dissimilarities among a set of instances. It belongs to the lazy learning family of methods, which do not build a model during the learning process. With this method, confidence predictions can be approximated by the distance to the currently labeled set.

**Decision Tree:** This is a non-parametric learning method that uses different features of the dataset to divide the data into smaller groups, where each sub-group is less impure than the group itself. The goal is to divide the data into a tree-like structure by calculating the impurity of a node based on different criteria.

Another algorithm we take from standard software analytics is SMOTE (Synthetic Minority Oversampling Technique) [20]. SMOTE addresses data class imbalance issues. Imbalanced data is a problem since, if the target class is infrequent, it is hard for a learner to find the target. To mitigate class imbalance, SMOTE samples from the minority classes and choosing $k$ nearest neighbors for each chosen sample. A synthetic instance is created at a randomly selected point between each pair of chosen samples and its neighbor. The synthetic samples are added to the original dataset to balance the ratio between majority and minority classes. We use SMOTE here since it has found prior success on our kinds of data [1].

3.2.2 **Semi-supervised Learners:**

This section shows a detailed description of the semi-supervised methods used in this study. This includes a broader category of semi-supervised methods, which includes Wrapper-Based Methods, Semi-supervised preprocessing, Intrinsically semi-supervised methods, and Graph-Based Methods, as shown in figure [1]. All the following methods are available for download and execution from this paper’s reproduction package [https://github.com/ai-se/Semi-Supervised].

---

5 When performing such re-balancing, it is a methodological error to re-balance both the training and test sets (since learned models should be tested on data with the naturally occurring class frequencies. We assert that we re-balance only the training data and not the test.
**Self-training:** It is a type of semi-supervised learning method which falls under wrapper-based methods [97,122]. This is a two-step process with multiple iterations. In the first step, the training phase, we train one of the supervised learners on the labeled data and possibly pseudo-labeled data from the last iteration. In the next phase, the pseudo-labeling phase, using the previous model, a portion of unlabeled data that the learners are most confident of their predictions are labeled for use in the next iteration. We have used all the supervised models described above as the base learner for self-training.

**Co-training:** This type of wrapper-based methods [2,10,32,133] also contains two steps. In the training phase, two or more learners are trained on the labeled data and possibly pseudo-labeled data instead of one learner. The pseudo-labeled is based on the most confident prediction of the other learners [26, 32]. If there are more than two learners, the pseudo-labeling can be achieved by majority voting, booting, or other strategies [2,136]. We have used all combinations of supervised learners mentioned above as base models in co-training methods, excluding the same learner combinations. In Co-training, we adapt both single-view and multi-view settings. In the case of single-view settings, all learners use the same set of features (all features), while for multi-view settings, all learners use a different set of features. In the case of multi-view co-training, the features are selected by dividing the features based on correlations.

**Effort Aware Tri-training (EATT):** EATT is a type of co-training method which uses three learners. Zhou et al. [136] originally proposed the tri-training method as a traditional semi-supervised method. Zhang et al. [129] included effort-aware criteria for the pseudo-labeling phase in the tri-training method and achieved better performance both in term of traditional metrics and effort-aware metrics.

**Co-forest:** It is an extension of the co-training algorithm, which incorporates Random Forest to tackle the problems of determining the most confident examples to label and produce the final hypothesis. Co-Forest first trains an ensemble of classifiers on the labeled data set, then during each iteration of Co-Forest, the training and pseudo labeling phase are performed [54,124]. In the case of the co-forest algorithm, during the pseudo labeling phase, when determining the most confidently labeled examples for one of the classifiers of the ensemble, all other classifiers in the ensemble are used except the current one. This new ensemble is called a *concomitant ensemble*. In that ensemble, the confidence for an unlabeled example can be estimated by the degree of agreement on the labeling across the concomitant ensemble. If the confidence of unlabeled examples exceeds a certain threshold, then it is added to the current classifier of the ensemble; this step is performed for each classifier in the ensemble. To remove any potential negative influence of using a large amount of pseudo-labeled data, each data point is weighted by the predictive confidence of a concomitant ensemble. Also, to remove any adverse effect of noisy examples, during the pseudo-labeling phase, error rates are calculated based on the confidence score, and examples are only selected if the combined er-
ror rate of the current classifier does not increase from the error rate of the previous iteration of the current classifier.

**FTcF MDS:** It is a self-training algorithm combined with a dimension reduction technique. It was proposed by Lu et al. \[58\] in their study as a combination of semi-supervised preprocessing along with self-training and is widely used \[39,118\]. Here Multidimensional Scaling (MDS) has been used as a semi-supervised preprocessing step. MDS calculates distances between each pair of points in the original high-dimensional space and then maps it to lower-dimensional space while preserving those distances between points as well as possible. In FTcF MDS, first, a tuning phase is performed using the labeled data to identify a number of dimensions for the reduced data set (ranging from 1 to \(d\), where \(d\) is the dimension of the original data set). The tuning criteria for \(d\) is the evaluation function of generalized cross-validation based on the error rate normalized using generalized degrees of freedom for the classifier. Here Random Forest has been used as a classifier. The final model is built using the reduced dimension, where the error is minimized.

**Semi-Boost:** It is semi-supervised boosting algorithm \[12,61\], which improves a base learner by:

- Iterative building of the base classifier with a small number of labeled data points;
- Moreover, all learned classification models at different iterations will be linearly combined at the end to form the final classification model.

Similar to other semi-supervised wrapper-based methods, first, a classifier is trained using the labeled data \[22,27\]. Next, multiple iterations are performed with training and pseudo-labeling phase. During this pseudo-labeling phase, labels are created following two main criteria: 1) The points with high similarity among unlabeled samples must share the same label, and 2) those unlabeled samples which are highly similar to a labeled sample must share its label. Semi-Boost thus relies on optimization of an objective function consisting of two parts, one measuring the inconsistency between labeled and unlabeled examples and the other measuring the inconsistency among the unlabeled examples. During each step, a new classifier is built, and a weight is assigned to the model using the labeled and pseudo-labeled data from previous steps. This model-building step also includes optimization for the weight calculation based on the objective function discussed above. The pseudo-labeling is performed using the weighted combined models till the last step.

**S3VM:** Semi-Supervised Support Vector Machines (S3VM) is an widely used \[52,57\] intrinsically semi-supervised method \[56,109\]. In the case of traditional SVM, a supervised classification technique, it tries to find an optimal classification hyper-plane that meets the requirements of the classification task. To achieve this hyper-plane is created surrounded by support vectors. The support vectors are denoted by two equation \(w \ast x = b + 1\) and \(w \ast x = b - 1\), and the SVM tries to maximize the separation between these two support vectors by minimizing the objective function \(||w||^2/2\), which is a regularization term. In the case of S3VM, another two terms are added with the objective function.
One is a penalty term for the slack variable, which is the acceptable deviation between the function margin and the corresponding data. This is denoted by $\|w\|_2^2 + C \sum_{i=1}^{l} \epsilon_i$, here $\|w\|_2^2$ is the regularization term, while $\epsilon_i$ is the loss function of labeled data. The other term is the loss function for unlabeled data. To calculate the loss on unlabeled data, we assume that the unlabeled data is labeled, and we add the term $\max(1 - |w^* x + b|, 0)$ to the objective function. The S3VM is built by minimizing the objective function discussed above, utilizing both labeled and unlabeled data simultaneously.

**Semi-Supervised Clustering:** This type of semi-supervised method falls under semi-supervised preprocessing, specifically clustering then labeled methods [9,24,31]. Here we use Gaussian Mixture Model(GMM), where model parameters are estimated using the Expectation Maximization(EM) algorithm. Here in the first step, we use the GMM model provided by Scikit-Learn to build an unsupervised cluster using both labeled and unlabeled data points. We use a tuning phase to identify the optimal number of components for the GMM model. The tuning is performed by minimizing an objective function containing two terms: BIC (Bayesian information criterion) and the error rate for the clusters. The BIC is calculated using the whole training data, while the error rate is calculated using the labeled training data. In the next step, based on the purity of the cluster, each cluster is labeled based on majority voting (i.e., if a cluster contains 90% class 1 example, it is labeled as class 1 or vice-versa). The final prediction for test data is performed using the cluster prediction followed by a label assigning phase based on a cluster to label assignment from the last step.

**Label Propagation:** This is a graph-based method that creates a graph that connects instances in the training dataset and propagates labels through all data points. It uses the network structure alone to guide its process and requires neither any parameters nor optimization of the objective function. It starts from a configuration where each node has a distinct label. At every step, one node (in the asynchronous version) or each node (in a synchronous version) makes its own decision to change its label to the one carried by the most significant number of its neighbors. By construction, as the algorithm converges, each node has more neighbors than any other community. To help the algorithm converge fast, a table is created to keep track of label changes; if a particular node’s (data point) all neighbors have the same label, then that node becomes a passive node, while the remaining ones are active nodes. During each iteration, only active nodes are selected and checked for a label change as it becomes a passive node. Thus during each iteration, the number of the active node that is checked for label propagation change keeps shrinking, and thus the model converges faster [117,137].

**Label Spreading:** Label spreading is also a graph-based algorithm proposed by Zhou et al. [132]. The algorithm works similarly to the Label propagation algorithm, where a graph is created using both labeled and unlabeled data points. Each node is a data point, and the edges between nodes are weighted. The weights from the similarity matrix are created using a Gaussian kernel. Unlike Label propagation, here, the similarity matrix is normalized before la-
bels are assigned to each node based on information from its neighbors. Here
neighbors are defined by all nodes which are one distance away. Now labels
are changed in iterations till the point the model converges by minimizing an
objective function with two terms, one is the information from its neighbors,
and the other is the initial information. The two terms are weighted by a
parameter $\alpha$, which specifies the relative amount of the information from its
neighbors and its initial label information. Finally, when all iterations end, the
label of each unlabeled point is set to be the class from which it has received
the most information during the iteration process.

**LSVM:** Laplacian Support Vector Machine (LSVM) is a semi-supervised
support vector machine that uses manifold regularization and falls under in-
trinsically semi-supervised methods. Regularization is necessary to produce
smooth decision functions and, thus, to avoid over-fitting the training data.

### 3.3 Experimental Framework

This section describes the experimental framework shown in Figure 2. The
framework consists of many sub-routines. The process starts with selecting
appropriate projects which meet the criteria by collecting meta-data about
each project (collected using the GitHub search API) and using the GitHub
filtering criteria mentioned in §3.1. Next, we use the filtered project list to
collect 21 process metrics using the commit guru. We also collect release infor-
mation using GitHub release API for each project using the process mentioned
in §3.1. We use the commit time for each file from the data collected using
commit guru and release time from the release information to mark each row
of the commit guru data with release numbers.

The evaluation of the models used in this study are based on two evaluation
strategy -

1. **release-based**
2. **cross-validation**

Both these strategies are defined below. We use both strategies for com-
pleteness, since both have been used widely in software analytics papers [11,
13,37,50,100,101,121] (though, as we should see, the two strategies offer very
similar results). We report on results from both strategies; it is more likely
that other researchers will be able to compare their results against ours in
future works.

In a **cross-validation study,** we select all the files collected using the process
described in Section 3.1. This includes the files labeled as buggy and non-buggy
(this can include multiple copies of the same file if it was committed multiple
times) throughout the project history. This data for each project is sorted
randomly $M$ times. Then, the data is divided into $N$ stratified bins each time.
Each bin, in turn, becomes the test set, and the remaining data is further
divided into training and validation sets. For this study, we used $M = N = 5$,
repeated five times.
An alternative to cross-validation is a release-based approach. Here, we sort the data chronologically in releases $R_1, R_2, \ldots$ etc. Then we trained on data from release 1 to $R-3$, then tested on release $R-2, R-1, \text{and } R$. This temporal approach has the advantage that future data never appears in the training data.

Note that for both cross-validation and release-based, after the labeled training data has been selected, we apply SMOTE algorithm to correct imbalances in the training data.

3.4 Evaluation Criteria

This section describes the widely used \cite{44,116,119,121} evaluation metrics used in this study. These evaluation criteria has been designed to effectively measure the performance of machine learning models (specifically classification models). All these metrics are based on true negative, false negative, false positive, and true positive (labeled TN, FN, FP, TP, respectively) reported from the machine learning models.

**Recall:** This is the proportion of inspected defective changes among all the actual defective changes, i.e., $\text{TP}/(\text{TP}+\text{FN})$. For recall, \textit{larger} is \textit{better}, as when a recall is maximal, we find all the target class items.

**Precision:** This is the proportion of inspected defective changes among all the inspected changes, i.e., $\text{TP}/(\text{TP}+\text{FP})$. \textit{Higher} precision is \textit{better} as precision reports all defect modules are defective.

**Pf:** This is the proportion of all suggested defective changes that are not actual defective changes divided by everything that is not defective, i.e., $\text{FP}/(\text{FP}+\text{TN})$. A high \textit{pf} suggests developers will inspect code that is not buggy. Hence we say that \textit{smaller} false alarms are \textit{better}.

**Popt20:** This is the proportion of changes inspected by reading 20\% of the code; it is computed as $m\%/M$. Where $M$ is the number of changes in the dataset with $N$ defects and $m$ changes and $n$ defects when inspected 100\% LOC\footnote{8}. To calculate Popt20, we first divide the test data into (a) those that
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are predicted to be defective and (b) those that are not. Second, we sorted the sets (a,b) on LOC. Third, we returned the test in the order sorted (a) followed by sorted (b). Within that sort, we then report the percent of actual bugs found by inspecting the first 20% of the code (measured in terms of LOC). We say that larger Popt20 values are better.

IFA: This is the number of initial false alarms encountered before we identify the first defective change. Parnin and Orso [82] warn that developers will ignore the suggestions of static code analysis tools if those tools offer too many false alarms before reporting something of interest. Other researchers echo that concern [48,82,115]. smaller IFA values are better for the model.

3.5 Statistical Tests

When comparing the results of different models in this study, we used a statistical significance test and an effect size test:

- The significance test helps detect if two populations differ merely by random noise.
- The effect sizes help check that two populations differ by more than just a trivial amount.

For the statistical test, we use the Scott-Knott test [29, 70]. This technique recursively bi-clusters a sorted set of numbers. If any two clusters are statistically indistinguishable, Scott-Knott assigns both the same “rank”. To generate these ranks, Scott-Knott first looks for a break in the sequence that maximizes the expected values in the difference in the means before and after the break. More specifically, it splits $l$ values into sub-lists $m$ and $n$ to maximize the expected value of differences in the observed performances before and after divisions. e.g., list $l,m$ and $n$ of size $ls,ms$ and, $ns$ where $l = m \cup n$, Scott-Knott divides the sequence at the break that maximizes:

$$E(\Delta) = \frac{ms}{ls} \times \text{abs}(m.\mu - l.\mu)^2 + \frac{ns}{ls} \times \text{abs}(n.\mu - l.\mu)^2$$ (1)

These ranks have different interpretations, depending on whether we seek to minimize or maximize those numbers. For our purposes:

- Rank 1 is worst for recall, precision, Popt20 since we want to maximize these numbers.
- Rank 1 is best for the false alarm, and IFA since we want to minimize those.
4 Results

This section describes our research questions and their findings in detail.

4.1 RQ1: Are there models which perform better or worse than others?

To answer this research question, we use Figure 3 to Figure 9. These results are somewhat extensive, so; first, we offer the following executive summary:

– Many of our performance measures give the same ranks across all treatments. However, a few most informative measures know how to distinguish different approaches.
– Across our two treatments (cross-based and released-based), there is much stability in our findings,
– Looking at the most informative findings and using the stable results between cross- and release-based treatments, we can see co-training models giving the best results (see Table 3).

Having offered that executive summary, we now turn to the details. About our tables: Each figure contains vertical box plots, where each box-plot represents the performance of an individual model:

– Box-plot graphically demonstrates data’s locality, spread, and skewness through their quartiles.
– Each box-plot is marked to separate the quartiles (25% divisions).
– The red line in the middle is the 50th quartiles (median).
– The two ends of the box are the 25th and 75th quartiles. Finally, the two ends of the line represent the 0th and 100th quartiles.

Each box-plot is generated using the respected performance evaluation criteria obtained using the five-fold five repeat cross-validation, which signifies that each box-plot is generated with 25 data points.

All the models are compared and ranked using statistical significance and effect size tests as mentioned in Section 3.5. Each rank is represented using a different color in the figures, with the lowest rank starting on the left side of the figures. As mentioned in Section 3.5:

– For precision, recall, f1-score, g-score and pci_20, higher ranked models are preferable;
– While for the false alarm and IFA, lower ranked models are preferable.

Results are primarily semi-supervised methods, but for comparison purposes, we include fully supervised methods (that use all the labels for building models). Those supervised methods are denoted as DT, RF, LR, KNN, and SVM.

Results show that:

– Many of our treatments tie, when measured in terms of precision, Popt_20, IFA, false alarm, F Score, and G-Score. These ties are intriguing since they
show that there may be little lost in moving from supervised learning (that uses all labels) to semi-supervised methods (that use only a tiny percentage of the labels).

Moving on to recall and false alarms, Figure 3 and Figure 5 show measured in terms of those performance scores, that a small group of treatments performs best. In these experiments, precision was not informative for selecting the “best” methods since most treatments were tied in terms of precision (see Figure 4). Also, not-so-informative (due to so many ties) were the F1 and G-Scores of Figure 6 and Figure 7.

Figure 3 shows the recall of all models used in this study. We can see from the figure that the model’s performance varies significantly. The statistical significance and effect size test generates five different ranks, each including a
subset of models (including both supervised and semi-supervised models). The green box-plot shows rank one, which includes self-training LR and CoForest, showing the lowest performance. While rank two contains 24 learners, 17 in rank three, six in rank four, and five in rank five with the highest recalls. Here in the case of recall, we can see a significant difference in performance between models in rank one (median near 0.38) and models in rank five (median near 0.86), indicating the choice of models can have an enormous impact on a model’s performance to select all the defects. When comparing semi-supervised models with supervised models, we see that none of the supervised models falls on the rank five or even rank four, showing recall supervised models perform similarly or better than supervised models.

Now, if we look at Figure 4, which shows precision reported by all models, we can see that although models’ performance varies, the differences are minor. Here we see, using the statistical tests, there are three different ranks. Rank one includes self-training LR showing the lowest precision, followed by three models in rank two and the remaining models in rank three. This indicates that for most models, the performance difference in the case of precision is negligible (as all except four models rank the same) with a median of 0.56, and the choice of models does not impact the models’ ability to select appropriate defective files.

Figure 5 shows the false alarm reported by the models. Applying the statistical tests on the false alarm, we see models are divided into five ranks based on their performance. Rank one here contains six models showing the lowest false alarm scores (best models based on false alarm criteria), followed by 26 models in rank two, 16 in rank three, five in rank four, and one in rank four, rank six. Here we see the performance difference between models in different ranks is significant, with rank one having a median false alarm of 0.26, while rank six models have a median false alarm of 0.68.
Figure 6 and Figure 7 show the performance of models on F1-score and g-score. F1-score is the harmonic mean between precision and recall, whereas the g-score is the geometric mean between recall and false alarm. In terms of recall, there are significant performance differences between different models, while Figure 4 shows that in the case of precision, the difference in performance is insignificant. Thus, when calculating the F1-score, the difference in performance between models (using a statistical test) is mostly insignificant. We see two ranks returned by the statistical test: rank one contains two models (with a median of 0.38), while rank two contains all other models (with a median of 0.58). Similarly, we see a significant difference in performance between models in different ranks in the case of false alarm. As g-score is the geometric mean of recall and false alarm, we can see from Figure 7 that there is a
significant difference in performance between models when applying statistical tests. Here rank one has a median g-score of 0.0, rank two shows a median g-score of 0.29, rank three shows a median g-score of 0.42, and finally, rank four has a g-score of 0.51. This indicates when selecting models for performance evaluation:

- If we only care about precision and recall together, then the choice of models does not make much difference;
- However, if we care about recall and false alarm, the choice of model matters and not all models perform similarly.

E.g., if we are building an automated skin cancer detection system, we want all actual cancer cases to be detected even if there are a lot of false positives,
in this scenario, we want a system that has a high recall. On the other hand, think of a system that detects the water level on a plant and sounds an alarm when the level is low; if there are too many false alarms it will needlessly waste time, and people might ignore the alarm.

Figure 8 and Figure 9 shows the performance of models based on Popt_20 and IFA, both of which are effort-aware performance measure. From Figure 8 using a statistical test on Popt_20, the models are ranked in three different ranks, rank one contains self_training_LR with a median score of 0.68, and rank two contains three models with a median score of 0.78. Finally, rank three contains all other models with a median score of 0.82. Figure 9 is not informative since all models are ranked the same. This indicates that for both effort-aware performance measures, the performance difference between different models is insignificant, and the choice of the model does not affect the performance significantly in most cases. The results shown in Figure 3-9 that except for recall, false alarm, and g-score, the remaining metrics are not informative as they show a statistically insignificant difference. Thus we have not shown precision, f1-score, Popt_20, and IFA for the remainder of this paper.

Summary of RQ1 Results: While evaluating the models, we used two evaluation strategies mentioned in Section 3.3. One is a release-based evaluation strategy, while the other is a cross-validation-based evaluation strategy. Both these strategies are widely used in software engineering literature to evaluate defect prediction models. As we have used both strategies in our evaluation on a large dataset, we check if there is a difference in performance in models (both supervised and semi-supervised) when the evaluation is performed using a release-based evaluation strategy vs. when the evaluation is performed using cross-validation based evaluation strategy. Table 3 shows the performance difference of all models when evaluation is performed on release-based evaluation strategy (denoted as R in the table) and cross-validation-based evaluation strategy (denoted as C in the table). Table 3 shows the performance of models in recall, false alarm and g-score evaluation criteria. The last line in the table shows the median performance of all models in both strategies.

From Table 3, we can see the median difference for recall between the two evaluation strategies is 0.03; for the false alarm, it is 0.05, and for the g-score, the difference is 0.05. This shows that both evaluation strategies evaluate models similarly, and the evaluation strategy does not significantly skew a model’s performance.

That being said, there are some models where the performance difference between the two evaluation strategies differs more than others. In both tables, the cells highlighted in red are the ones where the performance difference is more than 0.05. We can see in all performance measures that there are only a handful of models where the performance difference is more than 0.05, i.e., in the case of the f1-score, there are only seven models, in-case of the precision, there are ten models. Note that in most cases, where the difference is more than 0.05, the difference is very near to 0.05 except for all Boosting models. In case of Boosting models, the performance difference between the two evaluation
Table 3: Comparison between Cross val and Release based evaluation for recall, false alarm and g-Score. Here we only selected and showed models where for either release based or cross validation based strategy the recall is above 0.67 and false alarm is lower than 0.4. The cells highlighted in gray are methods beaten by at least one semi-supervised method. The cells highlighted in black are the models that show instability between cross validation (C) and release (R) based strategy.

In both our cross-validation and release-bases study, semi-supervised methods (that use only some of the data) can perform better than methods that use all the data.

4.2 RQ2: How does models perform with increased data size?

The previous research question concluded that we do not need labels on all examples. Given that result, the next question is “how much data can be ignored and still learn effective predictors?”

In this second research question, we try to analyze how the models perform with increasing data size. Here we vary the amount of labeled data by selecting 2.5%, 5%, 10%, and 20% (starting at 2.5% and doubling the data size after that) from the available training data. Here available training data is the training data used for training the supervised models. Table 4 shows performance of
ten selected models with increasing data size for all the performance measures mentioned in Section 3.4. Apart from the ten models shown in Table 4, the remaining models are also tested with increasing data availability. However, those values are placed in table format in the online GitHub repository due to page constraints. Looking at Table 4, we can see that the median precision of the models increases for precision with an increasing amount of labeled data. We see that at 2.5%, the median recall is 0.72; at 5%, it is 0.72; at 10% it is 0.77; at 20% it is 0.80. Similarly, for the false alarm, the values are 0.40 at 2.5% and 0.29 at 20%. We can see a trend that with an increasing amount of labeled data, the model’s performance improves. Between 2.5% and 5% labeled data, there is almost no performance difference for all measures, i.e., 0.0 for recall, 0.04 for the false alarm, and 0.05 for the g-score. Now between 2.5% and 20%, there are differences in performances, but in most cases, the difference is minimal (except for recall and g-score). That being said, the model’s performance at 2.5% is similar to or better than supervised models with only a fraction of the cost for the labeling effort.

In their study, Tu et al. [106] showed how expensive labeling efforts can be. Using the same assumptions as Tu et al., we calculated the time and money required if we use supervised learning vs. semi-supervised learning with labeled data required varying from 2.5% to 20%. Table 5 shows the number of files needed to be examined for labeling a file as defective vs. non-defective. The time and cost required for labeling effort are the same as what Tu et

| Model                  | recall   | pf       |
|------------------------|----------|----------|
|                        | 2.5%     | 5%       | 10%      | 20%      | 2.5%     | 5%       | 10%      | 20%      |
| co_training_sv_LR_RF   | 0.72     | 0.72     | 0.77     | 0.8      | 0.37     | 0.32     | 0.3       | 0.24     |
| co_training_sv_LR_KNN  | 0.76     | 0.77     | 0.77     | 0.8      | 0.35     | 0.38     | 0.37      | 0.32     |
| co_training_sv_RF_GNB  | 0.66     | 0.73     | 0.8      | 0.84     | 0.36     | 0.36     | 0.42      | 0.41     |
| co_training_sv_RF_KNN  | 0.74     | 0.76     | 0.76     | 0.8      | 0.4      | 0.35     | 0.32      | 0.26     |
| co_training_mv_LR_GNB  | 0.62     | 0.7      | 0.8      | 0.83     | 0.4      | 0.4      | 0.44      | 0.42     |
| co_training_mvc_LR_KNN | 0.74     | 0.74     | 0.75     | 0.8      | 0.46     | 0.4      | 0.38      | 0.32     |
| co_training_mvc_RF_GNB | 0.74     | 0.76     | 0.76     | 0.8      | 0.4      | 0.32     | 0.3       | 0.24     |
| co_training_mvc_RF_KNN | 0.74     | 0.73     | 0.73     | 0.78     | 0.4      | 0.36     | 0.33      | 0.26     |
| EATT                   | 0.72     | 0.7      | 0.8      | 0.82     | 0.36     | 0.29     | 0.32      | 0.27     |

Median recall: 0.72 0.72 0.77 0.8 0.36 0.29 0.32 0.27

| Model                  | g-score  |
|------------------------|----------|
|                        | 2.5%     | 5%       | 10%      | 20%      |
| co_training_sv_LR_RF   | 0.54     | 0.61     | 0.64     | 0.7      |
| co_training_sv_LR_KNN  | 0.5      | 0.56     | 0.6      | 0.64     |
| co_training_sv_RF_GNB  | 0.5      | 0.56     | 0.6      | 0.64     |
| co_training_sv_RF_KNN  | 0.52     | 0.57     | 0.6      | 0.66     |
| co_training_mvc_LR_GNB | 0.48     | 0.53     | 0.59     | 0.63     |
| co_training_mvc_LR_KNN | 0.5      | 0.54     | 0.58     | 0.6      |
| co_training_mvc_RF_GNB | 0.5      | 0.53     | 0.6      | 0.62     |
| co_training_mvc_RF_KNN | 0.49     | 0.52     | 0.62     | 0.66     |
| EATT                   | 0.52     | 0.55     | 0.6      | 0.64     |

Median g-score: 0.5 0.55 0.6 0.63

Table 4: Increased data size from 2.5% to 20% shown for first 10 models selected in Table 3 using the selection criteria mentioned. The cells highlighted in black are the models that have been ranked best according to the statistical tests.
Table 5: Time and Cost required for labeling effort

| percentage | # files | time(hours) | Cost($)  |
|------------|---------|-------------|----------|
| 2.5        | 119184  | 231         | 3811.5   |
| 5          | 238368  | 463         | 7639.5   |
| 10         | 476737  | 926         | 15279    |
| 20         | 953474  | 1853        | 30574.5  |
| 100        | 4767371 | 9269        | 152938.5 |

al. mentioned in their papers: seven seconds for each file, $8.25 per hour per person with two person required to validate each file. Here we can see that if we use supervised models, which require all data points to be labeled, it would require ≈ 9269 hours to label 4767371 files which would cost around $153K. While if we use semi-supervised learning with 20% data, it will take ≈ 1853 hours, and if we only require to label 2.5% of the data, the time required comes down to only 231 hours, costing $30k and $3.8K respectively. As we can see from Table 4 and Table 5 with a very small amount of data that need to be labeled, we can achieve comparable performance to supervised models.

Note, we also tried with only 1% data labeled, but the performances were sub-optimal, and thus we have not included them in the results.

To summarize, our results show that the semi-supervised models perform slightly better with increased data availability. However, with only 2.5% data being available, the semi-supervised models perform reasonably well with a significant reduction in potential labeling cost. Table 5 shows that if we want all data labeled, we would need approximately $150k for labeling all files while following the semi-supervised learning process with 2.5%, we would need significantly less effort to label, which would require only $3.8k.

4.3 RQ3: Do all Semi-supervised learners performs the same?

This research question analyzes if and how the model performances differ with increasing data capacity. Table 6 shows the number of ranks returned for each performance measure with an increasing amount of labeled data points. Here we analyzed with 1%, 2.5%, 5%, 10%, and 20% of the training data labeled, respectively. The ranks are generated using the statistical tests mentioned in Section 3.5. Looking at Table 6, we can see that at 1% of the data; all models fall in the same rank; this is because, as mentioned in RQ 4.2 all models perform significantly worse, and all of them perform similarly. Now, if we look at the number of ranks generated for each performance measure with 2.5%, 5%, 10% and 20% labeled data, we see that all performance measures between 2.5% and 5% have almost the same number of ranks generated using the statistical tests. Now with 10% labeled data number of ranks generated is slightly less (g-score and popt_20), and finally, for 20% labeled data, the number of ranks generated is even smaller. This shows that with increasing data size (at 10%
Table 6: Number of groups formed by all 55 models selected in this study based on their performance in each metrics.

| Metric  | 1% | 2.50% | 5% | 10% | 20% |
|---------|----|-------|----|-----|-----|
| Recall  | 1  | 5     | 5  | 5   | 4   |
| Precision | 1  | 3     | 3  | 3   | 3   |
| F1      | 1  | 5     | 6  | 6   | 4   |
| F1      | 1  | 2     | 2  | 2   | 1   |
| G-Score | 1  | 4     | 4  | 3   | 3   |
| Popt,20 | 1  | 3     | 3  | 2   | 2   |
| Ifa     | 1  | 1     | 1  | 1   | 1   |

and 20%), different semi-supervised models start to perform similarly. We see that when a minimal amount of labeled data is available, the model’s choice significantly impacts the model’s performance. Thus when selecting for semi-supervised learning, based on available labeled data, one should carefully select which model to use for research/industrial purposes.

In summary, based on statistical test all semi-supervised models can be grouped based on their performance. Our results show that, when available labeled data is scarce then certain models performs significantly better then others. And with more labeled data being available the gap in performance reduces. Thus when available labeled data is scarce then the choice of model is important.

4.4 RQ4: Between single-view and multi-view models is one preferable than others?

Section 3.2.2 mentioned that Co-training is a type of wrapper-based method, where two learners are trained on labeled and possibly pseudo-labeled data. The pseudo-labeled is based on the most confident prediction of the other learners. Here as a base learner, any learner can be used for prediction. In this study, we have used all combinations of supervised learners mentioned above as base models in co-training methods, excluding the same learner combinations. In Co-training, we adapt both single-view (same features between models) and multi-view (different features between models) settings. The key difference between the two models is that in the case of single-view models, both base learner sees the data with the same feature sets. During the pseudo labeling phase for both base learners, the prediction labels and confidence scores are based on the same features. While for multi-view co-training models, the two base learners are trained on different features with an assumption that the features are not correlated. Thus during the pseudo-labeling phase, when generating the prediction labels and confidence score, the models see completely different features (which should reduce over-fitting).
Table 7: Comparison for Multi View Models. Here the cells highlighted in pink denotes the models selected in Table 3.

| Rank | Model              | Median | Rank | Model              | Median |
|------|--------------------|--------|------|--------------------|--------|
| 1    | co_training_mv_DT_RF | 0.58   | 1    | co_training_mv_DT_KNN | 0.39   |
| 1    | co_training_mv_DT_SVM | 0.58   | 1    | co_training_mv_DT_GNB | 0.37   |
| 1    | co_training_mv_LR_DT | 0.6    | 1    | co_training_mv_LR_RF | 0.38   |
| 1    | co_training_mv_DT_KNN | 0.6   | 1    | co_training_mv_LR_DT | 0.38   |
| 1    | co_training_mv_DT_GNB | 0.62  | 1    | co_training_mv_RF_KNN | 0.39   |
| 1    | co_training_mv_DT_SVM | 0.62  | 1    | co_training_mv_RF_SVM | 0.4    |
| 1    | co_training_mv_RF_GNB | 0.66  | 1    | co_training_mv_RF_GNB | 0.4    |
| 1    | co_training_mv_GNB_KNN | 0.7   | 1    | co_training_mv_LR_GNB | 0.4    |
| 1    | co_training_mv_GNB_SVM | 0.7   | 1    | co_training_mv_LR_RF | 0.4    |
| 2    | co_training_mv_LR_RF | 0.72  | 2    | co_training_mv_DT_SVM | 0.4    |
| 2    | co_training_mv_LR_KNN | 0.73  | 2    | co_training_mv_GNB_SVM | 0.42   |
| 2    | co_training_mv_RF_KNN | 0.74  | 2    | co_training_mv_GNB_KNN | 0.42   |
| 2    | co_training_mv_RF_SVM | 0.74  | 2    | co_training_mv_SVM_KNN | 0.46   |
| 2    | co_training_mv_LR_KNN | 0.74  | 2    | co_training_mv_LR_KNN | 0.46   |
| 3    | co_training_mv_LR_SVM | 0.82  | 3    | co_training_mv_LR_SVM | 0.5    |
| Median | 0.67                 |        | Median | 0.4                 |        |

Now, if we look at Table 7 and Table 8 the median values are highlighted in pink in the last row for each of the performance measures. We can see that the median recall scores between single-view and multi-view co-training models are 0.66 and 0.67. The median false alarm is 0.38 and 0.4, 0.5 and 0.52 for g-score. This indicates that both single-view co-training and multi-view co-training models perform very similarly. Thus, in software engineering defect prediction datasets, the choice of different views does not affect the model performance much, and the extra time required to select the different features for the base learners is not justifiable.

Now we further analyze in the case of both model types if and how the choice of base learner affects models performance. Table 7 shows the performance of multi-view models and the performance measures (recall, false alarm, and g-score). In each performance measure, all models are ranked using statistical tests. In Table 8, we see that in the case of recall, the multi-view models are ranked into three ranks: the false alarm and g-score are ranked into two ranks. In a similar manner, Table 8 shows the performance of single-view models. Here also, we see a similar trend, where models are ranked three ranks for recall and two for false alarm and g-score.
Based on these results, we can say that the choice of base learners for the co-training model depends on the user’s goal. That is to say, if the goal is to select defective files regardless of the number of non-defective files predicted as defective, then co-training_mv_LR_SVM is the best choice of learner. At the same time, if you care about models where you want to minimize false alarm, the selected model should be co-training_mv_DT_RF, which has the lowest false alarm. Now, if the decision needs to be made using multiple goals, it can be achieved using the Zitler indicator dominance predictor [143]. So we can say that although the single-view and multi-view model both perform similarly and the choice of one is strictly based on resources, the choice of base classifier affects models significantly. It should be made based on the user’s goal in mind.

To summarize, both single-view and multi-view models perform very similarly; thus, choosing different views does not affect the model performance much. The extra time required to select the different features for the base learners is not justifiable.
4.5 RQ5: Between single vs. multi classifier which one performs better?

In the above, it was argued that co-trainers do better. Here, we “zoom in” (so to speak) to look at some details within co-trainers.

Figure 10 shows the difference in performance between a single classifier model and a multi-classifier model. A single classifier model is the one where the final prediction is made using only one classifier (the final classifier built using the semi-supervised algorithm), while in the multi-classifier model, the final prediction is performed using multiple classifiers. The examples of single classifier models are the self-training models like self-training LR, which, as mentioned in section 3.2 contains two phases one is pseudo labeling, and another is the training phase. Here one model is trained in each iteration, and the pseudo labeling for the next phase is based on the latest model only. Thus during the prediction, only one model is used. In the case of multi-classifier models like co-training, although the process of building the model is the same as self-training models and prediction is performed on the latest model, the prediction is based on two or more models. Another example of a multi-classifier model is semi-supervised boosting algorithms; here, the final prediction is based on combined prediction results from all models built throughout the algorithm’s training phase.

From Figure 10 we can see that performance of the single classifier model is shown in pink, while the performance of the multi-classifier model is shown in green. We can see from the box-plots of each performance measure that semi-supervised algorithms which use multi-classifier models show similar better performance when compared to single-classifier models. Also, if we take a look at the interquartile range (IQR) of each performance measure, we can see

---

*IQR: the interquartile range is the difference between 75th and 25th quantile.*
that multi-classifier models show lower IQR when compared to single classifier models, i.e., for

Recall that the IQR for the single classifier model is 0.39 while for the multi-classifier model, it is 0.30; similarly, for pf, it is 0.35 and 0.25, respectively, and for g-score, it is 0.31 and 0.22. This indicates that multi-classifier models have more stability when compared to single-classifier models. Combined with higher median performance scores and lower IQRs, it is evident that the multi-classifier model shows superior performance compared to single-classifier models in the case of semi-supervised learning.

To conclude this research question, The result shows that between semi-supervised models which perform final prediction based on multiple parallel classifiers, the prediction performance based on the selected evaluation criteria is significantly better than models which perform the final prediction based on only one classifier.

4.6 RQ6: Between self-teaching and mutual-teaching is one preferable?

In this research question, we compare the performances of self-teaching and mutual-teaching models. A self-teaching model is where the most confident pseudo-labeled examples come from the same learner’s previous iteration during the pseudo-labeling phase. While in the case of mutual-teaching models, the most confident pseudo-labeled examples come from the other classifier. The difference between these two approaches is that in the case of mutual-teaching, each classifier in a model is initialized differently; the difference can be separate base algorithms, separate data views, or different examples of labeled data points. During each iteration for each learner, the amount of labeled data is increased by adding the most confident examples from the remaining classifiers; thus, under mutual-teaching, a learner never uses its prediction to increase the labeled examples doing the pseudo-labeling phase. In contrast, in the case of self-teaching, the learner always uses their own prediction to increase the amount of labeled examples.

Figure 11 shows the performance of the self-teaching and mutual-teaching models. Similar to Figure 10, the self-teaching models are represented by pink box-plots, while green box-plots denote mutual-teaching models. Looking at the box-plots of each performance measure, we can see that except for false alarm, models that use mutual-teaching perform similarly or better than models that use self-teaching. While similar to RQ 4.5, we can see that the IQRs for self-teaching are much higher than IQRs for models with mutual-teaching. In the case of mutual-teaching, the median false alarm is a little higher than its counterparts; we think as, during the pseudo-labeling phase, the most confident examples come from the remaining classifiers, and that can introduce more noise in the labeled data, as a confident example from one model might
not necessarily have the same confidence in the other model. That being said, the difference in performance in case of false alarm is minimal; thus, considering the performance from other evaluation criteria, we can say models which use mutual-teaching perform better than models which use self-teaching.

In summary, we see that when models use their own prediction during the pseudo-labeling phase, the effect of improvement is significantly reduced than when the pseudo-labels come from other supervised classifiers in each iteration.

5 Discussion

In this section, we discuss the finding and their implication for future research and verify what makes this research unique.

Researchers and industry practitioners create defect prediction models to identify defective modules. These defect predictors effectively save testing time, reduce the cost of software development, and create high-quality software. Most defect predictors are built with supervised classification algorithms; thus, they require a significant amount of labeled data points. Generating these adequate labeled training data can be costly via human labor. For example, we have studied approximately 714 software projects, including 476K commit files, which would have required over three years of effort. Since labeling is so labor-intensive, often a large amount of unlabeled data is available along with a small number of labeled data points; researchers have utilized semi-supervised learning to improve the performance of the classification algorithm by utilizing the additional information by inferring a mapping from the given unlabeled inputs.
When referring to Figure 3, Figure 4, Figure 5, Figure 6, Figure 7, Figure 8 and Figure 9, we see that in case of both our cross-validation and release-based study, semi-supervised methods (that use only some of the data) can perform better than supervised methods that use all the data. We can also see that not all semi-supervised methods perform similarly, specifically in case of recall and false alarm (please refer to Figure 5 and 7). Looking at Table 3, we see a set of methods that have been selected using model selection criteria. We see here that Co-training based methods perform consistently well, showing these models should perform significantly well across most defect prediction datasets. Our result also shows that the semi-supervised models perform slightly better with increased data availability. However, with only 2.5% data being available, the semi-supervised models perform reasonably well with a significant reduction in potential labeling cost. Table 4 shows that if we want all data labeled, we would need approximately $150k for labeling all files while following the semi-supervised learning process with 2.5%, we would need significantly less effort to label, which would require only $3.8k. Our result also shows that semi-supervised models can be grouped based on their performance, and when available labeled data is scarce, certain models perform significantly better than others. Moreover, with more labeled data being available, the performance gap reduces. Using these results, we can see that labeling costs can be reduced significantly without damaging model performance when using semi-supervised algorithms for defect prediction. Also, our finding on how different semi-supervised models perform under different amounts of data availability is significant as we know that in the defect prediction domain, most of the data is unlabeled. From our result, we saw that the choice of models is important when available data is less; thus, future researchers must be careful when selecting a semi-supervised model for the defect prediction domain, and select models appropriate based on available data.

Based on our result, in the defect prediction domain, Co-training based methods perform consistently and significantly well compared to other models. Figure 10 shows that between semi-supervised models which perform final prediction based on multiple parallel classifiers, the prediction performance based on the selected evaluation criteria is significantly better than models which perform the final prediction based on only one classifier. This also shows that Co-training based methods, which are based on multiple classifiers, perform better than methods that only use a single model. We also know that Co-training based models can be built using various strategies. Choosing between single-view and multi-view models, where different models see the same or different subsets of the features respectively, does not affect the model performance much. Selecting different features requires extra time, and spending the extra time to select the different features for the base learners is not justifiable. We also see that when models use their own prediction during the pseudo-labeling phase, the improvement effect is significantly reduced than when the pseudo-labels come from other supervised classifiers in each iteration. Combining these findings, we can say that when building defect prediction
models, researchers can use single-view Co-training models, which have been trained with a mutual-teaching strategy to achieve good performance.

This study is based on approximately 714 open-source software projects (one of the largest studies in semi-supervised defect prediction), comparing results from 55 semi-supervised models (one of the largest collections of semi-supervised models in a single study). As these results come from approximately 714 diverse open sources of GitHub projects, we believe this subset of projects is a good representative of the SE defect prediction domain and based on our findings; we summarize the results as follows - in the case of defect prediction, semi-supervised models can perform significantly well with only a fraction of data (approximately 2.5%). We also see that the choice of the semi-supervised method matters, specifically when the amount of available labeled data is scarce. Finally, we see that single-view Co-training models, which have been trained with a mutual-teaching strategy, perform significantly well. That being said, based on our findings, researchers can also select the best suitable methods based on their goal.

6 THREATS TO VALIDITY

As with any large-scale empirical study, biases can affect the final results. Therefore, any conclusions made from this work must be considered with the following issues in mind:

(a) Evaluation Bias: In all research questions in this study, we have shown the performance of 55 different models built with the process and metrics and compared them using statistical tests on their performance to conclude which is a better and more generalizable predictor for defects. While those results are accurate, that conclusion is scoped by the evaluation metrics we used to write this paper. It is possible that using other measurements, there may be a difference in these different kinds of projects. This is a matter that needs to be explored in future research.

(b) Construct Validity: At various places in this report, we made engineering decisions about (e.g.,) choice of machine learning models, selecting metric vectors for each project. While those decisions were made using advice from the literature, we acknowledge that other constructs might lead to different conclusions.

(c) External Validity: For this study, we have collected data from 714 GitHub Java projects. The process metrics were collected using our own code on top of the Commit_Guru repository. There is a possibility that the calculation of metrics or labeling of defective vs. non-defective using other tools or methods may result in different outcomes. That said, these tools have detailed documentation about the metrics calculations. We have shared our scripts and processes to convert the metrics to a usable format and have described the approach to label defects.

(d) Sampling Bias: Our conclusions are based on the 714 projects collected from GitHub. It is possible that different initial projects would have led to
different conclusions. That said, this sample is substantial, so we have some confidence that this sample represents an interesting range of projects.

7 Conclusion

Most techniques for finding defective modules using a defect prediction model are based on supervised classification algorithms, assuming sufficient labeled data is available for training the models. The drawback of supervised classification algorithms is the necessity of having a substantial number of software modules labeled as faulty or fault-free before the model can be created. Labeling is labor-intensive; an alternate approach is to use semi-supervised classification algorithms. However, the application of semi-supervised classification algorithms in defect prediction is far from adequate compared to the number of supervised classification algorithms. Literature review shows a plethora of semi-supervised classification algorithms available in the machine learning domain, and only a few of them have been studied in the defect prediction domain. Thus in this paper we -

- Compare 55 semi-supervised classification algorithms based on eight different groups of semi-supervised methods (techniques), one of the largest demonstrations of semi-supervised classification algorithms in the defect prediction domain.
- We compare the above-mentioned semi-supervised classification algorithms based on 714 open source GitHub projects, which is also one of the largest selection of projects to be used for demonstrating semi-supervised classification algorithms in the defect prediction domain.
- This paper compares these semi-supervised models. It shows that based on the researcher’s goal, the learner’s choice does matter, and it helps researchers and industry practitioners make an appropriate informed decision about the choice of models based on their application and goals.
- The study shows that by using semi-supervised models, we can reduce the effort required for labeling by many folds. We showed that even with as little as 2.5% of the labeled data, the models perform significantly well when compared to supervised models.
- This paper explains the main characteristics and advantages of each of the semi-supervised classification methods to make informed decisions based on the goal and the problem being solved by researchers.
- Semi-supervised classification algorithms are a growing but seldom explored field in the defect prediction domain. This paper explores many variants of semi-supervised algorithms, which have rarely been explored in this domain.
- This study highlights some aspects of semi-supervised learning and shows that how a semi-supervised co-training model is trained significantly impacts a model’s performance. Similarly, how the final classification is performed also shows a statistically significant impact on the model’s performance.
This study includes all methods studied as a package for future researchers in this field either to reproduce or use these models in their studies.

This study, we believe, is a significant empirical analysis of semi-supervised methods in defect prediction, exploring 55 semi-supervised models using approximately 714 open source software projects collected from GitHub. We hope this will help researchers select appropriate research methods with an informed decision using the results and findings shown here. Moreover, we say - in the case of defect prediction, semi-supervised models can perform significantly well with only a fraction of data, choice of semi-supervised classifier, the teaching of an individual base learner, and how the final prediction is performed do matter based on the goal of a researcher.

8 Acknowledgements

This material is based upon work supported by the National Science Foundation under grant #1908762. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation.

9 COI

The authors declared that they have no conflict of interest.

References

1. Golnoush Abaei, Ali Selamat, and Hamido Fujita. An empirical study based on semi-supervised hybrid self-organizing map for software fault prediction. Knowledge-Based Systems, 74:28–39, 2015.
2. Steven Abney. Bootstrapping. In Proceedings of the 40th annual meeting of the Association for Computational Linguistics, pages 360–367, 2002.
3. Amritanshu Agrawal, Wei Fu, and Tim Menzies. What is wrong with topic modeling? and how to fix it using search-based software engineering. Information and Software Technology, 98:74–88, 2018.
4. Amritanshu Agrawal and Tim Menzies. "better data" is better than "better data miners" (benefits of tuning SMOTE for defect prediction). CoRR, abs/1705.03697, 2017.
5. Amritanshu Agrawal, Tim Menzies, Leandro L Minku, Markus Wagner, and Zhe Yu. Better software analytics via" duo": Data mining algorithms using/used-by optimizers. arXiv preprint arXiv:1812.01550, 2018.
6. Amritanshu Agrawal, Akond Rahman, Rahul Krishna, Alexander Sobran, and Tim Menzies. We don’t need another hero? the impact of "heroes" on software development. In Proceedings of the 40th International Conference on Software Engineering: Software Engineering in Practice, pages 245–253, 2018.
7. Andrea Arcuri and Lionel Briand. A practical guide for using statistical tests to assess randomized algorithms in software engineering. In Software Engineering (ICSE), 2011 33rd International Conference on, pages 1–10. IEEE, 2011.
8. E. Arisholm and L. C Briand. Predicting fault-prone components in a java legacy system. In ESEM. ACM, 2006.
9. Eric Bair. Semi-supervised clustering methods. *Wiley Interdisciplinary Reviews: Computational Statistics*, 5(5):349–361, 2013.
10. Maria-Florina Balcan, Avrim Blum, and Ke Yang. Co-training and expansion: Towards bridging theory and practice. *Advances in neural information processing systems*, 17, 2004.
11. Robert M Bell, Thomas J Ostrand, and Elaine J Weyuker. The limited impact of individual developer data on software defect prediction. *Empirical Software Engineering*, 18(3):478–505, 2013.
12. Kristin P Bennett, Ayhan Demiriz, and Richard Maclin. Exploiting unlabeled data in ensemble methods. In *Proceedings of the eighth ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 289–296, 2002.
13. Kwabena Ebo Bennin, Koji Toda, Yasutaka Kamei, Jacky Keung, Akito Monden, and Naoyasu Ubayashi. Empirical evaluation of cross-release effort-aware defect prediction models. In *2016 IEEE International Conference on Software Quality, Reliability and Security (QRS)*, pages 214–221. IEEE, 2016.
14. C. Bird, N. Nagappan, H. Gall, B. Murphy, and P. Devanbu. Putting it all together: Using socio-technical networks to predict failures. In *ISSRE*, 2009.
15. Avrim Blum and Tom Mitchell. Combining labeled and unlabeled data with co-training. In *Proceedings of the eleventh annual conference on Computational learning theory*, pages 92–100, 1998.
16. Lionel C Briand, VR Brasili, and Christopher J Hetmanski. Developing interpretable models with optimized set reduction for identifying high-risk software components. *IEEE Transactions on Software Engineering*, 19(11):1028–1044, 1993.
17. Yang Cao, Zhiping Ding, Fei Xue, and Xiaotao Rong. An improved twin support vector machine based on multi-objective cuckoo search for software defect prediction. *International Journal of Bio-Inspired Computation*, 11(4):282–291, 2018.
18. G. Catolino. Just-in-time bug prediction in mobile applications: The domain matters! In *MOBILESof*, 2017.
19. Olivier Chapelle and Alexander Zien. Semi-supervised classification by low density separation. In *International workshop on artificial intelligence and statistics*, pages 57–64. PMLR, 2005.
20. Nitesh V Chawla, Kevin W Bowyer, Lawrence O Hall, and W Philip Kegelmeyer. Smote: synthetic minority over-sampling technique. *Journal of artificial intelligence research*, 16:321–357, 2002.
21. Di Chen, Wei Fu, Rahul Krishna, and Tim Menzies. Applications of psychological science for actionable analytics. *FSE'19*, 2018.
22. Ke Chen and Shihai Wang. Semi-supervised learning via regularized boosting working on multiple semi-supervised assumptions. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 33(1):129–143, 2010.
23. Michael AA Cox and Trevor F Cox. Multidimensional scaling. In *Handbook of data visualization*, pages 315–347. Springer, 2008.
24. Ayhan Demiriz, Kristin P Bennett, and Mark J Embrechts. Semi-supervised clustering using genetic algorithms. *Artificial neural networks in engineering (ANNIE-99)*, pages 809–814, 1999.
25. Immaculada Dópido, Jun Li, Prashanth Reddy Marpu, Antonio Plaza, José M Bioucas Dias, and Jon Atlí Benediktsson. Semisupervised self-learning for hyperspectral image classification. *IEEE transactions on geoscience and remote sensing*, 51(7):4032–4044, 2013.
26. Jun Du, Charles X Ling, and Zhi-Hua Zhou. When does co-training work in real data? *IEEE Transactions on Knowledge and Data Engineering*, 23(5):788–799, 2010.
27. Artur J Ferreira and Mário AT Figueiredo. Boosting algorithms: A review of methods, theory, and applications. *Ensemble machine learning*, pages 35–85, 2012.
28. B. Ghotra, S. McIntosh, and A. E. Hassan. Revisiting the impact of classification techniques on the performance of defect prediction models. In *2015 37th ICSE*, 2015.
29. Baljinder Ghotra, Shane McIntosh, and Ahmed E Hassan. Revisiting the impact of classification techniques on the performance of defect prediction models. In *37th ICSE-Volume 1*, pages 789–800. IEEE Press, 2015.
30. Baljinder Ghotra, Shane McIntosh, and Ahmed E Hassan. A large-scale study of the impact of feature selection techniques on defect classification models. In *2017 IEEE/ACM 14th International Conference on Mining Software Repositories (MSR)*, pages 146–157. IEEE, 2017.

31. Andrew Goldberg, Xiaojin Zhu, Aarti Singh, Zhiqing Xu, and Robert Nowak. Multi-manifold semi-supervised learning. In *Artificial intelligence and statistics*, pages 169–176. PMLR, 2009.

32. Sally Goldman and Yan Zhou. Enhancing supervised learning with unlabeled data. In *ICML*, pages 327–334. Citeseer, 2000.

33. M. Hamill and K. Goseva-Popstojanova. Common trends in software fault and failure data. *TSE*, 2009.

34. Qing He, Beijun Shen, and Yuting Chen. Software defect prediction using semi-supervised learning with change burst information. In *2016 IEEE 40th Annual Computer Software and Applications Conference (COMPSAC)*, volume 1, pages 113–122. IEEE, 2016.

35. Zhimin He, Fayola Peters, Tim Menzies, and Ye Yang. Learning from open-source projects: An empirical study on defect prediction. In *Empirical Software Engineering and Measurement, 2013 ACM/IEEE International Symposium on*, pages 45–54. IEEE, 2013.

36. Zhimin He, Fengdi Shu, Ye Yang, Mingshu Li, and Qing Wang. An investigation on the feasibility of cross-project defect prediction. *Automated Software Engineering*, 19(2):167–199, 2012.

37. Seyyedreza Hosseini, Burak Turhan, and Mika Mäntylä. A benchmark study on the effectiveness of search-based data selection and feature selection for cross project defect prediction. *Information and Software Technology*, 95:296–312, 2018.

38. Q. Huang, X. Xia, and D. Lo. Supervised vs unsupervised models: A holistic look at effort-aware just-in-time defect prediction. In *2017 IEEE International Conference on Software Maintenance and Evolution (ICSME)*, volume 00, pages 159–170, Sept. 2017.

39. Dyana Rashid Ibrahim, Rawan Ghnemat, and Amjad Hudaib. Software defect prediction using feature selection and random forest algorithm. In *2017 International Conference on New Trends in Computing Sciences (ICTCS)*, pages 252–257. IEEE, 2017.

40. Shomona Gracia Jacob et al. Improved random forest algorithm for software defect prediction through data mining techniques. *International Journal of Computer Applications*, 117(23), 2015.

41. Tony Jebara, Jun Wang, and Shih-Fu Chang. Graph construction and b-matching for semi-supervised learning. In *Proceedings of the 26th annual international conference on machine learning*, pages 441–448, 2009.

42. Eirini Kalliamvakou, Georgios Gousios, Kelly Blincoe, Leif Singer, Daniel M. German, and Daniela Damian. The promises and perils of mining github. MSR 2014. ACM, 2014.

43. Y. Kamei, E. Shihab, B. Adams, A. E. Hassan, A. Mockus, A. Sinha, and N. Ubayashi. A large-scale empirical study of just-in-time quality assurance. *TSE*, 2013.

44. Yasutaka Kamei, Emad Shihab, Bram Adams, Ahmed E. Hassan, Audris Mockus, Anand Sinha, and Nooyan Ubayashi. A large-scale empirical study of just-in-time quality assurance. *IEEE Transactions on Software Engineering*, 39(6):757–773, 2012.

45. Mijung Kim, Jaechang Nam, Jaehyuk Yeon, Soonhwan Choi, and Sunghun Kim. Remi: defect prediction for efficient api testing. In *Proceedings of the 2015 10th Joint Meeting on Foundations of Software Engineering*, pages 990–993, 2015.

46. Miryung Kim, Dongxiang Cai, and Sunghun Kim. An empirical investigation into the role of api-level refactorings during software evolution. In *Proceedings of the 33rd ICSE*, pages 151–160. ACM, 2011.

47. S. Kim, E. J. Whitehead, Jr., and Y. Zhang. Classifying software changes: Clean or buggy? *TSE*, 2008.

48. Pavneet Singh Kochhar, Xin Xia, David Lo, and Shanping Li. Practitioners’ expectations on automated fault localization. In *Proceedings of the 25th International Symposium on Software Testing and Analysis*, pages 165–176. ACM, 2016.
49. A G. Koru, D. Zhang, K. El Emam, and H. Liu. An investigation into the functional form of the size-defect relationship for software modules. *TSE*, 2009.

50. A Gunes Koru and Hongfang Liu. Building effective defect-prediction models in practice. *IEEE software*, 22(6):23–29, 2005.

51. Rahul Krishna and Tim Menzies. Bellswethers: A baseline method for transfer learning. *IEEE Transactions on Software Engineering*, 2018.

52. Daewon Lee and Jaewook Lee. Equilibrium-based support vector machine for semi-supervised classification. *IEEE Transactions on Neural Networks*, 18(2):578–583, 2007.

53. Ming Li, Hongyu Zhang, Rongxin Wu, and Zhi-Hua Zhou. Sample-based software defect prediction with active and semi-supervised learning. *Automated Software Engineering*, 19(2):201–230, 2012.

54. Ming Li and Zhi-Hua Zhou. Improve computer-aided diagnosis with machine learning techniques using undiagnosed samples. *IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems and Humans*, 37(6):1088–1098, 2007.

55. Weiwei Li, Wenzhou Zhang, Xiinyi Jia, and Zhiqiu Huang. Effort-aware semi-supervised just-in-time defect prediction. *Information and Software Technology*, 126:106364, 2020.

56. Yu-Feng Li and Zhi-Hua Zhou. Towards making unlabeled data never hurt. *IEEE transactions on pattern analysis and machine intelligence*, 37(1):175–188, 2014.

57. Shenghua Liu, Fuxin Li, Fangtao Li, Xueqi Cheng, and Huawei Shen. Adaptive co-training svm for sentiment classification on tweets. In *Proceedings of the 22nd ACM international conference on Information & Knowledge Management*, pages 2079–2088, 2013.

58. Huihua Lu, Bojan Cukic, and Mark Culp. Software defect prediction using semi-supervised learning with dimension reduction. In *2012 Proceedings of the 27th IEEE/ACM International Conference on Automated Software Engineering*, pages 314–317. IEEE, 2012.

59. Suvodeep Majumder, Tim Menzies, Nikhila Balaji, Katie Brey, and Wei Fu. 500+ times faster than deep learning: (a case study exploring faster methods for text mining stackoverflow). In *2018 IEEE/ACM 15th International Conference on Mining Software Repositories (MSR)*, pages 554–563. IEEE, 2018.

60. Suvodeep Majumder, Pranav Mody, and Tim Menzies. Revisiting process versus product metrics: a large scale analysis. *Empirical Software Engineering*, 27(3):1–42, 2022.

61. Pavan Kumar Mallapragada, Rong Jin, Anil K Jain, and Yi Liu. Semiboost: Boosting for semi-supervised learning. *IEEE transactions on pattern analysis and machine intelligence*, 31(11):2000–2014, 2008.

62. S. Matsumoto, Y. Kamei, A. Monden, K. Matsumoto, and M. Nakamura. An analysis of developer metrics for fault prediction. In *6th PROMISE*, 2010.

63. T. Menzies, J. Greenwald, and A. Frank. Data mining static code attributes to learn defect predictors. *TSE*, 2007.

64. T. Menzies, Z. Milton, B. Turhan, B. Cukic, Y. Jiang, and A. Bener. Defect prediction from static code features: Current results, limitations, new approaches. *ASE*, 2010.

65. Tim Menzies, Andrew Butcher, David Cok, Andrian Marcus, Lucas Layman, Forrest Shull, Burak Turhan, and Thomas Zimmermann. Local versus global lessons for defect prediction and effort estimation. *IEEE Transactions on software engineering*, 39(6):822–834, 2013.

66. Tim Menzies, Andrew Butcher, Andrian Marcus, Thomas Zimmermann, and David Cok. Local vs. global models for effort estimation and defect prediction. In *2011 26th IEEE/ACM International Conference on Automated Software Engineering (ASE 2011)*, pages 343–351. IEEE, 2011.

67. Tim Menzies, Zach Milton, Burak Turhan, Bojan Cukic, Yue Jiang, and Ayse Bener. Defect prediction from static code features: current results, limitations, new approaches. *Automated Software Engineering*, 17(4):375–407, 2010.

68. Tim Menzies, Burak Turhan, Ayse Bener, Gregory Gay, Bojan Cukic, and Yue Jiang. Implications of ceiling effects in defect predictors. In *Proceedings of the 4th international workshop on Predictor models in software engineering*, pages 47–54. ACM, 2008.

69. A. T. Misirli, A. Bener, and R. Kale. Ai-based software defect predictors: Applications and benefits in a case study. *AI Magazine*, 2011.
70. Nikolaos Mittas and Lefteris Angelis. Ranking and clustering software cost estimation models through a multiple comparisons algorithm. *IEEE Transactions on software engineering*, 39(4):537–551, 2013.

71. Nuthan Munaiah, Steven Kroh, Craig Cabrey, and Meiyappan Nagappan. Curating github for engineered software projects. *Empirical Software Engineering*, 22(4):3219–3253, Dec 2017.

72. Nachiappan Nagappan, Andreas Zeller, Thomas Zimmermann, Kim Herzig, and Brendan Murphy. Change bursts as defect predictors. In *2010 IEEE 21st international symposium on software reliability engineering*, pages 309–318. IEEE, 2010.

73. J. Nam, W. Fu, S. Kim, T. Menzies, and L. Tan. Heterogeneous defect prediction. *IEEE TSE*, 2018.

74. Jaechang Nam, Wei Fu, Sunghun Kim, Tim Menzies, and Lin Tan. Heterogeneous defect prediction. *IEEE Transactions on Software Engineering*, 2017.

75. Jaechang Nam, Wei Fu, Sunghun Kim, Tim Menzies, and Lin Tan. Heterogeneous defect prediction. *IEEE Transactions on Software Engineering*, 44(9):874–896, 2018.

76. Jaechang Nam, Sinno Jialin Pan, and Sunghun Kim. Transfer defect learning. In *Software Engineering (ICSE), 2013 35th International Conference on*, pages 392–391. IEEE, 2013.

77. Kamal Nigam, Andrew McCallum, and Tom M Mitchell. Semi-supervised text classification using em., 2006.

78. Kamal Nigam, Andrew Kachites McCallum, Sebastian Thrun, and Tom Mitchell. Text classification from labeled and unlabeled documents using em. *Machine learning*, 39(2):103–134, 2000.

79. Ahmet Okutan and Olcay Taner Yildiz. Software defect prediction using bayesian networks. *Empirical Software Engineering*, 19(1):154–181, 2014.

80. Thomas J Ostrand, Elaine J Weyuker, and Robert M Bell. Where the bugs are. *ACM SIGSOFT Software Engineering Notes*, 29(4):86–96, 2004.

81. Sinno Jialin Pan, Ivor W Tsang, James T Kwok, and Qiang Yang. Domain adaptation via transfer component analysis. *IEEE Transactions on Neural Networks*, 22(2):199–210, 2010.

82. Chris Parnin and Alessandro Orso. Are automated debugging techniques actually helping programmers? In *Proceedings of the 2011 international symposium on software testing and analysis*, pages 199–209. ACM, 2011.

83. Fayola Peters, Tim Menzies, and Lucas Layman. Lace2: Better privacy-preserving data sharing for cross project defect prediction. In *2015 IEEE/ACM 37th IEEE ICSE*, volume 1, pages 801–811. IEEE, 2015.

84. Foster Provost and Pedro Domingos. Tree induction for probability-based ranking. *Machine learning*, 52(3):199–215, 2003.

85. Foyzur Rahman and Premkumar Devanbu. How, and why, process metrics are better. In *Proceedings of the 2013 ICSE*, pages 432–441. IEEE Press, 2013.

86. Foyzur Rahman and Premkumar Devanbu. How, and why, process metrics are better. In *Proceedings of the 2013 ICSE*, ICSE ’13, page 432–441. IEEE Press, 2013.

87. Foyzur Rahman, Sameer Khatri, Earl T Barr, and Premkumar Devanbu. Comparing static bug finders and statistical prediction. In *Proceedings of the 36th ICSE*, pages 424–434. ACM, 2014.

88. C. Rosen, B. Grawi, and E. Shihab. Commit guru: Analytics and risk prediction of software commits, ESEC/FSE 2015, 2015.

89. Christoffer Rosen, Ben Grawi, and Emad Shihab. Commit guru: analytics and risk prediction of software commits. In *Proceedings of the 2015 10th Joint Meeting on Foundations of Software Engineering*, pages 966–969. ACM, 2015.

90. Duksan Ryu, Okjoo Choi, and Jongmoon Baik. Value-cognitive boosting with a support vector machine for cross-project defect prediction. *Empirical Software Engineering*, 21(1):43–71, 2016.

91. Henry Scudder. Probability of error of some adaptive pattern-recognition machines. *IEEE Transactions on Information Theory*, 11(3):363–371, 1965.

92. Chris Seiffert, Taghi M Khoshgoftaar, Jason Van Hulse, and Andres Folleco. An empirical study of the classification performance of learners on imbalanced and noisy software quality data. *Information Sciences*, 259:571–595, 2014.
93. Naeem Seliya, Taghi M Khoshgoftaar, and Jason Van Hulse. Predicting faults in high assurance software. In 2010 IEEE 12th International Symposium on High Assurance Systems Engineering, pages 26–34. IEEE, 2010.
94. Y. Shin and L. Williams. Can traditional fault prediction models be used for vulnerability prediction? EMSE, 2013.
95. Vikas Sindhwani, Partha Niyogi, and Mikhail Belkin. A co-regularization approach to semi-supervised learning with multiple views. In Proceedings of ICML workshop on learning with multiple views, volume 2005, pages 74–79. Citeseer, 2005.
96. Zhongbin Sun, Qinbao Song, and Xiaoyan Zhu. Using coding-based ensemble learning to improve software defect prediction. IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews), 42(6):1806–1817, 2012.
97. Jafar Tanha, Maarten Van Someren, and Hamidre Afsarmanesh. Semi-supervised self-training for decision tree classifiers. International Journal of Machine Learning and Cybernetics, 8(1):355–370, 2017.
98. C. Tantithamthavorn, S. McIntosh, A. E. Hassan, and K. Matsumoto. The impact of automated parameter optimization on defect prediction models. IEEE Transactions on Software Engineering, pages 1–1, 2018.
99. Chakkrit Tantithamthavorn, Shane McIntosh, Ahmed E Hassan, and Kenichi Matsumoto. Automated parameter optimization of classification techniques for defect prediction models. In ICSE 2016, pages 321–332. ACM, 2016.
100. Chakkrit Tantithamthavorn, Shane McIntosh, Ahmed E Hassan, and Kenichi Matsumoto. An empirical comparison of model validation techniques for defect prediction models. IEEE Transactions on Software Engineering, 43(1):1–18, 2016.
101. Mahesh Kumar Thota, Francis H Shajin, P Rajesh, et al. Survey on software defect prediction techniques. International Journal of Applied Science and Engineering, 17(4):331–344, 2020.
102. Divya Tomar and Sonali Agarwal. A comparison on multi-class classification methods based on least squares twin support vector machine. Knowledge-Based Systems, 81:131–147, 2015.
103. Ayse Tosun, Ayse Bener, and Resat Kale. Ai-based software defect predictors: Applications and benefits in a case study. In Twenty-Second IAAI Conference, 2010.
104. H. Tu and T. Menzies. FRUGAL: unlocking SSL for software analytics. ASE, 2022.
105. H. Tu, G. Papadimitriou, M. Kiran, C. Wang, A. Mandal, E. Deelman, and T. Menzies. Mining workflows for anomalous data transfers. In MSR, 2021.
106. Huy Tu, Zhe Yu, and Tim Menzies. Better data labelling with emblem (and how that impacts defect prediction). IEEE Transactions on Software Engineering, 2020.
107. Burak Turhan, Tim Menzies, Ayse B Bener, and Justin Di Stefano. On the relative value of cross-company and within-company data for defect prediction. Empirical Software Engineering, 14(5):540–578, 2009.
108. Jesper E Van Engelen and Holger H Hoos. A survey on semi-supervised learning. Machine Learning, 109(2):375–440, 2020.
109. Vladimir N Vapnik. An overview of statistical learning theory. IEEE transactions on neural networks, 10(5):988–999, 1999.
110. Zhiyuan Wan, Xin Xia, Ahmed E Hassan, David Lo, Jianwei Yin, and Xiaohu Yang. Perceptions, expectations, and challenges in defect prediction. IEEE Transactions on Software Engineering, 2018.
111. Shuo Wang and Xin Yao. Using class imbalance learning for software defect prediction. IEEE Transactions on Reliability, 62(2):434–443, 2013.
112. Wei Wang and Zhi-Hua Zhou. Analyzing co-training style algorithms. In European conference on machine learning, pages 454–465. Springer, 2007.
113. Chadd Williams and Jaime Spacco. Sz revisited: verifying when changes induce fixes. In Proceedings of the 2008 workshop on Defects in large software systems, pages 32–36. ACM, 2008.
114. Svante Wold, Kim Esbensen, and Paul Geladi. Principal component analysis. Chemo- metrics and intelligent laboratory systems, 2(1-3):37–52, 1987.
115. Xin Xia, Lingfeng Bao, David Lo, and Shanping Li. “automated debugging considered harmful” considered harmful: A user study revisiting the usefulness of spectra-based fault localization techniques with professionals using real bugs from large systems. In
116. Xin Xia, David Lo, Xinyu Wang, and Xiaohu Yang. Collective personalized change classification with multiobjective search. *IEEE Transactions on Reliability*, 65(4):1810–1829, 2016.

117. Jierui Xie and Boleslaw K Szymanski. Community detection using a neighborhood strength driven label propagation algorithm. In *2011 IEEE Network Science Workshop*, pages 188–195. IEEE, 2011.

118. Zhou Xu, Jin Liu, Zijiang Yang, Gege An, and Xiangyang Jia. The impact of feature selection on defect prediction performance: An empirical comparison. In *2016 IEEE 27th international symposium on software reliability engineering (ISSRE)*, pages 309–320. IEEE, 2016.

119. Xinli Yang, David Lo, Xin Xia, and Jianling Sun. Tlel: A two-layer ensemble learning approach for just-in-time defect prediction. *Information and Software Technology*, 87:206–220, 2017.

120. Xinli Yang, David Lo, Xin Xia, Yun Zhang, and Jianling Sun. Deep learning for just-in-time defect prediction. In *2015 IEEE International Conference on Software Quality, Reliability and Security*, pages 17–26. IEEE, 2015.

121. Yibiao Yang, Yuming Zhou, Jinping Liu, Yangyang Zhao, Hongmin Lu, Lei Xu, Baowen Xu, and Hareton Leung. Effort-aware just-in-time defect prediction: simple unsupervised models could be better than supervised models. In *Proceedings of the 2016 24th ACM SIGSOFT international symposium on foundations of software engineering*, pages 157–168, 2016.

122. David Yarowsky. Unsupervised word sense disambiguation rivaling supervised methods. In *33rd annual meeting of the association for computational linguistics*, pages 189–196, 1995.

123. Z. Yu, F. M. Fahid, H. Tu, and T. Menzies. Identifying self-admitted technical debts with jitterbug: A two-step approach. *TSE*, 2022.

124. Zhengtao Yu, Lei Su, Lina Li, Quan Zhao, Cunli Mao, and Jianyi Guo. Question classification based on co-training style semi-supervised learning. *Pattern Recognition Letters*, 31(13):1975–1980, 2010.

125. Feng Zhang, Iman Keivanloo, and Ying Zou. Data transformation in cross-project defect prediction. *Empirical Software Engineering*, 22(6):3186–3218, 2017.

126. Feng Zhang, Audris Mockus, Iman Keivanloo, and Ying Zou. Towards building a universal defect prediction model with rank transformed predictors. *Empirical Softw. Engng.*, 21(5):2107–2145, October 2016.

127. Feng Zhang, Quan Zheng, Ying Zou, and Ahmed E Hassan. Cross-project defect prediction using a connectivity-based unsupervised classifier. In *2016 IEEE/ACM 38th ICSE (ICSE)*, pages 309–320. IEEE, 2016.

128. Hongyu Zhang, Xiubin Zhang, and Ming Gu. Predicting defective software components from code complexity measures. In *13th Pacific Rim International Symposium on Dependable Computing (PRDC 2007)*, pages 93–96. IEEE, 2007.

129. Wenzhou Zhang, Weimei Li, and Xiuyi Jia. Effort-aware tri-training for semi-supervised just-in-time defect prediction. In *Pacific-Asia Conference on Knowledge Discovery and Data Mining*, pages 293–304. Springer, 2019.

130. Zhi-Wu Zhang, Xiao-Yuan Jing, and Tie-Jian Wang. Label propagation based semi-supervised learning for software defect prediction. *Automated Software Engineering*, 24(1):47–69, 2017.

131. Shi Zhong, Taghi M Khoshgoftaar, and Naeem Seliya. Unsupervised learning for expert-based software quality estimation. In *HASE*, pages 149–155. Citeseer, 2004.

132. Dengyong Zhou, Olivier Bousquet, Thomas Lal, Jason Weston, and Bernhard Schölkopf. Learning with local and global consistency. *Advances in neural information processing systems*, 16, 2003.

133. Yan Zhou and Sally Goldman. Democratic co-learning. In *16th IEEE International Conference on Tools with Artificial Intelligence*, pages 594–602. IEEE, 2004.

134. Yuming Zhou, Baowen Xu, and Hareton Leung. On the ability of complexity metrics to predict fault-prone classes in object-oriented systems. *Journal of Systems and Software*, 83(4):660–674, 2010.
135. Zhi-Hua Zhou. *Ensemble methods: foundations and algorithms*. CRC press, 2012.
136. Zhi-Hua Zhou and Ming Li. Tri-training: Exploiting unlabeled data using three classifiers. *IEEE Transactions on knowledge and Data Engineering*, 17(11):1529–1541, 2005.
137. Xiaojin Zhu and Zoubin Ghahramani. Learning from labeled and unlabeled data with label propagation. 2002.
138. Xiaojin Zhu and Andrew B Goldberg. Introduction to semi-supervised learning. *Synthesis lectures on artificial intelligence and machine learning*, 3(1):1–130, 2009.
139. Xiaojin Jerry Zhu. Semi-supervised learning literature survey. 2005.
140. T. Zimmermann, N. Nagappan, H. Gall, E. Giger, and B. Murphy. Cross-project defect prediction. In *ESEC/FSE’09*, August 2009.
141. Thomas Zimmermann, Nachiappan Nagappan, Harald Gall, Emanuel Giger, and Brendan Murphy. Cross-project defect prediction: a large scale experiment on data vs. domain vs. process. In *FSE*, pages 91–100, 2009.
142. Thomas Zimmermann, Rahul Premraj, and Andreas Zeller. Predicting defects for eclipse. In *Proceedings of the Third International Workshop on Predictor Models in Software Engineering*, page 9. IEEE Computer Society, 2007.
143. Eckart Zitzler, Marco Laumanns, and Lothar Thiele. Spea2: Improving the strength pareto evolutionary algorithm for multiobjective optimization. In *Evolutionary Methods for Design, Optimisation, and Control*, pages 95–100. CIMNE, Barcelona, Spain, 2002.