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ABSTRACT

The cold dark matter picture predicts an abundance of substructure within the Galactic halo. However, most substructures host no stars and can only be detected indirectly. Stellar streams present a promising probe of this dark substructure. These streams arise from tidally stripped star clusters or dwarf galaxies, and their low dynamical temperature and negligible self-gravity give them a sharp memory of gravitational perturbations caused by passing dark substructures. For this reason, perturbed stellar streams have been the subject of substantial study. While previous studies have been largely numerical, we show here that in the diffusion regime – where stream stars are subjected to many small velocity kicks – stream perturbations can be understood on a fully analytic level. In particular, we derive how the (three-dimensional) power spectrum of the substructure density field determines the power spectrum of the (one-dimensional) density of a stellar stream. Our analytic description supplies a clear picture of the behaviour of stream perturbations in response to a perturbing environment, which may include contributions from both dark and luminous substructure. In particular, stream perturbations grow in amplitude initially, settle into a steady state, and ultimately decay. By directly relating stellar stream perturbations to the surrounding matter distribution, this analytic framework represents a versatile new tool for probing the nature of dark matter through astrophysical observations.
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1 INTRODUCTION

Stellar streams arise from the gradual tidal stripping of member stars from globular clusters or other objects in the gravitational potential of the Milky Way. These stars roughly follow the orbit of the parent cluster, or progenitor, but due to their velocity dispersion they spread out to form an approximately one-dimensional extension (e.g. Eyre & Binney 2011). Stellar streams are interesting probes of dark matter because their negligible self-gravity, coupled with the low velocity dispersion of their member stars (of the order of 10 km s\(^{-1}\)), allows them to retain a sharp memory of past gravitational perturbations. Perturbations to stellar streams therefore reflect the presence and properties of any substructure in the Galactic dark matter halo (Ibata et al. 2002; Johnston et al. 2002; Siegal-Gaskins & Valluri 2008), an abundance of which is predicted in most cold dark matter scenarios (e.g. Springel et al. 2008).

Searches for substructure-induced stream perturbations initially focused on single encounters with fairly massive subhaloes, which can lead to gaps in the streams or other major features (Carlberg 2009; Yoon et al. 2011; Sanders et al. 2016; Bonaca et al. 2019; Malhan et al. 2021a; Jerabkova et al. 2021; Li et al. 2021; Ferguson et al. 2022; Tavangar et al. 2022). Such encounters are rare, however, and clear gaps only form for sufficiently disruptive encounters. Hence, recent literature has begun to consider observables which probe the effects of more numerous encounters with smaller substructure. For example, Banik et al. (2018, 2021a,b) used the one-dimensional power spectrum of the stellar density along a stream to place constraints on warm dark matter, a model of dark matter that predicts less substructure. These constraints were based on the forward model in action-angle space presented in Bovy et al. (2016). Bovy et al. (2016) studied encounters between a stream and \(O(100)\) subhaloes within the mass range \((10^5, 10^9)\) \(M_\odot\), while Banik et al. (2018) modelled about 25 encounters within the mass range \((10^6, 10^9)\) \(M_\odot\).

Our goal in this paper is to further illuminate the regime of many small encounters. In particular, we derive a direct, analytic connection between the power spectrum \(P(q)\) of the substructure density field and the resulting power spectrum \(P_\ast (k)\) of the (one-dimensional) stellar density along a stream. Note that we use \(q\) to indicate the three-dimensional wavenumber within the environment and reserve \(k\) for the one-dimensional wavenumber on the stream. Apart from elucidating the relevant physics that connects substructure encounters with the perturbed stream density in a statistical sense, our results allow for a simple and direct computation of the phenomenological effect of various substructure components, dark or luminous, on stellar streams. Ultimately, we hope that this approach can be used to place model-independent, purely gravitational constraints on the amplitude of substructure on different mass scales in the Milky Way halo.

The approach developed here rests on the approximation of many small velocity kicks acting on a given star in the stream. In this regime, \textit{stream stars diffuse}, i.e. perform a random walk, around their expected trajectory in the smooth halo potential. Also, while we allow...
We begin with a simplified picture. Consider a star inside a substructure environment with static density field \( \rho(x) = \hat{\rho}[1 + \delta(x)] \), where \( \hat{\rho} \) is the average density. If the star is at position \( r \), it experiences acceleration

\[
\dot{v}(r) = G\hat{\rho} \int d^3x \delta(x) \frac{x - r}{|x - r|^3},
\]

where the constant term \( \hat{\rho} \) in the density has cancelled by symmetry. Substituting the inverse Fourier transform \( \delta(q) \equiv (2\pi)^{-3} \int d^3q e^{iq \cdot x} \delta(q) \) and carrying out the \( x \) integral, we find that

\[
\dot{v}(r) = -4\pi i G\hat{\rho} \int \frac{d^3q}{(2\pi)^3} e^{iq \cdot r} \frac{q}{q^2} \delta(q),
\]

Since we are interested in perturbations to the stream, Eq. (2) does not include the acceleration due to the large-scale gravitational potential that governs the entire stream orbit. We will discuss in Section 5 the impact of orbital dynamics on our treatment.

Now suppose there is a relative velocity \( u \) between the star’s (unperturbed) orbital velocity and the substructure environment so that in the perturbing substructure to be described by a general density field, we make simplifying assumptions about the substructure velocity distribution; for instance we neglect the impact of internal dynamics within subhaloes. Finally, we employ approximate descriptions of orbital dynamics and global stream evolution that, in principle, only become valid when the number of orbital periods is large. We find, however, that only a couple of orbital periods are indeed necessary before our analytic predictions match numerical simulation results. Ultimately, despite these approximations, the match between analytic predictions and simulation results turns out to be remarkably tight.

The outline of the paper is as follows. In Section 2, we develop a procedure by which the statistics of integrated velocity injections due to an inhomogeneous environment may be derived from the density power spectrum \( P_{\Delta V}(k) \) of that environment. In Section 3, we use this procedure to express the one-dimensional power spectrum \( P_{\Delta V}(k) \) of velocity injections into a stellar stream as a function of \( P(k) \). In Section 4, we treat the stream’s response to these velocity injections, ultimately expressing the stream density power spectrum \( P_s(k) \) as a function of \( P_{\Delta V}(k) \).

We also validate this treatment on idealized simulations. Section 5 presents our approximate treatment of orbital dynamics, while Section 6 presents our approximate treatment of a stellar stream’s global (unperturbed) evolution. In Section 7, we put our treatment of stellar stream perturbations into practice: we compare analytic predictions to full-stream simulation results, and we discuss some of the analytic framework’s many implications. We conclude in Section 8. Finally, Appendices A–E, H, and I present mathematical arguments left out of the body of the article; Appendix F presents a straightforward extension to this work by deriving the power spectrum \( P_{\Delta V}(k) \) of stellar velocities within a stream; and Appendix G details the idealized Monte Carlo simulations that we perform to validate our analytic derivations in Section 4.

### 2 VELOCITY INJECTION FORMALISM

A stellar stream’s self-gravity is negligible, so each star can be considered independently. The star resides within an inhomogeneous environment composed of dark matter substructure, which perturbs the star’s motion through its gravity. In this section we develop the relationship between the statistics of the substructure environment and the integrated velocity change \( \Delta v \) that it injects on to the star.

#### 2.1 Static substructure environment

We begin with a simplified picture. Consider a star inside a substructure environment with static density field \( \rho(x) = \hat{\rho}[1 + \delta(x)] \), where \( \hat{\rho} \) is the average density. If the star is at position \( r \), it experiences acceleration

\[
\dot{v}(r) = G\hat{\rho} \int d^3x \delta(x) \frac{x - r}{|x - r|^3},
\]

where the constant term \( \hat{\rho} \) in the density has cancelled by symmetry. Substituting the inverse Fourier transform \( \delta(q) \equiv (2\pi)^{-3} \int d^3q e^{iq \cdot x} \delta(q) \) and carrying out the \( x \) integral, we find that

\[
\dot{v}(r) = -4\pi i G\hat{\rho} \int \frac{d^3q}{(2\pi)^3} e^{iq \cdot r} \frac{q}{q^2} \delta(q).
\]

Since we are interested in perturbations to the stream, Eq. (2) does not include the acceleration due to the large-scale gravitational potential that governs the entire stream orbit. We will discuss in Section 5 the impact of orbital dynamics on our treatment.

Now suppose there is a relative velocity \( u \) between the star’s (unperturbed) orbital velocity and the substructure environment so that in

---

1 We refer to these \( \Delta v \) as velocity injections.

2 As shorthand, for any vector \( x \) we write \( x \equiv |x| \) and \( \hat{x} \equiv x/x \). Recall, also, that we use \( q \) to denote the three-dimensional wavenumber within the environment and reserve \( k \) for the one-dimensional wavenumber on the stream, which we will introduce in Section 3.
relation to the environment, the star’s position at time $t$ is $r - u t$ (see Fig. 1).\(^3\) Integrated over the duration $t$, the change in the star’s velocity is

$$\Delta \mathbf{v}(r) = -4\pi G \rho \int \frac{d^3q}{(2\pi)^3} \delta(q) e^{iq \cdot r} \frac{q}{q^2} \int_0^t dt' e^{-iq \cdot u t'}$$

$$= \int \frac{d^3q}{(2\pi)^3} \delta(q) e^{iq \cdot r} V^s(q|u_t)$$

where we assume $\Delta \mathbf{v} \ll u$ so that the relative trajectory is not significantly perturbed by the velocity injection.\(^4\) We also assume that the substructure environment is not perturbed by the presence of the star. In Eq. (4), we define

$$V(q|u_t) \equiv 8\pi G \rho \int \frac{d^3q}{q^2} \sin \left(\frac{q \cdot u t}{2}\right) \frac{q}{q^2}.$$

This very useful function has dimensions of velocity and represents the response of the summation is therefore replaced by the integral

$$\Delta \mathbf{v}(r) = \int d^3x \delta(x) \mathbf{V}(x - r|u_t).$$

We will also define $\mathbf{V}(x|u_t)$ as the inverse Fourier transform of $V(q|u_t)$, so that

$$\Delta \mathbf{v}(r) = \int d^3x \delta(x) \mathbf{V}(x - r|u_t).$$

We will not need to evaluate $\mathbf{V}(x|u_t)$ explicitly.

### 2.2 General substructure velocity distribution

We can straightforwardly apply the results of Section 2.1 to the scenario where the substructure environment has a velocity distribution $f(u)\,d^3u$. To do so, let us decompose the density contrast field $\delta(x)$ into $N$ components $\delta_i(x)$ such that

$$\delta(x) = \sum_{i=1}^N \delta_i(x).$$

We take each subfield $\delta_i(x)$ to move with velocity $u_i$ sampled from the distribution $f(u)$. In the continuum limit of this velocity distribution, the summation is therefore replaced by the integral

$$\frac{1}{N} \sum_{i=1}^N \int d^3u f(u).$$

The results of Section 2.1 may now be applied to each subfield individually using the decomposition in Eq. (7) and the result integrated over the velocity distribution using Eq. (8). We illustrate this process in Appendix A.

We aim to study how correlations between velocity injections depend on the power spectrum $P(q)$ of the substructure density field. For this purpose, we assume additionally that all of the density subfields $\delta_i(x)$ are independent and have the same power spectrum; that is (in Fourier space)

$$\langle \delta_i(q) \delta_j^*(q') \rangle = (2\pi)^3 \delta_{ij} \delta_D^3(q - q') P_N(q),$$

where $\delta_{ij}$ is the Kronecker delta, $\delta_D^3$ is the three-dimensional Dirac delta function, and $P_N(q)$ is the power spectrum associated with each of the $N$ density subfields $\delta_i(x)$. It follows that

$$P_N(q) = P(q)/N,$$

where $P(q)$ is the power spectrum associated with the full density field $\delta(x)$. Compared to a completely arbitrary substructure phase-space distribution, we have made two simplifying assumptions: that the density power spectrum of substructure particles moving at velocity $u$ is independent of $u$, and that the density fields associated with particles moving at different velocities $u$ are independent. Roughly, these simplifications mean that we neglect internal motion within subhaloes.\(^5\)

### 2.3 Example: the mean squared velocity injection

We now demonstrate a few important aspects of the formalism with an example calculation. We first show in Appendix A that the subfield construction in Section 2.2 implies that the correlation between two velocity injections is

$$\langle \Delta \mathbf{v}(0) \cdot \Delta \mathbf{v}(r) \rangle = \int \frac{d^3q}{(2\pi)^3} P(q) e^{-iq \cdot r} \int d^3u f(u) |V(q|u_t)|^2.$$

\(^3\) In general $v$ will denote the velocity of a star while $u$ will denote a velocity associated with the substructure environment, although at this point in our treatment only changes to $v$ are meaningful.

\(^4\) In later sections, we take $\Delta \mathbf{v}(r)$ to represent the velocity injection on the point $r$, rather than on a particular star. Therefore, our neglect here of the star’s response does not affect later computations.

\(^5\) The assumption that particles moving at different velocities have the same power spectrum is similar to, but weaker than, the assumption that the distribution function is separable, i.e. $f(x, u) = \rho(x) f_{eu}(u)$. A separable distribution function (with a non-trivial velocity distribution) cannot support persistent inhomogeneity, however.
The dichotomy between short and long time-scales is also discussed, using a different analytic formulation, in Peñarrubia (2019).

Here, \( h \) is naturally expected as smaller relative velocities lead to larger kicks. We also remark that if the substructure environment has a characteristic mass scale \( M_0 \approx R_0^3 \), then the integral over the power spectrum \( P(q) \) and hence \( \langle \Delta v^2 \rangle \) scale as \( M_0 \) (see also Section 3.2). In fact, Eq. (16) is consistent with Eq. (2.5) in Amorisco & Loeb (2018), who adopted a particle-based treatment of the heating of stellar streams, if we associate \( R_0^3 \approx r_{\odot}^3, \Delta v \approx \omega_{\odot} v_c \) and \( u \approx v_c \). We will later explore the connection between density-field-based and particle-based substructure treatments more precisely using the correspondence discussed in Section 3.2 between the density field power spectrum and the particle mass spectrum.

We can also evaluate the angular integrals over \( q \) in Eq. (11) in the \( qut \gg 1 \) limit for general \( r \). In this case we find that

\[
\langle \Delta v(0) \cdot \Delta v(r) \rangle = 16\pi^2 G^2 \rho^2 \int_0^\infty \frac{dq}{q} P(q) q^{-3} \int d^3 u \frac{f(u) u^{-1} J_0(qr/\ell)}{q^2},
\]

6 The dichotomy between short and long time-scales is also discussed, using a different analytic formulation, in Peñarrubia (2019).

Figure 2. Response function \( \tilde{\nu}_2^2(q,u,t) \) for the mean squared velocity injection \( \langle \Delta v^2 \rangle \) to substructure at wavenumber \( q \) moving at velocity \( u \). The function transitions from \( \tilde{\nu}_2^2 \propto t^2 \) when \( qut \ll 1 \) (corresponding to a sustained coherent acceleration) to \( \tilde{\nu}_2^2 \propto t \) when \( qut \gg 1 \) (corresponding to a random walk).
3 CORRELATED VELOCITY INJECTIONS

We now use the formalism of Section 2 to more precisely derive how velocity injections at different points on a stellar stream are correlated.

3.1 The velocity-injection power spectrum

A procedure similar to that in Section 2.3 yields the velocity-injection correlation function

$$
\xi_{\hat{a}\hat{b}}(r) = \langle \hat{a} \cdot \Delta \nu(0) \hat{b} \cdot \Delta \nu(r) \rangle = \int \frac{d^3 q}{(2\pi)^3} P(q) \int d^3 u \frac{f(u)}{u} e^{-i q \cdot r} \hat{a} \cdot V^* \cdot \hat{b} \cdot V(q|u, t)
$$

along arbitrary unit vectors $\hat{a}$ and $\hat{b}$. As in Section 2.3, the $q t \gg 1$ limit enforces $\hat{q} \cdot \hat{u} = 0$ through a delta function:

$$
\xi_{\hat{a}\hat{b}}(r) = 32\pi^3 G^2 \beta^2 t \int \frac{d^3 q}{(2\pi)^3} P(q) \int d^3 u \frac{f(u)}{u} e^{-i q \cdot r} (\hat{a} \cdot \hat{q})(\hat{b} \cdot \hat{q}) \delta_D(\hat{q} \cdot \hat{u}).
$$

The remaining derivation in this section will continue to assume the $q t \gg 1$ limit.

The angular integrals over $\hat{q}$ in Eq. (19) can be evaluated explicitly in terms of Bessel functions (similarly to Eq. 17). However, it is convenient to instead Fourier transform Eq. (19) to obtain the one-dimensional power spectrum

$$
P_{\hat{a}\hat{b}}(k) = \int_0^\infty dr e^{-ikr} \xi_{\hat{a}\hat{b}}(r) = 32\pi^3 G^2 \beta^2 t \int \frac{d^3 q}{(2\pi)^3} \frac{P(q)}{q^3} \int d^3 u \frac{f(u)}{u} 2\pi \delta_D(k(\hat{\rho} + \hat{r}))(\hat{a} \cdot \hat{q})(\hat{b} \cdot \hat{q}) \delta_D(\hat{q} \cdot \hat{u}).
$$

It is notable that due to the delta function $\delta_D(q \cdot \hat{r} + k)$, which arises from the integral over $r$, correlated velocity injections at the scale $k$ arise only due to substructure modes $q$ whose projection on to the stream is equal to $k$, i.e. $|q \cdot \hat{r}| = k$.

Now let us assume that anisotropy in the substructure environment’s relative velocity distribution $f(u)$ arises entirely due to the stellar stream’s own orbital motion, which we take to be parallel to $\hat{r}$. That is, we assume that the substructure has an isotropic velocity distribution in the Galactic frame. In Appendix B, we evaluate the angular $q$ integrals in Eq. (20) and show that under this assumption, only the two independent velocity-injection power spectra are

$$
P_{\Delta v, \parallel}(k) = P_{\Delta v, \perp}(k) = 32\pi^3 G^2 \beta^2 t \int \frac{d^3 q}{(2\pi)^3} \frac{P(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H}{u} \left[ 1 - (\hat{u} \cdot \hat{r})^2 - k^2/q^2 \right]^{1/2}
$$

where $\hat{r}$ is any unit vector perpendicular to the stream (so $\hat{r} \times \hat{r} = 0$) and $P(q) \equiv [q^3/(2\pi^2)]P(q)$ again. Here, the Heaviside unit step functions $\theta_H$ ensure that only substructure wavenumbers $q$ larger than $k$ contribute, and we changed the integration limits to emphasize this point. There are no velocity-injection correlations on scales smaller than those at which the substructure environment is inhomogeneous.

We can simplify these expressions further. Let $\bar{u}$ be the substructure velocity in the Galactic frame and $\bar{f}(\bar{u})$ be its isotropic velocity distribution (which depends only on $\bar{u} \equiv |\bar{u}|$). Additionally, let $v$ be the magnitude of the stream’s velocity in the Galactic frame, which is parallel to $\hat{r}$. We show in Appendix C that

$$
P_{\Delta v, \parallel}(k) = 16\pi^4 G^2 \beta^2 t \int \frac{d^3 q}{(2\pi)^3} \frac{P(q)}{q^3} \int d^3 \bar{u} \frac{\bar{f}(\bar{u})}{\bar{u}} \theta_H(\bar{u} - \bar{k}) (v^2 - k^2) \quad \text{(isotropic substructure velocities)} \tag{23}
$$

$$
P_{\Delta v, \perp}(k) = 8\pi^4 G^2 \beta^2 t \int \frac{d^3 q}{(2\pi)^3} \frac{P(q)}{q^3} \int d^3 \bar{u} \frac{\bar{f}(\bar{u})}{\bar{u}} \theta_H(\bar{u} - \bar{k}) v \quad \text{(isotropic substructure velocities)} \tag{24}
$$

Beyond the $k > r$ enforced by the integration limits, the step functions $\theta_H$ also enforce $\bar{q} > \bar{k}v$; that is, the time-scale $(\bar{q}v)^{-1}$ associated with substructure passage must be shorter than the time-scale $(k_v)^{-1}$ associated with the passage of the subject stream at the given wavenumber.
It is interesting to note that the stream’s velocity $v$ has no impact outside of this step function. For instance, in no sense is $v$ additive with the substructure velocity $\bar{u}$, except inside the step function. Intuitively this finding may be explained by the idea that motion of substructure parallel to the stellar stream perturbs the whole stream coherently (at least in the $qut \gg 1$ limit) and therefore does not induce inhomogeneity.

To simplify these expressions still further we must assume a form for the Galactic-frame substructure velocity distribution $f(\bar{u})$. Let us assume that $f(\bar{u})$ is Maxwellian with velocity dispersion $u_0$ per dimension, that is,

$$f(\bar{u})d^3\bar{u} = \frac{2}{\pi} \frac{\bar{u}^2 d\bar{u}}{u_0^3} \exp \left( -\frac{\bar{u}^2}{2u_0^2} \right).$$

In this case the velocity integral in Eqs. (23) and (24) yields the factor $1/\bar{u}$ with the step function yielding an additional exponential factor:

$$P_{\Delta v,\parallel}(k) = 16\pi^4 G^2 \rho^2 \frac{2\sqrt{2\pi}}{u_0} k^2 \int_0^\infty dq \frac{P(q)}{q^6} \exp \left( -\frac{1}{2} \frac{k^2 v^2}{q^2 u_0^2} \right)$$

(Maxwellian substructure velocities) (26)

and likewise for $P_{\Delta v,\perp}(k)$. Typically one might expect the stream velocity $v$ to be of order $u_0$, in which case the exponential factor has only a modest impact because $k < q$ is already enforced. Larger stream velocities $v$, however, can lead to very strongly suppressed power spectra.

### 3.2 Connection to subhalo models

Our treatment of velocity injections above is expressed in terms of the substructure power spectrum $P(k)$ (or its dimensionless variant $\mathcal{P}$).

In theoretical treatments of dark matter substructure, it is common to predict instead the subhalo mass function $dn/dM$, which specifies the differential number density $n$ of subhaloes per subhalo mass $M$ (e.g. Gao et al. 2011). Each halo’s internal structure, in turn, is described by a density profile that is often taken to be universal up to rescalings in density and radius (e.g. Navarro et al. 1997), or equivalently, mass and radius. Given these ingredients, it is straightforward to compute the power spectrum.

Suppose a halo of mass $M$ and characteristic scale radius $R$ has the density profile

$$\rho(r|M, R) = MR^{-3} \rho(r/R),$$

where $\rho(x)$, the universal density profile, is a dimensionless function of a dimensionless argument. If halo positions are uncorrelated and the halo radius $R$ is a function of mass $M$, then the substructure power spectrum is

$$P(k) = \frac{1}{\bar{\rho}^2} \int dM \frac{dn}{dM} |M \bar{\rho}(kR)|^2$$

(Cherepashchuk & Bertschinger 1991), where $\bar{\rho}$ is the mean density of the substructure environment and

$$\bar{\rho}(x) = \int_0^\infty 4\pi y^2 dp(y) \frac{\sin(xy)}{xy}$$

is the three-dimensional Fourier transform of $\rho(x)$. For two simple density profiles,

$$p(x) = \begin{cases} \frac{3}{4}\frac{\pi}{3}(x^r + x^s)^{-5/2}, & \text{Plummer 1911} \\ \frac{1}{2} \frac{\pi}{3} x^{-7} (1 + x)^{-3}, & \text{Hernquist 1990} \end{cases}$$

(30) (31)

where $K_1$ is a modified (hyperbolic) Bessel function of the second kind, $\text{Si}(z) = \int_0^z dt \sin(t)/t$ is the sine integral function, and $\text{Ci}(z) = -\int_0^\infty dt \cos(t)/t$ is the cosine integral function. The assumption that $R$ is a function of $M$ is a common simplification (e.g. Diemer & Joyce 2019), but Equation (28) may be straightforwardly extended to also integrate over the scatter in $R$ at fixed mass. We also comment that Eqs. (26) and (28) may be combined to write the power spectrum of velocity injections as an integral,

$$P_{\Delta v,\parallel}(k) = 8\pi^2 G^2 \frac{2\sqrt{2\pi}}{u_0} k^2 \int dM \frac{dn}{dM} M^2 \int_0^\infty dq \frac{|\bar{\rho}(qR)|^2}{q^6} \exp \left( -\frac{1}{2} \frac{k^2 v^2}{q^2 u_0^2} \right),$$

(subhaloes with Maxwellian velocities) (32)

over the subhalo mass spectrum.

While this procedure shows how to convert a halo model into a power spectrum, it is important to note that the power spectrum is a more generally applicable description. Inhomogeneity may exist within the stream’s dark matter environment that cannot be represented as a collection of subhaloes; these subhaloes’ own tidal streams represent one example. A more exotic example is given by the quantum interference effects associated with fuzzy or ultrafaint dark matter (e.g. Schive et al. 2014; Mocz et al. 2020; May & Springel 2021; Dalal et al. 2021). In this scenario, the density is given by the square $|\psi|^2$ of a complex wavefunction $\psi$, leading to interference patterns and hence significant

density variations on the scale of the de Broglie wavelength $\hbar/(m_{\text{DM}}u)$ (for particle velocity $u$). These density fluctuations are ubiquitous but probably not well approximated as static subhaloes. Hence, the approach laid out in this paper, which does not rely on a subhalo prescription but only requires the specification of the power spectrum $P(k)$ of the total substructure density (e.g. measured in simulations), is well suited to investigating the phenomenological effects of fuzzy dark matter. This is the subject of ongoing work.

4 PERTURBATIONS TO THE STREAM

In Section 3, we derived the one-dimensional power spectrum of integrated velocity injections into a stellar stream. In this section we now derive the stream’s response in phase space to these velocity injections. Since we focus on the regime of many small encounters, it is appropriate to treat the effect of the encounters as a diffusive process via the Fokker–Planck approach. That is, the displacement of an individual star by a single encounter can be assumed to be much less than the width of the phase-space distribution function $f(x,v,t)$ of the stream stars. Further, we assume that spatially varying perturbations to the distribution function remain small, so that we can work to linear order in perturbations around a uniform zeroth-order distribution function $f_0(v,t)$. Note, however, that we still allow $f_0(v,t)$ to be altered by the continuous heating induced by encounters.

Let the stream’s distribution function thus be $f(x,v,t) = f_0(v,t) + f_1(x,v,t)$, where $f_0$ is spatially uniform and $f_1$ is a small spatially varying perturbation that we will treat at linear order. In the Fokker–Planck approximation, $f$ satisfies the Boltzmann equation

$$\frac{\partial f}{\partial t} + \frac{\partial f}{\partial x} = -C \frac{\partial f}{\partial v} + \frac{1}{2} D \frac{\partial^2 f}{\partial v^2},$$

(33)

where we assume that the diffusion coefficients $C = (d/dt)\Delta v$ and $D = (d/dt)\Delta v^2$, which represent the velocity injection and its square per unit time, respectively, depend on position $x$ but not velocity $v$. These diffusion coefficients connect directly to the results of Section 3. In particular, $C$ is the external acceleration of stream stars along the stream track and satisfies

$$\langle C(k,t)C^*(k',t') \rangle = 2\pi \delta_D(k-k')\delta_D(t-t') \frac{dP_{\Delta v\parallel}(k,t)}{dt},$$

(34)

if we assume that velocity kicks at different times $t$ and $t'$ are uncorrelated. This assumption amounts to assuming that substructure encounters are impulsive, and we also show explicitly in Appendix E that it holds in the long-time $qut \gg 1$ and $qut' \gg 1$ limit (see Section 2.3). Note that $C$ is a perturbative quantity in that its spatial average is 0. Meanwhile, the second coefficient $D$ is in principle the integrated velocity-injection power per unit time,

$$D = \int_{-\infty}^{\infty} dk \frac{dP_{\Delta v\parallel}(k,t)}{dt},$$

(35)

although in practice it can be somewhat more complicated (see Section 4.2). We will neglect any spatial and temporal variation in $D$, but we discuss the impact of this approximation in Section 4.2.

Separating Eq. (33) into equations for the spatial average and the perturbations yields

$$\frac{\partial f_0}{\partial t} = \frac{1}{2} D \frac{\partial^2 f_0}{\partial v^2},$$

(36)

$$\frac{\partial f_1}{\partial t} + \frac{\partial f_1}{\partial x} = -C(x,t) \frac{\partial f_0}{\partial v} + \frac{1}{2} D \frac{\partial^2 f_1}{\partial v^2},$$

(37)

where we neglect terms at second order or higher in the perturbations. Taking the second velocity moment of Eq. (36), we find that the stream’s spatially averaged velocity dispersion $\sigma^2(t)$ grows as

$$\sigma^2(t) = \sigma^2_0 + Dt,$$

(38)

where $\sigma^2_0$ is the stream’s initial velocity dispersion at the time $t = 0$. The perturbation equation is more challenging, but we solve it in Appendix D and show that if the unperturbed distribution function $f_0$ is Maxwellian with (one-dimensional) velocity dispersion given by Eq. (38), then the perturbation to the distribution function is (in Fourier space)

$$f_1(k,v,t) = \bar{\rho}_s \int_0^t dt' C(k,t') \frac{v-ikD(t-t')^2/2}{\sqrt{2\pi(\sigma^2_0 + Dt')^{3/2}}} \exp \left[ -\frac{(v-ikD(t-t')^2/2)^2}{2(\sigma^2_0 + Dt')} \right],$$

(39)

where $\bar{\rho}_s$ is the stream’s unperturbed density.

4.1 Stream density perturbations

We can immediately integrate Eq. (39) over velocities and divide by $\bar{\rho}_s$ to obtain the stream density contrast

$$\delta_s(k,t) = -ik \int_0^t dt' C(k,t') e^{-k^2(t-t')^2/2(\sigma^2_0 + D(t+2t')/3)}.$$

(40)

We remark that if the velocity dispersion $\sigma^2_0 + Dt$ can be neglected, then $\delta_s(k,t) = -iks(k,t)$, where $s(k,t) = \int_0^t dt' \Delta v(k,t')$ represents the displacement of stars in response to velocity injections. This is the result that an effective fluid treatment would predict: that the density
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contrast is the negative divergence of the displacement field. It follows from Eq. (40) when we note that $\Delta v(k, t) = \int_0^t dt' C(k, t')$ and integrate by parts to obtain $s(k, t) = \int_0^t dt' (t - t') C(k, t')$.

4.1.1 Density perturbation response to solitary velocity kicks

As a simple case, let us explore the stream’s response to velocity kicks that are restricted to one moment in time, which we take to be $t = 0$. In this scenario $C(k, t') = \Delta v(k) \delta_D(t')$, and the velocity injection $\Delta v(k, t) = \Delta v(k)$ is constant in time (after $t = 0$). We still allow the velocity dispersion to grow in time at the rate $D$ (so if $D > 0$, then we are studying the response to any one of a continuous series of velocity kicks). It now follows from Eq. (40) that the stream density contrast evolves as

$$\delta_* (k, t) = -ikt e^{-k^2 (\sigma_0^2 + Dt/3)} \frac{D}{2\Delta v(k)}$$

We plot the resulting time evolution of $\delta_*$ in the left-hand panel of Fig. 3. The initial velocity kick $\Delta v$ causes $\delta_*$ to grow proportionally with time before being exponentially suppressed by the velocity dispersion. Indeed, one can show (e.g. using random walk theory) that if the velocity dispersion grows as $\sigma^2 = \sigma_0^2 + Dt$ due to random kicks, then the rms particle displacement arising therefrom is given by $s_{\text{rms}} \equiv (\sigma_0^2 + Dt/3)^{1/2}.$

The square of this expression appears in the exponent in Eq. (41). Thus, we expect that the exponential suppression makes $\delta_*$ negligible if $k s_{\text{rms}} \gg 1$. This notion is borne out in Fig. 3, where we indicate where $k s_{\text{rms}} \approx 1$ using a small arrow.

4.1.2 Density power spectrum from continuous velocity kicks

We now consider the stream’s full response to ongoing velocity kicks due to the environment, and we write the stream density power spectrum $P_\ast (k, t)$ in terms of the power spectrum $P_{\Delta v, t}$ of $\Delta v$. Using the definition $\langle \delta_*(k, t) \delta_*^\ast (k', t') \rangle = 2\pi \sigma_D^2 (k - k') P_\ast (k)$, Eqs. (40) and (34) imply

$$P_\ast (k, t) = k^3 \int_0^t dt' (t - t')^2 \exp \left[-k^2 \left(\sigma_0^2 + D t + 2t' \frac{D}{3}\right) (t - t')^2\right] \frac{dP_{\Delta v, t}}{dt'}.$$ 

If we now specialize to the case where $P_{\Delta v, t} \propto t$, as in Section 3, then $\frac{dP_{\Delta v, t}}{dt'} = P_{\Delta v, t}/t'$ is constant and we may pull it out of the integral. Then we can write the relationship

$$P_\ast (k, t) = \chi_\ast \frac{k \sigma_0}{D} \frac{D}{\sigma_0^2} \frac{D}{3} P_{\Delta v, t} (k, t)$$

between the density and velocity-injection power spectra in terms of a transfer function

$$\chi_\ast (x, y) \equiv \frac{3}{x} \int_0^x \frac{d x'}{(x - x')^2 \exp \left[1 - (x - x') \frac{x + 2x'}{3}\right]}$$

Figure 3. Behaviour of stream density perturbations. Left-hand panel: Time evolution of the stream’s density contrast $\delta_*$ due to some distribution $\Delta v(k)$ of velocity kicks that occur at time $t = 0$. The system’s velocity dispersion is $\sigma_0^2 + Dt$ and suppresses any density or velocity perturbation after a brief growth period. Different colours represent systems with different levels of the velocity dispersion growth rate $D$. In each case, we also indicate with a small arrow the time when the rms particle displacement (due to the velocity dispersion) is precisely $k^{-1}$; that is, $k s_{\text{rms}} = 1$ (see Eq. 42). Right-hand panel: The transfer function $\chi_\ast$ that sets the power spectrum $P_\ast (k, t)$ of stream density according to Eq. (44). The black curve shows the case where the initial velocity dispersion $\sigma_0$ dominates over the velocity dispersion induced by the substructure environment, while the coloured curves show scenarios with increasingly significant induced velocity dispersions. Note that by fixing the combination $xy$ for each curve, we fix the time $t$, so that $x \propto k$ and this plot shows how the power spectrum is scaled as a function of $k$. 
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that encodes the impact of the velocity dispersion $\sigma_0^2 + D_t$. For convenience, we set the pre-factors in Eq. (44) such that $\chi_s = 1$ in the limit that the velocity dispersion can be neglected.

The expression for the transfer function $\chi_s(x, y)$ must in general be integrated numerically, and we plot the behaviour of $\chi_s(x, y)$ in the right-hand panel of Fig. 3. However, if $\sigma_0^2 \gg D_t$, we can approximate $y = 0$ and evaluate

$$\chi_s(x, 0) = \frac{3\sqrt{\pi}}{4} x^3 \text{erf}(x) = \frac{3}{2} x^2 e^{-x^2},$$

(46)

where $\text{erf}(x) \equiv (2/\sqrt{\pi}) \int_0^x d\xi \, e^{-\xi^2}$ is the error function. In this case we see that when $x = k \sigma_0 t \ll 1$, $\chi_s(x, 0) \approx 1$, and when $x \gg 1$, $\chi_s(x, 0) \approx (3/4)\pi^{1/2} x^{-3}$. At any fixed time $t$, this effect may be viewed as a free-streaming cut-off: at large scales $k \ll (\sigma_0 t)^{-1}$, the velocity dispersion has no significant effect, but at small scales $k \gg (\sigma_0 t)^{-1}$, the velocity dispersion-induced streaming of stars suppresses power by a factor proportional to $k^{-3}$.

We may also interpret these limits through the lens of time evolution. Since $P_s \propto t^3 \chi_s$, the same scalings imply that at any fixed $k$, the power spectrum initially grows as $P_s \propto t^3$ (since $\chi_s \approx 1$ here); specifically

$$P_s(k, t) = \frac{\pi^{1/2}}{4} k^{-1} \sigma_0^{-3} \frac{dP_{\Delta v, ||}(k, t)}{dt},$$

(47)

where we replace $P_{\Delta v, ||}/t$ with $dP_{\Delta v, ||}/dt$ to more clearly indicate the time evolution behavior. The growing phase ends when $t \sim (k \sigma_0)^{-1}$, after which $P_s$ becomes constant (since $\chi_s \approx t^{-3}$ in this regime). When $t \geq (k \sigma_0)^{-1}$, the system may be viewed as entering a steady state where the continuous injection of new power cancels the suppression of power by the velocity dispersion. The power spectrum is

$$P_s(k, t) = \frac{\pi^{1/2}}{4} k^{-1} \sigma_0^{-3} D^{-1/2} t^{-3/2} \frac{dP_{\Delta v, ||}(k, t)}{dt},$$

(48)

during this phase. Finally, we can show that when the induced velocity dispersion becomes non-negligible ($D_t \gtrsim \sigma_0^2$), the steady-state balance tips and the net density power begins to decrease over time. We can obtain the power in this regime by simply replacing $\sigma_0^2$ in Eq. (48) with $D_t$, whence

$$P_s(k, t) = \frac{\pi^{1/2}}{4} k^{-1} 2^{-1/2} t^{-3/2} \frac{dP_{\Delta v, ||}(k, t)}{dt},$$

(49)

i.e. $P_s \propto t^{-3/2}$. To see why this substitution suffices, note that if $k^2 D_t^3 \gg 1$ (a consequence of $k \sigma_0 t \gg 1$ and $D_t \gg \sigma_0^2$), then the integral in Eq. (43) is dominated by the contribution when $t' \approx t$. Thus we can replace the factor $t + 2t'$ in the exponent with $3t$, in which case $\sigma_0^2$ and $D_t$ are evidently interchangeable.

4.2 Approximating the diffusion coefficient $D$

We approximated above that $D = (d/dt) \Delta v^2$ is spatially uniform, but in practice the spatial variation of $D$ cannot be neglected. Velocity injections can be strongly correlated over any given scale (according to Eq. (23)), and large-scale velocity injections induce only coherent motion – rather than a velocity dispersion – at smaller scales. As an extreme example, a velocity injection at a scale much larger than the stream’s total length perturbs the entire stream coherently, so it does not induce any velocity dispersion. From this example it is clear that the spatial variation of $D$ cannot be treated perturbatively either. The perturbation in $D$ can be of order $D_t$ itself.

We have not found a solution to the Boltzmann equation, Eq. (33), in the case where $D$ is a non-perturbative spatially varying quantity. In that solution’s absence, we now discuss a suitable approximate expression for $D$. Recall that $D$ is essentially the integrated velocity-injection power per unit time; see Eq. (35). To exclude the contributions of velocity injections that occur over scales larger than some maximum scale $1/k_{\text{min}}$, a simple approach is to restrict the integration range so that

$$D(k_{\text{min}}) = 2 \int_{k_{\text{min}}}^{\infty} dk \frac{dP_{\Delta v, ||}(k, t)}{2\pi}$$

(50)

(where the factor of 2 accounts for negative wavenumbers).

We first remark that if $D_t \ll \sigma_0^2$, then the choice of $D$ is immaterial as it does not impact predictions. We find in Section 7.2 that (at least for the substructure scenario we consider) setting $D = D(2\pi/L)$, where $L$ is the length of the stream, yields predictions that match simulation results reasonably well even when $D_t$ is moderately larger than $\sigma_0^2$. This definition allows velocity injections up to the scale of the stream to contribute to the velocity dispersion within the stream. When $D_t \gg \sigma_0^2$, this definition tends to overpredict the velocity dispersion at small scales and therefore underpredict the amount of stream power (since the velocity dispersion suppresses power). Hence, we may view predictions of $P_s(k)$ with $D = D(2\pi/L)$ and $D = 0$ as bracketing the true solution.

4.3 Other stream statistics

In Section 4.1, we derived the stream density power spectrum in terms of the power spectrum of velocity injections. It is straightforward to derive other properties of the stream in a similar way. For instance, in Appendix F we derive the power spectrum $P_D$ of the mean stellar velocity within the stream. One can also express higher order density or velocity statistics, like the bispectrum, in terms of the corresponding statistics of velocity injections. We remark that in general, Eq. (6) implies that non-Gaussianity in velocity injections follows from non-Gaussianity in...
Figure 4. Validation of the computations in Sections 3 and 4 using idealized particle simulations. These simulations bombard a stream, represented as periodic line of stars \( L = 12 \) kpc long, with a spectrum of extended “subhalo” particles that corresponds to the density power spectrum \( \bar{\rho}^2 \mathcal{P}(q) \) shown in the left-hand panel. Note that we impose a maximum impact parameter for encounters, which induces the oscillatory behavior (see Appendix H). We also indicate the Maxwellian scale velocity \( u_0 \) and the simulation duration \( t \). In the centre and right-hand panels, we compare the resulting stream density and velocity power spectra, respectively, to analytic predictions. We consider three different streams with different velocity dispersions \( \sigma_0 \) and average (orbital) velocities \( v \); these are indicated by the different colours. Points indicate the mean result of 9 simulations, while error bars denote the standard deviation of the mean. The solid curves indicate the corresponding analytic predictions; these transition into dashed curves when they pass below the Poisson noise floor. Faint curves indicate the analytic predictions with zero induced velocity dispersion \( (D = 0) \); see the discussion in Section 4.2. Above the Poisson noise floor (and even below it, to some extent), we find that our analytic predictions with \( D = D(2\pi/L) \) (Eq. 50) and those with \( D = 0 \) successfully bracket the simulation results. Note that we subtract the noise floor from the simulation power spectra.

4.4 Monte Carlo validation

To verify the accuracy of our calculations, we carried out idealized simulations in which a periodic stellar stream is randomly subjected to encounters with passing extended “subhalo” particles, which we take to be Plummer spheres (Eq. 30). The full construction of these simulations is detailed in Appendix G, but we show the results in Fig. 4. The left-hand panel shows the substructure environment’s power spectrum \( \mathcal{P}(q) \) and other properties. We consider three different stream models (denoted by different colours), and we plot both the density power spectrum (Section 4.1; centre panel) and the velocity power spectrum (Appendix F; right-hand panel) of the stream. We find in all cases that our analytic predictions with \( D = 0 \) (zero induced velocity dispersion) and \( D = D(2\pi/L) \) (see Section 4.2) successfully bracket the simulation results, at least above the stream’s Poisson noise floor. Moreover such bracketing is only relevant when the initial velocity dispersion is particularly small (blue scenario); typically the induced velocity dispersion \( Dt \) does not become dominant. We explore this and other behaviours in Section 7 in the context of more realistic stream scenarios.

5 IMPACT OF ORBITAL DYNAMICS

So far, we have viewed a stellar stream as an unbound one-dimensional system, but a real stellar stream orbits within the Galactic potential. A particular complication is that orbital dynamics make the connection between velocity kicks \( \Delta v \) and the resulting position perturbations \( \delta x \) non-trivial.\(^{11}\) This is especially true given that stellar streams are often on highly eccentric orbits. In the present analysis we will take a simplified approach, considering the evolution of \( \delta x \) and \( \delta v \) over many orbits and regarding their behaviour over each orbit as a random

---

\(^{11}\) Orbital dynamics are trivial in action-angle space, and action-angle variables have consequently been employed in numerical treatments of stellar stream perturbations (e.g. Bovy et al. 2016). However, encounters with Galactic substructure occur in position-velocity space, so it is necessary to transform each velocity kick into action-angle space. Because of the extent to which this transformation complicates the derivation in Section 3, we do not employ action-angle coordinates in this study.
variable. More precisely, for each velocity kick $\Delta v$ we discard any information about when it occurred and instead assume it occurred at a uniformly distributed random time. We leave to future work a more precise accounting of orbital dynamics.

5.1 Evolution of orbit perturbations

To picture how perturbations evolve, we use **GALPY** (Bovy 2015) to integrate particle orbits within a model of the Galaxy and its halo. For concreteness, we pick as the unperturbed orbit the orbit of the GD-1 stream progenitor as described in Webb & Bovy (2019). Figure 5 shows how the position perturbation $\delta x$ evolves due to a small velocity kick $\Delta v$. Within a coordinate system that is aligned along the orbital velocity vector $v_{\text{orb}}$, a velocity kick generically excites oscillatory motion both parallel and perpendicular to $v_{\text{orb}}$. Velocity kicks parallel to $v_{\text{orb}}$ (black curves) – which inject orbital energy – also induce secular motion parallel to $v_{\text{orb}}$. For any plausible Galactic potential, this secular motion is opposite the direction of the kick $\Delta v$, reflecting the notion that higher energy orbits have longer periods.\(^{12}\)

Naively computing the position perturbation, $\delta x$, as the difference in position between the perturbed and unperturbed orbits leads to the conclusion that the amplitude of oscillations in the component $\delta x_{\parallel}$ along $v_{\text{orb}}$ can grow over time (dotted curves in the left-hand panel of Fig. 5). However, this growth actually represents the uniform expansion and contraction of (non-self-bound) coorbiting material in proportion with its orbital velocity. The separation between orbiting objects oscillates in proportion to $v_{\text{orb}}$.\(^{12}\) To factor out this effect, we define the position perturbation along $v_{\text{orb}}$ to be

\[
\delta x_{\parallel} = (x - x_0) \cdot \hat{v}_{\text{orb}} \left( \frac{v_{\text{orb}}}{v_{\text{orb}}} \right).
\]

where $x$ is the perturbed position, $x_0$ is the unperturbed position, and $\langle v_{\text{orb}} \rangle$ is the time-averaged orbital velocity. The perturbation $\delta x_{\parallel}$ defined in this way is plotted in the left-hand panel of Fig. 5 (solid curves), where it is evident that the $1/v_{\text{orb}}$ rescaling has eliminated the growth in the oscillation amplitude. After many orbital periods, the oscillations in $\delta x_{\parallel}$ are much smaller than the secular component, so in our analysis we neglect the oscillatory motion and set

\[
\delta x_{\parallel} \propto \Lambda \Delta v_{\parallel},
\]

where $\Delta v_{\parallel}$ is the component of the velocity kick parallel to $v_{\text{orb}}$ and $\Lambda$ is the time elapsed since the kick. For the same reason, we neglect perturbation components $\delta x_{\perp}$ perpendicular to $v_{\text{orb}}$. The parameter $\Lambda < 0$, which is the mean slope of the solid black curve in the left-hand panel of Fig. 5, is a function of the time of the kick; it varies over an orbital period because the efficiency of a kick depends on the instantaneous orbital velocity.\(^{14}\)

\(^{12}\) This phenomenon has been humorously dubbed the ‘donkey effect’ owing to Lynden-Bell & Kalnajs (1972).

\(^{13}\) Two objects on the same orbit can be viewed as being separated in time by some static $\Delta t$. Their spatial separation is therefore $\Delta x = (\Delta x / \Delta t) \Delta t \rightarrow v \Delta t$ in the limit that $\Delta t$ is small. Nearby points on a stellar stream can be approximated as inhabiting the same orbit even if the entire stream cannot, so by this argument their spatial separation is proportional to their orbital velocity $v_{\text{orb}}$.

\(^{14}\) For instance, the energy injection is $\Delta E = v_{\text{orb}} \cdot \Delta v$, so velocity kicks are most efficient at pericentre when $v_{\text{orb}}$ is highest.
One problem remains. Due to the transformation in Eq. (51), the relationship between distance scales along the stream and distance scales associated with the substructure environment varies over the orbital period. Within the stream’s co-scaling frame, a velocity injection accumulated over many orbital periods becomes

$$\Delta v^\text{co}(r) = \int \delta v_f^{\text{orb}}(\omega) \Delta v(\omega r),$$

(53)

where $\omega = v_{\text{orb}}/(v_{\text{orb}})$ if $r$ lies along $v_{\text{orb}}$. In general we will assume that the separation vector $r$ between different points on the stream lies along $v_{\text{orb}}$, so $f^{\text{orb}}$ is indeed the distribution of $v_{\text{orb}}/(v_{\text{orb}})$. To give some context to the number $\omega = v_{\text{orb}}/(v_{\text{orb}})$, at pericentre $\omega > 1$ (the stream is stretched), while at apocentre $\omega < 1$ (the stream is compressed).

5.2 Impact on the stream power spectrum

We now show how the power spectra derived in Sections 3 and 4 are modified by the approximate treatment of orbital dynamics encapsulated in Eqs. (52) and (53).

5.2.1 Velocity kick efficiency

It is evident from Eq. (52) that $\Lambda$ scales the efficiency of velocity kicks. That is, over many orbital periods, the response of a star to a velocity kick is as if the kick were $\Lambda$ times stronger (or weaker). Accordingly, the velocity-injection power spectrum derived in Section 3 should be scaled by $\Lambda^2$ to account for this effect. Note that as a consequence, the diffusion coefficient $D$ (Section 4.2) is also scaled by the same factor.

5.2.2 Distance transformation

To account for the distance transformation in Eq. (51), we can use Eq. (53) to write the velocity-injection correlation function

$$\langle \Delta v_i^\text{co}(0) \Delta v_j^\text{co}(r) \rangle = \int \delta v_f^{\text{orb}}(\omega) \langle \Delta v_i(0) \Delta v_j(\omega r) \rangle$$

(54)

along any direction $i$. Consequently, the velocity-injection power spectrum becomes

$$P_{\Delta v}(k) = \int \delta v_f^{\text{orb}}(\omega) P_{\Delta v}(k/\omega)|_{\omega=\omega(\text{v}_{\text{orb}})}$$

(55)

in the frame that co-expands or contracts with the stellar stream. Recall that the velocity-injection power spectrum is sensitive to the stream velocity $v$, so in Eq. (55) we set $v = \omega(v_{\text{orb}})$. To transform the resulting stream power spectrum back to physical space, we may write

$$P_v(k) = P_{\Delta v}(\omega_0 k),$$

(56)

where $\omega_0$ is the value of $\omega$ at the observation time.

We have assumed for simplicity that $\omega$ is not correlated with $\Lambda$, but one can straightforwardly account for such correlations by including the factor $\langle \Lambda^2 \omega \rangle$ (the expectation of $\Lambda^2$ given a particular value of $\omega$) inside the integrand in Eq. (55). Within the context of Eq. (55) it is also possible to allow the substructure power spectrum or velocity distribution to vary as a function of galactocentric radius by varying these quantities as a function of $\omega$ within the expression for $P_{\Delta v}$; $\omega$ is set in turn by the galactocentric radius (or vice versa). We do not pursue this possibility, but it represents another straightforward extension.

6 STREAM CONSIDERATIONS

So far, we have considered the stellar stream as a collection of stars whose unperturbed motion is simply time-separated along a single orbit. However, in practice, even an unperturbed stream undergoes non-trivial global evolution. It forms from the continuous disruption of a star cluster or dwarf galaxy, and the velocity dispersion of the stripped material causes the stream to expand over time. We discuss in this section how these considerations impact our analytic treatment.

6.1 Initial velocity dispersion

The analytic description of stream perturbations in Section 4 requires knowledge of the stream’s initial velocity dispersion $\sigma_0$. In principle, as long as $Dt << \sigma_0^2$ it is possible to measure $\sigma_0$ directly from the velocities of stream stars. We warn, however, that $\sigma_0$ is not the dispersion of instantaneous stellar velocities. Rather, it is the dispersion of net stellar displacements, per unit time, averaged over many orbital periods. Orbital dynamics make the connection between the instantaneous velocity dispersion and $\sigma_0$ non-trivial; a study of orbital velocity perturbations (similar to the study of position perturbations in Section 5) is necessary. We do not pursue such a study in this work.

---

15 That is, we assume different parts of the stream lie on the same orbit. This approximation can become inaccurate over scales comparable to the size of the stream (Sanders & Binney 2013).
If $\sigma_0$ cannot be measured directly, it can still be constrained using knowledge of the stream’s global properties, such as its length and age. For instance, Eyre & Binney (2011) and Bovy (2014) connect a stream’s unperturbed global evolution to the velocity dispersion $\sigma_p$ of its progenitor cluster. Stripped stars are taken to escape the progenitor with velocities spread by $\sigma_p$ about the progenitor’s orbital velocity. Since stars are predominantly stripped near the cluster’s pericentre, the velocities at which they escape are maximally efficient at setting their resulting displacements along the stellar stream. Thus, in the language of Section 5 the resulting velocity dispersion of stream stars is
\[ \sigma_{\text{tot}} \approx (\max |A|)\sigma_p \] (57)
with $A$ defined in Eq. (52).

The total velocity dispersion $\sigma_{\text{tot}}$ of stream stars is not, however, the same as the local velocity dispersion $\sigma_0$ that is relevant to the treatment in Section 4. Instead, $\sigma_0 \approx \sigma_{\text{tot}}$ due to self-sorting wherein stars of similar velocities tend to arrive at similar positions. While $\sigma_0$ could vary over the length of the stream, for simplicity we write
\[ \sigma_0 = c\sigma_{\text{tot}} \] (58)
with $c$ a constant. We estimate in Appendix I, using a idealized argument, that $c \approx 0.4$ if the total velocity distribution is Maxwellian.

6.2 Position-dependent age

Because a stellar stream is continuously sourced, locations more distant from the progenitor have had more time to evolve in response to perturbations. The dynamical age of a point on the stream is proportional to its distance from the progenitor. This means that if we are studying the power spectrum of the whole stream, we are effectively averaging over ages $t$ of stream segments up to the total age $t_{\text{age}}$ of the stream. At leading order, the power spectrum becomes
\[ P_{\text{avg}}(k, t_{\text{age}}) = \frac{1}{t_{\text{age}}} \int_0^{t_{\text{age}}} dt P_s(k, t). \] (59)

6.3 Initial density variations

Even without perturbations, a stellar stream exhibits density variations arising from epicyclic oscillations of stream stars (Küpper et al. 2010, 2012). A variable rate of tidal stripping also contributes (Sanders et al. 2016); most tidal stripping occurs near pericentre. In our analysis, this effect could be treated as an initial perturbation to the stream’s distribution function within the framework of Section 4. However, we expect that the velocity dispersion will rapidly suppress these perturbations, a view that aligns with the results of Sanders et al. (2016) (but for a counterpoint, see Ibata et al. 2020). In any event, we neglect these epicyclic density variations in the present analysis, but we anticipate that the treatment in Section 4 can be straightforwardly extended to include them.

7 DISCUSSION

With the treatment of stellar streams complete, we now put it into practice and discuss some of its predictions and implications. Section 7.1 discusses how to put the analytic treatment into practice, Section 7.2 compares analytic predictions to numerical simulations, and Section 7.3 discusses some of the analytic framework’s implications.

7.1 Putting the procedure together

Application of the straightforward analytic formulae of Sections 3 and 4 is complicated by the array of practical refinements discussed in Sections 5 and 6. Here we list the order in which we carry out each calculation.

(i) Integrate the stream’s orbit to obtain the distributions of the perturbation coefficients $A$ and $\omega$ discussed in Section 5.1.
(ii) Approximate the stream’s local initial velocity dispersion $\sigma_0$ as described in Section 6.1.
(iii) Compute the velocity-injection power spectrum $P_{\Delta \nu}(k)$ as described in Section 3, transform it into the stream’s co-scaling frame using Eq. (55), and scale it by $(A^2)$.
(iv) Evaluate the diffusion coefficient $D$ by integrating $P_{\Delta \nu}(k)$ as described in Section 4.2.
(v) Compute the stream power spectrum $P_s(k)$ as described in Section 4.1.2.
(vi) Average the result over stream ages as discussed in Section 6.2.
(vii) Apply the inverse distance transformation, Eq. (56).

7.2 Comparison to stream simulations

We now test the results of our analytic framework against numerical simulations. In particular, we compare stellar stream simulations executed using galfpy’s stream-modelling functionality (Bovy 2014, 2015) in which stochastic substructure-induced perturbations are added by the
streampepperd extension (Bovy et al. 2016). For simplicity, we consider the exact same scenario as Bovy et al. (2016), the details of which follow. The Galactic potential is modelled as a logarithmic potential with circular velocity 220 km s$^{-1}$ but is flattened by the factor 0.9 along one axis, making it axisymmetric. The stream is intended to resemble the GD-1 stream at the present time; its progenitor’s orbit is described in Bovy (2014)\textsuperscript{16} and its progenitor’s velocity dispersion is set to be $\sigma_p = (0.365 \text{ km s}^{-1}) (4.5 \text{ Gyr/age})$, where the stream age $t_{\text{age}}$ remains free. We consider only the stream’s leading arm, and these parameters give the arm a length today of about 12 kpc, of which its highest density portion occupies only 6 kpc. Substructure is taken to have the mass function $dn/dM \propto M^{-2}$ normalized such that the number density of subhaloese between $10^6 M_\odot$ and $10^7 M_\odot$ is $5.86 \times 10^{-4}$ kpc$^{-3}$. Subhaloese are taken to have Hernquist density profiles (Eq. 31) with scale radius $R = 1.05 \text{ kpc (M/10^8 M_\odot)}^{1/2}$. Finally, the substructure velocity distribution is taken to be Maxwellian with scale velocity $\sigma_v = 120 \text{ km s}^{-1}$.

To apply the analytic framework to this problem, it is first necessary to define the orbital perturbation parameters discussed in Section 5. By integrating the stream progenitor’s orbit, we find that max $|\Delta| \sim 1.27$ and $(\Delta^2) \approx 0.95$.\textsuperscript{18} We will see in Section 3.3.7 that these close encounters contribute dominantly to the stream perturbations. In this case we have departed from the diffusion regime on which our analytic treatment is predicated. We remark that the match is much tighter at large scales between simulated and analytic power spectra in the $(10^5, 10^9) M_\odot$ substructure scenario than in the $(10^4, 10^8) M_\odot$ scenario (compare upper and lower panels in Fig. 6), which suggests that this is the primary source of the large-scale discrepancy. However, we note that another assumption that breaks down is the approximation of the stream as a straight line. There is also a third effect that could harm the accuracy of the analytic predictions at large scales: the initial density variations discussed in Section 6.3 that we neglected. However, this effect would not cause a discrepancy with the simulations because the simulations also neglect it.

We next discuss how the match between simulated and analytic power spectra depends on the stream age $t_{\text{age}}$. To make this discussion clearer, we also plot in Fig. 6 (right-hand panels) the power at fixed wavenumber $k$ as a function of the stream age $t_{\text{age}}$.\textsuperscript{20} The radial orbit period of the stream progenitor is about $T_r = 0.41$ Gyr, and the treatment of orbit perturbations in Section 5 assumes that $t_{\text{age}} \gg T_r$. Surprisingly, however, the analytic predictions already match simulation results for $t_{\text{age}} \gtrsim 1.5T_r$; a large number of orbits is not needed.

When $t_{\text{age}}$ is long, on the other hand, the analytic predictions can fail because of the assumption that the diffusion coefficient $D$ is spatially uniform (see Section 4.2). If $D \gtrsim \sigma_v^2$, this assumption means that the past velocity dispersion will be overestimated at small scales, and thus the power spectrum will be underestimated. In the $(10^5, 10^9) M_\odot$ substructure scenario, Fig. 6 shows that the analytic prediction accordingly begins to underestimate the power spectrum when $t_{\text{age}} \gtrsim 7$ Gyr. We note that $D_{\text{age}} = 4.1\sigma_v^2$ for $t_{\text{age}} = 6$ Gyr and $D_{\text{age}} = 6.5\sigma_v^2$ for $t_{\text{age}} = 7$ Gyr, so $D_{\text{age}}/\sigma_v^2$ can become moderately greater than 1 before analytic predictions begin to significantly underestimate the power spectrum. In contrast, the $(10^5, 10^9) M_\odot$ substructure scenario yields $D_{\text{age}} < \sigma_v^2$ for all ages we consider, so the analytic predictions here do not begin to diverge from simulation results at large $t_{\text{age}}$. For comparison, Fig. 6 also shows (right-hand panel; thin dotted curves) the analytic predictions if we set $D = 0$. As we suggested in Section 4.2, the predictions with $D = D(2\pi/L)$ and $D = 0$ bracket the simulation result at large $t_{\text{age}}$.

\textsuperscript{16} In particular, the stream progenitor’s position and velocity today are taken to be $(x, y, z) = (12.4, 1.5, 7.1) \text{ kpc}$ and $(v_x, v_y, v_z) = (107, -243, -105) \text{ km s}^{-1}$, where $z$ is the potential’s symmetry axis.

\textsuperscript{17} We retain Bovy et al. (2016)’s power-law form of the $R(M)$ relationship for simplicity, but the radius–mass (or equivalently, concentration–mass) relationship for field haloes is not a power law except at the largest mass scales (e.g., Ludlow et al. 2016), and the same is expected to hold for subhaloes. Note that $R \propto M^{1/2}$ corresponds to $c \propto M^{-1/5}$, where $c \propto M^{1/3}/R$ is the halo concentration.

\textsuperscript{18} Recall $\Lambda$ is the orbit-averaged value of $\delta x/(\Delta vt)$ for any given velocity kick. As we noted in Section 5.1, $\Lambda < 0$ in general for any realistic halo potential, and for a circular orbit in a logarithmic potential, $\Lambda = -1$ identically.

\textsuperscript{19} In particular, we find that the simulation power spectra at $k \approx 10$ kpc$^{-1}$ are not converged with respect to changes in the stream’s angular resolution (in action-angle variables). In any event, these scales most likely lie below the Poisson noise floor, which would make them observationally irrelevant (see Fig. 9).

\textsuperscript{20} Recall that the stream’s velocity dispersion $\sigma_v$ depends on $t_{\text{age}}$ (in order to fix the stream’s length today), so plotting the power spectrum as a function of $t_{\text{age}}$ does not produce a time-evolution plot. Each different $t_{\text{age}}$ represents a simulation of a different stream.
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7.3 Consequences

We now explore some of the implications of the analytic formulation of stellar stream perturbations.

7.3.1 Time evolution of perturbations: impact of the velocity dispersion

Equation (44) describes the general time evolution of stream density perturbations, and this time evolution is illustrated in Fig. 7. As we discussed in Section 4.1.2, \( P_s(k,t) \) evidently goes through three distinct phases in its time evolution:

(i) Initially, when \( t \ll (k \sigma_0)^{-1} \), the impact of the velocity dispersion is negligible and \( P_s(k,t) \propto t^3 \) (Eq. 47).

(ii) When \( t \gtrsim 2(k \sigma_0)^{-1} \), the power spectrum enters a steady state wherein the (initial) velocity dispersion suppresses power at the same rate that new power is injected (Eq. 48).

(iii) Eventually, velocities injected by substructure encounters start to significantly raise the stream’s velocity dispersion. This effect causes velocity dispersion-induced suppression to ultimately outpace the injection of new power, so the density power decays. The characteristic time-scale for this effect is \( \sigma_0^2/D \), but as Fig. 7 shows, the transition from the steady state into the decaying regime is very gradual. When \( t \gg \sigma_0^2/D \), \( P_s(k,t) \propto t^{-3/2} \) (Eq. 49).

It is possible to skip the steady-state phase if \( D \) is sufficiently large, but in practice this is unlikely except at the largest scales. Because of
$P_\ast(k,t) \propto t^3$

The relationship $L \propto \sigma_0t$ between the stream’s length $L$ and its initial velocity dispersion, the power spectrum at any relevant wavenumber $k > 2\pi/L$ enters the steady-state regime rapidly.

Within the steady-state regime, Eq. (48) implies $P_\ast \propto \sigma_0^{-3}$. In Section 6.1, we suggested the one-significant-figure approximation $\sigma_0 \approx 0.4\sigma_{\text{tot}}$, and the strong sensitivity of $P_\ast$ to $\sigma_0$ suggests that this approximation may be cause for concern. Figure 8 (left-hand panels) shows the impact of choosing $\sigma_0 = 0.35\sigma_{\text{tot}}$ or $\sigma_0 = 0.45\sigma_{\text{tot}}$ instead. These approximately 13 per cent changes to $\sigma_0$ lead to 40 per cent changes in $P_\ast(k)$ at high $k$. In practice, however, the argument in Appendix I only motivates a value of $\sigma_0$ roughly ranging from $0.380\sigma_{\text{tot}}$ to $0.415\sigma_{\text{tot}}$. We also remark that if the (initial) local velocity dispersion $\sigma_0$ can be measured directly from the velocities of stream stars, as we discuss in Section 6.1, then the value of $\sigma_0/\sigma_{\text{tot}}$ is irrelevant.
7.3.2 Impact of the substructure power spectrum

Suppose the substructure power spectrum is a power law, \( P(q) \propto q^{a+3} \) or \( P(q) \propto q^c \). This power spectrum could arise, for example, from a halo population with mass function \( dn/dM \propto M^{-\alpha} \) and radius–mass relation \( R \propto M^\beta \); then \( c = (\alpha - 3)/\beta \) (see Eq. 28). More generally, a power law is usually a good approximation over a limited range of wavenumbers. If in particular

\[
P(q) = P_0(q/q_0)^{a+3},
\]

then Eq. (26) implies that

\[
P_{\Delta v,k}(k) = (2\pi)^{7/2} P_0 G_i^2 \rho_i^2 \int_0^1 r \left( \frac{3 - c}{2} \cdot \frac{v^2}{2\mu_0^2} \right)^{c-3} \left( \frac{k}{q_0} \right)^{-1},
\]

where \( \gamma(s,x) \equiv \int_0^x t^s e^{-t} dt \) is the lower incomplete gamma function. This equation, together with Eqs. (47–49), implies the scalings

\[
P_{\Delta v,k}(k) \propto k^{c-1} \propto k^{-4} P(k)
\]

in the growing regime,

\[
P_{\Delta v,k}(k) \propto k^{-2} \propto k^{-5} P(k)
\]

in the steady-state and decaying regimes.

For instance, the substructure scenario considered in Section 7.2 has \( P(q) \propto q^c \) (i.e. \( c = -2 \)). The upper left panel of Fig. 6 appropriately depicts \( kP_\phi(k) \propto k^0 \) at large scales \( k \lesssim (\sigma_{\text{age}})^{-1} \approx 0.9 \text{kpc}^{-1} \), which are in the growing phase, and \( kP_\phi(k) \propto k^{-3} \) at small scales \( k \gtrsim (\sigma_{\text{age}})^{-1} \), which are in the steady-state or decaying phase.\(^{21}\)

We also remark that even if the substructure power spectrum is not a power law, the steep factor \( q^{-6} \) by which the integral in Eq. (23) suppresses the contribution from substructure modes \( q > k \) (where \( k \) is the wavenumber on the stream) implies that Eqs. (62) and (63) remain approximately valid.

7.3.3 Impact of the stream velocity

We found in Section 3 that the stream velocity \( v \) limits the range of substructure scales \( q \) that contribute to stream perturbations when \( v \) exceeds the substructure velocity \( \bar{u} \) (in the Galactic frame); see Eq. (23). If the substructure velocity distribution is Maxwellian with scale velocity \( u_0 \), this effect resulted in an exponential factor \( \exp \left[-(k^2/q^2)^{3/2}/u_0^2 \right] \) inside the integrand in Eq. (26). Consequently, we expect that large stream velocities \( v > u_0 \) can significantly suppress perturbations to the stream. We explore this effect in the centre panels of Fig. 8, where we vary the stream velocity between \( v = 0 \) and \( v \approx 3.6u_0 \). Compared to the fiducial \( v \approx 1.6u_0 \) used in Section 7.2, setting \( v = 0 \) more than doubles the stream power spectrum \( P_\phi \). Meanwhile, doubling the stream velocity to \( v \approx 3.6u_0 \) reduces \( P_\phi \) by nearly a factor of 10.

7.3.4 Impact of substructure velocities

The velocity-injection power spectrum contains the factor \( 1/u_0 \) (see Eq. 26), where \( u_0 \) is again the scale velocity of the substructure’s Maxwellian velocity distribution. This suggests that lower substructure velocities lead to greater stream power \( P_\phi \). However, altering \( u_0 \) also impacts velocity injections through the exponential factor \( \exp \left[-(k^2/q^2)^{3/2}/u_0^2 \right] \) that is defined in Equation (28). More generally, a

\[
P_{\Delta v,k}(k) \propto k^{-2} \propto k^{-5} P(k)
\]

Since the upper left panel of Fig. 6 depicts \( kP_\phi(k) \propto k^0 \) at large scales \( k \lesssim (\sigma_{\text{age}})^{-1} \approx 0.9 \text{kpc}^{-1} \), which are in the growing phase, and \( kP_\phi(k) \propto k^{-3} \) at small scales \( k \gtrsim (\sigma_{\text{age}})^{-1} \), which are in the steady-state or decaying phase.\(^{21}\)

Interestingly, while one might naively suspect that larger substructure velocities boost \( P_\phi \) because they lead to more encounters, mathematically that is not what occurs. Rather, in terms of the discussion in Section 3, the reduced substructure-encounter time-scale associated with larger \( u_0 \) allows substructure power over a broader range of scales to contribute to the inhomogeneous heating of the stream.

7.3.5 Impact of subhalo concentrations

Suppose we rescale all subhalo scale radii by some factor \( a \), so \( R \rightarrow aR \). Note that at fixed mass \( M \), this means a subhalo’s internal density scales by \( a^{-3} \); if \( a < 1 \) the haloes become more centrally concentrated, and vice versa if \( a > 1 \). By Eq. (28) the (dimensionful) substructure power spectrum simply shifts to \( P(q) \rightarrow P(aq) \). Since \( P(q) \propto q^{-2} \) (that is, \( P(q) \propto q \)) for the substructure scenario under consideration, this results in the scaling \( P(q) \rightarrow a^{-2} P(q) \) under the approximation that \( P(q) \) is exactly a power law. Velocity injections and hence stream density perturbations then scale by the same factor \( a^{-2} \), at least when induced velocity dispersions are negligible, i.e. \( D_t \ll \sigma_v^2 \). In particular, more concentrated haloes \( a < 1 \) result in larger stream density perturbations. This argument is approximate, and we show in Fig. 9 more precisely how the stream power spectrum \( P_\phi \) responds if subhalo radii \( R \) are decreased (increased) by a factor of 2. Evidently, \( P_\phi \) grows (shrinks) by a factor of about \( 2^{1.6} \approx 3 \) in response.

\(^{21}\) In contrast to the upper left panel, the lower left panel of Fig. 6 depicts \( kP_\phi(k) \propto k^0 \) growing with \( k \) at large scales because the smaller \( 10^9 \text{M}_\odot \) maximum halo mass in this scenario causes the substructure power spectrum to gradually transition into \( P(q) \propto q^3 \) (Poisson noise), for which \( kP_\phi(k) \propto k^2 \) in the growing phase. The same effect is visible in the right-hand panel of Fig. 9 for the \( 10^9 \text{M}_\odot \) maximum halo mass scenario, but only at scales larger than the stream’s length.
It also causes a minor ringing effect – partially visible as a bump at large $k$ in Fig. 9 – close to the scale radius associated with the minimum halo mass.

22 More generally, the restriction $b < 5R$ has a major impact only on scales larger than the scale radius $R = 3.3 \text{ kpc}$ associated with the maximum halo mass. It also causes a minor ringing effect – partially visible as a bump at large $k$ in Fig. 9 – close to the scale radius associated with the minimum halo mass.
7.3.8 Impact of past environment

We assumed in Sections 2 and 3 that the perturbing environment’s properties, such as its power spectrum and velocity dispersion, are fixed in time. However, a stream may have orbited the Galactic halo for the majority of the Galaxy’s lifetime. To what extent do we need to worry that the substructure environment’s properties in the past may differ from those today? The answer to this question lies within our derivation of the stream power spectrum \( P_\alpha (k, t) \) in Section 4.1.2. In particular, \( P_\alpha (k, t) \) is written in Eq. (43) as an integral over infinitesimal density power elements

\[
dP_\alpha (k, t) = k^2 (t - t')^2 \exp \left[ -k^2 \left( \frac{\sigma_0^2 + D(t + 2t')}{3} \right) (t - t')^2 \right] \delta_{H}(t - t') \frac{dP_{\Delta v} (k, t')}{dt'} dt'
\]

that each begin to grow due to a spectrum \( dP_{\Delta v} (k, t') \) of infinitesimal velocity kicks that occur at one time \( t' \). The density power element initially grows as \((t - t')^2\) before eventually suffering exponential suppression due to the stream’s velocity dispersion. Due to this exponential suppression, \( dP_\alpha (k, t) \) has already fallen to about 3 per cent of its maximum value by the time \( t - t' \approx 2.5/(k \sigma_0) \) in the case where the induced velocity dispersion \( Dt \) is negligible. If \( Dt \) is non-negligible, the suppression is even more extreme. Thus, we suggest that only the properties of the substructure environment within roughly the most recent time period \( t_{\text{env}} \approx 2.5/(k \sigma_0) \) are relevant to stream perturbations at the scale \( k \).

Let us explore briefly what this result means for the GD-1 stream models described in Section 7.2. In these models \( \sigma_0 \approx (0.67 \text{ kpc})/t_{\text{age}} \), so \( t_{\text{env}}/t_{\text{age}} \approx 3.7 \text{ kpc}^{-1}/k \). Thus for wavenumbers \( k \lesssim 3.7 \text{ kpc}^{-1}/k \), the properties of the substructure environment over the entire past lifetime of the stream contribute non-trivially to its present-day density power spectrum. For \( k \approx 7 \text{ kpc}^{-1} \), only the environmental properties during the latter half of the stream’s past lifetime play a significant role.

It is straightforward, in any event, to account explicitly for changes to the perturbing environment’s properties. By considering a sequence of infinitesimal time periods during which the substructure properties are constant, we may allow the time derivative of the velocity-injection power spectrum \( P_{\Delta v} (k, t) \) to vary with time. For instance, from Eq. (26) we obtain

\[
\frac{dP_{\Delta v} (k, t)}{dt} = 16\pi^2 G^2 k^2 \bar{\rho}^2 \int_{k_0}^{\infty} \frac{dP(q)}{q^5} \exp \left( \frac{-1}{2} \frac{k^2 \bar{\rho}^2}{q^2 \sigma_0^2} \right),
\]

where \( \bar{\rho} \), \( P(q) \), \( u_0 \), and \( v \) may now be functions of time. Then one can substitute this expression into Eq. (43) to obtain the stream power spectrum.

8 CONCLUSION

Stellar streams retain a strong memory of any past gravitational perturbations, a property that allows them to probe dark matter substructure that is otherwise invisible. In this article we developed a fully analytic description of the perturbation of a stellar stream by an inhomogeneous environment. This description rests on the assumption of many weak substructure encounters and has two main components: the dependence of integrated velocity injections on the environment, treated in Section 3, and the stellar stream’s response, treated in Section 4. In particular, we derive first how the power spectrum \( P(q) \) of the substructure environment sets the power spectrum \( P_{\Delta v} (k) \) of velocity injections into the stream and next how the power spectrum \( P_\alpha (k) \) of stream density perturbations responds to \( P_{\Delta v} (k) \). Note that the substructure power spectrum \( P(q) \) can include contributions not only from dark matter but also from baryonic substructures such as giant molecular clouds and star clusters.

The analytic treatment laid out here describes an idealized one-dimensional system, which neglects the dynamics of the stream’s orbit about the galaxy as well as the stream’s global evolution. However, in Sections 5 and 6 we showed how the treatment can be applied, under certain approximations, to a realistic stellar stream. Here, the main approximations are that we average perturbations to stars’ orbits over many orbital periods and we simplify the process by which a stream forms and grows. Approximations included, the full list of calculation steps is enumerated in Section 7.1. We compared in Section 7.2 the resulting analytic predictions to numerical simulations carried out using the methods (and code) of Bovy et al. (2016). Analytic predictions tend to fail in two main regimes: at the largest scales, which lie outside the diffusion regime, and when the stream has completed fewer than about 1.5 Galactic orbits. Otherwise, the agreement with simulations is remarkably tight.

Our analytic description reveals numerous insights about the behaviour of perturbed stellar streams, a key example of which is the time evolution of stream perturbations (Fig. 7). These perturbations grow rapidly due to substructure interactions until the stream’s velocity dispersion starts to significantly suppress them; at this point the perturbation spectrum enters a steady state wherein the suppression of power cancels the continuous injection of new power. The shape of the stream power spectrum \( P_\alpha \) is in turn strongly influenced by the question of which scales are in the growing or steady-state regimes. The analytic description also clarifies the influence of myriad other factors on \( P_\alpha (k) \). We discuss these results at length in Section 7.3.

The speed and precision of our analytic formulation also makes it a useful forecasting tool. The GD-1 (Grillmair & Dionatos 2006) and Pal 5 (Odenkirchen et al. 2001) streams have been the primary targets of searches for substructure-induced perturbations. However, many more streams are known; see Newberg & Carlin (2016) for a review and Vickers et al. (2015; Grillmair (2017); Shipp et al. (2018; Malhan et al. (2018; Ibata et al. Meingast et al. (2019; Ibata et al. et al. (2019; Malhan et al. (2019; Röser et al. et al. (2020; Palau & Miralda-Escudé (2021; Jensen et al. (2021; Malhan et al. (2021b; Ibata et al. (2021) for more recent discoveries. In future work we will explore the prospects of other streams for probing dark matter substructure.

As a final remark, we note that stellar streams are not the only systems in which a dynamical response to dark matter substructure may be
observed. Other examples include the disruption of binary star systems \citep{Penarrubia2010}, heating of globular clusters \citep{Webb2019}, heating of galactic discs \citep{Benson2004; Church2019}, heating of the circumgalactic medium \citep{McCarthy2020}, perturbations to Solar System dynamics \citep{Gonzalez-Morales2013}, and perturbations to the orbits of globular clusters or other objects within the Galactic halo \citep{Peñarrubia2019; Pavenel2021}. The analytic velocity-injection formalism presented in Section 2 is not specific to stellar streams; it is applicable to any system that is subjected to substructure encounters. A key advantage of our velocity-injection formalism over previous analytic treatments of substructure-induced dynamical perturbations is its direct formulation in terms of the substructure density field rather than a discrete-particle approximation.
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APPENDIX A: APPLYING THE SUBFIELD DECOMPOSITION

In Section 2.2, we presented the extension of the velocity-injection formalism in Section 2.1 to a general substructure velocity distribution. This extension involves decomposing the density field $\delta(x)$ into subfields $\delta_j(x)$ that each have an associated velocity. We now illustrate how we use this construction to compute velocity-injection correlations. Starting from the velocity-injection expression, Eq. (6), we find that

$$\langle \Delta v(0) \cdot \Delta v(r) \rangle = \int d^3x \int d^3x' \sum_{j,j'=1}^N \langle \delta_j(x) \delta_{j'}(x') \rangle V(x|u_j,t) \cdot V(x' - r|u_{j'},t)$$

from the subfield decomposition (Eq. 7),

$$= \int d^3x \int d^3x' \sum_{j=1}^N \langle \delta_j(x) \delta_j(x') \rangle V(x|u_j,t) \cdot V(x' - r|u_j,t)$$

using independence of subfields (Eq. 9),

$$= \int \frac{d^3q}{(2\pi)^3} \int \frac{d^3q'}{(2\pi)^3} \sum_{j=1}^N \langle \delta_j(q) \delta_{j'}(q') \rangle V^*(q|u_j,t) \cdot V(q'|u_j,t)e^{-iq \cdot r}$$

substituting inverse Fourier transforms,

$$= \int \frac{d^3q}{(2\pi)^3} e^{-iq \cdot r} P(q) \frac{1}{N} \sum_{j=1}^N |V(q|u_j,t)|^2$$

by the power spectrum definition (Eq. 9) and the field subfield power relation (Eq. 10),

$$\rightarrow \int \frac{d^3q}{(2\pi)^3} P(q)e^{-iq \cdot r} \int d^3u f(u) |V(q|u,t)|^2$$

in the continuum limit (Eq. 8).

APPENDIX B: VELOCITY-INJECTION POWER SPECTRUM – THE SUBSTRUCTURE ANGULAR INTEGRAL

Equation (20) expresses the one-dimensional power spectrum of velocity injections along two arbitrary unit vectors $\hat{a}$ and $\hat{b}$. In this appendix, we carry out the angular $q$ integrals in this expression. We first use the $\delta_D(\hat{q} \cdot \hat{u})$ delta function to reduce the $q$ integral’s dimensionality, rewriting Eq. (20) as

$$P_{\hat{a}\hat{b}}(k) = 16\pi^2 G^2 P_{\hat{r}} \int_0^\infty \frac{d\hat{q}}{q^3} \mathcal{P}(q) \int d^3u \frac{f(u)}{u} \int d\hat{q}_\perp \delta_D((\hat{q}_\perp \cdot \hat{r})q + k)(\hat{a} \cdot \hat{q}_\perp)(\hat{b} \cdot \hat{q}_\perp).$$

(B1)

Here, $\mathcal{P}(q) \equiv [q^3/(2\pi^2)] P(q)$ again and $\hat{q}_\perp$ is a unit vector integrated around a circle within the plane perpendicular to $\hat{r}$.

To carry out the $\hat{q}_\perp$ integral, we first establish a coordinate system. Let $\hat{p}_1$ and $\hat{p}_2$ be two unit vectors perpendicular to $\hat{r}$ and each other, so $\hat{r}$, $\hat{p}_1$, and $\hat{p}_2$ form an orthonormal basis. Also let $\eta \equiv \hat{u} \cdot \hat{r}$ and let $\psi$ be the angle from $\hat{p}_1$ to the component of $\hat{u}$ perpendicular to $\hat{r}$. Then

$$\hat{u} = \eta \hat{r} + \sqrt{1-\eta^2} \cos \psi \hat{p}_1 + \sqrt{1-\eta^2} \sin \psi \hat{p}_2,$$

(B2)

i.e. we have constructed spherical polar coordinates for $u$ where $\eta$ is the cosine of the polar angle and $\psi$ is the azimuthal angle. If we next...
define $\phi$ to be the angle between $\hat{q}_L$ (which is perpendicular to $\hat{u}$) and the component of $\hat{r}$ perpendicular to $\hat{u}$, then
\[
\hat{q}_L = \sqrt{1 - \eta^2} \cos \phi \hat{r} + (-\eta \cos \psi \cos \phi + \sin \psi \sin \phi)\hat{p}_1 + (-\eta \sin \psi \cos \phi - \cos \psi \sin \phi)\hat{p}_2
\]  
(B3)
and the integral over $\hat{q}_L$ becomes an integral over $\phi$. That is,
\[
P_{\hat{a}\hat{b}}(k) = 16\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \int_0^{2\pi} d\phi \delta_D \left(\sqrt{1 - \eta^2} \cos \phi \eta + k \right) \left(\hat{a} \cdot \hat{q}_L\right) \left(\hat{b} \cdot \hat{q}_L\right)
\]  
(B4)
with $\hat{q}_L$ a function of $\phi$. Due to the argument of the delta function, the $\phi$ integral is only non-zero when $\sqrt{1 - \eta^2} q > k$, in which case
\[
\delta_D \left(\sqrt{1 - \eta^2} \cos \phi \eta + k \right) = \frac{\delta_D(\phi - \phi_+)}{\sqrt{1 - \eta^2} \sin \phi_+ q} + \frac{\delta_D(\phi - \phi_-)}{\sqrt{1 - \eta^2} \sin \phi_- q},
\]  
(B5)
where $\phi_\pm$ are the two solutions to $\sqrt{1 - \eta^2} \cos \phi \eta + k = 0$ inside $0 < \phi < 2\pi$. In particular,
\[
\cos \phi_\pm = -\frac{k}{q \sqrt{1 - \eta^2}} \quad \text{and} \quad \sin \phi_\pm = \pm \frac{1 - k^2}{q^2 (1 - \eta^2)}.
\]  
(B6)
Consequently,
\[
P_{\hat{a}\hat{b}}(k) = 16\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H \left(\sqrt{1 - \eta^2} q - k \right)}{\sqrt{q^2 (1 - \eta^2) - k^2}} \left(\hat{a} \cdot \hat{q}_L\right) \left(\hat{b} \cdot \hat{q}_L\right)\bigg|_{\phi = \phi_+} + \left(\hat{a} \cdot \hat{q}_L\right) \left(\hat{b} \cdot \hat{q}_L\right)\bigg|_{\phi = \phi_-},
\]  
(B7)
where $\theta_H$ is the (Heaviside) unit step function.

Without loss of generality, we focus now on the cases where $\hat{a}$ and $\hat{b}$ take the basis values $\hat{r}$, $\hat{p}_1$, or $\hat{p}_2$. The general power spectrum is simply a bilinear combination of such basis power spectra. Equations (B3) and (B7) imply
\[
P_{\hat{r}\hat{r}}(k) = 32\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H \left(1 - \eta^2 - k^2/q^2 \right)}{\sqrt{1 - \eta^2 - k^2/q^2}}
\]  
(B8)
\[
P_{\hat{p}_1\hat{p}_1}(k) = 32\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H \left(1 - \eta^2 - k^2/q^2 \right)}{\sqrt{1 - \eta^2 - k^2/q^2}} \left[q^2 \sin^2 \psi - k^2 \sin^2 \psi - \eta^2 \cos^2 \psi \right]
\]  
(B9)
\[
P_{\hat{p}_2\hat{p}_2}(k) = 32\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H \left(1 - \eta^2 - k^2/q^2 \right)}{\sqrt{1 - \eta^2 - k^2/q^2}} \left[q^2 \cos^2 \psi - k^2 \cos^2 \psi - \eta^2 \sin^2 \psi \right]
\]  
(B10)
\[
P_{\hat{r}\hat{p}_1}(k) = -32\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H \left(1 - \eta^2 - k^2/q^2 \right)}{\sqrt{1 - \eta^2 - k^2/q^2}} \frac{\eta}{1 - \eta^2} \cos \psi
\]  
(B11)
\[
P_{\hat{r}\hat{p}_2}(k) = -32\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H \left(1 - \eta^2 - k^2/q^2 \right)}{\sqrt{1 - \eta^2 - k^2/q^2}} \frac{\eta}{1 - \eta^2} \sin \psi
\]  
(B12)
\[
P_{\hat{p}_1\hat{p}_2}(k) = -32\pi^3 G^2 \delta^2 t \int_0^\infty \frac{dq}{q} \frac{\mathcal{P}(q)}{q^3} \int d^3 u \frac{f(u)}{u} \frac{\theta_H \left(1 - \eta^2 - k^2/q^2 \right)}{\sqrt{1 - \eta^2 - k^2/q^2}} \frac{\eta}{1 - \eta^2} \left[q^2 - k^2 \frac{1 + \eta^2}{1 - \eta^2} \right] \cos \psi \sin \psi.
\]  
(B13)
Already we see that $P_{\hat{r}\hat{r}}(k)$ is given by Eq. (21). Now as a simplification, let us assume that the velocity distribution $f(u)$ depends on direction only through $\eta = \hat{u} \cdot \hat{r}$ and not $\psi$. This is true, for instance, if anisotropy in the substructure velocity distribution arises solely due to the stellar stream’s own orbital motion. In this case, we can immediately average over $\psi$, so that $\sin^2 \psi$ and $\cos^2 \psi$ become 1/2 and $\sin \psi$, $\cos \psi$, and $\cos \psi \sin \psi$ become 0. Then $P_{\hat{r}\hat{p}_1}(k) = P_{\hat{r}\hat{p}_2}(k) = P_{\hat{p}_1\hat{p}_1}(k) = 0$ and $P_{\hat{r}\hat{p}_2}(k) = P_{\hat{p}_1\hat{p}_2}(k)$ is given by Eq. (22).

**APPENDIX C: VELOCITY-INJECTION POWER SPECTRUM – THE SUBSTRUCTURE VELOCITY INTEGRAL**

The expressions for the velocity-injection power spectra, Eqs. (21) and (22), involve integrals over the distribution of substructure velocities $u$ relative to the stream. In this appendix, we evaluate these integrals in the scenario where the substructure velocity distribution is isotropic in the Galactic frame, but the stellar stream is also moving with some velocity $v$ that is parallel to the separation vector $r$ along which we are interested in correlations. That is, the Galactic-frame substructure velocity $\hat{u} \equiv \hat{v} + \hat{u}$ is isotropically distributed while $\hat{u}$ itself is not.

Defining (as in Appendix B) $\eta \equiv \hat{u} \cdot \hat{r} = \hat{u} \cdot \hat{v}$, we first note that
\[
u = \sqrt{\hat{u}^2 + \hat{v}^2 - 2\hat{u} \cdot \hat{v}} \quad \text{and} \quad \eta = \frac{\hat{u} \cdot \hat{v} - \nu}{\sqrt{\hat{u}^2 + \hat{v}^2 - 2\hat{u} \cdot \hat{v}}},
\]  
(C1)
where $\hat{u} \equiv \hat{u} \cdot \hat{v}$ is the cosine of the angle between $\hat{u}$ and $\hat{v}$. Let $f(\hat{u})$ be the isotropic distribution of $\hat{u}$ and recall that $f(u)$ is the (anisotropic)
distribution of \( u \). Since \( d^3 u = d^3 \tilde{u} \) and \( f(u) = \tilde{f}(\tilde{u}) \), the velocity integral in Eqs. (21) and (22) becomes

\[
\int d^3 u \frac{f(u)}{u} \left( 1 - \frac{\eta^2 - x^2}{(1 - x^2)^2} \right) = \int d^3 \tilde{u} \frac{\tilde{f}(\tilde{u})}{\tilde{u}} \left( 1 - \frac{\eta^2 - x^2}{(1 - x^2)^2} \right) \frac{1}{\sqrt{1 - x^2 - (\eta \tilde{u} - v)^2 / \left( (\tilde{u}^2 + v^2 - 2\eta \tilde{u}v) \right) \sqrt{\tilde{u}^2 + v^2 - 2\eta \tilde{u}v}}}
\]

\[
= \int d^3 \tilde{u} \frac{\tilde{f}(\tilde{u})}{\tilde{u}} \left( 1 - \frac{\eta^2 - x^2}{(1 + y^2 - 2\eta \tilde{y})} \right) \frac{1}{\sqrt{1 - \eta^2 - x^2(1 + y^2 - 2\eta \tilde{y})}}
\]

(C2)

where \( x \equiv k/q \) and \( y \equiv v/\tilde{u} \). In the second line, we used that \( 1 + y^2 - 2\eta \tilde{y} > 0 \) for \(-1 < \tilde{y} < 1\). The expression \( 1 - \eta^2 - x^2(1 + y^2 - 2\eta \tilde{y}) \) is always negative (for \(-1 < \tilde{y} < 1\)) if either \( xy > 1 \) or \( x > 1 \), but otherwise it has the real factorization

\[
1 - \eta^2 - x^2(1 + y^2 - 2\eta \tilde{y}) = (\eta_+ - \tilde{y})(\eta - \eta_-), \quad \text{where} \quad \eta_\pm \equiv x^2y \pm \sqrt{(1 - x^2)(1 - x^2y^2)},
\]

with \( 1 \leq \eta_- < \eta_+ \leq 1 \). The velocity integral therefore becomes

\[
\int d^3 u \frac{f(u)}{u} \left( 1 - \frac{\eta^2 - x^2}{(1 - x^2)^2} \right) = \frac{1}{2} \theta_H(1 - x) \int d^3 \tilde{u} \frac{\tilde{f}(\tilde{u})}{\tilde{u}} \theta_H(1 - xy) \int_{\eta_-}^{\eta_+} \frac{d\eta}{\sqrt{(\eta_+ - \eta)(\eta - \eta_-)}}
\]

\[
= \frac{\pi}{2} \theta_H(q - k) \int d^3 \tilde{u} \frac{\tilde{f}(\tilde{u})}{\tilde{u}} \theta_H(q \tilde{u} - kv)
\]

(C5)

(the \( \bar{\eta} \) integral in Eq. C5 evaluates to \( \pi \) independently of \( \eta_+ \)). Substituting this equation into Eqs. (21) and (22) implies Eqs. (23) and (24).

**APPENDIX D: SOLVING FOR THE PERTURBED STREAM DISTRIBUTION FUNCTION**

In this appendix, we solve the partial differential equation Eq. (37) that describes the evolution of the perturbation \( f_1 \) to the stream’s distribution function. First, we Fourier transform Eq. (37) over positions to obtain

\[
\frac{\partial f_1(k,v,t)}{\partial t} + ikv f_1(k,v,t) = -C(k,v) \frac{\partial f_0(v,t)}{\partial v} + \frac{1}{2} D \frac{\partial^2 f_1(k,v,t)}{\partial v^2},
\]

(D1)

which can be rewritten in the form

\[
\frac{\partial f_1(k,v,t)}{\partial t} + \left[ ikv - \frac{1}{2} D \frac{\partial^2}{\partial v^2} \right] f_1(k,v,t) = -C(k,v) \frac{\partial f_0(v,t)}{\partial v}.
\]

(D2)

Recall that we approximate \( D \) to be a constant. Using the operator-valued integrating factor \( e^{t(ikv - \frac{1}{2} D \frac{\partial^2}{\partial v^2})} \), we can formally write the solution as

\[
f_1(k,v,t) = -\int_0^t dt' C(k,t') e^{(t-t')(ikv - \frac{1}{2} D \frac{\partial^2}{\partial v^2})} \frac{\partial f_0(v,t')}{\partial v}.
\]

(D3)

where we assume that substructure encounters begin at \( t = 0 \). Now define the operators \( A = ikv \) and \( B = -\frac{1}{2} D \frac{\partial^2}{\partial v^2} \). The sequence of commutators of these operators terminates: \([A,B] = i k D \partial/v, [A,[A,B]] = k^2 D, \) and all other commutators vanish. Thus, by the Zassenhaus formula,

\[
e^{(t-t')(A+B)} = e^{(t-t')A} e^{(t-t')B} e^{-\frac{1}{2}(t-t')^2}[A,B] e^{\frac{1}{2}(t-t')^2}A [A,B]]
\]

(D4)

(e.g. Casas et al. 2012) and hence

\[
f_1(k,v,t) = -\int_0^t dt' C(k,t') e^{ikv(t-t') - \frac{1}{2} k^2 D(t-t') \frac{\partial^2}{\partial v^2}} e^{-\frac{1}{2} k D(t-t')^3 \frac{\partial^2}{\partial v^2}} \frac{\partial f_0(v,t')}{\partial v}.
\]

(D5)

But \( e^{-\frac{1}{2} k D(t-t')^3 \frac{\partial^2}{\partial v^2}} \) and \( e^{-\frac{1}{2} D(t-t')^3 \frac{\partial^2}{\partial v^2}} \) are a shift operator and a Weierstrass transform, respectively:

\[
e^{-\frac{1}{2} k D(t-t')^3 \frac{\partial^2}{\partial v^2}} f(v) = f(v - \frac{i}{2} k D(t-t')^2 t') \]

and

\[
e^{-\frac{1}{2} D(t-t')^3 \frac{\partial^2}{\partial v^2}} f(v) = \frac{1}{\sqrt{4\pi}} \int_{-\infty}^\infty dz e^{-z^2/4} f \left[ v + i \sqrt{D(t-t')/2} z \right].
\]

(D6)

(where \( f \) is an arbitrary function). Consequently, defining \( f_0' \equiv \partial f_0/\partial v \), we find that

\[
f_1(k,v,t) = -\int_0^t dt' C(k,t') e^{ikv(t-t') + \frac{i}{2} k^2 D(t-t')^3 \frac{1}{\sqrt{4\pi}} \int_{-\infty}^\infty dz e^{-z^2/4} f_0' \left[ v - \frac{i}{2} k D(t-t')^2 - i \sqrt{D(t-t')/2} z, t' \right].
\]

(D7)

Let us finally assume that the unperturbed velocity distribution is Gaussian (Maxwellian), \( f_0(v,t) = (2\pi \sigma^2)^{-1/2} \rho_0 \exp \left[ -(v^2) / (2\sigma^2) \right] \), with velocity dispersion \( \sigma^2 = \sigma_0^2 + Dt \). Then we can evaluate the \( z \) integral in Eq. (D7) and obtain Eq. (39).
APPENDIX E: UNEQUAL-TIME VELOCITY-KICK CORRELATIONS

In Section 4.1, we assumed that velocity kicks are uncorrelated if they occur at different times. We now show this explicitly. The unequal-time correlation function between velocity injections (projected along arbitrary directions \( \hat{a} \) and \( \hat{b} \)) is

\[
\langle \hat{a} \cdot \Delta v(0,t) \hat{b} \cdot \Delta v(r,t') \rangle = \int \frac{d^3q}{(2\pi)^3} P(q) \int d^3u f(u) e^{-i q \cdot r} \hat{a} \cdot \hat{V}^* (q|u,t) \hat{b} \cdot \hat{V} (q|u,t')
\]

\[
= (8\pi G \hat{\rho})^2 \int \frac{d^3q}{(2\pi)^3} P(q) \int d^3u f(u) \frac{\langle \hat{a} \cdot \hat{q} \rangle \langle \hat{b} \cdot \hat{q} \rangle}{q^2} e^{-i q \cdot r} e^{-i q \cdot u(t-t')/2} \frac{\sin(q \cdot u/2)}{q \cdot u} \frac{\sin(q \cdot u'/2)}{q \cdot u}
\]

\[
= (8\pi G \hat{\rho})^2 \int \frac{d^3q}{(2\pi)^3} P(q) \int d^3u f(u) \frac{\langle \hat{a} \cdot \hat{q} \rangle \langle \hat{b} \cdot \hat{q} \rangle}{q^4u^2} e^{-i q \cdot r} f(q \cdot \hat{u}, qut/2, qut'/2),
\]

where

\[
f(x, t_1, t_2) \equiv e^{-ix(t_1-t_2)} \frac{\sin(x t_1)}{x^2} \to \pi \min(t_1, t_2) \delta_D(x)
\]

approaches a delta function when \( x t_1 \gg 1 \) and \( x t_2 \gg 1 \). The pre-factor \( \pi \min(t_1, t_2) \) is simply the integral of \( f(x, t_1, t_2) \) over \( x \) (in the same limit). Thus, in the \( qut \gg 1 \) and \( qut' \gg 1 \) limit,

\[
\langle \hat{a} \cdot \Delta v(0,t) \hat{b} \cdot \Delta v(r,t') \rangle = 32\pi^3 G^2 \hat{\rho}^2 \min(t, t') \int \frac{d^3q}{(2\pi)^3} P(q) \int d^3u f(u) \frac{\langle \hat{a} \cdot \hat{q} \rangle \langle \hat{b} \cdot \hat{q} \rangle}{q^4u^2} e^{-i q \cdot r} f(q \cdot \hat{u}, qut/2, qut'/2).
\]

If we consider instead acceleration correlations, it follows immediately that

\[
\frac{\partial}{\partial t} \int \frac{d^3q}{(2\pi)^3} P(q) \frac{\langle \hat{a} \cdot \hat{q} \rangle \langle \hat{b} \cdot \hat{q} \rangle}{q^4u^2} e^{-i q \cdot r} f(q \cdot \hat{u}, qut/2, qut'/2) \int \frac{d^3q}{(2\pi)^3} P(q) \frac{\langle \hat{a} \cdot \hat{q} \rangle \langle \hat{b} \cdot \hat{q} \rangle}{q^4u^2} e^{-i q \cdot r} f(q \cdot \hat{u}, qut/2, qut'/2) = \delta_D(t - t') \frac{\partial}{\partial t} \langle \hat{a} \cdot \Delta v(0,t) \hat{b} \cdot \Delta v(r,t) \rangle,
\]

so velocity kicks occurring at different times are uncorrelated. Equation (E6) also clearly implies Eq. (34).

APPENDIX F: STREAM VELOCITY POWER SPECTRUM

We noted in Section 4.3 that a stellar stream’s mean-velocity power spectrum can be computed straightforwardly in a manner similar to the density power spectrum. In particular, we can multiply Eq. (39) by \( v \) and integrate over velocities to obtain

\[
\tilde{v}(k, t) = \int_0^t dt' \left[ 1 - k^2 (t - t')^2 \left( \sigma_0^2 + D(t + t')^2/2 \right) \right] C(k, t') e^{-k^2 (t - t')^2 \left( \sigma_0^2 + D(t + t')^2/3 \right)/2}.
\]

(E1)

Evidently, the response of \( \tilde{v} \) to a distribution \( \Delta v(k) \) of velocity kicks occurring at \( t = 0 \), i.e.\( C(k, t) = \Delta v(k) \delta_D(t) \), is

\[
\tilde{v}(k, t) = \left[ 1 - k^2 \left( \sigma_0^2 + D \right)^2 \right] e^{-k^2 \left( \sigma_0^2 + D \right)^2/2 \Delta v(k)}
\]

(constant \( \Delta v \))

(F1)

in the case where the velocity dispersion still grows as \( \sigma_0^2 + D t \). We plot the resulting time evolution in the left-hand panel of Fig. F1. Initially \( \tilde{v} = \Delta v \) before \( \tilde{v} \) becomes exponentially suppressed by the velocity dispersion. Interestingly, before this exponential suppression, \( \tilde{v} \) undergoes a sign change as particles moving in one direction drift into regions originally occupied by particles moving in the opposite direction. Roughly, this sign change occurs when the rms particle displacement due to the velocity dispersion is equal to \( 1/\kappa \); that is, \( k_{\text{rms}} = 1 \) (see Eq. 42).

For an arbitrary spectrum \( P_{\Delta v, ||}(k, t) \) of velocity injections, the same procedure as Section 4.1.2 shows that the power spectrum of mean velocities is given by

\[
P_{\nu, ||}(k, t) = \int_0^t dt' \left[ 1 - k^2 (t - t')^2 \left( \sigma_0^2 + D(t + t')^2/2 \right) \right]^2 \exp \left[ -k^2 \left( \sigma_0^2 + D \right)^2 (t - t')^2/3 \right] \frac{dP_{\Delta v, ||}(k, t')}{dt'}.
\]

(F2)

If we specialize to the case where \( P_{\Delta v, ||} \propto t \), we obtain

\[
P_{\nu, ||}(k, t) = \chi_v \left( k \sigma_0 t, \frac{D}{k \sigma_0^2} \right) P_{\Delta v, ||}(k, t),
\]

(F3)

where

\[
\chi_v(x, y) \equiv \frac{1}{x} \int_0^x dy \left[ 1 - (x - y)^2 \left( 1 + \frac{x + y}{2} \right) \right] \exp \left[ -\left( x - y \right)^2 \left( 1 + \frac{x + y}{3} \right) \right]
\]

is a transfer function that encodes the suppression of power by the velocity dispersion \( \sigma_0^2 + D t \).

We plot \( \chi_v \) in the right-hand panel of Fig. F1. In the limit that \( \sigma_0^2 \gg D t \), we can approximate \( y = 0 \) and evaluate

\[
\chi_v(x, 0) = \frac{3\sqrt{\pi}}{8} x^{-1/2} \text{erf}(x) + \frac{1 - 2x^2}{4} e^{-x^2},
\]

which ranges from \( \chi_v(x, 0) \approx 1 \) when \( x \ll 1 \) to \( \chi_v(x, 0) \approx (3/8)\pi^{1/2} x^{-1} \) when \( x \gg 1 \). It may appear notable that whereas in the velocity dispersion-dominated regime the density power spectrum is suppressed by the power \( k^{-3} \) of the wavenumber, the velocity power spectrum is suppressed by only the power \( k^{-1} \). However, this feature only suffices to compensate the factor of \( k^2 \) present in the expression for the density.
power spectrum, Eq. (44), that is absent from Eq. (F4). That is, the density and velocity power spectra exhibit different scaling behaviours only at small, and not large, $k$. Within the growing, steady-state, and decaying phases discussed in Section 4.1.2,

\[ P_{v,||}(k, t) = \frac{dP_{\Delta v,||}(k, t)}{dt}, \]  

(growing regime) (F7)

\[ P_{v,||}(k, t) = \frac{3\pi^{1/2}}{8} k^{-1} \sigma_0^{-1} dP_{\Delta v,||}(k, t) = \frac{3}{2} \sigma_0^2 P_s(k, t), \]  

(steady-state regime) (F8)

\[ P_{v,||}(k, t) = \frac{3\pi^{1/2}}{8} k^{-1/2} d^{-1/2} P_{\Delta v,||}(k, t) = \frac{3}{2} D t P_s(k, t). \]  

(decaying regime) (F9)

### APPENDIX G: IDEALIZED SIMULATIONS

We performed idealized non-orbital simulations to test the analytic predictions of Sections 3 and 4; the results of these simulations are shown in Fig. 4 and discussed in Section 4.4. We now show how these simulations were executed.

For these simulations we consider $N = 10^5$ stream stars arranged along a periodic line of length $L = 12$ kpc. The stars have some initial velocity dispersion $\sigma_0$. These stars are subjected to encounters with a uniform distribution of extended “subhalo” particles. The particles are taken, for simplicity, to have a lognormal mass distribution centred about $3 \, M_\odot$ with a standard deviation of 1 e-fold. The number density of particles is set such that the environment’s average mass density is $\bar{\rho} = 5 \times 10^5 \, M_\odot \, kpc^{-3}$. Internally, particles are taken to be Plummer spheres with central density $100\rho$. Finally, particles are given a Maxwellian velocity distribution with scale velocity $v_0 = 125 \, km \, s^{-1}$ and are further boosted by a fixed velocity $v$ along the stream’s linear track (to represent the stream itself moving). These choices are purely for validation purposes and are not intended to represent realistic dark matter substructure.

“Subhalo” particles are taken to perturb stellar velocities in the following way. Instead of treating these particles as moving objects, we directly apply the integrated velocity kick

\[ \Delta v = \frac{2GM}{\mu} \frac{b}{b^2 + r^2} \]  

(G1)

to each star at the moment the particle is generated, where $m$ and $r$ are the particle’s mass and Plummer scale radius, respectively, $\mu$ is its speed relative to the stream, and $b$ is the impact parameter associated with its encounter with the subject star. Additionally, to keep the simulation finite, we only allow a star to be influenced by encounters with particles that come within the finite maximum impact parameter $b_{max} = 0.3$ kpc. We show in Appendix H that when $qut \gg 1$, the impact of these approximations is that the environment’s density power spectrum is effectively scaled by the factor $[1 - J_0(b_{max}q)]^2$. The power spectrum associated with our “subhalo” particle distribution, with this scaling applied, is plotted in Fig. 4. Finally, since the simulation is periodic, we allow for the possibility that a single particle, depending on its velocity, may encounter a star multiple times, and we sum the velocity kicks (Eq. G1) from all of these encounters.

We sample encounters in the following way. We assume “subhalo” particles are uniformly distributed in space with number density $n = \bar{\rho} \bar{m} = 10^3 \, kpc^{-3}$, where $\bar{m} \approx 4.9 \, M_\odot$ is the average mass. Further, we let $f(u)d\bar{u}$ be the isotropic Maxwellian velocity distribution described above; the added velocity $v$ along the stream’s track does not affect the encounter frequency (since the stream is periodic). Within
the time interval $\mathcal{d}t$, the differential number of particles $N$ that cross a planar surface of area $\mathcal{d}A$ is
\begin{equation}
\mathcal{d}N = n \mathcal{d}A \bar{u} \mathcal{f}(\bar{u}) \mathcal{d}\bar{u} |\mu| \frac{d\mu}{2} \mathcal{d}t,
\end{equation}
where $\mu$ is the cosine of the angle between the velocity vector and the normal to the plane. If we are only interested in particles crossing in one direction, $|\mu|d\mu/2$ integrates to $1/4$. To sample particles that come within the distance $b_{\rm max}$ of our line of stars, we use Eq. (G2) to determine the distribution of particles that cross inward through the corresponding cylinder of radius $b_{\rm max}$ and length $L$. Since the line is periodic, we do not need to sample any particles beyond the stream’s linear extent.

Integrating over the other variables, we use Eq. (G2) to determine the mean time $\mathcal{d}t/\mathcal{d}N = 8.55$ yr between encounters. We therefore execute the simulation by alternating the following two processes:

(i) We subject stream stars to a random “subhalo” particle encounter, as described above.
(ii) We drift all stream stars for a time interval $\Delta t$ that is exponentially distributed with mean $\mathcal{d}t/\mathcal{d}N$. For simplicity, we allow drift only along the stream and not perpendicular to it. In this way we evolve the stream of stars for the total duration of $t = 7$ Gyr, after which we measure its density and velocity power spectra and plot them in Fig. 4.

**APPENDIX H: LIMITING THE ALLOWABLE IMPACT PARAMETERS**

In any numerical simulation of stream perturbations that do not resolve the full Galactic context, computational expense must be kept finite by restricting the maximum distance at which stream-substructure encounters are considered. A natural way to implement this limit is to impose a maximum impact parameter $b_{\rm max}$ for substructure encounters (e.g. Bovy et al. 2016); see also Section 7.3.7. We show in this appendix how that restriction affects the heating process. To do so, we return to the derivation of the velocity-injection response function $V$ in Section 2.1. To impose a maximum impact parameter, we will find it convenient to derive $V$ using a different approach.

Consider the scenario under which the velocity injection $V$, Eq. (4), was derived: a star is moving through a static density field $\rho(x) = \bar{\rho}[1 + \delta(x)]$ with relative velocity $u$. Suppose that the star’s initial position is $x_0 = 0$. Integrated over all time, an encounter with the mass element $d\mathcal{m}$ imparts the star with velocity
\begin{equation}
\mathcal{d}u = \frac{2Gd\mathcal{m}}{ub^2} b,
\end{equation}
where $b$ is the impact parameter, which points from the star to the mass element’s closest approach. Note that $b$ is perpendicular to $u$. The velocity change integrated over all mass elements that reach closest approach within the time interval $t$ is then
\begin{equation}
\Delta V = \frac{2G}{u} \int \mathcal{d}^2b \theta_H(b_{\rm max} - b) \int_0^u \mathcal{d}z \rho(x) \frac{b}{b^2} = \int \mathcal{d}^2x \delta(x) V_{\text{imp}}(x|u,t) = \int \frac{\mathcal{d}^3q}{(2\pi)^3} \delta(q) \tilde{V}_{\text{imp}}(q|u,t),
\end{equation}
where $b \equiv x - z\bar{u}$ and $z \equiv x \cdot \bar{u}$. Here, we define
\begin{equation}
V_{\text{imp}}(x|u,t) \equiv \frac{2G\bar{\rho}}{u} \frac{b}{b^2} \theta_H(b_{\rm max} - b) \theta_H(ut - z)\theta_H(z).
\end{equation}
The Fourier transform of this expression is
\begin{equation}
\tilde{V}_{\text{imp}}(q|u,t) = \frac{2G\bar{\rho}}{u} \int \mathcal{d}z \mathcal{e}^{-iq_\perp z} \int \mathcal{d}^2b \mathcal{e}^{-iq_\parallel b} \frac{b}{b^2} \theta_H(b_{\rm max} - b) = 8\pi i G\bar{\rho} \mathcal{e}^{iq_\parallel ut/2} \frac{\sin(q_\parallel ut/2)}{q_\parallel^2} q_\perp \left[1 - J_0(b_{\rm max}q_\perp)\right],
\end{equation}
where $q_\parallel \equiv q \cdot \bar{u}$, $q_\perp \equiv q - q_\parallel \bar{u}$, and $J_0$ is a Bessel function of the first kind. Evidently, our summation over impulsive velocity kicks instead of direct integration of the acceleration (as in Section 2) has replaced the $q/q^2$ factor in Eq. (5) with $q_\perp/q_\perp$. However, the $qut \gg 1$ limit enforces $q_\perp = q$, in which case the only difference between Eq. (H4) and Eq. (5) is the factor $[1 - J_0(b_{\rm max}q)]$. Since the substructure power spectrum $P(q)$ always appears in conjunction with two factors of $V$, we claim that
\begin{equation}
P_{\text{eff}}(q) = [1 - J_0(b_{\rm max}q)]^2 P(q)
\end{equation}
is the effective power spectrum for the purpose of velocity injections.

We also remark that by the same calculation, a minimum impact parameter $b_{\text{min}}$ may be imposed by scaling the substructure power spectrum by $[J_0(b_{\text{min}}q)]^2$. For a given star mass $m_*$, a suitable choice of $b_{\text{min}}$ might be $b_{90} \equiv Gm_*/u^2$, the impact parameter that leads to a 90-deg deflection of the encountering substructure mass element. At this point the assumption that substructure travels at a fixed relative velocity $u$ breaks down (e.g. Binney & Tremaine 2011). However, for the example parameters $m_*= 1 \, M_\odot$ and $u = 120 \, \text{km s}^{-1}$, $b_{90} = 3 \times 10^{-10}$ kpc, a scale that is far below what any stellar stream can probe.

**APPENDIX I: CONNECTION BETWEEN LOCAL AND GLOBAL VELOCITY DISPERSIONS**

We noted in Section 6.1 that due to a stellar stream’s global evolution, its local velocity dispersion $\sigma_0$ is smaller than its total (global) velocity dispersion $\sigma_{\text{tot}}$ due to self-sorting. In particular, since all member stars originate at the location of the stream progenitor, faster stars tend to end up farther from the progenitor while slower stars remain closer. To estimate the connection between $\sigma_0$ and $\sigma_{\text{tot}}$, consider the following
Figure I1. Local velocity dispersion $\sigma_0$ at one-dimensional position $x$ on the stream (where $x = 0$ represents the progenitor’s location) in units of the total velocity dispersion $\sigma_{\text{tot}}$. We assume the total velocity distribution is normal. $\sigma_0 < \sigma_{\text{tot}}$ because particles of similar velocities tend to arrive at similar positions. In particular, we plot Eq. (I3), which is derived under the simplifying assumptions given in the text. $t_{\text{age}}$ is the age of the stream.

simplified arrangement. Each star is released at position 0, time $t$ uniformly distributed in $-t_{\text{age}} < t < 0$, and velocity $v$ distributed according to some function $f(v)$. The star’s position at time 0 today is $x = -vt$. We seek the conditional distribution $f(v|x)$ of $v$ given $x$.

Without loss of generality we assume $v > 0$ and hence also $x > 0$. For fixed $v$, the uniform distribution of $t$ implies a uniform distribution $f(x|v) = \begin{cases} 1/(vt_{\text{age}}) & \text{if } 0 < x < vt_{\text{age}} \\ 0 & \text{otherwise} \end{cases}$ (I1) in $x$. By Bayes’ theorem,

$$f(v|x) = A' f(x|v) f(v) = A\theta_H (v - x/t_{\text{age}}) f(v)/v,$$

where $A'$ and $A$ are (different) normalization constants, which depend on $x$ and $t_{\text{age}}$ but not $v$. If we assume $f(v)$ is normal with variance $\sigma_{\text{tot}}^2$, then by integrating moments of Eq. (I2) we find that

$$\sigma_0^2(x) = S \left( \frac{x}{\sqrt{2} \sigma_{\text{age}}^2} \right) \sigma_{\text{tot}}^2,$$

where $S(y) = -2 \left[ \text{Ei}(-y^2/2) \right] - 2 \left[ \pi \left[ \text{erfc}(y) \right]^2 + e^{-y^2} \text{Ei}(-y^2) \right]$. (I3)

where $\text{Ei}(x) = - \int_x^\infty \, dt \, e^{-t}/t$ is the exponential integral (which is negative for negative arguments) and $\text{erfc}(x) = (2/\sqrt{\pi}) \int_x^\infty \, dt \, e^{-t^2}$ is the complementary error function. The behaviour of $\sigma_0$ is plotted in Fig. I1.

For any well-populated point on the stellar stream, we expect that $x \lesssim \sigma_{\text{tot}} t_{\text{age}}$, in which case Fig. I1 suggests that we can approximate $\sigma_0 = 0.4\sigma_{\text{tot}}$. More precisely, the mean value of $\sigma_0/\sigma_{\text{tot}}$ is 0.415 for $x \in (0, \sigma_{\text{tot}} t_{\text{age}})$ and 0.380 for $x \in (0, 2\sigma_{\text{tot}} t_{\text{age}})$. In principle one should also account for the modified velocity distribution (Eq. 12) in Section 4’s treatment of stream perturbations, but for the sake of simplicity we neglect this effect and continue to assume that the unperturbed local velocity distribution is Maxwellian.
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