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Abstract—Motion prediction is important for intelligent driving systems, providing the future distributions of road agent behaviors and supporting various decision making tasks. Existing motion predictors are often optimized and evaluated via task-agnostic measures based on prediction accuracy. Such measures fail to account for the use of prediction in downstream tasks, and could result in sub-optimal task performance. We propose a task-informed motion prediction framework that jointly reasons about prediction accuracy and task utility, to better support downstream tasks through its predictions. The task utility function does not require the full task information, but rather a specification of the utility of the task, resulting in predictors that serve a wide range of downstream tasks. We demonstrate our framework on two use cases of task utilities, in the context of autonomous driving and parallel autonomy, and show the advantage of task-informed predictors over task-agnostic ones on the Waymo Open Motion dataset.

I. INTRODUCTION

Motion prediction is crucial for intelligent systems. It captures the distribution of future behavior of nearby road agents, and allows intelligent systems to plan and act. Motion predictors often approximate the output distribution via a set of trajectory samples, due to constraints such as the predictor’s computational budget, or the ability of downstream tasks to process the predictions. Traditionally, accuracy-based measures are used to optimize and evaluate the prediction samples, and have proved tremendously useful for reducing and gauging prediction errors. However, they do not account for the relevant downstream task, such as a planner that selects safe and efficient plans by reasoning about the predictions, and a driver assistant system that warns the driver when detecting risky behaviors. These tasks are often safety-critical, as a small error may lead to a catastrophic outcome. Therefore, it is necessary for predictions to better support such tasks, for which they serve as approximate sufficient statistics of nearby road agent behaviors.

Consider a motivating example in Fig. 1 where two predicted samples for an ado agent, defined as a nearby road agent of interest, have the same prediction error, in terms of the likelihood given the ground truth future distribution. There are no differences between these two samples when evaluated by task-agnostic accuracy-based metrics. On the other hand, when the prediction is used in a planning system for the ego agent that aims to navigate safely with the ado agent, one sample may be favored over the other, depending on the ego plan. We illustrate two example scenarios on the right in Fig. 1. In the top right scenario, the green prediction is more informative as it helps the ego agent identify a potential near collision, whereas the orange prediction may lead to an unsafe ego plan. The orange prediction is, however, favored in the bottom right scenario, given a different ego plan. Therefore, it is crucial to reason about the downstream task when generating predictions.

In this paper, we propose TIP, a Task-Informed motion Prediction framework, where we learn a predictor by jointly optimizing prediction accuracy and the performance of downstream tasks. The training loss leverages a specification of the task, such as its utility function, instead of ignoring the task or requiring the task itself to be co-trained (e.g. optimizing a specific planner with the predictor). This allows the predictors to be used for a variety of tasks within intelligent systems, offering better flexibility and versatility, compared to existing prediction and planning models, which are constrained to a specific task and require that task to be differentiable [1].

Our contributions are as follows: i) We present a task-informed motion prediction framework for intelligent systems that can be used to improve the performance of downstream tasks. Our framework covers a wide range of
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tasks, thanks to the usage of a versatile task loss function. ii) We show two case studies of our predictor being used in a planning task and a warning task, which are commonly used by state-of-the-art intelligent systems such as autonomous driving and parallel autonomy. iii) We present detailed comparisons to task-agnostic baselines in a realistic large-scale motion prediction dataset and demonstrate that our system helps achieve better task performance.

II. RELATED WORK

A. Motion Prediction

Motion prediction has been studied extensively in the last few years. Learning-based methods demonstrate great success in improving prediction accuracy [2]–[6]. The prediction accuracy is quantified through a few measures, including distance-based metrics such as minimum average displacement error (ADE) and final displacement error (FDE) [2] and distribution-based metrics such as negative log-likelihood (NLL) [7]. However, such accuracy-based metrics do not account for the use of predictions in the downstream task. In other words, predictions with the same accuracy based on minADE or NLL may lead to different outcomes for tasks such as planning, as illustrated in Fig. 1. Therefore, we propose a prediction model that accounts for not only prediction accuracy, but also the utility of the downstream task given the predictions, to allow better integration between predictions and the task.

A concurrent work [8] is proposing task-aware metrics to evaluate motion predictors. It presents a proof-of-concept metric that favors the prediction samples based on the sensitivity to the ego agent’s plan. Results in a synthetic toy dataset show that the presented metric better provides a measure of downstream task performance compared to accuracy-based metrics. We share the same spirit, but push it further to leverage task-specific information to train a motion predictor. This allows us to maximize the value of predictions for downstream tasks, as we demonstrate in realistic driving scenarios. More importantly, by training with a task-informed loss, our predictions cover approximate sufficient statistics [9], [10] of the nearby road agent behaviors for downstream tasks.

B. Prediction for Tasks

Existing works leverage a learned motion predictor to support a variety of tasks, including risk assessment [11], driver safety detection [12], and most commonly, planning for autonomous systems [13]–[19]. They often decouple the optimization of the predictor and the optimization of the task. As a result, the predictor is unaware of its influence on the downstream task and its predictions may not be informative for the downstream task. In this work, we present a more effective predictor that is optimized directly through the utility of the downstream task.

A prior work [12] proposes a multi-task predictor that approximates the utility and its uncertainties of the downstream driver safety detection task, when predicting future driver trajectories. Although the approximated utility statistics are relevant to the downstream task, the predicted trajectories are learned with a single objective of optimizing the accuracy. On the other hand, our model integrates the task utility into the trajectory prediction directly, allowing the prediction results to better support the task.

Our work is closely related to prediction and planning (P&P) literature [1], which jointly optimizes the prediction module and the planning module. Compared to end-to-end planning models [20]–[22] that generate planning results from raw sensor inputs, P&P, as a more structured approach, provides better interpretability in its decision making process, and achieves better planning performance [1]. One limitation of P&P is that it requires an entire pipeline that includes a differentiable planner so that the planner loss can be back-propagated into the predictor. In contrast, our prediction model only requires the utility function that characterizes the task. As discussed in [8], the utility function is planner-agnostic, allowing the predictor to support a family of planning algorithms, instead of a specific planner as in P&P. Furthermore, a differentiable utility function is usually easier to acquire than a differentiable planner. This makes our model more versatile as it can be applied to non-differentiable planners that are hard to train in a P&P framework and tasks that are more than planners, as we show in our experiments.

Finally, our work relates to several works in perception that reason about the effect of perception uncertainty on downstream tasks [23]–[25].

III. PROBLEM FORMULATION

The prediction system takes input as i) task-specific input information $V$ and ii) observed past trajectories $O = \{o_t\}_{t=-T_p+1}^0$ over a fixed past horizon $T_p$, where $o_t = [o_{1,t}, \ldots, o_{N,t}]$ includes continuous positions at time step $t$ for up to $N$ agents. The task input $V$ depends on the specific information from the task, such as an ego planned trajectory, as customary in conditional prediction approaches [26]–[29]. The output is a weighted set of $K$ joint trajectory samples $S = \{(w^{(k)}, x^{(k)})\}_{k=1}^K$ for all agents, where $x^{(k)} = \{x_{i}^{(k)}\}_{i=1}^{T_f}$ denotes future trajectory sequences up to a fixed future horizon $T_f$.

The task-informed prediction aims to allow accurate estimates of task utility for an arbitrary downstream task. We define the task specification as a tuple $(\mathcal{I}, u)$, where $\mathcal{I}$ is a set of candidate decisions for the task, such as plans of the ego agent, and $u$ is a differentiable utility function mapping a decision $I \in \mathcal{I}$ and the task-informed predictions $\hat{S}$ to a scalar.

Finally, we define the task objective to maximize the probability of selecting the optimal decision:

$$R_{task} = \mathbb{P}_I(I_{GT}),$$

where $I_{GT} \in \mathcal{I}$ is the ground truth optimal decision according to $u$ and the ground truth future trajectory $\hat{S}$, such that $I_{GT} = \arg \max_{I \in \mathcal{I}} u(I, \hat{S})$, and the probability $\mathbb{P}_I$ depends on the estimated decision utilities given the predictions.
IV. APPROACH

Our predictor leverages an encoder-decoder model, as depicted in Fig. 2, following a standard baseline architecture in [30]. The state encoder leverages an LSTM to encode observed agent trajectories into a hidden state. The task information encoder encodes task-specific inputs, such as the future plan of the ego agent, through a separate model. The structure of the task information encoder depends on the input representation, and we defer a detailed description in our experiments. The decoder model takes the concatenated encoded states from both encoders, and predicts a weighted set of $K$ joint trajectory samples $S$.

We train the model with the following loss,

$$\mathcal{L} = \mathcal{L}_{acc} + \alpha \mathcal{L}_{task},$$

where $\alpha$ is used to determine the relative weight between two terms.

The accuracy loss $\mathcal{L}_{acc}$ measures the accuracy of the prediction samples compared to the ground truth future trajectory $\hat{S}$:

$$\mathcal{L}_{acc} = \sum_{k=1}^{K} I(k = \hat{k}) \log w(k) + ||\hat{x}(k) - \hat{S}||_2,$$

where $\hat{k}$ is the index of the best prediction sample, in terms of $L2$ distance to the ground truth trajectory. This loss is commonly used in multi-model prediction literature [31], [32] to optimize for prediction accuracy while avoiding the mode collapse problem.

The task term $\mathcal{L}_{task}$ minimizes the cross entropy between the probability over decisions and the ground truth optimal decision.

$$\mathcal{L}_{task} = \text{CrossEntropy}(P_I, I_{GT}),$$

where $P_I$ comes from the softmax over decision utilities [33]:

$$P(I) = \frac{\exp(u(I))}{\sum_{I' \in I} \exp(u(I'))}.$$
weights. We choose $\alpha = 20$ to keep the two loss magnitudes on the same scale, and $\beta = 5$ to prioritize safe driving. The model is optimized using Adam [34], with a batch size of 32 and a learning rate of 1e-3.

3) Task Details: To simulate the planning task, we select the ego agent and the ado agent randomly from the interactive pair in the Waymo data. The ego planner simulates three planned trajectories based on the observed future trajectory of the ego agent. It interpolates and scales the trajectory coordinates by $0.8x$, $1.0x$, and $1.2x$ at each time step to simulate conservative driving, normal driving, and aggressive driving. This provides multiple driving options while ensuring the plans are realistic and closely follow the agent intention from data. Examples can be found in Fig. 5.

In order to find the ground truth optimal plan, we also have to simulate the behavior of the ado agent in the future. As we only have access to one ado future trajectory from data, we simulate the other two based on the intelligent driver model (IDM) [35], such that when the ego agent slows down, the ado agent takes advantage and speeds up; when the ego agent moves fast, the ado agent slows down and yields. Examples of reactive ado trajectories can be found in Fig. 5. Simulating realistic ado agent behavior for simulation purposes is a topic of ongoing research [36], and the distribution of the samples is known to affect model training [37]. In our experiments, we follow [19] to use IDM and find it to be effective, as we later show in a qualitative scenario in Sec. V-B.5.

There exist many ways to choose the safety distance threshold $d_{safe}$, based on the agent size, time-to-collision, and agent velocity. We choose the threshold to be 3.64 meters as the 10% percentile of the pairwise closest distances in the Waymo dataset. This value is smaller than the radius of a regular car with a length of approximately 4.5 meters and a width of approximately 2.0 meters [38], and we defer using a more accurate dynamic threshold as future work.

4) Quantitative Results: We compare our proposed model TIP$_P$ with a few baselines. The first one is a Task-Agnostic Predictor (we refer to it as TAP in the rest of the experiments) that uses the same model as ours, but is trained with only the accuracy loss in Eq. (3). Such predictor represents a broad prediction literature that ignores predictions in downstream tasks or decouples prediction and the tasks. This baseline is equivalent to the model proposed in [30], which represents the class of task-agnostic motion predictors that ignore the influence of their predictions on the downstream task. The second one is an end-to-end predictor, E2E$_P$, that uses the same model as ours, but is trained with only the task loss in Eq. (4).

In addition, we propose two additional models, TIP$_P$ and E2E$_P$, that are trained for the same planning task but with a different utility function:

$$u_P(\tau, S) = u_{efficiency}(\tau_{ado}) + \beta u_{safety}(\tau, S),$$  \hspace{1cm} (9)

where $\tau_{ado}$ is the simulated trajectory of the ado agent that reacts to the ego plan $\tau$ (e.g. as a function of $\tau$). This utility function models an altruistic planner that favors the ado agent. Such a planner is commonly seen in robotics navigation tasks that try to minimally interfere with humans [15].

We evaluate each model on prediction accuracy and task performance. The prediction accuracy is measured by minADE/minFDE metrics [2], which are standard metrics in motion prediction benchmarks [30], [39]. We measure the task performance through recall and fall-out. Recall measures the percentage of optimal plans that are successfully recognized. Fall-out measures the percentage of false alarms. A perfect decision making system should achieve 100% recall and 0% fall-out. Since our planning system generates soft decisions by assigning probabilities to each candidate plan, we plot the recall and fall-out at various probability thresholds, as receiver operating characteristic (ROC) curve [40], and compute its area under the curve (AUC) score to determine the task performance. AUC-ROC is more statistically consistent and more discriminating than accuracy [41], and is widely adopted in many applications, such as driving [42] and fake news detection [43]. Again, a perfect decision making system should achieve an AUC-ROC score of 1.0. As our planner is dealing with a multi-class decision making problem, we compute the AUC-ROC score using the one-vs-one methodology [44], which is insensitive to data balance [40], [43].

We report two separate AUC-ROC metrics, AUC-ROC$_P$ and AUC-ROC$_{P2}$, depending on which utility function is used to determine the ground truth optimal plan. The results are summarized in Table I, where we color the cell to highlight the model results measured by their relevant metrics. We analyze the results from two aspects as follows.

**Trade off accuracy for better task performance** While the task-agnostic model (TAP) achieves the best accuracy, our model achieves much better task performance at the cost of little accuracy (c.f. TAP vs. TIP$_P$, TAP vs. TIP$_{P2}$). In most cases, the task performance matters more than the prediction accuracy, as the planner interacts directly with the world and a small error may lead to undesirable outcomes. The task performance of our model is comparable to an end-to-end model that is solely optimized towards it (c.f. TIP$_P$ vs E2E$_P$, TIP$_{P2}$ vs E2E$_{P2}$), especially in the $P$ task, where TIP$_P$ outperforms E2E$_P$ in terms of AUC-ROC$_P$. On the other hand, end-to-end models produce large prediction errors, making it less suitable if we want to use the predictions.

| Model | minADE$\downarrow$ | minFDE$\downarrow$ | AUC-ROC$_P\uparrow$ | AUC-ROC$_{P2}\uparrow$ |
|-------|-------------------|-------------------|---------------------|---------------------|
| TAP   | 3.07              | 7.26              | 0.732               | 0.080               |
| TIP$_P$ | 3.08              | 7.33              | 0.802               | 0.620               |
| E2E$_P$ | 24.18             | 45.80             | 0.798               | 0.713               |
| TIP$_{P2}$ | 3.13              | 7.30              | 0.623               | 0.825               |
| E2E$_{P2}$ | 21.91             | 49.61             | 0.642               | 0.842               |

**TABLE I:** Comparison between our proposed model and baseline models, in terms of prediction accuracy and task performance, on two tasks $P$ and $P2$. The task-informed predictor trades off little accuracy to much better task performance. It also supports multiple utility functions. The colored cells indicate the results measured by their relevant metrics for the appropriate task.
in additional tasks such as time-to-collision detection.

**Multiple utility functions** We show that our model supports multiple utility functions for the planner, as long as they are differentiable, through results highlighted by the yellow cell. For instance, when training with a different utility function \( u_{P2} \) that favors altruistic behavior, our model achieves good task performance on the relevant metric (e.g. \( TIP_{P2} \) achieves a high AUC-ROC\(_{P2} \)). This allows the planner to specify an arbitrary differentiable utility function to serve its own need.

5) **Qualitative Results:** In Fig. 3, we present a representative scenario to demonstrate the advantage of our model compared to the task-agnostic baseline. In this scenario, the planner proposes two candidate plans \( 1 \) (in magenta) for the ego agent, whose observed trajectory is in red: one normal plan that yields to the ado agent, and one aggressive plan that speeds up. For each plan, we visualize the simulated future trajectories of the ado agent in cyan and its observed trajectory in blue. In this example, the normal plan has a higher utility function than the aggressive plan, as the latter leads to a near collision, despite that it travels further.

The predictions (in olive) of our predictor and the baseline are visualized in Fig. 3(a) and (b), respectively. In Fig. 3(b), the task-agnostic predictor TAP generates predictions that indicate near collisions for both plans, which lead to a higher utility for the aggressive plan as it travels further. In contrast, in Fig. 3(a), our predictor \( TIP_P \) generates predictions that help better approximate the utility for each plan – the normal plan has a higher utility as no near collision is detected, and the aggressive plan has a lower utility due to a near collision indicated by the predictions. As a result, \( TIP_P \) helps find the correct decision to choose the normal plan.

C. Warning for Parallel Autonomy

1) **Task Overview:** A pre-collision warning system is widely adopted in parallel autonomy (or shared autonomy), which is a vehicle shared-control framework [12], [45], [46] that monitors driver actions and warns before an unsafe event could happen. The warning system differs from the planning system in a few ways. First, it requires a joint predictor for both ego agent and ado agent, as the ego agent is controlled by a driver and the future path is unknown to the predictor. This requires predicting the joint behavior in the future and determines if a near collision is likely. Second, it provides no task-specific input to the predictor, as it only sends a warning to the driver and does not induce any actual interactions with the world.

The warning system is a binary decision making system that chooses an action from \( \mathcal{I}_W = \{\text{warn}, \neg \text{warn}\} \). The utility of a warning action is equivalent to the likelihood of near collision between the ado agent and the ego agent. To compute the near collision likelihood, we follow the two-step procedure given the joint prediction samples \( \mathcal{S} = \{ (\mathcal{w}^{(k)}_{\text{ego}}, \mathcal{x}^{(k)}_{\text{ego}}, \mathcal{x}^{(k)}_{\text{ado}}) \}_{k=1}^{K} \) for the ego agent and the ado agent. First, the system computes the collision score \( r^{(k)} = \{0, 1\} \)

We omit the conservative plan in the discussion for the sake of simplicity.

Fig. 3: Predictions from TIP\(_P\) (a) and TAP (b) in a representative example, where the aggressive plan has a lower utility than the normal plan, as it leads to a near collision with the ado agent. TIP\(_P\) generates predictions, which indicate a near collision for the aggressive plan and no collisions for the normal plan, to help the planner find the correct normal plan. TAP generates predictions that indicate higher utility for the aggressive plan, leading to the wrong decision.

\[ r^{(k)} = \left( \min_{t=1...T_f} ||x^{(k)}_{\text{ego},t} - x^{(k)}_{\text{ado},t}||_2 < d_{\text{warn}} \right) \cdot \mathcal{w}^{(k)} \] \hspace{1cm} (10)

where \( d_{\text{warn}} \) is the minimum safety distance threshold allowed. The collision score is 1 if the closest distance between two agents is smaller than this threshold, and 0 otherwise.

Next, we compute the overall collision likelihood by taking the expected collision score \( r \) as the weighted sum of individual warning scores:

\[ u_W(\text{warn}) = r = \sum_{k=1}^{K} \mathcal{w}^{(k)} r^{(k)} \] \hspace{1cm} (11)

Intuitively, the utility of \( \neg \text{warn} \) is the likelihood of no near collision, e.g. \( u_W(\neg \text{warn}) = 1 - u_W(\text{warn}) \).

To compute the ground truth optimal decision, we compute the likelihood of near collision from the observed future trajectories following the same procedure in Eq. (10). Since the observed future trajectories are deterministic, the resulting likelihood is either 0 or 1.

2) **Model Details:** The task-informed predictor model for the warning task leverages the same structure as described in Sec. V-B.2 except that it does not include a task information encoder (e.g. the predictions are conditioned only on past observations). In addition, the utility defined in Eq. (10) is not differentiable due to the Boolean comparison operation. So we utilize a soft warning score using the sigmoid function:

\[ r^{(k)} = \text{sigmoid}(d_{\text{warn}} - \min_{t=1...T_f} ||x^{(k)}_{\text{ego},t} - x^{(k)}_{\text{ado},t}||_2) \] \hspace{1cm} (12)

The soft score is close to 1 when the closest distance is smaller than the safety distance threshold, and close to 0 otherwise. We use the same distance threshold of 3.64 meters as in the planning task.
3) Quantitative Results: We evaluate the performance of our model using the same accuracy and task metrics as in the planning task. More specifically, we study the model performance under different loss coefficients and numbers of samples to demonstrate its effectiveness.

**Effect of the task loss coefficient** We perform a study on the trade-off between prediction accuracy and task performance, by tuning the coefficient of the task loss $\alpha$ in Eq. (\ref{eq:loss}). The results are reported in Table II, where the AUC-ROC metrics are computed as the area under the curve from the ROC curves in Fig. 4. When $\alpha$ is 0, the model is equivalent to the Waymo baseline \cite{30} as a task-agnostic predictor (TAP) that is optimized only for accuracy. This model achieves the best minADE/minFDE results. As $\alpha$ increases, the task performance improves at the cost of prediction accuracy. We use $\alpha = 20$ in the rest of the experiments, as it achieves a good balance between accuracy and task performance. In practice, the choice of $\alpha$ depends on the specific requirement of the downstream task and its user.

| $\alpha$ | minADE↓ | minFDE↓ | AUC-ROC↑ |
|---------|---------|---------|-----------|
| 0       | 4.00    | 10.57   | 0.165     |
| 1       | 4.05    | 10.68   | 0.299     |
| 5       | 4.19    | 10.98   | 0.449     |
| 20      | 4.65    | 11.43   | 0.643     |
| 100     | 5.29    | 12.01   | 0.776     |

**Approximate sufficient statistics** We examine the performance of our model by varying the number of prediction samples. As depicted in Fig. 5, the prediction error (minFDE) decreases as the number of samples increases. On the other hand, the task performance (AUC-ROC) stabilizes at 4 samples. This demonstrates that our model provides predictions with approximate sufficient statistics of the environment for the warning task using only a few samples. The performance of the task-agnostic baseline TAP is visualized in dashed lines for comparison. The curves show that our proposed model TIP$_W$ achieves much better task performance, by sacrificing little accuracy. In a safety-critical task, improving task performance is crucial, as a mistake in decision making may lead to catastrophic outcomes.

4) Qualitative Results: We present a representative warning example in Fig. 6, where the two agents are getting too close according to their observed future trajectories. The closest distance is indicated by the diamond markers. The sample index $k$ is labelled to help identify joint predictions. From the left plot, we see that the task-agnostic baseline fails to identify a likely near collision. Although it predicts a near collision with joint samples #3, they are predicted with a very low probability. On the other hand, our predictor on the right identifies multiple near collision instances, especially through samples #2 that successfully predicts the ado agent is going to cross the ego agent’s path, which matches with what happens in the data. As a result, its predictions indicate a high likelihood of collision and lead to the correct warning decision. This example also shows that in the planning task, it is not required to generate perfect predictions, as long as the predictions cover sufficient statistics for the task (e.g. the predictions indicate a collision).
indices are annotated to help associate joint predictions. Our two agents is indicated by the diamond markers. The sample in a warning scenario, where the closest distance between instances of near collisions, especially through joint samples compared to task-agnostic and end-to-end baselines.

We propose a task-informed motion prediction framework, where predictors are trained to both make accurate predictions and support correct decision making in a downstream task. By leveraging a specification of the task, we allow the predicted samples to provide approximate sufficient statistics of the world for the task, without requiring a full differentiable task for co-training. We demonstrate our predictor in two tasks on the Waymo dataset, and show its advantage of the world for the task, without requiring a full differentiable data for control.

VI. CONCLUSION

Fig. 6: Comparison between TAP (left) and TIP$W$ (right) in a warning scenario, where the closest distance between two agents is indicated by the diamond markers. The sample indices are annotated to help associate joint predictions. Our model TIP$W$ generates predictions that help identify multiple instances of near collisions, especially through joint samples #2 that match with the observed future trajectories.
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