The Burkhardt-Cottingham (BC) sum rule connects the twist-3 light-cone parton distribution function (PDF) \( g_T(x) \) to the twist-2 helicity PDF \( g_1(x) \). The chiral-odd counterpart of the BC sum rule relates the twist-3 light-cone PDF \( h_L(x) \) to the twist-2 transversity PDF \( h_1(x) \). These BC-type sum rules can also be derived for the corresponding quasi-PDFs. We perform a perturbative check of the BC-type sum rules in the quark target model and the Yukawa model, by going beyond the ultra-violet (UV) divergent terms. We employ dimensional regularization (DR) and cut-off schemes to regulate UV divergences, and show that the BC-type sum rules hold for DR, while they are generally violated when using a cut-off. This violation can be traced back to the breaking of rotational invariance. We find corresponding results for the sum rule relating the mass of the target to the twist-3 PDF \( e(x) \). Moreover, we supplement our analytical results with numerical calculations.
I. INTRODUCTION

Quarks and gluons, collectively denoted as partons, are the fundamental degrees of freedom of quantum chromodynamics (QCD). While partons cannot be observed directly, QCD factorization theorems allow one to express physical observables in terms of non-perturbative functions, which contain information about partons inside nucleons [1]. In this context, parton distribution functions (PDFs) belong to the most important non-perturbative functions [2]. Not only can PDFs be extracted through high-energy scattering experiments, but they can also be computed in models and lattice QCD. PDFs can be grouped according to their “twist”, which determines the order in the inverse hard scale at which a PDF contributes to an observable. While twist-2 PDFs provide the dominant contribution to physical observables, higher-twist PDFs, such as the twist-3 PDFs, suffer from kinematical suppressions, which precludes an “easy” experimental extraction. At twist-2, a complete (one-dimensional) description of nucleons in terms of quarks can be obtained by means of three PDFs: the unpolarized PDF \( f_1(x) \), the helicity PDF \( g_1(x) \), and the transversity PDF \( h_1(x) \). On the other hand, at twist-3, one has the three PDFs: \( e(x) \), \( g_T(x) \) and \( h_L(x) \). Twist-2 PDFs have a probabilistic interpretation of representing momentum distributions of partons inside nucleons. On the other hand, twist-3 PDFs do not represent densities, and hence are conceptually intriguing because we are forced to go beyond the simple parton model. For instance, they can be shown to quantify multi-parton correlations inside nucleons [3, 4].

Noteworthy is also the semi-classical interpretation of representing momentum distributions of partons inside nucleons. On the other hand, probabilistic interpretation of representing momentum distributions of partons inside nucleons [3, 4].

These BC-type sum rules have been under scrutiny for decades — see, for instance, Refs. [8-11]. One of the most interesting features of the twist-3 PDFs concerns the possible existence of singular zero-mode contributions [8-10, 15], that is, terms proportional to \( \delta(x) \), and their potential impact on the sum rules. Obviously, a \( \delta(x) \) contribution would preclude experimental checks of the sum rule as the point \( x = 0 \) cannot be reached in experiment. Put differently, measurements would suggest a violation of the sum rule.

The checks of the BC-type sum rules include, in particular, perturbative calculations in models such as the quark target model (QTM) [9-11]. The final conclusion reached in those studies was that the sum rules hold in the models, provided that one takes into account the zero-mode contributions. However, in those works, for analytical simplicity, only the UV-divergent contributions were considered, and it was tacitly assumed that this is sufficient. One may ask if this is really enough, and whether the UV-finite terms satisfy the sum rules as well. To address those questions is one of the main purposes of the present work. To this end, we perform a check of the BC-type sum rules by going beyond the UV-divergent terms at one-loop order. We exploit two models for this analysis: the QTM and the Yukawa Model (YM). We use two regularization schemes for the UV divergences: Dimensional regularization (DR) and a cut-off. For the IR divergences, we employ three schemes: non-zero gluon mass \( m_g \neq 0 \), non-zero quark mass \( m_q \neq 0 \), and DR. Our work suggests that it is indeed not sufficient to limit the check of the BC-type sum rules to the UV-divergent parts of the PDFs. In fact, the sum rules can be expected to be violated for the UV-finite terms in schemes that break rotational invariance. Specifically, the sum rules are typically violated when using a cut-off, while they hold in DR (which preserves rotational invariance). As a by-product, we find that working with \( m_g \neq 0 \) as an IR regulator at twist-3 can in general cause problems.

The second major point of this work is the discussion of BC-type sum rules for parton quasi-distributions (quasi-PDFs), which became key quantities for hadron structure calculations in lattice QCD. For a long time, lattice-QCD extractions of the full \( x \)-dependence of the parton distributions were hindered by the explicit time-dependence of the underlying correlation functions. The quasi-PDF approach, proposed by Ji in 2013, has sparked a new wave of interest in extracting PDFs from lattice QCD [16, 17]. This approach relies on the extraction of matrix elements for boosted
nucleons involving space-like separated fields. Over the years, enormous progress has taken place on the extraction of PDFs through such an approach from lattice QCD [18–59]. (See Refs. [60–62] for reviews on quasi-PDFs.) While for quite some time studies of quasi-PDFs were limited to the twist-2 case, recently first studies appeared that are related to twist-3 quasi-PDFs [63–66]. In this work, we establish the BC-type sum rules for quasi-PDFs, both through a model-independent analysis and through analytical as well as numerical model calculations. Like in the case of the BC-type sum rules for light-cone PDFs, the corresponding sum rules for quasi-PDFs are violated in the cut-off scheme which breaks rotational invariance.

Finally, we calculate the twist-3 PDF $e(x)$ and its corresponding quasi-PDF. We also explore, in the QTM and the YM, the sum rule which relates this function to the target mass. The general finding of the model calculations matches our study of the BC-type sum rules. While the sum rule for $e(x)$ holds trivially for the UV-divergent terms, care must be taken in the case of finite terms.

We organize the manuscript as follows: In Sec. II we provide definitions of the light-cone PDFs ($g_1(x)$, $g_T(x)$) and ($h_1(x)$, $h_L(x)$), and of the quasi-PDFs ($g_{1,Q}(x)$, $g_{T,Q}(x)$) and ($h_{1,Q}(x)$, $h_{L,Q}(x)$). In that section, we give a model-independent discussion of the BC-type sum rules for both light-cone and quasi-PDFs. In Sec. III we present the one-loop perturbative results for the light-cone PDFs ($g_1(x)$, $g_T(x)$) and ($h_1(x)$, $h_L(x)$) in the QTM and the YM. With the help of these results, we show analytically that the BC-type sum rules are valid when one uses DR for the UV. Besides, we draw attention to the explicit violation of these sum rules for the UV-finite terms when one employs a cut-off scheme. To the best of our knowledge, such an issue, in the context of BC-type sum rules, has never been reported before. We argue that the observed problem with a cut-off scheme is the lack of rotational invariance which, as mentioned before, is the key ingredient responsible for the existence of the sum rules in the first place. In Sec. IV we present the one-loop results for the quasi-PDFs ($g_{1,Q}(x)$, $g_{T,Q}(x)$) and ($h_{1,Q}(x)$, $h_{L,Q}(x)$) in the two models. Sec. V is dedicated to numerical results for the sum rules for both light-cone and quasi-PDFs. In that section, we also clarify when and why the moments of quasi-PDFs should converge, and the impact of a twist-expansion on those moments. In Sec. VI we calculate the light-cone PDF $e(x)$, and its corresponding quasi-PDF $e_Q(x)$ in the QTM and the YM, and show that their moments agree. In particular, we consider the relation between $e(x)$ and the mass of the target. We summarize our work in Sec. VII. The Appendix A contains a discussion about an issue that can arise when applying DR to both UV and IR divergences, which is (also) related to the breaking of rotational invariance.

### II. DEFINITION OF PDFS AND OVERVIEW OF BC-TYPE SUM RULES

#### A. PDF Definitions

Light-cone PDFs are defined in terms of the correlation function\(^1\)

$$\Phi^{[\Gamma]}(x, S) = \frac{1}{2} \int \frac{dz^+}{2\pi} e^{ik \cdot z} \langle P, S | \bar{\psi}(-\frac{z}{2}) \Gamma W(-\frac{z}{2}, \frac{z}{2}) \psi(\frac{z}{2}) | P, S \rangle \bigg|_{z^+=0, \vec{z}_\perp = \vec{0}_\perp},$$

where $\Gamma$ is a generic gamma matrix. Color gauge invariance of this non-local quark-quark correlator is ensured by the Wilson line

$$W(-\frac{z}{2}, \frac{z}{2}) \bigg|_{z^+=0, \vec{z}_\perp = \vec{0}_\perp} = \mathcal{P} \exp \left(-ig_s \int_{\frac{z}{2}}^{\frac{z}{2}} dy^- A^+(0^+, y^-, \vec{0}_\perp) \right).$$

Here, $\mathcal{P}$ is a path-ordered exponential depending on $A^+$, which is the plus-component of the gluon field, and $g_s$ denotes the strong coupling constant. The state of the hadron is characterized by the 4-momentum $P^\mu = (P^+, P^-, \vec{0}_\perp)$ and a covariant spin vector $S$ for which one can write

$$S^\mu = (S^+, S^-, S_\perp) = \left( \lambda \frac{P^+}{M}, -\lambda \frac{M}{2P^+}, \vec{S}_\perp \right).$$

---

\(^1\) For any generic four-vector $v$, we define the Minkowski components by $(v^0, v^1, v^2, v^3)$ and the light-cone components by $(v^+, v^-, \vec{v}_\perp)$, where $v^+ = \frac{1}{\sqrt{2}}(v^0 + v^3)$, $v^- = \frac{1}{\sqrt{2}}(v^0 - v^3)$ and $\vec{v}_\perp = (v^1, v^2)$. 
Here, $\lambda$ and $M$ denotes the helicity and the mass of the hadron, respectively, and $i$ is an index in the transverse space. By definition, the spin vector satisfies the constraint $P \cdot S = 0$. The twist-2 light-cone PDFs $g_1(x)$ and $h_1(x)$ are defined as

$$\Phi^{[\gamma^+ \gamma_5]} = \lambda g_1(x), \quad \Phi^{[i\sigma^+ \gamma_5]} = S_{\perp}^i h_1(x),$$

while the twist-3 light-cone PDFs $g_T(x)$ and $h_L(x)$ are defined as

$$\Phi^{[\gamma^+ \gamma_5]} = \frac{M}{P^+} S_{\perp}^i g_T(x), \quad \Phi^{[i\sigma^+ \gamma_5]} = \frac{M}{P^+} \lambda h_L(x).$$

In the above expressions, $\sigma^{\mu\nu} = \frac{i}{2} (\gamma^\mu \gamma^\nu - \gamma^\nu \gamma^\mu)$ and $\gamma_5$ is the matrix which anti-commutes with other Dirac matrices. As evident from these expressions, longitudinal target polarization is required to address $g_1(x)$ and $h_L(x)$, while transverse polarization is needed for $h_1(x)$ and $g_T(x)$. The light-cone PDFs depend on $x = k^+/P^+$ and have support in the region $-1 \leq x \leq 1$.

Quasi-PDFs are defined through the spatial correlation function \[16, 17\]

$$\Phi^i_Q(x, S; P^3) = \frac{1}{2} \int \frac{d^3 z}{2\pi} e^{i k \cdot z} \langle P, S | \bar{\psi}(-\frac{z}{2}) \Gamma \mathcal{W}_Q(-\frac{z}{2}, \frac{z}{2}) \psi(\frac{z}{2}) | P, S \rangle \bigg|_{z^0 = 0, \vec{z}_\perp = 0},$$

with the Wilson line

$$\mathcal{W}_Q(-\frac{z}{2}, \frac{z}{2}) \bigg|_{z^0 = 0, \vec{z}_\perp = 0} = \mathcal{P} \exp \left(-ig_s \int_{-\frac{z}{2}}^{\frac{z}{2}} dy^3 A^3(0, \vec{0}_\perp, y^3) \right).$$

In this case, we write the 4-momentum of the hadron as $P^\mu = (P^0, \vec{0}_\perp, P^3)$, and the spin vector as

$$S^\mu = (S^0, \vec{S}_\perp, S^3) = \left( \lambda \frac{P^3}{M}, \vec{S}_\perp, \lambda \frac{P^0}{M} \right).$$

The quasi-PDFs $g_{1,Q}(x)$ and $h_{1,Q}(x)$ are defined according to

$$\Phi^i_{1,Q} = \lambda \delta_0 g_{1,Q}(x; P^3), \quad \Phi^{[i\sigma^0 \gamma_5]}_{1,Q} = S_{\perp}^i \delta_0 h_{1,Q}(x; P^3),$$

where $\delta_0 = \sqrt{1 + M^2/P^2}$ \(^2\) so that $P^0 = \delta_0 P^3$. The factor $\delta_0$ in the above equations is needed for getting the same lowest moment of the quasi-PDFs and the corresponding light-cone PDFs \[67\]. Note that one can choose to work with the gamma matrix $\gamma^0 \gamma_5$ for $g_{1,Q}(x)$, and $i\sigma^3 \gamma_5$ for $h_{1,Q}(x)$ \[67\]. The conclusions of our present work are not affected by these alternative choices. The quasi-PDFs $g_{T,Q}(x)$ and $h_{L,Q}(x)$ are defined as

$$\Phi^i_{Q_T} = \frac{M}{P^3} S_{\perp}^i g_{T,Q}(x; P^3), \quad \Phi^{[i\sigma^0 \gamma_5]}_{Q_T} = \frac{M}{P^3} \lambda h_{L,Q}(x; P^3),$$

where, $x = k^3/P^3$. In contrast to the light-cone PDFs, quasi-PDFs have support in the region $-\infty \leq x \leq \infty$. (The variable $x$ for the quasi-PDFs should not be confused with the momentum fraction for light-cone PDFs.) Note that the quasi-PDFs have an explicit dependence on $P^3$.

**B. BC-type sum rules**

The local axial current and tensor current define the axial charge $g_A$ and the tensor charge $g_T$, respectively, through

$$2MS^\mu g_A = \langle P, S | \bar{\psi}(0) \gamma^\mu \gamma_5 \psi(0) | P, S \rangle,$$

$$2(S^\mu P^\nu - S^\nu P^\mu) g_T = \langle P, S | \bar{\psi}(0) i\sigma^{\mu\nu} \gamma_5 \psi(0) | P, S \rangle.$$

\(^2\) For convenience of notation, throughout our work we will be using $(P^3)^2 \rightarrow P_3^2$. 

\[67\]
These two equations are a consequence of Lorentz invariance. It is now straightforward to show that
\[ \lambda \int dx g_1(x) = \frac{1}{2P^+} \langle P, S | \bar{\psi}(0) \gamma^+ \gamma_5 \psi(0) | P, S \rangle = \lambda g_A, \]
\[ \frac{M}{P^+} S^i \int dx g_T(x) = \frac{1}{2P^+} \langle P, S | \bar{\psi}(0) \gamma^+ \gamma_5 \gamma^5 \psi(0) | P, S \rangle = \frac{M}{P^+} S^i g_A, \] (14)
which leads to
\[ \int dx g_1(x) = \int dx g_T(x) = g_A. \] (15)

Eq. (15) is known as the BC sum rule [6]. Since, according to Eq. (13), the axial charge appears for both longitudinal and transverse polarization, the BC sum rule can be considered a consequence of rotational invariance. For the chiral-odd functions \( h_1 \) and \( h_L \) we get
\[ S^i \int dx h_1(x) = \frac{1}{2P^+} \langle P, S | \bar{\psi}(0) i \sigma^i \gamma^5 \gamma^5 \psi(0) | P, S \rangle = S^i g_T, \]
\[ \frac{M}{P^+} \lambda \int dx h_L(x) = \frac{1}{2P^+} \langle P, S | \bar{\psi}(0) i \sigma^{-} \gamma^5 \gamma^5 \psi(0) | P, S \rangle = \frac{M}{P^+} \lambda g_T, \] (16)
which leads to
\[ \int dx h_1(x) = \int dx h_L(x) = g_T. \] (17)

Eq. (17) is known as the h-sum rule [7, 8].

A corresponding analysis for the quasi-PDFs readily provides the sum rules
\[ \int dx g_{1,Q}(x; P^3) = \int dx g_{T,Q}(x; P^3) = g_A, \]
\[ \int dx h_{1,Q}(x; P^3) = \int dx h_{L,Q}(x; P^3) = g_T, \] (18)
that is, the BC-type sum rules hold for quasi-PDFs as well — see also the corresponding brief discussion in Ref. [63].

The lowest moments of quasi-PDFs are \( P^3 \)-independent, and they agree with those for the corresponding light-cone PDFs. This outcome is in line with a model-independent calculation of moments for the twist-2 PDFs and twist-2 GPDs [67].

### III. ANALYTICAL RESULTS FOR THE LIGHT-CONE PDFS AND THE BC-TYPE SUM RULES

This section focuses on the calculation of the sum rules for the light-cone PDFs \( (g_1(x), g_T(x)), \) and \( (h_1(x), h_L(x)). \) Explicit calculations to one-loop order are provided in two models: the QTM and the YM. We use three different schemes to regulate the infra-red (IR) divergences: non-zero gluon mass \( m_g \neq 0, \) non-zero quark mass \( m_q \neq 0, \) and dimensional regularization (DR). For the ultraviolet (UV) divergences, we employ two schemes: DR and cut-off. Since our calculations are at a partonic level, from hereafter we will use \( p \) as the momentum label for the target in both models.

#### A. Results in Quark Target Model

Calculations within QTM can in principle be done in any gauge. Here, we work in the Feynman gauge for which the real and virtual diagrams have been shown in Fig. 1 and Fig. 2 respectively.
BC sum rule

We start with the calculation of the real diagrams for $g_1(x)$. For the diagram in Fig. (1a), we obtain the following general expression, before the $k_\perp$ integration, in terms of both $m_g \neq 0$ and $m_q \neq 0$,

$$
g_1^{(1a)}(x) = -\frac{g_s^2 C_F \mu^{2\epsilon}}{2\pi} (1-x) \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{- (1-\epsilon)k_\perp^2 + (1-x^2)m_q^2 + 2\epsilon x m_q^2}{(k_\perp^2 + (1-x)^2 m_q^2 + x m_g^2)^2}. \tag{19}
$$

Here, $g_s$ is the QCD coupling constant, $C_F = (N^2_c - 1)/2N_c$ is the color factor and $n = 4 - 2\epsilon$. In Eq. (19), we have applied DR to the transverse momentum integral in order to regulate the UV divergences, and IR divergences present in the case of working with zero partonic masses. For the UV divergences, one must satisfy the condition $\epsilon \to \epsilon_{UV} > 0$ (and the corresponding subtraction scale is $\mu \to \mu_{UV} > 0$). For the IR divergences, one must ensure the condition $\epsilon \to \epsilon_{IR} < 0$ (and $\mu \to \mu_{IR} > 0$). For the analytical check of the sum rules, we will not be working with the general expression provided in Eq. (19). Rather, for the sake of simplicity, we will be invoking different IR schemes. However, for the numerical check of the sum rules, we will recourse to the expression in Eq. (19). After regulating the UV divergences in the DR scheme, we obtain the following results for $g_1(x)$ with three different IR regulators,

$$
g_1^{(1a)}(x)_{\epsilon_{IR}} = \frac{\alpha_s C_F}{2\pi} (1-x) \left( P_{UV} - P_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right),
$$

$$
g_1^{(1a)}(x)_{\epsilon_{IR}} = \frac{\alpha_s C_F}{2\pi} (1-x) \left( P_{UV} - P_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right),
$$

$$
g_1^{(1a)}(x)_{\epsilon_{IR}} = \frac{\alpha_s C_F}{2\pi} (1-x) \left( P_{UV} + \ln \frac{\mu_{UV}^2}{x m_g^2} - 2 \right), \tag{20}
$$

It is known that a nonzero gluon mass in QCD violates gauge invariance. However, the calculations in this work do not involve a gluon self-interaction and, therefore, are like QED treatments (modulo a color factor). Generally, in QED a nonzero photon mass can be used to isolate IR singularities. This feature is sufficient for the purpose of our study.

We have used Kreimer’s prescription for the treatment of $\gamma_5$ in $n$-dimensions, that is, before solving for the traces, we have anti-commuted the $\gamma_5$’s and used $(\gamma_5)^2 = 1$. We did not have to use any other property of $\gamma_5$ in $n$ dimensions. In particular, we did not have to evaluate expressions such as $\text{Tr}(\gamma_\mu \gamma_\nu \gamma_\rho \gamma_\sigma \gamma_5)$. We therefore believe that our conclusions are unaffected by the choice of scheme for the treatment of $\gamma_5$ in dimensional regularization.
where

\[ \mathcal{P}_{\text{UV/IR}} = \frac{1}{\epsilon_{\text{UV/IR}}} + \ln 4\pi - \gamma_E. \]

On the other hand, if a cut-off is applied on the \( k_\perp \) integral in Eq. (19), we get

\[
g^{(1a)}_1(x) |^{\text{UV}}_{m_g} = \left\{ \begin{array}{l}
g^{(1a)}_1(x) |^{\text{UV}}_{m_g} = \frac{C_F}{2\pi} \left( 1 - x \right) \left( \ln \frac{\Lambda_{\text{UV}}^2}{x m_g^2} - 1 \right) + \mathcal{O}(\epsilon), \\
g^{(1a)}_1(x) |^{\text{UV}}_{m_g} = \frac{C_F}{2\pi} \left( 1 - x \right) \left( \ln \frac{\Lambda_{\text{UV}}^2}{(1-x)^2 m_q^2} - 1 - \frac{1+x^2}{(1-x)^2} \right), \end{array} \right. \tag{21}
\]

with \( m_g \neq 0 \) and \( m_q \neq 0 \), respectively. We observe that the coefficient of the UV poles, be it in the DR or in the cut-off scheme, are exactly the same. However, the finite factors are different in the two schemes. We will return to this point later towards the end of this section.

It is straightforward to calculate the contribution of the diagram in Fig. (1b) to \( g_1(x) \). We obtain the following results when DR is used for the UV,

\[
g^{(1b)}_1(x) |^{\text{UV}}_{m_q} = \left\{ \begin{array}{l}
g^{(1b)}_1(x) |^{\text{UV}}_{m_q} = \frac{C_F}{2\pi} \left( 1 - x \right) \left( \mathcal{P}_{\text{UV}} + \ln \frac{\mu_{\text{UV}}^2}{x m_q^2} \right), \\
g^{(1b)}_1(x) |^{\text{UV}}_{m_q} = \frac{C_F}{2\pi} \left( 1 - x \right) \left( \mathcal{P}_{\text{UV}} + \ln \frac{\mu_{\text{UV}}^2}{(1-x)^2 m_q^2} \right), \end{array} \right. \tag{22}
\]

while in the cut-off scheme we find

\[
g^{(1b)}_1(x) |^{\text{IR}}_{m_q} = \left\{ \begin{array}{l}
g^{(1b)}_1(x) |^{\text{IR}}_{m_q} = \frac{C_F}{2\pi} \left( 1 - x \right) \left( \ln \frac{\Lambda_{\text{IR}}^2}{x m_q^2} \right), \\
g^{(1b)}_1(x) |^{\text{IR}}_{m_q} = \frac{C_F}{2\pi} \left( 1 - x \right) \left( \ln \frac{\Lambda_{\text{IR}}^2}{(1-x)^2 m_q^2} \right). \end{array} \right. \tag{23}
\]

The diagram in Fig. (1c) gives the same result as that of Fig. (1b). This outcome is due to the relevant trace algebra. In fact, this pattern continues for all the other PDFs. The diagram in Fig. (1d) does not contribute to the light-cone PDFs because the result is proportional to the square of the unit light-cone vector \( \frac{x}{m} \).

We now proceed to the calculation of the virtual diagrams. All those diagrams exhibit the factor \( \delta(1-x) \) which we include below when summing up the terms. The contribution of the quark self-energy diagram, as shown in Fig. (2a), does not depend on the type of PDF under discussion. In Ref. [64], we provided the results for this diagram when DR was used for the UV. We quote the results here for the sake of completeness,

\[
\frac{\partial \Sigma(p)}{\partial \phi} |^{\text{UV}}_{m_q} = \left\{ \begin{array}{l}
\frac{\partial \Sigma(p)}{\partial \phi} |^{\text{UV}}_{m_q} = -\frac{C_F}{2\pi} \int_0^1 dy \left( \mathcal{P}_{\text{UV}} + \ln \frac{\mu_{\text{UV}}^2}{y m_q^2} - 1 \right), \\
\frac{\partial \Sigma(p)}{\partial \phi} |^{\text{UV}}_{m_q} = -\frac{C_F}{2\pi} \left( 1 - y \right) \left( \mathcal{P}_{\text{UV}} + \ln \frac{\mu_{\text{UV}}^2}{(1-y)^2 m_q^2} - 1 + y^2 \right), \end{array} \right. \tag{24}
\]

We obtain the following results in the cut-off scheme,

\[
\frac{\partial \Sigma(p)}{\partial \phi} |^{\text{IR}}_{m_q} = \left\{ \begin{array}{l}
\frac{\partial \Sigma(p)}{\partial \phi} |^{\text{IR}}_{m_q} = -\frac{C_F}{2\pi} \int_0^1 dy \left( y \ln \frac{\Lambda_{\text{IR}}^2}{y m_q^2} \right), \\
\frac{\partial \Sigma(p)}{\partial \phi} |^{\text{IR}}_{m_q} = -\frac{C_F}{2\pi} \left( 1 - y \right) \ln \frac{\Lambda_{\text{IR}}^2}{(1-y)^2 m_q^2} - 2y \right) \tag{25}
\]

\[.\]
The $x$-integrals of the contributions from the diagrams (2b) and (2c) are exactly the same as (1b) and (1c), except for an overall sign, which is due to the reversed direction for the momentum flow in the Wilson line. Just like Fig. (1d), the contribution from Fig. (2d) drops out.

We now turn our attention to $g_T(x)$. In case of the twist-3 PDFs, the result from Fig. (1a) can be split into two distinct parts: a singular part and a canonical part [64],

$$g_T^{(1a)}(x) = g_{T(s)}^{(1a)}(x) + g_{T(c)}^{(1a)}(x),$$

(26)

where the singular parts are related to the zero-mode $\delta(x)$ contributions. The general expressions for the singular and canonical parts, before the $k_\perp$ integration, are

$$g_{T(s)}^{(1a)}(x) = -\frac{g_s^2 C_F \mu^{2\epsilon}}{2\pi} \int \frac{dk_\perp}{(2\pi)^{n-2}} \frac{\epsilon}{(k_\perp^2 + m_q^2)^2} \delta(x),$$

$$g_{T(c)}^{(1a)}(x) = \frac{g_s^2 C_F \mu^{2\epsilon}}{2\pi} \int \frac{dk_\perp}{(2\pi)^{n-2}} \frac{x k_\perp^2 - (1-x^2) m_q^2 + x m_g^2 + \epsilon(1-x) m_q^2}{(k_\perp^2 + (1-x) m_q^2 + x m_g^2)^2}.$$

(27)

The origin of the delta function is in the integral [10, 11, 64, 65, 69]

$$\int \frac{dk_-}{(k_-^2 - m_q^2 + i\epsilon)^2} = \frac{2\pi \delta(x)}{k_\perp^2 + m_q^2}.$$

(28)

After the $k_\perp$ integrals are carried out, for $m_q \neq 0$, one obtains the following two expressions for the singular parts [64]

$$g_{T(s)}^{(1a)}(x)\bigg|_{UV}^{\epsilon_UV} = \begin{cases} g_{T(s)}^{(1a)}(x) \bigg|_{m_q}^{\epsilon_UV} = -\frac{\alpha_s C_F}{2\pi} \delta(x), \\ g_{T(s)}^{(1a)}(x) \bigg|_{\epsilon_{IR}}^{\epsilon_{IR}} = 0. \end{cases}$$

(29)

As evident from Eq. (28), the zero-mode contributions originate exclusively from quark propagators. Therefore, to regulate the associated IR divergence in the $k_\perp$ integral, one is left with two options only: either work with $m_q = 0$, or apply DR. In other words, gluon mass never enters the discussion of the zero-mode contributions, because of which the associated IR divergence is left unguarded when $m_g \neq 0$. In Ref. [64], we suggested that one could in principle keep working with $m_q \neq 0$ for the canonical part and for all the other diagrams, provided one uses $m_q \neq 0$ or a DR regulation for the zero-mode contributions. (Nevertheless, strictly speaking one must conclude that $m_q \neq 0$ is an insufficient IR regulator for twist-3 PDFs. We will return to this point below.) In the case of $m_q \neq 0$, the UV pole from the $k_\perp$ integral allows for a $\delta(x)$ in $g_T$. On the other hand, when DR is applied for the IR, both UV and IR poles allow for a $\delta(x)$, but with opposite signs with respect to one another, and hence the $\delta(x)$ contribution drops out [64]. For the canonical part, we get [64]

$$g_{T(c)}^{(1a)}(x)\bigg|_{m_q}^{\epsilon_UV} = \frac{\alpha_s C_F}{2\pi} \left( x P_{UV} + x \ln \frac{\mu_{UV}^2}{x m_g^2} + (1-x) \right),$$

(30)

with $m_q \neq 0$. The results for $g_T(x)$ with $m_q \neq 0$ and DR for the IR are [64]

$$g_T^{(1a)}(x)\bigg|_{m_q}^{\epsilon_UV} = g_{T(s)}^{(1a)}(x)\bigg|_{m_q}^{\epsilon_UV} + g_{T(c)}^{(1a)}(x)\bigg|_{m_q}^{\epsilon_UV}$$

$$= -\frac{\alpha_s C_F}{2\pi} \delta(x) + \frac{\alpha_s C_F}{2\pi} \left( x P_{UV} + x \ln \frac{\mu_{UV}^2}{(1-x)^2 m_q^2} + \frac{x^2 - 2x - 1}{1-x} \right),$$

(31)

$$g_T^{(1a)}(x)\bigg|_{\epsilon_{IR}}^{\epsilon_{IR}} = g_{T(s)}^{(1a)}(x)\bigg|_{\epsilon_{IR}}^{\epsilon_{IR}} + g_{T(c)}^{(1a)}(x)\bigg|_{\epsilon_{IR}}^{\epsilon_{IR}}$$

$$= 0 + \frac{\alpha_s C_F}{2\pi} \left( x (P_{UV} - P_{IR}) + x \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right).$$

(32)

When a cut-off is used for the UV, the zero-mode contribution drops out,

$$g_{T(s)}^{(1a)}(x)\bigg|_{m_q}^{\Lambda_{UV}} = 0,$$

(33)
because of the overall proportionality to $\epsilon_{\text{UV}}$. Therefore, with $m_g \neq 0$ the result for $g_T(x)$ reads

$$g_{T}^{(1a)}(x)\big|_{m_g}^{\Lambda_{\text{UV}}} = g_{T(s)}^{(1a)}(x)\big|_{m_g}^{\Lambda_{\text{UV}}} + g_{T(c)}^{(1a)}(x)\big|_{m_g}^{\Lambda_{\text{UV}}}$$

$$= 0 + \frac{\alpha_s C_F}{2\pi} \left( x \ln \frac{\Lambda_{\text{UV}}^2}{x m_g^2} + \frac{x^2 - 2x - 1}{1 - x} \right).$$

(34)

Finally, with $m_q \neq 0$, we get

$$g_{T}^{(1a)}(x)\big|_{m_q}^{\Lambda_{\text{UV}}} = g_{T(s)}^{(1a)}(x)\big|_{m_q}^{\Lambda_{\text{UV}}} + g_{T(c)}^{(1a)}(x)\big|_{m_q}^{\Lambda_{\text{UV}}}$$

$$= 0 + \frac{\alpha_s C_F}{2\pi} \left( x \ln \frac{\Lambda_{\text{UV}}^2}{(1 - x)^2 m_q^2} + \frac{x^2 - 2x - 1}{1 - x} \right).$$

(35)

Once again, we observe that the coefficient of the UV poles are exactly the same in the two UV schemes. In contrast to $g_1(x)$, the UV-finite pieces for $g_T(x)$ in the two UV schemes exactly match.

For the diagram in Fig. (1b), the results for $g_T(x)$ when DR is used for the UV read $[64],$

$$g_{T}^{(1b)}(x)\big|_{m_q}^{\epsilon_{\text{UV}}} =$$

$$\begin{cases} 
    g_{T}^{(1b)}(x)\big|_{m_q}^{\epsilon_{\text{UV}}} = \frac{\alpha_s C_F}{4\pi} \frac{1 + x}{1 - x} \left( \mathcal{P}_{\text{UV}} + \ln \frac{\mu_{\text{UV}}^2}{x m_q^2} \right), \\
    g_{T}^{(1b)}(x)\big|_{m_q}^{\epsilon_{\text{IR}}} = \frac{\alpha_s C_F}{4\pi} \frac{1 + x}{1 - x} \left( \mathcal{P}_{\text{UV}} - \mathcal{P}_{\text{IR}} + \ln \frac{\mu_{\text{UV}}^2}{\mu_{\text{IR}}^2} \right),
\end{cases}$$

(36)

while in the cut-off scheme we find

$$g_{T}^{(1b)}(x)\big|_{m_q}^{\Lambda_{\text{UV}}} =$$

$$\begin{cases} 
    g_{T}^{(1b)}(x)\big|_{m_q}^{\Lambda_{\text{UV}}} = \frac{\alpha_s C_F}{4\pi} \frac{1 + x}{1 - x} \left( \ln \frac{\Lambda_{\text{UV}}^2}{x m_q^2} \right), \\
    g_{T}^{(1b)}(x)\big|_{m_q}^{\Lambda_{\text{UV}}} = \frac{\alpha_s C_F}{4\pi} \frac{1 + x}{1 - x} \left( \ln \frac{\Lambda_{\text{UV}}^2}{(1 - x)^2 m_q^2} \right),
\end{cases}$$

(37)

for the two IR regulators. Just as in the case of $g_1(x)$, the diagram in Fig. (1c) gives the same result as that of Fig. (1c), except for an overall sign. Moreover, the x-integrals of the contributions from Figs. (1b) and (1c) provide the very same results as diagrams (2b) and (2c), except for an overall sign. In the case of the cut-off scheme, our results for the UV-divergent parts of $g_1(x)$ ($h_1(x)$) and $g_T(x)$ ($h_L(x)$) are in agreement with the results of Refs. [9,10], where similar calculations were provided in the light-cone gauge.$^5$

We are now in a position to check the BC sum rule. The total result for $g_1(x)$ through one loop reads

$$g_1(x) = \delta(1 - x) + g_1^{(1a)}(x) + g_1^{(1b)}(x) + g_1^{(1c)}(x) + \delta(1 - x) \left( \frac{\partial \Sigma(p)}{\partial p} + g_1^{(2b)}(x) + g_1^{(2c)}(x) \right),$$

(38)

where the first term represents the (trivial) tree-level contribution. Upon taking the x-integral of the above equation, we see that Fig. (1b) (Fig. (1c)) cancels the contribution from Fig. (2b) (Fig. (2c)), such that

$$\int_0^1 dx \ g_1(x) = 1 + \int_0^1 dx \ g_1^{(1a)}(x) + \frac{\partial \Sigma(p)}{\partial p}.$$  

(39)

(To understand the aforementioned point on cancellation, see the paragraphs after the Eqs. (23) and (25).) This argument holds true for $g_T(x)$ as well. Since the contribution of the quark self-energy diagram is the same for both

$^5$ In Ref. [9], which employed a light-front Hamiltonian approach, a $\delta(x)$ term was missed for $h_L(x)$.  

\( g_1(x) \) and \( g_T(x) \), we immediately see that, as far as the check of the sum rules are concerned, it suffices to consider the contribution from Fig. (1a). In the following sections we will therefore provide the results for Fig. (1a) only.

We begin our analysis in the instance that one does DR for the UV. We find that in the case of \( m_q \neq 0 \), the BC sum rule is satisfied provided one handles the IR divergence related to the zero-mode contributions with \( m_q \neq 0 \). Specifically, we have

\[
\int_0^1 dx \left[ \frac{g_1^{(1a)}(x)}{m_q} \right]_{\mu_{\text{IR}}}^{\mu_{\text{UV}}} = \frac{\alpha_s C_F}{2\pi} \left( \frac{1}{2} P_{\text{UV}} + \ln \frac{\mu_{\text{UV}}}{m_q} - \frac{1}{4} \right)
\]

\[
= \int_0^1 dx g_1^{(1a)}(x) \big|_{m_q}^{\mu_{\text{UV}}} + \int_0^1 dx g_T^{(1a)}(x) \big|_{m_q}^{\mu_{\text{UV}}}. \tag{40}
\]

On the other hand, if one applies DR for the IR of the zero-mode contribution, the BC sum rule is violated. Put differently, the recipe of using different IR regulators for the canonical and the singular terms in twist-3 PDFs, in general, fails, which re-emphasizes that \( m_q \neq 0 \) for twist-3 PDFs is problematic. (In fact, this issue is more severe for \( h_L(x) \) as we discuss in the next section.) In previous studies \[64 \ 65\] we had already mentioned that \( m_q \neq 0 \) is problematic for the \( x \)-dependent results of the twist-3 PDFs. We did, however, not abandon a nonzero gluon mass, but rather proposed to work with either \( m_q \) or DR for the singular terms, as already mentioned above. This recipe worked well for the calculation of matching coefficients,6 in the sense that these coefficients did not show a regulator-dependence. However, in the context of the sum rules, we observe that this recipe fails.

For \( m_q \neq 0 \), we find

\[
\int_0^1 dx \left[ \frac{g_1^{(1a)}(x)}{m_q} \right]_{\mu_{\text{IR}}}^{\mu_{\text{UV}}} = \frac{\alpha_s C_F}{2\pi} \left( \frac{1}{2} P_{\text{UV}} + \frac{2}{\beta} + 1 \right)
\]

\[
= \int_0^1 dx g_1^{(1a)}(x) \big|_{m_q}^{\mu_{\text{UV}}} + \int_0^1 dx g_T^{(1a)}(x) \big|_{m_q}^{\mu_{\text{UV}}}, \tag{41}
\]

where, \( \beta < 0 \) denotes the \( x = 1 \) pole present in diagram (1a).7 Clearly, one has to include the contribution from the \( \delta(x) \) term to satisfy the BC sum rule [10, 11]. When working with DR for the IR, we find that the BC sum rule is satisfied, although, as mentioned before, the \( \delta(x) \) term drops out from \( g_T(x) \),

\[
\int_0^1 dx \left[ \frac{g_1^{(1a)}(x)}{m_q} \right]_{\mu_{\text{IR}}}^{\mu_{\text{UV}}} = \frac{\alpha_s C_F}{2\pi} \left( \frac{1}{2} (P_{\text{UV}} - P_{\text{IR}}) + \frac{1}{2} \ln \frac{\mu_{\text{UV}}^2}{\mu_{\text{IR}}^2} \right)
\]

\[
= \int_0^1 dx g_T^{(1a)}(x) \big|_{\mu_{\text{IR}}}^{\mu_{\text{UV}}}. \tag{42}
\]

We note in passing that our results for \( g_1 \) and \( g_T \) in the QTM allow us to make a comparison to the calculation of the structure function \( g_2^{(T)} \), for deep-inelastic scattering off a quark target \[30 \ 31\]. Specifically, the UV-divergent terms can be compared to terms in \( g_2^{(T)}(x, Q^2) \) that are proportional to \( \ln(Q^2/m_q^2) \), and we find complete agreement. Furthermore, we refer to Appendix A for a subtle point about DR for IR when \( \mu_{\text{IR}}, \mu_{\text{UV}} \) are held finite.

In the cut-off scheme, one can basically read off from the results that the UV divergent parts of \( g_1(x) \) and \( g_T(x) \) satisfy the BC sum rule — compare also Refs. [9, 10]. However, for the first time, we observe a violation of the BC sum rule for finite terms when using a cut-off regulator. For \( m_q \neq 0 \), we find

\[
\int_0^1 dx \left[ \frac{g_1^{(1a)}(x)}{m_q} \right]_{m_q}^{\Lambda_{\text{UV}}} = \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{\text{UV}}}{m_q} + \frac{1}{4} \right), \tag{43}
\]

\[
\int_0^1 dx \left[ \frac{g_T^{(1a)}(x)}{m_q} \right]_{m_q}^{\Lambda_{\text{UV}}} = \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{\text{UV}}}{m_q} + \frac{1}{4} + \frac{1}{2} \right), \tag{44}
\]

6 “Matching” is a perturbative procedure that connects the quasi-PDFs to the light-cone PDFs. We refer to the works in Refs. [16, 64, 66, 70, 74] for more details on matching.

7 Note that Eq. (31) has a term \( \sim 1/1 - x \). In order to carry out its integral, we make the replacement \( 1/1 - x \rightarrow 1/(1 - x)^{1+\beta} \), with \( \beta < 0 \), leading to singularities proportional to \( 1/\beta \). Such a situation appears only for \( m_q \neq 0 \). The singularities get cancelled when combining the diagrams in Fig. (1a) and Fig. (2a).
while for \( m_q \neq 0 \), we find

\[
\int_0^1 dx \, g_1^{(1a)}(x) \bigg|_{m_q}^{\Lambda_{\text{UV}}} = \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{\text{UV}}}{m_q} + \frac{2}{\beta} + \frac{3}{2} \right),
\]

(45)

\[
\int_0^1 dx \, g_T^{(1a)}(x) \bigg|_{m_q}^{\Lambda_{\text{UV}}} = \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{\text{UV}}}{m_q} + \frac{2}{\beta} + \frac{3}{2} + \frac{1}{2} \right).
\]

(46)

It is worthwhile to pause and contemplate on: why is there a difference in the finite terms for the two UV schemes and, in particular, why is there a violation in the cut-off scheme? The underlying reason is rather simple. For cut-off and DR to give the same result, one must have the same prefactor in front of the UV-divergent integrals. If not, then the finite terms will depend on scheme. For example, consider the integrals\(^8\)

\[
\mu^{2\epsilon} (1 - \epsilon) \int_0^\infty \frac{d^n-2 k_\perp}{(2\pi)^{n-2}} \frac{k_\perp^2}{(k_\perp^2 + Q^2)^2} \approx \frac{1}{4\pi} \left( P_{\text{UV}} + \ln \frac{\Lambda_{\text{UV}}^2}{Q^2} - 2 \right),
\]

(47)

\[
\int_0^{\Lambda_{\text{UV}}} \frac{d^2 k_\perp}{(2\pi)^2} \frac{k_\perp^2}{(k_\perp^2 + Q^2)^2} \approx \frac{1}{4\pi} \left( \ln \frac{\Lambda_{\text{UV}}^2}{Q^2} - 1 \right),
\]

with \( Q^2 > 0 \). We see that the UV-divergent factors in the two schemes coincide. The difference in the finite factor can be attributed to an extra \((-\epsilon)\) term in DR. This is exactly the reason why we find different finite factors in the results for \( g_1^{(1a)}(x) \) in the two UV schemes, whereas the result for the canonical part of \( g_T(x) \) remains unchanged. We now pose a hypothetical situation: what if one consistently carries out the algebra of the Dirac matrices in 4 dimensions, and then switches on DR or cut-off only at the time of carrying out the \( k_\perp \) integrals? It is straightforward to check that this approach leads to the same final result in the two UV schemes, including the finite factors. But switching on DR right from the start, that is, keeping properly the factors in \( \epsilon \), respects rotational invariance which underlies the BC sum rule. This explains why the sum rule holds for DR and fails for a cut-off.

Could we have avoided such a caveat with cut-off schemes? If our goal was to “only” calculate the moments/integrals of the PDFs, we could have right from the start applied a cut-off to all 4 components of \( k \), in the same spirit as one does in textbooks on quantum field theory. We will outline such an analysis in the context of the h-sum rule in the next section. (The non-trivialities that stem from such an analysis can be appreciated more in the case of h-sum rule, which is the reason why we choose to highlight this case. The qualitative outcome of this study is however the same for both sum rules.)

2. h-sum rule

We first take up the calculations for \( h_1(x) \). The diagram in Fig. (1a) contributes to \( h_1(x) \) as

\[
h_1^{(1a)}(x) = \frac{-g_2^2 C_F \mu^{2\epsilon}}{2\pi} (1 - x) \int d^{n-2} k_\perp \frac{\left( -\frac{\epsilon^2}{1 - \epsilon} \right) k_\perp^2 + \epsilon(1 + x^2) m_q^2 + 2(1 - \epsilon)x m_q^2}{(k_\perp^2 + (1 - x^2) m_q^2 + x m_q^2)^2}.
\]

(48)

The final results in the DR scheme are

\[
\left. h_1^{(1a)}(x) \right|_{m_q}^{\epsilon_{\text{UV}}} = \begin{cases} 
0, \\
-\frac{\alpha_s C_F}{2\pi} \left( \frac{2x}{1 - x} \right), \\
0,
\end{cases}
\]

(49)

---

\(^8\) By “divergent terms” in the two schemes, we mean \( P_{\text{UV}} + \ln \frac{\Lambda_{\text{UV}}^2}{Q^2} \) in DR, which translates to \( \ln \Lambda_{\text{UV}}^2/Q^2 \) for a cut-off. By “finite terms” we mean terms other than the aforementioned ones.
and in the cut-off scheme we get

$$h_1^{(1a)}(x)|_{\Lambda_{UV}}^{\Lambda_{UV}} = \begin{cases} h_1^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} = 0, \\ h_1^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} = -\frac{\alpha_s C_F}{2\pi} \left( \frac{2x}{1-x} \right). \end{cases}$$  \hspace{1cm} (50)

The above results suggest that $h_1^{(1a)}(x)$ is UV-finite.

We now turn to $h_L(x)$. Before the $k_\perp$ integration is carried out, we find for the singular and canonical parts

$$h_1^{(1a)}(x) = -\frac{g_s^2 C_F \mu^2}{2\pi} \delta(x) \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{1-\epsilon}{(k_\perp^2 + m_g^2)^2},$$

$$h_L^{(1a)}(x) = \frac{g_s^2 C_F \mu^2}{2\pi} \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{xk_\perp^2 + (1-2\epsilon)(1-x)k_\perp^2 - (1-x^2)m_g^2 + x m_g^2 + (1-\epsilon)(1-x)m_g^2}{(k_\perp^2 + (1-x)^2 m_g^2 + x m_g^2)^2}. \hspace{1cm} (51)$$

For $m_g \neq 0$, the singular part has two results \[65\]

$$h_1^{(1a)}(x)|_{m_g}^{\mu_{UV}} = \begin{cases} h_1^{(1a)}(x)|_{m_g}^{\mu_{UV}} = -\frac{\alpha_s C_F}{2\pi} \delta(x) \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{m_g^2} - 1 \right), \\ h_1^{(1a)}(x)|_{m_g}^{\mu_{IR}} = -\frac{\alpha_s C_F}{2\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right). \end{cases} \hspace{1cm} (52)$$

The result for the canonical part with $m_g \neq 0$ is \[65\]

$$h_L^{(1a)}(x)|_{m_g}^{\mu_{UV}} = \frac{\alpha_s C_F}{2\pi} \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{x m_g^2} + \frac{(1-x)(1-2x)}{x} \right). \hspace{1cm} (53)$$

The results with $m_g \neq 0$ and DR for the IR are \[65\]

$$h_L^{(1a)}(x)|_{m_g}^{\mu_{UV}} = h_1^{(1a)}(x)|_{m_g}^{\mu_{UV}} + h_L^{(1a)}(x)|_{m_g}^{\mu_{UV}}$$

$$h_1^{(1a)}(x)|_{m_g}^{\mu_{UV}} = -\frac{\alpha_s C_F}{2\pi} \delta(x) \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{m_g^2} - 1 \right) - \frac{\alpha_s C_F}{2\pi} \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{(1-x)^2 m_g^2} - \frac{2}{1-x} - 2 \right),$$

$$h_L^{(1a)}(x)|_{m_g}^{\mu_{IR}} = h_1^{(1a)}(x)|_{m_g}^{\mu_{IR}} + h_L^{(1a)}(x)|_{m_g}^{\mu_{IR}}$$

$$h_1^{(1a)}(x)|_{m_g}^{\mu_{IR}} = -\frac{\alpha_s C_F}{2\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right) \hspace{1cm} (54)$$

Note that the prefactors of the $\delta(x)$ terms have an IR pole. In the cut-off scheme, the full result for $h_L(x)$ with $m_g \neq 0$ is

$$h_L^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} = h_1^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} + h_L^{(1a)}(x)|_{m_g}^{\Lambda_{UV}}$$

$$h_1^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} = -\frac{\alpha_s C_F}{2\pi} \delta(x) \left( \ln \frac{\Lambda_{UV}^2}{m_g^2} + \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{UV}^2}{x m_g^2} + \frac{1-x}{x} \right) \right). \hspace{1cm} (55)$$

With $m_g \neq 0$, we get

$$h_L^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} = h_1^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} + h_L^{(1a)}(x)|_{m_g}^{\Lambda_{UV}}$$

$$h_1^{(1a)}(x)|_{m_g}^{\Lambda_{UV}} = -\frac{\alpha_s C_F}{2\pi} \delta(x) \left( \ln \frac{\Lambda_{UV}^2}{m_g^2} + \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{UV}^2}{(1-x)^2 m_g^2} - \frac{2}{1-x} \right) \right). \hspace{1cm} (56)$$
We are now ready to check the h-sum rule. The h-sum rule is violated for $m_q \neq 0$, in both DR and cut-off schemes, because the IR poles associated with the $\delta(x)$ terms in $h_L(x)$ contribute either $\ln(m_q)$ or $1/\epsilon_{IR}$, both of which are clearly absent in $h_1(x)$. For $m_q \neq 0$, and with DR for the UV, we find,

$$
\int_0^1 dx \, h_1^{(1a)}(x)|_{m_q}^{\text{UV}} = \frac{\alpha_s C_F}{2\pi} \left( \frac{2}{\beta} + 2 \right)
$$

where, $\beta$ denotes the $x = 1$ pole present in diagram (1a). Therefore, the h-sum rule holds provided one takes the $\delta(x)$ contribution into account. Similar studies in the past have also advanced the necessity of including the zero-mode contributions for the validity of the sum rules [10, 11, 76]. It is interesting to discuss the above result. Recall that $h_1^{(1a)}(x)$ is UV-finite. In this context, we note that the integrals of $h_1^{(1a)}(x)$ and $h_1^{(1a)}(x)$ agree because the UV poles from the (integral of the) singular and the canonical terms exactly cancel. Also, the $\ln(\mu_{UV}/m_q)$ terms, present in $h_L(1a)(x)$, cancel between these two terms. It is straightforward to verify that the h-sum rule holds when one does DR for both UV and IR:

$$
\int_0^1 dx \, h_1^{(1a)}(x)|_{\epsilon_{IR}}^{\text{UV}} = 0
$$

$$
= \int_0^1 dx \, h_L(1a)(x)|_{m_q}^{\text{IR}} + \int_0^1 dx \, h_1^{(1a)}(x)|_{m_q}^{\text{IR}}, \quad (57)
$$

We now proceed to check the validity of the h-sum rule in the cut-off scheme. It is remarkable that the h-sum rule continues to hold even in the cut-off scheme when one works with $m_q \neq 0$:

$$
\int_0^1 dx \, h_1^{(1a)}(x)|_{m_q}^{\Lambda_{UV}} = \frac{\alpha_s C_F}{2\pi} \left( \frac{2}{\beta} + 2 \right)
$$

$$
= \int_0^1 dx \, h_L(1a)(x)|_{m_q}^{\text{IR}} + \int_0^1 dx \, h_1^{(1a)}(x)|_{m_q}^{\text{IR}}. \quad (59)
$$

Let us now examine why the h-sum rule continues to hold in the cut-off scheme, since the BC sum rule does not and since both sum rules are based on rotational invariance. First of all, note that, just as in the case of DR, the $\ln(\Lambda_{UV}/m_q)$ terms, present in $h_L(1a)(x)$, cancel between the singular and the canonical terms. Now, notice that the “extra” finite factors of $\delta(x)$ and $-2(1-x)$ present in the DR scheme (see the first expression in Eq. (54), and compare with Eq. (56)) integrate to zero. Therefore, the absence of these terms in the cut-off scheme do not cause an issue for the h-sum rule. We therefore conclude that the h-sum rule accidentally holds in the QTM for the cut-off scheme. This conclusion is also supported by the fact that the h-sum rule is violated in the YM for a cut-off, as we discuss below in more detail.

We now want to discuss the application of DR and cut-off to all components of $k$, and consequently its impact on sum rules. We first go through the basic steps for the DR scheme. Our starting point for the calculation of $h_1^{(1a)}$ is

$$
\int \frac{dk^+}{p^+} s_1 h_1^{(1a)}(k^+) = -\frac{i g^2 C_F \mu^2}{4 p^+} \int d^4 k \frac{2(1-y)}{(k^2 - Q^2)^3} N_{h_1}(k), \quad (60)
$$

where

$$
N_{h_1}(k) = 4(n-4)s_1 p^+ k^2 - 8(n-4)s_1^2 k^+(k \cdot p) - 8(n-4)p^+ k_1^+(k \cdot s) + 4(n-4)s_1 p^+ m_q^2 (y^2 - 1) + 8s_1^2 p^+ m_q^2 ((n-2)y - (n-4)y^2), \quad (61)
$$

$$
Q^2 = y m_q^2 + (1-y)^2 m_q^2, \text{ and } y \text{ is the Feynman parameter. By using}
$$

$$
\int \frac{d^n k}{(2\pi)^n} \frac{k^\mu k^\nu}{(k^2 - Q^2)^3} = \left( \frac{i}{4} Q^2 (\pi)^{n/2} \Gamma(2-n/2) \right) \frac{\delta^{\mu\nu}}{(2\pi)^n (Q^2)^{3-n/2}}, \quad (62)
$$
and
\[ \int \frac{d^nk}{(2\pi)^n} \frac{1}{(k^2 - Q^2)^3} = -\frac{i}{2} \frac{(\pi)^{n/2} \Gamma(3 - n/2)}{2} , \]  
(63)

we find that the first three terms in \( N_{h1}(k) \) cancel one another, and the forth term is proportional to \( \epsilon_{\nu\nu} \). Therefore, the final result is given entirely by the last term in \( N_{h1}(k) \):
\[ \int \frac{dk^+}{p^+} h_{1}^{(1a)}(k^+) \big|_{(m_g, m_q)}^{\epsilon_{\nu\nu}} = -\frac{\alpha_s C_F}{2\pi} \int_0^1 dy \frac{2y(1-y)m_q^2}{Q^2} . \]  
(64)

By taking the limits \( m_q \rightarrow 0 \) or \( m_g \rightarrow 0 \), we get back our results with DR applied to the transverse dimensions. Our starting point for \( h_{1}^{(1a)} \) is,
\[ \int \frac{dk^+}{p^+} h_{1}^{(1a)}(k^+) = -\frac{i g_s^2 C_F \mu_{\nu\nu}^2}{4p^+} \int \frac{d^nk}{(2\pi)^n} \int_0^1 dy \frac{2(1-y)m_q^2}{(k^2 - Q^2)^3} N_{hL}(k) , \]  
(65)

where
\[ N_{hL}(k) = 4(n-4)\lambda m_q k^2 + 8(n-4)s^{-1} k^+ (k \cdot p) - 8(n-4)s k^- (k \cdot p) - 8(n-4)p^+ k^- (k \cdot s) + 8(n-2)\lambda m_{g}^3 y - 4(n-4)\lambda m_{q}^3 (1 + y^2) \]  
(66)

The second, third, forth and the fifth terms in \( N_{hL}(k) \) add up to cancel exactly the contribution from the first term in \( N_{hL}(k) \). The seventh term is proportional to \( \epsilon_{\nu\nu} \), and it is the sixth term only that contributes to \( h_{L}(x) \),
\[ \int \frac{dk^+}{p^+} h_{1}^{(1a)}(k^+) \big|_{(m_g, m_q)}^{\epsilon_{\nu\nu}} = -\frac{\alpha_s C_F}{2\pi} \int_0^1 dy \frac{2y(1-y)m_q^2}{Q^2} . \]  
(67)

This means that the \( h \)-sum rule is satisfied. Few comments are in order: First, there is no need for a separate discussion of the zero-modes in this approach. Since the sum rule is satisfied, the contribution of the zero-modes is automatically included in such an analysis. Second, for \( m_g \neq 0 \), it is clear from Eq. (67) that this approach does not give the same final result for \( \int h_L \), when compared to the case where we first extract the \( x \)-dependence and then calculate the moment; but, \( \int h_1 \) agrees. Third, in this approach, we observe that there is no problem in using a nonzero gluon mass as an IR regulator. This is different from the scenario when we first extract the \( x \)-dependent results, and then calculate their moments.

We now turn to the cut-off scheme. To evaluate the integrals, we first perform a Wick rotation, which allows us to carry out the integral in Euclidean space instead of Minkowski space. By using
\[ \int \frac{d^4k}{(2\pi)^3} \frac{k^2}{(k^2 - Q^2)^3} = \frac{i}{32\pi^2} \left( 2 \ln \frac{\Lambda_{\nu\nu}^2}{Q^2} - 3 \right) , \]  
(68)
\[ \int \frac{d^4k}{(2\pi)^3} \frac{1}{(k^2 - Q^2)^3} = -\frac{i}{32\pi^2} \frac{1}{Q^2} , \]  
(69)
\[ k^\mu k^\nu \rightarrow \frac{1}{4} g^{\mu\nu} k^2 , \quad \int \frac{d^4k}{(2\pi)^3} \frac{k^\mu (k \cdot a)}{(k^2 - Q^2)^3} = \frac{a^\mu}{4} \left[ \frac{i}{32\pi^2} \left( 2 \ln \frac{\Lambda_{\nu\nu}^2}{Q^2} - 3 \right) \right] a = (p, s) , \]  
(70)

we find
\[ \int \frac{dk^+}{p^+} h_{1}^{(1a)}(k^+) \big|_{(m_g, m_q)}^{\Lambda_{\nu\nu}} = -\frac{\alpha_s C_F}{2\pi} \int_0^1 dy \frac{2y(1-y)m_q^2}{Q^2} , \]  
(71)
\[ \int \frac{dk^+}{p^+} h_{1}^{(1a)}(k^+ \big|_{(m_g, m_q)}^{\Lambda_{\nu\nu}} . \]  
(72)

Therefore, we see that the \( h \)-sum rule is satisfied when cut-off is applied to all 4 components of \( k \). This result is not surprising, because obviously without a bias for any specific direction, the rotational invariance is no longer broken. Once again, with a cut-off, \( m_g \neq 0 \) does not pose an issue as an IR regulator.
B. Results in Yukawa Model

The YM describes the pointlike interaction between fermions and a scalar field. The diagrams in Fig. (1a) and Fig. (2a), with the obvious replacement of the gluon propagator by the propagator of the scalar, are the only ones that contribute to the PDFs in this model.

1. BC sum rule

Fig. (1a) contributes to $g_1(x)$ as

$$
g_{1(1a)}(x) = g_Y^2 \mu_{1x}^2 (1 - x) \int \frac{d^{n-2}k_{\perp}}{(2\pi)^{n-2}} \frac{(-k_{\perp}^2 + (1 + x)^2 m_s^2)}{(k_{\perp}^2 + (1 - x)^2 m_s^2 + x m_s^2)^{n-2}}, \tag{73}
$$

where $g_Y$ is the counterpart of $g_s$, and $m_s$ is the mass of the scalar particle. Applying DR for the UV, we obtain the following results for $g_1(x)$ in three different IR schemes,

$$
g_{1(1a)}(x)^{UV}_{m_s} = -\frac{\alpha_Y}{4\pi} (1 - x) \left( \mathcal{P}_{UV} + \ln \frac{\mu_{1x}^2}{x m_s^2} - 1 \right),
$$

$$
g_{1(1a)}(x)^{UV}_{m_q} = -\frac{\alpha_Y}{4\pi} (1 - x) \left( \mathcal{P}_{UV} + \ln \frac{\mu_{1x}^2}{(1 - x)^2 m_s^2} - \frac{2(1 + x^2)}{(1 - x)^2} \right), \tag{74}
$$

$$
g_{1(1a)}(x)^{IR}_{\epsilon_{IR}} = -\frac{\alpha_Y}{4\pi} (1 - x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{1x}^2}{\mu_{IR}^2} \right),
$$

where $\alpha_Y$ is the counterpart of $\alpha_s$. Applying a cut-off for the UV, we get

$$
g_{1(1a)}(x)^{UV}_{\Lambda_{UV}} = \left\{
\begin{array}{l}
g_{1(1a)}(x)^{UV}_{m_s} = -\frac{\alpha_Y}{4\pi} (1 - x) \left( \ln \frac{\Lambda_{UV}^2}{x m_s^2} - 1 \right), \\
g_{1(1a)}(x)^{UV}_{m_q} = -\frac{\alpha_Y}{4\pi} (1 - x) \left( \ln \frac{\Lambda_{UV}^2}{(1 - x)^2 m_s^2} - \frac{2(1 + x^2)}{(1 - x)^2} \right), \\
g_{1(1a)}(x)^{UV}_{\epsilon_{IR}} = -\frac{\alpha_Y}{4\pi} (1 - x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{1x}^2}{\mu_{IR}^2} \right),
\end{array}
\right. \tag{75}
$$

For the sake of completeness, we mention the results for the fermion self-energy diagram in YM. In DR, we obtain

$$
\left. \frac{\partial \Sigma(p)}{\partial \phi} \right|_{m_s}^{UV} = -\frac{\alpha_Y}{4\pi} \int_0^1 dy \left( y \mathcal{P}_{UV} + y \ln \frac{\mu_{1x}^2}{y m_s^2} \right),
$$

$$
\left. \frac{\partial \Sigma(p)}{\partial \phi} \right|_{m_q}^{UV} = -\frac{\alpha_Y}{4\pi} \int_0^1 dy \left( (1 - y) \mathcal{P}_{UV} + (1 - y) \ln \frac{\mu_{1x}^2}{(1 - y)^2 m_s^2} + 4y (1 - y) \right), \tag{76}
$$

$$
\left. \frac{\partial \Sigma(p)}{\partial \phi} \right|_{\epsilon_{IR}}^{UV} = -\frac{\alpha_Y}{4\pi} \int_0^1 dy y \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{1x}^2}{\mu_{IR}^2} \right),
$$

while for a cut-off we find

$$
\left. \frac{\partial \Sigma(p)}{\partial \phi} \right|_{\Lambda_{UV}}^{IR} = \left\{
\begin{array}{l}
\left. \frac{\partial \Sigma(p)}{\partial \phi} \right|_{m_s}^{IR} = -\frac{\alpha_Y}{4\pi} \int_0^1 dy \ln \frac{\Lambda_{UV}^2}{y m_s^2}, \\
\left. \frac{\partial \Sigma(p)}{\partial \phi} \right|_{m_q}^{IR} = -\frac{\alpha_Y}{4\pi} \int_0^1 dy \left( (1 - y) \ln \frac{\Lambda_{UV}^2}{(1 - y)^2 m_s^2} + 4y (1 - y) \right),
\end{array}
\right. \tag{77}
$$

Turning now to $gr(x)$ in YM, we can once again split the contribution from Fig. (1a) into a singular and a canonical
part. As a first step, one obtains the following expressions for the singular and canonical parts of $g_T(x)$,

$$g^{(1a)}_{T(s)}(x) = \frac{g^2 \mu^2 x^2}{2(2\pi)^{n-2}} \delta(x) \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{1}{(k^2_\perp + m_q^2)} ,$$

$$g^{(1a)}_{T(c)}(x) = -\frac{g^2 \mu^2 x^2}{2(2\pi)^{n-2}} \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{2k^2_\perp - (1-x) k^2_\perp}{(1-\epsilon) - 2(1-x^2)m_q^2 + (1+x)m_q^2} .$$

(78)

Working with $m_s \neq 0$ leads to the following two results for the singular parts,

$$g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\epsilon UV} = \frac{\alpha \tilde{\gamma}}{4\pi} \delta(x) \left( \mathcal{P}_{UV} + \ln \frac{\mu^2_{UV}}{m_q^2} \right) ,$$

$$g^{(1a)}_{T(c)}(x) \bigg|_{m_q}^{\epsilon UV} = \frac{\alpha \tilde{\gamma}}{4\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu^2_{UV}}{\mu^2_{IR}} \right) .$$

(79)

For the canonical part with $m_s \neq 0$, we get

$$g^{(1a)}_{T(c)}(x) \bigg|_{m_q}^{\epsilon UV} = -\frac{\alpha \tilde{\gamma}}{4\pi} \left( (1+x) \mathcal{P}_{UV} + (1+x) \ln \frac{\mu^2_{UV}}{x m_s^2} + \frac{1-x}{x} \right) .$$

(80)

Finally, with $m_q \neq 0$ and DR for the IR, we find

$$g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\epsilon UV} = g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\epsilon UV} + g^{(1a)}_{T(c)}(x) \bigg|_{m_q}^{\epsilon UV}$$

$$= \frac{\alpha \tilde{\gamma}}{4\pi} \delta(x) \left( \mathcal{P}_{UV} + \ln \frac{\mu^2_{UV}}{m_q^2} \right) - \frac{\alpha \tilde{\gamma}}{4\pi} \left( (1+x) \mathcal{P}_{UV} + (1+x) \ln \frac{\mu^2_{UV}}{(1-x)^2 m_q^2} - \frac{4}{1-x} \right) ,$$

(81)

$$g^{(1a)}_{T(c)}(x) \bigg|_{m_q}^{\epsilon IR} = g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\epsilon IR} + g^{(1a)}_{T(c)}(x) \bigg|_{m_q}^{\epsilon IR}$$

$$= \frac{\alpha \tilde{\gamma}}{4\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu^2_{UV}}{\mu^2_{IR}} \right) - \frac{\alpha \tilde{\gamma}}{4\pi} \left( (1+x) \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu^2_{UV}}{\mu^2_{IR}} \right) .$$

(82)

For the singular part in the cut-off scheme, we find

$$g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\Lambda UV} = \frac{\alpha \tilde{\gamma}}{4\pi} \delta(x) \ln \frac{\Lambda^2_{UV}}{m_q^2} .$$

(83)

The full result for $g_T(x)$ with $m_s \neq 0$ is

$$g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\Lambda UV} = g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\Lambda UV} + g^{(1a)}_{T(c)}(x) \bigg|_{m_q}^{\Lambda UV}$$

$$= \frac{\alpha \tilde{\gamma}}{4\pi} \delta(x) \ln \frac{\Lambda^2_{UV}}{m_q^2} - \frac{\alpha \tilde{\gamma}}{4\pi} \left( (1+x) \ln \frac{\Lambda^2_{UV}}{x m_s^2} + (1-x) + \frac{1-x}{x} \right) .$$

(84)

With $m_q \neq 0$, we get

$$g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\Lambda UV} = g^{(1a)}_{T(s)}(x) \bigg|_{m_q}^{\Lambda UV} + g^{(1a)}_{T(c)}(x) \bigg|_{m_q}^{\Lambda UV}$$

$$= \frac{\alpha \tilde{\gamma}}{4\pi} \delta(x) \ln \frac{\Lambda^2_{UV}}{m_q^2} - \frac{\alpha \tilde{\gamma}}{4\pi} \left( (1+x) \ln \frac{\Lambda^2_{UV}}{(1-x)^2 m_q^2} - \frac{4}{1-x} + (1-x) \right) .$$

(85)

We now proceed to check whether or not the BC sum rule holds in the YM. First of all, notice that, in contrast to the QTM, the zero-mode contributions survive in the YM. Also, different from the QTM, the prefactors of these contributions are IR-divergent in the two UV schemes. A consequence of this is that there is a violation of the BC
sum rule when using \( m_s \neq 0 \) in both UV schemes. Furthermore, working with \( m_s \neq 0 \) leads to \( 1/x \) poles as \( x \to 0 \) in the canonical part of \( g_T(x) \). Hence, the lowest moment of \( g_T(x) \) is not defined in the YM with \( m_s \neq 0 \). In fact, divergent terms like \( 1/x \) are typically observed for \( m_s/g \neq 0 \). In the QTM, these terms can be seen in the canonical parts of \( h_L(x) \) \( \frac{17}{17} \). When either \( m_q \) or DR is used for the IR, it is straightforward to verify that the BC sum rule holds when DR is applied for the UV and when the zero-mode contributions are taken into account. Specifically, we find

\[
\int_0^1 dx \left[ g_1^{(1a)}(x) \right]_{m_q}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \left( -\frac{1}{2} P_{\text{UV}} - \ln \frac{\mu_{\text{UV}}}{m_q} - \frac{4}{\beta} - \frac{7}{2} \right),
\]

and

\[
\int_0^1 dx \left[ g_1^{(1a)}(x) \right]_{\text{IR}}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \left( -\frac{1}{2} (P_{\text{UV}} - P_{\text{IR}}) - \frac{1}{2} \ln \frac{\mu_{\text{UV}}^2}{\mu_{\text{IR}}^2} \right),
\]

where \( \beta \) denotes the pole at \( x = 1 \) present in diagram (1a).

When cut-off is switched on for the UV, the BC sum rule continues to hold for the UV divergent parts of \( g_1(x) \) and \( g_T(x) \). Note that the finite factors for \( g_1(x) \) in the two UV schemes are exactly the same. On the other hand, they change for the canonical part of \( g_T(x) \). The source of this change is the scheme-dependence of the prefactor \( \alpha_Y \). The difference can be traced back to the IR-finiteness of the prefactors of the zero-mode terms in QTM.

2. \( h \)-sum rule

Fig. (1a) contributes to \( h_1(x) \) as

\[
h_1^{(1a)}(x) = \frac{g_2^2 \mu^{2\epsilon}}{2(2\pi)^n} (1 - x) \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{1 - \frac{1}{1 - \epsilon}}{(1 - x)^2 + (1 + x)^2 m_q^2} \left( k_\perp^2 + (1 - x)^2 m_q^2 + x m_q^2 \right)^2.
\]

Using DR for the \( k_\perp \) integrals, we obtain

\[
\left. h_1^{(1a)}(x) \right|_{m_q}^{\text{UV}} = \left. h_1^{(1a)}(x) \right|_{\text{IR}}^{\text{UV}} = 0.
\]

Using DR for the \( k_\perp \) integrals, we obtain

\[
\left. h_1^{(1a)}(x) \right|_{m_q}^{\text{UV}} = -\frac{\alpha_Y}{4\pi} (1 - x),
\]

\[
\left. h_1^{(1a)}(x) \right|_{m_q}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \left( \frac{(1 + x)^2}{1 - x} - (1 - x) \right),
\]

\[
\left. h_1^{(1a)}(x) \right|_{\text{IR}}^{\text{UV}} = 0.
\]
Using a cut-off for the $k_\perp$ integrals, we find

$$h_1^{(1a)}(x)^{\Lambda_{UV}} = \begin{cases} h_1^{(1a)}(x)^{\Lambda_{UV}}_{m_s} = 0, \\ h_1^{(1a)}(x)^{\Lambda_{UV}}_{m_q} = \frac{\alpha_Y}{4\pi} \left( \frac{(1+x)^2}{1-x} \right). \end{cases}$$

(92)

Just as in the QTM, the contribution from the diagram in Fig. (1a) to $h_1(x)$ is UV-finite.

Moving on to $h_L(x)$, we obtain the following general expressions for the singular and canonical parts,

$$h_L^{(1a)}(x) = \frac{g_\pi^2 \mu^2}{2(2\pi)^2} \delta(x) \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{1}{(k_\perp^2 + m_q^2)},$$

$$h_L^{(1a)}(x) = \frac{-g_\pi^2 \mu^2}{2(2\pi)^2} \int \frac{d^{n-2}k_\perp}{(2\pi)^{n-2}} \frac{2k_\perp^2 - 2(1-x^2)m_q^2 + (1+x)m_s^2}{(k_\perp^2 + (1-x)^2m_q^2 + x m_s^2)^2}.$$  

(93)

As discussed, the singular part for $m_s \neq 0$ has two results,

$$h_L^{(1a)}(x)^{\epsilon_{UV}}_{m_s} = \begin{cases} h_L^{(1a)}(x)^{\epsilon_{UV}}_{m_q} = \frac{\alpha_Y}{4\pi} \delta(x) \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{m_q^2} \right), \\ h_L^{(1a)}(x)^{\epsilon_{IR}}_{m_q} = \frac{\alpha_Y}{4\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right). \end{cases}$$

(94)

With $m_s \neq 0$, we find for the canonical part

$$h_L^{(1a)}(x)^{\epsilon_{UV}}_{m_s} = -\frac{\alpha_Y}{4\pi} \left( 2x \mathcal{P}_{UV} + 2x \ln \frac{\mu_{UV}^2}{xm_s^2} + \frac{(1-x)(1+2x)}{x} \right).$$

(95)

With $m_q \neq 0$ and DR for the IR, the full results for $h_L(x)$ read

$$h_L^{(1a)}(x)^{\epsilon_{UV}}_{m_q} = h_L^{(1a)}(x)^{\epsilon_{UV}}_{m_s} + h_L^{(1a)}(x)^{\epsilon_{UV}}_{m_q}$$

$$= \frac{\alpha_Y}{4\pi} \delta(x) \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{m_q^2} \right) - \frac{\alpha_Y}{4\pi} \left( 2x \mathcal{P}_{UV} + 2x \ln \frac{\mu_{UV}^2}{(1-x)^2m_q^2} - \frac{2(-x^2 + 2x + 1)}{1-x} \right),$$

(96)

$$h_L^{(1a)}(x)^{\epsilon_{IR}}_{m_s} = h_L^{(1a)}(x)^{\epsilon_{IR}}_{m_q} + h_L^{(1a)}(x)^{\epsilon_{IR}}_{m_s}$$

$$= \frac{\alpha_Y}{4\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right) - \frac{\alpha_Y}{4\pi} 2x \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right).$$

(97)

The full result for $h_L(x)$ in the cut-off scheme with $m_s \neq 0$ is

$$h_L^{(1a)}(x)^{\Lambda_{UV}}_{m_s} = h_L^{(1a)}(x)^{\Lambda_{UV}}_{m_q} + h_L^{(1a)}(x)^{\Lambda_{UV}}_{m_s}$$

$$= \frac{\alpha_Y}{4\pi} \delta(x) \ln \frac{\Lambda_{UV}^2}{m_q^2} - \frac{\alpha_Y}{4\pi} 2x \ln \frac{\Lambda_{UV}^2}{xm_s^2} + \frac{(1-x)(1+2x)}{x}. $$

(98)

Finally, with $m_q \neq 0$ we find

$$h_L^{(1a)}(x)^{\Lambda_{UV}}_{m_q} = h_L^{(1a)}(x)^{\Lambda_{UV}}_{m_s} + h_L^{(1a)}(x)^{\Lambda_{UV}}_{m_q}$$

$$= \frac{\alpha_Y}{4\pi} \delta(x) \ln \frac{\Lambda_{UV}^2}{m_q^2} - \frac{\alpha_Y}{4\pi} 2x \ln \frac{\Lambda_{UV}^2}{(1-x)^2m_q^2} - \frac{2(-x^2 + 2x + 1)}{1-x}. $$

(99)
We now turn to the calculation of the h-sum rule. We find that, irrespective of the choice of the UV scheme, the \( \delta(x) \) terms in \( h_L(x) \) are accompanied by prefactors that exhibit IR divergence. The h-sum rule is therefore not valid when working with \( m_q \neq 0 \). Furthermore, with \( m_q \neq 0 \), there are terms like \( 1/x \), which make the \( x \)-integrals diverge anyway. These complications appear in the QTM as well. When \( m_q \) or DR is employed for the IR, the h-sum rule holds provided one applies DR for the UV. The corresponding results are

\[
\int_0^1 dx h_1^{(1a)}(x) \bigg|_{m_q}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \left( -\frac{4}{\beta} - 4 \right)
\]

\[
= \int_0^1 dx h_{L(s)}^{(1a)}(x) \bigg|_{m_q}^{\text{UV}} + \int_0^1 dx h_{L(c)}^{(1a)}(x) \bigg|_{m_q}^{\text{UV}},
\]

(100)

where \( \beta \) reflects the \( x = 1 \) pole, and

\[
\int_0^1 dx h_1^{(1a)}(x) \bigg|_{m_q}^{\text{IR}} = 0
\]

\[
= \int_0^1 dx h_{L(s)}^{(1a)}(x) \bigg|_{m_q}^{\text{IR}} + \int_0^1 dx h_{L(c)}^{(1a)}(x) \bigg|_{m_q}^{\text{IR}}.
\]

(101)

As evident from the above results, it is mandatory to include the zero-mode contribution for the validity of the h-sum rule. In fact, these zero-mode contributions cancel the UV poles and the \( \ln(m_q) \) terms present in the canonical terms, such that \( \int dx h_L^{(1a)}(x) \) is UV-finite.

Perhaps the most interesting finding in the Yukawa model is that the UV-finite parts in the cut-off scheme violate the h-sum rule. With \( m_q \neq 0 \), we find

\[
\int_0^1 dx h_1^{(1a)}(x) \bigg|_{m_q}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \left( -\frac{4}{\beta} - \frac{7}{2} \right),
\]

(102)

\[
\int_0^1 dx h_L^{(1a)}(x) \bigg|_{m_q}^{\text{UV}} = \int_0^1 dx h_{L(s)}^{(1a)}(x) \bigg|_{m_q}^{\text{UV}} + \int_0^1 dx h_{L(c)}^{(1a)}(x) \bigg|_{m_q}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \left( -\frac{4}{\beta} - \frac{7}{2} - \frac{1}{2} \right).
\]

(103)

The first term in the expression for \( h_1(x) \) (see Eq. (90)) makes all the difference. Clearly, this is the term that gives rise to a different finite factor in the cut-off scheme. On the other hand, the result for \( h_L(x) \) remains unchanged. Obviously, in such a situation the sum rule couldn’t have been valid simultaneously in the two UV schemes, and we indeed find a violation in the cut-off scheme. Let us mention that by performing calculations in the YM, we have a strong support to the picture that the h-sum rule is by no means “superior” to the BC sum rule. The fact that the h-sum rule holds in QTM can therefore be regarded as an “accident”. Generally, our work shows that, contrary to what is frequently assumed in the literature, it is not sufficient to check the sum rules for only the UV-divergent parts of the perturbative corrections. In fact, similar to what we are reporting here, there may well exist other cases of violation of relations that are based on Lorentz invariance in schemes that break rotational invariance. We close this section by mentioning that the sum rules hold in the YM if the cut-off is applied in a rationally invariant manner. This analysis can be preformed in exactly the same manner as what we have shown in Sec. III A 2. The (non-trivial) observation of the sum rule holding with \( m_q \neq 0 \) as pointed out in the QTM, applies for YM as well.

IV. ANALYTICAL RESULTS FOR THE QUASI-PDFS

This section provides analytical results for the quasi-PDFs \((g_{1,Q}(x), g_{T,Q}(x))\), and \((h_{1,Q}(x), h_{L,Q}(x))\) in the QTM and the YM. Once again, our focus will be on the diagram in Fig. (1a), which is sufficient for the check of the sum rules — see Eq. (39) and the associated discussion.
A. Results in Quark Target Model

The correlator for the quasi-PDFs for Fig. (1a) is given by
\[
\Phi_Q^I(x; p^3) = -i g^2 C_F \mu^{2 \epsilon} \int d^{n-2}k_1 \frac{1}{(2\pi)^{n-2}} \int dk_0 \bar{u}(p) \left( \gamma^\mu (\gamma^\nu + m_q) \gamma^\nu \right) u(p) \frac{D_{PDF}}{D_{PDF}},
\] (104)
The results for the quasi-PDFs can in general be cast in the form
\[
q_Q(x; p^3) = q_{Q(s)}(x; p^3) + q_{Q(c)}(x; p^3)
\]
\[
= -\frac{g^2 C_F \mu^{2 \epsilon}}{2(2\pi)^{n-2}} \int d^{n-2}k_1 \frac{1}{(2\pi)^{n-2}} N_{Q(s)} - \frac{i g^2 C_F \mu^{2 \epsilon}}{(2\pi)^{n-2}} \int d^{n-2}k_0 \frac{N_{Q(c)}}{D_{PDF}}.
\] (105)
Here, \( q_{Q(s)} \) is the singular term, which is relevant for \( g_{T,Q}(x) \) and \( h_{L,Q}(x) \) only, while \( q_{Q(c)} \) is the canonical term. The numerators for the specific PDFs are
\[
N_{g_1(c)} = \frac{2}{\delta_0} \left\{ (1 - \epsilon) \delta_0 p^3 \left( k_0^0 \right)^2 + 2 k_0^0 \left( \epsilon m_q^2 - (1 - \epsilon) x p_3^2 \right) - (1 - \epsilon) \delta_0 p^3 \left( k_0^2 - x^2 p_3^2 + m_q^2 \right) \right\},
\] (106)
\[
N_{g_T(s)} = \frac{\epsilon p^3}{k_0^2 + x^2 p_3^2 + m_q^2}^{3/2},
\] (107)
\[
N_{g_T(c)} = 2 p^3 \left( (k_0^0)^2 - x^2 p_3^2 + m_q^2 - \epsilon m_q^2 \right),
\] (108)
\[
N_{h_1(c)} = \frac{2}{\delta_0} \left\{ (1 - \epsilon) \delta_0 p^3 \left( k_0^0 \right)^2 + 2 k_0^0 \left( \epsilon m_q^2 - x p_3^2 \right) + \epsilon \left( 1 - \frac{1}{1 - \epsilon} \right) \delta_0 p^3 k_1^2 + \epsilon \delta_0 p^3 \left( x^2 p_3^2 + m_q^2 \right) \right\},
\] (109)
\[
N_{h_L(s)} = \frac{(1 - \epsilon) p^3}{k_0^2 + x^2 p_3^2 + m_q^2}^{3/2},
\] (110)
\[
N_{h_L(c)} = 2 p^3 \left( (k_0^0)^2 - x^2 p_3^2 + (-1 + 2 \epsilon) k_1^2 + m_q^2 - (1 - \epsilon) m_q^2 \right),
\] (111)
and the denominator is given as
\[
D_{PDF} = (k^2 - m_q^2 + i\epsilon) \left( (P - k)^2 - m_q^2 + i\epsilon \right).
\] (112)
In these expressions, \( \delta_0 = \sqrt{1 + m_q^2/p_3^2} \). We perform the \( k_0^0 \) integral by means of contour integration. The \( k_0^0 \)-poles in the complex plane are given by
\[
k_0^0 = k_0^0 \equiv \pm \sqrt{x^2 p_3^2 + k_1^2 + m_q^2 - i\epsilon},
\] (113)
\[
k_0^0 = \delta_0 p^3 \pm \sqrt{(1 - x)^2 p_3^2 + k_1^2 + m_q^2 - i\epsilon}.
\] (114)
Since the two quark propagators are identical, one has double poles arising from the quark lines. Choosing to close the contour in the upper half plane, we pick up contributions from the (single) pole \( k_0^0 \) and the double pole \( k_0^0 = k_2^0 \). In the specific case of \( g_{1,Q} \), the result after the \( k_0 \)-integration reads
\[
g_{1,Q}(x; p^3) = \frac{g^2 C_F \mu^{2 \epsilon}}{2\pi} \int d^{n-2}k_1 \frac{1}{(2\pi)^{n-2}} \left[ \frac{N_{g_1(k_0^0)}}{(k_0^0 - k_0^0)^2 (k_1^0 - k_2^0)^2} \frac{N_{g_1(k_1^0)}}{(k_1^0 - k_0^0)^2 (k_2^0 - k_0^0)^2} \right]
\]
\[
+ \frac{N'_{g_1(k_1^0)}}{(k_0^0 - k_1^0)^2 (k_2^0 - k_3^0)^2 (k_1^0 - k_0^0)^2 (k_0^0 - k_1^0)} \frac{2 N_{g_1(k_1^0)}}{(k_0^0 - k_1^0)^3 (k_2^0 - k_3^0)^3 (k_1^0 - k_0^0)} \frac{N_{g_1(k_0^0)}}{(k_1^0 - k_0^0)^2 (k_2^0 - k_3^0)^2 (k_1^0 - k_2^0)} \frac{N_{g_1(k_1^0)}}{(k_0^0 - k_1^0)^3 (k_2^0 - k_3^0)^3 (k_1^0 - k_0^0)} \frac{N_{g_1(k_0^0)}}{(k_0^0 - k_1^0)^2 (k_2^0 - k_3^0)^2 (k_1^0 - k_2^0)} \right],
\] (115)
where \( N'_{g1} \equiv \frac{d}{dx} N_{g1} \). There is no need to carry out the \( k_\perp \) integral analytically. By keeping \( p^3 \) finite, we will be evaluating the \( k_\perp \) integral numerically using DR and a cut-off. Note that the above form for the quasi-PDFs holds true for any \( x \). We want to mention at this point that for the twist-2 light-cone PDFs one can use the cut-graph method, which amounts to putting the gluon on-shell. However, this is not the case for the quasi-PDFs. Although the first term in the above equation corresponds exactly to the cut-graph method, all of the other terms provide finite contribution to the quasi-PDFs in all regions of \( x \). Specifically, for the twist-2 case, we pointed out that one cannot recover the light-cone PDFs from quasi-PDFs for \( x < 0 \), even in the limit \( p^3 \to \infty \), if quasi-PDFs are calculated in the cut-graph approach \([73]\). The problem with using the cut-graph method is even more serious at twist-3. Calculation of light-cone and quasi-PDFs in a cut-graph method excludes the contribution from the zero-modes, which by now we know is crucial to satisfy the sum rules \([10, 76]\).

### B. Results in Yukawa Model

For quasi-PDFs in the YM, the general structure of the singular term is

\[
g_Q(x; p^3) = \frac{g_Y^2 \mu^2}{4(2\pi)^{n-2}} \int d^{n-2} k_\perp (2\pi)^n N_{q(s)} ,
\]

while the canonical terms are given by Eqs. (105) and (115), but with an overall sign, and of course without the color factors as well as the replacement of the coupling constant. The numerators for the different PDFs are given by

\[
N_{g_{1(c)}} = \frac{p^3}{\delta_0} \left\{ \delta_0 (k^0)^2 - \frac{2k^0}{p^3} (xp_3 - m_q^2) + \delta_0 \left( -k_\perp^2 + x^2 p_3^2 + m_q^2 \right) \right\} ,
\]

\[
N_{g_{T(s)}} = \frac{p^3}{(k_\perp^2 + x^2 p_3^2 + m_q^2)^{3/2}} ,
\]

\[
N_{g_{T(c)}} = \frac{p^3}{m_q} \left\{ 2m_q(k^0)^2 - 2m_q k_\perp^2 + m_q \frac{k_\perp^2}{1-\epsilon} - 2m_q x^2 p_3^2 + 2m_q^3 - m_q m_s^2 \right\} ,
\]

\[
N_{h_{1(c)}} = \frac{p^3}{\delta_0} \left\{ \delta_0 (k^0)^2 - \frac{2k^0}{p^3} (xp_3 - m_q^2) + \left( 1 - \frac{1}{1-\epsilon} \right) \delta_0 k_\perp^2 + \delta_0 \left( x^2 p_3^2 + m_q^2 \right) \right\} ,
\]

\[
N_{h_{L(s)}} = \frac{p^3}{(k_\perp^2 + x^2 p_3^2 + m_q^2)^{3/2}} ,
\]

\[
N_{h_{L(c)}} = \frac{p^3}{m_q} \left\{ 2m_q(k^0)^2 - 2m_q x^2 p_3^2 + 2m_q^3 - m_q m_s^2 \right\} ,
\]

The caveats regarding working with cut-graph methods, mentioned in the context of the QTM, also apply for the YM.

### C. Analytical proof of sum rules for quasi-PDFs in Quark Target Model

In this section, we show that the UV-divergent parts of quasi-PDFs satisfy the BC-type sum rules. (For the sake of analytical simplicity, we are limiting ourselves to the UV-divergent parts only. However, in the next section, we provide numerical results for the full results of the quasi-PDFs.) We provide a sample calculation in the QTM, in the instance that one works with \( m_q \neq 0 \) as an IR regulator. We provide the most important steps involved in this check with \( g_{T,Q} \) and \( h_{L,Q} \) as examples. We begin with \( g_{T,Q} \) which is calculated as

\[
\frac{m_q s_1}{p^3} g_{T,Q}^{(1a)}(x) = -i g_Y^2 C_F \mu^2 \int_{-\infty}^{\infty} \frac{d^nu k}{(2\pi)^n} \frac{\text{Tr} \left[ (\phi + m_q) (1 + \gamma_5 \gamma^\mu (k + m_q) \gamma_1 \gamma_5 (k + m_q) \gamma_\mu) \right] \delta (x - \frac{k^3}{p^3})}{(k^2 - m_q^2 + i\epsilon)^2 ((p-k)^2 - m_q^2 + i\epsilon)} \frac{1}{p^3} \delta \left( x - \frac{k^3}{p^3} \right)
\]

\[
= g_{T,Q(s)}^{(1a)}(x) + g_{T,Q(c)}^{(1a)}(x) ,
\]
with
\[ g^{(1a)}_{T,Q(s)}(x) = -\frac{\alpha_s C_F}{2\pi} \frac{\epsilon_{UV} p^3}{\sqrt{x^2 p^2 + m_q^2}}, \]  
(124)
\[ g^{(1a)}_{T,Q(c)}(x) = \frac{\alpha_s C_F}{2\pi} \int_0^1 dy \left\{ \frac{(1-y)}{2Q} + \frac{(1-y)(x^2 - y^2)}{2Q^3} - \frac{(1-y)(1+y^2)}{2Q^3} + \frac{\epsilon_{UV} (1-y)}{Q} \right\}, \]  
(125)
where,
\[ \rho_q = \frac{m_q^2}{p^2}, \]  
(126)
\[ Q^2 = (y - x)^2 + (1 - y)^2 \rho_q. \]  
(127)

In order to arrive at these expressions, we have taken a slightly different route compared to what we have presented in the previous sections. As long as we want to limit ourselves to the UV-divergent terms, it is better to invoke the following steps for the sake of analytical simplicity: combine the quark and gluon propagators via Feynman parameterization, then perform \( \int dk^0 \) via contour integral, and then, keeping \( p^3 \) finite, integrate over transverse parton momenta. These steps yield Eq. (124) and Eq. (125). In the end, we integrate over the Feynman parameter \( y \). Analyzing the large-\( x \) behavior of the resulting expression, we get
\[ g^{(1a)}_{T,Q(c)}(x) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1}{2x} & x \to +\infty \\
\frac{1}{2x} & x \to -\infty.
\end{array} \right. \]  
(128)

DR for the \( x \)-integral in \( 1 - 2\epsilon \) dimensions yields
\[ \int dx g^{(1a)}_{T,Q(c)}(x) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1}{4\epsilon_{UV}} & x \to +\infty \\
\frac{1}{4\epsilon_{UV}} & x \to -\infty.
\end{array} \right. \]  
(129)
while, \( \int g^{(1a)}_{T,Q(s)} \) is UV-finite. Hence,
\[ \int dx g^{(1a)}_{T}(x) = \int dx g^{(1a)}_{T,Q}(x) = \frac{\alpha_s C_F}{2\pi} \left( \frac{1}{2\epsilon_{UV}} \right). \]  
(130)
It is straightforward to repeat the corresponding steps for \( g_{1,Q} \), for which we obtain,
\[ g^{(1a)}_{1,Q}(x) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1}{2x} & x \to +\infty \\
-\frac{1}{2x} & x \to -\infty.
\end{array} \right. \]  
(131)
and hence,
\[ \int dx g^{(1a)}_{1,Q}(x) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1}{4\epsilon_{UV}} & x \to +\infty \\
\frac{1}{4\epsilon_{UV}} & x \to -\infty.
\end{array} \right. \]  
(132)

Note that we “shift” DR for the UV-divergences to the \( x \)-integrals, just for the sake of analytical simplicity. More discussion regarding applying DR for the \( k_L \)-integrals or \( x \)-integrals can be found in the paragraph after Eq. (151).
Therefore,
\[
\int dx \, g^{(1a)}_1(x) = \int dx \, g^{(1a)}_{1,Q}(x) = \frac{\alpha_s C_F}{2\pi} \left( \frac{1}{2\epsilon_{UV}} \right) .
\]
This means
\[
\int dx \, g^{(1a)}_{1,Q}(x) = \int dx \, g^{(1a)}_{T,Q}(x) ,
\]
which establishes the BC sum rule for the UV-divergent terms. We emphasize that our focus here is on the asymptotic expressions for the quasi-PDFs since we are interested in verifying the sum rules for the UV-divergent terms only. Therefore, the symbol \(\int dx\) in the above expressions should not be misinterpreted as an \(x\)-integral over the entire range of \(x\). In Sec. V we will provide a numerical check of the sum rules by integrating over all \(x\).

The equivalent of Eq. (124) and Eq. (125) for \(h_{L,Q}\) is
\[
h^{(1a)}_{L,Q(s)}(x) = -\frac{\alpha_s C_F}{2\pi} \frac{p^3}{\sqrt{x^2 p^2 + m_q^2}} ,
\]
\[
h^{(1a)}_{L,Q(c)}(x) = \frac{\alpha_s C_F}{2\pi} \int_0^1 dy \left\{ \frac{(1-y)}{2Q} + \frac{(1-y)(x^2 - y^2)}{2Q^3} - \frac{(1-y)(1+y^2)\rho_q}{2Q^3} + \frac{(1-2\epsilon_{UV})(1-y)}{Q} \right\} .
\]
Picking out the UV-divergent terms at the end points \(x \to \pm \infty\), we obtain
\[
h^{(1a)}_{L,Q(s)}(x) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1}{x} & x \to +\infty \\
\frac{1}{x} & x \to -\infty,
\end{array} \right.
\]
\[
h^{(1a)}_{L,Q(c)}(x) = \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1}{x} & x \to +\infty \\
-\frac{1}{x} & x \to -\infty .
\end{array} \right.
\]
This means
\[
\int dx \, h^{(1a)}_{L}(x) = \int dx \left( h^{(1a)}_{L,Q(s)}(x) + h^{(1a)}_{L,Q(c)}(x) \right) = 0 .
\]
A corresponding calculation for \(h_{1,Q}\) yields
\[
h^{(1a)}_{1,Q}(x) = \frac{\alpha_s C_F}{2\pi} \left\{ \mathcal{O}(\epsilon_{UV}) \quad x \to +\infty, \mathcal{O}(\epsilon_{UV}) \quad x \to -\infty, \right.
\]
and hence,
\[
\int dx \, h^{(1a)}_{1}(x) = \int dx \, h^{(1a)}_{1,Q}(x) = 0 .
\]
This means
\[
\int dx \, h^{(1a)}_{1}(x) = \int dx \, h^{(1a)}_{L,Q}(x) ,
\]
which establishes the h-sum rule for the UV-divergent terms. It is straightforward to generalize this analysis to calculations in the YM. In a similar fashion, one can check the validity of the sum rules for the UV-divergent parts in the cut-off scheme.
TABLE I: All the numerical results have been obtained for $\mu = 1\text{ GeV}$, $m_q = 0.35\text{ GeV}$, and $m_g = 0.1\text{ GeV}$. The BC sum rule is obeyed because the zero-mode contributions in $g_T(x)$ and $g_{T,Q}(x)$ has been taken into account.

| Parameters and Moments of LC PDFs | $P^3$ (GeV) | $\int dx g_{1,Q}(x)$ | $\int dx g_{T,Q}(x)$ |
|----------------------------------|-------------|----------------------|----------------------|
| $\epsilon_{UV} = 0.8$           | 1           | -3.241               | -3.241               |
| $\int dx g_1(x) = -3.241$       | 2           | -3.241               | -3.241               |
| $\int dx g_T(x) = -3.241$       | 3           | -3.241               | -3.241               |
|                                  | 4           | -3.241               | -3.241               |

| Parameters and Moments of LC PDFs | $P^3$ (GeV) | $\int dx g_{1,Q}(x)$ | $\int dx g_{T,Q}(x)$ |
|----------------------------------|-------------|----------------------|----------------------|
| $\epsilon_{UV} = 0.6$           | 1           | -0.8275              | -0.8274              |
| $\int dx g_1(x) = -0.8274$      | 2           | -0.8274              | -0.8274              |
| $\int dx g_T(x) = -0.8274$      | 3           | -0.8275              | -0.8274              |
|                                  | 4           | -0.8274              | -0.8274              |

TABLE II: All the numerical results have been obtained for $m_q = 0.35\text{ GeV}$, and $m_g = 0.1\text{ GeV}$. The BC sum rule is violated for both light-cone and quasi-PDFs in the cut-off scheme.

| Parameters and Moments of LC PDFs | $P^3$ (GeV) | $\int dx g_{1,Q}(x)$ | $\int dx g_{T,Q}(x)$ |
|----------------------------------|-------------|----------------------|----------------------|
| $\Lambda_{UV} = 1\text{ GeV}$   | 1           | -0.01082             | -0.004864            |
| $\int dx g_1(x) = -0.01082$     | 2           | -0.01082             | -0.004864            |
| $\int dx g_T(x) = -0.004864$    | 3           | -0.01082             | -0.004864            |
|                                  | 4           | -0.01082             | -0.004864            |

| Parameters and Moments of LC PDFs | $P^3$ (GeV) | $\int dx g_{1,Q}(x)$ | $\int dx g_{T,Q}(x)$ |
|----------------------------------|-------------|----------------------|----------------------|
| $\Lambda_{UV} = 4\text{ GeV}$   | 1           | 0.005220             | 0.01153              |
| $\int dx g_1(x) = 0.005220$     | 2           | 0.005220             | 0.01153              |
| $\int dx g_T(x) = 0.01153$      | 3           | 0.005220             | 0.01153              |
|                                  | 4           | 0.005220             | 0.01153              |

V. NUMERICAL RESULTS FOR SUM RULES

We now proceed to discuss numerical results for the sum rules. We will provide results in the QTM only, since the same analysis can be repeated in a straightforward manner in the YM. We set the coupling constant $g_s$ and the color factor $C_F$ to unity because our numerical checks do not depend on the absolute values of these quantities. Our “standard values” for the masses in the QTM are $m_q = 0.35\text{ GeV}$ and $m_g = 0.1\text{ GeV}$. We will present our results for the sum rules with $\epsilon_{UV} = (0.6, 0.8)$ for the DR scheme, and $\Lambda_{UV} = (1, 4)$ GeV for the cut-off scheme. We emphasize that all the numerical results are for the exact expressions of the PDFs, that is, the expressions which are not expanded in the UV regulator. Now, it is clear that conclusions from a model can only be considered robust if different values of model-parameters do not lead to qualitatively different results. In order to establish this, we will show some results with (extreme) values for the gluon mass, $m_g = 0.01\text{ GeV}$ and $m_g = 0.7\text{ GeV}$.

Table I shows results for the BC sum rule in the DR scheme. These numerical results confirm that the sum rule...
holds for both the light-cone and quasi-PDFs for finite values of the DR parameter $\epsilon_{UV}$. Specifically, one not only has

$$\int_{-\infty}^{\infty} dx g_1(x; p^3)^{\epsilon_{UV}} = \int_{-\infty}^{\infty} dx g_{T,Q}(x; p^3)^{\epsilon_{UV}},$$

which is the BC sum rule for quasi-PDFs, but one also has

$$\int_{-\infty}^{\infty} dx g_1(x; p^3)^{\epsilon_{UV}} = \int_{0}^{1} dx g_1(x)^{\epsilon_{UV}}, \quad \int_{-\infty}^{\infty} dx g_{T,Q}(x; p^3)^{\epsilon_{UV}} = \int_{0}^{1} dx g_{T,Q}(x)^{\epsilon_{UV}}. \tag{144}$$

As also shown in a model-independent manner in Sec. II, Eq. (144) confirms that the (explicit) $p^3$-dependence of the quasi-PDFs drops out upon taking their lowest moment. Results in Table I reflect that, for a complete match of the moments of the canonical terms between the two distributions, one has to take the zero-mode contributions into account. Interestingly, the moments of the zero-mode terms exactly match between the light-cone PDF $g_T$ and the quasi-PDF $g_{T,Q}$. (We have illustrated this point analytically in the context of $h_{L,Q}$ towards the end of this section.) Similarly, we find an exact match in the moments of the canonical terms between the two distributions. To sum up, we infer

$$\int_{-\infty}^{\infty} dx g_{T,Q(0)}(x; p^3)^{\epsilon_{UV}} = \int_{0}^{1} dx g_{T,Q(0)}(x)^{\epsilon_{UV}}, \quad \int_{-\infty}^{\infty} dx g_{T,Q(c)}(x; p^3)^{\epsilon_{UV}} = \int_{0}^{1} dx g_{T,Q(c)}(x)^{\epsilon_{UV}}. \tag{145}$$

Calculation of moments can therefore be considered to be an independent check of our analytical results. We find these results to be very encouraging because they have been obtained for the most general situation when one has all the partonic masses in the picture, $m_q \neq 0$ and $m_g \neq 0$.

Table II demonstrates the violation of the BC sum rule for both light-cone and quasi-PDFs when a cut-off is applied. Although,

$$\int_{-\infty}^{\infty} dx g_{1,Q}(x; p^3)^{\Lambda_{UV}} \neq \int_{-\infty}^{\infty} dx g_{T,Q}(x; p^3)^{\Lambda_{UV}}, \quad \int_{0}^{1} dx g_1(x)^{\Lambda_{UV}} \neq \int_{0}^{1} dx g_{T}(x)^{\Lambda_{UV}}, \tag{146}$$

one still has,

$$\int_{-\infty}^{\infty} dx g_{1,Q}(x; p^3)^{\Lambda_{UV}} = \int_{0}^{1} dx g_1(x)^{\Lambda_{UV}}, \quad \int_{-\infty}^{\infty} dx g_{T,Q}(x; p^3)^{\Lambda_{UV}} = \int_{0}^{1} dx g_{T}(x)^{\Lambda_{UV}}. \tag{147}$$

The bottom line is that, whether or not the sum rules hold among different quasi-PDFs, the moment of the quasi-PDFs agrees with those of their light-cone counterparts. This is a general statement, and is true at least for the regulated results. We will return to this point at the end of this section.
One can repeat the same exercise to obtain results for the h-sum rule in the DR and cut-off schemes. Our numerical results confirm

\[
\int_{-\infty}^{\infty} dx \, h_{1,Q}(x; p^3) \big|_{\operatorname{UV}} = \int_{-\infty}^{\infty} dx \, h_{L,Q}(x; p^3) \big|_{\operatorname{UV}},
\]

which is the h-sum rule for quasi-PDFs, and

\[
\int_{-\infty}^{\infty} dx \, h_{1,Q}(x; p^3) \big|_{\operatorname{UV}} = \int_{0}^{1} dx \, h_{1}(x) \big|_{\operatorname{UV}}, \quad \int_{-\infty}^{\infty} dx \, h_{L,Q}(x; p^3) \big|_{\operatorname{UV}} = \int_{0}^{1} dx \, h_{L}(x) \big|_{\operatorname{UV}}.
\]

More importantly, our numerical results reaffirm the accidental validity of the h-sum rule for the light-cone PDFs in the cut-off scheme. And, not surprisingly, this accident is exactly reproduced by their corresponding quasi-PDFs. We therefore infer the following relations,

\[
\int_{-\infty}^{\infty} dx \, h_{1,Q}(x; p^3) \big|_{\operatorname{UV}} = \int_{-\infty}^{\infty} dx \, h_{L,Q}(x; p^3) \big|_{\operatorname{UV}}, \quad \int_{0}^{1} dx \, h_{1}(x) \big|_{\operatorname{UV}} = \int_{0}^{1} dx \, h_{L}(x) \big|_{\operatorname{UV}}.
\]

Table [III] confirms the robustness of the discussions we have had in the context of the BC sum rule under the variation of the gluon mass. We have also confirmed the robustness of our results in the cut-off scheme. Finally, all the discussions we have had in the context of the h-sum rule remains valid if the gluon mass is changed. To summarize, we find that the BC and the h sum rules hold in QTM when DR is employed. And, it is the h-sum rule only that remains accidentally valid in the cut-off scheme. We have repeated the same analysis in the YM. The general results in the YM are the same as in the QTM, with the exception that the h-sum rule is violated in the cut-off scheme. We have also verified that the results in the YM remain valid when changing the model parameters.

We conclude this section by discussing two general aspects related to the calculation of moments of quasi-PDFs: (1) the convergence of such moments, and (2) the role of a twist-expansion in the calculation of moments of quasi-PDFs. Unlike in the case of light-cone PDFs, the \( k_\perp \)-integral for quasi-PDFs is finite. However, when computing the lowest \( x \)-moment for quasi-PDFs, one encounters a singularity due to the \( 1/|x| \) behaviour of the quasi-PDFs as \( |x| \to \infty \), as we saw above in Sec. [IVC]. Instead, in our numerical calculations we have used DR and a cut-off to the \( k_\perp \) integrals (despite the fact that those integrals are finite without such “regulators”), but with the \( x \)-integrals extending to infinity, leading to finite lowest moments for the quasi-PDFs. In the following we will make explicit how such a situation can arise. To this end we consider the integral which appears in the singular part of the twist-3 quasi-PDFs, and employ both DR and a cut-off to the \( k_\perp \) integral. We find that with DR,

\[
\int_{0}^{\infty} dk_\perp \frac{p^3 k_\perp^{1-2\epsilon}}{(k_\perp^2 + x^2 p_3^2 + m_0^2)^{3/2}} = \frac{p^3}{\sqrt{\pi}} \Gamma(1 - \epsilon) \Gamma(\epsilon + 1/2) \left( x^2 p_3^2 + m_0^2 \right)^{-\frac{1}{2}}
\]

where \( \epsilon > 0 \), and with a cut-off,

\[
\int_{0}^{\Lambda} dk_\perp \frac{p^3 k_\perp}{(k_\perp^2 + x^2 p_3^2 + m_0^2)^{3/2}} = \frac{p^3}{\sqrt{\pi}} \left[ \frac{1}{\sqrt{x^2 p_3^2 + m_0^2}} - \frac{1}{\sqrt{x^2 p_3^2 + m_0^2 + \Lambda^2}} \right]
\]

Therefore, by providing regulation for the \( k_\perp \)-integrals, we essentially alter the large-\( x \) behavior of the quasi-PDFs. (In other words, by providing regulation for the \( k_\perp \) integrals, we automatically provide regulation for the \( x \) integrals.) Specifically, with regulated \( k_\perp \) integrals, the quasi-PDFs are forced to fall faster than \( 1/x \), and hence their lowest moments are well-defined. This explains the finiteness of the moments in all the tables that has been presented so far. (If we calculate \( \int dx \) of the above expressions, and then take \( \epsilon \approx 0 \) or \( \Lambda \approx \infty \), we immediately “recover” the poles
in the moments for the quasi-PDFs, which are in fact the same poles present in the light-cone PDFs. See the next paragraph for this point.)

Let us now proceed to the second point. In matching-type calculations, one calculates moments for the quasi-PDFs after a twist-expansion in powers of $1/p^3$. As shown in Sec. [11B], we expect the moments to match between quasi and light-cone PDFs before any twist-expansion. More specifically, we expect an agreement in the moments for finite values of $p^3$. To demonstrate the subtleties involved in the calculation of moments after a twist expansion, we (again) take as an example case the singular terms for the quasi-PDFs, namely the one that appears for $p^3$ values of $x$ after a twist-expansion in powers of $1/p$ in the moments for the quasi-PDFs, which are in fact the same poles present in the light-cone PDFs. See the next expression in the limit possible to calculate directly the $x$ expression of Eq. (154), without encountering any divergence at all. The resulting expression in the limit $\epsilon \to 0$ is

$$\int_{-\infty}^{\infty} dx h_{L,Q}(x) \approx \frac{g_s^2 C_F}{8\pi^2} \left( -P_{UV} - \ln \frac{\mu^2}{m_q^2} + 1 \right),$$

(156)

which exactly agrees with the moment of the light-cone $h_{L(s)}(x)$ (see Eq. [52]). The situation is the same for the case of a cut-off. Specifically, after a twist-expansion, the singular part of $h_{L,Q}(x)$ reads

$$h_{L,Q}(x) = \frac{g_s^2 C_F}{8\pi^2} p^3 \left( -\frac{1}{\sqrt{x^2 p_3^2 + m_q^2}} + \frac{1}{\sqrt{x^2 p_3^2 + m_q^2 + \Lambda^2}} \right),$$

(157)

$$\approx g_s^3 C_F \left( -\frac{1}{16\pi^2 x^3} \frac{\Lambda^2}{p_3^2} + \frac{3}{64\pi^2 x^5} \frac{(2m_q^2 \Lambda^2 + \Lambda^4)}{p_3^4} + O\left( \frac{1}{p_3^5} \right) \right),$$

(158)

which clearly reflects the non-integrability at $x = 0$. However, it is (again) possible to calculate directly the $x$-integral of Eq. (154). The result in the limit $\Lambda \to \infty$ agrees exactly with the moment of the light-cone $h_{L(s)}$ (see Eq. [56]),

$$\int_{-\infty}^{\infty} dx h_{L,Q}(x) \approx \frac{g_s^2 C_F}{8\pi^2} \ln \frac{\Lambda^2}{m_q^2}.$$  

(159)

The above analysis shows a non-trivial issue related to the non-commutativity of two limits: performing a twist-expansion, and the calculation of $\int dx$. We repeat that our numerical results for the moments have been calculated for finite values of $p^3$, that is, without any twist-expansion, and the regulated results are in complete agreement with the corresponding moments of the light-cone PDFs. Note that, in general, higher-twist terms may have divergences at the end points $x \to 0$ and $x \to 1$, and therefore in such cases, the moments will also be divergent. Specifically, these type of divergences are bound to arise from the canonical component of the quasi-PDFs. For example, $h_{L,Q(c)}$
in QTM shows a behavior like,

\[ h_{L,Q(c)}^{(1a)}(x) \approx \frac{\alpha_s C_F}{2\pi} \begin{cases} 
\ln \frac{x}{x-1} & x > 1 \\
\ln \frac{2x^2}{1-x} & 0 < x < 1 \\
\ln \frac{x}{x} & x < 0 
\end{cases} \]

\[ -\frac{\alpha_s C_F}{8\pi} \frac{m_q^2}{p_3^2} \frac{1}{x^2(1-x)} \begin{cases} 
2x^2 - x - 3 - 2x^2(1-x) \ln \frac{x-1}{x} & x > 1 \\
2x^3 - x - 3 + 2x^2(1-x) \ln \frac{4xp_3^2}{(1-x)m_q^2} & 0 < x < 1 \\
-2x^2 + x + 3 + 2x^2(1-x) \ln \frac{x-1}{x} & x < 0 
\end{cases} \]  

\[ + O\left( \frac{1}{p_3^4} \right). \]  

VI. SUM RULE INVOLVING THE TWIST-3 PDF \( e(x) \)

In this section, we shift our focus to the twist-3 PDF \( e(x) \). Our goal is to address a particular sum rule which relates \( e(x) \) to the target mass. We check this relation in both models. We also provide the model results for the quasi-PDF \( e_Q(x;p^3) \) and confirm numerically that the light-cone PDF \( e(x) \) and the quasi-PDF \( e_Q(x;p^3) \) have the exact same lowest moments, as it should be in a model-independent manner. The light-cone PDF \( e(x) \) and its quasi-counterpart \( e_Q(x;p^3) \) are defined as,

\[ \Phi^{[1]} = \frac{m_q}{p^2} e(x), \quad \Phi_Q^{[1]} = \frac{m_q}{p^3} e_Q(x;p^3). \]  

By repeating the steps shown in Sec. II B, it is straightforward to check that the above definitions imply that,

\[ \int dx e(x) = \int dx e_Q(x;p^3). \]  

This implies that the lowest moment of \( e_Q \) is also related to target mass. (We repeat that in the QTM the target mass coincides with the quark mass.)

A. Results in Quark Target Model

It is known that loop corrections to the quark propagator can be summed up into a renormalized propagator as

\[ iG^R(p) = \frac{i}{p - m_R + \Sigma_R(p)}, \]  

where \( \Sigma_R(p) \) denotes one-particle irreducible Feynman diagrams together with contributions from counter-terms. For the renormalized self energy one has

\[ \Sigma_R(p) = \Sigma(p) + \delta_2 p - (\delta_2 + \delta_m)m_R, \]  

where \( \Sigma(p) \) is the result for the diagram in Fig. (2a), \( \delta_2 \) is the counter-term entering the wave-function renormalization factor \( Z_2 = 1 + \delta_2 \), and \( m_q \) is the bare mass of the quark given by \( m_q = m_R + \delta_m m_R \). By choosing the counter-terms
Moments of $e(x)$ and $e_Q(x)$ in QTM: DR for the UV

| Parameters and Moments of LC PDFs | $P^3$ (GeV) | $\int dx e_Q(x)$ |
|----------------------------------|------------|-----------------|
| $e_{UV} = 0.8$                   | 1          | -2.705          |
| $\int dx e(x) = -2.705$         | 2          | -2.705          |
|                                  | 3          | -2.705          |
|                                  | 4          | -2.705          |
| $e_{UV} = 0.6$                   | 1          | -0.4693         |
| $\int dx e(x) = -0.4687$        | 2          | -0.4693         |
|                                  | 3          | -0.4693         |
|                                  | 4          | -0.4693         |

TABLE IV: All the numerical results have been obtained for $\mu = 1$ GeV, $m_q = 0.35$ GeV, and $m_g = 0.1$ GeV.

as

$$\delta_2 = \frac{\alpha_s C_F}{4\pi} \mathcal{P}_{UV}, \quad (166)$$
$$\delta_m = \frac{3\alpha_s C_F}{4\pi} \mathcal{P}_{UV}, \quad (167)$$

in $\overline{\text{MS}}$ scheme, we obtain the following renormalized expression for the self-energy,

$$\Sigma_R(p = m_q) = \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} m_q \ln \frac{\mu^2_{UV}}{m_R^2} + 2m_q \right), \quad (168)$$

at the pole $p = m_q$. With these results, the relation between the renormalized mass of the target and the bare quark mass reads

$$m_R \bigg|^{e_{UV}}_{\Lambda_{UV}} = m_q \left[ 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} \ln \frac{\mu^2_{UV}}{m_q^2} + 2 \right) \right]. \quad (169)$$

In the cut-off scheme, we choose the counter-terms as

$$\delta_2 = \frac{\alpha_s C_F}{4\pi} \ln \frac{\Lambda_{UV}^2}{\mu^2}, \quad (170)$$
$$\delta_m = \frac{3\alpha_s C_F}{4\pi} \ln \frac{\Lambda_{UV}^2}{\mu^2}, \quad (171)$$

where $\mu$ is an arbitrary scale introduced to render the counter-terms dimensionless. One can then show that the relation between the renormalized mass of the target and the bare quark mass is given by

$$m_R \bigg|^{\Lambda_{UV}} = m_q \left[ 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} \ln \frac{\mu^2}{m_q^2} + 1 \right) \right]. \quad (172)$$

There is a well-known sum rule that relates the lowest moment of $e(x)$ to the derivative of the renormalized target mass,

$$\int dx e(x) = \frac{\partial m_R}{\partial m_q}. \quad (173)$$

In order to verify Eq. (173), we expect that $e(x)$ should be renormalized. However, it is known that the renormalization of twist-3 PDFs is not diagonal, and a complete renormalization program will therefore require to involve quark-gluon-quark matrix elements, which goes beyond the scope of our present work. Also, sum rules in general cannot be taken
for granted after switching on renormalization. Throughout this work, our focus has been on the regulated PDFs. Therefore, below we will use a regulated mass to verify if $\int e$ obeys the relation in Eq. (173).

In order to calculate a regulated mass, we repeat the same steps as above, but we do not make a subtraction of the counter-terms. In doing so, we arrive at

$$m_{\text{Reg.}}^{\Upsilon} = m_q \left( 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} P_{\Upsilon} + \frac{3}{2} \ln \frac{\mu_{\Upsilon}^2}{m_q^2} + 2 \right) \right),$$  \hspace{1cm} (174)

$$: \frac{\partial m_{\text{Reg.}}^{\Upsilon}}{\partial m_q} = 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} P_{\Upsilon} + \frac{3}{2} \ln \frac{\mu_{\Upsilon}^2}{m_q^2} - 1 \right),$$  \hspace{1cm} (175)

$$m_{\text{Reg.}}^{\Lambda_{\Upsilon}} = m_q \left( 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} \ln \frac{\Lambda_{\Upsilon}^2}{m_q^2} + 1 \right) \right),$$  \hspace{1cm} (176)

$$: \frac{\partial m_{\text{Reg.}}^{\Lambda_{\Upsilon}}}{\partial m_q} = 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} \ln \frac{\Lambda_{\Upsilon}^2}{m_q^2} - 2 \right).$$  \hspace{1cm} (177)

We now turn to the results for $e(x)$ in the QTM. The starting expressions for the singular and canonical parts for $e(x)$ are

$$e^{(1a)}_{(s)}(x) = \frac{g_s^2 C_F \mu^2 e}{2\pi} \delta(x) \int d^{n-2} k_{\perp} \frac{1 - \epsilon}{(2\pi)^{n-2} (k_{\perp}^2 + m_q^2)},$$

$$e^{(1a)}_{(c)}(x) = \frac{g_s^2 C_F \mu^2 e}{2\pi} \int d^{n-2} k_{\perp} \frac{k_{\perp}^2 - (1 - x^2)m_q^2 + xm_m^2 - (1 - \epsilon)(1 - x)m_q^2}{(k_{\perp}^2 + (1 - x^2)m_q^2 + xm_m^2)^2}. $$  \hspace{1cm} (178)

From these equations, our final results for $e(x)$ with $m_q \neq 0$ reads [65]

$$e^{(1a)}_{m_q} = e^{(1a)}_{(s)} \bigg|_{m_q} + e^{(1a)}_{(c)} \bigg|_{m_q}$$

$$= \frac{\alpha_s C_F}{2\pi} \delta(x) \left( P_{\Upsilon} + \ln \frac{\mu_{\Upsilon}^2}{m_q^2} - 1 \right) + \frac{\alpha_s C_F}{2\pi} \left( P_{\Upsilon} + \ln \frac{\mu_{\Upsilon}^2}{(1 - x)^2 m_q^2} - \frac{2}{1 - x} \right),$$  \hspace{1cm} (179)

in the DR scheme. Therefore, the lowest moment of $e(x)$ in DR is

$$\int_0^1 dx \delta(1 - x) + \int \frac{dk^+}{p^+} e^{(1a)}(k^+) \bigg|_{m_q} + \frac{\partial \Sigma}{\partial \phi} \bigg|_{m_q}^{\Upsilon} = 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} P_{\Upsilon} + \frac{3}{2} \ln \frac{\mu_{\Upsilon}^2}{m_q^2} - 1 \right),$$  \hspace{1cm} (180)

which exactly agrees with the DR result in Eq. (175), and hence the sum rule in Eq. (173) is satisfied. Note that this sum rule holds only if one takes the zero modes into account. This was already pointed out in Ref. [10]. In the cut-off scheme, with regularization applied to the transverse components only, our result for $e(x)$ is

$$e^{(1a)}_{m_q} = e^{(1a)}_{(s)} \bigg|_{m_q} + e^{(1a)}_{(c)} \bigg|_{m_q}^{\Lambda_{\Upsilon}}$$

$$= \frac{\alpha_s C_F}{2\pi} \delta(x) \ln \frac{\Lambda_{\Upsilon}^2}{m_q^2} + \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{\Upsilon}^2}{(1 - x)^2 m_q^2} - \frac{2}{1 - x} \right).$$  \hspace{1cm} (181)

One can check that the above results do not satisfy the sum rule. Now, by applying a regularization to all components of $k$, we obtain

$$\int \frac{dk^+}{p^+} e^{(1a)}(k^+) \bigg|_{m_q}^{\Lambda_{\Upsilon}} = \frac{\alpha_s C_F}{\pi} \int_0^1 dy \left( 2(1 - y) \ln \frac{\Lambda_{\Upsilon}^2}{(1 - y)^2 m_q^2} - 4(1 - y) - \frac{y}{1 - y} \right),$$

$$\frac{\partial \Sigma}{\partial \phi} \bigg|_{m_q}^{\Lambda_{\Upsilon}} = \frac{\alpha_s C_F}{2\pi} \int_0^1 dy \left( - y \ln \frac{\Lambda_{\Upsilon}^2}{(1 - y)^2 m_q^2} + y + \frac{2y(2 - y)}{1 - y} \right),$$

$$\int_0^1 dx \delta(1 - x) + \int \frac{dk^+}{p^+} e^{(1a)}(k^+) \bigg|_{m_q}^{\Lambda_{\Upsilon}} + \frac{\partial \Sigma}{\partial \phi} \bigg|_{m_q}^{\Lambda_{\Upsilon}} = 1 + \frac{\alpha_s C_F}{2\pi} \left( \frac{3}{2} \ln \frac{\Lambda_{\Upsilon}^2}{m_q^2} - 2 \right).$$  \hspace{1cm} (182)
which exactly matches with our result in Eq. (177). In the above equations, \( y \) is the Feynman parameter, and we refer Sec. III A 2 for more details on calculations with cut-offs applied to all directions without bias. References in the past have focused entirely on the UV-divergent terms for both \( e \) and the target mass, see for example [10, 77]. Here, we see, for the first time, that there are (once again) caveats with regard to the UV-finite terms in the cut-off scheme.

For the sake of completeness, we also provide the results for \( e(x) \) with nonzero gluon mass and DR as the IR regulators. The singular terms for \( e(x) \) with \( m_g \neq 0 \) read

\[
e^{(1a)}_{(s)}(x)_{\epsilon_{UV}} = \left\{ \begin{array}{ll}
e^{(1a)}_{(s)}(x)_{m_g} = & \frac{\alpha_s C_F}{2\pi} \delta(x) \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{m_g^2} - 1 \right), \\
e^{(1a)}_{(s)}(x)_{\epsilon_{IR}} = & \frac{\alpha_s C_F}{2\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right),
\end{array} \right.
\]

and the canonical part reads

\[
e^{(1a)}_{(c)}(x)_{\epsilon_{UV}} = \frac{\alpha_s C_F}{2\pi} \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{xm_g^2} - \frac{1 - x}{x} \right). \tag{183}
\]

When DR is applied for the IR, we obtain

\[
e^{(1a)}_{(s)}(x)_{\epsilon_{IR}} = e^{(1a)}_{(s)}(x)_{\epsilon_{IR}} + e^{(1a)}_{(c)}(x)_{\epsilon_{IR}} = \frac{\alpha_s C_F}{2\pi} \delta(x) \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right) + \frac{\alpha_s C_F}{2\pi} \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right). \tag{184}
\]

When a cut-off is applied (transverse direction), the result for \( e(x) \) with \( m_g \neq 0 \) reads

\[
e^{(1a)}(x)_{\Lambda_{UV}} = e^{(1a)}_{(s)}(x)_{\Lambda_{UV}} + e^{(1a)}_{(c)}(x)_{\Lambda_{UV}} = \frac{\alpha_s C_F}{2\pi} \delta(x) \ln \frac{\Lambda_{UV}^2}{m_g^2} + \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{UV}^2}{xm_g^2} - \frac{1 - x}{x} \right). \tag{185}
\]

The general structure of the result for quasi-PDF \( e_Q(x) \) is given by Eq. (105). The numerator for the singular and the canonical parts are given by

\[
N_{e(s)} = - \frac{(1 - \epsilon)p^3}{(k_\perp^2 + x^2p_0^2 + m_g^2)^{3/2}}, \tag{186}
\]

\[
N_{e(c)} = 2p^3 \left( (k_\perp^0)^2 - x^2p_0^2 - k_\perp^2 + m_g^2 + (1 - \epsilon)m_g^2 \right). \tag{187}
\]

Table [IV] confirms that the moment of \( e_Q(x) \) agrees exactly with that of \( e(x) \) when DR is applied for the UV. This agreement holds true even in the cut-off scheme.

**B. Results in Yukawa Model**

To derive the renormalized mass of the target in the YM, we follow the procedure outlined in the previous section. In the \( \overline{\text{MS}} \) scheme, the counter-terms are

\[
\delta_2 = \frac{\alpha_Y}{8\pi} \mathcal{P}_{UV}, \tag{188}
\]

\[
\delta_m = - \frac{3\alpha_Y}{8\pi} \mathcal{P}_{UV}, \tag{189}
\]

\[
\delta_{\epsilon_{UV}} = \frac{\alpha_s C_F}{2\pi} \left( \mathcal{P}_{UV} + \ln \frac{\mu_{UV}^2}{m_g^2} - 1 \right), \tag{190}
\]

\[
\delta_{\epsilon_{IR}} = \frac{\alpha_s C_F}{2\pi} \left( \mathcal{P}_{UV} - \mathcal{P}_{IR} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right), \tag{191}
\]

\[
\delta_{\Lambda_{UV}} = \frac{\alpha_s C_F}{2\pi} \delta(x) \ln \frac{\Lambda_{UV}^2}{m_g^2} + \frac{\alpha_s C_F}{2\pi} \left( \ln \frac{\Lambda_{UV}^2}{xm_g^2} - \frac{1 - x}{x} \right). \tag{192}
\]

\[
N_{e(s)} = - \frac{(1 - \epsilon)p^3}{(k_\perp^2 + x^2p_0^2 + m_g^2)^{3/2}}, \tag{193}
\]

\[
N_{e(c)} = 2p^3 \left( (k_\perp^0)^2 - x^2p_0^2 - k_\perp^2 + m_g^2 + (1 - \epsilon)m_g^2 \right). \tag{194}
\]
and we arrive at the following relation between the renormalized mass of the target and the bare quark mass,

\[
m_R \big|_{\text{UV}} = m_q \left[ 1 + \frac{\alpha_Y}{4\pi} \left( -\frac{3}{2} \ln \frac{\mu_{\text{UV}}^2}{m_q^2} - \frac{7}{2} \right) \right].
\]

(191)

In the cut-off scheme, we choose the counter-terms as

\[
\delta_2 = \frac{\alpha_Y}{8\pi} \ln \frac{\Lambda_{\text{UV}}^2}{\mu^2},
\]

(192)

\[
\delta_m = -\frac{3\alpha_Y}{8\pi} \ln \frac{\Lambda_{\text{UV}}^2}{\mu^2},
\]

(193)

and the relation between the two masses reads

\[
m_R \big|_{\Lambda_{\text{UV}}} = m_q \left[ 1 + \frac{\alpha_Y}{4\pi} \left( -\frac{3}{2} \ln \frac{\mu_{\text{UV}}^2}{m_q^2} - 2 \right) \right].
\]

(194)

Once again, by repeating the above steps, and not subtracting the counter-terms, we arrive at the following expressions for the regulated mass and it’s derivative,

\[
m_{\text{Reg}} \big|_{\epsilon_{\text{UV}}} = m_q \left[ 1 + \frac{\alpha_Y}{4\pi} \left( -\frac{3}{2} \mathcal{P}_{\text{UV}} - \frac{3}{2} \ln \frac{\mu_{\text{UV}}^2}{m_q^2} - \frac{7}{2} \right) \right],
\]

(195)

\[
\frac{\partial m_{\text{Reg}}}{\partial m_q} \big|_{\epsilon_{\text{UV}}} = 1 + \frac{\alpha_Y}{4\pi} \left( -\frac{3}{2} \mathcal{P}_{\text{UV}} - \frac{3}{2} \ln \frac{\mu_{\text{UV}}^2}{m_q^2} - \frac{1}{2} \right),
\]

(196)

\[
m_{\text{Reg}} \big|_{\Lambda_{\text{UV}}} = m_q \left[ 1 + \frac{\alpha_Y}{4\pi} \left( -\frac{3}{2} \ln \frac{\Lambda_{\text{UV}}^2}{m_q^2} - 2 \right) \right],
\]

(197)

\[
\frac{\partial m_{\text{Reg}}}{\partial m_q} \big|_{\Lambda_{\text{UV}}} = 1 + \frac{\alpha_Y}{4\pi} \left( -\frac{3}{2} \ln \frac{\Lambda_{\text{UV}}^2}{m_q^2} + 1 \right).
\]

(198)

Turning now to the results for \( e(x) \), the starting expressions for the singular and canonical terms are

\[
e_{(s)}(x) = \frac{g_Y^2 \mu^2}{2(2\pi)} \delta(x) \int \frac{d^{n-2}k}{(2\pi)^{n-2}} \frac{1}{k^2 + m_q^2},
\]

\[
e_{(c)}(x) = \frac{g_Y^2 \mu^2}{2(2\pi)} \int \frac{d^{n-2}k}{(2\pi)^{n-2}} \frac{2k^2 - 2(1 - x^2)m_q^2 + (1 + x)m_s^2}{(k^2 + (1 - x)^2m_q^2 + x m_s^2)^2}.
\]

(199)

The result for \( e(x) \) in the DR scheme is

\[
e_{(1a)}(x) \big|_{\text{DR}} = e_{(s)}(x) \big|_{\text{DR}} + e_{(c)}(x) \big|_{\text{DR}}
\]

\[
= \frac{\alpha_Y}{4\pi} \delta(x) \mathcal{P}_{\text{UV}} + \ln \frac{\mu_{\text{UV}}^2}{m_q^2} + \frac{\alpha_Y}{4\pi} \left( -2 \mathcal{P}_{\text{UV}} - 2 \ln \frac{\mu_{\text{UV}}^2}{(1 - x)^2m_q^2} + \frac{4}{1 - x} \right),
\]

(200)

and we find that the lowest moment of \( e(x) \) is

\[
\int_0^1 dx \delta(1 - x) + \int \frac{dk^+}{p^+} e_{(1a)}(k^+) \big|_{\text{DR}} = 1 + \frac{\alpha_Y}{4\pi} \left( -\frac{3}{2} \mathcal{P}_{\text{UV}} - \frac{3}{2} \ln \frac{\mu_{\text{UV}}^2}{m_q^2} - \frac{1}{2} \right),
\]

(201)

which is in agreement with Eq. 196. Hence the sum rule in Eq. 173 is exactly satisfied in the DR scheme. The result for \( e(x) \) in the cut-off scheme, with regularization applied to the transverse components, is

\[
e_{(1a)}(x) \big|_{\text{DR}} = e_{(s)}(x) \big|_{\text{DR}} + e_{(c)}(x) \big|_{\text{DR}}
\]

\[
= \frac{\alpha_Y}{4\pi} \delta(x) \ln \frac{\Lambda_{\text{UV}}^2}{m_q^2} + \frac{\alpha_Y}{4\pi} \left( -2 \ln \frac{\Lambda_{\text{UV}}^2}{(1 - x)^2m_q^2} + \frac{4}{1 - x} \right).
\]

(202)
Once again, we find that the sum rule is violated with the above results, but is satisfied provided \( \int e \) and \( \frac{\partial e}{\partial p} \) are consistently calculated with a regularization to all components of \( k \). The results are

\[
\int \frac{dk^+}{p^+} e^{(1a)}(k^+) \bigg|_{m_q}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \int_0^1 dy \left( -2(1-y) \ln \frac{\Lambda_{\text{UV}}^2}{(1-y)^2m_q^2} + 3(1-y) + \frac{(1+y)^2}{1-y} \right),
\]

\[
\frac{\partial \Sigma}{\partial p} \bigg|_{m_q}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \int_0^1 dy \left( -y \ln \frac{\Lambda_{\text{UV}}^2}{(1-y)^2m_q^2} + y - \frac{2y(1+y)}{1-y} \right),
\]

\[
\int_0^1 dx (1-x) + \int \frac{dk^+}{p^+} e^{(1a)}(k^+) \bigg|_{m_q}^{\text{UV}} + \frac{\partial \Sigma}{\partial p} \bigg|_{m_q}^{\text{UV}} = 1 + \frac{3\alpha_Y}{4\pi} \left( -\frac{3}{2} \ln \frac{\Lambda_{\text{UV}}^2}{m_q^2} + 1 \right),
\]

which exactly matches with our result in Eq. (198).

For \( m_s \neq 0 \), the singular part of \( e(x) \) has two results,

\[
e^{(1a)}_{(s)}(x) \bigg|_{m_s}^{\text{UV}} = \left\{
\begin{array}{l}
e^{(1a)}_{(s)}(x) \bigg|_{m_s}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \delta(x) \left( P_{\text{UV}} + \ln \frac{\mu_{\text{UV}}^2}{m_q^2} \right), \\
e^{(1a)}_{(c)}(x) \bigg|_{m_s}^{\text{UV}} = \frac{\alpha_Y}{4\pi} \delta(x) \left( P_{\text{UV}} - P_{\text{IR}} + \ln \frac{\mu_{\text{UV}}^2}{\mu_{\text{IR}}^2} \right),
\end{array}
\right.
\]

while the canonical part is given by

\[
e^{(1a)}_{(c)}(x) \bigg|_{m_s}^{\text{UV}} = -\frac{\alpha_Y}{4\pi} \left( 2P_{\text{UV}} + 2\ln \frac{\mu_{\text{UV}}^2}{xm_s^2} + \frac{1-x}{x} \right).
\]

When DR is applied for the IR, we get

\[
e^{(1a)}_{(s)}(x) \bigg|_{m_s}^{\text{IR}} = e^{(1a)}_{(s)}(x) \bigg|_{m_s}^{\text{UV}} + e^{(1a)}_{(c)}(x) \bigg|_{m_s}^{\text{UV}}
\]

\[
= \frac{\alpha_Y}{4\pi} \delta(x) \left( P_{\text{UV}} - P_{\text{IR}} + \ln \frac{\mu_{\text{UV}}^2}{\mu_{\text{IR}}^2} \right) - \frac{2\alpha_Y}{4\pi} \left( P_{\text{UV}} - P_{\text{IR}} + \ln \frac{\mu_{\text{UV}}^2}{\mu_{\text{IR}}^2} \right).
\]

Finally, when a cut-off is applied to the transverse direction, the result for \( e(x) \) with \( m_s \neq 0 \) reads

\[
e^{(1a)}(x) \bigg|_{m_s}^{\text{UV}} = e^{(1a)}_{(s)}(x) \bigg|_{m_s}^{\text{UV}} + e^{(1a)}_{(c)}(x) \bigg|_{m_s}^{\text{UV}}
\]

\[
= \frac{\alpha_Y}{4\pi} \delta(x) \ln \frac{\Lambda_{\text{UV}}^2}{m_q^2} - \frac{\alpha_Y}{4\pi} \left( 2\ln \frac{\Lambda_{\text{UV}}^2}{xm_s^2} + \frac{1-x}{x} \right).
\]

We refer to Section IVB for the general structure of the quasi-PDFs in YM. The numerators for the quasi-PDF \( e_Q(x) \) are given by

\[
N_{e(s)} = \frac{p^3}{(k_1^2 + x^2p^2_3 + m_s^2)^{3/2}},
\]

\[
N_{e(c)} = \frac{p_3^3}{m_q} \left( 2m_q(k^0)^2 - 2m_qk_1^2 - 2m_qx^2p_3^2 + 2m_q^3 - m_qm_s^3 \right).
\]

We have confirmed numerically that our results for the moment of \( e_Q(x) \) matches exactly with that of \( e(x) \).

\[\text{VII. SUMMARY}\]

In this paper, we have revisited BC-type sum rules which relate the lowest moment of certain twist-2 and twist-3 PDFs. While those sum rules have long been known in the case of light-cone PDFs, we argue that they also hold for
the corresponding quasi-PDFs. We have also scrutinized the sum rules through model calculations. Specifically, we have calculated the light-cone PDFs \((g_1(x), g_T(x))\) and \((h_1(x), h_L(x))\), and their quasi-PDF counterparts \((g_{1,Q}(x), g_{T,Q}(x))\) and \((h_{1,Q}(x), h_{L,Q}(x))\) in the QTM and the YM, to lowest order in perturbation theory. We have regulated the IR divergences in 3 schemes: non-zero gluon mass \(m_g \neq 0\), non-zero quark mass \(m_q \neq 0\), and DR. For the UV divergences, we have made use of 2 schemes: DR, and cut-off.

Related previous model calculations have focused on the UV-divergent parts of (the perturbative corrections to) the PDFs. As such, several works in the past have shown that the BC-type sum rules are valid in cut-off schemes. Here, we have presented the full results for the PDFs at one-loop order, that is, we have calculated the UV-divergent and the UV-finite parts of the PDFs. We have shown that the BC-type sum rules hold for both the UV-divergent and the UV-finite terms when DR is employed for the UV. However, we have found that these sum rules are generally violated for the UV-finite terms when a cut-off is employed. The only exception is the h-sum rule in the QTM, which “accidentally” remains valid in the cut-off scheme. Violations of the sum rules can be expected in cut-off schemes because they break rotational/Lorentz invariance which is the reason why the BC-type sum rules exist in the first place. We have also shown that working with \(m_g \neq 0\) at twist-3 can lead to a violation of the BC-type sum rules. Furthermore, we have clarified two important issues related to the moments for quasi-PDFs — the moments are finite if a regulator is applied to the \(k_\perp\)-integral (even though this integral is finite for quasi-PDFs), and the moments of quasi-PDFs diverge if calculated after a twist-expansion. The reason for this violation can be traced back to the effect of the cut-off \(\Lambda\) which continues to hold if \((\epsilon_{IR}, \epsilon_{UV})\) are kept finite. As we shall show below, it is only after a Taylor expansion in powers of \((\epsilon_{IR}, \epsilon_{UV}) \approx 0\), that the logarithms in \(\Lambda\) drop out (at least for the dominant IR pole and the finite term, that is, \(O(\epsilon_{IR}^0, \epsilon_{UV}^0)\)), such that the sum rules are exactly satisfied. This is the case that we have discussed at stretch throughout our manuscript.
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**Appendix A: An interesting point related to DR when applied for IR divergences**

Typically, when DR is applied for both IR and UV divergences, one introduces an arbitrary scale/cut-off, \(\Lambda\), to set the boundaries between the IR and UV regions \((0 < \Lambda < \infty)\). In the following, through the example of \((g_1, g_T)\) in the QTM, we show that the BC sum rule is violated if the regularization is applied to the transverse dimensions and if \((\epsilon_{IR}, \epsilon_{UV})\) are kept finite. The reason for this violation can be traced back to the effect of the cut-off \(\Lambda\) which continues to hold if \((\epsilon_{IR}, \epsilon_{UV})\) are kept finite. As we shall show below, it is only after a Taylor expansion in powers of \((\epsilon_{IR}, \epsilon_{UV}) \approx 0\), that the logarithms in \(\Lambda\) drop out (at least for the dominant IR pole and the finite term, that is, \(O(\epsilon_{IR}^0, \epsilon_{UV}^0)\)), such that the sum rules are exactly satisfied. This is the case that we have discussed at stretch throughout our manuscript.
We first calculate $g_1(x)$:

$$
g_1^{(1a)}(x) = 2 \alpha_s C_F (1-x) \left\{ \mu^{2s} (1-\epsilon) \int d^{n-2}k_\perp \frac{1}{(2\pi)^{n-2} k_\perp^2} \right\} \left\{ -\frac{(4\pi)^{-1+\epsilon_{IR}} (1 + \epsilon_{IR}) \left( \frac{\Lambda}{\mu_{IR}} \right)^{-2\epsilon_{IR}}}{\epsilon_{IR}^2 \Gamma(-\epsilon_{IR})} + \frac{(4\pi)^{-1+\epsilon_{UV}} (1 + \epsilon_{UV}) \left( \frac{\Lambda}{\mu_{UV}} \right)^{-2\epsilon_{UV}}}{\epsilon_{UV}^2 \Gamma(-\epsilon_{UV})} \right\} . \quad (A1)
$$

On the other hand, the singular and the canonical parts for $g_T(x)$ are

$$
g_T^{(1a)}(x) = -2 \alpha_s C_F \delta(x) \left\{ \mu^{2s} \epsilon \int d^{n-2}k_\perp \frac{1}{(2\pi)^{n-2} k_\perp^2} \right\} \left\{ -\frac{(4\pi)^{-1+\epsilon_{IR}} (1 + \epsilon_{IR}) \left( \frac{\Lambda}{\mu_{IR}} \right)^{-2\epsilon_{IR}}}{\Gamma(1-\epsilon_{IR})} + \frac{(4\pi)^{-1+\epsilon_{UV}} (1 + \epsilon_{UV}) \left( \frac{\Lambda}{\mu_{UV}} \right)^{-2\epsilon_{UV}}}{\Gamma(1-\epsilon_{UV})} \right\} , \quad (A2)
$$

$$
g_T^{(1a)}(x) = 2 \alpha_s C_F x \left\{ \mu^{2s} \int d^{n-2}k_\perp \frac{1}{(2\pi)^{n-2} k_\perp^2} \right\} \left\{ -\frac{(4\pi)^{-1+\epsilon_{IR}} (1 + \epsilon_{IR}) \left( \frac{\Lambda}{\mu_{IR}} \right)^{-2\epsilon_{IR}}}{\epsilon_{IR}^2 \Gamma(-\epsilon_{IR})} + \frac{(4\pi)^{-1+\epsilon_{UV}} (1 + \epsilon_{UV}) \left( \frac{\Lambda}{\mu_{UV}} \right)^{-2\epsilon_{UV}}}{\epsilon_{UV}^2 \Gamma(-\epsilon_{UV})} \right\} , \quad (A3)
$$

Therefore,

$$
\int dx g_1^{(1a)}(x) \neq \int dx g_T^{(1a)}(x) . \quad (A4)
$$

However, in the limit of $(\epsilon_{IR}, \epsilon_{UV}) \to 0$, the $\Lambda$-dependence drops out:

$$
g_1^{(1a)}(x) = 2 \alpha_s C_F (1-x) \left\{ \frac{1}{4\pi} \left( \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} \right) + \frac{1}{2\pi} \left( \ln \frac{\Lambda}{\mu_{IR}} - \ln \frac{\Lambda}{\mu_{UV}} \right) \right\} , \quad (A5)
$$

$$
g_T^{(1a)}(x) = 0 , \quad (A6)
$$

$$
g_T^{(1a)}(x) = 2 \alpha_s C_F x \left\{ \frac{1}{4\pi} \left( \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} \right) + \frac{1}{2\pi} \left( \ln \frac{\Lambda}{\mu_{IR}} - \ln \frac{\Lambda}{\mu_{UV}} \right) \right\} . \quad (A7)
$$

Clearly,

$$
\int dx g_1^{(1a)}(x) = \int dx g_T^{(1a)}(x) . \quad (A8)
$$

This point is very interesting, and the reasoning for such a result is rather simple: sum rules do not hold for finite values of $(\epsilon_{IR}, \epsilon_{UV})$ because of the effect of the cut-off $\Lambda$, which has been applied to the transverse dimensions to demarcate the IR and UV regions. Therefore, obviously, in the process of creating boundaries between IR and UV regions, we ended up breaking rotational invariance. We note in passing that due to this reason, we did not quote numerical results for the moments with finite $(\epsilon_{IR}, \epsilon_{UV})$, as we did in other instances with nonzero parton mass regulators.

It is also interesting to check if the above observation changes when DR, for both IR and UV, is applied to all components of the loop momenta. Such a case would require us to create boundaries between IR and UV by introducing $\Lambda$ on all components of the loop momenta. Our starting point for $g_1^{(1a)}$ is

$$
\int \frac{dk^+}{p^+} \lambda g_1^{(1a)}(k^+) = -i g^2 C_F \mu^{2s} \int \frac{d^n k}{(2\pi)^n} 2(1-y) \int_0^1 dy \frac{2(1-y)}{(k^2 - Q^2)^3} N g_1(k) , \quad (A9)
$$
where

\[ N_{g1} (k) = 4 \lambda p^+(n-2)k^2 - 8m_q (n-2)k^+ (k \cdot s) , \]  

(A10)

and \( Q^2 = 0 \). Using

\[
\mu^2 (n-2) \int \frac{d^n k}{(2\pi)^n} \left( k^+ \right)^4 = \frac{i}{8\pi^2} \left( \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right),
\]

(A11)

and

\[
\mu^2 (n-2) \int \frac{d^n k}{(2\pi)^n} \left( k^+ \right)^2 \left( k^2 \right)^b = \mu^2 s^+ (n-2) \int \frac{d^n k}{(2\pi)^n} \left( k^2 \right)^6 = \frac{i s^+}{32\pi^2} \left( \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right),
\]

(A12)

we obtain

\[
\int \frac{dk^+}{p^+} g^{(1a)}_T (k^+) \bigg|_{\epsilon_{IR}} = \frac{\alpha_s C_F}{2\pi} \left( \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} + \ln \frac{\mu_{UV}^2}{\mu_{IR}^2} \right),
\]

(A13)

which agrees with Eq. (42). Our starting point for \( g^{(1a)}_T \) is given by

\[
\int \frac{dk^+}{p^+} g^{(1a)}_T (k^+) = - \frac{i g^2 C_F \mu^2}{4p^+} \int \frac{d^n k}{(2\pi)^n} \int_{0}^{1} dy \frac{\ln (2-2Q^2)}{(k^2 - Q^2)^3} N_{gT} (k),
\]

(A14)

where

\[ N_{gT} (k) = 4m_q s^+ (n-2)k^2 - 8m_q (n-2)k^+ (k \cdot s) . \]

(A15)

We see that the structure of the individual terms in \( N_{gT} (k) \) and \( N_{g1} (k) \) exactly agree. Therefore, prior to carrying out the integrals explicitly, one can already see that the BC sum rule will be satisfied. A direct consequence of this term-by-term equivalence is that the sum rule continues to hold also for finite values of \( (\epsilon_{IR}, \epsilon_{UV}) \). Specifically, we find the following equality,

\[
\int \frac{dk^+}{p^+} g^{(1a)}_T (k^+) = \frac{\alpha_s C_F}{2\pi} \left\{ (4\pi)^{\epsilon_{IR}} \left( \frac{\Lambda}{\mu_{IR}} \right)^{-2\epsilon_{IR}} \left( \frac{1}{\epsilon_{IR}^2 \Gamma (-\epsilon_{IR})} - \frac{(-1 + \epsilon_{IR})}{\epsilon_{IR} \Gamma (3 - \epsilon_{IR})} \right) - (4\pi)^{\epsilon_{UV}} \left( \frac{\Lambda}{\mu_{UV}} \right)^{-2\epsilon_{UV}} \left( \frac{1}{\epsilon_{UV}^2 \Gamma (-\epsilon_{UV})} - \frac{(-1 + \epsilon_{UV})}{\epsilon_{UV} \Gamma (3 - \epsilon_{UV})} \right) \right\}
\]

\[ = \int \frac{dk^+}{p^+} g^{(1a)}_T (k^+) , \]

(A16)

which holds for arbitrary values of the cut-off \( \Lambda \). Ultimately, all of these observations arise from the very same situation, namely, whether or not we are applying a cut-off in a rotationally invariant manner. While our observation here is very important and fundamental, we believe it is not widely known and, in fact, we are not aware of a paper which discusses this point.
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