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Abstract: A Similarity measure is a main process in the text processing method. We have proposed a new method of similarity measure which improved the performance of the K-NN method. The proposed measure extended the accuracy of the text classification method. We have implemented proposed method with Amazon dataset and we observed the effectiveness of proposed similarity measure is increase the accuracy of the similarity between set of documents in a corpus. The end result display performance achieved by way of the proposed measure is higher than that obtained by others.

Keywords: Similarity Measure, Text Classification, Text Processing, KNN

I. INTRODUCTION

Text processing is very essential and important method of data mining, web search and information retrieval [1], [2]. A record of document is normally represented as a vector in which each aspect indicates the value of the corresponding function within the file. The value of the document function/ feature can be calculated as the number of term occurrences within the document is called term frequency, the factor of the particular term and the number of terms within the set of documents that is relative term frequency or a combination of term-frequency and inverse document frequency (TF-IDF) [3]. Typically the document resulting vector is sparse and dimensionality of a document is very high. I.E., maximum of the function values inside the vector are 0, Such high dimensionality and sparsity can be a severe assignment for similarity degree which is an essential operation in text-processing algorithms

II. TEXT CLASSIFICATION USING K-NN METHOD

k-NN stands for (k-Nearest Neighbor) algorithm which is one of the earliest known technique and one of the simplest classification algorithm used in data mining. Value of "K" is arbitrary and is always given by the user i.e. it is user defined. This algorithm is based on neighbors and the deciding feature for the target class; as to which class an unknown object will belong to is done using votes taken from the neighbors. The factor for predictions is the distance of the object among its neighbors. The unknown object for which we are trying to perform predictive analysis; we analyze all the neighbors of the object. The object will belong to its closest neighbor which is also called as the target class for the object. The measure used for determining neighbors (i.e. how far or how close they are) is done using distance functions such as Euclidean, Manhattan, Hamming distance, etc. The mathematical expression for k-NN distance functions can be given in next section.

Revised Manuscript Received on April 09, 2020.

Shitanshu Jain, PhD scholar in Amity University Madhya-Pradesh.
Dr. S.C. Jain, Director in the ASET, Amity University, Madhya-Pradesh.
Dr. Santosh K. Vishwakarma, Associate Professor, Department of CSE, School of Computing & IT, Manipal University Jaipur.

Classification is a method in which we calculate and measure the distance of each labeled node and unlabeled node of a documents and to check the documents Di belongs or not to class Ca. We determined the similarity and dissimilarity of the two documents (Di and Dj) in the training data set. KNN algorithm complexity of finding the labeled node for an unlabeled node is N X Log A if N Labeled nodes in a class. The file is certainly assigned to a class of its nearest neighbor, if A=1. The overall performance of the classifier relies upon best on accurate measurement of similarity and dissimilarity parameters.

III. TERM BASED SIMILARITY MEASURES

Similarity of the documents play an important role for the text classification to compute the similarity and dissimilarity among vectors for a document many measures are proposed [9] [10]. Measuring distance is a basic method to calculate the similarity of two documents and it could be used as step of Text-classification [11]. A whole lot of distance measure like cosine similarity measure, Euclidean distance measure, hamming distance measure, Jaccard coefficient index measure, Manhattan distance, Euclidean distance and dice coefficient measure for numeric data-set and many distance metric function are proposed for non numeric data sets.

Euclidean distance: Generally, Euclidean distance metric is not desirable measure of the dimension data extraction application, the Euclidean distance or the distance L2 is the square root of the sum of the squared differences between the elements of the two vectors corresponding. Matching coefficient is a method based on simple vector, it counts the total number of similar terms with which both vectors are non-zero. The coefficient of overlapping regards the two strings as the full match if one is part of another.

Euclidean distance metric is a straight line distance between two points. Euclidean distance or Euclidean metric is the normal distance between two points that measure with a ruler. P1 at (X1, Y1) and P2 at (X2, Y2) in a plane, so it is \[ V ( (X1 - X2)^2 + (Y1 - Y2)^2) \]. The formula of distance calculation is given below in equation 1.

\[ \sqrt{\sum_{i=1}^{n} (X_i - Y_i)^2} \] (1)

Manhattan distance: Manhattan distance is also called boxc distance, absolute value distance, L1 distance, boxcar distance and city block distance. Mahnttan Distance Measure calculates the distance between two points which you can travel to get from one point the other point if a path shaped is grid type. The distance between two elements is a block distance and Block distance is the sum of the differences of the corresponding elements.

The distance between two measuring points along axes at right angles. P1 at (X1, Y1) and P2 at (X2, Y2), so it is |X1 - X2| + |Y1 - Y2| within the plane. The formula of the distance between a point X = (X1, X2) and a point Y = (Y1, Y2)
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Y2) and other points is given below in equation 2.

\[ d = \sum_{i=1}^{n} |x_i - y_i| \quad (2) \]

**Canberra Distance Metric:** Canberra distance measure defined in 1966. It is a distance measure used in data scattered around the origin. Calculation of distance is done by formula of Canberra Distance metric is given in equation 3.

\[ d = \sum_{k=1}^{n} \frac{|y_k - x_k|}{|y_k| + |x_k|} \quad (3) \]

**Cosine similarity Measure:** Cosine similarity metric mostly apply in high dimension positive space like text mining and information retrieval. Cosine similarity is a metric used to calculate and measure the cosine of the angle of two non-zero vectors. It computes the similarity of the documents with respect to size of the documents. Mathematically, it computes similarity among two vectors of a multi dimensional space and calculates the cosine of the angle between of them. Cosine similarity metric is mainly used in the positive space, where the result is clearly limited in [0,1].

When the cosine angle is 0 degree (parallel orientation of the vectors) so cosine function result is 1 and for some other cosine angle between 0 degree to less than 90 degree cosine function result is less than 1 and for 90 degree (perpendicular orientation of the vector) cosine function value is 0. As the angles among vectors are less the cosine calculates the similarity value is 1. The formula of calculation of cosine angle is given in equation 4.

\[ S(X, Y) = \frac{\sum_{i=1}^{n} x_i y_i}{\sqrt{\sum_{i=1}^{n} x_i^2} \sqrt{\sum_{i=1}^{n} y_i^2}} \quad (4) \]

**Chebychev Distance:** Chebychave Distance metric is also called maximum measure distance and chess board distance. It calculates the maximum distance or maximum vector space between two points in finite dimensional space. The formula of calculation of Chebychev distance is given in equation 5 when points \(X=(X_1, X_2)\) and \(Y=(Y_1, Y_2)\) and other points are given.

\[ \max_i = |x_i + y_i| \quad (5) \]

**Hamming Distance:** The Hamming Distance is a string metrics for computing the distance between two sequences. Hamming distance is a measure of two strings with same length and calculates the edit distance of number of sequences for which the corresponding symbols are different.

S1 and S2 are two strings where \(S1 \land S2\) so the Hamming distance between S1 and S2 is evaluated as \(DH(S1, S2)\) and measure the places for different X and Y. For example String1 is 10111001 and String 2 is 10011001 so hamming distance is 3 for the given strings. Hamming distance is measure how many bits can be changed in one string to turn into other string. In the above example we need to change 3 bits to turn string1 into string2. The Stings can be represented as String of character instead of the numbers or bits. The formula of calculation of Hamming Distance is given in equation 6

\[ HD(S1, S2) = Distance(S1 \lor S2) \quad (6) \]

**Jaccard Coefficient:** The Jaccard Coefficient is a similarity measure which used in computing the comparison of similarity and dissimilarity or diversity of data sets. It is also called the Jaccard index metric. This metric calculate the similarity between sample dataset by using the factor of the size of the intersection and size of the union for sample datasets [14]. A and B are two sample data sets so the jaccard index metric is evaluated as a \(J(A, B)\) and measure A and B using formula given in equation 7.

\[ J(A, B) = \frac{|A \cap B|}{|A \cup B|} \quad (7) \]

**IV. RESULT AND DISCUSSION**

In this proposed method, dataset is taken from Amazon e-commerce online shopping website. We have taken 2000 customer reviews for training our system. We performed the data preprocessing using Rapid miner tool. It removes the inconsistency and noise from the data.

Training of the system is performed using K-NN operator. We applied KNN classifier for classifying customer reviews. In this method we used different similarity measures for the classification and we check the performance of the system. The performance evaluation of system is done using several performance parameters such as accuracy, classification error, Kappa values, and recall and precision values. These performance parameters are analyzed against 2000 records taken for Training Dataset.

![Figure 1: KNN Classifier for Text Classification](Image)

We compared our result with different similarity measures for the similar dataset. KNN Classifier generate KNN classification model with different similarity measures and the result of the KNN classifier with different performance parameter is as shown in table.

| Table 1: Different Similarity measures with different Performance Parameter |
|---------------------------------------------|
| Similarity Measures   | Accuracy | Classification Error | Kappa  | Precision | Recall | |
| Euclidean Distance    | 96.38    | 3.62                  | 0.928  | 96.13     | 96.96   | |
| Chebychev Distance    | 96.38    | 3.62                  | 0.929  | 95.74     | 97.14   | |
| Correlation Similarity| 95.69    | 4.31                  | 0.915  | 95.52     | 95.39   | |
| Cosine Similarity     | 96.43    | 3.57                  | 0.929  | 96.16     | 97.01   | |
| Dice Similarity       | 96.43    | 3.57                  | 0.929  | 96.38     | 97.3    | |
| Jaccard Similarity    | 96.43    | 3.57                  | 0.929  | 96.38     | 97.3    | |
| Inner Product Similarity| 95.84    | 4.16                  | 0.918  | 95.6      | 96.02   | |
| Mahattan Distance     | 97.03    | 2.97                  | 0.941  | 97.08     | 97.51   | |

In the above mentioned performance comparison table, the proposed method gives highest accuracy with compare to the traditional methods of text classification. The reason is that it has the highest number of true
positives thus increasing the accuracy. The KNN method has total of 96.38%, of accuracy while the proposed method has 97.03% of accuracy. The association between different frequent words is an efficient reason to improve the accuracy of the system. The proposed method also gives the best kappa measure and low classification error. The parameters like weighted mean recall, weighted mean precision and correlation have increased in our proposed approach which is shown in Table 1. Based on the various evaluation parameters we find that the proposed method outperforms in most of the metrics.

V. CONCLUSION

It has been found that a new way of classifiers can be build which makes KNN Classification techniques applicable to classification tasks and help to solve a number of important problems with the existing classification systems. The comparison of different measures with KNN classifier methods as mentioned earlier in Table 1, reveals that Proposed method is one of the best classification methods for similarity measures. The higher number of word set from the training dataset reduces the classification error for new document which provide the good results on various parameters.
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