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Abstract

The adoption of Transformer-based models in natural language processing (NLP) has led to great success using a massive number of parameters. However, due to deployment constraints in edge devices, there has been a rising interest in the compression of these models to improve their inference time and memory footprint. This paper presents a novel loss objective to compress token embeddings in the Transformer-based models by leveraging an AutoEncoder architecture. More specifically, we emphasize the importance of the direction of compressed embeddings with respect to original uncompressed embeddings. The proposed method is task-agnostic and does not require further language modeling pre-training. Our method significantly outperforms the commonly used SVD-based matrix-factorization approach in terms of initial language model Perplexity. Moreover, we evaluate our proposed approach over SQuAD v1.1 dataset and several downstream tasks from the GLUE benchmark, where we also outperform the baseline in most scenarios. Our code is public.1.

1 Introduction

Pretraining deep Transformer models (Vaswani et al., 2017) with language modeling and fine-tuning these models over downstream tasks have led to great success in recent years (Devlin et al., 2018; Liu et al., 2019; Yang et al., 2019), and even enabled researchers to design models that outperform human baselines in the GLUE benchmark (Wang et al., 2018). Although these models are empirically powerful in many natural language understanding (NLU) tasks, they often require a massive number of parameters, making them hard to use for memory-constrained applications (e.g., edge devices). Therefore, there have been efforts to compress BERT-like models while preserving comparable performance with the original model.

Many of these compression methods are based on knowledge distillation (Hinton et al., 2015) to help the compressed model (student) to perform close to the original model in different NLU tasks. However, these approaches often need high computation resources due to e.g., the necessity of retraining the expensive language modeling on a huge corpus (Sanh et al., 2019) or the use of expensive augmentation techniques to make the distillation effectively work (Jiao et al., 2019). Moreover, compression techniques that rely on training/fine-tuning language models are becoming less feasible due to its ever-increasing cost for current state-of-the-art architectures with hundreds

---

1https://github.com/MohammadrezaBanaei/orientation_based_embedding_compression
of millions of parameters (He et al., 2020; Raffel et al., 2019; Brown et al., 2020).

More recently, there have been efforts to compress Transformer-based models for more resource-constrained scenarios (Mao et al., 2020) by using offline methods, such as matrix factorization (Winata et al., 2019; Lan et al., 2019; Wang et al., 2019), weight pruning (Li et al., 2016; Han et al., 2015), and also weight quantization (Zhou et al., 2016; Hubara et al., 2016).

This paper focuses on token embedding matrix compression due to being one of the largest matrices in BERT-based architectures. We specifically question the effectiveness of current low-rank matrix factorization methods in recent literature (Lan et al., 2019; Wang et al., 2019) by comparing them with the performance of a linear AutoEncoder over different compression ratios\(^2\). We define a new loss objective which is not only dependent on the commonly used Mean Absolute Error (MAE) or Mean Squared Error (MSE) loss between input embeddings and AutoEncoder reconstruction, but is also sensitive to the noise in reconstructed embeddings "direction" (measured by cosine distance). We present the intuition behind the importance of embedding vector direction in the Figure 1. In the following sections we show that cosine distance indeed plays a more critical role than MAE/MSE (Figure 3) as measured by the Perplexity of the entire model in language modeling.

In Section 4, we demonstrate that our compression algorithm is superior or competitive to the Singular Value Decomposition (SVD) baseline over several natural language understanding tasks from GLUE (Wang et al., 2018) benchmark, as well as the SQuAD dataset (Rajpurkar et al., 2016) for question answering. We also compare our performance with the SVD-based compression over different compression ratios, and specifically show that our model performs consistently better in higher compression ratios.

Our contribution can be summarized as follows:

- We demonstrate the importance of direction (measured by cosine distance) in token embeddings compression.
- We leverage the AutoEncoder architecture to explore various multi-objective optimization functions.
- We outperform the SVD-based baseline in terms of Perplexity and over various downstream tasks.

2 Related work

The current mostly used compression methods can be roughly categorized into four classes, namely knowledge distillation (Hinton et al., 2015), weight pruning (Li et al., 2016; Han et al., 2015), matrix factorization (Lan et al., 2019; Wang et al., 2019; Mao et al., 2020) and weight quantization (Zhou et al., 2016; Hubara et al., 2016). This section focuses on matrix factorization-based methods that are currently used for token embedding compression in the literature.

2.1 Background: Low-rank matrix factorization

This section describes the baseline method that we are comparing our approach with throughout the paper. Let \( A \) be an \( n \times m \) embedding matrix representing \( m \)-dimensional embedding for each \( n \) different input tokens. We present the intuition behind the importance of embedding vector direction in the Figure 1. In the following sections we show that cosine distance indeed plays a more critical role than MAE/MSE (Figure 3) as measured by the Perplexity of the entire model in language modeling.

In Section 4, we demonstrate that our compression algorithm is superior or competitive to the Singular Value Decomposition (SVD) baseline over several natural language understanding tasks from GLUE (Wang et al., 2018) benchmark, as well as the SQuAD dataset (Rajpurkar et al., 2016) for question answering. We also compare our performance with the SVD-based compression over different compression ratios, and specifically show that our model performs consistently better in higher compression ratios.

Our contribution can be summarized as follows:

- We demonstrate the importance of direction (measured by cosine distance) in token embeddings compression.
- We leverage the AutoEncoder architecture to explore various multi-objective optimization functions.
- We outperform the SVD-based baseline in terms of Perplexity and over various downstream tasks.

2.1 Background: Low-rank matrix factorization

This section describes the baseline method that we are comparing our approach with throughout the paper. Let \( A \) be an \( n \times m \) embedding matrix representing \( m \)-dimensional embedding for each \( n \) different input tokens. The truncated version of the matrix factorization aims to find a low-rank approximation \( \tilde{A} \) of input matrix \( A \) (Halko et al., 2011):

\[
\tilde{A} = BC,
\]

where \( B \) is the size of \( n \times k \) and \( C \) is the size of \( k \times m \). When the inner dimension \( k \) is smaller than \( \min(n,m) \), then the approximation is less expensive for storing it and performing further computations. The objective of this approximation is:

\[
L_2(A, \tilde{A}) = \| A - \tilde{A} \|_2,
\]

where \( \| \cdot \|_2 \) denotes the \( l_2 \) operator norm. In this paper, we use the SVD method as a low-rank matrix factorization baseline to compare our approach.

2.2 Matrix factorization for token embeddings compression

Lan et al. (2019) proposed to use matrix factorization to limit the number of parameters in the token embedding matrix, which also separates the Transformer hidden layer dimension from the size of vocabulary embedding. It is especially important as token embeddings are supposed to be context-independent, but hidden layer representation should be a context-dependent

\[^2\]Number of parameters in the original embedding matrix, over the sum of the parameters in factorized matrices.
representation and hence needs more parameters. Moreover, reducing the vocabulary embedding dimension reduces the chance of overfitting, as many of the tokens are rarely used in downstream tasks.

There have been more recent efforts that use matrix factorization idea to compress different matrices in the Transformer architecture (Wang et al., 2019; Mao et al., 2020). For instance, Mao et al. (2020) proposed an iterative hybrid approach that uses matrix factorization together with weight pruning (while distilling knowledge from a teacher model) until reaching the final desired compression ratio. Lioutas et al. (2019) also proposed using a non-linear AutoEncoder model with knowledge distillation to compress word embeddings. However, we later demonstrate that only adding non-linearity indeed results in a minor improvement to the resulting compressed language model quality.

In this paper, we specifically focus on the effectiveness of SVD for compression of the token embedding matrix and show that Root Mean Square Error (RMSE) is not an optimal function to minimize the zero-shot Perplexity of the language model, which is the main criterion when language models are trained. We propose a new loss objective for linear matrix factorization using AutoEncoder to achieve a task-agnostic compressed language model with reasonable Perplexity without further fine-tuning the language model. In this work, we mainly investigate the effectiveness of SVD, and other complementary methods such as knowledge distillation can be used later to further boost the performance.

3 Model Description

Although SVD matrix-factorization is one of the most popular methods for matrix compression, we believe it is not an optimal method for compressing token embeddings in BERT-like architectures. The objective of SVD is to minimize the $l_2$ norm between the original matrix and the reconstructed one; however, focusing on $l_2$ norm optimization prioritizes the reduction of larger errors, and it may end up ignoring more minor vector differences. It is also sensitive to the influence of outliers. The most crucial reason for the $l_2$ norm not being the best choice is that it only considers the distance between the original and reconstructed token vector, and it does not necessarily pay attention to the orientation difference between them. In section 4, we demonstrate that vectors representing language tokens are more sensitive to noise in their direction rather than to changes in Euclidean distance from the reference vector. We also discuss the motivation behind it further in this section.

In order to mitigate the problem of focusing only on the largest errors between two vectors, we propose replacing the $l_2$ norm objective with the $l_1$ norm raised to the power of $\alpha$:

$$L_1^\alpha(A, \tilde{A}) = \| A - \tilde{A} \|_1^\alpha,$$  \hspace{1cm} (3)

where $A$ denotes the original embedding matrix, $\tilde{A}$ denotes the reconstructed embedding matrix, and $\| \cdot \|_1$ denotes the $l_1$ operator norm. Due to the flexibility in our defined loss objective, by decreasing the $\alpha$ parameter, we can control how much we want to focus on smaller error differences. We may set the $\alpha$ parameter to be a constant value, or linearly decrease it during the training. We denote linearly decreasing strategy for $\alpha$ as:

$$[t_1, t_2],$$  \hspace{1cm} (4)

where $t_1$ is a starting value of $\alpha$ and $t_2$ is the target value to be reached at the end. The intuition behind using a decreasing $\alpha$ is to sequentially make the reconstruction harder for the model during training (as when the $\alpha$ becomes smaller, small reconstruction errors will also be magnified).

Since we believe that enforcing direction similarity between the original and the reconstructed embedding vectors is crucial for better language model performance, we introduce the second loss objective component, namely, cosine distance. Cosine distance can be interpreted as a measure of the difference in orientation of two vectors. This measure has been widely used in NLP for finding similar words (Mikolov et al., 2013), document clustering (Muflikhah and Baharudin, 2009), detecting plagiarism (Foltýnek et al., 2019), and many more. The goal of introducing cosine distance loss as a part of our objective is to enforce direction similarity of each pair of vectors from the original and reconstructed matrix.

Taking into consideration all points above, we propose to replace the $l_2$ norm objective with a new multi-objective function consisting of $l_1$ norm (raised to the power of $\alpha$, where $\alpha$ is a hyper-parameter that can be changed during
Figure 2: Overview of our AutoEncoder (ours) approach for BERT-like embedding matrix compression.

$$\Phi_{\alpha, \beta}(A, \tilde{A}) = L_1^{\alpha}(A, \tilde{A}) + \beta \ast CD(A, \tilde{A}),$$  \hspace{1cm} (5)

where $A$ denotes the original embedding matrix, $\tilde{A}$ denotes the reconstructed embedding matrix, and $CD(A, \tilde{A})$ represents the mean cosine distance of all embedding vector pairs. It is worth noting that it is the combination of these two functions that gives a powerful tool which allows both to optimize the distance and direction of the reconstructed vectors to the reference. Focusing only on one of these functions may lead to suboptimal results. For comparison, we also define another multi-objective function which is the combination of $l_2$ norm with cosine distance loss:

$$\Psi_{\beta}(A, \tilde{A}) = L_2(A, \tilde{A}) + \beta \ast CD(A, \tilde{A}).$$  \hspace{1cm} (6)

In addition to the new loss function, we propose leveraging Auto-Encoder architecture for $\Phi_{\alpha, \beta}$ and $\Psi_{\beta}$ loss optimization (Equation 5 and 6). We use a simple AutoEncoder consisting of a one-layer Encoder/Decoder without any activation function in order to have a fair comparison with the SVD baseline. Using Auto-Encoder enables efficient multi-objective optimization, but it also allows to select the appropriate level of model complexity when needed. At the end of the Auto-Encoder training, we extract an approximation of the original matrix, as shown in Figure 2. We substitute the original embedding matrix with a new module consisting of latent representation of vocabulary tokens along with the Decoder module.

4 Results

In this section, we evaluate our approach, which is based on using AutoEncoder model with a multi-objective loss function that incorporates cosine distance with $l_1$ or $l_2$ norm (Equation 5 and Equation 6) on the task of BERT-like token embedding matrix compression. We compare our results versus the commonly used randomized SVD method (Halko et al., 2011) to perform low-rank matrix factorization. We have implemented our token embeddings compression with the PyTorch backend (Paszke et al., 2019) and as an extension of Huggingface’s Transformers library (Wolf et al., 2019), enabling researchers to apply our compression method in most of the existing Transformer architectures. It is worth noting that...
the offline training of our compression method on BERT-base (Devlin et al., 2018) token embedding matrix takes only few minutes on a single GPU device.

4.1 Experiments

In this paper, we perform our experiments over BERT-base model, but the general idea can be applied to the vocabulary embeddings of any other similar transformer-based architecture. The BERT-Base token embedding matrix consists of more than 23 Million parameters which is around 21% of all parameters in the model. We evaluate the quality of our final compressed embeddings on the masked (Devlin et al., 2018) language modeling task (using WikiText-103 test dataset), GLUE benchmark (Wang et al., 2018) downstream tasks and SQuAD v1.1 dataset (Rajpurkar et al., 2016). We also analyze results on other metrics, namely RMSE, MAE and Cosine Distance.

In Figure 3, we compare the Perplexity score achieved by SVD\(^3\) method versus the results

\(\text{Figure 3: The impact of the } \beta \text{ coefficient on Perplexity metric (lower is better) in the linear AutoEncoder loss functions: } \Phi_{\alpha, \beta} \text{ (Equation 5) and } \Psi_\beta \text{ (Equation 6). In all configurations we select a final model based on the best Perplexity achieved during training. The term } [t_1, t_2] \text{ indicates linearly decreasing } \alpha \text{ parameter (Equation 4). Setting } \beta = 0 \text{ represents not including cosine distance component in the loss function. We may observe that not including cosine distance in the loss function as well as making it a too dominant component (very big } \beta \text{) is not optimal for achieving good Perplexity. We also present the best Perplexity achieved by the baseline SVD method for three compression ratios: 2.5, 5.0, 10.0. Our approach significantly outperforms the baseline in the studied scenarios.}

\(^3\) For SVD training, we select an iteration that minimizes Perplexity over our language modeling dataset.
achieved by a linear AutoEncoder model with different loss configurations, when compressing BERT token embeddings. We specifically examine the importance of cosine distance coefficient ($\beta$) in our studied loss functions over three different compression ratios: 2.5, 5, 10. The loss objective $\Phi_{t,\beta}$ (Equation 5) denotes constant (during the entire training) $\alpha$ parameter (equals to $t$) and $\Phi_{[t_1,t_2],\beta}$ denotes linearly decreasing $\alpha$ parameter (from $t_1$ to $t_2$). We present results when $\alpha = 0$, which represents combination of $l_1$ norm with cosine distance, and also when $\alpha$ linearly decreases from 1.0 or from 2.0 to 0.6 ([1.0,0.6] and [2.0,0.6] respectively). These values have been selected experimentally.

Table 1 presents more metrics to compare SVD method with our AutoEncoder-based approach. We show the results of the model with the best performing objective function (in terms of Perplexity) for a given compression ratio. Additionally, we examine the effect of adding non-linear activation function to this selected AutoEncoder model, where it can be seen that the improvements due to addition of non-linearity is marginal.

We further validate the quality of our compressed token embeddings by inserting it into the BERT-base architecture and fine-tuning the model on different downstream tasks from the GLUE benchmark (Wang et al., 2018) and on the SQuAD v1.1 (Rajpurkar et al., 2016) dataset. Table 2 presents an extensive comparison between our best (in terms of perplexity) linear AE and the SVD baseline on eight different downstream tasks and over different compression ratios. More specifically, we can see that our proposed method is superior or competitive to the SVD baseline and performs relatively better (compared to baseline) on higher compression ratios. The original BERT (without compression) performance is also added for a better comparison of studied scenarios.

Figure 4 presents learning curves for three selected NLU downstream tasks: SST-2 (Socher et al., 2013), MRPC (Dolan and Brockett, 2005) and SQuAD 1.1 (Rajpurkar et al., 2016). We show results for the compression ratio of 10, as we observed more significant gain for higher compression ratios.

### 4.2 Discussion

The experiments presented in Figure 3 confirm our claim that the $l_2$ norm alone is not an optimal measure for evaluating the quality of reconstructed token embeddings in a Transformer-based architecture. We observe that adding cosine distance objective function correlates positively with a better Perplexity metric (Figure 3) and also with higher performance on downstream tasks (Table 2). Figure 3 demonstrates that the best results are achieved when the cosine distance coefficient $\beta$ is a dominant component of the loss function. However, if the $\beta$ factor becomes too large, the quality of the solution decreases. Hence, we conclude that taking into account both the commonly used L1/L2 distance and focusing on the direction of the token vectors are indispensable.

We show that combining the $l_2$ or $l_1$ norm with the cosine distance into one multi-objective loss function and optimizing it by AutoEncoder model outperforms the baseline SVD Perplexity for all tested compression ratios (Figure 3). Our experiments show that depending on the compression ratio $l_2$ or $l_1$ norm may be a better choice. However, they are conclusive that adding cosine distance is the key factor.

Moreover, our approach outperforms SVD in terms of accuracy for most GLUE benchmark downstream tasks and on SQuAD v1.1 (Table 2). We also observe that for higher compression ratios, our approach outperforms the SVD approach more significantly. More importantly, Figure 4 demonstrates that using our linear AutoEncoder compressed module in the BERT model generally converges faster than SVD-based compressed module, which is especially important in few-shot learning scenarios.

Looking at the results presented in Table 1, we may also reflect on the importance of preserving the token vector orientation and its effect on Perplexity. More specifically, the mean cosine distance measures for SVD and our approach are pretty close, but its effect on Perplexity metric is significant. Our approach indeed provides a compressed submodule with a much better (lower) Perplexity.

We also show that only adding a non-linear activation function to the studied AutoEncoder model has a little effect on improving Perplexity. Table 1 presents the effect of modifying the original linear AutoEncoder architecture by adding
| CR (#Params) | Architecture | Objective | RMSE | Cosine Distance | MAE | Perplexity |
|-------------|--------------|-----------|------|-----------------|-----|------------|
| 2.5 (~9.38M) | SVD          | $l_2$     | 0.02233 | 0.10300         | 0.01734 | 1130       |
|             | Linear AE (+ ELU) | $\Phi_{[2.0,0.6],75}$ | 0.02427 (0.02431) | 0.1024 (0.1028) | 0.01896 (0.01902) | 669.8 (664.0) |
| 5.0 (~4.69M) | SVD          | $l_2$     | 0.02548 | 0.17490         | 0.02216 | 5035       |
|             | Linear AE (+ ELU) | $\Psi_{400}$ | 0.03101 (0.03061) | 0.17390 (0.17410) | 0.02433 (0.02401) | 1776 (1730) |
| 10.0 (~2.34M) | SVD         | $l_2$     | 0.03215 | 0.23050         | 0.02506 | 13501      |
|             | Linear AE (+ ELU) | $\Phi_{1,400}$ | 0.03680 (0.03707) | 0.22900 (0.22910) | 0.02909 (0.02934) | 4478 (4387) |

Table 1: Additional metrics for comparing the performance of SVD baseline and the best performing linear AutoEncoder model (we select the configuration that minimizes Perplexity, as presented in Figure 3) for different compression ratios (CR). For each AutoEncoder model, we also present (in parentheses) the results after adding non-linearity. Bold values indicate best results between SVD and linear AutoEncoder in each compression ratio.

| CR | Architecture | SST-2 (Acc) | MRPC (F1/Acc) | STS-B (Pearson/Spearman correlation) | QQP (Acc/F1) | MNLI (Acc) | QNLI (Acc) | RTE (Acc) | SQuAD v1.1 (F1/EM) |
|----|--------------|-------------|---------------|-------------------------------------|--------------|------------|------------|-----------|------------------|
|    | - Original BERT | 91.74       | 88.12/83.58   | 88.71/86.55                         | 100.67/87.43 | 84.04      | 90.96      | 65.34     | 81.97/73.42      |
| 2.5 | SVD          | 89.22       | 82.37/77.25   | 86.27/85.72                         | 89.88/86.39  | 82.83      | 89.46      | 62.92     | 80.75/72.34      |
|     | Linear AE    | 90.83       | 86.64/80.88   | 87.35/86.88                         | 90.04/86.72  | 83.13      | 89.16      | 62.58     | 81.29/72.85      |
| 5.0 | SVD          | 87.04       | 83.95/77.70   | 84.88/84.2                          | 89.79/86.45  | 81.39      | 87.33      | 59.21     | 80.37/71.67      |
|     | Linear AE    | 88.07       | 86.67/81.37   | 85.9/85.43                          | 89.2/85.66   | 81.11      | 87.53      | 64.26     | 80.53/72.00      |
| 10.0 | SVD         | 82.0        | 83.95/72.55   | 80.93/80.67                         | 87.6/83.57   | 76.59      | 83.51      | 54.51     | 74.15/65.0       |
|     | Linear AE    | 84.29       | 84.06/77.77   | 84.7/84.16                          | 88.32/84.38  | 79.26      | 86.09      | 58.48     | 75.70/66.75      |

Table 2: Performance comparison of the best SVD and the best linear AutoEncoder objective configuration on several NLU tasks from GLUE benchmark (Wang et al., 2018) and for SQuAD v1.1 in different compression ratios (CR).

![Learning curves for SST-2, MRPC, and SQuAD v1.1](image)

Figure 4: Comparing the learning curves of the best SVD baseline and the best-selected configuration of the AutoEncoder model for SST-2 (Socher et al., 2013), MRPC (Dolan and Brockett, 2005), and SQuAD v1.1 (Rajpurkar et al., 2016) during fine-tuning for compression ratio=10.0.

ELU (Clevert et al., 2015) as this activation shows a better impact on Perplexity than other activations in our experiments. It can be seen that the improvements in Perplexity due to the addition of non-linearities are marginal (as previously observed by Lioutas et al. (2019) in a distillation-based approach for token embeddings compression). Hence, we focused only on the linear AutoEncoder in all our downstream tasks experiments.

5 Conclusion

In this work, we propose a simple linear AutoEncoder model with a multi-objective loss function for BERT-like token embeddings compression. We emphasize the importance of the direction
component (measured by the cosine distance between the original and the reconstructed token embeddings) in the compression objective function. We challenge the commonly used SVD-based matrix-factorization method and show that our approach achieves significantly better zero-shot language model Perplexity. Moreover, we show that BERT-like models with our compressed token embeddings submodule converge much faster and outperform the SVD baseline on SQuAD v1.1 and on GLUE benchmark tasks in most scenarios.
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