ANALYTIC NILPOTENT CENTERS ON CENTER MANIFOLDS

Claudio Pessoa, Lucas Queiroz
Universidade Estadual Paulista (UNESP), Instituto de Biociências Letras e Ciências Exatas,
R. Cristovão Colombo, 2265, 15.054-000, S. J. Rio Preto, SP, Brasil
c.pessoa@unesp.br and lucas.queiroz@unesp.br

Abstract. Consider analytical three-dimensional differential systems having a singular point at the origin such that its linear part is \(y \partial_x - \lambda z \partial_z\) for some \(\lambda \neq 0\). The restriction of such systems to a Center Manifold has a nilpotent singular point at the origin. We prove that if the restricted system has an analytic nilpotent center at the origin, with Andreev number 2, then the three-dimensional system admits a formal inverse Jacobi multiplier. We also prove that nilpotent centers of three-dimensional systems, on analytic center manifolds, are limits of Hopf-type centers. We use these results to solve the center problem for some three-dimensional systems without restricting the system to a parametrization of the center manifold.

1. Introduction

Consider the analytical vector fields \(X\) in \(\mathbb{R}^3\) having a singular point \(p\) such that \(\text{DX}(p)\) has two zero eigenvalues and one real eigenvalue \(\lambda \neq 0\) and the rank of \(\text{DX}(p)\) is 2. The differential system associated to these vector fields can always be written, by an affine change of variables, in the form:

\[
\begin{align*}
\dot{x} &= y + P(x, y, z), \\
\dot{y} &= Q(x, y, z), \\
\dot{z} &= -\lambda z + R(x, y, z),
\end{align*}
\]

where \(P, Q, R\) are analytic functions and \(j^1P(0) = j^1Q(0) = j^1R(0) = 0\). By the Center Manifold Theorem, we know that for every \(r \geq 1\), there exists a bidimensional \(C^r\)-manifold invariant by system (1) tangent to the \(xy\)-plane at the origin (see \([12, 19]\)).

These manifolds are called Center Manifolds and neither the analiticity nor the uniqueness of the center manifold is guaranteed by the Center Manifold Theorem. The restriction of system (1) to a center manifold is a bidimensional system. Since every center manifold is tangent to the \(xy\)-plane at the origin, the restricted system can be written
in the form
\begin{align*}
\dot{x} &= y + P(x, y), \\
\dot{y} &= Q(x, y),
\end{align*}
where $j^1P(0) = j^1Q(0) = 0$. Thus, the restricted system has a nilpotent singular point at the origin. Therefore, we say that a three-dimensional analytical vector field has a nilpotent singular point if its associated differential system can be put in the form (1).

In the plane, nilpotent singular points are widely studied in the literature \([1, 8, 11]\). One of the most important problems in the study of these types of singularities is the so-called Nilpotent Center Problem \([1, 21]\) which consists of distinguishing whether the origin of (2) is a center or not. In order to study the nilpotent center problem, one must first identify which systems (2) have monodromic singular points at the origin. The following result (see \([8, \text{ Theorem 3.5, p. 116}] \text{ and } [2, \text{ Theorem 66, p. 357}]\)) provides a monodromy criterion.

**Theorem 1** (Andreev’s Theorem). Let $X$ be the vector field associated to analytic system (2) and the origin be an isolated singular point. Let $y = F(x)$ be the solution of the equation $y + P(x, y) = 0$ in a neighborhood of $(0, 0)$ and consider $f(x) = Q(x, F(x))$ and $\Phi(x) = \text{div}X|_{(x,F(x))}$. Then, we can write
\begin{align*}
f(x) &= ax^\alpha + O(x^{\alpha+1}), \\
\Phi(x) &= bx^\beta + O(x^{\beta+1}).
\end{align*}
The origin is monodromic if and only if $a < 0, \alpha = 2n - 1$ and one of the following conditions holds:
\begin{enumerate}
  \item $\beta > n - 1$ or $\Phi \equiv 0$;
  \item $\beta = n - 1$ and $b^2 + 4an < 0$.
\end{enumerate}
The positive integer $n$ in the above theorem is called Andreev number.

Our goal in this work is to study the Nilpotent Center Problem for three-dimensional system (1), i.e., to determine conditions for the origin to be a nilpotent center on a center manifold. As far as we know, this is a barely explored problem in the literature. The only two works on this subject are the papers \([20, 22]\) in which the authors study particular families of system (1). Their results were obtained by restricting the system to a polynomial approximation of the center manifold. We seek to study the nilpotent center problem without going through the restriction of the system to a center manifold.
Definition 2. Let $X$ be a vector field defined on an open set $U \subset \mathbb{R}^k$ and $V : U \subset \mathbb{R}^k \to \mathbb{R}$ be a $C^1$-function not locally null such that
$$XV - V \text{div}X \equiv 0.$$ We say that $V$ is an inverse Jacobi multiplier of $X$.

Remark 3. When $k = 2$ in the above definition, the function $V$ is usually called an inverse integrating factor of $X$.

The main results of this paper are the following:

Theorem 4. Consider system (1) having a monodromic singular point with Andreev number 2 at the origin. If the origin is an analytic nilpotent center on a center manifold, then there exists a formal inverse Jacobi multiplier $V(x, y, z)$ for system (1) such that $j^{m+1}V(0) = y^mz$ for $m \geq 0$.

The converse of this theorem is also true when we consider $V(x, y, z)$ satisfying some stronger conditions, for instance, when the center manifold is contained in the zero set $V^{-1}(0)$ and $V(x, y, z)$ is a $C^\infty$-function.

Theorem 5. Suppose the origin of the system (1) is an analytical nilpotent center on a center manifold. Then there are two functions $F_1(x, y), F_2(x, y)$ analytical at the origin with $j^1F_1(0) = j^1F_2(0) = 0$ such that the 1-parameter family

$$\begin{align*}
\dot{x} &= y + P(x, y, z) + \varepsilon F_1(x, y), \\
\dot{y} &= -\varepsilon x + Q(x, y, z) + \varepsilon F_2(x, y), \\
\dot{z} &= -\lambda z + R(x, y, z).
\end{align*}$$

has a non-degenerate center at the origin for any $\varepsilon > 0$. Also there is an analytic function $f(x, y)$ at the origin with $j^1f(0) = 0$ such that

$$(x - F_1(x, y))\frac{\partial f}{\partial y} = F_2(x, y)(1 + \frac{\partial f}{\partial x}).$$

This paper is structured in the following way: In Section 2 we recall some preliminary results necessary to develop the study of three-dimensional system (1). We address the monodromy problem for the restriction of system (1) to a center manifold, introduce a useful Linear Operator which show up frequently in the study of nilpotent singular points in $\mathbb{R}^3$ and present the formal normal form for system (1).

In Section 3, we relate the existence of an Inverse Jacobi Multiplier and the Nilpotent Center Problem for system (1). We exhibit some properties of Inverse Jacobi multipliers and prove that for the vector field $X$ associated to (1) there exists a formal series $V(x, y, z)$ such that $XV - V \text{div}X = \sum_{n \geq 1} \Lambda_n x^{n-1} z$. In this section we prove Theorem 1 and conclude that we can use the quantities $\Lambda_n$ to detect analytic nilpotent centers on center manifolds of system (1).
In Section 4, we prove Theorem 5 which is an extension of the main result of [10] to three-dimensional systems, i.e. if the origin of (1) is an analytic nilpotent center on a center manifold, than it is a limit of non-degenerate centers of Hopf type on the respective center manifolds. Finally, in Section 5, we apply the results of the previous sections to some three-dimensional systems, solving the analytic nilpotent center problem.

2. Preliminary results

In this section, we present some preliminary results on the nilpotent singular points of the three-dimensional system (1). These results are proven in [17].

2.1. Monodromy. We first deal with the lack of analyticity of the restriction of system (1) to a center manifold in the study of the monodromy. In [1] the authors have proved Theorem 1. Following basically the same steps described in their proof it is possible to prove a less restrictive version of Theorem 1.

Theorem 6 (C³-Andreev’s Theorem). Let X be the vector field associated to the C³-system, r ≥ 3, given by
\[
\begin{align*}
\dot{x} &= y + X_2(x, y), \\
\dot{y} &= Y_2(x, y),
\end{align*}
\]
where X₂, Y₂ ∈ C³, j¹X₂(0) = j¹Y₂(0) = 0 and such that the origin is an isolated singular point. Let y = F(x) be the solution of the equation y + X₂(x, y) = 0 through (0, 0) and consider f(x) = Y₂(x, F(x)) and Φ(x) = divX|ₓ=F(x). We can write
\[
\begin{align*}
f(x) &= ax^α + O(x^{α+1}), \\
Φ(x) &= bx^β + O(x^{β+1}).
\end{align*}
\]
for α < r. Suppose that a ≠ 0, then the origin is monodromic if and only if a < 0, α = 2n − 1 and one of the following conditions holds:

i) β > n − 1 or j⁷Φ(0) ≡ 0;

ii) β = n − 1 and b² + 4an < 0;

We define the Andreev number of a nilpotent singular point by the positive integer n in function f(x) = ax²ⁿ⁻¹ + O(x²ⁿ) from Theorems [1] and [6]. It was proven in [9] that the Andreev number is invariant by analytical and formal orbital equivalence, i.e. via analytical and formal diffeomorphisms and time rescalings. Furthermore, the monodromy conditions (i) and (ii) in Theorem [6] are invariant by local diffeomorphisms.
Proposition 7. For $C^r$ system (2) having an isolated monodromic nilpotent singular point at the origin, with Andreev number $n$ such that $2n - 1 < r$, the monodromy conditions (i) and (ii) in Theorem 6 are invariant by analytical (or formal) changes of variables $\varphi$ such that $d\varphi(0) \neq 0$.

Now, with the above results, we can return to the three-dimensional world and obtain conditions for the origin of system (1) to be monodromic on a center manifold. We consider the following representation of (1):

\begin{align*}
\dot{x} &= y + \sum_{j+k+l \geq 2} a_{jkl} x^j y^k z^l, \\
\dot{y} &= \sum_{j+k+l \geq 2} b_{jkl} x^j y^k z^l, \\
\dot{z} &= -\lambda z + \sum_{j+k+l \geq 2} c_{jkl} x^j y^k z^l.
\end{align*}

Proposition 8. The origin is a nilpotent monodromic singular point with Andreev number 2 on a center manifold of system (4) if and only if $b_{200} = 0$ and

\begin{equation*}
\frac{b_{101}c_{200}}{\lambda} < -\frac{(2a_{200} - b_{110})^2}{8} - b_{300}.
\end{equation*}

Moreover, if $2a_{200} + b_{110} \neq 0$, the restricted system satisfies the monodromy condition $\beta = n - 1$ in Theorem 7.

We highlight the singular points with Andreev number 2 since, in the plane, there are interesting tools to study the Center Problem that only hold for this case. For instance, in [9], a method to solve the Center Problem for nilpotent singular points is presented which consists in finding a formal inverse integrating factor for such systems, i.e. a formal series $V(x, y)$ satisfying $XV = V\div X$. Throughout this work, we will refer to this method as the inverse integrating factor method. More precisely, the method is based on the following result:

Theorem 9 (Theorem 3 in [9]). Consider analytic system (2) with a monodromic nilpotent singular point at the origin such that the Andreev number $n$ is even. If (2) has a formal inverse integrating factor then the origin is a center. Moreover if $n = 2$ then the converse is also true.

The case $n = 2$ was also studied in [13, 14] where the authors also found a canonical form for nilpotent monodromic singularities of third order in the plane. In sum, the planar analytic nilpotent centers having Andreev number 2 are completely characterized by the existence of a formal inverse integrating factor. Proposition 8 characterizes the
monodromic nilpotent singular points with Andreev number 2 in \( \mathbb{R}^3 \) and is a first step to extend these results to three-dimensional systems.

2.2. **Auxiliary Linear Operator.** Let \( H_{(3,1)}^{(n)} \) be the vector space of homogeneous polynomials of degree \( n \) in three variables. For a polynomial \( p \in H_{(3,1)}^{(n)} \), denote by \( \langle p \rangle \) be the vector subspace spanned by \( p \). We consider the linear operator:

\[
L_n : H_{(3,1)}^{(n)} \rightarrow H_{(3,1)}^{(n)} \\
p \mapsto y \frac{\partial p}{\partial x} - \lambda z \frac{\partial p}{\partial z} + \lambda p,
\]

where \( \lambda \neq 0 \).

**Lemma 10.** The kernel of linear operator \( L_n \) is given by \( \ker L_n = \langle y^{n-1}z \rangle \).

**Lemma 11.** For every \( q \in H_{(3,1)}^{(n)} \), there is a choice of \( p \in H_{(3,1)}^{(n)} \) such that \( L_n(p) + q \in \langle x^{n-1}z \rangle \).

2.3. **Zhitomirskii Normal Form.** Using some fundamental results in the Normal Form Theory \[23\], we were able to obtain the following formal normal form for system (1).

**Theorem 12** (Nilpotent Normal Form in \( \mathbb{R}^3 \)). For system (1) having a nilpotent singular point at the origin, there exist a formal change of variables that transforms it into the formal normal form

\[
\dot{x} = y + xP_1(x), \\
\dot{y} = Q_2(x) + yP_1(x), \\
\dot{z} = -\lambda z + zR_1(x).
\]

for which \( P_1(0) = j^1Q_2(0) = R_1(0) = 0 \).

We now have the necessary tools to develop the theory in the next sections. We encourage the reader to see \[17\] for more details on the preliminary results presented up to this point.

3. **Inverse Jacobi Multipliers and Nilpotent Centers**

3.1. **Inverse Jacobi Multipliers.** In \[7\], the authors explored the relationship between the center problem for Hopf points and the existence of an inverse Jacobi multiplier. Inspired by the ideas from that paper, in this section we study the properties of inverse Jacobi multipliers applied to system (1), i.e. for the nilpotent case.
Proposition 13. Let $X$ be the vector field associated to system (1) having a nilpotent singular point in $\mathbb{R}^3$. Any non-flat $C^\infty$ inverse Jacobi multiplier $V(x, y, z)$ for vector field $X$ has the form $j^{m+1}V(0) = y^m z$ for $m \geq 0$ up to multiplication by constant.

Proof: Assuming that there exists an inverse Jacobi multiplier $V(x, y, z)$ for system (1), it must satisfy $XV = V \text{div} X$. Writing $V(x, y, z) = \sum_{k=0}^{\infty} V_k$, where $V_k$ are homogeneous polynomials of degree $k$ in $x, y, z$, the following equation holds

$$\left\langle X, \sum_{k=0}^{\infty} \nabla V_k \right\rangle - \text{div} X \left( \sum_{k=0}^{\infty} V_k \right) = 0.$$

Comparing the lower order terms in both sides of the above equation yields

$$y \frac{\partial V_m}{\partial x} - \lambda z \frac{\partial V_m}{\partial z} + \lambda V_m = 0,$$

where $m \geq 0$ is the smallest index for which $V_m \neq 0$. However the above equation is equivalent to the condition that $V_m$ is in the kernel of linear operator $L_m$ from Section 2.2. By Lemma 10, we must have $V_m(x, y, z) = \alpha y^{m-1}z$. □

The next result is proven in [7] and relates inverse Jacobi multipliers and invariant manifolds for generic three-dimensional systems.

Theorem 14 (Theorem 6 in [7]). Let $X$ be a smooth vector field defined in an open set $U \subset \mathbb{R}^3$. Assume that $V$ is a $C^\infty$ inverse Jacobi multiplier of the form

$$V(x, y, z) = (z - h(x, y))W(x, y, z).$$

Then $M = \{z = h(x, y)\}$ is an invariant manifold of $X$ and

$$v(x, y) = W(x, y, h(x, y))$$

is an inverse integrating factor for system $X|M$.

The following theorem is an adaptation of the result presented in [7, Theorem 8] to system (1).

Theorem 15. Let $V(x, y, z)$ be an inverse Jacobi multiplier for vector field $X$ associated to system (1) having a nilpotent singular point and a local $C^\infty$ center manifold $W^c = \{z = h(x, y)\}$. Consider $V|_{W^c} = V(x, y, h(x, y))$. The following holds:

i) $V|_{W^c}$ is flat at the origin;

ii) If $W^c \subset V^{-1}(0)$, then there is a $C^\infty$-function $W(x, y, z)$ such that $W(x, y, h(x, y)) \neq 0$ and $V(x, y, z) = (z - h(x, y))W(x, y, z)$. Moreover $W|_{W^c}$ is an inverse integrating factor for system $X|_{W^c}$. 
Proof: First, we prove item (i). Since \( W^c = \{ z = h(x, y) \} \) is a \( C^\infty \)-parametrization for a center manifold, the following equation is satisfied:

\[
\frac{\partial h}{\partial x}(y + P) + \frac{\partial h}{\partial y}Q = -\lambda h + R.
\]

Let \( u(x, y) = V(x, y, h(x, y)) \). The above equation together with \( V \) being an inverse Jacobi multiplier of \( X \) yields:

\[
\frac{\partial u}{\partial x}(y + P) + \frac{\partial u}{\partial y}Q \bigg|_{z=h(x,y)} = \\
= \frac{\partial V}{\partial x}(y + P) + \frac{\partial V}{\partial y}Q + \frac{\partial V}{\partial z} \left( \frac{\partial h}{\partial x}(y + P) + \frac{\partial h}{\partial y}Q \right) \bigg|_{z=h(x,y)} \\
= \frac{\partial V}{\partial x}(y + P) + \frac{\partial V}{\partial y}Q + \frac{\partial V}{\partial z}(-\lambda h + R) \bigg|_{z=h(x,y)} \\
= u(-\lambda + \text{div}(P, Q, R)) \bigg|_{z=h(x,y)},
\]

on \( W^c \). Hence, \( u(0,0) = 0 \) since \( \lambda \neq 0 \). Suppose \( j^\infty u(0) \neq 0 \). There exists \( u_m(x, y) \) a homogeneous polynomial of degree \( m \) such that \( j^m u(0) = u_m(x, y) \). By substituting in the above equation and comparing the lowest degree terms in both sides, we obtain \( y \frac{\partial u_m}{\partial x} = -\lambda u_m(x, y) \). Since \( u_m \) is homogeneous, it satisfies \( x \frac{\partial u_m}{\partial x} + y \frac{\partial u_m}{\partial y} = mu_m \). Thus

\[
\frac{\partial u_m}{\partial x}(\lambda x + my) + \lambda y \frac{\partial u_m}{\partial y} = 0.
\]

Therefore \( u_m(x, y) \) is a first integral for linear system \( \dot{x} = \lambda x + my, \dot{y} = \lambda y \), which is not possible. Therefore \( j^\infty u(0) = 0 \).

Now we prove (ii). Suppose \( W^c = \{ z = 0 \} \). By hypothesis \( V(x, y, 0) = 0 \), and by Hadamard’s lemma (see [6]), \( V(x, y, z) = z^k W(x, y, z) \) where \( W(x, y, 0) \neq 0, k > 0 \). By Proposition [13], \( j^{m+1} V(0) = z y^m \) and hence \( k = 1 \). The result follows.

Now if \( W^c = \{ z = h(x, y) \} \) with \( h(x, y) \neq 0 \), it is enough to consider the coordinate change \( x \to x, y \to y, z \to Z = z - h(x, y) \). The new system has \( Z = 0 \) as a center manifold and admits \( \tilde{V}(x, y, Z) \) as an inverse Jacobi multiplier such that \( \tilde{V}(x, y, z - h(x, y)) = V(x, y, z) \).

The fact that \( V(x, y, h(x, y)) \) is an inverse integrating factor for \( X \big|_{W^c} \) follows directly from Theorem [14].

The search of an inverse Jacobi multiplier has its importance for the Nilpotent center problem which will be explained in Section [32]. The following theorem provides a direction for this search.
Theorem 16. Consider a vector field \( X \) associated to system (1) having a nilpotent singular point. Then there exists a formal series \( V(x, y, z) \) such that
\[
XV - V \operatorname{div} X = \sum_{n \geq 1} \Lambda_n x^{n-1} z.
\]

Proof: Consider \( V(x, y, z) = \sum_{n=1}^{\infty} V_n(x, y, z) \). Then
\[
XV - V \operatorname{div} X = (y + P_2 + P_3 + \ldots) \left( \frac{\partial V_1}{\partial x} + \frac{\partial V_2}{\partial x} + \ldots \right) + (-\lambda z + R_2 + R_3 + \ldots) \left( \frac{\partial V_1}{\partial z} + \frac{\partial V_2}{\partial z} + \ldots \right) + (Q_2 + Q_3 + \ldots) \left( \frac{\partial V_1}{\partial y} + \frac{\partial V_2}{\partial y} + \ldots \right) - (V_1 + V_2 + \ldots) \left( -\lambda + \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} + \frac{\partial R}{\partial z} \right).
\]
 Rewriting the above expression by organizing the homogeneous terms, we have:
\[
XV - V \operatorname{div} X = \sum_{n \geq 1} \left( y \frac{\partial V_n}{\partial x} - \lambda z \frac{\partial V_n}{\partial z} + \lambda V_n + F_n \right) = \sum_{n \geq 1} L_n(V_n) + F_n,
\]
where \( F_n \in H^{(n)}_{(3,1)} \) are obtained by the homogeneous parts of \( P, Q, R \) and \( V \) of degree less than \( n \). By Lemma [1] we can choose \( V_n \) such that \( L_n(V_n) + F_n = \Lambda_n x^{n-1} z, \Lambda_n \in \mathbb{R} \). Making the suitable choices, \( XV - V \operatorname{div} X = \sum_{n \geq 1} \Lambda_n x^{n-1} z \). □

The next result can be found in [4] and present how the existence of an inverse Jacobi multiplier is invariant by changes of variables.

Theorem 17. Let \( X \) be a vector field and \( V \) is an inverse Jacobi multiplier of \( X \). If there is a change of variables \( \phi \) that transforms \( X \) into a vector field \( Y \) then \( W = \det d\phi \cdot (V \circ \phi^{-1}) \) is an inverse Jacobi multiplier of \( Y \).

This result can be proven by a direct, and also very long, algebraic verification. Since all the manipulations are algebraic, the above result is also true if we consider formal \( \phi \) and \( V \).

3.2. Nilpotent Center Problem. Consider planar system (2) having a nilpotent monodromic singular point at the origin. The nilpotent center problem can be studied by investigating the existence of a formal inverse integrating factor, i.e. the inverse integrating factor method which is based in Theorem 9. However the existence of a formal inverse integrating factor by itself is not sufficient to prove that the singular point is a nilpotent center. The best result in this direction, also presented in [9], is the following.
Theorem 18 (Theorem 4 in [9]). Consider system (2) with a monodromic nilpotent singular point at the origin having Andreev number $n$ and satisfying the condition $\beta > n - 1$ given by the statement (i) in Theorem 4. If there is a formal inverse integrating factor $V(x, y) = \sum_{j \geq 2} V_j(x, y)$ where $V_j$ are $(1, n)$-quasihomogeneous polynomials of weighted degree $j$ (see Definition 19) and $V_{2n} \neq 0$, then the origin is a center. The converse is not true.

Definition 19. A polynomial $p \in \mathbb{R}[x, y]$ is a $(t_1, t_2)$-quasi-homogeneous polynomial of weighted degree $k$ if $p(\lambda^{t_1}x, \lambda^{t_2}y) = \lambda^k p(x, y)$. A general expression for such polynomials is $p(x, y) = \sum_{t_1i + t_2j = k} a_{ij} x^i y^j$ where $a_{ij} \in \mathbb{R}$. The vector space of all $(t_1, t_2)$-quasi-homogeneous polynomial of weighted degree $k$ is denoted by $\mathcal{P}_k^{(t_1, t_2)}$.

We now connect the results presented in Section 3.1 to the study of the center problem for the singular point at the origin of system (1) in $\mathbb{R}^3$ without restricting it to a center manifold, extending the inverse integrating factor method to the three-dimensional case.

Definition 20. Let $X$ be a formal vector field, i.e. $X = X_1 \partial_x + X_2 \partial_y + X_3 \partial_z$ where $X_i \in \mathbb{R}[[x, y, z]]$ for $i = 1, 2, 3$ and $M \in \mathbb{R}[[x, y, z]]$. We say that $M = 0$ is a formal center manifold for $X$ when $M$ formally satisfies the equation $XM = K \cdot M$ for some $K \in \mathbb{R}[[x, y, z]]$ and $\nabla M(0) \wedge (0, 0, 1)^T = 0$.

Note that when $X, M, K$ are analytical, $M = 0$ is an analytical center manifold for $X$. Let $(u, v, w) = \phi(x, y, z)$ be a formal near-identity change of variables, i.e. $d\phi(0) = Id$. We denote the vector field in the new variables by $Y$, and it satisfies $d\phi \cdot X = Y \circ \phi$. Thus, if $M = 0$ is a formal center manifold for $X$, then, for $L = M \circ \phi^{-1}$, $L = 0$ is a formal center manifold for $Y$. In fact, we have $XM = K \cdot M$ and, by definition:

$$YL = \langle \nabla L, Y \rangle = \langle \nabla M \phi^{-1}, d\phi X \circ \phi^{-1} \rangle = \langle \nabla M, X \rangle \circ \phi^{-1} = (K \cdot M) \circ \phi^{-1} = (K \circ \phi^{-1}) \cdot L.$$  

Moreover, $\nabla L(0) = \nabla M(0)d\phi^{-1}(0) = \nabla M(0)$. For $\tilde{\phi} = \phi|_{M=0}$, we have

$$d\tilde{\phi} \cdot X|_{M=0} = (d\phi \cdot X)|_{M=0} = (Y \circ \phi)|_{M=0} = Y|_{L=0} \circ \tilde{\phi}.$$  

Thus, $\tilde{\phi}$ is a near-identity formal change of variables that transforms $X|_{M=0}$ into $Y|_{L=0}$. Therefore, by Theorem 17, the existence of an inverse integrating factor for the restriction $X|_{M=0}$ would imply the existence of an inverse integrating factor for any system $Y = d\phi X \circ \phi^{-1}$ restricted to its formal center manifold $L = 0$. 
Now consider vector field $X$ associated to system (1) having a nilpotent singular point at the origin. By Theorem 12, there is a formal near-identity change of variables $\phi$ such that $Y$ is given by:

\[ \dot{x} = y + xP_1(x) = Y_1, \]
\[ \dot{y} = Q_2(x) + yP_1(x) = Y_2, \]
\[ \dot{z} = -\lambda z + zR_1(x) = Y_3. \]

Since $Y$ is decoupled, its restriction to $L = 0$ is given by the first two components. Consequentially, if $\tilde{v}(x, y)$ is an inverse integrating factor for $Y|_{L=0}$, then $z\tilde{v}(x, y)$ is an inverse Jacobi multiplier for $Y$. In fact:

\[
Y(z\tilde{v}) - z\tilde{v}\text{div}Y = zY_1\frac{\partial \tilde{v}}{\partial x} + zY_2\frac{\partial \tilde{v}}{\partial y} + Y_3\tilde{v} - z\tilde{v}\left(\text{div}(Y_1, Y_2) + \frac{\partial Y_3}{\partial z}\right) = \\
= \tilde{v}\left(Y_3 - z\frac{\partial Y_3}{\partial z}\right) = 0.
\]

Therefore, by Theorem 17 the original vector field $X$ would also admit an inverse Jacobi multiplier.

Using this argument, we can prove Theorem 4.

**Proof of Theorem 4** Suppose the origin is an analytic nilpotent center on a center manifold of vector field $X$ associated to system (1). Denote by $\bar{X}$ the analytic restricted vector field to the center manifold. Since the Andreev number for the origin of the restricted system is 2, by Theorem 9 there exists a formal series $v(x, y)$ satisfying $\bar{X}v - v\text{div}\bar{X} = 0$, i.e. $v(x, y)$ is a formal inverse integrating factor for $\bar{X}$. Therefore, there exists an inverse integrating factor $\tilde{v}(x, y)$ for the vector field associated to the first two components of the normal form (5). Thus, normal form (5) admits inverse Jacobi multiplier $\tilde{V}(x, y, z) = z\tilde{v}(x, y)$ which implies that the original system (1) also has a formal inverse Jacobi multiplier $V(x, y, z)$. By Proposition 13 we must have $j^{m+1}V(0) = zy^m$, for some $m \geq 0$. The result follows. \( \square \)

**Remark 21.** Since the formal change of variables that transforms system (1) into normal form (5) is a near-identity one, the first non-zero jet of any formal inverse Jacobi multiplier is preserved.

The idea is to use the above results to devise an algorithm to solve the nilpotent center problem for systems (1) with Andreev number 2. We know, by Proposition 13, that any inverse Jacobi multiplier of system (1) must have $j^{m+1}V(0) = zy^m$. However, without reducing the possible values for $m$, such algorithm would not be practical for computational purposes. The next results, proven in [9], determine the possible values for $m$. 

Proposition 22. Consider system (2) having monodromic singular point at the origin with Andreev number \( n \), satisfying monodromy condition \( \beta = n - 1 \). If there is a formal inverse integrating factor \( V(x, y) \) for (2), then it has the form \( j^2V(0) = y^2 \).

Proposition 23. Consider system (2) having monodromic singular point at the origin with Andreev number \( n \), satisfying monodromy condition \( \beta > n - 1 \) in Theorem 1. If the system admits formal inverse integrating factor \( V(x, y) \), then either \( V(0, 0) \neq 0 \) or \( j^2V(0) = y^2 \).

Thus, for the three-dimensional case, any inverse Jacobi multiplier have either \( j^1V(0) = z \) or \( j^3V(0) = zy^2 \).

Remark 24. Propositions 22 and 23 are direct consequences of Propositions 7 and 8 in [9], respectively, since the monodromy conditions are invariant under changes of variables (see Proposition 7).

Now, we can use the above results to apply the following procedure to find necessary conditions for the origin of system (1) with Andreev number 2 to be an analytic nilpotent center. More precisely, we use Proposition 8 to determine which of the monodromy conditions in Theorem 6 are satisfied. Then, we consider a formal series \( V(x, y, z) = \sum_{n \geq 1} V_n(x, y, z) \), where \( V_n \in H_{3,1}^{(n)} \). By Theorem 16 it is always possible to find \( V(x, y, z) \) such that

\[
XV - V\text{div}X = \sum_{n \geq 1} \Lambda_n x^{n-1} z.
\]

The quantities \( \Lambda_n \) are polynomials in the parameters of system (1). Any non-zero \( \Lambda_n \) is an obstruction for \( V(x, y, z) \) to be an inverse Jacobi multiplier. If there are obstructions for both possibilities \( j^1V(0) = z \) and \( j^3V(0) = zy^2 \) then the origin cannot be an analytic nilpotent center on the center manifold. We apply this algorithm in Section 5.

4. Analytic Nilpotent Centers as limits of Non-degenerated Centers in \( \mathbb{R}^3 \)

A planar vector field \( X \) has a non-hyperbolic non-degenerate singular point \( p \) if the eigenvalues of \( DX(p) \) are purely imaginary and conjugated, say \( \pm \beta i \) for \( \beta \neq 0 \). One canonical form for such systems is

\[
\begin{align*}
\dot{x} &= y + P(x, y), \\
\dot{y} &= -x + Q(x, y),
\end{align*}
\]

where \( j^1P(0) = j^1Q(0) = 0 \). This singular point is monodromic. In regards to the Center Problem, the following result, due to Poincaré and Lyapunov, holds true:
Theorem 25 (Poincaré-Lyapunov Center Theorem). The origin of system (6) is a center if and only if there is an analytical first integral $H(x, y)$ such that $j^2H(0) = x^2 + y^2$.

A proof for this result can be found in [15, 16]. The Poincaré-Lyapunov Center Theorem provides an algorithm to solve the center problem which consists in the search for a first integral. Such algorithm, referred to as Poincaré-Lyapunov algorithm, is well-known and extensively studied in the literature (see, for instance [3, 8, 16, 18]).

For the nilpotent case, the authors of [10] (and its previous versions) were able to use the Poincaré-Lyapunov algorithm to investigate the nilpotent center problem for planar systems (2). The key of their approach is the following theorem.

Theorem 26. Suppose the origin of the following system
\[
\begin{align*}
\dot{x} &= y + P(x, y), \\
\dot{y} &= Q(x, y),
\end{align*}
\]
is a nilpotent center. Then there are two functions $F_1(x, y), F_2(x, y)$ analytical at the origin with $j^1F_1(0) = j^1F_2(0) = 0$ such that the 1-parameter family
\[
\begin{align*}
\dot{x} &= y + P(x, y) + \varepsilon F_1(x, y), \\
\dot{y} &= -\varepsilon x + Q(x, y) + \varepsilon F_2(x, y).
\end{align*}
\]
has a non-degenerate center at the origin for any $\varepsilon > 0$. Also there is an analytic function $f(x, y)$ at the origin with $j^1f(0) = 0$ such that
\[
(x - F_1(x, y)) \frac{\partial f}{\partial y} = F_2(x, y)(1 + \frac{\partial f}{\partial x}).
\]

The above result tells us that for the analytical planar case, any nilpotent center is limit of non-degenerate centers. We now proceed to study a possible extension of this result to $\mathbb{R}^3$.

A three-dimensional system has a Hopf singular point if it can be put, via changes of variables and time rescalings, in the form:
\[
\begin{align*}
\dot{x} &= y + P(x, y, z), \\
\dot{y} &= -x + Q(x, y, z), \\
\dot{z} &= -\lambda z + R(x, y, z),
\end{align*}
(7)
\]
for which $j^1P(0) = j^1Q(0) = j^1R(0) = 0$ and $\lambda \neq 0$. That is, the eigenvalues of its correspondent Jacobian matrix are two pure imaginary numbers and one non-zero real number. The Center Manifold Theorem also holds for system (7) and thus it is also possible to study the Center Problem for Hopf singular points. For this matter, Theorem 25 has its three-dimensional counterpart (a proof is provided in [5, 16]):
Theorem 27 (Lyapunov Center Theorem). The origin of system (7) is a center on a center manifold if and only if there is an analytical first integral \( H(x, y, z) \) such that \( j^2H(0) = x^2 + y^2. \) Moreover, if the origin is a center on a center manifold, the center manifold is unique and analytical.

There are several obstacles for the extension of Theorem 26 to three-dimensional system. Among them, the lack of analyticity of the center manifold is one of the most noticeable. Therefore we make some assumptions to obtain a first result. A more detailed study on the center manifolds can be found in [12, 19].

Proof of Theorem 5: By hypothesis, (1) admits a center manifold \( z = h(x, y) \) on which the origin is an analytic nilpotent center. Thus, the restricted system is analytical and has a nilpotent center at the origin. Consider the following change of variables

\[
\begin{align*}
x &= x, \quad y = y, \quad Z = z - h(x, y).
\end{align*}
\]

Under these new coordinates, system (11) becomes

\[
\begin{align*}
\dot{x} &= y + P(x, y, Z + h(x, y)), \\
\dot{y} &= Q(x, y, Z + h(x, y)), \\
\dot{Z} &= -\lambda Z + ZR(x, y, Z).
\end{align*}
\]

We have that \( Z = 0 \) is an analytical center manifold. Since the restricted system is analytical, by Theorem 26 there exist two functions \( F_1(x, y), F_2(x, y) \) analytical at the origin with \( j^1F_1(0) = j^1F_2(0) = 0 \) such that

\[
\begin{align*}
\dot{x} &= y + P(x, y, h(x, y)) + \varepsilon F_1(x, y), \\
\dot{y} &= -\varepsilon x + Q(x, y, h(x, y)) + \varepsilon F_2(x, y)
\end{align*}
\]

has a non-degenerate center at the origin for every \( \varepsilon > 0. \) Hence, the three-dimensional system

\[
\begin{align*}
\dot{x} &= y + P(x, y, Z + h(x, y)) + \varepsilon F_1(x, y), \\
\dot{y} &= -\varepsilon x + Q(x, y, Z + h(x, y)) + \varepsilon F_2(x, y), \\
\dot{Z} &= -\lambda Z + ZR(x, y, Z)
\end{align*}
\]

has a non-degenerate center on \( Z = 0. \) Returning to the original coordinates, we conclude that system

\[
\begin{align*}
\dot{x} &= y + P(x, y, z) + \varepsilon F_1(x, y), \\
\dot{y} &= -\varepsilon x + Q(x, y, z) + \varepsilon F_2(x, y), \\
\dot{z} &= -\lambda z + R(x, y, z)
\end{align*}
\]

has a non-degenerate center at the origin on center manifold \( z = h(x, y). \) \( \square \)
Remark 28. The equation
\[(x - F_1(x, y)) \frac{\partial f}{\partial y} = F_2(x, y)(1 + \frac{\partial f}{\partial x}),\]
implies that \(x\) must factor out the lowest degree homogeneous polynomial of the power series expansion of \(F_1\). Thus, the coefficient of \(y^2\) in its expansion must be zero.

Remark 29. The arguments presented in the previous proof are also valid even when the center manifold \(z = h(x, y)\) is not analytical as long as the restricted system is. For instance, the decoupled systems given by
\[
\begin{align*}
\dot{x} &= y + P(x, y), \\
\dot{y} &= Q(x, y), \\
\dot{z} &= -\lambda z + R(x, y, z).
\end{align*}
\]
have this property since its restriction to any center manifold is completely determined by the first two components.

Now, we use the Poincaré-Lyapunov method to detect analytic nilpotent centers. First, we consider two formal series:
\[
F_i = \sum_{j+k \geq 2} g_{jk}^i x^j y^k, \quad i = 1, 2,
\]
with \(g_{02}^1 = 0\). We then perturb system (1) as in (3) and search for obstructions for the formal series \(H(x, y, z) = \varepsilon x^2 + y^2 + \sum_{n \geq 3} H_n(x, y, z)\) to be a first integral. Those obstructions will be the Lyapunov quantities. More precisely, let \(X_\varepsilon\) be the vector field associated to (3). We can always find \(H(x, y, z)\) such that
\[
X_\varepsilon H = \sum_{l \geq 1} \eta_l (x^2 + y^2)^l,
\]
where \(\eta_l\) is a rational function on the parameters of system (3), i.e. the coefficients of functions \(P, Q, R\), the coefficients \(g_{jk}^i\) as well as \(\varepsilon\) and \(\lambda\). The numerator of the Lyapunov quantities will be a polynomial on \(\varepsilon\). For the system (3) to have a center on the center manifold for every \(\varepsilon > 0\), we must have all the Lyapunov quantities to be null. We illustrate this method in the examples of the next section.

5. Applications

5.1. The Song-Wang-Feng system. The following system was first considered in [20].
\[
\begin{align*}
\dot{x} &= y - 2xy + axz, \\
\dot{y} &= -2x^3 + y^2 + byz, \\
\dot{z} &= -z + dxy.
\end{align*}
\]
(8)
In [20] the authors solved the center problem by considering a polynomial approximation of the center manifold. Here, we solve the center problem without restricting the considered system to a center manifold.

By Proposition 8, the origin of (8) is monodromic with Andreev number \( n = 2 \) and satisfies the monodromy condition \( \beta > n - 1 \).

Using the algorithm described in Section 4, we compute the Lyapunov quantities of the perturbation (3) for system (8). We have:

\[
\eta_1 = -\frac{4\varepsilon^2 d(a - b)}{12\varepsilon + 3}.
\]

By Theorem 5, \( d(a - b) = 0 \) is a necessary condition for the origin to be an analytic nilpotent center.

Under \( d = 0 \), system (8) becomes

\[
\begin{align*}
\dot{x} &= y - 2xy + axz, \\
\dot{y} &= -2x^3 + y^2 + byz, \\
\dot{z} &= -z.
\end{align*}
\]

which has \( z = 0 \) as an analytical center manifold. The restricted system is the Hamiltonian system given by

\[
\begin{align*}
\dot{x} &= y - 2xy, \\
\dot{y} &= -2x^3 + y^2.
\end{align*}
\]

Thus, \( d = 0 \) implies that the origin is a nilpotent center on a center manifold. Now we search for obstructions for system (8) to have a formal inverse Jacobi multiplier. We consider both possibilities of \( V(x, y, z) \). First, if \( j^1V(0) = z \). We have \( \Lambda_1 = \cdots = \Lambda_4 = 0 \) and:

\[
\begin{align*}
\Lambda_5 &= -4d(2a - b), \\
\Lambda_6 &= -ad.
\end{align*}
\]

Now for \( j^3V(0) = zy^2 \), we obtain \( \Lambda_1 = \cdots = \Lambda_8 = 0 \) and:

\[
\begin{align*}
\Lambda_9 &= -\frac{12d(2a - b)}{5}, \\
\Lambda_{10} &= -\frac{2d(9a - 2b)}{15}.
\end{align*}
\]

Thus, by Theorem 4, the conditions \( a = b = 0 \) or \( d = 0 \) are necessary for the origin to be an analytic nilpotent center on a center manifold.

Now, \( a = b = 0 \) is a center condition, since, under this condition, the first two components of (8) do not depend on \( z \). Thus, the restricted system is also given by (3) regardless the center manifold. Therefore \( a = b = 0 \) or \( d = 0 \) are sufficient conditions for system (8) to have an analytic nilpotent center on a center manifold. We have proven the following result:

**Theorem 30.** The origin of system (8) is an analytic nilpotent center on a center manifold if and only if \( a = b = 0 \) or \( d = 0 \).
5.2. Jerk system. Consider the following jerk system

\begin{align}
\dot{x} &= y - F(x, y, z), \\
\dot{y} &= F(x, y, z) \\
\dot{z} &= -z + F(x, y, z),
\end{align}

where \( F(x, y, z) = g_{300}x^3 + g_{011}yz + g_{210}x^2y + g_{120}xy^2 + g_{030}y^3 \). Suppose that the origin has Andreev number \( n = 2 \), which by Proposition 8 implies that \( g_{300} > 0 \). Note that the monodromy condition \( \beta > n - 1 \) is satisfied. Applying Theorem 16 with the formal series \( V(x, y, z) = \sum_{j+k+l \geq 1} v_{jkl} x^j y^k z^l \), we compute the obstructions \( \Lambda_n \) for the existence of an Inverse Jacobi Multiplier. For \( j^1V(0) = z \), we have \( \Lambda_1 = \Lambda_2 = 0 \) and:

\begin{align*}
\Lambda_3 &= 3g_{300} - g_{210}, \\
\Lambda_4 &= -g_{300} (g_{011} - v_{011}), \\
\Lambda_5 &= 3g_{300} (g_{030} - g_{120} + 2g_{300}) \mod \langle \Lambda_3, \Lambda_4 \rangle, \\
\Lambda_6 &= g_{300}g_{011} (g_{120} + 3g_{300}) \mod \langle \Lambda_3, \Lambda_4, \Lambda_5 \rangle, \\
\Lambda_7 &= -4g_{300}^2g_{011}^2 \mod \langle \Lambda_3, \Lambda_4, \Lambda_5 \rangle.
\end{align*}

And for \( j^3V(0) = zy^2 \), we obtain \( \Lambda_1 = \cdots = \Lambda_6 = 0 \) and:

\begin{align*}
\Lambda_7 &= \frac{1}{6} g_{300} (g_{210} - 3g_{300}), \\
\Lambda_8 &= \frac{1}{4} g_{300}^2 (g_{011} - 3v_{031}), \\
\Lambda_9 &= -\frac{9 g_{300}^2 (g_{030} + 2g_{300} - g_{120})}{10} \mod \langle \Lambda_7, \Lambda_8 \rangle \\
\Lambda_{10} &= -\frac{3 g_{011}g_{300}^2 (3g_{300} + g_{120})}{7} \mod \langle \Lambda_7, \Lambda_8, \Lambda_9 \rangle, \\
\Lambda_{11} &= \frac{10 g_{011}^2g_{300}^3}{7} \mod \langle \Lambda_7, \Lambda_8, \Lambda_9 \rangle.
\end{align*}

Both the possibilities above yield the same conditions on the parameters for the existence of an inverse Jacobi multiplier: \( g_{030} = g_{120} - 2g_{300} \), \( g_{011} = 0 \) and \( g_{210} = 3g_{300} \). Thus, by Theorem 11, the origin can only be an analytic center on a center manifold if those conditions are satisfied. These are in fact center conditions, since under those, the restricted system is given by the first two equations of (10) and has

\[ v(x, y) = 1 + (g_{120} - 3g_{300})x^2 + 2(g_{120} - 3g_{300})xy + \frac{(g_{120} - 3g_{300})(g_{120} - 2g_{300})y^2}{g_{300}}, \]

as an inverse integrating factor. By Theorem 9, the origin is a center. We conclude:
Theorem 31. The origin of system (10) is a nilpotent center on a center manifold if and only if $g_{030} = g_{120} - 2g_{300}$, $g_{011} = 0$ and $g_{210} = 3g_{300}$.

5.3. A system with fixed Andreev number. If a planar system has a monodromic nilpotent singular point with Andreev number $n$, it can be put in the following form:

$$\begin{align*}
\dot{x} &= y + \mu x^n + \sum_{k \geq n+1} P_k(x, y), \\
\dot{y} &= -nx^{2n-1} + n\mu x^{n-1}y + \sum_{k \geq 2n} Q_k(x, y),
\end{align*}$$

where $P_k, Q_k \in P_k^{(1,n)}$ (see [11], for more details). Thus, an interesting family of three-dimensional systems to consider are the following

$$\begin{align*}
\dot{x} &= y + \mu x^n + \sum_{k \geq n} P_k(x, y, z), \\
\dot{y} &= -nx^{2n-1} + n\mu x^{n-1}y + \sum_{k \geq 2n-1} Q_k(x, y, z), \\
\dot{z} &= -z + R(x, y, z),
\end{align*}$$

where $P_k, Q_k$ are $(1, n, 1)$-quasi-homogeneous polynomials of weighted degree $k$ and $j^1R(0) = 0$. For any parametrization $z = h(x, y)$ of a center manifold, we have that the functions $F(x), f(x)$ and $\Phi(x)$ in Theorem 6 are given by:

$$\begin{align*}
F(x) &= -\mu x^n + O(x^{n+1}), \\
f(x) &= -n(1 + \mu^2)x^{2n-1} + O(x^{2n}), \\
\Phi(x) &= 2n\mu x^{n-1} + O(x^n).
\end{align*}$$

Thus, we have that the origin is monodromic with Andreev number $n$. Moreover, the parameter $\mu$ defines whether we have monodromy conditions $\beta = n - 1$ or $\beta > n - 1$.

We solve the nilpotent center problem for a particular case of system (11) with $n = 2$:

$$\begin{align*}
\dot{x} &= y + \mu x^2 + a_{101}xz + a_{602}z^2, \\
\dot{y} &= -2x^3 + 2\mu xy, \\
\dot{z} &= -z + c_{200}x^2 + c_{110}xy + c_{020}y^2.
\end{align*}$$

Using Theorem 16 we compute the obstructions for the existence of an Inverse Jacobi Multiplier $V(x, y, z)$. For the case $j^1V(0) = z$, we compute the obstructions $\Lambda_1, \ldots, \Lambda_{10}$. Due to the size of these
quantities, we exhibit only $\Lambda_1, \ldots, \Lambda_5$ and omit $\Lambda_6, \ldots, \Lambda_{10}$.

\[ \Lambda_1 = 0, \quad \Lambda_2 = -4\mu, \]
\[ \Lambda_3 = -3a_{101}c_{200}, \]
\[ \Lambda_4 = -2\mu^2v_{011} - 2\mu a_{101}c_{110} + 4\mu a_{101}c_{200} - 4a_{002}c_{200}^2 - 2v_{011}, \]
\[ \Lambda_5 = -\frac{1}{3}c_{200}\mu^2a_{101} + 2c_{110}\mu^2a_{101} - 24c_{200}\mu^2a_{101} - 2c_{110}a_{002}\mu c_{200} \]
\[ -2c_{200}\mu a_{101}v_{011} - c_{110}c_{200}a_{101}^2 - 8a_{101}c_{110} + 16a_{101}c_{200} \]
\[ + 3c_{200}^2a_{101}^2 - 2c_{200}a_{101}. \]

Setting $\Lambda_2 = \cdots = \Lambda_{10} = 0$ yields the conditions on the parameters:

\[ \mu = 0 \quad \text{and} \quad a_{101} = a_{002} = 0 \quad \text{or} \quad c_{200} = c_{110} = c_{020}. \]

For the case $j^3V(0) = zy^2$, we compute the obstructions $\Lambda_1, \ldots, \Lambda_{15}$. Due to the size of these quantities, we exhibit only $\Lambda_1, \ldots, \Lambda_9$ and omit $\Lambda_{10}, \ldots, \Lambda_{15}$. We have $\Lambda_1 = \cdots = \Lambda_6 = 0$ and

\[
\begin{align*}
\Lambda_7 & = -\frac{c_{200}a_{101}(\mu^2 + 5)}{5}, \\
\Lambda_8 & = \frac{\mu}{3} \left( \mu^2 + 5 \right) a_{101}c_{110} + \frac{2\mu}{3} \left( \mu^2 + 1 \right) c_{200}a_{101} \\
& \quad - \frac{2}{3} \left( \mu^2 + 3 \right) a_{002}c_{200}^2 - 2/5 \mu a_{101}^2c_{200} - \frac{1}{3} \left( \mu^4 + 10\mu^2 + 9 \right) v_{031}, \\
\Lambda_9 & = -\frac{(54\mu^4 + 22\mu^2 + 168)a_{101}c_{110}}{35} + \frac{(48\mu^2 + 48)c_{200}a_{101}}{5} \\
& \quad - \frac{(27\mu^4 + 129\mu^2 + 42)a_{101}c_{200}}{35} + \frac{\mu}{35} (11\mu^2 - 29)c_{200}a_{101}v_{031} \\
& \quad + \frac{72\mu(\mu^2 + 1)a_{002}c_{200}^2}{35} + \frac{6\mu(9\mu^2 + 29)c_{200}a_{002}c_{110}}{35} \\
& \quad + \frac{1}{35} (34\mu^2 + 35)a_{101}^2c_{110}c_{200} + \frac{(57\mu^2 - 105)a_{101}^2c_{200}^2}{35} \\
& \quad - \frac{6\mu}{3} a_{101}a_{002}c_{200}^3. 
\end{align*}
\]

Setting $\Lambda_7 = \cdots = \Lambda_{15} = 0$ yields the following conditions on the parameters:

\[ a_{101} = a_{002} = 0 \quad \text{or} \quad c_{200} = c_{110} = c_{020} = 0. \]

The conditions for \([12]\) to have any inverse Jacobi multiplier are $a_{101} = a_{002} = 0$ or $c_{200} = c_{110} = c_{020} = 0$. By Theorem \([4]\) those are necessary conditions for the origin to be an analytic nilpotent center.

These conditions are also sufficient since under either one of those, the restricted system is

\[ \dot{x} = y + \mu x^2, \]
\[ \dot{y} = -2x^3 + 2\mu xy. \]

which is invariant by the transformations $x \mapsto -x$, $y \mapsto y$, $t \mapsto -t$.

Therefore we conclude:
Theorem 32. The origin of system (12) is an analytic nilpotent center on a center manifold if and only if $a_{101} = a_{002} = 0$ or $c_{200} = c_{110} = c_{020} = 0$.
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