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Abstract

The appearance of tracks, close to classical orbits, left by charged quantum particles propagating inside a detector, such as a cavity periodically illuminated by light pulses, is studied for a family of idealized models. In the semi-classical regime, which is reached when one considers highly energetic particles, we present a detailed, mathematically rigorous analysis of this phenomenon. If the Hamiltonian of the particles is quadratic in position- and momentum operators, as in the examples of a freely moving particle or a particle in a homogeneous external magnetic field, we show how symmetries, such as spherical symmetry, of the initial state of a particle are broken by tracks consisting of infinitely many approximately measured particle positions and how, in the classical limit, the initial position and velocity of a classical particle trajectory can be reconstructed from the observed particle track.

1 Description of the problem, heuristic considerations, survey of results

The purpose of this paper is to provide a partial answer to a fundamental question: *How and under what conditions does a classical image of the world emerge from a quantum-mechanical description of reality?*

The specific phenomenon we propose to analyze is the appearance of *particle tracks* in a cavity periodically illuminated by laser pulses or in a cloud chamber, elaborating on results described in [1]. We will focus our attention on the example of a highly energetic, charged quantum particle, such as an α-particle or an electron, whose approximate position is measured periodically by illuminating the region of physical space wherein it propagates with a pulse of light of wave length $\approx \lambda$. We will assume $\hbar c/\lambda$ to be small as compared to the kinetic energy of the particle. The light scattered off the particle is supposed to hit an array of photomultipliers. Devices hit by photons then fire with a certain positive probability, an event resulting in a projective state reduction in the quantum-mechanical state space of the photomultipliers, which can be recorded. The process described here serves to repeatedly determine the approximate position of the charged particle with a precision of $O(\lambda)$, at times $t_n = n\tau$, $n = 0, 1, 2, \ldots$, where $\tau$ is the time elapsing between two subsequent illuminations. In between two such indirect approximate measurements of the position of the charged particle its state is assumed to evolve according to a *Schrödinger equation*. We propose to show that the approximate positions of a highly energetic particle measured at times $t_n$, as described above, and its approximate velocities inferred therefrom lie close to points on a trajectory...
in phase space that is a solution of some classical Hamiltonian equations of motion, i.e., the particle positions “track” a classical orbit. We will consider particles propagating in suitably regular external potentials. But our main results are formulated for freely moving particles and particles in a homogeneous external magnetic field and/or under the influence of a harmonic potential.

While in an earlier paper [1] we have studied the appearance of particle tracks in an idealized model that can essentially be solved exactly, in the present paper we consider fairly general models. In order to be able to derive reasonably explicit, mathematically rigorous results, we will study these models in a semi-classical regime, which is reached when the expected de Broglie wave length of the particle is much smaller than the wave length $\lambda$ of the light pulses used to track the position of the particle.

Interesting results on the emergence of particle tracks in detectors, as well as historical remarks on various treatments of this phenomenon, can be found in two papers [5, 6], which have proven to be very useful for the work reported in [1] and in the present paper. We also draw the readers’ attention to paper [11] where particle tracks have been studied within axiomatic quantum field theory.

1.1 Quantum mechanics of a charged particle, semi-classical regimes

The Hilbert space of pure state vectors of a charged particle with non-relativistic kinematics and without spin (to simplify matters) is given by

$$\mathcal{H}_P := L^2(\mathbb{R}^d, d^dx),$$

where $\mathbb{R}^d \equiv \mathbb{R}^d_+$ is the configuration space of the particle, and $d^dx$ is the Lebesgue measure on $\mathbb{R}^d$. We will set $d = 3$ throughout this introduction. In between two illuminations by light pulses, the dynamics of the particle is generated by a Hamilton operator, $H$, acting on $\mathcal{H}_P$ given by

$$H := \frac{1}{2M}[P - eA(X)]^2 + gV(X),$$

where $M$ is the mass and $e$ the electric charge of the particle (to be kept fixed in what follows), $A$ is the vector potential of a c-number external magnetic field (for simplicity chosen to be time-independent), $gV$ is an external potential, with $g$ a coupling constant, $P$ is the momentum operator, and $X$ is the position operator of the particle. In the Schrödinger representation

$$P\Psi(x) = -i\hbar \nabla_x \Psi(x), \quad X\Psi(x) = x\Psi(x), \quad x \in \mathbb{R}^3,$$

where $\Psi$ is the wave function of the particle. The canonical commutation relations between position- and momentum operators are given by

$$[X_i, P_j] = i\hbar \delta_{ij} \mathbf{1}, \quad [X_i, X_j] = [P_i, P_j] = 0,$$

where $\mathbf{1}$ is the identity operator on $\mathcal{H}_P$. The Schrödinger equation for the time dependence of the wave function, $\Psi$, of the particle is given by

$$i\hbar \frac{\partial}{\partial t} \Psi_t = H\Psi_t.$$

As argued by Schrödinger [9] and, with more mathematical precision, by Hepp [7], the classical limit of this quantum-mechanical description of a charged particle is reached when $\hbar \to 0$, for wave functions that are superpositions of coherent states of the form

$$\Psi(x) = \exp \left[ \frac{i}{\hbar} (r \cdot P - p \cdot X) \right] \exp \left[ -\frac{1}{2}(x/\Lambda)^2 \right], \quad (r,p) \in \mathbb{R}^6,$$
with $h/\Lambda$ kept constant.

In the Heisenberg picture, one can establish a *Egorov-type theorem* that says that

\[ \text{Time Evolution and Quantization commute, up to error terms of } \mathcal{O}(h). \]

For a precise statement of Egorov’s theorem we refer the reader to [3] where a presentation in the usual setting of semi-classical analysis is given. In Appendix A, we provide a simple proof in a different setting; see Proposition A.5. In Nature, the value of Planck’s constant, $h$, is fixed, and we will henceforth use units in which $h = 1$. Before starting to discuss the main topic of this paper, we propose to identify semi-classical regimes in parameter space, which are equivalent, mathematically, to a regime corresponding to a very small value of $h$. Two such regimes are of interest in the context of this paper and will be featured in our analysis.

1. We consider a particle with a very large mass $M := \varepsilon^{-1}m$, with $0 < \varepsilon \ll 1$ and $m = \mathcal{O}(1)$. We introduce a re-scaled momentum operator (proportional to the velocity operator), $p' := \varepsilon P$, and we set $x' := X$. Then

\[ [x'_i, p'_j] = i\varepsilon \delta_{ij} \mathbf{1}, \quad \text{other commutators vanishing,} \quad (5) \]

and the Schrödinger equation reads

\[ i\frac{\partial}{\partial t} \Psi_t = \left[ \varepsilon(2m)^{-1}(\varepsilon^{-1}p' - \varepsilon A(x'))^2 + gV(x') \right] \Psi_t. \]

Choosing the vector field $A$ to be large, namely $A = \varepsilon^{-1}A_0$, and the coupling constant to be given by $g = \varepsilon^{-1}g_0$, with $A_0$ and $g_0$ kept fixed – which, physically, means that the acceleration of the heavy particle is of $\mathcal{O}(1)$, as $\varepsilon$ tends to 0 – and multiplying both sides of the equation by $\varepsilon$, we find that

\[ i\varepsilon \frac{\partial}{\partial t} \Psi_t = \left[ \frac{1}{2m}(p' - \varepsilon A_0(x'))^2 + g_0 V(x') \right] \Psi_t. \]

Comparing this equation and equation (5) to (2), (4) and (3), we see that $\varepsilon$ plays the role of $h$, and the semi-classical regime apparently corresponds to choosing very small values of $\varepsilon$, or, in other words, considering a very heavy particle and preparing it in a state with the property that its typical speed is $\mathcal{O}(1)$.

2. Alternatively, we may consider a particle with a mass $M := m$ of $\mathcal{O}(1)$ prepared in an initial state $\Psi_0$ with the property that

\[ \langle \Psi_0, (P - eA)^2 \Psi_0 \rangle = \mathcal{O}(\varepsilon^{-1}), \quad \text{with } 0 < \varepsilon \ll 1, \quad (6) \]

i.e., the average kinetic energy of the particle in its initial state is $\mathcal{O}(\varepsilon^{-1})$, with $\varepsilon \ll 1$. We re-scale momentum and position operators as follows:

\[ P =: \varepsilon^{-1/2}P'', \quad X =: \varepsilon^{-1/2}x''. \quad (7) \]

We then have that

\[ [x''_i, p''_j] = i\varepsilon \delta_{ij} \mathbf{1}, \quad \text{other commutators vanishing.} \quad (8) \]

We choose the vector potential $A = A_\varepsilon$ and the potential $V = V_\varepsilon$ to depend on the variable $\varepsilon$ in such a way that

\[ eA_\varepsilon(\varepsilon^{-1/2}x'') \sim \varepsilon^{-1/2}eA_0(x''), \quad \text{and} \quad gV_\varepsilon(\varepsilon^{-1/2}x'') \sim \varepsilon^{-1}g_0 V_0(x''), \quad (9) \]
as $\varepsilon \ll 0$. In three dimensions ($d = 3$), the relation between $A = A_\varepsilon$ and $A_0$ is automatically fulfilled for a vector potential describing a uniform magnetic field, $B \in \mathbb{R}^3$, i.e., for $A(x) = \frac{1}{2}(x \times B)$; and the relation between $V = V_\varepsilon$ and $V_0$ is automatically fulfilled for a harmonic potential, e.g., $V(x) = |x|^2$, and $g = g_0$. If the relations in (9) hold, the Schrödinger equation reads

$$i\hbar \frac{\partial}{\partial t} \Psi_t = \left[ \frac{1}{2m} (p'' - eA_0(x''))^2 + g_0 V_0(x'') \right] \Psi_t.$$

As above, inspecting Eq. (8) and this particular form of the Schrödinger equation, we find that the variable $\varepsilon$ plays the role of Planck’s constant $\hbar$. Apparently, the semi-classical regime corresponds to taking a very small value of $\varepsilon$, i.e., preparing an initial state with a very large average kinetic energy, $O(\varepsilon^{-1})$, and then re-scaling the momentum and position operators accordingly.

**The semi-classical regime:** Regions 1 and 2 in parameter space may be treated in a unified way. For this purpose, we set

$$\hat{p} = p', \hat{x} := x' = X, \quad \text{or} \quad \hat{p} = p'', \hat{x} := x'', \quad \text{with} \quad [\hat{x}_i, \hat{p}_j] = i\varepsilon \delta_{ij} \mathbf{1},$$

(other commutators vanishing). Dropping the subscript “0” on $A, V$ and $g$, we consider the Schrödinger equation

$$i\varepsilon \frac{\partial}{\partial t} \Psi_t = H_P \Psi_t, \quad \text{where} \quad H_P := \frac{1}{2m} (\hat{p} - eA(\hat{x}))^2 + gV(\hat{x}).$$

The semi-classical regime corresponds to values $\varepsilon \ll 1$ and initial wave functions, $\Psi_0$, with the properties that $\Psi_0 \in H_P, \|\Psi_0\| = 1$, and

$$\Delta_{\Psi_0} \hat{x} \cdot \Delta_{\Psi_0} \hat{p} = O(\varepsilon),$$

where, as usual,

$$\Delta_{\Psi_0} A := \sqrt{\langle \Psi_0, (A - \langle A \rangle_{\Psi_0})^2 \Psi_0 \rangle} \quad \text{with} \quad \langle A \rangle_{\Psi_0} := \langle \Psi_0, A\Psi_0 \rangle.$$

We propose to study the dynamics of the quantum particle in the semi-classical regime described by Eqs. (10), (11) and (12) and to analyze the effect of repeated approximate particle-position measurements, taking place every $\tau = O(1)$ seconds, on the propagation of the particle. The particle position, $\hat{x}$, is measured approximately by scattering light with a wave length $\sim \lambda$ off the particle; ($\lambda$ is taken in the same units as $|\hat{x}|$). We assume that $\lambda$ is much larger than the average de Broglie wave length of the particle in the state $\Psi_0$. In between two consecutive approximate position measurements the wave function of the particle is assumed to propagate according to the Schrödinger equation (11).

### 1.2 Approximate particle-position measurements

Next, we sketch a crude model describing approximate measurements of the particle position; see also [1]. We imagine that, every $\tau$ seconds, a pulse of light is emitted into the region of physical space $\mathbb{R}^3$ where the charged particle is located, and the light scattered by the particle is caught by an array of photomultipliers that fire with a positive probability when hit by scattered photons. The firing of photomultipliers represents an event whose effect is taken into account by applying the state reduction postulate; see Eq. (18), below. Let $\mathcal{H}$ denote the Hilbert space of pure state vectors...
of the array of photomultipliers. This space contains a distinguished vector, \( \Omega_0 \), that corresponds to quiescent photomultipliers. Furthermore, there is an operator, \( Q = (Q_1, \ldots, Q_k) \), with commuting components, \( Q_i \), \( i = 1, \ldots, k \), acting on \( \mathcal{H} \), which has a discrete spectrum, \( \sigma(Q) \), given by, for instance, a (subset of a) \( k \)-dimensional lattice. The vector \( \Omega_0 \) is the eigenvector of \( Q \) corresponding to an eigenvalue denoted by \( q_x \in \sigma(Q) \). Points \( q = (q_1, \ldots, q_k) \in \sigma(Q) \) correspond to certain subsets of photomultipliers. The firing of the photomultipliers indexed by a point \( q \in \sigma(Q) \) is correlated with the event that the position of the charged particle is somewhere within a distance of \( \mathcal{O}(\lambda) \) of a point \( \pi(q) \in \mathbb{R}^3 \) uniquely determined by \( q \); \( q_x \) indicating that the charged particle has escaped to a region not illuminated by the light pulses). Let \( \mathcal{H}_q \subset \mathcal{H} \) denote the eigenspace of the operator \( Q \) corresponding to the \( k \)-tuple \( q \) of eigenvalues of \( Q \). The event corresponding to the firing of the photomultipliers indexed by a point \( q \in \sigma(Q) \) is represented by the orthogonal projection operator, \( \pi_q \), onto the eigenspace \( \mathcal{H}_q \) of \( Q \) corresponding to the eigenvalues \( q \). One has that

\[
\sum_{q \in \sigma(Q)} \pi_q = 1_{\mathcal{H}}.
\]

In every eigenspace \( \mathcal{H}_q \) we may choose an orthonormal basis of eigenvectors, \( \varphi_{q,\alpha} \), labelled by the eigenvalue \( q \) and an additional index \( \alpha = 1, 2, \ldots \). We denote by \( \pi_{q,\alpha} = |\varphi_{q,\alpha}\rangle \langle \varphi_{q,\alpha}| \) the orthogonal projection onto \( \varphi_{q,\alpha} \), and we have that \( \sum_{\alpha} \pi_{q,\alpha} = \pi_q \).

We assume that, after firing and the recording of an event \( \pi_q \), \( q \in \sigma(Q) \), the photomultipliers relax back to the quiescent state \( \Omega_0 \), with a relaxation time, \( T \), much shorter than the time, \( \tau \), elapsing between two consecutive light pulses. Furthermore, we assume that the time elapsing between the release of a light pulse, the subsequent firing of the photomultipliers and the recording of an event \( \pi_q \) is sufficiently short that the motion of the charged particle can be neglected during this process.

Let \( \rho \) be a density matrix on \( \mathcal{H}_P \), i.e., a non-negative trace-class operator on \( \mathcal{H}_P \) with \( \text{tr}(\rho) = 1 \), encoding the state of the particle just before a firing of the photomultipliers caused by light scattering and the recording of an event \( \pi_q \). We are interested in determining the Born probability of the event \( \pi_q \). Let \( U \) be the unitary operator describing the evolution of the initial state, \( \rho \otimes |\Omega_0\rangle \langle \Omega_0| \), of the total system (consisting of the charged particles, the radiation field and the photomultipliers) at the instant when a light pulse is emitted to the state reached after light scattering by the charged particle, but just before the event \( \pi_q \) is recorded. Since the state \( \rho \) of the charged particle is assumed to be very nearly constant during this process, the operator \( U \) has the form

\[
[U\rho|\Omega_0\rangle \langle \Omega_0|U^*](x,y) = \rho(x,y) \cdot U(x)|\Omega_0\rangle \langle \Omega_0|U(y)^*, \quad x, y \in \sigma(\hat{x}) = \mathbb{R}^3,
\]

where \( \rho(x,y) \) is the operator kernel of \( \rho \) in the Schrödinger representation, \( \hat{x} \) is the position operator of the particle, \( \sigma(\hat{x}) \) denotes the spectrum of \( \hat{x} \), and the operators \( U(x) \) are unitary operators on \( \mathcal{H}_q \), for all \( x \in \sigma(\hat{x}) \). The \( x \)-dependence of the operator \( U(x) \) entangles the state of the charged particle with the state of the photomultipliers; (the radiation field does not have to be taken into account explicitly). The Born probability we are looking for is given by a functional, \( \Pi(q|\cdot) \), on the space of density matrices given by

\[
\Pi(q|\rho) := \text{tr}_{\mathcal{H}_P \otimes \mathcal{H}_q} \left[ U(\hat{x})(\rho \otimes |\Omega_0\rangle \langle \Omega_0|)U(\hat{x})^* \pi_q \right].
\]

We can write this functional as

\[
\Pi(q|\rho) = \sum_{\alpha} \text{tr}_{\mathcal{H}_P} \left[ \hat{f}_{q,\alpha}(\hat{x}) \rho \hat{f}_{q,\alpha}(\hat{x})^* \right],
\]
where the (transition) amplitudes \( \hat{f}_{q,\alpha} = \hat{f}_{q,\alpha}(\hat{x}) \) are multiplication operators corresponding to multiplication by the functions

\[
f_{q,\alpha}(x) := \langle \varphi_{q,\alpha}, U(x)\Omega \rangle, \quad \text{for } x \in \sigma(\hat{x}),
\]

with \( \varphi_{q,\alpha} \) the eigenvector in the range of the projection \( \pi_{q,\alpha} \). Thus

\[
f_{q,\alpha}(x)^* \cdot f_{q,\alpha}(x) = \langle U(x)\Omega_0, \pi_{q,\alpha} U(x)\Omega_0 \rangle.
\]

We note that

\[
\sum_{q,\alpha} f_{q,\alpha}(x)^* \cdot f_{q,\alpha}(x) = \|U(x)\Omega_0\|^2 = 1, \quad \text{i.e.,} \quad \sum_{q,\alpha} \hat{f}_{q,\alpha}^* \cdot \hat{f}_{q,\alpha} = \mathbb{1}_{\mathcal{H}_P}.
\]

Since the point \( q \in \sigma(Q) \) is supposed to track the position \( x \in \mathbb{R}^3 \) of the charged particle, we assume that the amplitudes \( f_{q,\alpha}(x), x \in \sigma(\hat{x}) = \mathbb{R}^3 \), are of rapid decrease in the quantity \( |\varphi(q) - x|/\lambda \), where the map \( \varphi : \sigma(Q) \ni q \mapsto \varphi(q) \in \mathbb{R}^3 \), introduced above, maps a \( k \)-tuple \( q \) of eigenvalues of \( Q \) to a unique approximate particle position \( \varphi(q) \).

Let \( \rho \) be the density matrix on \( \mathcal{H}_P \) encoding the state of the charged particle right before a firing of the photomultipliers and \( \tau \) seconds before the next light pulse is emitted. We propose to determine the state, \( \rho(q) \), of the particle after the firing of the photomultipliers, assumed to correspond to the point \( q \in \sigma(Q) \), and just before the next light pulse is emitted. Assuming that the Born probability \( \Pi(q|\rho) \) does not vanish, this state is given by

\[
\rho \mapsto \rho(q) := \frac{\Phi^*_q(\rho)}{\text{tr}_{\mathcal{H}_P}[\Phi^*_q(\rho)]}, \quad \Phi^*_q(\rho) := \Phi^*_q(\rho) := e^{-i\tau H_{\mathcal{P}}/\varepsilon} \sum_{\alpha} \left( \hat{f}_{q,\alpha} \rho \hat{f}_{q,\alpha}^* \right) e^{i\tau H_{\mathcal{P}}/\varepsilon}.
\]

Identity (17) implies that the map \( \rho \mapsto \sum_{q \in \sigma(Q)} \Phi^*_q(\rho) \) is completely positive and trace-preserving. The map \( \rho \mapsto \rho(q) \) can be iterated to determine a state, \( \rho(q_0, q_1, \ldots, q_n) \), of the particle after \( n + 1 \) firings of photomultipliers:

\[
\rho(q_0, q_1, \ldots, q_n) = \frac{\Phi^*_{q_n} \circ \cdots \circ \Phi^*_{q_0}(\rho_0)}{\text{tr}_{\mathcal{H}_P}[\Phi^*_{q_n} \circ \cdots \circ \Phi^*_{q_0}(\rho_0)]},
\]

where \( \rho_0 \) is the initial state of the particle. With a measurement record \( \{ q_0, q_1, \ldots, q_n \} \) we associate the quantity

\[
P^{(n)}_{\varepsilon,\rho_0}(q_0, q_1, \ldots, q_n) = \text{tr}_{\mathcal{H}_P}[\Phi^*_{\varepsilon,\rho_0} \circ \cdots \circ \Phi^*_{\varepsilon,\rho_0}(\rho_0)],
\]

which is non-negative. By Eq. (17) we have that

\[
\sum_{q \in \sigma(Q)} \text{tr}_{\mathcal{H}_P}[\Phi^*_q(\rho)] = \text{tr}_{\mathcal{H}_P}[\rho] = 1.
\]

It thus follows that

\[
\sum_{q_n \in \sigma(Q)} P^{(n)}_{\varepsilon,\rho_0}(q_0, q_1, \ldots, q_n) = P^{(n)}_{\varepsilon,\rho_0}(q_0, q_1, \ldots, q_{n-1}), \quad \text{hence}
\]

\[
\sum_{q_j \in \sigma(Q), j=0,1,\ldots,n} P^{(n)}_{\varepsilon,\rho_0}(q_0, q_1, \ldots, q_n) = \text{tr}_{\mathcal{H}_P}[\rho_0] = 1,
\]

hence
for an arbitrary density matrix ρ₀ on ℋₚ. Thus, ℙ⁽ⁿ⁾ₓ,ρ₀(q₀,q₁,...,qₙ) can be interpreted as the probability of the measurement record qᵧ := {q₀,q₁,...,qₙ}, conditioned on the initial state of the particle being given by ρ₀.

From this point on, the quantum mechanics of the radiation field and of the photomultipliers does not play a significant role, anymore. It is subsumed completely in Eqs. (18) and (19). In conventional jargon, the so-called “Heisenberg cut” may apparently be placed at the level of the approximate particle-position measurements described by the rule (18), which conforms to standard lore.

The goal of our paper is to show that, for ε ≪ 1, i.e., in the semi-classical regime, the measurement record corresponds to a sequence of approximate particle positions, {ξ(qⱼ)| j = 0, 1,...,n}, lined up near a particle orbit corresponding to a solution of classical equations of motion determined by a Hamilton function, hₚ, whose quantization is the Hamilton operator Hₚ. Moreover, we show that, for simple particle dynamics, the random initial data of the particle, and hence the entire particle orbit, can be reconstructed from a large number of measurements of approximate particle positions, i.e. when n → 1. This follows ideas outlined in the introduction of [1].

Let
\[ Γ := \mathbb{R}^3_x \oplus \mathbb{R}^3_p, \quad hₚ(x,p) := \frac{1}{2m}(p - eA(x))^2 + gV(x) \] (22)
denote the classical phase space of the charged particle and the Hamilton function corresponding to the Hamilton operator Hₚ introduced in (11), respectively. The Hamilton function hₚ generates a symplectic flow, (φᵣ)₀≤ₙ, on Γ, where t denotes time, and we write (xₜ,pₜ) := φᵣ(x,p). Given a function a(x,p) on Γ belonging to the Schwartz space, ℳ(Γ), let ā(ŷ,ŷ) denote the operator obtained from a(x,p) by Weyl quantization; (see Sect. 2). We will invoke a Egorov-type theorem that says that
\[ e^{itHₚ/ε} ā e^{-itHₚ/ε} = \tilde{a} \circ φᵣ + O(ε). \] (23)
Furthermore, if a and b belong to ℳ(Γ) then
\[ ||[ā, ̂b]|| = O(ε). \] (24)

These facts will be discussed in Sect. 2 and proven for a certain class of functions a in Appendix A. Applying Eqs. (23) and (24) to the right side of (20), we find that
\[ ℙ⁽ⁿ⁾ₓ,ρ₀(q₀,q₁,...,qₙ) = \text{tr}\left[ρ₀ \prod_{j=0}^{n} \left( \sum_{α} \hat{f}_{qⱼ,α}(ŷⱼ) \cdot \hat{f}^*_{qⱼ,α}(ŷⱼ) \right) \right] + O(ε). \] (25)

Choosing a family \{ρ₀,ε\}₀<ε of density matrices indexed by ε with the property that their Wigner quasi-probability distributions converge to a probability measure, dµ₀, on phase space Γ, it follows that
\[ ℙ⁽ⁿ⁾ₓ,ρ₀,ε(q₀,q₁,...,qₙ) = \int Γ \prod_{j=0}^{n} \left( \sum_{α} |f_{qⱼ,α}(xⱼ) |^2 \right) dµ₀(x,p) + O(ε), \quad \text{as } ε → 0, \] (26)
where xⱼ is the configuration space coordinate of the phase-space point φⱼ(x,p). The error term O(ε) in (26) is expected to grow rapidly in the number, n + 1, of approximate particle position measurements. However, in deriving our results we only require convergence, as ε → 0, for arbitrary finite values of n.

Assuming that A(x) = \frac{1}{2}(x \times B), where B is a uniform external magnetic field independent of time, and that the potential V(x) is harmonic, we can use standard arguments from statistics to show that the expression on the right side of Eq. (26) is peaked on measurement records.
\{q_0, q_1, \ldots, q_n\} \text{ corresponding to classical particle orbits } \{x_t \mid t = j\tau, j = 0, 1, \ldots, n\}. \text{ More precisely, if the amplitudes } f_{q,\alpha}(x) \text{ are of rapid decrease in } |x(q) - x|/\lambda \text{ the points } x(q_j) \in \mathbb{R}^3 \text{ are typically within a distance of } O(\lambda) \text{ of the points } x_{j\tau}, \text{ for all } j = 0, 1, \ldots, n, \text{ where } (x_t, p_t) = \phi_t(x, p) \text{ solves the classical Hamiltonian equations of motion with initial conditions } (x_0, p_0). \text{ Moreover, the probability that the initial conditions } (x_0, p_0) \text{ belong to a cell } \Delta \text{ of phase space } \Gamma \text{ is given by } \mu_0(\Delta) \text{ (i.e., Born's Rule holds in the limiting regime where } \varepsilon \ll 1). \text{ Precise statements of our main results are presented in Sect. 3. Detailed proofs are contained in Sects. 4 and 5. In Sect. 6, some concrete examples of particle dynamics are sketched along the lines of the discussion in [1]. Preliminaries, concerning, e.g., Weyl quantization etc., are discussed in Sect. 2. Some technical proofs are presented in Appendix A.}
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2 Weyl quantization, repeated indirect measurements

In order to imbed the ideas presented between Eqs. (22) and (26) of Sect. 1 into precise mathematics, we need to recapitulate some basics concerning Hamiltonian dynamics and the process of quantization. In the following we will make use of Wigner-Weyl quantization of classical Hamiltonian systems with finitely many degrees of freedom. We follow conventions inspired by [4, §8.4]. The phase space, \( \Gamma \), is taken to be the one introduced in (22), i.e.,

\[ \Gamma := \mathbb{R}^d_x \oplus \mathbb{R}^d_p. \]  

Points of \( \Gamma \) are denoted by Greek letters \( \xi, \zeta, \ldots \). Let \( \mathcal{S}(\Gamma) \) be the Schwartz space of test functions on \( \Gamma \). The Fourier transform, \( \mathcal{F}(a) \), of a function \( a \in \mathcal{S}(\Gamma) \) is defined by

\[ \mathcal{F}(a)(\zeta) \equiv \hat{a}(\zeta) := (2\pi)^{-2d} \int_\Gamma a(\xi) e^{i\xi^t \Omega \xi} d\xi, \]  

where the superscript \( t \) indicates transposition, and \( \Omega \) is the \( 2d \times 2d \) matrix given by

\[ \Omega = \begin{pmatrix} 0 & -1_d \\ 1_d & 0 \end{pmatrix}. \]  

For a positive number \( \varepsilon \in (0, \varepsilon_0] \), the Weyl quantization, \( \text{Op}_\varepsilon(a) \), of an arbitrary function \( a \in \mathcal{S}(\Gamma) \) is defined, formally, by

\[ \text{Op}_\varepsilon(a) \equiv \hat{a} := \int_\Gamma \hat{a}(\zeta) W(\zeta) d\zeta, \]  

where

\[ W(\zeta) \equiv W_\varepsilon(\zeta) := \exp \left[ i(\zeta^t \Omega \hat{\zeta}) \right], \quad \hat{\zeta} := \begin{pmatrix} \hat{x} \\ \hat{p} \end{pmatrix}, \]
are the usual Weyl operators, and \( \hat{x} \) and \( \hat{p} \) are the position and the momentum operator, respectively, on the Hilbert space \( \mathcal{H}_P \), which satisfy the Heisenberg commutation relation; see Eq. (10), Sect. 1. The Weyl operators \( W(\zeta), \zeta \in \Gamma \), are unitary and satisfy the Weyl (commutation) relations
\[
W(\zeta_1)W(\zeta_2) = e^{-i\frac{\zeta_1\zeta_2}{2}}W(\zeta_1 + \zeta_2).
\]
We observe that
\[
W(\zeta)^* = W(-\zeta) \quad \text{and} \quad W(0) = 1.
\]

Digression on the mathematical meaning of Eq. (30): In order to render the definition of the operation of quantization, \( \text{Op}_\varepsilon \), more precise, we introduce a sesquilinear form, \( B_\varepsilon(a|\cdot,\cdot) \), on \( \mathcal{H}_P \times \mathcal{H}_P \) given by
\[
B_\varepsilon(a|\Phi,\Psi) := \int_\Gamma \hat{a}(\zeta) \langle \Phi, W(\zeta) \Psi \rangle \, d\zeta, \quad \Phi, \Psi \in \mathcal{H}_P.
\]
Since \( W(\zeta) \) is unitary, for arbitrary \( \zeta \in \Gamma \), we have that \( |\langle \Phi, W(\zeta) \Psi \rangle| \leq \|\Phi\| \cdot \|\Psi\| \); hence
\[
|B_\varepsilon(a|\Phi,\Psi)| \leq \|\hat{a}\|_1 \|\Phi\| \cdot \|\Psi\|
\]
where \( \|\cdot\|_1 \) denotes the \( L^1 \)-norm. Furthermore, the function \( \zeta \mapsto \langle \Phi, W(\zeta) \Psi \rangle \) is continuous in \( \zeta \), for arbitrary \( \Phi \) and \( \Psi \) in \( \mathcal{H}_P \), and, since the selfadjoint operator \( \hat{x} \cdot \hat{p} - \hat{p} \cdot \hat{x} \) has purely absolutely continuous spectrum, for arbitrary \( 0 \neq \zeta = (\mathbf{r}, p)^t \in \Gamma \), it tends to 0, as \( |\zeta| \to \infty \), by the Riemann-Lebesgue lemma. The Riesz representation theorem thus implies that there is a unique bounded operator, \( \text{Op}_\varepsilon(a) \), on \( \mathcal{H}_P \) with the property that
\[
B_\varepsilon(a|\Phi,\Psi) = \langle \Phi, \text{Op}_\varepsilon(a) \Psi \rangle, \quad \forall \Phi, \Psi \in \mathcal{H}_P.
\]
By Equation (35), \( \|\text{Op}_\varepsilon(a)\| \leq \|\hat{a}\|_1 \). Thanks to this norm-bound and the continuity properties of the function \( \zeta \mapsto \langle \Phi, W(\zeta) \Psi \rangle \), the operation \( \text{Op}_\varepsilon \) of quantization can be extended to a larger function space, in the following denoted by \( S \), strictly containing \( S(\Gamma) \). Examples of \( S \) are the space of functions that are inverse Fourier transforms of finite complex Borel measures on \( \Gamma \), or the space of bounded \( C^\omega \)-functions on \( \Gamma \) with bounded derivatives. We equip \( S \) with a norm, \( \|\cdot\| \), with the property that \( \|\text{Op}_\varepsilon(a)\| \leq \|a\|, \forall a \in S \). In the following, the function space \( S \) is assumed to conform to the following definition.

**Definition 2.1.(S)** The space \( S \) is an \( \varepsilon \)-independent, normed function space contained in the space of bounded measurable functions on \( \Gamma \). It contains the set of Schwartz functions \( S(\Gamma) \). When equipped with point-wise multiplication and complex conjugation \( S \) is a normed \( * \)-algebra with a sub-multiplicative norm.

For an arbitrary function \( a \in S \), the sesquilinear from \( B_\varepsilon(a|\cdot,\cdot) \) introduced in (34) is well defined on \( \mathcal{H}_P \times \mathcal{H}_P \), with
\[
\sup_{0 < \varepsilon \leq \varepsilon_0} \|B_\varepsilon(a|\Phi,\Psi)\| \leq \|a\| \|\Phi\| \cdot \|\Psi\|, \quad \forall \Phi, \Psi \in \mathcal{H}_P.
\]
The operator \( \text{Op}_\varepsilon(a) \) is the unique bounded operator satisfying (36). Its operator norm is dominated by the \( S \)-norm of \( a \): \( \|\text{Op}_\varepsilon(a)\| \leq \|a\|, \forall a \in S \). We finally require that, for arbitrary functions \( a \) and \( b \) in \( S \),
\[
\lim_{\varepsilon \searrow 0} \|\text{Op}_\varepsilon(a) \text{Op}_\varepsilon(b) - \text{Op}_\varepsilon(a \cdot b)\| = 0.
\]
Remark 2.2. The choices

\[ S := \{ a \in C^\infty(\Gamma) \mid \sup_{\xi \in \Gamma} |\partial^\alpha a(\xi)| < \infty, \forall \text{ multi-indices } \alpha \}, \]

and

\[ S := \{ a \mid a = F^{-1}(\tilde{a}), \text{where } \tilde{a}(d\zeta) \text{ is a finite complex Borel measure on } \Gamma \} \]

alluded to above, are convenient for our purposes; see [14], § 4, and Appendix A.

Norms on \( S \) are specified in [14] (Theorem 4.23), and in Appendix A, respectively. In the following we will often use the short-hand notation

\[ \hat{a} := \text{Op}_\varepsilon(a), \quad a \in S. \]

By (30) and (33), we have that

\[ \hat{a}^* = \int_{\Gamma} \overline{a(\zeta)} W(-\zeta) d\zeta. \]

If the function \( a \) is real then \( \overline{a(\zeta)} = a(-\zeta) \), and we conclude that

\[ \hat{a}^* = \hat{a} \text{ is self-adjoint, for an arbitrary real element } a \in S. \]

Next, we return to considering the dynamics of the particle. We suppose that the classical Hamilton function \( h_P \) is as specified in Eq. (22) of Sect. 1, for a smooth potential \( V \) on \( \Gamma \), with \( \partial^\alpha V \) bounded, for \( |\alpha| \geq 2 \); (one may allow \( V \) to also depend on \( p \)). This function does not belong to the space \( S \); but the appropriate quantization, \( H_P = \hat{h}_P \), of \( h_P \) has already been introduced in Eq. (11) of Sect. 1 (see also [4], §8.4). Under natural conditions on \( V \) (see, e.g., [10]), the Hamiltonian \( H_P \) is a self-adjoint operator on \( H_P \). Hence

\[ U_\varepsilon := \exp\left[ -i\tau H_P/\varepsilon \right] \]

is a unitary operator, for arbitrary \( \varepsilon \in (0, \varepsilon_0] \); (the parameter \( \tau \) is the time elapsing between two consecutive approximate particle-position measurements, as discussed in Sect. 1). The classical Hamilton function \( h_P \) determines a symplectic flow \( (\phi_t)_{t \in \mathbb{R}} \) on \( \Gamma \). We define a symplectomorphism \( \phi : \Gamma \to \Gamma \) by setting \( \phi := \phi_\tau \).

We require \( U_\varepsilon \) and \( \phi \) to satisfy the following semiclassical approximation assumption.

**Assumption (SC).** We assume that the symplectomorphism \( \phi \) preserves the space \( S \), in the sense that \( a \circ \phi \in S, \forall a \in S \), and, moreover, that

\[ \lim_{\varepsilon \searrow 0} \|U_\varepsilon^* \text{Op}_\varepsilon(a)U_\varepsilon - \text{Op}_\varepsilon(a \circ \phi)\| = 0, \]

for all functions \( a \in S \).

Remark 2.3. If \( S \) is chosen to be the space of smooth bounded functions on \( \Gamma \), as in Remark 2.2, and for a Hamiltonian \( H_P \) as specified above, Assumption (SC) is a consequence of Egorov’s theorem (see, e.g., [3], Theorem 1.2). A short proof of Assumption (SC) is provided in Appendix A for a suitably chosen function space \( S \) under a somewhat abstract condition on the flow \( (\phi_t) \). Here we just remark that if the Hamiltonian is quadratic in \( \hat{x} \) and \( \hat{p} \), i.e., if the particle dynamics is quasi-free, then it follows that

\[ U_\varepsilon^* \text{Op}_\varepsilon(a)U_\varepsilon = \text{Op}_\varepsilon(a \circ \phi_J), \text{ for arbitrary } \varepsilon > 0, \]
where \( \phi_J(x, p) = J \begin{pmatrix} x \\ p \end{pmatrix} \), with \( J \) a symplectic matrix on \( \mathbb{R}^{2d} \), i.e., \( J^t \Omega J = \Omega \), where \( \Omega \) is the matrix introduced in (29). This choice of Hamiltonian covers the examples of a freely moving particle, a particle in a constant external magnetic field and the harmonic oscillator. (It is discussed in detail in [1] and in Sect. 6).

2.1 Indirect approximate measurements of particle position

Next, we put the analysis of approximate particle-position measurements presented in Subsection 1.2 into a slightly more abstract guise. Let \( E \) be a locally compact metric space equipped with its Borel \( \sigma \)-algebra, and let \( d\nu \) be a \( \sigma \)-finite measure on \( E \). A weak measurement of some particle properties, using a suitable instrument, can be described by an operator (belonging to the algebra \( \text{Op}_\epsilon(S) \)) corresponding to what, in Subsect. 1.2, has been called an amplitude, \( f_\alpha \), which is defined as follows: Let \( f_\alpha : E \times \Gamma \to \mathbb{C}, \alpha = 1, 2, \ldots \), be measurable functions with the following properties:

**Properties of amplitudes.**

(P1) For \( d\nu \)-almost all points \( q \in E \), \( f_{q,\alpha} : \xi \mapsto f_{q,\alpha}(\xi) \) is an element of the space \( S \), and, for an arbitrary continuous compactly supported function \( \psi \) on \( E \),

\[
\langle \psi \rangle_\alpha : \xi \mapsto \langle \psi \rangle_\alpha(\xi) := \int_E \psi(q)|f_{q,\alpha}(\xi)|^2 d\nu(q) \text{ belongs to the space } S, \quad \forall \alpha.
\]

(P2) The functions \( E \ni q \mapsto \|f_{q,\alpha}\|^2 \) are locally integrable with respect to \( d\nu \) and summable in \( \alpha \). (For simplicity, we will henceforth assume that the number of indices \( \alpha \) is bounded by some finite integer, \( N_0 \), for all \( q \in E \).)

(P3) Let \( \hat{f}_{q,\alpha} = \text{Op}_\epsilon(f_{q,\alpha}), q \in E, \) be the quantization of the functions \( f_{q,\alpha} \) (which, by (P1), is well defined for almost every \( q \in E \)). Then

\[
\int_E \sum_\alpha \left( \hat{f}_{q,\alpha}^* \hat{f}_{q,\alpha} \right) d\nu(q) = 1_{\mathcal{H}_P}, \tag{41}
\]

for arbitrary \( \epsilon \in (0, \epsilon_0] \), or, equivalently,

\[
\int_E \sum_\alpha |f_{q,\alpha}(\xi)|^2 d\nu(q) = 1, \text{ for any } \xi \in \Gamma.
\]

**Remark 2.4.** (1) Property (P3) guarantees that the map \( \rho \mapsto \int_E \sum_\alpha \left( \hat{f}_{q,\alpha} \rho \hat{f}_{q,\alpha}^* \right) d\nu(q) \) is completely positive and trace-preserving. Properties (P1) and (P2) are tailored to the use of semi-classical analysis, as described below. We note that if the first half of property (P1) holds then the second half of (P1) follows for our examples of spaces \( S \).

(2) If the functions \( f_{q,\alpha}, q \in E, \) are independent of the momentum variable \( p \) then properties (P2) and (P3) hold, provided the functions \( q \mapsto \|f_{q,\alpha}\| \) are locally square-integrable and, for every \( \xi \in \Gamma \), \( q \mapsto \sum_\alpha |f_{q,\alpha}(\xi)|^2 \) is a probability density with respect to the measure \( d\nu \).

(3) Condition (P3) ensures that for any \( \xi \in \Gamma \), \( \sum_\alpha |f_{q,\alpha}(\xi)|^2 d\nu(q) \) is the law of a random variable \( Q \) taking values in \( E \).

Let \( \rho \) be a density matrix on \( \mathcal{H}_P \) representing the state of the particle right before a weak measurement of a particle property, as described by amplitudes \( \hat{f}_{q,\alpha} \), is made, as discussed in
Furthermore, we assume that there exist a probability measure, $d\mu_\varepsilon$ for any function $\varepsilon$ as describes the limiting initial state of the particle corresponding to a family of states, whose laws follow a classical particle trajectory determined by the Hamilton function $H_P$ introduced in Eq. (22). The random initial condition, $\xi_0 \in \Gamma$, of the particle trajectory is distributed according to a probability measure, $d\rho_0$, on the space, $\Omega := E \times \mathbb{N}_0$, of infinite sequences of measurement outcomes, $q_\infty = (q_n)_{n \in \mathbb{N}_0}$, with the property that

$$d\mathbb{P}_\varepsilon |_{E^{n+1}} = d\mathbb{P}_\varepsilon^{(n)};$$

where $E^{n+1}$ consists of all measurable subsets of $\Omega$ that do not depend on $q_j, j \geq n + 1$.

### 3 Survey of results

In this section we present precise statements of our main results. We begin with a theorem that says that, in the semi-classical regime, i.e., for $0 < \varepsilon \ll 1$, the process of particle measurements described in Subsect. 2.1 is close to a process of independent approximate particle measurements whose laws follow a classical particle trajectory determined by the Hamilton function $h_P$ introduced in Eq. (22). The random initial condition, $\xi_0 \in \Gamma$, of the particle trajectory is distributed according to a probability measure, $d\mu_0$, on phase space $\Gamma$ that describes the limiting initial state of the particle corresponding to a family of states, $\{\rho_{0,\varepsilon}\}_{\varepsilon \in (0,\varepsilon_0]}$, as $\varepsilon \searrow 0$; see Eq. (26), Subsect. 1.1, and (46), below.

**Theorem 3.1.** We assume that the function space $S$ be as required in Definition 2.1, and that the time-$\tau$ symplectomorphism $\phi$ satisfy Assumption (SC); (see Eqs. (37) and (39), and Appendix A). Furthermore, we assume that there exist a probability measure, $d\mu_0$, on phase space $\Gamma$ such that, for any function $a$ on $\Gamma$ belonging to the space $S$,

$$\lim_{\varepsilon \searrow 0} \rho_{0,\varepsilon}(O\phi(a)) = \int_\Gamma a(\xi) \, d\mu_0(\xi).$$

\(^1\)Note that, in the following, an abstract random variable is denoted by a capital letter, while its values are denoted by the corresponding lower-case letter. Example: the approximate position of a particle is a random variable denoted by $Q$, its measured values are denoted by $q$. 

---

Note: The text continues with more details and mathematical content that is not fully transcribed here due to the nature of the content and the constraints of the text representation. The text is focused on the survey of results, with a particular emphasis on the probability measures and their properties in the semi-classical regime.
Let \((\xi_n)_{n\in\mathbb{N}_0}\) be the classical process with \(\xi_0 \sim d\mu_0\) and \(\xi_n = \phi(\xi_{n-1})\), \(\forall n > 0\). For \(\xi \in \Gamma\), let \(Q(\xi)\) be the random variable whose law is given by \(Q(\xi) \sim \sum_{\alpha} |f_{\alpha,\alpha}(\xi)|^2 d\nu(q)\); and let \((Q_n)_{n\in\mathbb{N}_0}\) be the process whose law is given by the probability measure \(d\mathbb{P}_{\epsilon,p_0}\), see (45). Then

\[
(Q_n)_{n\in\mathbb{N}_0} \xrightarrow{\mathcal{L}_\epsilon,0} (Q(\xi_n))_{n\in\mathbb{N}_0},
\]

where the different copies, \(Q(\xi_n), n = 0, 1, 2, \ldots\), of the random variable \(Q(\xi)\) are independent. □

The proof of Theorem 3.1 is given in the next section.

**Remark 3.2** Theorem 3.1 can be generalized to open systems, (i.e., systems interacting with an environment). We suppose that, in the Heisenberg picture, the quantum-mechanical evolution of operators of some open system is determined by a unital, completely positive map \(\Psi_\epsilon: \mathcal{O} \to \mathcal{O}\), where \(\mathcal{O}\) is the \(C^*\)-algebra generated by the operators \(\{\text{Op}_\epsilon(a)|a \in S\}\). The operator norm of \(\Psi_\epsilon\) is bounded by 1; see [13]. (If the system were isolated, as above, the map \(\Psi_\epsilon\) would be given by \(\Psi_\epsilon(X) = U_\epsilon^* X U_\epsilon\), for some unitary operator \(U_\epsilon\) on \(\mathcal{H}_F\).) We replace Assumption (SC), Eq. (39), by the assumption

\[
\lim_{\epsilon \searrow 0} \|\Psi_\epsilon(\text{Op}_\epsilon(a)) - \text{Op}_\epsilon(\Pi a)\| = 0,
\]

where \(\Pi: S \to S\) is a Markov kernel. Then Theorem 3.1 holds, provided \((\xi_n)_{n\in\mathbb{N}_0}\) is chosen to be the Markov chain with kernel \(\Pi\), and the law of \(\xi_0\) is given by the probability measure \(d\mu_0\).

In [8], Examples III.1, III.3 and III.4, the following result clarifying the status of Eq. (46) has been established.

**Proposition 3.3.** Let \(\rho_{0,\epsilon} := |\psi_\epsilon^{(x_0,v_0)}\rangle \langle \psi_\epsilon^{(x_0,v_0)}|\), with

\[
\psi_\epsilon^{(x_0,p_0)}(x) := e^{-(d\beta/2)} h \left( \frac{x - x_0}{\epsilon \beta} \right) e^{i(x,p_0/\epsilon)},
\]

where \(h \in L^2(\mathbb{R}_x^d, d^d x)\), with \(\|h\|_2 = 1\), and \((x_0, p_0)^t \in \Gamma\). Then

\[
\psi_\epsilon^{(x_0,p_0)} \in L^2(\mathbb{R}_x^d, d^d x), \quad \|\psi_\epsilon^{(x_0,p_0)}\|_2 = 1,
\]

and, for an arbitrary \(\beta \in [0, 1]\), the limit in Eq. (46) exists, with \(d\mu_0\) given by the following formulae:

- For \(\beta = 0\), \(d\mu_0(x, p) = \delta(p - p_0)|h(x - x_0)|^2 d^d x d^d p\).
- For \(\beta = 1\), \(d\mu_0(x, p) = \delta(x - x_0)|\hat{h}(p - p_0)|^2 d^d x d^d p\), where \(\hat{h}\) is the Fourier transform of \(h\).
- For \(\beta \notin \{0, 1\}\), \(d\mu_0(x, p) = \delta(x - x_0) \delta(p - p_0) d^d x d^d p\). □

**Remark 3.4.** (1) Whenever \(\beta \notin \{0, 1\}\), the trajectory \((\xi_n)_{n\in\mathbb{N}_0}\) is deterministic, with initial condition \(\xi_0 = (x_0, p_0)^t\).

(2) For \(\beta = 1\), and if the function \(h\) is invariant under space rotations (an \(s\)-wave state), the distribution of initial momenta of the particle is rotation-invariant, too. But the sequence of observed approximate particle positions determines a definite initial direction of particle motion, which is, however, random. The isotropy of the initial particle state is mirrored in the rotation invariance of the distribution on the space of particle tracks; but conditioning on a sample track breaks this symmetry. This becomes evident when estimating the initial momentum of the particle from the
Since data of the particle track, as we will discuss in Section 5.

(3) Proposition 3.3 extends to mixed states given by
\[
\rho_\varepsilon = \int_{\Gamma} |\psi_\varepsilon^{(x_0,p_0)\rangle}\langle\psi_\varepsilon^{(x_0,p_0)\rangle}| \, d\lambda(x_0,p_0),
\]
where \(d\lambda\) is a probability measure on \(\Gamma\). By dominated convergence, the limit in Eq. (46) then exists, with the measure \(d\mu_0\) given by (i) \(d\mu_0 = d\lambda\), for \(\beta \neq \{0,1\}\), (ii) \(d\mu_0(x,p) = \int_{\mathbb{R}^d} |\tilde{h}(x-y)|^2 \, d\lambda(y,p)\), for \(\beta = 0\), and (iii) \(d\mu_0(x,p) = \int_{\mathbb{R}^d} \tilde{h}(p-r)^2 \, d\lambda(x,r)\), for \(\beta = 1\).

Next, we consider measurements of the approximate particle-position at times \(t_n = n\tau, n = 0, 1, 2, \ldots\) The functions \(f_{q,\alpha}(\xi), q \in E\), are then independent of the momentum variable \(p\), and we assume, merely for simplicity, that the index \(\alpha\) only takes a single value, so that it can be dropped. Let
\[
\varphi : E \to \mathbb{R}^d, \quad E \ni q \mapsto \varphi(q) \in \mathbb{R}^3
\]
be the map introduced in Sect. 1.2, where \(\varphi(q)\) is interpreted to be the approximate particle position corresponding to a measurement of \(Q\) with outcome \(q \in E\). We focus our attention on approximate particle-position measurements.

**Space-Translation-Invariant Instruments.** We assume that the image of \(E\) under the map \(\varphi\) is given by \(\mathbb{R}^d\), and that the push forward of the measure \(d\nu(q)\) by the map \(\varphi\) is the Lebesgue measure, \(d^dx\) on \(\mathbb{R}^d\), i.e.,
\[
\int_E F(\varphi(q)) \, d\nu(q) = \int_{\mathbb{R}^d} F(x) \, d^dx,
\]
for any \(L^1\) function \(F\) on \(\mathbb{R}^d\). Furthermore, we assume that there exist a function \(g : \mathbb{R}^d \to \mathbb{C}\) belonging to the space \(S\) such that \(f_{q}(\xi = (x,p)^t) := g(\varphi(q) - x)\).

Theorem 3.1 then takes the following form.

**Corollary 3.5.** Under the hypotheses of Theorem 3.1, and for translation-invariant instruments,
\[
(\varphi(Q_n))_{n \in \mathbb{N}_0} \xrightarrow{\varepsilon \to 0} (x_n + \kappa_n)_{n \in \mathbb{N}_0},
\]
where the law of \((Q_n)_{n \in \mathbb{N}_0}\) is given by the probability measure \(d\mathbb{P}_{\varepsilon,\rho_0}\) defined in (44), \((x_n,p_n)^t)_{n \in \mathbb{N}_0}\) is the classical process \((\xi_n = \phi_{n\tau}(\xi_0))_{n \in \mathbb{N}_0}\) introduced in Theorem 3.1, and \((\kappa_n)_{n \in \mathbb{N}_0}\) is a sequence of independent, identically distributed random variables with values in \(\mathbb{R}^d\) whose law is given by the probability measure \(|g(\kappa)|^2 \, d^d\kappa\).

**Remark** We can reformulate this corollary as follows. For small values of the deformation parameter \(\varepsilon\), the sequence of observed approximate particle positions has a distribution similar to the one of a perturbation of the classical particle orbit: \(\{\varphi(Q_0), \varphi(Q_1), \ldots\} \sim \{x_0 + \kappa_0, x_1 + \kappa_1, \ldots\}\), where \(\kappa_0, \kappa_1, \ldots\) are independent identically distributed random variables and the points \(\{x_n = x(\tau n) | n = 0, 1, \ldots\}\) lie on a classical particle orbit \((x(t))_{t \in \mathbb{R}}\) corresponding to some random initial condition \(\xi_0 \in \Gamma\) whose distribution, \(d\mu_0\), is consistent with Born’s rule.

Next, we propose to investigate how particle trajectories \((\xi_n)_{n \in \mathbb{N}_0}\) can be reconstructed from sequences of data of approximate particle-position measurements, \((Q_n)_{n \in \mathbb{N}_0}\), in the limit where \(\varepsilon\)
tends to 0. We require the assumptions specified in Corollary 3.5. To simplify our notations, we assume that \( E = \mathbb{R}^d \) and that the map \( \hat{x} \) is the identity, i.e., \( \hat{x}(q) = q, \forall q \in \mathbb{R}^d \).

We introduce the measures

\[
\Lambda(\xi, dq) := \left| g(q - x) \right|^2 d^dq, \quad \text{with} \quad \xi = \begin{pmatrix} x \\ p \end{pmatrix},
\]

\[
P(\xi_0, dq) := \bigotimes_{n=0}^{\infty} \Lambda(\xi_n, dq_n),
\]

where \( \xi_n = \phi(\xi_{n-1}) \), as in Theorem 3.1. If (46) holds then the measures \( dP_{\varepsilon, \rho_0, \varepsilon} \) defined in Eq. (45) converge to the measure \( P(\mu_0, dq) := \int_{\Gamma} d\mu_0(\xi_0) P(\xi_0, dq) \), as \( \varepsilon \searrow 0 \).

**Assumption (QF).**

1. The particle dynamics is “quasi-free”, i.e., the Hamilton function \( hP \) in Eq. (22) of Sect. 1.2 is quadratic in \( x \) and \( p \). There then exists a symplectic matrix \( J \) on phase space \( \Gamma \) such that \( \phi(\xi) = \phi_J(\xi) = J\xi, \forall \xi \in \Gamma \).
2. The first and the second moment of the measure \( \Lambda(\xi, dq) \) exist, and

\[
\int_{\mathbb{R}^d} q \Lambda(\xi, dq) = x,
\]

with \( \xi \) and \( x \) as in (49).

Our aim is to understand how the particle states, \( \xi_n, n = 0, 1, 2, \ldots, \) and, in particular, the initial condition \( \xi_0 \) of the particle trajectory, can be determined from a given sequence, \( \xi_n = (q_n)_{n \in \mathbb{N}_0} \), of outcomes of approximate particle-position measurements.

**Theorem 3.6.** Assume that the hypotheses of Corollary 3.5 are valid and that Assumption (QF) holds. Assume moreover that the classical dynamics has no stable or unstable manifolds (i.e., spec \( J \subset U(1) \equiv \exp(i\mathbb{R}) \) and is non trivial in any direction of space (i.e., \( (1_d, 0)J(1_d) \) is invertible).

Then, in the classical limit \( \varepsilon \searrow 0 \), there exists a sequence \( (\tilde{\xi}_n)_{n \in \mathbb{N}_0} \) of measurable functions on \( \Omega := E \times \mathbb{N}_0 \) with values in \( \Gamma \) such that, for each \( n \in \mathbb{N}_0 \), \( \tilde{\xi}_n \) depends only \( (Q_0, Q_1, \ldots, Q_n) \) and with the property that

\[
\lim_{n \to \infty} \mathbb{E}_P(\|\tilde{\xi}_n - \xi_0\|^2) = 0
\]

with \( \mathbb{E}_P \) the expectation with respect to \( P(\xi_0, dq) \) and \( \| \cdot \| \) the usual Euclidean norm on \( \mathbb{R}^{2d} \). Hence \( \tilde{\xi}_n \) converges to \( \xi_0 \) in probability, as \( n \) tends to \( \infty \).

More precise statements of this theorem, with an explicit expression for \( \tilde{\xi}_n \), and proofs are given in Sect. 5.

These somewhat abstract considerations will be illustrated by concrete examples in Sect. 6.

### 4 Proofs of Theorem 3.1 and Corollary 3.5

We begin with the proof of Theorem 3.1, which relies on the fact that \( \hat{a} \cdot \hat{b} = \hat{a} \cdot b + O(\varepsilon) \), for arbitrary functions \( a \) and \( b \) belonging to the space \( S \); see Eq. (37), Definition 2.1. Thanks to property (P1) of amplitudes, stated at the beginning of Sect. 2.1, the assumption that the amplitudes \( f_{q, \alpha}(\xi) \) belong to the space \( S \) (with \( \alpha \) taking only finitely many values) implies that \( \sum_\alpha |f_{q, \alpha}(\xi)|^2 \) belongs to \( S \), too, for \( \nu \)-almost all \( q \in E \), because \( S \) is assumed to be a *-algebra. For every \( \xi \in \Gamma \), we define a
measure $\Lambda$ on the space $E$ by setting $\Lambda(\xi, dq) := \sum_{\alpha} |f_{q,\alpha}(\xi)|^2 \nu(q)$, and we then define the measure $P(\xi_0, dq_{\xi_0})$ on $\Omega$ as described in Eq. (50). Let $E_P$ denote expectation with respect to the measure $P$, and let $E_{\xi_0}$ denote expectation with respect to the measure $dP_{\xi_0} \equiv dP_{\xi_0,0}$, where $dP_{\xi_0,0}$ has been defined in (45) and the family of states $\{\rho_{0,\xi_0}\}_{0<\xi_0<\xi_0}$ is chosen such that (46) holds. We first show that
\[
E_{\xi_0}(\psi_0(Q_0) \cdots \psi_n(Q_n)) \rightarrow E_P(\psi_0(Q_0) \cdots \psi_n(Q_n)),
\] for arbitrary non-negative, compactly supported continuous functions $\psi_0, \ldots, \psi_n$ on $E$. Then, using the decomposition of continuous functions into positive and negative parts and the density (in the $L^1$-norm) of compactly supported continuous functions in the set of bounded continuous functions, the convergence stated in (52) yields Theorem 3.1.

For an arbitrary non-negative, compactly supported continuous function $\psi$ on $E$, the map
\[
\Phi_{\xi,\psi} : X \rightarrow \int_E \psi(q) \left( \sum_{\alpha} \hat{f}_{q,\alpha}^* U_{q} \hat{U}_{q,\alpha} \right) \nu(q), \quad X \in B(H_P),
\]
with $U_{\xi} := \exp[-i\tau H_P/\xi]$, is completely positive, since it is expressed as a Kraus decomposition. From properties (P1) and (P2) of amplitudes (see Sect. 2.1),
\[
\|\Phi_{\xi,\psi}(1)\| \leq \int_E \psi(q) \sum_\alpha \|f_{q,\alpha}\|^2 \nu(q) < \infty.
\]
The Russo-Dye Theorem then implies that $\Phi_{\xi,\psi}$ is bounded uniformly in $\xi$; see Corollary 1 in [13]. This map is the adjoint of the map $\Phi_{\xi,\psi}^* \cdot := \int_E \psi(q) \Phi_{\xi,q}^* \cdot \nu(q)$, which acts on density matrices, where $\Phi_{\xi,q}^*$ has been introduced in Eq. (18).

Next, we show that, for an arbitrary non-negative, compactly supported continuous function $\psi$ on $E$ and any $a \in S$,
\[
\lim_{\xi \downarrow 0} \|\Phi_{\xi,\psi}(\Omega_{\xi}(a)) - \Omega_{\xi}(\langle \psi \rangle a \circ \phi)\| = 0,
\] (53) follows from
\[
\langle \psi \rangle = \sum_\alpha \langle \psi \rangle_\alpha, \quad \text{with}
\]
\[
\langle \psi \rangle_\alpha(\xi) := \int_E \psi(q) |f_{q,\alpha}(\xi)|^2 \nu(q).
\] (54)

By property (P1), Sect. 2.1, we have that $\langle \psi \rangle \in S$. Moreover, Assumption (SC) stated in Sect. 2 implies that $a \circ \phi \in S$, where $\phi$ is the time-$\tau$ symplectic map on $\Gamma$. Then Eq. (37) in Definition 2.1 entails that $\lim_{\xi \downarrow 0} \|\Omega_{\xi}(\langle \psi \rangle) \Omega_{\xi}(a \circ \phi) - \Omega_{\xi}(\langle \psi \rangle a \circ \phi)\| = 0$. Thus, (53) follows from
\[
\lim_{\xi \downarrow 0} \|\Phi_{\xi,\psi}(\Omega_{\xi}(a)) - \Omega_{\xi}(\langle \psi \rangle) \Omega_{\xi}(a \circ \phi)\| = 0.
\]

Since quantization, i.e., the operation $\Omega_{\xi}$, is linear, we have that
\[
\Phi_{\xi,\psi}(\Omega_{\xi}(a)) - \Omega_{\xi}(\langle \psi \rangle) \Omega_{\xi}(a \circ \phi) = \sum_\alpha \int_E \psi(q) [\hat{f}_{q,\alpha}^* U_{q}^* \Omega_{\xi}(a) U_{q} \hat{f}_{q,\alpha} - \Omega_{\xi}(|f_{q,\alpha}(\xi)|^2) \Omega_{\xi}(a \circ \phi)] \nu(q).
\]
Assumption (SC) and (37) imply that
\[
\lim_{\xi \downarrow 0} \|\hat{f}_{q,\alpha}^* U_{q}^* \Omega_{\xi}(a) U_{q} \hat{f}_{q,\alpha} - \Omega_{\xi}(|f_{q,\alpha}(\xi)|^2) \Omega_{\xi}(a \circ \phi)\| = 0,
\]
for \( \nu \)-almost every \( q \). Furthermore,
\[
\| \hat{f}_{q,\alpha}^* U_s^* \Omega_{\epsilon}(a) U_s \hat{f}_{q,\alpha} - \Omega_{\epsilon}(|f_{q,\alpha}|^2) \Omega_{\epsilon}(a \circ \phi) \| \leq \| f_{q,\alpha} \| (\| a \| + \| a \circ \phi \|).
\]
Since \( \int_{E} \psi(q) \| f_{q,\alpha} \|^2 \, d\nu(q) < \infty \), by properties (P1) and (P2), Sect. 2.1, and since the index \( \alpha \) has been assumed to take only finitely many values, Lebesgue dominated convergence implies that (53) holds.

We set
\[
\Phi_{\epsilon, \psi_n} := \Phi_{\epsilon, \psi_0} \circ \cdots \circ \Phi_{\epsilon, \psi_n}, \quad n = 0, 1, 2, \ldots
\]
We propose to show by induction that, for an arbitrary \( \epsilon \) and assumption (46) to show the convergence claimed in (52).

To complete the proof of Theorem 3.1 we set \( a = \langle \psi_n \rangle \) and then use the convergence result in (56) and assumption (46) to show the convergence claimed in (52).

Corollary 3.5 follows from Theorem 3.1 by assuming that the amplitudes \( f_{q,\alpha}(\xi) \) only depend on \( x \) (i.e., are independent of the momentum variable \( p \)), specializing to translation-invariant instruments, see Eqs. (48) and (49), and noticing that the law of \( \hat{f}(q_n) \) converges to the law of \( x_n + \kappa_n \), as \( \epsilon \searrow 0 \), where the law of the random variables \( \kappa_n \) is given by \( |g(q)|^2 \, dq \), \( \forall n = 0, 1, 2, \ldots \)

5 Proof of Theorem 3.6, and general discussion of results

In this section we prove Theorem 3.6. As a warm-up, we start with a bare-hands construction of an estimator for \( \xi_0 \) in the special case where the particle is freely moving, i.e.,
\[
h_P(x, p) = \frac{p^2}{2m}, \quad x_n = x_0 + \frac{\tau}{m} n \cdot p_0, \quad \xi_n = \left( \begin{array}{c} x_n \\ p_0 \end{array} \right), \quad n = 0, 1, 2, \ldots
\]
To simplify our notation we choose units such that \( (\tau/m) = 1 \). In Eqs. (49) and (50) we have defined the measures
\[
\Lambda(\xi, dq) := |g(q - x)|^2 \, d^q, \quad P(\xi_0, dq_n) := \prod_{n=0}^{\infty} \Lambda(\xi_n, dq_n).
\]
In the classical limit, \( \varepsilon \searrow 0 \), the law of a measurement record \( (Q_n)_{n \in \mathbb{N}_0} \) is given by the measure

\[
P(\mu_0, \text{d}g) := \int_{\Gamma} \text{d}\mu_0(\xi) \, P(\xi, \text{d}g),
\]
where \( \mu_0 \) is a probability measure on the space \( \Gamma \) of initial conditions. We temporarily assume that

\[
d\mu_0(\xi) = \delta(x - x_0) \, \delta(p - p_0) \, \text{d}^d x \, \text{d}^d p, \quad \text{with} \quad \xi = \left( \begin{array}{c} x \\ p \end{array} \right).
\]

Then the random variables \( Q_n \) are independent, because \( P(\xi_0, \text{d}g) \) is a product measure. Moreover, by Corollary 3.5,

\[
Q_n = x_0 + np_0 + \kappa_n,
\]
where \( (\kappa_n)_{n \in \mathbb{N}_0} \) is a sequence of independent, identically distributed (i.i.d.) random variables whose law is given by \( |g(q)|^2 \, \text{d}^d q \).

The expectation of \( Q_n \) is not uniformly bounded in \( n \). It diverges as \( n \to \infty \), unless \( p_0 = 0 \). It is therefore advantageous to introduce the difference variables

\[
\Delta Q_n := Q_{n+1} - Q_n = p_0 + (\kappa_{n+1} - \kappa_n), \quad n \in \mathbb{N}_0.
\]

The random variables \( \Delta Q_n \) and \( \Delta Q_m \) are independent whenever \( |n - m| > 1 \). It follows that \( (\Delta Q_{2n+1})_{n \in \mathbb{N}_0} \) and \( (\Delta Q_{2n})_{n \in \mathbb{N}} \) are two sequences of i.i.d. random variables. They have the property that \( \mathbb{E}(\Delta Q_n) = p_0 \) and \( \text{Var}(\Delta Q_n) = 2 \text{Var}(\kappa_n) < \infty \) for any \( n \in \mathbb{N} \). Hence,

\[
\mathbb{E}(\Delta Q_n) < \infty, \quad \text{for any } n \in \mathbb{N}.
\]

The strong law of large numbers for i.i.d. random variables applies to \( (\Delta Q_{2n+1})_{n \in \mathbb{N}_0} \) and \( (\Delta Q_{2n})_{n \in \mathbb{N}} \) jointly. It follows that,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \Delta Q_n = \lim_{N \to \infty} \frac{Q_N - Q_0}{N} = p_0, \quad P(\xi_0, \text{d}g)\text{-a.s.}
\]

Since \( \text{Var}(\frac{1}{N} \sum_{n=1}^{N} \Delta Q_{2n}) = \text{Var}(\frac{1}{N} \sum_{n=0}^{N-1} \Delta Q_{2n+1}) = \frac{2}{N} \text{Var} \kappa_0 \), the convergence also holds in the norm of \( L^2(\Omega, P(\xi_0, \text{d}g)) \). We thus have a consistent estimator

\[
\bar{p}(n) := \frac{Q_n - Q_0}{n}
\]

of the initial momentum of the particle. We use it to construct an estimator of the initial position of the particle. Assuming for a moment that \( \bar{p}_n = p_0 \) and \( Q_k = x_k \) for any \( k \in \mathbb{N}_0 \), then \( x_0 = Q_k - k \bar{p}_n \).

We thus define,

\[
\bar{x}_n = \frac{1}{N_n} \sum_{k=0}^{N_n} \{ Q_k - k \bar{p}_n \}
\]

with \( (N_n)_{n \in \mathbb{N}_0} \) strictly increasing, and \( N_n = \mathcal{O}(\sqrt{n}) \), as \( n \) grows. Then,

\[
\bar{x}_n - x_0 = \frac{1}{N_n} \sum_{k=0}^{N_n} (k(p_0 - \bar{p}_n) + \kappa_k).
\]
It follows that
\[ \tilde{x}_n - x_0 = \frac{N_n}{2} + \left( p_0 - \bar{p}_n \right) + \frac{1}{N_n} \sum_{k=0}^{N_n} \kappa_k. \]
The second term on the right side vanishes almost surely and in the \( L^2 \)-norm (by the strong law of large numbers and because \( \text{Var}(\frac{1}{N_n} \sum_{k=0}^{N_n} \kappa_k) = \text{Var} \kappa_0 / N_n) \). By definition of \( \bar{p}_n \), the first term is equal to
\[ \frac{N_n + 1}{2\sqrt{n}} \cdot np_0 - Q_n = \frac{N_n + 1}{2\sqrt{n}} \cdot \kappa_0 - \kappa_n. \]
Since \( \text{Var}(\kappa_n - \kappa_0) = 2 \frac{\text{Var}(\kappa_0)}{n} \), \( \lim_{n \to \infty} \frac{\kappa_0 - \kappa_n}{\sqrt{n}} = 0 \) in the \( L^2(\Omega, P(\xi_0, d\mathcal{Q}_x)) \)-norm. Moreover, by the strong law of large numbers applied to \( (\kappa_n^2)_{n \in \mathbb{N}_0} \), \( \kappa_n - \kappa_0 \) converges also almost surely to 0. It then follows from the assumed behavior of \( N_n \), namely \( \tilde{N}_n = O(\sqrt{n}) \), that
\[ \lim_{n \to \infty} \tilde{x}_n = x_0, \quad P(\xi_0, d\mathcal{Q}_x) \)-a.s. and in the norm of \( L^2(\Omega, P(\xi_0, d\mathcal{Q}_x)) \).

Hence, since the convergence of \( (X_n) \) and of \( (Y_n) \) implies that the sequence \( ((X_n, Y_n))_{n=0,1,...} \) converges almost surely and in \( L^2 \),
\[ \tilde{\xi}_n := (\tilde{x}_n, \bar{p}_n) \]
is a consistent estimator of the initial data of the particle, almost surely and in \( L^2 \), hence in probability. More explicitly, in the classical limit \( \rho \to 0 \), \( \tilde{\xi}_n \) estimates the initial data of the particle more and more precisely, as the number, \( n \), of approximate position measurement increases:
\[ \lim_{n \to \infty} \tilde{\xi}_n = \xi_0, \quad P(\xi_0, d\mathcal{Q}_x) \)-a.s.

and in the \( L^2(\Omega, P(\xi_0, d\mathcal{Q}_x)) \)-norm, hence in probability.

Since \( d\mu_0(x,p) = \int_{\Gamma} \delta(x - x_0) \delta(p - p_0) d\mu_0(x_0, p_0) d^dxd^dp \), we can dispose of the assumption that \( d\mu_0(x, p) = \delta(x - x_0) \delta(p - p_0) d^dxd^dp \). For a non-atomic measure \( d\mu_0 \), the initial condition \( \xi_0 \) becomes random, but Theorem 3.6 continues to hold.

**Remark 5.1.** (1) The modest growth of \( N_n \sim O(\sqrt{n}) \) ensures that the initial momentum estimator \( \bar{p}_n \) is close to \( p_0 \) when used in the estimation of the initial position of the particle. If \( N_n \) grew too fast the volatility of the initial momentum estimator would prevent the initial position estimator from converging.

(2) Even if the Hamiltonian of the particle and its initial state \( p_0, x \) (as well as the measure \( d\mu_0 \)) are perfectly spherically symmetric an infinitely long sequence of indirect particle-position measurements corresponds (almost surely) to a particle motion that breaks the rotational symmetry by singling out an initial value of the particle’s momentum in a definite (albeit random) direction.

(3) Arguments similar to the ones described above can be used to construct an estimator of the initial momentum and position in the direction of the magnetic field for the example of a very heavy particle moving in a uniform external magnetic field (see also Sect. 6).

As mentioned in its statement (see Sect. 3), Theorem 3.6 can be extended to quite general quadratic Hamiltonians. In the following, we reformulate and prove Theorem 3.6, using a sequence of least-squares estimators \( (\tilde{\xi}_n) \). Least-squares estimators minimize the Euclidean distance between the deterministic classical orbit and the results of approximate position measurement:
\[ \tilde{\xi}_n := \arg\min_{\xi \in \Gamma} \sum_{k=0}^{2n} \|x_k - Q_k\|^2 \]
where \( (x_k, p_k) = \phi^k(\xi) \), and \( \|\cdot\| \) is the Euclidean norm on \( \mathbb{R}^d \). Since \( \phi \) is linear, \( \bar{\xi}_n \) can be found by differentiation. Let

\[
J = \begin{pmatrix} J_{xx} & J_{xp} \\ J_{px} & J_{pp} \end{pmatrix}
\]

be the block decomposition of the matrix \( J \) corresponding to the symplectomorphism \( \phi \) (see Assumption (QF), Sect. 3) with respect to the decomposition \( \Gamma = \mathbb{R}^d_x \oplus \mathbb{R}^d_p \), and define a matrix \( M \) by

\[
M = \begin{pmatrix} 1_d & 0 \\ J_{xx} & J_{xp} \end{pmatrix}.
\]

Then

\[
\bar{\xi}_n := \left( \sum_{k=0}^n (MJ^{2k})^tMJ^{2k} \right)^{-1} \sum_{k=0}^n (MJ^{2k})^t \begin{pmatrix} Q_{2k} \\ Q_{2k+1} \end{pmatrix}.
\]

Of course, this expression holds only if \( \sum_{k=0}^n (MJ^{2k})^tMJ^{2k} \) is invertible. The hypotheses of the next theorem ensure that this is the case. The theorem asserts the consistency of the least-squares estimators (but only in \( L^2 \); we do not have a proof of almost sure convergence).

**Theorem 5.1.** Suppose that the hypotheses of Corollary 3.5 and Assumption (QF) of Sect. 3 hold. Assume that \( \text{spec} J \subset U(1) \) and that \( J_{xp} \) is invertible (which implies that \( M \) is invertible, too). Then the sequence of least squares estimators \( (\bar{\xi}_n)_{n \in \mathbb{N}_0} \) converges to \( \xi_0 \) in the \( L^2(\Omega, P(\mu_0, dq_{\xi})) \)-norm. (Thus, convergence also holds in probability.)

The assumptions that \( \text{spec} J \subset U(1) \) and that \( J_{xp} \) is invertible correspond to assumptions \( \text{AS} \) and \( \text{AW} \), respectively, in paper [1].

Note that, for a free particle with \( \tau/m = 1 \), \( \text{spec} J = \{1\} \), \( J_{xp} = 1_d \), \( M = \begin{pmatrix} 1_d & 0 \\ 1_d & 1_d \end{pmatrix} \) and

\[
MJ^{2k} = \begin{pmatrix} 1_d & 2k \\ 1_d & 2(k+1) \end{pmatrix}.
\]

We end this section with a proof of this theorem and hence of Theorem 3.6.

**Proof.** We begin our proof by noting that it suffices to prove the theorem for the measure \( P(\xi_0, dq_{\xi}) \), because \( P(\mu_0, dq_{\xi}) \) is a convex combination (with respect to the measure \( dq_{\xi} \)) of laws corresponding to deterministic initial data. From the hypotheses we infer the equality

\[
\begin{pmatrix} Q_{2n} \\ Q_{2n+1} \end{pmatrix} = MJ^{2n}\xi_0 + \eta_n, \quad \text{for any } n \in \mathbb{N}_0,
\]

where \( (\eta_n)_{n \in \mathbb{N}_0} \) is a sequence of \( \Gamma \)-valued i.i.d. random variables, with \( \eta_n = \begin{pmatrix} \kappa_{2n} \\ \kappa_{2n+1} \end{pmatrix} \), and \( (\kappa_n)_{n \in \mathbb{N}_0} \) is a sequence of \( \mathbb{R}^d \)-valued i.i.d. random variables with law \( |g(q)|^2 dq dx \).

It follows that, for any \( n \in \mathbb{N}_0 \),

\[
\bar{\xi}_n = \xi_0 + \left( \sum_{k=0}^n (MJ^{2k})^tMJ^{2k} \right)^{-1} \sum_{k=0}^n (MJ^{2k})^t\eta_k.
\]
Since the random variables $\eta_n$, are centered, i.i.d. and in $L^2$, we have that $\mathbb{E} P(\xi_n) = \xi_0$ and that there exists a constant $C > 0$ such that

$$\text{Var}(\xi_n) \leq C \left( \sum_{k=0}^{n} (MJ^{2k})^t MJ^{2k} \right)^{-1} ,$$

for any $n \in \mathbb{N}_0$.

Let $\Sigma_n = \sum_{k=0}^{n} (J^{2k})^t J^{2k}$. Since $M$ is real and invertible, $M^t M$ is a positive matrix, and there exists a constant $C > 0$ such that

$$\text{Var}(\xi_n) \leq C \Sigma_n^{-1}.$$ 

Hence if we can show that $\Sigma_n \to \infty^2$ then we conclude that the variance of $\xi_n$ converges to 0, as $n \to \infty$, and therefore $L^2$ convergence holds. The convergence in probability then follows, and the theorem is proven.

It thus remains to show that $\lim_{n \to \infty} \Sigma_n = \infty$. Since $(\Sigma_n)_{n \in \mathbb{N}_0}$ is a non-decreasing sequence of positive semi-definite matrices of fixed dimension, it suffices to prove that, for an arbitrary $\xi \in \Gamma$ with $\xi \neq 0$, $\lim_{n \to \infty} \xi^t \Sigma_n \xi = \infty$.  

Let us assume that there exists $\xi \in \Gamma$, $\xi \neq 0$, such that $\xi^t \Sigma_n \xi < \infty$. This implies that $\lim_{n \to \infty} \|J^{2n} \xi\| = 0$. Let $J^2 = D + N$ be a decomposition of $J^2$ into a diagonalisable matrix $D$ with spectrum in $U(1)$ and a nilpotent matrix $N$, with $[D, N] = 0$. (Take the Jordan decomposition of $J^2$.) Then

$$\lim_{n \to \infty} \| (D + N)^n \xi \| = 0 . \tag{62}$$

Let $m$ be the smallest integer such that $N^m = 0$. Evaluating $(D + N)^n$ explicitly and using that $\sup_n \| D^{-n} \| < \infty$ (since $D$ is diagonalisable and $\text{spec} D \subset U(1)$), one finds that Equation (62) implies that

$$\lim_{n \to \infty} \sum_{k=0}^{m-1} \binom{n}{k} D^{n-k} N^k \xi = 0 , \tag{63}$$

with the convention that $N^0 = 1$. Since, for fixed $k$, $\binom{n}{k} = \frac{n^k}{k!} + O(n^{k-1})$, dividing the left hand side by $n^{m-1}$ and taking the limit, we conclude that $N^{m-1} \xi = 0$. Repeating this argument for decreasing powers of $n$, one shows by recurrence that $D^n \xi$ tends to 0, as $n \to \infty$. Since $D$ is invertible and $\sup_n \| D^{-n} \| < \infty$, it follows that $\xi = 0$, and we arrive at a contradiction. Thus $\Sigma_n = \infty$, and the theorem is proved.

\section{Examples of particle dynamics}

In this last section, we illustrate the general results proven in this paper by discussing standard examples of particle dynamics. The first two examples have already been discussed in \cite{1}. We allow for more general instruments (i.e., more general amplitudes $f_{q, \alpha}$), as compared to \cite{1}. But we study the particle-position measurement process only in the vicinity of the classical limit, $\varepsilon \searrow 0$.

\subsection{Freely moving particle and harmonic oscillators}

We consider $N \geq 1$ particles of mass $m > 0$ either freely moving or harmonically coupled. The phase-space of this system is given by $\Gamma = \mathbb{R}^{Nd} \oplus \mathbb{R}^{Nd}$. The Hamilton function, $h_P : \Gamma \to \mathbb{R}_+$, is

\footnotesize

$^{2}$ Or, more precisely, that for any $C > 0$, there exists a finite $n_0 \in \mathbb{N}_0$ such that for any $n \geq n_0$, $\Sigma_n > C$. 

\normalsize
given by
\[ h_P(x,p) = \frac{1}{2m}(\|p\|^2 + x^tOx), \quad \left(\begin{array}{c} x \\ p \end{array}\right) \in \Gamma, \]
where \( O \) is a real symmetric positive-semi-definite matrix, and \( \|\cdot\| \) is the euclidean norm on \( \mathbb{R}^{Nd} \).
(For freely moving particles, \( O = 0 \).)

If the particles have a very large mass, as compared to the mass scale of the instrument, it is convenient to replace the momentum variables and operators of the particles by their velocities, i.e., \( p \rightarrow \dot{p} \) (see item 1, Eq. (5), Sect. 1.1), and define \( \varepsilon := h/m \). We continue to denote the velocity operator by \( \dot{p} \). As noted in Eq. (5), we then have that
\[ [\hat{x}_i, \hat{p}_j] = i\varepsilon \delta_{ij}, \quad i, j = 1, \ldots, Nd. \]
The unitary time-\( \tau \) propagator of the system is given by
\[ U_\varepsilon = \exp \left( -i \frac{\tau}{2\varepsilon} (\|\dot{p}\|_2^2 + \langle \dot{x}, O\dot{x} \rangle) \right). \]

Let \( J \) be the symplectic \( Nd \times Nd \) matrix defined by
\[ J = \begin{pmatrix} \cos(\sqrt{O}\tau) & \tau \text{sinc}(\sqrt{O}\tau) \\ -\sqrt{O} \sin(\sqrt{O}\tau) & \cos(\sqrt{O}\tau) \end{pmatrix}. \]
Then, the classical time-\( \tau \) symplectic map on \( \Gamma \) determined by the Hamilton function \( h_P \) is found to be
\[ \phi(\xi) = J\xi, \quad \xi \in \Gamma. \]
Since \( h_P \) is quadratic,
\[ U_\varepsilon^* \text{Op}_\varepsilon(a) U_\varepsilon = \text{Op}_\varepsilon(a \circ \phi), \]
for any \( a \in S \). Hence Assumption (SC), Eq. (39), Sect. 2, holds trivially.

If \( g : \mathbb{R}^d \rightarrow \mathbb{C} \) is a Schwartz-space function with the properties that \( \int_{\mathbb{R}^d} |g(q)|^2 dq = 1 \) and \( \int_{\mathbb{R}^d} |q| |g(q)|^2 dq = 0 \) then the amplitude \( f(\xi; q) : \Gamma \times \mathbb{R}^{Nd} \rightarrow \mathbb{C} \), defined by
\[ f(x_1, \ldots, x_N; p_1, \ldots, p_N; q_1, \ldots, q_N) = g(x_1 - q_1) \cdots g(x_N - q_N), \]
has properties (P1), (P2) and (P3) stated in Sect. 2.1, with \( E = \mathbb{R}^{Nd} \) and \( d\nu \) given by Lebesgue measure on \( \mathbb{R}^{Nd} \). The instrument for approximate position measurements corresponding to this choice of an amplitude \( f \) is translation-invariant, and Corollary 3.5 holds.

We now turn to path estimation. We notice that \( \text{spec} J \subset U(1) \) and that the block \( J_{xp} \) is invertible if and only if there does not exist an oscillator eigenfrequency, \( \omega \), that after multiplication by \( \tau \) is an integer multiple of \( \pi \); i.e.,
\[ J_{xp} \text{ invertible } \iff \exists \omega \in \text{spec} \sqrt{O} \text{ such that } \omega \tau \in \pi \mathbb{N}. \]
This condition is fulfilled for free particles, since \( \text{spec} \sqrt{O} = \{0\} \) and \( 0 \notin \pi \mathbb{N} \). Therefore the hypotheses of Theorem 3.6, concerning the estimation of the initial conditions of the particle trajectories, are satisfied. We conclude that, in the large-mass/classical regime of free particles and of harmonic oscillators, and for translation-invariant instruments, the initial conditions of the particles can be inferred from a long sequence of approximate position measurements, i.e., from the observed track.
If the function $g$ is the square root of a Gaussian density then we reproduce the setting of paper \cite{1}, and the results presented in that paper hold. The assumption that $J_{xp} = \sin(\sqrt{\theta})/\sqrt{\theta}$ is invertible corresponds to Assumption AW of \cite{1}.

The next example is inspired by the physics of observing tracks of charged particle in detectors. With the purpose of measuring the momentum (or velocity) of charged particles entering a detector, one turns on a strong uniform magnetic field pervading the detector.

6.2 Particle in a strong uniform external magnetic field

We consider a charged particle in $\mathbb{R}^3$ propagating in a uniform magnetic field $\vec{B} = (0, 0, 2B)$ (perpendicular to the plane $\mathbb{R}(1, 0, 0) \oplus \mathbb{R}(0, 1, 0)$), with $B > 0$. We choose units such that the charge of the particle is unity. It follows that the Hamilton function, $h_P$, of the particle is given by

$$h_P(x, p) = \frac{1}{2m} [(p_1 - Bx_2)^2 + (p_2 + Bx_1)^2] + \frac{1}{2m}p_3^2$$

with $x = (x_1, x_2, x_3) \in \mathbb{R}^3$, $p = (p_1, p_2, p_3) \in \mathbb{R}^3$, and $\Gamma = \mathbb{R}^3 \oplus \mathbb{R}^3$; see Eq. (22), Sect. 1.2.

We set $\beta := B/m$, rescale momentum variables as in the previous section ($p \rightarrow p/m$) and introduce new variables

\[
y_1 = (p_2 + \beta x_2)/\sqrt{2\beta}, \quad w_1 = (p_1 - \beta x_2))/\sqrt{2\beta},
\]

\[
y_2 = (p_1 + \beta x_2))/\sqrt{2\beta}, \quad w_2 = (p_2 - \beta x_1))/\sqrt{2\beta},
\]

and $y_3 = x_3$, $w_3 = p_3$.

One verifies that

\[
[\hat{w}_1, \hat{y}_1] = i\varepsilon, \quad [\hat{w}_2, \hat{y}_2] = i\varepsilon \quad \text{and} \quad [\hat{w}_1, \hat{w}_2] = [\hat{y}_1, \hat{y}_2] = 0,
\]

with $\varepsilon = h/m$. In these new variables

$$h_P(y, w) = m\left[\frac{2\beta}{2}(w_1^2 + y_1^2) + \frac{1}{2}w_3^2\right].$$

The time-$\tau$ unitary propagator generated by the quantum Hamiltonian is thus given by

$$U_\tau = \exp(-i\frac{\tau}{\varepsilon}(\frac{2\beta}{2}(\hat{w}_1^2 + \hat{y}_1^2) + \frac{1}{2}\hat{w}_3^2)).$$

Since the Hamiltonian is quadratic,

$$U_\tau^* \text{Op}_\varepsilon(a) U_\tau = \text{Op}_\varepsilon(a \circ \phi)$$

where $\phi$ is the classical time-$\tau$ symplectic map on $\Gamma$ generated by the Hamilton function $h_P$. Since $h_P$ is quadratic, we can determine $\phi$ explicitly: Introducing the symplectic matrices

$$G = \begin{pmatrix}
\cos(2\beta\tau) & 0 & 0 & \sin(2\beta\tau) & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & \tau \\
-\sin(2\beta\tau) & 0 & 0 & \cos(2\beta\tau) & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}$$

and

$$P = \frac{1}{\sqrt{2}} \begin{pmatrix}
\sqrt{\beta} & 0 & 0 & 0 & 1/\sqrt{\beta} & 0 \\
0 & \sqrt{\beta} & 0 & 1/\sqrt{\beta} & 0 & 0 \\
0 & 0 & \sqrt{2} & 0 & 0 & 0 \\
0 & -\sqrt{\beta} & 0 & 1/\sqrt{\beta} & 0 & 0 \\
-\sqrt{\beta} & 0 & 0 & 0 & 1/\sqrt{\beta} & 0 \\
0 & 0 & 0 & 0 & 0 & \sqrt{2}
\end{pmatrix};$$
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we find that \( \phi(\xi) = J\xi = P^{-1}GP\xi \).

As in the example of heavy harmonic oscillators, the hypotheses of Theorem 3.6 hold for \( \beta \) fixed and \( \varepsilon \searrow 0 \). The limit considered here corresponds to a very heavy particle in a very strong magnetic field, with the ratio between particle mass and magnetic field kept constant.

Let \( g : \mathbb{R}^3 \to \mathbb{C} \) be a Schwartz-space function with the properties that \( \int_{\mathbb{R}^3} |g(q)|^2 dq = 1 \) and \( \int_{\mathbb{R}^3} |g(q)|^2 dq = 0 \). Choosing amplitudes \( f : (\xi, q) \mapsto g(x(\xi) - q) \), one verifies that properties (P1), (P2) and (P3) of Sect. 2.1 hold, with \( E = \mathbb{R}^3 \) and \( d\nu \) given by the Lebesgue measure on \( \mathbb{R}^3 \). The hypotheses of Corollary 3.5 hold.

Concerning the classical path estimation, we note that \( \text{spec} G = \{1, e^{i2\beta \tau}, e^{-i2\beta \tau}\} \subset U(1) \). The upper-right block \( J_{xp} = (1_{\mathbb{R}^3} \ 0) \ P^{-1}GP \left( \begin{array}{c} 0 \\ 1_{\mathbb{R}^3} \end{array} \right) \) is given by

\[
J_{xp} = \begin{pmatrix}
\sin(2\beta \tau) & \frac{1 - \cos(2\beta \tau)}{2\beta} \\
\frac{1 - \cos(2\beta \tau)}{2\beta} & \sin(2\beta \tau) \\
0 & 0 \\
0 & \tau
\end{pmatrix}.
\]

If \( \beta \tau \neq \pi \mathbb{N} \) then \( J_{xp} \) is invertible, and the assumptions of Theorem 3.6 hold. Thus, in the limit of a large particle mass and a large magnetic field, the initial momentum and position of the charged particle can be inferred from the particle track in the detector.

Taking \( g \) to be the square root of a Gaussian density we recover the setting of paper [1], and the results presented there apply.

The dynamics of the next example is not described by a linear symplectic matrix on phase space and hence does not fit into the setting of [1].

### 6.3 Particle in a smooth external potential

Let \( S = \{a \in C^\infty(\Gamma) : \|\partial^\alpha a\|_\infty < \infty, \forall \alpha\} \). We say \( V : \mathbb{R}^*_+ \times \Gamma \to \mathbb{R} \) is a semi-classical potential if for some \( m_0 > 0 \), there exists a sequence, \( (V_j)_{j \in \mathbb{N}_0} \), of functions in \( S \) such that, for any \( N \in \mathbb{N}_0 \) and an arbitrary multi-index \( \alpha \), there exists a constant \( C > 0 \) such that, for all \( m > m_0 \),

\[
\sup_{\xi \in \Gamma} \| \partial^\alpha \xi \left( V(m, \xi) - \sum_{j=0}^N m^{-j+1}V_j(\xi) \right) \| \leq Cm^{-N}.
\]

Assume \( V \) is a semi-classical potential. Then \( \lim_{m \to \infty} \| \frac{1}{m} V(m, \cdot) - V_0 \|_\infty = 0 \). In particular if \( V \) is independent of \( m \), \( V_0 = 0 \).

According to Egorov’s theorem (see, e.g., [3, Theorem 1.2]), setting \( \varepsilon = \hbar/m \) and performing the same rescaling of the momentum variables as in the previous two examples (\( p \to p/m \)), the time-\( \tau \) propagator given by

\[
U_\varepsilon = \exp \left( -i \frac{\tau}{\varepsilon} \text{Op}_\varepsilon \left( \|p\|_2^2 + \frac{1}{m} V(m, \cdot) \right) \right)
\]

is a well defined unitary operator, and Assumption (SC), Eq. (39), of Sect. 2 holds, with \( \phi \) determined by the classical Hamilton function

\[
h_P(x, p) = \frac{1}{2}\|p\|^2 + V_0(x).
\]

Ultraviolet regularized versions of the gravitational potential or the Lennard-Jones potential (with strength proportional to the mass of the particle) are examples of semi-classical potentials. However,
the definition given above characterizes a considerably more general class of potentials that scale like \( V(m, x) \sim mW(x) \) as the mass \( m \) becomes large, for a smooth effective potential \( W \).

Since the dynamics of this example is non-linear, our results on the estimation of initial conditions of particle trajectories do not apply directly. However, using results on classical and quantum-mechanical scattering theory in external potentials with rapid fall-off at \( \infty \), one expects to be able to extend these results to examples of the kind considered here. Further study of details is desirable.

## A Weyl quantization and semi-classical analysis

In this appendix, we review Weyl quantization for appropriate spaces, \( S \), of functions on phase space \( \Gamma \) and study the validity of Assumption (SC) of Sect. 2 concerning the classical limit.

For linear functionals, \( l : \xi \mapsto \xi^t \cdot \Omega \xi \), we define \( \text{Op}_l(l) = \xi^t \cdot \Omega \xi \), and, for quadratic functions \( c : \xi \mapsto \xi^t \cdot C \xi \), with \( C \) symmetric, we define \( \text{Op}_c(c) = \xi^t \cdot C \xi \). In the next subsection we define Weyl quantization for some spaces of bounded functions.

### A.1 Function spaces

**Definition A.1** (\( S_k \)). Let \( \mathcal{M}(\Gamma) \) be the vector space of finite, complex Borel measures on phase space \( \Gamma \). We define a function space \( S_0 \) as the image of \( \mathcal{M}(\Gamma) \) under inverse Fourier transformation, \( \mathcal{F}^{-1} \):

\[
a \in S_0 \implies \exists \mu_a \in \mathcal{M}(\Gamma), \text{ such that } a(\xi) = \int_\Gamma e^{i\xi \cdot \Omega \xi} d\mu_a(\xi), \text{ with } |\mu_a|(\Gamma) < \infty. \tag{65}
\]

For \( k \in \mathbb{N} \), we define the space \( S_k \) to be the subspace of \( S_0 \) with the property that \( a \in S_k \) implies \( \int_\Gamma |\xi|^k d|\mu_a|(\xi) < \infty \). We equip \( S_k \) with the norm \( \|a\|_{TV(k)} = \int_\Gamma (1 + |\xi|^k) d|\mu_a|(\xi) \) (using the convention that \( x^0 = 1 \)). This turns \( S_k \) into a Banach space. When equipped with point-wise multiplication and point-wise complex conjugation, \( a \mapsto \bar{a} \), \( S_k \) becomes a commutative, normed \( * \)-algebra.

We define \( S_\infty = \bigcap_{k \in \mathbb{N}} S_k \) and use the shorthand \( \|a\|_{TV} = \|a\|_{TV(0)} \).

Note that \( S_{k+1} \subset S_k \), for all \( k = 0, 1, \ldots, \infty \). Let \( \mathcal{S}(\Gamma) \) be the Schwartz space of test functions on phase space \( \Gamma \) (see Sect. 2). Since \( \mathcal{F}(\mathcal{S}(\Gamma)) \subset \mathcal{S}(\Gamma), \mathcal{S}(\Gamma) \subset S_\infty \). But \( S_\infty \) is significantly larger than \( \mathcal{S}(\Gamma) \). For example, the constant functions belong to \( S_\infty \), and if \( f \in \mathcal{S}(\mathbb{R}^d) \) then \( a : (x, p) \mapsto f(x) \) is an element of \( S_\infty \).

For any \( k \in \mathbb{N}, a \in S_k \) entails that \( a \) is \( k \) times continuously differentiable, with bounded derivatives. Hence \( S_\infty \subset \{a \in \mathcal{C}^\infty(\Gamma) : \|\partial^\alpha a\|_\infty < \infty, \forall \text{ multi-index } \alpha \} \). The converse inclusion does not hold a priory.

For any \( a \in S_0 \), we define its **Weyl quantization** using a bounded bilinear form on \( \mathcal{H}_P \times \mathcal{H}_P \) and appealing to the Riesz’s representation theorem, as described in Sect. 2.

**Proposition A.2.** Suppose that \( a \in S_0 \). Then

\[
B_a : \mathcal{H}_P \otimes \mathcal{H}_P : \rightarrow \mathbb{C} \\
(\Phi, \Psi) \rightarrow \int_\Gamma \langle \Phi, W(\xi) \Psi \rangle d\mu_a(\xi),
\]

is a well defined bounded sesquilinear form. (Here \( W(\xi) := \exp[i(\xi^t \cdot \Omega \xi)] \) is the Weyl operator associated with \( \xi \in \Gamma \), see (31), Sect. 2; in Eq. (34), Sect. 2, \( B_a \) has been denoted by \( B_z(a| \cdot , \cdot) \); the measure \( d\mu_a \) is as in (65).)
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Moreover, there exists a unique operator $\text{Op}_\varepsilon(a) \in \mathcal{B}(H_P)$ such that
\[
B_a(\Phi, \Psi) = \langle \Phi, \text{Op}_\varepsilon(a)\Psi \rangle \quad \text{and} \quad \| \text{Op}_\varepsilon(a) \| \leq \| a \|_{TV}. \tag{66}
\]

Proof. The Riesz representation theorem tells us that it suffices to prove that $B_a$ is a well defined bounded sesquilinear form on $H_P \times H_P$ with a norm smaller than $|\mu_a|(\Gamma)$, in order to conclude that a bounded operator $\text{Op}_\varepsilon(a)$ satisfying (66) exists. We have noted in Sect. 2, above Eq. (34), that the function $\zeta \mapsto \langle \Phi, W(\zeta)\Psi \rangle$ is continuous in $\zeta$, and, since Weyl operators are unitary, $|\langle \Phi, W(\zeta)\Psi \rangle| \leq \| \Phi \| \| \Psi \|$. Thus $\langle \Phi, W(\zeta)\Psi \rangle$ is continuous and bounded, hence $\mu_a$-integrable. It follows that $B_a$ is well defined. It is sesquilinear, because the integral with respect to $\mu_a$ is linear, and $(\Phi, \Psi) \mapsto \langle \Phi, W(\zeta)\Psi \rangle$ is sesquilinear. Finally, from the definition of $B_a$,
\[
|B_a(\Phi, \Psi)| \leq \int_\Gamma |\langle \Phi, W(\zeta)\Psi \rangle| d\mu_a(|\zeta|) \leq |\mu_a|(\Gamma) \| \langle \Phi, W(\cdot)\Psi \rangle \|_{\infty} \leq |\mu_a|(\Gamma) \| \Phi \| \cdot \| \Psi \|.
\]
It follows that $B_a$ is bounded by $|\mu_a|(\Gamma)$ and the proposition is proved. □

This definition of quantization can be extended to unbounded functions, $a$, in which case the sesquilinear form $B_a$ is defined only on a dense subspace of $H_P \times H_P$; see [12, §VIII.6]. In particular, for an arbitrary linear function $l : \Gamma \rightarrow \mathbb{R}$ and a function $a \in S_k$, $\text{Op}_\varepsilon(a)$ is well defined.

Next, we prove that $A_k = \{ \text{Op}_\varepsilon(a) : a \in S_k \}$ is a $*$-algebra.

**Proposition A.3.** For all functions $a, b \in S_k$, where $k \in \mathbb{N}_0$ is arbitrary, $\text{Op}_\varepsilon(a)^* = \text{Op}_\varepsilon(a)$, $\text{Op}_\varepsilon(z \cdot a) = z \cdot \text{Op}_\varepsilon(a), \forall z \in \mathbb{C}$, $\text{Op}_\varepsilon(a) + \text{Op}_\varepsilon(b) = \text{Op}_\varepsilon(a + b)$, and $\text{Op}_\varepsilon(a) \cdot \text{Op}_\varepsilon(b) = \text{Op}_\varepsilon(a \ast b)$,

where the star product, $a \ast b$, of $a$ and $b$ is defined by
\[
\int_\Gamma f(\zeta) d\mu_{a \ast b}(\zeta) = \int_{\mathbb{R}^2} f(\zeta_1 + \zeta_2) e^{-i\xi_1 \xi_2} d\mu_a(\zeta_1) d\mu_b(\zeta_2)
\]
for an arbitrary bounded continuous function $f$.

One has that $a \ast b \in S_k$, and $(A_k, +, \cdot, \ast)$ is a $*$-algebra of bounded operators.

Proof. Clearly, $a \mapsto B_a$ is linear, so that it follows from the uniqueness of the operator representative, $\text{Op}_\varepsilon(a)$, that $\text{Op}_\varepsilon(z \cdot a) = z \cdot \text{Op}_\varepsilon(a), \forall z \in \mathbb{C}$, and $\text{Op}_\varepsilon(a) + \text{Op}_\varepsilon(b) = \text{Op}_\varepsilon(a + b)$. Furthermore, since $W(\zeta)^* = W(-\zeta)$, we have that $B_a(\Phi, \Psi) = B_{\ast}(\Phi, \Psi)$. Uniqueness of the operator representative of $B_{\ast}$ then implies that $\text{Op}_\varepsilon(a)^* = \text{Op}_\varepsilon(a)$. Finally, we show that $\text{Op}_\varepsilon(a) \cdot \text{Op}_\varepsilon(b) = \text{Op}_\varepsilon(a \ast b)$, with $a \ast b \in S_k$. The definition of $\ast$, combined with the obvious inequality $1 + x + y \leq (1 + x)(1 + y)$, for $x, y$ non-negative and the triangle inequality, implies that
\[
\int_\Gamma (1 + \| \zeta \|)^k d|\mu_{a \ast b}|(\zeta) \leq \int_{\mathbb{R}^2} (1 + \| \zeta_1 \| + \| \zeta_2 \|)^k d|\mu_a(\zeta_1)| d|\mu_b(\zeta_2)| \leq \| a \|_{TV(k)} \| b \|_{TV(k)}.
\]
Thus $\mu_{a \ast b}$ is a finite measure, and, for $a \ast b \in S_k$, $\| a \ast b \|_{TV(k)} \leq \| a \|_{TV(k)} \| b \|_{TV(k)}$. Since $H_P$ is separable, it has a countable orthonormal basis $\{ \chi_n \}_{n \in \mathbb{N}}$, with $\sum_{n \in \mathbb{N}} |\chi_n \rangle \langle \chi_n| = 1_{H_P}$. By definition,
\[
\langle \Phi, \text{Op}_\varepsilon(a) \cdot \text{Op}_\varepsilon(b)\Psi \rangle = \sum_{n \in \mathbb{N}} B_0(\Phi, \chi_n) \cdot B_n(\chi_n, \Psi).
\]
Fubini’s theorem then implies that
\[
\langle \Phi, \text{Op}_\varepsilon(a) \cdot \text{Op}_\varepsilon(b)\Psi \rangle = \int_{\mathbb{R}^2} \langle \Phi, W(\zeta_1) \cdot W(\zeta_2)\Psi \rangle d\mu_a(\zeta_1) d\mu_b(\zeta_2).
\]

26
The Weyl relations (see Eq. (32), Sect. 2) then yield
\[
\langle \Phi, \text{Op}_\epsilon(a) \cdot \text{Op}_\epsilon(b) \Psi \rangle = \int_{\Gamma^2} \langle \Phi, W(\zeta_1 + \zeta_2) \Psi \rangle e^{-i \frac{\epsilon}{2} \zeta_1 \zeta_2} \, d\mu_a(\zeta_1) \, d\mu_b(\zeta_2),
\]
and the proposition is proved. \( \square \)

When equipped with the \(*\) product, instead of the point-wise product, the space \( S_k \) is a \( C^*\)-algebra. But the algebra \( A_k \) is not closed in the operator norm on \( \mathcal{H}_P \). We denote the norm closure of \( A_k \) by \( \mathcal{C} \), i.e., \( \mathcal{C} \) is the smallest \( C^*\)-algebra such that \( A_k \subseteq \mathcal{C} \). Since \( \| \cdot \|_{TV} \) dominates the operator norm, and since \( S_k \) is norm-dense in \( S_0 \), \( \mathcal{C} \) is independent of \( k \). The weak closure \( \mathcal{C}' \) of \( \mathcal{C} \) is actually Weyl’s CCR algebra.

### A.2 Classical limit

Using our definition of quantization, we can apply the Lebesgue dominated convergence theorem to prove existence of the classical limit, as stated in Eq. (37) and Assumption (SC) of Sect. 2.

**Proposition A.4.** Let \( a, b \in S_0 \). Then,
\[
\lim_{\epsilon \to 0} \| \text{Op}_\epsilon(a) \cdot \text{Op}_\epsilon(b) - \text{Op}_\epsilon(a \cdot b) \| = 0.
\]

**Proof.** By Proposition A.3,
\[
\text{Op}_\epsilon(a) \cdot \text{Op}_\epsilon(b) = \text{Op}_\epsilon(a * b).
\]

We note that \( \mu_a * \mu_b \) is the finite measure whose Fourier transform is given by pointwise multiplication of \( a \) with \( b \), i.e., \( \mu_a * \mu_b = \mu_{a,b} \), and that
\[
|\mu_a * b - \mu_{a \cdot b}|(\Gamma) \leq \int_{\Gamma^2} |e^{-i \frac{\epsilon}{2} \zeta_1 \zeta_2} - 1| \, d|\mu_a|(\zeta_1) \, d|\mu_b|(\zeta_2) \leq 2|\mu_a|(\Gamma) |\mu_b|(\Gamma).
\]

The proof of the proposition is then completed by invoking Lebegue’s dominated convergence theorem and the bound \( \text{Op}_\epsilon(c) \leq |\mu_c|(\Gamma), \forall c \in S_0 \). \( \square \)

Since \( S_k \subseteq S_0 \), this proposition shows that, for any \( k = 0, 1, \ldots, \infty \), \( S_k \) is an appropriate choice of a function space \( S \) in our quantization procedure.

Next, we prove that, for a Hamilton function \( h_P = h_0 + V \), where \( h_0 \) is a real polynomial in \( \xi \in \Gamma \) of degree at most 2 and \( V \) is a potential belonging to \( S_1 \), Assumption (SC), Sect. 2, in particular Eq. (39) hold.

**Proposition A.5.** Let \( t \mapsto \phi^t, t \in \mathbb{R} \), be the symplectic flow generated by a Hamilton function \( h_P(\xi) = h_0(\xi) + V(\xi), \xi \in \Gamma \), where \( h_0(\xi) \) is a real polynomial in \( \xi \) of degree at most 2, and \( V \in S_1 \) is real. We assume that for an arbitrary \( a \in S_1 \), the function \( t \mapsto \|a \circ \phi^t\|_{TV(1)} \) is uniformly bounded on compact subsets of \( \mathbb{R} \). We set \( U_{\epsilon} := \exp \left( -i \frac{\epsilon}{2} \text{Op}_\epsilon(h_P) \right) \).

Then, choosing \( S = S_1 \) and setting \( \phi := \phi^\tau \), Assumption (SC) of Sect. 2 holds.

**Proof.** By assumption, we have that \( \phi(S_1) \subseteq S_1 \). By definition,
\[
\dot{c}_t(a \circ \phi^{\tau-t}) = -\{a, h_P\} \circ \phi^{\tau-t} = -\{a \circ \phi^{\tau-t}, h_P\},
\]
for an arbitrary \( a \in S_1 \), where \( (a, b) \mapsto \{a, b\} \) is the Poisson bracket.
For \(a, b \in S_1\), we define \(\{a, b\} := -\frac{1}{2}(a \ast b - b \ast a)\). Using Duhamel’s trick and the anti-symmetry of the Poisson bracket, it follows from Proposition A.3 that

\[
U_\varepsilon^* \text{Op}_\varepsilon(a) U_\varepsilon - \text{Op}_\varepsilon(a \circ \phi) = \int_0^\tau e^{\frac{i}{\varepsilon} t \text{Op}_\varepsilon(h_P)} \text{Op}_\varepsilon(\{a \circ \phi^{\tau-t}, V\}) - \{a \circ \phi^{\tau-t}, V\}) e^{-\frac{i}{\varepsilon} t \text{Op}_\varepsilon(h_P)} dt.
\]

Here we have used that, since \(h_0\) is at most of degree 2, one has that \(-\frac{1}{\varepsilon} \{\text{Op}_\varepsilon(b), \text{Op}_\varepsilon(h_0)\} = \text{Op}_\varepsilon(\{b, h_0\}),\) for any \(b \in S_1\) (see [4, Theorem 10.13] for example). The above identity implies that

\[
\|U_\varepsilon^* \text{Op}_\varepsilon(a) U_\varepsilon - \text{Op}_\varepsilon(a \circ \phi)\|_{TV} \leq \int_0^\tau \|\{a \circ \phi^{\tau-t}, V\} - \{a \circ \phi^{\tau-t}, V\}\|_{TV} dt. \tag{67}
\]

For arbitrary \(a, b \in S_1\), \(g_{a,b} = \{a, b\} - \{a, b\}\) is the inverse Fourier transform of

\[
\tilde{g}_{a,b} : \zeta \mapsto \int_{\Gamma^2} \delta(\zeta - (\zeta_1 + \zeta_2)) \left[ \frac{\sin(\frac{\zeta_2}{2} \Omega_{\zeta_1})}{\frac{\zeta_2}{2} \Omega_{\zeta_1}} - 1 \right] (\zeta_2 \Omega_{\zeta_1}) d\mu_a(\zeta_1) d\mu_b(\zeta_2).
\]

It follows that \(\|g_{a,b}\|_{TV} \leq 2\|a\|_{TV(1)} \|b\|_{TV(1)}\). Hence, by hypothesis, the integrand of the integral on the right side of (67) is uniformly bounded in \(t\), hence integrable on the interval \([0, \tau]\). Since \(\lim_{\zeta \to 0} -\frac{\sin(\zeta)}{\zeta} = 1\), Lebesgue’s dominated convergence theorem implies that \(\tilde{g}_{a,b}\) converges to 0, as \(\varepsilon\) tends to 0, and hence

\[
\lim_{\varepsilon \to 0} \|U_\varepsilon^* \text{Op}_\varepsilon(a) U_\varepsilon - \text{Op}_\varepsilon(a \circ \phi)\| = 0.
\]

This completes the proof of the proposition. \(\Box\)

We remark that the assumption that \(t \mapsto \|a \circ \phi^t\|_{TV(1)}\) is uniformly bounded on compact sets of \(\mathbb{R}\) holds if \(V = 0\).
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