Residual Learning for Marine Mammal Classification
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ABSTRACT The passive acoustic monitoring of marine mammals is an essential tool for researchers tracking the populations of individual species in threatened environments. Given the large quantity of audio data generated by passive acoustic arrays, it is desirable to automate the process of identifying marine mammals present in the recordings. Utilizing acoustic data from the William A. Watkins Marine Mammal Sounds Database, we present an approach using residual learning networks (ResNets) for classifying the marine mammal vocalizations of up to 32 species. We first determine the optimal methods for converting acoustic recordings into discrete spectrograms suitable for input into neural networks. A series of configurations for spectrographic window functions, preprocessing augmentations, and multi-channel spectrogram generation are examined. Each configuration’s spectrographic output is used to train a residual learning network. Its multi-class classification performance is ranked using the harmonic mean of precision and recall to calculate a weighted F1-score. Configurations specifying $512 \times 256$ spectrograms created with a Hann window of 1024 and utilizing horizontal roll demonstrate superior performance. We use the top-performing configurations to generate training data as input for a series of single and multi-channel residual neural networks. These networks are trained to high precision before evaluating their multi-class classification performance. A single-channel network performed the best, obtaining an F1-score of 0.867 with an AUC of 0.9281 on a 32-class classification task. Our multi-channel configuration obtained an F1-score of 0.846 with an AUC of 0.9169. While we demonstrate that networks may learn more information from multi-channel spectrographic inputs, we find that single-channel spectrograms offer superior classification performance overall.

INDEX TERMS Machine learning, marine mammal, vocalization, classification, ResNet, residual learning, multi-channel, spectrogram.

I. INTRODUCTION

Over 51% of marine mammal environments are threatened by climate change, pollution, by-catch, and other sources [1]. Conservationists working to mitigate these threats require up-to-date population data to make informed policy decisions [2]. Acoustic data containing marine mammal vocalizations may be used to effectively estimate marine mammal population changes [2], [3]. These changes, in turn, may be used as general indicators of overall ecosystem health [3]. Passive acoustic monitoring (PAM) is a popular tool for capturing this population data. By recording and identifying local marine mammal vocalizations, PAM is capable of accurately tracking both the presence and migration of these threatened species [4]. While PAM is an effective source of population data, it suffers from a problem of scale. The increase in the capacity and affordability of data storage parallels an increase in the number of PAM networks being deployed annually [4]. As a result, the amount of data currently being collected exceeds the capacity of researchers who possess the domain...
knowledge necessary for making accurate classifications [5]. An automated solution is required.

A variety of computational solutions have been developed, with researchers demonstrating a steady improvement in classification performance over time [6]. Early machine-learning approaches were effective but required the manual selection of temporal, spectral, and or statistical features [6].

The introduction of Convolutional Neural Networks (CNNs) demonstrated improved classification performance while automating the feature selection process. Researchers implementing increasingly deeper CNNs initially saw steady gains in classification performance [7]. Unfortunately, these gains peaked or even diminished in sufficiently deep networks. He et al. highlighted this problem, demonstrating that a 56-layer CNN resulted in significantly higher training and test errors compared to a 20-layer CNN [8]. This decrease in performance is caused by the vanishing gradient problem whereby identity mappings learned in early layers are not propagated through the network [8]. For our model architecture, we chose a deep convolutional neural network (DCNN) that utilizes residual learning, in part for its ability to overcome the vanishing gradient issue. A residual learning network (ResNet) solves this problem by using residual (skip) connections to maintain early identity mappings through the network [8]. Additionally, ResNet has been proven to excel at spectrographic classification tasks [9] and shown to be an excellent candidate for marine mammal vocalization specifically [10], outperforming other DCNNs [11].

ResNets have been shown to outperform traditional CNNs at vocalization classification tasks generally [12], but they are also vulnerable to overfitting on small datasets [13], [14]. As such, we examine the vocalization performance of both ResNets and a traditional CNN. For this comparison, we needed to use an architecture known to be highly performant on large multi-class vocalization classification tasks. Accordingly, we based our model on a CNN designed by Sprengel et al. that won the 2016 BirdCLEF competition [15].

While CNNs were developed for the efficient analysis of images [8], they may be used for other graphical representations as well [16]. In the case of audio data, a discrete Fourier transform (DFT) is used to convert audio files into fixed-size spectrograms [17]. Several studies have been conducted utilizing ResNets to classify spectrograms of marine mammal vocalizations by species, but these studies are limited to identifying small (three or fewer) sets of species [18].

We endeavor to classify a larger range of species, which results in several novel challenges. Our data represent sets of marine mammal families with significantly different vocalizations. Classifying between such disparate vocalizations may seem trivial but distinguishing between individual species in those sets requires our ResNets to identify subtle timbral variations. Our networks demonstrate an ability to learn these subtleties across several sets of marine mammals simultaneously.

A secondary component of our research is the use of multi-channel spectrograms. Since ResNets may accept multi-channel inputs [8] and STFT spectrograms contain only one channel, we explore approaches for using additional channels effectively, ultimately combining them into a single, multi-channel spectrogram for input into ResNets. Our goal is to determine whether multiple channels allow a network to learn additional information, then to evaluate whether this increase in information allows for better classification performance than single channel representations. Previous studies on marine mammal vocalizations have utilized multi-channel spectrograms, but like studies on ResNets, they too were limited to three or fewer species [6].

In this paper, the following contributions are made.

1) We recreate a CNN design that has been proven to perform well on vocalization classification tasks. By comparing this top-performing CNN architecture to our ResNet, we demonstrate a significant improvement in multi-class classification performance using residual learning.

2) We investigate the potential utility of multi-channel spectrograms for classifying up to 32 distinct marine mammals. We ultimately find that while surplus information is gained from additional channels, this doesn’t necessarily result in an overall improvement in performance compared to single-channel implementations.

3) We provide a brief outline of our findings for optimal spectrographic preprocessing configurations, with suggestions for optimal spectrogram size, window functions, and preprocessing techniques in the context of marine mammal audio data.

II. BACKGROUND

A. MARINE MAMMAL VOCALIZATIONS

Marine mammals utilize vocalizations for navigation, prey detection and avoidance, and communication [4]. Given the relatively low attenuation of acoustic energy in water, vocalizations provide a reliable method for detecting marine mammals over a wide area [19]. A machine learning model may be trained to classify these detections, but this requires a large dataset of vocalizations from the targeted species. For our research, we utilize audio recordings from the William A. Watkins Marine Mammal Sound Database. These recordings span seven decades and represent a variety of marine environments and recording technologies [20]. This variety allows our models to train on samples that contain differing levels of biophonic, geophonic, and anthropogenic noise.

Our audio samples represent vocalizations from two Orders of marine mammals, Cetaceans and Pinnipeds. Cetaceans are made up of two parvorders, Odontocetes (toothed whales, dolphins, and porpoises) and Mysticetes (baleen whales). Our samples also represent two Pinniped families, odobenids (walrus) and phocids (true seals). Together, these vocalizations exhibit considerable variation, with frequencies ranging from infrasonic Mysticete
FIGURE 1. Whistle vocalizations from an atlantic spotted dolphin. Consisting of sustained tones with varying frequencies, whistles vary significantly from clicks.

FIGURE 2. Click vocalizations from an atlantic spotted dolphin exhibiting short, broadband pulses.

calls reaching 17 Hz to odontocete pulsed clicks exceeding 25,000 Hz [4]. While considerable similarity may be found between closely related species [21], significant variation is seen even in vocalizations between the same species. The extent of same-species vocalization variation is seen in the markedly different spectrograms generated from Atlantic Spotted Dolphins’ whistles FIGURE 1 and clicks FIGURE 2.

B. DIGITAL SIGNAL PROCESSING

CNNs may take spectrograms as input. In our study, recordings are imported at a sample rate of 22,050 Hz. These samples are then converted into spectrograms using a DFT (1).

$$X[k] = \sum_{n=0}^{N-1} x[n]e^{-j2\pi kn/N}$$  

(1)

For the $k^{th}$ frequency where $X[k]$ represents the $k^{th}$ Fourier coefficient.

As the magnitude of frequencies varies significantly across the duration of marine mammal vocalizations, it is necessary to perform multiple DFTs on sub-intervals of the original sample to capture the dynamic progression of frequency magnitude [17]. A window function is used to sample these sub-intervals. The window’s width specifies the number of samples used to generate each spectral estimate. There are two trade-offs to consider when choosing the function type and width. 1. The size of the window represents a trade-off between spectral resolution and statistical variance. 2. The window function determines its shape, which in turn represents a trade-off between smearing and spectral leakage [22]. For example, the Bartlett window used in FIGURE 3 is a triangular function that results in less spectral leakage at the cost of smearing [23]. There is no best-choice for window widths and functions, rather, choices must be determined from the data being analyzed. For example, in FIGURE 3 we see that a narrow window may be necessary to effectively study rapid pulsed vocalizations, but the same window may be insufficient to discern the subtle frequency variations seen in the sustained tones of FIGURE 1. Multi-channel spectrograms provide a possible solution to this problem, allowing us to use different window functions for each channel.

FIGURE 3. Spectrograms, created from the same rapid pulsed vocalization of an atlantic spotted dolphin, (A) uses a narrow band Bartlett window of size 256, allowing for the resolution of pulses, (B) uses a bartlett window of size 1024, making it difficult to resolve individual pulses.

C. MULTI-CHANNEL SPECTROGRAMS

Typically, discrete spectrographic data takes the form of a matrix containing the relative magnitude of frequencies across time. Multi-channel spectrograms add a channel-dimension. A multi-channel spectrogram may be created by stacking a series of single channel spectrograms across this channel dimension, resulting in a matrix that contains multiple representations of fixed length acoustic data in a single sample. Researchers have taken several approaches towards utilizing these channels.

In a marine mammal study, Thomas, Martin, Kowarski, et al. generated multiple channels by varying the window function used to generate each channel’s spectrogram [18]. This approach provides a possible solution to the window function
resolution trade-off discussed in II.B. Thomas et al. found an increase in performance using this technique, but their study was limited to a 3-class classification task involving closely related species. We extend this approach to include up to 32 classes.

Another approach involves combining multiple audio sources of a single acoustic event. Researchers have demonstrated the utility of this approach in the analysis of data where spatiality is an important component, such as acoustic scene classification [24], [25]. As our sample data contains only monaural recordings, we don’t explore this approach further.

Researchers studying human speech have demonstrated the utility of measuring the rate of change of frequency magnitude with respect to time [26]. These delta measures have been used in a variety of tasks, including dialect recognition, parts of speech classification, and even detecting emotional states [27], [28], [29]. There is a lack of studies investigating the utility of magnitude-delta measures for marine mammal vocalizations. As such, we include delta and delta-delta channels in our analysis of multi-channel spectrograms.

D. RESIDUAL LEARNING

While CNNs have been shown to be effective at classifying vocalizations [16], sufficiently deep implementations suffer from a degradation of training and test accuracy. This degradation is not due to overfitting and increases with the addition of more layers [30]. In their 2015 paper, He, Zhang, Ren, et al. demonstrated that this degradation was due to a loss of feature information mapped early in the networks [8]. They proposed a method to retain identity mappings while also training successively deeper layers via residual learning blocks (or ResNet blocks). These blocks may train two or more convolutional layers alongside a residual connection that maintains the identity of the original input [8]. This approach is defined formally in (2).

$$y = F(x, (W_i)) + x$$ (2)

The function $F(x, (W_i))$ represents the residual mapping to be learned, where $x$ is the original input vector. Adding $\tilde{F}(x)$ and $x$ together is performed by element-wise addition, as seen in FIGURE 4.

![FIGURE 4. A representation of a 3-layer ResNet block with a residual connection preserving the original identity mapping.](image)

E. EVALUATING MODEL PERFORMANCE

We utilize k-fold cross-validation to evaluate our models. In this process, we group our data into training and test sets k times and use these groups to train k different models. We evaluate the performance of each of these models and combine the results, providing us with a more reliable estimate of overall predictive performance [6].

To determine the performance of a model, we use a combination of two metrics: precision and recall. Precision measures the number of correct, positive predictions, while recall measures the number of positive samples that are correctly predicted. Since a model may improve precision at the expense of recall, and vice versa, it is necessary to consider both measures together to evaluate predictive performance effectively—this may be done by calculating the harmonic mean of precision and recall, a measure known as the F1-score. F1-score serves as the primary metric for our evaluations. Definitions for these metrics are given in Table 1.

To evaluate classification performance across all 32 species under study, an overall score may be calculated by taking each class’s mean scores. As there is some class imbalance in our dataset, we weigh each score relative to its class size. Our method for calculating weighted precision is outlined in Table 1, but weighted measures for other scores are calculated similarly.

![TABLE 1. Terms for multi-class classifier evaluation.](image)

III. RELATED WORKS

The classification of marine mammal vocalizations using machine learning techniques is the subject of active research, with several recent studies suggesting novel optimization algorithms [31], model selection techniques [32], and spectrographic representations [18] worthy of further study.

The effectiveness of ResNet based models in positively identifying cetacean calls is demonstrated in ORCA-SPOT: An Automatic Killer Whale Sound Detection Toolkit Using Deep Learning: Bergler et al. [11]. The authors utilize a large dataset of Orca recordings to train a variety of ResNet architectures. Interestingly, they found that while ResNet18
was highly accurate, achieving an accuracy of 95.48% on a binary classification task, deeper implementations improved accuracy by less than 0.5% while taking significantly longer to train.

Buchanan et al. [10] demonstrate that ResNet-18 outperforms other DCNNs on the task of detecting bottlenose dolphins. They present compelling evidence for choosing ResNet architectures for vocalization classification tasks, but this study too is limited to the detection of a single species vocalizing in the high sonic to ultrasonic (3,000Hz - 144,000Hz) range exclusively. Further study on a wider frequency range is desirable.

A study by Thomas et al. [18] addresses the effectiveness of ResNets in classifying marine mammals with lower frequency vocalizations: blue whale, sei whale, and fin whale. This study is of particular interest for our research because the authors not only demonstrate the effectiveness of ResNets in classifying vocalizations but utilize a novel multi-channel spectrographic representation as well. They find that multi-channel spectrograms offer a modest improvement over single-channel, however, their results are limited to 3 species, each with distinct vocalization types. These papers make a compelling case for the use of multi-channel ResNets. We hope to further these findings by testing classification performance for a more diverse array of marine mammals exhibiting a larger range of vocalization types and frequencies. Additionally, we want to know if such a model will also be able to distinguish between species with closely related vocalization types, for example, pulsed clicks in a similar frequency range.

IV. METHODS
A. DATA

Previous studies utilizing residual learning for classifying marine mammal audio have focused on a limited number of classes, typically three or less [18], [33]. As such, we are interested in exploring classification performance for a broader range of species. The William A. Watkins Collection of Marine Mammal Sound Recordings provides an ideal source of labeled data for this task. We utilize data from the “best of” section of their sound database which contains recordings of relatively higher quality and lower noise and represents 32 species identified with high confidence [20]. The species include members of the Odontocete and Mysticete suborders of the infraorder Cetacea as well as the Phocid and Otariid families of the clade Pinnipedia. The recordings span seven decades and thus comprise a variety of recording technologies, ambient noise levels, and sample rates. The audio was recorded and annotated by William Watkins, William Schevill, G. C. Ray, D. Wartzok, D. and M. Caldwell, K. Norris, and T. Poulte and is freely available for academic use [20], [34].

B. PREPROCESSING DATA

Our models are trained on normalized spectrographic data stored as a series of 1-channel or 3-channel spectrograms of fixed width and height. We utilize two types of channels: spectrographic channels and delta channels. These channels may be combined to yield a 3-channel spectrogram. Spectrographic channels utilize a DFT to convert the original lossless audio file into a spectrogram. Each spectrographic channel may have its own parameters specified, including hop length, the width of the recorded signal before and after padding, and the window function. Once the spectrogram has been created, its magnitude values are converted into decibels using the function: $10 \log(x)$.

Delta channels represent the rate of change across time of a previously generated spectrographic channel. Delta values are calculated by taking the change in magnitude with respect to time over an incrementing, fixed interval, as shown in Algorithm 1 below. Once the initial 3-channel spectrogram is created, further augmentations may be made to the data by the processes outlined later in this section.

Algorithm 1 Magnitude-Delta Calculation

```
Input: spectrogram
ns = new spectrogram of same dimensions
For i from 0 to (spectrogram.width – interval)
    For e from 0 to spectrogram.height
        ns_{e, (i+interval)} = (s_{e, i+interval} - s_{e, i})^2
Return ns normalized
```

A three-step process performs noise removal. A mask is generated by setting all magnitude values above a threshold to 1 and setting those below to 0. Gaussian smoothing is applied to the mask. Looping samples is occasionally necessary when the original recording is too short a length to fill the desired spectrogram width. A loop function duplicates the spectrogram across the time axis when this occurs until no gap remains.

A vertical roll function may be applied to samples that are at least 1.5 times as wide as the desired spectrogram width. Given a desired width $w$, a spectrogram $s$ and an interval $i$ such that $i = w/2$, $n$ sub-samples of $s$ are created spanning the following indices:

$$(s_{i1}, s_{i1+w}), (s_{i2}, s_{i2+w}), \ldots (s_{ni}, s_{ni+w})$$

Since some audio recordings in the Watkins Marine Database may be significantly longer than the database average, we limit the number of sub-samples taken to at most 5, to avoid excessive class imbalance and computational complexity.

Once augmentations (if any) have been applied, each channel’s data is normalized. The channels are combined into a sample consisting of a 3-channel spectrographic matrix and a class label. Finally, all the completed samples are exported as NumPy (.npy) files, and all relevant configuration details are logged.

C. CONVOLUTIONAL NEURAL NETWORK

To establish a performance baseline to measure our ResNets against, we created a CNN based on the top-performing entry
in the 2016 BirdCLEF competition [15]. It takes as input a 128 × 256 spectrogram and consists of 5 convolutional layers followed by a fully connected layer and a final fully connected layer which uses a SoftMax function to output the predicted class. A summary of its structure is seen in FIGURE 5.

D. RESIDUAL LEARNING NETWORK

ResNets have been shown to improve classification performance over traditional CNNs [8]. This improvement stems from the use of residual connections that maintain identity mappings across blocks of traditional convolutional layers, as seen in Figure 7. The benefits of residual learning extend to marine mammal vocalization studies. However, while researchers have shown ResNets to perform well on marine mammal classification for small (three or fewer) sets of closely related marine mammal species [18], a study for a larger range of species is needed. Given the success of ResNets in large avian classification tasks [35], residual learning is a promising candidate for large-scale marine mammal classification.

Our residual learning network (ResNet) implementations are based on the paper published by He, et al., the creators of ResNet [8]. Our ResNets are made up of three consecutive sets of one or more residual blocks each. For each consecutive set, filter size (height and width) decreases while filter depth increases, as seen in FIGURE 6. These sets are followed by a fully connected layer and a final fully connected layer using the SoftMax function to output the predicted class.

Each residual block contains a 3 × 3 convolutional layer with batch normalization and a Relu activation function. This is followed by another 3 × 3 convolutional layer whose output is batch normalized and summed with the identity mapping output of the previous block. This sum is input into a Relu activation function, and finally, the output is sent to the next residual block. This residual block structure is shown below in FIGURE 7. Dimensionality reduction between stacks is handled by a pooling layer, implemented as a convolutional layer with a stride of 1 in the first residual block of each stack.

V. RESULTS AND DISCUSSION

This section contains the results of our analysis of a CNN, and our 1-Channel and 3-Channel ResNets on the task of classifying marine mammal species via vocalizations. This is followed by a deeper analysis of optimal spectrographic parameters for 1 and 3-channel ResNets, and a discussion of our findings. Measures of accuracy are calculated as the mean of k-folds. Precision, recall, and f1-scores are calculated by taking the mean of k-folds from the mean of all classes, weighted by their respective class size. Values for confusion matrices are summed from each k-fold. Unless otherwise noted, we use 5-fold cross-validation across 100 epochs on a 16-class classification task as the standard for comparing optimal parameters. Our final test in section IV-E utilizes 10-fold cross-validation across 250 epochs on a 32-class classification task.

A. CONVOLUTIONAL NEURAL NETWORK

As a baseline, we conduct a comparison between a top-performing CNN architecture and a 1-Channel ResNet. As seen in TABLE 2, ResNet shows a significant improvement over CNN across all measures.

|          | f1-Score | Precision | recall | accuracy |
|----------|----------|-----------|--------|----------|
| CNN      | 0.8019   | 0.8179    | 0.8045 | 0.8045   |
| 1ch. ResNet | 0.8512   | 0.8599    | 0.8543 | 0.8543   |
B. MULTI-CHANNEL INFORMATION GAIN

To determine if ResNets may learn more information when using multiple spectrographic channels, we conducted a comparison between a test and control spectrogram. Our test spectrogram contains three channels, each generated from a unique configuration. We evaluated each of these channel configurations on a single-channel classification task. Of these three, we selected the best performing configuration and used it to generate a control spectrogram with three identical channels. In Table 3, we see that the test spectrogram does demonstrate superior performance, indicating a positive gain in information.

| Test | fl-score | precision | recall |
|------|----------|-----------|--------|
| 0.7090 | 0.7274 | 0.7101 |
| 0.5951 | 0.6571 | 0.6010 |

C. OPTIMAL PREPROCESSING PARAMETERS

Results for our analysis of optimal spectrographic preprocessing parameters are outlined below. These findings serve as a basis for the design of our final 1 and 3-channel ResNet implementations.

In Table 4 we see that the top-performing window function was a Hann window of size 1024 with a hop length of 128. Note that no window function outperformed the others across all parameter combinations.

Table 5 shows results for optimal spectrogram width and height, with superior performance found using size 512 × 256. These spectrograms were generated using a Hann window function with a window length of 1024 and a hop length of 64.

The horizontal role provides superior results, as seen in Table 6. Note, in this test, only one roll is performed.

D. SINGLE AND MULTI-CHANNEL RESNET RESULTS

Table 7 contains the classification performance results for a series of 1 and 3-channel configurations. A wide variety of window and channel configurations are tested to reveal any trends, such as an increase in window size, that may impact classification performance. These results, together with our analysis of optimal preprocessing parameters, inform the configurations used in our final, 32-class classification tests in section V.E.

E. 32-CLASS CLASSIFICATION RESULTS

The above results informed the creation of three final spectrographic configurations. Their performance on a 32-class marine mammal vocalization classification task is seen in Table 8. We trained these models for 300 epochs using 10-fold cross-validation. While we rely upon F1-scores to evaluate performance, we include area under the curve (AUC) scores for reference in these final tests. Training and validation curves are provided in Figure 8.

The results seen in Table 8 indicate that single-channel configurations offer superior performance, with the...
TABLE 6. Horizontal roll results.

| h-roll | f1-score | precision | recall  |
|--------|----------|-----------|---------|
| yes    | 0.8968   | 0.9018    | 0.8975  |
| no     | 0.8178   | 0.8398    | 0.8199  |

TABLE 7. Results for optimized single and multi-channel ResNet configurations.

| f1-score | channel type(s) | window-length(s) | hop-length | dimensions |
|----------|-----------------|------------------|------------|------------|
| 0.87995  | [w]             | 512              | 64         | 256×256    |
| 0.85721  | [w][w][w]       | 512, 256, 128    | 64         | 256×256    |
| 0.84146  | [w]             | 128              | 256        | 64×64      |
| 0.83236  | [w]             | 256              | 64         | 128×128    |
| 0.82304  | [w][d][d]       | 512              | 64         | 256×256    |
| 0.81801  | [w][d][w]       | 512, n/a, 128   | 64         | 256×256    |
| 0.80912  | [w][d][d]       | 256              | 64         | 128×128    |
| 0.80627  | [w][w][w]       | 128, 64, 32     | 256        | 64×64      |
| 0.7913   | [w][w][w]       | 256, 128, 64    | 64         | 128×128    |
| 0.79024  | [w][d][w]       | 128, n/a, 32    | 256        | 64×64      |
| 0.7811   | [w][d][d]       | 256, n/a, 64    | 64         | 128×128    |
| 0.74639  | [w][d][d]       | 128              | 256        | 64×64      |

[w] = window channel, [d] = delta channel

TABLE 8. Results for 32-class classification task.

| f1-score | auc     | channel | h-roll | window-length(s) | hop-length | dims.   |
|----------|---------|---------|--------|------------------|------------|---------|
| 0.86715  | 0.9281  | [w]     | yes    | 1024             | 64         | 512×256 |
| 0.85496  | 0.9286  | [w]     | yes    | 1024             | 64         | 128×256 |
| 0.84558  | 0.9169  | [w][d][d] | yes | 1024             | 64         | 128×256 |

512 × 256 spectrogram implementation demonstrating a modestly higher f1-score than the others. These results may be surprising given the positive information gain demonstrated in section V.B. One possibility is that, given the relatively low sample rate (22,050 Hz) in our data, the increase in temporal resolution gained from using separate window functions provides only limited utility. A better use case may be found in studies using data with higher sample-rates. Given a broader range of frequencies, varying the window function across channels may have more of an impact on learning. In particular, data containing ultrasonic vocalizations could see a benefit. Further, multi-channel spectrograms may be a good choice for classifying between small numbers of closely related species, as seen in previous studies [18].

Our results do indicate useful techniques for improving classifier performance: augmenting data with the horizontal roll and increasing frequency resolution both demonstrate advantages. Our implementation of horizontal roll results in functionally more samples being trained, so this result is not surprising. The impact of frequency resolution does offer some interesting insights, however. The best performing spectrographic window functions utilized the highest frequency resolutions available given their relative height. This suggests that subtle variations in frequency are a large factor in distinguishing between species. We can further conclude that the diminished temporal resolution of the top-performing configuration was still sufficient to resolve a
significant number of rapid pulses and clicks contained in the recordings.

VI. CONCLUSION
Both traditional CNNs and ResNets are effective at classifying marine mammal vocalizations, however, ResNets demonstrate superior results on our dataset. Multi-channel spectrograms demonstrated an increase in overall information gain compared to a control, however, multi-channel implementations failed to outperform single-channel implementations on a 32-class classification task. More research is necessary, but given the results for our dataset, we conclude that the added complexity of multi-channel spectrographic input is not justified for marine mammal species classification using acoustic data.

We find that several preprocessing factors lead to improved classification results. Increasing frequency resolution was associated with an increase in performance across all our tests, with the best results being given by Hann window functions. Increasing the size of the spectrograms was generally associated with an increase in performance. It should be noted that our tests were limited by memory constraints to the maximum tested sizes of 512 × 256 or 256 × 512. It is likely that performance would continue to improve with larger spectrograms of higher resolutions, but further research is needed to confirm this trend. Finally, horizontal-roll improved classification with a single horizontal roll giving a 9.7% increase in F1-score.
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