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Abstract. This paper reviews recent deep-learning-based matting research and conceives our wider and higher motivation for image matting. Many approaches achieve alpha mattes with complex encoders to extract robust semantics, then resort to the U-net-like decoder to concatenate or fuse encoder features. However, image matting is essentially a pixel-wise regression, and the ideal situation is to perceive the maximum opacity correspondence from the input image. In this paper, we argue that the high-resolution feature representation, perception and communication are more crucial for matting accuracy. Therefore, we propose an Intensive Integration and Global Foreground Perception network (I2GFP) to integrate wider and higher feature streams. Wider means we combine intensive features in each decoder stage, while higher suggests we retain high-resolution intermediate features and perceive large-scale foreground appearance. Our motivation sacrifices model depth for a significant performance promotion. We perform extensive experiments to prove the proposed I2GFP model, and state-of-the-art results can be achieved on different public datasets.
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1 Introduction

Image matting has a wide application in film productions, image editing, live video, etc. Since the first success to explore image matting with convolutional neural networks [2], deep learning has contributed significantly to the performance improvement of alpha mattes. Xu et al. [17] combined RGB images with trimaps as conjoint input and proposed an encoder-decoder model to predict alpha mattes. Yu Qiao and Ziqi Wei contribute equally to this work.
alpha mattes, providing primary heuristics for most later researches. Many elaborated models [15,1] are proposed with potential modifications like skip connections, refinement modules, and additional branches to improve the visual and quantitative quality of alpha mattes. These models share an analogous pipeline and a complicated encoder architecture (Fig. 2 (a)), the Resnet50 backbone in [15], the Xception-65 encoder in [5], the MobileNetV2 model in [9] etc. Some trimap-free methods [11,22] also exploit deep models to generate alpha mattes. Complex encoders can extract advanced semantics and contribute to the shape completion of foreground objects. However, in this paper, we throw such a doubt: advanced semantics is the decisive element in image matting?

The essence of image matting is a pixel-wise estimation, which is a common understanding from the image synthesis equation [17]. The anticipated alpha matte should bridge an end-to-end correspondence between the input image and the foreground opacity. This assumption can authorize a great degree of arbitrariness on semantic information (Fig. 1): a half-length portrait or a head can suggest a human, several leaves or petals can represent a flower. Based on this observation, we can conclude that advanced semantics may not be the consequential factor for image matting. Instead of deep semantics, wider and higher feature representation, perception and communication are more crucial for high-quality alpha mattes.

In this paper, we abandon extremely advanced semantics in favor of intensive integration between various encoder features, and complement the global foreground perception branch to provide a highly expressive appearance. The schematic comparison between our motivation and general existing matting models is illuminated in Fig. 2. Specifically, we adopt a 4-stride output VGG-16 encoder to retain more input information and bridge intensive connections (IC) to the decoder stage. Each decoder block can catch all low-order layers to integrate wider representation, and the consistent resolution ($output_{\text{stride}} = 4$) can enable such an incremental feature fusion. Simultaneously, we import a global foreground perception (GFP) branch to capture large-field appearance details. Generally speaking, high-resolution feature representation and extensive fore-
(a) The prevalent pipeline
(b) The proposed pipeline

Fig. 2. The motivation of wider and higher compared to the prevalent pipeline of most existing matting researches \[5\,7\,9\,15\]. We sacrifice model depth for a sustained intermediate resolution (output stride=4) and bridge intensive connections to the decoder. Global foreground perception can contribute to more details. Ground appearance can maintain more details and textures, and their accumulation can provide wider attribute integration. Therefore, the proposed Intensive Integration and Global Foreground Perception network (I2GFP) can achieve a wider and higher alpha matte estimation. We conduct extensive experiments on public matting datasets, and the state-of-the-art performance can also verify the rationality of our motivation.

Our main contributions are summarized as follows:

- We propose the Intensive Integration and Global Foreground Perception network (I2GFP), providing a wider and higher feature representation with the sacrifice of model depth. Extensive experiments on public datasets can prove our motivation and the proposed model.
- We bridge Interleaved Connections (IC) between the encoder and decoder stage, enabling a wider feature communication.
- We present a Global Foreground Perception branch to capture and convert primitive appearance, which can complement rich foreground details.

2 Related Work

Here we briefly review traditional matting approaches, then enumerate recent deep-learning-based architectures and analyze their functions and universality.

**Traditional matting.** Traditional approaches resort to color or texture distribution to estimate alpha mattes. They can be divided into two categories according to different ways of uncertainty expansion: sampling-based and affinity-based methods. Sampling-based solutions \[4\] connect the pixel-wise uncertainty in foreground and background to infer the labels of transition regions. As for affinity-based methods \[6\], they calculate the correlations between certain and transition regions, then propagate the labels to the whole image. Potential certainty is provided by trimap or scribbles priors, and both involve user interactions to indicate some label attributes. Each pixel in trimap shares an explicit label correspondence, white-foreground, black-background and gray-transition. While scribbles have limited prior annotations suggested by several scribbles to
represent foreground and background. Due to the restricted expressive ability of hand-crafted features, traditional matting approaches usually generate ambiguous alpha mattes when the input images have complex colors or textures.

**Deep-learning-based matting.** Recent deep learning models can achieve comparable results benefiting from the structure representation of powerful convolution neural networks. Generally speaking, existing matting architectures have two solutions, with trimaps as confine and end-to-end automatic models. Xu et al. [17] employ concatenated RGB images and trimaps as input, regressing alpha mattes with an encoder-decoder model. Most later methods [13,15] follow this to design their models, using a complex encoder to extract advanced semantics and achieve original resolution with a U-Net like decoder. Hao et al. [9] and Dai [3] unify upsampling operators with the index functions to improve encoder-decoder network. Li et al. [7] utilize a guided contextual attention to improve the transmission of the opacity. Though the trimap expansions in SIM [14] can extend the range of transition capture, they require alpha categories.

Several researches [11,12,20,22] achieve trimap-free architectures, but they have limited generalization in natural images and also rely on complex encoders to extract extremely advanced semantics. There are also some methods relying on multiple stages or feedback to perform model optimization. [2] fuses trimap labeling and image matting as a two-phase framework. Interactions-based methods [13,16] resort to user feedback to refine alpha mattes. Some approaches [19] and [8] can produce results with additional guidance like masks, backgrounds.

### 3 Methodology

Our motivation is to provide wider and higher feature fields for alpha estimation. Although model depth can contribute to advanced semantics with an accumulated receptive field, we argue that extreme semantics are not consequential. On the one hand, the foreground classes enjoy a high granularity of freedom in natural matting images and bring huge ambiguity for vanilla semantics. It could
be anything sharing a transparent uncertain region; even part of them can also be the target. On the other hand, image matting requires pixel-wise opacity and all alpha values expect a wider feature range and higher field to receive more opacity perception. The wider range can combine different-level feature representation, while the higher field can retain extensive appearances and details to enrich fine-grained prediction. Based on the above observations, we propose the Intensive Integration and Global Foreground Perception network (I2GFP), with intensive connections (IC) and global foreground perception (GFP), to achieve wider and higher feature representation. In this section, we first introduce the whole architecture 3.1, then the IC module 3.2 and GFP branch 3.3.

### 3.1 Network Architecture

The architecture of the Intensive Integration and Global Foreground Perception network (I2GFP) is illuminated in Fig. 3. We take an RGB image and trimap as concatenated input \((R^{4\times H\times W})\). Trimap is imported to suggest transition regions. To fully demonstrate the validity of I2 and GFP in capturing matting features, we harness original VGG-16 to capture necessary semantics and record the features from different blocks as \(F_i \in R^{c \times h \times w}\), where \(i\), \(c\), \(h\), and \(w\) denote the block index, channels, height, and width of features. We only reserve the stride=2 pooling operation in the first two blocks, thus can generate a high-resolution intermediate feature \(F_i \in R^{c \times H/4 \times W/4}\), \(i \in \{3, 4, 5\}\). This output_stride = 4 design can extract sufficient semantics and preserve more initial attributes.

For the decoder stage, we adopt Intensive Connections (IC) to obtain a wider feature representation. We also propose a Global Foreground Perception (GFP) branch to provide necessary appearances. For a better training procedure, we incrementally add the IC and GFP module to achieve optimal convergence.

### 3.2 Intensive Connections

Although common skip connections can bridge the feature transport, each decoder layer can only observe the corresponding encoded features, resulting in direct calculation between skip connections and upsampled features: \(F_D = \Phi(\theta) \sim \text{Cat}\{F_E, F_U\}\), where \(F_D \in R^{c \times h \times w}\) and \(F_U \in R^{c \times h \times w}\) represent the \(i\)-layer encoder feature and \(i\)-layer unsampling feature. Such connection ignores the context relevance desired by image matting. Considering the example in Fig. 3 the stems, branches, and catkins of the dandelion correspond to a potentially different range of receptive fields, but the correlations and opacity between them are mutually enforced by each other. Therefore, we employ intensive connections (IC) to improve this correlation among different-level features.

Formally speaking, we define the calculation of step-wise convolution in decoder stage as follows:

\[
F_D^i = \Phi(\theta) \sim \text{Cat}\{F_E^i, F_E^{i-1}, ... F_E, F_U\},
\]

except for the output convolution, each decoder layer takes the last upsampling feature and all low-order encoder features as input to obtain wider feature representation. For example, the fourth decoder layer has a concatenated input of
\( F^5_E, F^4_E \), and output \( F^1_D \). IC can promote the communication between different receptive fields. We use shrink convolution to transport the encoder features with a channels of 16. The final output layer only takes \( F^1_U \) and \( F^1_E \) as input to preserve more primitive foreground appearance.

Compared to previous dense connections [23,21], IC has two novel parts for image matting. The first starts with the third encoding layer and ends with the third decoding layer, sharing consistent resolution, and we integrate them by shrinking convolution and the concatenation operation. The second part is the combination between the decoder features and the low-level information from GFP. The consistent high-resolution integration can promote context-related foreground communication, and the combination with primitive textures can provide more foreground details for alpha mattes.

### 3.3 Global Foreground Perception

Many matting works [3,17] combine the initial encoded features in the back-end layers of the decoder to supplement the foreground details. The deep network can extract abstract semantics, while the low-level features contain more primitive textures (appearances and details). Inspired by the large kernels in [10], we propose our global foreground perception (GFP) branch to capture low-level details. Given the RGB input, we first perform two downsampling convolutions to reduce calculation space. Then two global convolutional layers can perceive large-field foreground appearances with a large kernel size \( k \). Specially, we employ a combination of \( 1 \times k + k \times 1 \) and \( k \times 1 + 1 \times k \) convolutions like [10], enabling more feature perception and integration in a large \( k \times k \) region. \( k \) equals space size is the ideal receptive field for capturing the full foreground, but we use half the spatial size comprising the execution cost. GFP can perceive sufficient foreground appearances and details, and the large-kernel global convolutions can retain the contextual opacity variations within the RGB input.

Compared to Gloab Convolutional Network [10], there are two main innovations of GFP. 1) We only use large kernels on the initial image features to extract foreground details and bridge the direct transformation between initial image features and alpha mattes. 2) Compared to the semantic problems, image matting requires much more foreground textures and boundaries from the input image. The large kernels in the two global convolutional layers of GFP are 255 and 127. Both are the largest size considering the GPU capacity. Small kernels like 3,5...15 can also extract image features, but they are separated from the requirements of alpha mattes for as many foreground details.

### 3.4 Loss Functions and Implementation Details

**Loss functions.** We use \( \mathcal{L}_1 \) loss, composition loss \( \mathcal{L}_{\text{comp}} \) and Laplacian loss \( \mathcal{L}_{\text{lap}} \) to ensure the pixel-wise accuracy, and \( \mathcal{L}_{\text{grad}} \) loss to balance the gradient.

\[
\mathcal{L}_1 = \sum_j |\alpha_p^j - \alpha_d^j|,
\]
\[ L_{\text{comp}} = \sum_j |C_j^g - \alpha_j^p F_j^g - (1 - \alpha_j^p) B_j^g|, \]  
(3)

\[ L_{\text{grad}} = \sum_j |\nabla \alpha_j^p - \nabla \alpha_j^g|, \]  
(4)

\[ L_{\text{lap}} = \sum_{s=1}^{5} 2^{s-1} |L_{py}^s \alpha_p - L_{py}^2 \alpha_g|, \]  
(5)

\[ L_{\text{total}} = L_1 + L_{\text{comp}} + L_{\text{grad}} + L_{\text{lap}}. \]  
(6)

where \( \alpha_j^p \) and \( \alpha_j^g \) correspond to the alpha values at pixel \( j \) inside unknown regions, \( p \) and \( g \) denote the predicted and ground truth alpha mattes, \( \alpha_j^p, \alpha_j^g \in [0,1] \). \( L_{py}^s \) represents the Laplacian functions. And the final loss function is the direct linear combination of \( L_1, L_{\text{comp}}, L_{\text{grad}}, \) and \( L_{\text{lap}} \).

**Implementation details.** We employ the PyTorch deep learning framework to implement I2GFP, and the training environment is 4 Tesla V100 graphics cards. We first train the encoder-decoder integration model for 200,000 iterations with a batch size of 10 and an initial learning rate of \( 4 \times 10^{-4} \). The VGG-16 backbone is loaded from the pre-trained model, and other parameters are randomly initialized from a Gaussian distribution. All training images are randomly cropped to 512 × 512, 640 × 640 or 800 × 800, then resized 512 × 512, thus the large kernels in the two global convolutional layers of GFP are 255 and 127, respectively. We also employ horizontal random flipping, jitter and affine translation to make data augmentation. We use the Adam optimizer to optimize the network and adopt the Cosine Annealing strategy to schedule the learning rate. We then add the GFP branch to train the whole model with the same hyperparameters. The first training stage takes three days, and the full I2GFP takes additional two days to achieve the best results.

4 Experiments

In this section, we evaluate the proposed I2GFP on the public matting datasets and natural images. The comparisons involve visual and quantitative demonstrations with the SOTA approaches and ablation study. The four evaluation metrics include the summation of absolute differences (SAD), mean square error (MSE), the gradient (Grad), and connectivity (Conn) proposed by [13]. Considering the fairness, most SOTA methods in our experiments are trimap-based. Unless otherwise noted, all metrics are calculated inside the transition regions—the lower the values of all evaluation metrics, the better the predicted alpha mattes.

4.1 Results on Adobe Composition-1k

The Adobe Composition-1k dataset is constructed by [17], which contains 431 different foreground images and corresponding alpha mattes for training while 50 for testing. We refer to the composition rules in [17] to generate a large-scale dataset with 43100 training images and 1000 testing examples. Here we compare I2GFP with CF [6] and deep learning models, including DCNN [2], DIM [17],
Fig. 4. The visual comparisons with GCA [7] and A^2U [3] on the Adobe Composition-1K dataset [17]. The regions marked by the red rectangles are zoomed in at the corner.

Table 1. The quantitative results on the Adobe Composition-1K testing dataset [17]. “Base”-baseline model, “Base+IC”-add the IC module on the baseline. The combination of IC and GFP on the baseline is the full I2GFP model.

| Methods | CF [6] | DCNN [2] | DIM [17] | Sample [15] | CA [5] | Index [9] | AdaM [1] | GCA [7] | A^2U [3] | LF [22] | HAtt [11] | Base | Base+IC | I2GFP |
|---------|-------|---------|---------|------------|--------|----------|---------|--------|--------|-------|---------|------|---------|-------|
| SAD↓    | 121.18| 122.40  | 50.4    | 40.35      | 35.8   | 45.8     | 41.7    |        |        | 35.28 | 32.15   |      |         | 32.20 |
| MSE↓    | 0.076 | 0.079   | 0.014   | 0.0099     | 0.0082 | 0.013    | 0.010   |        |        | 0.0091| 0.0082 | 0.020 | 0.015   | 0.0106|
| Grad↓   | 130.63| 129.57  | 31.0    | -          | 17.3   | 25.9     | 16.8    |        |        | 16.92 | 16.39   | 34.33| 21.70   | 20.76 |
| Conn↓   | 120.16| 121.80  | 50.8    | -          | 33.2   | 43.7     | -       |        |        | 32.53 | 29.25   | 50.60| 44.28   | 36.71 |

Sample [15], CA [5], Index [9], AdaM [1], GCA [7], A^2U [3], Late Fusion [22], and HAttMatt [11].

The quantitative summary is reported in Table 1 and the best results are shown in bold. We can observe that I2GFP has clear advantages on the MSE and Gradient metrics compared to existing methods, corresponding to 3.66% and 4.58% performance promotion, respectively. These improvements are benefiting from IC module and GFP branch. IC can consolidate the opacity consistency between different foreground parts via multi-scale feature communication. GFP can provide rich appearances to complement details and texture to further visual quality. By contrast, on the SAD and Conn metrics, I2GFP is slightly inferior to A^2U matting [3]. The potential analysis is that the affinity-aware functions in [7] can retain many sampling details. It is noted that most deep learning models [15, 6, 17, 22, 11] employ sophisticated backbones to extract more advanced semantics, and the performance of I2GFP indicates that wider and higher feature representation contributes better to alpha perception.

As shown in Fig. 4, we make the visual comparisons with GCA [7] and A^2U [3] matting. The I2GFP demonstrates more details and textures for common transition regions, like hairs and nets. The better visual presentation is mainly due to the GFP branch, which can supply more exquisite appearances. The high-resolution encoder-decoder motivation can also retain more primitive image features. Our VGG-16 backbone has limited ability to capture semantics.
4.2 Ablation Study

Here we perform an ablation study to verify different components. All models here are trained and evaluated on the Adobe dataset [17]. The output stride = 4 encoder is cascaded with a U-Net like decoder to form the baseline model. As reported in Tab. 1, the baseline model can achieve better results than DIM [17] and Index [9], proving the validity of the higher motivation (output stride = 4 can retain more primitive attributes). Then we add IC on the decoder stage to promote communications between different-level encoder features. IC can provide wider feature fields for each layer, and there is a noticeable improvement in all metrics after adding IC. The I2GFP is the full model with IC and GFP, which achieves the best results in Tab. 1.

The visual comparison from the Adobe Composition-1k testing set is shown in Fig. 5. Both IC and GFP can supply more details and texture, and we can observe that the suspended water droplets and the lines on the glass gradually become clear after adding different components.

4.3 Results on Distinctions-646

The Distinctions-646 dataset [11] consists of 596 distinct training alpha mattes and 50 testing ones. We compare I2GFP with some available methods, CF [6], DIM [17], Index [9], GCA [7], and HAtt [11]. The quantitative and qualitative results are shown in Tab. 2 and Fig. 6.

Compared to GCA, I2GFP improves 20% on MSE, 22.1% on Gradient, and is slightly worse than GCA on Connectivity. We can conclude that the wider and
Fig. 6. The visual comparisons with IndexNet [9] and GCA [7] on the Distinctions-646 dataset [11]. The regions marked by the red rectangles are zoomed in at the corner of the alpha mattes to show more details.

higher feature representation is robust and generalized for different datasets. The visual demonstration in Fig. 6 can clearly indicate the deficiency of Index and GCA. They both show poor performance on the net-like foreground, as shown in the first row of Fig. 6. Many holes in the net are fuzzed together, making it difficult to distinguish them directly even are zoomed in. With the detailed appearances provided by GFP, our model can handle such a situation impressively, and the textures of the nets are visible.

4.4 Results on the Alpha Matting Benchmark

The visual results of the benchmark dataset are shown in Fig. 8. Without tricks, we can achieve the overall rank of 11.8 on this list, which ranks seventh among all published papers. Only our model employs a simple backbone to extract features, and the performance promotion is primarily from the well-designed intensive connections and global foreground perception. The alpha features from different levels share profound communications, and necessary foreground details are supplied to refine the boundaries and textures.

4.5 Results on Natural Images

Here we display additional results on natural images (Fig. 9). I2GFP can predict high-quality alpha mattes with complex backgrounds (the color disturbance and blur). The transition regions have a clear distinction to separate the foreground objects, which is mostly benefited from our wider and higher feature representation. Notably, the global foreground perception branch can provide essential appearances even affected by illumination (second example in Fig. 9).
Fig. 8. The alpha mattes of I2GFP on the benchmark images [13].

Fig. 9. The alpha mattes generated by I2GFP on the real-world images.

The trimaps are generated by off-the-shelf segmentation models, and the dependence on high-quality trimap is a problem existing in most current matting methods. However, trimaps can define the user interests, which restricts the valid applications for some trimap-free methods [11,22].

5 Conclusions and Future Works

In this paper, we review most existing matting architectures and introduce our motivation for wider and higher feature representation. We propose the Intensive Integration and Global Foreground Perception network (I2GFP) to achieve extensive feature representation, perception, and communication for alpha mattes. IC can promote feature communication between upsampling layers and different-level encoder attributes, while GFP branch can capture rich appearances with large kernels. We perform extensive experiments on public datasets and natural images. The results show that I2GFP can achieve state-of-the-art performance, proving the effectiveness of IC, GFP, and the wider and higher feature fields motivation. Besides, we will explore more flexible semantic modules to replace the existing pre-trained backbone in the future, which we believe can achieve a better performance/capacity trade-off.
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