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ABSTRACT. We develop a $q$-analogue of methods introduced by Arinkin and Borodin in [1], [2]. Our goal is to show that the one-interval gap probability for the $q$-Hahn orthogonal polynomial ensemble can be expressed through a solution of the asymmetric $q$-Painlevé V equation. The case of the $q$-Hahn ensemble we consider is the most general case of the orthogonal polynomial ensembles that have been studied. Our approach is based on the analysis of $q$-connections on $\mathbb{P}^1$ with a particular singularity structure. It requires a new derivation of a $q$-difference equation of Sakai’s hierarchy [27] of type $A_2^{(1)}$. We also calculate its Lax pair. Following [2], we introduce the notion of the $\tau$-function of a $q$-connection and its isomonodromy transformations. We show that the gap probability function of the $q$-Hahn ensemble can be viewed as the $\tau$-function for an associated $q$-connection and its isomonodromy transformations.

1. Introduction

The connection between gap probabilities for orthogonal polynomial ensembles and Painlevé equations was established in the 90’s. In continuous settings the gap probability function was explicitly written in terms of a specific solution of one of the six Painlevé equations for all classical weights. It was done in [29] for the Hermite and Laguerre weight, in [29] and [16] for the Jacobi weight, and in [30], [8] for the quasi-Jacobi weight.

The first results for the discrete case were obtained in [7]. In present paper we consider the $q$-Hahn orthogonal polynomial ensemble. We present an explicit expression of the gap probability function for this ensemble in terms of a solution of the $q$-asymmetric Painlevé V equation. The $q$-Hahn ensemble is the most general case of orthogonal polynomial ensembles associated to a family of polynomials in the Askey scheme that have been studied in this context. We believe that the expressions for the gap probabilities in terms of solutions of Painlevé equations in all known cases should follow from our result through a degeneration procedure. In the end of the paper we present a numerical evidence supporting this claim. Considering a specific limit regime we show that the distribution of the rightmost particle in the $q$-Hahn ensemble numerically converges to the Tracy-Widom distribution.

We initially became interested in the problem of studying the $q$-Hahn ensemble as it naturally comes up in the statistical description of the tilings of a hexagon by rhombi (see [10]) as well as in the representation theory (see [21]). Let us describe the former connection in more details.

1.1. Tilings of a hexagon and $q$-Hahn ensemble. We start by recalling the definition [22] of $q$-Hahn polynomials.
Definition 1.1. Let \( q \in (0, 1) \) and \( N \in \mathbb{Z}_{>0} \). Let \( 0 < \alpha < q^{-1} \) and \( 0 < \beta < q^{-1} \) or \( \alpha > q^{-N} \) and \( \beta > q^{-N} \). Define a weight function on \( X = \{0, \ldots, N\} \) as

\[
\omega(x) = (\alpha \beta q)^{-x} \frac{(\alpha q, q^{-N}; q)_{\alpha}}{(q^{-N}; q)_{\alpha}},
\]

where \( (y_1, \ldots, y_i; q)_k = (y_1; q)_k \cdots (y_i; q)_k \), and \( (y; q)_k = (1 - y)(1 - yq) \cdots (1 - yq^{k-1}) \) is the \( q \)-Pochhammer symbol.

Definition 1.2. Let us fix an integer \( k \geq 1 \). The \( q \)-Hahn orthogonal ensemble is a probability measure on the set of all \( k \)-subsets of \( X = \{y_i = q^{-i} : i = 0, \ldots, N\} \) given by

\[
P(y_{x_1}, \ldots, y_{x_k}) = \frac{1}{Z} \prod_{1 \leq i < j \leq k} (y_{x_i} - y_{x_j})^2 \cdot \prod_{i=1}^{k} \omega(x_i),
\]

where \( Z \) is the normalizing constant.

The collection \( (y_{x_1}, \ldots, y_{x_k}) \) is often referred to as \( k \)-particle configuration.

The \( q \)-Hahn orthogonal ensemble is closely related to the following tiling model. For any integers \( a, b, c \geq 1 \) consider a hexagon drawn on a regular triangular lattice (see Figure 1). The tilings of the hexagon by rhombi are obtained by gluing two neighboring elementary triangles together (such rhombi are called lozenges). In Figure 1 one can also view rhombi as faces of unit cubes and see the three-dimensional shape corresponding to a tiling. It is called a 3-D Young diagram or, equivalently, boxed plane partition.

Consider the set of all tilings of a hexagon by rhombi, which we denote by \( \Omega(a, b, c) \). Let us denote the purple lozenges by \( \Diamond \) and introduce coordinate axes \((i, j)\) shown in Figure 1. Define a probability measure on \( \Omega(a, b, c) \) as

\[
P(T \in \Omega(a, b, c)) = \frac{w(T)}{\sum_{\mathcal{S} \in \Omega} w(\mathcal{S})}, \text{ where } w(T) = \prod_{\Diamond \in T} w(\Diamond),
\]

and \( w(\Diamond) = q^{-j_{\text{top}}} \) (\( j_{\text{top}} \) is the \( j \)-coordinate of the topmost point of the purple lozenge).

In the language of boxed plane partitions, this definition assigns to a plane partition of volume \( V \) (=number of \( 1 \times 1 \times 1 \) boxes) the probability proportional to \( q^{-V} \). If we send \( q \to 1 \) we obtain a uniform distribution on the set of all tilings.

Consider a transformation of the hexagon by means of the following affine transformation:
In this way it is easy to see the bijection between the tilings and the set of non-intersecting paths on the plane lattice [17]. Figure 2 illustrates this.

Figure 2. Modified tiling of a $3 \times 3 \times 3$ hexagon and the corresponding family of non-intersecting paths.

Let us introduce new variables $T = a + b$, $N = a$, $S = c$ and coordinates $(t, x)$ (see Figure 2). Let the parameters $a, b, c$ be fixed. Consider the section of the modified hexagon for some $t$. Then the coordinates of the nodes (intersection of the paths with the section) belong to

$$\mathcal{F}_t = \{x \in \mathbb{Z}: \max(0, t + S - T) \leq x \leq \min(t + N - 1, S + N - 1)\}.$$  

Note that there are exactly $N$ nodes for any section $t$. Denote the configuration of the nodes by $C(t)$.

**Theorem 1.3** ([10], Theorem 4.1).

$$\text{Prob}\{C(t) = (x_1, \ldots, x_N)\} = \text{const} \cdot \prod_{i<j}(q^{-x_i} - q^{-x_j})^2 \prod_{i=1}^{N} w_{t,N,S,T}(x_i),$$

where $w_{t,N,S,T}(x)$ is the weight function of the $q$-Hahn orthogonal polynomial ensemble.

Thus, the study of the $q$-Hahn ensemble gives a lot of insight into the tiling model. Let us get back to the ensemble itself. We are interested in the following function

$$D_k(s) = \sum_{x_1, \ldots, x_k < s} \mathcal{P}(y_{x_1}, \ldots, y_{x_k}),$$

which is called the one-interval gap probability function. We will call the gap probabilities its values for different $s$. Note that $D_k(s) = \text{Prob}(\max\{x_i\} < s)$ and $y_{\max\{x_i\}}$ is called the position of the rightmost particle. For the corresponding tiling model using the gap probability function one can describe positions of the upmost and bottommost nodes. Therefore, in the limit regime it provides a lot of information about the frozen boundary, a curve separating the so-called liquid region from the facets.

Now we are ready to present our main result.
Theorem 1.4. The one-interval gap probabilities $D_k(s)$ satisfy the following recurrence

\[(1.2) \quad \frac{D_k(s)D_k(s-2)}{D_k(s-1)^2} = \frac{\alpha \beta (r_s w - q^{2s+k+1})(r_{s+1} w - \alpha^{-1} \beta^{-1} q^{-2s-k-1})(t_s - q^{-s+1})^2}{q^{-2s}(q^{-s+1} - q^{-N})(q^{-s+1} - \alpha q)(q^{-s+1} - b^{-1} q^{-N})(q^{-s+1} - q)}, \]

where $(r_s, t_s)$ is the solution of the asymmetric $q$-Painlevé V equation

\[
(r_{s+1} t_s + 1)(r_s t_s + 1) = \frac{q^{2s} (t_s - q^{-N})(t_s - b^{-1} q^{-N})(t_s - \alpha q)(t_s - q)}{\alpha \beta^{-1} q^{-2N}(t_s - q^{-s+1})^2},
\]

\[
(r_{s+1} t_{s+1} + 1)(r_s t_s + 1) = \frac{q^{-4s+1} (q^{-N} r_{s+1} + 1)(\beta^{-1} q^{-N} r_{s+1} + 1)(\alpha q r_{s+1} + 1)(q r_{s+1} + 1)}{\alpha \beta (r_{s+1} w - q^{-2s+k})(r_{s+1} w - \alpha^{-1} \beta^{-1} q^{-2s-k-1})},
\]

and the initial conditions can be found explicitly using Proposition 5.5 and Proposition 5.6 below.

This result predicts the appearance of the Painlevé transcendent in the limit regime. In Section 6 we consider a limit regime which corresponds to a simultaneous linear growth of the sides of the hexagon and present a numerical evidence of the appearance of the Tracy-Widom distribution near the frozen boundary. We use a method suggested by Olshanski in [23].

1.2. Moduli spaces of $q$-connections. The proof of Theorem 1.4 is based on the ideas introduced in [2]. We start by investigating a notion of the $\tau$-function of a vector bundle on $\mathbb{P}^1$ equipped with a $q$-connection. The $\tau$-function we consider is a discrete analogue of the continuous $\tau$-function introduced by Jimbo, Miwa, and Ueno in [18], which proved to play a central role in the theory of the isomonodromy deformations. In the continuous settings the $\tau$-function is a holomorphic function on the universal covering space of the space of parameters of the connection, which vanishes when the corresponding isomonodromy deformation fails to exist. The $q$-difference Painlevé equations were first studied from the point of view of $q$-isomonodromy deformations in [25].

Definition 1.5. Let $q \neq 0, 1$ be a complex number. A $q$-connection $\mathcal{A}$ is a pair $(\mathcal{L}, \mathcal{A}(z))$, where $\mathcal{L}$ is a vector bundle on $\mathbb{P}^1$ and $\mathcal{A}(z)$ is a linear operator

\[\mathcal{A}(z) : \mathcal{L}_z \to \mathcal{L}_{qz}\]

that depends on a point $z \in \mathbb{P}^1 \setminus \{\infty\}$ in a rational way (in particular, $\mathcal{A}(z)$ is defined for all $z \in \mathbb{C}$ outside of a finite set); here $\mathcal{L}_z$ is the fiber of $\mathcal{L}$ over $z \in \mathbb{P}^1$. In other words, $\mathcal{A}(z)$ is a rational map between the vector bundle $\mathcal{L}$ and its pullback via the automorphism $\mathbb{P}^1 \to \mathbb{P}^1$ that sends $z \to qz$.

In speaking of $q$-connections, we will frequently abuse the notation and write $\mathcal{A}(z)$ instead of $(\mathcal{L}, \mathcal{A}(z))$ when there is no danger of confusion.

Definition 1.6. We say that a point $z_0 \in \mathbb{P}^1$ is a pole of $\mathcal{A}$ if $\mathcal{A}(z)$ is not regular at $z = z_0$. We say that $z_0 \in \mathbb{P}^1$ is a zero of $\mathcal{A}$ if the map $\mathcal{A}^{-1}(z) : \mathcal{L}_{qz} \to \mathcal{L}_z$ is not regular at $z = z_0$. Note that $\mathcal{A}$ can have a zero and a pole at the same point.

We proceed by associating to the $q$-Hahn ensemble a vector bundle on $\mathbb{P}^1$ equipped with a $q$-connection and constructing a sequence of its modifications.
Definition 1.7. Suppose $R : \mathcal{L} \to \hat{\mathcal{L}}$ is a rational isomorphism between two vector bundles on $\mathbb{P}^1$. We say that $\hat{\mathcal{L}}$ is a modification of $\mathcal{L}$ on a finite set $S \subset \mathbb{P}^1$ if $R(z)$ and $R^{-1}(z)$ are regular outside $S$. We call $\hat{\mathcal{L}}$ an upper modification of $\mathcal{L}$ if $R$ is regular (resp. $\mathcal{L}$ is the lower modification of $\hat{\mathcal{L}}$).

A $q$-connection $(\mathcal{L}, A(z))$ induces a $q$-connection $(\hat{\mathcal{L}}, \hat{A}(z))$, which we also call a modification.

The next step is computation of “the second logarithmic derivative” of the $\tau$-function for the sequence of modifications and proving that it coincides with “the second logarithmic derivative” of the gap probability function.

In order to follow our plan, we study a special class of $q$-connections in the spirit of [1]. More precisely, we construct moduli spaces of $q$-connections with a particular singularity structure. The choice of the singularity structure we consider is dictated by the singularity structure of the $q$-connection associated to the $q$-Hahn ensemble.

Remark 1.8. After we choose a trivialization of $\mathcal{L}$ restricted to $\mathbb{A}^1 = \mathbb{P} - \{\infty\}$, the operator $\mathcal{A}(z)$ can be written in coordinates as a matrix-valued function $A(z)$. We will call it a matrix of the $q$-connection. For two different trivializations the corresponding matrices differ by a $q$-gauge transformation

$$
\hat{A}(z) = R(qz)A(z)R^{-1}(z).
$$

Thus, the moduli space of $q$-connections can be identified with the moduli space of their matrices modulo $q$-gauge transformations.

Let us consider $q$-connections $(A(z), \mathcal{O} \oplus \mathcal{O}(-1))$. We impose a number of restrictions on them. After choosing a trivialization the matrices of the $q$-connections are $2 \times 2$ matrices with polynomial entries of the following form:

$$
A(z) = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \quad A(0) = \begin{bmatrix} w & 0 \\ 0 & w \end{bmatrix},
$$

$$
deg(a_{11}) \leq 3, \quad deg(a_{12}) \leq 4, \quad deg(a_{21}) \leq 2, \quad deg(a_{22}) \leq 3
$$

$$
det(A(z)) = uv(z - a_1)(z - a_2)(z - a_3)(z - a_4)(z - a_5)(z - a_6),
$$

where $a_1, \ldots, a_6, u, v, w$ are complex parameters. Denote

$$
S(z) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{1}{z} \end{bmatrix}.
$$

We also require that

$$
det(S(qz)^{-1}A(z)S(z)) = quvz^6 + \mathcal{O}(z^5) \quad \text{and} \quad tr(S(qz)^{-1}A(z)S(z)) = (u + qv)z^3 + \mathcal{O}(z^2).
$$

Note that $S$ is essentially a basis of $\mathcal{O} \oplus \mathcal{O}(-1)$ in the neighborhood of $\{\infty\} \in \mathbb{P}^1$. We say that such $q$-connections are of type $\lambda = (a_1, \ldots, a_6; u, qv; w, w; 3)$.

We consider $q$-connections modulo $q$-gauge transformations of the form (1.3). We can write $R$ in coordinates as

$$
R(z) = \begin{bmatrix} r_{11} & r_{12} \\ 0 & r_{22} \end{bmatrix},
$$

$$
deg(r_{11}) \leq 1, \quad deg(r_{12}) \leq 2, \quad deg(r_{22}) \leq 1.
$$
Lemma 1.9. Under certain nondegeneracy conditions on the parameters $a_1, \ldots, a_6, u, v, w$ of a $q$-connection $\mathcal{A}$, there exits its unique modification $\tilde{\mathcal{A}}$ of type $(qa_1, qa_2, \ldots, a_6; u, v, w, qw, qw; 3)$.

Let us assume that the parameters $a_1, \ldots, a_6, u, v, w$ are generic. We will discuss what it means for the parameters to be generic in Section 2. We proceed by showing that the moduli space $M_\lambda$ of $q$-connections of type $\lambda = (a_1, \ldots, a_6; u, vq; w, w; 3)$ modulo $q$-gauge transformations is two-dimensional and its smallest smooth compactification can be identified with $\mathbb{P}^2$ blown-up at nine points; more precisely, it is a Sakai surface of type $A_1^{(2)}$. Let us state our next result.

Theorem 1.10 ($q$-$P_V$). Consider the second root of the matrix element $a_{21}$ (note that 0 is always a root of $a_{21}$) as the first coordinate on $M_\lambda$, denote it by $t$. Let the second coordinate be

$$r = \frac{w(t-a_3)(t-a_4)(t-a_5)(t-a_6)}{a_{11}(t)a_{34}a_{56}t} - \frac{1}{t}.$$  

Consider the modification of $\mathcal{L}$ to $\tilde{\mathcal{L}}$ from Lemma 1.9. It shifts

$$a_1 \to qa_1, \quad a_2 \to qa_2, \quad w \to qw.$$  

Then this modification defines a regular morphism $qPV$ between two moduli spaces $M_\lambda$ and $\hat{M}_\lambda$, the moduli space of $q$-connections of type

$$\hat{\lambda} = (qa_1, qa_2, \ldots, a_6; u, v, qw, qw; 3).$$  

Moreover, the coordinates ($\hat{t}, \hat{r}$) on the moduli space $\hat{M}_\lambda$ are related to ($t, r$) by the asymmetric $q$-Painlevé $V$ equation

$$(r\hat{t} + 1)(rt + 1) = \frac{uva_2^2a_3^2(ra_3 + 1)(ra_4 + 1)(ra_5 + 1)(ra_6 + 1)}{(rw - va_1a_2)(qw - va_1a_2)},$$

$$(\hat{r}\hat{t} + 1)(\hat{r}t + 1) = \frac{a_1a_2(\hat{t} - a_3)(\hat{t} - a_4)(\hat{t} - a_5)(\hat{t} - a_6)}{a_3a_4a_5a_6(\hat{q}t - a_1)(\hat{q}t - a_2)}.$$  

In the proof we also explicitly compute a Lax pair for this equation in a new fashion.

The asymmetric $q$-Painlevé $V$ equation was first found by B. Grammaticos, A. Ramani and their co-authors [14]. The form of the equation [1.4] we use differs from the standard one by a change of notation. In [26] Sakai showed that the asymmetric $q$-Painlevé $V$ equation appears as a particular case of the four-dimensional $q$-Garnier system ($N = 2$) and first expressed it in a Lax formalism. The computations done by Sakai are not applicable in our situation since the modifications of the parameters we aim to study are different from the ones he considered, see Section 3 for details. The other two approaches to obtaining Lax pairs were presented in [21, 31].

We believe that $q$-orthogonal ensembles, for which the similar results were obtained in [7], also fit in the framework of $q$-connections.

The paper is organized as follows.

In Section 2 we discuss the properties of $q$-connections and show that the geometric approach to isomonodromy deformation of $q$-connections implies that the transformations lift to isomorphisms between surfaces. We also define modifications of a special class of $q$-connections which will lead to the asymmetric $q$-difference Painlevé $V$.

Then in Section 3 we give the proof of this result.


Section 4 is devoted to the discussion of the \( q \)-analogue of the constructions introduced in [2]. The \( q \)-generalization is mostly straightforward, however, the computations require some work. We conclude this section by providing the recipe for computing the \( \tau \)-function of the isomonodromy transformations leading to the asymmetric \( q \)-Painlevé V equation.

In Section 5 we investigate the \( q \)-Hahn orthogonal polynomial ensemble and give a proof of Theorem 1.4.

In Section 6 we present a numerical evidence of the appearance of the Tracy-Widom distribution near the frozen boundary of the tiling model of a hexagon by rhombi with the weight proportional to \( q^{-\text{volume}} \).

**Acknowledgements.** The author is very grateful to Alexei Borodin for suggesting the project and for many helpful discussions.

2. Moduli spaces of \( q \)-connections

2.1. Preliminaries.

**Definition 2.1.** Let \( \mathcal{L} \) be a rank \( m \) vector bundle on \( \mathbb{P}^1 \) and \( \mathcal{A}(z) \) be a \( q \)-connection on \( \mathcal{L} \). Suppose \( \mathcal{A}(z) \) satisfies the following conditions:

(i) The only zeroes and poles of \( \mathcal{A}(z) \) are as follows: a pole of order \( n \) at infinity and simple zeroes at \( k \) distinct points \( a_1, \ldots, a_k \in \mathbb{A}^1 \) (i.e., \( \mathcal{A}(z) \) is regular and \( \det(\mathcal{A}(z)) \) has zero of order one at \( a_i \)).

(ii) On the formal neighborhood of \( \infty \in \mathbb{P}^1 \), there exists a trivialization \( \mathcal{R}(z) : \mathbb{C}^2 \rightarrow \mathcal{L} \) such that the matrix \( \mathcal{A} \) with respect to \( \mathcal{R} \) satisfies

\[
\mathcal{R}(qz)\mathcal{A}(z)\mathcal{R}^{-1}(z) = A_n z^n + O(z^{n-1}),
\]

where \( A_n \) is a semi-simple matrix with eigenvalues \( \rho_1, \ldots, \rho_m \).

(iii) On the neighborhood of zero \( \mathcal{A}(z)|_{z=0} = A_0 \) is semi-simple with eigenvalues \( \theta_1, \ldots, \theta_m \).

We call \( q \)-connection \( \mathcal{A}(z) \) or, more precisely, the pair \( (\mathcal{L}, \mathcal{A}(z)) \) a \( q \)-connection of type \( \lambda = (a_1, \ldots, a_k; \rho_1, \ldots, \rho_m; \theta_1, \ldots, \theta_m; n) \).

**Remark 2.2.** We will also consider \( q \)-connections that have simple poles besides simple zeroes. The operation “multiplication by scalar” turns a pole into a zero and vice versa. More precisely, let \( f(z) \neq 0 \) be a rational function on \( \mathbb{P}^1 \), and let \( \mathcal{A}(z) \) be a \( q \)-connection on \( \mathcal{L} \). Then the product \( f(z)\mathcal{A}(z) \) is again a \( q \)-connection on \( \mathcal{L} \). For any \( q \)-connection \( \mathcal{A}(z) \), we can choose \( f(z) \) such that the only pole of the product \( f(z)\mathcal{A}(z) \) is at infinity. In this case we will slightly modify the notation for the type of the connection. We will write \( \mathcal{A} \) is of type \( (a_1, \ldots, a_k; b_1, \ldots, b_l; \rho_1, \ldots, \rho_m; \theta_1, \ldots, \theta_m; n) \), where \( (a_1, \ldots, a_k) \) and \( (b_1, \ldots, b_l) \) is the collection of zeroes and poles respectively.

**Definition 2.3.** Let \( \mathcal{A}(z) \) be a \( q \)-connection on \( \mathcal{L} \) of type \( (a_1, \ldots, a_k; \rho_1, \ldots, \rho_m; \theta_1, \ldots, \theta_m; n) \). The \( q \)-degree of \( \mathcal{A}(z) \) is the following quantity

\[
\deg_q(\mathcal{A}(z)) = \frac{\prod_{i=1}^k a_i \prod_{i=1}^m \rho_i}{\prod_{i=1}^m \theta_i}.
\]

**Lemma 2.4.** Let \( \mathcal{A}(z) \) be a \( q \)-connection on a rank \( m \) vector bundle \( \mathcal{L} \) of type

\[
(a_1, \ldots, a_k; \rho_1, \ldots, \rho_l; \theta_1, \ldots, \theta_m; n)
\]
with invertible $A_0$ and $A_n$. Then the following holds

$$mn = k - l \quad \text{and} \quad q^{-\operatorname{deg}(L)} = \operatorname{deg}_q(A(z)).$$

Proof. Determinant of the morphism $L_z \to L_{qz}$ is a map $\det(A(z)) : \bigwedge^m L_z \to \bigwedge^m L_{qz}$. In this way, we can define a $q$-connection $\det(A)$ on a line bundle $\det(L)$. Note that $\det(A)$ is of type $(a_1, \ldots, a_k; \prod_{i=1}^m \rho_i; \prod_{i=1}^l \theta_i; k - l).$

Corollary 2.5. Suppose $A(z)$ is a $q$-connection on rank 2 vector bundle $L$ of type

$$(a_1, \ldots, a_k; b_1, \ldots, b_l; \rho_1, \rho_2; \theta, \theta; n)$$

with invertible $A_0$ and $A_n$. Suppose that for any $I \subset \{1, \ldots, k\}$ we have $\frac{\partial}{\partial \theta} \prod_{i \in I} a_i \neq q^k$ for any $k \in \mathbb{Z}$ and $j = 1, 2$. Then $A(z)$ is irreducible, i.e., there is no rank one subbundle $\ell \subset L$ such that $A(\ell_z) \subset \ell_{qz}$ for all $z$.

Proof. Suppose that $\ell \in L$ is an invariant subbundle of rank 1. Then $A$ induces a $q$-connection $A_\ell$ on $\ell$. All its zeroes belong to $\{a_1, \ldots, a_k\}$ and its type is either $(a_1, \ldots, a_k; \rho_1; \theta; n)$ or $(a_1, \ldots, a_k; \rho_2; \theta; n)$. Now Lemma 2.4 leads to a contradiction.

Lemma 2.6. Suppose that $A$ is an irreducible $q$-connection on a rank 2 vector bundle $L$ of the type $\lambda = (a_1, \ldots, a_k; \rho_1, \rho_2; \theta_1, \theta_2; n)$ with invertible $A_0$ and $A_n$. If $L \simeq \mathcal{O}(n_1) \oplus \mathcal{O}(n_2)$, then $|n_1 - n_2| \leq n$. Moreover, if $q\rho_1 = \rho_2$ the inequality is strict.

Proof. Without loss of generality we can assume that $n_1 \geq n_2$. Let $\ell \subset L$ be a rank 1 subbundle of degree $n_1$. Since $(L, A)$ is irreducible, $\ell$ is not invariant, thus, a rational map $\psi : \ell \to L \to s^*L \to s^*L/\ell$ is not identically zero (recall that $s : z \in \mathbb{P}^1 \to qz \in \mathbb{P}^1$). Notice that $\psi$ can have at most an order $n$ pole at $\infty$ (and no other poles). Therefore, $n_1 = \deg(\ell) \leq n + \deg(L/\ell) = n + n_2$. The second statement follows from the fact that if $q\rho_1 = \rho_2$ then $\psi$ has at most an order $n - 1$ pole, because the coefficient of $z^n$ in $\psi$ is an off-diagonal element of a scalar matrix.

From now on we will work with $q$-connections on rank 2 vector bundle. Denote by $M_\lambda$ the moduli space of $q$-connections of type $\lambda = (a_1, \ldots, a_k; b_1, \ldots, b_l; \rho_1, \rho_2; \theta, \theta; 2)$. From Lemma 2.4 we see that $M_\lambda$ is empty unless

$$k = 2n,$$

$$\deg_q(\lambda) = q^k,$$

where $k$ is an integer.

Let us also consider the following assumptions on $\lambda$:

$$\frac{\rho_j \prod_{i \in I} a_i}{\theta} \neq q^k \quad \text{for any} \quad I \subset \{1, \ldots, k\}, \quad \text{any} \quad k \in \mathbb{Z} \quad \text{and} \quad j = 1, 2;$$

$$\rho_1, \rho_2 \neq 0 \quad \theta_1 = \theta_2 \neq 0.$$  

Assumption (2.3) implies irreducibility of the $q$-connection and can be used to prove that the moduli space $M_\lambda$ is a smooth variety. In the present paper we do not work with the categorical definition of the moduli space since it is not necessary for our purposes. However, we think that one can prove that the moduli space we consider is the coarse moduli space following the arguments in [3].

In what follows we will need more facts about the $q$-connections.
Definition 2.7. Let $\mathcal{N}^r$ be the set of all $q$-connections satisfying \[2.7\] \[2.9\]

Definition 2.8. Let $\mathcal{L}$ be a rank two vector bundle on $\mathbb{P}^1$, $x \in \mathbb{P}^1$ and $\ell \in \mathcal{L}_x$ a one-dimensional subspace. Denote by $L$ the sheaf of sections of $\mathcal{L}$. An elementary lower modification of $\mathcal{L}$ at $x$ with respect to $\ell$ is a rank two bundle $\hat{\mathcal{L}}$ whose sheaf of sections is $\hat{L} = \{ s \in L | s(x) \in \ell \}$.

We can dually define elementary upper modifications.

Let us denote the set of poles and zeros of $\mathcal{A}$ by $\text{Sing}(\mathcal{A})$.

Lemma 2.9. (Lemma 1.7 [2]) Suppose that $q^{-1}x$ is not a singular point of $\mathcal{A}$, while $x$ is a singular point of $\mathcal{A}$. Then there exists a unique modification $\mathcal{A}^{(x)}$ such that

(i) $\text{Sing}(\mathcal{A}^{(x)}) = (\text{Sing}(\mathcal{A}) \setminus x) \cup q^{-1}x$;
(ii) $\mathcal{A}$ is the unique modification of $\mathcal{A}^{(x)}$ at $x$ with no singularity at $q^{-1}x$.

The dual statement also holds.

Lemma 2.10. Suppose $(\mathcal{L}, \mathcal{A}) \in M_\lambda$ for $\lambda = \lambda = (a_1, \ldots, a_k; \rho_1, \rho_2; \theta, \theta; n) \in \mathcal{N}^r$. Let $(\hat{\mathcal{L}}, \hat{\mathcal{A}})$ be an elementary upper modification of $\mathcal{L}$ at $x \in \mathbb{P}^1$. Then the only cases when $(\hat{\mathcal{L}}, \hat{\mathcal{A}})$ belongs to $M_\lambda$ for some $\hat{\lambda} \in \mathcal{N}^r$ are as follows:

(i) If $x = \infty$, then $\hat{\lambda} = (a_1, \ldots, a_k; q^{-1}\rho_1, \rho_2; \theta, \theta; n)$ or $\hat{\lambda} = (a_1, \ldots, a_k; \rho_1, q^{-1}\rho_2; \theta, \theta; n)$.
(ii) If $x = a_i$ is a zero of $\mathcal{A}$ and $q^{-1}x \neq a_j$ is not, then $\lambda = (a_1, \ldots, q^{-1}a_i, \ldots, a_k; \rho_1, q\rho_2; \theta, \theta; n)$. In either case, the elementary modifications define an isomorphism $M_\lambda \to M_{\hat{\lambda}}$.

2.2. Geometric description of $M_\lambda$. We will focus on $q$-connections of type

$\lambda = (a_1, \ldots, a_k; u, qv; w, w; 3) \in \mathcal{N}^r$

on $\mathcal{L} \simeq \mathcal{O} \oplus \mathcal{O}(-1)$. This choice is dictated by appearance of this type of connections in our analysis of the $q$-Hahn ensemble.

Let us choose an isomorphism $\mathcal{S} : \mathcal{L} \simeq \mathcal{O} \oplus \mathcal{O}(-1)$. Then $\mathcal{A}$ induces a $q$-connection of type $\mathcal{A}$ on $\mathcal{O} \oplus \mathcal{O}(-1)$. Such a $q$-connection is represented by a matrix of the following form

$A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}$, \hspace{1cm} a_{11}, a_{22} \in \Gamma(\mathbb{P}^1, \mathcal{O}(3)), \hspace{1cm} a_{12} \in \Gamma(\mathbb{P}^1, \mathcal{O}(4)), \hspace{1cm} a_{21} \in \Gamma(\mathbb{P}^1, \mathcal{O}(2))$.

This representation is not unique: $\mathcal{S}$ can be composed with an automorphism of the bundle. Such an automorphism can be written as a matrix

(2.5) $R = \begin{bmatrix} r_{11} & r_{12} \\ 0 & r_{22} \end{bmatrix}$, \hspace{1cm} r_{11}, r_{22} \in \mathbb{C} - \{0\}, \hspace{1cm} r_{12} \in \Gamma(\mathbb{P}^1, \mathcal{O}(1))$.

If we choose another trivialization $\mathcal{S}$ then $A$ is replaced by the $q$-gauge transformation

$R(qz)A(z)R(z)^{-1}$.

Lemma 2.11. Let $\mathcal{A}$ be a $q$-connection on $\mathcal{O} \oplus \mathcal{O}(-1)$ and let its matrix be of the form \[4.1\]. Denote

$S(z) = \begin{bmatrix} 1 & 0 \\ 0 & \frac{1}{z} \end{bmatrix}$. 

We claim that $A$ is of type $\lambda = (a_1, \ldots, a_k; u, qv; w, w; n)$ if and only if $A$ satisfies the following conditions
\[
\det A(z) = uv(z - a_1)(z - a_2)(z - a_3)(z - a_4)(z - a_5)(z - a_6),
\]
\[
\det (S(qz)^{-1} A(z) S(z)) = quvz^6 + O(z^5) \quad \text{and} \quad \text{tr} (S(qz)^{-1} A(z) S(z)) = (u + qv) z^3 + O(z^2),
\]
$A(0)$ has an eigenvalue $w$ of degree 2.

We can now think of $M_\lambda$ as a quotient of all matrices that satisfy Lemma 2.11 modulo $q$-gauge transformations [2.5].

**Remark 2.12.** In [26] Sakai considered the matrices of the form
\[
A(z) = A_0 + A_1 z + A_2 z^2 + A_3 z^3,
\]
where
\[
A_3 = \begin{bmatrix}
\kappa_1 & 0 \\
0 & \kappa_2
\end{bmatrix}, \quad \det A(z) = \kappa_1 \kappa_2 (z - a_1)(z - a_2)(z - a_3)(z - a_4)(z - a_5)(z - a_6).
\]
He also imposed the condition $q \kappa_1 = \kappa_2$. Sakai considered the modifications that shift
\[
a_1 \rightarrow qa_1, \quad a_2 \rightarrow qa_2 \quad \text{and} \quad \theta_1 \rightarrow q\theta_1, \quad \theta_2 \rightarrow q\theta_2,
\]
where $\theta_1, \theta_2$ are the eigenvalues of $A_0$.

**Theorem 2.13.** The smallest compactification of $M_\lambda$ is isomorphic to the surface of type $A_2^{(1)}$ in Sakai’s classification.

**Proof.** Denote by $t \in \mathbb{P}^1$ the second root of $a_{21}$ (note that zero is always a root of $a_{21}$). From the irreducibility assumption it follows that this coordinate is correctly defined. The direct computation shows that $t$ is invariant under $q$-gauge transformations.

It is convenient to reduce the matrices of a $q$-connection $A$ of type $\lambda$ to some normal form. Solving a system of linear equations for the coefficients of $R$ we can reduce $A(z)$ to the following form (we assume $t \in \mathbb{P}^1 - \{\infty\}$)

\[
(2.6) \quad \begin{bmatrix}
sz + w & h_4 z^4 + h_3 z^3 + h_2 z^2 + h_1 z \\
z(z - t) & k_3 z^3 + k_2 z^2 + k_1 z + w
\end{bmatrix}.
\]

Then $s$ can be considered as the second coordinate in this chart.

Since $A$ is of type $\lambda$, we can find all the coefficients of its matrix in terms of $s$ and $t$. We get
\[
(1) \quad h_1(ts + w) = F_{h_1}(t, s),
\]
\[
(2) \quad h_2 = F_{h_2}(t, s),
\]
\[
(3) \quad h_3 = F_{h_3}(t, s),
\]
\[
(4) \quad k_1 = F_{k_1}(t, s),
\]
\[
(5) \quad k_2(ts + w) = F_{k_2}(t, s),
\]
where $F_-$ is a polynomial. Moreover,
\[
F_{h_1}(t, -\frac{w}{t}) = -\frac{uvw^3}{t^3} \prod_{i=1}^{6} (t - a_i) \quad \text{and} \quad F_{k_2}(t, -\frac{w}{t}) = -\frac{uvw^2}{t^2} \prod_{i=1}^{6} (t - a_i).
\]

Thus, in order to resolve the singularities we need to blow-up in six points $(a_i, -\frac{w}{a_i})$. 

\[ \quad \]
Let us work with \( t \) in the neighborhood of \( \infty \). Let us denote \( \frac{1}{t} \) by \( x \). In this chart we can reduce the matrix of the \( q \)-connection to another normal form

\[
(2.7) \quad \begin{bmatrix}
yz^3 + w & h_4 z^4 + h_3 z^3 + h_2 z^2 + h_1 z \\
z(1 - xz) & k_3 z^3 + k_2 z^2 + k_1 z + w
\end{bmatrix}.
\]

Let \( y \) be the second coordinate. Again, since \( \mathcal{A} \) is of type \( \lambda \), we can find all the coefficients of its matrix in terms of \( x \) and \( y \). We get

1. \( h_1 x(x^3 w + y) = G_{h_1}(x, y) \),
2. \( h_2 (x^3 w + y) = G_{h_2}(x, y) \),
3. \( h_3 (x^3 w + y) = G_{h_3}(x, y) \),
4. \( k_1 (x^3 w + y) = G_{k_1}(x, y) \),
5. \( k_2 x(x^3 w + y) = G_{k_2}(x, y) \),

where \( G_\_ \) is a polynomial.

Moreover,

\[
G_{h_1}(0, y) = wq^{-1}(qv - y)(u - y), \quad G_{k_2}(0, y) = q^{-1}(qv - y)(u - y).
\]

Notice that in the neighborhood \( x = 0 \ (t = \infty) \) the coordinate \( y \) can not be zero due to our assumptions about the behavior of the \( q \)-connection at \( \infty \). Therefore, in order to resolve the singularities we need to blow-up in two points \((0, qv)\) and \((0, u)\).

We covered \( M_\lambda \) by two charts \( \mathbb{A}^1 \times \mathbb{P}^1 - \{\infty\} \) and \( \mathbb{A}^1 \times \mathbb{P}^1 - \{0\} \) blown-up in a number of points. We can glue them together along their intersection \( q \neq 0, \infty \). The transition map is \( y \to s = yt^2 \).

Let us recall that we would like to introduce the following coordinate on \( M_\lambda \)

\[
r = \frac{w(t - a_3)(t - a_4)(t - a_5)(t - a_6)}{a_{11}(t)a_3a_4a_5a_6t} - \frac{1}{t}.
\]

We see that the rational map given by this coordinate \( r : M_\lambda \to \mathbb{P}^1 \) is actually regular, since we have already resolved its singularities.

Summing up, we have realized \( M_\lambda \) as an open subscheme of the blow-up of \( \mathbb{P}^1 \times \mathbb{P}^1 \) in eight points; more precisely, we can check by direct computation that its compactification is isomorphic to \( A^{(1)}_2 \). \( \square \)

### 3. Proof of Theorem \( \ref{1.10} \)

#### 3.1. \( q \)-Difference \( P_V \)

In this section we discuss the proof of Theorem \( \ref{1.10} \). It is based on calculations which are hard but straightforward. The trickiest part is the introduction of the coordinate \( r \).

**Proof.** Take \((\mathcal{L}, \mathcal{A}) \in M_\theta\) and set \((\hat{\mathcal{L}}, \hat{\mathcal{A}}) = qPV(\mathcal{L}, \mathcal{A})\). Note that it suffices to check the formulas \( \ref{1.4} \) on a dense subset of \( M_\theta \); we can therefore assume that \( t((\mathcal{L}, \mathcal{A})) \neq 0, \infty \). Then there exists an isomorphism \( \mathcal{S} : \mathcal{O} \oplus \mathcal{O}(-1) \xrightarrow{\sim} \mathcal{L} \) such that the matrix of \( \mathcal{A} \) relative to \( \mathcal{S} \) is of the form

\[
A(z) = \begin{bmatrix}
zs + w & h_4 z^4 + h_3 z^3 + h_2 z^2 + h_1 z \\
z(z - t) & k_3 z^3 + k_2 z^2 + k_1 z + w
\end{bmatrix}.
\]


Let us introduce the coordinate $p$ such that $s = \frac{p - w}{t}$. An analogue of this coordinate was used in [25], [1], [19], [26]. The specification of the behavior at infinity implies that $k_3 = qu + w$ and $h_4 = -uv$. Moreover,

$$\det(A(z)) = uv(z - a_1)(z - a_2)(z - a_3)(z - a_4)(z - a_5)(z - a_6), \quad uv \prod_{i=1}^{6} a_i = w^2.$$ 

This information allows us to express $h_3$, $h_2$, $h_1$ and $k_2$, $k_1$ as rational functions in $t$ and $p$.

By the definition of qPV, the matrix $\hat{A}$ is the $q$-gauge transformation of $A$:

$$\hat{A}(z) = R(qz)A(z)R^{-1}(z),$$

where $R$ is of the form

$$R(z) = \begin{bmatrix}
\alpha_1 z + \alpha_0 & \beta_2 z^2 + \beta_1 z + \beta_0 \\
\gamma_0 & \delta_1 z + \delta_0
\end{bmatrix},$$

such that

$$\det(R(z)) = c(z - a_1)(z - a_2).$$

Also, we know that $\hat{A}$ has no singularities at $a_1$ and $a_2$. These restrictions yield polynomial equations on the coefficients of the gauge matrix. The resulting system determines $R$ up to a multiplicative constant and we obtain expressions for $\hat{t}$ and $\hat{p}$ in terms of $t$, $p$. The final step is the introduction of the coordinate $r$.

We knew from the geometric considerations (Theorem 2.13) that we should obtain the asymmetric q-Painlevé V. Thus, we expected the existence of the coordinates such that the formulas can be written in a nice multiplicative form. We investigated properties of the analogue of $r$ in the case of $d$-connections and then came up with the formula for $r$ in the case of $q$-connections. First, we were able to express $\hat{t}$ as a rational function in $t$ and $p$. The next step was to factor the denominator of this expression and compute the residues. After some work we obtained the right candidate for the coordinate $r$.

□

**Remark 3.1.** Note that $\hat{A}(z) = R(qz)A(z)R^{-1}(z)$ is the compatibility condition for the following system of equations

$$Y(qx) = A(x)Y(x) — \text{linear } q\text{-difference equation},$$

$$\hat{Y}(x) = R(x)Y(x) — \text{the deformation equation}.$$ 

Thus, we have expressed the asymmetric q-Painlevé V equation in a Lax pair formalism.

### 4. Computing the ratios of the $\tau$-function

#### 4.1. $\tau$-function.

Following [2], we introduce the notion of the $\tau$-function for a vector bundle.

Let $\det(V)$ denote the top exterior power of a finite dimensional vector space $V$ and $V^{-1}$ denote its dual. Let us also define a one-dimensional vector space

$$\det R\Gamma(L) = \det(H^0(\mathbb{P}^1, L)) \otimes (\det(H^1(\mathbb{P}^1, L)))^{-1}.$$
Definition 4.1. Suppose that a rank \( m \) vector bundle \( \mathcal{L} \) is of degree \(-m\). We define \( \tau(\mathcal{L}) \in \det R\Gamma(\mathcal{L})^{-1} \) by

\[
\tau(\mathcal{L}) = \begin{cases} 
1, & \mathcal{L} \cong \mathcal{O}(-1)^m; \\
0, & \text{otherwise}.
\end{cases}
\]

By itself \( \tau(\mathcal{L}) \) contains almost no information, let us show how we can interpret the ratios of the \( \tau \)-function in some specific situations.

Example 4.2. Let us consider a vector bundle \( \mathcal{L} \) with slope \(-1\) and its upper modification \( \hat{\mathcal{L}} \) such that \( H^1(\mathbb{P}^1, \hat{\mathcal{L}}) \) vanishes. Then the long exact cohomology sequence for

\[
0 \to \mathcal{L} \to \hat{\mathcal{L}} \to \hat{\mathcal{L}}/\mathcal{L} \to 0
\]

provides an identification \( \det R\Gamma(\mathcal{L}) = \det(\text{H}^0(\mathbb{P}^1, \hat{\mathcal{L}}) \otimes (\det(\text{H}^1(\mathbb{P}^1, \hat{\mathcal{L}}/\mathcal{L})))^{-1} \). If we now consider the morphism

\[
n : H^0(\mathbb{P}^1, \hat{\mathcal{L}}) \to H^0(\mathbb{P}^1, \hat{\mathcal{L}}/\mathcal{L}),
\]

then \( \tau(\mathcal{L}) \) can be identified with \( \det(n) \).

Remark 4.3. Since the slope of \( \mathcal{L} \) is \(-1\), we see that \( H^0(\mathbb{P}^1, \mathcal{L}) = 0 \) if and only if \( \mathcal{L} = \mathcal{O}(-1)^m \).

Example 4.4. Let \( \mathcal{L}_2 \) be a modification of \( \mathcal{L}_1 \). We assume that \( \mathcal{L}_1 \) is isomorphic to \( \mathcal{O}(-1)^m \) and \( \mathcal{L}_2 \) is of slope \(-1\). One can always find an upper modification \( \hat{\mathcal{L}} \) of \( \mathcal{L}_1 \) that is also an upper modification of \( \mathcal{L}_2 \). Then the ratio

\[
\frac{\tau(\mathcal{L}_2)}{\tau(\mathcal{L}_1)} \in \det R\Gamma(\mathcal{L}_1) \otimes \det R\Gamma(\mathcal{L}_2)^{-1}
\]

corresponds to the determinant of the composition

\[
H^0(\mathbb{P}^1, \hat{\mathcal{L}}/\mathcal{L}_1) \simto H^0(\mathbb{P}^1, \hat{\mathcal{L}}) \rightarrow H^0(\mathbb{P}^1, \hat{\mathcal{L}}/\mathcal{L}_2).
\]

We will see below that if the vector bundles are equipped with \( q \)-connections then the second ratio ("second logarithmic derivative") of the \( \tau \)-function makes sense as a number.

4.2. General \( q^{-1} \)-connections.

Remark 4.5. We will be using \( q^{-1} \)-connections in the rest of the paper to make all the computations parallel to the ones done in [2].

Let \( \mathcal{L} = \mathcal{O}(-1)^m \) be a vector bundle and \( \mathcal{A} \) be a \( q^{-1} \)-connection on \( \mathcal{L} \). Suppose that \( \mathcal{A} \) has singularities at \( n \) distinct points \( a_1, \ldots, a_n \) and no singularities at \( q^k a_i \) for \( k \in \mathbb{Z} - \{0\} \), \( i = 1, \ldots, n \). We impose no restrictions on behavior of \( \mathcal{A} \) elsewhere.

Consider

\[
\Omega : = \{ \alpha_u = (q^{-u_1} a_1, \ldots, q^{-u_n} a_n) | u = (u_1, \ldots, u_n) \in \mathbb{Z}^n - \{0\} \} \subset \mathbb{C}^n.
\]

Let \( \alpha_u \in \Omega \). We claim that there exists a unique modification \( \mathcal{L}_u \) of \( \mathcal{L} \) such that

\[
\text{Sing}(\mathcal{A}_u) = \text{Sing}(\mathcal{A}) \cup \{q^{-u_1} a_1, \ldots, q^{-u_n} a_n\}.
\]

This can be done by a sequence of elementary upper and lower modifications. Let us set

\[
S_u^{(i)} : = \det R\Gamma(\mathcal{L}_u)^{-1} \otimes \det R\Gamma(\mathcal{L}_{u-e_i}).
\]
Proposition 4.6. For any \( u, v \in \Omega \) there exists a canonical isomorphism \( S_u^{(i)}(1) \cong S_v^{(i)} \).

Proof. The construction and the proof tautologically repeats \cite{2}(Proposition 2.1).

\[
\mathcal{L}_u = \{t = (t_1, \ldots, t_n)\} \sum_{i=1}^n \kappa_i s_i = 0\}
\]

where \( \kappa_i \) are the degrees of the singularities \( a_i \) of \( \mathcal{A} \).

For any \( a_u \in \Omega \) such that \( \mathcal{L}_u \) is of slope -1 we see that \( \mathcal{L}_{u+s} \) is also of slope \(-1\) for \( s = (s_1, \ldots, s_n) \in \mathbb{Z}^n \). Once \( t \) is fixed, “the second logarithmic derivative” of the \( \tau \)-function

\[
\frac{\tau(\mathcal{L}_{u+t+s})}{\tau(\mathcal{L}_{u+t})} \cdot \frac{\tau(\mathcal{L}_u)}{\tau(\mathcal{L}_{u+s})} \in \bigotimes (S^{(i)}) \otimes \bigotimes ((S^{(i)}) \otimes s_i)^{-1}
\]

makes sense as a number. Here we used Proposition 4.6 to be able to drop the subscript of \( S^{(i)} \).

4.3. Computations in coordinates for connections with simple zeros. Now let us make the construction above more explicit. All the computations are parallel to the ones in \cite{2}.

We will present the result for one special case which we will use later.

Let us fix an isomorphism \( \mathcal{L} \cong \mathcal{O}(-1) \oplus \mathcal{O}(-1) \). Then the \( q^{-1} \)-connection \( \mathcal{A} \) is given by its matrix \( A(z) \). Suppose \( A \) has singularities at \( a_1, \ldots, a_n \) and no singularities at \( q^k a_i \) for any \( k \in \mathbb{Z} - \{0\} \). The singularities at \( a_1, \ldots, a_N \) are simple zeros and poles. Let \( a_1 \) be a simple zero and \( a_2 \) a simple pole.

For generic \( A(z) \), there exists a unique rational matrix \( R(z) \) with the following properties

- \( \hat{A}(z) = R(q^{-1}z)A(z)R^{-1}(z) \) has the same singularity structure as \( A(z) \) with singularities at \( \hat{a}_1 = qa_1, \hat{a}_2 = qa_2, a_3 = a_3, \ldots, \hat{a}_n = a_n \);
- \( R(z) = I \);
- Both \( R(z) \) and \( R^{-1}(z) \) have singularities only at \( a_1 \) and \( a_2 \).

It is not hard to construct such a matrix \( R(z) \). Let us choose a basis \( w \) in the kernel \( A(a_1) \) and a basis \( w' \) in the image of \( \text{Res}_{a_2} A^T(z) \), by \( A^T \) we denote the matrix transpose. Then

\[
R(z) = I + \frac{R_0}{z-a_2}, \quad R^{-1}(z) = I - \frac{R_0}{z-a_1}, \quad \det(R(z)) = \frac{z-a_1}{z-a_2}, \quad R_0 = \frac{(a_2 - a_1)w \cdot w'}{\langle w, w' \rangle}.
\]

The choice of \( w \) and \( w' \) for all singular points of \( A(z) \) determines bases in the corresponding spaces for all deformations. More precisely, if \( \hat{A}(z) \) is the next deformation such that

\[
(a_1, a_2, \ldots, a_n) \rightarrow (q\hat{a}_1, qa_2, \ldots, a_n), \quad \hat{w} = R(qa_1)A^{-1}(qa_1)w, \quad \hat{w}' = w'^T A(qa_2)R^{-1}(qa_2).
\]

Now the second ratio of the \( \tau \)-function is equal to

\[
\frac{\langle \hat{w}, \hat{w}' \rangle}{\langle w, w' \rangle}.
\]
and does not depend on the choices we made.

**Theorem 4.7.** Consider \(q^{-1}\)-connections on \(\mathcal{L} = \mathcal{O}(-1) \oplus \mathcal{O}(-1)\) of type

\[
\lambda = (a_1, a_3, a_5; a_2, a_4, a_6; u, q^{-1}v; w, w; 3).
\]

Then their matrices can be written in the following form

\[
(4.1) \quad A = \frac{1}{(z - a_2)(z - a_4)(z - a_6)} \begin{bmatrix}
uz^3 + g_2z^2 + g_1z + w & k_2z^2 + k_1z \\
l_2z^2 + l_1z & vz^3 + h_2z^2 + h_1z + w
\end{bmatrix}.
\]

Also, the following holds

\[
\det(A(z)) = uv \frac{(z - a_1)(z - a_3)(z - a_5)}{(z - a_2)(z - a_4)(z - a_6)}.
\]

We consider such matrices modulo \(q\)-gauge transformations of the form \(2.5\), where

\[
R(z) = \begin{bmatrix}
r_{11} & r_{12} \\
0 & r_{22}
\end{bmatrix},
\]

\(r_{11} = \text{const}, \quad \text{deg}(r_{12}) \leq 1, \quad r_{22} = \text{const}.
\)

Consider the second root of the matrix element \(a_{21}\) (note that 0 is always a root of \(a_{21}\) as the first coordinate on \(M_\lambda\), denote it \(t\). Let the second coordinate be

\[
r = \frac{w(t - a_3)(t - a_4)(t - a_5)(t - a_6)}{a_{11}(t)a_3a_4a_5a_6t} - \frac{1}{t}
\]

Consider the modification of \(\mathcal{L}\) to \(\hat{\mathcal{L}}\) that shifts

\[
a_1 \rightarrow \hat{a}_1 = qa_1, \quad a_2 \rightarrow \hat{a}_2 = qa_2, \quad w \rightarrow \hat{w} = qw.
\]

Then the coordinates \((\hat{t}, \hat{r})\) on the moduli space \(M_\hat{\lambda}\) are related to \((t, r)\) by \(1.4\). Moreover, if we consider the modification of \(\hat{\mathcal{L}}\) that shifts

\[
\hat{a}_1 \rightarrow q\hat{a}_1, \quad \hat{a}_2 \rightarrow q\hat{a}_2, \quad \hat{w} \rightarrow q\hat{w}
\]

the “second logarithmic derivative” of the \(\tau\)-function makes sense as a number and the following holds

\[
(4.2) \quad D_2^2\tau = \frac{\tau(\mathcal{L})\tau(\hat{\mathcal{L}})}{(\tau(\mathcal{L}))^2} = \frac{(q\hat{w} - va_1a_2)(q\hat{r} - va_1a_2)(q\hat{r} - a_1)(\hat{t} - a_2)}{(a_1 - qa_3)(a_1 - qa_5)(a_2 - qa_4)(a_2 - qa_6)a_1a_2}.
\]

**Proof.** The first part of the theorem follows from Theorem[1.10]. Note that there is a natural modification \(\mathcal{O}(-1) \oplus \mathcal{O}(-1) \rightarrow \mathcal{O} \oplus \mathcal{O}(-1)\) such that the corresponding parameters of the \(q\)-connections change accordingly.

Next, to compute the “second logarithmic derivative” of the \(\tau\)-function we just have to follow the algorithm described above. □
5. Gap probabilities and the $\tau$-function

5.1. The q-Hahn ensemble. Let $q \in (0, 1)$ and $N \in \mathbb{Z}_{>0}$. Let $0 < \alpha < q^{-1}$ and $0 < \beta < q^{-1}$ or $\alpha > q^{-N}$ and $\beta > q^{-N}$. Fix a positive integer $k$. Recall that the weight function for the q-Hahn ensemble is given by

$$\omega(x) = (\alpha \beta q)^{-x} \frac{(\alpha q, q^{-N}; q)_x}{(q, \beta^{-1}N^{-1}; q)_x},$$

where $(y_1, \ldots, y_i; q)_k = (y_1; q) \cdots (y_i; q)_k$ and $(y; q)_k = (1 - y)(1 - yq) \cdots (1 - yq^{k-1})$ is the q-Pochhammer symbol.

We consider a probability distribution on the set of all $k$-subsets (often called particle configurations) of

$$\mathcal{X} = \{y_i = q^{-i} : i = 0, \ldots, N\}$$

given by

$$\mathcal{P}(y_{x_1}, \ldots, y_{x_k}) = \frac{1}{Z} \prod_{1 \leq i < j \leq k} (q^{-x_i} - q^{-x_j})^2 \cdot \prod_{i=1}^{k} w(x_i),$$

where $Z$ is a normalizing constant equal to $\sum_{y_{x_1}, \ldots, y_{x_k} \in \mathcal{X}} \mathcal{P}(y_{x_1}, \ldots, y_{x_k})$.

**Definition 5.1.** Given a particle configuration $(y_{x_1}, \ldots, y_{x_k})$ we will call $y_{\max\{x_i\}}$ the rightmost particle and $y_{\min\{x_i\}}$ the leftmost particle respectively.

We are interested in the gap probabilities

$$D_k(s) = \sum_{x_1, \ldots, x_k < s} \mathcal{P}(y_{x_1}, \ldots, y_{x_k}).$$

We will need the following fact from the general theory of the orthogonal polynomial ensembles. Consider a kernel $\mathcal{K}$ on $\mathcal{X} \times \mathcal{X}$ defined by

$$\mathcal{K}(y_i, y_j) = \begin{cases} \sqrt{\omega(i)} \sqrt{\omega(j)} \frac{u(y_i)v(y_j) - v(y_i)u(y_j)}{y_i - y_j}, & i \neq j; \\ \omega(i)(\hat{u}(y_i)v(y_i) - u(y_i)\hat{v}(y_i)), & i = j. \end{cases}$$

Here $u(\zeta) = P_k(\zeta)$ and $v(\zeta) = (P_{k-1}, P_{k-1})_{\omega}^{-1} \cdot P_{k-1}(\zeta)$, where $P_k$ is the monic orthogonal polynomial of degree $k$ associated to the weight function and

$$(f(\zeta)g(\zeta))_w := \sum_{y_x \in \mathcal{X}} f(y_x)g(y_x)\omega(x)$$

is the corresponding inner product on the space of all polynomials.

Let us denote \{\$y_s, y_{s+1}, \ldots, y_N\$\} by $\mathfrak{N}_s$. It is well known that the gap probability can be expressed as a Fredholm determinant

$$D_k(s) = \det(1 - \mathcal{K}_s), \quad s \in \mathbb{Z}_{\geq k}, \quad s \leq N,$$

where $\mathcal{K}_s$ is the restriction of $\mathcal{K}$ to $\mathfrak{N}_s \times \mathfrak{N}_s$. 
5.2. **Geometric construction.** We will closely follow the exposition in [2](Section 5) adapting it for our specific needs. Let us consider on $\mathbb{P}^1$ a vector bundle

$$L_\varnothing = \mathcal{O}(k - 1) \oplus \mathcal{O}(-k - 1).$$

For any subset $\mathcal{M} \subset X$, define the following modification:

- $L_{\mathcal{M}}$ and $L$ coincide on $\mathbb{P}^1 \setminus \mathcal{M}$;
- Near any $y \in \mathcal{M}$ sections of $L_{\mathcal{M}}$ are rational sections $s = (s_1, s_2)^t \in L$, such that $s_2$ is regular at $y$ and $s_1$ has at most a first order pole at $y$ with $\text{Res}_y(s_1) = \omega(y)s_2(y)$.

**Lemma 5.2 ([2], Proposition 5.2).** *Under the above assumptions* $L_x \simeq \mathcal{O}(-1) \oplus \mathcal{O}(-1)$.

Let $L_{\mathcal{M}}^{up}$ be a modification of $L_{\mathcal{M}}$ on $X - \mathcal{M}$ whose sections near $x \in X - \mathcal{M}$ are of the form

$$s = (s_1, s_2) \in L_{\mathcal{M}},$$

where $s_1$ is regular at $x$, $s_2$ has at most a first order pole at $x$ and $\text{Res}_x s \sim w_x = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$. Note that $L_{\mathcal{M}}^{up}$ is also an upper modification of $L_X$.

For every point $x \in X - \mathcal{M}$ consider two functionals on sections of $L_{\mathcal{M}}^{up}$:

$$f_x(s) = (w'_x + w''_x(z - x))s|_{z=x},$$

$$g_x(s) = \text{Res}_x s \cdot w_x,$$

where $w' = \left( \frac{\omega(x)}{0} \right)$ and $w'' = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$. Note that the sections of $L_X$ are exactly sections on $L_{\mathcal{M}}^{up}$ on which $f_x$ (resp. $g_x$) vanish for all $x \in X - \mathcal{M}$. In this way, assuming that $|\mathcal{X}|$ is finite, one gets the identifications

$$f_{X-\mathcal{M}} = (f_x)_{x \in X-\mathcal{M}} : H^0(\mathbb{P}^1, L_{\mathcal{M}}^{up}/L_X) \simeq C^{[X]-[\mathcal{M}]},$$

$$g_{X-\mathcal{M}} = (g_x)_{x \in X-\mathcal{M}} : H^0(\mathbb{P}^1, L_{\mathcal{M}}^{up}/L_{\mathcal{M}}) \simeq C^{[X]-[\mathcal{M}]}.$$

This induces an isomorphism

$$\det \Gamma(L_X) \otimes \det \Gamma(L_{\mathcal{M}})^{-1} = \det(H^0(\mathbb{P}^1, L_{\mathcal{M}}^{up}/L_X)) \otimes \det(H^0(\mathbb{P}^1, L_{\mathcal{M}}^{up}/L_{\mathcal{M}}))^{-1} = C.$$

Thus, one can interpret the ratio $\frac{\tau(L_{\mathcal{M}})}{\tau(L_X)}$ as the determinant of the composition

$$C^{[X]-[\mathcal{M}]} \simeq H^0(\mathbb{P}^1, L_{\mathcal{M}}^{up}/L_X) \simeq H^0(\mathbb{P}^1, L_{\mathcal{M}}^{up}) \to H^0(\mathbb{P}^1, L_{\mathcal{M}}^{up}/L_{\mathcal{M}}) \simeq C^{[X]-[\mathcal{M}]}.$$

**Theorem 5.3 ([2], Theorem 5.3).** For any $\mathcal{M} \subset \mathcal{X}$, the following holds

$$\frac{\tau(L_{\mathcal{M}})}{\tau(L_X)} = \det(1 - K|_{\mathcal{X}-\mathcal{M}}).$$

**Proposition 5.4.** Consider $L_\varnothing = \mathcal{O}(k - 1) \oplus \mathcal{O}(-k - 1)$ and $\mathcal{M}_s = \{1, q^{-1}, \ldots, q^{-s}\} \subset \mathcal{X}$, where $s \geq k$. Then $L_{\mathcal{M}_s} \simeq \mathcal{O}(-1)^2$.

**Proof.** From the construction it follows that $\deg(L_{\mathcal{M}_s}) = -2$, thus, it is enough to show that $L_{\mathcal{M}_s}$ has no global sections.

The section of $L_{\mathcal{M}_s}$ is of the form $s = (s_1, s_2)$, such that $s_1$ is of degree at most $s - 1$ and $s_2$ is given by
and its order of zero at \( z = \infty \) is at least \( k + 1 \).

Equivalently, it means that for any polynomial \( p(z) \) of degree at most \( k - 1 \),

\[
\lim_{z \to \infty} p(z)s_2(z) = \sum_{i=0}^{s-1} p(q^{-i})w(q^{-i})s_1(q^{-i}) = 0,
\]

which is impossible. \( \Box \)

5.3. \( q^{-1} \)-Connection associated to \( q \)-Hahn ensemble. Consider the following \( q^{-1} \)-connection on \( L_\infty \)

\[
A_0(z) = \begin{bmatrix}
\frac{q\omega(q^{-1}z)}{\omega(z)} & 0 \\
0 & 1
\end{bmatrix} = \begin{bmatrix}
\frac{(z-\alpha q)(z-q^{-M})}{\alpha \beta(z-q)(z-b^{-1}q^{-M})} & 0 \\
0 & 1
\end{bmatrix}.
\]

Then the corresponding \( q^{-1} \)-connection on \( L_{M_s} \) is given by

\[
A_s(z) = M_s(q^{-1}z)A_0(z)M_s^{-1}(z),
\]

where \( M_k(z) \) is the unique solution of the following normalized Riemann-Hilbert problem:

- It is analytic in \( \mathbb{C} \setminus \{1, \ldots, q^{-k}\} \);
- \( \text{Res}_{z=q^{-t}} M_k(z) = \lim_{z \to q^{-t}} M_k \begin{bmatrix} 0 & \omega(i) \\ 0 & 0 \end{bmatrix} \);
- \( M_k(z) \begin{bmatrix} z^{-k} & 0 \\ 0 & z^k \end{bmatrix} = I + O(\frac{1}{z}), \) as \( z \to \infty. \)

In \[7\] it was shown that

\[
M_s(z) = \begin{bmatrix}
P_k(z) \\
cP_{k-1}(z)
\end{bmatrix} \left( \sum_{u \in \{1, \ldots, q^{-s+1}\}} \frac{P_k(u)\omega(u)}{z-u} \right) \left( \sum_{u \in \{1, \ldots, q^{-s+1}\}} \frac{P_{k-1}(u)\omega(u)}{z-u} \right)^{-1},
\]

where \( P_k \) is the monic orthogonal polynomial of degree \( k \) with respect to the \( q \)-Hahn weight on \( \{1, \ldots, q^{-s+1}\} \) and \( c = (P_{k-1}, P_{k-1})_\omega^{-1} \).

Let us compute \( A_k(z) \). By substitution one can check that

\[
M_k(z) = \begin{bmatrix}
\prod_{i=0}^{k-1} (z - q^{-i}) & 0 \\
\prod_{i=0}^{k-1} (z - q^{-i}) \sum_{i=0}^{k-1} \rho_i \prod_{j=0}^{k-1} (z - q^{-j})^{-1} & 0
\end{bmatrix} \prod_{i=0}^{k-1} (z - q^{-i})^{-1},
\]

where \( \rho_i = \frac{1}{\omega(0)} \prod_{0 \leq j \leq k-1} \frac{1}{q^{-i-j} - q^{-j}} \).
Thus, 
\[ A_k(z) = \frac{1}{(z - q^{-k+1})(z - \beta^{-1}q^{-N})(z - q)} \begin{bmatrix} \frac{q^{-k}}{\alpha\beta} (z - q)(z - q^{-N})(z - \alpha q) & 0 \\ a_{21}^k(z) & q^k (z - q^{-k+1})^2 (z - \beta^{-1}q^{-N}) \end{bmatrix}, \]

where 
\[ a_{21}^k = \frac{q^{-k}}{\alpha\beta} (z - \alpha q)(z - q^{-N})(z - q) \sum_{i=0}^{k-1} \frac{\rho_i}{q^{-1}z - q^{-m}} - q^k (z - q^{-k+1})^2 (z - \beta^{-1}q^{-N}) \sum_{i=0}^{k-1} \frac{\rho_i}{z - q^{-m}}. \]

Let us denote \( a_1 = q^{-k+1}; a_2 = q^{-k+1}; a_3 = q^{-N}; a_4 = \beta^{-1}q^{-N}; a_5 = \alpha q; a_6 = q \).

Summarizing, we get the following statement.

**Proposition 5.5.** The matrix of the \(q^{-1}\)-connection \(A_k(z)\) is of the following form

\[ A_k(z) = \frac{1}{(z - a_2)(z - a_4)(z - a_6)} \begin{bmatrix} \frac{q^{-k}}{\alpha\beta} z^3 + g_2 z^2 + g_1 z + w & 0 \\ f_2 z^2 + f_1 z & q^k z^3 + h_2 z^2 + h_1 z + w \end{bmatrix} \]

with

\[ \det(A_k(z)) = \frac{(z - a_1)(z - a_3)(z - a_5)}{\alpha\beta(z - a_2)(z - a_4)(z - a_6)}. \]

Introducing the usual coordinates \(t\) and \(r\), we can directly compute

- \( w = \beta^{-1}q^{-N-k+2}; \)
- \( r_k = -a_4^{-1}; \)
- \( t_k = -\frac{f_1}{f_2}, \) where

\[ f_1 = \sum_{m=0}^{k-1} \rho_m (\frac{q^{-k+1}}{\alpha\beta} (q^{2(m+1)} - (a_3 + a_5 + a_6)q^{-m+1} + a_3 a_5 + a_3 a_6 + a_5 a_3)) 
- q^k (q^{-2m} - (a_1 + a_2 + a_4)q^{-m} + a_1 a_2 + a_1 a_4 + a_2 a_4)); \]

\[ f_2 = \sum_{m=0}^{k-1} \rho_m (\frac{q^{-k+1}}{\alpha\beta} (q^{-m+1} - a_3 - a_5 - a_6) - q^k (q^{-m} - a_1 - a_2 - a_4)). \]

Notice that the isomonodromy transformation \(A(s) \to A(s + 1)\) shifts

\[ a_1 \to \hat{a}_1 = qa_1, \quad a_2 \to \hat{a}_2 = qa_2, \quad w \to \hat{w} = qw. \]

The only thing left in order to apply Theorem 4.7 to the series of modifications \(A_k(z)\) and prove Theorem 1.2 is to compute the initial conditions, i.e., \(D_k(k), D_k(k + 1)\).

**Proposition 5.6.** ([7], Proposition 6.6) Let \(X \subset \mathbb{R}\) be a discrete set, let \(\{P_n(z)\}\) be the family of orthogonal polynomials corresponding to a strictly positive weight function \(\omega : X \to \mathbb{R}\). Then

\[ D_k(k) = \frac{1}{Z} \prod_{0 \leq i < j \leq k_1} (\pi_i - \pi_j)^2 \prod_{l=0}^{k-1} \omega(l), \tag{5.3} \]
(5.4) \[ D_k(k + 1) = \omega(k) \cdot q_k^{-1} \cdot D_k(k) \cdot \prod_{l=0}^{k-1} (\pi_k - \pi_l)^2, \]

where \( q_k \) is given by

\[ q_k = (\rho_k + \sum_{m=0}^{k-1} \rho_m (\pi_k - \pi_m)^2). \]

**Remark 5.7.** Using the standard arguments one can show that \( Z \) is equal to \( \prod_{i=0}^{k-1} (P_i, P_i) \omega. \)

We are finally ready to prove Theorem 1.2.

**Proof.** What we need to show is that the second logarithmic derivative of the \( \tau \)-function for the series of isomonodromy transformations \( A_s(z) \) coincides with the second logarithmic derivative of \( D_k(s) \). If so, the theorem will follow from Theorem 4.7.

The \( q \)-connection \( A_0(z) \) was chosen in such a way that we could apply Theorem 5.3 to obtain the result, see [2]. \( \square \)

6. Numerical computations

The goal of this section is to show the numerical evidence supporting the conjecture, stating that the distribution of the rightmost (resp. leftmost) particle in the \( q \)-Hahn ensemble converges to the Tracy-Widom distribution after proper centering and scaling. In the corresponding tiling model this describes fluctuations around the frozen boundary. We do not have the rigorous proof of this conjecture, but we expect that it can be proved using the same approach as the one used in [4] to prove the corresponding statement for the Hahn ensemble.

Let us fix \( a, b < 0 \) and \( 0 < k_0, q_0 < 1 \). Assume that the conjecture is true, namely, that there exist such constants \( c_1 \) and \( c_2 \) that \( D_k^{a,\beta,q,N^{-1}}(c_1 N + c_2 N^{1/3} u) \) converges to \( F_2(u) \) as \( N \to \infty \), where \( F_2 \) is the Tracy-Widom distribution, \( q = q_0^{1/k} \), \( k = k_0 N \), \( \alpha = q^{\frac{a}{N}} \), and \( \beta = q^{\frac{b}{N}} \). We write \( D_k^{a,\beta,q,N^{-1}} \) to empathize the dependence on the parameters \( \alpha, \beta, q, N \). Below we present a heuristic computation of the constants \( c_1 \) and \( c_2 \), using a method suggested by Olshanski in [23].

Recall that the \( q \)-Hahn ensemble is the determinantal process with correlation kernel \( K(x, y) \) expressed through the monic orthogonal polynomials \( P_0 = 1, P_1, \ldots : \)

\[ K(x, y) = \sum_{i=0}^{k-1} \tilde{P}_i(x) \tilde{P}_i(y), \quad x, y \in \mathbb{X} = \{ q^{-j} | j = 0, \ldots, N - 1 \}, \]

where

\[ \tilde{P}_i(x) = \sqrt{\omega(x)} P_i(x). \]

We will construct a self-adjoint operator \( \mathcal{D} \) from the difference operator for the \( q \)-Hahn ensemble in such a way that:

(i) \( \mathcal{D} \) acts on \( L^2(\mathbb{X}) \);
(ii) the correlation kernel \( K \) can be realized as a spectral projection \( P(\Delta) \), here \( \Delta \) is a certain part of the spectrum of the operator \( \mathcal{D} \);
(iii) \( \mathcal{D} \) formally converges to the Airy operator \( \mathcal{D}^{\text{Airy}} g(u) = \ddot{g}(u) - u g(u) \) as \( N \to \infty \).

In this approach the next step is to prove a stronger convergence of the operators and then deduce the convergence of the correlation kernels, see \cite{9}, \cite{15}. Unfortunately, we do not know how to do it rigorously at the moment. Nevertheless, in this way we can guess the scaling constants and check if they agree with numerical computations.

Recall that the following \( q \)-difference equation holds \cite{22}
\[
q^{-n}(1-q^n)(1-\alpha \beta q^n+1)P_n(x) = B(x)P_n(x+1) - (B(x) + D(x))P_n(x) + D(x)P_n(x-1),
\]
where
\[
B(x) = (1-q^{x-N+1})(1-\alpha q^{x+1}),
\]
\[
D(x) = \alpha \beta q (1-q^x)(1-\beta^{-1} q^{x-N}).
\]

The corresponding \( q \)-difference equation for \( \tilde{P}_n(x) \) is
\[
q^{-n}(1-q^n)(1-\alpha \beta q^n+1)\tilde{P}_n(x) = B(x)\sqrt{\frac{\omega(x)}{\omega(x+1)}}\tilde{P}_n(x+1)
- (B(x) + D(x))\tilde{P}_n(x) + D(x)\sqrt{\frac{\omega(x)}{\omega(x-1)}}\tilde{P}_n(x-1).
\]

Let us denote by \( \tilde{\mathcal{D}} \) the operator given by the right hand side. We are interested in the projection on the eigenvectors corresponding to \( n \in \{0, \ldots, N-1\} \). Thus, the desired projection \( \mathcal{P} \) is the spectral projection associated with the following segment:

\[
[q^{-(N-1)}(1-q^{N-1})(1-\alpha \beta q^N), 0].
\]

Since eventually we want to get the Airy kernel, which corresponds to the spectral projection onto the positive part of the spectrum of the Airy operator, instead of \( \mathcal{D} \) we should consider
\[
\mathcal{D} = \tilde{\mathcal{D}} - q^{-(N-1)}(1-q^{N-1})(1-\alpha \beta q^N)\mathcal{I},
\]
where \( \mathcal{I} \) is the identity operator.

Let \( g(u) \) be a smooth function on \( \mathbb{R} \). Assign to it a function \( f(x) \) on \( \mathfrak{F} \) by setting \( f(x) = g(u) \), where \( x \) and \( u \) are related by \( x = c_1 N + c_2 N^{1/3} u \).

Then we get
\[
f(x \pm 1) = g(u \pm c_2^{-1} N^{-\frac{1}{3}}) \approx g(u) \pm c_2^{-1} N^{-\frac{1}{3}} \pm \frac{1}{2} c_2^{-2} N^{-\frac{2}{3}}.
\]

We can find two values of \( c_1 \) (these corresponds to the rightmost and the leftmost particle) and \( c_2 \) such that \( \mathcal{D} \approx c N^{-\frac{2}{3}} (\ddot{g}(u) - u g(u)) \), where \( c \) is a constant. More precisely,
\[
c_1 = \frac{\log(p)}{\log(q_0)}
\]
and \( p \) is equal to
\[
\frac{(A^2 B^2 q_0 + A^2 B q_0 + A^2 B + AB)K^3 + (-2 A^2 B q_0 - 2 A B q_0 - 2 A B - 2 A)K^2 + (A B q_0 + A q_0 + A + 1)K + 2 q_0 \sqrt{D}}{K(4 A^2 B q_0 K^2 + (A^2 B^2 p^2 - 2 A^2 B q_0^2 - 2 A^2 B q_0 + A^2 q_0^2 - 2 A^2 q_0 - 2 A B q_0 + A^2 - 2 A q_0 - 2 A + 1)K + 4 A q_0)}.
\]
where
\[
D = K(K^2 - Kq_0 - K + q_0)(1 - BK)A \\
\cdot (A^3B^2K^3q_0 - A^2B^2K^2q_0 - A^2BK^2q_0 - A^2BK^2 + ABKq_0 + ABK + AK - 1)
\]
and \(A = q_0^a, B = q_0^b, K = q_0^k\). The constant \(c_2\) can be expressed through a unique real solution of a cubic equation. We will not present here the formula for \(c_2\) since it is quite lengthy.

In the limit the eigenvalue equation \(D\psi = \lambda\psi\) turns into the equation \(D^{\text{Airy}} = s\psi\) after the renormalization \(\lambda = cN^{-\frac{2}{3}}s\).

Next, we present some results of our computations. First, we plot the density function
\[
(D_k(c_1 N + c_2 u N^{\frac{1}{3}} + 1) - D_k(c_1 N + c_2 u N^{\frac{1}{3}})) \cdot c_2 N^{\frac{1}{3}}
\]
for the same values of the parameters but different values of \(N\). The blue graph is the density function of the Tracy-Widom distribution.*

\[\text{Figure 3.} \quad \text{Plot of the density function of the distribution of the rightmost particle with parameters } N = 2000, q = 0.99, k_0 = 0.2, a = -1.1, b = -1.3, c_1 = 0.84839, c_2 = 0.38999\]

\[\text{Figure 4.} \quad \text{Plot of the density function of the distribution of the rightmost particle with parameters } N = 10000, q = 0.99, k_0 = 0.2, a = -1.1, b = -1.3, c_1 = 0.84839, c_2 = 0.38999\]

*To plot the density of the Tracy-Widom distribution we used a table of its values [http://www.wisdom.weizmann.ac.il/~nadler/Wishart_Ratio_Trace/TW_ratio.html](http://www.wisdom.weizmann.ac.il/~nadler/Wishart_Ratio_Trace/TW_ratio.html) based on [5].
We also plot $\mathbb{E}(TW) - \mathbb{E}(qH_N)$ in logarithmic coordinates, where $TW$ is the Tracy-Widom distribution and $qH_N$ is the distribution of the rightmost particle for the $q$-Hahn ensemble. The following pictures illustrate convergence of this graph to a line with slope $-\frac{1}{3}$, which agrees with our expectations [12].

**Figure 5.** $N = 10, 20, \ldots, 400$; $q_0 = 0.99$, $k_0 = 0.3$, $a = -1.1$, $b = -1.3$, $c_1 = 0.84839$, $c_2 = 0.38999$. The blue line has slope $-\frac{1}{3}$.

**Figure 6.** $N = 10, 20, \ldots, 1000$; $q_0 = 0.5$, $k_0 = 0.2$, $a = -1.1$, $b = -1.3$, $c_1 = 0.69758$, $c_2 = 0.47101$.

**References**

[1] Arinkin D., Borodin A. Moduli spaces of d-connections and difference Painlevé equations, *Duke Math. J.*, 134 (2006), 515-556, [http://arxiv.org/abs/math/0411584](http://arxiv.org/abs/math/0411584).

[2] Arinkin D., Borodin A. Tau-function of discrete isomonodromy transformations and probability, *Compositio Math.*, 145 (2009) 747-772, [http://arxiv.org/abs/0706.3073](http://arxiv.org/abs/0706.3073).

[3] Arinkin D., Lysenko S. On the moduli of SL(2)-bundles with connections on $\mathbb{P}^1 \setminus \{x_1, \cdots, x_4\}$, *Internat. Math. Res. Notices.*, (1997) 19:983-999.

[4] Baik J., Kriecherbauer T., McLaughlin K. T.-R., Miller P. D., Uniform Asymptotics for Polynomials Orthogonal with Respect to a General Class of Discrete Weights and Universality Results for Associated Ensembles, *Ann. Math. Studies*, (2006), [http://arxiv.org/pdf/math/0310278v1.pdf](http://arxiv.org/pdf/math/0310278v1.pdf).
[5] Bornemann, On the numerical evaluation of distributions in random matrix theory, *Markov Processes and Related Fields*, 2010.

[6] Borodin A., Isomonodromy transformations of linear systems of difference equations. *Ann. Math.*, 160 (2004), 1141-1182. Math.CA/0209144, [http://arxiv.org/pdf/0706.3073v1.pdf](http://arxiv.org/pdf/0706.3073v1.pdf).

[7] Borodin A., Boyarchenko D., Distribution of the first particle in discrete orthogonal polynomial ensembles. *Comm. Math. Phys.*, 234(2):287-338, 2003. Math-ph/0204001, [http://arxiv.org/pdf/math-ph/0111007v1.pdf](http://arxiv.org/pdf/math-ph/0111007v1.pdf).

[8] Borodin A., Deift P., Fredholm determinants, Jimbo-Miwa-Ueno τ-functions, and representation theory, *Comm. Pure Appl. Math.*, 55(9):1160-1230, 2002. Math-ph/0111007, [http://arxiv.org/pdf/math-ph/0111007v1.pdf](http://arxiv.org/pdf/math-ph/0111007v1.pdf).

[9] Borodin A., Gorin V., Shuffling algorithm for boxed plane partitions., *Advances in Mathematics*, 220, Issue 6, 1 April 2009, 1739-1770, [http://arxiv.org/pdf/0804.3071v2.pdf](http://arxiv.org/pdf/0804.3071v2.pdf).

[10] Borodin A., Gorin V., Rains E., *q*-Distributions on boxed plane partitions, *Selecta Mathematica*, 16:4 (2010), 1123-1150.

[11] Fuchs R., Über lineare homogene differentialgleichungen zweiter ordnung mit drei im endlichen gelegenen wesentlich singulärenstellen, *Math. Ann.*, 63, 301-21, 1907.

[12] Ferrari P. , Frings R., Finite time corrections in KPZ growth models, *J. Stat. Phys.* 144 (2011), 1123-1150.

[13] Grammaticos B., Ramani A., Tamizhmani T., Tamizhmani K.M., Special function solutions of the discrete Painlevé equations, *Comput. Math. Appl.*, 42, 603-14, 2001.

[14] Haine L. and Semengue J.-P., The Jacobi polynomial ensemble and the Painlevé VI equation, *Jour. Math. Phys.* 40 (1999), no. 4, 2117-2134.

[15] Jimbo M., Miwa T., Monodromy preserving deformations of linear ordinary differential equations with rational coefficients I. *Physica D*, 2:306-352, 1981.

[16] Jimbo M., Miwa T., Monodromy preserving deformations of linear ordinary differential equations with rational coefficients II. *Physica D*, 4(1):26-46, 1981/82.

[17] Kirillov A. N. and Reshetikhin N. Yu., Representations of the algebra $U_q(sl(2))$, *q*-orthogonal polynomials and invariants of links. *Infinite-dimensional Lie algebras and groups (Luminy-Marseille, 1988)*, World Sci. Publishing, Teaneck, NJ, 285-339, 1989. [https://math.berkeley.edu/~reshetik/Publications/q6j-KR.pdf](https://math.berkeley.edu/~reshetik/Publications/q6j-KR.pdf)

[18] Koekoek R. and Swarttouw R. F., The Askey-scheme of hypergeometric orthogonal polynomials and its *q*-analogue. [http://homepage.tudelft.nl/11r49/documents/as98.pdf](http://homepage.tudelft.nl/11r49/documents/as98.pdf).

[19] Olshansky G., Difference operators and determinantal point processes, *Funct. Anal. Appl.*, 42, 317-329, 2008, [http://arxiv.org/pdf/0810.3751v1.pdf](http://arxiv.org/pdf/0810.3751v1.pdf).

[20] Ormerod C.M. Witte N.S., Construction of a Lax pair for the $E_6^{(1)}$ *q*-Painlevé System, *SIGMA*, 8, (2012), 097, [http://arxiv.org/pdf/1207.0041.pdf](http://arxiv.org/pdf/1207.0041.pdf).

[21] Sakai H., Lax form of the *q*-Painlevé equation associated with the $A_2^{(1)}$ surface. *Jour. Phys. A*, 39(39):12203-12210, 2006.

[22] Schlesinger L., Über eine klasse von differentialsystemen beliebiger Ordnung mit festen kritischen punkten, *J. Math.*, 141, 96-145, 1912.

[23] Tracy C. A. and Widom H., Fredholm determinants, differential equations and matrix models, *Comm. Math. Phys.* 163 (1994), 33-72, hep-th/9306042.
[30] Witte N. S. and Forrester P. J., Gap probabilities in the finite and scaled Cauchy random matrix ensembles, *Nonlinearity* 13 (2000), no. 6, 1965-1986, math-ph/0009022.

[31] Yamada Y., Lax formalism for $q$-Painlevé equations with affine Weyl group symmetry of type $E_n$, *Int. Math. Res. Not.* 2011 (2011), no. 17, 3823-3838, [http://arxiv.org/abs/1004.1687](http://arxiv.org/abs/1004.1687).

DEPARTMENT OF MATHEMATICS, MASSACHUSETTS INSTITUTE OF TECHNOLOGY, CAMBRIDGE, MA 02139.

E-mail address: alisik@math.mit.edu.