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Abstract

We study \( \omega \)-categorical MS-measurable structures. Our main result is that a class of \( \omega \)-categorical Hrushovski constructions, supersimple of finite SU-rank is not MS-measurable. These results complement the work of Evans on a conjecture of Macpherson and Elwes. In constrast to Evans’ work, our structures may satisfy independent \( n \)-amalgamation for all \( n \). We also prove some general results in the context of \( \omega \)-categorical MS-measurable structures. Firstly, in these structures, the dimension in the MS-dimension-measure can be chosen to be SU-rank. Secondly, non-forking independence implies a form of probabilistic independence in the measure. The latter follows from more general unpublished results of Hrushovski, but we provide a self-contained proof.

1 Introduction

This work focuses on \( \omega \)-categorical MS-measurable structures and on the role of supersimple \( \omega \)-categorical Hrushovski constructions in settling some conjectures about them. In particular, we prove that a certain class of \( \omega \)-categorical supersimple Hrushovski constructions of finite SU-rank is not MS-measurable. The question of whether, in general, such structures are not MS-measurable is still open.

Let \( \mathcal{L} \) be a first order language. A complete \( \mathcal{L} \)-theory is \( \omega \)-categorical if it has a unique countable model up to isomorphism. We say that an \( \mathcal{L} \)-structure is \( \omega \)-categorical if its theory is. An MS-measurable structure has an associated dimension-measure function on its definable sets, where for the sets of a given dimension there is an invariant, additive measure satisfying Fubini’s theorem with respect to the dimension and giving such sets positive measure. We give a formal definition in Definition 2.6. Standard examples of MS-measurable structures are pseudofinite fields, the random graph, and \( \omega \)-categorical \( \omega \)-stable structures [2]. In this article, we focus on whether \( \omega \)-categorical Hrushovski constructions are MS-measurable. These are a class of relational structures, which generalise Fraïssé limits, and whose construction depends on a choice of a parameter \( \alpha \in \mathbb{R}_{>0} \) and of a non-decreasing function \( f : \mathbb{R}_{>0} \to \mathbb{R}_{>0} \). We discuss their construction in section 4.

In their review article on MS-measurable structures [2], Elwes and Macpherson ask the following questions which require the study of \( \omega \)-categorical Hrushovski constructions:

**Question 1.1.** Is there any \( \omega \)-categorical supersimple theory of finite SU-rank which is not MS-measurable?

**Question 1.2.** Is every \( \omega \)-categorical MS-measurable structure one-based?

Being MS-measurable implies being supersimple of finite SU-rank [2]. Furthermore, in such structures \( D \)-rank, \( S_1 \)-rank and \( SU \)-rank are the same. Hence, the first question is simply asking whether supersimplicity and finite rank imply MS-measurability in an \( \omega \)-categorical context.

1
Supersimple $\omega$-categorical Hrushovski constructions of finite SU-rank are essential structures for the study of these questions. These are the only examples of $\omega$-categorical supersimple not one-based structures which we know of. Hence, finding out that any of these structures are not $MS$-measurable would answer the first question positively. Finding out that any of these structures is $MS$-measurable would answer negatively the second question. We already know that some $\omega$-categorical Hrushovski constructions are not $MS$-measurable from the work of Evans [6]. There, Evans first proves that any $MS$-measurable structure must satisfy a weak form of independent $n$-amalgamation using a version by Towsner of the Hypergraph Removal Lemma [20, 7, 18]. Then, he proves that for a class of Hrushovski constructions (with a ternary relation and $\alpha = 1$), any dimension is a scaled version of the natural Hrushovski dimension. With these tools, Evans shows that some such structures do not satisfy the weak $n$-amalgamation property.

While Evans’ dimension theorem can be generalised to other classes of Hrushovski constructions, it is possible for Hrushovski constructions to satisfy the weak amalgamation condition (and even independent $n$ amalgamation for all $n$) as long as $f$ is slow-growing enough [12]. Indeed, a natural question which arises from Evans’ paper is whether $MS$-measurability for an $\omega$-categorical finite rank structure is implied by satisfying some strong enough form of independent $n$-amalgamation.

In this paper, we develop new tools to study $\omega$-categorical $MS$-measurable structures. These will allow us to study how an $MS$-dimension-measure would behave in an $\omega$-categorical Hrushovski construction if it was $MS$-measurable. In particular, in Section 5, we introduce the $\omega$-categorical supersimple finite rank Hrushovski constructions $M_f$ for which we prove the main theorem of this paper:

**Theorem 5.9.** The structures $M_f$ satisfying the conditions of Construction 5.1 are not $MS$-measurable. Hence, there are $\omega$-categorical supersimple finite SU-rank structures which are not $MS$-measurable. Indeed, there are supersimple $\omega$-categorical structures of finite SU-rank and with independent $n$-amalgamation over finite algebraically closed sets for all $n$ which are not $MS$-measurable.

The proof of this result is contained in subsection 5.2.

The structure of this paper is as follows. In Section 2, we introduce some basic notions concerning $MS$-measurable structures. We also prove the folklore theorem of Ben Yaacov that the natural notion of independence in $MS$-measurable structures corresponds to non-forking independence. In Corollary 2.20, we find a set of equations that the measure of an $MS$-measurable structure must satisfy. We also prove that, in an $\omega$-categorical context, we may take the dimension of an $MS$-measurable structure to be SU-rank (Corollary 2.22). This allows us to circumvent the need to prove a dimension theorem for the class of Hrushovski constructions we will consider.

Section 3 yields another set of equations for the measure in $\omega$-categorical $MS$-measurable structures which show how non-forking independence yields probabilistic independence in the measure (Theorem 3.6). These results are a special case of the probabilistic independence theorem in the unpublished [10].

In Section 4, we introduce Hrushovski constructions and in subsection 4.2 we specify the form of the equations from section 2 in the context of such structures.

In Section 5, we introduce in Remark 5.1 various supersimple $\omega$-categorical Hrushovski constructions of finite SU-rank, some of which satisfy independent $n$-amalgamation for all $n$. We will prove these are not $MS$-measurable in subsection 5.2. Various properties of these structures (especially supersimplicity) are proven in the Appendix. The most relevant results for understanding the proof of our main theorem are Corollaries 2.20 and 2.22, Theorems 3.6 and 4.8, and subsection 5.2.

We assume some knowledge of model theory, especially regarding $\omega$-categorical structures. Most of the relevant material is covered in Chapters 1 to 4 of Tent and Ziegler’s book [19]. Section 3 uses some local stability theory for which the first chapter of [17] is sufficient. We
work in countable languages and only with complete theories. We shall make frequent use of the equivalent conditions to ω-categoricity from the Ryll-Nardzewski theorem. We also assume some basic knowledge of simple theories and SU-rank. Chapter 2 of [13] covers the relevant material.

Regarding notation, for a language \( \mathcal{L} \), we work on an \( \mathcal{L} \)-structure \( M \) and write \( M \) to denote the underlying set. The monster model for the \( \mathcal{L} \)-theory of \( M \) is denoted by \( \mathbb{M} \). We use overlined lowercase letters at the beginning of the alphabet \( \pi, \beta, \ldots \) to denote finite tuples from a model, and use \( \overline{\pi}, \overline{\beta}, \ldots \) to denote tuples of variables. We use the non-overlined versions \( \pi, \beta, \ldots \) to denote \( \mathcal{L} \)-formulas, which we often write in the form \( \phi(\overline{x}, \overline{y}) \) to specify their free variables.
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2 Measurable ω-categorical structures

In this section, we introduce MS-measurable structures and some basic facts about them. We also prove some original results on ω-categorical MS-measurable structures. We begin with Subsection 2.1, where we introduce the notion of MS-measurability following [15] and [2]. Then, in Subsection 2.2, we prove the folklore result that dimension independence in MS-measurable structures corresponds to non-forking independence. Finally, in Subsection 2.3, we find a set of equations which hold in ω-categorical MS-measurable structures. We also show that if an ω-categorical structure is MS-measurable, then it is MS-measurable with dimension given by SU-rank. This will allows us to avoid proving Evans’ dimension theorem for the class of ω-categorical Hrushovski constructions we will consider.

2.1 Basic definitions

Let \( M \) be a structure. By \( \text{Def}(M) \) we mean the set of non-empty definable subsets of \( M \) defined by formulas with parameters from \( M \). Meanwhile, \( \overline{\text{Def}}(M) \) denotes the definable subsets of \( M \) in the variable \( \overline{x} \). For \( \overline{a}, \overline{a}' \in M^{[\overline{x}]} \) and \( A \subseteq M \), we write \( \overline{a} \equiv_A \overline{a}' \) to say that \( \overline{a} \) and \( \overline{a}' \) have the same type over \( A \). If \( A = \emptyset \), we simply write \( \overline{a} \equiv \overline{a}' \).

**Definition 2.1.** Let \( X \) be any set and consider a function \( g : \text{Def}(M) \rightarrow X \). For \( A \subseteq M \), we say that \( g \) is \( A \)-invariant if \( g(\phi(M^{[\overline{x}]}, \overline{a})) = g(\phi(M^{[\overline{x}]}, \overline{a}')) \) whenever \( \overline{a} \equiv_A \overline{a}' \). When \( A = \emptyset \), we say \( g \) is invariant. The function \( g \) is definable if for any formula \( \phi(\overline{x}, \overline{y}) \) and \( k \in X \), the set of \( \overline{a} \in M^{[\overline{x}]} \) such that \( g(\phi(M^{[\overline{x}]}, \overline{a})) = k \) is definable over the empty set. We say that \( g \) is finite if the set of values of \( g(\phi(M^{[\overline{x}]}, \overline{a})) \) for \( \overline{a} \in M^{[\overline{x}]} \) is finite. To avoid cumbersome notation, when the model \( M \) is clear, we sometimes write \( g(\phi(\overline{x}, \overline{y})) \) instead of \( g(\phi(M^{[\overline{x}]}, \overline{a})) \).

Note that definability always implies invariance. In an ω-categorical context, by Ryll-Nardzewski, invariance implies definability and finiteness.

Before introducing the notion of an MS-measurable structure, we follow the notation of [21] to speak of a dimension function:

**Definition 2.2.** We call \( \text{dim} : \text{Def}(M) \rightarrow \mathbb{N} \) a dimension if it satisfies the following conditions:
• (Algebraicity) for \( X \) finite and non-empty, \( \dim(X) = 0 \);
• (Union) for \( X, Y \in \text{Def}(M) \), \( \dim(X \cup Y) = \max\{\dim(X), \dim(Y)\} \); and
• (Additivity) for finite tuples \( \bar{a}, \bar{b}, \bar{c} \) from \( M \), \( \dim(\bar{a}/\bar{c}) = \dim(\bar{a} / \bar{b}) + \dim(\bar{b} / \bar{c}) \).

**Remark 2.3.** In the additivity condition, by \( \dim(\bar{a}/\bar{b}) \) we mean \( \dim(\text{tp}(\bar{a}/\bar{b})) \). For a partial type \( \pi(x) \) over \( B \subseteq M \), we define
\[
\dim(\pi(x)) = \min\{\dim(\phi(M^{[\pi]}, \bar{b})) \mid \pi(x) \vdash \phi(x, \bar{b})\}.
\]

**Remark 2.4.** In the course of this paper, we work with definable dimensions in an \( \omega \)-categorical context. Hence, for \( \bar{a}, \bar{b} \) finite tuples from \( M \) we have that
\[
\dim(\bar{a}/\bar{b}) = \dim(\phi(M^{[\pi]}, \bar{b})),
\]
where \( \phi(x, \bar{b}) \) is a formula isolating \( \text{tp}(\bar{a}/\bar{b}) \).

**Definition 2.5.** We say that the function \( \mu : \text{Def}(\varphi(M)) \rightarrow \mathbb{R}^>0 \cup \{\infty\} \) is a measure if it is a finitely additive function, i.e. for \( X \) and \( Y \) definable and disjoint in the same variable,
\[
\mu(X \cup Y) = \mu(X) + \mu(Y).
\]

We say \( \mu \) is a Keisler measure if it takes values in \([0,1]\).

We give here a slightly simplified definition of MS-measurability than the original following [15, Proposition 5.7]:

**Definition 2.6.** The \( \mathcal{L} \)-structure \( M \) is MS-measurable if there is a dimension-measure function \( h : \text{Def}(M) \rightarrow \mathbb{N} \times \mathbb{R}^>0 \), with notation \( h(X) = (d(X), \mu(X)) \), satisfying the following conditions:

1. The function \( h \) is finite and definable.
2. For \( \pi \in M^n, h(\{\pi\}) = (0, 1) \).
3. (Additivity) For \( X, Y \subseteq M^n \) definable and disjoint,
\[
\mu(X \cup Y) = \begin{cases} 
\mu(X) + \mu(Y), & \text{for } d(X) = d(Y); \\
\mu(Y), & \text{for } d(X) < d(Y). 
\end{cases}
\]
4. (Fubini) For \( n \geq 2 \), let \( X \subseteq M^n \) be definable and for \( 1 \leq m < n \), let \( \pi : M^m \rightarrow M^n \) be a projection of \( M^m \) to \( m \)-many coordinates. Suppose there is \( (k, \nu) \in \mathbb{N} \times \mathbb{R}^>0 \) such that for any \( \bar{a} \in \pi(X) \), we have that \( h(\pi^{-1}(\bar{a}) \cap X) = (k, \nu) \). Then, \( d(X) = d(\pi(X)) + k \) and \( \mu(X) = \mu(\pi(X)) \nu \).

**Remark 2.7.** From the definition it follows that being MS-measurable is a property of a theory, i.e. if \( M \) is MS-measurable, then so is any elementarily equivalent structure. We say that a many sorted structure \( M^\omega \) is MS-measurable if every restriction of \( M^\omega \) to finitely many sorts is MS-measurable. We have that if \( M \) is MS-measurable, then so is \( M^\omega \) [15, Proposition 5.10].

**Remark 2.8.** An important, and somehow hidden, assumption of the definition of MS-measurability is that of positivity. That is, for \( h(X) = (k, \nu) \), \( \nu > 0 \). This will be vital to our proof of non-measurability since we will show that a given definable set must be assigned measure zero.

**Remark 2.9.** As noted in [15, Proposition 5.3], for \( A \)-definable \( X \), we have an induced \( A \)-invariant probability measure on the definable subsets of \( X \).

**Remark 2.10.** The dimension part of an MS-function is a definable dimension function, as defined above. Additivity follows from [21, p.919].
In an MS-measurable context, for $\pi(\tau)$ a partial type over $B \subseteq M$, we define
$$\mu(\pi(\tau)) = \inf \{ \mu(\phi(\tau, \bar{b})) | \pi(\tau) \vdash \phi(\tau, \bar{b}), d(\phi(\tau, \bar{b})) = d(\pi(\tau)) \},$$
and we write $\mu(\pi/B)$ for $\mu(tp(\pi/B))$. For an $\omega$-categorical MS-measurable structure, $\mu(\pi/B) = \mu(\phi(M^{\pi}, \bar{b}))$, for any formula $\phi(\tau, \bar{b})$ isolating $tp(\pi/B)$.

**Remark 2.11.** When speaking of the dimension and measure of types we shall also set the convention that $d(\emptyset) = 0$ and $\mu(\emptyset) = 1$. This is helpful to treat the case of types over $\emptyset$ analogously to that of types over sets of parameters when dealing with Fubini. In fact, we shall make frequent use of the fact that, in an $\omega$-categorical MS-measurable structure, Fubini implies that
$$h(\pi(\tau)) = (\dim(\pi(\tau)), \mu(\pi(\tau))) = (\dim(\pi/B) + \dim(B), \mu(\pi/B)\mu(\tau)).$$

Hence, we adopt the conventions $d(\emptyset) = 0$ and $\mu(\emptyset) = 1$ so that we may write
$$\dim(\pi) = \dim(\pi/\emptyset) + \dim(\emptyset) = \dim(\pi/\emptyset),$$
and
$$\mu(\alpha) = \mu(\alpha/\emptyset)\mu(\emptyset) = \mu(\alpha/\emptyset).$$

### 2.2 Dimension-independence

It is easy to obtain a notion of independence from an invariant dimension. In particular, in an MS-measurable structure, dimension-independence corresponds to non-forking independence. In [2], this result is attributed to unpublished work of Ben-Yaacov. In this section we prove it briefly. In the next section, this will help us showing that in $\omega$-categorical MS-measurable structures we may take the dimension to be $SU$-rank without harm.

**Definition 2.12.** Let $d : \text{Dim}(M) \rightarrow \mathbb{N}$ be an invariant dimension, where $\mathcal{M}$ is a monster model. Let $\bar{a}$ be a tuple and $B, C$ be small subsets of $\mathcal{M}$. We say that $\bar{a}$ is $d$-independent from $B$ over $C$, writing $\bar{a} \perp_{d/C} B$ if
$$d(\bar{a}/BC) = d(\bar{a}/C).$$

The following is easy to prove from the basic properties of an invariant dimension:

**Proposition 2.13.** Let $d : \text{Dim}(\mathcal{M}) \rightarrow \mathbb{N}$ be an invariant dimension. The relation of $d$-independence is a notion of independence in the sense of [14, Definition 4.1].

Hence, in an MS-measurable context the dimension part of an MS-dimension-measure yields a notion of independence. We shall prove this coincides with non-forking independence. In order to prove this, first recall Lemma 3.5 from [2]:

**Lemma 2.14.** Let $\mathcal{M}$ be MS-measurable. Let $X \subseteq M^{\pi}$ be definable and $\phi(\tau, \bar{y})$ be such that there is an indiscernible sequence $(\bar{b}_i)_{i < \omega}$ such that $\{ \phi(\tau, \bar{b}_i) | i < \omega \}$ is inconsistent and $\phi(M^{\pi}, \bar{b}_i) \subseteq X$ for each $i < \omega$. Then, $d(X) > d(\phi(\tau, \bar{b}_i))$.

From this result, it is easy to prove that dimension independence implies non-forking independence.

**Proposition 2.15.** Suppose that $\bar{a} \perp_{d/C} B$. Then, $tp(\pi/BC)$ does not divide over $C$. Hence, by simplicity, $\bar{a} \perp_{d/C} B$ implies $\perp_{d/C} B$, where $\perp_{d/C}$ is non-forking independence.

**Proof.** Suppose by contrapositive that $tp(\pi/BC)$ divides over $C$. So there is $\phi(\tau, \bar{d}) \in tp(\pi/BC)$ such that $\{ \phi(\tau, \bar{d}_i) | i < \omega \}$ is $k$-inconsistent and $(\bar{d}_i)_{i < \omega}$ is $C$-indiscernible with $\bar{d}_0 = \bar{d}$. Let $\chi(\tau)$ be a formula defined over $C$ witnessing $d(\pi/C) = k$. Consider $\phi(\tau, \bar{d}_i) \land \chi(\tau)$. Since $\phi(\tau, \bar{d}) \in tp(\pi/BC)$, we have that $\models \exists \phi(\tau, \bar{d}) \land \chi(\tau)$, and since $\bar{d}_i \equiv_C \bar{d}$, $\models \exists \phi(\tau, \bar{d}_i) \land \chi(\tau)$. Thus, $\phi(M^{\pi}, \bar{d}) \land \chi(M^{\pi}) \subseteq \chi(M^{\pi})$, and $\{ \phi(\tau, \bar{d}_i) \land \chi(\tau) | i < \omega \}$ is inconsistent. The conditions of Lemma 2.14 are met and
$$d(\chi(M^{\pi})) > d(\phi(M^{\pi}, \bar{d}_i) \land \chi(M^{\pi})) = d(\phi(M^{\pi}, \bar{d}) \land \chi(M^{\pi})) = d(\phi(M^{\pi}, \bar{d})).$$
Where the second equality holds by invariance of the dimension and the last equality holds since \( \phi(M^{[\pi]}, d) \subseteq \chi(M^{[\pi]}) \). By our choice of \( \chi(\pi) \), we have that \( d(\pi/BC) < d(\pi/C) \), implying that \( \pi \) is not \( d \)-independent from \( B \) over \( C \). Our claim then holds by contrapositive.

The other implication holds by the following result of Kim and Pillay [14][Theorem 4.2, Claim I]:

**Lemma 2.16.** Let \( T \) be an arbitrary theory and \( \lhd \) be a notion of independence. Suppose that \( a \lhd_C B \). Then, \( a \lhd C B \).

And this yields the desired result:

**Theorem 2.17.** Let \( M \) be an MS-measurable structure. Then, dimension independence is the same as non-forking independence.

**Remark 2.18.** An alternative way to prove that dimension independence is the same of non-forking independence is by noting how the independence theorem is substantially proven in Theorem 2.18 of [8].

### 2.3 MS-measurability in an \( \omega \)-categorical context

In this subsection, we introduce some basic equations which must be satisfied in \( \omega \)-categorical MS-measurable structures through Corollary 2.20. Observations regarding these equations allow us to prove that in an \( \omega \)-categorical context we may always take the dimension part of an MS-dimension-measure to be \( SU \)-rank, as shown in corollary 2.22.

The following result is a standard fact about \( \omega \)-categorical MS-measurable structures. As far as I can tell, a version of this is first proven in Elwes’ PhD thesis [1, Lemma 5.2.1]:

**Lemma 2.19.** Let \( M \) be \( \omega \)-categorical and MS-measurable. Let \( B \supseteq A \) be finite subsets of \( M \). Suppose \( p \) is a partial type over \( A \). By \( \omega \)-categoricity, \( p \) has finitely many complete extensions to \( B \). Let \( p_1, \ldots, p_m \) be those which do not fork over \( A \). Then,

\[
\mu(p) = \sum_{i=1}^{m} \mu(p_i).
\]

**Proof.** Suppose the complete extensions of \( p \) to \( B \) are \( p_1, \ldots, p_m \) with \( m \geq n \) where \( p_1, \ldots, p_n \) have maximal dimension. By Theorem 2.17, these are the non-forking extensions of \( p \) to \( B \).

Consider the sets

\[
p_i(M^{[\pi]}) := \{ \tau \in M^{[\pi]} \mid \tau \vdash p(\pi) \}.
\]

By \( \omega \)-categoricity, these are disjoint definable sets such that \( \bigcup_{i=1}^{m} p_i(M^{[\pi]}) = p(M^{[\pi]}) \). Hence, by additivity:

\[
\mu(p) = \mu \left( \bigcup_{i=1}^{m} p_i(M^{[\pi]}) \cup \bigcup_{i>n} p_i(M^{[\pi]}) \right) = \mu \left( \bigcup_{i=1}^{n} p_i(M^{[\pi]}) \right) = \sum_{i=1}^{n} \mu(p_i).
\]

Where the second last equality holds by additivity in the case \( d(X) < d(Y) \), and the last equality due to additivity in the case of \( d(X) = d(Y) \).

By an easy application of Fubini (see Remark 2.11), we get equations in terms of types over the empty set and obtain:

**Corollary 2.20.** Let \( M \) be \( \omega \)-categorical and MS-measurable. Take \( \pi, \tilde{b}, \tilde{c} \) to be tuples from \( M \). Let \( \text{tp}(\tau_1/\pi\tilde{b}), \ldots, \text{tp}(\tau_n/\pi\tilde{b}) \) be the finitely many complete non-forking extensions of \( \text{tp}(\tau/\pi) \) to \( \pi\tilde{b} \). Then,

\[
\frac{\mu(\pi\tilde{c})\mu(\tilde{db})}{\mu(\pi)} = \sum_{i=1}^{n} \mu(\tilde{abc}_i).
\]
We shall use the above corollary in our proof of non-measurability. There is a partial converse to this corollary. In fact, if an $\omega$-categorical structure has a function $\mu : S(\emptyset) \to \mathbb{R}_{>0}$ satisfying equations of the form of (2) and an algebraicity condition, then it is MS-measurable. This can be extracted from the proof of Theorem 2.21. In this theorem, we show that in an $\omega$-categorical MS-measurable structure we may choose our dimension to be any definable dimension yielding non-forking independence as its notion of independence.

**Theorem 2.21.** Suppose that $\mathcal{M}$ is an $\omega$-categorical MS-measurable structure with dimension-measure $h = (d, \mu)$. Let $D : \text{Def}(\mathcal{M}) \to \mathbb{N}$ be any definable dimension for $\mathcal{M}$ whose induced notion of independence is non-forking independence. Then, $\mathcal{M}$ has a dimension-measure $h' = (D, \mu')$, where $\mu'$ agrees with $\mu$ on complete types over finite sets of parameters.

**Proof.** By Ryll-Nardzewski, $D$ is invariant and finite. The dimension-measure $h = (d, \mu)$ induces a function on types over finite sets of parameters $\mu^* : S_{\text{fin}}(\mathcal{M}) \to \mathbb{R}_{>0}$ given by $\mu^*(\bar{a}/\bar{b}) = \mu(\bar{a}/\bar{b})$. We can write any set $X$ definable over $\bar{a}$ as a finite disjoint union of the sets of realisations of complete types $p_1, \ldots, p_m$ over $\bar{a}$. Say that $p_1, \ldots, p_n$ have maximal $D$-dimension. Then, we define, 

$$\mu'(X) = \sum_{i=1}^{n} \mu^*(p_i).$$

We need to show that our definition does not depend on the choice of parameters over which $X$ is defined. Suppose that $X$ is defined both over $\bar{a}$ and $\bar{b}$. We may assume without loss of generality that $\bar{a} \subseteq \bar{b}$. Each $p_i$ over $\bar{a}$ has finitely many complete extensions of maximal $D$-dimension to $\bar{b}$, say $p_{i1}, \ldots, p_{im_i}$, which, by assumption, are the non-forking extensions of $p_i$ to $\bar{b}$. By the dimension theorem 2.17, these are the extensions of $p_i$ of maximal $d$-dimension, and so, by MS-measurability, we know that

$$\mu(p_i) = \sum_{j=1}^{m_i} \mu(p_{ij}).$$

But then,

$$\sum_{i=1}^{n} \mu(p_i) = \sum_{i=1}^{n} \sum_{j=1}^{m_i} \mu(p_{ij}),$$

where the equation on the left is the definition of $\mu'(X)$ as defined over $\bar{a}$ and the equation on the right is the definition of $\mu'$ for $X$ as defined over $\bar{b}$. This yields that $\mu'$ is well defined. Positivity, algebraicity, additivity and Fubini are easy to prove. Hence, $(D, \mu')$ yields an MS-dimension-measure for $\mathcal{M}$. \hfill \Box

An important consequence of this theorem is that for MS-measurable $\omega$-categorical structures we may take the dimension to be SU-rank. In a structure of finite SU-rank, SU-rank is a dimension function: it is additive by the Lascar inequalities [13, Prop. 2.5.19]. In an $\omega$-categorical structure, it is definable being invariant. Since MS-measurable structures have finite SU-rank, in $\omega$-categorical MS-measurable structures, SU-rank yields a definable dimension. By definition it induces non-forking independence as its notion of independence. Hence, it satisfies all of the conditions of Theorem 2.21, and we get the following corollary.

**Corollary 2.22.** Suppose that the $\omega$-categorical structure $\mathcal{M}$ is MS-measurable with dimension-measure $h = (d, \mu)$. Then, $\mathcal{M}$ is also MS measurable via the dimension-measure $h' = (SU, \mu')$, where $\mu'$ is as in Theorem 2.21. Hence, if an $\omega$-categorical structure $\mathcal{M}$ is MS-measurable, there is a dimension-measure on $\mathcal{M}$ where the dimension is given by SU-rank.

This statement is known to be false outside of an $\omega$-categorical context. In particular, in [2, Remark 3.8], Elwes and Macpherson show that there are MS-measurable structures where SU-rank is not definable. They also give an example of an $\omega$-categorical structure for which we can artificially choose the dimension in the MS-measure and SU-rank to differ. However, our theorem does prove that if there is an MS-measure in the $\omega$-categorical case, there is no harm in taking the dimension to be SU-rank.
Corollary 2.22 is a powerful tool in the context of MS-measurable \( \omega \)-categorical structures. For example, Evans' proof [6] employs a highly non-trivial theorem showing that in the class of \( \omega \)-categorical structures he is considering, any dimension function corresponds to a scaled SU-rank. Our result allows us to skip proving such a theorem. Indeed, for other \( \omega \)-categorical structures such a theorem is false (e.g. the example in [2, Rem. 3.8]).

3 Independence in measure

In this section, we obtain another set of equations that hold for MS-measurable \( \omega \)-categorical structures. The main idea is that in an MS-measurable structure, non-forking independence induces probabilistic independence in the measure. This is shown explicitly in Theorem 3.6 and Corollary 3.7, which yields equations that we will use later in our proof of non-MS-measurability. We thank Ehud Hrushovski for sharing his notes for [10]. In there, he proves a more general version of Theorem 3.6, which implies the results in this section. Working in an \( \omega \)-categorical MS-measurable context greatly simplifies the tools and the amount of theory required to obtain the probabilistic independence theorem. Hence, we give proofs for these results in this section.

We work in an \( \omega \)-saturated \( \mathcal{L} \)-structure \( M \). Let \( \mu : \text{Def}_{\mathcal{L}}(M) \to [0, 1] \) be an invariant measure and \( \phi(\bar{x}, \bar{y}), \psi(\bar{x}, \bar{y}) \) be \( \mathcal{L} \)-formulas. We define the relation \( R_\alpha(\bar{x}_1, \bar{x}_2) \) on \( M^{\vert \bar{a} \vert} \times M^{\vert \bar{a} \vert} \) by

\[
R_\alpha(\bar{a}, \bar{b}) \text{ if and only if } \mu(\phi(\bar{a}, \bar{b}) \land \psi(\bar{a}, \bar{b})) = \alpha.
\]

From [8, Prop.2.25] we know that \( R_\alpha(\bar{x}_1, \bar{x}_2) \) is stable.

We shall begin by showing that whether \( R_\alpha(\bar{a}, \bar{b}) \) holds of a pair of tuples only depends on the individual types of \( \bar{a} \) and \( \bar{b} \). This can be seen as a consequence of a commonly used corollary to the finite equivalence relation theorem [17, Lemma 2.11] (see [11] or [14] for similar uses). We need to introduce some notation to express the result.

**Definition 3.1.** Let \( \delta(\bar{x}, \bar{z}) \) be an \( \mathcal{L} \)-formula and \( A \) a set of parameters. An instance of \( \delta \) over \( A \) is a formula \( \delta(\bar{x}, \bar{a}) \) in \( \mathcal{L}_A \), i.e. the language obtained by adding to \( \mathcal{L} \) constants for the elements of \( A \). A complete \( \delta \)-type over \( A \) is a maximally consistent set of instances of \( \delta \) over \( A \). By \( S_\delta(\bar{a}) \) we mean the set of \( \delta \)-types over \( A \). By \( \text{FER}_\delta(A) \) we denote the set of \( \delta \)-definable equivalence relations \( E(\bar{x}, \bar{y}) \) with finitely many classes such that for any \( \bar{a}, \bar{b}, E(\bar{x}, \bar{b}) \) is elementary equivalent to a Boolean combination of instances of \( \delta \) over \( A \).

With the above notation, we can prove the following well-know application of the finite equivalence relation theorem:

**Proposition 3.2.** Let \( \mathcal{M} \) be an \( \omega \)-saturated \( \mathcal{L} \)-structure with \( \text{acl}^{\mathcal{L}}(\emptyset) = \text{dcl}^{\mathcal{L}}(\emptyset) \). Let \( \delta(\bar{x}, \bar{y}) \) be a stable \( \mathcal{L} \)-formula. Suppose that \( \bar{a} \) and \( \bar{b} \) are tuples from \( \mathcal{M} \) with \( \bar{a} \not\equiv \bar{b} \). Then, whether \( \models \delta(\bar{a}, \bar{b}) \) only depends on \( \text{tp}(\bar{a}) \) and \( \text{tp}(\bar{b}) \), but not on \( \text{tp}(\bar{a}) \).

**Proof.** Let \( \bar{a} \) and \( \bar{a}' \) be such that \( \bar{a} \not\equiv \bar{a}' \) and \( \bar{a} \equiv \bar{a}' \). In particular, \( \bar{a} \) and \( \bar{a}' \) have the same \( \delta \)-type over \( \emptyset \).

Let \( B \subset M \) and suppose \( q_1, q_2 \in S_\delta(\bar{a}) \) are non-forking extensions of \( \text{tp}_\delta(\bar{a}) \), the \( \sigma \) type of \( \bar{a} \) over the empty set. By stability of \( \delta(\bar{x}, \bar{y}) \) and the finite equivalence relation theorem [17, Lemma 2.11], \( q_1 \neq q_2 \) if and only if there is a finite equivalence relation \( E(\bar{x}, \bar{y}) \in \text{FER}_\delta(\emptyset) \) such that \( q_1(\bar{x}) \cup q_2(\bar{y}) \models E(\bar{x}, \bar{y}) \). By \( \text{acl}^{\mathcal{L}}(\emptyset) = \text{dcl}^{\mathcal{L}}(\emptyset) \), \( E(\bar{x}, \bar{y}) \) is trivial, i.e. tuples with the same types over the emptyset will be in the same equivalence classes. In particular, since for \( \bar{a}, E(\bar{x}, \bar{a}) \) is a Boolean combination instances of \( \delta \) over \( \emptyset \), the equivalence class of \( \bar{a} \) is entirely determined by \( \text{tp}_\delta(\bar{a}) \), and so \( q_1 = q_2 \). Hence, for any \( B \) there is a unique \( \delta \)-type over \( B \) which is a non-forking extension of \( \text{tp}_\delta(\bar{a}) \). In particular, \( \text{tp}_\delta(\bar{a} / \bar{b}) = \text{tp}_\delta(\bar{a}' / \bar{b}) \), which yields

\[
\models \delta(\bar{a}, \bar{b}) \iff \delta(\bar{a}', \bar{b}).
\]
We can apply the same reasoning in the variable $\bar{y}$ to prove that for \( \bar{a} \downarrow \bar{b} \) and \( \bar{a}' \downarrow \bar{b}' \) with \( \bar{a} \equiv \bar{a}' \) and \( \bar{b} \equiv \bar{b}' \) we have
\[
\models \delta(\bar{a}, \bar{b}) \leftrightarrow \delta(\bar{a}', \bar{b}').
\]

From this and stability of \( R_\omega(\bar{x}, \bar{y}) \) we immediately get the following result for an invariant Keisler measure:

**Corollary 3.3.** Let \( \mu : \text{Def}_\omega(M) \to [0, 1] \) be an invariant measure on an \( \omega \)-saturated \( \mathcal{L} \)-structure \( M \) with \( \text{acl}^\omega(\emptyset) = \text{dcl}^\omega(\emptyset) \). Let \( \phi_i(\bar{x}, \bar{y}) \) for \( i \in \{1, 2\} \) be \( \mathcal{L} \)-formulas. Suppose that \( \bar{a}_1, \bar{a}_2 \) are tuples from \( M \) such that \( \bar{a}_1 \downarrow \bar{a}_2 \). Then, the value of \( \mu(\phi_1(\bar{a}_1, \bar{y}) \land \phi_2(\bar{a}_2, \bar{y})) \) only depends on \( \text{tp}(\bar{a}_1) \) and \( \text{tp}(\bar{a}_2) \), but not on \( \text{tp}(\bar{a}_1, \bar{a}_2) \).

Let \( M \) be an \( \mathcal{L} \) structure. Let \( \bar{a} \) be a tuple from \( M \) and \( B \subseteq M \). We write \( \text{loc}(\bar{a} / B) \) for the set of realisations of \( \text{tp}(\bar{a} / B) \) in \( M \).

As noted earlier, by Proposition 5.10 of [15], if \( M \) is MS-measurable, then so is \( M^\text{eq} \). Let \( \chi(x) \) be an \( \mathcal{L}^\text{eq}(M^\text{eq}) \)-formula and let \( M^* \) and \( M^* \) be restrictions of \( M^\text{eq} \) to finitely many sorts containing the sorts of the variables and parameters in \( \chi(x) \). Inspecting the proof of Proposition 5.10 we can see that the dimension measures \( h^* \) on \( M^* \) and \( h^* \) on \( M^* \) induced by the dimension-measure \( h \) on \( M \) will agree on the value of the set defined by \( \chi(x) \). Hence, we may write unambiguously
\[
h(\chi(M^\text{eq}))
\]
for this value.

**Lemma 3.4.** Let \( M \) be \( \omega \)-categorical and \( a_1, a_2 \) be tuples from \( M^\text{eq} \). Then, there is an \( \mathcal{L}^\text{eq} \) formula \( \psi(x_1, x_2) \) such that
\[
\models \psi(a_1, a_2) \text{ if and only if } a_1 \equiv a_1 \text{ and } a_2 \equiv a_2 \text{ and } a_1 \downarrow a_2.
\]

Moreover, if \( M \) is MS-measurable,
\[
\mu(\psi(M^\text{eq}, M^\text{eq})) = \mu(a_1)\mu(a_2).
\]

**Proof.** The first part follows simply by Ryll-Nardzewski and invariance of non-forking independence. For the second part, we use Fubini. Firstly, since \( \psi(x_1, x_2) \) isolates the types of its variables,
\[
\models \exists x_1 \psi(x_1, b_2) \text{ if and only if } b_2 \in \text{loc}(a_2).
\]
So, \( \mu(\exists x_1 \psi(x_1, M^\text{eq})) = \mu(a_2) \). Secondly, consider \( \mu(\psi(M^\text{eq}, b_2)) \) for \( b_2 \) such that \( \models \exists x_1 \psi(x_1, b_2) \). By invariance, \( \mu(\psi(M^\text{eq}, b_2)) = \mu(\psi(M^\text{eq}, a_2)) \). But now, for \( b_1 \equiv a_1 \), by the dimension theorem 2.17,
\[
\models \psi(b_1, a_2) \text{ if and only if } d(b_1/a_2) = d(b_1).
\]
Hence, by additivity, \( \mu(a_1) = \mu(\psi(M^\text{eq}, a_2)) \). Considering Fubini applied to \( \psi(x_1, x_2) \) yields the result. \( \square \)

**Fact 3.5.** If \( M \) is supersimple, \( \omega \)-categorical with \( \text{acl}^\text{eq}(\emptyset) = \text{dcl}^\text{eq}(\emptyset) \), the independence theorem holds over the empty set.

**Proof.** By \( \omega \)-categoricity, over finite sets, Lascar types and strong types coincide. By [13, Proposition 3.2.12], the independence theorem holds over \( \text{acl}^\text{eq}(\emptyset) \). Since \( \text{acl}^\text{eq}(\emptyset) = \text{dcl}^\text{eq}(\emptyset) \), the independence theorem holds over the empty set. \( \square \)

At this point, we have the tools to show how in an \( \omega \)-categorical context, for a triplet of independent pairs, non-forking independence corresponds to probabilistic independence. We state the following result in terms of \( M^\text{eq} \).
Theorem 3.6. Let $M^q$ be MS-measurable, $\omega$-categorical with $acl^q(\emptyset) = dcl^q(\emptyset)$. Suppose that $a_1, a_2, a_3$ are tuples such that $a_i \perp a_j$ for $1 \leq i < j \leq 3$. Then, $d(tp(a_3/a_1) \cup tp(a_3/a_2)) = d(a_3)$ and

$$\mu(tp(a_3/a_1) \cup tp(a_3/a_2)) = \frac{\mu(a_3/a_1)\mu(a_3/a_2)}{\mu(a_3)}. \quad (4)$$

In the theorem, the set defined by $tp(a_3/a_1) \cup tp(a_3/a_2)$ is $loc(a_3/a_1) \cap loc(a_3/a_2)$. The statement about the dimension corresponds to the independence theorem over $\emptyset$. But we get a much stronger result: the events “$x \in loc(a_3/a_1)$” and “$x \in loc(a_3/a_1)$” are probabilistically independent in the measure $\mu$ induced by $\mu$ on definable subsets of $loc(a_3)$.

Proof. We write $M$ instead of $M^q$ in the proof to simplify the notation. For $i \in \{1, 2\}$, let $\phi_3(x_i, x_3)$ isolate $tp(a_i, a_3)$. Let $\psi(x_1, x_2)$ be the formula satisfying the condition 2 shown to exist in Lemma 3.4. Our proof consists of calculating in different ways the measure of the set $S$ defined by the formula

$$S(x_1, x_2, x_3) := \phi_1(x_1, x_3) \land \phi_2(x_2, x_3) \land \psi(x_1, x_2).$$

We apply Fubini, projecting onto the first two coordinates $\pi_{1,2} : M^3 \to M^2$. The formula $\exists x_3 S(x_1, x_2, x_3)$ is satisfied by any $b_1 b_2 \models \psi(x_1, x_2)$ by Fact 3.5. Hence,

$$\exists x_3 S(x_1, x_2, x_3) \equiv \psi(x_1, x_2),$$

and so by Lemma 3.4,

$$\mu(\pi_{1,2}(S)) = \mu(a_1)\mu(a_2).$$

For $b_1 b_2 \in M$ we consider $\pi_{1,2}^{-1}(b_1 b_2) \cap S$, i.e. the set defined by $S(b_1, b_2, x_3)$. This definable set is non-empty if and only if $b_1 b_2 \models \psi(x_1, x_2)$. Also, by Fact 3.5, for any such pair, $S(b_1, b_2, x_3)$ will have maximal dimension. Finally, by Corollary 3.3,

$$\mu(S(b_1, b_2, M)) = \mu(S(a_1, a_2, M)) = \mu(tp(a_3/a_1) \cup tp(a_3/a_2)).$$

Hence, by Fubini with respect to $\pi_{1,2}$ we obtain:

$$\mu(S) = \mu(tp(a_3/a_1) \cup tp(a_3/a_2))\mu(a_1)\mu(a_2). \quad (5)$$

Let us compute the measure with respect to $\pi_{1,2} : M^3 \to M$. The formula $\exists x_1 x_2 S(x_1, x_2, x_3)$ isolates $tp(a_3)$ and so $\mu(\exists x_1 x_2 S(x_1, x_2, x_3)) = \mu(a_3)$. Meanwhile, for $b_3 \in M$, the formula $S(x_1, x_2, b_3)$ is consistent only if $b_3 \equiv a_3$. By invariance we may consider $S(x_1, x_2, a_3)$. To compute the measure of the set defined by this formula we apply Fubini again. Projecting onto $x_1$, $\exists x_3 S(x_1, x_2, x_3)$ isolates $tp(a_2/a_3)$ and so, $\mu(\exists x_1 S(x_1, M, a_3)) = \mu(a_2/a_3)$. Meanwhile, for $b_2 \equiv a_2$, consider $S(x_1, b_2, a_3)$. Again, by invariance this defines a set with the same measure as $S(x_1, a_2, a_3)$. We claim that $\mu(S(M, a_2, a_3)) = \mu(a_1/a_3)$. By Lemma 3.4, there is a formula $\chi(x_1, x_2)$ over $a_3$ isolating the pairs $b_1 \equiv a_1$ and $b_2 \equiv a_2$ which are independent over $a_3$. So, we may consider $S(M, a_2, a_3)$ as the disjoint union

$$(S(M, a_2, a_3) \land \chi(M, a_2)) \cup (S(M, a_2, a_3) \land \neg \chi(M, a_2)).$$

But the definable set on the right of the disjoint union has lower dimension by the dimension theorem, and so, by additivity,

$$\mu(S(M, a_2, a_3)) = \mu(S(M, a_2, a_3) \land \chi(M, a_2)).$$

Consider the extension of $tp(a_1/a_3)$ to $a_2$. By the same reasoning,

$$\mu(a_1/a_3) = \mu(\phi_{13}(M, a_3) \land \chi(M, a_2)).$$

Noting that $\chi(x_1, x_2)$ implies $\psi(x_1, x_2)$, we get that

$$\mu(S(M, a_2, a_3)) = \mu(a_1/a_3).$$
Hence, our calculations with respect to $\pi_{x_3}$ yield:

$$\mu(S) = \mu(a_3)\mu(a_2/a_3)\mu(a_1/a_3).$$  \hspace{1cm} (6)

Recall that by Fubini $\mu(a_1a_3) = \mu(a_1/a_3)\mu(a_3)$. Using this fact and comparing the equations 5 and 6, we obtain

$$\mu(tp(a_1/a_3) \cup tp(a_3/a_2)) = \frac{\mu(a_2a_3)\mu(a_1a_3)}{\mu(a_1)\mu(a_2)\mu(a_3)}.$$ \hspace{1cm} (7)

Applying Fubini again, we get the desired result. \hfill $\square$

**Corollary 3.7.** Let $\mathcal{M}^a$ be MS-measurable, $\omega$-categorical with $acl^a(\emptyset) = acl^a(\emptyset)$. Suppose that $a_1, a_2, a_3$ are tuples such that $a_i \downarrow a_j$ for $1 \leq i < j \leq 3$. Let $p_{ij}(x_i, x_j) = tp(a_i, a_j)$. Then,

$$d(p_{12}(x_1, x_2) \cup p_{23}(x_2, x_3) \cup p_{13}(x_1, x_3)) = \sum_{i \leq 3} d(a_i),$$

and

$$\mu(p_{12}(x_1, x_2) \cup p_{23}(x_2, x_3) \cup p_{13}(x_1, x_3)) = \frac{\mu(a_1a_2)\mu(a_1a_3)\mu(a_2a_3)}{\mu(a_1)\mu(a_2)\mu(a_3)}.$$  \hspace{1cm} (7)

**Proof.** Considering the set defined by $p_{12}(x_1, x_2) \cup p_{23}(x_2, x_3) \cup p_{13}(x_1, x_3)$, we apply Fubini by projecting onto the first two coordinates. The projection isolates $tp(a_1a_2)$, and the fiber of $a_1a_2$ isolates $tp(a_3/a_1) \cup tp(a_3/a_2)$. By Fubini

$$\mu(p_{12}(x_1, x_2) \cup p_{23}(x_2, x_3) \cup p_{13}(x_1, x_3)) = \mu(tp(a_3/a_1) \cup tp(a_3/a_2))\mu(a_1a_2).$$

Substituting with equation 7, the result follows. \hfill $\square$

## 4 Hrushovski constructions

In this section, we focus on $\omega$-categorical Hrushovski constructions. We begin with Subsection 4.1 which gives a brief introduction to these structures following [4] and [22]. Then, in Subsection 4.2, we find the form that the equations of Corollary 2.20 would take in the context of $\omega$-categorical Hrushovski constructions if these were MS-measurable.

### 4.1 Building $\omega$-categorical Hrushovski constructions

We focus on graphs for simplicity of notation, but we can build Hrushovski constructions in relational languages in general [22]. Let $\mathcal{K}$ be the class of graphs and $\mathcal{K}$ be the class of finite graphs. Now, for $a \in \mathbb{R}^{>0}$, and $A$ a finite graph, we define the **predimension** of $A$, $\delta(A)$ to be:

$$\delta(A) = a|A| - |E(A)|,$$

where $|E(A)|$ is the number of edges of $A$.

For $A \subseteq B, C \in \mathcal{K}$, suppose $g : A \rightarrow B$ and $f : A \rightarrow C$ are embeddings of $A$ in $B$ and $C$ respectively. The **free amalgamation** of $B$ and $C$ over $A$, is the (unique) graph $B \amalg_A C$ such that there are embeddings $h : B \rightarrow B \amalg_A C$, and $k : C \rightarrow B \amalg_A C$ such that $h(g(A)) = k(f(A))$ and $E(B \amalg_A C) = E(B) \cup E(C)$.

The predimension we introduced satisfies **submodularity**. That is, for $D \in \mathcal{K}$, and $B, C \subset D$ finite, we have that

$$\delta(B \cup C) \leq \delta(B) + \delta(C) - \delta(B \cap C),$$

with equality holding if and only $B$ and $C$ are freely amalgamated over $B \cap C$.

**Definition 4.1.** Let $B \in \mathcal{K}$, $A \subseteq B$ finite. We say that $A$ is **d-closed** in $B$, and write $A \leq B$ if $\delta(A) < \delta(B')$ for any finite $B'$ such that $A \subseteq B' \subseteq B$. We say that $A$ is **self sufficient** in $B$ and write $A \leq^* B$ if $\delta(A) \leq \delta(B')$ for any finite $B'$ such that $A \subseteq B' \subseteq B$.

Let $f : \mathbb{R}^{>0} \rightarrow \mathbb{R}^{>0}$ be continuous, increasing and unbounded with $f(0) = 0$. We let 

$$\mathcal{K}_f := \{A \in \mathcal{K} : \delta(A') \geq f(|A'|) \text{ for any } A' \subseteq A\}.$$
Definition 4.2. We say that $\mathcal{K}_f$ has the free amalgamation property if given $A_0 \leq A_1, A_2 \in K_f$ we have that $A_1 \amalg A_0 \amalg A_2 \in K_f$.

When $\mathcal{K}_f$ has the free amalgamation property we can build an $\omega$-categorical Hrushovski construction from it [4, Theorems 3.2 & 3.19]:

Theorem 4.3. Suppose that $\mathcal{K}_f$ has the free amalgamation property. Then, there is a unique countable structure $\mathcal{M}_f$ such that:

- **Union of Chains:** $\mathcal{M}_f$ is given by the union of a chain $M_1 \leq M_2 \leq \ldots$ where $M_i \in K_f$.
- **Substructures in $K_f$:** every $A \in K_f$ is isomorphic to some $A' \leq M_f$.
- **Extension Property:** given $A \leq M_f$ finite and $A \in K_f$, there is an embedding of $B$ over $A$ in $\mathcal{M}_f$ such that $B \leq M_f$.

Furthermore, $\mathcal{M}_f$ is $\omega$-categorical.

We say that $f$ is a good function if it is piece-wise smooth, $f'(x) \leq 1/x$ and $f'(x)$ is non-decreasing.

Lemma 4.4. Suppose that $f(x)$ is a good function for $x \geq t$, and that for $A_0 \leq A_1, A_2$, with $|A_1| \leq t$, we have $\delta(A_0 \amalg A_1, A_2) \geq f(|A_0 \amalg A_1, A_2|)$. Then $\mathcal{K}_f$ has the free amalgamation property.

Proof. This is substantially the proof of Example 3.20 in [4], which goes back to Hrushovski's original unpublished note [9].

Furthermore, when $\alpha \in Q$, choosing $f$ with slow enough growth ensures that $\mathcal{M}_f$ is supersimple of finite $SU$-rank by [3, Theorem 3.6] (originally proved in [12]). This is explained further in the Appendix.

For $B \in K_f$ or $B = \mathcal{M}_f$ and finite $A \subseteq B$ there is a unique smallest $d$-closed subset of $B$ containing $A$ which we call $cl_B(A)$, i.e. the closure of $A$ in $B$ [22, Lemma 2.1].

In the context of $\mathcal{M}_f$, $cl_{\mathcal{M}_f}(A)$ corresponds to algebraic closure of $A$ in $\mathcal{M}_f$ and is bounded above by $f^{-1}(\alpha |A|)$ [4, Theorem 3.19]. In general, we shall avoid the subscript when it is clear we are speaking of $cl_{\mathcal{M}_f}(A)$.

The predimension of a closed set induces a natural notion of dimension. For $D$ finite or $D = \mathcal{M}_f$, given $A \subseteq D$, we write $d_D(A)$ for $\delta(cl_D(A))$. If $\alpha \in N$, then this dimension is also a natural number, and it may be re-scaled to be a natural number if $\alpha \in Q$. As above, we omit the subscript and write $d(A)$ for $d_{\mathcal{M}_f}(A)$.

We write $d_D(A/B)$ for $d_D(AB) - d_B(B)$, where we write $AB$ for $A \cup B$. We say that $A$ and $B$ are independent over $C$ in $D$ if $d_D(A/BC) = d_D(A/B)$. This implies that $cl_D(AB) \cap cl_D(AC) = cl_D(A)$. When $\mathcal{M}_f$ is supersimple (of finite $SU$ rank) we have that this notion of independence induced by the Hrushovski dimension in $\mathcal{M}_f$ is precisely non-forking independence and the Hrushovski dimension on $\mathcal{M}_f$ is $SU$-rank.

We have a clear picture of what independence looks like in $\mathcal{M}_f$ [13, Claim 6.2.9]:

Lemma 4.5. Let $D \in K_f$ or $D = \mathcal{M}_f$. Suppose $A = B \cap C \leq B, C \leq D$. Then, $B$ and $C$ are independent over $A$ in $D$ if and only if $B$ and $C$ are freely amalgamated over $A$ and $\delta(B \cup C) = \delta(cl_D(B \cup C))$.

Remark 4.6. With the notation above, if $B$ and $C$ are independent over $A$ in $D$, $BC \leq^* cl_D(B \cup C)$. To see this, suppose by contradiction that there is some $F$ such that $BC \subseteq F \subseteq cl_D(B \cup C)$ and $\delta(F) < \delta(BC)$. We may choose $F$ to be maximal so that for $F \subseteq H \subseteq cl_D(B \cup C)$, $\delta(H) > \delta(F)$. Then,

$$BC \subseteq F \leq cl_D(B \cup C) \leq D.$$  

But this contradicts the definition of closure in $D$ as the minimal $d$-closed subset of $D$ containing $BC$.
4.2 MS-measurable \( \omega \)-categorical Hrushovski constructions

In this section, we consider some equations which would hold in an MS-measurable \( \omega \)-categorical Hrushovski construction. Suppose \( A \subseteq M_f \), and \( B = cl_{M_f}(A) \). Let \( \bar{B} \) be an enumeration of \( B \) where \( \bar{\pi} \) is an enumeration of \( A \). By the extension property in Theorem 4.3, the quantifier-free type of \( \bar{B} \) determines the type of of \( \bar{\pi} \) in \( M_f \). For \( A \subseteq M_f \), we write \( \theta_{\bar{\pi}}(\bar{x}) \) for the formula isolating \( tp(\bar{\pi}) \).

**Notation 4.7.** Note that by Fubini, any MS-dimension-measure \( h \) is invariant under permutation of variables. That is, for \( \pi \), a permutation of the variables of \( \pi \), and \( \phi_{\pi}(\bar{x}) = \phi(\pi_{\bar{x}}) \),

\[
h(\phi_{\pi}(M)%) = h(\phi(M)\%).
\]

Hence, if \( M_f \) is MS-measurable, for \( A \subseteq M_f \), we may write \( \mu(A) := \mu(\theta_{\bar{\pi}}(\bar{x})) \) without ambiguity. For \( A \in K_f \), we write \( \mu(A) \) for \( \mu(\theta_{\bar{\pi}}(\bar{x})) \), where \( \bar{\pi} \) is an enumeration of a copy \( A' \) of \( A \) in \( M_f \) such that \( A' \subseteq M_f \).

By the notation \( tp(A/B) \), we mean \( tp(\bar{\pi}/B) \) where \( \bar{\pi} \) is an enumeration of \( A \).

**Theorem 4.8.** Let \( M_f \) be the \( \omega \)-categorical Hrushovski construction for the class \( K_f \). Suppose that \( M_f \) is MS-measurable. Let \( A \subseteq B, C \subseteq M_f \) be finite. Let \( tp(C_1/B), \ldots, tp(C_n/B) \) be the finitely many non-forking extensions of \( tp(C/A) \) to \( B \). Let \( D_i \) be \( cl(BC_i) \). Then, we have that:

\[
\frac{\mu(B)\mu(C)}{\mu(A)} = \sum_{i=1}^{n} \frac{\mu(D_i)}{|Aut(D_i/BC_i)|'}
\]

where \( |Aut(D_i/BC_i)| \) is the number of automorphisms of \( D_i \) fixing \( BC_i \) pointwise.

**Proof.** Let \( \bar{B} \) be an enumeration of \( B \) where \( \bar{\pi} \) is an enumeration of \( A \). Similarly, let \( \bar{C} \) be an enumeration of \( C \). Let \( \bar{B}C_i \bar{A}_j \) be an enumeration of \( D_i \) where, \( \bar{B}C_i \) is the corresponding enumeration of \( ABC_i \). By Corollary 2.20,

\[
\frac{\mu(B)\mu(C)}{\mu(A)} = \sum_{i=1}^{n} \mu(tp(\bar{B}C_i))
\]

We know that \( tp(\bar{B}C_i) \) is isolated by \( \exists! \theta_{\bar{B}C_i} \bar{A}_j (\bar{x}_{\bar{B}C_i} \bar{A}_j) \). Note that \( |\{ e \in M_f/\theta_{\bar{B}C_i} \bar{A}_j (\bar{B}C_i) \} | \) is finite and counts the number of automorphisms of \( D_i \) fixing \( BC_i \) pointwise. Hence, by Fubini,

\[
\mu(tp(\bar{B}C_i))|Aut(D_i/BC_i)| = \mu(D_i).
\]

This yields the desired equation. \( \square \)

Following Lemma 4.5, we can express the conditions for a graph \( D_i \) to appear as \( cl(BC_i) \) in the theorem above in terms of \( K_f \).

**Definition 4.9.** Let \( A_0 \subseteq A_1, A_2, A_1 \Pi_{A_0} A_2 \subseteq D \in K_f \). We say \( D \) is an **eventual closure** of \( A_1 \Pi_{A_0} A_2 \) if \( A_1 \) and \( A_2 \) are freely amalgamated over \( A_0 \) in \( D \), \( A_1 \cup A_2 \subseteq^+ D \), \( \delta(A_1 \cup A_2) = \delta(D) \), and \( A_i \leq D \) for each \( i \in \{0, 1, 2\} \).

**Remark 4.10.** Consider the closures \( D_i \) in Theorem 4.8. We have that there is \( C_i \leq M_f \) independent from \( B \) over \( A \) with \( tp(C_i/A) = tp(C/A) \) and closure \( D_i \) if and only if there is \( D_i' \in K_f \), isomorphic to \( D_i \) as a graph, which is an eventual closure of \( B \Pi A C \). The left-to-right implication follows by Lemma 4.5 and Remark 4.6. The right-to-left implication follows by the extension property, noting that \( B \leq D_i' \in K_f \).

Hence, we may rephrase Theorem 4.8 as follows:

**Corollary 4.11.** Let \( M_f \) be an \( \omega \)-categorical Hrushovski construction with amalgamation class \( K_f \). Suppose \( M_f \) is MS-measurable. Let \( A \subseteq B, C \subseteq K_f \). Let \( D_1, \ldots, D_n \) be the eventual closures of \( B \Pi A C \). Then,

\[
\frac{\mu(B)\mu(C)}{\mu(A)} = \sum_{i=1}^{n} \frac{\mu(D_i)}{|Aut(D_i/BC)|}.
\]
Figure 1: The initial values of \( f \) are represented by the line in the figure. The dots represent positions \((|X|, \delta(X))\) of the graphs \( X \) in \( K_f \) (some of the dots for \(|X| \geq 5\) lie outside of the figure). Note that \( f(1) = 2 \) and \( f(2) = 3 \) are necessary to include vertices and edges in \( K_f \). \( f(3) = 4, f(4) = 5, f(6) = 6 \) imply that the smallest cycle in \( K_f \) is a 6-cycle. We also have that vertices and edges are always closed in \( M_f \).

5 A non-measurability proof

In this section, we give a class of \( \omega \)-categorical Hrushovski constructions. These are super-simple of finite \( SU \)-rank, as proven in the Appendix 6. However, we will prove in Subsection 5.2 that these are not \( MS \)-measurable. In Subsection 5.1, we introduce these structures and show how we have control on small enough eventual closures in them.

5.1 The structure \( M_f \) and small eventual closures

We begin by giving the class of structures that we work with.

Construction 5.1. We set \( \alpha = 2 \). Let \( f : R^{>0} \to R^{>0} \) be such that for \( t \geq 6 \), \( f \) is a good function with \( f(3 \cdot t) \leq f(t) + 1 \) and for \( t \leq 6 \), \( f \) is piece-wise linear with \( f(1) = 2, f(4) = 5, f(6) = 6 \).

An illustration of the initial values of \( f \) is given by Figure 1. As proven in the Appendix 6, the class \( K_f \) has the free amalgamation property, and so by Theorem 4.3 we can build an \( \omega \)-categorical Hrushovski construction \( M_f \).

An example of a function satisfying the conditions of Construction 5.1 is the function taking the values specified for \( t \leq 6 \) and corresponding to \( \log_3(x) - \log_3(6) + 6 \) for \( t > 6 \). Of course, there are uncountably many functions satisfying the conditions of our construction. From now on, by \( M_f \) we mean an \( \omega \)-categorical Hrushovski construction obtained following Construction 5.1.

Lemma 5.2 (Basic properties of \( M_f \)). The \( \omega \)-categorical Hrushovski construction \( M_f \) is supersimple of \( SU \)-rank 2. Furthermore, it has weak elimination of imaginaries. Finally, we may choose \( f \) with
growth slow enough that $\mathcal{M}_f$ satisfies independent $n$ amalgamation over finite algebraically closed sets for any $n \geq 3$ or even for all $n \in \mathbb{N}$.

**Proof.** See Appendix 6. \qed

As we shall see, the choice of values of $f(t)$ for $t \leq 6$ ensures that the eventual closures of graphs of small enough dimension are easy to enumerate.

**Definition 5.3.** Let $A \in \mathcal{K}_f$. Suppose $A \preceq^* A' \in \mathcal{K}_f, \delta(A') = \delta(A)$, and $|A' \setminus A| = 1$. Then, we call $A'$ a **one point extension** of $A$.

Since $\alpha = 2$, a one-point extension $A'$ of $A$ will be obtained by adding to $A$ a single vertex $v$ joined by two edges to $A$.

**Lemma 5.4.** Let $A, B \in \mathcal{K}_f, A \preceq^* B, \delta(A) = \delta(B)$, and $|B \setminus A| < 6$. Then, $B$ is obtained from $A$ by iterating one-point extensions.

**Proof.** Note that with our choice of $f$ for $X \in \mathcal{K}_f$ such that $|X| < 6$, $|E(X)| < |X|$. In fact, for $|X| < 6, f(X) > |X|$. Since $X \in \mathcal{K}_f$,

$$2|X| - |E(X)| = \delta(X) \geq f(|X|) > |X|$$

(10)

$$\Rightarrow |E(X)| < |X|.$$  

(11)

Now, consider the graph $X$ induced by the vertices in $B \setminus A$. Since $|X| < 6, |E(X)| < |X|$. Let $E(A; X) := \{\{u, v\} \in E(B) | u \in A, v \in X\}$. By $\delta(B) = \delta(A)$, we have that:

$$\delta(B) = 2|B| - E(B) = 2|A| + 2|X| - |E(A)| - |E(X)| - |E(A; X)| = 2|A| - |E(A)| = \delta(A),$$

and so since $|E(X)| < |X|$, $0 = 2|X| - |E(X)| - |E(A; X)| > |X| - |E(A; X)|,$

which yields $|X| < |E(A; X)|$. By the pigeonhole principle, there must be a vertex $v$ of $X$ connected to $A$ by two or more points. Note that if $v$ were connected by three or more points $\delta(A \cup \{v\}) < \delta(A)$, and so $A \preceq^* B$. Hence, $A \cup \{v\}$ must be a one-point extension of $A$.

The same argument can be iterated for $A \cup \{v\}$ so that we see $B$ is constructed by iterating one-point extensions. \qed

**Remark 5.5.** Let $D$ be a proper eventual closure of $A_1 \amalg A_2$ with $|D \setminus A_1 \cup A_2| < 6$. Then, as noted in Lemma 5.4, $D$ is obtained by iterating one-point extensions $D_1, \ldots, D_k$ for $k \leq 5$.

One can see that each $D_i$ is also an eventual closure.

We shall call an eventual closure of $A_1 \amalg A_2$ which is also a one-point extension a **one point closure**.

Given Lemma 5.4 and Corollary 4.11, we get:

**Corollary 5.6.** Let $A \subseteq \mathcal{M}_f$, and $A \preceq B, C \in \mathcal{K}_f$. Let $N = \lfloor f^{-1}(\delta(B \amalg A, C)) \rfloor$ so that $N$ is the largest size of a graph of predimension $\delta(B \amalg A, C)$. Suppose that $N - |B \amalg A, C| < 6$ and that the maximal distance between a point in $B \setminus A$ and a point in $C \setminus A$ in $B \amalg A, C$ is $\leq 3$. Then, there is no proper eventual closure for $B \amalg A, C$, and so,

$$\mu(B \amalg A, C) = \frac{\mu(B)\mu(C)}{\mu(A)},$$

**Proof.** Since no graph in $\mathcal{K}_f$ contains cycles of length $< 6$, $B \amalg A, C$ has no proper eventual closures. In fact, in a one point closure of $B \amalg A, C$ by a point $v$, $v$ must be attached to a vertex in $B \setminus A$ and a vertex in $C \setminus A$ since $B$ and $C$ are closed in the eventual closure. But then, this one-point closure would contain a $k$-cycle for $k < 6$. \qed
5.2 Proving non-measurability

We are ready to prove that the structures built in Construction 5.1 are not MS-measurable. We first find some equations that an MS-measure should satisfy and then note that these equations imply that some definable set has measure zero, breaking the positivity condition of MS-measures.

Notation 5.7. We still follow the notation of 4.7. However, for clarity, we represent graphs pictorially. For example, for $A \in K_f$ a path of length two, instead of writing $\mu(A)$, we may write $\mu(\wedge)$, so that it is clear from our notation which graph we are talking about. Note that when we speak of "the measure of A", we actually mean "the measure of the definable subset of $M_f^{|A|}$ consisting of copies of A which are such that $A \leq M_f$". By our choice of $f$, vertices and edges isolate complete types in $M_f$.

Proposition 5.8. Suppose that $M_f$ is MS-measurable with dimension given by SU-rank. Assume without loss of generality that the measure of a single vertex is 1. Let $\lambda$ be the measure of an edge. Then, $\mu$ must satisfy the following equations:

1. $\mu(\wedge) = \lambda^2$ (12)
2. $\mu(\cdot \cdot) + \mu(\wedge) = 1$ (13)
3. $\mu(\square) = \lambda^3$ (14)
4. $\mu(\square) + \mu(\square) = \lambda(1 - \lambda^2)$ (15)
5. $\mu(\square) = \frac{\mu(\square)^2}{(1 - \lambda^2)}$ (16)
6. $\mu(\square) = \lambda^4$ (17)
7. $\mu(\square) + \mu(\square) = (1 - \lambda^2)^2 \lambda^2$. (18)

Proof. Equation 18 is obtained with a different technique from the rest. The proof for equations 12-17 consists in identifying various free amalgamations in the graphs involved and in the repeated use of Corollary 5.6 or the fact that all eventual closures we will consider are obtained by iterating one-point extensions and using Theorem 4.11. Again, to obtain these equations, we consider the eventual closures $D_i$ of a free amalgamation $B \bowtie A \cdot C$. For clarity, we shall illustrate this through pictures colouring differently the components of $B \bowtie A \cdot C$ and the one-point extensions. We colour the copy of $A$ in purple, the copy of $B \setminus A$ in blue and the copy of $C \setminus A$ in orange. When dealing with one-point extensions we shall colour the additional points in green. If you are reading the paper in black and white printing, the copy of $B \setminus A$ appears black, the copy of $A$ appears grey, the copy of $C \setminus A$ appears light grey and any one-point extension will be very light grey. We also label the vertices for extra clarity.

Let us begin with equation 12. Consider a path of length two as a free amalgamation of two paths of length one over a point as in Figure 2. This free amalgamation has no further eventual closures. Since the measure of an edge is $\lambda$ and the measure of a point is 1, equation 12 follows from Corollary 5.6.

![Figure 2: We consider a path of length two as the free amalgamation of the two edges $B := v_1v_2$ and $C := v_2v_3$ over the intermediate vertex $A := v_2$. Note that this path has already maximal size for its dimension as $f(3) = 4$ and so there are no further eventual closures.](image-url)
Now, for equation 13, consider the free amalgamation of two points over the empty set. This does have a one point closure, namely a copy of a path of length two (by joining the vertex of the extension to the two distinct vertices in the amalgamation). There cannot be further extensions since \( f(3) = 4 \), and so the resulting graph has maximal size for its dimension. Since vertices have measure one in \( M_f \), equation 13 follows. Note that as a consequence of equations 13 and 12, we obtain that

\[
\mu(\cdot, \cdot) = (1 - \lambda^2),
\]

and we shall use this fact in future equations. Equations (14)-(17) are explained in Figures 3-6.

**Figure 3:** We consider a path of length three \( v_1v_2v_3v_4 \) as a free amalgamation of two paths of length two, \( B := v_1v_2v_3 \) and \( C := v_2v_3v_4 \), over the path of length one \( A := v_2v_3 \). There are no further eventual closures since \( f(4) = 5 \) and so we have maximal size for this dimension. This amalgamation yields equation 14 recalling that the two paths of length two in the amalgamation have measure \( \lambda^2 \), and that the path over which they are amalgamated has measure \( \lambda \).

**Figure 4:** The disjoint union of an edge \( v_1v_2 \) and a vertex \( v_3 \) corresponds to the free amalgamation of the disjoint union of two vertices \( B := v_1v_3 \) and of the edge \( C := v_1v_2 \), over the vertex \( A := v_1 \). We can obtain a one point closure by joining a vertex \( w \) to the points \( v_2 \) and \( v_3 \). It is the unique one point closure since \( |B \setminus A| = |C \setminus A| = 1 \). There are no larger eventual closures since \( f(4) = 5 \). Thus, we get equation 15, recalling that the measure of two disjoint points is \((1 - \lambda^2)\).

**Figure 5:** We think of the disjoint union of a vertex \( v_4 \) and a path of length two \( v_1v_2v_3 \) as a free amalgamations of two copies of the disjoint union of an edge and a vertex, \( B := v_1v_2v_4 \) and \( C := v_2v_3v_4 \), over the disjoint union of two vertices \( A := v_2v_4 \). The free amalgamation has dimension 6. Since \( f(6) = 6 \) and the vertices in \( B \setminus A \) and \( C \setminus A \) are at distance two from each other, from Corollary 5.6 we obtain the desired equation 16.

**Figure 6:** We consider the free amalgamation of two paths of length three, \( B := v_1v_2v_4v_5 \) and \( C := v_3v_2v_4v_5 \), over a path of length two \( A := v_2v_4v_5 \). Equation 17 follows similarly to the above by Corollary 5.6.
We are now ready to obtain equation 18. For it we can use Corollary 3.7 since the structures we are working with have weak elimination of imaginaries, as proven in the Appendix. Since in $\mathcal{M}_f$ types of finite tuples are determined by the quantifier-free type of their closures, there are only two 2-types over the emptyset, $p_1(x,y)$ and $p_2(x,y)$, such that $p_i(a,b)$ implies $a \not\sim b$. These are isolated by the formulas $\phi(x,y)$ and $\psi(x,y)$, saying respectively that $x$ and $y$ are at distance two from each other and that they are at distance $> 2$. We consider the measure of $\psi(x_1,x_2) \land \psi(x_2,x_3) \land \phi(x_1,x_3)$. By Corollary 3.7, we have

$$\mu(\psi(x_1,x_2) \land \psi(x_2,x_3) \land \phi(x_1,x_3)) = \mu(\psi(x_1,x_2))^{2} \mu(\phi(x_1,x_3)) = (1 - \lambda^2)^2 \lambda^2.$$  

We wish to express $\psi(x_1,x_2) \land \psi(x_2,x_3) \land \phi(x_1,x_3)$ as a disjoint union of 3-types of maximal dimension in order to expand the left hand side of this equation. Let us look at the complete 3-types $tp(a_1a_2a_3)$ such that $a_1a_2a_3 \vDash \psi(x_1,x_2) \land \psi(x_2,x_3) \land \phi(x_1,x_3)$ and $a_i \not\sim a_j$ for $\{i,j,k\} = \{1,2,3\}$ distinct. Let $A$ be the graph in $\mathcal{K}_f$ given by the following picture:

![Figure 7](image1.png)

*Figure 7: The graph $A$ consists of the disjoint union of a path of length two $v_2uv_3$ and a vertex $v_1$. Note that if $A \leq M_f$, then $M_f \vDash \psi(v_1,v_2) \land \psi(v_2,v_3) \land \phi(v_1,v_3)$ and $v_i$ is independent from $v_jv_k$ for $\{i,j,k\} = \{1,2,3\}$."

Again, since the types of these triples are determined by the quantifier-free types of their closures, we may focus on the graphs $B$ in $\mathcal{K}_f$ such that, $A \leq^+ B$, $\delta(B) = \delta(A) = 6$, and $v_1v_2, v_1v_2, v_2uv_3 \leq B$. Note that since $\delta(B) = 6$, $B$ may have at most 6 points and must be obtained by iterating one-point extensions on the graph $A$.

![Figure 8](image2.png)

*Figure 8: Note that since $v_1v_2, v_1v_2, v_2uv_3 \leq B$, any one-point extension of $A$ by a vertex $w$ must be such that $w$ has an edge with $u$. Since we avoid triangles, the only possible one-point extension is given by joining $w$ to $u$ and $v_1$. Call the graph so obtained $B'$. Note that $B'$ doesn't have any one-point extension since any two points of $B'$ have distance $> 2$ from each other and $\mathcal{M}_f$ avoids cycles of size $< 6$."

Let $A(v_1,v_2,v_3,u)$ be the formula expressing $v_1v_2v_3u \vDash A \leq M_f$ and $B'(v_1,v_2,v_3,u,w)$ be the formula expressing $v_1v_2v_3uw \vDash B' \leq M_f$, where $B'$ is described in Figure 8. From the argument in Figure 8, we can see that there are only two 3-types $p(x_1,x_2,x_3)$ which are completions of $\psi(x_1,x_2) \land \psi(x_2,x_3) \land \phi(x_1,x_3)$ and which satisfy our independence requirements, and they are isolated by $\exists uA(x_1,x_2,x_3,u)$ and $\exists u, wB'(x_1,x_2,x_3,u,w)$. Hence, by additivity,

$$\mu(\exists uA(x_1,x_2,x_3,u)) + \mu(\exists u, wB'(x_1,x_2,x_3,u,w)) = \mu(\psi(x_1,x_2) \land \psi(x_2,x_3) \land \phi(x_1,x_3)).$$

Consider the projection $\pi : M^f_4 \to M^f_3$ onto the first three coordinates. The restriction of this map to $A(M^4)$ is injective, and so by Fubini and algebraicity,

$$\mu(\exists uA(x_1,x_2,x_3,u)) = \mu(A(x_1,x_2,x_3,u)) = \mu\left(\begin{array}{c} \end{array}\right).$$
Similarly, considering the projection $\pi' : M_3^5 \rightarrow M_3^3$ onto the first three coordinates and $B(M^3)$,

$$\mu(\exists u, w B'(x_1, x_2, x_3, u, w)) = \mu(B'(x_1, x_2, x_3, u, w)) = \mu \left( \bigwedge \right).$$

This yields the desired equation.

**Theorem 5.9.** The structures of the form $M_f$ built following Construction 5.1 are not MS-measurable. Hence, there are $\omega$-categorical supersimple finite SU-rank structures which are not MS-measurable. Indeed, there are supersimple $\omega$-categorical structures of finite SU-rank and with independent $n$-amalgamation for all $n$ which are not MS-measurable.

**Proof.** By Corollary 2.22, we know that if $M_f$ is MS-measurable, it also has an MS-dimension-measure where the dimension is given by SU-rank. However, the equations from Proposition 5.8 imply that $\lambda = 0$. This contradicts the positivity assumption for the measure in MS-measurable structures. To see this note that equations 14 and 15 imply that

$$\mu \left( \bigwedge \right) = \lambda - 2\lambda^3.$$

From equations 16, 17 and 18 we then get that

$$\frac{\lambda^2(1 - 2\lambda^2)^2}{(1 - \lambda^2)} + \lambda^4 = (1 - \lambda^2)^2\lambda^2.$$

Simplifying, we obtain that $\lambda = 0$.

Whilst we had a particular choice for $a$ and for the initial values of $f$, it is plausible that similar results should hold for different choices of both. This raises the question of whether in general, non-trivial $\omega$-categorical Hrushovski constructions are not MS-measurable. This would provide further evidence for the conjecture that MS-measurable $\omega$-categorical structures are one-based.

In subsequent work [16], we find more general reasons for which various classes of $\omega$-categorical Hrushovski constructions are not MS-measurable by studying invariant Keisler measures in these structures. In particular, we prove that $\omega$-categorical MS-measurable structures must satisfy a stronger version of the independence theorem and that the equation in Corollary 3.7 holds also when one of the pairs is weakly algebraically independent. We also prove that in the structures $M_f$ we introduced, the formula asserting that ”$x$ has distance two from $a$” does not fork over the empty-set but is universally measure zero. While our results make it implausible, it remains an open question whether any not one-based $\omega$-categorical Hrushovski construction is MS-measurable.

6 Appendix: Proving the main properties of our Hrushovski constructions

In Section 5, we introduced a class of $\omega$-categorical supersimple finite SU-rank Hrushovski constructions and proved they are not MS-measurable. However, we omitted from the body of this article the proofs that our choice of $f$ yields such structures. Indeed, the proof of simplicity requires some effort. We include these technical results in this appendix.

We begin with an abstract discussion of how to prove simplicity in Subsection 6.1. Then, in Subsection 6.2 we move to proving that our choice of $f$ in Construction 5.1 yields $\omega$-categorical Hrushovski constructions and that these are supersimple of finite SU-rank, with weak elimination of imaginaries. We further note that these can be built so that they may satisfy independent $n$-amalgamation for all $n$. 
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6.1 Simplicity of $\omega$-categorical Hrushovski constructions

In this subsection, we discuss under which conditions on $f$ $\omega$-categorical Hrushovski constructions are supersimple of finite SU-rank. This was first explored in [12]. We simplify some of the conditions for supersimplicity discussed in [3] and [5]. This will shorten the proofs of supersimplicity of the structures considered in the next section. Much of this material is implicit in the proof of Theorem 3.6 in [3]. Here we make the arguments explicit and correct a mistake in Remark 3.8 of the same article.

Let us begin by reminding some basic properties of the d-closed and self-sufficient relations [4, Lemma 3.10]:

**Lemma 6.1.** Let $C \in \mathcal{K}$ and let $\leq'$ stand for either $\leq$ or $\leq^*$. Then, the following hold:

1. Let $A \leq' C$ be finite, and $B \subseteq C$. Then, $A \cap B \leq' B$.
2. Let $A$ and $B$ be finite such that $A \leq' B \leq' C$. Then, $A \leq' C$.
3. Let $A$ and $B$ be finite with $A, B \leq' C$. Then, $A \cap B \leq' C$.

**Definition 6.2 (Independence Theorem Diagram).** Let $D$ be a graph. Suppose that $D$ has subgraphs $D_i$ and $D_{ij}$ for $0 \leq i < j \leq 3$ all contained in $\mathcal{K}_f$. To simplify our notation, we allow inverting indices, e.g. $D_{12} = D_{21}$. We say that $(D; D_i; D_{ij})$ is an independence theorem diagram (ITD) with respect to $\mathcal{K}_f$ if the following hold:

- $D_{ij} = D_j$ for $1 \leq j \leq 3$;
- $D_i \cap D_j = D_0$ for $1 \leq i < j \leq 3$;
- $D_i, D_j \leq D_{ij}$ for $1 \leq i < j \leq 3$;
- $D_{ij} \cap D_{jk} = D_j$ for $\{i, j, k\} = \{1, 2, 3\}$;
- $D_i$ and $D_j$ are independent over $D_0$ in $D_{ij}$ for $1 \leq i < j \leq 3$;
- Any edge in $D$ is entirely contained within some $D_{ij}$ for $1 \leq i < j \leq 3$.

Figure 9 gives a visual representation of an independence theorem diagram. We say that $(D; D_i; D_{ij})$ is a proper ITD when it satisfies the following additional conditions:

- $D_0 \subseteq D_i$ for $1 \leq i \leq 3$;
- $D_i \cup D_j \subseteq D_{ij} = \text{cl}_D(D_i \cup D_j)$ for $1 \leq i < j \leq 3$.

We say that $\mathcal{K}_f$ is closed under ITDs if, whenever $(D; D_i; D_{ij})$ is an ITD, we have that $D \in \mathcal{K}_f$.

We note some basic properties of independence theorem diagrams and proper ITDs.
Lemma 6.3. Suppose \((D; D_i; D_{ij})\) is an ITD for \(K_f\). Then,

1. \(D_0 \leq D_{ij}\) for \(0 \leq i < j \leq 3\);
2. \(D_{ij} \leq D\);
3. \(D_{ij} \leq D_{ij} \cup D_{jk}\);
4. \(D_{ij} \cup D_{jk} \leq^* D\).

Proof. Part 1 is a direct consequence of Lemma 6.1.1. Parts 2, 3, and 4 are from [5, Lemma1.6].

From [3, Corollary 2.24 & Theorem 3.6] we know that:

Theorem 6.4. Suppose that \(\alpha \in \mathbb{N}\) and \(K_f\) is closed under ITDs. Then, \(\mathcal{M}_f\) is supersimple of finite SU-rank.

Hence, it is sufficient to include all ITDs in \(K_f\) in order to have supersimplicity and finite SU-rank for \(\mathcal{M}_f\). However, this is not easy to check because in order to see whether \(D\) is in \(K_f\) we need to verify that every subgraph \(B \subset D\) is also in \(K_f\). The following lemmas help us simplifying this process.

Lemma 6.5. Let \(C \leq D \in K_f\), where \(D\) is an ITD. Then, \(C\) is an ITD.

Proof. Call \(C_{ij}\) the intersection of \(C\) and \(D_{ij}\). The only conditions that we need to check are that \(C_i \leq C_{ij}\) and that \(C_i\) and \(C_j\) are independent over \(C_0\) in \(C_{ij}\).

Now, the first condition follows by Lemma 6.1.1 since \(D_i \leq D_{ij}\) and \(C_{ij} \subseteq D_{ij}\) implies \(C_i = D_i \cap C_{ij} \leq C_{ij}\).

For the second condition, first note that since \(D_i\) and \(D_j\) are freely amalgamated over \(D_0\) in \(D_{ij}\), so must be \(C_i\) and \(C_j\) over \(C_0\) in \(C_{ij}\), being just intersections of these sets. We know that \(D_i \cup D_j \leq^* \text{cl}_{D_0^*}(D_i \cup D_j)\), \(\text{cl}_{C_{ij}}(C_i \cup C_j) \cap (D_i \cup D_j) = C_j \cup C_{ij}\), and \(\text{cl}_{D_0^*}(D_i \cup D_j) = \text{cl}_{C_{ij}}(C_i \cup C_j)\). Hence, by Lemma 6.1.1, \(C_i \cup C_j \leq^* \text{cl}_{C_{ij}}(C_i \cup C_j)\). But then, by Lemma 4.5, we know that \(C_i\) and \(C_j\) are independent over \(C_0\) in \(C_{ij}\).

Hence, in proving supersimplicity, we can reduce the number of graphs for which we check \(f(|D|) \leq \delta(D)\) by only focusing on proper ITDs.

Lemma 6.6. The following are equivalent:

1. \(K_f\) is closed under ITDs;
2. \(K_f\) is closed under proper ITDs;
3. For each proper ITD \(D\) we have that \(f(|D|) \leq \delta(D)\).

Proof. (1)⇒(2)⇒(3) follows from the definitions of strong ITD and \(K_f\). Let us focus then on (2)⇒(1). Let \(D\) be an ITD. For it to be in \(K_f\) we need to show that for any \(C \subseteq D\), \(f(|C|) \leq \delta(C)\). Note that if \(f(|C|) > \delta(C)\), also \(\text{cl}_D(C)\) satisfies this condition since

\[
f(|\text{cl}_D(C)|) \geq f(|C|) > \delta(|C|) \geq \delta(\text{cl}_D(C)),
\]

where the first inequality holds since \(f\) is increasing and the last by definition of closure.

Hence, we may assume that \(C \leq D\). We shall show that if \(C\) is not already a proper ITD, it must already be in \(K_f\), or that there is a proper ITD \(C'\), such that if \(C'\) is in \(K_f\), then so is \(C\).

We label the intersections of \(C\) with \(D\) so that \(C_i := D_i \cap C\) and \(C_{ij} := D_{ij} \cap C\). By the previous lemma \(C\) is an independence theorem diagram.

Suppose that \(C_1 = C_0\), then \(C\) is in \(K_f\), being obtained by freely amalgamating \(C_{12}\) and \(C_{23}\) over \(C_2\), and then freely amalgamating this structure with \(C_{13}\) over \(C_3\). Hence, if \(C_i = C_0\) for any \(1 \leq i \leq 3\), \(C \in K_f\).

Suppose that \(C_{12} = C_1 \cup C_2\). Then, \(C\) is the free amalgamation of \(C_{23}\) and \(C_{13}\) over \(C_3\). Thus, if \(C_{ij} = C_i \cup C_j\), then \(C \in K_f\).
Finally, consider the subgraph of $C'$ of $C$ which constitutes the proper independence theorem diagram obtained by taking $C'_{ij} := \text{cl}^C(C_i \cup C_j)$. Now, by construction and definition of closure, we must have $C'_{ij} \leq C_{ij}$. Furthermore, $C'_{ij} \leq C'$; hence, $C$ may be obtained as a free amalgamation of $C'$ and $C_{ij}$ over $C'_{ij}$ (eventually repeating this operation for the different $C_{ij}$’s).

So, we have seen that if all proper ITDs are in $\mathcal{K}_f$, then so are all ITDs, and so $(2) \Rightarrow (1)$. We prove that $(3) \Rightarrow (2)$ holds by considering a minimal counterexample. Suppose that $D$ is a minimal proper ITD not in $\mathcal{K}_f$. Since $f(|D|) \leq \delta(D)$, there must be some $C \subset D$ such that $f(|C|) > \delta(|C|)$. Again, we may assume that $C \leq D$. By the previous lemma, $C$ is an ITD. From the steps above, we know that either it will be either a free amalgamation of graphs in $\mathcal{K}_f$, or the free amalgamation of graphs in $\mathcal{K}_f$ and some proper ITD, or it will be a proper ITD again. But, by minimality, any of these cases implies that $C \in \mathcal{K}_f$. So, it is sufficient to check the condition $f(|D|) \leq \delta(D)$ in proper ITDs.

Lemma 6.7. Let $\alpha \in \mathbb{N}$, $\mathcal{K}_f$ be a free amalgamation class. Let $n_1 \in \mathbb{N}$. Suppose that for $n_1 \leq t$, $f(3t) \leq f(t) + k$, for fixed $k \in \mathbb{N}$. Let $D$ be an ITD. Without loss of generality, say that $D_{12}$ is the $D_{ij}$ of biggest predimension, and call its predimension $d_{12}$. Suppose that $f(n_1) \leq d_{12}$. We have that if $\delta(D) \geq d_{12} + k$, then $f(|D|) \leq \delta(D)$.

Proof. This proof is substantially identical to the final part of the Theorem 3.6 in [3]. However, we repeat the argument for completeness and in order to avoid confusion with Remark 3.8 [3], which follows the theorem and contains a mistake.

Let $g$ be the inverse of $f$. Making the substitution $g(x) = t$ into $f(3t) \leq f(t) + k$, we get that $3g(x) \leq g(x + k)$ for $f(n_1) \leq x$. Then, for $f(n_1) \leq d_{12}$:

$$|D| \leq \sum_{1 \leq i < j \leq 3} |D_{ij}| \leq \sum_{1 \leq i < j \leq 3} g(\delta(D_{ij})) \leq 3g(d_{12}) \leq g(d_{12} + k) \leq g(\delta(D))$$

Where the second inequality holds since $D_{ij} \in \mathcal{K}_f$ and the fourth holds since $\delta(D) \geq d_{12} + k$ and $g$ is increasing. Note that the resulting inequality is equivalent to $f(|D|) \leq \delta(D)$. 

Hence, we have a method to obtain supersimple $\omega$-categorical Hrushovski constructions of finite $SU$-rank. And now we know how to verify this more easily.

6.2 The structures $\mathcal{M}_f$ and their supersimplicity

In this subsection, we focus on our choice of structures $\mathcal{M}_f$ built as specified in Construction 5.1. We prove that these structures have the various properties mentioned in the main article.

We begin by noting that $\mathcal{K}_f$ is a free amalgamation class and so the structures $\mathcal{M}_f$ may be built according to Theorem 4.3.

Proposition 6.8. The class $\mathcal{K}_f$ is a free amalgamation class.

Proof. Since $f$ is a good function for $t \geq 6$, by Lemma 4.4, we just need to show that for $A_0 \leq A_1, A_2 \in \mathcal{K}_f$, then $A_1 \amalg A_0, A_2 \in \mathcal{K}_f$ for $|A_i| \leq 6$. Note that $|A_1 \amalg A_0, A_2| = |A_1| + |A_2| - |A_0|$, and $\delta(A_1 \amalg A_0, A_2) = \delta(A_1) + \delta(A_2) - \delta(A_0)$. So, in the context of Figure 1, it is sufficient to check that given any three dots $p, q$, and $r$ (possibly with $q = r$) lying above $f$, with $p = (p_1, p_2), q = (q_1, q_2), r = (r_1, r_2)$ such that $p_1 < q_1, r_1$ and $p_2 < q_2, r_2$, the fourth vertex of the parallelogram with edges $pq$ and $pr$ is still above the function $f$. Since $f(18) \leq 7$ and our function is increasing, this can be easily verified.

Now we prove that $\mathcal{M}_f$ is supersimple of $SU$-rank 2. We proceed step by step by proving that for any proper ITD $D$ for $\mathcal{K}_f$, $f(|D|) \leq \delta(D)$. Hence, the proof will follow by Lemma 6.6 and Theorem 6.4. We shall adopt the notation we already set for proper ITDs. To avoid confusion when speaking of the various element of an ITD, we always write $D$ for the proper ITD, we write $D_{ij}$ only for $i, j \in \{1, 2, 3\}$, and consistently write $D_j$ for $D_{ij}$. Furthermore, given $D$, we
shall assume without loss of generality that $D_{12}$ has maximal dimension among the $D_{ij}$. We shall also write $d_i$ for $\delta(D_i)$, $d_{ij}$ for $\delta(D_{ij})$ and $d$ for $\delta(D)$ to simplify our notation.

**Lemma 6.9.** For all proper ITDs $D$ for $K_f$ with $d_{12} \leq 4$, $f(|D|) \leq \delta(D)$. For this proof we only need to assume that $f(1) = 2$, $f(2) = 3$, $f(3) = 4$ and $f(6) \leq 6$.

**Proof.** For $d_{12} \leq 4$, $|D_{12}| \leq 3$, and so $|D_{ij}| \leq 3$. Since we require $D_i, D_j \not= \emptyset$ and $D_i \cup D_j \subseteq D_{ij}$ (for $i \neq j \in \{1,2,3\}$), we must have that $|D_{ij}| = 3$ for each $i \neq j \in \{1,2,3\}$, $|D_i| = 1$ for each $i \in \{1,2,3\}$, and $|D_0| = 0$. There is only one graph satisfying these requirements, i.e. a 6-cycle as shown in Figure 10.

![Figure 10](image-url)  

*Figure 10: Each $D_i$ for $1 \leq i \leq 3$ is a vertex. We can see that each $D_{ij}$ must be a copy of a path of length 2 since $|D_{ij}| = 3$ and $d_{ij} \leq 4$. The resulting proper ITD is a 6-cycle.*

**Lemma 6.10.** For all proper ITDs $D$ for $K_f$ with $d_{12} \leq 5$, $f(|D|) \leq \delta(D)$. We only need to assume $f(1) = 2$, $f(2) = 3$, $f(3) = 4$, $f(4) = 5$, and $f(6) \leq 6$, and $f(12) \leq 7$.

**Proof.** Given the previous lemma, we only need to prove the condition for $d_{12} = 5$. Note that since $f(3 \cdot 4) = f(12) \leq 7 = f(4) + 2$, by Lemma 6.7 we only need to check the case of $d = 6$. We have that $d_0 > 0$ since otherwise, the condition that $d - d_{12} = 1$ forces $d_3 = 1$, which is impossible since no graph in $K_f$ has predimension 1. Hence, we need to check the cases of $d_0 = 2$ and $d_0 = 3$ (note that for $d_0 > 3$ we cannot have $d = 6$ since $d > d_0 + 3$). By definition of an ITD, the following inclusion-exclusion formula holds:

$$
|D| = \sum_{1 \leq i < j \leq 3} |D_{ij}| - \sum_{1 \leq i \leq 3} |D_i| + |D_0|. \quad (19)
$$

Knowing the upper bounds for the sizes of the $D_{ij}$ and the lower bounds for the sizes of the $D_i$, we can come to an upper bound for $D$:

$$
|D| \leq \sum_{1 \leq i < j \leq 3} [f^{-1}(d_i + d_j - d_0)] - \sum_{1 \leq i \leq 3} \min \{|B| \text{ s.t. } \delta(B) = d_i\} + |D_0| := \beta \quad (20)
$$

Furthermore, note that $(d_1 - d_0) + (d_2 - d_0) + d_0 = d_{12}$ and that $d_3 - d_0 = d - d_{12} = 1$. For $d_0 = 2$, without loss of generality we have $d_1 = 4, d_2 = 3, d_3 = 3$ (since we must have $d_1 - d_0 = 2, d_2 - d_0 = 1, d_3 - d_0 = 1$). Hence, we get that $\beta = 4 \cdot 2 + 3 \cdot 2 \cdot 3 + 1 = 6$, and so $|D| \leq 6$. Since $f(6) \leq 6, f(|D|) \leq 6 = d$.

For $d_0 = 3$, we obtain that $d_1 - d_0 = 1, d_2 - d_0 = 1, d_3 - d_0 = 1$. Since $d_0 = 3$ implies that $|D_0| = 2, |D_i| \geq 3$, so $\beta = 3 \cdot 4 - 3 \cdot 3 + 2 = 5$, and so $f(|D|) \leq 5, \beta = 5 < 6 = d$, as desired. \hfill \Box

**Theorem 6.11.** Let $K_f$ and $M_f$ be as in Construction 5.1. Then, $M_f$ is supersimple of finite SU-rank. In particular, it has SU-rank 2.

**Proof.** From Theorem 6.4 and Lemma 6.6 we need to check that for any proper ITD $D$, $f(|D|) \leq \delta(D)$. We know from the lemmas above for any proper ITD $D$ for $K_f$ with $d_{12} \leq 5$, $f(|D|) \leq \delta(D)$. Since for $t \geq 6, f(3 \cdot t) \leq f(t) + 1$, by Lemma 6.7 we have that for $d_{12} \geq 6$, if $\delta(D) \geq d_{12} + 1$, then $f(|D|) \leq \delta(D)$. But $\delta(D) > d_{12}$ in any proper ITD. Hence, any proper ITD with $d_{12} \geq 6$ is such that $f(|D|) \leq \delta(D)$ and so the theorem follows. Finally, SU-rank coincides with the Hrushovski dimension, and so $SU(M_f) = 2$. This follows from the characterisation of non-forking independence in terms of the dimension [3, Corollary 2.21]. \hfill \Box
In the process of our proof of Theorem 6.11 we have proven that the smallest proper ITD in $K_f$ has predimension 6. Our conditions in Construction 5.1 put no constraints on how slowly $f(t)$ grows for $t > 6$. Hence, we can see that we may make $f$ slow growing enough to satisfy independent $n$-amalgamation for any $n \in \mathbb{N}$ of our choice. Indeed, by choosing $f(t)$ with growth the inverse of $(n+1)!$ for $t \geq 6$, we can choose $\mathcal{M}_f$ to have independent $n$ amalgamation for all $n$ [12].

Finally, we note that structures of the form of $\mathcal{M}_f$ have weak elimination of imaginaries.

**Proposition 6.12.** Let $\mathcal{M}_f$ be as in Remark 5.2, then it has weak elimination of imaginaries.

**Proof.** From Theorem 5.12, we know that $\mathcal{M}_f$ satisfies conditions (P1)-(P5) from [3]. And these conditions are sufficient for weak elimination of imaginaries by Lemma 2.9 and Corollary 2.7 from [3].
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