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ABSTRACT

Cerebral stroke, the second most substantial cause of death universally, has been a primary public health concern over the last few years. With the help of machine learning techniques, early detection of various stroke alerts is accessible, which can efficiently prevent or diminish the stroke. Medical datasets, however, are frequently unbalanced in their class label, with a tendency to poorly predict minority classes. In this paper, the potential risk factors for stroke are investigated. Moreover, four distinctive approaches are applied to improve the classification of the minority class in the imbalanced stroke dataset, which are the ensemble weight voting classifier, the Synthetic Minority Over-sampling Technique (SMOTE), Principal Component Analysis with K-Means Clustering (PCA-Kmeans), Focal Loss with the Deep Neural Network (DNN) and compare their performance. Through the analysis results, SMOTE and PCA-Kmeans with DNN-Focal Loss work best for the limited size of a large severe imbalanced dataset (e.g., Stroke dataset), which is 2-4 times outperform Kaggle’s work.
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1. INTRODUCTION

According to the Global Burden of Disease (GBD) 2013 study, stroke is the world’s second leading cause of mortality, accounting for approximately 11.8% which emerges when various fields in the brain are disrupted or diminished because of blood flow mechanism [1]. Therefore, it is essential to investigate the factors that may cause the stroke to reduce stroke morbidity and predict the stroke based on those attributes to intervention and treatment earlier to lower the mortality. A healthy lifestyle, which incorporates quitting smoking and drinking, controlling body mass index (BMI), average glucose level, and staying heart and kidney health, can help prevent stroke [1]. Furthermore, Machine learning is very vital and efficient in the decision-making processes of the prediction system, which has been successfully applied in both stroke prediction [1-2] and imbalanced medical datasets [3].

From 2007 to 2019, there were roughly 18 studies associated with stroke diagnosis in the subject of stroke prediction using machine learning in the ScienceDirect database [4]. Most researchers relied on more expensive CT/MRI data to identify the damaged area of the brain rather than using the low-cost physiological data [4]. Additionally, most earlier stroke predictions pertained to the complete and class balanced datasets. Support Vector Machine (SVM) is one of the most common traditional machine learning methods that frequently surpass the rest of other approaches [5-6], but recent research by Ge et al. implies that Deep Learning models are more feasible to attain the higher accuracy than classic machine learning techniques [7]. Nevertheless, few medical datasets are comprehensive and balanced; in fact, a large imbalanced or incomplete dataset ratio might lead to pointless or unreliable prediction [3]. As a result, prior works have used a variety of imputation approaches to cope with missing values, such as regression imputation and simple imputation [8], and some sophisticated work, such as Liu et al., will use Random Forest to pick features and impute simultaneously [3]. An imbalance in class distribution occurs when the minority classes are rare and the majority classes are prevalent, which can be alleviated from two dimensions, data or algorithm. At the data level, a major approach to rebalance data distribution is through resampling, in which undersampling the majority class or oversampling the minority class is used [3]. SMOTE is a well-known oversampling method that is generally effective and precise, albeit it runs the danger of overfitting, especially with large datasets [9]. Besides, clustering-based sampling is another powerful approach, which can be utilized for both undersampling and oversampling data [10-11]. At the algorithm level, modifying the algorithms can also enhance the performance of imbalanced datasets. Emon et al. implemented the ensemble weighted voting for ten baseline algorithms, resulting in a final prediction that beat the baseline algorithms alone [1]. In addition, in conventional prediction models, altering the loss function and the objective function is widespread [12-13]. Lin et al. revised the DNN-based loss function...
(Focal Loss), focusing learning on difficult examples to fundamentally tackle the class imbalance issue straightforwardly and effectively [14]. A similar design was used in Liu et al.’s hybrid approach [3], which combines undersampling with a clustering method, as well as reweighting the loss function analogous to Focal Loss. Since it is usual for datasets in the medical field is imbalanced, we are supposed to pay more attention to it, especially for stroke prediction.

In this paper, I employed the low-cost physiological data, which has been overlooked in most previous studies but is also valuable and easy to obtain for stroke prediction. Missing value imputation and other methods such as SMOTE, Ensemble weighted voting, Focal Loss, and hybrid approach with Focal Loss (PCA-Kmeans with DNN Focal Loss) are supposed to be used before or combined with the machine learning algorithms to predict this incomplete and imbalanced stroke dataset successfully. The primary contribution of this work is as follows:

(1) Explore and compare influences of the different preprocessing techniques for stroke prediction according to machine learning. A regression imputation and a simple imputation are applied for the missing values in the stroke dataset, respectively. A label encoding, a one-hot encoding, and an ordinal encoding are used separately for the distinctive categorical features in the stroke dataset.

(2) For imbalanced classes, the performance of the Deep Neural Network (DNN) with Focal loss, the PCA-Kmeans with DNN-Focal Loss, the ensemble weight voting classifier, and the Synthetic Minority Oversampling Technique (SMOTE) application is compared to state-of-the-art classifiers such as DNN, Logistic Regression (LR), Stochastic Gradient Descent (SGD), Decision Tree Classifier (DTC), AdaBoost, Gaussian, Quadratic Discriminant Analysis (QDC), MultiLayer Perceptron (MLP), KNeighbors, Gradient Boosting Classifier (GBC), XGBoost (XGB).

2. METHODS

2.1 Feature Selection and Data Preprocessing

To obtain reliable prediction and advance computation speed from machine learning models, selecting proper features and preprocessing data are necessary procedures.

**Embedded feature selection - Random Forest:** As for the feature selection, there are primary three strategies to remove irrelevant and redundant features, which are filter, wrapper, and embedded strategy [15-16]. Liu et al. [16] proposed a Decision Tree (DTC) with a weighted Gini index embedded feature selection method that was excellent for imbalanced data classification, and its utility was confirmed by subsequent research experiments [17]. Besides, some statistical methods, such as correlation and variance inflation factors (VIF) among distinctive features, can also help feature selection.

**Data preprocessing:** As for processing data, outliers, duplicates, and missing values among the dataset can affect the performance of models [18]. Pursuant to standards from stroke attributes [19], outliers can be removed from the data. In this work, two imputation approaches are considered appropriate: simple imputation and regression imputation. A simple imputation replaces a missing value with a quantitative or qualitative attribute derived from other non-missing values, such as the median, mean, and mode. It is commonly used in most studies due to its simplicity, but it sometimes produces biased or unrealistic results. A regression imputation is also a preferred statistical technique for handling missing values. It firstly utilizes the complete features to construct the regression model and then exploits this regression model to fill the missing data. This method usually needs large samples of the complete features to generate consistent results, and it mainly works well for a single incomplete feature [20].

In the end, an embedded feature selection DTC, VIF, and correlation are used for feature selection, a simple imputation and a regression imputation are applied for dealing with missing values, standardization is employed for data scaling, and a label encoding, an ordinal encoding, and a one-hot encoding are utilized for categorical attributes transformation [21]. The results can be found in section 3.

2.2 Practical Approaches and Evaluation Metrics for Class Imbalance

**Synthetic Minority Over-sampling Technique (SMOTE):** SMOTE oversamples the minority class by taking each minority class sample and injecting synthetic examples along the line segments joining any/all the k minority class nearest neighbours, resulting in the minority class being more generic. Synthetic samples are made by multiplying the difference between the considered samples and their nearest neighbours by a random value between 0 and 1, then adding it to the considered samples [9].
Weighted Voting Classifier: The weighted Voting Classifier is the approach to aggregating 10 base classifiers (LR, SGD, DTC, AdaBoost, Gaussian, QDA, MLP, KNeighbors, GBC, XGB) the above with the help of the weighted voting technique to approach the higher accuracy for prediction [1]. The procedure of this approach is shown in Figure 1.

Deep Neural Network (DNN) with Focal Loss (FL): Lin et al. [14] employed the focal loss to redefine the DNN-based loss function, which is intended to focus learning on hard examples to handle the class imbalance issue simply and effectively [3]. The focal loss reshapes the binary cross-entropy (CE) loss, down-weight majority examples, and concentrates on minority examples as follows:

$$ CE(p, y) = CE(p_t) = - \log(p_t) $$  \hspace{1cm} (1)

$$ p_t = \begin{cases} p, & y = 1 \\ 1 - p, & otherwise \end{cases} $$ \hspace{1cm} (2)

$$ FL(p_t) = -(1 - p_t)^\gamma \log(p_t), \quad \gamma \geq 0 \hspace{1cm} (3)$$

Where $p$ is the probability for the class label $y$, $(1 - p_t)^\gamma$ is a modulating factor of the binary CE loss with tunable focusing parameter.

Principal Component Analysis with K-Means Clustering (PCA-Kmeans): Principal Component Analysis (PCA) is a commonly used statistical technique for diminishing the dimension via transformation. I implement the PCA approach first to condense the original data set to a low-dimensional subspace, then clustered by one of the most efficient clustering algorithms, K-means [22]. Under this PCA-Kmeans process, undersampling is applied for the majority class of each cluster. To avoid the information loss and overlap of the majority class samples, instance selection will also be utilized in PCA-Kmeans, and the nearest $k_s$ samples are concerned as the majority class instances instead of the furthest samples [3].

Evaluation Metrics: Accuracy is widely used as one of the metrics in machine learning, but its less distinctiveness, less discriminability, less informativeness, and bias to majority class data [23]. Therefore, it will also be considered in this work but will not be the most crucial metric regardless of binary classification or imbalanced classification. Since F1-score and Area under the ROC Curve (AUC) are also found to be good discriminators, outperforming accuracy in classifier optimization for binary classification issues, I will be picked AUC and F1-score as the most vital measure of classification models in this work [23].

3. EXPERIMENTS AND RESULTS

3.1 Data Description

In this study, the dataset of the stroke is derived from the Kaggle competition with details listed as Table 1. The dataset is typically an imbalanced class set containing 11 input features and 1 target, stroke. The redundant feature (patient id) and
outliers in BMI (outlier: BMI > 60%), Age (outlier: Age < 25), and “Other” gender (with only 1 sample) based on stroke standards need to remove from the original data set [17]. What is more, it is found that the missing values only occur in BMI, so a simple imputation and a regression imputation will also be used here. Meanwhile, ordinal encoding is applied to smoking status because of the ordinal characteristics of the smoking degree. The rest of the categorical attributes will be transformed to numerical by either label encoding or one-hot encoding.

Table 1. Dataset Description.

| Features       | Values          | Features       | Values          |
|----------------|-----------------|----------------|-----------------|
| Patient ID     | 1-5110          | Hypertension   | Yes/No          |
| Gender         | Male/Female/Other| Ever married   | Yes/No          |
| Residence type | Rural/Urban     | Age            | 0.08-82         |
| Avg-glucose    | 55-272          | Heart disease  | Yes/No          |
| Work type      | Self-employed/Private/Government | BMI          | 10-98          |
| Smoking Status | Unknown/Never/Formerly/Smoked |               |                 |

3.2 Experiment Setup

After cleaning and processing the data set, there are only 3806 samples in total, and less than 5% samples are the stroke. The combination of two imputations (simple or regression) and two encodings (label or one-hot) will produce four different transformed data sets. 10 state-of-art machine learning algorithms the above and simple DNN with three hidden layers and ReLu functions will be implemented as the baseline, and it is compared to four types of approaches for imbalanced classification the above (SMOTE, Weighted Voting Classifier, DNN with Focal Loss, undersampling majority class by PCA-Kmeans with DNN-Focal Loss) with 4 distinctive transformed data (simple/regression imputation, label/0ne-hot encoding).

3.3 Performance Analysis and Results

3.3.1 Feature Selection

Based on the feature importance from DTC in Figure 2, the least vital features are heart disease and ever married. However, the previous medical analysis mentioned there appeared to suggest a relationship between stroke and heart disease [3] and Figure 3 below also shows that heart disease relatively strongly correlates with gender, age, average glucose level, and stroke when compared to the overall correlation analysis. VIF analysis in table 2 also indicates that no features are excessively collinear. As a result, all features are chosen based on the feature selection.

Table 2. The VIF of mean/regression imputation with label/one-hot encoding in work type are nearly the same.

| Features         | Mean/Regression Label | Mean/Regression One-Hot |
|------------------|-----------------------|------------------------|
| Gender           | 1.3                   | 2.5                    |
| Age              | 1.1                   | 7.0                    |
| Hypertension     | 1.0                   | 3.0                    |
| Heart Disease    | 1.7                   | 1.4                    |
| Ever Married     | 1.2                   | 1.1                    |
| Work Type (all)  | 1.2                   | (Self) 1.0, (Private) 1.0, (Govern) 1.1 |
| Residence Type   | 3.8                   | 1.1                    |
| Avg-glucose      | 2.9                   | 1.1                    |
| BMI              | 1.9                   | 1.0                    |
| Smoking Status   | 1.9                   | 1.0                    |
| Stroke           | 1.1                   | 1.1                    |

3.3.2 Stroke Factors Analysis

To figure out if some potential factors affect the stroke, I visualize the cleaned data set by categories, and the results are shown below. The overall distributions and regression relations for all numerical features, age, average level glucose, and BMI are as shown in Figure 4. Moreover, the further stratified comparison of distinctive features categorized by stroke. It
has been discovered that although there are no significant differences between the shape of distributions from three numerical features, the overall average glucose value of stroke patients is greater than that of healthy individuals, and the age of stroke patients is centralized on older people. The potential categorical features that may lead to stroke are hypertension and heart disease.

![Figure 2](image1.png)

Figure 2. Feature importance based on an embedded method, decision tree. Tree mean label, tree reg label, tree mean one hot, tree reg one hot respectively indicates 4 different data set the above (mean imputation with label encoding, regression imputation with regression label, mean imputation with one hot encoding, regression imputation with one hot regression).

3.3.3 Imbalanced Class (Stroke) Approaches Comparison

Repeating experiments of the above 4 datasets are found that a regression imputation is the same or slightly better than a mean imputation (0-2% accuracy or 0.00-0.03 outperform), and there is no significant difference between label encoding and one-hot encoding in this work. Hence, the regression imputation with one-hot encoding will be used and shown in the following experiments. Since model metrics for the test set are the most important ones that should be considered, all final metric values below are related to the test set. Table 3 shows the comparison results and parameters of ten baseline algorithms with a weighted voting classifier and SMOTE. The DNN only and DNN with Focal Loss and SMOTE DNN with Focal Loss and PCA-Kmeans with DNN-Focal Loss’ comparison results and the details of simple DNN layers and training are indicated in table 4 below.

![Figure 3](image2.png)

Figure 3. The correlation analysis for regression imputation one hot encoding data set.
For stroke classification, Weighted voting performed slightly better than the majority of the other baseline algorithms but performed worse than QDA and DTC baseline in terms of AUC. SMOTE works very well for the imbalanced class, which beats all baseline models and weighted voting. Compared to DNN alone and the other 3 techniques, it is evident that focal loss can improve the classification of an imbalanced dataset but may not for a balanced dataset.

In the case of PCA-Kmeans with DNN-Focal, a unique design comparable to Liu et al.’s study, I first construct the new transformed dataset employing variance by explained and “Elbow method” [24], as illustrated in Figure 5. Then, I select the hyperparameter, $k$, with the restricted scope, 3, 5, 7, 9, 11, and can decrease the classification error rate and imbalance ratio [3]. Since there are 5 clusters is generated from PCA-KMeans, I preserve all minority class (stroke) samples and combine them with the extreme cases, the nearest neighbours majority class (non-stroke) samples with the sizes 3, 5, 7, 9, 11, respectively in each cluster, and this 5 clusters will become 5 batches for the later DNN-Focal Loss training. Through this undersampling instance selection, the new dataset size now is approximately 2 times greater than the original data size, and the imbalance ratio is reduced by around 2 times, which has a similar effect as data augmentation, with the result being far superior to the rest methods. Meanwhile, as the increasing of epochs, the metrics F1 AUC of classification prediction for imbalanced data without Focal Loss will decrease, while the imbalanced data with Focal Loss will increase.

In terms of current work, the best model without the SMOTE technique is QDA, which is comparable to most SMOTE-enabled algorithms. Regarding the application of the SMOTE technique, the best models are SGD, DTC, and LR, with the classification metric, F1 score, and AUC approximately 0.30 and 0.71, respectively, and the results are stable even after tuning the parameters and validated automatically with the technique of Grid Search Cross-Validation (CV) [25]. In my novel design, similar to Liu et al.’s work [3] for simple DNN, applying PCA-Kmeans for undersampling majority class through instances selection to the simple DNN with Focal Loss works best, outperforming most previous studies by 2-4 times as epochs rise.

Figure 4. The histogram and scatter plotting matrix for all numerical features, age, average glucose level, and bmi.

Figure 5. The left graph is the explained variance by components, more than 90% data is illustrated when 7 components are selected. The right graph is PCA-Kmeans Clustering, 5 clusters are chosen based on the slope.
Table 3. Comparison of the baseline and SMOTE with baseline Metrics (F1 and AUC) in test dataset. (Split 20% of the original dataset as the test set.) Below are the best parameters after tuning and default is the default setting in the sklearn.: LR('l1', C=0.2336, solver='liblinear'), SGD(loss='hinge', 'l2'), DTC('entropy', max_depth=3), AdaBoost(learning_rate=0.5, n_estimators=200), Gaussian(default), QDA(reg_param=0.1, store_covariance=True, tol=0.0001), MLP(default), KNeighbors(leaf_size=1, n_neighbors=11, p=1), GBC(n_estimators=80), XGB(default).

| Classifier  | F1   | AUC   | Accuracy | SMOTE+Classifier  | F1   | AUC   | Accuracy |
|-------------|------|-------|----------|-------------------|------|-------|----------|
| LR          | 0.00 | 0.50  | 92%      | SMOTE + LR        | 0.28 | 0.71  | 70%      |
| SGD         | 0.00 | 0.50  | 92%      | SMOTE + SGD       | 0.30 | 0.73  | 67%      |
| DTC         | 0.19 | 0.57  | 87%      | SMOTE + DTC       | 0.28 | 0.71  | 69%      |
| AdaBoost    | 0.02 | 0.51  | 92%      | SMOTE + AdaBoost  | 0.24 | 0.61  | 81%      |
| Gaussian    | 0.00 | 0.50  | 92%      | SMOTE + Gaussian  | 0.23 | 0.60  | 78%      |
| QDA         | 0.25 | 0.61  | 85%      | SMOTE + QDA       | 0.27 | 0.71  | 67%      |
| MLP         | 0.08 | 0.52  | 92%      | SMOTE + MLP       | 0.24 | 0.60  | 85%      |
| KNeighbors  | 0.06 | 0.51  | 92%      | SMOTE + KNeighbors| 0.22 | 0.60  | 76%      |
| GBC         | 0.00 | 0.50  | 91%      | SMOTE + GBC       | 0.18 | 0.55  | 86%      |
| XGB         | 0.10 | 0.52  | 91%      | SMOTE + XGB       | 0.11 | 0.53  | 89%      |
| Weighted Voting | 0.09 | 0.54  | 91%      | SMOTE + Weighted Voting | 0.27 | 0.64  | 80%      |

Table 4. Comparison of DNN only and DNN with Focal Loss, SMOTE DNN with Focal Loss, and PCA-Kmeans DNN-Focal Loss with Metrics (F1 and AUC) in test dataset. (Split 20% of the original dataset and new dataset after PCA-Kmeans as the test set. 50, 100, and 200 epochs are also considered to make the comparison. DNN is fully connected (out channel is 64, 128, 256, with ReLU activation after each layer, the last layer is 1 out channel linear layer with Sigmoid. Threshold is 0.25, when final output > 0.25, the test predict label is 1 (stroke), otherwise is 0 (non-stroke)).

| Model                  | Epoch | F1   | AUC   | Accuracy |
|------------------------|-------|------|-------|----------|
| DNN                    | 50    | 0.22 | 0.57  | 89%      |
|                        | 100   | 0.17 | 0.55  | 88%      |
|                        | 200   | 0.15 | 0.53  | 86%      |
| DNN + Focal Loss       | 50    | 0.25 | 0.62  | 78%      |
|                        | 100   | 0.29 | 0.68  | 76%      |
|                        | 200   | **0.31** | **0.72** | **75%** |
| DNN + SMOTE + Focal Loss | 50   | 0.24 | 0.58  | 80%      |
|                        | 100   | 0.26 | 0.59  | 78%      |
|                        | 200   | 0.28 | 0.64  | 75%      |
| PCA-Kmeans + DNN + Focal Loss | 50   | 0.33 | 0.61  | 86%      |
|                        | 100   | 0.47 | 0.76  | 71%      |
|                        | 200   | **0.77** | **0.90** | **92%** |

4. DISCUSSION

SMOTE is an excellent technique for the imbalanced class dataset, and it can be utilized with other machine learning algorithms and advance them a lot. Without it, only QDA has some resistance to the risk of minority class misprediction in an imbalanced dataset. Next, Weighted Voting works not so well as the Emon [1] mentioned, which may be because of the implementation of the larger and balanced dataset and less focus on outliers of stroke standards in Emon’s research. Thirdly, the novel design, PCA-Kmeans with DNN Focal Loss, has a significant impact on data augmentation,
as it not only reduces the imbalance ratio of the original dataset but also enhances its size. Fourthly, the regression imputation has a slightly better effect on the classification than a simple imputation, which may provide the probabilities that selecting the proper imputation of the missing values can also help the development of the models. Last but not least, while SMOTE is a great technique for imbalanced classes, it also has the risk of increasing overlapping and extra noises, especially for high-dimensional data [9].

5. CONCLUSION

The paper investigates and compares four methods for resolving misclassification in the minority class in an extremely unbalanced stroke dataset. In terms of baseline algorithms, only QDA can withstand the imbalanced impact to some extent, as it has nearly the same F1 score as the rest of the algorithms using the SMOTE technique. All machine learning algorithms benefit greatly from SMOTE, and LR, SGD, and DTC work best with SMOTE. Compared to the other two algorithms mentioned above, LR is preferable due to its simplicity and efficiency, especially when working in a clinical setting. Although DNN with Focal Loss works nearly as well as LR with SMOTE for imbalanced classes, the novel design, PCA-KMeans with DNN Focal Loss, performs 2-4 times better than all other models. This design can be used in conjunction with Liu et al.’s work [3], because their designs are comparable, and the modified loss function in Liu’s paper is similar to Focal Loss as well, and it still can strengthen classification for imbalanced datasets when the number of epochs or the dataset size increased.
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