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Abstract—Predictive monitoring of business processes is a subfield of process mining that aims to predict, among other things, the characteristics of the next event or the sequence of the next events. Although multiple approaches based on deep learning have been proposed, mainly recurrent neural networks and convolutional neural networks, none of them really exploit the structural information available in process models. This paper proposes an approach that simultaneously learns spatio-temporal information from both the event log and the process model by combining recurrent neural networks with graph convolutional networks. Thus, common patterns from process models, such as loops or parallels, can be learned while avoiding overwriting information during the encoding phase. An experimental evaluation of real-life event logs shows that our approach is more consistent and outperforms the current state-of-the-art approaches.
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I. INTRODUCTION

PROCESS mining [1] is a discipline that aims to describe the future and past behavior of a business process, given the information available in an event log. Multiple analyses can be applied to event logs, such as discovering a process model as an abstract representation of the underlying business process (process discovery), improving a process model using the information from the event log (process enhancement), or comparing a process model with an event log to check its degree of conformance (process conformance) [1].

However, it not only focuses on the description of the current process behavior but also on predicting its future behavior. Thus, predictive monitoring is a subfield of process mining concerned with forecasting how an ongoing case is going to unfold in the future [2]. These predictions may involve information such as the next activity or sequence of activities, when the next event will happen, or how much time is left until the end of the case. Many machine learning techniques have been applied to predictive monitoring, although approaches based on deep learning are the ones that perform better [3]. Recurrent Neural Networks (RNNs), are the most popular in this domain due to the sequential nature of traces in processes [4]. However, autoencoders [5], [6], generative adversarial networks (GANs) [7], convolutional neural networks (CNNs) [8], [9], or other types of RNNs [10], [11], [12] have also been used.

Almost all deep learning approaches in predictive monitoring build a predictive model exclusively from the information available in the traces of the processes [5], [6], [7], [8], [9], [10], [11], [13], [14], [15], [16], [17]. These approaches disregard the explicit structural information available in the process models, i.e., behavioral patterns such as loops and parallels may be missing since the neural networks might not be able to detect them with only the trace information. On the other hand, the approaches that rely on process models as input [18], [19], [20] obtain information from the connectivity between the model activities [19], [20] or by performing a token replay over its model [18]. However, these model-based approaches are unable to fully leverage the structural and temporal information available in the event log. They disregard the order in which the events appear in the prefix, are subjected to overwrite features if any activity appears repeated in the prefix, and most of them [19], [20] rely on Directly Follows Graph (DFGs) process models, which are less expressive than Petri nets [21].

In this paper, we hypothesize that the performance of predictive models can be improved by combining the information from both the traces and the process model and leveraging the information on how the execution of the process model behaves over time. Thus, we propose to capture this execution using graph neural networks (GNNs) and RNNs by taking into account the full sequence of states and not only the state of the replay previous to the prediction. This should facilitate the detection of some behavioral patterns common in process models, such as loops and parallels, in addition to time-related behavioral patterns. Parallels, in which a set of activities might appear in the prefix, are subjected to overwrite features if any activity appears repeated in the prefix, and most of them [19], [20] rely on Directly Follows Graph (DFGs) process models, which are less expressive than Petri nets [21].
the training phase of the neural network. Regarding loops, the neural network might benefit from knowing beforehand where the loop is going back, which activities compose the loop, and whether inner loops exist. Moreover, using the process model as an additional input could help the neural network focus more on other event log information since the relationships between the activities are already explicitly available from the process model. We validated our approach using ten publicly available datasets against the main state-of-the-art approaches, showing that our approach improves the accuracy of predictions in almost all cases.

In summary, the main contributions of our graph recurrent neural model are as follows:

- A neural model that simultaneously learns spatio-temporal information from both the event log and the process model by combining recurrent neural networks and graph convolutional neural networks, which, unlike other state-of-the-art approaches, learns the process model structure explicitly. Furthermore, the proposed model not only considers the structural information of the model but explicitly takes into account the information extracted from the events of the prefix.

- A process model encoding that allows learning the dependencies between the loops and parallels, while retaining memory efficiency during training. This encoding, unlike other encodings proposed in the state of the art, retains the full information of the prefix, without overwriting information during the encoding phase.

- An evaluation of the proposal on a wide variety of publicly available event logs, including a comparison with 10 state-of-the-art proposals, an ablation study on both the structural components of the architecture and the information extracted from the prefix, an analysis of the approach performance w.r.t. the presence of loops in the event logs, and an analysis of the hyperparameter effect on the approach results.

This paper is structured as follows. Section II shows the state of the art in deep learning-based techniques for predictive monitoring, Section III shows some background needed to build the approach, Section IV describes the proposed approach, Section V shows the evaluation of the proposed approach in real-life event logs, and Section VI highlights the conclusions of the paper and future work.

II. RELATED WORK

The first works in predictive monitoring with deep learning heavily relied on RNNs to learn predictive models. For example, [14] use LSTM neural networks to predict both the next activity and the next timestamp in an ongoing process instance. The activities are encoded as a one-hot vector, and they also consider time features such as the time passed since the previous event or the beginning of the case. [13] also aims to predict the next activity by encoding the activity through embeddings instead of a one-hot vector, thus reducing the dimensionality of the input.

Other types of architectures based on recurrent neural networks have also been explored. [11] uses a Differentiable Neural Computer [22], which is a type of neural network that has an external memory to enhance the representation of longer-term dependencies in a sequence. They define an encoder-decoder that is trained to predict either the next activity or the next timestamp. [23] also uses an encoder-decoder network, but they rely on an attention mechanism to take into account every hidden state of the LSTM that learns from the input sequence. These kinds of architectures may yield better results at the expense of increasing the complexity of the network, or more training difficulties than simpler types of RNN.

Some predictive monitoring approaches propose novel ways to encode the attributes of the event log. [15] clusters the resources available in the event log into roles and learn an LSTM that simultaneously predicts the next activity, next timestamp, and next role. [10] also clusters the events based on their attributes and uses these clustering labels as additional information in a recurrent neural network. The main advantage of these types of encodings is reducing the complexity of the input by grouping attributes in fixed categories, however, at the risk of discarding potentially relevant information.

Some other approaches are based on CNNs. [9] uses CNNs to predict the next activity. They rearrange the prefixes in a grid-like fashion using an encoding in which, for each event, they count the number of occurrences present in the prefix. These prefixes are fed to a two-dimensional CNN, which is used to predict the next activity. [8] also employs CNNs by adapting the Inception model [24] to predict the next activity, outperforming LSTMs in some event logs. In [12], Gated Convolutional Neural Networks [25] and Key-Value-Predict [26] Attention Networks are introduced. The former combines convolutional networks with a gating mechanism, similar to the one used in LSTMs and GRUs, while the latter tries to learn the correlation between pairs of elements that belong to the input sequence by means of an attention mechanism. The main advantage of convolutional neural networks is that they are computationally more efficient than RNNs. Nevertheless, they are more complex to design since they have more variation, such as whether and how to stack pooling layers and what size of the convolution filter shall be used. In predictive monitoring, RNNs seem to outperform CNNs due to this cause [4].

Furthermore, some approaches are testing novel architectures for predictive monitoring. [7] rely on GANs [27] to predict the next activity and timestamp of an ongoing process instance, hypothesizing that this type of neural network would alleviate the need for high amounts of training data. [16] are focused on implementing Transformers [28] architectures for predictive monitoring, a type of neural network that relies exclusively on attention mechanisms. Thus, they can avoid predictive performance degradation when the RNN faces long sequences and improves the learning phase training and inference speed. Even though the results of these approaches look promising, there are still doubts about whether they can perform reliably across a wide variety of datasets, and, even so, they do not use the potential information available in process models.

Finally, some works rely on explicit process models to help encode the prefixes. [18] builds feature vectors by performing a token replay of a prefix over a process model. These feature
vectors include the information about the most recent activation on a Petri net, the time of activation, which is a decay function, the number of tokens, and the attributes available in the event log. These vectors are then fed to a deep feed-forward neural network. In [20], the usage of Gated Graph Neural Networks is explored. Their adjacency matrix can be based on the events of a prefix, the activities of the prefix, or the Directly Follows Graph (DFG) extracted from the event log. The edges in their graph convey information about the prefix. [19] investigates the usage of GCNs for predicting the next activity. Their adjacency matrix is based on the DFG, and they focus on the differences in various methods of encoding this adjacency matrix (binary, weighted, with a Laplacian transform, ...).

However, the model-based approaches are still lacking in terms of taking full advantage of the structural and temporal information available in the event log. These approaches disregard the order in which the events appear in the event log. For example, [18] only takes into account this order by means of a decay function associated with each of the places of the Petri net, only accounting for its most recent activation, while [19] and [20], only consider the event order using time features extracted from the event log, such as the time since the last event. Structurally speaking, [18] relies on MLPs for their architecture, so the process model is not explicitly considered. Both [19] and [20] rely on GNNs but they use DFGs as their process model, which is less expressive than Petri nets. Furthermore, every model-based approach only retains the most recent activation for an activity or place, so they are prone to overwrite information when a loop occurs.

Our approach relies on embeddings to encode the categorical features, similarly to [13], because we use the same attributes as in [4] and some logs have a high number of different attributes; therefore, using a one-hot encoding would increase the memory consumption dramatically [4]. Furthermore, our approach both learns structural properties explicitly from a process model using GCNs and learns temporal information from the order of the events within the trace. Thus, unlike the other model-based approaches from the state of the art, we capture the whole time dimension from the prefix, without being affected by overwriting features when an activity is repeated, as is the case with [18], [19], [20]. Moreover, our approach is based on Petri nets, which are more expressive than DFGs. In addition, the latter is unable to represent parallels or distinguish OR from XOR splits [21]. Therefore, we can capture more complex relationships between the events, unlike other model-based approaches.

III. PRELIMINARIES

In this section, we present the main concepts needed to understand our approach for predicting the next activity of a running case. A symbol table is highlighted in Table I, for ease of reference.

A. Definitions

**Definition 1 (event):** Let $AC$ be the universe of activities, $C$ the universe of cases, $TI$ the time domain, and $D_1, \ldots, D_m$ the universes of each of the attributes of the events of the event log, with $m \geq 0$. An event $e \in E$ is a tuple $(a, c, t, d_1, \ldots, d_m)$ where $a \in AC$, $c \in C$, $t \in TI$ and $d_i \in \{D_i \cup \epsilon\}$ with $i \in [1, m]$ and $\epsilon$ being the empty element.

**Definition 2 (projection function):** Let $\pi_{AC}, \pi_C, \pi_{TI},$ and $\pi_{D_1}$ be functions that map an event to an activity, a case identifier, a timestamp, and an attribute, that is, $\pi_{AC}(e) = a$, $\pi_C(e) = c$, $\pi_{TI}(e) = t$, and $\pi_{D_1}(e) = d_1$.

**Definition 3 (trace):** Let $S$ be the universe of traces, then a trace $\sigma \in S$ is a non-empty sequence of events $\sigma = \langle e_1, \ldots, e_n \rangle$, which holds that $\forall e_i, e_j \in \sigma, i, j \in [1, n] \suchthat j > i \wedge \pi_C(e_i) = \pi_C(e_j) \wedge \pi_{TI}(e_i) \geq \pi_{TI}(e_j)$ where $|\sigma| = n$.

**Definition 4 (event log):** An event log is a set of traces, $B = \{\sigma_1, \ldots, \sigma_i\}$ such as $B = \{\sigma_i | \sigma_i \in S \land i \in [1, b] \}$ where $|B| = b$.

Let Table II be an example of an event log from a loan application process [29]. In this event log, there are four different activities, each representing the task performed by a resource to achieve a goal [30]. The sequence of activities belonging to the same trace identifier is called a trace, and a partial trace, which is used as an input to a predictive model, is called a prefix. In this example, there are two different traces: “214364” and “173712”. Note that the activities in a trace must appear ordered chronologically according to their execution time, represented by the column “timestamp” in this case. Event logs can optionally have

| Trace-ID | Activity                  | Timestamp   | Resource       |
|----------|---------------------------|-------------|----------------|
| 173712   | W_Afhandelen leads (WAL)  | 01/10/2011  | Gordon        |
| 173712   | W_Compleetenen aanvraag (WCA) | 02/10/2011 | Alex          |
| 173712   | W_Compleetenen aanvraag (WCA) | 03/10/2011 | Barney        |
| 173712   | W_Compleetenen aanvraag (WCA) | 04/10/2011 | Adrian        |
| 214364   | W_Afhandelen leads (WAL)  | 06/10/2011  | Joseph        |
| 214364   | W_Compleetenen aanvraag (WCA) | 06/10/2011 | Joseph        |
| 214364   | W_Nabellen offertes (WNO)  | 08/10/2011  | Enrico        |
| 214364   | W_Veldeken aanvraag (WVA)  | 09/10/2011  | Parihambe     |

**TABLE I**

**LIST OF SYMBOLS USED IN THE PAPER**

| Symbol | Description |
|--------|-------------|
| AC     | Universe of activities $(a \in AC)$ |
| C      | Universe of cases $(c \in C)$ |
| TI     | Time domain $(t \in TI)$ |
| $D_n$  | Universe of the attribute $n$ $(d_n \in D_n)$ |
| $\pi_X$ | Projection function to a universe $X$ |
| $S$    | Universe of traces $(\sigma \in S)$ |
| $PT$   | Petri net |
| $P$    | Set of places from a Petri net $(p \in P)$ |
| $T$    | Set of transitions from a Petri net $(\epsilon \in T)$ |
| $F$    | Set of directed arcs from a Petri net |
| $V$    | Set of vertices of the place graph |
| $E$    | Set of edges of the place graph |
| $\pi$  | Adjacency matrix of a graph |
| $I_N$  | Identity matrix |
| $N$    | Number of nodes of a graph |
| $H$    | Hidden size |
| $Q$    | Set of node features |
| $X$    | Feature matrix (unspecified) |
| $R$    | Set of attribute features |
| $L$    | Length of the longest trace of the event log |

**TABLE II**

**POTENTIAL EXAMPLE FROM THE BPI-2012-W-C EVENT LOG**
additional information, such as the resource that executes each activity.

**Definition 5 (prefix):** Let \( \sigma \) be a trace such as \( \sigma = (e_1, \ldots, e_n) \) and \( k \in [1, n] \) be any positive integer. The event prefix of length \( k \), \( hd^k(\sigma) \), can be defined as follows: \( hd^k(\sigma) = (e_1, \ldots, e_k) \). The activity prefix can be defined as the application of \( \pi_{AC} \) to the whole event prefix, being \( \pi_{AC}(hd^k(\sigma)) = (\pi_{AC}(e_1), \ldots, \pi_{AC}(e_k)) \), respectively.

In this paper, we focus on predicting the next activity of a given prefix. Formally:

**Definition 6 (next activity prediction):** Let \( hd^k(\sigma) \) be an event prefix such as \( hd^k(\sigma) = (e_1, \ldots, e_k) \), and \( e' \) be a predicted event by a function \( \Omega \), then, the next activity prediction problem can be defined as learning a function \( \Omega_{AC} \) such as \( \Omega_{AC}(hd^k(\sigma)) = \pi_{AC}(e'_{k+1}) \).

In this paper, we leverage information from process models using deep learning. Our business process models are represented by a place/transition Petri net [31] because it allows a richer representation of the behavior of a business process than other approaches such as the DFG. A Petri net is a bipartite graph composed of two types of nodes: places, which can contain tokens, and transitions. More formally, a Petri net can be defined as follows:

**Definition 7 (Petri net):** A Petri net is a tuple \( PT = (P, T, F) \) where:

- \( P \) is a finite set of places.
- \( T \) is a finite set of transitions.
- \( F \subseteq (P \times T) \cup (T \times P) \) is a set of directed arcs.

Transitions can be classified into observable transitions, which are associated with a process activity, and silent transitions, which are related to control flow routing. Thus, the order of the execution of the activities within a prefix is modeled through the flow of the tokens across the network. The places contain the tokens that are produced/consumed by transitions, while the marking of a Petri net is the number of tokens in a given place. These tokens are produced and consumed when a transition is executed. When this happens, a token is removed from each input place of the transition and is inserted in every output place of it. This process can only be performed when a transition is enabled, i.e., when the input places of a transition have at least one token.

Recall Fig. 1, which shows the execution semantics of a process model represented as a Petri net mined from the BPI-2012-W-C from Table II. In this model, places are represented as circles, observable and silent transitions are represented as white and black rectangles, respectively, and red transitions represent each fired transition for each event replayed in the model. Thus, the replay of the trace with the case identifier “214364” in the figure.

Our model reduces the Petri net of the process model to a place graph that is easier to handle in our deep learning-based solution.

**Definition 8 (Place graph):** A place graph is a directed graph \( G = (V, E) \) with vertices \( V \) and edges \( E \) that represents a Petri net \( PT = (P, T, F) \) where:

- \( v \in V \iff p \in P \).
- Each edge \( e \in E \) connects two vertices \( v \in V \) if and only if a transition interconnects two places, i.e., let \( t \in T \); \( p_1, p_2 \in P \); and, \( v_1, v_2 \in V \); then \( (v_1, v_2) \in E \rightarrow (p_1, t) \in F \land (t, p_2) \in F \).

The place graph is represented in our approach by a binary adjacency matrix, i.e., \( A \in \mathbb{R}^{|P| \times |P|} \). Modeling the Petri net as a place graph has two advantages. First, the interactions between the activities of a Petri net can be represented only by the tokens consumed or produced in the places because each event is associated with a snapshot of the execution state of the Petri net. Second, the memory consumption is reduced by approximately a factor of two, which is essential since the dimensions of every matrix related to the graph depend on the number of its nodes.

**B. Graph Recurrent Neural Networks**

GNNs are a type of neural network that operates on the graph structure, capturing dependencies between each node of a graph.

Graph convolutional networks (GCN) [32] are a type of GNN architecture that is defined as follows:

\[
\sigma_0 \ast x \approx \theta(I_N + D^{-\frac{1}{2}} AD^{-\frac{1}{2}} x)
\]  

(1)

Where \( I_N \) is the identity matrix, \( A \) is the adjacency matrix of the graph, and \( D \) is the degree matrix of the graph. Equation 1 can lead to exploding/vanishing gradients, so the renormalization trick \( I_N + D^{-\frac{1}{2}} AD^{-\frac{1}{2}} \rightarrow D^{-\frac{1}{2}} AD^{-\frac{1}{2}} \) is introduced in [32] by adding self-loops to the graph, i.e., \( \tilde{A} = A + I_N \) and \( \tilde{D}_{ii} = \sum_j \tilde{A}_{ij} \). Thus, we achieve the following GCN operator:

\[
GCN(A, X) = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X \Theta
\]  

(2)

Where \( \Theta \) is a matrix of learnable filter parameters. This model is unsuitable for predictive monitoring for two reasons. First, it does not take into account directionality in the input place graph due to the symmetric normalization \( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \). Second, it does not fully consider the information available in the whole sequence of execution states related to the events since it can only compute the last state. Thus, this model is prone to the problem of loop overwriting (detailed in Section IV-B) and, by extension, to the loss of information contained in the prefix.
To alleviate the first issue, we modify the GCN operator to use the random walk normalized Laplacian with the renormalization trick. Thus, the directionality of the graph could be taken into account as follows [33]:

$$GCN(A, X) = \tilde{D}^{-1} \tilde{A}X\Theta$$

(3)

To solve the second issue, we propose to apply a recurrent operation to the sequence of token replays, using a Gated Recurrent Unit (GRU) as a foundation block, because they obtain similar results to an LSTM but are computationally less expensive:

$$z_t = \sigma(W_z x_t + U_z h_{t-1} + b_z)$$
$$r_t = \sigma(W_r x_t + U_r h_{t-1} + b_r)$$
$$\tilde{h}_t = \tanh(W_h x_t + U_h (r_t \circ h_{t-1}) + b_z)$$
$$h_t = z_t \circ h_{t-1} + (1 - z_t) \circ \tilde{h}_t$$

(4)

Then, the product between the learnable weights and the inputs is substituted — or the hidden state — by a graph convolution, leading to a Graph Recurrent Neural Network (GRNN) [34].

$$z_t = \sigma(GCN(x_t, A) + GCN(h_{t-1}, A) + b_z)$$
$$r_t = \sigma(GCN(x_t, A) + GCN(h_{t-1}, A) + b_r)$$
$$\tilde{h}_t = \tanh(GCN(x_t, A) + r_t \circ GCN(h_{t-1}, A) + b_z)$$
$$h_t = z_t \circ h_{t-1} + (1 - z_t) \circ \tilde{h}_t$$

(5)

This substitution allows performing the graph convolution operation simultaneously with the recurrent operation for each timestep. In this way, the neural network can learn the spatiotemporal dependencies of the input easier than if we used a GCN first and then a GRU to take into account the time dimension (as described in Section IV-B). Furthermore, note that we apply the renormalization model, based on its fitness on the validation set, is selected. This

C. Readout

The output of the GRNN operation is the last hidden state of the GRU, which is a matrix of dimensions $\mathbb{R}^{P \times H}$. Since the objective of the approach is to predict the next activity of an ongoing process, we will assign a unique label to a whole graph (graph-level task). Thus, a summary operation over the graph is needed to project the output of a graph convolution operation into a single vector. This operation is called readout, and it reduces the graph outputs in the dimension of the nodes, i.e., the result of a readout operation is a vector $\mathbb{R}^H$. Many readout operations are available such as maximum, average, sum, or weighted average using attention. In this paper, we use the maximum readout operation for its simplicity and because it is suitable for classification problems [35]. Formally, let $h \in \mathbb{R}^{P \times H}$ be the matrix resulting from applying a graph convolution operation, then the maximum readout operation is defined as follows:

$$h_G = \max(h_v) \mid v \in G$$

(6)

Where $h_G$ is the summarized representation of the graph $G$, $\max$ is the element-wise max-pooling operation, and $h_v$ is the learned embedding for the node $v$.

IV. APPROACH

This section introduces our approach, “Recurrent Graph Convolutional Process Predictor” (TACO), which aims to address a multiclass classification problem by mapping a label to a given graph structure and its corresponding replay.

Fig. 2 illustrates the data flow of our approach. The starting point is an event log and a prefix, which serve as the basis for the prediction. Given the event log, the Split Miner is applied to generate a set of process models, each corresponding to a specific hyperparameter configuration. Subsequently, the best process model, based on its fitness on the validation set, is selected. This
model is then converted into a place graph that encapsulates the relationships between the Petri net places. The graph is represented as an adjacency matrix and is further normalized into a random-walk normalized Laplacian serving as one of the inputs for the Graph Recurrent Neural Network (GRNN). As the process model is common to every prefix of the log, its discovery is performed only once, just before beginning to replay any prefix.

Upon obtaining a process model, we replay the prefix on it, generating a node feature matrix that represents the activations of the places and transitions for that prefix. In addition, an attribute feature matrix containing additional information, such as the executed activities, event-related temporal data, and other attributes is created. As a result, the inputs to the GRNN consist of (i) the adjacency matrix and (ii) the node feature matrix—sequence of the activations in the Petri net after replaying the prefix. The output of the GRNN operation, concatenated to the attribute feature matrix, is fed into an LSTM, whose outputs are subsequently passed to a softmax classifier to make the next activity prediction.

To ease the comprehension of our approach, Algorithm 1 details the steps needed to mine the best process model and obtain the process metrics that are required in order to build the feature matrices. In line 1, the best model in terms of fitness is mined using the Split Miner [36] process discovery algorithm. To do that, a grid search is performed following the same approach of [18] where the frequency threshold $\epsilon$—which controls the filtering process—and the parallelism detection parameter $\eta$ are optimized. Note that TACO works with any discovery algorithm and does not require that the process model has perfect fitness. Thus, if a prefix cannot be replayed because of a trace misalignment, the tokens will be added to the input places of the corresponding transition in order to be fired. After we obtain the best model from the Split Miner, in lines 2 to 5, the following values to build the node and attribute feature matrices are calculated: (i) the number of places, (ii) the maximum number of transitions, (iii) the maximum trace length, and (iv) the maximum number of attributes. Then, in line 6, the place graph is built, which, in turn, is represented by an adjacency matrix in line 7. In line 8, this adjacency matrix is transformed into a random walk normalized Laplacian.

Algorithm 2 builds the feature matrices used to train the neural model. The algorithm starts in line 1, where an empty node matrix is created using the dimensions related to the maximum number of transitions and the number of places. In lines 2 and 3, the lists that will contain the sequence of node matrices and the attribute matrices are created. In lines 5 to 10, we iterate over the set of events of the prefix, building the node matrix (lines 6 and 7) and the attribute matrix of each event (lines 8 and 9).

On the one hand, the function defined in line 11 builds the node matrix using an event, the best-mined process model, a previous node matrix, and the current marking of the Petri net, which is set to the initial marking in line 4 of the algorithm (when this function is called for the first time). Line 12 replays the event in the previously mined process model using the current net marking, thus obtaining the activated places, activated transitions, and the net marking after replaying the event. Then, in lines 12 to 16, the node matrix is updated with this information. Finally, in line 17, the function returns the updated node matrix and the updated marking.

On the other hand, the function defined in line 18 builds the attribute matrix using an event and the previously calculated maximum number of attributes. In line 19, an empty vector of the size of three plus the number of maximum attributes ($|R| = 3 + m$) is created. Then, in lines 20 to 22, the time features are calculated and converted into categorical values. Finally, in lines 23 to 30, the matrix is filled with information about the activities, time, and attributes.

### A. Encoding

In this paper, we distinguish between features specific to each node of the place graph and features inherent to each event of the prefix. The former features belong to a node feature matrix, whereas the latter ones belong to an attribute feature matrix.

A node feature matrix is defined as a matrix of dimensions $\mathbb{R}^{L \times |P| \times |Q|}$ that captures the interactions of all events of the prefix with the process model in such a way that each matrix $\mathbb{R}^{[P| \times |Q|}$ represents the interactions of an event with the process model. If the number of events in the prefix is less than $L$, we apply prepadding (padding on the left side of the matrix). Let
Algorithm 2: Algorithm for Building the Feature Matrices of TACO.

**Input:** outputs of Algorithm 1  
**Output:** `attributeMatrix` - List of attribute feature matrices, `nodeMatrixList` - List of node feature matrices

1. `nodeMatrix = newMatrix(N, 1 + T_{max});`
2. `nodeMatrixList = [];`
3. `attributeMatrixList = [];`
4. `marking = initialMarking;`

5. **for** `e` **in** `p` **do**
6.     `nodeMatrix, marking = buildNodeMatrix(e, bestModel, nodeMatrix, marking);`
7.     `nodeMatrixList.add(nodeMatrix);`
8.     `attributeMatrix = buildAttributeMatrix(e, maxAttr);`
9.     `attributeMatrixList.add(attributeMatrix);`
10. **end**

11. **Function** `buildNodeMatrix(e, bestModel, nodeMatrix, marking):`
12.    `act_{G}, act_{T}, marking = replayEvent(bestModel, e, marking);`
13.    `nodeMatrix[act_{N}, 1] = act_{N};`
14.    **for** `i` **=** `1;` `i` `<` `len(act_{T});` `i` `=` `i` `+` `1` **do**
15.       `nodeMatrix[act_{N}, 1 + i] = act_{T}[i];`
16.    **end**
17.    **return** `nodeMatrix, marking;`

18. **Function** `buildAttributeMatrix(e, maxAttr):`
19.    `attributeMatrix = newMatrix(3 + maxAttr);`
20.    `timeSincePrev, timeSinceStart = get_time_features(e["timestamp"]);`
21.    `qTimeSincePrev = discretizeTime(timeSincePrev);`
22.    `qTimeSinceStart = discretizeTime(timeSinceStart);`
23.    `attributeMatrix[1] = e["activity"];`
24.    `attributeMatrix[2] = qTimeSincePrev;`
25.    `attributeMatrix[3] = qTimeStart;`
26.    `i = 1;`
27.    **for** `attribute in e` **do**
28.       `attributeMatrix[3 + i] = e[attribute];`
29.       `i` `+` `=` `1;`
30.    **end**
31.    **return** `attributeMatrix;`

Fig. 3 be an example of a node feature matrix for a single event. The first column of this matrix designated as `F_1` in Fig. 3, shows which place has been activated for a given place, while each subsequent column points out the set of transitions activated for a given event. To know which places and transitions are activated at each moment, we perform a token-replay of each event of the prefix over the process model. The features are accumulated in the node feature matrix, e.g., each row of the matrix in Fig. 3 represents the execution of an event. Therefore, we retain the information from the token replays of previous events of the one being processed.

Note that the number of columns of the node feature matrix depends on the number of transitions that can be fired concurrently in the Petri net, including every possible firing of silent transitions. In our example, only one transition is activated between every observable transition, so a single column, `F_2`, is present in the matrix. This number is calculated by replaying the whole log and accounting for the maximum number of possible fired transitions between two observable transitions. Note that the first column, `F_1`, which indicates which place has had a token after a transition firing, has the same meaning as each row of the node feature matrix, so it could be thought of as redundant. However, we still retain it since it helps the convergence of our GRNN model.

Furthermore, TACO also uses an attribute feature matrix, which encodes information about the entire prefix and has dimensions \( \mathbb{R}^{L \times |R|} \). This matrix contains the following features for each event: (i) the event log activity whose firing generates a token in the places; (ii) the encoded bucket of the time since the previous event; (iii) the encoded bucket of the time since the first event of the prefix; and (iv) the \( m \) attributes associated with the event. Note that, similarly to the node feature matrix case, we apply prepadding to this matrix if necessary.

Fig. 4 shows the example of the attribute feature matrix for the trace number “214364” of the log of Table II, whose model was depicted in Fig. 1. In particular, we use the time since the previous event \( (F_1) \), the time since the first event \( (F_2) \), the event log activity \( (F_3) \), and the resource \( (F_4) \). Note that all features used by our approach are categorical. To convert continuous features into categorical ones, first, we calculate every possible time difference —time between events and time since start— in the training and validation
sets of the event log. Then, a quantile-based discretization is applied to this list of values, calculating equal-sized time value intervals that will be used to discretize a given value. Therefore, the interval values will span from 0 to the maximum calculated value in the training-validation event log. If a value is bigger than this latter value, it would be assigned to the highest possible interval. In the case of Fig. 4, the calculated intervals for the time since the previous event (Fig.) are 
\[ [0, 1000), [1000, 20000), [20000, 150000), [150000, +\infty) \], and the calculated intervals for the time since the first event are 
\[ [0, 50000), [50000, 100000), [100000, 200000), [200000, +\infty) \].

Rather than converting the categorical features to one-hot encoding, we separately embed each of the categorical features so that the dimensionality of \( X \) is independent of the number of activities of the event log and the memory consumption of the neural network is reduced. Also, note that the values for each column of the matrix are the accumulative values obtained by the token replay from the first event of the prefix to the current event. This means that the place information from previous events is not removed.

### B. Loop Overwriting

It could be thought that both the attribute feature matrix and the node feature matrix could be joined in the same matrix so that each element of the matrix, \( X_{ij} \), represents the \( j \) feature from the place \( i \). Thus, the GCN model could simultaneously process node and event-level information. However, this approach has the problem of overwriting the features of nodes when a loop occurs in a set of places. This is especially relevant when the loop consists of only a single activity because, in this case, the loss of information is maximum due to the low number of places involved in these types of loops. Fig. 5 exemplifies the replay process of the trace “173712” of the BPI-2012-W-C log from Table II using the place graph depicted also in Fig. 5. As it can be seen, the information of the feature matrix \( X_3 \) is overwritten in the feature matrix \( X_4 \), due to the presence of a loop in the activity \( W_Completeren aanvraag \). Let us suppose a GCN model, which can only process the last state of a replay without fully taking into account the evolution of the trace, the only inputs would be the normalized random-walk laplacian matrix and the \( X_4 \) feature matrix. Therefore, the information available in \( X_3 \) about the resources cannot be effectively used by the GCN model.

This encoding problem could be avoided by extending the feature matrix along with the feature dimension \( Q \) up to the maximum loop size present in the event log \( (L) \) to consider older events that occurred in the same place, i.e., a feature matrix \( X \) with dimensions \( \mathbb{R}^{P \times (Q \cdot L)} \). However, some event logs contain...
loops with a maximum length that would make this approach computationally infeasible.

A naive solution to the problem of loop overwriting would be applying the GCN operation independently to each node matrix $X_1, \ldots, X_n$ for each prefix event. Then, performing the readout operation after each convolution and feeding that information to an LSTM. However, this solution poses another problem: the structural properties of the input—the sequence of node feature matrices—and its temporal properties—the sequence of attribute feature matrices—are processed independently and, thus, some spatio-temporal interactions could be missed, such as any dependency within a loop. Therefore, in our approach, we propose to use a GRNN, as explained in Section III-B, to simultaneously tackle the spatial and temporal features from the replay of the prefix over the process model.

V. Evaluation

A. Experimental Setup

To perform the evaluation of TACO, we relied on the experimentation from [4] under the same conditions: a 5-fold cross-validation is performed, splitting each training fold into an 80%-20% trace distribution to obtain a validation set. The validation set is used to find the best-performing model, in terms of the epoch with the highest validation accuracy. Furthermore, we used the same attributes and compared the approaches using the "accuracy" metric, as reported in [4].

Moreover, we also used the same event logs, but "Sepsis" and "Nasa" because they cannot be applied to [15] as these logs do not contain the resources that perform the events. The characteristics of these event logs are depicted in Table III, where most of them have high variability in both the temporal characteristics of the process execution—duration of events and traces—as well as the length of the traces. There are two modes of executing the approach of [18], so the two configurations are reported. Furthermore, we have extended the experimentation of [4] by adding the approaches of [16], [19] tested under the same conditions. We used the "weighted" variant of [19] due to having the most consistent results across all the datasets.

Regarding the mined process models, Table IV shows the average statistics of the mined models for the cross-validation train and validation sets. The reported metrics for the process models, from left to right in the Table, are the average number of loops, edges, transitions, places, and length and maximum length value of the loops that contain exclusively the same activity. This Table shows that the mined process models vary in complexity. The most simple process models are the ones mined from the event logs BPI-2012-A and BPI-2012-O since they have the lowest number of loops, transitions, and places; while the most complex event logs are the BPI-2012, BPI-2012-C and Env-permit. Note that the Complete (C) variants of the BPI-2012 logs have more loops than their non-complete counterparts since we treat each combination of lifecycle:transition and activity as a separate activity.

We configured our approach with the same hyperparameters for every event log. We used 256 hidden units for both the LSTM and the GRNN and the Adam optimizer with a learning rate of 1e-3 with a cosine annealing warm restart scheduler. We also used ten buckets to quantize the time features and an embedding dimension of size 32. We trained on 100 epochs using an early stopping criterion on the validation accuracy—training is stopped if the validation accuracy does not improve during 10 epochs after reaching the maximum—. No hyperparameter tuning was performed since our approach is very resilient to a wide array of different hyperparameters. All experiments have been carried out in an Intel Xeon Gold 5220 equipped with a Tesla V100S. We implemented our approach in PyTorch 1.8.1, relying on Pm4Py [37] for processing the event logs.

We performed a two-stage statistical comparison to reduce the number of statistical tests to make and to ease the interpretation of the results. We decided to use Bayesian statistical tests instead of the classical Null Hypothesis Statistical Tests (NSHT) because they are easier to interpret and are more powerful in quantifying the differences between the approaches. First, a Bayesian approach to rank models based on the Plackett-Luce model [38] is applied. Then, a Bayesian hierarchical test [39] between our approach and the other two best approaches according to the previous ranking is performed. For this latter statistical test, the region of practical equivalence (ROPE) in which two approaches are statistically equal, must be defined. Following [39], a 1% accuracy value has been used as ROPE. Furthermore, in this test, we consider that one approach significantly outperforms another if the probability of obtaining the best result is greater than 95%. Note that the usefulness of the hierarchical Bayesian test resides in that the test uses the full accuracy results from the individual folds of the cross-validation testing technique, so it accounts for the fact that one approach can perform badly in one fold but very well on the rest. We rely on the R library msampa to perform these statistical tests [40].

B. Results

Table V shows the results of the evaluation. TACO obtains the best result in 7 of the tested event logs, the second-best result in one, and the third-best in two. In particular, the highest differences with the best approach for each event log are achieved in BPI-2013-I, BPI-2013-C-P, and in BPI-2012-W. In the other logs, such as BPI-2012, BPI-2012-C, and Env-permit, the difference is less noticeable. On the other hand, TACO underperforms in the BPI-2012-A log, BPI-2012-O, and in the BPI-2012-W-C.

Table VI shows the Bayesian Plackett-Luce model results for ranking the algorithms. Our approach obtains the best rank overall and the highest probability of being the best approach, with a difference of 24.8 percentage points over the second. Fig. 6 shows the credible intervals —5% and 95% quantiles—as well as the expected probability of winning for every tested approach. Note that a non-overlapping pair of approaches means that they are statistically different. The credible interval of the GRNN approach does not overlap any other one, which shows that our approach is statistically different in terms of ranking from the non-overlapping ones.

Table VII highlights the differences between TACO and the other approaches from the state of the art, where
TABLE V
MEAN ACCURACY OF THE 5-FOLD CROSS-VALIDATION

|                      | BPI-2012 | BPI-2012-A | BPI-2012-C | BPI-2012-D | BPI-2012-W | BPI-2012-W-C | BPI-2013-C-P | Env. Permit | Horseback |
|----------------------|----------|------------|------------|------------|------------|--------------|--------------|-------------|-----------|
| Camargo              | 83.28    | 75.98      | 77.73      | 81.35      | 76.4       | 68.95        | 54.67        | 66.68       | 85.78     | 82.93   |
| Evermann             | 59.33    | 75.82      | 62.38      | 79.42      | 75.37      | 67.53        | 58.63        | 66.78       | 76.19     | 83.66   |
| Hinkka               | 86.65    | 82.18      | 80.64      | 87.48      | 84.78      | 70.54        | 63.47        | 74.89       | 84.83     | 63.08   |
| Khan                 | 42.9     | 74.9       | 47.37      | 66.08      | 60.15      | 52.22        | 43.58        | 51.91       | 83.59     | 79.97   |
| Mauro                | 84.66    | 79.76      | 80.06      | 82.74      | 85.98      | 68.64        | 24.94        | 36.67       | 53.59     | 31.79   |
| Pasquadibisceglie    | 83.25    | 74.12      | 74.6       | 78.88      | 81.19      | 68.34        | 47.35        | 46.03       | 86.87     | 83.93   |
| Tax                  | 85.46    | 79.53      | 80.34      | 82.29      | 85.35      | 69.79        | 64.04        | 70.09       | 85.71     | 84.19   |
| Theis (w/o attributes)| 82.89    | 65.5       | 75.26      | 78.38      | 86.22      | 80.06        | 59.48        | 59.41       | 86.29     | 78.77   |
| Theis (w/o attributes)| 80.96    | 65.67      | 75.75      | 76.89      | 86.86      | 83.84        | 54.65        | 51.5        | 85.12     | 79.69   |
| Venugopal            | 54.69    | 54.88      | 63.75      | 67.87      | 53.9       | 64.8         | 48.44        | 49.62       | 69.58     | 78.7    |
| Zararrah             | 85.31    | 78.67      | 77.43      | 81.15      | 85.19      | 68.19        | 63.29        | 68.94       | 86.06     | 83.94   |
| TACO                 | 87.01    | 79.75      | 80.85      | 82.95      | 84.34      | 74.2         | 67.53        | 77.72       | 87.46     | 85.2    |

Best, second-best, and third-best approaches are highlighted in cyan, orange and yellow, respectively.

To further assess the differences between the approaches, we applied a hierarchical Bayesian test whose results are shown in Table VIII. This table, given two approaches, A and B, shows the probability of A being better than B (A > B), the probability of the two approaches being equal (A = B), and the probability of A being worse than B (A < B). Furthermore, we can assess whether A is not worse than B by summing the probabilities from A > B and A = B. In this test, it is assumed that a probability greater than 95% means statistical significance. We perform this test to compare our approach against the two best ones according to the Plackett-Luce ranking, as we did in the analysis of the accuracy differences. These tables report the probabilities for each dataset and the overall probability of the approach is better.

On the one hand, the statistical tests show that TACO is significantly better in 5 datasets —underlined in Table VIII—, equal in two of them —BPI-2012 and BPI-2012-C—, and not significantly better in BPI-2013-C-P. These results are aligned with those shown in Table VII except for BPI-2013-C-P, in which the statistical analysis does not give significance due to the high variability in the results of the cross-validation. In that case, it can only be affirmed that TACO is not worse than Hinkka [10]. Overall, even though TACO is not statistically better than Hinkka [10], it still obtains a probability of 91% of being better in terms of accuracy.

On the other hand, the statistical tests also show that TACO is significantly better than Tax [14] in 5 datasets —underlined in Table VIII—, equal in the BPI-2012-C and we cannot affirm anything in the rest. Regarding these latter datasets, TACO is very close in Env. permit (short of a 2%), while in the other three, we can only affirm that TACO is not worse than [14]. Despite this, TACO still has a probability of being better than [14] of 99.3%, which is significant.

C. Ablation Study

In this section, the results of two different ablation studies are presented. In the first one, we use every piece of information possible —activities, token-replay, time features, and event attributes— to test the different components individually, so as to assess how they influence the performance of the whole

a positive/negative difference means that TACO outperforms/underperforms the other state-of-the-art approach with which is compared to. In order to make the comparison consistent with the hierarchical statistical tests, we adopt the same ROPE strategy in which a difference of less than 1% accuracy is considered as if the approaches were equal. In general, the differences are overwhelmingly positive towards TACO. In particular, TACO outperforms the other approaches from the state of the art in 96 cases, is equal in 10 cases, and worse only in 4 cases, which correspond to the approaches of Theis (w/ attr) [18] and Hinkka [10]. On the one hand, Theis (w/ attr) outperforms TACO in BPI-2012-W-C by 9.64%, but TACO outperforms it in every other dataset, obtaining the largest differences in BPI-2013-I (26.22%) and BPI-2012-A (13.41%). Furthermore, Theis (w/o attr) outperforms TACO in BPI-2012-W-C by 5.86%, but fall short in every other dataset, especially in BPI-2013-I (18.31%) and BPI-2012-A (13.58%). On the other hand, our approach outperforms Hinkka [10] in 6 event logs, obtains an equal result in BPI-2012 and BPI-2012-C, and underperforms [10] in BPI-2012-A and BPI-2012-O.

In general, TACO outperforms the other approaches, but in event logs with a simple process model, namely, the BPI-2012-A and the BPI-2012-O. In these cases, a recurrent network-based model is sufficient to capture the dependencies between the events. These results confirm that the graph-based approach is better suited to capture more complex behavioral patterns that are usually not identified when the learning is performed by shallower models such as LSTMs. This feature improves the prediction of the next activity when either loops or parallels are present in the log.

To further assess the differences between the approaches, we applied a hierarchical Bayesian test whose results are shown in Table VIII. This table, given two approaches, A and B, shows the probability of A being better than B (A > B), the probability of the two approaches being equal (A = B), and the probability of A being worse than B (A < B). Furthermore, we can assess whether A is not worse than B by summing the probabilities from A > B and A = B. In this test, it is assumed that a probability greater than 95% means statistical significance. We perform this test to compare our approach against the two best ones according to the Plackett-Luce ranking, as we did in the analysis of the accuracy differences. These tables report the probabilities for each dataset and the overall probability of the approach is better.

On the one hand, the statistical tests show that TACO is significantly better in 5 datasets —underlined in Table VIII—, equal in two of them —BPI-2012 and BPI-2012-C—, and not significantly better in BPI-2013-C-P. These results are aligned with those shown in Table VII except for BPI-2013-C-P, in which the statistical analysis does not give significance due to the high variability in the results of the cross-validation. In that case, it can only be affirmed that TACO is not worse than Hinkka [10]. Overall, even though TACO is not statistically better than Hinkka [10], it still obtains a probability of 91% of being better in terms of accuracy.

On the other hand, the statistical tests also show that TACO is significantly better than Tax [14] in 5 datasets —underlined in Table VIII—, equal in the BPI-2012-C and we cannot affirm anything in the rest. Regarding these latter datasets, TACO is very close in Env. permit (short of a 2%), while in the other three, we can only affirm that TACO is not worse than [14]. Despite this, TACO still has a probability of being better than [14] of 99.3%, which is significant.

C. Ablation Study

In this section, the results of two different ablation studies are presented. In the first one, we use every piece of information possible —activities, token-replay, time features, and event attributes— to test the different components individually, so as to assess how they influence the performance of the whole
approach. In the second one, we leave the architecture of TACO unchanged to test the influence of different pieces of information used by our approach. To reduce the number of experimentations and facilitate the interpretation of the results, this second ablation study is focused on evaluating the performance of the approach when using (i) only transition activations and the place marking, and (ii) only time features and event attributes. We do not test the usage of only activities as it would make the usage of the GRNN module of TACO pointless.

The goal of the first ablation study is to test (i) how the GRNN and the LSTM work individually and (ii) how a GRNN would operate without recurrence, i.e., how the GCN operator would perform, when it only can process the last accumulated replay from the whole prefix. In this case, we aim to test how much performance we gain by avoiding the problem of loop overwriting described in Section IV-B. The results of this ablation study are shown in Table IX, where the GCN performs comparably worse w.r.t. the GRNN in every log, especially in logs characterized by a high process model complexity, which hinders the performance of the GCN —results for these logs are underlined in Table IX.

However, note that the LSTM outperforms the GRNN in almost every log because the GRNN is restricted to processing the information from the token replay, while the LSTM has access to the information about activities, time features, and attributes. The results of the second ablation study are shown in Table X, showing how the different pieces of information influence the performance when compared with the results of our original approach, TACO. As shown in this Table, the difference between using only the information of the activated transitions, the information of the marking places, or both, is negligible in these datasets. However, we cannot assure that using only the node marking or the transition activation would guarantee this behavior in every possible event log, so TACO adds both


TABLE XI

|             | Total cases | Avg. cases length | Cases with loops | % cases with loops | Number of loop appearances | LSTM       | TACO       | Difference |
|-------------|-------------|-------------------|------------------|-------------------|----------------------------|------------|------------|------------|
| BPI-2012    | 13087       | 20.04             | 5643             | 43.12             | 9342                       | 86.71      | 87.08      | 0.37       |
| BPI-2012-C  | 13087       | 12.57             | 5712             | 43.64             | 9932                       | 80.32      | 80.85      | 0.53       |
| BPI-2012-A  | 13087       | 4.65              | 0                | 0                 | 0                          | 79.77      | 79.78      | 0.01       |
| BPI-2012-O  | 5015        | 6.23              | 350              | 6.98              | 356                       | 82.65      | 82.95      | 0.3        |
| BPI-2012-W  | 9658        | 17.61             | 6583             | 68.16             | 10810                      | 88.06      | 88.34      | 0.28       |
| BPI-2012-W-C| 9568        | 7.5               | 7011             | 72.59             | 13075                      | 73.76      | 74.2       | 0.44       |
| BPI-2013-C-P| 1487        | 4.48              | 449              | 30.2              | 566                        | 65.29      | 67.53      | 2.24       |
| BPI-2013-I  | 7554        | 8.68              | 7114             | 94.18             | 10970                      | 75.84      | 77.72      | 1.88       |
| Env-permit  | 1434        | 5.98              | 50               | 2.09              | 32                         | 85.9       | 87.86      | 1.76       |
| Helpdesk    | 4580        | 4.66              | 950              | 20.74             | 1021                       | 79.99      | 85.3       | 5.21       |

E. Process Discovery Algorithm Effect

In this section, we conducted a series of experiments to evaluate the sensitivity of TACO to the process discovery algorithm used for obtaining the underlying process model that describes the observed behavior in the event log. To this end, we compared the performance of our approach using both Split Miner and Inductive Miner [41]. The Inductive Miner is a widely adopted algorithm that aims to discover sound and fitting models in a finite time. Based on the divide-and-conquer principle, this algorithm recursively partitions the event log to create a process tree, which is subsequently converted into a Petri net. On the other hand, the Split Miner aims to discover a BPMN model, which, in turn, converted into a Petri net. To do so, it begins by obtaining a directly follows graph (DFG) of the event log, which is subsequently pruned and refined by discovering XOR and AND gateways. We opted to use the Inductive Miner for the comparison due to its popularity and effectiveness in process discovery tasks and because it employs a different approach than the Split Miner, so the discovered process models by this algorithm have different structural properties.

In our experiments, both algorithms were configured to discover models with perfect fitness, ensuring a fair comparison. The results of this experimentation are highlighted in Table XIII, where it can be seen that there are very small differences in the results obtained by TACO with both algorithms. The biggest differences are in the event logs BPI-2013-C-P and BPI-2012-W-C, with a variation in performance of 0.9% and 0.34%, respectively. These results confirm that TACO is insensitive to the algorithm used to discover the process model.

Figs. 7(a) and (b) show how the validation accuracy evolves using both model miners in the second cross-validation fold for BPI-2013-C-P and BPI-2012-W-C. For BPI-2013-C-P, TACO obtains an accuracy of 65.99% and 68.31% using Inductive Miner and Split Miner, respectively; while for BPI-2012-W-C, it gets 74.09% and 74.92%, respectively. These results correspond with the highest point in the validation accuracy plots of Figs. 7(a) and (b) —epoch 6 for both event logs—. On the one hand, TACO with Split Miner takes slightly longer to trigger the early stopping criterion, an effect that is evidenced by the fact that it takes more epochs to stop training. On the other hand, TACO with Split Miner achieves higher validation accuracies during training, since in both figures the maximum accuracy is always reached with the Split Miner algorithm.
TABLE XII
FINE GRAINED LOOP STATISTICS

|        | Len | Num | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 |
|--------|-----|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| BP1-2012 | 153 | 9018 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| BP1-2012-C | 1479 | 9358 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| BP1-2012-W | 160 | 10378 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| BP1-2012-W-C | 12962 | 11224 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| BP1-2012-O | 4 | 5 | 8 | | | | | | | | | | | | | | | | | | | | | | | | | |
| BP1-2013-C-P | 1368 | 1363 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| BP1-2013-I | 7897 | 2737 | 173 | 111 | 23 | 15 | 13 | 2 | 1 | | | | | | | | | | | | | | | | | | | |
| Helpdesk | 1 | 2 | 3 | | | | | | | | | | | | | | | | | | | | | | | | | |
| Env-permit | 855 | 149 | 12 | 5 | | | | | | | | | | | | | | | | | | | | | | | | |

F. Hyperparameter Effect

In this section, a search of hyperparameters was conducted to evaluate their influence on the performance of our approach. Considering that TACO has 12 different hyperparameters, each with three possible values and that 10 event logs are used in a 5-fold cross-validation to evaluate the influence of the hyperparameters in the performance of TACO, we would have had to train $3^{12} \cdot 5 \cdot 10 = 26,572,050$ different models. Thus, our experimentation has been restricted to only four hyperparameters that directly affect the graph-based part of our approach: the hidden size of the first and second GRNN layers—“Hidden 1” and “Hidden 2”, respectively—and the dropout of the first and second GRNN layers—“Dropout 1” and “Dropout 2”, respectively.

Furthermore, in order to reduce the number of models tested, we only tried three different values for each hyperparameter, giving 81 possible combinations. In particular, the values of 64, 128, 256, and 0, 0.1, 0.2 were used for each possible hidden size and value of dropout [41], respectively. Finally, we performed a grid search on the first fold of two representative event logs: Helpdesk and BP1-2012-W-C.

Figs. 8(a), (b), 9(a), and (b) exhibit the parallel coordinate plots for each hyperparameter evaluated in the two event logs. To simplify the interpretation of the figures, we separated the coordinate plots for each dataset into two distinct figures, encompassing the 10 best-performing sets of hyperparameters and the 10 worst-performing sets of hyperparameters, respectively, for each evaluated event log. Thus, Figs. 8(a) and (b) depict the parallel coordinate plots for each hyperparameter combination on the Helpdesk event log. The first plot, Fig. 8(a), showcases the 10 best-performing evaluations while Fig. 8(b), portrays the 10 worst-performing ones. As evidenced by these figures, most of

---

1It is available the full results of this experimentation in the supplementary material, available online.
the combinations successfully reach the optimal maximum with roughly 84% accuracy, barring a few notable exceptions with validation accuracies ranging from 18% to 71%. In this case, the failure to attain a satisfactory validation accuracy is directly linked to using a dropout value exceeding 0 in the second layer of the GRNN, whereas the first layer can maintain a dropout value above 0 without necessarily failing to converge. Figs. 9(a) and (b) present the same coordinate plots, but for the BPI-2012-W-C event log. In this situation, most combinations reach a local optimum of approximately 72%, aside from those that fall short due to a dropout value higher than 0 in the second layer of the GRNN.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented TACO, an approach that, contrary to most approaches, solves the next activity prediction problem by using both the information readily available in the traces of the event log and the information available in the process model. Thus, we proposed a novel architecture that simultaneously leverages the structural information from the process model and the information available in the events of the event log. For that, we modified the definition of a GRU to allow the simultaneous processing of the state of the Petri net using GCNs for each event of the prefix. Thus, our architecture can learn from the prefixes of the event log in two dimensions at the same time: spatial, represented as a directed graph of places of a Petri net, and temporal represented as the sequence of events of the prefix. Furthermore, contrary to GCNs, our encoding scheme does not lose information when a loop occurs in the process and can capture the dynamics of the replay of the events in the process model while being memory efficient and easy to compute.

We evaluated our proposal in 10 real-life event logs and compared it against 10 approaches from the state-of-the-art. The results show that TACO works more consistently and obtains better results overall than the other approaches. Our experimentation shows the adequacy of using GNNs for predictive process monitoring since their internal structure can better leverage the information of the process model. This property is also clearly verified in the results, as TACO outperforms the other approaches in every event log except those with a simpler process model.

For future work, we intend to test more different graph convolution operators, extend the approach to other process models, such as resource models, and tackle more predictive monitoring tasks such as the remaining time prediction.
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