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ABSTRACT
Federated learning (FL) is a privacy-preserving learning paradigm that allows multiple parities to jointly train a powerful machine learning model without sharing their private data. According to the form of collaboration, FL can be further divided into horizontal federated learning (HFL) and vertical federated learning (VFL). In HFL, participants share the same feature space and collaborate on data samples, while in VFL, participants share the same sample IDs and collaborate on features. VFL has a broader scope of applications and is arguably more suitable for joint model training between large enterprises.

In this paper, we focus on VFL and investigate potential privacy leakage in real-world VFL frameworks. We design and implement two practical privacy attacks: reverse multiplication attack for the logistic regression VFL protocol; and reverse sum attack for the XGBoost VFL protocol. We empirically show that the two attacks are (i) effective - the adversary can successfully steal the private training data, even when the intermediate outputs are encrypted to protect data privacy; (ii) evasive - the attacks do not deviate from the protocol specification nor deteriorate the accuracy of the target model; and (iii) easy - the adversary needs little prior knowledge about the data distribution of the target participant. We also show the leaked information is as effective as the raw training data in training an alternative classifier. We further discuss potential countermeasures and their challenges, which we hope can lead to several promising research directions.
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1 INTRODUCTION
Federated learning (FL) has emerged as a promising privacy-aware alternative to the traditional data-sharing based machine learning. In FL, participants can jointly train a powerful machine learning model without sharing their private data [3, 24, 35, 57]. FL has found many impactful applications ranging from the joint training of patient survival prediction models by multiple hospitals [26] to the decentralized training of powerful next word prediction models with smartphones [32].

Based on the form of cooperation, FL can be further divided into two types: horizontal federated learning (HFL) [2, 3] and vertical federated learning (VFL) [24, 57]. HFL is designed for cooperation between participants who have the same feature space but different data samples. For example, the same type of companies in different cities (thus different clients/users). VFL is designed for participants who have the same sample IDs but different (even complementary) features. For example, two different types of companies in the same city (thus same clients/users), e.g., a bank and a commerce company. Figure 1 visualizes a two-participant example of their local data distributions in HFL and VFL. HFL and VFL work in different ways, follow different FL protocols, and adopt different privacy preservation techniques.

In this paper, we mainly focus on VFL since it has a broader scope of applications and is arguably more suitable for joint model training between large enterprises. For example, it is likely that a bank and an e-commerce company share a large amount of users (sample IDs) if they are in the same city. In this case, they can collaborate on the different user attributes they own using VFL to train a more powerful risk management model [57]. VFL is more complex than HFL. Unlike in HFL, all participants share the same feature space where traditional learning algorithms still apply, in VFL, the participants own different features, thus require a new learning protocol for each machine learning algorithm.

A number of open-source frameworks have been developed by industry leaders to facilitate the application of FL in diverse and challenging real-world application scenarios. This include PySyft [41] from OpenAI, FATE [17] from WeBank, TF Federated [18] from Google, TF Encrypted [14] from Dropout and CrypTen [11] from Facebook. Particularly, FATE [17], TF Encrypted and PySyft [41] are the three most popular real-world VFL frameworks. Meanwhile, for real-world applications, these frameworks often come with encryption-based collaboration protocols. With the advancement of these open-source frameworks, FL has now become a mainstream choice for different data holders to collaboratively train higher performance models. Such increasing popularity makes it more urgent to learn the privacy issue of FL protocols since even a negligible vulnerability could lead to data leakage of billions of samples. In this work, we propose practical privacy attacks to examine the potential privacy risks of the privacy-preserving protocols implemented in those VFL frameworks.

Many VFL protocols choose to sacrifice data security and user privacy for computing efficiency. We observe that such a sacrifice tends to make joint model training more vulnerable to the adversary, resulting in the leakage of private data. Take one classic VFL protocol Privacy-preserving Logistic Regression [24, 57] as an example, it employs a third-party coordinator to coordinate and accelerate model training. The coordinator holds an RSA private key. It first sends the public key to the participants to encrypt their intermediate outputs, then combines the encrypted outputs uploaded by the participants, uses the private key to decrypt the combined outputs, and sends the decrypted result back to the participants. Undoubtedly, such a training procedure will leak too much private information to the coordinator. Even worse, in real-world scenarios, there is no guarantee that the coordinator will never deviate from the protocol...
specification or do not attempt to gather private information from the intermediate outputs.

Whilst several works have shown the possibility of inferring private data in privacy-preserving machine learning, they either focus on HFL [25, 33, 36, 55] or membership attacks [36, 40] on adversarially secured models [46]. Different to HFL, measuring privacy leakage in real-world VFL has two major challenges: 1) the intermediate outputs are encrypted; and 2) the participants’ training data are heterogeneous. Encrypted intermediate outputs make it impossible for the participants to directly infer private data through gradient updates. As a consequence, existing learning-based attacks [20, 33, 62] become invalid in this setting. Moreover, since the participants’ training data are heterogeneous, none of them can infer private data though maliciously queries from the other.

**Our work.** In this paper, we provide the first systematic study on the potential privacy risks in real-world VFL frameworks. Specially, our work seeks answers to two fundamental research questions: *Is it possible to infer information about other participants’ private data in real-word VFL protocols? If so, how much information can be inferred and how much computation it will cost?*

To answer the above questions, we study two widely used VFL algorithms: logistic regression [21] and XGBoost [8]. These two algorithms have been deployed in various applications by different organizations, including advertisement in e-commerce companies [61], disease detection in hospitals [7], and fraud detection in financial companies [60]. We propose two simple but effective attacks: reverse multiplication attack for logistic regression and reverse sum attack for XGBoost, to investigate the possible training data leakage caused by numerical computations. In the reverse multiplication attack, the adversary attempts to steal the raw training data of a target participant by leveraging the intermediate multiplication results, when two participants are jointly training a logistic regression model. In the reverse sum attack, the adversary tries to probe the partial orders (key to tree-based learning) of the target participant’s training data by inserting magic numbers in the exchanged data, when two participants are jointly training an XGBoost model. Though not completely equivalent to the raw data, the stolen partial orders can be further used to train an alternative model that is as effective as the one trained on the raw data.

We conduct the experiments in a real-world VFL framework FATE [17], and show that for both attacks, the adversary can infer various levels of the target participant’s private data. Specifically, the results of our reverse multiplication attack on logistic regression show that the learning protocol of logistic regression—which is claimed to be privacy-preserving to the training data—does not protect data privacy of the honest participant: via a collusion with the coordinator, the adversary can steal 100% of the training data. The results of the reverse sum attack on XGBoost show that a malicious participant can perform accurate reverse sum attack against other participants. When collaboratively training a single boosting tree, the adversary can successfully steal the partial orders of samples with 100% accuracy from the target participant. Further, the leaked information can be used to build an alternative classifier that is as accurate as the one trained on the original data, proving its potential commercial values. These results indicate that, under reasonable threat models, even well-designed VFL protocols can leak a significant amount of information about the participants’ private training data.

In summary, we make the following contributions:

- We conduct the first investigation on the potential privacy risks in vertical federated learning (VFL) via two proposed privacy attacks on real-world secure VFL protocols and frameworks, including secure logistic regression and secure XGBoost.
- We propose measures of data leakage caused by our two attacks, and show that an adversary (e.g., a semi-honest participant) with access to the learning process can infer different levels of the target participant’s private data. We also conduct an in-depth analysis on the factors that influence data privacy.

This paper is organized as follows. In §2, we introduce the formal definition of federated learning, the commonly used VFL protocols and the real-world frameworks for privacy preserving VFL. In §3, we formalize the privacy attacking problem and our threat model. §4 and §5 introduce the two proposed attacks, our implementations and the experimental results, separately. We discuss possible countermeasures in §6, review related works in §7, and finally conclude this paper in §8.

### 2 PRELIMINARIES

In this section, we introduce the mathematical notations, the security primitives used in VFL, two commonly used machine learning...
algorithms including logistic regression [21] and XGBoost [8], and their privacy-preserving versions in VFL. We also briefly review several popular real-world VFL frameworks including TF Federated, FATE, PySyft, TF Encrypted and CrypTen.

2.1 Notations

Here, we focus on the two-party VFL collaboration, the most extensively studied and practiced scenario in real-world VFL. Suppose there are two participants, \(\mathcal{A}\) and \(\mathcal{B}\), collaboratively training a distributed machine learning model following VFL. Let \(X \in \mathbb{R}^{n \times d}\) denote the complete dataset containing \(n\) samples, \(Y \in \mathbb{R}^{n \times 1}\) denote the label set, and \(I \in \mathbb{R}^{n \times 1}\) denote the sample IDs. Participants \(\mathcal{A}\) and \(\mathcal{B}\) have the same sample IDs but own complimentary (non-overlapping) features: \(X = [X_{\mathcal{A}}|X_{\mathcal{B}}]\). The label set \(Y\) is held by \(\mathcal{A}\). We also call \(\mathcal{A}\) an activate participant as it has the vital information of class labels and \(\mathcal{B}\) a passive participant as it only has the features. Further denote the \(i\)-th row of \(X\) as \(x_i\) (i.e., the \(i\)-th sample), and the part of \(x_i\) held by participant \(\mathcal{A}\) as \(x_i^A\) while the part of \(x_i\) held by \(\mathcal{B}\) as \(x_i^B\). That is, \(x_i = [x_i^A|x_i^B]\).

2.2 Security Primitives

VFL usually adopts additively homomorphic encryption like Paillier [37] to encrypt the intermediate outputs (e.g., gradients). Additively homomorphic encryption is a public key system that allows participants to encrypt their data with a known public key and perform computation with the encrypted data by other participants with the same public key. To extract the plaintext, the encrypted data needs to be sent to the private key holder for decryption. Let the encryption of a number \(u\) be \(\llbracket u \rrbracket\). For any plaintext \(u\) and \(v\), we have the following additive operation,

\[
\llbracket u + v \rrbracket = \llbracket u \rrbracket + \llbracket v \rrbracket. \tag{1}
\]

We can also multiply a ciphertext with a plaintext as follows,

\[
\llbracket v \cdot u \rrbracket = v \cdot \llbracket u \rrbracket, \tag{2}
\]

where \(v\) is not encrypted. These operations can be extended to work with vectors and matrices component-wise. For example, the inner product between a plain vector \(v\) and a cipher vector \(\llbracket u \rrbracket\):

\[
\v^T \cdot \llbracket u \rrbracket = \llbracket v^T \cdot u \rrbracket.
\]

2.3 VFL Algorithms and Protocols

Logistic regression [21] and XGBoost [8] are arguably the two most widely used machine learning algorithms. They constantly appear in the winning solutions of Kaggle\(^1\) competitions [45]. Due to their simplicity and efficiency, these two algorithms have also become the most classic VFL algorithms in many VFL frameworks. Here, we introduce the main ideas of linear regression and XGBoost, and their privacy-preserving versions in VFL.

2.3.1 Logistic Regression. Given \(n\) training samples \(\{x_i\}_{i=1}^n\) with \(d\) features \((x_i \in \mathbb{R}^d)\), and \(n\) corresponding output labels \(\{y_i\}_{i=1}^n\), linear regression is to learn a mapping function such that \(f(x_i) = y_i, \forall x_i\). The function \(f\) is assumed to be linear and can be written as the inner product between \(x_i\) and a \(d\)-dimensional coefficient vector \(\theta\):

\[
f(x_i) = \sum_{j=1}^d \theta_j x_i^j = \theta x_i.
\]

The coefficient \(\theta\) can be learned by minimizing the empirical error on all training samples defined by the following loss function,

\[
L(\theta) = \frac{1}{n} \sum_{i=1}^n \left( \frac{1}{2} (\theta x_i - y_i)^2 \right). \tag{3}
\]

In traditional centralized machine learning, the above minimization problem can be solved efficiently by the Stochastic Gradient Descent (SGD) [42] optimizer via iterative minibatch training.

**Loss decomposition.** Different from centralized learning, each \(x_i\) in VFL is partitioned into \([x_i^A|x_i^B]\). Accordingly, the coefficient \(\theta\) will be partitioned into: \([\theta^A|\theta^B]\). The gradient of the loss function of Eq. (3) can then be decomposed as,

\[
\Delta L(\theta) \approx \frac{1}{n} \sum_{i=1}^n \left( \frac{1}{4} \theta^A x_i^A + \frac{1}{4} \theta^B x_i^B - \frac{1}{2} y_i \right) \cdot [x_i^A|x_i^B] \tag{4}
\]

\[
= \frac{1}{n} \left( \frac{1}{4} \theta^A X^A + \frac{1}{4} \theta^B X^B - \frac{1}{2} Y \right) \cdot [X^A|X^B] \tag{5}
\]

Participants \(\mathcal{A}\) and \(\mathcal{B}\) first compute their corresponding terms in the above decomposition on their private training data, then exchange their outputs with or without a third-party coordinator to form the complete output. In [24, 57], a third-party coordinator is involved to accelerate the output exchange and the training process. Next, we will show the detailed steps of computing the above terms in VFL.

| Table 1: Steps of two-party logistic regression in VFL. |
|-----------------------------------------------|
| **Participant \(\mathcal{A}\)** | **Participant \(\mathcal{B}\)** | **Coordinator \(\mathcal{C}\)** |
| 1. init \(\theta^A\); | 1. init \(\theta^B\); | send the public key to \(\mathcal{A}\) and \(\mathcal{B}\); |
| 2. compute \(\llbracket u \rrbracket = \frac{1}{n} \sum_{i=1}^n x_i^A \) and send to \(\mathcal{B}\); | a) compute \(\llbracket v \rrbracket = \frac{1}{4} \theta^A X^A + \frac{1}{4} \theta^B X^B + \llbracket u \rrbracket\) and send to \(\mathcal{A}\); | b) compute \(\llbracket v \rrbracket X^B\) and send to \(\mathcal{C}\); |
| 3. compute \(\llbracket v \rrbracket X^B\) and send to \(\mathcal{C}\); | 4. compute \(\llbracket v \rrbracket X^B\) and send to \(\mathcal{C}\); | decrypt \(\llbracket v \rrbracket X^B\) and \(\llbracket v \rrbracket X^B\) to get the gradient \(g^A, g^B\), and send them to \(\mathcal{A}\) and \(\mathcal{B}\). |

**Secure logistic regression.** To compute Eq. (5) without exposing the private data, most secure VFL protocols adopt additively homomorphic encryption like Paillier to encrypt the intermediate outputs and operate on the ciphertext [24, 35, 57]. The encrypted distributed gradient of Eq. (5) is

\[
\left\| \Delta L(\theta) \right\| \approx \frac{1}{n} \left( \left\| \frac{1}{4} \theta^A X^A \right\| + \left\| \frac{1}{4} \theta^B X^B \right\| - \left\| \frac{1}{2} Y \right\| \right) \cdot [X^A|X^B] \tag{6}
\]

In VFL, we also use the SGD optimizer to update the model parameters. Table 1 lists the detailed training steps of logistic regression in secure VFL.

The secure VFL protocol works as follows. First, participants \(\mathcal{A}\) and \(\mathcal{B}\) initialize \(\theta^A\) and \(\theta^B\) as vectors of random values or all 0s. Coordinator \(\mathcal{C}\) creates an encryption key pair and sends the public

\(^1\)https://www.kaggle.com/competitions
key to \( \mathcal{A} \) and \( \mathcal{B} \). Second, in each training iteration (communication round), participant \( \mathcal{A} \) randomly selects a mini-batch of indices \( S \) and updates the distributed coefficient by averaging partial derivatives of all samples to the current coefficient. Steps 2–4 in Table 1 describe how \( \mathcal{A} \) and \( \mathcal{B} \) collaboratively compute the gradient of the encrypted distributed loss function and update the distributed coefficient. I.e., using an additively homomorphic encryption scheme, participants \( \mathcal{A} \) and \( \mathcal{B} \) compute on the encrypted intermediate outputs and generate an encrypted derivative which, when decrypted, matches with the derivative as if it had been calculated on the plaintext.

### 2.3.2 XGBoost

Given \( n \) training samples \( \{x_i\}_{i=1}^n \) with \( d \) features \( (x_i \in \mathbb{R}^d) \), and \( n \) corresponding output labels \( \{y_i\}_{i=1}^n \), XGBoost learns a function consisting of \( k \) regression trees such that \( f(x_i) = \sum_{t=1}^k f_t(x_i) \). To learn such \( k \) regression trees, XGBoost adds a tree \( f_t \) at the \( t \)-th iteration to minimize the following loss,

\[
L^{(t)} = \sum_{i=1}^n \left[ l(y_i, \hat{y}_i^{(t-1)}) + g_t f_t(x_i) + \frac{1}{2} h_t f_t^2(x_i) \right] + \Omega(f_t), \tag{7}
\]

where \( g_t \) and \( h_t \) are the first and second order gradient statistics of the loss function calculated by \( f_t \), and \( \Omega \) is a regularization term reducing the complexity of the model.

To construct the \( t \)-th regression tree, XGBoost starts from a leaf node and iteratively adds optimal branches to the tree until the terminating condition is reached. The loss reduction after the split is,

\[
L_{split} = \frac{1}{2} \left[ \frac{\left( \sum_{i \in L_1} g_i \right)^2}{\sum_{i \in L_1} h_i + \lambda} + \frac{\left( \sum_{i \in L_2} g_i \right)^2}{\sum_{i \in L_2} h_i + \lambda} - \frac{\left( \sum_{i \in I} g_i \right)^2}{\sum_{i \in I} h_i + \lambda} \right] - y. \tag{8}
\]

where \( L_1 \) and \( L_2 \) are the instance space of the left and right nodes after the split, respectively. In practice, XGBoost chooses an optimal split that can maximize the above reduction loss. That is, in each iteration, XGBoost enumerates all the possible split features and values, and then finds the one that maximizes the reduction loss.

#### Secure XGBoost

Secure XGBoost [9], also known as SecureBoost, is the privacy-preserving version of XGBoost for secure VFL. SecureBoost allows the learning process of \( k \) regression trees to be jointly conducted between two participants with shared sample IDs but different features. To learn a privacy-preserving regression tree, SecureBoost starts from a single leaf node and coordinates two computing participants to find the optimal split.

Different from secure logistic regression, SecureBoost does not rely on a third-party coordinator to coordinate the learning process. In SecureBoost, the participant who holds the label information serves as a coordinator. We also call the participant who holds the labels as the active participant while the other as the passive participant.

In SecureBoost, the active and passive participants collaboratively calculate the reduction loss of Eq. (8) and search for the best split. In each iteration, it operates as follows. First, the active participant calculates the first and second order gradients for all training samples, then encrypts and sends the encrypted gradients to the passive participant. Second, the passive participant receives the encrypted gradients and calculates the reduction loss for all possible split features and values. For efficiency and privacy, the passive participant maps the features into data bins and aggregates the encrypted gradient statistics based on the bins, rather than directly working on \([g_t] \) and \([h_t] \). Third, the active participant receives and decrypts the encrypted reduction loss, and then finds an optimal split dimension and feature having the maximum reduction.

### 2.4 Summary of Real-world VFL Frameworks

| Framework               | Developer       | Vertical | Horizontal | Encryption |
|-------------------------|-----------------|----------|------------|------------|
| FATE                    | WellBank        | ✓        | ✓          | HE         |
| PySyft                  | OpenAI          | ✓        | ✓          | SS, HE     |
| TF Federated            | Google          | ×        | ✓          | SS         |
| TF Encrypted            | Dropout         | ✓        | ✓          | HE, SS     |
| CrypTen                 | Facebook        | ✓        | ✓          | SS, HE     |

Table 2 summarizes the functionalities and basic encryption techniques supported by several popular real-world FL frameworks, including PySyft [41], FATE [17], TF Federated [18], TF Encrypted [14] and CrypTen [11]. All of these frameworks except TF Federated support VFL protocols. For instance, FATE provides VFL protocols of logistic regression and tree-based learning; PySyft provides basic modules (e.g., communication and encrypted computation modules) for the fast implementation of VFL protocols.

Next, we will introduce our proposed attacks for secure logistic regression and SecureBoost separately, and evaluate the attacks within the FATE and PySyft frameworks. Note that our attacks are designed to attack the fundamental VFL protocols rather than one particular VFL framework.

### 3 Threat Model

We consider the two-party VFL and a semi-honest adversary who merely cooperates for gathering information about the other participant’s private data out of the learning process, but does not deviate from the protocol specification. In other words, the adversary attempts to steal the other participant’s data without sabotaging the learning protocol. We investigate whether this is achievable even when the VFL protocol is secured using additively homomorphic encryption.

Figure 2 illustrates a typical two-party VFL scenario where the two participants (\( \mathcal{A} \) and \( \mathcal{B} \)) keep their private data locally and jointly train a global model by sharing only the encrypted partial gradient. In secure logistics regression, \( \mathcal{A} \) and \( \mathcal{B} \) require a third-party coordinator to handle the encrypted partial gradients and update the global model. In SecureBoost, the two participants independently learn a joint model without any third-party.

#### Adversary

We assume that one of the two participants is the adversary who can send or receive the encrypted information (e.g., gradient and the multiplication result between gradient and data) of the other participant’s training data. In our first attack the reverse multiplication attack (refer §4 for more details) proposed for secure logistic regression, the adversary may also corrupt the third-party coordinator to gather more private information out of the protocol. In our second attack the reverse sum attack (refer §5 for more details) proposed for SecureBoost, the adversary may construct specific
strings and insert them into the least significant bits of gradients while keeping the learning protocol intact.

**Adversary’s objectives.** The adversary’s main objective is to infer as much of the other participant’s private data as possible. In our reverse multiplication attack, the adversary aims to infer the target participant’s raw training data. In our reverse sum attack, the adversary attempts to infer the partial orders of the target participant’s training samples.

**Assumption about the third-party coordinator.** In our reverse multiplication attack, we assume the adversary could corrupt the third-party coordinator. This assumption is reasonable since finding a trusted third-party coordinator is extremely difficult. In practice, for convenience, the third-party coordinator is usually deployed and maintained by one of the participant. For example, a financial institution will probably serve as the coordinator in its collaboration with an e-commerce company. On the other hand, the third-party coordinator also has strong monetary incentives to collude with the adversary, considering the high value of the gathered heterogeneous data. Even if the coordinator is protected by TEEs (Trusted Execution Environments) [48] like SGX [43], it still could be comprised by various state-of-the-art attacks, e.g., SGX has been proven to be vulnerable to side-channel attacks [54].

## 4 REVERSE MULTIPLICATION ATTACK

This reverse multiplication attack is designed against secure logistic regression based VFL [24, 35, 57]. In this attack, the adversary’s goal is to reverse-engineer each multiplication term of the matrix product (see Eq. (6)), so as to infer the target participant’s raw training data. Note matrix multiplication is one fundamental operation in many FL protocols. Figure 3 illustrates the attack pipeline. We implement the reverse multiplication attack on one popular VFL framework, FATE, and empirically measure the data (privacy) leakage raised by matrix multiplication through performing the reverse multiplication attack.

### 4.1 Attack Pipeline

Logistics regression relies on a series of multiplications between coefficients and participants’ private training data to deduce the gradient, as decomposed in Eq. (6). Participants A and B are required to exchange the intermediate multiplication results for calculating the gradient. Since the multiplication result is encrypted by the public key and contains no information about the training data, the adversarial needs to collude with the private key owner (the coordinator) to steal raw value of the encrypted multiplication result. Once the raw multiplication result is obtained, we can leverage linear algebra and scientific computation to reverse-engineer each multiplication terms (i.e., raw training data) from the multiplication result.

Suppose participant A is the adversary and coordinator C is corrupted. Participant A attacks B using the following information: 1) the intermediate output $$\| \frac{1}{4} \theta_S^B X_S^B \|$$ received from B; and 2) the partial gradient $$g_i^B$$ that C sends back to B. The intermediate output is the linear product of B’s partial gradient and features. Taking B’s features as unknown parameters, participant A can mount the reverse multiplication attack by solving the following linear functions,

$$
\begin{align*}
\frac{1}{4} \theta_1^B X_1^B - \frac{1}{4} \theta_0^B X_0^B &= g_1^B X_S^B \\
\frac{1}{4} \theta_2^B X_2^B - \frac{1}{4} \theta_1^B X_1^B &= g_2^B X_S^B \\
&\quad \vdots \\
\frac{1}{4} \theta_{i-1}^B X_{i-1}^B - \frac{1}{4} \theta_{i-2}^B X_{i-2}^B &= g_i^B X_S^B \\
&\quad \vdots 
\end{align*}
$$

(9)

Figure 3 illustrates the detailed steps of the reverse multiplication attack. The three attack steps are as follows.

- **Step 1.** The adversary stealthily stores the intermediate encrypted multiplication result computed on each mini-batch. Specifically, for each mini-batch S, the adversary stores (i) the multiplication result between B’s partial data and coefficient, $$\| \frac{1}{4} \theta_S^B X_S^B \|$$, and (ii) the coefficient update of gradient, $$g_i^B$$. Note that the encrypted product is shared by B for jointly calculating the encrypted gradient on the mini-batch.

- **Step 2.** The adversary decrypts $$\| \frac{1}{4} \theta_S^B X_S^B \|$$ calculated on each mini-batch. Note that A and B use the same public key for encryption, and C uses the private key for decryption. Hence, the adversary can use C’s private key to decrypt the ciphertext.

- **Step 3.** The adversary reverses the multiplication terms to obtain B’s training data. For a specific mini-batch $$X_S^B$$, the adversary has the following equation on two successive training epochs:

$$
\frac{1}{4} \theta_t^B X_S^B - \frac{1}{4} \theta_{t-1}^B X_{t-1}^B = g_t^B X_S^B
$$

where only $$X_S^B$$
is the unknown parameter. The adversary can compute the unknown $X_B^S$ if it gets sufficient equations. It requires at least $|B|$ equations to solve the unknown parameter, where $|B|$ denotes the number of features in $B$’s private data.

The above steps describe how the adversary utilizes the intermediate output $[[\frac{1}{|B|} \theta^B \cdot X^S]]$, and partial gradient $\theta^B_j$ to steal $B$’s private training data. In some VFL frameworks, the coordinator directly updates the coefficient and sends it back to the participants. In this case, the adversary can solve the unknown parameter $X_B^S$ simply using several multiplication results $\theta^B_j X^S$ and the partial gradients $\theta^B_j$.

The success of reverse multiplication attack depends on the rank of the coefficient matrices of the equations. The adversary can steal the full private data if the coefficient matrix is fully ranked, otherwise, the rank can be used to quantitatively measure how much data will be leaked. In the experiments, we first explore the influence of training parameters on the rank of the coefficient matrix, then apply our reverse multiplication to attack secure logistic regression.

### 4.2 Experimental Setup

**Datasets.** We use three classic classification datasets: Credit [10], Breast [4], and Vehicle [5] to estimate the performance of the reverse multiplication attack.

- **Credit** contains the payment records of 30,000 customers from a bank, where 5,000 customers are malicious while the rest of the customers are all benign. Each record has a total of 23 integer or real-valued features. The Credit dataset is a popular benchmark dataset used to evaluate binary classification tasks [58].
- **Breast** is also a binary classification dataset. It contains 699 medical diagnosis records of breast cancer, of which 357 are benign while the rest 212 are malignant. Each record has 30 features extracted from a digitized image of a fine needle aspirate of a breast mass.
- **Vehicle** is a multi-classification dataset extracted from example silhouettes of objects. It contains 946 samples belonging to four vehicle categories. Each sample has a set of 18 features extracted from the silhouette of the original object.

**Setup for secure logistic regression.** We implement the secure logistic regression protocol in the most popular real-world secure and private VFL framework, FATE. For training, we consider two participants $A$ and $B$ along with a third-party coordinator $C$. Detailed implementations are as follows.

FATE provides many default implementations of machine learning algorithms, including logistic regression and tree-based algorithms. In our experiment, we use FATE’s default implementation of privacy-preserving logistic regression [57]. This implementation employs a third-party arbiter to coordinate the process of gradient computation and send back the decrypted gradient to the participants. For data privacy protection, this implementation uses an RSA private key to encrypt the intermediate output which can only be decrypted by the public key owner (i.e., the arbiter).

**Attack setting.** We vertically partition each of the training datasets into two parts and distribute them to participants $A$ and $B$. Table 3 summarizes the partition statistics. The labels of the three datasets are all placed in $A$. In other words, $A$ is the active participant while $B$ is the passive participant.

For training and testing split, we randomly split each of the three datasets into two parts, 80% of the samples are taken as the training dataset while the other 20% are taken as the testing dataset. Note that $A$ and $B$ has the same set of training IDs and the same set of testing IDs.

| Dataset  | #samples | #features for $A$ | #features for $B$ |
|----------|----------|-------------------|-------------------|
| Credit   | 30,000   | 13                | 10                |
| Breast   | 699      | 10                | 20                |
| Vehicle  | 946      | 9                 | 9                 |

In the reverse multiplication attack, the active participant is the adversary and therefore we set $A$ to be the adversary. Here, the goal of $A$ is to steal $B$’s private data using limited information received from $B$. During the training process, $A$ stores the coefficients (or gradients) and the encrypted multiplication results.

### 4.3 Results and Analysis

![Figure 4: The rank of coefficient matrix under different batch sizes.](image1)

![Figure 5: The rank of coefficient matrix under different learning rates.](image2)

As stated in §4.1, the success of the reverse multiplication attack depends on the rank of the coefficient matrix. The attack is successful only when the coefficient matrix is of full rank.

We first test the strength of our attack when different batch sizes are used for training. Figure 4 reports the rank of the coefficient matrix after 100 training epochs with different batch sizes. On each dataset, the testing accuracy with different batch size changes little almost remains the same. It shows that batch size can significantly
affect the matrix rank, and small batch sizes can lead to larger ranks. The matrix rank is very stable on datasets Credit and Vehicle, and the coefficient matrix is of full rank when the batch size is smaller than 500. This indicates that, on these two datasets, participant \( \mathcal{A} \) can steal all of the private data from participant \( \mathcal{B} \) using our attack. However, our attack fails on the Breast dataset. This indicates that some datasets are naturally more robust or vulnerable to our attack than others, causing more uncertainties in real-world scenarios.

We further test the strength of our attack when different learning rates are used for training. On each dataset, the testing accuracy with different learning rates changes little, less than 5%. Figure 5 reports the rank of the coefficient matrix after 100 training epochs with different learning rates. One can see that learning rate demonstrates a quite opposite effect to batch size. Smaller learning rates tend to increase the matrix rank. Again, the rank is very stable on datasets Credit and Vehicle, and the full rank is obtained when the learning rate is larger than 0.02 on both datasets. In this case, our attack can successfully steal all of participant \( \mathcal{B} \)’s private data. Unfortunately, the attack still fails on the Breast dataset. We conjecture this is because Breast is a very sparse dataset which has many features but very few samples. This implies one limitation of our attack. However, it is worth noting that many real-world datasets are not sparse datasets, where our attack is still valid.

5 REVERSE SUM ATTACK

The reverse sum attack is designed for SecureBoost. In this attack, the adversary attempts to reverse each addition term from the sum (see Eq. (8)).

5.1 Attack Pipeline

We assume two participants in SecureBoost including the active participant \( \mathcal{A} \) and the passive participant \( \mathcal{B} \), and participant \( \mathcal{A} \) is the adversary. As introduced in §2.3, \( \mathcal{A} \) knows: (1) the first and second gradient sums of the samples from \( \mathcal{B} \)’s data bins; and (2) the order of data bins. Thus, it is possible for \( \mathcal{A} \) to first encode the information about the training data in the gradients, then reverse the addition terms of the gradient sums received from \( \mathcal{B} \) using the encoded information. These addition terms reveal to some extent the order of samples for \( \mathcal{B} \)’s feature. For simplicity, we call such knowledge as partial order, as defined below.

Partial Order. Let \( B^k_J \) denote the \( k \)-th data bin of the \( j \)-th feature. For \( X \), the partial order of the \( j \)-th feature is formulated as \( P_j = \{ k | \forall x_i \in X, \exists B^k_J, x_i \in B^k_J \} \).

We will provide more details of the above four attack steps in the following subsections.

5.1.1 Magic Number. A magic number is a unique identifier used by the attacker to identify the specific gradient value encoded with this magic number. We design a magic number generation schema that can generate as many magic numbers as possible to help identify the gradients of the training data.

Specifically, we propose to encode magic numbers into the first and second gradients. The practical public encryption ecosystem encrypts on the 1024-bit number. For the 64-bit float number of the gradient, the ecosystem usually pads it with 960 zeros to produce a 1024-bit number for encryption. The 960 zeros do not deteriorate the precision of the float number as they are padded at the least significant positions. Instead of padding 960 zeros, in our attack, we propose to pad the 64-bit number with a 960-bit magic number.

Figure 6 illustrates the pipeline of our proposed reverse sum attack, where the adversary aims to infer all the partial orders of \( \mathcal{B} \)’s private feature. The major four steps of our attack are listed below.

- **Step 1.** The adversarial participant \( \mathcal{A} \) encodes a magic number \([31]\) into the first and second order gradients. Let \( g_i \) and \( h_i \) denote the clean gradients, while \( g_i^k \) and \( h_i^k \) denote the magic-number-encoded gradients. The magic number refers to distinctive unique values (i.e., global unique identifiers) that are unlikely to be mistaken for other meanings.
- **Step 2.** The adversary encrypts and sends \( g_i^k \) and \( h_i^k \) to participant \( \mathcal{B} \).
- **Step 3.** \( \mathcal{B} \) calculates the first and second gradient sums of each data bin, denoted as \( G_{pk}^j \) and \( H_{pk}^j \), respectively, and then sends them back to \( \mathcal{A} \).
- **Step 4.** The adversary stores both the first and second gradient sums received from \( \mathcal{B} \). It then reverse engineers all the addition terms from the gradient sums by leveraging the encoded magic numbers. These reversed terms will reveal the partial orders of \( \mathcal{B} \)’s features.

Figure 6: The pipeline of the reverse sum attack.

![Figure 6: The pipeline of the reverse sum attack.](image)

Figure 7: The architecture of the magic number. The first few bits are random values while the remaining bits are group identifier that allows the adversary to locate the specific group the sample belongs.

![Figure 7: The architecture of the magic number.](image)
the encoded samples belongs to. For example, in a base-10 system, \(0\cdots01\) indicates that the sample belongs to group 1. Random values are used to differentiate samples from the same group. With the group identifier and random values, the samples from the same group have the same group identifier while different random values.

**An example of magic number.** As an example, here we show how to generate the group identifiers using a base-16 positional numerical system. For simplicity, we only utilize 20 out of the 960 bits to encode the magic number. We set the first 4 bits as random value bits and set the remaining 16 bits as the group identifier bits, which can identify a maximum of 4 \((= \log_{16} 2^{16})\) unique groups of samples. Given 60 data samples, we first divide them into 4 groups with each has 15 = 60/4 samples. The 1-st to 15-th samples are placed in the first group, the 16-th to 30-th samples are in the second group, the 31-st to 45-th samples are in the third group, and the 46-th to 60-th samples are in the fourth group. For samples in the first group, we generate random values for the first 4 bits and set the group identifier in the remaining 16 bits to \(0\times0001\). Similarly, for samples in the second group, the first 4 bits of the magic number are random values and the group identifier is \(0\times0010\).

**Algorithm 1 Gradient Encoding**

1. **Input:** the first order gradients \(g_1, g_2, \ldots, g_n\), the second order gradients \(h_1, h_2, \ldots, h_n\).
2. **Output:** the first and second gradients encoded with magic numbers.
3. \(k \leftarrow\) number of super groups
4. \(b \leftarrow\) base of the positional numerical system
5. \(l \leftarrow \log_b 2^{(960-30\times k)} \) \(\triangleright\) length of the group identifier
6. \(g \leftarrow 2 \times k \times l \) \(\triangleright\) number of the total groups
7. \(n' \leftarrow g \times b \) \(\triangleright\) number of the encoded samples
8. **for** \(i = 1; i <= n' ; i + +\) **do**
9. \(s \leftarrow \text{round}(i/l)\)
10. \(id \leftarrow \text{round}(i'(l/(b - 1)))\)
11. **random values** \(\leftarrow\) the \(s\) to \(s + 29\) bits are set to random values and the remaining of the first 30 \(\times k\) bits are set to 0
12. **group identifier** \(\leftarrow\) the one-hot vector under \(b\)-base positional numerical system with the \(id\)-th number set to 1
13. **magic number** \(\leftarrow\) concatenate(random values, group identifier)

5.1.2 **Gradient Encoding.** Algorithm 1 describes how to encode the magic numbers into the gradients.

**First**, we set the number of super groups to \(k\) and the positional numerical system base to \(b\). In this setting, the maximum length of the group identifier is \(\log_b 2^{(960-30\times k)}\), shown in Line 5. The maximum number of sample groups is \(2 \times k \times l\) and the maximum number of encoded samples is \(g \times b\), as shown in Lines 6\&7 respectively. **Second**, we sequentially select \(n'\) samples to encode magic numbers into their first and second gradients. Other selection strategies like distribution-based selection can also be used here. **Third**, for each selected sample, we construct a magic number, then post process its first or second gradients by setting the lower \(b\) bits to the bit string of the magic number. Lines 9–13 describe the detailed steps of constructing a magic number while the architecture of the magic number is shown in Figure 7.

5.1.3 **Gradient Sum Reversion.** By leveraging the encoded magic number, the adversary now can effectively reverse engineer all the addition terms from the gradient sum.

During the collaborative training of each boost tree, the adversary \(\mathcal{A}\) will continually receive \(G_{B^k}\) and \(H_{B^k}\) from participant \(\mathcal{B}\). The adversary’s goal is to reverse all the addition items of \(G_{B^k}\) and \(H_{B^k}\), all of which can be further integrated to infer the partial orders.

Given \(G_{B^k}\) and \(H_{B^k}\), we first decode it into 1024-bit strings, then extract the lower 960 bits (denoted as \(s\)). In each \(G_{B^k}\) or \(H_{B^k}\), \(s\) equals to the sum of the magic numbers of \(B^k\)'s samples encoded by the adversary. Then, by leveraging \(s\), the adversary greedily searches an optimal combination of the samples that might be the addition terms of \(G_{B^k}\) or \(H_{B^k}\). Next, we will use an example to illustrate how the adversary reverse engineers all the addition items by leveraging \(s\).

In this example, we utilize 20 of the 960 bits to encode the magic number, take the first 4 bits as random value bits, and set the base of the positional numerical system to 4. We assume a data bin \(B^k_{ij}\) containing five samples: \(x_2, x_{17}, x_{517}, x_{520}, x_{2400}\), where only \(x_2\) and \(x_{17}\) are selected to encode the magic numbers. The magic number of \(x_2\) is \(0\times30001\) and the magic number of \(x_{17}\) is \(0\times20010\). In this example, the magic number sum of \(G_{B^k}\) is \(0\times50011 = 0\times30001 + 0\times20010\). Once the magic sum of \(0\times50011\) is extracted, the adversary can know that \(B^k_{ij}\) must contain one sample from group 1 and one sample from group 2. With the additional information, i.e., the sum of random values of the two magic numbers is \(0\times5\), the adversary can now easily figure out that \(x_2\) and \(x_{17}\) are in \(B^k_{ij}\).

5.2 **Experimental Setup**

**Datasets.** We conduct experiments on two public datasets: Credit and Student [47]. The Credit dataset is the same to the one used in §4.2. The Student dataset is a regression dataset, containing education records of 395 students collected from a mathematics class. The data attributes include student grades, demographic, social, and school-related features. This dataset is often used to train a regression model that predicts student performance in the final examination.

**Setup for SecureBoost.** We perform the reverse sum attack against the real-world implementation of SecureBoost in FATE. Similar to §4.2, we use FATE’s default implementation of the SecureBoost learning protocol. This implementation utilizes Paillier to protect data privacy by encrypting the first and second order gradients, and the intermediate outputs.

**Attack setting.** We vertically partition each of the training datasets into two parts and distribute them to participants \(\mathcal{A}\) and \(\mathcal{B}\). The training and testing split is the same as §4.2. Table 4 summarizes the partition statistics. Participant \(\mathcal{A}\) is the activate participant who holds the class labels, while participant \(\mathcal{B}\) is the passive participant.

In the reverse sum attack, the activate participant is the adversary. We set the activate participant \(\mathcal{A}\) to be the adversary who aims to steal the partial orders of \(\mathcal{B}\)’s private training data. During training, the adversary encodes magic numbers into the least
significant bits of the gradients and stores the gradient sums from participant $B$. The adversary only slightly modifies the gradients at the least significant bits, thus does not cause much negative impact to the training process (the selection of the best split dimension and feature).

### 5.3 Results & Analysis

Here, we test the performance of our reverse sum attack under different data distributions, bin sizes and attack parameters. We measure the attack success rate by the percentage of exactly reverse engineered partial orders among all the samples inserted with magic number. We also evaluate the value of the leaked data by training an alternative classifier on the leaked data.

#### Table 5: Details of the four 1D synthetic datasets.

| Dataset | #samples | distribution          |
|---------|----------|-----------------------|
| $D_1$  | 30,000   | Normal distribution: $N(0, 1)$ |
| $D_2$  | 30,000   | Bernoulli distribution: $B(\frac{1}{2})$ |
| $D_3$  | 30,000   | Exponential distribution: $E(1)$ |
| $D_4$  | 30,000   | Uniform distribution: $U(0, 50)$ |

**Performance under different data distributions.** We first perform our attack independently on four synthesized 1D datasets of different data distributions, including Normal distribution, Bernoulli distribution, Exponential distribution, and uniform distribution. The statistics of the four synthetic datasets is summarized in Table 5. Figure 8 shows the attack success rate on the four synthetic datasets under different settings of attack parameters including the base ($b$) of the positional numerical system and the number ($k$) of supergroups. As can be observed, our attack can accurately (success rate > 95%) reverse engineer the partial orders of participant $B$’s private data, consistently across all four synthetic datasets and different attack parameters.

**Performance under different bin sizes.** Here, we explore the impact of bin size on the attack success rate. We set two participants to jointly learn an XGBoost model on the Student dataset. Figure 9 shows the attack success rate when the target participant $B$ splits its training data into different numbers of bins. As can be observed, the attack success rate increases with the increase of the number of data bins used by the target participant. This is because more data bins tend to result in fewer samples in a single bin, making it easier for the adversary to accurately figure out all the addition terms of the gradient sum of this bin. The attack success rate is above 50% even when an extremely small number (close to 30) of data bins are used.

**Performance under different attack parameters.** Here, we provide a more comprehensive analysis on the performance of our attack under the two attack parameters: the base ($b$) of the positional numerical systems and the number ($k$) of supergroups. These two parameters are highly correlated with the number of partial orders needed to be cracked, as they decide the maximum number of samples that can be encoded with the magic numbers. In this experiment, we run the attack on the Credit dataset.

Table 6 reports the success rate as well as the number of successfully cracked samples by our attack using different numerical bases and supergroup sizes. The results show that, using a small base and group size results in the highest attack success rate, while using a large base and a large group size results in more cracked samples. The reason behind this is twofold. By using a large base and a supergroup size, the capacity of the encoded samples ramps up. This basically requires the adversary to encode magic numbers into more samples, thus it can obtain more information about the addition terms of the gradient sum. However, the large capacity also creates a large search space for the samples in the same group, making it harder for the adversary to figure out all the right addition terms.

We further plot the attack success rates under different attack parameters in Figure 10 and the number of cracked samples in Figure 11. As shown in Figure 11, SecureBoost leaks more partial order information when the base of the numerical system and
the number of supergroups increase, i.e., more cracked samples. Comparing Figure 11 with Figure 10, we find that, even though a large base or a large supergroup size makes SecureBoost leak more information, they reduce the effectiveness of a single magic number as the success rate decreases.

5.4 Further Evaluation

Further, we measure the value of the leaked information by training an alternative classifier on the leaked information. To evaluate the alternative classifier, we propose to use a small auxiliary dataset, which follows the same distribution as $B$’s features, to learn the mapping from the target participant’s raw feature into the bin value (left and right bounds of the bin). In the following, we first introduce and evaluate the proposed mapping approach, then train an alternative classifier on the leaked information.

Bin mapping. Let $B^k_j$ be the $j$-th bin of the $k$-th feature and denote the leaked partition by $L(B^k_j) = \{x^k_i | x^k_i$ is partitioned into $B^k_j$ and $B^k_j$ is labeled $j\}$.

Here, we seek to infer the left and right bounds of $B^k_j$ from the leaked partition $L(B^k_j)$ with the help of some auxiliary data. It is easy for the adversary to simulate several samples in real-world applications and use them as auxiliary data.

We assume the adversary can obtain a few samples with full features, including the features held by the target participant $B$. We call these few samples the auxiliary data which is denoted by $Aux = \{x_i | x_i’s$ features are known to the adversary$. Given $Aux$ and $L(B^k_j)$, the adversary can roughly guess the left and right bounds of $B^k_j$ as $min_{x_i \in L(B^k_j) \cap Aux} x^k_i$ and $max_{x_i \in L(B^k_j) \cap Aux} x^k_i$.

We experimentally evaluate on the Credit dataset the above mapping approach to learn the left and right bounds of all the bins. We use the default segmentation to get bins on all the features of the Credit dataset. Table 7 shows the percentage of the successfully inferred bin values (left and right bounds of the bin) with different sizes (ranging from 5 to 320 samples) of the auxiliary dataset. As shown in the table, for a particular feature space, the number of

| FID | Base of the positional numerical system |
|-----|--------------------------------------|
| 2   | 0.282 (94.17%)                      |
| 3   | 0.282 (94.17%)                      |
| 4   | 0.282 (94.17%)                      |
| 5   | 0.282 (94.17%)                      |
| 6   | 0.282 (94.17%)                      |
| 7   | 0.282 (94.17%)                      |
| 8   | 0.282 (94.17%)                      |
| 9   | 0.282 (94.17%)                      |

| #Super groups | FID | Base of the positional numerical system |
|---------------|-----|--------------------------------------|
| 0             | 0.282 (94.17%)                      |
| 1             | 0.282 (94.17%)                      |
| 2             | 0.282 (94.17%)                      |
| 3             | 0.282 (94.17%)                      |
| 4             | 0.282 (94.17%)                      |
| 5             | 0.282 (94.17%)                      |
| 6             | 0.282 (94.17%)                      |
| 7             | 0.282 (94.17%)                      |
| 8             | 0.282 (94.17%)                      |
| 9             | 0.282 (94.17%)                      |

Figure 10: Attack success rate on the Credit dataset with different number of data bins and numerical bases.

Figure 11: Number of cracked samples on the Credit dataset with different number of data bins and numerical bases.
auxiliary samples required to infer the bounds depends on the number of data bins. The more data bins used in a feature space, the more number of auxiliary samples will be required to infer the bin values up to a satisfactory accuracy.

From Table 7, we can see that the adversary can successfully infer the left and right bounds of each bin if it knows the whole features of a few samples.

Table 8: Performance of the alternative classifiers. # denotes the number of known samples used to estimate bin values.

| Classifier | #samples | Accuracy |
|------------|----------|----------|
| C₀         | -        | 81.23%   |
| C₁         | 10       | 81.23%   |
| C₂         | 20       | 81.23%   |
| C₃         | 40       | 81.23%   |
| C₄         | 80       | 81.23%   |
| C₅         | 160      | 81.23%   |
| C₆         | 320      | 81.23%   |

Training alternative classifiers on leaked information. Next, we train an alternative classifier on the Credit dataset using the leaked information. We simulate the participants in a typical VFL setting and train a distributed model using the combination of participant A’s raw training data and participant B’s leaked partial orders. In other words, we simply use the inferred bin values as the bin values of B’s private data.

Table 8 compares the performance of the alternative classifier with the one trained on the raw data. C₀ represents the original distributed classifier trained on the raw data, while C₁ to C₆ are six alternative classifiers trained with bin values estimated using different number of auxiliary samples. One can observe that the alternative classifiers can achieve the same classification accuracy as the original one. This result indicates that the leaked information has high potential commercial value, demonstrating the severity of privacy leakage under our reverse sum attack.

6 POSSIBLE DEFENCES

In this section, we discuss several potential defenses that may mitigate the proposed two attacks.

Robust hyper-parameter setup before training. Our experiments in § 4.3 showed that: (i) if the batch size is small, the reverse multiplication attack can accurately infer all the private data of the target participant; and (ii) if we increase the learning rate, the attack performance could be greatly improved. These observations indicate that one can use a large batch size and a small learning rate to mitigate the reverse multiplication attack. Of course, this comes at a cost of communication bandwidth and training efficiency. Whilst a large batch size requires a large network bandwidth for the two participants to communicate, a small learning rate could greatly increase the training time. Future work can explore new VFL mechanisms for efficient training with large batch size and small learning rate, as a defense to the reverse multiplication attack.

Hiding partial orders. One possible defense for SecureBoost is to hide the partial orders using secret sharing [16]. That is, introducing an indicator vector for all the nodes to record which samples belong to them and transforming the indicator vector to a secret sharing variable to preserve privacy. In this way, the sum of the derivatives of the samples in a single node can be computed as the inner product of the indicator vector and the derivative vector. Though this method can protect the privacy of participants’ partial orders, it might not be effective against our reverse sum attack. In the reverse sum attack, the adversary maliciously encodes redundant information to guess the target participant’s training data, which cannot be prevented by secretly sharing the indicator vector.

Differential Privacy (DP). DP [13] is a technique that allows the sharing of information about a dataset by describing the patterns of the classes while withholding information about the individuals. It cannot be applied to defend against the reverse sum attack since it only protect the privacy of the individual sensitive samples but cannot protect the privacy of the whole dataset (i.e., the partial orders). As for the reverse multiplication attack, DP might roughly protect the target participant’s private sensitive dataset. Yet, the adversary can still infer the dataset that is added with DP noise, and use this dataset to train an equivalent model.
related work

VFL. VFL is a type of privacy-preserving decentralized machine learning and is tightly related to multi-party computation. Many research efforts have been devoted to improve both the efficiency and effectiveness of VFL [1, 12, 23, 34, 35, 39, 50–53, 59]. They use either secure multi-party or homomorphic encryption and Yao’s garbled circuits for privacy guarantees. For computation efficiency, most of the work chooses to sacrifice part of the data security and user privacy.

In VFL, logistic regression and XGBoost are two widely used algorithms and various learning protocols have been proposed logistic regression [1, 6, 24, 27] and XGBoost [9, 16, 19, 28, 49].

Our work distinguishes itself from previous works by conducting the first study on the potential privacy risks in existing commercial VFL protocols.

Privacy leakage in HFL. The privacy leakage issues of HFL have attracted significant attention [22, 25, 29, 33, 36, 38, 40, 55, 56]. Existing privacy leakage research can be further categorized into three types: 1) membership [36, 40], 2) data properties [33], and 2) data leakage [22, 25, 29, 55, 56, 62].

In membership leakage, the adversarial participant desires to learn whether a given sample is part of the other participant’s training data. Nasr et al. [36] conducted a comprehensive analysis of the membership inference attack in FL, showing part of the training data membership is leaked when collaboratively training a model between multiple participants. Pustozero et al. [40] investigated the membership attack against sequential data.

In data properties leakage, the adversarial participant tries to infer data properties that are independent of the main learning task, e.g., inferring whether people wearing a glass in an age prediction task. Melis et al. [33] showed that the gradient updates leak unintended information about participant’s training data and developed passive and active property inference attack to exploit this leakage.

In data leakage, the adversary attempts to reconstruct the representatives of the model’s training data [22, 25, 55, 62]. Several works [25, 55] have exploited the Generative Adversary Networks (GANs) to generate prototypical samples of the target participant’s training data during the federated learning process. It turns out that the complete training data can even be reconstructed from the shared gradient updates. Zhu et al. [62] proposed an optimization algorithm that can extract both training samples and the labels from the gradient updates. Geiping et al. [22] showed that it is relatively easier to reconstruct images at high resolution from the gradient update.

The above works all focus on HFL and have shown that HFL does not protect the data privacy of honest participants. Compared with HFL, VFL poses even more challenges due to the significantly higher complexity of the learning protocol.

Privacy leakage in VFL. Recently, a few works turn to study the problem of privacy leakage issue in VFL. For example, Luo et al. [30] proposed two specific attacks on the logistic regression and decision tree models using the model outputs. Their attacks can learn the correlations between the adversary’s features and the attack target’s features based on multiple predictions accumulated by the adversary. Different from [30] that learns data correlations, our two attacks aim to infer private features of the target participant.

8 CONCLUSION AND DISCUSSION

8.1 Conclusion

In this paper, we designed two privacy attacks against two popular vertical federated learning (VFL) protocols, i.e., reverse multiplication attack against secure logistic regression and reverse sum attack against SecureBoost. Using the two proposed attacks, we revealed the possibility of stealing private information in the VFL frameworks. Extensive experiments on multiple benchmark datasets with two popular real-world VFL frameworks show the effectiveness of our proposed attacks and the value of the leaked information. Our results also indicate that over pursuit of efficiency may increase the privacy risks in VFL. We also discussed potential countermeasures to the two proposed attacks and their challenges. We hope our work can help the community build more advanced privacy-preserving VFL protocols.

8.2 Limitations and Future Work

We propose two attacks, the reverse multiplication attack and the reverse sum attack. We have evaluate the effectiveness of our attacks against two-party VFL collaboration. We do not evaluate on multi-party VFL collaboration since (i) the practical scenario usually involve only two enterprises. In real world, it is almost impossible to coordinate three or more enterprises for joint modeling due the cost of computing and network bandwidth; (ii) most of the practical VFL are designed for two-party VFL collaboration. We believe our attack can work on multi-party scenarios or can be easily extended to multi-party scenarios. Investigating the privacy issue of multi-party collaboration is a good research direction if multi-party VFL collaboration becomes popular in real world.

We implement the secure logistic regression and the SecureBoost protocols in FATE. We evaluate our attacks against the implementation built upon FATE. Our attacks are supposed to be effective under any VFL frameworks, including PySyft, CryptoTen and TF Federated. In the future, we plan to implement the secure logistic regression and SecureBoost protocols using the other VFL frameworks and evaluate our attacks against the implementations.
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