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ABSTRACT. We apply the methods of algebraic reliability to the study of percolation on trees. To a complete \( k \)-ary tree \( T_{k,n} \) of depth \( n \) we assign a monomial ideal \( I_{k,n} \) on \( \sum_{i=1}^{n} k^i \) variables and \( k^n \) minimal monomial generators. We give explicit recursive formulae for the Betti numbers of \( I_{k,n} \) and their Hilbert series, which allow us to study explicitly percolation on \( T_{k,n} \). We study bounds on this percolation and study its asymptotical behavior with the mentioned commutative algebra techniques.

1. INTRODUCTION

The study of monomial ideals has experienced a big development in the last couple of decades, not only from a theoretical point of view [HH11] but also from the point of view of applications and algorithms [BGSdC13]. Of particular interest are the relations between the algebra of monomial ideals and the combinatorics of graphs and networks [Vil01, MV12, VT13]. In relation with these lines of research, the authors have developed an algebraic theory of system reliability which can be applied to industrial, biological and communication systems, among others [GW04, SW09, SW14, SW15]. In this theory, a monomial ideal is associated to a coherent system and the study of the reliability of the system is performed by studying algebraic invariants of the ideal, such as the Hilbert series and Betti numbers. This algebraic approach to system reliability analysis is an example of enumerative methods for reliability evaluation. In particular, it is an improvement of the inclusion-exclusion method, which is the most general one for coherent systems [GW04, SW09].

A main difficulty and the first step in the use of monomial ideals to study the reliability of coherent systems is the enumeration of the working and failure states of the system. This made the authors focus on several widely used and structured systems, like \( k \)-out-of-\( n \) systems [SW09], series-parallel systems [SW14], all-terminal networks [MS14, MS15, Moh15], and the more general category of two-terminal networks [SW10, Moh15]. The present paper follows this line extending the application of the algebraic approach to reliability analysis to a more general situation, which allows us to introduce these techniques in percolation theory, a branch of probability theory.

In the setting of two-terminal networks the situation is the following. Consider a network as a simple connected graph \( G = (V, E) \), where \( V \) is the set of vertices (nodes) and \( E \) is the set of edges (connections). To have a two-terminal network, we select two special vertices in the graph, \( s \) (source) and \( t \) (target) and study the connections between \( s \) and \( t \) in the network. We consider that vertices are reliable but edges may fail. The network fails to communicate between \( s \) and \( t \) whenever
there is a set of failing (removed) edges such that there is no path connecting \( s \) and \( t \) using only the remaining edges. Such a set of edges is called a cut in this context. On the other hand, a path is a set of working edges that connect \( s \) and \( t \). We say that the network is working whenever there is a path of working edges between \( s \) and \( t \).

In the algebraic approach we consider a polynomial ring on \( n \) variables, where \( n \) is the number of edges of \( G \), i.e. \( n = |E| \). We associate a variable \( x_e, e \in \{1, \ldots, n\} \) to each edge \( x_e \) in \( E \). To a set of edges we associate the product of their corresponding variables. The main observation in the algebraic approach to network reliability is that the monomials corresponding to the set of cuts (respectively paths) of a network \( G \) generate a monomial ideal, which we call the cut ideal of \( G \), \( J_G \) (respectively the path ideal of \( G \), \( I_G \)). The evaluation of the (numerator of the) Hilbert series of either the cut ideal or the path ideal of \( G \) using the probabilities of failure or function of each edge and their combinations, gives us the reliability of \( G \). Furthermore, if we consider the form of the Hilbert series given by a free resolution of the ideal, we can obtain bounds for the reliability of \( G \), which are tighter than the usual Bonferroni bounds [SW09].

The outline of the paper is the following. In §2 we generalize this setting to any situation in which a cut and a path are defined in opposition to each other, in an obvious way: a cut separates a designated set of pairs of vertices and a path connects all such pairs. This allows us to study the problem of all-terminal reliability and multi-source multi-terminal reliability. These more general situations include the setting of percolation theory. In §3 we apply this method to study percolation on complete trees. This is a new and relevant application of the algebraic method in reliability. We describe the path and cut ideals in this case and compute exact Hilbert series and Betti numbers. We also give and compute recursive formulas for them. With these results at hand, we study in §4 path and cut bounds for percolation in trees, recover some classical results on critical values and study the asymptotic behaviour of percolation on trees and their corresponding Betti numbers.
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2. Monomial Ideals, Betti numbers and tight inclusion-exclusion bounds

Definition 2.1. Given two disjoint nonempty subsets \( A, B \) of \( V(G) \) we define
\[
E(A, B) = \{ e \in E(G) : e \cap A \neq \emptyset \text{ and } e \cap B \neq \emptyset \}.
\]
For a nonempty subset \( A \) of \( V(G) \), \( E(A, A^c) \) is called a cut of \( G \). A cut \( E(A, A^c) \) is called connected if \( G[A] \) and \( G[A^c] \) are connected, where \( G[A] \) denotes the induced subgraph of \( G \) with the vertex set \( A \). A cut which is minimal with respect to inclusion is called minimal.
Fix a vertex $q$ of $G$ as a source, and fix a subset $L \subseteq V(G) \setminus \{q\}$ as targets. Let $S_{L,q}$ be the set containing all connected cuts $E(A, A^c)$ of $G$, with $L \subset A$ and $q \in A^c$, and let $D_{L,q}$ be the set containing all paths between $q$ and one of the vertices of $L$.

Let $K$ be a field and let $S = K[x]$ be the polynomial ring in the $n = |E(G)|$ variables $\{x_e : e \in E(G)\}$. We associate the monomial $m_C = \prod_{e \in C} x_e$ to each cut $C = E(A, A^c)$, and the monomial $m_P = \prod_{e \in P} x_e$ to each path $P$. We will be concerned with the following ideals in $R$:

$$C_{L,q} = \langle m_C : C \in S_{L,q} \rangle \quad \text{and} \quad P_{L,q} = \langle m_P : P \in D_{L,q} \rangle.$$  

**Example 2.2.** Consider the two-terminal network $G$ depicted in Figure 1, known as the double bridge network. We have $E_G = \{12, 13, 14, 23, 25, 34, 35, 45\}$. Consider vertex $q = 1$ as the source and let $L = \{5\}$ be the set of targets. Following the notation in 2.1 we obtain the following table of cuts.

\[
\begin{array}{c|c|c}
A & A^c & E(A, A^c) \\
\hline
\{5\} & \{1, 2, 3, 4\} & \{24, 35, 45\} \\
\{2, 5\} & \{1, 3, 4\} & \{12, 23, 35, 45\} \\
\{3, 5\} & \{1, 2, 4\} & \{13, 23, 34, 25, 45\} \\
\{4, 5\} & \{1, 2, 3\} & \{14, 25, 34, 35\} \\
\{2, 3, 5\} & \{1, 4\} & \{12, 13, 34, 45\} \\
\{2, 4, 5\} & \{1, 3\} & \{12, 23, 14, 34, 35\} \\
\{3, 4, 5\} & \{1, 2\} & \{13, 23, 14, 25\} \\
\{2, 3, 4, 5\} & \{1\} & \{12, 13, 14\}
\end{array}
\]

Hence $C_{L,q} = \langle x_{25}x_{35}x_{45}, x_{12}x_{23}x_{35}x_{45}, x_{13}x_{23}x_{25}x_{34}x_{45}, x_{14}x_{25}x_{34}x_{35}, x_{12}x_{13}x_{34}x_{45}, x_{12}x_{14}x_{23}x_{34}x_{35}, x_{13}x_{14}x_{23}x_{25}, x_{12}x_{13}x_{14} \rangle$ which is exactly the cut ideal of $G$ in the two-terminal setting.

**Remark 2.3.** Alexander duality will be very useful in this context (see [MS05, Def. 5.20]). We recall that the squarefree Alexander dual of $I = \langle x^{a_1}, \ldots, x^{a_r} \rangle$ is the ideal $I^* = \frac{1}{m^n} \cap \cdots \cap \frac{1}{m^n}$, where $x^{a_i} = \prod_{a_i \neq 0} x_j$ and $m^n = \langle x_j : a_i \neq 0 \rangle$ for each vector $a_i = (a^{(i)}_1, \ldots, a^{(i)}_n) \in \mathbb{N}^n$ which is a zero-one vector.

In this setting, we show that the path ideal is the Alexander dual of the cut ideal. Let us give a brief reminder adapted to our setting. Let $\Sigma_G$ denote the associated
simplicial complex to $\mathcal{P}_{L,q}$ on the vertices $\{x_e : e \in E(G)\}$. The following result is a slight generalization of [MS15, Prop. 8.1].

**Proposition 2.4.** The number of facets of $\Sigma_G$ is the same as the number of minimal cuts of $G$. For each cut $C$, the corresponding facet $\tau_C$ is $\tau_C = \{x_e : e \in E(G) \setminus C\}$. The minimal prime decomposition of $\mathcal{P}_{L,q}$ is

$$\mathcal{P}_{L,q} = \bigcap_{C \in \mathcal{S}_{L,q}} \langle x_e : e \in C \rangle,$$

the intersection being over all minimal cuts of $G$. In particular, $\mathcal{P}_{L,q}$ is the Alexander dual of $\mathcal{C}_{L,q}$.

**Proof.** The ideal $\mathcal{P}_{L,q}$ is generated by monomials $\prod_{e \in P} x_e$, where $P$ is a path from $q$ to one of the vertices in $L$. First we show that for each cut $C$, the monomial $m_C := \prod_{e \in E(G) \setminus C} x_e$ does not belong to $\mathcal{P}_{L,q}$. Clearly $m_C \in \mathcal{P}_{L,q}$ if and only if $m_C$ is divisible by one of the given generators $\prod_{e \in P} x_e$. But

$$\prod_{e \in P} x_e \mid \prod_{e \in E(G) \setminus C} x_e \iff P \subseteq (E(G) \setminus C).$$

However, it follows from the definition of cuts that $E(G) \setminus C$ does not contain any path from $q$ to any element of $L$. This shows that $\tau_C = \{x_e : e \in E(G) \setminus C\}$ is a face in the simplicial complex $\Sigma_G$. Next we show that $\tau_C$ must be a facet; for $f \in C$, because $C$ is a minimal cut of $G$, $G[C \setminus \{f\}]$ still has a path between $q$ and some element of $L$. Then the monomial $m_C \cdot x_f$ is divisible by $\prod_{e \in P} x_e$.

It remains to show that for any monomial $m = \prod_{e \in F} x_e$ that does not belong to $\mathcal{P}_{L,q}$ we have $F \subseteq (E(G) \setminus C)$ for some cut $C$. To show this, we repeatedly use the fact that $m$ is not divisible by generators of the form $\prod_{e \in P} x_e$ for various $P$, and construct a cut $C$. Note that if $\prod_{x \in F} x_e$ is not divisible by $\prod_{e \in P} x_e$ then there exists an $e \in P$ such that $e \notin F$. We consider the set consisting all such edges which is clearly a (not necessarily minimal) cut. The proof now is complete by [MS05, Thm. 1.7].

Let us now step into probability theory. In order to apply monomial algebra to network reliability, we assign a working probability to each of the connections (edges) of our network (graph). We shall consider that each edge $e$ operates with independent probability $p_e$ and fails with probability $q_e = 1 - p_e$. Our task is then to compute the probability $P(p_e)$ that the system operates (at least one path) or fails (at least one cut) which is $1 - P(p_e)$. For these computations, we use the numerator of the Hilbert series of the path or cut ideals. Note that we could also consider dependent probabilities for each edge. This would need more complicated computations but not different methods.

The multigraded Hilbert series of $S/I$ for an ideal $I$ can be expressed in terms of the multidegrees of the modules in any multigraded resolution of $S/I$, as

$$\mathcal{H}S_I(x,t) = \frac{1 + \sum_{i=1}^{d} (-1)^i x^i (\sum_{\alpha \in \mathbb{N}^n} \gamma_{i,\alpha} t^\alpha)}{\prod_{j=1}^{n} (1 - t_j)},$$
where the $\gamma_{i,\alpha}$ are the ranks of the multigraded modules in the resolution. If the resolution is minimal then
\begin{equation}
\mathcal{H}_S(x,t) = \frac{1 + \sum_{i=1}^{d} (-1)^i x^i (\sum_{\alpha \in \mathbb{N}^n} \beta_{i,\alpha} t^\alpha)}{\prod_{j=1}^{n} (1 - t_j)},
\end{equation}
where the $\beta_{i,\alpha}$ depend only on $I$ and are known as the multigraded Betti numbers of $S/I$. Observe that the minimality of the resolution means that
\[ \beta_{i,\alpha} \leq \gamma_{i,\alpha} \quad \forall \alpha, i. \]
To simplify our notation, we set
\begin{equation}
\mathcal{H}_I(x,t) = - \sum_{i=1}^{d} (-1)^i x^i (\sum_{\alpha \in \mathbb{N}^n} \beta_{i,\alpha} t^\alpha),
\end{equation}
and we refer to this as the numerator of the Hilbert series of $I$ which can be seen as a special kind of inclusion-exclusion formulae for counting the monomials in the union of the ideals based on each individual minimal generator. By truncating at different homological degrees, or “depths” $i$ we obtain successive upper and lower bounds for the indicator function of this union. A key point here is that the bounds given by the minimal resolution are tighter, or at least as tight as, those given by the classical Bonferroni (inclusion-exclusion) bounds. In the algebraic setting the Bonferroni bounds correspond to the computation of the Hilbert series of $S/I$ using the Taylor resolution, see [SW09] for a full explanation.

Observe that if we have that each edge $e$ of $G$ has a different operating probability $p_e$ then we need the multigraded version of the Hilbert series of $S/I$ to obtain the bounds and probability formulae for the reliability of the network. However, if all the edges operate (do not fail) independently with the same probability $p$, i.e., if $p_e = p$ for each edge $e$ of $G$, then we only need the graded Betti numbers, to obtain the bounds. Each of the graded Betti numbers sums up all the multigraded ones of the same total degree $j$ for each homological degree $i$, i.e. $\beta_{i,j}(I) = \sum_{\deg(\mu) = j} \beta_{i,\mu}(I)$.

A good way to relate the information of the Hilbert series and Betti numbers is the use of generating functions. We first fix some notation and then express the bounds in terms of the Betti numbers $\beta_{i,j}$. First, consider a variable $x$ as a placeholder for the homological degree $i$. Thus we define the graded Betti number generating function of an ideal $I$ as
\[ G_I(x,t) = \sum_{i,j} \beta_{i,j}(S/I)x^i t^j \quad \text{for} \quad i, j > 0. \]

The numerator of the graded Hilbert series can now be expressed as
\begin{equation}
\mathcal{H}_I(x,t) = -G_I(-x,t).
\end{equation}

**Notation.** In our setting, to simplify the notation $\mathcal{H}(x,t)$ denotes the numerator of the Hilbert series of the path ideal $\mathcal{P}_{L,q}$ and $\tilde{\mathcal{H}}(x,t)$ denotes the numerator of the Hilbert series of the cut ideal $\mathcal{C}_{L,q}$. Similarly, we denote $G(x,t)$, $\tilde{G}(x,t)$, $\beta_{i,j}$ and $\tilde{\beta}_{i,j}$ for $G_{\mathcal{P}_{L,q}}(x,t)$, $G_{\mathcal{P}_{L,q}}(x,t)$, $\beta_{i,j}(S/\mathcal{P}_{L,q})$ and $\beta_{i,j}(S/\mathcal{C}_{L,q})$. 
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Remark 2.5. Using the path ideal, the path probability (percolation) is given by
\[ P(p) = \mathcal{H}(1, p). \]
Observe that this expression comes from the fact that the numerator of the Hilbert series represents the full inclusion-inclusion-exclusion of the orthants with “corner” at the minimal paths and then replacing \( t \) by \( p \) translates this into the reliability function: see \[SW09\].

On the other hand, as mentioned, the cut probability is given by
\[ 1 - P(p) = 1 - \mathcal{H}(1, p). \]
Put briefly, the full Hilbert series gives the full operating set. We also have the cut ideal and use \( \tilde{\ } \) for the cut quantities. So we have for the cut ideal:
\[ \tilde{G}(x, t) = \sum_{i,j} \tilde{\beta}_{i,j} x^i t^j \quad \text{for} \quad i, j > 0, \]
\[ \tilde{\mathcal{H}}(x, t) = -\tilde{G}(-x, t). \]
The probability of system failure is
\[ \tilde{P}(q) = \tilde{\mathcal{H}}(1, q). \]
So combining the formula we have two ways of expressing the probability \( P(p) \):
\[ P(p) = 1 - \tilde{P}(1 - p). \]
This is a manifestation of the Alexander duality in terms of probability.

To complete the notation, consider any power series in \( x \), say \( f(x) = \sum_{i=0}^{\infty} c_i x^i \) and let \( T_m(f(x)) = \sum_{i=0}^{m} c_i x^i \), be the truncated version at \( i = m \). Thus, powers of the “dummy” variable \( x \) can be used to pick out the depth at which we truncate to get bounds:
\[ T_{2r+2}(\mathcal{H}(x, p))_{|x=1} \leq P(p) \leq T_{2r+1}(\mathcal{H}(x, p))_{|x=1}, r = 0, 1, \ldots \]
\[ T_{2r+2}(\tilde{\mathcal{H}}(x, q))_{|x=1} \leq \tilde{P}(q) \leq T_{2r+1}(\tilde{\mathcal{H}}(x, q))_{|x=1}, r = 0, 1, \ldots \]
As we will see in detail in the \[4\] the path bounds are accurate for small \( p \), and the cut bounds for small \( q \), or \( p = 1 - q \) close to 1.

3. Tree percolation

Let us apply these techniques to a prominent example, namely percolation in complete \( k \)-ary trees. A complete \( k \)-ary tree \( T_{k,n} \) of depth \( n \), is a tree with \( n \) levels in which each node (except the leaves) has exactly \( k \) children. Each edge between nodes is called a bond. See Figure 2 for \( k = 2 \) and \( n = 3 \). We are interested in standard tree bond percolation on \( T_{k,n} \). Each bond has an independent probability \( p \) of being operative. A percolation is a path of bonds from the first generation (root) to the last (a leaf). If we consider the unique minimal ways to connect each of the leaves with the root as minimal connecting events, then we want to find the probability of the union of events that contain at least one minimal connecting path from the root to a leaf. We will use an algebraic approach to solve this problem.
Much of the theory of percolation is about critical values. For the bond percolation on $T_{k,n}$, there is a critical value, denoted $p_c$, such that for $0 \leq p \leq p_c$, as $n \to \infty$, the probability of a percolation tends to zero, whereas for $p_c \leq p \leq 1$ the probability tends to a positive probability. This critical value is known to be $p_c = \frac{1}{k}$. This is a classical result and is often covered in the theory of branching processes, where the positive probability is referred to as the probability of survival of a branching process, in which in every generation each individual has $k$ offsprings. For the general theory of percolation see [Gri99] and for work on percolation on trees see [Lyo90] and Chapter 5 of [LP05].

For the study of critical values in our algebraic setting, we use recurrence relationships for the Hilbert series giving $H_{k,n}(x,t)$ in terms of $H_{k,n-1}(x,t)$. In the final section we use these recurrences to study the behaviour of the bounds, as $n \to \infty$, including a notion of asymptotic Betti numbers.

3.1. The path ideal of $T_{k,n}$. Let us consider $T_{k,n}$ as a rooted graph with the edge set $E$ (the edges are oriented going away from the root) as in Figure 2. We label each node with increasing integers, starting from the root, which has label 0 and within the same level from left to right. Each edge will be labelled with $x_i$, where $i$ is the head of the edge, i.e., the edge is directed toward $i$.

Let $K$ be a field and let $S = K[x]$ be the polynomial ring in $m = |E| = \sum_{j=1}^n k^j$ variables $\{x_e : e \in E\}$. The path ideal $I_{k,n}$ is the monomial ideal in $R$ generated by the monomials $x_{i_1} \cdots x_{i_n}$ where $0, i_1, \ldots, i_n$ is a unique path from the root to the leaf $i_n$. The ideal $I_{k,n}$ has then $k^n$ minimal generators (one for each leaf).

**Notation.** For fixed integers $k$ and $n$, we fix 0 as a source, and the set of leaves as targets instead of $q$ and $L$ from §2. The ideals $I_{k,n}$ and $J_{k,n}$ denote the corresponding path ideal $\mathcal{P}_{L,q}$, and the corresponding cut ideal $\mathcal{C}_{L,q}$ from §2.

**Remark 3.1.** Let $R = K[y]$ be the polynomial ring over a field $K$ on $|V(T_{k,n})|$ variables. The path ideal of length $n$ associated to $T_{k,n}$ is the monomial ideal $I_{n+1} \subset S$ generated by monomials $y_{i_0}y_{i_1} \cdots y_{i_n}$ where $i_0, i_1, \ldots, i_n$ is a path in $T_{k,n}$. Such ideals are studied in [BHO11, HVT10]. Note that if $n$ is the depth of the tree, then $y_{i_0}$ is the variable corresponding to the root. In particular $I_{n+1}$ is isomorphic to our ideal $I_{k,n}$ under the induced isomorphism

$$\varphi : \mathcal{G}(I_{n+1}) \to \mathcal{G}(I_{k,n})$$

with $y_{i_0}y_{i_1} \cdots y_{i_n} \mapsto x_{i_1} \cdots x_{i_n}$.
where $\mathcal{G}(I)$ denotes the generating set of $I$, and $x_{i_\ell}$ is the variable corresponding to the edge between the vertices $y_{i_{\ell-1}}$ and $y_{i_{\ell}}$.

**Lemma 3.2.** Let $T_{k,n}$ be a $k$-ary tree and $I_{k,n}$ its path ideal. Then we have that

(i) the Taylor resolution of $I_{k,n}$ is minimal for all $k$ and $n$,

(ii) the Betti numbers are given by $\beta_1(I_{k,n}) = \binom{k^n}{i}$,

(iii) The length of the resolution, i.e., the projective dimension of $I_{k,n}$ is $k^n$.

**Proof.** Each minimal generator $m_\alpha$ of $I_{k,n}$ has a variable that appears only in it, namely the one corresponding to the edge $ij$ where $j$ is the leaf in $m_\alpha$. Hence the monomials corresponding to the least common multiple of any two different sets of minimal generators are different, hence the multidegrees of the generators of the Taylor resolution of $I_{k,n}$ are all different, and hence the Taylor resolution of $I_{k,n}$ is minimal. The Betti numbers of $I_{k,n}$ are then the ranks of the modules in the Taylor resolution. □

3.2. **Path formulae.** Here we read the resolution of $I_{k,n}$ as a tensor product of the resolutions of ideals arising from $I_{k,n-1}$ to obtain the generating function and a recursive formula for the ideal’s Betti numbers (see Appendix A for some basic facts about tensor products of chain complexes).

**Theorem 3.3.** The total Betti numbers of $I_{k,n}$ are $\beta_i(I_{k,n}) = \binom{k^n}{i}$ and the graded Betti numbers $\beta_{i,j}$ can be determined recursively as:

$$
\beta_{i-1,j}(I_{k,n}) = \beta_{i,j}(S/I_{k,n}) = \sum_{s=1}^k \sum_{(i_1, \ldots, i_s) \in A_{i,s}} \left(\binom{k}{s}\right) \beta_{i_1,j_1}(S/I_{k,n-1}) \cdots \beta_{i_s,j_s}(S/I_{k,n-1})
$$

where

$A_{i,s} = \{(i_1, \ldots, i_s) : i_1 + \cdots + i_s = i, i_1, \ldots, i_s \geq 0\}$ and

$B_{j,s} = \{(j_1, \ldots, j_s) : j_1 + \cdots + j_s = j-s\}$.

**Proof.** Assume that $x_1, x_2, \ldots, x_k$ are the variables corresponding to the edges of tree connected to the root. Then

$$I_{k,n} = x_1 I_{k,n-1}^{(1)} + x_2 I_{k,n-1}^{(2)} + \cdots + x_k I_{k,n-1}^{(k)},$$

where each $I_{k,n-1}^{(i)}$ is a tree ideal associated to a $k$-ary tree of depth $n-1$. Note that their corresponding trees are disjoint, so the ideals $I_{k,n-1}^{(i)}$ live in disjoint polynomial rings. Therefore, the resolution of $I_{k,n}$ is the tensor product of the resolutions of the ideals $x_i I_{k,n-1}^{(i)}$. On the other hand, $\beta_{i,j}(x_i I_{k,n-1}^{(i)}) = \beta_{i,j+1}(I_{k,n-1})$ for all $k$ and $n$. Thus the statement is an immediate consequence of Lemma A.1(iii). □

**Remark 3.4.** Let us denote by $G_{k,n} = \sum_{i,j} \beta_{ij}(I_{k,n}) x^i y^j$ the generating function for the Betti numbers of the ideal $I_{k,n}$. We also denote the numerator of the graded Hilbert series of $I_{k,n}$ by $H_{k,n}$. Note that by Remark 2.3 we have

$$H_{k,n}(x,t) = -G_{k,n}(-x,t).$$
We recall that the ideal $I_{k,1} = \langle x_1, x_2, \ldots, x_k \rangle$ is generated by $k$ variables. Thus $\beta_{i,j} = \binom{k}{i}$ if $i = j$, and it is zero otherwise. Therefore

$$G_{k,1}(x, t) = (1 + tx)^k - 1.$$ 

From Theorem 3.3 and the above argument we obtain the following compact result.

**Theorem 3.5.** The generating function for the Betti numbers of $I_{k,n}$ for all $k$ and $n$, is equal to

$$G_{k,n}(x, t) = (1 + tG_{k,n-1}(x, t))^k - 1. \tag{3.1}$$

3.3. **Cut ideal and cut formulae.** As explained in Proposition 2.4 the cut ideal is the Alexander dual ideal of the path ideal $I_{k,n}$. We consider the following problem: Given a probability $p_i$ for each edge $i$ in $T_{k,n}$ to be operative, we want to find the probability of disconnecting the root with all leaves of graph. If we consider all minimal possible ways to disconnect the leaves with the root as minimal connecting events, then what we want to find is the probability of the union of events that does not contain any path connecting the root to a leaf. As before, we consider $p_i = p$ for all $i$.

Here we read the ideal $J_{k,n}$ as the Alexander dual of the tree ideal $I_{k,n}$ studied in §3.2 to obtain the generating function and a recursive formula for its Hilbert series.

For all $k$ and $n$, the generating function for the Betti numbers of the ideal $J_{k,n}$ is denoted by $\tilde{G}_{k,n}$. We recall that the ideal $I_{k,1} = \langle x_1, x_2, \ldots, x_k \rangle$ is generated by $k$ variables, and its dual is $J_{k,1} = \langle x_1 x_2 \cdots x_k \rangle$. Thus $\beta_{0,0}(S/J_{k,1}) = 1$, $\beta_{1,k}(S/J_{k,1}) = 1$, and it is zero otherwise. Therefore $\tilde{G}_{k,1}(x, t) = t^k x$.

**Theorem 3.6.** The generating function of the Betti numbers of $J_{k,n}$ for all $k$ and all $n > 1$, is equal to

$$\tilde{G}_{k,n}(x, t) = x^{-(k-1)}((1 + tx)(1 + \tilde{G}_{k,n-1}(x, t)) - 1)^k. \tag{3.2}$$

**Proof.** Assume that $x_1, x_2, \ldots, x_k$ are the variables corresponding to the edges of tree connected to the root, and $I_{k,n-1}^{(i)}$ is a tree ideal associated to a $k$-ary tree of depth $n - 1$. We denote $J_{k,n-1}^{(i)}$ for the Alexander dual of the ideal $I_{k,n-1}^{(i)}$. Thus the Alexander dual of the ideal $x_i I_{k,n-1}^{(i)}$ is equal to $\langle x_i \rangle + J_{k,n-1}^{(i)}$, because $x_i$ doesn’t appear in the support of any monomial from the generating set of $I_{k,n-1}^{(i)}$. Thus the numerator of the graded Hilbert series (2.1) of $\langle x_i \rangle + J_{k,n-1}^{(i)}$ is equal to

$$(1 - tx)(1 + \tilde{G}_{k,n-1}(-x, t)).$$

On the other hand, $J_{k,n}$ can be written as the multiplication of the ideals $\langle x_i \rangle + J_{k,n-1}^{(i)}$ living in the polynomial rings on disjoint variables:

$$J_{k,n} = (\langle x_1 \rangle + J_{k,n-1}^{(1)}) \cdots (\langle x_k \rangle + J_{k,n-1}^{(k)}).$$

Now applying Lemma A.2(iii), then the same argument as Theorem 3.5 implies that the minimal free resolution of the ideal $J_{k,n}$ is the tensor product of that of $x_i + J_{k,n-1}^{(i)}$. 


and so we have
\[ \mathcal{H}_{J_{k,n}}(x,t) = 1 + (-x)^{-(k-1)}((1-tx)(1+\tilde{G}_{k,n-1}(-x,t)) - 1)^k. \]

Therefore
\[ (3.3) \quad \mathcal{H}_{J_{k,n}}(x,t) = -(-x)^{-(k-1)}((1-tx)(1+\tilde{G}_{k,n-1}(-x,t)) - 1)^k \]
and
\[ \tilde{G}(x,n) = x^{-(k-1)}((1+tx)(1+\tilde{G}_{k,n-1}(x,t)) - 1)^k. \quad \square \]

4. BOUNDS AND CRITICAL VALUES

Using the same notation as in Remark 3.4 and applying Remark 2.5 the percolation probability of the path ideal \( I_{k,n} \) is then given by
\[ P_{k,n}(p) = \mathcal{H}_{k,n}(1,p). \]

Similarly we have
\[ \tilde{P}_{k,n}(q) = \tilde{\mathcal{H}}_{k,n}(1,q). \]

From (2.6) and Theorem 3.5 we have the iterative formula
\[ (4.1) \quad \mathcal{H}_{k,n}(x,t) = 1 - (1-t(\mathcal{H}_{k,n-1}(x,t)))^k. \]

This gives the formula for \( P_{k,n}(p) \):
\[ (4.2) \quad P_{k,n}(p) = 1 - (1-p P_{k,n-1}(p))^k, \]
which is well known from the theory of branching process [Har02]. We will have in mind the classical asymptotic form for \( P_{k,n}(p) \). As \( n \to \infty \), and for fixed \( k \), \( P_{k,n}(p) \) converges to the function:
\[ P_{k,\infty}(p) = \max(0, 1 - u), \]
where \( u \) is the solution of
\[ u = (1-p(1-u))^k. \]

The value \( p_c = \frac{1}{k} \) is the maximum value of \( p \) for which \( P_{k,\infty}(p) = 0 \).

For the bounds given in §2 we write the path and cut bounds, respectively as
\[ B_{k,n,m}(p) = T_m(\mathcal{H}(x,p))|_{x=1}, \]
\[ C_{k,n,m}(q) = T_m(\tilde{\mathcal{H}}(x,q))|_{x=1}. \]

We now discuss how the bounds for percolation based on \( B_{k,n,m} \) and \( C_{k,n,m} \) behave.

As a brief guide to a quite technical section the following is an informal list of the main features found by the authors

1. The path bounds \( B_{k,n,m} \) are accurate as \( p \to 0 \).
2. The cut bound, \( C_{k,n,m} \), are accurate as \( p \to 1 \) (\( q = 1-p \to 0 \)).
3. The path bounds display critical behaviour at the critical value \( p_c = \frac{1}{k} \) in that they diverge away from the true probability, as \( n \) increases and can only be controlled by taking higher depth \( m \).
4. The cut bounds reveal a new type of critical value \( p^*_k = 1 - q^*_k > p_c \).
All these results are consequences of having the iterative formulae (3.1) and (3.2). It should also be noted that the path bounds are easier to handle than the cut bounds, which is a consequence of the Taylor resolution (standard inclusion-exclusion) being the minimal free resolution in the path case, which is not true in the cut case. By working on the first few bounds, we can obtain exact formula and limits in some cases.

**Example 4.1.** Figure 3 gives an example combining the path and the cut bounds for \( k = 2, n = 4 \) and depth at \( m = 3, 4 \). Observe that together with the curve showing the true probability of percolation there are four curves plotted together in this figure, two on the left side of the figure i.e. probability \( p \) closer to 0 and two on the right side i.e. probability \( p \) closer to 1. To cope with the divergence near the critical value the upper and lower bounds are truncated respectively at 1 and 0. The upper bounds are in green: \( m = 3 \) for the path bound on the left and \( m = 4 \) for the cut bound on the right. The lower bounds are in blue: \( m = 4 \) for the path bound on the left, and \( m = 3 \) for the cut bound on the right. The central red curve is the true probability of percolation.

We begin with some formulae for the path case. Multiplying the bounds by a truncated version of the product \((1 - kp)(1 - k^2 p^2)(1 - k^3 p^3) \cdots \) leads to tractable formulae. Interestingly, the inverse of this infinite product is the generating function for integer partitions. For the path bounds we have the following, for \( n = 1, 2, 3 \):

\[
B_{k, n, 1}(p) = p^nk^n
\]
\[
B_{k, n, 2}(p)(1 - kp) = p^nk^n \left(1 - \frac{1}{2}(3k - 1)p + \frac{1}{2}(k - 1)k^np^{n+1}\right)
\]
\[
B_{k, n, 3}(p)(1 - kp)(1 - k^2 p^2) = p^nk^n \left(1 - \frac{1}{2}(3k - 1)p - \frac{1}{6}(k + 1)(5k - 2)p^2
\right.
\]
\[
+ \frac{1}{6}k(11k^2 - 6k + 1)p^3 + \frac{1}{2}k^n(k - 1)p^{n+1}
\]
\[
- \frac{1}{2}k^n(k - 1)^2p^{n+2} - \frac{1}{2}k^{n+1}(2k - 1)(k - 1)p^{n+3}
\]
\[
+ \frac{1}{6}k^{2n}(2k - 1)(k - 1)p^{2n+2}
\]
\[
+ \frac{1}{6}k^{2n+1}(k - 1)(k - 2)p^{2n+3}
\].

The general formula, whose proof is omitted, is

\[
B_{k, n, m} \prod_{i=1}^{m-1} (1 - k^i p^i) = p^nk^n \left(Q_{k,p,m}(k, p) + O(p^{n+1})\right),
\]

where \( Q_{k,p,m}(k, p) \) is a polynomial in \( p \), the degree of which depends only on \( k \) and \( m \). This gives some asymptotics as \( n \to \infty \). To aid this we set \( p = \frac{R}{k} \), having in mind that \( \frac{1}{k} \) is the critical value.
After a little algebra we have the following formulae

\[ B_{k,n,1}(p) = R^n \left( 1 - \frac{1}{2} \frac{k - 1}{k} \frac{R}{1 - R} \right) + O(R^{2n+1}) \]

\[ B_{k,n,2}(p) = R^n \left( 1 - \frac{1}{6} \frac{k - 1}{k^2} \frac{R(-5R^2k + R^2 - Rk + 2R + 3k)}{(1 - R)(1 - R^2)} \right) + O(R^{2n+1}) \]

For fixed \( R < 1 \) the first bound \( B_{k,n,1} \to 0 \), as expected. It is instructive to let \( k \to \infty \), again while keeping \( R < 1 \) fixed. Combining the first two bounds \((m = 2, 3)\) we have asymptotically, we obtain

\[ R^n \left( 1 - \frac{1}{2} \frac{R}{1 - R} \right) \leq B_{\infty,n,\infty} \leq R^n \left( 1 - \frac{1}{6} \frac{R(3 - R - 5R^2)}{(1 - R)(1 - R^2)} \right) \].

The bounds agree to order \( R^{n+1} \), the left bound reaches zero at \( R = \frac{1}{2} \) and the bounds diverge to \( \pm \infty \) as \( R \to 1 \). It has a pole at \( R = 1 \), for all the bounds except the first from which we claim that \( p = p_c = \frac{1}{k} \) is a critical value for the path bounds, albeit buried under a basic \( R^n \) convergence rate for \( R < 1 \).

Now let us consider the cut bounds. We start with a basic form of the iteration for the cut generating function from (3.3):

\[ g(x, t, k, u) = (-1)^k \frac{1}{x^{k-1}} ((1 - tx)(1 - u) - 1)^k. \]

Then the successive values of \( \mathcal{H}_{k,n}(x, t) \) are given by the recurrence relation:

\[ \mathcal{H}_{k,n}(x, t) = g(x, t, k, \mathcal{H}_{k,n-1}(x, t)). \]

Note that

\[ \mathcal{H}_{k,1}(x, t) = t^k x. \]

The main difficulty is that although we have recurrence for \( \mathcal{H}_{k,n+1}(x, y) \) there is not in general such a nice formula for the truncated version which is given by extracting the Taylor expansion in \( x \) up to degree \( m \).

However, there is one simple case, namely the first upper cut bound, i.e. \( m = 2 \), which we denote by \( C_{k,n,2}(q) \). We have for all \( n \geq 1 \)

\[ C_{k,n,2}(q) = (C_{k,n-1,2}(q) + q)^k. \]

At any fixed \( k, q \) the value \( C_{k,n,2}(q) \) increases with \( n \). There is a critical value \( q = q_{k,n,2}^* \). For any \( q \) above this value \( C_{k,n,2}(q) \to \infty \) as \( n \to \infty \). In the interval \( 0 \leq q \leq q_{k,n,2}^* \), \( C_{k,n,m} \) tends from below to the solution to

\[ z = (z + q)^k. \]

We can solve this explicitly for \( q \), giving \( q = \frac{z}{k} - 1 \). The critical values of \( q \) and \( z \) are found, by solving \( \frac{dz}{dq} = 0 \) and we obtain:

\[ q_{k}^* = \frac{k - 1}{k^2} k^{\frac{k-2}{k-1}}, \]

which plays a key role in the cut theory.
Example 4.2. For $n = 2, 3$ and $k = 2$ we obtain:

\[
\begin{align*}
\mathcal{H}_{2,2}(x,t) &= t^2(t + 1)^2 x - 2t^4(t + 1)x^2 + t^6x^3 \\
\mathcal{H}_{2,3}(x,t) &= t^2(t^3 + 2t^2 + t + 1)^2 x - 2t^4(t^3 + 2t^2 + t + 1)(t + 1)(3t + 1)x^2 + \\
&\quad t^6(15t^4 + 40t^3 + 36t^2 + 18t + 5)x^3 - 2t^8(10t^3 + 20t^2 + 12t + 3)x^4 + \\
&\quad t^{10}(15t^2 + 20t + 6)x^5 - 2t^{12}(3t + 2)x^6 + t^{14}x^7.
\end{align*}
\]

Remark 4.3. Note that for all $i$ and $j$, we can read off the Betti numbers $\beta_{i,j}(S/J_{k,n})$ as the coefficients of $x^i t^j$ in the polynomial $\mathcal{H}_{k,n}(x,t)$.

The limiting behaviour of $C_{k,n,m}(q)$ as $n \to \infty$ will be considered below.

Lemma 4.4. For fixed $q$ and $k = m = 2$, the lower asymptotic bound of $C_{k,n,m}(q)$ as $n \to \infty$ is

\[
C_{2,\infty,2}(q) = \frac{1}{2} - q^2 + \frac{1}{2} \frac{6q^2 + 2q - 1}{\sqrt{1 - 4q}}.
\]

Proof. We consider the solution in $u$, of $u - g(x,t,k,u) = 0$. As $k = 2$, we use the solution

\[
(4.5) \quad u^*(x,t) = \frac{1}{2} \frac{(2t^2x - 2t + 1 + \sqrt{-4t + 1 + 4t^2}x)}{(1 - xt)^2}.
\]

If we expand in powers of $x$ we obtain:

\[
\left(\frac{1}{2} \sqrt{1 - 4t}\right) x - \left(\frac{t}{2} \sqrt{1 - 4t + t^2} - t \sqrt{1 - 4t}\right) x^2 + O(x^3).
\]

Figure 3. Upper and lower path and cut bounds for $k = 2$, $n = 4$, and $m = 3, 4$. 
The cut bounds are obtained by truncating such expansions and setting \( t = q \) and 
\( x = 1 \). Thus the above expansion gives the \( k = 2, m = 2 \) lower asymptotic bound:
\[
C_{2,\infty,2}(q) = \frac{1}{2} - q^2 + \frac{1}{2} \frac{6q^2 + 2q - 1}{\sqrt{1 - 4q}}. \quad \square
\]

Further expansion in \( t \) gives asymptotic Betti numbers which we will cover in the next section. We collect these informal results into the following.

**Theorem 4.5.** For fixed \( k, m, \) and \( q \), the cut bounds \( C_{k,n,m}(q) \) converge to the function which is the truncated Taylor expansion of the smallest solution, in \( u \), of the equation 
\[
u - g(x,q,k,u) = 0,\]
provided \( 0 \leq q \leq q_k^* = \frac{k-1}{k^2} k^{k^2/2}. \) For \( q_k^* < q \leq 1 \), 
\( C_{k,n,m}(q) \to \infty \) when \( m \) is odd and \(-\infty\) when \( m \) is even.

**Proof.** The case \( m = 1 \) above is a good guide, because it gives the first term in the Taylor expansions and further analysis shows that it also gives pole governing the expansion for any \( m > 1 \). Although we cannot get closed forms for the solutions of 
\( u - g(x, k, u) = 0 \) for \( k > 3 \), nonetheless we can show the presence of a pole at \( q_k^* \).

We use the shorthand \( g(u) = g(x, t, k, u) \). Then, \( g(u) \) is convex and increasing in 
\( u \) in the region \( 0 \leq x, t \leq 1 \) and \( g(0) = x t^k \). Moreover \( u_1 = x t^k \), where \( u_1 \) is the starting value in the iteration \( u_{n+1} = g(u_n) \). Suppose first that, under that suitable conditions on \( x, t \), the equation \( u = g(u) \), has at least one solution and let \( x^* \), be the smallest (there can be no more than two, by the convexity of \( g(u) \)). Then, 
for the dynamic system \( u_{n+1} = g(u_n) \) the iterate \( u_n \) converge upwards to \( x^* \). The complication is that the existence of the solution \( x^* \) depends on \( x \) and \( q \). We know that \( x^* \) does exist if and only if \( g(u) > u, \) for all \( u > 0 \).

We consider the case \( k = 2 \), for which \( q_2^* = \frac{1}{4} \). The function \( g(u) - u \) has roots
\[
\frac{1}{2} (2t^2 x - 2t + 1 + \sqrt{4t^2 x - 4t + 1}) x - \frac{1}{2} (-2t^2 x + 2t - 1 + \sqrt{4t^2 x - 4t + 1}) x.
\]
In the region \( 0 \leq q \leq \frac{1}{2} \) these roots exist for all \( x > 0 \), except when \( t = \frac{1}{2} \), which can be eliminated by taking \( x \) sufficiently small. When \( q > \frac{1}{4} \), however, the roots are complex for \( x \) sufficiently small, noting that the smallest root is
\[
\left(-t + \frac{1}{2} - \frac{1}{2} \sqrt{1 - 4t}\right) x + O(x^2).
\]
In that case \( g(u) > u \) and \( u_n \) diverges to infinity. The case of general \( k \) proceeds along the same lines. The fact that the bounds, which are achieved at \( x = 1 \), converge in the “good” region, \( 0 \leq q \leq q_k^* \) follows by standard analysis on the uniform convergence of power series. For \( q_k^* < q \leq 1 \), the divergence of \( C_{k,n,m}(q) \), follows immediately from the divergence of \( u_n \), with sign dependent on \( m \). \square

Figure 4 shows an example of the behaviour of the cut bounds for \( k = 2 \) and relatively modest value \( m = 6 \). The cut upper bound for \( m = 3 \) (depicted in green), and the cut lower bound for \( m = 4 \) (depicted in red) are already approaching the vertical line at the critical value \( q = \frac{1}{4} \).
Figure 4. Approaching the $q^* = \frac{1}{4}$ critical cut bounds for $n = 6$, $k = 2$, $m = 3$ (cut upper bound in green) and $m = 4$ (cut lower bound in red).

4.1. Asymptotic Betti number: cut case. For the case $k = 2$ we use the appropriate generating function in (3.2) with the discussion in the last section to give the graded Betti number generating function:

\begin{equation}
G_{2,\infty}(x,t) = -\frac{1}{2} \frac{(2t - 1 + 2t^2x + (\sqrt{1 - 4t - 4t^2x})x}{(1 + xt)^2}.
\end{equation}

There are more complex formulae for $k > 2$.

This generating function enables us to derive a combinatorial formula for the coefficients, which we shall call the asymptotic graded Betti numbers.

**Theorem 4.6.** The asymptotic graded Betti numbers for the cut ideal on a binary $(k = 2)$ tree are given by

\[\beta_{i,j}(J_{2,\infty}) = \frac{[2(j - i)]!}{(j - i + 1)(j - i)(j - i)!(j - 2i)!(i - 1)!}, \text{ for } j \geq 2i \text{ and zero otherwise.}\]

**Proof.** We temporarily make the transformation $t = \frac{y}{1+y}, x = \frac{y(1+y)}{z}$ in the generating function (4.6) giving:

\begin{equation}
G_{2,\infty}(x,t) = \frac{1 - \sqrt{1 - 4z}}{2z} \frac{y}{1 + y} - \frac{y}{1 + y}.
\end{equation}

We recognize the first term on the right hand side as the generating function of the Catalan numbers $c_r = \frac{1}{r+1}\binom{2r}{r}z^r$,

\[\frac{1 - \sqrt{1 - 4z}}{2z} = \sum_{r=0}^{\infty} c_r z^r.\]
We now back substitute $y = xt, z = t(1 + xt)$ so that the generating function for the $c_r$ becomes: $\sum_{r=0}^{\infty} c_r t^r (1 + xt)^r$. Expanding each term $(1 + xt)^r$ into binomial terms and incorporating the other terms $y$ we find the Betti numbers $\beta_{i,j}(J_{2,\infty})$ as the coefficient of $x^i x^j$, for $j \geq 2i$.

$$\beta_{i,j}(J_{2,\infty}) = c_{j-i} \sum_{r=0}^{i-1} (-1)^{i+j-1} \binom{j-i}{r}$$

$$= c_{j-i} \frac{(j-i-1)!}{(i-1)!(j-2i)!},$$

for $j \geq 2i$ and zero otherwise. Using the form of $c_{j-i}$, we obtain the result. □

**Theorem 4.7.** In the region $0 \leq q \leq q_k^*$, for each $i$ there is a maximal integer $N(n,i)$ such that for any $j < N(n,j)$

$$\beta_{i,j}(J_{k,n}) = \beta_{i,j}(J_{k,\infty}).$$

Furthermore $N(n,j)$ is increasing in $n$, for fixed $i$.

*Proof.* This follows from the uniform convergence of the power series derived form $u_n$ and the fact that the coefficients are integers. □

The following tables show the graded Betti numbers $\beta_{ij}$ of the cut ideal for $k = 2$, $n = 2, \ldots, 4$ and ranges of values of $i = 1, \ldots, 7$ and $j = 2, \ldots, 14$. Note that its $(i,j)$-entry is simply $\beta_{i+i+j}(S/J_{k,n})$. The table for $n = 2, 3$ are complete. The last table gives the asymptotic Betti numbers.

| $i$ \ $j$ | 0 | 1 | 2 | 3 | total |
|-----------|---|---|---|---|-------|
| 0         |   | 1 | 4 | 4 | 1     |
| 1         |   |   | 1 |   |       |
| 2         |   | 2 | 2 |   |       |
| 3         |   | 1 | 2 | 1 |       |

$n = 2$

| $i$ \ $j$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | total |
|-----------|---|---|---|---|---|---|---|---|-------|
| 0         |   | 1 |   |   |   |   |   |   | 1     |
| 1         |   |   | 1 |   |   |   |   |   |       |
| 2         |   |   | 2 | 2 |   |   |   |   |       |
| 3         |   |   | 5 | 10| 5 |   |   |   |       |
| 4         |   |   | 6 | 18| 18| 6 |   |   |       |
| 5         |   |   | 6 | 24| 36| 24| 6 |   |       |
| 6         |   |   | 4 | 20| 40| 40| 20| 4 |       |
| 7         |   |   | 1 | 6 | 15| 20| 15| 6 | 1     |

$n = 3$

16
\[
\begin{array}{|c|cccccccc|}
\hline
i \backslash j & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
\hline
\text{total} & 1 & 676 & 5460 & 21113 & 51348 & 87288 & 109314 & 103726 \\
0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 1 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
2 & 5 & 10 & 15 & 20 & 25 & 30 & 35 & 40 \\
3 & 42 & 84 & 126 & 168 & 210 & 252 & 294 & 336 \\
4 & 14 & 28 & 42 & 56 & 70 & 84 & 98 & 112 \\
5 & 26 & 52 & 78 & 104 & 130 & 156 & 182 & 208 \\
6 & 44 & 88 & 132 & 176 & 220 & 264 & 308 & 352 \\
7 & 69 & 138 & 207 & 276 & 345 & 414 & 483 & 552 \\
8 & 94 & 188 & 282 & 376 & 470 & 564 & 658 & 752 \\
9 & 114 & 228 & 342 & 456 & 570 & 684 & 798 & 912 \\
10 & 116 & 232 & 348 & 464 & 580 & 696 & 812 & 928 \\
11 & 94 & 188 & 282 & 376 & 470 & 564 & 658 & 752 \\
12 & 60 & 120 & 180 & 240 & 300 & 360 & 420 & 480 \\
13 & 28 & 56 & 84 & 112 & 140 & 168 & 196 & 224 \\
14 & 8 & 16 & 24 & 32 & 40 & 48 & 56 & 64 \\
\hline
\end{array}
\]

\( n = 4 \)

\[
\begin{array}{|c|cccccccc|}
\hline
i \backslash j & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
\hline
\text{total} & 1 & 458329 & 8308144 & 73630338 & 424216050 & 1783078865 & 5818552406 & 15319701281 \\
0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
2 & 5 & 10 & 15 & 20 & 25 & 30 & 35 & 40 \\
3 & 42 & 84 & 126 & 168 & 210 & 252 & 294 & 336 \\
4 & 14 & 28 & 42 & 56 & 70 & 84 & 98 & 112 \\
5 & 26 & 52 & 78 & 104 & 130 & 156 & 182 & 208 \\
6 & 44 & 88 & 132 & 176 & 220 & 264 & 308 & 352 \\
7 & 69 & 138 & 207 & 276 & 345 & 414 & 483 & 552 \\
8 & 94 & 188 & 282 & 376 & 470 & 564 & 658 & 752 \\
9 & 114 & 228 & 342 & 456 & 570 & 684 & 798 & 912 \\
10 & 116 & 232 & 348 & 464 & 580 & 696 & 812 & 928 \\
11 & 94 & 188 & 282 & 376 & 470 & 564 & 658 & 752 \\
12 & 60 & 120 & 180 & 240 & 300 & 360 & 420 & 480 \\
13 & 28 & 56 & 84 & 112 & 140 & 168 & 196 & 224 \\
14 & 8 & 16 & 24 & 32 & 40 & 48 & 56 & 64 \\
\hline
\end{array}
\]

\( n = 5 \)
Let us make a final remark on the relation of the Betti numbers of $J_{2,n}$ and $J_{2,\infty}$ with Mandelbrot and Catalan numbers. This will make evident the interplay of algebra, combinatorics and asymptotics that permeates this paper.

Mandelbrot numbers are defined as follows: The Mandelbrot Set is a fractal formed by iterating the following polynomials:

\[
\begin{align*}
z_0(q) &= 0 \\
z_n(q) &= z_{n-1}(q)^2 + q
\end{align*}
\]

The first few polynomials in the sequence are

\[
\begin{align*}
z_0(q) &= 0 \\
z_1(q) &= q \\
z_2(q) &= q^2 + q \\
z_3(q) &= (q^2 + q)^2 + q = q + q^2 + 2q^3 + q^4 \\
z_4(q) &= (q + q^2 + 2q^3 + q^4)^2 + q = q + q^2 + 2q^3 + 5q^4 + 6q^5 + 6q^6 + 4q^7 + q^8
\end{align*}
\]

We see that the coefficient of $q^j$ in $z_i(q)$ is the $(i, j)$-Mandelbrot number, and we denote it by $M_{i,j}$.

**Lemma 4.8.** $C_{1,n,2}(q) = z_{n+1}(q) - q$.

**Proof.** The proof goes by induction. For $n = 1$ we have that $C_{1,1,2}(q) = q^2$ and $z_2(q) = q^2 + q$. Now, $C_{1,n+1,2}(q) = (C_{1,n+1,2}(q) + q)$ and by the induction step, this is $(z_{n+1}(q) - q + q)^2 = z_{n+1}(q)^2$. And on the other hand, we have that, by definition, $z_{n+2}(q) = z_{n+1}(q)^2 + q$. \(\square\)
This identification of polynomials gives us an expression of the Betti numbers of \( J_{2,n} \) in terms of Mandelbrot numbers:

**Corollary 4.9.** \( \beta_{i,i+j}(J_{2,n}) = M_{n+1,j+1}(i-1) \).

**Proof.** We have that \( \beta_{1,j+1}(J_{2,n}) \) is the coefficient of \( q^j \) in \( C_{1,n,2}(q) \). Since \( C_{1,n,2}(q) = z_{n+1}(q) - q \), the result holds for \( i = 1 \). For \( i > 1 \) we only need to multiply by the binomial coefficient, which comes from the recursive expression of the Betti numbers of \( J_{2,n} \). \( \square \)

In the asymptotic case \( n = \infty \) we have a similar expression, where Mandelbrot numbers are substituted by Catalan numbers:

**Corollary 4.10.** \( \beta_{i,i+j}(J_{2,\infty}) = c_j(i-1) \).

**Proof.** Just substitute \( j \) by \( i + j \) in the last expression of the proof of Theorem 4.6. \( \square \)

The last two corollaries together with the asymptotic study of the Betti numbers imply that:

**Corollary 4.11.** \( \lim_{n \to \infty} M_{n,j} = c_j \).

**Appendix A. Tensor product of complexes**

To keep the paper self-contained, we review here some basic and relevant notions of tensor product of resolutions. We begin by recalling the tensor product of resolutions from [Eis95]. The tensor product of two chain complexes \((A,d_1)\) and \((B,d_2)\), say \( A \otimes B \), is formed by taking all products \( A_i \otimes B_j \) and letting \( (A \otimes B)_k = \bigoplus_{i+j=k} A_i \otimes B_j \). The differential maps are defined as \( \partial(a \otimes b) = d_1a \otimes b + (-1)^i a \otimes d_2b \), when \( a \in A_i \).

Then we have \( \partial^2 = 0 \) and \( \partial \) induces a natural map \( \partial: H(A) \otimes H(B) \to H(A \otimes B) \) such that \( \partial(a \otimes b) = a \otimes b \). If \( a = d_1c \) is a boundary and \( b \) is a cycle, then \( a \otimes b = \partial(c \otimes b) \) is again a boundary which shows that \( \partial \) is well-defined.

**Lemma A.1.** Let \( I_i \subseteq S_i \) be a monomial ideal in the polynomial ring \( S_i \) for \( i = 1, \ldots, r \), and let \( I = I_1 + \cdots + I_r \) be the ideal in the polynomial ring \( S = S_1 \otimes \cdots \otimes S_r \). Assume that \( \mathcal{F}_i \) is the minimal free resolution of \( S/I_i \) for all \( i \). Then the minimal free resolution of \( S/I \) is obtained by \( \mathcal{F}_1 \otimes \mathcal{F}_2 \otimes \cdots \otimes \mathcal{F}_r \). In particular,

(i) \( \beta_{i,j}(S/I) = \sum_{(j_1, \ldots, j_r) \in I_{i,r}} \beta_{i_1,j_1}(S/I_1) \cdots \beta_{i_r,j_r}(S/I_r) \), where \( I_{i,r} = \{(i_1, \ldots, i_r) : i_1 + \cdots + i_r = i\} \) and \( B_{j,r} = \{(j_1, \ldots, j_r) : j_1 + \cdots + j_r = j\} \).

(ii) The Hilbert series of \( S/I \) is \( \mathcal{H}_{S/I}(t) = \frac{\Pi_{i=1}^{n-1}(1 + Q_{S/I_i}(t))}{(1-t)^d} \), where \( Q_{S/I_i}(t) = \frac{1+Q_{S/I_i}(t)}{(1-t)^{d_i}} \) and \( d_i \) is the number of variables of the ring \( S_i \). Note that here we are looking at the ideals \( I_i \) in the polynomial ring \( S \).

In particular, if all the ideals are the same (but in polynomial rings on disjoint set of variables) then we have \( \mathcal{H}_{S}(x,t) = \frac{(1+Q_{S/I}(t))^{r}}{(1-t)^d} \) and
(iii) $\beta_{i,j}(S/I) = \sum_{s=1}^{r} \sum_{(i_1, \ldots, i_s) \in A_{i,s}} (\cdot)^{s} \beta_{i_1,j_1}(S/I_1) \cdots \beta_{i_s,j_s}(S/I_1)$, where

$$A_{i,s} = \{(i_1, \ldots, i_s) : i_1 + \cdots + i_s = i, \ i_1, \ldots, i_s > 0\} \quad \text{and} \quad B_{j,s} = \{(j_1, \ldots, j_s) : j_1 + \cdots + j_s = j\}.$$

Proof. The proof is by induction on $r$. Assume that $r > 1$. Since differential maps of the tensor complex are defined in terms of differential maps of $F_i$'s, the minimality of the tensor complex follows by the minimality of the resolutions of all components. On the other hand, these ideals live in rings with disjoint variables which implies that $\text{Tor}_i(S/(I_1 + \cdots + I_{r-1}), S/I_r) = 0$ for $i > 0$, and so the constructed complex is indeed a minimal free resolution for $S/I$. □

In Lemma A.1 if we replace $I_1 + \cdots + I_r$ and $S/I$ by $I_1I_2\cdots I_r$ and $I$, then an analogous statement holds. The original statement appeared in Habilitationsschrift of Jürgen Herzog in 1974, and the proof is similar to the proof of above lemma.

Lemma A.2. Let $I_i \subseteq S_i$ be a monomial ideal in the polynomial ring $S_i$ for $i = 1, \ldots, r$, and let $I = I_1I_2\cdots I_r$ be the ideal in the polynomial ring $S = S_1 \otimes \cdots \otimes S_r$. Assume that $F_i$ is the minimal free resolution of $I_i$ for all $i$. Then the minimal free resolution of $I$ is obtained by $F_1 \otimes F_2 \otimes \cdots \otimes F_r$. In particular,

(i) $\beta_{i,j}(I) = \sum_{(i_1, \ldots, i_r) \in A_{i,r}} \beta_{i_1,j_1}(I_1) \cdots \beta_{i_r,j_r}(I_r)$, where

$$A_{i,r} = \{(i_1, \ldots, i_r) : i_1 + \cdots + i_r = i\} \quad \text{and} \quad B_{j,r} = \{(j_1, \ldots, j_r) : j_1 + \cdots + j_r = j\}.$$

(ii) The Hilbert series of $S/I$ is $HS_I(x,t) = \frac{1+(-x)^{(r-1)} \prod_{j=1}^{i} Q_{S/(I_j)}(t)}{(1-t)^d}$ and $d$ is the number of variables of the ring $S$. Note that here we are looking at the ideals $I_i$ in the polynomial ring $S$.

(iii) In particular, if all the ideals are the same (but in polynomial rings on disjoint set of variables) then we have

$$HS_I(x,t) = \frac{1+(-x)^{(r-1)} Q_{S/(I)}(t)}{(1-t)^d}. $$

Example A.3. Let $I = \langle x_1x_2x_3, x_2x_4, x_1x_5x_6 \rangle$ and $J = \langle y_1y_2y_3, y_2y_4y_5 \rangle$. The Betti tables of $S/I$, $S/J$, $S/(I+J)$, and $S/IJ$ are as follows:

| i\j | 0 1 2 3 | i\j | 0 1 2 |
|-----|-------|-----|-------|
| total | 1 3 3 1 | total | 1 2 1 |
| 0 | 1 1 1 1 | 0 | 1 1 |
| 1 | | 2 1 |
| 2 | 3 2 1 | 3 | 2 1 |

| i\j | 0 1 2 3 4 5 |
|-----|-------|-------|-------|-------|
| total | 1 5 10 10 5 1 |
| 0 | 1 1 |
| 1 | 4 1 |
| 2 | 5 1 |
| 3 | 4 3 |
| 4 | 6 3 |
| 5 | 2 1 |

| i\j | 0 1 2 3 4 |
|-----|-------|-------|-------|-------|
| total | 1 6 9 5 1 |
| 0 | 1 |
| 1 | 2 3 |
| 2 | 4 3 |
| 3 | 6 3 |
| 4 | 2 1 |
Note that, the $(i, j)$-entry of the table corresponding to $S/I$ is simply $\beta_{i-1,j}(S/I) = \beta_{i,j}(I)$, and we have only listed the entries corresponding to the non-zero Betti numbers. Since

$$\mathcal{H}_{S}(x, t) = \frac{1 - x(t^2 + 2t^3) + x^2(t^4 + 2t^5) - x^3t^6}{(1 - t)^{12}}$$

and

$$\mathcal{H}_{S_{J}}(x, t) = \frac{1 - 2xt^3 + x^2t^5}{(1 - t)^{12}},$$

we have that

$$\mathcal{H}_{S_{I+j}}(x, t) = \frac{(1 - x(t^2 + 2t^3) + x^2(t^4 + 2t^5) - x^3t^6)((1 - 2xt^3 + x^2t^5)}{(1 - t)^{12}}$$

Note that the above formula includes the graded Betti numbers. For example:

$$\beta_1(S/(I + J)) = \beta_{1,3}(S/(I + J)) + \beta_{1,2}(S/(I + J))$$

$$= (\beta_0(S/I)\beta_{1,3}(S/J) + \beta_{1,3}(S/I)\beta_0(S/J)) + \beta_{1,2}(S/I)\beta_0(S/J)$$

$$= (2 + 2) + 1 = 5,$$

which is encoded as the coefficient of $-x$ (for $t = 1$) in the above formula.

Similarly, we have that

$$\mathcal{H}_{S_{I+j}}(x, t) = \frac{1 - x^{-1}(-x(t^2 + 2t^3) + x^2(t^4 + 2t^5) - x^3t^6)((-2xt^3 + x^2t^5)}{(1 - t)^{12}}$$

From the above formula we obtain the graded Betti numbers. For example:

$$\beta_0(IJ) = \beta_{0,5}(IJ) + \beta_{0,6}(IJ) = \beta_{0,2}(I)\beta_{0,3}(J) + \beta_{0,3}(I)\beta_{0,3}(J) = 2 + 4 = 6,$$

which is encoded as the coefficient of $-x$ in the above formula.

$$\beta_1(IJ) = \beta_{1,7}(IJ) + \beta_{1,8}(IJ)$$

$$= (\beta_{0,2}(I)\beta_{1,5}(J) + \beta_{1,4}(I)\beta_{0,3}(J)) + (\beta_{1,5}(I)\beta_{0,3}(J) + \beta_{0,3}(I)\beta_{1,5}(J))$$

$$= (1 + 2) + (4 + 2) = 9.$$}

The term $x^2(3t^7 + 6t^8)$ in the above formula shows that $\beta_{1,7} = 3$ and $\beta_{1,8} = 6$.

**References**

[BGSdC13] Anna Bigatti, Philippe Gimenez, and Eduardo Sáenz-de Cabestrón. *Monomial Ideals, Computations and Applications*, volume 2083 of Lecture Notes in Mathematics. Springer-Verlag Ltd., Berlin Heidelberg, 2013.

[BHO11] Rachelle Bouchat, Huy Táï Hà, and Augustine O’Keefe. Path ideals of rooted trees and their graded Betti numbers. *J. Combin. Theory Ser. A*, 118(8):2411–2425, 2011.

[Eis95] David Eisenbud. *Commutative algebra with a view toward algebraic geometry*, volume 150 of Graduate Texts in Mathematics. Springer-Verlag, New York, 1995.

[Gri99] Geoffrey R. Grimmett. *Percolation*. Springer-Verlag, New York, 1999.

[GW04] Beatrice Giglio and Henry P. Wynn. Monomial ideals and the Scarf complex for coherent systems in reliability theory. *Annals of Statistics*, 32:1289–1311, 2004.
[Har02] Theodore E. Harris. *The theory of branching processes*. Dover Phoenix Editions. Dover Publications, Inc., Mineola, NY, 2002.

[HH11] Jürgen Herzog and Takayuki Hibi. *Monomial ideals*, volume 260 of *Graduate Texts in Mathematics*. Springer-Verlag London Ltd., London, 2011.

[HVT10] Jing He and Adam Van Tuyl. Algebraic properties of the path ideal of a tree. *Comm. Algebra*, 38(5):1725–1742, 2010.

[LP05] Russell Lyons and Yuval Peres. Probability on trees and networks, 2005.

[Lyo90] Russell Lyons. Random walks and percolation on trees. *Ann. Probab.*, 18(3):931–958, 1990.

[Moh15] Fatemeh Mohammadi. Divisors on graphs, orientations, syzygies, and system reliability. *Journal of Algebraic Combinatorics*, pages 1–19, 2015.

[MS05] Ezra Miller and Bernd Sturmfels. *Combinatorial commutative algebra*, volume 227 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 2005.

[MS14] Fatemeh Mohammadi and Farbod Shokrieh. Divisors on graphs, connected flags, and syzygies. *Int. Math. Res. Not. IMRN*, (24):6839–6905, 2014.

[MS15] Fatemeh Mohammadi and Farbod Shokrieh. Divisors on graphs, binomial and monomial ideals, and cellular resolutions. *Mathematische Zeitschrift*, pages 1–44, 2015.

[MV12] Susan Morey and Rafael H. Villarreal. Edge ideals: algebraic and combinatorial properties. *Progress in commutative algebra*, 1:85–126, 2012.

[SW09] Eduardo Sáenz-de-Cabezón and Henry P. Wynn. Betti numbers and minimal free resolutions for multi-state system reliability bounds. *Journal of Symbolic Computation*, 44:1311–1325, 2009.

[SW10] Eduardo Sáenz-de-Cabezón and Henry P. Wynn. Mincut ideals of two-terminal networks. *Applicable Algebra in Engineering, Communication and Computing*, 21:443–457, 2010.

[SW11] Eduardo Sáenz-de-Cabezón and Henry P. Wynn. Computational algebraic algorithms for the reliability of generalized k-out-of-n and related systems. *Mathematics and Computers in Simulation*, 82(1):68–78, 2011.

[SW14] Eduardo Sáenz-de-Cabezón and Henry P. Wynn. Measuring the robustness of a network using minimal vertex covers. *Mathematics and Computers in Simulation*, 104:82–94, 2014.

[SW15] Eduardo Sáenz-de-Cabezón and Henry P. Wynn. Hilbert functions in design for reliability. *IEEE Transactions on Reliability*, 64:83–93, 2015.

[Vil01] Rafael H. Villarreal. *Monomial algebras*, volume 238. CRC Press, 2001.

[VT13] Adam Van Tuyl. A beginner’s guide to edge and cover ideals. In *Monomial ideals, computations and applications*, volume 2083 of *Lecture Notes in Math.*, pages 63–94. Springer, Heidelberg, 2013.

**Institut für Mathematik, Technische Universität Berlin, 10623 Berlin, Germany**

**E-mail address:** mohammad@math.tu-berlin.de

**Department of Mathematics, Universidad de La Rioja, Spain**

**E-mail address:** eduardo.saenz-de-cabezon@unirioja.es

**Department of Statistics, London School of Economics, UK**

**E-mail address:** h.wynn@lse.ac.uk