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Abstract

Recent works on implicit neural representations have shown promising results for multi-view surface reconstruction. However, most approaches are limited to relatively simple geometries and usually require clean object masks for reconstructing complex and concave objects. In this work, we introduce a novel neural surface reconstruction framework that leverages the knowledge of stereo matching and feature consistency to optimize the implicit surface representation. More specifically, we apply a signed distance field (SDF) and a surface light field to represent the scene geometry and appearance respectively. The SDF is directly supervised by geometry from stereo matching, and is refined by optimizing the multi-view feature consistency and the fidelity of rendered images. Our method is able to improve the robustness of geometry estimation and support reconstruction of complex scene topologies. Extensive experiments have been conducted on DTU, EPFL and Tanks and Temples datasets. Compared to previous state-of-the-art methods, our method achieves better mesh reconstruction in wide open scenes without masks as input.

1. Introduction

Surface reconstruction from calibrated multi-view images is one of the key problems in 3D computer vision. Traditionally, surface reconstruction can be divided into two substeps: 1) depth maps and point clouds are reconstructed from images via multi-view stereo (MVS) algorithms [2, 8, 41, 37, 44]; 2) a surface, usually represented as a triangular mesh, is extracted from dense points by maximizing the conformity to points [20, 17, 26]. Optionally, a surface refinement step can be applied to recover geometry details through multi-view photo-consistency [34, 42, 5, 4, 7]. While this pipeline has been proven to be effective and robust in various scenarios, the reconstructed geometry may be suboptimal due to the accumulated loss in representation conversions from images to points, then to mesh. For example, errors introduced in point cloud reconstruction would pass to the surface reconstruction, causing wrong mesh topology and difficult to be recovered. Although recent learning-based MVS [15, 13, 45, 32, 46] and mesh extraction [31, 28, 39, 33] methods have been proposed to boost the reconstruction quality of each substep independently, it is still desirable to reconstruct the optimal surface from images in an end-to-end manner.

Alternatively, recent works on neural representations show that mesh surface can be directly constructed from images through implicit representations and differentiable rendering [30, 24, 36, 25, 49, 39, 29]. Surface geometry and color information of the scene are usually represented as implicit functions, which are directly modeled by multi-layer perceptrons (MLPs) in the network and optimized through differentiable rendering. The triangle mesh can be extracted from the implicit field via the Marching Cube algorithm [26, 28]. Compared with classical meshing pipelines, these methods are able to reconstruct the scene geometry in an end-to-end manner and generate synthesized images at the...
same time. However, as all scene parameters are jointly optimized at the same time, geometry is only a by-product of the entire differential rendering pipeline, and ambiguities exist in geometry and appearance[52]. To mitigate the problem, implicit differentiable renderer (IDR) [49] applies manually labeled object masks as input, but it is not feasible for a large number of images and is sometimes not well defined for real-world image inputs.

In this paper, we present MVSDF, a novel neural surface reconstruction framework that combines implicit neural surface estimation with recent advanced MVS networks. On the one hand, we follow the implicit differentiable renderer[49] to represent the surface as zero level set of a signed distance field (SDF) and the appearance as a surface light field, which are jointly optimized through render loss. On the other hand, we introduce deep image features and depth maps from learning-based MVS [46, 51, 50] to assist the implicit SDF estimation. The SDF is supervised by inferred depth values from the MVS network, and is further refined by maximizing the multi-view feature consistency at the surface points of the SDF. We find that the surface topology can be greatly improved with the guidance from MVS depth maps, and our method can be applied to complex geometries even without input object masks. Also, compared to render loss in IDR, the multi-view feature consistency imposes a photometric constraint at an early stage of the differentiable rendering pipeline, which significantly improves the geometry accuracy and helps to preserve high-fidelity details in final reconstructions.

Our method has been evaluated on DTU [14], EPFL [40] and Tanks and Temples [18] datasets. We compare our method with classical meshing pipelines and recent differentiable rendering based networks on both mesh reconstruction and view synthesis quality. Both quantitative and qualitative results demonstrate that our method is able to recover complex geometries even without object masks as input.

2. Related Works

Multi-view Stereo  Multi-view stereo [38, 10, 6] is a well-developed approach to recover the dense representation of the scene from overlapping images. The fundamental principle of MVS is that a surface point should be visually consistent in all visible views. Traditionally, MVS evaluates the matching cost of image patches for all depth hypotheses and finds the one that best describes the input images. Depth hypotheses can be uniformly sampled from predefined camera frustums [3] or propagated from neighboring pixels and adjacent views [21, 8, 1, 9, 37, 44, 19]. Usually depth map outputs are fused into a unified point cloud, and further converted into a mesh surface [20, 17, 26]. However, such conversions may be lossy. For example, depth maps may be over-filtered so that holes would appear in the final reconstruction. Moreover, surface details may be over-smoothed during the conversion from point cloud to mesh.

Recently, deep learning techniques have been applied to multi-view stereo [15, 13, 46, 50, 51]. In the network, handcrafted image features are converted into deep features and engineered cost regularizations are replaced by learned ones [32, 46, 47, 12, 43]. Although the overall depth quality is improved, it is still difficult to match pixels in texture-less or non-Lambertian regions. In this work, we aim to improve the reconstruction of texture-less regions by the interpolation capability of implicit functions, and non-Lambertian regions by explicit view-dependent appearance modeling.

Implicit Neural Surface  Implicit neural representations have also gained popularity in 3D scene reconstructions. Occupancy fields [28, 33] are proposed to model the object surface using the per-point occupancy information, while DeepSDF [31] applies a signed distance field to describe the 3D geometry of the scene. These methods usually take 3D point cloud as input and optimize corresponding implicit fields using ground truth labels, which can be viewed as learned mesh reconstruction from dense point cloud. The marching cube algorithm [26] is usually applied to extract the mesh surface from neural implicit functions. Compared with widely used mesh surfaces and discretized volumes, implicit neural functions are able to model continuous surfaces with fix-sized multi-layer perceptrons, making it more natural and efficient to represent complex geometries with arbitrary topologies.

Surface Reconstruction by Differentiable Rendering  Apart from MVS, rendering and view synthesis based methods [16] provide an alternative to estimate scene geometries by minimizing the difference between rendered and input images. The geometry is either represented using soft representations such as density/transparency fields [39, 29, 23, 27, 52], or explicit representations such as occupancy fields [30] and signed distance fields [24, 25, 49].

Our method is most related to IDR [49] which uses SDF and surface light field as the scene representation. These two implicit networks are jointly trained by the render loss, and image masks are applied for constrained SDF optimization. However, the reconstruction quality of IDR highly depends on the accuracy of the input masks, and inaccurate masks may result in either missing or extra mesh surfaces. As auto object segmentation methods [53, 35] cannot always be perfect, IDR applies manually labeled masks to ensure the reconstruction quality. In this work, we introduce multi-view stereo and feature consistency as our geometry constraints to improve the surface quality and relax the requirement of image masks.
3. Method

3.1. Geometry and Appearance Representations

In our network, the surface \( S_0 \) is explicitly modeled as the zero level set of a SDF, which is represented by a MLP \( f \) in the network. We define \( \theta \) the learnable parameters of \( f \). The MLP will take a query location \( x \) as input and output a distance from the query to the closest surface point.

\[
S_0 = \{ x \in \mathbb{R}^3 | f(x; \theta) = 0 \} \tag{1}
\]

Inspired by IDR [49], our scene appearance is represented by a surface light field using another MLP \( g \) with learnable parameters \( \phi \). The surface light field takes the query surface point \( x \), its normal vector \( n \) and the unit vector of the viewing ray \( v \) as input and outputs the RGB color \( c \) of the query.

\[
c = g(x, n, v; \phi) \tag{2}
\]

During the rendering, the intersection point of the viewing ray and the surface is obtained by sphere tracing, and the point normal can be calculated as the analytical gradient of the implicit surface \( n = \nabla_x f(x; \theta) \).

**Differentiable Surface Intersection** The sphere tracing is not a differentiable operation in the network. Following previous works [30, 49], we construct the first order approximation of the function from network parameters to the intersection location. For the current network parameters \( \theta_0 \), viewing ray \( v \) and the intersection point \( x_0 \) on this ray, we take implicit differentiation on the equation \( f(x; \theta) = 0 \), and the surface intersection can be expressed as a function of \( \theta \):

\[
x(\theta) = x_0 - \frac{f(x_0; \theta) - f(x_0; \theta_0)}{\nabla_x f(x_0; \theta_0) \cdot v} v \tag{3}
\]

where \( f(x_0; \theta_0) \) and \( \nabla_x f(x_0; \theta_0) \) are constants.

3.2. Geometry Supervision

Multi-view stereo algorithms are able to provide high-quality depth maps as a dense representation of the scene. In this section, we describe how to use MVS depth maps to supervise our SDF optimization.

**Multi-view Depth Map Estimation** In our network, the MVS module aims to generate deep image features and qualified depth maps for all input images. We apply the open-sourced Vis-MVSNet [51] as our depth generation module. For a reference image \( I_0 \) and its \( N_c \) neighboring source images \( \{I_i\}_{i=1}^{N_c} \), a standard UNet is first applied to extract deep image feature maps \( \{F_i\}_{i=1}^{N_c} \). Then, all feature maps will be warped into the camera frustum of \( I_0 \) and construct a 3D cost volume \( C \). We further regularize the cost volume by 3D CNNs and obtain the probability distribution of the depth samples by softmax. Finally, the depth \( D_0 \) is regressed from the probability volume by taking the depth expectation. In addition, for a pixel \( p \) in the depth map, we evaluate its probability sum \( P(p) \) around the predicted depth value as an indicator of the depth confidence [46]. Pixels with low confidence will be filtered out to generate a cleaned depth map.

**Direct SDF Supervision** Previous work [30] proposes to train the implicit network by minimizing the difference between the traced depth map and the ground truth one. However, such strategy can only affect network outputs near the current surface estimation. To ensure the SDF to be correctly recovered in the whole space, we instead randomly sample points from the whole space and compute the distance from the sample point to the MVS depth map.
Specifically, given a sample point \( x \) and a depth map \( D \), we first project \( x \) to the depth map at location \( p \). Then we backproject the MVS depth \( D(p) \) at the same location to the space as \( X_D(p) \). As shown in Fig. 3, the signed distance from \( x \) to MVS surface is approximated as

\[
l(x) = \text{sgn}((x_D(p) - x) \cdot v)\|x_D(p) - x\|
\]

where \( n_d \) is the normal calculated from depth. Also, if the probability sum \( P(p) \) is smaller than a threshold \( T_{\text{prob}} \), we consider this pixel as in the background and will exclude the corresponding point from the distance computation. This approximated signed distance can be used to supervise the SDF training, and we define the distance loss \( L_D \) as:

\[
L_D(\theta) = \frac{1}{|S|} \sum_{x \in S} |f(x; \theta) - l(x)|
\]

where \( S \) is the set of valid sample points.

**Signed Distance Fusion in a Mini-batch** One problem of Eq. 5 is that the approximated signed distance \( l(x) \) calculated from a single depth map is usually not reliable. First, a sample point in the free space may be occluded in a given view. Second, the approximated \( l(x) \) may be inaccurate when non-planar surfaces occur. To improve the accuracy of \( l(x) \), we group \( N_b \) views in a mini-batch during training, and \( l(x) \) will be refined by fusing multiple observations from \( N_b \) depth maps within the mini-batch.

For a query point \( x \), we first calculate its approximated signed distances \( \{l_k(x)\}_{k=1}^{N_b} \) in each depth map. According to the sign of \( l_k(x) \), we define that a point is outside the surface if at least \( T_{\text{out}} \) distances from \( \{l_k(x)\}_{k=1}^{N_b} \) are positive. After the query point is determined to be inside or outside, we collect the per-view distance with the same sign and take the minimum depth distance as the absolute value of the fused distance \( l(x) \). We find that such simple fusion strategy can effectively filter out erroneous observations from single depth map, and the fused \( l(x) \) is accurate enough to be used to guide the SDF optimization.

### 3.3. Local Geometry Refinement

The geometry supervision in Sec. 3.2 can correctly recover the surface topology. However, as depth maps from MVS networks are usually noisy, it is rather difficult to restore surface details in the final mesh reconstruction. To this end, we propose to optimize the feature consistency and the rendered image consistency during the network training.

**Feature Consistency** In traditional MVS or mesh reconstruction pipelines, dense point clouds or mesh surfaces are usually refined via multi-view photo-consistency optimization [42, 5, 4, 22, 47]. The photo-consistency of a surface point is defined as the matching cost (e.g., ZNCC) among multiple views. In our work, note that deep image features have already been extracted in Vis-MVSNet. Inspired by [50], we instead minimize the multi-view deep feature consistency.

Suppose a surface point \( x \) is obtained via ray tracing in view 0, we denote its projections in view 0 and its neighboring views as \( \{p_i\}_{i=0}^{N_v} \). As these projections refer to the same 3D point in space, their deep image features should be consistent. The feature loss is defined as:

\[
L_F(\theta) = \frac{1}{N_v} \sum_{i=1}^{N_v} |F_0(p_0) - F_i(p_i)|
\]

where \( N_v \) is the number of feature channels, \( p_i = K_i(R_i x + t_i) \) is the projection of \( x \) in view \( i \) and \( [K_i, R_i, t_i] \) the corresponding camera parameters. Deep image feature at pixel \( p_i \), denoted as \( F_i(p_i) \), is obtained by bilinear interpolation. To optimize the SDF via the feature consistency loss, we derived the gradient of \( L_F(\theta) \) with respect to the network parameter \( \theta \) as:

\[
\frac{\partial L_F(\theta)}{\partial \theta} = \frac{\partial L_F}{\partial x} \cdot \frac{\partial x}{\partial \theta} = (\sum_{i=0}^{N_v} \frac{\partial F_i}{\partial p_i} \frac{\partial p_i}{\partial x}) \cdot \frac{\partial x}{\partial \theta}
\]

where \( \frac{\partial F_i}{\partial p_i} \) is the gradient of the feature map. The last term \( \frac{\partial x}{\partial \theta} \) can be calculated from the derivative of Eq. 3.

Compared with the render loss to be discussed in the next paragraph, the proposed feature loss introduces a photo-consistency constraint in an early stage of the whole differentiable rendering pipeline, which reduces the geometry and appearance ambiguity during the joint optimization. We show in ablation study that \( L_F(\theta) \) can effectively increase the mesh reconstruction quality (see Tab. 3).

**Rendered Image Consistency** The rendered image consistency is widely used in recent differentiable rendering pipelines [30, 29, 49]. For pixel \( p \) in the image, we can trace its surface intersection \( x \) in the space. The rendered color \( c(p) \) of pixel \( p \) can be directly fetched from the surface light field by feeding \( x(\theta), \nabla_x f(x; \theta) \) and \( v \) into function \( g \). The render loss is then calculated as the L1 distance from the rendered color to the input image color:

\[
L_R(\theta, \phi) = \frac{1}{|S_f|} \sum_{p \in S_f} |c(p) - I(p)|
\]
where $\mathcal{S}_I$ denote the set of image pixels whose view ray can intersect the surface in the space.

The render loss can jointly optimize the geometry $\theta$ and the appearance $\phi$. Compared with $L_F$, $L_R$ is more sensitive to local color changes, and plays an important role in recovering high-fidelity surface details.

### 3.4. Valid Surface Indicator

If input images cannot fully cover the object of interest, the surface of unseen areas will be not well defined, and will tend to produce extrapolated surfaces in the background areas. To distinguish such invalid surface, we use another indicator function to mark whether a space point can be traced from some input views. Specifically, function $h(x; \gamma)$ represents an indicator that $x$ is in the valid surface. During each training iteration, indicators of successfully traced locations $\{x^+\}$ are set to 1. To prevent $h(x; \gamma)$ reporting 1 everywhere, we also randomly sample points $\{x^-\}$ in the space and set the background indicator to 0. We then apply the binary cross entropy as our indicator loss.

$$L_P(\gamma) = \sum_{x^+} - \log h(x^+; \gamma) + \sum_{x^-} - \log(1 - h(x^-; \gamma))$$

(9)

Note that our MVS depth map is filtered using the corresponding probability map and we will not apply ray tracing on those filtered pixels. As a result, filtered regions in MVS depth maps will tend to be assigned with the background indicator of 0. In other words, we could identify the invalid surface area according to filtered MVS depth maps.

### 3.5. Loss

Apart from the aforementioned losses, we further regularize our SDF by a Eikonal loss [11] that restricts the expectation of the gradient magnitude to be 1.

$$L_E(\theta) = \mathbb{E}_{x \in \mathbb{R}^3}(\|\nabla_x f(x; \theta)\| - 1)^2$$

(10)

The final loss is expressed as a weighted sum of all the aforementioned losses.

$$L = w_R L_R(\theta, \phi) + w_F L_F(\theta) + w_D L_D(\theta) + w_P L_P(\gamma)$$

(11)

where the weight $w$ will be changed over the network training. Our training process is divided into three stages: 1) in the first stage $w_D$ is set to be dominant so as to determine the initial topology; 2) in the second stage, the significance of $w_F$ is increased to recover finer structures in the surface; 3) in the final stage, both $w_D$ and $w_F$ is decreased so that the render loss can restore fine-scale details of the surface.
Table 1. Quantitative results on DTU dataset. Our method achieves the best mean Chamfer distance as Vis-MVSNet [51] and the highest PSNR score among all methods.

| Chamfer (mm) | PSNR |
|-------------|------|
| | Colmap [57] | Vis-MVSNet [51] | DVR [30] | IDR [49] | MVSDF (Ours) | Colmap [57] | Vis-MVSNet [51] | DVR [30] | IDR [49] | MVSDF (Ours) |
| 24 | 0.99 | 0.98 | 4.10 | 1.63 | 0.83 | 18.44 | 18.35 | 16.23 | 23.29 | 25.02 |
| 37 | 2.35 | 2.10 | 4.54 | 1.87 | 1.76 | 14.37 | 14.71 | 13.93 | 21.36 | 19.47 |
| 40 | 0.73 | 0.93 | 4.24 | 0.63 | 0.88 | 19.24 | 18.60 | 18.15 | 24.39 | 25.96 |
| 55 | 0.53 | 0.46 | 2.61 | 0.48 | 0.44 | 18.27 | 19.07 | 17.14 | 22.96 | 24.14 |
| 63 | 1.56 | 1.89 | 4.34 | 1.04 | 1.11 | 19.92 | 17.55 | 17.84 | 23.22 | 22.16 |
| 65 | 1.01 | 0.67 | 2.81 | 0.79 | 0.90 | 13.80 | 17.17 | 17.23 | 23.94 | 26.89 |
| 69 | 0.89 | 0.67 | 2.53 | 0.77 | 0.75 | 21.23 | 21.81 | 16.33 | 20.34 | 26.38 |
| 83 | 1.14 | 1.08 | 2.93 | 1.33 | 1.26 | 22.67 | 23.11 | 18.10 | 21.87 | 25.79 |
| 97 | 0.91 | 0.67 | 3.03 | 1.16 | 1.02 | 18.19 | 18.68 | 16.61 | 22.95 | 26.22 |
| 105 | 1.46 | 0.95 | 3.24 | 0.76 | 1.35 | 20.43 | 21.68 | 18.39 | 22.71 | 27.29 |
| 106 | 0.79 | 0.66 | 2.51 | 0.67 | 0.87 | 20.73 | 21.03 | 17.39 | 22.81 | 27.78 |
| 110 | 1.08 | 0.85 | 4.80 | 0.90 | 0.84 | 17.90 | 18.41 | 14.43 | 21.26 | 23.82 |
| 114 | 0.44 | 0.30 | 3.09 | 0.42 | 0.34 | 19.08 | 19.42 | 17.08 | 25.35 | 27.79 |
| 118 | 0.68 | 0.45 | 1.63 | 0.51 | 0.47 | 22.05 | 23.85 | 19.08 | 23.54 | 28.60 |
| 122 | 0.73 | 0.51 | 1.58 | 0.53 | 0.46 | 22.04 | 24.29 | 21.03 | 27.98 | 31.49 |
| Mean | 1.02 | 0.88 | 3.20 | 0.90 | 0.88 | 19.23 | 19.85 | 17.26 | 23.20 | 25.92 |

4. Experiments

4.1. Implementation

Network Architecture The SDF is implemented by an 8-layer MLP with 512 hidden units and a skip connection in the middle. Positional encoding [29] is applied to input position to capture the high frequency information. This MLP simultaneously outputs the distance, the surface indicator probability and a descriptor of the location as an input of the surface light field function. Similarly, the surface light field is implemented by a 4-layer MLP with 512 hidden units. The function takes the point location, its descriptor, normal and viewing ray as input. Only the viewing direction is enhanced by positional encoding as the point descriptor has already included the rich positional information. In MVS module, we use one reference and two source images ($N_v = 2$) as input to Vis-MVSNet, and will output deep feature ($N_c = 32$) maps of all images and the reference depth map. The MVS module is pretrained on BlendedMVS [48] dataset and the parameters are fixed during training.

Training For each input scene, the network is end-to-end trained for 10800 steps with a batch size of $N_b = 8$. In each training step, 4096 pixels are uniformly sampled from each of the 8 images in the mini-batch for tracing surface intersections. Additionally, the same number of 3D points are sampled from the space to calculate the distance loss and the Eikonal loss. To recover correct topologies of thin structures, we need to sample more points near the object surface. This can be achieved by jittering surface points obtained from MVS depth maps. In distance fusion, the minimal number for outside decision $T_{out} = 2$. The initial learning rate is $10^{-3}$ and is scaled down by 10 when reaching 4/6 and 5/6 of the whole training process. As mentioned in Sec. 3.5, weights of the losses are set according to the training stages. Please refer to the supplementary material for detailed setting.

The memory consumption is related to batch size, number of samples per images and number of source images. For DTU dataset, our training setting takes ~20 GB VRAM. And the whole training process takes 5.5 hours for one scan with 49 images on an NVidia RTX Titan.

Mesh Extraction and Trimming After network training, a mesh can be extracted from the SDF in a predefined bounding box by the Marching Cube algorithm [26] with volume size of 512$^3$. For scenes whose camera trajectory does not surround the object (e.g., DTU dataset), extrapolated surfaces would appear in background areas, and we propose to filter these areas according to the surface indicator described in Sec. 3.4. We first evaluate the valid surface indicator for each mesh vertex, and assign each triangle an indicator score as the average score of its three vertices. Next, instead of deleting all triangles with low indicator scores, we propose a graph-cut based method to smoothly filter out those outlier surfaces.

We define a graph $G = (V, E)$ over the mesh from Marching Cube, where each triangle represents a graph node $v \in V$ and each edge between two adjacent triangles represents a graph edge $e \in E$. A source and a sink node $s, t \in V$ are also defined. Triangles are linked to $s$ with edge weights 1 if their indicator scores are greater than $T_{trim} = 0.94$, or to $t$ otherwise. Adjacent triangles are also linked with weights 10 to encourage smoothness. After a min-cut of the constructed graph is obtained, the triangles linked with $t$ are removed. The proposed trimming algorithm can effectively filter out extrapolated background surfaces, as is illustrated in Fig. 5.

4.2. Benchmark on DTU Dataset

We first evaluate our method on the DTU MVS dataset. DTU dataset contains 128 scans captured in laboratory. For each scan, there are 49 calibrated cameras located on front side of the upper sphere surrounding the captured object. In this paper, we evaluate both the surface mesh and the
Our method is able to generate both high quality mesh and rendering results. The reconstructed mesh model is evaluated by the Chamfer distance to the ground truth point cloud, and the rendered image is evaluated using the PSNR score to the input image. We compare our method to 1) Colmap [37], which represents state-of-the-art traditional MVS algorithms; 2) Vis-MVSNet [51], which represents state-of-the-art learning-based algorithms and 3) DVR [30] and IDR [49], which represent recent rendering based surface reconstruction methods. Depth maps from Colmap and Vis-MVSNet are fused into point clouds and converted into surface meshes by the screened Poisson surface reconstruction (sPSR) [17] with trim parameter 5. As Colmap and Vis-MVSNet do not estimate the surface texture, we follow [49] to assign color from input images when back projecting depth maps to point clouds.

Quantitative results are shown in Tab. 1. The proposed method achieves the best mean Chamfer distance (0.88) and PSNR (25.92) among all methods. Qualitative results are shown in Fig. 4. Both our method and IDR are able to recover high-quality details in mesh surfaces. Compared to IDR, we have less distortions in reconstructed mesh surfaces. It is also noteworthy that our results are reconstructed without any manual masks.

4.3. Benchmark on EPFL Dataset

Our method is also evaluated on the EPFL dataset. EPFL dataset contains 2 outdoor scenes, Fountain-P11 and Herzjesu-P8, with ground truth meshes. We compare our method with Colmap, Vis-MVSNet and IDR. As Fountain-P11 and Herzjesu-P8 mainly consist of planar surfaces, they can not be well handled by the silhouette based methods. To fairly compare our method with IDR, for Fountain-P11, we also test the case where the wall is excluded from the masks. Qualitative results are shown in Fig. 6. Similar to DTU, our method is able to produce both high-quality mesh and renderings. The mesh from IDR contains inflated surfaces, which is more serious when the wall is included in input masks. The reason is that there is a large gap between the mask visual hull and the real surface so the solution may stuck at local minimum in this unrestricted area. In contrast, the topology is correctly recovered in our reconstruction. For quantitative results shown in Tab. 2, our method achieves the best mean Chamfer distance (6.61) and PSNR (27.01) among all methods.

4.4. Additional Qualitative Results

We additionally provide qualitative results on Family and Horse in the Tanks and Temples [18] (Fig. 1,7) and two scenes in the BlendedMVS [48] dataset (Fig. 8). For Horse, as the foundation part is highly texture-less and reflective, the estimated point cloud from Vis-MVSNet is incomplete. Although surfaces can be interpolated in some extent during the mesh reconstruction, the output mesh is bumpy and the rendered image is rather noisy. In contrast, the proposed method is able to produce complete and accurate mesh surface together with realistic view-dependent rendering.

4.5. Ablation Study

In this section, we discuss how different losses in the network would affect the final geometry reconstruction. The following three settings are tested using the DTU dataset: 1) no feature: the feature loss is removed from the network by setting $w_F = 0$; 2) no render: the render loss is removed
Figure 7. **Qualitative results on Tanks and Temples dataset.** Traditional methods produce holes in texture-less and reflective regions. In contrast, our end-to-end system is able to reconstruct accurate mesh and rendering results in these areas.

Table 3. **Quantitative results of ablation studies on DTU dataset.** Both the feature loss and the render loss can improve the mesh reconstruction quality.

|            | $L_D$ | $L_F$ | $L_R$ | Mean Chamfer (mm) |
|------------|-------|-------|-------|-------------------|
| distance only | ✓     | ✓     |       | 3.56              |
| no render    | ✓     | ✓     | ✓     | 1.75              |
| no feature   | ✓     | ✓     | ✓     | 1.06              |
| full         | ✓     | ✓     | ✓     | 0.88              |

by setting $w_R = 0$ and $L_R$)

Mesh surface results of different settings are illustrated in Fig. 9. We find that the feature loss (from distance only to no render) can successfully refine the surface, but is still coarse compared to the full setting. The render loss is able to refine the model to its finest detail level (from distance only to no feature), however, it is not as robust as the feature loss and will causes erroneous surface in the roof area. Quantitative results are shown in Tab. 3. Both the feature loss and the render loss can significantly boost the reconstruction quality, showing the effectiveness of each component of the proposed method.

5. Conclusion

In this work, we introduce a novel neural surface reconstruction framework that combines implicit neural surface estimation with recent advanced MVS networks. In our network, the geometry and appearance are represented as neural implicit functions by MLPs. The geometry is directly supervised by MVS depth maps to recover the surface topology and is locally refined via deep feature consistency and rendered image loss. The proposed method has been extensively evaluated on different datasets. Both qualitative and quantitative results have shown that our method outperforms previous methods in terms of both geometry accuracy and rendering fidelity, demonstrating the effectiveness of the proposed framework.
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## Supplemental Materials

### 1. Implementation Details

We first provide additional implementation details that are not discussed in the main paper due to the space limit.

#### 1.1. Baselines

**Vis-MVSNet** We use the official Vis-MVSNet implementation [51] in our experiments. In MVS step, the source image number is set to 2 and the depth sample number is set to 256. Output depth map size is set to $512 \times 384$ for DTU, $600 \times 400$ for EPFL and $640 \times 360$ for Tanks and Temples. In depth filtering step, the probability thresholds are set to 0.9, 0.7, 0.3 for DTU and EPFL and 0.9, 0.8 for Tanks and Temples. The number of geometric consistency is 4 for DTU, 3 for EPFL and 5 for Tanks and Temples.

In order to use sPSR for mesh reconstruction, normal maps are additionally computed from filtered depth maps of Vis-MVSNet. Fused point clouds of both Vis-MVSNet and Colmap are further clipped by the bounding box used in MVSDF, and meshes are reconstructed by sPSR with octree depth as 9 and trim parameter as 5. The implementation of sPSR is provided by Open3D [54].

**IDR** In order to test IDR on the EPFL dataset, we manually create the image masks and use the same bounding box as in MVSDF. We use the official IDR implementation in our experiments [49]. The network is trained by 10000 epochs. The scheduling of learning rate and alpha value is also scaled accordingly.

#### 1.2. MVSDF

**MVS Module** In our MVS Module, parameters of source image number, depth sample number, output depth map size and probability thresholds are all set to the same as Vis-MVSNet baseline. For the feature loss, we use deep image feature maps from the last scale, whose size is the same as the final depth map.

**Loss Weights** During training, weights of Eikonal loss, indicator loss and render loss are all fixed to $w_E, w_F, w_R = 0.1, 0.01, 0.5$. Weights of the distance loss and feature loss will be changed in different training stages: 1) in the first 1/6 of the training, $w_D = 1.0$ and $w_F = 0$; 2) in the next 1/3, $w_D = w_F = 0.1$; 3) in the last 1/2, $w_D = w_F = 0.01$.

We observe that optimization by feature loss and render loss may diverge in the second and third stage of our training process (see the Training part in Sec. 4.1 in the main paper). To ensure that the surface can only be locally refined within certain range, we only decrease the weight of distance loss for sample points whose absolute value of calculated distance $|l(x)|$ is less than 5% of the bounding box size.

#### 1.3. Evaluations

**Chamfer Distance** For DTU dataset, the Chamfer distance is calculated by the provided MATLAB code [14]. For EPFL dataset, we use our own evaluation script. First, we crop the ground truth mesh by the manual image masks. Then both input mesh and ground truth mesh are sampled to point clouds by a predefined sample number. The reported value is the average of Chamfer distance from the input to the ground truth and also from the ground truth to the input. For both directions, we excluded points with distance larger than 0.8.

**PSNR** We only evaluate PSNR using pixels located in predefined masks. For DTU, we use the perfect mask provided by IDR [49]. For the other two datasets, we gather the render mask from all methods and take the intersection of them as the predefined mask.

### 2. Ablation Study on MVS module

We additionally study on how would the MVS depth map quality affect the geometry accuracy of MVSDF. The following two settings are tested on DTU dataset: 1) lowres: input depth maps are down sampled to $256 \times 192$, which represents a MVS module of lower quality and 2) filtered: input depth maps are precomputed and geometrically filtered as in [46], which represents a MVS module of higher accuracy. Quantitative results are shown in Tab. 1. We find that both lowres and filtered settings generates similar re-

|      | lowres | filtered | distance only | no render | no feature | full   |
|------|--------|----------|---------------|-----------|------------|--------|
| 24   | 0.83   | 0.79     | 3.48          | 1.53      | 1.02       | 0.83   |
| 37   | 1.35   | 1.65     | 5.67          | 4.38      | 1.80       | 1.76   |
| 40   | 1.11   | 0.85     | 3.73          | 1.59      | 1.09       | 0.88   |
| 55   | 0.46   | 0.45     | 2.85          | 0.68      | 0.58       | **0.44** |
| 63   | 1.22   | 1.05     | 3.64          | 1.99      | 1.65       | 1.11   |
| 65   | 1.13   | 1.06     | 4.27          | 2.09      | 1.18       | **0.90** |
| 69   | 0.84   | 0.80     | 2.76          | 1.15      | 0.80       | **0.75** |
| 83   | 1.30   | 1.30     | 3.95          | 2.72      | 1.71       | **1.26** |
| 97   | 1.06   | 0.98     | 3.14          | 1.33      | 1.23       | 1.02   |
| 105  | 1.11   | 1.15     | 4.64          | 3.01      | 1.31       | 1.35   |
| 106  | 0.77   | 1.01     | 3.49          | 1.25      | 0.95       | 0.87   |
| 110  | 0.81   | 0.71     | 3.40          | 1.74      | 0.95       | 0.84   |
| 114  | 0.35   | 0.35     | 1.81          | 0.53      | 0.37       | **0.34** |
| 118  | 0.48   | 0.52     | 3.14          | 1.07      | 0.62       | **0.47** |
| 122  | 0.49   | 0.53     | 3.37          | 1.22      | 0.65       | **0.46** |

Mean   0.89  **0.88**  3.56  1.75  1.06  **0.88**

Table 1. Quantitative results of ablation study on DTU dataset. The proposed method could consistently generate high quality reconstructions in spite of the depth map quality of the MVS module.
Table 2. Quantitative results on Tanks and Temples dataset.

|     | Colmap | Vis-MVSNet | MVSD (Ours) |
|-----|--------|------------|-------------|
| Family | 21.50  | 22.09      | **26.11**   |
| Francis | 18.25  | 20.07      | **25.58**   |
| Horse | 18.62  | 18.25      | **26.43**   |
| M60 | 17.46  | 17.41      | **20.64**   |
| Panther | 19.73  | 19.99      | **23.93**   |
| Mean | 19.11  | 19.56      | **24.54**   |

results to the proposed setting full. In fact, the MVS module is mainly used for recovering the correct initial surface topology, and it could be switched to other MVS algorithms if necessary.

3. Tanks and Temples Dataset

We additionally conduct experiments on Francis, M60 and Panther of the Tanks and Temples dataset and report the PSNR scores of Colmap, Vis-MVSNet and the proposed method in Tab. 2. According to the result, our method consistently outperforms other methods on the rendered image quality.

4. Additional Qualitative Results

Here we show additional qualitative results on DTU (Fig. 1,2), EPFL (Fig. 3) and Tanks and Temples (Fig. 4) datasets.
Figure 1. Qualitative Results on DTU dataset.
Figure 2. Qualitative Results on DTU dataset.

Figure 3. Qualitative results on EPFL dataset.
Figure 4. Qualitative results on Tanks and Temples dataset.