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Abstract

The misalignment mechanism allows for the efficient, and usually very cold, production of light scalar bosons, such as axion-like particles (ALPs), making them an appealing dark matter candidate. However, in certain cases, such as in the presence of a monodromy, the self-interactions of ALPs can be sufficiently strong such that the homogeneous field fragments soon after the onset of oscillations. The resulting large inhomogeneities can lead to the production of gravitational waves (GWs). We investigate the nonlinear dynamics of fragmentation, as well as of the subsequent turbulent regime, and calculate the stochastic GW background that is produced from this process. The GW background can be enhanced if the time evolution features an extended intermediate phase of ultrarelativistic dynamics due to a small mass at the bottom of the potential. Yet, this enhancement is limited by the requirement that the dark matter remains sufficiently cold. In some cases the resulting GWs may be within reach of future GW detectors, allowing a complementary probe of this type of dark matter.
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1 Introduction

While there is no lack of evidence for the existence of dark matter (DM) in the universe, its nature remains a mystery. Axion-like particles (ALPs) and similar light bosons, which can have masses as small as $10^{-22}$eV, are a particularly appealing class of potential DM particles. In field theory ALPs are typically pseudo-Goldstone bosons such as the name giving QCD axion \[1\]. But string theory, too, often features ALPs \[4\]. Perhaps most importantly ALPs are natural DM candidates because they can be produced in the early universe via the vacuum misalignment mechanism \[8\], in the form of a coherent field oscillating around the minimum of its potential, mimicking the behavior of pressureless matter.

When it comes to interactions the focus is usually on those used for detection\[1\]. Yet, self-interactions can be relevant for the dynamics in the early universe, soon after the onset of oscillations when the field value is still large. For standard ALPs, whose potential enjoys a discrete shift symmetry, the effect is nevertheless usually small, unless the initial misalignment field value is tuned with high precision to the top of the potential \[8,9,14\]. The situation is different for ALPs exhibiting a monodromy \[16,17\], a phenomenon that can arise for string axions and consists in an explicit breaking of the discrete shift symmetry \[18--20\]. In that case the field can oscillate over multiple fundamental periods of the potential and self-interactions generically trigger the fragmentation of the coherent field. We studied the nonperturbative dynamics of this process in an earlier work \[17\]. This confirmed the viability of such ALPs as DM for a wide range of masses. Importantly, the fragmentation significantly changes the distribution of the DM. It leads to strong over-densities at small scales. While these may be difficult to detect in astrophysical and cosmological observations, they are potentially detectable in direct detection experiments looking for ALP DM, such as, e.g. \[21--29\].

In the following we focus on a different signature of the above mentioned dynamics caused by the self-interactions of monodromy ALPs. The process of fragmentation and the resulting formation of significant density fluctuations accumulates a significant fraction of the energy into an anisotropic form. This can source a stochastic gravitational wave (GW) background \[30--32\]. A similar mechanism for efficient GW production is provided if the ALPs have a significant coupling to the dark photon sector. The GW background produced from the decay of ALPs into dark photons was calculated in \[33,34\]. There, however, the authors relied on a linearized analysis. In our case, where only a single self-interacting ALP is present, the nonlinear aspects play a crucial role for the fragmentation dynamics of monodromy ALPs.

We estimate the size of the GW signal analytically but also perform numerical calculations of the spectrum. For the latter we use a modified version of the “HLATTICE” code \[35\], which has been originally designed for the GW production during preheating after inflation. For the simplest setups, we find strong bounds on the signal strength arising from the requirement of not overproducing the DM, consistent with common expectations \[32,36\]. Unfortunately this makes the detection of such a signal difficult.

Remarkably, however, an extended intermediate phase of relativistic dynamics after the fragmentation allows the production of a stronger GW signal from fragmentation and, at the

\[1\]Of course, in addition gravity allows the formation of galactic structures in the matter-dominated universe, see, e.g. \[12\].

\[2\]In principle also ALP-photon interactions could cause an instability that would result in a rapid decay of the ALP DM. However, in the phenomenologically relevant regime this does not happen due to a combination of the expansion of the Universe and the nonvanishing plasma mass \[15\] (see \[50\] for the case of axions).
same time, matching the correct final abundance of DM. Such a long relativistic phase can be achieved, if the effective mass of the particles decreases with time. In that case the evolution and the consequent increase in the fluctuations starts early in the history of the Universe. As the GW signal is roughly proportional to the square of the density this allows for a more efficient production of GWs. At the same time, during the enlarged phase of relativistic evolution the density decreases faster, still allowing it to match today’s energy density. For monodromy ALPs such a phase can be induced by ensuring a small mass near the bottom of the potential, made possible, e.g. by higher-order periodic terms in the potential. In particular, we find that such a GW background can possibly be explored with future experiments, including pulsar timing arrays as well as high-sensitivity space-based detectors, offering a promising probe of the properties of DM.

Potentials that allow for a suitably small mass often also feature repulsive self-interactions, which is somewhat unusual for ALPs. A noteworthy qualitative change resulting from this is that, after fragmentation, a sizeable condensate re-forms. We therefore have a combination of a quite homogeneous and a fragmented part of the ALP DM density.

Technically, the case with large mass hierarchies typically also features relatively long periods of nontrivial evolution. In an expanding universe this requires bridging a large hierarchy of scales which is difficult in a purely numerical lattice calculation. To overcome this issue we combine the numerical analysis based on lattice field theory simulations, as in [17], with a simplified kinetic description at late times, in order to study the extended far-from-equilibrium dynamics of ALPs. The second approach becomes available due to the dramatic reduction in the complexity of the dynamics far from equilibrium [37], which is reflected in the emergence of turbulent cascades in momentum space with universal scaling behavior [38–41]. This allows us to estimate the duration of the relativistic phase, as well as the typical velocities of ALPs at matter-radiation equality, without performing extensive lattice simulations of the full dynamics.

Let us briefly outline the main steps of the paper. In Sec. 2 we recall the main stages of the dynamics and the mechanism for the production of GWs. In Sec. 3 we perform analytical estimates for the GW signal and describe the bounds from total DM abundance. We describe our numerical analysis in Sec. 4. In sections 5 and 6 we discuss in detail the dynamics for the simple scenario and the one with an extended relativistic phase, respectively. Sec. 7 is used to give some brief conclusions. In terms of conventions we take $\hbar = c = 1$ and a Friedmann-Robertson-Walker (FRW) metric $ds^2 = dt^2 - a^2(t)dx^2$ ($a(t)$ is the scale factor) which we also use in conformal time $ds^2 = a^2(t)(d\tau^2 - dx^2)$.

2 Outline of the dynamics

In this section we review the production of ALP DM. We focus on the regime when the self-interactions are important and lead to nonperturbative dynamics, including the fragmentation of the initially homogeneous ALP field. We also review the linearized theory of gravity, which is used to calculate the stochastic GW background from this process.

2.1 Misalignment production of ALPs and fragmentation

In this work we consider the scenario of the misalignment mechanism, in which the ALP field is present during inflation (see, e.g. [11],[13],[17]). Initially the field takes some value, which becomes homogeneous throughout the observable universe during inflation. We denote this
value by $\phi_1$. The field is effectively frozen and starts to perform coherent oscillations once the Hubble parameter becomes comparable to the curvature of the potential \[13\].

The classical field equations of motion in an expanding FRW spacetime read

$$\ddot{\phi} + 3H\dot{\phi} - \frac{\Delta \phi}{a^2} + \frac{\delta U}{\delta \phi} = 0,$$  \hspace{1cm} (2.1)

where $a(t)$ is the scale factor, $H = \dot{a}/a$ is the Hubble parameter and $U(\phi)$ is the potential of the ALPs.

In the presence of a monodromy \[18\textendash}20\] the potential consists of a periodic term and one that breaks the periodicity. The first term can be typically parameterized as $U(\phi) = \Lambda^4[1-\cos(\phi/f)]$, where $f$ is the so-called decay constant and $\Lambda$ is the scale of the nonperturbative effects that generate the ALP potential. The second term can be some monomial. The simplest monodromy potential, with a quadratic monomial breaking the periodicity, has the form

$$U(\phi) = \frac{1}{2}m^2\phi^2 + \Lambda^4\left[1 - \cos\left(\frac{\phi}{f} + \delta\right)\right].$$  \hspace{1cm} (2.2)

In principle the phase $\delta$ can take nontrivial values. However, for most of the discussion we will take $\delta = 0$ for simplicity. We will mention explicitly when considering a nonvanishing phase $\delta$.

The dynamics in such a potential was considered in \[16\textendash}17\]. Importantly, the breaking of periodicity allows to have large field displacements over multiple fundamental periods, $\phi_1/f \gg 1$.

In the presence of oscillations the self-interactions of ALPs lead to parametric instabilities \[42\]. These result in an amplification of the fluctuations of the field, which are $\delta \phi \sim H_I$ at the onset of oscillations, where $H_I$ is the inflationary Hubble parameter. For sufficiently large misalignment angles $\phi_1/f$ these fluctuations get amplified to $\delta \phi \sim f$, making the dynamics fully nonperturbative\[3\]. The transfer of energy from the coherently oscillating field to the fluctuations continues and eventually leads to the complete fragmentation of the ALP field. Due to the large field values/occupation numbers, this dynamics can be well described in terms of classical(-statistical) field theory, as it was done in \[17\].

Directly after fragmentation ALPs are usually relativistic, such that their energy density dilutes efficiently, as $\sim a^{-4}$. The dynamics at this stage is strongly nonlinear, involving turbulent cascades in momentum space \[38\textendash}41\]. As ALPs dilute due to Hubble expansion these nonlinear effects gradually become unimportant. ALPs also cool down with expansion and become non-relativistic once their characteristic physical momenta drop below their mass. After this they can successfully participate in structure formation.

This sequence of stages of the dynamics (see also \[17\] for details) is illustrated in Fig. \[1\]. In particular, in the third panel, which describes the fragmentation of the ALP field, several snapshots of the energy density contrast $\delta(x) = (\rho(x) - \rho_0)/\rho_0$ along a 2D slice are shown. These are obtained from a classical lattice simulation of the nonlinear field dynamics according to \[2.1\].

In Fig. \[1\] the distinction between two different mass parameters is made explicit. One of them, which we denote as $m_{\text{initial}}$, is the typical curvature of the potential near $\phi_1$ and determines the onset of coherent oscillations via the condition $H \sim m_{\text{initial}}/3$. The other parameter, denoted as $m_{\text{final}}$, is the curvature at the bottom of the potential and the transition

\[\text{Note that } \phi_1 \gg H_I \text{ must hold if ALPs are present during inflation in order to avoid isocurvature fluctuations} \[11\textendash}13\textendash}44\].
1. Vacuum misalignment
2. Coherent oscillations

\[ \text{Density contrast: } \delta(x) = \frac{\rho(x) - \rho_0}{\rho_0} \]

3. Fragmentation of the ALP field
4. Ultrarelativistic phase
5. Nonrelativistic phase
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Figure 1: The main stages of the misalignment production of ALPs, involving nonperturbative dynamics. Initially the field is frozen (1). It starts to oscillate (2) after the Hubble parameter \( H \) drops below the curvature of the potential \( m_{\text{initial}} \). This is followed by the fragmentation of the ALP field (3), a process that produces a stochastic GW background and is illustrated by plotting several snapshots of the energy density contrast \( \delta(x) = (\rho(x) - \rho_0)/\rho_0 \) along a 2D slice. After the fragmentation ALPs are relativistic (4) and become nonrelativistic (5) after their characteristic physical momenta \( p_{\text{char}} \) drop below the curvature at the bottom of the potential \( m_{\text{final}} \).

Assuming values \( 0 \lesssim \kappa^2 \lesssim \text{few} \), \( m_{\text{initial}} \) and \( m_{\text{final}} \) are of similar size. However, this is not necessary for generic monodromy potentials. For more general potentials the mass at the bottom can be different and, in particular, significantly smaller. This would lead to an extended ultrarelativistic phase and will be important in the context of GW production, as we argue in Sec. 3.2 and demonstrate in Sec. 6. One option to achieve such a small mass is to flip the sign in front of \( \kappa^2 \) in the above equation. This corresponds to setting \( \delta = \pi \) in Eq. (2.2). Then taking \( \kappa^2 \) close to 1 but still smaller than 1, the global minimum remains at \( \phi = 0 \) but the mass in its vicinity is very small. Alternatively, in more general situations with multiple periodic contributions to the potential this can also be achieved. In Sec. 6 we consider both cases but with a focus on the more general second case.

2.2 Today’s abundance of DM

Let us at this point introduce some notation that will be used later. We denote by \( a_{\text{osc}} \) the value of the scale factor at the moment when the Hubble parameter is equal to \( H_{\text{osc}} = m_a/3 \). This is approximately the scale factor after which the field enters the oscillatory regime.
In addition we also introduce a rescaled dimensionless comoving momentum
\[ \eta = \frac{p}{m_a a_{osc}}, \] (2.4)
that will be frequently used in this work.

The ALP energy densities today and at \( a_{osc} \) are related to each other via
\[ \rho_{\phi,0} = \rho_{\phi,osc} \left( \frac{a_{osc}}{a_0} \right)^3 Z_{0}^{osc}. \] (2.5)

Here the dimensionless prefactor
\[ Z_{a_1}^{a_2} = \exp \left[ -3 \int_{a_1}^{a_2} w_\phi(\bar{a}) d\ln \bar{a} \right], \] (2.6)
which was also used in [17], is determined from the ALP equation of state parameter,
\[ w_\phi = \langle p_\phi \rangle / \langle \rho_\phi \rangle. \] It describes how much the energy density of ALPs is suppressed on top of the \( \propto a^{-3} \) dilution of nonrelativistic matter. This can be caused by an intermediate ultrarelativistic phase, which leads to \( w_\phi = 1/3 \).

Today’s ALP energy density (2.5) can be expressed in terms of the misalignment field value and the mass via the equation (4.16) from [17],
\[ \rho_{\phi,0} = 0.17 \frac{\text{keV}}{\text{cm}^3} \frac{m_a}{\text{eV}} \left( \frac{\phi_1}{10^{11}\text{GeV}} \right)^2 \left( \frac{Z_{0}^{osc}}{1 + \kappa^2} \right) F(T_{osc}), \] (2.7)
where the dimensionless factor \( F(T_{osc}) = (g_{s,0}/g_{s,osc})(g_{osc}/g_0)^{3/4} \) encodes the changing number of degrees of freedom for entropy, \( g_s(T) \), and energy, \( g(T) \), and takes values between 1 and 0.3 depending on the temperature [11]. Inserting [46] the value of today’s DM density \( \rho_{DM} \sim 1.27 \text{keV/cm}^3 \), one arrives at the following expression for the final relic abundance relative to the observed DM
\[ \frac{\Omega_\phi}{\Omega_{DM}} \simeq 13 \frac{m_a}{\text{eV}} \left( \frac{\phi_1}{10^{12}\text{GeV}} \right)^2 \left( \frac{Z_{0}^{osc}}{1 + \kappa^2} \right) F(T_{osc}). \] (2.8)
This approximately coincides with Eq. (4) of [47] if one inserts the value of \( (Z_{0}^{osc}/(1+\kappa^2)) \approx 0.5 \) that is observed for small misalignment angles (see Fig. 7 of [17]).

### 2.3 Linear metric fluctuations

GWs correspond to transverse-traceless (TT) tensor-like perturbations of the metric tensor. In the synchronous gauge, where \( g_{00} = 1 \) and \( g_{0i} = 0 \), these perturbations on top of the background FRW metric have the form [48 [49],
\[ g_{\mu\nu}(t, x) = \left( \begin{array}{cc} 1 & 0 \\ 0 & -a^2(t) \left( \delta_{ij} + h_{ij}(t, x) \right) \end{array} \right), \] (2.9)
with \( |h_{ij}| \ll 1 \). The equations of motion for \( h_{ij} \) are obtained by linearizing the Einstein’s field equations [50],
\[ \ddot{h}_{ij} + 3H \dot{h}_{ij} - \frac{\Delta h_{ij}}{a^2} = \frac{16\pi}{M_{Pl}^2} \Pi_{ij}^{TT}. \] (2.10)

\(^4\)Their values can be found, e.g., in [45].
The TT condition, $\partial_i h_{ij} = h_{ii} = 0$, leaves the metric perturbations with two independent components, which correspond to the two polarizations of GWs. $\Pi_{ij}^{TT}$ is the TT projection of the total anisotropic energy-momentum tensor which, for a scalar field is given by 

$$\Pi_{ij}(t, x) = \frac{1}{a^2} \left[ \partial_i \phi(t, x) \partial_j \phi(t, x) - \delta_{ij} \left( \mathcal{L}(\phi(t, x)) - \langle p \rangle \right) \right],$$

where $\mathcal{L}$ is the Lagrange density and $\langle p \rangle$ the background pressure of the universe. The components, proportional to $\delta_{ij}$ drop out after taking the TT projection,

$$\Pi_{ij}^{TT}(t, x) = \frac{1}{a^2} \left[ \partial_i \phi(t, x) \partial_j \phi(t, x) - \frac{1}{3} \delta_{ij} \left( \partial_k \phi(t, x) \partial_k \phi(t, x) \right) \right].$$

In other words, GWs are sourced only by the gradients of the field, which explains why the process of fragmentation is an important source of GWs.

### 3 Qualitative analysis of GW production from ALP DM

Having set up the basic equations governing the system, in this section we estimate analytically the strength and peak frequency of the GW signal produced during the nonperturbative ALP dynamics. The strength of such stochastic backgrounds is conveniently described in terms of the dimensionless parameter $\Omega_{GW}$, which determines the fraction of energy density in GWs per logarithmic frequency to the total energy density of the universe,

$$\frac{\rho_{GW}}{\rho_c} = \int d(\ln \nu) \, \Omega_{GW}(\nu),$$

where $\nu$ is the frequency, $\rho_c = (3/8\pi)M_{Pl}^2H^2$ is the critical density and $\rho_{GW}$ is the energy density in GWs, which is given by

$$\rho_{GW}(t) = \frac{M_{Pl}^2}{32\pi} \langle \dot{h}_{ij}(t, x) \dot{h}_{ij}(t, x) \rangle = \frac{M_{Pl}^2}{32\pi V} \int_p \langle |\dot{h}_{ij}(t, p)|^2 \rangle.$$

After describing the transformation of the frequency and the energy fraction of the GW signal to today’s variables we estimate its strength from (2.10). We then fix the energy density of ALPs based on today’s DM abundance to find the signal strength from ALP DM.

#### 3.1 Transformation to today’s observables

Today’s frequency of GWs is related to the comoving momentum $\eta$ by a simple red-shift,

$$\nu = \frac{1}{2\pi} \frac{p}{a_{emit}} a_0 = \frac{1}{2\pi} \frac{p}{a_0} = \frac{m_a}{2\pi} \left( \frac{a_{osc}}{a_0} \right).$$

Here $p/a_{emit}$ is the physical momentum at the time when emission takes place. Then the factor $a_{emit}/a_0$ takes care of the red-shift till today. This is then expressed using the rescaled characteristic momentum scale as defined in Eq. (2.4).

---

5In these expressions summation over the indices $i$ and $j$ is implied.
For the ratio of the scale factors we then use the conservation of comoving entropy, \( a_{\text{osc}}/a_0 = (T_0/T_{\text{osc}})(g_{s,0}/g_{s,\text{osc}})^{1/3} \), where \( T_0 = 2.73 \text{K} \) and \( T_{\text{osc}} = \sqrt{H_{\text{osc}} M_{\text{Pl}}}/(1.66 \sqrt{g_{\text{osc}}}) \) during the epoch of radiation-domination. Recalling that \( H_{\text{osc}} = m_a/3 \), the formula (3.3) can be re-written as

\[
\nu = \left( \frac{\sqrt{3} \sqrt{1.66 g_{\text{eq}} T_0^2 eV}}{2 \pi \sqrt{M_{\text{Pl}} \text{Hz}}} \right) H_0 \eta \frac{m_a}{eV} \mathcal{F}_\nu(T_{\text{osc}}) = 1.56 \times 10^{-3} \text{Hz} \eta \sqrt{\frac{m_a}{eV}} \mathcal{F}^{1/3}(T_{\text{osc}}). \tag{3.4}
\]

As can be seen the frequency is mostly determined by the ALP mass.

The energy density in GWs dilutes as \( a^{-4} \), hence today’s energy fraction \( \Omega_{\text{GW},0} \) can be expressed as \( 33 \).

\[
\Omega_{\text{GW},0} = \frac{\rho_{\text{GW}}}{\rho_{c,0}} = \Omega_{\text{GW,emit}} \left( \frac{a_{\text{emit}}}{a_0} \right)^4 \left( \frac{H_{\text{emit}}}{H_0} \right)^2 = \left( \frac{1.66^2 \times g_0 T_0^4}{M_{\text{Pl}}^2 H_0^2} \right) \Omega_{\text{GW,emit}} \mathcal{F}^{4/3}(T_{\text{emit}}), \tag{3.5}
\]

where we again used the conservation of comoving entropy. Inserting \( g_0 = 3.36 \) and calculating the term in the brackets, the formula (3.5) can be re-written as

\[
\Omega_{\text{GW},0} = 9.39 \times 10^{-5} \Omega_{\text{GW,emit}} \mathcal{F}^{4/3}(T_{\text{emit}}). \tag{3.6}
\]

Equations (3.4) and (3.6) are used in our numerical simulations to transform the variables to today’s observables, as well as for our analytical estimates of GW production, described below.

### 3.2 Parametric estimates for the GW signal

We now perform parametric estimates for the GW production. For simplicity we assume that most of it takes place near some scale factor \( a_{\text{emit}} \). This is naturally identified with the end of the resonant amplification of fluctuations and the fragmentation of the background field (the third stage in Fig. 1). We denote by \( p_* = \eta_* m_a a_{\text{osc}} \) the comoving momentum at which the dominant resonant production takes place, and by \( \nu_* \) the corresponding frequency. For our parametric estimates we assume that the GW spectrum is peaked at a momentum of the same order as \( p_* \) and, in what follows, estimate the energy fraction at that frequency.

From the wave equation (2.10) it follows that

\[
|h_{p_*}^{\text{emit}}|_{ij} \sim \frac{16\pi}{M_{\text{Pl}}^2 (p_*/a_{\text{emit}})^2} |(\Pi_{p_*}^{\text{emit}})^{TT}_{ij}|. \tag{3.7}
\]

For simplicity we ignore the index structure of metric perturbations, i.e. identify \( h_{ij} \rightarrow h \), and associate the \( \Pi_{ij}^{TT} \) to the energy density of the ALP field, i.e.

\[
\Pi_{ij}^{TT} = \alpha \rho_\phi, \tag{3.8}
\]

where

\[
\alpha \lesssim 1, \tag{3.9}
\]

roughly quantifies the fraction of the energy stored in the fluctuations. These are of course crude approximations, but should suffice for a parametric estimate.

The energy density \( \rho_{\text{GW,emit}} \) in GWs at \( a_{\text{emit}} \) can be written as

\[
\rho_{\text{GW,emit}} = \frac{M_{\text{Pl}}^2}{32 \pi V} \int |h_p|^2 \frac{4\pi}{(2\pi)^3} p^2 dp \approx \frac{M_{\text{Pl}}^2}{8V (2\pi)^3} \int d(\ln p) p^3 \left( \frac{P}{a_{\text{emit}}} \right)^2 |h_p|^2. \tag{3.10}
\]
Here $V$ indicates the control volume for the Fourier transform which will drop out of the final expressions.

The GW energy fraction at the momentum $p_\star$ is then given by

$$
\Omega_{GW, emit}(\nu_\star) \approx \frac{M_{Pl}^2}{8 \rho_{c, emit} V (2\pi)^3 a_{emit}^2} |h_{p_\star, emit}|^2 \sim \frac{16^3 \pi^3}{3 M_{Pl} H_{emit}^2 V (2\pi)^3} |\rho_{\phi, p_\star, emit}|^2 p_\star a_{emit}^2,
$$

where in the last step we inserted (3.7) as well as expressed the critical density at $a_{emit}$ in terms of the Hubble parameter $H_{emit}^2 = 8\pi \rho_{c, emit} / (3 M_{Pl}^2)$.

Noting that the spectra are typically peaked at the resonant momentum, we can employ Parseval’s relation to re-express the Fourier components $\rho_{\phi, p_\star, emit}$ in terms of position space ALP energy density $\rho_{\phi, emit}$,

$$
V \rho_{\phi, emit}^2 = \int_p |\rho_{\phi, p, emit}|^2 = \frac{4\pi}{(2\pi)^3} \int d(\ln p) |\rho_{\phi, p, emit}|^2 p^3 \approx \frac{4\pi}{(2\pi)^3} |\rho_{\phi, p_\star, emit}|^2 p_\star^3 \beta.
$$

In this equation we used the typical logarithmic width of the spectrum of the fluctuations in momentum space,

$$
\beta = \Delta \ln p,
$$

where usually $\beta \gtrsim 1$. Inserting this into (3.11) yields

$$
\Omega_{GW, emit}(\nu_\star) \sim \frac{64\pi^2}{3 M_{Pl}^4 H_{emit}^2 (p_\star / a_{emit})^2} \rho_{\phi, emit}^2 \frac{a_{osc}^2}{\beta}.
$$

(3.14)

It is convenient to re-express the energy fraction in terms of quantities at $a_{osc}$. For this we note that

$$
H_{emit} = H_{osc} \left( \frac{a_{osc}}{a_{emit}} \right)^2 = \frac{m_a}{3} \left( \frac{a_{osc}}{a_{emit}} \right)^2, \quad \rho_{\phi, emit} \approx \rho_{\phi, osc} \left( \frac{a_{osc}}{a_{emit}} \right)^3 Z_{osc, emit}.
$$

(3.15)

The factor $Z_{osc, emit}$ in the second equation (and defined in Eq. (2.6)) accounts for the nontrivial evolution of the ALP energy density between $a_{osc}$ and $a_{emit}$ compared to the standard $\propto a^{-3}$ dilution for matter. This evolution results from the strong fluctuations which correspond to particles with nonnegligible momenta.

Inserting Eq. (3.15) into Eq. (3.14) yields

$$
\Omega_{GW,0}(\nu_\star) \sim 0.18 \frac{\rho_{\phi, osc}^2}{M_{Pl}^4 m_a^3 \eta_\star} (Z_{osc, emit})^2 F^{4/3} (T_{emit}) \frac{a_{osc}^2}{\beta}.
$$

(3.16)

Finally, inserting (2.5) into (3.16) with the value $\rho_{\phi,0} = 1.27 \text{keV/cm}^3$ for the DM energy density today [46] leads to

$$
\Omega_{GW,0}(\nu_\star) \sim 1.1 \times 10^{-32} \left[ \frac{eV}{m_a} \right] (\eta_\star Z_{0, emit} F^{1/3} (T_{osc}))^{-2} \frac{a_{osc}^2}{\beta},
$$

(3.17)

where we employed the conservation of comoving entropy and the relation $Z_{0, osc} = Z_{osc, emit} Z_{0, emit}$ which follows directly from the definition (2.6). We also assume for the sake of simplicity that $\mathcal{F}(T_{osc}) \approx \mathcal{F}(T_{emit})$. 

9
Eq. (3.17) determines the peak GW signal strength for a given ALP mass. Combining this expression with Eq. (3.4) for the peak frequency, \( \nu_\star / \text{Hz} = 1.56 \times 10^{-3} \eta_\star \sqrt{m_a / \text{eV}} \sqrt{1/3(T_{\text{osc}})} \), one arrives at a remarkably simple relation between the peak energy fraction \( \Omega_{\text{GW},0,\star} = \Omega_{\text{GW},0}(\nu_\star) \) and the peak frequency \( \nu_\star \),

\[
\Omega_{\text{GW},0}(\nu_\star) \approx 2.7 \times 10^{-38} \frac{1}{(\nu_\star/\text{Hz})^2} \frac{1}{(Z_{\text{emit}}^0)^2} \frac{\alpha^2}{\beta}.
\]  

(3.18)

### 3.3 Summary of the analytical results

The estimates of the signal strength in the previous subsections were very general and did not rely on the specification of the ALP potential \( U(\phi) \). The only requirement was that the typical curvature of the potential is given by \( m_a \). It was, however, assumed that the spectrum is centered close to the resonant momenta. Nonlinear effects tend to broaden the spectrum and, as we demonstrate in the next section, somewhat modify this picture. Nevertheless, (3.18) reveals the important features of the GW spectrum.

It follows from (3.18) that on top of the inverse-squared dependence on the frequency, the peak energy fraction is determined solely from the value of the suppression factor \( Z_{\text{emit}}^0 \), given by (2.6). If \( Z_{\text{emit}}^0 = \mathcal{O}(1) \), which is the case for the potential of (2.2) (the values of \( Z_{\text{emit}}^0 \) can be found in [17]), this signal peak is beyond the planned sensitivities of future GW detection experiments, irregardless of the value of the ALP mass. We investigate this scenario numerically in Sec. 5. In particular, in Fig. 3 the analytical estimate, denoted by the blue circle, is shown together with the numerically calculated GW spectrum for \( m_a = 10^{-16} \text{eV} \) and a particular set of parameters. The (numerically extracted) final GW spectra for different values of parameters are shown in Fig. 4.

This bound on the signal strength is lifted if ALPs dilute their energy more efficiently after the emission of GWs, i.e. if \( Z_{\text{emit}}^0 \ll 1 \). Indeed, a value of \( Z_{\text{emit}}^0 \), sufficiently smaller than one, implies that the ALP field constituted a larger fraction of the total energy of the universe when GWs were mostly emitted and, therefore, the signal carried an accordingly larger energy fraction. One possibility how a small value of \( Z_{\text{emit}}^0 \) can be achieved is if ALPs exhibit an extended phase of relativistic dynamics after fragmentation (stage 4 in Fig. 1), which can be induced by the bare mass at the bottom of the potential \( m_{\text{final}} \) being smaller than \( m_a \). We focus on this scenario in Sec. 6.

Our estimate of the signal strength is very general. It depends solely on the requirement of producing the observed amount of DM. Obviously there are additional constraints, mostly from large-scale structure formation probes. These require ALPs to be sufficiently cold/pressureless at matter-radiation equality. The nonrelativistic velocities at matter-radiation equality \( v_{\text{eq}} \) can be expressed in terms of the comoving momenta via

\[
v_{\text{eq}} = \frac{P}{a_{\text{eq}} m_{\text{final}}} = 2.63 \eta_\star \sqrt{10^{-28} \text{eV} \sqrt{m_{\text{final}} F^{1/3}(T_{\text{osc}})} \sqrt{m_a / m_{\text{final}}}},
\]  

(3.19)

where we again used entropy conservation and inserted \( H_{\text{eq}} = 2.3 \times 10^{-28} \text{eV} \).

Our analytical estimates are expected to become less accurate for larger misalignment angles \( \phi_1 / f \), if there is more time between the end of resonant amplification and the final fragmentation. In that case the signal peak is expected to be weaker and, instead, the signal to be broader. Moreover, these estimates do not take into account the production of GWs after fragmentation,
during the turbulent dynamics of ALPs. Finally, the calculation of $Z_0^{\text{emit}}$ and of the typical velocities at matter-radiation equality requires a better knowledge of the ALP spectrum. This motivates the more rigorous analysis based on numerical lattice simulations, which is given in the next sections.

4 GW spectra from numerical simulations

In this section we describe our numerical implementation, based on the classical-statistical approximation \[52\].

The simulation of the dynamics of the scalar field is done similar to our previous work \[17\], to which we refer for more details. Linear metric perturbations and the corresponding GW spectra are computed using the HLATTICE code \[35\]. The code is originally designed for the simulation of post-inflationary preheating dynamics. To adjust it for the case of misalignment production of ALP DM, the following modifications were performed:

- The field evolves on a radiation-dominated background, $a \sim \sqrt{t}$, without having any impact on this background expansion rate.

- The horizon entry of frozen modes is properly taken into account, by “gluing” the lattice simulation to an early linear evolution, as described in \[17\]. In other words, we first evolve the momentum modes of the fluctuations linearly, starting with the scale-independent power spectrum (cf. e.g. \[53\]),
  $$\Delta\phi = \left(\frac{H_I}{2\pi}\right)^2,$$
  \[4.1\]
imprinted after inflation, and then, prior to the onset of nonlinear effects, switch to the lattice simulation. In this way we also neglect the GW production during this early linear phase. However the latter usually only gives strongly (exponentially) suppressed contributions.

- We always assume that ALPs constitute the total abundance of DM. For given values of the ALP masses and the misalignment angle $\phi_1/f$, this fixes the absolute value of $\phi_1$ via \[2.7\]. We therefore first simulate the ALP dynamics and extract the value of $Z_0^{\text{osc}}$, and only afterwards calculate $\phi_1$ and the corresponding GW signal strength. For the monodromy potential \[2.2\], considered in Sec. 5 we extract this value directly from the lattice simulations, as it was done in \[17\]. In contrast, in the case of $m_{\text{final}} \ll m_\alpha$, which is investigated in Sec. 6 full numerical simulations become very expensive and, in order to determine $Z_0^{\text{osc}}$, we employ a simplified kinetic description for the dynamics at late times.

- The energy fraction $\Omega_{\text{GW,emit}}$ is calculated by dividing the energy density in the GWs by $\rho_c = (3/8\pi)M_{\text{Pl}}^2H^2$, where $H$ is the Hubble parameter during the simulation.

- We use \[3.4\] and \[3.6\] to transform the simulation variables to today’s observables.

The simulations were performed on grids with a fixed comoving volume and up to $512^3$ lattice points. We verified that the results are insensitive to variations of the volume and the lattice spacing.
We now investigate in more detail the GW production in our lattice simulations for the case of the simple monodromy potential (2.2).

The spectrum of ALP fluctuations is conveniently characterized in terms of conformal field and time variables, \(d\tau = dt/a\), \(\hat{\phi}_c = \hat{\phi}a\). The occupation numbers can be then defined as

\[
n(t(\tau), p) + 1/2 = \sqrt{F_c(\tau, \tau', p) \partial_\tau \partial_{\tau'} F_c(\tau, \tau', p)}|_{\tau' = \tau},
\]

where

\[
F_c(t, t', p) = \frac{1}{2V} \langle \{\hat{\phi}_c(t, p), \hat{\phi}_c(t', p)\} - \hat{\phi}_c(t)\hat{\phi}_c(t')V\delta_{p0}, \hat{\phi}_c(t, x)\rangle,
\]

are the connected anti-symmetric two-point function and the one-point functions, respectively. This definition is valid for a homogeneous quantum system [52], such as the one we consider. The large occupation numbers allow to compute the expectation values as classical-statistical averages and ergodicity enables replacing them by volume averages [56].

Several snapshots of ALP occupation numbers, extracted from numerical simulations, are shown in Fig. 2 against their comoving momenta, for a particular set of the parameters \(\phi_1/f = 200\), \(\kappa = 3\) and \(H_I/f = 10^{-10}\). Different colors correspond to different scale factors in the range \(a/a_{osc} = 13.8 - 17\), which is when fragmentation takes place. The inset shows the collapse of the background field \(\phi/f\) at these scale factors. We employ \(\phi_1/f = 200\), \(\kappa = 3\) and \(H_I/f = 10^{-10}\).

5 GW production in the simple model

As one can observe in these figures, the two spectra are closely linked to each other. As the GW spectrum is sourced by the fluctuations of the ALP field, its growth requires large ALP fluctuations. The resonant growth of ALP fluctuations is accompanied by GW production at
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Figure 3: Several snapshots of the fractional GW spectrum, transformed to today’s variables, during the fragmentation of the field. Different colors correspond to different scale factors, same as in Fig. 2. The blue circle corresponds to the analytical estimate based on (3.18) and the black rectangle demonstrates the logarithmic width of \( \beta = 1 \), used in that estimate. We employ \( \phi_1/f = 200, \kappa = 3 \) and \( H_I/f = 10^{-10} \), as well as set \( m_a = 10^{-16}\text{eV} \).

momenta of the same order. The broadening of the ALP spectrum due to nonlinear effects is reflected in an analogous broadening of the GW spectrum. At later times the evolution of both spectra slows down, which is due to the interaction rates becoming smaller compared to the expansion rate. We discuss this last aspect in more detail in the next section.

We also compare the GW spectrum at its peak strength, which is acquired during the collapse of the background field, with our analytical estimates from the previous section. To this end we insert \( \nu_* \approx 1.5 \times 10^{-10}\text{Hz} \), which corresponds to \( \eta_* \approx 10 \), into (3.18). We use the numerically extracted value \( Z_{\text{emit}}^0 \approx 0.6 \) (for this particular set of parameters), where we identify \( a_{\text{emit}} \approx 15a_{\text{osc}} \). We also set \( \alpha = \beta = 1 \). The obtained estimate is indicated by the blue circle in Fig. 3. As can be seen it matches reasonably well with the numerical calculation, although it is somewhat higher compared to the numerical result. The latter can be understood from the fact that \( \beta = 1 \), which was used in that analytical estimate and would approximately correspond to the black rectangle in Fig. 3, is smaller than the actual logarithmic width of the spectrum, as can be seen in that figure.

Having extracted the late-time (frozen) GW spectra, in Fig. 4 we plot them for different ALP masses and misalignment angles, thereby obtaining the parameter space spanned by the GW signal, which we indicate by the dashed slopes. As can be seen, larger misalignment angles lead to a gravitational production at higher frequencies, however the overall parameter space spanned by the signal is not affected by this dramatically. We have also performed simulations with a larger value of \( \kappa = 6 \), which led to a strength of the gravitational signal very similar to the one from \( \kappa = 3 \).

6 Extended relativistic phase and a stronger GW signal

In this section we investigate the fragmentation of ALP DM and the emission of GWs in a more general setting. This provides scenarios in which the gravitational signal is enhanced and can
Figure 4: The parameter space for the numerically extracted GW spectra from fragmentation for the potential of (2.2) for different misalignment angles $\phi_1/f$. The dashed lines indicate the numerically obtained envelopes of the signals scaling as in (3.18). We employ $\kappa = 3$ and $H_1/f = 10^{-10}$. For comparison we show the SKA sensitivity $^{57,58}$.

even reach into the range detectable by future experiments.

As it was explained in Sec. 3.3, a stronger stochastic GW signal can be produced if $Z_0^{\text{emit}} \ll 1$ (see eq. (3.18)). Such efficient dilution of the ALP energy density after fragmentation can be induced if ALPs exhibit an extended intermediate phase of relativistic dynamics. During this phase the energy density decreases as $a^{-4}$ i.e. faster than in a situation where the ALPs are nonrelativistic. Such an intermediate phase is present also in the standard scenario, discussed in the previous section, however it is typically short and ends when the characteristic momenta, due to the red-shift, drop below the mass $m_a$.

The ultrarelativistic phase is extended in the case when the final mass near the bottom of the potential is much smaller than $m_a$. This can happen if the sign in front of the periodic term is negative. Up to an irrelevant constant in the potential this simply corresponds to having a phase shift of $\delta = \pi$ in the periodic part of the potential in Eq. (2.2),

$$U(\phi) = \frac{1}{2} m^2 \phi^2 - \Lambda^4 \left(1 - \cos \frac{\phi}{f}\right).$$

Near its minimum the potential has the form

$$U(\phi) = \frac{1}{2} (1 - \kappa^2) m^2 \phi^2 + \frac{\lambda}{4!} \phi^4 - \frac{\lambda f^{-2}}{6!} \phi^6 + ...$$

and is convex if $\kappa^2 < 1$. Here $\lambda = \Lambda^4 / f^4$ denotes the quartic coupling. By taking $\kappa \approx 1$, the mass near the bottom of the potential can be made very small.

We have performed numerical simulations for this potential. Unfortunately, in the “inverted cosine” potential with a small mass at the bottom the restriction to values $\kappa^2 \approx 1$ leads to a rather weak resonance. As a result, strong fragmentation requires relatively large misalignment angles, $\phi_1/f \gtrsim 500$ (see also Fig. 8 in $^{17}$), and occurs at later times, leading to a broader and weaker spectrum. This is illustrated in Fig. 5 where the final GW spectra for the simple (gold),
Figure 5: The parameter space for the numerically extracted GW signal from fragmentation for the potential (2.2) of the simple model (golden), for the “inverted single cosine” potential (6.2) with $m_{\text{final}} = m_a/10$ (blue), and for the “double cosine” potential (6.3) with $m_{\text{final}} = m_a/10$ (green). The dashed slopes indicate the bounds for the signal, as in Fig. 4. We employ $m_a = 10^{-17}$ eV, $\kappa = 3$ and $H_I/f = 10^{-10}$. We also show the sensitivity of the SKA pulsar timing array [57,58].

"inverted cosine" (blue) and “double cosine” (green, see the following for details) models are shown for sets of parameters that leads to a strong signal in that model. While the simple model produces the weakest signal, the spectrum of the “inverted cosine” is weaker compared to the one from the “double cosine” for the same ratio of the final mass to $m_a = m\sqrt{1 + \kappa^2}$ and similar velocities at matter-radiation equality.

To remedy this we can consider a “double cosine” modulation,

$$U(\phi) = \frac{1}{2}m^2\phi^2 + \Lambda^4 \left(1 - \cos \frac{2\phi}{f}\right) + r\Lambda^4 \left(1 - \cos \frac{2\phi}{f}\right).$$

(6.3)

Near the minimum the potential has the form

$$U(\phi) = \frac{1}{2}(1 + \kappa^2 + 4r\kappa^2)m^2\phi^2 - \frac{\lambda(16r + 1)}{4!}\phi^4 + \frac{\lambda f^{-2}}{6!}(1 + 64r)\phi^6 - ...$$

(6.4)

and, if the value of $r$ very slightly exceeds $-(1 + \kappa^2)/4\kappa^2$ (for large values of $\kappa$ this corresponds to $r \approx -1/4$), the mass near the bottom is again very small.

In the case of the “double cosine” potential, the parameter $\kappa$, which determines the size of the wiggles and, therefore, the strength of the resonance, is not restricted to $\kappa \approx 1$ and can be large. This is in contrast to the “inverted single cosine” modulation, where $\kappa \approx 1$ is necessary to have a small mass at the bottom of the potential. Because of this higher generality we focus on this second possibility.

6.1 The role of the small mass and repulsive self-interactions

The tuning of the bare mass near the bottom of the potential does not qualitatively change the early dynamics, including the amplification of fluctuations and the decrease of the background field amplitude. The modification however plays an important role after the collapse of the

---

Footnote: In particular, since the second cosine has a smaller amplitude then the first one.
background oscillations i.e. when the field settles near $\phi = 0$. A smaller mass means that it takes a longer time until the self-interaction becomes unimportant due to the dilution. In particular, the spectrum freezes much later in this case. This makes the analysis based on lattice simulations harder due to the larger range of scales involved and longer required simulation times.

Let us now consider the qualitative behavior of the evolution at relatively late times and small fields, and see which terms are relevant. The sextic and higher-order self-interactions in (6.2) or (6.4) are sub-dominant and can be neglected, already when $\langle \phi^2 \rangle / f^2 \lesssim 1$. Importantly, the small value of the bare mass near the bottom however becomes relevant only when the typical field values become sufficiently small. Indeed, writing the effective mass as $M^2 = m_{\text{final}}^2 + \frac{\lambda}{2} \langle \phi^2 \rangle$, it follows that the transition to the “mass-dominated” regime occurs when $\lambda \langle \phi^2 \rangle \sim m_{\text{final}}^2$ or, equivalently, 

$$\left(\frac{\kappa^2 + 1}{\kappa^2}\right) \frac{m_{\text{final}}^2}{m_a^2} \sim \frac{\langle \phi^2 \rangle}{f^2} (6.6)$$

is satisfied. In the case of interest to us, we have $m_{\text{final}}^2 / m_a^2 \ll 1$. Therefore, for $m_{\text{final}}^2 / m_a^2 \lesssim \langle \phi^2 \rangle / f^2 \lesssim 1$ we have an extended intermediate stage of the dynamics, during which the potential can be well approximated as a massless (conformal) quartic potential.

In parallel to the already discussed enhanced GW production due to the longer relativistic phase, there is another interesting qualitative difference compared to the original “single cosine” potential (2.2) with $\delta = 0$. In the situation described above the leading quartic self-interactions near the bottom of the potential are now repulsive, in contrast to the standard case, in which they are attractive. Repulsive interactions lead to the build-up of a homogeneous and long-lived condensate after the fragmentation via an inverse particle cascade in momentum space [40,41].

While the initial homogeneous field and the later condensate are very similar, it is worth emphasizing their difference from the point of view of classical-statistical field theory. The first one corresponds to a nonvanishing field one-point function, $\phi(t)$. After the collapse however this expectation value vanishes and the build-up of the condensate instead corresponds to the growth of the zero-momentum mode of the two-point function $F(t,t,p)|_{p=0}$. While in each simulation of the classical-statistical ensemble a homogeneous field component emerges as a result of condensation, leading to a nonvanishing volume average of the field, their phases become uncorrelated after the collapse, resulting in a vanishing one-point function. This loss of ergodicity is due to the emergence of a long-range order in the system. Both $\phi(t)$ and $F(t,t,p)|_{p=0}$, extracted from classical-statistical simulations, as well as the volume averaged field from a single classical simulation are shown in Fig. 6 as functions of the scale factor, for $m_{\text{final}} = 10^{-3} m_a$.

In principle one could worry that the existence of a homogeneous condensate is detrimental to the production of GWs. However, as can be inferred from Fig. 6, the condensate usually only comprises a quite small fraction of the energy density right after fragmentation and the production of GWs is still significantly enhanced compared to the “single cosine” case.

---

*For $\kappa \gtrsim 1$ the term in the brackets (6.6) is of order one.*

*In the second case $r$ is at most approximately $-1/4$ in (6.4).*
6.2 GW production

We now demonstrate the production of GWs during and after fragmentation, similar to how it was done in Sec. 5. In the left panel of Fig. 7 we plot several snapshots of ALP occupation numbers at different scale factors, as functions of the comoving momentum. The snapshots of the fractional GW spectrum at the same scale factors are shown in the right panel of Fig. 7. Here the strength of the signal is obtained by estimating the value of $Z_{0,osc}^0$, which is explained in the next subsection. One observes two main differences compared to Figs. 2 and 3:

- There is a more regular direct cascade, compared to the attractive case, which is accompanied by GW radiation at corresponding momenta. The cascade transports energy to higher momenta and, after a some transient time, is governed by a self-similar time evolution [38,41], i.e.

\[ n(\tau, p) = \left( \frac{\tau}{\tau_S} \right)^\alpha n_S\left( \left( \frac{\tau}{\tau_S} \right)^\beta p \right), \]

where $\tau$ is the conformal time, $n_S$ denotes the spectrum at some reference time and the scaling exponents are found to be $\beta \approx -1/5$ and $\alpha \approx 4\beta$ [38]. Due to the energy cascade the characteristic comoving momentum, which we denote by $\bar{p}$ grows as $\bar{p}(\tau) \propto \tau^{-\beta}$.

- In addition to the direct cascade, an inverse cascade emerges transporting particle number to low momenta. The evolution of the inverse cascade also becomes self-similar, with exponents $\beta \approx 1/2$ and $\alpha \approx 3\beta$ [39,41]. As can be seen, at least in the model at hand the inverse cascade does not produce significant amounts of GWs.

Remarkably, the fragmentation of the ALP field is accompanied by a gravitational signal of a similar strength as in the attractive case. In other words, even though a quasi-homogeneous
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6.3 Extrapolation of the dynamics to late times

A smaller mass near the bottom of the potential requires a longer simulation of the dynamics, which becomes increasingly difficult to perform on a lattice. A rough way to calculate the prefactor $Z_0^{osc}$ would be to use the latest available ALP spectrum from the simulation for later times of the dynamics. This however neglects the direct cascade of the distribution. Instead we describe the dynamics of the direct cascade by assuming its self-similar evolution and solving the kinetic equation for the characteristic momentum scale $\bar{p}(a)$. We also keep track of the occupation number at the characteristic momentum $\bar{n}$ and the condensate amplitude $\langle \phi^2 \rangle$ as functions of the scale factor. The details of our method for the extrapolation are described in the appendix. Below we directly present the results.

In the left panel of Fig. 8 the extrapolated condensate amplitude $\langle \phi^2 \rangle/f^2$ is shown with solid lines as a function of the scale factor. The points at early times are from the lattice simulations. Different colors correspond to different values of $m_{\text{final}}^2/m_a^2$. These values are also shown in the plot with the dotted lines in corresponding colors. One observes the transition from the quartic-dominated relativistic regime, characterized by an approximately constant $\langle \phi^2 \rangle$, to the mass-dominated nonrelativistic regime during which $\langle \phi^2 \rangle \propto a^{-3}$. As it was mentioned in Sec. 6.1, the transition between these regimes happens approximately when (6.6) is satisfied i.e. when the solid line intersects the dotted line.

In the right panel of Fig. 8 the extrapolated evolution of the characteristic comoving momentum $\bar{p}/(m_a a_{osc})$ is shown with solid lines for the same values of the mass ratios as in the left panel. The points of corresponding color at early times are from the lattice simulation. One indeed observes the $\propto \tau^{1/5}$ growth at early times. The growth slows down once the bottom mass field is re-created after fragmentation, the intermediate phase and the remaining fragmented part are sufficient to produce a strong signal. Therefore, we can fully benefit from the longer relativistic evolution to achieve a stronger GW signal today.
where for simplicity we work in conformal variables. The characteristic momenta at this point are still relativistic. This can be seen by comparing the energy and the pressure of both components of the system. The equation of state can be written as

\[ w = \frac{p_c}{\rho_c} = \frac{\rho_{\phi,c} + V^{-1} \int_p n_p (p^2 / 3 \omega_p)}{\rho_{\phi,c} + V^{-1} \int_p n_p \omega_p}, \tag{6.8} \]

where for simplicity we work in conformal variables.

Calculated in this way \( w(a) \) is shown in Fig. 8 for the same values of the mass ratios as in Fig. 9. The points of corresponding color at early times are from the lattice simulation. We average \( w \) over an oscillation period to get rid of its oscillations. The plot demonstrates the expectation that the ALPs exhibit an intermediate phase with \( w = 1/3 \). The transition to \( w = 0 \) completes when the high momentum modes become nonrelativistic. Integrating \( w(a) \) gives the values of \( Z_{\text{osc}} \), used in calculating the GW spectra.

We note that, in particular for the green and purple lines in Fig. 9, corresponding to \( m_{\text{final}} = 10^{-1} m_a \) and \( m_{\text{final}} = 10^{-0.5} m_a \) respectively, we have a sizeable overlap between the numerical data and the analytic extrapolation where we see good agreement. While this is in part due to
the involved fitting of parameters between the simulation and the analytical approximation we nevertheless take this as an indication of the validity of our approximation.

6.4 Constraints from structure formation

After the collapse the ALP field splits into a quasi-homogeneous condensate and high-momentum particles. Initially the latter take most of the energy of the system, more than 90%. At the end of nonlinear dynamics this fraction however decreases significantly, and the two contributions are of roughly the same order of magnitude. The reason is that in the late phase of the dynamics the condensate dilutes as $\propto a^{-3}$, whereas the relativistic high-momentum particles feature a $\propto a^{-4}$ behavior. Nevertheless, the fraction of relatively high momentum particles is sizable. In this section we therefore discuss the known constraints for successful structure formation for both types of field configurations.

Constraints on homogeneous oscillations: The authors of [59] derived constraints from linear structure formation (at scales $k \lesssim 0.2h$/Mpc) for DM in the form of a homogeneously oscillating scalar field with a potential $U(\phi) = \frac{m^2}{2} \phi^2 + \frac{\lambda \phi^4}{4}$, where $\lambda > 0$ (which is exactly the case of main interest to us). They obtained the following bound on the mass and the coupling of the field,

$$\log_{10}(\lambda) < -91.86 + 4 \log_{10}\left(\frac{m}{10^{-22}eV}\right).$$  \hfill (6.9)

For sufficiently small masses at the bottom, the potential (6.3) is very close to a quartic one at late times. We can thus directly apply the above bound to the considered set-up. Substituting

$$m \to m_{\text{final}}, \quad \lambda \to -\frac{\lambda(16r + 1)}{3!} \approx \frac{\lambda}{2} \approx \frac{m_{\text{final}}^2}{2f^2},$$

one arrives at

$$2 \log_{10}\left(\frac{m}{m_{\text{final}}}\right) + 1.56 < 2 \log_{10}\left(\frac{m_{\text{final}}}{10^{-22}eV}\right) + 2 \log_{10}\left(\frac{f}{10^{14}\text{GeV}}\right).$$  \hfill (6.10)
For given values of the masses this represents a lower bound on the decay constant (and for fixed $\phi_1/f$ also on the misalignment field value $\phi_1$). For the situations indicated by solid lines in our summary Fig. 10 this bound implies $f > 6 \times 10^{13}$ GeV, while for the ones indicated by dashed lines $f > 6 \times 10^{10}$ GeV. The actual values of the decay constant are about $(2 - 3) \times 10^{14}$ GeV for the solid lines and about $(1 - 2) \times 10^{14}$ GeV for the dashed lines.

We are not aware of similar constraints from nonlinear structure formation, which are, however, expected to be stronger.

**Constraints on typical velocities:** The typical velocities of ALPs at matter-radiation equality are related to their characteristic comoving momentum $\bar{p}$ via (3.19). Surveys of structure formation on linear scales require $v_{eq} \lesssim 10^{-1}$. A stronger bound arises from the Lyman-$\alpha$ forest data on nonlinear structure formation. Here one typically expects $v_{eq} \lesssim 10^{-3}$, however complicated numerical simulations are required to obtain more precise constraints.

We estimated numerically the typical velocities at matter-radiation equality from the late-time asymptotic values of the extrapolated dynamics of $\bar{p}$, shown in the right panel of Fig. 8 using (3.19). For the solid curves ($h^2\Omega_{GW} \sim 10^{-15} - 10^{-14}$) in Fig. 10 these typical velocities are $\sim 10^{-2}$, whereas for the dotted lines $v_{eq} \sim 10^{-3} - 10^{-2}$. The constraints from linear structure formation are clearly satisfied in this case. The situation for nonlinear structure formation is less clear and the particles might turn out to be somewhat warmer. On the other hand it is important to realize that a significant fraction of the energy density of ALPs is in the form of a homogeneous field, which is expected to decrease the ALP pressure and soften the constraints. Answering this question requires further investigation.

Fig. 10 also illustrates that an appropriate (tuned) choice of the masses allows to shift the signal towards larger frequencies while keeping both the typical velocities at matter-radiation equality and the signal strength approximately unchanged.

### 6.5 Resulting gravitational wave spectra

Here we present the main results obtained from our numerical setup. These are summarized in Fig. 10 where the gravitational spectra, extracted from the latest times of the numerical simulations are shown. At these times the ALP field has already fragmented and most of the GWs have been produced much earlier. The chosen parameters are $\kappa = 3$, $H/I/f = 10^{-10}$ and $\phi_1/f = 200$ as benchmark parameters for the figure.

The gold curves correspond to the simple potential (2.2), such that $m_{\text{final}} = m_a$, and different types of lines correspond to different values of the mass. The corresponding parameter space for the gravitational signal is indicated by the envelope line of the same color. The remaining curves in Fig. 10 correspond to the late-time spectra of GWs in the case when $m_{\text{final}} \ll m_a$. Each color corresponds to a particular ratio $m_{\text{final}}/m_a$. One indeed observes the increasing range of the signal in the parameter space as this ratio is being decreased, consistent with the expectation from (3.18). Remarkably, already for $m_{\text{final}} = 10^{-3} m_a$ the range of the signal overlaps with the planned sensitivity of pulsar timing arrays, i.e. the Square Kilometre Array (SKA) [57, 58]. In particular, the solid red curve corresponds to

$$m_{\text{final}} = 10^{-16} \text{eV}, \quad r = 10^{-3} \quad (\text{SKA}).$$

It is possible to extend the signal range even further, up to the future sensitivities of space-based interferometers, although this requires an even stronger tuning of the mass near the
Figure 10: Gravitational wave spectra in models with an extended relativistic phase. The spectra are shown for several values of the mass with different colors corresponding to different mass ratios \( r = m_{\text{final}}/m_a \). The golden color corresponds to the nonmodified potential (2.2) with \( \delta = 0 \) and attractive self-interactions, also shown in Fig. 4. The inset shows analytical estimates for the signal envelopes at smaller values of \( r \). The dashed slopes indicate the envelopes of the signal strength \( r = 3 \cdot 10^{-9} \) for several values of the mass with different colors corresponding to different mass ratios \( m_a \).

The sensitivities of relevant GW experiments are indicated with solid black lines according to \( 6, 5 \) and the estimated typical velocities at matter-radiation equality are stated. We employ \( \phi_1/f = 200, \kappa = 3 \) and \( H_1/f = 10^{-10} \).

From the planned sensitivity of BBO, \( \Omega_* \sim 10^{-15} \), and that of LISA, \( \Omega_* \sim 10^{-12} \), the corresponding enhancement factor \( Z_0^{\text{emit}} \) can be estimated using \( 3.18 \) to be \( Z_0^{\text{emit}} \sim 2 \times 10^{-11} \) and \( Z_0^{\text{emit}} \sim 6 \times 10^{-11} \), respectively. The final step is to determine the mass ratios \( r = m_{\text{final}}/m_a \) which lead to such values of the enhancement factor. Here we estimate the dependence \( Z_0^{\text{emit}}(r) \) analytically. To this end we note that, as it follows from the definition (2.6), \( Z_0^{\text{emit}}(r) \propto a_{nr}^4(r) \), where \( a_{nr}(r) \) is the scale factor at which the transition to the nonrelativistic regime takes place for given \( r \). The latter can be estimated from the condition

\[
m_{\text{final}}(r) = m_a r \sim \frac{\bar{p}(a_{nr}(r))}{a_{nr}(r)} \propto a_{nr}^{-4/5}(r),
\]

where we used the form of the self-similar evolution \( \bar{p}(a) \propto \tau^{1/5}(a) \propto a^{1/5} \) from Sec. 6.2 (see also the appendix). This implies a simple dependence \( Z_0^{\text{emit}}(r) \propto r^{5/4} \), and, using the already
calculated values of $Z_0^{\text{emit}}$ for $r \geq 10^{-3}$ we arrive at the following estimates for the relevant masses that can lead to a detectable signal,

$$m_{\text{final}} \sim 10^{-8}\text{eV}, \quad r \sim 3 \times 10^{-9} \quad \text{(BBO)}, \quad m_{\text{final}} \sim 10^{-11}\text{eV}, \quad r \sim 6 \times 10^{-9} \quad \text{(LISA)}.$$ 

The signal boundaries based on these two values of $r$ are shown in the inset of Fig. 10 where also the sensitivity curves of the corresponding detectors are shown with black continuous lines. The anticipated bands for the values of typical velocities at matter-radiation equality $v_{\text{eq}} \sim 10^{-1}$ and $v_{\text{eq}} \sim 10^{-2}$ are indicated by the pink and yellow colors. Note that although less fine-tuning is required for the LISA case, the typical velocities near matter-radiation equality are quite large and therefore may cause trouble with nonlinear structure formation.

7 Conclusions

The development of GW detection experiments opens new possibilities for exploring the physics of the early universe and, in particular, getting insights into the nature of dark matter. In this work we described how such experiments can detect signatures of the nonperturbative dynamics of ALP DM shortly after its production via the vacuum misalignment mechanism. Such dynamics is common for ALPs with a broken discrete shift symmetry, e.g., in the presence of a monodromy.

We have estimated the stochastic GW background both analytically as well as numerically. Despite the strong constraints on the signal, arising from the requirement of not over-producing the dark matter, the signal from fragmentation can be sufficiently strong to be observed by GW experiments. This can happen if ALPs exhibit an extended relativistic phase of dynamics after fragmentation, a scenario which we studied in detail in this work, by assuming a small mass near the bottom of the potential.

Our main findings are summarized in Fig. 10 which contains the relevant GW spectra. Potentially a signal can be detectable by pulsar timing arrays, such as the one based on SKA for ALPs with $m_{\text{final}} \sim 10^{-16}\text{eV}$. Here a fine-tuning of the order $10^{-3}$ of the mass at the bottom of the potential is required. An even more severe fine tuning of the order of $10^{-10}$ would bring the signal into the sensitivity range of space-based interferometers such as BBO ($m_{\text{final}} = 10^{-8}\text{eV}$) or LISA ($m_{\text{final}} = 10^{-11}\text{eV}$). We have also confirmed that the constraints from linear structure formation are satisfied in these cases. The situation with nonlinear structure formation is less clear and requires further investigation. In particular, it would be interesting to understand the role of the quasi-homogeneous condensate, which emerges in the presence of repulsive self-interactions, on structure formation, as well as find possible observational signatures.
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Appendix: Simplified kinetic description

In this appendix we describe a simplified analysis of the dynamics, based on the kinetic description, which is used to obtain estimates for the energy loss factor $Z^\text{osc}$ and for the typical velocities at matter-radiation equality. We consider the scenario of a small mass near the bottom of the potential, which leads to an extended phase of nonlinear dynamics and strong GW production.

After the fragmentation of the ALP field, the momentum distribution function, in the presence of repulsive self-interactions, splits into two cascades, separated approximately at the momentum equal to the mass (see Fig. 7). This allows us to characterize the field dynamics in terms of a few quantities describing both momentum regions, as we describe below.

At low momenta, the final result of the inverse cascade is the emergence of a homogeneous condensate, which carries most of the particle number. In the lattice simulations this happens after a finite time that increases with the volume. In other words, the condensate does not become homogeneous across the whole universe within a finite amount of time. Nevertheless, the typical scale of inhomogeneities in the infrared region is from the beginning larger than the inverse mass, and increases as long as the inverse cascade continues. For simplicity, we approximate the whole infrared region as homogeneous, starting from times when its formation completes in simulations with moderate volumes. We then extrapolate the dynamics of such a homogeneous field by solving the classical field equations:

$$\ddot{\phi}(t) + 3H\dot{\phi}(t) + m^2\phi(t) + \frac{\Lambda^4}{f} \sin \left( \frac{\phi(t)}{f} \right) + 2r \frac{\Lambda^4}{f} \sin \left( 2 \frac{\phi(t)}{f} \right) = 0. \quad (A.1)$$

At high momenta a direct cascade develops after the collapse. As we explain in the following subsections, deviations from the scaling behavior appear when the mass near the bottom of the potential becomes important. At this point the cascade slows down and eventually freezes. To study this effect we evolve the characteristic momentum mode $\bar{p}(a)$ and the occupation number at that momentum $\bar{n}(a)$ according to a simplified Boltzmann equation, which we derive next.

A.1 Self-similar evolution in the ultrarelativistic regime

As it was mentioned in the main text, there is an extended intermediate stage of the dynamics after fragmentation, during which the potential can be well approximated as massless (conformal) quartic. An important feature of this approximate conformal symmetry is that the evolution equations in the radiation-dominated FRW universe, expressed in terms of comoving coordinates and conformal field and time variables, are the same as those in a Minkowski spacetime.

The self-similar behavior of the direct cascade at high momenta, where $\omega_p \approx p$ is satisfied, for the conformal $\varphi^4$ theory has been studied in [38]. The scaling exponents of the self-similar evolution,

$$n(\tau, p) = \left( \frac{\tau}{\tau_S} \right)^\alpha n_S \left( \frac{\tau}{\tau_S} \right)^\beta p,$$

are found to be $\beta \approx -1/5$ and $\alpha \approx 4\beta$, where $n_S$ denotes the spectrum at time $\tau_S$. These values can be obtained by solving the Boltzmann equation for a collision term of three-body scattering processes (see also Eq. [A.6]).
Due to the energy cascade the characteristic comoving momentum, which we denote by \( \bar{p} \), grows as
\[
\bar{p}(\tau) \propto \tau^{-\beta},
\]
with time (\( \tau \) is the conformal time). This follows from the form of the self-similar evolution, noting that the characteristic momentum maximizes the energy per mode,
\[
p^3 n(\tau, p) = \left( \frac{\tau}{\tau_S} \right)^{\alpha} \left[ \left( \frac{\tau}{\tau_S} \right)^{\beta} p \right]^3 \left( \frac{\tau}{\tau_S} \right)^{\beta} \bar{p}(\tau) = \text{const}.
\]

Also the occupation number at that characteristic momentum \( \bar{n} \) decreases with time,
\[
\bar{n}(\tau) = n(\tau, \bar{p}(\tau)) = \left( \frac{\tau}{\tau_S} \right)^{\alpha} \left[ \left( \frac{\tau}{\tau_S} \right)^{\beta} \bar{p}(\tau) \right] \propto \tau^{\alpha}.
\]

It is important to keep in mind that the occupation numbers themselves do not decrease due to expansion, since they are defined per comoving volume. This decrease is solely due to the spread of energy to higher momenta.

### A.2 Deviations from the self-similar evolution

The self-similar evolution of the energy cascade takes place in the regime of high occupations, \( 1 \ll \bar{n} \ll \lambda^{-1} \), and terminates when \( \bar{n} \) becomes of order one. At this stage genuine quantum effects become important and the system is expected to thermalize. This regime of the dynamics is not captured by the classical-statistical approximation, which is instead valid when the spectrum has large occupations at low momenta.

In order to estimate the time when the characteristic occupation numbers would become of order unity, we note that from the above scaling relations it follows that \( \bar{n}(\bar{p}) \propto \bar{p}^{-\alpha/\beta} \propto \bar{p}^{-4} \).

Estimating the proportionality constant from the left panel in Fig. 7 we arrive at
\[
n(\bar{p}) \sim \frac{1}{\lambda} \left( \frac{30}{a_a} \right)^4 \frac{1}{\lambda} \left( \frac{30ma_aosc}{\bar{p}} \right)^4 \sim \frac{1}{\lambda} \left( \frac{a}{15a_aosc} \right)^{4\beta},
\]
where we also used an estimation \( \bar{p}(a) \sim (30ma_aosc)(a/(15a_aosc))^{-\beta} \) from that figure.

On the other hand, the scaling behavior described above is valid only in the ultrarelativistic regime. The small mass near the bottom of the potential eventually leads to deviations from such behavior. These deviations are expected to become important when
\[
\bar{p} \sim m_{\text{final}} a,
\]
and, using the above estimate for the characteristic momentum \( \bar{p} \), one arrives at
\[
30 \left( \frac{a}{15a_aosc} \right)^{-\beta} = r \left( \frac{a}{a_aosc} \right).
\]

Inserting the numerical values for the exponents into the above expressions we obtain parametric estimates for the scale factor for thermalization as well as for the onset of nonrelativistic dynamics,
\[
\frac{a}{a_aosc} \sim \frac{15}{\lambda} \quad \text{for thermalization}, \quad \frac{a}{a_aosc} \sim \left( \frac{30}{r} \right)^{\frac{3}{2}} \quad \text{for the onset of the nonrelativistic regime}.
\]
The cascade freezes soon after the onset of the nonrelativistic behavior. The freeze-out can be understood not from thermalization but because the interaction rate is suppressed compared to the Hubble expansion.

For all values of $\lambda$ and $r$ that are relevant for our ALP models, thermalization happens at much larger scale factors then the transition to the nonrelativistic regime of the dynamics. This implies that the ALPs do not achieve thermal equilibrium when they become nonrelativistic and that the description of this transition can be based on the classical-statistical approximation.

### A.3 Kinetic description and freeze-out

In this subsection we demonstrate how the onset of nonrelativistic dynamics, which happens when $A.3$ is satisfied, leads to the freeze-out of the cascade. To do this we first write down the kinetic equation describing the cascade, without assuming ultrarelativistic dynamics. We then derive from it a simplified evolution equation for the occupation numbers at the characteristic momentum. We then verify its power-law behavior in the ultrarelativistic regime as well its slow down when the nonrelativistic corrections set in.

The kinetic equation that describes the dynamics of the direct cascade has been derived in [38]. It can be written as

$$\partial_\tau n_p = n'_p H_0 = I_{(3)} + I_{(4)} + \ldots,$$

where $I_{(l)}$ is the collision term corresponding to $l$-body scatterings. As it is shown in [38], the dynamics is dominated by three-body scatterings that arise from the quartic vertex in the presence of a condensate. The corresponding collision term in the regime of large occupation numbers, $n_p \gg 1$, has the form [38]

$$I_{(3)} = \int \frac{\lambda^2 \langle \phi_c^2 \rangle}{2} \frac{d^3k d^3q \delta^{(3)}(p - k - q)}{(2\pi)^2 2\omega_p 2\omega_k 2\omega_q} \delta(\omega_0 + \omega_p - \omega_k - \omega_q) \left[ n_k n_q - n_p (n_k + n_q) \right] - 2 \int \frac{\lambda^2 \langle \phi_c^2 \rangle}{2} \frac{d^3k d^3q \delta^{(3)}(p + k - q)}{(2\pi)^2 2\omega_p 2\omega_k 2\omega_q} \delta(\omega_p + \omega_k + \omega_0 - \omega_q) \left[ n_p n_k - n_q (n_p + n_k) \right],$$

where $\omega_p = \sqrt{p^2 + M^2}$ is the particle energy and $\langle \phi_c^2 \rangle(\tau) = F_c(\tau, \tau, p = 0)$ describes the condensate in terms of conformal variables.

One can see already from the (A.6) why the onset of nonrelativistic regime leads to the slow-down of the dynamics. The particle energies, present in the denominator of the collision integral, grow as

$$\omega_p = \sqrt{p^2 + M^2} \approx M \approx m_{\text{final}} a$$

when they become dominated by the rest mass. This leads to the suppression in the right-hand side of (A.6). Also the $\langle \phi_c^2 \rangle$ term is approximately in the quartic-dominated regime and decreases in the mass-dominated regime.

We now derive the simplified evolution equation for the characteristic modes. Assuming that the shape of the distribution function does not change much throughout the entire dynamics

In the language of the physical time and the occupation numbers per physical volume the kinetic equation has the form

$$\partial_\tau n_p + 3H n_p = C[n],$$

and the freeze-out happens as a result of the Hubble friction term dominating over the collision term.
and that the collision term is dominated by momenta close to the characteristic momentum, we can replace the occupation numbers in the squared brackets of (A.6) by the characteristic occupation $\bar{n}(\tau)$ and the energies in the denominator by the characteristic energy $\bar{\omega}(\tau) = \omega(\tau, \bar{p})$. The momentum integrals over the delta-functions give

$$\int d^3k d^3q \delta(3) (p - k - q) \delta(\omega_0 + \omega_p - \omega_k - \omega_q) = \int d^3k \delta(\omega_0 + \omega_p - \omega_k - \omega_{p-k})\propto \int d^3k \delta(\omega_0 + \omega_p - \omega_k - \omega_{p-k}) \sim \bar{p}(\tau) \bar{n}(\tau)$$

Combining everything leads to the following form of the simplified kinetic equation for the characteristic momentum mode,

$$\bar{n}' \approx C^{(3)} \langle \phi_a^2 \rangle \bar{n}^2 \bar{p} \bar{\omega},$$

where $C^{(3)}$ is an unknown constant, which encodes the details of the kinetic equation, but should not change much with time. Instead of calculating it we simply find the constant by matching the extrapolation with the lattice simulation.

Of course the derivation of the above equation is not rigorous. Nevertheless (A.7) provides an insight into the dynamics. Importantly, the $\bar{p} \propto \tau^{1/5}$ solution is recovered in the ultrarelativistic regime, $\bar{\omega} \approx \bar{p}$, under the assumption that $\langle \phi_a^2 \rangle$ stays approximately constant. Moreover, it also describes the slow-down of the cascade once the nonrelativistic behavior sets in, as illustrated in Fig. 8.

### A.4 Energy conservation for the direct cascade

In a static spacetime the direct cascade transports conserved energy. However in an expanding spacetime energy is not conserved. In the language of conformal variables, this is due to the time-dependence of the Hamiltonian, induced by the scale factor. The ultrarelativistic regime in $\varphi^4$ theory is a special case, since the time-dependence drops and a conserved quantity $\rho_c = a^4 \rho$ emerges.

To be able to extend the discussion about the energy cascades beyond the ultrarelativistic regime we note that in an expanding universe the energy dilutes according to

$$\rho' \rho = -3 - 3w(a) \frac{a'}{a},$$

where the primes denote derivatives with respect to the scale factor. This equation will be used as the generalization of the energy conservation condition in a static spacetime and will allow us relate the exponents $\alpha$ and $\beta$.

The parameter $w$ can be determined from the energy and the pressure of the field, given by

$$\rho \approx \frac{1}{a^4} \int_p \omega(t, p)n(t, p), \quad p \approx \frac{1}{a^4} \int_p \frac{p^2}{3\omega(t, p)} n(t, p).$$

The energy during the direct cascade is centered around the characteristic momentum, which allows to express the energy and the pressure in terms of $\bar{p}(a)$ and $\bar{n}(a)$, as well as the corresponding particle energy $\bar{\omega} = \omega(\bar{p})$, according to

$$\rho \propto \frac{1}{a^4} \bar{p}^3 \bar{\omega}, \quad p \propto \frac{1}{a^4} \bar{p}^3 \bar{n} \frac{p^2}{3\bar{\omega}}.$$
The corresponding equation of state parameter $w$ can be estimated from (A.9) as

\[ w = \frac{p}{\rho} = \frac{\bar{p}}{3\bar{\omega}^2}. \]  

(A.10)

Now, from the first equation in (A.9) it follows that

\[ \frac{\rho'}{\rho} = 3\frac{\bar{p}'}{\bar{p}} + \frac{\bar{n}'}{\bar{n}} + \frac{\bar{\omega}'}{\bar{\omega}} - \frac{4}{a}. \]

Therefore, using (A.8), the energy conservation for the direct cascade can be expressed as

\[ 3\frac{\bar{p}'}{\bar{p}} + \frac{\bar{n}'}{\bar{n}} + \frac{\bar{\omega}'}{\bar{\omega}} = \frac{1}{a} - 3w. \]

(A.11)

Let us consider some particular cases. In the ultrarelativistic regime $\bar{\omega} \approx \bar{p}$ and $w \approx 1/3$, which leads to the standard energy conservation in $\phi^4$ theory,

\[ 4\frac{\bar{p}'}{p} + \frac{\bar{n}'}{n} = 0. \]

In contrast, in the nonrelativistic regime, where $\bar{\omega} \approx Ma$ and $w \approx 0$. As a result, for a constant mass $M$, the third term is approximately $1/a$ and the conservation reads

\[ 3\frac{\bar{p}'}{p} + \frac{\bar{n}'}{n} = 0. \]

To summarize the appendix, we solve a set of coupled equations for the homogeneous component (A.1), for the characteristic momentum scale (A.7) and the one reflecting energy conservation (A.11). These equations are supplemented by the approximate equation for the particle energy at the characteristic momentum $\bar{\omega}(a)$,

\[ \bar{\omega}^2 = \bar{p}^2 + m_{\text{final}}^2a^2 + \frac{\lambda(\phi^2_0)}{2}. \]

(A.12)

We initialize the variables $\phi_c$, $\bar{n}$ and $\bar{p}$ as well as the prefactor $C_{(3)}$ using the data from lattice simulations. The results from this analysis are summarized in Sec. 6.3 and, in particular, in figures 8 and 9.
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