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MEAN FIELD GAMES WITH COMMON NOISE

RENÉ CARMONA, FRANÇOIS DELARUE, AND DANIEL LACKER

Abstract. A theory of existence and uniqueness is developed for general stochastic differential mean field games with common noise. The concepts of strong and weak solutions are introduced in analogy with the theory of stochastic differential equations, and existence of weak solutions for mean field games is shown to hold under very general assumptions. Examples and counter-examples are provided to enlighten the underpinnings of the existence theory. Finally, an analog of the famous result of Yamada and Watanabe is derived, and used to prove existence and uniqueness of a strong solution under additional assumptions.

1. Introduction

While mean field games have been around for quite some time in one form or another, especially in economics, the theoretical framework underlying the present work goes back to the pioneering works of Lasry and Lions [30], and Huang, Caines and Malhamé [20]. The basic idea is to describe asymptotic consensus among a large population of optimizing individuals interacting with each other in a mean-field way, and subject to constraints of energetic or economical type. The strategy is to take advantage of the mean-field interaction to reduce the analysis of the consensus to a control problem for one single representative individual evolving in, and interacting with, the environment created by the aggregation of the other individuals. Intuitively, when consensus occurs, symmetries in the system are expected to force the individuals to obey a form law of large numbers and satisfy a propagation of chaos phenomenon as the size of the population grows. In most of the existing works following [30], and [20], the sources of randomness in the dynamics of the population are assumed to be independent from one individual to another. The purpose of this paper is to analyze the case of correlated randomness in a general setting.

We concentrate on stochastic differential games for which the epitome of the models can be described as follows. Given a finite time horizon $T > 0$, we start with an $N$-player stochastic differential game, in which the private state process $X^i$ of player $i$ is given by the solution of the stochastic differential equation:

$$dX^i_t = b(t, X^i_t, \bar{\mu}^N_t, \alpha^i_t)dt + \sigma(t, X^i_t, \bar{\mu}^N_t)dW^i_t + \sigma_0(t, X^i_t, \bar{\mu}^N_t)dB_t,$$

for $t \in [0, T]$,

with $\bar{\mu}^N_t = \frac{1}{N} \sum_{j=1}^n \delta_{X^j_t}$.

Here $B$ is a Wiener process called the common noise, and $W^1, \ldots, W^N$ are independent Wiener processes, independent of $B$. The processes $W^1, \ldots, W^N$ are called the independent or idiosyncratic noises. The objective of player $i$ is to choose a control $\alpha^i$ in order to maximize the quantity:

$$J^i(\alpha^1, \ldots, \alpha^N) := \mathbb{E}\left[\int_0^T f(t, X^i_t, \bar{\mu}^N_t, \alpha^i_t)dt + g(X^i_T, \bar{\mu}^N_T)\right],$$

the difficulty coming from the fact that these $N$ optimizations are conducted simultaneously. Besides the correlations coming through the common noise $B$, the optimization problems are coupled through the marginal empirical distributions $(\bar{\mu}^N_t)_{t \in [0, T]}$ of the state processes. Additionally, the individuals share the same coefficients and objective functions, and thus the game is symmetric as long as the initial conditions $X^i_0, \ldots, X^N_0$ are exchangeable.

The symmetry is a very important feature of mean field games. However, since the controls are allowed to differ from one player to another, the expected reward functionals $J^1, \ldots, J^N$ may not be the same. In particular, except for some very specific cases, there is no hope to find controls
\( \alpha^1, \ldots, \alpha^N \) that maximize simultaneously all the reward functionals \( J^1, \ldots, J^N \). Instead of a global maximizer, the idea of consensus is formalized by the concept of Nash equilibrium. In short, an \( N \)-tuple \((\alpha^1, \ldots, \alpha^N)\) is a Nash equilibrium if the reward \( J^i \) of the particle \( i \) attains a maximum at \( \alpha^i, \ast \) when all the other particles \( j \neq i \) use the controls \( \alpha^j, \ast \). Because of the symmetric structure of the game, it then makes sense to investigate the asymptotic behavior of exchangeable equilibria.

Drawing intuition from the theory of propagation of chaos, one may anticipate that effective equations may hold in the limit as the number of players \( N \) tends to infinity, and hope that their solutions may be more manageable than the search for Nash equilibria for large stochastic differential games of the type described above. The form of a resulting from the limit. This is the rationale for the formulation of the mean field game (MFG) problem introduced in [30], and [20]. See also [9] for recent developments. We stress that the goal of the present paper is not to justify the passage to the limit, but to study the resulting asymptotic optimization problem.

This informal discussion suggests that the MFG is essentially an asymptotic formulation of the game, in which the influence of each player on the empirical measure is small, hinting at the fact that the asymptotic optimization problems could be decoupled and identical in nature. Put differently, the limiting equilibrium problem consists of a standard optimization problem for one representative player only (instead of \( N \)) interacting (competing) with the environment provided by the asymptotic behavior (as \( N \) tends to \( \infty \)) of the marginal empirical measures \((\mu_t^j)_{t \in [0,T]}\) corresponding to an exchangeable equilibrium \((\alpha^1, \ast, \ldots, \alpha^N, \ast)\). Without common noise, the classical law of large numbers says that the limit environment should be a deterministic flow of probability measures \((\mu_t)_{t \in [0,T]}\) describing the statistical distribution of the population in equilibrium. When \( \sigma_0 \) is non-zero, the impact of the common noise does not average out, and since it does not disappear, the limiting environment must be given by a stochastic flow \((\mu_t)_{t \in [0,T]}\) of probability measures describing the conditional distribution of the population in equilibrium given the common noise.

Therefore, we introduce the following generalization to the MFG problem proposed in [30, 20, 8] in the absence of common noise:

1. For a fixed adapted process \((\mu_t)_{t \in [0,T]}\) with values in the space \( \mathcal{P}(\mathbb{R}^d) \) of probability measures on \( \mathbb{R}^d \), solve the optimal control problem given by
   \[
   \sup_{\alpha} \mathbb{E} \left[ \int_0^T f(t, X_t, \mu_t, \alpha_t) dt + g(X_T, \mu_T) \right], \quad \text{such that}
   \]
   \[dX_t = b(t, X_t, \mu_t, \alpha_t) dt + \sigma(t, X_t, \mu_t) dW_t + \sigma_0(t, X_t, \mu_t) dB_t.\]  

2. Given an optimal control, find the corresponding conditional laws \((\mu_t^*)_{t \in [0,T]}\) of the optimally controlled state process \((X_t^*)_{t \in [0,T]}\) given \( B \).

3. Find a fixed point \((\mu_t)_{t \in [0,T]}\), such that the resulting \( \mu_t^* \) equals \( \mu_t \) for all \( t \in [0,T] \).

The fixed point problem or consistency condition (3) characterizes the fact that, under the conditional equilibrium measure, the optimal state (conditional on \( B \)) must be typical of the population. This is exactly the usual MFG problem except for the fact that the solution \((\mu_t)_{t \in [0,T]}\) is now a random measure flow. Again, the conditioning on \( B \) appears because the effect of the independent noises \( W^i \) on the empirical measure flow averages out as \( N \) tends to infinity, but the effect of the common noise \( B \) does not.

The goal of this paper is to discuss the existence and, possibly, the uniqueness of an equilibrium in the presence of a common noise. Often times, the proof of the existence of an equilibrium without common noise relies on Schauder’s fixed point theorem, applied to a compact subset of the space \( \mathcal{C}([0,T], \mathcal{P}(\mathbb{R}^d)) \) of continuous functions from \([0,T]\) into the space of probability measures on \( \mathbb{R}^d \). The application of Schauder’s theorem is then quite straightforward as the standard topology on \( \mathcal{C}([0,T], \mathcal{P}(\mathbb{R}^d)) \) is simple, the compact subsets being easily described by means of classical tightness arguments. In the presence of a common noise, the problem is much more complicated, as the natural space in which one searches for the fixed point is \( \mathcal{C}([0,T], \mathcal{P}(\mathbb{R}^d)) \otimes \Omega \), where \( \Omega \) denotes the underlying probability space carrying the common noise. Except when \( \Omega \) is finite, this space is much too big and it is too difficult to find compact subsets left invariant by the transformations of interest. For that reason, the existence proof is done first on the level of a discretized version of the mean field game, in which the conditioning on the common noise \( B \) in the step (2) of the MFG procedure
is replaced by a conditioning on a finitely-supported approximation of $B$. The introduction of such a discretization procedure seems to be original in the context of MFG problems, and the approximation of the full-fledged MFG by finite-time finite-space MFG appears to be a powerful idea on its own. See for example [29] for related developments. Most importantly, this discretization procedure crucially bypasses a key technical difficulty: in general, the operation of conditioning fails to be continuous in any useful sense, and this puts a wrench in any effort to directly apply fixed point theorems. However, when the conditioning $\sigma$-field is finite, enough continuity is recovered; for example, if $X, Y, Y_n$ are random variables, $X$ is diffuse, and $\mathcal{G}$ is a finite sub-$\sigma$-field of $\sigma(X)$, then $(X, Y_n) \to (X, Y)$ in distribution implies $\text{Law}(Y_n | \mathcal{G}) \to \text{Law}(Y | \mathcal{G})$ (weakly) in distribution. Exploiting this remark, the existence proof for the discretized MFG becomes a simple application of Kakutani’s fixed point theorem, Kakutani’s fixed point theorem being preferred to Schauder’s because of the possible existence of multiple optimal controls.

The existence for the true mean field game is then obtained by refining the discretization, proving tightness of the sequence of solutions and taking limits. In this way, solutions are constructed as weak limits and read as weak MFG solutions. The word weak refers to the fact that in the limit, the fixed point $(\mu_t)_{t \in [0,T]}$ may not be adapted to the filtration of the common noise $B$ any longer. Such a phenomenon is well-known in stochastic calculus: when solving a stochastic differential equation, solutions need not be adapted with respect to the noise driving the equation, in which case they are called weak. We use here the same terminology. Because of that lack of adaptedness, we weaken the fixed point condition and merely require $\mu = \text{Law}(X | B, \mu)$.

We refer to a solution of the fixed point problem (1–3) with the more desirable fixed point condition $\mu = \text{Law}(X | B)$ as a strong MFG solution. A strong solution is then a weak solution for which the measure flow $\mu$ happens to be measurable with respect to the common noise $B$. Again, the terminology strong is used in analogy with the theory of stochastic differential equations. This brings us to the famous result by Yamada and Watanabe [34] in stochastic analysis: whenever a stochastic differential equation has the pathwise uniqueness property, any weak solution is in fact a strong solution. In this paper, we develop a similar notion of pathwise uniqueness for mean field games and provide an analog of the theorem of Yamada and Watanabe in this context. From this result we conclude that, whenever pathwise uniqueness holds for a MFG with common noise, the unique weak solution is in fact a strong solution, which then completes our program.

Our analysis relies on one important additional ingredient. In order to guarantee compactness (or at least closedness) of the sets of controls in a sufficiently weak sense, it is also useful for existence proofs to enlarge the family of admissible controls. Precisely, we allow for relaxed (i.e. measure-valued) controls which may be randomized externally to the inputs of the control problems. With this extension, we first treat the case when controls take values in a compact set and the state coefficients $b$, $\sigma$ and $\sigma_0$ are bounded. Another approximation procedure is then needed to derive the general case. Existence and the limiting arguments are all derived at the level of the joint law of $(B, W, \mu, \alpha, X)$ in a suitable function space. In the search for a weak MFG solution, the filtration of the control problem is generated by the two Wiener processes $B$ and $W$ but also by the measure flow $\mu$, which we do not require to be adapted to $B$ or $W$. Allowing the controls to be randomized externally to the inputs $(B, W, \mu)$ requires specifying an admissible family of enlargements of the probability space supporting these inputs. Because the original filtration is not necessarily Brownian, special care is needed in choosing the correct type of allowable extensions. This leads to the important, though rather technical, notion of compatibility. The delicate measure theoretic arguments required for the proof are described in detail in Subsection 3.2.

The main contributions of the paper are as follows. We prove first that there exists a weak MFG solution under general assumptions. Under additional convexity assumptions we derive existence results without relaxed or externally randomized controls. Under a monotonicity assumption due to Lasry and Lions [30], we prove that pathwise uniqueness holds and, as a consequence, that existence and uniqueness hold in the strong sense. Our results appear to be the first general existence and uniqueness results for mean field games with common noise, which have been touted in various forms in [1, 18, 31, 11, 9, 5, 17]. The latter papers [9, 5, 17] discuss the formulation of the problem in terms of the master equation, which is a single partial differential equation (PDE) in infinite dimension which summarizes the entire system. Ahuja [1] finds (in our terminology) strong solutions of a class
of essentially linear-quadratic mean field games with common noise, but with non-quadratic terminal objective $g$. The papers [18, 31] of Guéant et al. solve explicitly some specific common noise models of income distribution. On the other hand, Carmona et al. [11] compute explicit solutions for both the finite-player game and the mean field game in a certain linear-quadratic common noise model, verifying directly the convergence as the number of agents tends to infinity. Although we will not discuss finite-player games in this paper, a follow-up paper will provide rigorous convergence results.

The analysis of this paper allows for degenerate volatilities and thus includes mean field games without common noise (where $\sigma_0 \equiv 0$) and deterministic mean field games (where $\sigma_0 \equiv \sigma \equiv 0$). However, the solutions we obtain still involve random measure flows and are thus weaker than the MFG solutions typically considered in the literature. For background on mean field games without common noise, refer to [30, 7] for PDE-based analysis and [8, 4] for a more probabilistic analysis. The analysis of [12] and especially [29] are related to ours in that they employ weak formulations of the optimal control problems. The latter paper [29] especially mirrors ours in several ways, in particular in its use of relaxed controls in conjunction with Kakutani’s theorem as well as measurable selection arguments for constructing strict (non-relaxed) controls. However, the presence of common noise necessitates a much more careful formulation and analysis of the problem.

The paper is organized as follows. First, Section 2 discusses the main assumptions $A$, definitions of strong MFG solutions, and existence of discretized MFG solutions. Section 3 defines weak MFG solutions in detail, discusses some of their properties, and proves existence by refining the discretizations of the previous section and taking limits. Section 4 discusses how to strengthen the notion of control, providing general existence results without relaxed controls under additional convexity hypotheses. The brief Section 5 discusses two counterexamples, which explain why we must work with weak solutions and why we cannot relax the growth assumptions placed on the coefficients. Uniqueness is studied in Section 6, discussing our analog of the Yamada-Watanabe theorem and its application to an existence and uniqueness result for strong MFG solutions.

2. Strong MFG solutions and discretization

2.1. General set-up and standing assumption. Fix a time horizon $T > 0$. For a measurable space $(\Omega, \mathcal{F})$, let $\mathcal{P}(\Omega, \mathcal{F})$ denote the set of probability measures on $(\Omega, \mathcal{F})$. When the $\sigma$-field is understood, we write simply $\mathcal{P}(\Omega)$. When $\Omega$ is a metric space, let $\mathcal{B}(\Omega)$ denote its Borel $\sigma$-field, and endow $\mathcal{P}(\Omega)$ with the topology of weak convergence. Let $\mathcal{C}^k = C([0, T]; \mathbb{R}^k)$ denote the set of continuous functions from $[0, T]$ to $\mathbb{R}^k$. Define the evaluation mappings $\pi_t$ on $\mathcal{C}^k$ by $\pi_t(x) = x_t$ and the truncated supremum norms $\| \cdot \|_t$ on $\mathcal{C}^k$ by

$$
\| x \|_t := \sup_{s \in [0, t]} |x_s|, \quad t \in [0, T].
$$

Unless otherwise stated, $\mathcal{C}^k$ is endowed with the norm $\| \cdot \|$. Let $\mathcal{W}^k$ denote Wiener measure on $\mathcal{C}^k$. For $\mu \in \mathcal{P}(\mathcal{C}^k)$, let $\mu_t \in \mathcal{P}(\mathbb{R}^k)$ denote the image of $\mu$ under $\pi_t$. For $p \geq 1$ and a separable metric space $(E, \ell)$, let $\mathcal{P}^p(E)$ denote the set of $\mu \in \mathcal{P}(E)$ with $\int_E \ell^p(x, x^0) \mu(dx) < \infty$ for some (and thus for any) $x^0 \in E$. For $p \geq 1$ and $\mu, \nu \in \mathcal{P}^p(E)$, let $\ell_{E, p}$ denote the $p$-Wasserstein distance, given by

$$
\ell_{E, p}(\mu, \nu) := \inf \left\{ \left( \int_{E \times E} \gamma(dx, dy) \ell^p(x, y) \right)^{1/p} : \gamma \in \mathcal{P}(E \times E) \text{ has marginals } \mu, \nu \right\}
$$

(2.1)

Unless otherwise stated, the space $\mathcal{P}^p(E)$ is equipped with the metric $\ell_{E, p}$, and $\mathcal{P}(E)$ has the topology of weak convergence. Both are equipped with the corresponding Borel $\sigma$-fields, which coincide with the $\sigma$-field generated by the mappings $\mathcal{P}^p(E)$ (resp. $\mathcal{P}(E)$) $\ni \mu \mapsto (\mu(F), F$ being any Borel subset of $E$. Appendix A discusses the topological properties of Wasserstein distances relevant to this paper.

We are given two exponents $p', p \geq 1$, a control space $A$, and the following functions:

$$(b, f) : [0, T] \times \mathbb{R}^d \times \mathcal{P}^p(\mathbb{R}^d) \times A \to \mathbb{R}^d \times \mathbb{R},$$

$$(\sigma, \sigma_0) : [0, T] \times \mathbb{R}^d \times \mathcal{P}^p(\mathbb{R}^d) \to \mathbb{R}^{d \times m} \times \mathbb{R}^{d \times m_0},$$

$$g : \mathbb{R}^d \times \mathcal{P}^p(\mathbb{R}^d) \to \mathbb{R}.$$
The standing assumptions for our existence and convergence theorems are as follows. Continuity and measurability statements involving $P^p(\mathbb{R}^d)$ are with respect to the Wasserstein distance $\ell_{\mathbb{R}^d,p}$ and its corresponding Borel $\sigma$-field.

**Assumption A.** The main results of the paper will be proved under the following assumptions, which we assume to hold throughout the paper:

(A.1) $A$ is a closed subset of a Euclidean space. (More generally, as in [19], a closed $\sigma$-compact subset of a Banach space would suffice.)

(A.2) $p' > p \geq 1 \vee p_x, p_y \in [0, 2]$, and $\lambda \in P^p(\mathbb{R}^d)$. (Here $a \vee b := \max(a, b).$)

(A.3) The functions $b, \sigma, \sigma_0, f,$ and $g$ of $(t, x, \mu, a)$ are jointly measurable and are continuous in $(x, \mu, a)$ for each $t$.

(A.4) There exists $c_1 > 0$ such that, for all $(t, y, \mu, a) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \times P^p(\mathbb{R}^d) \times A$,

$$|b(t, x, \mu, a) - b(t, y, \mu, a)| + |(\sigma, \sigma_0)(t, x, \mu) - (\sigma, \sigma_0)(t, y, \mu)| \leq c_1|x - y|,$$

and

$$b(t, 0, \mu, a)| \leq c_1 \left[1 + \left(\int_{\mathbb{R}^d} |z|^p \mu(dz)\right)^{1/p} + |a|\right],$$

$$|\sigma(t, x, \mu)|^2 + |\sigma_0(t, x, \mu)|^2 \leq c_1 \left[1 + |x|^{p_x} + \left(\int_{\mathbb{R}^d} |z|^p \mu(dz)\right)^{p_x/p}\right].$$

(A.5) There exist $c_2, c_3 > 0$ such that, for each $(t, x, \mu, a) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \times P^p(\mathbb{R}^d) \times A$,

$$-c_2 \left(1 + |x|^p + \int_{\mathbb{R}^d} |z|^p \mu(dz)\right) \leq g(x, \mu) \leq c_2 \left(1 + |x|^p + \int_{\mathbb{R}^d} |z|^p \mu(dz)\right),$$

$$-c_2 \left(1 + |x|^p + \int_{\mathbb{R}^d} |z|^p \mu(dz) + |a|^p\right) \leq f(t, x, \mu, a) \leq c_2 \left(1 + |x|^p + \int_{\mathbb{R}^d} |z|^p \mu(dz)\right) - c_3|a|^p.'$$

Examples under which Assumption A holds will be discussed in Section 5.

2.2. General objective. Ideally, we are interested in the following notion of strong MFG solution:

**Definition 2.1** (Strong MFG solution with strong control). A strong MFG solution with strong control and with initial condition $\lambda$ is a tuple $(\Omega, (\mathcal{F}_t)_{t \in [0, T]}, \mu, \alpha, X)$, where $(\Omega, (\mathcal{F}_t)_{t \in [0, T]}, P)$ is a filtered probability space supporting $(\lambda, B, W, W, \mu, \alpha, X)$ satisfying

1. $(\mathcal{F}_t)_{t \in [0, T]}$ is the $P$-complete filtration generated by the process $(X_0, B_t, W_t)_{t \in [0, T]}$.

2. The processes $(B_t)_{t \in [0, T]}$ and $(W_t)_{t \in [0, T]}$ are independent $(\mathcal{F}_t)_{t \in [0, T]}$ Wiener processes of respective dimension $m_0$ and $m$, the processes $(\mu_t = \mu \circ \pi^{-1}_t)_{t \in [0, T]}$ and $(X_t)_{t \in [0, T]}$ are $(\mathcal{F}_t)_{t \in [0, T]}$-adapted processes (with values in $P^p(\mathbb{R}^d)$ and $\mathbb{R}^d$ respectively), and $P \circ X_0^{-1} = \lambda$.

3. $(\alpha_t)_{t \in [0, T]}$ is $(\mathcal{F}_t)_{t \in [0, T]}$-progressively measurable with values in $A$ and $E\int_0^T |\alpha_t|^p dt < \infty$.

4. The state equation holds

$$dX_t = b(t, X_t, \mu_t, \alpha_t)dt + \sigma(t, X_t, \mu_t)dW_t + \sigma_0(t, X_t, \mu_t)dB_t, \quad t \in [0, T].$$

5. If $(\alpha'_t)_{t \in [0, T]}$ is another $(\mathcal{F}_t)_{t \in [0, T]}$-progressively measurable $A$-valued process satisfying $E\int_0^T |\alpha'_t|^p dt < \infty$, and $X'$ is the unique strong solution of

$$dX'_t = b(t, X'_t, \mu, \alpha'_t)dt + \sigma(t, X'_t, \mu_t)dW_t + \sigma_0(t, X'_t, \mu_t)dB_t, \quad X'_0 = X_0,$$

then

$$E \left[\int_0^T f(t, X_t, \mu_t, \alpha_t)dt + g(X_T, \mu_T)\right] \geq E \left[\int_0^T f(t, X'_t, \mu_t, \alpha'_t)dt + g(X'_T, \mu_T)\right].$$

6. $P$-almost surely, $\mu(\cdot) = P(X \in \cdot | B)$. That is, $\mu$ is a version of the conditional law of $X$ given $B$. 
Pay attention that \( \int_0^T |\alpha_t|^p \, dt \) is not required to be finite. Thanks to (A.5), there is no need. When \( \int_0^T |\alpha_t|^p \, dt = \infty \), the reward functional is well-defined and is equal to \(-\infty\).

Definition 2.1 may be understood as follows. Points (1), (2) and (3) are somewhat technical requirements that fix the probabilistic set-up under which the MFG solution is defined. Given \( \mu \) as in the definition, (4) and (5) postulate that \((X_t)_{t \in [0,T]}\) is a solution of the stochastic optimal control problem driven by the reward functionals \( f \) and \( g \) in the random environment \( \mu \). Condition (6) is a fixed point condition. It is an adaptation of the condition \( \mu = P(X \in \cdot) \) used in the MFG literature to describe asymptotic Nash equilibria between interacting particles \( X^1, \ldots, X^N \) submitted to independent noises:

\[
dX^i_t = b(t, X^i_t, \bar{\mu}^N_t, \alpha^i_t)dt + \sigma(t, X^i_t, \bar{\mu}^N_t)dW^i_t, \quad i = 1, \ldots, N,
\]

where \( W^1, \ldots, W^N \) are independent Wiener processes, \( \bar{\mu}^N_t \) is the empirical distribution of the \( N \)-tuple \((X^1_t, \ldots, X^N_t)\) and \( \alpha^1, \ldots, \alpha^N \) are control processes. In (6), the conditioning by \( B \) reflects correlations between the particles when their dynamics are governed by a common noise:

\[
dX^i_t = b(t, X^i_t, \bar{\mu}^N_t, \alpha^i_t)dt + \sigma(t, X^i_t, \bar{\mu}^N_t)dW^i_t + \sigma_0(t, X^i_t, \bar{\mu}^N_t)dB_t, \quad i = 1, \ldots, N,
\]

where \( B, W^1, \ldots, W^N \) are independent Wiener processes. Intuitively, conditioning in (6) follows from a conditional application of the law of large numbers; see [9] for an overview. In our definition, the equilibrium is called strong as it is entirely described by the common noise \( B \).

**Remark 2.2.** The fact that \((X_t)_{t \in [0,T]} \in (\mathcal{F}_t)_{t \in [0,T]}\)-adapted and \((B_t)_{t \in [0,T]} \in (\mathcal{F}_t)_{t \in [0,T]}\)-Wiener process in the above definition implies, with (6), that \( \mu_t = P(X_t \in \cdot | B) = P(X_t \in \cdot | \sigma(B_s : s \leq t)) \) \( \mu \) a.s. The filtration being complete, \((\mu_t)_{t \in [0,T]}\) is automatically \((\mathcal{F}_t)_{t \in [0,T]}\)-adapted (without requiring it in (2)). Note also that \( (\mu_t)_{t \in [0,T]} \) has continuous trajectories (in \( \mathcal{P}^p(\mathbb{R}^d) \)) as \( \mu \) is \( \mathcal{P}^p(\mathcal{C}^d) \)-valued.

We will not be able to prove existence of such a solution under the general assumptions \( A \). It is not until Section 6 that we find additional assumptions which do ensure the existence and uniqueness of a strong MFG solution (either in the sense of Definition 2.1 or the following weaker Definitions 2.3). Assuming only \( A \), a general existence theorem will hold if we relax the notion of solution. As the first of two relaxations, the class of admissible controls will be enlarged to include what we call weak controls. Weak controls are essentially \( \mathcal{P}(A) \)-valued processes rather than \( A \)-valued processes, which may be interpreted as a randomization of the control; moreover, weak controls are also allowed to be randomized externally to the given sources of randomness \((X_0, B, W)\). The first of such relaxations we investigate is the following:

**Definition 2.3 (Strong MFG solution with weak control).** A strong MFG solution with weak control is a tuple \((\Omega, (\mathcal{F}_t)_{t \in [0,T]}, P, B, W, \mu, \Lambda, X)\), where \((\Omega, (\mathcal{F}_t)_{t \in [0,T]}, P)\) is a probability space with a complete filtration supporting \((B, W, \mu, \Lambda, X)\) satisfying

1. The processes \((B_t)_{t \in [0,T]}\) and \((W_t)_{t \in [0,T]}\) are independent \((\mathcal{F}_t)_{t \in [0,T]}\) Wiener processes of respective dimension \( m_0 \) and \( m \), the processes \( (\mu_t = \mu_{\mathcal{W}^{-1}_t})_{t \in [0,T]} \) and \((X_t)_{t \in [0,T]}\) are \((\mathcal{F}_t)_{t \in [0,T]}\)-adapted processes (with values in \( \mathcal{P}^p(\mathbb{R}^d) \) and \( \mathbb{R}^d \) respectively) and \( P \circ \bar{X}^{-1}_0 = \lambda \).
2. \((\Lambda_t)_{t \in [0,T]}\) is \((\mathcal{F}_t)_{t \in [0,T]}\)-progressively measurable with values in \( \mathcal{P}(A)\) and

\[
E \int_0^T \int_A |a|^p \Lambda_t(da) \, dt < \infty.
\]
3. The state equation holds \(^1\):

\[
dX_t = \left\{ \int_A b(t, X_t, \mu_t, a) \Lambda_t(da) \right\} dt + \sigma(t, X_t, \mu_t) dW_t + \sigma_0(t, X_t, \mu_t) dB_t.
\]

\(^1\) Throughout the paper, we avoid augmenting filtrations to be right-continuous, mostly because it could cause real problem in point (3) of Definition 3.1. The concerned reader is referred to [32, Lemma 4.3.3] for a carefully discussion of stochastic integration without completeness or right-continuity of the filtration.
(4) If \((\Omega', \mathcal{F}_t', P')\) is another filtered probability space supporting processes \((B', W', \mu', \Lambda', X')\) satisfying (4-3) and \(P \circ (B, \mu)^{-1} = P' \circ (B', \mu')^{-1}\), then
\[
\mathbb{E}\left[\int_0^T \int_A f(t, X_t, \mu_t, a) \Lambda_t(da) dt + g(X_T, \mu_T)\right] \geq \mathbb{E}\left[\int_0^T \int_A f(t, X'_t, \mu'_t, a) \Lambda'_t(da) dt + g(X'_T, \mu'_T)\right].
\]

(5) \(\mu\) is a version of the conditional law of \(X\) given \(B\).

Note that (1) and (5) are the same as (2) and (6) of Definition 2.1. Given an MFG solution in either of the above senses, we call the corresponding measure flow \((\mu_t)_{t \in [0, T]}\) an equilibrium.

2.3. Relaxed controls. We now specify the notion of relaxed controls. Recall that Assumption A is in force at all times. Define \(V\) to be the set of measures \(q\) on \([0, T] \times A\) satisfying both \(q(\cdot \times A) = \text{Lebesgue}\) (that is the image of \(q\) by the projection on \([0, T]\) is the Lebesgue measure on \([0, T]\)) and
\[
\int_{[0, T] \times A} q(dt, da)|a|^p < \infty.
\]

An element of \(V\) is called a relaxed control. Any element \(q \in V\) may be rescaled into \(q/T \in \mathcal{P}^p([0, T] \times A)\). This permits to endow \(V\) with the \(p\)-Wasserstein metric, denoted by \(\ell_V\). It follows from results of [21] that \(V\) is a Polish space (since \(A\) is), and in fact if \(A\) is compact then so is \(V\), and in this case \(\ell_V\) metrizes the topology of weak convergence. See Appendix A for some details about this space.

Each \(q \in V\) may be identified with a measurable function \([0, T] \ni t \mapsto q_t \in \mathcal{P}^p(A)\), determined uniquely (up to a.e. equality) by \(dtq_t(da) = q(dt, da)\). As in [29, Lemma 3.8], we can find a predictable version of \((q_t)_{t \in [0, T]}\) in the following sense. Let \(A\) denote the identity map on \(V\), and let
\[
\mathcal{F}^A_t := \sigma(A(C) : C \in \mathcal{B}([0, t] \times A)), \quad t \in [0, T]
\]

Then, there exists an \((\mathcal{F}^A_t)_{t \in [0, T]}\)-predictable process \(\mathcal{X} : [0, T] \times V \to \mathcal{P}(A)\) such that, for each \(q \in V\), \(\mathcal{X}(t, q) = q_t\) for almost every \(t \in [0, T]\). In particular, \(q = dt[\mathcal{X}(t, q)](da)\) for each \(q \in V\), and it is immediate that \(\mathcal{F}^A_t = \sigma(\mathcal{X}(s, \cdot) : s \leq t)\). We will abuse notation somewhat by writing \(\Lambda_t := \mathcal{X}(t, \cdot)\).

Before we proceed, we first state a frequently useful version of a standard moment estimate for the state equation (4) in Definition 2.3.

**Lemma 2.4.** On some filtered probability space \((\Omega, (\mathcal{F}_t)_{t \in [0, T]}, P)\), suppose \(B\) and \(W\) are independent \((\mathcal{F}_t)_{t \in [0, T]}\)-Wiener processes, suppose \(\mu\) is a \(\mathcal{P}^p(C^d)\)-valued random variable such that \((\mu_t = \mu \circ \pi^{-1}_t)\) is \((\mathcal{F}_t)_{t \in [0, T]}\)-progressive, suppose \((\Lambda_t)_{t \in [0, T]}\) is an \((\mathcal{F}_t)_{t \in [0, T]}\)-progressive \(\mathcal{P}^p(A)\)-valued process, and suppose \(\xi\) is a \(\mathcal{F}_0\)-measurable random vector with law \(\lambda\). Assume A holds. Then there exists a unique solution \(X\) of the state equation (4) in Definition 2.3 with \(X_0 = \xi\) as initial condition.

For each \(\gamma \in [p, p']\), there exists a constant \(c_4 > 0\), depending only on \(\gamma\), \(\lambda\), \(T\), and the constant \(c_1\) of (A.4) such that,
\[
\mathbb{E}\|X\|^\gamma_T \leq c_4 \left(1 + \int_{C^d} \|z\|_{L^\gamma}^\gamma \mu(dz) \right) + \mathbb{E}\int_0^T \int_A |a|^\gamma \Lambda_t(da) dt.
\]

Moreover, if \(P(X \in \cdot \mid B) = \mu\), then we have
\[
\mathbb{E}\int_{C^d} \|z\|_{L^\gamma} \mu(dz) = \mathbb{E}\|X\|^\gamma_T \leq c_4 \left(1 + \mathbb{E}\int_0^T \int_A |a|^\gamma \Lambda_t(da) dt\right).
\]

**Proof.** Existence and uniqueness are standard. The Burkholder-Davis-Gundy inequality and Jensen’s inequality yield a constant \(C\) (depending only on \(\gamma\), \(\lambda\), \(c_1\), and \(T\), and which may then change from
line to line) such that, if \( \Sigma := \sigma \sigma^\top + \sigma_0 \sigma_0^\top \), then
\[
\mathbb{E}[X] \leq CE \left[ |X| \gamma + \int_0^t ds \int_A \Lambda_s(da) |b(s, X_s, \mu_s, a)|^\gamma + \left( \int_0^t ds \int_\mathcal{D} \Sigma(s, X_s, \mu_s) \right)^{\gamma/2} \right]
\]
\[
= CE \left[ |X| \gamma + c_1 \int_0^t ds \left( 1 + |X|^\gamma + \left( \int_{\mathcal{D}} \|z\|^p \mu(dz) \right)^{p\gamma/p} + \int_A |a|^\gamma \Lambda_s(da) \right) \right]
\]
\[
\leq CE \left[ 1 + |X| \gamma + \int_0^t ds \left( 1 + |X|^\gamma + \int_{\mathcal{D}} \|z\|^p \mu(dz) + \int_A |a|^\gamma \Lambda_s(da) \right) \right]
\]

To pass from the second to the last line, we used the bound \( \left( \int \|z\|^p \mu(dz) \right)^{p\gamma/p} \leq \int \|z\|^\gamma \mu(dz) \), which holds true since \( \gamma \geq p \). To bound \( \int \|z\|^\gamma \mu(dz) \) in the third line, we used the following argument.

If \( \gamma \geq 2 \), we can pass the power \( \gamma/2 \) inside the integral in time by means of Jensen’s inequality and then use the inequality \( |x|^{p\gamma/2} \leq 1 + |x| \gamma \), which holds since \( p \gamma/2 \leq 2 \). If \( \gamma \leq 2 \), we can use the inequality \( |x|^{\gamma/2} \leq 1 + |x| \gamma \) followed by \( |x|^{p\gamma} \leq 1 + |x| \gamma \), which holds since \( \gamma \geq p \). The first claim follows now from Gronwall’s inequality. If \( P(X \in \cdot | B) = \mu, \) then the above becomes
\[
\mathbb{E} \int_{\mathcal{D}} \|z\|^\gamma \mu(dz) = \mathbb{E}[X] \leq CE \left[ |X| \gamma + \int_0^t ds \left( 1 + 2 \int_{\mathcal{D}} \|z\|^\gamma \mu(dz) + \int_A |a|^\gamma \Lambda_s(da) \right) \right].
\]
The second claim now also follows from Gronwall’s inequality. \( \square \)

2.4. Discretized mean field games. Quite often, existence of a solution to a mean-field game without common noise is proved by means of Schauder’s fixed point theorem. See for instance \([7, 8]\). Schauder’s theorem is then applied on \( \mathcal{P}^p(\mathcal{D}) \) (with \( p = 2 \) in usual cases), for which compact subsets may be easily described. In the current setting, the presence of the common noise makes things much more complicated. Indeed, an equilibrium, denoted by \( \mu \) in Definitions 2.1 and 2.3, is an element of the much larger space \( \mathcal{P}^p(\mathcal{D}) \times \mathcal{P}^{cm} \), and the difficulty is to identify compact sets which could be stable under the transformations we consider.

2.4.1. Set-up. In this subsection we thus define a discretization of the mean field game for which equilibria only depend on a finite number of random outcomes. Roughly speaking, equilibria can then be viewed as elements of the space \( \mathcal{P}^p(\mathcal{D})^k \) for some integer \( k \geq 1 \), the compact sets of which may be described quite simply. Compactness will be much easier to come by when the state coefficients are bounded and the control space compact, and so we will begin the search for MFG solutions by working under the following assumptions:

Assumption B. Assume that the following B(1-5) hold for the rest of the subsection:

(B.1) \( A \) is a compact metric space, and \( (b, \sigma, \sigma_0) \) is uniformly bounded.

(B.2) \( \lambda \in \mathcal{P}^{p'}(\mathbb{R}^d), \) and \( p' > p \geq 1. \)

(B.3) The functions \( b, \sigma, \sigma_0, f, \) and \( g \) of \( (t, x, \mu, a) \) are jointly measurable and continuous in \( (x, \mu, a) \) for each \( t. \)

(B.4) There exists \( c_1 > 0 \) such that, for all \( (t, x, y, \mu, a) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \times \mathcal{P}^p(\mathbb{R}^d) \times A, \)
\[
|b(t, x, \mu, a) - b(t, y, \mu, a)| + \|D (\sigma, \sigma_0)(t, x, \mu) - (\sigma, \sigma_0)(t, y, \mu) \| \leq c_1 |x - y|.
\]

(B.5) There exists \( c_2 > 0 \) such that, for each \( (t, x, \mu, a) \in [0, T] \times \mathbb{R}^d \times \mathcal{P}^p(\mathbb{R}^d) \times A, \)
\[
|f(t, x, \mu, a)| + |g(x, \mu)| \leq c_2 \left( 1 + |x|^p + \int_{\mathbb{R}^d} \|z\|^p \mu(dz) \right).
\]

Note in particular that \( \mathcal{V} \) is compact. Define then the canonical spaces
\[
\Omega_0 := \mathbb{R}^d \times \mathcal{C}^{cm} \times \mathcal{C}^m, \quad \Omega_f := \mathbb{R}^d \times \mathcal{C}^{cm} \times \mathcal{C}^m \times \mathcal{V} \times \mathcal{C}^d.
\]

Let \( \xi, B, W, \Lambda, \) and \( X \) denote the identity maps on \( \mathbb{R}^d, \mathcal{C}^{cm}, \mathcal{C}^m, \mathcal{V}, \) and \( \mathcal{C}^d \) respectively. With a slight abuse of notation, we will also denote by \( \xi, B \) and \( W \) the projections from \( \Omega_0 \) onto \( \mathbb{R}^d, \mathcal{C}^{cm} \) respectively.
and $C^m$ respectively, and by $\xi$, $B$, $W$, $\Lambda$ and $X$ the projections from $\Omega_I$ onto $\mathbb{R}^d$, $C^{m_0}$, $C^m$, $\mathcal{V}$ and $C^d$ respectively.

The canonical processes $B$, $W$, and $X$ generate obvious natural filtrations on $\Omega_I$: $(\mathcal{F}^B_t)_{t \in [0,T]}$, $(\mathcal{F}^W_t)_{t \in [0,T]}$, and $(\mathcal{F}^X_t)_{t \in [0,T]}$. Recall the definition of $(\mathcal{F}^A_t)_{t \in [0,T]}$ on $\mathcal{V}$ from (2.3). We will frequently work with filtrations generated by several canonical processes, such as $\mathcal{F}^{\xi,B,W}_t :=:\sigma(\xi, B_s, W_s: s \leq t)$ defined on $\Omega_0$, and $\mathcal{F}^{\xi,B,W}_t \Lambda = \mathcal{F}^{\xi,B,W}_t \otimes \mathcal{F}^\Lambda_0$ defined on $\Omega_0 \times \mathcal{V}$. When needed, we will use the same symbol $(\mathcal{F}_t)_{t \in [0,T]}$ to denote the natural extension of a filtration $(\mathcal{F}_t)_{t \in [0,T]}$ on a space $\Omega$ to any product $\Omega \times \Omega'$, given by $(\mathcal{F}_t \otimes \{\emptyset, \Omega'\})_{t \in [0,T]}$. This permits to use $(\mathcal{F}^{\xi,B,W}_t)_{t \in [0,T]}$ for the filtration on $\Omega_0 \times \mathcal{V}$ generated by $(\xi, B, W)$, and it should be clear from context on which space the filtration is defined.

2.4.2. Discretization procedure. To define the discretized MFG problem, we discretize both time and the space of the common noise $B$. For each $n \geq 1$, let $t^n_i = i2^{-n}T$ for $i = 0,\ldots,2^n$. For each positive integer $n$, we choose a partition $\pi^n := \{C^n_0, \ldots, C^n_n\}$ of $\mathbb{R}^{m_0}$ into $n$ measurable sets of strictly positive Lebesgue measure, such that $\pi^{n+1}$ is a refinement of $\pi^n$ for each $n$, and $\mathcal{B}(\mathbb{R}^{m_0}) = \sigma(\bigcup_{n=1}^{\infty} \pi^n)$. For a given $n$, the time mesh $(t^n_i)_{i=0,\ldots,2^n}$ and the spatial partition $\pi^n$ yield a time-space grid along which we can discretize the trajectories in $C^{m_0}$ (which is the space carrying the common noise $B$). Intuitively, the idea is to project the increments of the trajectories between two consecutive times of the mesh $(t^n_i)_{i=0,\ldots,2^n}$ onto the spatial partition $\pi^n$. For $1 \leq k \leq 2^n$ and $\xi = (t_1,\ldots,t_k) \in \{1,\ldots,n\}^k$, we thus define $S^{n,k}_\xi$ as the set of trajectories with increments up until time $t_k$ in $(C^n_{i_1},\ldots,C^n_{i_k})$, that is:

$$S^{n,k}_\xi = \{\beta \in C^{m_0}: \beta_{t^n_{i}} - \beta_{t^n_{i-1}} \in C^n_{i_j}, \forall j = 1,\ldots,k\}.$$

Obviously, the $S^{n,k}_\xi$’s, $\xi \in \{1,\ldots,n\}^k$, form a finite partition (of cardinal $n^k$) of $C^{m_0}$, each $S^{n,k}_\xi$ writing as a set of trajectories having the same discretization up until $t_k$ and having a strictly positive $W^{m_0}$-measure. The collection of all the possible discretization classes up until $t_k$ thus reads:

$$\Pi^n_k := \left\{S^{n,k}_\xi : \xi \in \{1,\ldots,n\}^k\right\}.$$

When $k = 0$, we let $\Pi^n_0 := \{C^{m_0}\}$, since all the trajectories are in the same discretization class.

For any $n \geq 0$, the filtration $(\sigma(\Pi^n_k))_{k=0,\ldots,2^n}$ is the filtration generated by the discretization of the canonical process. Clearly, $\sigma(\Pi^n_k) \subset \mathcal{F}^B_{t^n_k}$ and $\sigma(\Pi^n_k) \subset \sigma(\Pi^{n+1}_k)$. For each $t \in [0,T]$, define

$$[t]_n := \max\{t^n_i : 0 \leq i \leq 2^n, \ t^n_i \leq t\}.$$ 

Let $\Pi^n(t)$ equal $\Pi^n_k$, where $k$ is the largest integer such that $t^n_k \leq t$, and let $G^n_t := \sigma(\Pi^n(t)) = G^n_{[t]_n}$. It is straightforward to verify that $(G^n_t)_{t \in [0,T]}$ is a filtration (i.e., $G^n_s \subset G^n_t$ when $s < t$) for each $n$ and that

$$\mathcal{F}^B_t = \sigma\left(\bigcup_{n=1}^{\infty} G^n_t\right).$$

2.4.3. Measures parameterized by discretized trajectories. The purpose of the discretization procedure described right below is to reduce the complexity of the scenarios upon which an equilibrium $\mu$ depends in Definitions 2.1 and 2.3. Roughly speaking, the strategy is to force $\mu$ to depend only on the discretization of the canonical process $B$ on $C^{m_0}$. A natural way to do so is to restrict (in some way) the analysis to functions $\mu : \Pi^n_{2^n} \rightarrow \mathcal{P}(\mathcal{C}^d)$ (instead of $\mu : C^{m_0} \rightarrow \mathcal{P}(\mathcal{C}^d)$) or equivalently to functions $\mu : C^{m_0} \rightarrow \mathcal{P}(\mathcal{C}^d)$ that are $G^n_t$-measurable. In addition, some adaptedness is needed. We thus let $\mathcal{M}_n$ denote the set of functions $\mu : C^{m_0} \rightarrow \mathcal{P}(\mathcal{C}^d)$ that are $G^n_t$-measurable such that for each $t \in [0,T]$ and $C \in \mathcal{F}^A$, the map $\beta \mapsto [\mu(\beta)](C)$ is $G^n_t$-measurable. In particular, the process $(\mu_t := \mu \circ \pi^{-1})_{t \in [0,T]}$ is $(G^n_t)_{t \in [0,T]}$-adapted and càdlàg (with values in $\mathcal{P}(\mathcal{F}^d)$).

Note that any $\mu \in \mathcal{M}_n$ is constant on $S$ for each $S \in \Pi^n_{2^n}$ in the sense that $\beta \mapsto [\mu(\beta)](F)$ (which depends on the discretized trajectory) is constant on $S$ for each Borel subset $F$ of $\mathcal{P}(\mathcal{C}^d)$. Endow $\mathcal{M}_n$ with the topology of pointwise convergence, which of course is the same as the topology of uniform convergence since the common domain of each $\mu \in \mathcal{M}_n$ is effectively $\Pi^n_{2^n}$, which is finite.
Since $G^T_n = \sigma(\Pi^1_n)$ is finite, the space $\mathcal{M}_n$ is homeomorphic to a closed subset of $\mathcal{P}^p(C^d)^{|\Pi^1_n|}$.

Hence, $\mathcal{M}_n$ is a metrizable closed convex subset of a locally convex topological vector space.

2.4.4. Control problems. Control problems will be described in terms of measures on $\Omega_0 \times \mathcal{V}$. Let

$$W_\lambda := \lambda \times W^{0n} \times W^m \in \mathcal{P}^p(\Omega_0)$$

(2.4)
denote the distribution of the given sources of randomness on $\Omega_0$; note that $p'$-integrability follows from the assumption $\lambda \in \mathcal{P}^p(\mathbb{R}^d)$. The set of admissible control rules $A_f$ is defined to be the set of $Q \in \mathcal{P}(\Omega_0 \times \mathcal{V})$ such that $B$ and $W$ are independent $(\mathcal{F}_t^{\xi,B,W,\Lambda})_{t \in [0,T]}$-Wiener processes under $Q$ and $Q \circ (\xi, B, W)^{-1} = W_\lambda$. Equivalently, $Q \in \mathcal{P}(\Omega_0 \times \mathcal{V})$ is in $A_f$ if $Q \circ (\xi, B, W)^{-1} = W_\lambda$ and $(B_t - B_s, W_t - W_s)$ is $Q$-independent of $\mathcal{F}_s^{\xi,B,W,\Lambda}$ for each $0 \leq s < t \leq T$. Intuitively, this is just the set of “reasonable” joint laws of the control process with the given randomness. It is easy to check that $A_f$ is closed in the topology of weak convergence.

Given $\mu \in \mathcal{M}_n$ and $Q \in A_f$, on the completion of the filtered probability space $(\Omega_0 \times \mathcal{V}, (\mathcal{F}_t^{\xi,B,W,\Lambda})_{t \in [0,T]}, Q)$ we may find a process $Y$ such that $(\xi, B, W, \Lambda, Y)$ satisfy the SDE

$$Y_t = \xi + \int_0^t ds \int_A \Lambda_s(d\alpha) b(s, Y_s, \mu_s(B), a)$$
$$+ \int_0^t \sigma(s, Y_s, \mu_s(B)) dW_s + \int_0^t \sigma_0(s, Y_s, \mu_s(B)) dB_s.$$  (2.5)

Define the law of the solution and the interpolated solution by

$$\mathcal{R}_f(\mu, Q) := Q \circ (\xi, B, W, \Lambda, Y)^{-1}, \quad \mathcal{R}^\mu_f(\mu, Q) := Q \circ (\xi, B, W, \Lambda, \hat{Y}^n)^{-1},$$

where, for an element $x \in C^d$, $\hat{x}^n$ is the (delayed) linear interpolation of $x$ along the mesh $(t^n_i)$:

$$\hat{x}_i^n = \frac{2^n}{T} (t_i^n - t_{i-1}^n) x_{i-1} + \frac{2^n}{T} (t_{i+1}^n - t_i^n) x_i, \quad \text{for } t \in [t^n_i, t^n_{i+1}], \quad i = 0, \ldots, 2^n - 1. \quad (2.6)$$

The delay ensures that $\hat{Y}^n$ is $(\mathcal{F}_t^{X})_{t \in [0,T]}$-adapted. By Lemma 2.4 and compactness of $A$, $\mathcal{R}_f(\mu, Q)$ and $\mathcal{R}^\mu_f(\mu, Q)$ are in $\mathcal{P}^p(\Omega_f)$. Note that $\mathcal{R}_f$ and $\mathcal{R}^\mu_f$ are well-defined; by the uniqueness part in Lemma 2.4, $\mathcal{R}_f(\mu, Q)$ is the unique element $P$ of $\mathcal{P}(\Omega_f)$ such that $P \circ (\xi, B, W, \mu, \Lambda)^{-1} = Q$ and such that the canonical processes verify the SDE (2.5) under $P$. Again, as in footnote 1 on page 6, it is no cause for concern that the $Q$-completion of the canonical filtration $(\mathcal{F}_t^{\xi,B,W,\Lambda})_{t \in [0,T]}$ may fail to be right-continuous.

The objective of the discretized control problem is as follows. Define the reward functional

$$\Gamma(\mu, q, x) := \int_0^T dt \int_A q_t(d\alpha) f(t, x_t, \mu_t, a) + g(x_T, \mu_T),$$

and the expected reward functional $J_f : \mathcal{M}_n \times \mathcal{P}^p(\Omega_f) \to \mathbb{R}$ by

$$J_f(\mu, P) := \mathbb{E}^P[\Gamma(\mu(B), \Lambda, X)].$$

For a given $\mu \in \mathcal{M}_n$, we are then dealing with the optimal control problem (with random coefficients) consisting in maximizing $J_f(\mu, P)$ over $P \in \mathcal{R}^\mu_f(\mu, A_f)$. The set of maximizers is given by

$$\mathcal{R}^{\star,n}_f(\mu) := \arg \max_{P \in \mathcal{R}^\mu_f(\mu, A_f)} J_f(\mu, P).$$

The set $\mathcal{R}^{\star,n}_f(\mu)$ represents the optimal controls for the $n^{th}$ discretization corresponding to $\mu$. A priori, it may be empty.

2.4.5. Strong MFG solutions. The main result of this section is the following theorem, which proves the existence of a strong MFG solution with weak control for our discretized mean field game.

**Theorem 2.5.** For each $n$, there exist $\mu \in \mathcal{M}_n$ and $P \in \mathcal{R}^{\star,n}_f(\mu, A_f)$ such that $\mu = P(\mathcal{X} \in \cdot | G^T_n)$ ($P(\mathcal{X} \in \cdot | G^T_n)$ being seen as a map from $C^\infty$ to $\mathcal{P}^p(C^d)$, constant on each $S \in \Pi^1_n$).
Proof. An MFG equilibrium may be viewed as a fixed point of a set-valued function. Defining the set-valued map $F : \mathcal{M}_n \to 2^{\mathcal{M}_n}$ (where $2^{\mathcal{M}_n}$ is seen as the collection of subsets of $\mathcal{M}_n$) by

$$F(\mu) := \left\{ P \left( X \in \cdot \mid G^n_T \right) : P \in \mathcal{R}_f^{\ast \mu}(\mu, A_f) \right\},$$

the point is indeed to prove that $F$ admits a fixed point, that is a point $\mu \in F(\mu)$. Since the unique event in $G^n_T$ of null probability under $P$ is the empty set, we notice that $G(P) := P(\{X \in \cdot \mid G^n_T\})$ is uniquely defined for each $P \in \mathcal{P}^p(\Omega_f)$. Let $\mathcal{P}^p_f$ denote those elements $P$ of $\mathcal{P}^p(\Omega_f)$ for which $P \ast (\xi, B, W, \lambda)^{-1}$ is admissible, that is $\mathcal{P}^p_f := \{ P \in \mathcal{P}^p(\Omega_f) : P \ast (\xi, B, W, \lambda)^{-1} \in A_f \}$. For $P \in \mathcal{P}^p_f$, $G(P)$ is given by

$$G(P) : C^{\mu_0} \ni \beta \mapsto \sum_{S \in \Pi_{2^n}} P(X \in \cdot \mid B \in S)1_S(\beta) = \sum_{S \in \Pi_{2^n}} \frac{P(\{X \in \cdot \} \cap \{ B \in S \})}{W^{\mu_0}(S)}1_S(\beta).$$

The very first step is then to check that $F(\mu) \subset \mathcal{M}_n$ for each $\mu \in \mathcal{M}_n$. The above formula shows that, for $P \in \mathcal{P}^p_f$, $G(P)$ reads as a $G^n_T$-measurable function from $C^{\mu_0}$ to $\mathcal{P}^p(C^d)$. To prove that $G(P) \subset \mathcal{M}_n$, it suffices to check the adaptedness condition in the definition of $\mathcal{M}_n$ (see Paragraph 2.4.3). For our purpose, we can restrict the proof to the case when $X$ is $\mathcal{P}$ a.s. piecewise affine as in (2.6). For each $t \in [0, T]$, $F^n_{\xi, \beta, \beta}$, $H \subset F^n_{\xi, \beta, \beta}$, and $\beta \subset F^n_{\xi, \beta, \beta}$, we have that $1_C(X) = 1_C(X) \ast P$ a.s. for some $C \subset F^n_{\xi, \beta, \beta}$. Now, $G^n_T = G^n_{\xi, \beta, \beta}$ is closed for each $\beta \subset F^n_{\xi, \beta, \beta}$, we deduce that, $P \ast \beta$, $P(X \in C \mid G^n_T) = P(X \in C^c \mid G^n_T)$. Since the unique event in $G^n_T$ of null probability under $P$ is the empty set, we deduce that the process $(P(X_{\xi, \beta, \beta} \in \cdot \mid G^n_T))_{t \in [0, T]}$ is $\mathcal{P}^p(\Omega_f)$-adapted. This shows that $G(P) \subset \mathcal{M}_n$ and thus $F(\mu) \subset \mathcal{M}_n$.

We will achieve the proof by verifying the hypotheses of the Kakutani-Fan-Glicksberg fixed point theorem for set-valued functions [2, Corollary 17.55]. Namely, we will show that $F$ is upper hemicontinuous with nonempty compact convex values, and we will find a compact convex subset $Q \subset \mathcal{M}_n$ such that $F(\mu) \subset Q$ for each $\mu \in Q$.

First step: Continuity of set-valued functions. For the necessary background on set-valued analysis the reader is referred to [2, Chapter 17]. For this paragraph, fix two metric spaces $E$ and $F$. A set valued function $h : E \to 2^F$ is lower hemicontinuous if, whenever $x_n \to x$ in $E$ and $y \in h(x)$, there exists $y_n \in h(x_n)$ such that $y_n \to y$. If $h(x)$ is closed for each $x \in E$ then $h$ is called upper hemicontinuous if, whenever $x_n \to x$ in $E$ and $y_n \in h(x_n)$ for each $n$, the sequence $(y_n)$ has a limit point in $h(x)$. We say $h$ is continuous if it is both upper hemicontinuous and lower hemicontinuous. If $h(x)$ is closed for each $x \in E$ and $F$ is compact, then $h$ is upper hemicontinuous if and only if its graph $\{(x, y) : x \in E, y \in h(x)\}$ is closed.

First, we check the continuity of the function

$$\mathcal{P}^p_f \ni P \mapsto P(\{X \in \cdot \mid B \in S\} \in \mathcal{P}^p(C^d), \text{ for } S \in \Pi_{2^n}.\text{.}$$

This is straightforward, thanks to the finiteness of the conditioning $\sigma$-field. Let $\phi : \mathcal{C}^d \to \mathbb{R}$ be continuous with $|\phi(x)| \leq c(1 + \|x\|^p)$ for all $x \in C^d$, for some $c > 0$. Proposition A.1(3) in Appendix says that it is enough to prove that $\mathbb{E}^{P_k}[\phi(X)B \in S] = \mathbb{E}^{P_k}[\phi(X)|B \in S]$ whenever $P_k \to P$ in $\mathcal{P}^p(\Omega_f)$. This follows from Lemma A.4, which implies that the following real-valued function is continuous:

$$\mathcal{P}^p(\Omega_f) \ni P \mapsto \mathbb{E}^{P}[\phi(X)|B \in S] = \mathbb{E}^{P}[\phi(X)1_S(B)]/W^{\mu_0}(S).$$

Basically, Lemma A.4 handles the discontinuity of the indicator function $1_S$ together with the fact that $\phi$ is not bounded. It follows that the function $G : \mathcal{P}^p_f \to \mathcal{M}_n$ given by (2.8) is continuous. The set-valued function $F$ is simply the composition of $G$ with the set-valued function $\mu \mapsto \mathcal{R}_f^{\ast \mu}(\mu, A_f)$. Therefore, to prove that $F$ is upper hemicontinuous, it is sufficient to prove that $\mu \mapsto \mathcal{R}_f^{\ast \mu}(\mu, A_f)$ is upper hemicontinuous.

Second step: Analysis of the mapping: $\mu \mapsto \mathcal{R}_f^{\ast \mu}(\mu, A_f)$. Following the first step, the purpose of the second step is to prove continuity of the set-valued function

$$\mathcal{M}_n \ni \mu \mapsto \mathcal{R}_f^{\ast \mu}(\mu, A_f) := \{ \mathcal{R}_f^{\ast \mu}(\mu, Q) : Q \in A_f \} \in 2^{\mathcal{P}^p(\Omega_f)}.$$
Since the map $C^d \ni x \mapsto \hat{x}^n \in C^d$ is continuous (see (2.6)), it suffices to prove continuity with $R^n_f$ replaced by $R_f$. To do so, we prove first that $R_f(M_n, A_f)$ is relativley compact by showing that each of the sets of marginal measures is relatively compact; see Lemma A.3. Clearly $\{P \circ (\xi, B, W)^{-1} : P \in R_f(M_n, A_f)\} = \{\mathcal{W}_n\}$ is compact in $P^n(\Omega_0)$. Since $A$ is compact, so is $\mathcal{V}$, and thus $\{P \circ \Lambda^{-1} : P \in R_f(M_n, A_f)\}$ is relatively compact in $P^n(\mathcal{V})$. Since $b$, $\sigma$, and $\sigma_0$ are bounded, Aldous’ criterion (see Proposition B.1 for details) shows that $\{P \circ X^{-1} : R_f(M_n, A_f)\}$ is relatively compact in $P^n(C^d)$.

Continuity of the set-valued function $R_f(\cdot, A_f)$ will follow from continuity of the single-valued function $R_f$. Since the range is relatively compact, it suffices to show that the graph of $R_f$ is closed. Let $(\mu_k, Q_k) \to (\mu, Q)$ in $M_n \times A_f$ and $P_k := R_f(\mu_k, Q_k) \to P$ in $P^n(\Omega_f)$. It is clear that

$$P \circ (\xi, B, W, \Lambda)^{-1} = \lim_{k \to \infty} P_k \circ (\xi, B, W, \Lambda)^{-1} = \lim_{k \to \infty} Q_k = Q.$$ 

It follows from the results of Kurtz and Protter [28] that the state SDE (2.5) holds under the limiting measure $P$, since it holds under each $P_k$. Since $R_f(\mu, Q)$ is the unique law on $\Omega_f$ under which $(\xi, B, W, \Lambda)$ has law $Q$ and $(\xi, B, W, \Lambda, X)$ solves (2.5), we deduce that $P = R_f(\mu, Q)$. We finally conclude that $R_f(\cdot, A_f)$ and thus $R^n_f(\cdot, A_f)$ are continuous.

**Third Step: Analysis of the mapping: $\mu \mapsto R^n_f(\mu, A_f)$.** As a by-product of the previous analysis, we notice that, for each $\mu \in M_n$, $R_f(\mu, A_f)$ is closed and relatively compact and thus compact. By continuity of the map $C^d \ni x \mapsto \hat{x}^n \in C^d$ (see (2.6)), $R^n_f(\mu, A_f)$ is also compact.

Since $f$ and $g$ are continuous in $(x, \mu, a)$ and have $p$-order growth, it can be checked that the reward functional $\Gamma$ is continuous (although quite elementary, the proof is given in Appendix, see Lemma A.5). This implies that the expected reward functional $M_n \times P^n(\Omega_f) \ni (\mu, P) \mapsto J_f(\mu, P) \in \mathbb{R}$ is also continuous. If $\Gamma$ is bounded, continuity follows from the fact that $(\mu_k, P_k) \to (\mu, P)$ implies $P_k \circ (\mu_k(B), \Lambda, X)^{-1} \to P \circ (\mu(B), \Lambda, X)^{-1}$. In the general case when $\Gamma$ has $p$-order growth, it follows from Lemma A.4.

By compactness of $R^n_f(\mu, A_f)$ and by continuity of $J_f$, $R^n_f(\mu, A_f)$ is nonempty and compact. Moreover, from a well known theorem of Berge [2, Theorem 17.31], the set-valued function $R^n_f : M_n \to 2^{P^n(\Omega_f)}$ is upper hemicontinuous.

**Fourth step: Convexity of $R^n_f(\mu, A_f)$.** We now prove that, for each $\mu \in M_n$, $R^n_f(\mu, A_f)$ is convex. By linearity of the map $C^d \ni x \mapsto \hat{x}^n \in C^d$ (see (2.6)), it is sufficient to prove that $R_f(\mu, A_f)$ is convex. To this end, we observe first that $A_f$ is convex. Given $Q_i$, $i = 1, 2$, in $A_f$, and $c \in (0, 1)$, we notice that $(B, W)$ is a Wiener process with respect to $(\mathcal{F}^{\xi, B, W, A}_t)_{t \in [0, T]}$ under $cP^1 + (1-c)P^2$, where $P^i := R_f(\mu, Q_i)$ for $i = 1, 2$. (Use the fact that $(B, W)$ is a Wiener process under both $P^1$ and $P^2$.) Moreover, the state equation holds under $cP^1 + (1-c)P^2$. Since $(cP^1 + (1-c)P^2) \circ (\xi, B, W, \Lambda)^{-1} = cQ^1 + (1-c)Q^2$, we deduce that $cP^1 + (1-c)P^2$ is the unique probability on $\Omega_f$ under which $(\xi, B, W, \Lambda)$ has law $cQ^1 + (1-c)Q^2$ and $(\xi, B, W, \Lambda, X)$ solves the state equation. This proves that $cP^1 + (1-c)P^2 = R_f(\mu, cQ^1 + (1-c)Q^2)$.

By linearity of the map $P \mapsto J_f(\mu, P)$, we deduce that the set-valued function $R^n_f : M_n \to 2^{P^n(\Omega_f)}$ has nonempty convex values. (Non-emptiness follows from the previous step.)

**Conclusion.** Finally, we place ourselves in a convex compact subset of $M_n$, by first finding a convex compact set $Q_0 \subset P^n(C^d)$ containing $\{P \circ X^{-1} : P \in R^n_f(M_n, A_f)\}$. To this end, note that the boundedness of $(b, \sigma, \sigma_0)$ of assumption (B.1) implies that for each smooth $\phi : \mathbb{R}^d \to \mathbb{R}$ with compact support,

$$C_\phi := \sup_{t,x,\mu,a} \left| b(t, x, \mu, a)^\top D\phi(x) + \frac{1}{2} \text{Tr} \left[ \left( \sigma\sigma^\top + \sigma_0\sigma_0^\top \right)(t, x, \mu)D^2\phi(x) \right] \right| < \infty,$$
where \(D\) and \(D^2\) denote gradient and Hessian, respectively. Following Lemma 2.4 and again using boundedness of \((b,\sigma,\sigma_0)\), it is standard to show that

\[
M := \sup \left\{ \mathbb{E}^\lambda \|X\|^p_T : P \in \mathcal{R}^n_f(\mathcal{M}_n, A_f) \right\} < \infty.
\]

Now, define \(Q_1\) to be the set of \(P \in \mathcal{P}(\mathbb{C}_d)\) satisfying

1. \(P \circ X_0^{-1} = \lambda\),
2. \(\mathbb{E}^\lambda \|X\|^p_T \leq M\),
3. for each nonnegative smooth \(\phi : \mathbb{R}^d \to \mathbb{R}\) with compact support, the process \(\phi(X_t) + C_f t\) is a \(P\)-submartingale.

It is clear that \(Q_1\) is convex and contains \(\{P \circ X^{-1} : P \in \mathcal{R}^n_f(\mathcal{M}_n, A_f)\}\). Using a well known tightness criterion of Stroock and Varadhan [32, Theorem 1.4.6], conditions (1) and (3) together imply that \(Q_1\) is tight, and the \(p'\)-moment bound of (2) then ensures that it is relatively compact in \(\mathcal{P}(\mathbb{C}_d)\) (see Proposition A.1). It is straightforward to check that \(Q_1\) is in fact closed, and thus it is compact. Next, define

\[
Q_2 := \left\{ P \circ (\hat{X}^n)^{-1} : P \in Q_1 \right\} \subset \mathcal{P}(\mathbb{C}_d),
\]

and note that \(Q_2\) is also convex and compact, since \(x \mapsto \hat{x}^n\) is continuous and linear.

Recalling the definition of \(\mathcal{P}^n_f\) from the first step, let

\[
Q_3 := \left\{ P \in \mathcal{P}^n_f : P \circ X^{-1} \in \mathcal{Q}_3 \right\} = \left\{ P \in \mathcal{P}(\Omega_f) : P \circ (\xi, B, W, \Lambda)^{-1} \in A_f, \ P \circ X^{-1} \in Q_2 \right\}.
\]

It is easily checked that \(A_f\) is a compact set, closedness is straightforward, and, as in the second step, \(A_f\) is relatively compact since \(A\) is compact and the \((\xi, B, W)\)-marginal is fixed. It follows from compactness of \(A_f\) and \(Q_2\) that \(Q_3\) is compact (see Lemma A.3). Similarly, it follows from convexity of \(A_f\) and \(Q_2\) that \(Q_3\) is convex.

Finally, define \(Q := G(Q_3)\). Note that \(Q \subset \mathcal{M}_n\), since we saw at the beginning of the proof that indeed \(G(P) \in \mathcal{M}_n\) whenever \(P \in \mathcal{P}^n_f\) satisfies \(P(X = \hat{X}^n) = 1\). As emphasized by (2.8), \(G\) is linear. Hence, \(Q\) is convex and compact since \(Q_3\) is. Moreover, for each \(\mu \in \mathcal{M}_n\), \(F(\mu) = G(\mathcal{R}^n_f(\mu, A_f))\) is convex and compact, since \(\mathcal{R}^n_f(\mu, A_f)\) is convex and compact (see the third and fourth steps). Since \(F(\mu) \subset Q\) for each \(\mu \in Q\), the proof is complete. 

\[\square\]

3. Weak limits of discretized MFG

We now aim at passing to the limit in the discretized MFG as the time-space grid is refined, the limit being taken in the weak sense. To do so, we show that any sequence of solutions of the discretized MFG is relatively compact, and we characterize the limits. This requires a lot of precaution, the main reason being that measurability properties are not preserved under weak limits. In particular, we cannot generally ensure that in the limit, the conditional measure \(\mu\) remains \(B\)-measurable in the limit. This motivates the new notion of weak MFG solution in the spirit of weak solutions to standard stochastic differential equations. We will thus end up with weak solutions with weak controls. Assumption \(A\) holds throughout the section.

3.1. Weak MFG solution with weak control. Since the conditional measure \(\mu\) is no longer expected to be measurable with respect to \(B\), we need another space for it. One of the main idea in the sequel is to enlarge the space supporting \(\mu\). Namely, instead of considering \(\mu\) as the conditional distribution of \(X\) given some \(\sigma\)-field, we will see \(\mu\) as the conditional distribution of the whole \((W, \Lambda, X)\). This will allow us to describe in a complete way the correlations between the different processes. In other words, \(\mu\) will be viewed as an element of \(\mathcal{P}(\mathcal{X})\), with \(\mathcal{X} := \mathcal{C}^m \times \mathcal{V} \times \mathcal{C}_d\), and with \(\mu^x := \mu(\mathcal{C}^m \times \mathcal{V} \times \cdot)\) denoting the \(\mathcal{C}_d\)-marginal.

This brings us to the following definition of a weak MFG solution, the term weak referring to the fact that the conditional distribution \(\mu\) may not be adapted to the noise \(B\):
Definition 3.1 (Weak MFG solution with weak control). A weak MFG solution with weak control (or simply a weak MFG solution) with initial condition \( \lambda \) is a tuple \( (\Omega, (\mathcal{F}_t)_{t \in [0,T]}, P, B, W, \mu, \Lambda, X) \), where \( (\Omega, (\mathcal{F}_t)_{t \in [0,T]}, P) \) is a probability space with a complete filtration supporting \((B, W, \mu, \Lambda, X)\) satisfying

1. The processes \((B_t)_{t \in [0,T]}\) and \((W_t)_{t \in [0,T]}\) are independent \((\mathcal{F}_t)_{t \in [0,T]}\)-Wiener processes of respective dimension \(m_B\) and \(m\), the process \((X_t)_{t \in [0,T]}\) is \((\mathcal{F}_t)_{t \in [0,T]}\)-adapted with values in \(\mathbb{R}^d\), and \(P \circ X_0^{-1} = \lambda\). Moreover, \(\mu\) is a random element of \(\mathcal{P}^p(X)\) such that \(\mu(C)\) is \(\mathcal{F}_t\)-measurable for each \(C \in \mathcal{F}_t^{W,\Lambda,X}\) and \(t \in [0,T]\).
2. \(X_0\), \(W\), and \((B, \mu)\) are independent.
3. \((\mathcal{A}_t)_{t \in [0,T]}\) is \((\mathcal{F}_t)_{t \in [0,T]}\)-adapted, as will be seen in Remark 3.5.
4. The state equation holds:

\[
dX_t = \int_A b(t, X_t, \mu_t^\perp, a) \Lambda_t(da)dt + \sigma(t, X_t, \mu_t^\perp)dW_t + \sigma_0(t, X_t, \mu_t^\perp)dB_t. \tag{3.1}
\]

5. If \((\Omega', (\mathcal{F}'_t)_{t \in [0,T]}, P')\) is another filtered probability space supporting processes \((B', W', \nu, \Lambda', X')\) satisfying (1-4) and \(P \circ (X_0, B, W, \mu)^{-1} = P' \circ (X_0', B', W', \nu)^{-1}\), then

\[
\mathbb{E}^P \left[ \Gamma(\mu^\perp, \Lambda, X) \right] \geq \mathbb{E}^{P'} \left[ \Gamma(\nu^\perp, \Lambda', X') \right].
\]

where \(\Gamma\) was defined in (2.7).
6. \(\mu = P((W, \Lambda, X) \in \cdot \mid B, \mu)\) a.s. That is \(\mu\) is a version of the conditional law of \((W, \Lambda, X)\) given \((B, \mu)\).

If there exists an \(A\)-valued process \((\alpha_t)_{t \in [0,T]}\) such that \(P(\Lambda_t = \delta_{\alpha_t}, a.e. t) = 1\), then we say the tuple is a weak MFG solution with weak strict control. It is said to be a weak MFG solution with strong control if the process \((\alpha_t)_{t \in [0,T]}\) is progressive with respect to the \(P\)-completion of \((\mathcal{F}_t^{X_0, B, W, \mu})_{t \in [0,T]}\).

A few comments regarding this definition are in order. The MFG solution is strong (see Definitions 2.1 and 2.3), if \(\mu\) is \(B\)-measurable, and it is weak otherwise. Similarly, whether or not \(\mu\) is \(B\)-measurable, the control is weak if it is not progressively measurable with respect to the completion of \((\mathcal{F}_t^{X_0, B, W, \mu})_{t \in [0,T]}\). Note finally that assumption (6) in the definition of weak MFG solution with weak control ensures that \(\mu_t^\perp\) is \(\mathcal{F}_t\)-adapted, as will be seen in Remark 3.5.

Since this notion of “weak control” is unusual, especially the conditional independence requirement in (3), we offer the following interpretation. An agent has full information, in the sense that he observes (in an adapted fashion) the initial state \(X_0\), the noises \(B\) and \(W\), and also the distribution \(\mu\) of the (infinity of) other agents’ states, controls, and noises. That is, the agent has access to \(\mathcal{F}_t^{X_0, B, W, \mu}\) at time \(t\). Controls are allowed to be randomized externally to these observations, but such a randomization must be conditionally independent of future information given current information. This constraint will be called compatibility.

The main result of this section is:

Theorem 3.2. Under assumption \(A\), there exists a weak MFG solution with weak control that satisfies (with the notation of Definition 3.1) \(\mathbb{E} \int_0^T \int_A |a|^p \Lambda_t(da)dt < \infty\).

3.2. Canonical space. In order to take weak limits of the discretized MFG, which is our purpose, it is convenient to work on a canonical space. As in the previous section, \(\Omega_0 := \mathbb{R}^d \times C^{m_0} \times C^m\) will support the initial condition and the two Wiener processes driving the state equation. We also need
the space $\mathcal{V}$ defined in the previous Subsection 2.3 to handle the relaxed controls and the space $\mathcal{C}^d$ to handle the solution of the state equation. To sum up, we have:

$$\mathcal{X} := \mathcal{C}^m \times \mathcal{V} \times \mathcal{C}^d,$$

$$\Omega_0 := \mathbb{R}^d \times \mathcal{C}^{m_0} \times \mathcal{C}^m,$$

$$\Omega := \mathbb{R}^d \times \mathcal{C}^{m_0} \times \mathcal{C}^m \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V} \times \mathcal{C}^d.$$

The identity map on $\Omega_0$ is still denoted by $(\xi, B, W)$ and the identity map on $\Omega$ by $(\xi, B, W, \mu, \Lambda, X)$. The map $\mu$ generates the canonical filtration

$$\mathcal{F}_t^\mu := \sigma \left( \mu(C) : C \in \mathcal{F}^{W,\Lambda,X}_t \right).$$

Recall from (2.3) the definition of the canonical filtration $(\mathcal{F}^\lambda_t)_{t \in [0,T]}$ on $\mathcal{V}$, and recall from (2.4) the definition of $\mathcal{W}_\lambda \in \mathcal{P}(\Omega_0)$. We next specify how $\mu$ and $\Lambda$ are allowed to correlate with each other and with the given sources of randomness $(\xi, B, W)$. We will refer to the conditional independence requirement (3) of Definition 3.1 as compatibility, defined a bit more generally as follows:

1. An element $\rho \in \mathcal{P}(\Omega_0 \times \mathcal{P}^p(\mathcal{X}))$ is said to be in $\mathcal{P}^p([\Omega_0, \mathcal{W}_\lambda] \rightarrow \mathcal{P}^p(\mathcal{X}))$ if $(\xi, B, W)$ has law $\mathcal{W}_\lambda$ under $\rho$ and if $B$ and $W$ are independent $(\mathcal{F}^\xi_{c,B,W,\mu,\lambda}_t)_{t \in [0,T]}$-Wiener processes under $\rho$. The subscript $c$ and the symbol $\sim$ in $\mathcal{P}^p([\Omega_0, \mathcal{W}_\lambda] \rightarrow \mathcal{P}^p(\mathcal{X})$ indicate that the extension of the probability measure $\mathcal{W}_\lambda$ from $\Omega_0$ to $\Omega_0 \times \mathcal{P}^p(\mathcal{X})$ is compatible.

2. For $\rho \in \mathcal{P}^p(\Omega_0 \times \mathcal{P}^p(\mathcal{X}))$, an element $Q \in \mathcal{P}^p([\Omega_0 \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V}]$ is said to be in $\mathcal{P}^p([\Omega_0 \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V}]$ if $(\xi, B, W, \mu)$ has law $\rho$ under $Q$ and $\mathcal{F}_t^{\xi,B,W,\mu}$ and $\mathcal{F}_t^{\lambda}$ are conditionally independent given $\mathcal{F}_t^{\xi,B,W,\mu}$. Again, $Q$ is then compatible with $\rho$ in the sense that, given the observation of $(\xi, B, W, \mu)$ up until time $t$, the observation of $\Lambda$ up until $t$ has no influence on the future of $(\xi, B, W, \mu)$.

**Remark 3.3.** These notions of compatibility are special cases of a more general idea, which goes by several names in the literature. It can be viewed as a compatibility of a larger filtration with a smaller one on a single probability space, in which case this is sometimes known as the $H$-hypothesis [6]. Alternatively, this can be seen as a property of an extension of a filtered probability space, known as a very good extension [22] or natural extension [24]. The term compatible is borrowed from Kurtz [27]. The curious reader is referred to [6, 22, 27] for some equivalent definitions, but we will derive the needed results as we go, to keep the paper self-contained.

We now have enough material to describe the optimization problem we will deal with. Given $\rho \in \mathcal{P}^p(\Omega_0 \times \mathcal{P}^p(\mathcal{X}))$ (that is given the original sources of randomness and a compatible random measure), we denote by $A(\rho) := \mathcal{P}^p([\Omega_0 \times \mathcal{P}^p(\mathcal{X}), \rho] \sim \mathcal{V})$ (see (2) above) the set of admissible relaxed controls.

Observe from (1) and (2) right above that, for $\rho \in \mathcal{P}^p(\Omega_0, \mathcal{W}_\lambda \rightarrow \mathcal{P}^p(\mathcal{X})$ and $Q \in A(\rho)$, the process $(B, W)$ is a Wiener process with respect to the filtration $(\mathcal{F}_c^{\xi,B,W,\mu,\lambda}_t)_{t \in [0,T]}$. Following (1), we will denote by $\mathcal{P}^p([\Omega_0, \mathcal{W}_\lambda] \rightarrow \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$ the elements of $\mathcal{P}^p(\Omega_0 \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$ under which $(B, W)$ is a Wiener process with respect to the filtration $(\mathcal{F}_t^{\xi,B,W,\mu,\lambda})_{t \in [0,T]}$, that is, if $Q \in A(\rho)$ with $\rho \in \mathcal{P}^p([\Omega_0, \mathcal{W}_\lambda] \rightarrow \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$, then $Q \in \mathcal{P}^p(\Omega, \mathcal{W}_\lambda \rightarrow \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$.

For $Q \in \mathcal{P}^p([\Omega_0, \mathcal{W}_\lambda] \rightarrow \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$, $\Lambda$ is $\rho$-integrable, that is $\mathcal{E}Q \int_0^T \int_A |a|^p \Lambda(a) da dt < \infty$. On the completion of the space $(\Omega_0 \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V}, (\mathcal{F}_t^{\xi,B,W,\mu,\lambda})_{t \in [0,T]}), Q$ there exists a unique strong solution $X$ of the SDE

$$X_t = \xi + \int_0^t ds \int_A \Lambda_s(da)b(s, X_s, \mu^s, a) + \int_0^t \sigma(s, X_s, \mu^s) dW_s + \int_0^t \sigma_0(s, X_s, \mu^s) dB_s,$$

(3.3)

where we recall that $\mu^s(\cdot) = \mu(C^m \times \mathcal{V} \times \cdot)$ is the marginal law of $\mu$ on $\mathcal{C}^d$ and $\mu^s := \mu^s \circ \pi^{-1}_s$. We then denote by $R(Q) := Q \circ (\xi, B, W, \mu, \Lambda, X)^{-1} \in \mathcal{P}(\Omega)$ the joint law of the solution. $R(Q)$ is the unique element $P \in \mathcal{P}(\Omega)$ such that $P \circ (\xi, B, W, \mu, \Lambda)^{-1} = Q$ and such that the canonical processes verify the SDE (3.3) under $P$ (again, see footnote 1 on page 6 for a related discussion about the choice of the filtration). It belongs to $R(Q) \in \mathcal{P}(\Omega)$, see Lemma 2.4.

For each $\rho \in \mathcal{P}^p(\Omega_0, \mathcal{W}_\lambda \rightarrow \mathcal{P}^p(\mathcal{X}))$, define

$$\mathcal{R}(\rho) := \mathcal{R}(A(\rho)) = \{ R(Q) = Q \in A(\rho) \}.$$
Recalling the definition of $\Gamma$ from (2.7), the expected reward functional $J : \mathcal{P}^p(\Omega) \to \mathbb{R}$ is defined by

$$J(P) := \mathbb{E}^P [\Gamma(\mu^P, \Lambda, X)].$$

(3.4)

The problem of maximizing $J(P)$ over $P \in \mathcal{R}\mathcal{A}(\rho)$ is called the control problem associated to $\rho$. Define the set of optimal controls corresponding to $\rho$ by

$$\mathcal{A}^\ast(\rho) := \arg \max_{Q \in \mathcal{A}(\rho)} J(\mathcal{R}(Q)),$$

(3.5)

and note that

$$\mathcal{R}\mathcal{A}^\ast(\rho) := \mathcal{R}(\mathcal{A}^\ast(\rho)) = \arg \max_{P \in \mathcal{R}\mathcal{A}(\rho)} J(P).$$

Pay attention that, a priori, the set $\mathcal{A}^\ast(\rho)$ may be empty.

3.3. Relative compactness and MFG pre-solution. With the terminology introduced above, we make a useful intermediate definition:

**Definition 3.4** (MFG pre-solution). Suppose $P \in \mathcal{P}^p(\Omega)$ satisfies the following:

1. $(B, \mu)$, $\xi$ and $W$ are independent under $P$.
2. $P \in \mathcal{R}\mathcal{A}(\rho)$ where $\rho := P \circ (\xi, B, W, \mu)^{-1}$ is in $\mathcal{P}^p(\Omega)$.
3. $\mu = P((W, \Lambda, X) \in \cdot | B, \mu)$ a.s. That is, $\mu$ is a version of the conditional law of $(W, \Lambda, X)$ given $(B, \mu)$.

Then we say that $P$ is a MFG pre-solution.

**Remark 3.5.** If $P$ is a MFG pre-solution then the condition (3) implies that $\mu^\ast_t = P(X_t \in \cdot | \mathcal{F}^{B,\mu^\ast}_t)$ for each $t$, where

$$\mathcal{F}^{B,\mu^\ast}_t := \sigma(B_s, \mu^\ast_s : s \leq t).$$

Indeed, for any bounded measurable $\phi : \mathbb{R}^d \to \mathbb{R}$, since $\mathcal{F}^{B,\mu^\ast}_t \subseteq \mathcal{F}^{B,\mu}_t$, and $\mu^\ast_t$ is $\mathcal{F}^{B,\mu^\ast}_t$-measurable, we may condition by $\mathcal{F}^{B,\mu^\ast}_t$ on both sides of the equation $\mathbb{E}[(\phi(X_t) | \mathcal{F}^{B,\mu}_t)] = \int \phi \, d\mu^\ast_t$ to get the desired result. More carefully, this tells us $\mathbb{E}[\phi(X_t) | \mathcal{F}^{B,\mu^\ast}_t] = \int \phi \, d\mu^\ast_t$ a.s. for each $\phi$, and by taking $\phi$ from a countable sequence which is dense in pointwise convergence we conclude that $\mu^\ast_t$ is a version of the regular conditional law of $X_t$ given $\mathcal{F}^{B,\mu^\ast}_t$.

Definition 3.4 is motivated by:

**Lemma 3.6.** Assume that $B$ holds. For each $n$, by Theorem 2.5 we may find $\mu^n \in \mathcal{M}_n$ and $P_n \in \mathcal{R}^n_f(\mu^n, \mathcal{A}_f)$ such that $\mu^n = P_n(X \in \cdot | \mathcal{G}^n_T)$ (both being viewed as random probability measures on $\mathcal{C}^d$). On $\mathcal{X}$, define

$$\bar{\mu}^n := P_n((W, \Lambda, X) \in \cdot | \mathcal{G}^n_T),$$

so that $\bar{\mu}^n$ can be viewed as a map from $\mathcal{C}^{m_0}$ into $\mathcal{P}^p(\mathcal{X})$ and $\bar{\mu}^n(B)$ as a random element of $\mathcal{P}^p(\mathcal{X})$.

Then the probability measures

$$\mathcal{P}_n := P_n \circ (\xi, B, W, \bar{\mu}^n(B), \Lambda, X)^{-1}$$

are relatively compact in $\mathcal{P}^p(\Omega)$, and every limit point is a MFG pre-solution.

**Proof.** First step. Write $P_n = \mathcal{R}_f^n(\mu^n, Q_n)$, for some $Q_n \in \mathcal{A}_f$, and define $P'_n := \mathcal{R}_f(\mu^n, Q_n)$. Let

$$\mathcal{P}'_n = P'_n \circ (\xi, B, W, \mu^n(B), \Lambda, X)^{-1},$$

so that $\mathcal{P}_n = \mathcal{P}'_n \circ (\xi, B, W, \mu, \Lambda, \hat{X}^n)^{-1}$, where $\hat{X}^n$ was defined in (2.6). We first show that $\mathcal{P}'_n$ are relatively compact in $\mathcal{P}^p(\Omega)$. Clearly $P'_n \circ (B, W)^{-1}$ are relatively compact, and so are $P'_n \circ \Lambda^{-1}$ by compactness of $\mathcal{V}$. Moreover, $P'_n \circ \mathcal{X}^{-1}$ are relatively compact by Aldous’ criterion (see Proposition B.1). By Proposition A.2, relative compactness of $P'_n \circ (\bar{\mu}^n(B))^{-1}$ follows from that of the mean.
measures \( P_n' \circ (W, \Lambda, X)^{-1} \) and from the uniform \( p' \)-moment bound of Lemma 2.4. Precisely, for a point \( \chi_0 \in \mathcal{X} \) and a metric \( \ell \) on \( \mathcal{X} \) compatible with the topology,

\[
\sup_n \int_\Omega \left( \int_{\mathcal{X}} \ell^p(\chi_0, \chi) \, dP_n' \right) \, dP_n = \sup_n \mathbb{E} P_n' \left[ \mathbb{E} P_n' \left( \ell^p(\chi_0, (W, \Lambda, X)) | \mathcal{G}_T^N \right) \right] \\
= \sup_n \mathbb{E} P_n' \left[ \ell^p(\chi_0, (W, \Lambda, X)) \right] < \infty.
\]

Hence \( \mathcal{T}_n' \) are relatively compact in \( \mathcal{P}^p(\Omega) \).

**Second step.** Next, we check that \( \mathcal{T}_n = \mathcal{T}_n' \circ (\xi, B, W, \mu, \Lambda, \hat{X})^{-1} \) are relatively compact and have the same limits as \( \mathcal{T}_n' \). This will follow essentially from the fact that \( \hat{x}_n \to x \) as \( n \to \infty \) uniformly on compact subsets of \( \mathcal{C}^d \). Indeed, for \( t \in [t^n_i, t^n_{i+1}] \), the definition of \( \hat{x}_n \) implies

\[
|\hat{x}_n^i - x_t| \leq |\hat{x}_n^i - x^i_{t^n_{i+1}}| + |x^i_{t^n_{i+1}} - x_t| \leq |x_n^i - x^i_{t^n_{i-1}}| + |x^i_{t^n_{i-1}} - x_t|.
\]

Since \( |t - t^n_{i+1}| \leq 2 \cdot 2^{-n} T \) for \( t \in [t^n_i, t^n_{i+1}] \), we get

\[
\|\hat{x}_n - x\|_T \leq 2 \sup_{|t - s| \leq 2^{-n} T} |x_t - x_s|, \quad \forall x \in \mathcal{C}^d.
\]

If \( K \subset \mathcal{C}^d \) is compact, then it is equicontinuous by Arzelà-Ascoli, and the above implies \( \sup_{x \in K} \|\hat{x}_n - x\|_T \to 0 \). With this uniform convergence in hand, we check as follows that \( \mathcal{T}_n \) has the same limiting behavior as \( \mathcal{T}_n' \). By Prohorov’s theorem, for each \( \epsilon > 0 \) there exists a compact set \( K_\epsilon \subset \mathcal{C}^d \) such that

\[
\mathbb{E} P_n \left( \|X - \hat{X}^n\|_T^p \right) \leq \epsilon \mathbb{E} P_n \left( \|X - X\|_T^p \right) + \sup_{x \in K_\epsilon} \|\hat{x}_n - x\|_T.
\]

Send \( n \to \infty \) and then \( \epsilon \downarrow 0 \).

**Third step.** It remains to check that any limit point \( \mathcal{P} \) of \( \mathcal{P}_n \) (and thus of \( \mathcal{P}_n' \)) satisfies the required properties. Note first that \( (B, \mu), \xi, \) and \( W \) are independent under \( \mathcal{P} \), since \( \tilde{\mu}^n(B) \) is \( B \)-measurable and since \( B, \xi, \) and \( W \) are independent under \( P_n \). Moreover, \( (B, W) \) is an \( \{F_t^\xi, B, \Lambda, X\}_{t \in [0, T]} \) Wiener process (of dimension \( m_0 + m \)) under \( \mathcal{P} \) since it is under \( P_n \). In particular, \( \rho := \mathcal{P} \circ (\xi, B, W, \mu)^{-1} \in \mathcal{P}_p([\Omega_0, W, \lambda] \hookrightarrow \mathcal{P}^p(X)) \). Since \( (\tilde{\mu}^n(B))^\tau = \mu^n(B) \), the canonical processes \( (\xi, B, W, \mu, \lambda, X) \) verify the state equation section 3.3 under \( \mathcal{T}_n' \) for each \( n \). Hence, it follows from the results of Kurtz and Protrrer [28] that (3.3) holds under the limiting measure \( \mathcal{P} \) as well.

We now check that \( \mu = \mathcal{P}(W, \Lambda, X) \in \cdot \mathcal{T}_n' \). Let \( \mathcal{T}_n^\mu \) be a subsequence converging to \( \mathcal{P} \). Fix \( n_0 \in \mathbb{N} \) and \( S \in \mathcal{G}_{T}^{n_0} \), and let \( \psi : \mathcal{P}(X) \to \mathbb{R} \) and \( \phi : X \to \mathbb{R} \) be bounded and continuous. Then,

\[
\mathbb{E} \mathcal{T}_n \left[ 1_S \psi(\mu) \phi(W, \Lambda, X) \right] = \lim_{k \to \infty} \mathbb{E} \mathcal{T}_n^\mu \left[ 1_S \psi(\tilde{\mu}^{n_k}) \phi(W, \Lambda, X) \right] \\
= \lim_{k \to \infty} \mathbb{E} \mathcal{T}_n^\mu \left[ 1_S \psi(\tilde{\mu}^{n_k}) \int \phi d\tilde{\mu}^{n_k} \right] = \mathbb{E} \mathcal{T}_n \left[ 1_S \psi(\mu) \int \phi d\mu \right].
\]

Conclude by noting that \( \sigma \left( \bigcup_{n=1}^\infty \mathcal{G}_T^n \right) = \sigma(\mathcal{B}) \).

**Conclusion.** We have checked (1) and (3) in Definition 3.4. Concerning (2), we already know from the beginning of the second step that \( \rho = \mathcal{P} \circ (\xi, B, W, \mu)^{-1} \in \mathcal{P}_p([\Omega_0, W, \lambda] \hookrightarrow \mathcal{P}^p(X)) \). It thus remains to prove that \( Q = \mathcal{P} \circ (\xi, B, W, \mu, \lambda)^{-1} \) is in \( \mathcal{A}(\rho) \) (that is the relaxed control is admissible). This follows from the more general Lemma 3.7 right below. □

The definition of MFG pre-solution requires that \( \rho \) is compatible with \( W, \lambda \) (in the sense of point (1) in Subsection 3.2), but also the admissibility \( P \in \mathcal{R}\mathcal{A}(\rho) \) requires that \( P \circ (\xi, B, W, \mu, \lambda)^{-1} \) is compatible with \( \rho \) (in the sense of (2) in Subsection 3.2). Because the latter compatibility does not behave well under limits, it will be crucial to have an alternative characterization of MFG pre-solutions which allows us to avoid directly checking admissibility. Namely, Lemma 3.7 below shows that admissibility essentially follows automatically from the fixed point condition (3) of Definition
3.4. In fact, Lemma 3.7 is the main reason we work with the conditional law of $(W, \Lambda, X)$, and not just $X$.

**Lemma 3.7.** Let $P \in \mathcal{P}(\Omega)$ such that $(B, W)$ is a Wiener process with respect to the filtration $(\mathcal{F}_t^{B,W,\mu,\Lambda,X})_{t \in [0,T]}$ under $P$, and define $\rho := P \circ (\xi, B, W, \mu)^{-1}$. Suppose that (1) and (3) in Definition 3.4 are satisfied and that $P(X_0 = \xi) = 1$. Then, for $P \circ \mu^0$-almost every $\nu \in \mathcal{P}(\mathcal{X})$, $(W_t)_{t \in [0,T]}$ is an $(\mathcal{F}_t^{W,\Lambda,X})_{t \in [0,T]}$ Wiener process under $\nu$. Moreover, $Q = P \circ (\xi, B, W, \mu, \Lambda)^{-1}$ is in $\mathcal{A}(\rho)$.

**Proof.** First step. For $\nu \in \mathcal{P}(\mathcal{X})$, let $\nu^w = \nu \circ W^{-1} \in \mathcal{P}(\mathcal{C}^m)$. To prove the first claim, let $\phi_1 : \mathcal{P}(\mathcal{X}) \to \mathbb{R}$ and $\phi_2 : \mathcal{C}^m \to \mathbb{R}$ be bounded and measurable. Then, since $P \circ W^{-1} = W^m$ (with $E$ denoting expectation under $P$),

$$
E[\phi_1(\mu)] \int_{\mathcal{C}^m} \phi_2 dW^m = E[\phi_1(\mu)\phi_2(W)] = E \left[ \phi_1(\mu) \int_{\mathcal{C}^m} \phi_2 d\mu^w \right].
$$

The first equality follows from (1) in Definition 3.4 and the second one from (3) in Definition 3.4.

This holds for all $\phi_1$, and thus $\int \phi_2 d\mu^w = \int \phi_2 dW^m$ a.s. This holds for all $\phi_2$, and thus $\mu^w = W^m$ a.s. Now fix $t \in [0,T]$. Suppose $\phi_1 : \mathcal{P}(\mathcal{X}) \to \mathbb{R}$ is bounded and $\mathcal{F}_t^\Lambda$-measurable, $\phi_2 : \mathcal{C}^m \to \mathbb{R}$ is bounded and $\mathcal{F}_t^{\mu,\Lambda,X}$-measurable, then $\phi_2(W)$ and $\phi_3(W, \Lambda, X)$ are $P$-independent (since $W$ is a Wiener process with respect to $(\mathcal{F}_s^{B,W,\mu,\Lambda,X})_{s \in [0,T]}$), so that

$$
E[\phi_1(\mu) \int_{\mathcal{C}^m} \phi_2 dW^m] = E[\phi_1(\mu) \int_{\mathcal{C}^m} \phi_3(w, q, x) \mu(dw, dq, dx)],
$$

the first and third equalities following from (3) in Definition 3.4. This holds for all $\phi_1$, and thus

$$
\int_{\mathcal{C}^m} \phi_2 dW^m \int_{\mathcal{C}^m} \phi_3(w, q, x) \mu(dw, dq, dx) = \int_{\mathcal{C}^m} \phi_2(w) \phi_3(w, q, x) \mu(dw, dq, dx), \ a.s.
$$

This holds for all $\phi_2$ and $\phi_3$, and thus it holds $P$-a.s. that $\sigma(W_s - W_t : s \in [0,T])$ and $\mathcal{F}_t^{W,\Lambda,X}$ are independent under almost every realization of $\mu$.

Second step. We now prove that $Q$ is in $\mathcal{A}(\rho)$ (notice that, by assumption, $(B, W)$ is a Wiener process with respect to the filtration $(\mathcal{F}_t^{B,W,\mu,\rho})_{t \in [0,T]}$ under $P$). Fix $t \in [0,T]$. Let $\phi_1 : \mathcal{N} \times \mathbb{R}^d \to \mathbb{R}$ be $\mathcal{F}_t^{\Lambda,X}$-measurable, let $\phi_2 : \mathcal{C}^m \to \mathbb{R}$ be $\mathcal{F}_t^W$-measurable, let $\phi_3 : \mathcal{C}^m \to \mathbb{R}$ be $\sigma(W_s - W_t : s \in [t,T])$-measurable, let $\psi_1 : \mathcal{C}^{m_0} \times \mathcal{P}(\mathcal{X}) \to \mathbb{R}$ be $\mathcal{F}_t^{B,\mu}$-measurable, and let $\psi_2 : \mathcal{C}^{m_0} \times \mathcal{P}(\mathcal{X}) \to \mathbb{R}$ be $\mathcal{F}_t^{B,\rho}$-measurable. Assume all of these functions are bounded. We first compute

$$
E[\psi_T(B, \mu) \phi^{\mu, w}_t(W) \psi_1(B, \mu) \phi^{\mu, w}_t(W)] = E[\psi_T(B, \mu) \psi_1(B, \mu)] E[\phi^{\mu, w}_t(W)]
$$

$$
= E \left[ \psi_T(B, \mu) | \mathcal{F}_t^{B,\mu} \right] \psi_1(B, \mu) E[\phi^{\mu, w}_t(W)]
$$

$$
= E \left[ \psi_T(B, \mu) | \mathcal{F}_t^{B,\mu} \right] \phi^{\mu, w}_t(W) \psi_1(B, \mu) E[\phi^{\mu, w}_t(W)],
$$

the first and third lines following from (1) in Definition 3.4. This shows that

$$
E \left[ \psi_T(B, \mu) | \mathcal{F}_t^{B,\mu} \right] = E \left[ \psi_T(B, \mu) | \mathcal{F}_t^{B,\mu} \right] \int_{\mathcal{C}^m} \phi^{\mu, w}_t dW^m.
$$

On the other hand, the first result of this Lemma implies that $(W_t)_{t \in [0,T]}$ is an $(\mathcal{F}_t^{W,\Lambda,X})_{t \in [0,T]}$ Wiener process under almost every realization of $\mu$, so that

$$
\int_{\mathcal{X}} \phi_t(q, x) \phi^{\mu, w}_t(w) \phi^{\mu, w}_t(w) \mu(dw, dq, dx) = \int_{\mathcal{X}} \phi_t(q, x) \phi^{\mu, w}_t(w) \mu(dw, dq, dx) \int_{\mathcal{C}^m} \phi^{\mu, w}_t dW^m, \ a.s.
$$
By (3.2), note also that \( \int_X \phi_t(q, x) \phi_t^\mu(w) \mu(dw, dq, dx) \) is \( \mathcal{F}_t^{B, \mu} \)-measurable, since \( \phi_t(\Lambda, X) \phi_t^\mu(W) \) is \( \mathcal{F}_t^{W, \Lambda, X} \)-measurable. Putting it together (see right after the computations for more explanations):

\[
\mathbb{E} \left[ \phi_t(\Lambda, X) \psi_T(B, \mu) \phi_t^\mu_t(W) \psi_t(B, \mu) \phi_t^\mu_t(W) \right] \\
= \mathbb{E} \left[ \left( \int_X \phi_t(q, x) \phi_t^\mu_t(w) \phi_t^\mu_t(w) \mu(dw, dq, dx) \right) \psi_T(B, \mu) \psi_t(B, \mu) \right]
\]

\[
= \mathbb{E} \left[ \left( \int_X \phi_t(q, x) \phi_t^\mu_t(w) \mu(dw, dq, dx) \right) \psi_T(B, \mu) \psi_t(B, \mu) \right] \int_{\mathcal{C}_m} \phi_t^\mu_t d\mathcal{W}^m
\]

\[
= \mathbb{E} \left[ \phi_t(\Lambda, X) \psi_t(W) \mathbb{E} \left[ \psi_T(B, \mu) | \mathcal{F}_t^{B, \mu} \right] \psi_t(B, \mu) \right] \int_{\mathcal{C}_m} \phi_t^\mu_t d\mathcal{W}^m
\]

\[
= \mathbb{E} \left[ \phi_t(\Lambda, X) | \mathcal{F}_t^{B, W, \mu} \right] \mathbb{E} \left[ \psi_T(B, \mu) | \mathcal{F}_t^{B, \mu} \right] \psi_t(B, \mu) \phi_t^\mu_t(W) \int_{\mathcal{C}_m} \phi_t^\mu_t d\mathcal{W}^m
\]

the first equality following from (3) in Definition 3.4, the second one from (3.7), the third one from the fact that \( \int \phi_t(q, x) \phi_t^\mu_t(w) \mu(dw, dq, dx) \) is \( \mathcal{F}_t^{B, \mu} \)-measurable, the fourth one from (3) in Definition 3.4 and the last one from (3.6).

Replacing \( \phi_t^\mu_t(W) \) with \( \phi_t^\mu_t(W) \psi_t^\mu_t(W) \), where both \( \phi_t^\mu_t \) and \( \psi_t^\mu_t \) are \( \mathcal{F}_t^W \)-measurable, we see that

\[
\mathbb{E} \left[ \phi_t(\Lambda, X) \psi_T(B, \mu) \phi_t^\mu_t(W) \phi_t^\mu_t(W) | \mathcal{F}_t^{B, W, \mu} \right] \\
= \mathbb{E} \left[ \phi_t(\Lambda, X) | \mathcal{F}_t^{B, W, \mu} \right] \mathbb{E} \left[ \psi_T(B, \mu) | \mathcal{F}_t^{B, W, \mu} \right] \psi_t(B, \mu) \phi_t^\mu_t(W) \phi_t^\mu_t(W) | \mathcal{F}_t^{B, W, \mu} \right].
\]

Since random variables of the form \( \phi_t^\mu_t(W) \phi_t^\mu_t(W) \) generate \( \mathcal{F}_t^W \), this shows that \( \mathcal{F}_t^{\Lambda, X} \) is conditionally independent of \( \mathcal{F}_t^{B, W, \mu} \) given \( \mathcal{F}_t^{B, W, \mu} \).

**Last step.** It now remains to prove that \( \mathcal{F}_t^{\Lambda} \) is conditionally independent of \( \mathcal{F}_t^{\xi, B, W, \mu} \) given \( \mathcal{F}_t^{B, W, \mu} \), which is slightly different from the result of the previous step. To do so, we use the fact that \( P(X_0 = \xi) = 1 \). Let \( \phi_t: \mathcal{V} \rightarrow \mathbb{R} \) be \( \mathcal{F}_t^{\Lambda} \)-measurable, \( \psi_t: \mathcal{C}^{\mathfrak{c}_0} \times \mathcal{C}^{\mathfrak{c}_0} \times \mathcal{P}(\mathcal{X}) \rightarrow \mathbb{R} \) be \( \mathcal{F}_t^{B, W, \mu} \)-measurable, \( \psi_T: \mathcal{C}^{\mathfrak{c}_0} \times \mathcal{C}^{\mathfrak{c}_0} \times \mathcal{P}(\mathcal{X}) \rightarrow \mathbb{R} \) be \( \mathcal{F}_t^{B, W, \mu} \)-measurable and \( \zeta_0: \mathbb{R} \rightarrow \mathbb{R} \) be Borel measurable. Assume all of these functions are bounded. From the previous step, we deduce that

\[
\mathbb{E} \left[ \phi_t(\Lambda) \psi_T(B, W, \mu) \psi_t(B, W, \mu) \zeta_0(\xi) \right] \\
= \mathbb{E} \left[ \phi_t(\Lambda) \psi_t(X_0) \psi_T(B, W, \mu) \psi_t(B, W, \mu) \right]
\]

\[
= \mathbb{E} \left[ \phi_t(\Lambda) \psi_t(X_0) | \mathcal{F}_t^{B, W, \mu} \right] \mathbb{E} \left[ \psi_T(B, W, \mu) | \mathcal{F}_t^{B, W, \mu} \right] \psi_t(B, W, \mu)
\]

\[
= \mathbb{E} \left[ \phi_t(\Lambda) \psi_t(X_0) | \mathcal{F}_t^{B, W, \mu} \right] \mathbb{E} \left[ \psi_T(B, W, \mu) | \mathcal{F}_t^{B, W, \mu} \right] \psi_t(B, W, \mu)
\]

\[
= \mathbb{E} \left[ \phi_t(\Lambda) | \mathcal{F}_t^{B, W, \mu} \right] \mathbb{E} \left[ \psi_T(B, W, \mu) | \mathcal{F}_t^{B, W, \mu} \right] \psi_t(B, W, \mu) \zeta_0(\xi)
\]

the second equality following from the conditional independence of \( \mathcal{F}_t^{\Lambda, X} \) and \( \mathcal{F}_t^{B, W, \mu} \) given \( \mathcal{F}_t^{B, W, \mu} \). In order to complete the proof, notice that \( \mathbb{E} [\psi_T(B, W, \mu) | \mathcal{F}_t^{B, W, \mu}] = \mathbb{E} [\psi_T(B, W, \mu) | \mathcal{F}_t^{\xi, B, W, \mu}] \) since \( \xi \) and \( (B, W, \mu) \) are independent under \( P \) (see (1) in Definition 3.4). Therefore, for another bounded Borel measurable function \( \zeta_0': \mathbb{R} \rightarrow \mathbb{R} \), we get

\[
\mathbb{E} \left[ \phi_t(\Lambda) \psi_T(B, W, \mu) \psi_t(B, W, \mu) \zeta_0(\xi) \zeta_0'(\xi) \right] \\
= \mathbb{E} \left[ \phi_t(\Lambda) \psi_t(X_0) \psi_T(B, W, \mu) \psi_t(B, W, \mu) \zeta_0(\xi) \zeta_0'(\xi) \right]
\]

\[
= \mathbb{E} \left[ \phi_t(\Lambda) \psi_t(X_0) | \mathcal{F}_t^{B, W, \mu} \right] \mathbb{E} \left[ \psi_T(B, W, \mu) | \mathcal{F}_t^{B, W, \mu} \right] \psi_t(B, W, \mu) \zeta_0(\xi) \zeta_0'(\xi)
\]

which proves that \( \mathcal{F}_t^{\Lambda} \) and \( \mathcal{F}_t^{\xi, B, W, \mu} \) are conditionally independent given \( \mathcal{F}_t^{B, W, \mu} \). \( \square \)
3.4. Existence of an MFG solution under Assumption B. The goal of this section is to prove that the limit points constructed in the previous paragraph are not only MFG pre-solutions but are weak MFG solutions:

**Theorem 3.8.** Assume that $B$ holds and keep the notation of Lemma 3.6. Then, every limit point is a weak MFG solution with weak control.

Generally speaking, it remains to show that any limit point of the sequence of Lemma 3.6 is optimal for the corresponding control problem:

**Lemma 3.9.** Assume that an MFG pre-solution $P$ satisfies $P \in RA^*(\rho)$, with $\rho$ given by $\rho := P \circ (\xi, B, W, \mu)^{-1}$, then $(\Omega, (\mathcal{F}_t^{\xi,B,W,\mu,A,X})_{t \in [0,T]}, P, B, W, \Lambda, X)$ is a weak MFG solution with weak control.

**Proof.** The proof is quite straightforward since the pre-solution properties of $P$ guarantee that the canonical process under $P$ satisfy (1–4) and (6) in Definition 3.1. Condition (3) of Definition 3.1 uses $\sigma(A_0 : s \leq t)$, whereas the notion of compatibility in the definition of MFG pre-solutions uses the canonical filtration $\mathcal{F}_t^A$ defined by (2.3), but this is no cause for concern in light of the discussion following (2.3). The additional condition $P \in RA^*(\rho)$ permits to verify (5) in Definition 3.1 by transferring any $(\Omega', (\mathcal{F}_t')_{t \in [0,T]}, P', B', W', \nu, \Lambda', X')$ as in (5) onto the canonical space. $\square$

3.4.1. Strategy. In order to check the condition $P \in RA^*(\rho)$ in Lemma 3.9, the idea is to approximate any alternative MFG control by a sequence of particularly well-behaved controls for the discretized game. The crucial technical device is Lemma 3.11, but we defer its proof to the appendix. The following definition is rather specific to the setting of compact control space $A$ (we assume that $B$ holds throughout the section), but it will return in a more general form in Section 3.5:

**Definition 3.10.** A function $\phi : \Omega_0 \times \mathcal{P}(\mathcal{X}) \to \mathcal{V}$ is said to be adapted if $\phi^{-1}(C) \in \mathcal{F}_t^A$ for each $C \in \mathcal{F}_t^A$ and $t \in [0,T]$. For $\rho \in \mathcal{P}^p([\Omega_0, \mathcal{W}_\Lambda] \to \mathcal{P}(\mathcal{X}))$ (that is $(\xi, B, W)$ has law $\mathcal{W}_\Lambda$ under $\rho$ and $B$ and $W$ are independent $(\mathcal{F}_t^{\xi,B,W,\mu})_{t \in [0,T]}$-Wiener processes under $\rho$), let $A_n(\rho)$ denote the set of measures of the form

$$
\rho(d\omega, d\nu)\delta_{\phi(\omega,\nu)}(dq) = \rho \circ (\xi, B, W, \mu, \phi(\xi, B, W, \mu))^{-1}
$$

where $\phi$ is adapted and $\mathcal{P}(\mathcal{X}) \ni \nu \mapsto \phi(\omega,\nu)$ is continuous for each $\omega \in \Omega_0$.

**Lemma 3.11.** For each $\rho \in \mathcal{P}^p([\Omega_0, \mathcal{W}_\Lambda] \to \mathcal{P}(\mathcal{X}))$, $A_n(\rho)$ is a dense subset of $A(\rho)$.

We also need continuity lemmas, the proofs of which are deferred to the end of the subsection. Notice that these lemmas are stated under assumption $A$, not $B$.

**Lemma 3.12.** Under $A$, the map $\mathcal{R} : \mathcal{P}^p([\Omega_0, \mathcal{W}_\Lambda] \to \mathcal{P}(\mathcal{X}) \times \mathcal{V}) \to \mathcal{P}(\mathcal{X})$ (that maps $\rho \in \mathcal{P}^p([\Omega_0, \mathcal{W}_\Lambda] \to \mathcal{P}(\mathcal{X}))$ onto the law of the solution $(\xi, B, W, \mu, A, X)$ to (3.3)) is continuous.

**Lemma 3.13.** Under assumption $A$, the expected reward functional $J : \mathcal{P}(\Omega) \to \mathbb{R}$ given by (3.4) is upper semicontinuous. In particular, for each $\rho \in \mathcal{P}^p([\Omega_0, \mathcal{W}_\Lambda] \to \mathcal{P}(\mathcal{X}))$, the sets $A^*(\rho)$ and $RA^*(\rho)$ are nonempty and compact. If also $A$ is compact, then $J$ is continuous.

**Lemma 3.14.** Define $\Pi_n : \mathcal{P}(\Omega) \to \mathcal{P}(\Omega)$ by

$$
\Pi_n(P) := P \circ (\xi, B, W, \mu, \Lambda, \bar{X}^n)^{-1}.
$$

(See (2.6) for the definition of $\bar{X}^n$.) If $P_n \to P$ in $\mathcal{P}(\Omega)$, then $\Pi_n(P_n) \to P$ in $\mathcal{P}(\Omega)$.

3.4.2. Proof of Theorem 3.8. Let $\mu^n, \bar{\mu}, P_n$, and $\bar{P}_n$ be as in Lemma 3.6, and let $\bar{P}$ denote any limit point. Relabel the subsequence, and assume that $\bar{P}_n$ itself converges. Let $\rho := \bar{P} \circ (\xi, B, W, \mu)^{-1}$. By Lemma 3.6, $\rho \in \mathcal{P}^p([\Omega_0, \mathcal{W}_\Lambda] \to \mathcal{P}(\mathcal{X}))$ and $\bar{P} \in RA(\rho)$ is an MFG pre-solution, and it remains only to show that $\bar{P}$ is optimal, or $\bar{P} \in RA^*(\rho)$. Let $P^n \in RA^*(\rho)$, noting that this set is nonempty thanks to Lemma 3.13. Let

$$
Q^* := P^* \circ (\xi, B, W, \mu, \Lambda)^{-1}.
$$
By Lemma 3.11, we may find a sequence of \((F_t^\xi,B,W,\mu)_{t\in[0,T]}\)-adapted functions \(\phi_k : \Omega_0 \times \mathcal{P}(\mathcal{X}) \to \mathcal{V}\) such that \(\phi_k(\omega, \cdot)\) is continuous for each \(\omega \in \Omega_0\) and

\[
Q^* = \lim_{k \to \infty} Q^k, \quad \text{where} \quad Q^k := \rho(\xi, B, W, \phi_k(\xi, B, W, \mu))^{-1}.
\]

Define \(Q_n^* \in \mathcal{A}_f\) (see Paragraph 2.4.4 for the definition of \(\mathcal{A}_f\)) by

\[
Q_n^* := W_\lambda \circ (\xi, B, W, \phi_k(\xi, B, W, \bar{\mu}_n(B)))^{-1}.
\]

Note that \(\overline{\mathcal{T}}_n \to \overline{\mathcal{T}}\) implies

\[
\rho = \lim_{n \to \infty} \overline{\mathcal{T}}_n \circ (\xi, B, W, \mu)^{-1} = \lim_{n \to \infty} W_\lambda \circ (\xi, B, W, \bar{\mu}_n(B))^{-1},
\]

where the second equality comes from the definition of \(\overline{\mathcal{T}}_n\) in Lemma 3.6. Since \(\phi_k\) is continuous with respect to \(\mu\), we deduce from Lemma A.4 (that permits to handle the possible discontinuity of \(\phi_k\) in the other variables):

\[
\lim_{n \to \infty} Q_n^k \circ (\xi, B, W, \bar{\mu}_n(B), \Lambda)^{-1} = \lim_{n \to \infty} W_\lambda \circ (\xi, B, W, \bar{\mu}_n(B), \phi_k(\xi, B, W, \bar{\mu}_n(B)))^{-1} = Q^k. \tag{3.8}
\]

Now let \(P_n^k := R_f(\mu^k, Q_n^k)\). Since \(P_n\) is optimal for \(J_f(\mu^k, \cdot)\),

\[
J_f(\mu^k, P_n^k) \leq J_f(\mu^k, P_n).
\]

Since \(A\) is compact, Lemma 3.13 assures us that \(J\) is continuous, and so

\[
\lim_{n \to \infty} J_f(\mu^k, P_n) = \lim_{n \to \infty} \mathbb{E}^P_n[\Gamma(\mu^k(B), \Lambda, X)] = \lim_{n \to \infty} J(\overline{\mathcal{T}}_n) = J(\overline{\mathcal{T}}),
\]

where the second equality follows simply from the definition of \(J\). We will complete the proof by showing that, on the other hand,

\[
J(P^*) = \lim_{k \to \infty} \lim_{n \to \infty} J_f(\mu^k, P_n^k), \tag{3.9}
\]

and both limits exist. Define \(\Pi_n\) as in Lemma 3.14. The trick is to notice (just applying the basic definition of the different objects) that

\[
P_n^k \circ (\xi, B, W, \bar{\mu}_n(B), \Lambda, X)^{-1} = \Pi_n \left( R \left( Q_n^k \circ (\xi, B, W, \bar{\mu}_n(B), \Lambda)^{-1} \right) \right),
\]

\[
J_f(\mu^k, P_n^k) = J \left( P_n^k \circ (\xi, B, W, \bar{\mu}_n(B), \Lambda, X)^{-1} \right).
\]

Continuity of \(R\) (see Lemma 3.12), Lemma 3.14, and (3.8) together yield

\[
\lim_{n \to \infty} P_n^k \circ (\xi, B, W, \bar{\mu}_n(B), \Lambda, X)^{-1} = \lim_{n \to \infty} \Pi_n \left( R \left( Q_n^k \circ (\xi, B, W, \bar{\mu}_n(B), \Lambda)^{-1} \right) \right) = R(Q^k).
\]

Thus, again using continuity of \(R\),

\[
\lim_{k \to \infty} \lim_{n \to \infty} P_n^k \circ (\xi, B, W, \bar{\mu}_n(B), \Lambda, X)^{-1} = R(Q^*) = P^*.
\]

Finally, (3.9) follows from continuity of \(J\).

### 3.4.3. Proof of Lemma 3.12.

Let \(Q_n \to Q\) in \(\mathcal{P}(\Omega_0, \mathcal{W}_\lambda) \to \mathcal{P}(\mathcal{X}) \times \mathcal{V}\). Note that \(\mathcal{R}(Q_n) \circ (X_0, B, W, \mu, \Lambda)^{-1} = Q_n\) are relatively compact in \(\mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \times \mathcal{V}\). Aldous’ criterion (Proposition B.1) implies that \(\mathcal{R}(Q_n) \circ X^{-1}\) are relatively compact in \(\mathcal{P}(\mathcal{C})\), and thus \(\mathcal{R}(Q_n)\) are relatively compact in \(\mathcal{P}(\Omega)\). Let \(P\) be any limit point, so \(\mathcal{R}(Q_{n_k}) \to P\) for some \(n_k\). Then

\[
P \circ (\xi, B, W, \mu, \Lambda)^{-1} = \lim_{k \to \infty} \mathcal{R}(Q_{n_k}) \circ (\xi, B, W, \mu, \Lambda)^{-1} = \lim_{k \to \infty} Q_k = Q.
\]

It follows from the results of Kurtz and Protter [28] that the canonical processes verify the SDE (3.3) under \(P\). Hence, \(P = \mathcal{R}(Q)\).
3.4.4. Proof of Lemma 3.13. Since $f$ and $g$ are continuous in $(x, \mu, a)$, the upper bounds of $f$ and $g$ (which grow in order $p$ in $(x, \mu)$) along with Lemma A.5 imply both that $\Gamma$ is upper semicontinuous and then also that $J$ is upper semicontinuous from $P^p(\Omega)$ to $\mathbb{R}$. Thus $J \circ \mathcal{R}$ is upper semicontinuous, by Lemma 3.12. If $A$ is compact, then the same $p$-order upper bounds of $f$ and $g$ hold for the negative parts as well, and the second part of Lemma A.5 provides the claimed continuity.

Assume for the moment that $A(\rho)$ is nonempty and compact. It follows that $A^*(\rho)$ is nonempty and compact, since the upper semicontinuous function $J \circ \mathcal{R}$ must attain a maximum on $A(\rho)$. Finally, nonemptiness and compactness of $\mathcal{R}A^*(\rho)$ follow from the same properties for $A^*(\rho)$ along with continuity of $\mathcal{R}$.

It remains to check that $A(\rho)$ is nonempty and compact. Non emptiness of $A(\rho)$ is quite straightforward. Relative compactness follows directly from the compactness of $A$. The most difficult point is closedness. Let $Q_n \to Q$ in $P^p(\Omega_0 \times P^p(\mathcal{X}) \times \mathcal{Y})$ with $Q_n \in A(\rho)$ for each $n \geq 1$. For each bounded and $\mathcal{F}^\xi_B W^\mu$ measurable function $\phi_T : \Omega_0 \times P^p(\mathcal{X}) \to \mathbb{R}$ and each $t \in [0, T]$, we can find a bounded and $\mathcal{F}^\xi_B W^\mu$ measurable function $\phi_t : \Omega_0 \times P^p(\mathcal{X}) \to \mathbb{R}$ such that, $p$ a.s.,

$$E^p[\phi_T(\xi, B, W, \mu)|\mathcal{F}^\xi_B W^\mu] = \phi_t(\xi, B, W, \mu).$$

Since $(\xi, B, W, \mu)$ has law $\rho$ under $Q_n$, we also have $E^{Q_n}[\phi_T(\xi, B, W, \mu)|\mathcal{F}^\xi_B W^\mu] = \phi_t(\xi, B, W, \mu)$ $Q_n$ almost surely$^2$. In particular, for another bounded and $\mathcal{F}^\xi_B W^\mu$ measurable function $\phi'_t : \Omega_0 \times P^p(\mathcal{X}) \to \mathbb{R}$ and for a bounded, $\mathcal{F}^\Lambda$-measurable and continuous function $\psi : \mathcal{Y} \to \mathbb{R}$, the fact that $Q_n \in A(\rho)$ yields, by conditional independence under $Q_n$ of $\mathcal{F}^\Lambda$ and $\mathcal{F}^\xi_B W^\mu$ given $\mathcal{F}^\xi_B W^\mu$,

$$E^{Q_n}[\phi'_t(\xi, B, W, \mu)\phi_T(\xi, B, W, \mu)\psi(\Lambda)] = E^{Q_n}[\phi'_t(\xi, B, W, \mu)\phi_t(\xi, B, W, \mu)\psi(\Lambda)]$$

$$= E^{Q_n}[\phi'_t(\xi, B, W, \mu)\phi_t(\xi, B, W, \mu)E^{Q_n}[\psi(\Lambda)|\mathcal{F}^\xi_B W^\mu]]$$

$$= E^{Q_n}[\phi'_t(\xi, B, W, \mu)\phi_t(\xi, B, W, \mu)]E^{Q_n}[\psi(\Lambda)|\mathcal{F}^\xi_B W^\mu]$$

$$= E^{Q_n}[\phi'_t(\xi, B, W, \mu)]E^{Q_n}[\phi_t(\xi, B, W, \mu)\psi(\Lambda)|\mathcal{F}^\xi_B W^\mu].$$

Using Lemma A.4 to handle the possibly discontinuity of $\phi_t$, we can pass to the limit. We get

$$E^{Q}[\phi'_t(\xi, B, W, \mu)\phi_T(\xi, B, W, \mu)\psi(\Lambda)] = E^{Q}[\phi'_t(\xi, B, W, \mu)\phi_t(\xi, B, W, \mu)\psi(\Lambda)]$$

$$= E^{Q}[\phi'_t(\xi, B, W, \mu)\phi_t(\xi, B, W, \mu)E^{Q}[\psi(\Lambda)|\mathcal{F}^\xi_B W^\mu]],$$

which is enough to conclude that $E^{Q}[\phi_T(\xi, B, W, \mu)|\mathcal{F}^\xi_B W^\mu] = \phi_t(\xi, B, W, \mu)$ $Q$ a.s. and then that, under $Q$, $\mathcal{F}^\Lambda$ and $\mathcal{F}^\xi_B W^\mu$ are conditionally independent given $\mathcal{F}^\xi_B W^\mu$.

3.4.5. Proof of Lemma 3.14. This was essentially already proven in the second step of the proof of Lemma 3.6. Note that

$$\ell_{\Omega,p}(\Pi_n(P_n), P) \leq \ell_{\Omega,p}(P_n, P) + \ell_{\Omega,p}(P_n, \Pi_n(P_n)).$$

The first term tends to zero by assumption. Fix $\epsilon > 0$. Since $(P_n : n \geq 1)$ is relatively compact in $P^p(\Omega)$, by Prohorov’s theorem there exists a compact set $\mathcal{K} \subset \mathcal{C}^d$ such that $E^{P_n}[\|X\|_T^p 1_{\{X \not\in \mathcal{K}\}}] \leq \epsilon$ for all $n$. Use the obvious coupling and the fact that $\|\hat{x}^n\|_T \leq \|x\|_T$ for all $x \in \mathcal{C}^d$ to get

$$\ell_{\Omega,p}(P_n, \Pi_n(P_n)) \leq E^{P_n}[\|X - \hat{x}^n\|_T^{1/p}] \leq (\epsilon 2^{p-1})^{1/p} + \sup_{x \in \mathcal{K}} \|x - \hat{x}^n\|_T.$$

We saw in the second step of the proof of Lemma 3.6 that $\hat{x}^n \to x$ as $n \to \infty$ uniformly on compact subsets of $\mathcal{C}^d$, and so the proof is complete.

$^2$The fact that the distribution of $(\xi, B, W, \mu)$ under $Q_n$ is independent of $n$ is the crucial point of the proof. It permits to express the conditional expectation under $Q_n$ of $\phi_T(\xi, B, W, \mu)$ given $\mathcal{F}^\xi_B W^\mu$ independently of $n$. In particular, the argument would be false if $\rho$ depended on $n$, which explains why compatibility doesn’t easily accommodate with weak convergence.
3.5. Unbounded coefficients. Finally, with existence in hand for bounded state coefficients \((b, \sigma, \sigma_0)\) and compact control space \(A\), we turn to the general case. The goal is thus to complete the proof of Theorem 3.2 under \(A\) instead of \(B\).

The idea of the proof is to approximate the data \((b, \sigma, \sigma_0, A)\) by data satisfying Assumption \(B\). Let \((b^n, \sigma^n, \sigma^n_0)\) denote the projection of \((b, \sigma, \sigma_0)\) into the ball centered at the origin with radius \(n\) in \(\mathbb{R}^d \times \mathbb{R}^{d \times m} \times \mathbb{R}^{d \times m_0}\), respectively. Let \(A_n\) denote the intersection of \(A\) with the ball centered at the origin with radius \(n\). For sufficiently large \(n_0\), \(A_n\) is nonempty and compact for all \(n \geq n_0\), and thus we will always assume \(n \geq n_0\) in what follows. Note that the data \((b^n, \sigma^n, \sigma^n_0, f, g, A_n)\) satisfy Assumption \(B\). Moreover, \((A.4)\) and \((A.5)\) hold for each \(n\) with the same constants \(c_1, c_2, c_3\): this implies that Lemma 2.4 holds with the same constant \(c_4\) for each set of data, i.e. independent of \(n\).

Define \(V_n\) as before in terms of \(A_n\), but now view it as a subset of \(V\). That is, \(V_n := \{q \in V : q([0, T] \times A_n^0) = 0\}\). Naturally, define \(A_n(\rho)\) to be the set of admissible controls with values in \(A_n\):

\[
A_n(\rho) := \{Q \in A(\rho) : Q(\Lambda \in V_n) = 1\}. \quad (3.10)
\]

Finally, define \(\mathcal{R}_n(Q)\) to be the unique element \(P\) of \(\mathcal{P}(\Omega)\) such that \(P \circ (\xi, B, W, \mu, \Lambda)^{-1} = Q\) and the canonical processes verify the SDE

\[
X_t = X_0 + \int_0^t ds \int_A \Lambda_s(da) b^n(s, X_s, \mu^n_s, a) + \int_0^t \sigma^n(s, X_s, \mu^n_s) dW_s + \int_0^t \sigma^n_0(s, X_s, \mu^n_s) dB_s. \quad (3.11)
\]

Now, of course,

\[
\mathcal{R}_n A^*_n(\rho):= \arg \max_{P \in \mathcal{R}_n A_n(\rho)} J(P).
\]

By Theorem 3.8, there exists for each \(n\) an MFG solution corresponding to the \(n\)th truncation of the data. In the present notation, this means there exist \(\rho_n \in \mathcal{P}(\Omega, W, \Lambda)^{-1} = \mathcal{P}\) and \(P_n \in \mathcal{R}_n A^*_n(\rho_n)\) such that

\[
\mu = P_n \left( (W, \Lambda, X) \in \cdot \mid \mathcal{F}_{T}^{B, A} \right), \quad P_n-a.s. \quad (3.12)
\]

Once again, the strategy of the proof is to show first that \(P_n\) are relatively compact and then that each limit point is an MFG solution.

3.5.1. Relative compactness. We start with

**Lemma 3.15.** The measures \(P_n\) are relatively compact in \(\mathcal{P}(\Omega)\). Moreover,

\[
\sup_n \mathbb{E}^{P_n} \int_0^T \int_A |a|^p \Lambda_t(da) dt < \infty, \quad \sup_n \mathbb{E}^{P_n} \|X\|^p_T < \infty. \quad (3.13)
\]

**Proof.** Noting that the coefficients \((b^n, \sigma^n, \sigma^n_0)\) satisfy \((A.1-5)\) with the same constants (independent of \(n\)), Lemma 2.4 and \((3.12)\) imply

\[
\mathbb{E}^{P_n} \int_{\mathcal{C}_d} \|y\|^p_T \mu^n_T(dy) = \mathbb{E}^{P_n} \|X\|^p_T \leq c_4 \left( 1 + \mathbb{E}^{P_n} \int_0^T \int_A |a|^p \Lambda_t(da) dt \right). \quad (3.14)
\]

Fix \(a_0 \in A_{n_0}\). Let \(R_n\) denote the unique element of \(\mathcal{R}_n A_n(\rho_n)\) satisfying \(R_n(\Lambda_t = \delta_{a_0} \text{ for a.e. } t) = 1\). That is \(R_n\) is the law of the solution of the state equation arising from the constant control equal to \(a_0\), in the \(n\)th truncation. The first part of Lemma 2.4 implies

\[
\mathbb{E}^{R_n} \|X\|^p_T \leq c_4 \left( 1 + \mathbb{E}^{R_n} \int_{\mathcal{C}_d} \|y\|^p_T \mu^n_T(dy) + T|a_0|^p \right). \quad (3.15)
\]

Noting that \(R_n \circ \mu^{-1} = P_n \circ \mu^{-1}\), we combine \((3.15)\) with \((3.14)\) to get

\[
\mathbb{E}^{R_n} \|X\|^p_T \leq C_0 \left( 1 + \mathbb{E}^{P_n} \int_0^T \int_A |a|^p \Lambda_t(da) dt \right), \quad (3.16)
\]
where \( C_0 > 0 \) depends only on \( c_4, T, \) and \( |a_0|^p \). Use the optimality of \( P_n \), the lower bounds on \( f \) and \( g \), and then (3.14) and (3.16) to get
\[
J(P_n) \geq J(R_n) \geq -c_2(T + 1) \left( 1 + \mathbb{E}^{R_n} \|X\|_{T}^{p} + \mathbb{E}^{R_n} \int_{C_d} \|y\|^p_{T} \mu^T(dy) + |a_0|^p \right)
\geq -C_1 \left( 1 + \mathbb{E}^{P_n} \int_{0}^{T} \int_{A} |a|^p \Lambda_t(da) dt \right),
\]
where \( C_1 > 0 \) depends only on \( c_2, c_4, T, |a_0|^p, \) and \( C_0 \). On the other hand, we may use the upper bounds on \( f \) and \( g \) along with (3.14) to get
\[
J(P_n) \leq c_2(T + 1) \left( 1 + \mathbb{E}^{P_n} \|X\|_{T}^{p} + \mathbb{E}^{P_n} \int_{C_d} \|y\|^p_{T} \mu^T(dy) \right) - c_3 \mathbb{E}^{P_n} \int_{0}^{T} \int_{A} |a|^p \Lambda_t(da) dt
\leq C_2 \left( 1 + \mathbb{E}^{P_n} \int_{0}^{T} \int_{A} |a|^p \Lambda_t(da) dt \right) - c_3 \mathbb{E}^{P_n} \int_{0}^{T} \int_{A} |a|^p \Lambda_t(da) dt,
\]
where \( C_2 > 0 \) depends only on \( c_2, c_3, c_4, \) and \( T \). Combining (3.17) and (3.18) and rearranging, we find two constants, \( \kappa_1 \in \mathbb{R} \) and \( \kappa_2 > 0 \), such that
\[
\mathbb{E}^{P_n} \int_{0}^{T} \int_{A} (|a|^p + \kappa_1 |a|^p) \Lambda_t(da) dt \leq \kappa_2.
\]
(Note that \( \mathbb{E}^{P_n} \int_{0}^{T} \int_{A} |a|^p \Lambda_t(da) dt < \infty \) for each \( n \).) These constants are independent of \( n \), and the first bound in (3.13) follows from the fact that \( p' > p \). Combined with Lemma 2.4, this implies the second bound in (3.13).

To show that \( P_n \) are relatively compact, we check that each of the sets of marginals is relatively compact; see Lemma A.3. Compactness of \( P_n \circ (B, W)^{-1} \) is obvious. Moreover, by (3.13),
\[
\sup_n \mathbb{E}^{P_n} \left[ \|W\|_{T}^{p'} + \int_{0}^{T} \int_{A} |a|^{p'} \Lambda_t(da) dt + \|X\|_{T}^{p'} \right] < \infty.
\]
Aldous’ criterion (Proposition B.1) shows that \( P_n \circ (\Lambda, X)^{-1} \) are relatively compact. The mean measures of \( P_n \circ \mu^{-1} \) are \( P_n \circ (W, \Lambda, X)^{-1} \), which we have shown are relatively compact. Hence, by Proposition A.2, \( P_n \circ \mu^{-1} \) are relatively compact in \( \mathcal{P}^p(\mathcal{P}^p(\mathcal{X})) \). \( \square \)

3.5.2. Limit points. Now that we know \( P_n \) are relatively compact, we may fix \( P \in \mathcal{P}^p(\Omega) \) and a subsequence \( n_k \) such that \( P_{n_k} \to P \) in \( \mathcal{P}^p(\Omega) \). Define \( \rho := P \circ (\xi, B, W, \mu)^{-1} \), and note that \( \rho_{n_k} \to \rho \).

**Lemma 3.16.** The limit point \( P \) is an MFG pre-solution and satisfies
\[
\mathbb{E}^{P} \int_{0}^{T} \int_{A} |a|^p \Lambda_t(da) dt \leq \liminf_{k \to \infty} \mathbb{E}^{P_{n_k}} \int_{0}^{T} \int_{A} |a|^{p'} \Lambda_t(da) dt < \infty.
\]

**Proof.** Fatou’s lemma and the first bound in (3.13) imply the stated inequality. We now check (1), (2) and (3) in Definition 3.4. Since \( (B, \mu), \xi \) and \( W \) are independent under \( P_n \), the same is true under the limit \( P \), which gives (1). We now check (2). The strategy is to apply Lemma 3.7. By passage to the limit, it is well checked that \( (B, W) \) is a Wiener process with respect to the filtration \( (\mathcal{F}_t^{\xi, B, W, \mu, \Lambda, X})_{t \in [0, T]} \) under \( P \) (which implies in particular that \( \rho \in \mathcal{P}^p(\Omega_0 \times \mathcal{P}^p(\mathcal{X}), \rho \to \nu) \)). Moreover, it must also hold \( P(X_0 = \xi) = 1 \). Therefore, in order to prove (2), it sufficient to check (3) and to check that the state equation (3.3) is satisfied under \( P \).

We first check (3). If \( \psi : C^{m_o} \times \mathcal{P}^p(\mathcal{X}) \to \mathbb{R} \) and \( \phi : \mathcal{X} \to \mathbb{R} \) are bounded and continuous, we have
\[
\mathbb{E}^{P} \left[ \psi(B, \mu) \phi(W, \Lambda, X) \right] = \lim_{k \to \infty} \mathbb{E}^{P_{n_k}} \left[ \psi(B, \mu) \phi(W, \Lambda, X) \right]
= \lim_{k \to \infty} \mathbb{E}^{P_{n_k}} \left[ \psi(B, \mu) \phi d\mu \right] = \mathbb{E}^{P} \left[ \psi(B, \mu) \phi d\mu \right].
\]
Thus $\mu = P(W, A, X) \in \cdot \mid F_T^{B, \mu}$ a.s., which gives (3) in Definition 3.4. Now, to check that the state equation is satisfied, define processes $(Z_t^n)_{t \in [0, T]}$ on $\Omega$ by

$$Z_t^n := 1 + |X_t|^q + \left( \int_{\mathbb{R}^d} |y|^p \mu_x^n(dy) \right)^{1/p}, \quad q > 0.$$ 

Using the growth assumptions on $b$ of (A.4), note that $b(t, y, \nu, a) \neq b^n(t, y, \nu, a)$ if and only if

$$n < |b(t, y, \nu, a)| \leq c_1 \left( 1 + |y| + \left( \int_{\mathbb{R}^d} |z|^p \nu(dz) \right)^{1/p} + |a| \right),$$

so that

$$\mathbb{E}^{P_n} \left[ \int_0^t \int_A \Lambda_s(da) (b^n - b)(s, X_s, \mu_x^n, a) \right] \leq 2c_1 \mathbb{E}^{P_n} \left[ \int_0^t \int_A \Lambda_s(da) (Z_t^n + |a|) 1_{\{c_1(Z_t^n + |a|) > n\}} \right].$$

By Lemma 3.15, this tends to zero as $n \to \infty$. Similarly, $\sigma(t, y, \nu) \neq \sigma^n(t, y, \nu)$ if and only if

$$n^2 < |\sigma(t, y, \nu)|^2 \leq c_1 \left( 1 + |y|^{p*} + \left( \int_{\mathbb{R}^d} |z|^p \nu(dz) \right)^{p*/p} \right),$$

so that the Burkholder-Davis-Gundy inequality yields

$$\mathbb{E}^{P_n} \left[ \int_0^t (\sigma^n - \sigma)(s, X_s, \mu_x^n) dW_s \right] \leq 2(c_1)^{1/2} \mathbb{E}^{P_n} \left[ \left( \int_0^t Z_t^n 1_{\{c_1(Z_t^n + |a|) > n\}} ds \right)^{1/2} \right].$$

This tends to zero as well, as does $\mathbb{E}^{P_n} \left[ \int_0^t (\sigma^n - \sigma)(s, X_s, \mu_x^n) dW_s \right]$. It follows that

$$0 = \lim_{n \to \infty} \mathbb{E}^{P_n} \sup_{0 \leq t \leq T} \left| X_t - X_0 - \int_0^t ds \int_A \Lambda_s(da) b(s, X_s, \mu_x^n, a) \right. \left. - \int_0^t \sigma(s, X_s, \mu_x^n) dW_s - \int_0^t \sigma_0(s, X_s, \mu_x^n) dB_s \right|.$$

Finally, combine this with the results of Kurtz and Protter [28] to conclude that the SDE (3.3) holds under $P$.

3.5.3. Optimality. It remains to show the limit point $P$ in Lemma 3.15 is optimal. Generally speaking, the argument is as follows. Fix $P' \in \mathcal{RA}(\rho)$, with $\rho := P \circ (\xi, B, W, \mu)^{-1}$. If we can prove that there exist $P_n' \in \mathcal{R}_n\mathcal{A}_n(\rho_n)$ such that $J(P_n') \to J(P')$, then, by optimality of $P_n$ for each $n$, it holds that $J(P_n) \geq J(P_n')$. Since $J$ is upper semicontinuous by Lemma 3.13, we then get

$$J(P) \geq \limsup_{k \to \infty} J(P_n) \geq \lim_{k \to \infty} J(P_n') = J(P').$$

Since $P'$ was arbitrary, this implies that $P$ is optimal, or $P \in \mathcal{RA}^*(\rho)$, which completes the proof of Theorem 3.2.

The goal is thus to prove the existence of the sequence $(P_n')_{n \geq 1}$. For this, we need again to approximate general controls by adapted controls, as in Lemma 3.11. To this end, now that $A$ is non-compact, we generalize the definition of the class $\mathcal{A}_a(\rho)$ in Definition 3.10: Let $\mathcal{A}_a(\rho)$ now denote the set of measures of the form

$$\rho(\omega, d\nu) = \rho \circ (\xi, B, W, \mu, \phi(\xi, B, W, \mu))^{-1}$$

where $\phi : \Omega_0 \times \mathcal{P}^P(\mathcal{X}) \to \mathcal{V}_m$ is adapted (see (3.10) for the definition of $\mathcal{V}_m$), $\mathcal{P}^P(\mathcal{X}) \ni \nu \mapsto \phi(\omega, \nu)$ is continuous for each $\omega \in \Omega_0$, and $m$ is some positive integer. In particular, a control $Q \in \mathcal{A}_a(\rho)$ satisfies $Q(A \in \mathcal{V}_m) = 1$ for some $m$ and renders $(A_t)_{t \in [0, T]}$ (a.s.-) adapted to $(\mathcal{F}_t^{E, B, W, \mu})_{t \in [0, T]}$. Note that when $A$ is compact this definition specializes to the one provided before. The construction of $(P_n')_{n \geq 1}$ then follows from the combination of the two next lemmas:

**Lemma 3.17.** For each $P' \in \mathcal{RA}(\rho)$ such that $J(P') > -\infty$, there exist $P_n' \in \mathcal{RA}_a(\rho_n)$ such that $J(P') = \lim_{n \to \infty} J(P_n')$. (As usual $\mathcal{RA}_a(\rho)$ is the image of $\mathcal{A}_a(\rho)$ by $R$.)

**Lemma 3.18.** For each $P' \in \mathcal{RA}_a(\rho)$, there exist $P_n' \in \mathcal{R}_n\mathcal{A}_n(\rho_n)$ such that $J(P') = \lim_{n \to \infty} J(P_n')$. (See (3.10) for the definition of $\mathcal{A}_a(\rho_n)$.)
3.5.4. Proof of Lemma 3.17. First step. First, assume $P' \in \mathcal{RA}_m(\rho)$ for some fixed $m$, so trivially $J(P') > -\infty$. That is, $P'(\Lambda \in \mathcal{V}_m) = 1$. Write $P' = \mathcal{R}(Q')$, where $Q' \in \mathcal{A}_m(\rho)$. By Lemma 3.11, $\mathcal{A}_m(\rho)$ is dense in $\mathcal{A}_m(\rho)$, and there exist $Q'_n \in \mathcal{RA}_m(\rho)$ such that $Q'_n \to Q'$ in $\mathcal{P}^p(\Omega_0 \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$. Since $\mathcal{A}_m$ is compact, $J \circ \mathcal{R}$ is continuous on $\mathcal{A}_m(\rho)$ by Lemma 3.13, and $J(P') = \lim_{n \to \infty} J(\mathcal{R}(Q'_n))$.

Second step. Now assume $P' \in \mathcal{RA}(\rho)$ satisfies $J(P') > -\infty$. By the first step, it suffices to show that there exist $P'_n \in \mathcal{RA}_m(\rho)$ such that $J(P'_n) = \lim_{n \to \infty} J(P'_n)$, since we just showed that each $P'_n$ may be approximated by elements of $\mathcal{RA}_m(\rho)$.

First, the upper bounds of $f$ and $g$ imply
\[-\infty < J(P') \leq c_2(T + 1) \left( 1 + E^{P'} \|X\|_T^p + E^{P'} \int_{C^d} \|\tilde{z}\|^p_T \mu(dz) \right) - c_3 E^{P'} \int_0^T dt \int_A |p' A_t| (da).
\]

Since $P' \in \mathcal{RA}(\rho)$, it must hold $E^{P'} \int_{C^d} \|x\|^p_T \mu(dx) < \infty$ and $E^{P'} \|X\|^p_T < \infty$, which implies
\[
E^{P'} \int_0^T dt \int_A |p' A_t| (da) < \infty. \tag{3.21}
\]

Let $\tau_n : A \to A$ denote any measurable function satisfying $\tau_n(A) \subset A_n$ and $\tau_n(a) = a$ for all $a \in A_n$, so that $\tau_n$ converges pointwise to the identity. Let $A^n$ denote the image under $A$ of the map $(t, a) \to (t, \tau_n(a))$, so that $P'(A^n \in \mathcal{V}_n) = 1$. Let $Q'_n := P' \circ (\xi, B, W, \mu, A^n)^{-1}$, which is in $\mathcal{RA}_m(\rho)$. Since $A^n \to A$ $P'$-a.s., it follows that $Q'_n \to Q'$ in $\mathcal{P}^p(\Omega_0 \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$, where $Q'$ satisfies $P' = \mathcal{R}(Q')$. By continuity of $\mathcal{R}$ (see Lemma 3.12), $\mathcal{R}(Q'_n) \to \mathcal{R}(Q') = P'$ in $\mathcal{P}^p(\Omega)$. Now, since $|\tau_n(a)| \leq |a|$, we have
\[
\int_0^T \int_A |p' A_t^n| (da) dt \leq \int_0^T \int_A |p' A_t| (da) dt,
\]

which implies that the sequence
\[
\left( \int_0^T \int_A |p' A_t^n| (da) dt \right)_{n=1}^{\infty}
\]
is uniformly $P'$-integrable. By Lemma 2.4, we then have
\[
\sup_n E^{\mathcal{R}(Q'_n)} \left[ \|X\|^p_T + \int_{C^d} \|\tilde{z}\|^p_T \mu(dz) \right] < \infty.
\]

The growth assumptions of $f$ and $g$ imply that the rewards are uniformly integrable in the sense that
\[
\lim_{r \to \infty} \sup_n E^{\mathcal{R}(Q'_n)} \left[ \Gamma(\mu, \Lambda, X) 1_{\{|\Gamma(\mu, \Lambda, X)| > r\}} \right] = 0.
\]

Finally, from the continuity of $\mathcal{R}$ we conclude that $J(\mathcal{R}(Q'_n)) \to J(P')$.

3.5.5. Proof of Lemma 3.18. Find $Q' \in \mathcal{A}_m(\rho)$ such that $P' = \mathcal{R}(Q')$. There exist $m$ and an adapted function $\phi : \Omega_0 \times \mathcal{P}^p(\mathcal{X}) \to \mathcal{V}_m$ such that $\phi(\omega, \cdot)$ is continuous for each $\omega \in \Omega_0$ and
\[
Q' := \rho \circ (\xi, B, W, \mu, \phi(\xi, B, W, \mu))^{-1}.
\]

Recalling the definition of $\rho_n$ from just before (3.12), define
\[
Q'_n := \rho_n \circ (\xi, B, W, \mu, \phi(\xi, B, W, \mu))^{-1}.
\]

Note that $Q'_n(\Lambda \in \mathcal{V}_m) = 1$. Hence $Q'_n \in \mathcal{A}_n(\rho_n)$ for $n \geq m$. It follows from boundedness and continuity of $\phi$ in $\mu$ (and Lemma A.4 to handle the fact that $\phi$ may not be continuous in $(\xi, B, W)$) that $Q'_n \to Q'$. The proof will be complete if we can show
\[
\mathcal{R}_n(Q'_n) \to P', \quad \text{in } \mathcal{P}^p(\Omega). \tag{3.22}
\]

Indeed, since $\mathcal{A}_m$ is compact, we use the continuity of $J$ (see Lemma 3.13) to complete the proof. We prove (3.22) with exactly the same argument as in Lemma 3.12: Since $\mathcal{R}_n(Q_0) \circ (\xi, B, W, \mu, \Lambda)^{-1} = Q_n$ are relatively compact in $\mathcal{P}^p(\Omega_0 \times \mathcal{P}^p(\mathcal{X}) \times \mathcal{V})$, Aldous’ criterion (see Proposition B.1 for details) implies that $\mathcal{R}_n(Q'_n) \circ \Lambda^{-1}$ are relatively compact in $\mathcal{P}^p(\mathcal{C}^d)$. Thus $\mathcal{R}_n(Q'_n)$ are relatively compact in $\mathcal{P}^p(\Omega)$. Conclude exactly as in the proof of Lemma 3.12 that any limit point must equal $P'$. 

4. Strict and strong controls

This section addresses the question of the existence of strict and strong controls. Recall that $Q \in \mathcal{A}(\rho)$ (resp. $P \in \mathcal{RA}(\rho)$) is a strict control if $Q(\Lambda \in \mathcal{V}_a) = 1$ (resp. $P(\Lambda \in \mathcal{V}_a) = 1$), where

$$\mathcal{V}_a := \{ q \in \mathcal{V} : q_t = \delta_{\alpha(t)} \text{ for some } \alpha \in \mathcal{L}^p([0,T];A) \} .$$

Recall also that $Q$ is a strong control if there exists an $A$-valued process $(\alpha_t)_{t \in [0,T]}$, progressively-measurable with respect to the $P$-completion of $(\mathcal{F}^t_{\xi,B,W,\mu})_{t \in [0,T]}$, such that $Q(\Lambda = dt \delta_{\alpha_t}(da)) = 1$.

The first Subsection 4.1 addresses this point under a quite standard condition in control theory. The second Subsection 4.2 identifies more specialized assumptions which allow us to find a weak MFG solution with strong control. The idea in each case is the same as in references on relaxed controls: given any weak (relaxed) control, under suitable convexity assumptions, the optional projection of the control onto a suitable sub-filtration will yield an admissible control with a greater value than the original control, without disturbing the joint laws of the other processes.

4.1. Strict controls. The following assumption is well-known in control theory (dating to Filippov [16]) and permits the construction of a weak MFG solution with weak strict control.

**Assumption C.** For each $(t, x, \mu) \in [0, T] \times \mathbb{R}^d \times \mathcal{P}^p(\mathbb{R}^d)$, the following set is convex:

$$K(t, x, \mu) := \{(b(t, x, \mu, a), z) : a \in A, z \leq f(t, x, \mu, a) \} \subset \mathbb{R}^d \times \mathbb{R}.$$  

The most obvious examples of assumption C are the affine drifts $b$, i.e. $b(t, x, \mu, a) = b^1(t, x, \mu)a + b^2(t, x, \mu)$, and objectives $f(t, x, \mu, a)$ which are concave in $a$. Here is the main result of this subsection:

**Theorem 4.1.** In addition to assumption A, suppose also that assumption C holds. Then there exists a weak MFG solution with weak strict control that satisfies $E \int_0^T |\alpha_t|^p dt < \infty$.

The proof of Theorem 4.1 relies on

**Proposition 4.2.** Assume A and C hold. Let $\rho \in \mathcal{P}_F[\Omega, \mathcal{W}_\lambda] \sim \mathcal{P}^p(\mathcal{X})$ and $P \in \mathcal{RA}(\rho)$. Then there exists a strict control $P' \in \mathcal{RA}(\rho)$ such that

$$P' \circ (\xi, B, W, \mu, X)^{-1} := P \circ (\xi, B, W, \mu, X)^{-1}$$

and $J(P') \geq J(P)$.

**Proof of Proposition 4.2.** Note that $\int_A \Lambda_t(da)(b,f)(t,X_t,\mu_T^x,a) \in K(t,X_t,\mu_T^x)$. By [19, Theorem A.9], or rather a slight extension thereof in [14, Lemma 3.1], there exist $(\mathcal{F}^t_{\xi,B,W,\mu,\Lambda,X})_{t \in [0,T]}$-progressive processes $\hat{\alpha}$ and $\hat{z}$, taking values in $A$ and $[0, \infty)$, respectively, such that

$$\int_A \Lambda_t(da)(b,f)(t,X_t,\mu_T^x,a) = (b,f)(t,X_t,\mu_T^x,\hat{\alpha}_t) - (0, \hat{z}_t).$$  

Define $P' \in \mathcal{P}(\Omega)$ by $P' = P \circ (\xi, B, W, \mu, dt \delta_{\hat{\alpha}_t}(da), X)^{-1}$. Clearly, $(B, W)$ is a Wiener process with respect to $(\mathcal{F}^t_{\xi,B,W,\mu,\Lambda,X})_{t \in [0,T]}$ under $P'$. Since the state equation (3.3) holds under $P$, it follows from (4.2) that the state equation holds under $P'$ as well, since the first coordinate of the remainder $(0, \hat{z}_t)$ in (4.2) is zero. Moreover,

$$J(P') = E^P \left[ \int_0^T dt f(t,X_t,\mu_T^x,\hat{\alpha}_t) + g(X_T,\mu_T^x) \right]$$

$$\geq E^P \left[ \int_0^T dt \int_A \Lambda_t(da)f(t,X_t,\mu_T^x,a)dt + g(X_T,\mu_T^x) \right] = J(P).$$

Letting

$$Q' := P' \circ (\xi, B, W, \mu, \Lambda)^{-1} = P \circ (\xi, B, W, \mu, dt \delta_{\hat{\alpha}_t}(da))^{-1},$$

$Q'$ is in $\mathcal{A}(\rho)$. The reason is that $(\hat{\alpha}_t)_{t \in [0,T]}$ is $(\mathcal{F}^t_{\xi,B,W,\mu,\Lambda,X})_{t \in [0,T]}$-progressive, so that, for each $t \in [0,T]$ and $C \in \mathcal{B}(A)$, $\int_0^t 1_C(\hat{\alpha}_s)ds$ is $\mathcal{F}^t_{\xi,B,W,\mu,\Lambda,X}$-measurable. Since the solution of the state equation (3.1) is strong, $\int_0^t 1_C(\hat{\alpha}_s)ds$ coincides $P$ a.s. with a $\mathcal{F}^t_{\xi,B,W,\mu,\Lambda}$-measurable random...
variable. By assumption, $\mathcal{F}_t^\Lambda$ and $\mathcal{F}_t^{\xi,B,W,\mu}$ are conditionally independent under $P$ given $\mathcal{F}_t^{\xi,B,W,\mu}$. We deduce that $\sigma\int_0^t 1_C(\tilde{\alpha}_s)ds : r \leq t, C \in \mathcal{B}(\Lambda))$ and $\mathcal{F}_t^{\xi,B,W,\mu}$ are also conditionally independent under $P$ given $\mathcal{F}_t^{\xi,B,W,\mu}$, which is enough to prove that $Q' \in \mathcal{A}(\mu)$.

**Proof of Theorem 4.1.** Let $P \in \mathcal{P}(\Omega)$ be an MFG solution, whose existence is guaranteed by Theorem 3.2, and set $\rho = P \circ (\xi, B, W, \mu)^{-1}$. By Proposition 4.2, there exists $P' \in \mathcal{R}\mathcal{A}(\rho)$ such that $P \circ (\xi, B, W, \mu, X)^{-1} = P' \circ (\xi, B, W, \mu, X)^{-1}$, $J(P) \leq J(P')$, and $P' = \mathcal{J}_{\Lambda_\mu} = 1$ for some $(\mathcal{F}_t^{\xi,B,W,\mu})_{t \in [0,T]}$-progressive process $(\alpha_t)_{t \in [0,T]}$. But since $P \in \mathcal{R}\mathcal{A}(\rho)$ (i.e. $P$ is optimal for the control problem corresponding to $\rho$), it follows that $P' \in \mathcal{R}\mathcal{A}(\rho)$. It remains to deal with the fixed point condition. Define

$$\tilde{\mu} := P'((W, \Lambda, X) \in \cdot | B, \mu).$$

Conditioning on $(B, \tilde{\mu})$ yields $\tilde{\mu} := P'((W, \Lambda, X) \in \cdot | B, \tilde{\mu})$. Now if $\phi : \mathcal{X} \to \mathbb{R}$ is $\mathcal{F}_t^{\Lambda,X}$-measurable then

$$\int_X \phi d\tilde{\mu} \equiv \mathbb{E}^{P'}[\phi(W, \Lambda, X)|B, \mu] = \mathbb{E}^{P'}\left[\mathbb{E}^{P'}[\phi(W, \Lambda, X)|\mathcal{F}_{t-}^{\xi,B,W,\mu}]|\mathcal{F}_t^{B,\mu}\right]$$

$$= \mathbb{E}^{P'}\left[\mathbb{E}^{P'}[\phi(W, \Lambda, X)|\mathcal{F}_{t-}^{\xi,B,W,\mu}]|\mathcal{F}_t^{B,\mu}\right]$$

The second equality follows from the conditional independence of $\mathcal{F}_t^{\xi,B,W,\mu}$ and $\mathcal{F}_t^{\xi,B,W,\mu}$ given $\mathcal{F}_t^{\xi,B,W,\mu}$ under $P'$, which holds because $P' \in \mathcal{R}\mathcal{A}(\rho)$, and the last equality follows easily from the independence of $(\xi, W)$ and $(B, \mu)$. This holds for each $\phi$, and thus $\mathcal{F}_t^{\tilde{\mu} \rho} \subset \mathcal{F}_t^{B,\mu}$ for all $t$, up to $\rho(B, \mu)^{-1}$-null sets. It follows that $(B, W)$ is a Wiener process under $P'$ with respect to the filtration generated by $(\xi, B, W, \tilde{\mu}, \Lambda, X)$, which is smaller than $(\xi, B, W, \mu, \Lambda, X)$. Moreover, by definition, $\tilde{\mu} = P'(X \in \cdot | B, \mu)$, and since $P' \circ (B, \mu, X)^{-1} = P \circ (B, \mu, X)^{-1}$ and $\mu \equiv P(X \in \cdot | B, \mu)$ imply $\tilde{\mu} = P'(X \in \cdot | B, \mu)$, we deduce that $P'(\tilde{\mu} = \mu) = 1$.

Now define $\overline{P} := P' \circ (\xi, B, W, \tilde{\mu}, \Lambda, X)^{-1}$; we will show that this is in fact the MFG solution we are looking for. Indeed, from $P'(\mu = \mu) = 1$ it follows that the canonical processes verify the state equation (3.3) under $\overline{P}$. Hence, in light of the above considerations, we may apply Lemma 3.7 to conclude that $\overline{P}$ is an MFG pre-solution (with weak strict control). In particular, we have $\overline{P} \in \mathcal{R}\mathcal{A}(\rho)$, where $\overline{P} := P \circ (\xi, B, W, \mu)^{-1} = \rho \circ (\xi, B, W, \tilde{\mu})^{-1}$. Moreover, $P' \circ (\mu \equiv \mu, \Lambda, X)^{-1} = \overline{P} \circ (\mu \equiv \mu, \Lambda, X)^{-1}$ clearly implies $J(P') = J(\overline{P})$. Although $P' \in \mathcal{R}\mathcal{A}(\rho)$, this does not immediately imply that $\overline{P} \in \mathcal{R}\mathcal{A}(\rho)$, and we must complete the proof carefully.

Fix $Q' \in \mathcal{A}(\rho)$, where we recall the definition of $\mathcal{A}(\rho)$ from Section 3.5.3. That is

$$Q' = \rho \circ (\xi, B, W, \mu, \phi(\xi, B, W, \mu))^{-1} = \rho \circ (\xi, B, W, \mu, \phi(\xi, B, W, \mu))^{-1}$$

for some adapted function $\phi : \Omega_0 \times \mathcal{P}(\Lambda) \to \mathcal{V}$. Define

$$Q' := \rho \circ (\xi, B, W, \mu, \phi(\xi, B, W, \mu))^{-1}.$$外延性都合乎逻辑外延。这将导致$Q' \in \mathcal{A}(\rho)$. Since $P'(\mu = \mu) = 1$, we have $\mathcal{R}(Q') \circ (\mu \equiv \mu, \Lambda, X)^{-1} = \mathcal{R}(Q') \circ (\mu \equiv \mu, \Lambda, X)^{-1}$. Thus $P' \in \mathcal{R}\mathcal{A}(\rho)$ implies

$$J(\overline{P}) = J(P') \geq J(\mathcal{R}(Q')) = J(\mathcal{R}(Q)).$$

Since this holds for all $Q' \in \mathcal{A}(\rho)$, we finally conclude that $\overline{P} \in \mathcal{R}\mathcal{A}(\rho)$ by combining the density results of Lemmas 3.17 and 3.18.

**Remark 4.3.** It is possible to strengthen this result slightly to conclude that there exists a relaxed MFG solution with weak strict control $\alpha_t$ adapted to $\mathcal{F}_t^{\xi,B,W,\mu,X}$. Indeed, the argument could proceed along the lines of Proposition 4.4 or by way of martingale problems, as in [24, 19].
4.2. **Strong controls.** A strong but common linearity assumption on the coefficients $b$, $\sigma$, and $\sigma_0$ allows us to find strong controls.

**Assumption D.**

(D.1) $A$ is a compact convex subset of an Euclidean space, and the state coefficients are affine in $(x, a)$, in the following form:

\[
\begin{align*}
    b(t, x, \mu, a) &= b^1(t, \mu)x + b^2(t, \mu)a + b^3(t, \mu), \\
    \sigma(t, x, \mu) &= \sigma^1(t, \mu)x + \sigma^2(t, \mu), \\
    \sigma_0(t, x, \mu) &= \sigma_0^1(t, \mu)x + \sigma_0^2(t, \mu),
\end{align*}
\]

(D.2) The objective functions are concave in $(x, a)$; that is, the maps $(x, a) \mapsto f(t, x, \mu, a)$ and $x \mapsto g(x, \mu)$ are concave for each $(t, \mu)$.

(D.3) $f$ is strictly concave in $(x, a)$.

**Proposition 4.4.** Under assumptions A and (D.1-2), then

1. For each $\rho \in \mathcal{P}_c^\infty([\Omega, \mathcal{F}_\lambda]) \to \mathcal{P}(\mathcal{X})$ there exists a strong optimal control; that is $\mathcal{A}^\ast(\rho)$ contains a strong control.

If also (D.3) holds, then

2. For each $\rho$ the optimal control is unique; that is $\mathcal{A}^\ast(\rho)$ is a singleton for each $\rho$.

3. Every weak MFG solution with weak control is a weak MFG solution with strong control.

**Proof.**

**Proof of (1).** Let $P \in \mathcal{R}\mathcal{A}^\ast(\rho)$, which is nonempty by Lemma 3.13. Under assumption D, the state equation writes as

\[
X_t = X_0 + \int_0^t \left( b^1(s, \mu_s^x)X_s + b^2(s, \mu_s^x)\alpha_s + b^3(t, \mu_s^x) \right) ds \\
+ \int_0^t \left( \sigma^1(s, \mu_s^x)X_s + \sigma^2(s, \mu_s^x) \right) dW_s + \int_0^t \left( \sigma_0^1(s, \mu_s^x)X_s + \sigma_0^2(s, \mu_s^x) \right) dB_s,
\]

where we have let $\alpha_s := \int_A a\Lambda_s(da)$. Let $(\tilde{\mathcal{F}}^t_{s,B,W,\mu})_{t \in [0,T]}$ denote the $P$-completion of the filtration $(\mathcal{F}^t_{s,B,W,\mu})_{t \in [0,T]}$. By optional projection (see [26, Appendix A.3] for a treatment without right-continuity of the filtration), there exist $(\tilde{\mathcal{F}}^t_{s,B,W,\mu})_{t \in [0,T]}$-optional (and thus progressive) processes $(\tilde{X}_t)_{t \in [0,T]}$ and $(\tilde{\alpha}_t)_{t \in [0,T]}$ such that such that, for each $t \in [0, T]$,

\[
\tilde{X}_t := \mathbb{E}[X_t|\tilde{\mathcal{F}}^t_{s,B,W,\mu}], \quad \tilde{\alpha}_t := \mathbb{E}[\alpha_t|\tilde{\mathcal{F}}^t_{s,B,W,\mu}], \quad a.s.
\]

In fact, it holds that for each $0 \leq s \leq t \leq T$,

\[
\tilde{X}_s := \mathbb{E}[X_s|\tilde{\mathcal{F}}^t_{s,B,W,\mu}], \quad \tilde{\alpha}_s := \mathbb{E}[\alpha_s|\tilde{\mathcal{F}}^t_{s,B,W,\mu}], \quad a.s.
\]

Indeed, since $(\alpha_s, X_s)$ is $\mathcal{F}^t_{s,B,W,\mu,\Lambda,X}$-measurable, and since the solution of the state equation 3.1 is strong, we know that $(\alpha_s, X_s)$ is a.s. $\mathcal{F}^t_{s,B,W,\mu,\Lambda}$-measurable. By compatibility, $\mathcal{F}^t_{s,B,W,\mu}$ and $\mathcal{F}^\Lambda_{s}$ are conditionally independent given $\mathcal{F}^t_{s,B,W,\mu}$, and thus $\tilde{\mathcal{F}}^t_{s,B,W,\mu}$ and the completion of $\mathcal{F}^\Lambda_{s}$ are conditionally independent given $\tilde{\mathcal{F}}^t_{s,B,W,\mu}$. This implies (4.4).

Now, for a given $t \in [0, T]$, take the conditional expectation with respect to $\tilde{\mathcal{F}}^t_{t,B,W,\mu}$ in (4.3). Using a conditional version of Fubini’s theorem together with (4.4), we get that for each $t \in [0, T]$ it holds $P$-a.s. that

\[
\tilde{X}_t = \xi + \int_0^t \left( b^1(s, \mu_s^x)\tilde{X}_s + b^2(s, \mu_s^x)\tilde{\alpha}_s + b^3(t, \mu_s^x) \right) ds \\
+ \int_0^t \left( \sigma^1(s, \mu_s^x)\tilde{X}_s + \sigma^2(s, \mu_s^x) \right) dW_s + \int_0^t \left( \sigma_0^1(s, \mu_s^x)\tilde{X}_s + \sigma_0^2(s, \mu_s^x) \right) dB_s.
\]

Since the right-hand side is continuous a.s. and the filtration is complete, we replace $\tilde{X}$ with an a.s.-continuous modification, so that (4.5) holds for all $t \in [0, T]$, $P$-a.s. That is, the processes on either side of the equation are indistinguishable.
Now define $\bar{P} := P_0(\xi, B, W, \mu, dt\delta_\mu(da), \bar{X})^{-1}$. It is clear from (4.5) that $\bar{P} \in \mathcal{RA}(\rho)$. Jensen’s inequality provides

$$J(\bar{P}) \leq \mathbb{E}_\bar{P} \left[ \int_0^T f(t, X_t, \mu_T^*, \alpha_t) dt + g(X_T, \mu_T^*) \right] \leq \mathbb{E}_\bar{P} \left[ \int_0^T \mathbb{E}_\bar{P} \left[ f(t, X_t, \mu_T^*, \alpha_t) \right] dt + \mathbb{E}_\bar{P} \left[ g(X_T, \mu_T^*) \right] \right].$$

Hence $\bar{P} \in \mathcal{RA}^*(\rho)$, and (1) is proven.

**Proof of (2) and (3)** Now suppose assumption (D.3) holds. We prove only (2), from which (3) follows immediately. Unless $\Lambda$ is already a strict control, then inequality (4.6) is strict, and unless $H(J(\bar{P})) > \mathbb{E}_\bar{P} \left[ f(t, X_t, \mu_T^*, \alpha_t) dt + g(X_T, \mu_T^*) \right]$. This proves that all optimal controls must be strictly adapted and $(\bar{P}_t^*, B, W, \mu)_t \in [0, T]$-adapted. Now suppose we have two strict adapted optimal controls, which without loss of generality we construct on the same space $(\Omega_0 \times \mathcal{P}(\mathcal{X}), (\bar{P}_t^*, B, W, \mu)_t \in [0, T], \rho)$. That is, $X_t^1 = X_0 + 1 + \int_0^t \left( b^1(s, \mu_s^1)X_s^1 + b^2(s, \mu_s^1)\alpha_s^1 + b^3(s, \mu_s^1) \right) ds$.

Again taking advantage of the linearity of the coefficients, it is straightforward to check that $(X^3, \alpha^3)$ also solve the state equation. Unless $\alpha^2 = 0$, holds $dt \otimes dP$-a.e., the strict concavity and Jensen’s inequality easily imply that this new control achieves a strictly larger reward than either $\alpha^1$ or $\alpha^2$, which is a contradiction. \qed

5. **Counterexamples**

In this section, simple examples are presented to illustrate two points. First, we demonstrate why we cannot expect existence of a strong MFG solution at the level of generality allowed by assumption A. Second, by providing an example of a mean field game which fails to admit even a weak solution, we show that the exponent $p$ in both the upper and lower bounds of $f$ and $g$ cannot be relaxed to $p'$.

5.1. **Nonexistence of strong solutions.** Suppose $\sigma$ is constant, $g \equiv 0$, $p' = 2$, $p = 1$, $A = \mathbb{R}^d$, and choose the following data:

$$b(t, x, \mu, a) = a, \quad f(t, x, \mu, a) = a^\top \bar{f}(t, \bar{\mu}) = -\frac{1}{2} |a|^2, \quad \sigma_0(t, x, \mu) = \bar{\sigma}_0(t, \bar{\mu}),$$

for some bounded continuous functions $\bar{f} : [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ and $\bar{\sigma}_0 : [0, T] \times \mathbb{R}^d \to \mathbb{R}^{d \times m_0}$. Here we have abbreviated $\bar{\mu} := \int \bar{\mu}(dz)$ for $\mu \in \mathcal{P}^1(\mathbb{R})$. Proposition 4.4 ensures that there exists a weak MFG solution $P$ with strong control. That is (with the same notations as in Proposition 4.4), there exists an $(\bar{P}_t^*, B, W, \mu)_t \in [0, T]$-progressive $\mathbb{R}^d$-valued process $(\alpha_t^*)_t \in [0, T]$ such that

$$P(\Lambda = dt\delta_{\alpha_t^*}(da)) = 1, \quad \mathbb{E}_P \left[ \int_0^1 |\alpha_t^*|^2 dt \right] < \infty.$$
Hence, $\alpha^*_t = \hat{f}(t, \tilde{\mu}^*_t)$ holds $dt \otimes dP$-a.e. The optimally controlled state process is given by

$$dX^*_t = \hat{f}(t, \tilde{\mu}^*_t)dt + \sigma dW_t + \tilde{\sigma}_0(t, \tilde{\mu}^*_t)dB_t.$$ 

Conditioning on $(B, \mu)$ and using the fixed point property $\tilde{\mu}^*_t = \mathbb{E}[X_t | B, \mu]$ yields

$$d\tilde{\mu}^*_t = \hat{f}(t, \tilde{\mu}^*_t)dt + \sigma_0(t, \tilde{\mu}^*_t)dB_t, \quad \tilde{\mu}^*_0 = \mathbb{E}[X_0].$$

We have only assumed that $\hat{f}$ and $\tilde{\sigma}_0$ are bounded and continuous. For the punchline, note that uniqueness in distribution may hold for such a SDE even if it fails to possess a strong solution, in which case $\tilde{\mu}^*_t$ cannot be adapted to the completion of $\mathcal{F}^B_t$ and the MFG solution cannot be strong. Such cases are not necessarily pathological; see Barlow [3] for examples in dimension $d = 1$ with $\hat{f} \equiv 0$ and $\sigma_0$ bounded above and below away from zero.

### 5.2. Nonexistence of weak solutions.

Unfortunately, assumption A does not cover linear-quadratic models with quadratic objectives in $x$ or $\mu$. That is, we do not allow

$$f(t, x, \mu, a) = -|a|^2 - c|x + c' \int_{\mathbb{R}^d} z\mu(dz)|^2, \quad c, c' \in \mathbb{R}.$$ 

Even when $c > 0$, so that $f$ and $g$ are bounded from above, we cannot expect a general existence result if $p' = p$. This was observed in [10] for strong solutions and in [29] for weak solutions in the case $\sigma_0 = 0$: the authors showed that only certain linear-quadratic mean field games admit (strong) solutions. The following example reiterates this point in the setting of common noise and weak solutions, extending the example of [29, Section 7].

Consider constant volatilities $\sigma$ and $\sigma_0$, $d = 1$, $p' = p = 2$, $A = \mathbb{R}$, and and the following data:

$$b(t, x, \mu, a) = a, \quad f(t, x, \mu, a) = -a^2, \quad g(x, \mu) = -(x + \bar{\mu})^2, \quad c \in \mathbb{R},$$

where $\bar{\mu} := \int_{\mathbb{R}^d} z\mu(dz)$ for $\mu \in \mathcal{P}^1(\mathbb{R}^d)$. Choose $T > 0$, $c \in \mathbb{R}$, and $\lambda \in \mathcal{P}^2(\mathbb{R})$ such that

$$c = (1 - T)/T, \quad T \neq 1, \quad \bar{\lambda} \neq 0.$$ 

Assumptions A(1-5) hold with the one exception that the assumption $p' > p$ is violated. Suppose $P$ is a weak MFG solution with weak control and then define $y_t := \mathbb{E}\tilde{\mu}^*_t$. Arguing as in [29], we get

$$y_T = \frac{y_0}{1 - T} + y_T,$$

which implies $y_0 = 0$ and which contradicts $\bar{\lambda} \neq 0$ since $y_0 = \mathbb{E}\tilde{\mu}^*_0 = \bar{\lambda}$. Hence, for this particular choice of data, there is no weak solution.

It would be interesting to find additional structural conditions under which existence of a solution holds in the case $p' = p$. This question has been addressed in [8] when $p' = p = 2$, $b$ is linear, $\sigma$ is constant, $f$ and $g$ are convex in $(x, \alpha)$ and without common noise. Therein, the strategy consists in solving approximating equations, for which the related $p$ is indeed less than 2, and then in passing to the limit. In order to guarantee the tightness of the approximating solutions, the authors introduce a so-called weak mean-reverting condition, which somehow generalizes the classical conditions for handling linear-quadratic MFG. It reads $\langle x, \partial_x g(0, \delta_x) \rangle \leq c(1 + |x|)$ and $\langle x, \partial_x f(t, 0, \delta_x) \rangle \leq c(1 + |x|)$, where $\delta_x$ is the Dirac mass at point $x$. This clearly imposes some restriction on the coefficients as, in full generality (when $p = p' = 2$), $\partial_x g(0, \delta_x)$ and $\partial_x f(t, 0, \delta_x, 0)$ are expected to be of order 1 in $x$. The weak mean-reverting condition assures that the expectations of the approximating solutions remain bounded along the approximation, which actually suffices to prove tightness. We feel that the same strategy could be applied to our setting by considering the conditional expectation given the common noise instead of the expectation itself. Anyhow, in order to limit the length of the paper, we refrain from discussing further this question.

### 6. Uniqueness

We now discuss uniqueness of solutions. The goal is twofold. Inspired by the Yamada-Watanabe theory for weak and strong solutions to standard stochastic differential equations, we first claim that every weak MFG solution is actually a strong MFG solution provided the MFG solutions are pathwise unique. This is a quite important point from the practical point of view as it guarantees that the
equilibrium measure $\mu^x$ is adapted to the common noise $B$. As an illustration, we prove a modest uniqueness result, inspired by the earlier works by Lasry and Lions [30]. When there is no mean field term in the state coefficients, when the optimal controls are unique, and when the monotonicity condition of Lasry and Lions [30] holds, we indeed have a form of pathwise uniqueness.

6.1. Pathwise uniqueness and uniqueness in law. The starting point of our analysis is to notice that the law of a weak MFG solution is really determined by the law of $(B, \mu)$. Indeed, for an element $\gamma \in \mathcal{P}(\mathcal{C}^{n_0} \times \mathcal{P}(\mathcal{X}))$, we can define $M\gamma \in \mathcal{P}(\Omega)$ by

$$M\gamma(dx, d\beta, dw, dq, dx) = \gamma(d\beta, dw)\nu(dw, dq, dx)\delta_{x_0}(dx).$$

We will say $\gamma$ is a MFG solution basis if the distribution $M\gamma$ together with the canonical processes on $\Omega$ form a weak MFG solution. We say uniqueness in law holds for the MFG if there is at most one MFG solution basis, or equivalently if any two weak MFG solutions induce the same law on $\Omega$.

Given two MFG solution bases $\gamma^1$ and $\gamma^2$, we say $(\Theta, (\mathcal{G}_t)_{t \in [0,T]}, Q, B, \mu^1, \mu^2)$ is a coupling of $\gamma^1$ and $\gamma^2$ if:

1. $(\Theta, (\mathcal{G}_t)_{t \in [0,T]}, Q)$ is a probability space with a complete filtration.
2. $B$ is a $(\mathcal{G}_t)_{t \in [0,T]}$-Wiener process on $\Theta$.
3. For $i = 1, 2$, $\mu^i : \Theta \to \mathcal{P}(\mathcal{X})$ is such that, for each $t \in [0,T]$ and $C \in \mathcal{F}^W_{\Theta, X}$, $\mu^i(C)$ is measurable with respect to the $Q$-completion of $\mathcal{G}_t$.
4. For $i = 1, 2$, $Q \circ (B, \mu^i)^{-1} = \gamma^i$.
5. $\mu^1$ and $\mu^2$ are conditionally independent given $B$.

Suppose that for any coupling $(\Theta, (\mathcal{G}_t)_{t \in [0,T]}, Q, B, \mu^1, \mu^2)$ of any two MFG solution bases $\gamma^1$ and $\gamma^2$ we have $\mu^1 = \mu^2$ a.s. Then we say pathwise uniqueness holds for the mean field game. The following proposition is stated mostly for emphasis, as the result itself follows readily from the general results of Kurtz [27].

**Proposition 6.1.** Suppose assumption A and pathwise uniqueness hold. Then there exists a unique in law weak MFG solution with weak control, and it is in fact a strong MFG solution with weak control.

**Proof.** This is essentially Theorem 1.5 and Lemma 2.7 of [27]. The definition of pathwise uniqueness in [27] is slightly different in that it does not demand conditional independence of $\mu^1$ and $\mu^2$, but a careful reading of the proof shows that this makes no difference.

6.2. Lasry-Lions monotonicity condition. An application of Proposition 6.1 is possible under Assumption U.

(U.1) $b$, $\sigma$, and $\sigma_0$ have no mean field term.
(U.2) $f$ is of the form $f(t, x, \mu, a) = f_1(t, x, a) + f_2(t, x, \mu)$.
(U.3) For all $\mu, \nu \in \mathcal{P}(\mathcal{C}_d)$ we have the Lasry-Lions monotonicity condition:

$$\int_{\mathcal{C}_d} (\mu - \nu)(dx) \left[ g(xT, \mu_T) - g(xT, \nu_T) + \int_0^T (f_2(t, x_t, \mu_t) - f_2(t, x_t, \nu_t)) dt \right] \leq 0. \quad (6.1)$$

(U.4) For any $\rho \in \mathcal{P}([\Omega_0, \mathcal{W}_\Lambda]) \subset \mathcal{P}(\mathcal{X})$, the set $\mathcal{A}^*(\rho)$ is a singleton, which means that the maximization problem in the environment $\rho$ has a unique (relaxed) solution. See (3.5) for the definition of $\mathcal{A}^*(\rho)$.

Note that assumptions (D.1-3) imply (U.4), by Proposition 4.4. We then claim:

**Theorem 6.2.** Suppose assumptions A and U hold. Then there exists a unique in law weak MFG solution with weak control, and it is in fact a strong MFG solution with weak control. In particular, under A, (D.1-3), and (U.1-3), the unique in law weak MFG solution with weak control is in fact a strong MFG solution with strong control.
Proof. First step. Let \( \gamma^1 \) and \( \gamma^2 \) be two MFG solution bases, and define
\[
\rho^i := (M^{\gamma^i}) \circ (\xi, B, W, \mu)^{-1}.
\]
Let \((\Theta, (\mathcal{G}_t)_{t \in [0,T]}, Q, B, \mu^1, \mu^2)\) be any coupling of \( \gamma^1 \) and \( \gamma^2 \). In view of Proposition 6.1, we will prove \( \mu^1 = \mu^2 \) a.s. In fact, we may assume without loss of generality that
\[
\Theta = C^{m_0} \times \mathcal{P}^Q(\mathcal{X}) \times \mathcal{P}^Q(\mathcal{X}), \quad \mathcal{G}_t = \mathcal{F}^B_t \otimes \mathcal{F}^\mu_t \otimes \mathcal{F}^\mu_t,
\]
and \( Q \) is the joint distribution of the canonical processes \( B, \mu^1, \) and \( \mu^2 \) on \( \Theta \). For each \( i = 1, 2 \), there is a kernel
\[
\Omega_0 \times \mathcal{P}^Q(\mathcal{X}) \ni \omega \mapsto K^i_\omega \in \mathcal{P}(\mathcal{X} \times C^d),
\]
such that
\[
M_{\gamma^i} = \rho^i(d\omega)K^i_\omega(dq, dx).
\]
The key point is that \( K^i \) is necessarily adapted to the completed filtration \((\mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t)_{t \in [0,T]}\), which means that, for each \( t \in [0,T] \) and each \( \mathcal{F}^\Lambda \times \mathcal{X} \)-measurable \( \phi : \mathcal{X} \times C^d \to \mathbb{R} \), the map \( \omega \mapsto \int \phi dK^i_\omega \) is \( \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \)-measurable. The proof is as follows. Since \( M_{\gamma^i} \) is a weak MFG solution, the \( \sigma \)-fields \( \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \) and \( \mathcal{F}^\Lambda \times \mathcal{X} \) are conditionally independent under \( M_{\gamma^i} \) given \( \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \). Since the solution of the state equation (3.1) is strong, \( \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \) is included in the \( M_{\gamma^i} \)-completion of \( \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \), from which we deduce that \( \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \) and \( \mathcal{F}^\Lambda \times \mathcal{X} \) are conditionally independent under \( M_{\gamma^i} \) given \( \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \). Therefore, for each \( t \in [0,T] \) and each \( \mathcal{F}^\Lambda \times \mathcal{X} \)-measurable \( \phi : \mathcal{X} \times C^d \to \mathbb{R} \), we have
\[
\int \phi dK^i = \mathbb{E}^{M_{\gamma^i}} \left[ \phi(\Lambda, X) \big| \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \right] = \mathbb{E}^{M_{\gamma^i}} \left[ \phi(\Lambda, X) \big| \mathcal{F}^\xi_t \otimes \mathcal{F}^{B,W}_t \right], \quad \text{a.s.}
\]

Second step. Define now the extended probability space:
\[
\Omega := \Theta \times (\mathbb{R}^d \times C^m) \times (\mathcal{X} \times C^d)^2, \quad \mathcal{F}_t := \mathcal{G}_t \otimes \mathcal{F}^\xi_t \otimes \mathcal{F}^\Lambda \otimes \mathcal{F}^{B,W}_t \otimes \mathcal{F}^{A,X}_t,
\]
endowed with the probability measure:
\[
\mathbb{P} := Q(d\beta, d\nu^1, d\nu^2)\lambda(d\xi)W^m(dw) \prod_{i=1}^2 K^i_{\xi,\beta,\nu^i}(dq^i, dx^i).
\]
Let \( (B, \mu^1, \mu^2, \xi, W, \Lambda^1, X^1, \Lambda^2, X^2) \) denote the coordinate maps on \( \Omega \). Let \( \mu^{i,x} := (\mu^i)^x \). In words, we have constructed \( \mathbb{P} \) so that the following hold:
\begin{enumerate}
\item \((B, \mu^1, \mu^2), W, \) and \( \xi \) are independent.
\item \((\Lambda^1, X^1) \) and \((\Lambda^2, X^2) \) are conditionally independent given \((B, \mu^1, \mu^2, \xi, W) \).
\item The state equation holds, for each \( i = 1, 2 \):
\[
X^i_t = \xi + \int_0^t ds \int \Lambda^i_s(da)b(s, X^i_s, a)ds + \int_0^t \sigma(s, X^i_s)dB_s + \int_0^t \sigma_0(s, X^i_s)dB_s.
\]
\end{enumerate}
For \( i, j = 1, 2 \), define
\[
P^{i,j} := \mathbb{P} \circ (\xi, B, W, \mu^i, \Lambda^j, X^j)^{-1}.
\]
By assumption \( U(4) \), \( P^{i,i} \) is the unique element of \( \mathcal{RA}^*(\rho^i) \), for each \( i = 1, 2 \). On the other hand, we will verify that
\[
P^{1,2} \in \mathcal{RA}(\rho^1) \quad \text{and} \quad P^{2,1} \in \mathcal{RA}(\rho^2).
\]
Indeed, defining
\[
Q^{1,2} := P^{1,2} \circ (\xi, B, W, \mu, \Lambda)^{-1} = \mathbb{P} \circ (\xi, B, W, \mu^1, \Lambda^2)^{-1},
\]
it is clear that \( P^{1,2} = \mathcal{R}(Q^{1,2}) \) because of the lack of mean field terms in the state equation (by assumption (U.1)). It remains only to check that \( Q^{1,2} \) is compatible with \( \rho^1 \) in the sense of (2) in Subsection 3.2, or equivalently that, under \( \mathbb{P} \), \( \mathcal{F}^{\xi,B,W}_{\tau^1} \) and \( \mathcal{F}^{A,X}_{\tau^2} \) are conditionally independent given \( \mathcal{F}^{\xi,B,W}_{\tau^1} \). Given three bounded real-valued functions \( \phi_1^1, \phi_1^2 \) and \( \psi_2^2 \), where \( \phi_1^1 \) and \( \phi_1^2 \) are
both defined on $\Omega_0 \times \mathcal{P}(\mathcal{V})$ and are $\mathcal{F}^{\xi,B,W,\mu}_t$-measurable and $\mathcal{F}^{\xi,B,W,\mu}_t$-measurable (respectively), and where $\psi_t^2$ is defined on $\mathcal{V}$ and is $\mathcal{F}^T_t$-measurable, we have

$$
\mathbb{E}^T[(\phi_t^1 \phi_t^2)(\xi, B, W, \mu^1) \psi_t^2(\Lambda^2)] = \mathbb{E}^T[\mathbb{E}^T[(\phi_t^1 \phi_t^2)(\xi, B, W, \mu^1) \psi_t^2(q)K_{\xi,B,W,\mu^2}(dq)|\mathcal{F}^{\xi,B,W}_t]],
$$

where the last equality follows from the fact that $\mu^1$ and $\mu^2$ are conditionally independent given $(\xi, B, W)$. Since $(B, W)$ is an $(\mathcal{F}^{\xi,B,W,\mu^2}_t)_{t\geq 0}$-Wiener process and $\int \psi_t^2(q)K_{\xi,B,W,\mu^2}(dq)$ is $\mathcal{F}^{\xi,B,W,\mu^2}_t$-measurable by the argument above, the conditioning in the third line can be replaced by a conditioning by $\mathcal{F}^{\xi,B,W}_t$. Then, using once again the fact that $\mu^1$ and $\mu^2$ are conditionally independent given $(\xi, B, W)$, the conditioning by $\mathcal{F}^{\xi,B,W}_t$ can be replaced by a conditioning by $\mathcal{F}^{\xi,B,W}_t$, which proves the required property of conditional independence. This shows that $Q^{1,2}_t \in \mathcal{A}(\rho^1)$ and thus $P^{1,2}_t \in \mathcal{R}\mathcal{A}(\rho^1)$. The proof that $P^{2,1}_t \in \mathcal{R}\mathcal{A}(\rho^2)$ is identical.

**Third step.** Note that $(X^i, \Lambda^i, W)$ and $\mu^i$ are conditionally independent given $(B, \mu^i)$, for $i \neq j$, and thus

$$
\mathcal{F}^i((W, \Lambda^i, X^i) \in \cdot | B, \mu^i, \mu^2) = \mathcal{F}^i((W, \Lambda^i, X^i) \in \cdot | B, \mu^i) = \mu^i, i = 1, 2.
$$

Now suppose it does not hold that $\mu^1 = \mu^2$ a.s. Suppose that both

$$
P^{1,1} = P^{1,2}, \quad \text{i.e.} \quad \mathcal{F} \circ (\xi, B, W, \mu^1, \Lambda^1, X^1)^{-1} = \mathcal{F} \circ (\xi, B, W, \mu^1, \Lambda^2, X^2)^{-1},
$$

$$
P^{2,2} = P^{2,1}, \quad \text{i.e.} \quad \mathcal{F} \circ (\xi, B, W, \mu^2, \Lambda^2, X^2)^{-1} = \mathcal{F} \circ (\xi, B, W, \mu^2, \Lambda^1, X^1)^{-1}.
$$

It follows that

$$
\mathcal{F}((W, \Lambda^2, X^2) \in \cdot | B, \mu^1) = \mathcal{F}((W, \Lambda^1, X^1) \in \cdot | B, \mu^1) = \mu^1,
$$

$$
\mathcal{F}((W, \Lambda^1, X^1) \in \cdot | B, \mu^2) = \mathcal{F}((W, \Lambda^2, X^2) \in \cdot | B, \mu^2) = \mu^2.
$$

Combined with (6.3), this implies

$$
\mathbb{E}^T[\mu^2|B, \mu^1] = \mathbb{E}^T[\mathcal{F}((W, \Lambda^2, X^2) \in \cdot | B, \mu^1, \mu^2) | B, \mu^1] = \mu^1,
$$

$$
\mathbb{E}^T[\mu^1|B, \mu^2] = \mathbb{E}^T[\mathcal{F}((W, \Lambda^1, X^1) \in \cdot | B, \mu^1, \mu^2) | B, \mu^2] = \mu^2.
$$

These conditional expectations are understood in terms of mean measures. By conditional independence, $\mathbb{E}^T[\mu^i|B, \mu^j] = \mathbb{E}^T[\mu^i|B]$ for $i \neq j$, and thus

$$
\mathbb{E}^T[\mu^2|B] = \mu^1, \quad \text{and} \quad \mathbb{E}^T[\mu^1|B] = \mu^2.
$$

Thus $\mu^1$ and $\mu^2$ are in fact $B$-measurable and equal, which is a contradiction. Hence, one of the distributional equalities (6.4) or (6.5) must fail. By optimality of $P^{1,1}$ and $P^{2,2}$ and by (6.2), we have the following two inequalities, and assumption (U.4) implies that at least one of them is strict:

$$
0 \leq J(P^{2,2}) - J(P^{2,1}), \quad \text{and} \quad 0 \leq J(P^{1,1}) - J(P^{1,2})..
$$

Writing out the definition of $J$ and using the special form of $f$ from assumption (U.2),

$$
0 \leq \mathbb{E}^T \left[ \int_0^T dt \left[ \int A_t^2(da)f_1(t, X_t^2, a) + f_2(t, X_t^2, \mu^2_t) - \int A_t^1(da)f_1(t, X_t^1, a) - f_2(t, X_t^1, \mu^1_t) \right] \right] + \mathbb{E}^T \left[ g(X_T^2, \mu^2_T) - g(X_T^1, \mu^1_T) \right],
$$

$$
0 \leq \mathbb{E}^T \left[ \int_0^T dt \left[ \int A_t^1(da)f_1(t, X_t^1, a) + f_2(t, X_t^1, \mu^1_t) - \int A_t^2(da)f_1(t, X_t^2, a) - f_2(t, X_t^2, \mu^1_t) \right] \right] + \mathbb{E}^T \left[ g(X_T^1, \mu^1_T) - g(X_T^2, \mu^1_T) \right].
$$
one of the two inequalities being strict. Add these inequalities to get

\[
0 < \mathbb{E}^\mathcal{P}\left[ \int_0^T \left( f_2(t, X_t^1, \mu_t^{1,x}) - f_2(t, X_t^1, \mu_t^{2,x}) + f_2(t, X_t^2, \mu_t^{1,x}) - f_2(t, X_t^2, \mu_t^{2,x}) \right) dt \right]
+ \mathbb{E}^\mathcal{P}\left[ g(X_T^2, \mu_T^{2,x}) - g(X_T^2, \mu_T^{1,x}) + g(X_T^1, \mu_T^{1,x}) - g(X_T^1, \mu_T^{2,x}) \right]
\]

(6.6)

Then, conditioning on \((B, \mu^1, \mu^2)\) inside of (6.6) and applying (6.3) yields

\[
0 < \mathbb{E}^\mathcal{P}\int_{\mathcal{C}^2} (\mu^{2,x} - \mu^{1,x})(dx) \int_0^T \left( f_2(t, x_1, \mu_t^{2,x}) - f_2(t, x_1, \mu_t^{1,x}) \right) dt + g(x_T, \mu_T^{2,x}) - g(x_T, \mu_T^{1,x})
\]

This contradicts assumption (U.3), and so \(\mu^1 = \mu^2\) a.s. \(\square\)

**Appendix A. Topology of Wasserstein spaces**

Recall the definition of the Wasserstein metric from (2.1). For ease of reference, this appendix compiles several known results on Wasserstein spaces.

**Proposition A.1** (Theorem 7.12 of [33]). Let \((E, \ell)\) be a metric space, and suppose \(\mu, \mu_n \in \mathcal{P}^p(E)\). Then the following are equivalent

(1) \(\ell_{E,p}(\mu_n, \mu) \to 0\).

(2) \(\mu_n \to \mu\) weakly and for some \(x_0 \in E\) we have

\[
\lim_{r \to \infty} \sup_n \int_{\{x \in \mathcal{P}(x, x_0) \geq r\}} \mu_n(dx) \ell_{E}(x, x_0) = 0.
\]

(3) \(\int \phi d\mu_n \to \int \phi d\mu\) for all continuous functions \(\phi : E \to \mathbb{R}\) such that there exists \(x_0 \in E\) and \(c > 0\) for which \(|\phi(x)| \leq c(1 + \ell_{E}(x, x_0))\) for all \(x \in E\).

In particular, (2) implies that a sequence \(\{\mu_n\} \subset \mathcal{P}^p(E)\) is relatively compact if and only it is tight (i.e. relatively compact in \(\mathcal{P}(E)\)) and satisfies the uniform integrability condition (2).

The rest of the results listed here are borrowed from Appendices A and B of [29], but the proofs are straightforward and essentially just extend known results on weak convergence using a homeomorphism between \(\mathcal{P}(E)\) and \(\mathcal{P}^p(E)\). Indeed, if \(x_0 \in E\) is fixed and \(\psi(x) := 1 + \ell_{E}(x, x_0)\), then the map \(\mu \mapsto \psi \mu / \int \psi d\mu\) is easily seen to define a homeomorphism from \((\mathcal{P}^p(E), \ell_{E,p})\) to \(\mathcal{P}(E)\) with the weak topology, where for each \(\mu \in \mathcal{P}^p(E)\) the measure \(\psi \mu \in \mathcal{P}(E)\) is defined by \(\psi \mu(C) = \int_B C\psi d\mu\) for \(C \in \mathcal{B}(E)\). For \(P \in \mathcal{P}(\mathcal{P}(E))\), define the mean measure \(mP \in \mathcal{P}(E)\) by

\[
mP(C) := \int_{\mathcal{P}(E)} \mu(C) P(d\mu), \quad C \in \mathcal{B}(E).
\]

**Proposition A.2.** Let \((E, \ell)\) be a complete separable metric space. Suppose \(K \subset \mathcal{P}^p(\mathcal{P}^p(E))\) is such that \(\{mP : P \in K\} \subset \mathcal{P}(E)\) is tight and

\[
\sup_{P \in K} \int_E mP(dx) \ell_{E}(x, x_0) < \infty, \text{ for some } p' > p, \ x_0 \in E.
\]

Then \(K\) is relatively compact.

In the next two lemmas, let \((E, \ell_E)\) and \((F, \ell_F)\) be two complete separable metric spaces. We equip \(E \times F\) with the metric formed by adding the metrics of \(E\) and \(F\), given by \(((x_1, y_1), (y_1, y_2)) \mapsto \ell_E(x_1, y_1) + \ell_F(x_2, y_2)\), although this choice is inconsequential.

**Lemma A.3.** A set \(K \subset \mathcal{P}^p(E \times F)\) is relatively compact if and only if \(\{P(\cdot \times F) : P \in K\} \subset \mathcal{P}^p(E)\) and \(\{P(E \times \cdot) : P \in K\} \subset \mathcal{P}^p(F)\) are relatively compact.

**Lemma A.4.** Let \(\phi : E \times F \to \mathbb{R}\) satisfy the following:

(1) \(\phi(\cdot, y)\) is measurable for each \(y \in F\).

(2) \(\phi(x, \cdot)\) is continuous for each \(x \in E\).
Lemma A.5. Let
\[ P \rightarrow E \rightarrow n \]\nThen the following map is upper semicontinuous:
\[ V \times C \rightarrow P \]

Lemma A.5. Let \( (E, \ell) \) be a complete separable metric space. Let \( \phi : [0, T] \times E \times A \rightarrow \mathbb{R} \) be measurable with \( \phi(t, \cdot) \) jointly continuous for each \( t \in [0, T] \). Suppose there exist \( c > 0 \) and \( x_0 \in E \) such that
\[ \phi(t, x, a) \leq c(1 + \ell^p(x, x_0) + |a|^p). \]
Then the following map is upper semicontinuous:
\[ C([0, T]; E) \times V \ni (x, q) \mapsto \int q(dt, da)\phi(t, x_t, a). \]
If also \( |\phi(t, x, a)| \leq c(1 + \ell^p(x, x_0) + |a|^p) \), then this map is continuous.

Appendix B. A compactness result for Itô processes

Recall from assumption A that \( A \) is a closed subset of a Euclidean space, \( p' > p \geq 1 \lor p_\sigma, \)
\( p_\sigma, |x| \in [0, 2] \), and \( \lambda \in P^p(\mathbb{R}^d). \) Recall that \( V \) was defined in Section 2.3.

Proposition B.1. Let \( d \) be a positive integer, and fix \( c > 0 \). Let \( Q \subset P(V \times C^d) \) be the set of laws of \( V \times C^d \)-valued random variables \((\Lambda, X)\) defined on some complete filtered probability space \((\Theta, (\mathcal{G}_t)_{t \in [0, T]}, P)\) satisfying:

1. \( dX_t = \int A(t, X_t)\Lambda_t(da)dt + \Sigma(t, X_t)dW_t. \)
2. \( W \) is a \( k \)-dimensional \((\mathcal{G}_t)_{t \in [0, T]}\)-Wiener process.
3. \( \Sigma : [0, T] \times \Theta \times \mathbb{R}^d \rightarrow \mathbb{R}^{d \times k} \) and \( B : [0, T] \times \Theta \times \mathbb{R}^d \times A \rightarrow \mathbb{R}^d \) are jointly measurable, using \((\mathcal{G}_t)_{t \in [0, T]}\)-progressive \( \sigma \)-field on \([0, T] \times \Theta.\)
4. \( X_0 \) has law \( \lambda \) and is \( \mathcal{G}_0 \)-measurable.
5. There exists a nonnegative \( \mathcal{G}_T \)-measurable random variable \( Z \) such that, for each \( (t, x, a) \in [0, T] \times \mathbb{R}^d \times A, \)
\[ |B(t, x, a)| \leq c(1 + |x| + Z + |a|), \quad |\Sigma(t, x)| \leq c(1 + |x|^{p_\sigma} + Z^{p_\sigma}) \]
and
\[ \mathbb{E}^P \left[ |X_0|^{p'} + Z^{p'} + \int_0^T \int_A |a|^{p'} \Lambda_t(da)dt \right] \leq c. \]
(That is, we vary \( \Sigma, B, \) and the probability space of definition.) Then \( Q \) is a relatively compact subset of \( P(V \times C^d). \)

Proof. For each \( P \in Q \) with corresponding probability space \((\Theta, (\mathcal{G}_t)_{t \in [0, T]}, P)\) and coefficients \( B, \Sigma, \) standard estimates as in Lemma 2.4 yield
\[ \mathbb{E}^P \|X\|_{p, T}^p \leq C\mathbb{E}^P \left[ 1 + |X_0|^{p'} + Z^{p'} + \int_0^T \int_A |a|^{p'} \Lambda_t(da)dt \right]. \]
where \( C > 0 \) does not depend on \( P. \) Hence assumption (6) implies
\[ \sup_{P \in Q} \mathbb{E}^P \|X\|_{p, T}^2 \leq C(1 + c) < \infty. \quad (B.1) \]
Suppose we can show that \( Q_X := \{ P \circ X^{-1} : P \in Q \} \subset P(C^d) \) is tight. Then, from (B.1) (and Proposition A.1) that \( Q_X \) is relatively compact in \( P(C^d). \) Moreover,
\[ \sup_{P \in Q} \mathbb{E}^P \int_0^T \int_A |a|^{p'} \Lambda_t(da)dt < \infty \]
implies that \( \{ P \circ \Lambda^{-1} : P \in \mathcal{Q} \} \) is relatively compact in \( \mathcal{P}^p(\mathcal{V}) \), by Proposition A.2. Hence, \( \mathcal{Q} \) is relatively compact in \( \mathcal{P}^p(\mathcal{V} \times C^d) \), by Lemma A.3. It remains to check that \( \mathcal{Q}_X \) is tight, which we will check by verifying Aldous’ criterion (see [23, Lemma 16.12]) for tightness, or

\[
\lim_{\delta \downarrow 0} \sup_{P \in \mathcal{Q}} \mathbb{E}^P \left[ |X_{(\tau + \delta)} \wedge T - X_\tau|^p \right] = 0, 
\]

(B.2)

where the supremum is over stopping times \( \tau \) valued in \( [0, T] \). The Burkholder-Davis-Gundy inequality implies that there exists a constant \( C > 0 \) (which does not depend on \( P \) but may change from line to line) such that

\[
\mathbb{E}^P \left[ |X_{(\tau + \delta)} \wedge T - X_\tau|^p \right] \leq C \mathbb{E}^P \left[ \int_{\tau}^{(\tau + \delta) \wedge T} \left( \int_A \Lambda_t(da) B(t, X_t, a) \right)^p dt \right] + C' \mathbb{E}^P \left[ \int_{\tau}^{(\tau + \delta) \wedge T} \left( \int_A \Lambda_t(da) c(1 + \|X\|_T + Z + |a|) \right)^p dt \right] 
\]

\[
\leq C \mathbb{E}^P \left[ \int_{\tau}^{(\tau + \delta) \wedge T} \left( \int_A \Lambda_t(da) \right) \left( 1 + \|X\|_{T}^p + Z^p + \int_{\tau}^{(\tau + \delta) \wedge T} \int_A |a|^p \Lambda_t(da) dt \right) \right] 
\]

The last line simply used Jensen’s inequality with \( p \geq 1 \), and we used also the fact that \( p_\sigma \leq 2 \). Since

\[
\sup_{P \in \mathcal{Q}} \mathbb{E}^P \left[ \|X\|_{T}^p + Z^p \right] < \infty, 
\]

it follows that

\[
\lim_{\delta \downarrow 0} \sup_{P \in \mathcal{Q}} \mathbb{E}^P \left[ (\delta^p + \delta^{p/2})(1 + \|X\|_{T}^p + Z^p) \right] = 0. 
\]

By assumption,

\[
\sup_{P \in \mathcal{Q}} \mathbb{E}^P \int_0^T \int_A |a|^p \Lambda_t(da) dt \leq c < \infty, 
\]

and since \( p < p' \) it follows that

\[
\lim_{\delta \downarrow 0} \sup_{P \in \mathcal{Q}} \mathbb{E}^P \int_{\tau}^{(\tau + \delta) \wedge T} \int_A |a|^p \Lambda_t(da) dt = 0. 
\]

Putting this together proves (B.2).

\[\square\]

**APPENDIX C. DENSITY OF ADAPTED CONTROLS**

The goal of this section is to prove Lemma 3.11, which is essentially an adapted analog of the following version of a classical result.

**Proposition C.1.** Suppose \( E \) and \( F \) are complete separable metric spaces and \( \mu \in \mathcal{P}(E) \). If \( \mu \) is nonatomic, then the set

\[
\{ \mu(dx) \delta_{\phi(x)}(dy) \in \mathcal{P}(E \times F) : \phi : E \to F \text{ is continuous} \}
\]

is dense in \( \mathcal{P}(E, \mu; F) := \{ P \in \mathcal{P}(E \times F) : P(\cdot \times F) = \mu \} \).

**Proof.** This would be exactly Theorem 2.2.3 of [13], if we replaced the word “continuous” with “measurable.” Our result follows simply by noting that every measurable function from \( E \) to \( F \) is a \( \mu \)-a.s. limit of continuous functions. \[\square\]

As in Lemma 3.11, we work under assumption \( B \). Recall the definition of an adapted function, given in Definition 3.10.
Proof of Lemma 3.11. It is clear from the application of an adapted function that $A_i(\rho) \subset A(\rho)$. Let $S = (\xi, B, W, \mu)$ abbreviate the identity map on $\Omega_0 \times \mathcal{P}^p(X)$, and let and
\[
S_t := (\xi, B_{\Lambda}, W_{\Lambda}, \mu_t), \quad \mu_t := \mu \circ (W_{\Lambda}, 1_{[0,t]} \Lambda, X_{\Lambda})^{-1}.
\]
On $\Omega' := \Omega_0 \times \mathcal{P}^p(X) \times \mathcal{V}$, define the filtrations $(\mathcal{F}^S_t)_{t \in [0,T]}$ and $(\mathcal{F}^{S,A}_t)_{t \in [0,T]}$ by $\mathcal{F}^S_t := \sigma(S^t)$ and $\mathcal{F}^{S,A}_t := \sigma((S^t, 1_{[0,t]} \Lambda))$. Equivalently, our notational conventions allow us to write $\mathcal{F}^S_t = \mathcal{F}^{S,B,W}_t$ and $\mathcal{F}^{S,A}_t = \mathcal{F}^{S,B,W,\mu}_{\Lambda}$.

Fix $Q \in A(\rho) \subset \mathcal{P}^p(\Omega')$. By a version of the so-called Chattering Lemma [25, Theorem 2.2(b)], there exists a sequence of simple $(\mathcal{F}^{S,A}_t)_{t \in [0,T]}$-adapted $A$-valued processes $(\alpha^k(t))_{t \in [0,T]}$ on $\Omega'$ such that $dt \delta_{\alpha^k(t)}(da) \to \Lambda, Q$-a.s., and a fortiori $Q \circ (S, dt \delta_{\alpha^k(t)}(da))^{-1} \to Q$ weakly. Since $A$ is compact and the $S$-marginal is fixed, this convergence happens also in $\mathcal{P}^p(\Omega')$, and thus we need not bother to distinguish $\mathcal{P}^p(\Omega')$-convergence from weak convergence in what follows. Here, a simple $\mathcal{F}^{S,A}_t$-adapted $A$-valued process $(\alpha^k(t))_{t \in [0,T]}$ is of the form
\[
\alpha(k) = a_0 1_{[0,t_0]}(t) + \sum_{i=1}^n a_i 1_{(t_i,t_{i+1})}(t),
\]
where $a_0 \in A$ is deterministic, $a_i$ is an $\mathcal{F}^{S,A}_t$-measurable $A$-valued random variable, and $0 < t_0 < t_1 < \ldots < t_{n+1} = T$ for some $n$. It remains to show that, for any simple $(\mathcal{F}^{S,A}_t)_{t \in [0,T]}$-adapted $A$-valued process $(\alpha(t))_{t \in [0,T]}$, there exists a sequence $(\alpha^k(t))_{t \in [0,T]}$ of $(\mathcal{F}^S_t)_{t \in [0,T]}$-adapted $A$-valued processes such that $Q \circ (S, dt \delta_{\alpha^k(t)}(da))^{-1} \to Q \circ (S, dt \delta_{\alpha(t)}(da))^{-1}$ weakly. This is an inductive application of Proposition C.1.

By Proposition C.1, there exists a sequence of continuous $\mathcal{F}^S_{t_i}$-measurable functions $a^i_t : \Omega_0 \times \mathcal{P}^p(X) \to A$ such that $Q \circ (S^t, a^i_t(S))^{-1} \to Q \circ (S^t, a_1^{-1})$. Since $Q \in A(\rho)$, $\mathcal{F}^{S,A}_t$ and $\mathcal{F}^S_t$ are conditionally independent given $\mathcal{F}^S_t$. In particular, $S$ and $(S^t, a_1)$ are conditionally independent given $S^t$, and so are $S$ and $(S^t, a^i_t(S))$. Now let $\psi : A \to \mathbb{R}$ be bounded and measurable, and let $\psi : A \to \mathbb{R}$ be continuous. Letting $\mathbb{E}$ denote expectation under $Q$, Lemma A.4 implies
\[
\lim_{j \to \infty} \mathbb{E}[\phi(\psi a^j_1(S))] = \lim_{j \to \infty} \mathbb{E} \left[ \mathbb{E} \left[ \phi(S) \right] S^t_i \right] \psi(a^j_1(S))
\]
This is enough to show that $Q \circ (S, a^j_1(S))^{-1} \to Q \circ (S, a_1^{-1})$ (see e.g. [15, Proposition 3.4.6(b)]).

We proceed inductively as follows: suppose we are given $a^j_1, \ldots, a^j_i : \Omega_0 \times \mathcal{P}^p(X) \to A$ for some $i \in \{1, \ldots, n-1\}$, where $a^j_k$ is $\mathcal{F}^{S,A}_t$-measurable for each $k = 1, \ldots, i$, and
\[
\lim_{j \to \infty} Q \circ (S, a^j_1(S), \ldots, a^j_i(S))^{-1} = Q \circ (S, a_1, \ldots, a_i)^{-1}.
\]
By Proposition C.1, there exists a sequence of continuous $\mathcal{F}^S_{t_i+1} \otimes \mathcal{B}(A^t)$-measurable functions $\hat{a}^k : (\Omega_0 \times \mathcal{P}^p(X)) \times A^t \to A$ such that
\[
\lim_{k \to \infty} Q \circ (S^t_{i+1}, a_1, \ldots, a_i, \hat{a}^k(S, a_1, \ldots, a_i))^{-1} = Q \circ (S^t_{i+1}, a_1, \ldots, a_i, a_{i+1})^{-1}.
\]
It follows as above that in fact
\[
\lim_{k \to \infty} Q \circ (S, a_1, \ldots, a_i, \hat{a}^k(S, a_1, \ldots, a_i))^{-1} = Q \circ (S, a_1, \ldots, a_i, a_{i+1})^{-1}.
\]
By continuity of $\hat{a}^k$, it holds for each $k$ that
\[
\lim_{j \to \infty} Q \circ (S, a^j_1(S), \ldots, a^j_i(S), \hat{a}^k(S, a^j_1(S), \ldots, a^j_i(S)))^{-1} = Q \circ (S, a_1, \ldots, a_i, \hat{a}^k(S, a_1, \ldots, a_i))^{-1}.
\]
These above two limits imply that there exists a subsequence $j_k$ such that
\[
\lim_{k \to \infty} Q \circ (S, a_{j_k}^1(S), \ldots, a_{j_k}^k(S), \hat{a}^k(S, a_1^k(S), \ldots, a_{j_k}^k(S)))^{-1} = Q \circ (S, a_1, \ldots, a_i, a_{i+1})^{-1}
\]
Define $a_{i+1}^k(S) := \hat{a}^k(S, a_1^k(S), \ldots, a_{i}^k(S))$ to complete the induction.

By the above argument, we construct $n$ sequences $a_i^k : \Omega_0 \times \mathcal{P}(\mathcal{X}) \to A$, for $i = 1, \ldots, n$, where $a_i^k$ is continuous and $\mathcal{F}^n_i$-measurable, and
\[
\lim_{k \to \infty} Q \circ (S, a_1^k(S), \ldots, a_n^k(S))^{-1} = Q \circ (S, a_1, \ldots, a_n)^{-1}.
\]
Define
\[
a^k(t) = a_0 1_{[0,t_0]}(t) + \sum_{i=1}^{n} a_i^k(S) 1_{(t_i, t_{i+1}]}(t).
\]
The map
\[
A^n \ni (a_1, \ldots, a_n) \mapsto dt \left[ \delta_{a_0} (da) 1_{[0,t_0]}(t) + \sum_{i=1}^{n} \delta_{a_i} (da) 1_{(t_i, t_{i+1}]}(t) \right] \in \mathcal{V}
\]
is easily seen to be continuous, and thus $Q \circ (S, dt a^k (da))^{-1} \to Q \circ (S, dt a(t) (da))^{-1}$, completing the proof. \hfill \Box
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