Resonances in coupled $\pi K, \eta K$ scattering from lattice QCD
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Coupled-channel $\pi K$ and $\eta K$ scattering amplitudes are determined by studying the finite-volume energy spectra obtained from dynamical lattice QCD calculations. Using a large basis of interpolating operators, including both those resembling a $qq$ construction and those resembling a pair of mesons with relative momentum, a reliable excited-state spectrum can be obtained. Working at $m_{\pi} = 391$ MeV, we find a gradual increase in the $J^P = 0^+$ $\pi K$ phase-shift which may be identified with a broad scalar resonance that couples strongly to $\pi K$ and weakly to $\eta K$. The low-energy behavior of this amplitude suggests a virtual bound-state that may be related to the $\kappa$ resonance. A bound state with $J^P = 1^-$ is found very close to the $\pi K$ threshold energy, whose coupling to the $\pi K$ channel is compatible with that of the experimental $K^\star(892)$. Evidence is found for a narrow resonance in $J^P = 2^+$. Isospin-3/2 $\pi K$ scattering is also studied and non-resonant phase-shifts spanning the whole elastic scattering region are obtained.

I. INTRODUCTION

Understanding the spectrum and properties of excited hadron states directly from the underlying theory of quarks and gluons, Quantum Chromodynamics (QCD), remains an unsolved problem. One challenge lies in the fact that excited hadrons are not asymptotically observable states, but rather appear as resonant enhancements in the scattering of lighter stable hadrons. Another challenge is the difficulty of computation within QCD which, at the energy scales of relevance, is a non-perturbative, relativistic theory. One technique which has shown significant progress when applied to hadron spectroscopy is lattice QCD. Lattice QCD is a systematically improvable calculational scheme in which the quark and gluon fields are discretized on a finite cubic grid, rendering the theory amenable to numerical computation. Monte-Carlo sampling of possible field configurations leads to estimates for hadronic correlation functions whose spectral content can then be explored.

The interactions of the lightest octet of pseudoscalar mesons are important since they are the stable particles to which excited hadrons decay. In this manuscript we will explore $\pi K$ scattering using lattice QCD techniques. This channel, having net strangeness, cannot proceed through intermediate quarkless states, which simplifies the phenomenology with respect to isospin-0 channels in which glueball states may appear.

The bulk of our knowledge of kaon scattering amplitudes comes from kaon beam experiments at SLAC in the 1970s and 80s. $\pi K$ scattering amplitudes were extracted from reactions using a proton target by extrapolating to small momentum transfer, $t$, where nearly-on-shell pion exchange dominates. Phase-shift analysis of the flavor exotic isospin-3/2 amplitudes as extracted from $K^+ p \to K^+ \pi^+ n$ and $K^- p \to K^- \pi^- \Delta^{++}$ by Estabrooks et al [1] indicates a weak repulsive interaction in $S$-wave and very weak interactions in $P$-wave and higher.

In isospin-1/2, as well as the phase-shift analysis of Estabrooks et al, there is a considerable set of $\pi K$ scattering results provided by the LASS experiment – of particular relevance here are the final states $\pi K$ [2], $\eta K$ [3] and $\pi \pi K$ [4]. In the partial-wave analysis of $\pi K \to \pi K$, a peaking amplitude in $S$-wave is interpreted as a broad $K_0^\star(1430)$ resonance which appears to saturate unitarity. The narrow elastic vector resonance, $K^\star(892)$, presents itself as a rapid rise in the $P$-wave phase-shift. The $D$-wave amplitude has a peak, well below the unitarity limit, that can be interpreted as an inelastic $K_2^\star(1430)$ resonance. Further resonances in the “natural parity” series ($J^P = 3^-, 4^+, 5^-$) are observed at higher energies.

$\eta K$ is the first inelastic channel to open, but LASS reports no significant amplitude into $\eta K$ for $E_{cm} < 2$ GeV in $S, P$ and $D$ waves. Indeed the inelasticity in $P, D$-waves and higher appears to come first from the $\pi \pi K$ final state, where a significant amplitude is seen in $1^-$ above 1.3 GeV and a peak in $2^+$ at the $K_2^\star(1430)$. $\pi \pi K$ also couples to the “unnatural parity” series, notably to $J^P = 1^+$, where peaking behavior is observed that is commonly described in terms of two axial resonances, $K_1(1270)$, $K_1(1400)$.

Resonances may or may not appear as bumps in hadron scattering amplitudes, and the least model-dependent way to describe them is as pole singularities in the analytic continuation of a scattering amplitude to complex values of energy. Narrow resonances, corresponding to sharp peaks in amplitudes, or rapid phase motion, appear as poles that lie close to the real energy axis where scattering amplitudes are determined experimentally. Poles that lie further away can lead to less...
rapid variation in the physical amplitudes—a relevant example is the $\kappa$ resonance (the strange analogue of the $\sigma$ in $\pi\pi$), located at $\sqrt{s} \approx (650 - i 280)$ MeV. Strongly constrained analysis, using both experimental data and theoretical constraints, is required to determine the presence and location of such poles [5].

Our task here is to compute hadron scattering amplitudes within lattice QCD and to explore their singularity content. The explicit relationship between elastic scattering amplitudes and the discrete rest-frame spectrum in a finite periodic volume has been known for some time [0, 7], along with later extensions considering the case of moving frames [8–11]. We have previously utilized these relations to determine, from first-principles lattice QCD computation, the detailed energy dependence of the scattering amplitudes for non-resonant $\pi\pi$ scattering [12, 13] as well as the resonant isospin–1 case in which the $\rho$ appears [14]. Recently we have seen the extension of the finite-volume formalism to the case of coupled-channel scattering [15–17].

In order to extract the discrete spectrum of eigenstates of QCD in a finite volume, we will compute the matrix of two-point correlation functions, $\langle 0 | \mathcal{O}_1(t) \mathcal{O}_2^\dagger(0) | 0 \rangle$, using a large basis of operators, $\{ \mathcal{O}_i \}$, constructed from quark and gluon fields. The basis will include constructions resembling a single $q\bar{q}$-like meson, $\psi \Gamma \bar{\psi}$, as well as others which resemble a pair of mesons having definite relative momentum, $\langle \psi \Gamma_1 \bar{\psi} | \psi \Gamma_2 \bar{\psi} \rangle$. The matrix of correlation functions, which can be efficiently computed using the distillation framework [18], is analyzed variationally to obtain a reliable extraction of many excited energy levels.

With the finite-volume spectrum from a range of volumes and frames in hand, we can attempt to extract scattering amplitudes as a function of energy. This is a challenge since the energy of any single eigenstate of finite-volume QCD is a function of the scattering amplitudes at that energy for all kinematically open scattering channels. The approach we will follow in this paper (following [17]) is to parameterise the energy-dependence of scattering amplitudes and attempt to describe the energy spectrum of many states at once by varying the parameters. The analytic forms for the scattering amplitudes can then be examined for their resonant pole content and relative couplings to scattering channels.

Our calculations herein will use an artificially heavy light quark mass, such that the pion has a mass of 391 MeV and the kaon has a mass of 549 MeV. As such these first results can only be compared qualitatively to the experimental situation. We will present a determination of the scattering amplitudes for the lowest few natural-parity partial waves, $J^P = 0^+, 1^−, 2^+$, with $I = \frac{1}{2}$ and $\frac{3}{2}$.

$\pi K$ scattering has been studied previously using lattice QCD methods. Beane et al [19] studied $I = \frac{3}{2}$ scattering at threshold with 2+1 flavors of dynamical quarks and extracted the $S$-wave scattering length at four different pion masses by obtaining the energy levels correspond-

II. CALCULATION DETAILS

The discrete energy spectrum of a quantum field theory in a finite volume can be determined from the exponential time dependence of Euclidean correlation functions. These functions are averaged over a finite ensemble of gauge fields, and as such, there is some statistical uncertainty in their determination which complicates a reliable extraction of the energy. To ameliorate this issue, we have employed the use of an anisotropic lattice formulation with a temporal lattice spacing that is smaller...
TABLE I. The lattice ensembles and propagators used in this paper. Shown are the lattice sizes, the number of configurations, the number of time-sources (which varies somewhat according to the correlator momentum and irrep) and the number of distillation vectors \( N_{\text{vecs}} \) featuring in the correlator construction \[13\].

| \((L/a)^3 \times T/(a_t)\) | \(N_{\text{cfgs}}\) | \(N_{\text{srcs}}\) | \(N_{\text{vecs}}\) |
|-----------------------------|------------------|------------------|------------------|
| \(16^3 \times 128\)        | 479              | 4-8              | 64               |
| \(20^3 \times 128\)        | 603              | 2-6              | 128              |
| \(24^3 \times 128\)        | 553              | 2-6              | 162              |

TABLE II. Stable meson masses, \(a_t E_{\text{phys}}\), determined on the lattice ensembles in Table I. Pion and kaon masses are from an infinite-volume extrapolation, while the \(\eta\), \(\omega\) and \(\eta'\) are those evaluated on the \(24^3\) lattices. Also shown are the threshold energies, \(a_t E_{\text{thr}}\).

| \(m \) | \(a_t m\) | \(a_t E_{\text{phys}}\) |
|--------|-----------|-------------------------|
| \(\pi\)       | 0.06906(13)| 0.16604(15)            |
| \(K\)        | 0.09698(9)    | 0.20104(57)            |
| \(\eta\)     | 0.10406(56)   | 0.23510(28)            |
| \(\omega\)   | 0.15678(41)   | 0.25376(42)            |
| \(\eta'\)    | 0.1750(54)    | 0.2764(54)             |

The anisotropy of the lattice, determined from the correlator momentum and irrep) and the number of distillation vectors \(N_{\text{vecs}}\) featuring in the correlator construction \[13\].

The lattice sizes, the number of configurations, the number of time-sources (which varies somewhat according to the correlator momentum and irrep) and the number of distillation vectors \(N_{\text{vecs}}\) are listed in Table II. The kaon mass, computed on the three volumes, is extrapolated to infinite volume to give the value in Table II (using the same method presented in \[13\] for the pion mass). From the kaon dispersion relation we determine an anisotropy \(\xi_K = 3.449(4)\) which is consistent with the value determined from the pion dispersion quoted above.

In this work we will make use of the volume dependence of the spectrum which arises from hadronic interactions. There can also be exponentially-suppressed volume corrections to hadron energies that are not related to interactions – the largest of these typically fall off exponentially with \(m_L L\) and so, with \(m_L L\) ranging from 3.8 to 5.7 in this work, we expect these effects to be small; previous investigations \[13\] have not found a large variation of the pion mass with \(L\) on these lattices. In addition, here and in other studies \[13\] we obtain a good fit when data from the three volumes are fit simultaneously, and when scattering phase shifts are extracted on each volume independently these are generally consistent between volumes.

We will primarily present dimensionless results in units of the inverse temporal lattice spacing to avoid unnecessary ambiguity with how one sets the lattice scale. When required to quote a value in physical units, we will choose our usual scale setting procedure where \(a_t = \frac{m_{\Omega}}{m_{\Omega}^{\text{phys}}}\), using the \(\Omega\) baryon mass determined on these lattices, \(a_t m_\Omega = 0.2951\), and the physical \(\Omega\) baryon mass \(m_{\Omega}^{\text{phys}} = 1672\text{ MeV}\).

III. REDUCED SYMMETRY OF A FINITE CUBIC LATTICE

The symmetry of a lattice in a finite volume is reduced compared to that of continuous space in an infinite volume. Our implementation, a spatially cubic lattice discretization in a cubic box with periodic boundary conditions, has the symmetry of a cube. The relevant symmetry group for a system of hadrons overall at rest is therefore the double cover of the octahedral (or cubic) group with parity, \(O_h^D\). For a system “in-flight” with overall non-zero momentum, \(\vec{P} \neq 0\), the appropriate symmetry is reduced further to that of the little group \(\text{LG}(\vec{P})\), the subgroup of \(O_h^D\) which leaves \(\vec{P}\) invariant \footnote{For notational convenience we define \(\text{LG}(\vec{0}) = O_h^D\)}. The spatial periodic boundary conditions quantize the allowed momenta, \(\vec{p} = \frac{2\pi}{L} \cdot [n, m, p]\), where \(L\) is the spatial extent of the lattice in physical units and \(n, m, p\) are integers; we write this in a compact notation as \(\vec{p} = [n, m, p]\) or \([nmp]\).

The consequences of this reduced symmetry for scattering have been discussed in detail in Refs. \[13\] \[13\]. In brief, at zero momentum the continuum spin, \(J\), is not a good quantum number and states are instead labelled by irreducible representations, \(\text{irreps}\), of \(O_h^D\). Parity, \(P\),
and any relevant flavor quantum numbers are still good. For \( \vec{P} \neq \vec{0} \), \( J \) and the helicity, \( \lambda \), are not good quantum numbers and states are classified by the irreps of \( LG(\vec{P}) \).

Any relevant flavor quantum numbers are still good but, in general, parity is not, apart from for the \( \lambda = 0 \) components where \( \eta \equiv P(-1)^J \) is a good quantum number [12].

In this study we consider scattering of two unequal-mass hadrons and so there is no ‘extra’ symmetry that arises with two identical hadrons, or two hadrons degenerate in mass related by some flavor symmetry [13], which forbids odd and even partial waves (of opposite parities) from mixing when \( \vec{P} \neq \vec{0} \).

The manner in which the various components of a spin \( J \) state (for \( \vec{P} = \vec{0} \)) or various helicities (for \( \vec{P} \neq \vec{0} \)) are distributed, or subduced, across the relevant lattice irreps, \( \Lambda \), is presented in Table II of Ref. [13]. The subduction of \( \pi K \) partial waves with two identical hadrons, or two hadrons degenerate in mass related by some flavor symmetry [13], which forbids odd and even partial waves (of opposite parities) from mixing when \( \vec{P} \neq \vec{0} \).

### IV. Spectrum Determination

We obtain the finite-volume spectrum in a given irrep by analyzing a matrix of Euclidean time correlation functions,

\[
C_{ij}(t) = \langle 0 | \mathcal{O}_i(t) \mathcal{O}_j^\dagger(0) | 0 \rangle, \tag{1}
\]

where a basis of hadron creation operators, \( \{ \mathcal{O}_i \} \), transforming with the desired quantum numbers, has been constructed from quark and gluon fields. Each correlation function in this matrix has a spectral decomposition featuring a common discrete spectrum of finite-volume eigenstates \( |n\rangle \),

\[
C_{ij}(t) = \sum_n e^{-E_n t} \frac{1}{2E_n} \langle 0 | \mathcal{O}_i(0) | n \rangle \langle n | \mathcal{O}_j^\dagger(0) | 0 \rangle. \tag{2}
\]

Within the chosen operator basis we seek the optimal linear combination for interpolation of each possible low-lying finite-volume eigenstate from the vacuum. This can be achieved in a variational manner [13] by solving a generalized eigenvalue problem [15],

\[
C(t) v_n(t) = \lambda_n(t) C(t_0) v_n(t_0), \tag{3}
\]

where the eigenvalues \( \lambda_n \sim e^{-E_n (t-t_0)} \) are fitted to determine the state energy, \( E_n \), and where the eigenvectors provide the weights in construction of the optimal operators, \( \mathcal{O}_i^\dagger \sim \sum_n v_n^* \mathcal{O}_i^\dagger \). The eigenvectors, which we extract independently on each timeslice, should be constant in time for \( t > t_0 \). They are related to the matrix elements, \( \langle n | \mathcal{O}_j^\dagger(0) | 0 \rangle \), whose relative values can provide some information on the internal structure of each eigenstate.

### Table III

| \( \vec{P} \) | \( LG(\vec{P}) \) | \( \Lambda \) | \( J^P(\vec{P} = \vec{0}) \) | \( J^P(\vec{P} \neq \vec{0}) \) |
|---------------|---------------|----------|-----------------|-----------------|
| \( [0, 0, 0] \) | \( O_n^P \) | \( A_1^+ \) | 0\(^+ \), 4\(^+ \) | 0\(^+ \), 4\(^+ \) |
| \( B_1 \) | 2 \( 4^+ \), \( (4^+) \) | 1 \( 1^+ \), 3 \( 1^+ \) | 2 \( 1^+ \), 4 \( 1^+ \) |
| \( B_2 \) | 2 \( 4^+ \), \( (4^+) \) | 1 \( 1^+ \), 3 \( 1^+ \) | 2 \( 1^+ \), 4 \( 1^+ \) |
| \( A_2 \) | 4 \( (0^-) \) | 4 \( 4^+ \) |
| \( [0, 0, n] \) | \( Di_c \) | \( A_1 \) | 0\(^+ \), 2 \( 4 \) | 1 \( 1^+ \), 2 \( 2^+ \), 3 \( 2^+ \), 4 \( 2^+ \) |
| \( B_1 \) | 1 \( 3 \) | 1 \( 1^+ \), 2 \( 2^+ \), 3 \( 2^+ \), 4 \( 2^+ \) |
| \( B_2 \) | 1 \( 3 \) | 1 \( 1^+ \), 2 \( 2^+ \), 3 \( 2^+ \), 4 \( 2^+ \) |
| \( A_2 \) | 2 \( (0^-) \) | 2 \( 1^+ \), 3 \( 2^+ \), 4 \( 2^+ \) |
| \( [n, n, n] \) | \( Di_c \) | \( A_1 \) | 0\(^+ \), 3 \( 2 \) | 1 \( 1^+ \), 2 \( 2^+ \), 3 \( 2^+ \), 4 \( 2^+ \) |
| \( E_2 \) | 1 \( 2 \), 4 \( 3 \) | 1 \( 1^+ \), 2 \( 2^+ \), 3 \( 2^+ \), 4 \( 2^+ \) |
| \( A_2 \) | 3 \( (0^-) \) | 3 \( 1^+ \), 2 \( 2^+ \), 3 \( 2^+ \), 4 \( 2^+ \) |

The spectral decomposition in Eq. 2 is strictly complete only in the limit that the time-extent of the lattice is infinite, \( T \rightarrow \infty \). For finite values of \( T \), there are small additional contributions which enter with amplitudes suppressed by a factor which is at worst \( e^{-m \pi T} \).

As discussed in [13] we can remove these, without invalidating any of the requirements for a variational solution, using a procedure of weighting the correlators with an appropriate exponential time dependence before forming the shifted correlator, \( C(t) - C(t + \delta t) \).

The Hadron Spectrum Collaboration has utilized these techniques previously to extract a large number of excited states. See Refs. [31] [46] where further implementation details can be found.

### A. Operator construction

In Ref. [13], which considered the \( \rho \) resonance in \( \pi \pi \) elastic scattering, it was found that in order to reli-
ably extract the complete low-energy spectrum of finite-volume eigenstates, operators resembling both single-hadrons and multi-hadrons must be included in the basis. In a series of papers we have developed general methods for constructing such operators \[13, 30, 31, 42\] having a range of different spin and spatial structures, respecting the symmetries of a finite-volume cubic lattice. This technology has proven effective in applications to $\pi \pi$ scattering \[12, 14\] – we use analogous constructions in this work and so refer to Ref. \[14\] for a more extensive summary and to the aforementioned references for details of the constructions. The only differences in the current work are in the flavor structure of the operators and in the particular combinations of momenta used to construct “meson-meson”-like operators.

Our “single-meson” operators, projected onto definite quantised momentum, $\vec{k}$, are fermion bilinears

$$\sum_{\vec{x}} e^{i \vec{k} \cdot \vec{x}} \sum_{ij} \bar{q}_i(x; t) \Gamma_{ij} q_j(x; t)$$

where the $\Gamma_{ij}$ are operators acting in space, color and Dirac spin-space on a time-slice, $t$, containing a Dirac gamma matrix structure combined with some number of gauge-covariant derivatives. The quark fields $q_i$ include the up, down and strange quarks, $[u, d, s]$. The sum over the quark field labels and weights $w_{ij}$ project the bilinear into a $SU(3)_F$ flavor representation with strangeness and total isospin, $(S, I)$, and $z$-component of the isospin, $I_z$. Examples of the isospin construction include strangeness-0, isospin-0 states with $8_F$ or $1_F$ in flavor. In this case, the isospin weights are diagonal in flavor with $w = \text{diag}(\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}})$ and $\frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}}, \frac{1}{\sqrt{6}}$, respectively. Since we consider $u$ and $d$ quarks which are lighter than the strange quark, $SU(3)_F$ is not exact, and the optimal operator to interpolate the lightest $S = 0, I = 0$ state, the $\eta$ meson, may be a linear superposition of these two flavor constructions.

Calculations using these operators for light isovectors and kaons are discussed in Refs. \[30, 31\] and for light isoscalars in Refs. \[32, 33\]. These operators are constructed to have definite continuum $J^P$ and then, for $\vec{k} = \vec{0}$, their various $J_z$ components are subduced into the relevant irreps of the octahedral group. For $\vec{k} \neq \vec{0}$, from the $J^P$ operators we first form operators with definite helicity, $\lambda$, and then subduce the components into irreps of the little group, $\text{LG}(\vec{k})$ \[42\]. At both zero and non-zero momentum, the result is an operator labelled by the lattice irrep, $\Lambda$, and irrep row, $\mu$. The octahedral group construction of the fermion bilinears is done independently of the flavor representation.

In this study we construct multi-meson operators from products of operators for pseudoscalar $\pi$, $K$ and $\eta$ mesons. The “single-meson” operators are in the one-dimensional $\Lambda^P = A_1^P$ irrep at rest and the one-dimensional $A_2^P$ irrep for all the non-zero momenta we consider; in addition, the $\pi$ and $\eta$ operators have negative and positive $G$-parity respectively.

We use “optimized” operators, constructed as the optimal linear combination of “single-meson” operators to interpolate each ground-state pseudoscalar, allowing us to perform analyses at smaller Euclidean times. For operators at rest, up to three spatial derivatives are used, while in-flight, up to two derivatives are used. The optimal linear combinations of operators to interpolate the $\eta$, containing both octet and singlet components, are obtained from a variational analysis \[33\] and the weights of the dominant octet constructions are used to form our projected $\eta$ operators – this is done independently in each moving frame. The efficacy of the optimized operator procedure was demonstrated in Ref. \[13\] – as a short hand we represent them by $\pi(\vec{k}), K(\vec{k})$ and $\eta(\vec{k})$.

Following Ref. \[13\] we construct a general $\pi K$ creation operator as,

$$\langle \pi K \rangle^{\vec{k}_1, \vec{k}_2} = \sum_{\vec{k}_1 \in \{\vec{k}_1\}^*} \sum_{\vec{k}_2 \in \{\vec{k}_2\}} \sum_{\vec{k}_1 + \vec{k}_2 = \vec{P}} C(\vec{P}, \Lambda, \mu; \vec{k}_1; \vec{k}_2) \pi(\vec{k}_1) K(\vec{k}_2) \tag{4}$$

where the operator has overall momentum $\vec{P}$ and is in irrep $\Lambda$ (row $\mu$) of LG($\vec{P}$). For clarity we have suppressed the sum over isospin components to give total $I = \frac{1}{2}$ or $\frac{3}{2}$. An exactly analogous construction is used to build a $\eta K$ operator: $\pi(\vec{k})$ is replaced with $\eta(\vec{k})$. In this equation $C$ is a generalised Clebsch-Gordan coefficient for $\Lambda_1 \otimes A_2 \to \Lambda$ with $\Lambda_1 = A_1^\dagger$ of $O(6)$ if $\vec{k}_1 = \vec{0}$ and $\Lambda_1 = A_2$ of LG($\vec{k}$) if $\vec{k}_1 \neq \vec{0}$. Subject to the constraint that $\vec{k}_1 + \vec{k}_2 = \vec{P}$, the sum over $\vec{k}_2$ is over all momenta in the star of $\vec{k}_1$, denoted $\{\vec{k}_1\}^*$, i.e. all momenta related to $\vec{k}_1$ by an allowed lattice rotation (in the cases we consider this is all momenta of magnitude $|\vec{k}_1|$). Ref. \[13\] gives further details and explicit values of $C$. In some cases we will use a shorthand notation where we label operators by $|\vec{k}|^2$; for example $\pi_1 K_2$ indicates $\vec{k}_1 = [001], \vec{k}_2 = [011]$.

In this study we extract spectra for the hadronic system with overall momentum $\vec{P} = [0, 0, 0], [0, 0, 1], [0, 1, 1], [1, 1, 1]$ and $[0, 0, 2]$. The combinations of $\vec{k}_1, \vec{k}_2$ used to construct $\pi K$ and $\eta K$ operators for $I = \frac{1}{2}$ and $\pi K$ operators for $I = \frac{3}{2}$ are given in Tables \[V, VI, VII, VIII, IX\] of Appendix \[C\].

In this calculation we do not include three-meson (or higher) operator constructions, nor do we include local $qqqq$ (or higher) constructions. While all the operator constructions we have chosen should have some overlap with all states of a given quantum number, the overlap may be too small for adequate resolution via the variational method, in which case the obtained energy spectrum may not be precisely determined. This situation can happen in the energy region above a multi-meson threshold, and was observed and discussed in the study of isospin–1 $\pi \pi$ in Ref. \[14\]. The analogous situation in this work is the opening of three-meson thresholds, the lowest of which is $\pi \pi K$. We will comment more on the implications of such thresholds in later sections of the paper.
B. Correlator construction

We make use of the distillation framework [18] to evaluate the two-point correlation functions constructed from the operators defined in the previous section. Distillation is a quark-field smearing method that is designed to increase overlap onto the low modes relevant in low-lying hadronic states. We define a smearing operator on a time-slice, \( t \), which acts in 3-space, \( \vec{x} \), and color space, \( a \),,

\[
\Box(\vec{x}a, \vec{y}b; t) = \sum_{n=1}^{N} \xi_n(\vec{x}a; t) \xi_n^\dagger(\vec{y}b; t),
\]

where we choose the fields \( \{ \xi_n \} \) to be the lowest \( N \) eigenvectors of the gauge-covariant Laplacian on time-slice \( t \). The smearing of the quark fields in a correlation function can be factorized allowing the “perambulators”, the combination of eigenvectors and the inverse of the lattice representation of the Dirac matrix, \( \mathcal{M}^{-1}_q \), \( \xi_n^\dagger(t') \mathcal{M}^{-1}_q(t', t) \xi_n(t) \equiv \varphi^0_{nm}(t', t) \), to be constructed as matrices in distillation space for each quark, \( q \). Similarly, the quark smeared operators presented in Sec. [IVA] can be factorized into a matrix representation in distillation space. \( \langle \xi_n^\dagger(t) \xi_m(t) \rangle_k \equiv \Phi_{nm}(k) \). The resulting correlation function traces are over the set of eigenvectors, which is much smaller than the full lattice space. The perambulators used in this work, corresponding to the light and strange quark Dirac inversions, have been previously computed and reused in several other computations which also spell out the advantages of the method [13, 14, 30, 31]. Some details are provided in Table I.

Construction of correlators in isospin–3/2 necessarily involves only \( \pi K \) operator constructions, while in isospin–1/2, we include “single-meson” operators as well as \( \pi K \) and \( \eta K \) multi-meson operator constructions as in Eq. [4]. In the case of “meson-meson” operators at both source and sink, the correlation function takes the form

\[
\sum_{\vec{k}_1, \vec{k}_2} C^* (\vec{P}, \Lambda, \mu; \vec{k}_1; \vec{k}_2) \sum_{\vec{k}_3, \vec{k}_4} C (\vec{P}, \Lambda, \mu; \vec{k}_3; \vec{k}_4) \\
\times \left\langle \left( \bar{q} \Box \bar{w}^A \Gamma^A_i \Box q \right)_{\vec{k}_1} \left( \bar{q} \Box \bar{w}^B \Gamma^B_i \Box q \right)_{\vec{k}_2} \right. \\
\times \left( \bar{q} \Box \bar{w}^C \Gamma^C_i \Box q \right)_{\vec{k}_3} \left( \bar{q} \Box \bar{w}^D \Gamma^D_i \Box q \right)_{\vec{k}_4} \right\rangle,
\]

where the time source is at time-slice 0, and the annihilation operator is at time-slice, \( t \). The bilinears are projected into an appropriate flavor representation with weights \( w \). As indicated in Table I we will average over several time-sources. The sums over Clebsch-Gordan coefficients project the creation operator, featuring the single particle constructions of operators \( C \) and \( D \), and the annihilation operators \( A \) and \( B \), onto total momentum \( \vec{P} \). Integration of the quark fields, replacing the up and down quark labels with a light quark \( \ell \), leads to terms featuring Wick contractions which include those of form

\[
\text{Tr} \left[ \tau^{[q_1]}(0, t) \Phi^A(\vec{k}_1; t) \tau^{[q_2]}(t, t) \Phi^B(\vec{k}_2; t) \times \tau^{[q_3]}(t, 0) \Phi^C(\vec{k}_3; 0) \tau^{[q_4]}(0, 0) \Phi^D(\vec{k}_4; 0) \right],
\]

where the trace is over the distillation and Dirac spin indices with perambulators of some quark flavor \( q \), either \( \ell \) or \( s \). A schematic representation of the required “single-meson” and “meson-meson” operator contractions is shown in Figure 1. For correlators with \( K \) constructions at source and sink, there are 20 such diagrams. The Clebsch-Gordan projection of the creation and annihilation operators onto definite momentum imply there are many such sums for each set of momentum \( \vec{k}_i \). The largest number of such pairs is 12 for momentum type \( \vec{k} = [011] \) projected onto total momentum \( \vec{P} = 0 \). In this case, there are 2880 diagrams after the Wick contractions of Eq. [5]. When evaluating correlation functions, we include all required Wick contractions.

C. Typical determined spectra

As an example of the quality of determined spectra we present in Figure 2 the eigenvalues of Eq. [3] \( \lambda_n(t) \), for the lowest 12 states in the isospin–1/2 \( [001] | A_1 (24^3) \) channel extracted from the 27–dimensional correlation matrix built using the operator basis listed in the figure. We are clearly able to obtain a detailed spectrum, includ-
FIG. 2. Eigenvalues of Eq. (3) \( \lambda_n(t) \), in the isospin–1/2 case \( \vec{P} = [011] \), \( \Lambda = A_1 \) on the 24\(^3\) lattice. Plotted as \( e^{E_n(t-t_0)} \lambda_n(t) \) are the data points and a timeslice-correlated fit of the form \( \lambda_n(t) = (1 - A_n) e^{-E_n(t-t_0)} + A_n e^{-E'_n(t-t_0)} \). The set of 27 operators used in the variational basis is listed beneath the plot.

ing near-degenerate states, with statistical precision on the energy values at or below 1%.

The matrix elements \( \langle n | \mathcal{O}_i^1 (0) | 0 \rangle \) are also well determined in the solution of Eq. (3) and their relative size can give us some insight into the make-up of the states in our excited spectrum. As an example, we show in Figure 3 the spectrum and relative overlap matrix-elements (normalized as in [30]) of the lowest 15 states in the [011] \( A_1 \) (24\(^3\)) channel extracted from a 27–dimensional correlation matrix. In the main we observe a separation between states with significant overlap onto \( \pi K \) operators from those with overlap onto \( \eta K \) operators. This likely reflects the relatively small breaking of \( SU(3) \) flavor symmetry in our calculation with \( m_\pi = 391 \) MeV, \( m_K = 549 \) MeV, \( m_\eta = 589 \) MeV. With \( SU(3) \) flavor symmetry, the \( J = 0, 2 \ldots \) channels have much reduced coupling to \( \eta K \) compared to \( \pi K \). On the other hand, the \( J = 1, 3 \ldots \) channels have equal coupling to \( \pi K, \eta K \), but since the first vector resonances above \( \eta K \) threshold likely lie off the top of the scale we have presented, we are unlikely to see this coupling manifested. The origin of these \( SU(3) \) flavor arguments is presented in Appendix A.

If QCD were such that hadrons had no residual interactions, our “meson-meson” operator basis would be diagonal, with for example an operator \( \pi n_2^* K n_2^* \) producing an eigenstate of energy \( E_{\text{cm}}^{n.1} = \sqrt{(E_{\text{lat}}^{n.1})^2 - n_2^2 \left( \frac{2\pi}{R} \right)^2} \) where \( E_{\text{lat}}^{n.1} = \sqrt{m_\pi^2 + n_2^2 \left( \frac{2\pi}{R} \right)^2} + \sqrt{m_K^2 + n_2^2 \left( \frac{2\pi}{R} \right)^2} \). If states appear in the spectrum that differ from these energies, there is some indication of interactions, including the possibility of resonances.

The presence in Fig. 3 of a state below \( \pi K \) threshold, significantly below the first non-interacting \( \pi K \) level, and which has strong overlap onto “single-meson” operators, likely suggests a \( J = 1 \) \( K^* \) state that is either bound, or barely above threshold. Above \( \pi K \) threshold we observe several states displaced somewhat from non-interacting \( \pi K \) positions, which show some degree of overlap onto both \( \pi K \)-like constructions and “single-meson” operators. Above the \( \eta K \) threshold, we observe states with strong overlap onto \( \eta K \)-like constructions lying quite close to non-interacting \( \eta K \) positions. High in the spectrum, above \( \pi \pi K \) threshold, a state is observed having strong overlap onto “single-meson” operators which in the rest frame would overlap with \( J = 2 \). These operators can overlap onto other \( J \) at non-zero...
momentum – a detailed discussion of this point can be found in [32].

While these qualitative features can guide us toward the resonant content of the theory, ultimately, rigorously correct determinations will come from a quantitative description of the scattering amplitudes which we can extract from the volume and frame dependence of the discrete spectra. In the next section we will describe how this can be achieved.

V. SCATTERING AMPLITUDES FROM FINITE-VOLUME SPECTRA

In order to connect the discrete finite-volume spectra obtained in our lattice calculation to infinite-volume scattering amplitudes, we make use of the formalism originally proposed by Lüscher [8] for elastic scattering in the rest-frame, and subsequently extended to inflight systems [8, 9], scattering of particles of unequal mass [10, 11], and multiple coupled-channels [15, 17, 43]. For an \( L \times L \times L \) box with periodic boundary conditions, the condition determining the spectrum in the irrep \( \Lambda \), for a moving frame \( \vec{P} = \frac{2\pi}{L} \vec{d} \), relevant to the case of any number of pseudoscalar-pseudoscalar scattering channels, can be expressed as

\[
\det \left[ \delta_{ij} \delta_{\ell\ell'} \delta_{nn'} + i \rho \gamma^i \left( \delta_{\ell\ell'} \delta_{nn'} + i M^{\ell\Lambda, \Lambda'}_{\ell m, \ell m'}(q^2) \right) \right] = 0. \tag{6}
\]

In this expression the channels are labelled by an index \( i \), with \( \rho_i(E_{cm}) = \frac{2\pi}{E_{cm}} \) the phase-space for that channel where \( k_i \) is the momentum in the cm frame, \( k = \frac{1}{E_{cm}} \left( E_{cm}^2 - (m_1 + m_2)^2 \right)^{1/2} \left( E_{cm}^2 - (m_2 - m_1)^2 \right)^{1/2} \). The scattering amplitudes for partial wave \( \ell \) appear in the \( t \)-matrix, \( t_{ij}^{\ell} \left( E_{cm} \right) \). The matrix

\[
M^{\ell\Lambda, \Lambda'}_{\ell m, \ell m'} \delta_{\lambda_\mu' \lambda_\mu} = S^{\ell\Lambda m} \cdot M^{\ell\Lambda, \Lambda'}_{\ell m, \ell m'} \cdot S^{\ell'\Lambda' m'} \tag{7}
\]

is a known function of the dimensionless variable \( q^2 = \left( \frac{k}{2 \pi} \right)^2 \). The angular-momentum basis \( M^{\ell m, \ell m'} \) is projected into the appropriate little-group irreps, \( \Lambda \), using the subduction matrices, \( S \), presented in [32]. The index \( n \) indicates the \( n^{th} \) subduction of partial-wave \( \ell \) into irrep \( \Lambda \) – Table [11] presents the subduced angular-momentum content of each irrep. \( M^{\ell m, \ell m'} \) is as given in [11], as the extension to unequal scattering masses of Eq. 89 of Ref. [8].

In the case of elastic scattering, where only a single channel is open, scattering in partial-wave \( \ell \) can be described by a single real energy-dependent parameter, the phase-shift, \( \delta_\ell \left( E_{cm} \right) \), which appears in the scattering amplitude as \( t^{\ell} = \frac{1}{\rho} e^{i \delta_\ell} \sin \delta_\ell \). If only a single partial-wave appears in the quantization condition, Eq. 6, then for each finite-volume energy eigenvalue, \( E_n \), a value of \( \delta \left( E_n \right) \) can be extracted by solving Eq. 6. Unfortunately such a

\[
\pi K \mid \begin{array}{c}
\pi_0 K_2, \pi_2 K_0, \pi_1 K_1, \pi_1 K_3, \pi_1 K_1, \pi_2 K_2 \\
q q \quad 1^+ \\
n K_2, n K_0, n K_1, n K_3, n K_1, n K_3, n K_1, n K_2
\end{array}
\]

FIG. 3. The spectrum and relative operator overlaps with overall momentum [011] in the \( A_1 \) irrep on the 24\(^3\) lattice for isospin 1/2. The grey boxes represent finite volume energy levels. The thin solid lines in the center indicate non-interacting energy levels while the dashed lines show kinematic thresholds.
situation is never realized exactly – the matrix in Eq. [4] is formally a matrix of infinite dimension in $\ell$ and thus Eq. [6] is simultaneously a function of many $\delta_{\ell}$.

The difficulty is illustrated in Table [III] which shows the lowest few $\ell$ values appearing in each irrep. For example, the at-rest $A_{1}^{0}$ irrep, which we might expect to be the cubic analogue of $\ell = 0$, contains also $\ell = 4$ and higher partial-waves. In-flight irreps are seen to be even more dense in the low-lying $\ell$-space. In practice, close to threshold, the angular-momentum barrier ensures that phase-shifts have the behavior, $\delta_{\ell} \sim k_{cm}^{2\ell+1}$, which typically suppresses higher partial-waves relative to lower $\ell$ such that we are justified in truncating the number of partial-waves.

At higher energies, as new two-body channels open up, the full form of Eq. [6], as the determinant of a matrix in both angular-momentum and channel space, becomes the relevant quantization condition determining the spectrum in a finite volume\(^3\). Given knowledge of the energy dependence of a scattering matrix, $t_{ij}(E_{cm})$, one can solve this condition for a discrete spectrum, $\{E_{\vec{P},\Lambda}(L)\}$, in volume $L \times L \times L$. Of course the practical problem at hand is the reverse of this, to find the $t$-matrix given a lattice QCD calculation of the spectrum $\{E_{\vec{P},\Lambda}(L)\}$. The challenge is that, even in the case of dominance of a single partial-wave, $\ell$, for each level $E_{\ell}$, the quantization condition contains multiple unknowns, namely the elements of the $t$-matrix. Even accounting for the constraints from $S$-matrix unitarity and time-reversal invariance, this is an under-constrained problem once more than one channel is open.

One approach to solving this problem is to parameterize the energy-dependence of $t_{ij}(E_{cm})$ in a manner satisfying $S$-matrix unitarity and time-reversal invariance and to then attempt to describe the entire spectrum $\{E_{\ell}\}$ simultaneously by varying free parameters in the parameterization. Describing the spectrum for a range of volumes and in several moving frames with a relatively small number of parameters allows us to build an over-constrained system. The effectiveness of the procedure was tested in a toy model in [17]. Including multiple partial-waves is straightforward: an independent parameterization is constructed for each $\ell$ and included in Eq. [6].

Explicitly we minimize a $\chi^2$ function describing the difference between the lattice QCD obtained spectra, $E_{\vec{P};\Lambda}(L; \vec{P};\Lambda n)$, and the spectra corresponding to a particular scattering parameterization.

\[ \chi^2 \{ \{ a_{j} \} \} = \sum_{L} \sum_{\vec{P};\Lambda n^{\prime}} \left[ E_{cm}(L; \vec{P};\Lambda n) - E_{cm}^{\text{par}} (L; \vec{P};\Lambda n; \{ a_{j} \}) \right] C^{-1} \left( \{ L; \vec{P};\Lambda n; \vec{P};\Lambda n^{\prime} \} \right) \left[ E_{cm}(L; \vec{P};\Lambda n^{\prime}) - E_{cm}^{\text{par}} (L; \vec{P};\Lambda n^{\prime}; \{ a_{j} \}) \right] \]

where $E_{cm}^{\text{par}} (L; \vec{P};\Lambda n; \{ a_{j} \})$ is the $n^{th}$ solution of Eq. [6] with a parameterized $t$-matrix depending upon parameters $\{ a_{j} \}$. Data covariance, $C$, whose off-diagonal elements between energies evaluated on the same ensemble can be non-zero, can be estimated using jackknife.

### A. $t$-matrix parameterizations

In parameterizing scattering amplitudes, as well as ensuring that $S$-matrix unitarity is respected, we should aim to use forms which can be analytically continued in the complex $s = E_{cm}^{2}$ plane. This will allow us to examine the resulting amplitudes for poles, argued to be the least model-dependent way to describe bound-states and resonances.

In the case of elastic scattering, two convenient parameterizations are the effective range expansion and the relativistic Breit-Wigner. The effective-range expansion,

\[ k_{cm}^{2\ell+1} \cot \delta_{\ell} = \frac{1}{a_{\ell}} + \frac{1}{2} r_{\ell} k_{cm}^{2} + \mathcal{O}(k_{cm}^{4}), \]  

(9)

builds in the correct threshold behavior imposed by the angular-momentum barrier and characterizes the scattering by a series of constants, the first two of which, $a_{\ell}, r_{\ell},$ are known as the scattering length and the effective range. This parameterization is quite flexible, being capable of describing repulsive scattering the presence of a bound-state or even a resonance.

A common procedure to describe an elastic resonance is to use the relativistic Breit-Wigner form,

\[ t_{ij}(s) = \frac{1}{\rho(s)} \frac{\sqrt{s} \Gamma_{\ell}(s)}{m^2_{B} - s - i \sqrt{s} \Gamma_{\ell}(s)}, \]  

(10)

where $m_{B}$ is the “Breit-Wigner mass”, and $\Gamma_{\ell}(s)$ is the energy-dependent width which may be parameterized in a form that ensures the correct behavior near threshold, $\Gamma_{\ell}(s) = \frac{g_{\ell}^2}{m_{B}^2} \frac{k_{cm}^{2\ell+1}}{s^{2\ell+1}}$, with $g_{\ell}$ being a coupling. More sophisticated forms for the width capable of damping out the $k_{cm}^{2\ell+1}$ behavior well above the threshold were discussed in [14].

In order for Eq. [6] to have solutions we require our parameterizations satisfy $S$-matrix unitarity – this is some-

\[ \chi^2 \{ \{ a_{j} \} \} = \sum_{L} \sum_{\vec{P};\Lambda n^{\prime}} \left[ E_{cm}(L; \vec{P};\Lambda n) - E_{cm}^{\text{par}} (L; \vec{P};\Lambda n; \{ a_{j} \}) \right] C^{-1} \left( \{ L; \vec{P};\Lambda n; \vec{P};\Lambda n^{\prime} \} \right) \left[ E_{cm}(L; \vec{P};\Lambda n^{\prime}) - E_{cm}^{\text{par}} (L; \vec{P};\Lambda n^{\prime}; \{ a_{j} \}) \right] \]
what harder to ensure in the coupled-channel case than in the elastic case. One very convenient method is to use the $K$-matrix formalism in which we express the elements of the inverse of the $t$-matrix for partial-wave $\ell$ as

$$t^{-1}_{ij}(s) = \frac{1}{(2k_i)^{\ell}} K^{-1}_{ij}(s) \frac{1}{(2k_j)^{\ell}} + I_{ij}(s). \quad (11)$$

The factors $(2k_i)^{-\ell}$ ensure the correct behavior at kinematic thresholds [19], while $K(s)$ is a real symmetric matrix to be parameterized. $S$-matrix unitarity is ensured if $\text{Im} I_{ij}(s) = -\delta_{ij} \rho_i(s)$ for energies above the kinematic threshold in channel $i$, and $\text{Im} I_{ij}(s) = 0$ below the threshold. There is however some flexibility in the choice of the real part of $I(s)$, with the simplest option being to set it equal to zero above threshold. A choice which captures more of the correct analytic properties of scattering amplitudes, known as the Chew-Mandelstam prescription [50], relates the real part to the imaginary scattering amplitudes, known as the Chew-Mandelstam prescription [50], relates the real part to the imaginary.

The main freedom in this method lies in the parameterization of the $K$-matrix — a simple choice, which can accommodate a wide range of scattering behaviors, is to construct it from a sum of poles plus a polynomial in $s$,

$$K_{ij}(s) = \sum_p g_{i}^{(p)} g_j^{(p)} m_p^{-2} - s + \sum_n \gamma_{ij}^{(n)} s^n, \quad (12)$$

where $g_{i}^{(p)}$ are real “couplings” for pole $p$ in channel $i$, the $m_p$ are real, and $\gamma_{ij}^{(n)}$ form constant real symmetric matrices. The presence of poles in the $K$-matrix does not guarantee that the $t$-matrix will have poles close to the real-$s$ axis, but including a $K$-matrix pole is often an efficient way to describe a $t$-matrix pole if one needs to be present.

Another alternative is to parameterize the inverse of the $K$-matrix as a symmetric matrix of polynomials,

$$K^{-1}_{ij}(s) = \sum_{n=0}^{N_{ij}} c_{ij}^{(n)} s^n, \quad (13)$$

with $c_{ij}^{(n)}$ being real parameters.

VI. $\pi K$, $\eta K$ COUPLED-CHANNEL SCATTERING IN ISOSPIN–1/2

Utilizing the methods described in Section IV we obtain matrices of correlation functions in a large number of irreps with $|\vec{P}|^2 \leq 4$. Each of these are analyzed independently using the variational method and the energy levels obtained potentially provide information on the partial-waves subduced into that irrep. We begin by considering the $A_1^+$ irrep at rest, which is likely to be dominated by $\ell = 0$ at low energies, with the next lowest partial-wave, $\ell = 4$, being heavily suppressed by the angular-momentum barrier.

A. $S$-wave at rest

In Fig. 4 we show the spectrum of finite-volume eigenstates in the $\vec{P} = [000]$, $A_1^+$ irrep. Our use of three volumes provides 15 energy levels in the region of interest, between $\pi K$ and $\pi \pi K$ thresholds.

Before attempting a description in terms of coupled $\pi K$, $\eta K$ scattering amplitudes, we may examine the qualitative features of the spectrum in Fig. 4. We note that there is always a state below $\pi K$ threshold — these overlap strongly onto the operator $\pi_0 K_0$ (see Fig. 5) and likely indicate that $\pi K$ in $S$-wave is attractive at low energy. The presence of levels close to, but slightly above, each $\eta K$ non-interacting level may be interpretable as a weak, repulsive interaction in $\eta K$ $S$-wave scattering. At each volume there is clearly an “additional” state beyond the number expected on the basis of non-interacting meson pairs that appears between $a_1 E_{\text{cm}} = 0.20$ and 0.24. The position of this level, which has significant overlap onto the “single-meson” operators in our basis, as well as to $\pi K$-like operators (see Fig. 5), is strongly volume dependent. This may be an indication of a broad scalar resonance coupling to $\pi K$. This qualitative description does not suggest strong coupling between the $\pi K$ and $\eta K$ channels. We include three points which lie slightly above the $\eta' K$ threshold without having included $\eta' K$-like operators in the variational basis. We will proceed assuming that these levels are reliable and we will not consider $\eta' K$ to be an open channel in the $t$-matrix.

We will explore a parameterization for the coupled $\pi K$, $\eta K$ scattering matrix in $S$-wave which has sufficient freedom to describe the presence of resonances which may couple to one or both channels, as well as non-resonant features including repulsion. We consider a simple $K$-matrix representation (c.f. Eq. 12), including a
single pole plus a constant term:

\[ K = \frac{1}{m^2 - s} \left[ g_{\pi K}^2 g_{\pi K} g_{\eta K} + \begin{pmatrix} \gamma_{\pi K, \pi K} & \gamma_{\pi K, \eta K} \\ \gamma_{\pi K, \eta K} & \gamma_{\eta K, \eta K} \end{pmatrix} \right]. \] (14)

The resulting \( t \)-matrix is constructed using the Chew-Mandelstam phase-space with \( \text{Re} \, I_{ij}(s = m^2) = 0 \) (see Appendix B for more details). Were this parameterization, with its six free parameters, to prove incapable of describing the data, it could be augmented with additional poles or a higher-order polynomial. Should parameters be redundant, this should be visible in the parameter correlation matrix. Later in the manuscript we will consider a broader set of possible parameterizations. As described in Section V, we minimize a \( \chi^2 \), varying the free parameters in the model, until the best agreement is obtained between the energy levels from the variational description of lattice QCD correlation functions, shown in Fig. 4, and the discrete set of energies that satisfy Eq. 6 for a given model \( t \)-matrix. The result of this fit is

\[
\begin{align*}
m &= (0.2466 \pm 0.0020 \pm 0.0009) \cdot a_t^{-1} \\
g_{\pi K} &= (0.165 \pm 0.006 \pm 0.002) \cdot a_t^{-1}, \\
g_{\eta K} &= (0.033 \pm 0.010 \pm 0.003) \cdot a_t^{-1}, \\
\gamma_{\pi K, \pi K} &= 0.184 \pm 0.054 \pm 0.030 \\
\gamma_{\pi K, \eta K} &= -0.52 \pm 0.20 \pm 0.06 \\
\gamma_{\eta K, \eta K} &= -0.37 \pm 0.07 \pm 0.05 \\
\chi^2/N_{\text{dof}} &= \frac{6.40}{15-6} = 0.71.
\end{align*}
\] (15)

In these fit results, the first quoted error is statistical and corresponds in the usual way to an increase in \( \chi^2 \) by one unit, while the second reflects the uncertainty in the scattering meson masses, \( a_t m_\pi, a_t m_K, a_t m_\eta \) and anisotropy, \( \xi \). The parameter correlation matrix is also shown, indicating that in general there are not particularly large correlations between parameters. We can plot the finite-volume energy levels corresponding to this best-fit model \( t \)-matrix obtained by solving Eq. 6 for the parameterization in Eq. 14 with parameter values given by Eq. 15 alongside those obtained in the lattice QCD calculation – this is shown in Fig. 6, where the agreement is clear, as one would expect from a fit with a \( \chi^2/N_{\text{dof}} \) close to unity.

In Fig. 7 we take the \( t \)-matrix resulting from this minimization and plot the multichannel phase-shifts, \( \delta_i(s) \),
with \( i = \pi K, \eta K \) and inelasticity, \( \eta(s) \), defined in the usual manner,

\[
t_{ij} = \begin{cases} 
\frac{\eta e^{i\delta_{ij}} - 1}{2i\rho_i} & (i = j) \\
\sqrt{1 - \eta^2} e^{i\delta_{ij}} & (i \neq j)
\end{cases},
\]  

where \( \rho_i(s) = 2k_i/\sqrt{s} \) is the phase space for channel \( i \).

To assess whether features present in Figure 7 are truly required to describe the finite-volume spectra, or whether they are artifacts of the particular parameterization utilized, we also attempt a description using a different form for the \( K \)-matrix. This second fit uses Eq. [\ref{eq:parameterization}] with \( N_{\pi K, \pi K} = N_{\pi K, \eta K} = N_{\eta K, \eta K} = 1 \) and is able to describe the spectra with \( \chi^2/N_{\text{dof}} = 12.2/(15 - 3) = 1.36 \).

The resulting phase-shifts and inelasticity are plotted in Figure 8 along with the previous fit. We see that the large-scale behavior is the same in both fits, although two detailed features prove to not be robust under change in parameterization: the visible cusp in \( \delta_{\pi K} \) at the opening of the \( \eta K \) threshold and the degree of deviation from unity of the inelasticity below \( a_{E_{\text{cm}}} \sim 0.24 \).

Note that our earlier suspicion that \( \pi K \) and \( \eta K \) are essentially decoupled is manifest in the fit results, Figure 8 shows the inelasticity which, while it has a large uncertainty, and does vary somewhat under change in parameterization, hardly deviates away from unity, indicating complete decoupling, over the entire constrained energy region. Arguments based upon \( SU(3)_F \) flavor symmetry, outlined in Appendix A suggest than in even-\( \ell \) partial waves, the resonant octet coupling to \( \pi K \) is strongly enhanced over coupling to \( \eta K \), leading to an approximate decoupling. As mentioned in Section 4 such a decoupling is observed experimentally in the \( J^P = 0^+, 2^+ \) channels.

The \( S \)-wave amplitudes we have constrained using this limited set of data contain some suggestive properties. A phase-shift rising through 90° is often indicative of a resonance. It appears from this fit that such a resonance may be coupled to \( \pi K \) and not \( \eta K \), but the uncertainty on the inelasticity is large. To obtain a more constrained description of the scattering we require more data – we now proceed to investigate a much larger set of irrept spectra.

**B. Finite-volume spectra**

We now begin the task of improving our description of the \( S \)-wave and determining the behavior of higher partial waves.

In Fig. 9 we show the spectrum in the \( T_{1}^{1/2} \) irrep on our three volumes, which we expect to be dominated by the \( \ell = 1 \) partial wave. We have not included \( \pi \pi K \)-like operators in our basis, and as such we expect our spectrum near and above the \( \pi \pi K \) threshold to be incomplete and/or inaccurate. Even if we had obtained the complete spectrum, the formalism for relating scattering amplitudes to finite-volume spectra when three-body channels are open is not yet completely mature. As such we will largely limit our consideration to energies below...
the \( \pi \pi K \) threshold at \( a_t E_{\text{cm}} = 0.235 \). We note that for each volume there is a state very close to the \( \pi K \) threshold, which would not be expected in a non-interacting theory where the first level would appear much higher and correspond to \( \pi_1 K_1 \) (the lowest red curve in Fig. 9). The observed near-threshold level overlaps strongly with the “single-meson” operators in the variational basis – this, along with the lack of any significant volume dependence, is strongly suggestive of a low-lying vector meson; we will explore this further below.

\( \pi K \) and \( \eta K \) scattering with \( \ell = 2 \) are the lowest an-
gular momentum contributions in the \( E^+ \) and \( T^+ \) irreps shown in Fig. 10. We note that there may be an excess of states around \( a_t E_{\text{cm}} = 0.28 \) compared to the non-interacting spectrum – this may signal the presence of a narrow \( J^P = 2^+ \) resonance.

In Figs. 11 and 12 we show the energy levels extracted when the scattering system is in-flight with respect to the lattice. There are typically more levels in the same energy region compared to the at-rest case since the allowed values of lattice momentum lead to many more non-interacting energy combinations. In the unequal mass case that we consider here, there is a “doubling” of certain levels when compared to the equal mass case since \( \pi(\vec{k}_1)K(\vec{k}_2) \neq \pi(\vec{k}_2)K(\vec{k}_1) \) when \( |\vec{k}_1| \neq |\vec{k}_2| \).

In Table 11 considering in-flight irreps, we see that all partial-waves appear in \( A_1 \). In [001] \( B_1 \) and \( B_2 \) the lowest allowed partial-wave is \( \ell = 2 \), whilst the other irreps we consider have \( \ell = 1 \) as their lowest partial-wave. In-flight, typically, unless there is some symmetry preventing it, there is a lowest allowed partial-wave and all higher partial-waves contribute.

A near-threshold state, as noted earlier in the [000] \( T^- \) case, appears in every irrep where the \( \ell = 1 \) partial-wave features. In particular, since \( \ell = 1 \) has a helicity zero component that is subduced into all in-flight \( A_1 \) irreps, it will always appear there, complicating the extraction of an \( S \)-wave amplitude near threshold.

As was hinted at in the at-rest \( E \), \( T \) discussion, there appears to be a \( J^P = 2^+ \) resonance near \( a_t E_{\text{cm}} = 0.27 \) which can be seen most clearly in Fig. 11 as the lowest level, overlapping strongly with “single-meson” operators, in the [001] \( B_2 \) spectrum.

We will begin analyzing these spectra by considering the \( P \)-wave at low energies.

**C. A near-threshold \( J^P = 1^- \) state.**

In every irrep which contains a subduction of \( \ell = 1 \) we observe a finite-volume eigenstate very close to \( \pi K \) threshold. We begin by considering irreps in which \( \ell = 1 \) is the lowest allowed partial-wave, these being \( T_1^- \) at rest, [001] \( E_2 \), [011] \( B_{1,2} \) and [111] \( E_2 \). The \( \ell = 2 \) amplitude is expected to be very small in this region as we will verify later.

We will explore single-channel elastic parameterizations to describe the spectrum in the energy region \( 0.16 < a_t E_{\text{cm}} < 0.18 \) which, on the basis of the qualitative observations made above, we expect to feature either a bound-state or a resonance only very slightly above threshold. A form capable of describing either of these possibilities is the relativistic Breit-Wigner of Eq. 10; this describes a bound-state if the mass parameter takes a value below the threshold energy. We make use of the energy levels from all relevant irreps on the \( 20^3 \) and \( 24^3 \) volumes, and the at-rest \( T^- \) energy level from the \( 16^3 \) lattice, leading to 11 data points to constrain the fit. The best fit description is given by
FIG. 10. As for Fig. 9 but for the $E^+ (J^P = 2^+, 4^+ \ldots)$ and $T^+_2 (J^P = 2^+, 3^+, 4^+ \ldots)$ irreps. Note that in the $T^+_2$ case a spectrum was computed only on the $24^3$ volume.

FIG. 11. $\vec{P} = [001]$ finite-volume spectra for irreps $A_1$, $E_2$, $B_1$ and $B_2$. Light grey points in $A_1, E_2$ have large overlap onto "single-meson" operators that we identify with unnatural parity $J^P = 1^+$ states which cannot couple to $\pi K$ or $\eta K$.

\[ m_R = (0.16488 \pm 0.00014 \pm 0.00012) \cdot a_t^{-1} \begin{bmatrix} 1 & -0.77 \\ -0.77 & 1 \end{bmatrix} \]
\[ g_R = 5.72 \pm 0.45 \pm 0.27 \]
\[ \chi^2 / N_{dof} = \frac{7.84}{11-2} = 0.87, \]

where we observe that the mass parameter is found to be below the $\pi K$ threshold (at $a_t E_{cm} = 0.16604(15)$), and that we are describing a bound-state rather than a resonance. The zero of the denominator of $t(s)$ is shifted very slightly from $\sqrt{s} = m_R$ by the continuation of $i\sqrt{s} \Gamma_1(s)$ which becomes real below threshold. That the width term is appearing as what amounts to a "self-energy" correction likely explains the relatively large correlation between the $m_R$ and $g_R$ parameters.

There is additional information we can utilize to further constrain our description of this amplitude, which comes from the helicity zero components of the $P$-wave amplitude that are subduced into the in-flight $A_1$ irreps. There is a state near threshold in each of those irreps, as can be seen in Figs. 11 and 12. The challenge presented in using these is that we require knowledge of the $\ell = 0$ amplitude at the corresponding energy to reliably extract information for the $\ell = 1$ amplitude from Eq. 6. We attack this by taking the coupled-channel $K$-matrix fit result described in Eqs. 14 and 15, obtained from the $A_1^+$ spectrum at rest, shown in Fig. 7, to fix the value of the $\ell = 0$ phase-shift at the appropriate level energies.
FIG. 12. As Figure 11 for $\vec{P} = [011], [111], [002]$. Note the non-interacting levels very close to thresholds in the case [002] $A_1$.

Making the reasonable assumption that $\ell \geq 2$ amplitudes are negligible we may re-fit including a further 8 points to constrain the amplitude:

\[
\begin{align*}
    m_R &= (0.16482 \pm 0.00009 \pm 0.00009) \cdot a_\ell^{-1} \left[ 1 - 0.46 \right] \\
    g_R &= 5.93 \pm 0.26 \pm 0.14 \\
    \chi^2 / N_{\text{dof}} &= \frac{0.23}{19 - 2} = 0.54 .
\end{align*}
\]  

(17)

We notice that the statistical uncertainties are reduced with the larger set of data, and we also observe a smaller degree of correlation between $m_R$ and $g_R$ which may be due to the fact that we are making use of data over a larger energy region such that the energy dependence in the $i\sqrt{s} \Gamma_1(s)$ term of the denominator is being sampled.

Since the energy levels span the scattering threshold, plotting the elastic phase-shift, which changes from real to imaginary as we cross the threshold from above, is not ideal. One convenient option is to plot $k^{2\ell+1} \cot \delta_\ell$ against energy – this quantity is continuous and real through the threshold and for the relativistic Breit-Wigner, Eq. 10, it vanishes at $E_{\text{cm}} = m_R$,

\[
k^3 \cot \delta_1 = \frac{(m_R^2 - s) \delta \sqrt{s}}{g_R^2}.
\]  

(18)

We plot this quantity in Fig. 13. The spread of points in energy is to be expected even for a bound-state, as the $M$ function in the finite-volume quantization condition, Eq. 6, varies irrep-to-irrep. Note that $A_1$ points are systematically lower in energy than those from the $E$ and $B$ irreps which is a consequence of this (the effect of the attractive $S$-wave interaction is found to be small at these energies). The fit curve, corresponding to Eq. 17, is also shown, where it is clear that inclusion of the $A_1$
in the case that we restrict the S-wave effective range expansion to a scattering length. Adding an effective range term to the S-wave amplitude does not improve the fit, and thus we explore adjusting the P-wave parameterization. Replacing the Breit-Wigner with a single-channel version of a P-wave K-matrix featuring a single pole plus a constant, \( K(s) = g^2/(m^2 - s) + \gamma \), and using the Chew-Mandelstam phase-space subtracted at the pole, improves the \( \chi^2/N_{\text{dof}} \).

\[
\begin{align*}
\alpha_{\ell=0} &= (17.4 \pm 0.9 \pm 1.2) \cdot a_t \\
m &= (0.16480 \pm 0.00014 \pm 0.00011) \cdot a_t^{-1} \\
g &= 0.480 \pm 0.023 \pm 0.027 \\
\gamma &= (10.5 \pm 2.3 \pm 2.4) \cdot a_t^2 \\
\chi^2/N_{\text{dof}} &= \frac{20.5}{37-4} = 0.62 .
\end{align*}
\]

In Fig. 14 we show the phase-shifts corresponding to these two fits. We obtain the elastic phase-shift points for each energy level using Eq. [6]. For the irreps where P-wave is the lowest, it is straightforward to neglect D-wave and higher. For irreps where the S-wave is lowest, we fix the P-wave using the fit result given in Eq. [17] and use Eq. [6] again assuming D-wave and higher may be neglected. The Breit-Wigner parameterization gives a good description in the energy region around the bound-state, however there is one P-wave point at higher energy that is poorly described. The added freedom in the P-wave K-matrix resolves this.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{The \( \pi K \) threshold region in the \( l = 1 \) partial wave plotted as \( k^3 \cot \delta \). The darker points are obtained from irreps where \( l = 1 \) is the lowest allowed, while the lighter points are extracted from \( A_1 \) irreps where the \( l = 0 \) contribution is accounted for as described in the text. The curve shows the fit to a relativistic Breit-Wigner with the parameters in Eq. [17].}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure14.png}
\caption{\( \pi K \) S-wave (upper) and P-wave (lower) elastic scattering phase-shifts. Red curve: scattering length in S-wave and Breit-Wigner in P-wave (Eq. [19]). Orange curve: scattering length in S-wave and K-matrix pole plus constant in P-wave (Eq. [20]). The points were determined using Eq. [6] as described in the text.}
\end{figure}

irrep levels better constrains the slope, which determines \( g_R \).

We conclude that there is a vector meson bound-state in this calculation and we will return to the interpretation of this state later.

\section*{D. \( \pi K \) elastic scattering below \( \eta K \) threshold}

We now briefly study the elastic \( \pi K \) scattering region below the \( \eta K \) threshold where single-channel parameterizations are justified. For the S-wave, an effective range expansion is adopted, while for the P-wave we first consider a Breit-Wigner as in the previous section. Since now we are considering a larger energy region (out to \( a_t E_{\text{cm}} = 0.201 \)) it is not guaranteed that the Breit-Wigner will still be capable of describing the amplitude.

We proceed with simultaneous inclusion of \( \ell = 0 \) and \( \ell = 1 \) waves in Eq. [6] with the parameterizations described above, where we are assuming that \( \ell = 2 \) and higher amplitudes play a negligible role at these low energies. Fitting to all energy levels below \( a_t E_{\text{cm}} = 0.201 \) in irreps \( A_1^3, T_1^- \) from all three volumes, and irreps [001] \( A_1 \), [001] \( E_2 \), [011] \( A_1 \), [011] \( B_1 \), [011] \( B_2 \), [111] \( A_1 \), [111] \( E_2 \) and [002] \( A_1 \) from the the 20\(^3\) and 24\(^3\) volumes we obtain,

\[ a_{\ell=0} = (17.2 \pm 0.9 \pm 1.2) \cdot a_t \quad m = (0.16498 \pm 0.00009 \pm 0.00024) \cdot a_t^{-1} \quad g = (4.72 \pm 0.17 \pm 0.28) \]

\[ \chi^2/N_{\text{dof}} = \frac{12.8}{37-3} = 1.26 , \]
E. \( \pi K, \eta K \) amplitudes constrained by 80 energy levels

We now embark upon a description of the bulk of the spectrum data presented in Figures 1, 9, 10, 11 and 12 in terms of a coupled \( \pi K, \eta K \) scattering system. We will restrict ourselves initially to energies below \( \pi \pi K \) threshold, except for the \( A_1^+ \) at-rest irrep which is dominated by \( J^P = 0^+ \) which does not couple to \( \pi \pi K \) – in this case we consider energy levels up to \( \pi \pi \pi K \) threshold at \( a_t E_{cen} = 0.304 \).

A description of the spectra is sought using \( K \)-matrix parameterizations in each partial-wave as defined in Eq. 11 and Eq. 12. We have explored many variations of this, including using a simple phase-space rather than the Chew-Mandelstam type, using powers of the phase-space instead of momenta to provide the threshold behavior, varying the subtraction point of the Chew-Mandelstam functions and using the \( K \)-matrix parameterization of Eq. 13 with a range of different polynomial orders. The resulting phase-shifts and inelasticities are found to be broadly the same in every fit with error bands that overlap for much of the region – further discussion of these systematic variations will appear in Section VII.

Our preferred choice is to parameterize the coupled \( \pi K, \eta K \) \( t \)-matrix using a \( K \)-matrix featuring a single pole coupled to both channels plus a constant matrix (see Eq. 14). We opt to use the Chew-Mandelstam phase-space subtracted such that \( \text{Re} I_{ij}(s = m^2) = 0 \) where \( m^2 \) is the \( K \)-matrix pole position. Such a parameterization can be used in both \( S \) and \( P \)-waves according to Eq. 11. Initially we will assume that the \( D \)-wave makes no significant contribution – we will explore the sensitivity to this assumption later in the manuscript.

We used levels from the following irreps: \([000]T_1 \) on \( L/a_s = 16, 20, 24 \), \([001]E_2 \) on \( L/a_s = 20, 24 \), \([011]B_1, B_2 \) on \( L/a_s = 20, 24 \) and \([111]E_2 \) on \( L/a_s = 20, 24 \) – in total 19 energy levels, to constrain a fit describing the \( P \)-wave amplitude. In this case we choose to use a constant term only in the \( \gamma_{\eta K, \eta K} \) position, with \( \gamma_{\pi K, \pi K} = \gamma_{\pi K, \eta K} = 0 \). The result of the fit, which has \( \chi^2/N_{dof} = 15.0/(19-5) = 1.00 \), is:

\[
\begin{align*}
\begin{bmatrix}
m \\
g_{\pi K} \\
g_{\eta K} \\
\gamma_{\eta K, \eta K} \\
\gamma_{\pi K, \pi K} \\
\gamma_{\pi K, \eta K} \\
\gamma_{\eta K, \eta K}
\end{bmatrix}
&= 
1 0.0 -0.6 -0.5 1 -0.4 -0.2 1 0.8 1
\end{align*}
\]

Fixing the \( P \)-wave amplitude to that presented above, we vary \( S \)-wave parameters to describe 61 energy levels taken from \( A_1 \) irreps: \([000](16, 20, 24), [001](20, 24), [011](20, 24), [111](20, 24) \) and \([002](20, 24) \). The result, with \( \chi^2/N_{dof} = 49.1/(61 - 6) = 0.89 \), is:

\[
\begin{align*}
\begin{bmatrix}
m \\
g_{\pi K} \\
g_{\eta K} \\
\gamma_{\pi K, \pi K} \\
\gamma_{\pi K, \eta K} \\
\gamma_{\eta K, \eta K}
\end{bmatrix}
&= 
1 0.5 -0.3 0.0 0.1 -0.1 1 -0.4 -0.7 0.5 -0.1 1 0.3 -0.6 0.3 1 0.1 -0.1 1 -0.3 1
\end{align*}
\]

The phase-shifts and inelasticity corresponding to this fit are shown in Fig. 15 for the \( S \)-wave and in Fig. 16 for the \( P \)-wave. An alternative approach in which all 80 levels are considered together, varying the \( S \) and \( P \)-wave parameters simultaneously, leads to a solution statistically compatible with the one presented above.

As with the \( S \)-wave fit using only at-rest points, we find only very weak coupling between the \( \pi K \) and \( \eta K \) channels, with an apparent weak repulsive interaction in the \( \eta K \) channel and a gradual rise in the \( \pi K \) phase-shift. As previously we note the rapid rise in the \( \pi K \) phase-shift at threshold, followed by a slow increase through 90° at higher energies. In Section VII we will analyze the resulting \( t \)-matrix for its singularity structure and corresponding resonance interpretation and consider a wider range of amplitude parameterization forms.

Comparing to the earlier description of the at-rest \( A_1^+ \) data alone, Eq. 15 we observe in Fig. 17 that the additional in-flight data has reduced the statistical uncertainties, weakened the prominent cusp in \( \delta_0^{\pi K} \) and reduced the degree of inelasticity.
FIG. 15. $S$-wave phase-shifts (in degrees) and inelasticity from the $K$-matrix description, with parameters given in Eq. 21, of a large set of energy levels. Finite volume energy levels constraining the fit are shown as points in the middle with the at-rest data marked with filled circles and the in-flight data with hollow circles.

FIG. 16. As Fig. 15 for the $P$-wave.

FIG. 17. $S$-wave phase-shifts and inelasticity from the $K$-matrix description, with parameters given in Eq. 21 of a large set of energy levels (colored curves), compared to the at-rest only fit, Eq. 15 (grey dashed curves).
F. D-wave πK, ηK scattering

In the energy region below ππK threshold, in the volumes we have considered, there are insufficient energy levels in irreps which have ℓ = 2 as the lowest partial-wave to constrain the amplitude. As we have previously discussed, the spectrum we have computed without ππK-like operators should not necessarily be either complete or accurate above ππK threshold, nor are we strictly justified in describing it solely using the 2 → 2 scattering formalism of Section V. Nevertheless we will proceed in a cavalier manner and attempt to describe the spectrum up to πππK threshold, assuming without justification that there is negligible coupling between ππK and πK, ηK in D-wave.

\[ m = (0.2789 \pm 0.0011 \pm 0.0002) \cdot a_t^{-1} \]
\[ g_{\pi K} = (1.25 \pm 0.06 \pm 0.01) \cdot a_t \]
\[ g_{\eta K} = (0.29 \pm 0.64 \pm 0.03) \cdot a_t \]
\[ \gamma_{\pi K, \pi K} = (21 \pm 13 \pm 5) \cdot a_t^2 \]
\[ \gamma_{\pi K, \eta K} = (34 \pm 55 \pm 7) \cdot a_t^2 \]
\[ \gamma_{\eta K, \eta K} = (-8 \pm 30 \pm 13) \cdot a_t^2 \]
\[ \chi^2 / N_{\text{dof}} = 16.0 / 24 = 0.89. \]

The resulting phase-shifts and inelasticity are presented in Figure 18. As with the S-wave, this description is entirely consistent with πK–ηK decoupling. The same SU(3)F logic, outlined in Appendix A, applies to the D-wave as applied to the S-wave. Under the assumption of complete decoupling, we can attempt to independently extract πK and ηK phase-shifts using Eq. 3 from levels identified as being “πK” or “ηK” by their overlaps. These points are included in Figure 18 where we note immediately that the πK phase-shift points are compatible with lying on a single curve. This, and the quite reasonable \( \chi^2 / N_{\text{dof}} \) for the fit in Eq. 22 may suggest that our neglect of ππK scattering in D-wave is justified at these energies.

Figure 18 clearly shows a resonance-like behavior in πK between \( a_t E_{\text{cm}} = 0.26 \) and 0.29. The rapid rise in the phase-shift suggests a narrow resonance and indeed an elastic relativistic Breit-Wigner description of just the levels with large overlap onto πK-like operators is very successful with \( a_t m_R = 0.2785(8) \) and \( \Gamma = 9.26(36) \), where the energy-dependent width is given by \( \Gamma_{\ell=2}(s) = \frac{g_{\ell}^2 k^2}{6\pi s m_R} \).

We refer the reader to [54], in particular to their Figure 16, where the result of applying a 2 → 2 formalism in an energy region where higher-multiplicity scattering is occurring is shown. They observe that the resulting phase-shift points do not lie on a single curve in the inelastic region. Such an observation would be a signal that our assumption of a negligible role for ππK is unjustified.

We proceed with an attempt to describe the spectra in irreps having ℓ = 2 as their lowest partial-wave – there are 24 such levels which come from \( E^+, T_2^+, [001] B_1, B_2 \) irreps. Under the assumption that the ℓ ≥ 3 partial-waves are negligible in this energy region, we fit the energy levels using a coupled πK, ηK K-matrix model of the “pole plus constant” form we have used previously, and find,

\[
\begin{pmatrix}
1 & -0.03 & -0.34 & 0.50 & 0.04 & 0.45 \\
1 & -0.41 & -0.34 & -0.27 & 0.30 \\
1 & -0.26 & 0.64 & -0.67 \\
1 & -0.03 & 0.35 \\
0 & 1 & 1 \\
\end{pmatrix}
\]

FIG. 18. The D-wave phase-shifts (in degrees) and inelasticity as obtained from our lattice data from states with energies up to the πππK threshold.
interacting levels cross the energy region where the resonant behavior is present. Note that at $L/a_s = 20$, where an $\eta K$ non-interacting level is crossing the resonance, there is not an avoided level crossing, indicative that the resonance is not coupled to $\eta K$ as is born out in the fit, Eq. 22.

Importantly, in the energy region below $\pi\pi K$ threshold, where we obtained the $S$ and $P$ wave amplitudes above, the $D$-wave phase-shifts are tiny as can be seen in Fig. 18. We implemented the fitted $D$-wave amplitude as a fixed entry into the $S, P$-wave fit to explore whether our earlier neglect of the $D$-wave introduced a significant error in the above $S$ and $P$-wave amplitudes and found that including it induced negligible changes in the determined amplitudes.

G. Resonance poles

Resonances and bound-states may be identified with pole singularities of the $t$-matrix when it is analytically continued to complex values of $s$. $S$-matrix unitarity implies that $t(s)$ is a multi-sheeted function of $s$, with a square-root branch point at the opening of each kinematic threshold – a common choice is to have the resulting branch cut run along the positive real $s$ axis and to consider physical scattering to occur just above that cut (at $s + i\epsilon$). Passing through the cut from above takes one from the “first” or “physical” sheet to the “second” or “unphysical” sheet. Poles off the real axis should not appear on the physical sheet but may be present on unphysical sheets where they appear in complex-conjugate pairs, $s_r = \pm is_i$. These poles correspond to resonances and a common convention is to express the pole position in the lower half-plane as $\sqrt{s} = m - i\Gamma/2$, calling $m$ and $\Gamma$, the pole mass and width of the resonance respectively.

Close to a pole, the elements of the $t$-matrix can be expressed as

$$t_{ij}(s \approx s_0) \sim \frac{c_i c_j}{s_0 - s},$$

where the residue of the pole has been factorized into couplings that can be interpreted as the coupling of the resonance to the channels $i, j$ (not to be confused with the couplings $g_i$ in the $K$-matrix which do not in general have a simple physical interpretation).

In single-channel scattering there are just two sheets and they may be differentiated by the sign of the imaginary part of $k$ – on the physical sheet, we have $\text{Im} \ k > 0$ while on the unphysical sheet we have $\text{Im} \ k < 0$. If there are multiple scattering channels the number of sheets increases, but it remains possible to label them in a similar manner. For example, in our two channel case, $\pi K$, $\eta K$, the physical sheet, sheet I, corresponds to $\text{Im} \ k_{\pi K} > 0$, $\text{Im} \ k_{\eta K} > 0$. The most relevant unphysical sheet, usually called sheet II, reached by going through the $\pi K$ cut, but not the $\eta K$ cut, has $\text{Im} \ k_{\pi K} < 0$, $\text{Im} \ k_{\eta K} > 0$. Another unphysical sheet, sheet III, has $\text{Im} \ k_{\pi K} < 0$, $\text{Im} \ k_{\eta K} < 0$, while sheet IV has $\text{Im} \ k_{\pi K} > 0$, $\text{Im} \ k_{\eta K} < 0$. In coupled-channel scattering, a pole corresponding to a single resonance can appear on more than one unphysical sheet and may not have precisely the same position or residue on different sheets.

It is also possible to have pole singularities of $t(s)$ on the real axis below threshold. If such a pole occurs on the physical sheet it corresponds to a bound-state, while if it appears on an unphysical sheet it is termed a “virtual bound state”. A familiar example is in nucleon-nucleon scattering where the attractive triplet channel contains a bound-state pole (the deuteron), while the singlet channel is not attractive enough to support a bound-state, but does feature a virtual bound-state pole.

In the previous section we obtained parameterized descriptions of scattering amplitudes. These were constrained by comparison between the finite-volume spectra such amplitudes imply (according to Eq. 5) and the finite-volume spectra obtained in explicit lattice QCD computation. Thus far we have presented only the behavior of these amplitudes for real values of $s$. We now turn to the structure of these amplitudes for complex values of $s$, and in particular the presence of any pole singularities.

In the $\pi K$ $P$-wave, we described spectra over a limited energy region around threshold by a Breit-Wigner form, Eq. 17 and over a larger region up to $\eta K$ threshold using a single-channel $K$-matrix, Eq. 20. The Breit-Wigner amplitude has a pole on the physical sheet on the real axis at $a_1\sqrt{s_0} = 0.16477(17)$, and the $K$-matrix has a pole on the physical sheet on the real axis, $a_1\sqrt{s_0} = 0.16474(10)$, with couplings $c_{\pi K} = i(9.8 \pm 1.4) \times 10^{-3} \cdot a_t^{-1}$ in the Breit-Wigner case and $i(10.0 \pm 0.7) \times 10^{-3} \cdot a_t^{-1}$ in the $K$-matrix case. We thus interpret this as a vector bound-state.

In the coupled $\pi K$, $\eta K$ $S$-wave, we obtained a description of spectra using a two-channel $K$-matrix with pa-
rameters given in Eq. 21. The corresponding t-matrix is found to have poles in the lower half-plane of the unphysical sheets II and III at positions

$$a_t \sqrt{s_0}|_{\Pi} = 0.2473(37) - \frac{i}{2} 0.099(14)$$
$$a_t \sqrt{s_0}|_{\Pi} = 0.2563(27) - \frac{i}{2} 0.089(7),$$

with couplings

| Sheet  | $a_t c_{\pi K}$ | $a_t c_{\eta K}$ |
|--------|-----------------|-----------------|
| Sheet II | 0.191(18) $e^{i\pi 0.015(23)}$ | 0.076(32) $e^{i\pi 0.41(8)}$ |
| Sheet III | 0.164(11) $e^{i\pi 0.064(14)}$ | 0.052(11) $e^{i\pi 0.27(10)}$ |

which may admit an interpretation as a broad resonance with large coupling to $\pi K$ and small coupling to $\eta K$.

The same S-wave amplitude, Eq. 22, is found to have another set of poles fairly close to the physical scattering region – on each of sheets II and III there is a pole on the real s-axis below $\pi K$ threshold, located at $a_t \sqrt{s_0} = 0.120(8)$ on sheet II and $a_t \sqrt{s_0} = 0.147(7)$ on sheet III. The coupling to $\pi K$ on II is $a_t c_{\pi K} = 0.114(5) i$ while the coupling to the $\eta K$ channel is smaller and badly determined. Thus we find that this amplitude features a virtual bound-state as well as a broad resonance and this feature may account for the relatively rapid rise of the phase-shift at threshold.

The poles presented above might be considered to be relatively far from the physical scattering region, and this leads us to question whether poles at those positions are truly required to describe the real-s behavior of the scattering amplitudes. In the next section we will find corresponding poles in roughly the same locations when describing the data using a wider range of $K$-matrix parameterizations, which does suggest that the singularity structure is not merely a result of the particular parameterization form utilized.

We have so far not considered another important class of singularities in the t-matrix, the “left-hand” cuts which occur in the simplest case on the real s axis below all kinematic thresholds. These can be thought of as being related to the “forces” between hadrons, or as the effects of crossed-channel processes. For example, exchange of a meson of mass $\mu$ in the t-channel, when projected into s-channel partial-waves gives a logarithm with a cut starting at $s = -\mu^2 + 2(m_1^2 + m_2^2)$. The kind of $K$-matrix parameterizations we have used do not feature any such cuts and thus can only be considered to provide a description of the scattering amplitude in a limited energy region. If the left-hand cuts of an amplitude are sufficiently close to the energy region being considered then they should not be neglected – an example would be $\pi \pi I = 0$ scattering near threshold, where the left-hand cut, beginning at $s = 0$, is as close to the physical scattering region as the nearest resonant pole, the $\sigma$. We can estimate the position of the onset of the left-hand cut in our case using $K^*$ exchange in the t-channel using the $K^*$ bound-state mass determined above. This leads to a cut starting at $s = (0.032(1) a_t^{-1})^2$. We note that the virtual bound-state pole discussed above is much closer to the physical region than this cut. The possibility of an Adler zero in the amplitude has not been explored at this stage – it is not clear whether such features of chiral symmetry breaking are relevant in a calculation with $m_\pi \sim 400$ MeV.

We found a description of the $D$-wave coupled $\pi K, \eta K$ amplitude in Eq. 22. We remind the reader that this result is not as rigorous as the $S, P$-waves presented above owing to our lack of consideration of the $\pi \pi K$ channel which is kinematically open in the energy region we described. The resulting t-matrix has resonance poles at

$$a_t \sqrt{s_0}|_{\Pi} = 0.278(12) - \frac{i}{2} 0.0110(21)$$
$$a_t \sqrt{s_0}|_{\Pi} = 0.278(12) - \frac{i}{2} 0.0117(13),$$

with a coupling to $\eta K$ that is consistent with zero and a coupling to $\pi K$ of value $a_t c_{\pi K} = 0.0628(31) e^{-i\pi 0.030(10)}$ on sheet II and a statistically compatible value on sheet III. This $J^P = 2^+$ pole is much closer to the real axis than the $0^+$ pole presented earlier, corresponding to a narrower resonance that appears to be only coupled to $\pi K$.

II. Varying the parameterizations

Parameterizing the t-matrix using the $K$-matrix given in Eqs. 11 and 12 is an arbitrary choice that was selected because it respects physically important properties of the t-matrix such as unitarity, but also has the flexibility to describe the physics present in resonant and non-resonant coupled-channel scattering. It is important to establish that the resonance properties presented above are generic properties of the scattering amplitude and not specific to the particular choice of parameterization we have made.

A range of possible parameterizations have been explored to describe the finite-volume spectra – a subset are presented in Table IV. Many of them are based upon the form given in Eq. 13 and are labelled by the order of the polynomial in each entry of $K^{-1}$: \{N_{\pi K, \pi K}, N_{\pi K, \eta K}, N_{\eta K, \eta K}\}. The resulting amplitudes are presented in Figure 20 where we observe that they all show the same gross structure. The pole positions and residues in the corresponding t-matrices prove to vary rather little under the parameterization changes, indicating that the particular form of the amplitude is not overly biasing the resonance determination. We plot the positions of the resulting poles and their associated residues in Fig. 21.

In Figure 21 the only place that we see any significant variation between parameterizations is for the virtual bound-state in the $J^P = 0^+$ channel. The variation occurs whenever we use a simple phase-space description (rather than the Chew-Mandelstam form) and the effect may be due to the form of the analytic continuation of the phase-space factors through the lowest threshold. For example, scattering length fits implicitly use a
| name                      | equation                                                                 | num. params | $\chi^2/N_{\text{ dof}}$ |
|---------------------------|---------------------------------------------------------------------------|-------------|--------------------------|
| $K$-matrix pole + const   | $K_{ij} = \frac{g^{ij}}{m_{\pi}^2} + \gamma_{ij}$                        | 6           | 0.89                     |
| $K$-matrix pole + linear  | $K_{ij} = \frac{g^{ij}}{m_{\pi}^2} + \gamma_{ij} s$                      | 6           | 0.93                     |
| $K^{-1}$ poly {1, 0, 1}   | $K^{-1} = \begin{bmatrix} c^{(0)}_{\pi K, \pi K} + c^{(1)}_{\pi K, \pi K} s + 2 c^{(2)}_{\pi K, \pi K} s^2 & c^{(0)}_{\pi K, K} \eta K + c^{(1)}_{\pi K, K} \eta K s \\ c^{(0)}_{K, \eta K} + c^{(1)}_{K, \eta K} s & c^{(0)}_{\pi K, \eta K} + c^{(1)}_{\pi K, \eta K} s \end{bmatrix}$ | 5           | 0.93                     |
| $K^{-1}$ poly {2, 0, 1}   | $K^{-1} = \begin{bmatrix} c^{(0)}_{\pi K, \pi K} + c^{(1)}_{\pi K, \pi K} s + 2 c^{(2)}_{\pi K, \pi K} s^2 & c^{(0)}_{\pi K, K} \eta K + c^{(1)}_{\pi K, K} \eta K s \\ c^{(0)}_{K, \eta K} + c^{(1)}_{K, \eta K} s & c^{(0)}_{\pi K, \eta K} + c^{(1)}_{\pi K, \eta K} s \end{bmatrix}$ | 6           | 0.90                     |
| $K^{-1}$ poly {1, 1, 1}   | $K^{-1} = \begin{bmatrix} c^{(0)}_{\pi K, \pi K} + c^{(1)}_{\pi K, \pi K} s + 2 c^{(2)}_{\pi K, \pi K} s^2 & c^{(0)}_{\pi K, K} \eta K + c^{(1)}_{\pi K, K} \eta K s \\ c^{(0)}_{K, \eta K} + c^{(1)}_{K, \eta K} s & c^{(0)}_{\pi K, \eta K} + c^{(1)}_{\pi K, \eta K} s \end{bmatrix}$ | 6           | 0.95                     |
| $K^{-1}$ poly {1, 0, 0}   | $K^{-1} = \begin{bmatrix} c^{(0)}_{\pi K, \pi K} + c^{(1)}_{\pi K, \pi K} s + 2 c^{(2)}_{\pi K, \pi K} s^2 & c^{(0)}_{\pi K, K} \eta K + c^{(1)}_{\pi K, K} \eta K s \\ c^{(0)}_{K, \eta K} + c^{(1)}_{K, \eta K} s & c^{(0)}_{\pi K, \eta K} + c^{(1)}_{\pi K, \eta K} s \end{bmatrix}$ | 4           | 0.93                     |
| $K^{-1}$ poly {2, 0, 0}   | $K^{-1} = \begin{bmatrix} c^{(0)}_{\pi K, \pi K} + c^{(1)}_{\pi K, \pi K} s + 2 c^{(2)}_{\pi K, \pi K} s^2 & c^{(0)}_{\pi K, K} \eta K + c^{(1)}_{\pi K, K} \eta K s \\ c^{(0)}_{K, \eta K} + c^{(1)}_{K, \eta K} s & c^{(0)}_{\pi K, \eta K} + c^{(1)}_{\pi K, \eta K} s \end{bmatrix}$ | 5           | 0.93                     |
| $K^{-1}$ poly {2, 1, 0}   | $K^{-1} = \begin{bmatrix} c^{(0)}_{\pi K, \pi K} + c^{(1)}_{\pi K, \pi K} s + 2 c^{(2)}_{\pi K, \pi K} s^2 & c^{(0)}_{\pi K, K} \eta K + c^{(1)}_{\pi K, K} \eta K s \\ c^{(0)}_{K, \eta K} + c^{(1)}_{K, \eta K} s & c^{(0)}_{\pi K, \eta K} + c^{(1)}_{\pi K, \eta K} s \end{bmatrix}$ | 6           | 0.87                     |

TABLE IV. Parameterizations of coupled-channel $J^P = 0^+$ t-matrix.

![Graph showing variation of $J^P = 0^+$ scattering amplitudes under changes in $K$-matrix parameterization](image)

FIG. 20. Variation of the $J^P = 0^+$ scattering amplitudes under changes in $K$-matrix parameterization – described in Table IV. The solid line shows the result of the “pole plus constant” form, Eq. (21) previously presented. Each band shows the 1σ statistical variation on the phase-shifts and inelasticity for the entries in Table IV.

simple phase-space prescription, and this is not particularly well behaved far below threshold. Conversely, the Chew-Mandelstam form varies only slowly below threshold, which is one of the principal reasons for using it. Using the simple phase-space in a coupled $\pi K, \eta K K$-matrix description can lead to spurious poles with large $\eta K$ coupling below $\pi K$ threshold which originate in the unrealistic behavior of the $\eta K$ phase-space far below the $\eta K$ threshold.

I. Experimental and theoretical comparisons

With a description of the resonant content of our amplitudes in hand, we proceed to compare our results to previous lattice QCD calculations and, recalling that the computation is performed with 391 MeV pions, to compare qualitatively to experimental observations. We present results in physical units using the scale-setting procedure outlined at the end of Section II.

Beginning with the $J^P = 1^-$ $\pi K$ amplitude, we may compare with the corresponding $\pi \pi I = 1$ amplitude that we computed on the same lattices in [14]. There we found a narrow $\rho$ resonance, lying only slightly above the $\pi \pi$ threshold. In this case we find that the strange vector resonance, the $K^*$, appears to be a bound-state only slightly below the $\pi K$ threshold. That the $K^*$ does not appear as a resonance is almost certainly an accident of the quark masses used; a slightly larger quark mass would lead to a more deeply bound state and a slightly lighter quark mass to a resonant state whose width would increase with decreasing quark mass as the available phase-space increases. At this quark mass, we find the vector bound-state to lie at a pole position $m = 933(1)$ MeV for any sensible parameterization. Using a relativistic Breit-Wigner form, even in this case of a bound-state, to describe energies straddling the $\pi K$ threshold gives $m_R = 933(1)$ MeV and $g_R = 5.93(26)$. This coupling can be compared to the coupling extracted from the physical mass and width [53], $g_R^{\text{phys}} = 5.52(16)$. There is reasonable agreement which may signal that the proposed approximate quark-mass independence of $g_R$ for vector...
FIG. 21. Complex-$s$ plane singularities of the $S$-wave amplitude. Upper pane: virtual bound-state position (left) and channel couplings (right) under parameterization variation. In the left plot the red points indicate the pole position on sheet II while the orange points indicate sheet III. The lowest two points correspond to fits to the elastic $\pi K$ scattering region using a scattering length or scattering length plus effective range parameterization. In the right plot red/orange points represent $c_{\pi K}$ on sheets II/III and blue/green points represent $c_{\eta K}$ on sheets II/III. Lower pane: resonance pole position (left) and channel couplings (right). Color scheme as above.

mesons [56–58] may even extend to the case when the state goes below threshold.

In this calculation we are restricted from saying anything about higher vector resonances owing to our neglect of $\pi\pi K$ and other multi-hadron channels. Our large basis of $q\bar{q}$-like operators do show overlap onto high-lying levels that we might identify as corresponding to the presence of excited vector mesons [31], but without including three-meson operators and considering an extension of Eq. 6 to include three-body channels we cannot rigorously determine scattering amplitudes and their resonant content.

The $J^P = 0^+$ $\pi K$, $\eta K$ partial-wave contains a broad scalar resonance with pole mass and width of $m = 1370(45)$ MeV, $\Gamma = 530(45)$ MeV. The couplings $|c_{\pi K}| = 1050(110)$ MeV, $|c_{\eta K}| = 400(170)$ MeV indicate that the resonance dominantly couples to $\pi K$. This state has a significantly larger width than the experimental $K^*_0(1430)$, which it otherwise resembles.

Lang et al., Ref. [23], in a calculation without dynamical strange quarks in a 2 fm box with 266 MeV pions, compute the rest-frame $A_1^+$ spectrum, and extract a sub-threshold energy level plus one other level below their $\pi\pi\pi K$ threshold. They did not attempt to describe the resonant content of the amplitude.

Considering $S$-wave scattering close to threshold, we may describe the amplitude in terms of a scattering length, $\lim_{k \to 0} k \cot \delta_{l=0} = 1/a_{l=0}$. The value we extract depends slightly upon whether we describe only the elastic scattering region with a scattering length parameterization, Eq. 20 or if we extract the threshold behavior of our more global fit, Eq. 21 which also describes the scalar resonance discussed above. For these two descriptions we find $m_{\pi A_1} = 1.20(6), 1.00(6)$, or in physical

$^5$ in this section we expand our uncertainties to include a spread over reasonable parameterizations forms – see the previous section.
units, $a_{\ell=0} = 0.60(3), 0.50(3)$ fm, respectively. This scattering length is consistent with values found in other lattice QCD computations at similar quark masses.

The physical $\pi K J^P = 0^+$ amplitude at low energy has long been suspected to be strongly influenced by the presence of a broad resonance called the $\kappa$, the strange analogue of the $\sigma$ in $\pi \pi$ scattering. The most precise estimate of the low-energy physical amplitude is obtained from the Roy-Steiner equations that incorporate analyticity, unitarity and crossing symmetry together with the available low-energy scattering data, through dispersion equations, to show that the amplitude features a somewhat distant pole on the unphysical sheet identified as the $\kappa$. Nebreda and Peláez consider what happens to the $\kappa$ as the pion mass increases away from its physical value. Using the Inverse Amplitude Method to unitarize $SU(3)$ chiral perturbation theory at one loop level, they find that as the pion mass increases from its physical value, the distant $\kappa$ poles on the unphysical sheet of $\pi K$ scattering move toward the real axis, becoming a single pole on the real axis below threshold but still on the unphysical sheet, i.e. a virtual bound-state. As the pion mass is increased further, the pole separates into two which then leap onto the physical sheet becoming bound states.

In the qualitative picture laid out by Nebreda and Peláez, our calculation at $m_\pi = 391$ MeV appears to be in the intermediate region in which the $\kappa$ appears as a virtual bound-state. In all successful descriptions of the finite-volume spectrum we found a virtual bound-state, although its precise pole position did depend upon the parameterization used.

A. Finite-volume spectrum

The spectra are obtained as described above for the $I = \frac{3}{2}$ case. The key difference is that there are no “single-meson” operators so our basis is built entirely from $\pi K$ operators as described by Eq. 4. The contributions of each partial-wave in each lattice irrep are as given in Table III.

In Fig. 22 we show the energies determined when the system is at rest with respect to the lattice. In $A_1^+$, which
has overlap onto the $S$-wave, significant positive shifts with respect to the non-interacting energies are observed, which likely indicates some repulsion in the system. In $T_1^+$, which overlaps onto $P$-wave and higher, small negative shifts are observed which only become significant above $\pi\pi K$ threshold. In $E^+$ and $T_2^+$, the $D$-wave is the lowest contributing partial-wave, and we see no significant shifts from the non-interacting spectrum.

Similar patterns are visible in the data obtained when the $\pi K$ systems are considered in-flight, Figure 23. The largest shifts are observed in the in-flight $A_1$ irreps, presumably due to the $S$-wave interaction.

The situation is very similar to that observed in the corresponding $\pi\pi I = 2$ calculations [13]. Investigating the $\pi K$ operator overlaps for each extracted eigenstate we find that the basis is approximately orthogonal, corresponding to the eigenstates being relatively similar to the non-interacting states, as was presented in Figure 11 of [13].

B. Scattering amplitudes

We proceed as for the $I = \frac{1}{2}$ case, parameterizing the infinite-volume $t$-matrix using a simple model. In this case we only consider elastic amplitudes in the channel $\pi K \rightarrow \pi K$. We begin with the $A_1^+$ irrep, having overlap onto $\ell = 0, 4$ and higher. We will neglect the role of an $\ell = 4$ amplitude (and higher) over the energy region we consider on the grounds that it will be highly suppressed by the angular-momentum barrier. In the left-most plot in Fig. 22 seven levels are shown below $\pi\pi K$ threshold, and we begin by fitting these using a scattering length parameterization, given by Eq. [9] with $r_t=0$, obtaining

$$a_0 = (-3.81 \pm 0.14 \pm 0.14) \cdot a_t$$

$$\chi^2/N_{dof} = 2.03/2 = 0.34.$$  

No improvement is obtained by allowing an effective range term in the fit, with the determined $a_{t=0}$ and $r_{\ell=0}$ being highly correlated.

In addition to $A_1$ irreps at-rest and in-flight, which have $\ell = 0$ as their lowest contributing partial wave, we may consider irreps which have $\ell = 1$ and $\ell = 2$ as the lowest partial wave. We first assume $\ell = 3$ and higher are negligible. There are eight data points in the elastic region below the $\pi\pi K$ threshold at $a_tE_{\text{cm}} = 0.235$, and parameterizing the $\ell = 1, 2$ amplitudes by scattering lengths we obtain a fit

$$a_1 = (-2.1 \pm 29.3 \pm 25.8) \cdot a_t^3$$

$$a_2 = (-2.8 \pm 1.8 \pm 2.1) \times 10^3 \cdot a_t^5 \begin{bmatrix} 1 & -0.34 \\ 1 & 1 \end{bmatrix}$$

$$\chi^2/N_{dof} = \frac{2.33}{4} = 0.39,$$

indicating no significant interaction in the elastic region for $P$ and $D$-waves. If we assume that there is negligible inelasticity into $\pi\pi K$ at low-energy, we may consider the other energy level values we have obtained up to $\pi\pi K$ threshold. There are a total of 31 points relaxing this
FIG. 24. The phase shift points obtained by applying Eq. 6 directly to the energy levels shown in Figs. In $\ell = 1$ and $\ell = 2$ effects due to $\pi\pi K$ inelasticities above $a_1 E_{cm} = 0.235$ have been neglected. The innermost errorbars follow from the statistical uncertainty on the energy levels, while the outer errorbars include variation of $m_K, m_s$ and $\xi$ within their uncertainties.

restriction, and a scattering length description gives,

$$ a_1 = \begin{pmatrix} 42.4 \pm 4.7 \pm 13.9 \cdot a_t^3 \\ -1.19 \pm 0.25 \pm 0.53 \cdot 10^3 \cdot a_t^5 \end{pmatrix} \begin{bmatrix} 1 & 0.04 \\ 1 & 1 \end{bmatrix} $$

$$ \chi^2/N_{dof} = \frac{22.5}{31-2} = 0.77, $$

which suggests there may be a slight attractive tendency in the $P$-wave at higher energy.

With the $\ell = 1$ and $\ell = 2$ partial-wave amplitudes determined above, we may now make use of the in-flight $A_1$ irreps to better constrain the $S$-wave scattering amplitude. The most conservative approach is to fix the contribution of $P$ and $D$ waves in the $A_1$ irreps according to the above fits and to then determine what the $S$-wave contribution must be. Doing so proves to give results essentially identical to performing a global fit where all of the $\ell = 0, 1, 2$ amplitude parameters are allowed to float in a fit to all irreps. Considering a scattering length description of each partial-wave, the following fit describes the complete set of $A_1^+$ energy levels at rest and levels below the $\pi\pi K$ threshold in all other irreps:

$$ a_0 = (-4.03 \pm 0.08 \pm 0.20) \cdot a_t $$

$$ a_1 = (50.1 \pm 17.1 \pm 24.7) \cdot a_t^3 $$

$$ a_2 = (-1.08 \pm 2.80 \pm 1.62) \times 10^3 \cdot a_t^5 $$

$$ \chi^2/N_{dof} = \frac{24.0}{37-7} = 0.73. $$

Again, extending the energy region up to $\pi\pi K$ threshold by assuming that $\pi\pi K$ amplitudes are negligible we obtain,

$$ a_0 = (-4.04 \pm 0.05 \pm 0.15) \cdot a_t $$

$$ a_1 = (43.2 \pm 3.7 \pm 15.4) \cdot a_t^3 $$

$$ a_2 = (-1.13 \pm 0.14 \pm 0.58) \times 10^3 \cdot a_t^5 $$

$$ \chi^2/N_{dof} = \frac{50.2}{37-7} = 0.96, $$

and as previously, including an effective range in the $S$-wave amplitude does not improve the description. Adding a scattering length amplitude for $\ell = 3$ and minimizing leads to a negligible change in the $\ell = 0, 1, 2$ scattering lengths and a value of $a_{\ell=3}$ that is statistically compatible with zero, justifying our previous neglect of the $F$-wave.

In Figure 24 we show phase-shift values extracted from Eq. 6 assuming elastic scattering. In all cases, if more than one partial-wave appears in Eq. 6 the final parameterization given above is used to specify the higher partial-waves, with the remaining lowest partial-wave $\delta$ being extracted. We clearly see what was being described in the fits above, that the $S$-wave is significantly repulsive, while the $P$-wave may have some slight attraction at large energies and the $D$-wave is compatible with no interaction. Figure 25 superimposes the phase-shift points over a plot of the parameterized solution presented above.

Scattering with the exotic quantum numbers $S = 1, I = 3/2$ is similar to $\pi\pi, I = 2$ scattering, and in the limit of equal light and strange quark...
masses they are identical. In our lattice calculation with \( m_K/m_\pi = 1.4 \), we are closer to having an SU(3) flavor symmetry than in the physical limit where \( m_K/m_\pi = 3.6 \), and as such we might expect relatively small differences within multiplets of SU(3)_F. In S- and D-waves, the \( I = 3/2 \) \( \pi K \) scattering channel is part of a 27, which also contains \( \pi \pi \) scattering with \( I = 2 \). In [13] we computed the corresponding \( \pi \pi \) scattering amplitudes on the same gauge-field configurations using very similar techniques to those used in this paper. In Figure 26 we compare the \( I = 3/2, S = 1 \) and \( I = 2, S = 0 \) elements of the 27, observing that indeed there is very close agreement. On the other hand, the \( \pi K \) P-wave amplitude lies in a 10 multiplet which does not contain \( I = 2, S = 0 \). The 10 can be constructed at the quark level if \( q\bar{q}q\bar{q} \) configurations appear [60] – the absence of any significant phase-shift behavior suggests that any putative \( q\bar{q}q\bar{q} \) resonance must be at higher energy, although we remind the reader that we have not included explicit local \( q\bar{q}q\bar{q} \) operators in our basis.

Within this calculation in which the \( u, d \) quark masses are somewhat heavier than the true physical values, we are not justified in making a direct comparison of our determined phase-shifts with experimental data. Nevertheless we may superimpose the two and observe that we are replicating the qualitative features of the Estabrooks et al partial-wave analysis [1]. Figure 27.

C. Comparison to other studies

Our best estimate of the S-wave scattering length when the pion mass is 391 MeV is \( a_{\ell=3/2}^{I=3/2} = -0.278(15) \), or expressed in physical units, \( a_{\ell=3/2}^{I=3/2} = -0.140(8) \) fm.

A number of previous lattice QCD calculations have considered \( \pi K \) scattering in isospin-3/2 at threshold [19–21,23]. They typically extract a scattering length from the single energy level near threshold corresponding to a pion and a kaon each at rest. The scattering length has been determined for a range of quark masses. Our result for \( a_{\ell=3/2}^{I=3/2} \) is in good agreement with Refs. [19, 20] who have obtained this quantity at similar values of \( m_\pi \).

Our result is based on a description of a much larger set of finite-volume energy levels compared to the studies above. Our aim was to obtain the energy dependence of the scattering amplitude and not just the threshold behavior. As it happens, we find that, at this pion mass, the next term in the effective range expansion, the range parameter, is consistent with zero and the extra data in our fit does not significantly improve the precision on the determination of the scattering length.

VIII. SUMMARY

In this paper we have reported on the first application of the formalism relating coupled-channel scattering amplitudes to the discrete spectra of hadrons in a finite-volume. In order to overcome the underconstrained nature of the problem, where the position of each energy level is a volume-dependent function of multiple scattering amplitudes, we parameterized the energy dependence of the t-matrix and attempted to describe the entire spectrum globally. We found that relatively simple parameterizations, satisfying S-matrix unitarity, could be used successfully.

In order to strongly constrain the energy dependence of the scattering amplitudes, we required detailed and precise excited-state spectra across a range of irreducible representations of the lattice symmetry in many moving frames. Variational analysis of correlation matrices computed using a large basis of operators, including some resembling \( q\bar{q} \) like single-mesons and others resembling “meson-meson” pairs with definite relative and total momentum, leads to such spectra. Distillation offers an efficient method of correlation construction in this case where quark-line annihilation features in a large number of required Wick contractions.
When, as in the case considered here, the scattering hadrons have unequal masses, the typical situation is for an irrep to receive contributions from a dense set of low-lying partial-waves. By computing a wide range of irreps, each featuring different combinations of partial-waves, we were able to decompose into a partial-wave basis even in this case where mixing is significant.

The parameterized scattering amplitudes obtained, constrained by over 100 real values of the energy variable, can be analytically continued into the complex energy plane, where their pole singularities correspond to resonances, bound-states etc. The residues of the amplitudes at the poles can be used to determine couplings of the states to their allowed decay channels. In our calculation at $m_\pi = 391$ MeV we examined the determined amplitudes for their singularity content, finding a set of states in isospin–1/2 which can be compared qualitatively with those observed in experiment.

In the $J^P = 0^+$ channel we found a broad resonance, coupled dominantly to $\pi K$ and not $\eta K$ with a pole mass of $m = 1370(45)$ MeV and width of $\Gamma = 530(45)$ MeV. In this same S-wave amplitude, we found a second singularity – a pole on the real axis below $\pi K$ threshold on unphysical sheets, a “virtual” bound-state. These features appeared to be robust under changes in the parameterization form utilized.

We extracted a $J^P = 1^-$ bound-state at $933(1)$ MeV, barely below our $\pi K$ threshold. By determining the position of the corresponding finite-volume state in many irreps, we were able to map-out the phase-shift across the threshold, giving a degree of energy dependence which allows us to extract a Breit-Wigner coupling of $g_R = 5.93(26)$.

In the $J^P = 2^+$ channel, if we assumed that $\pi\pi K$ was not significantly coupled to $\pi K$ or $\eta K$, we found that the spectrum obtained (without $\pi\pi K$-like operators) could be described consistently in terms of $\pi K, \eta K$ scattering with a narrow resonance coupled dominantly to $\pi K$. The resonance had a pole mass $m = 1576(7)$ MeV and width $\Gamma = 62(12)$ MeV.

In addition to the isospin–1/2 channel, we also obtained 75 energy levels constraining scattering amplitudes in isospin–3/2 for the entire elastic scattering region for the lowest three partial-waves. This flavor-exotic process was found to have interactions that are rather weak and each partial-wave could be adequately described by a scattering length approximation. The $S$-wave scattering length was found to be $a_{\ell=0}^{J^P=3/2} = -0.140(8)$ fm at $m_\pi = 391$ MeV, in line with earlier lattice QCD calculations.

To compare quantitatively with experimental observations we should perform calculations at the physical light quark mass, but even here at $m_\pi = 391$ MeV we may make some qualitative comparisons.

The broad scalar resonance we extract resembles somewhat the experimental $K_0^*(1430)$, although we find a significantly larger width. The high-energy side of the projection of this resonance onto the real axis lies in the region above $\eta'K$ threshold, which in this first study we did not consider rigorously. Inclusion of $\eta'K$ operators into the variational basis may lead to an adjusted finite-volume spectrum and correspondingly altered resonance parameters. The tensor resonance we extract has some of the properties of the $K_2^*(1430)$, notably the decay into $\pi K$ and not $\eta K$, but we lack a coupling to $\pi\pi K$ – something that must be generated as the pion mass is reduced if the experimental state is to be described. The vector bound-state we extract is expected to become a resonance as the pion mass is decreased, the $\pi K$ threshold falls, and the phase-space for decay increases. There are theoretical expectations that the coupling does not change significantly with quark mass, and indeed we find a value that is in reasonable agreement with the value extracted from the PDG width. The property of the scattering amplitudes that we expect to change most drastically is the $\kappa$ pole; the virtual bound-state we found must, if our understanding of the experimental amplitude is correct, evolve into a resonant pole just above threshold, but far from the real axis, as the quark mass is reduced toward its physical value. We note that this is precisely the behavior suggested within unitarized chiral perturbation theory [61].

In the case of coupled $\pi K, \eta K$ scattering we have observed that there is relatively little coupling between the channels for even-$\ell$ partial-waves in the energy region considered, and as such the true diversity of possible behaviors in a coupled-channel system has not yet been explored. Further calculations are now warranted in such systems as $\pi\eta, KK$ scattering, in which the $a_0(980)$ is expected to appear as a resonance coupled strongly to both channels, and $\pi\pi, KK, \eta\eta$, where explanation of the scalar sector remains a phenomenological challenge.

A restriction was placed on the energy region we could consider in this calculation by the opening of the three-body $\pi\pi K$ channel. Such restrictions will only become more severe as the light quark mass is reduced towards its physical value. Including into the calculation operators resembling three-meson states presents no serious problem: a simple extension of the two-meson constructions used in this paper can be utilized. The difficulty lies in the formalism relating the finite-volume spectrum to scattering amplitudes featuring three-body states, which is not at this time completely mature, although significant progress is being made [53]. We have reason to believe that the fullest possible complexity of many-body final states may not be present within QCD – experimentally it is observed that true high-multiplicity final states are not significantly directly populated in hadron resonance decays, rather that most decays proceed through intermediate two-body states featuring isobar resonances. Whether this simplification can be observed in amplitudes computed within QCD is a question for future computations.

The successful extraction of coupled-channel amplitudes in several partial-waves presented in this paper is an important milestone in progress towards a QCD de-
cription of the excited hadron spectrum.
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It thus follows that even-spin waves, $\ell = 0, 2, \ldots$ lie in the $27$ representation, while odd-spin waves, $\ell = 1, 3, \ldots$ lie in the $10$ representation. Both representations are flavor exotic, in the sense that they cannot be constructed from $q\bar{q}$, but there need not be any simple relationship between them, unless specific dynamics causes there to be.

$\pi\pi$ scattering in $I = 2$ is restricted to $\ell$-even and also lies in the $27$ representation. In the computation presented in this paper, $m_\pi = 391$ MeV and $m_K = 549$ MeV, such that $SU(3)$ flavor is an even better approximate symmetry than for physical quark masses, and as shown in Fig. [26] we observe rather good agreement between $\pi K$ and $\pi\pi$ in $S$- and $D$-wave scattering.

Turning to non-exotic scattering channels, we note that the Clebsch-Gordan series for $8 \otimes 8 = 27 \oplus 10 \oplus 1 \oplus 8_1 \oplus 8_2 \oplus 1$ contains two octet representations. The $8_1$ representation contains symmetric even-$\ell$ $\pi\pi$ scattering and thus couples to isoscalar states like $f_0, f_2, \ldots$ (the $1$ representation also couples to these states), while the $8_2$ representation contains odd-$\ell$ $\pi\pi$ scattering and hence the $\rho, \phi, \ldots$

Two-meson states with $(S, I, I_\ell) = (1, \frac{3}{2}, +\frac{1}{2})$ in the rest frame with definite angular momentum ($\ell, m$) which transform irreducibly under $SU(3)$ in non-exotic multiplets are:

\[
|27; S = 1, I = \frac{3}{2}, I_z = +\frac{3}{2}; \ell, m\rangle = \int d\hat{p} Y^{m}_\ell(\hat{p}) \left[ \frac{3\sqrt{5}}{10} \left( -\frac{\sqrt{2}}{3} |K_\rho^+\pi^-_\rho\rangle + \frac{1}{\sqrt{3}} |K_\pi^0\pi^0_\rho\rangle + \sqrt{2} |\pi^+_\rho K^+_\rho\rangle + \sqrt{2} |\pi^-_\rho K^-\rho\rangle \right) - \frac{\sqrt{2}}{10} \left( |K_\rho^+\eta^-\rho\rangle + |\eta^-_\rho K^-\rho\rangle \right) \right]
\]

\[
|10; S = 1, I = \frac{3}{2}, I_z = +\frac{3}{2}; \ell, m\rangle = \int d\hat{p} Y^{m}_\ell(\hat{p}) \left[ \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} |K_\rho^+\pi^-_\rho\rangle - \frac{1}{\sqrt{2}} |\pi^+_\rho K^+_\rho\rangle \right) \right]
\]

**Appendix A: SU(3) flavor relations**

$(S, I, I_\ell) = (1, \frac{3}{2}, +\frac{1}{2})$ states lie in two irreducible representations of $SU(3)_F$, the $27$ and the $10$. Two-meson states in the rest frame with definite angular momentum $(\ell, m)$ which transform irreducibly under $SU(3)$ can be obtained using the isoscalar factors tabulated in Ref. [65]:

\[
|27; S = 1, I = \frac{3}{2}, I_z = +\frac{3}{2}; \ell, m\rangle = \int d\hat{p} Y^{m}_\ell(\hat{p}) \left[ \frac{3\sqrt{5}}{10} \left( -\frac{\sqrt{2}}{3} |K_\rho^+\pi^-_\rho\rangle + \frac{1}{\sqrt{3}} |K_\pi^0\pi^0_\rho\rangle + \sqrt{2} |\pi^+_\rho K^+_\rho\rangle + \sqrt{2} |\pi^-_\rho K^-\rho\rangle \right) - \frac{\sqrt{2}}{10} \left( |K_\rho^+\eta^-\rho\rangle + |\eta^-_\rho K^-\rho\rangle \right) \right]
\]

\[
|10; S = 1, I = \frac{3}{2}, I_z = +\frac{3}{2}; \ell, m\rangle = \int d\hat{p} Y^{m}_\ell(\hat{p}) \left[ \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} |K_\rho^+\pi^-_\rho\rangle - \frac{1}{\sqrt{2}} |\pi^+_\rho K^+_\rho\rangle \right) \right]
\]
This indicates that, as in the non-strange case, the even-ℓ waves couple to \( S_1 \), and the odd-ℓ waves couple to \( S_2 \). The relative couplings to \( \pi K \) and \( \eta K \) differ significantly though – in the even-ℓ case, the amplitude for \( \pi K \) is three times larger than for \( \eta K \), while in the odd-ℓ case the couplings are equal.

These SU(3) flavor expectations appear to hold qualitatively in experiment; LASS \(^{34}\) observed the \( K_3^0 \) as an enhancement in the \( \eta K \) final state, but did not observe at any significant level the \( K_2^0 \). The modern PDG averages \(^{35}\) have \( K_3^0 \) decaying to \( \pi K \) and \( \eta K \) with 19(1)% and 30(13)% branches respectively. The \( K_2^0 \), on the other hand, has a 50% branch to \( \pi K \) and less than 1% into \( \eta K \).

Appendix B: The Chew-Mandelstam phase-space

In Eq. \( \text{[11]} \) which relates the \( K \)-matrix to the \( t \)-matrix, there appears a matrix \( I_{ij}(s) \) which is constrained by \( S \)-matrix unitarity to have a certain imaginary part above threshold \( \text{Im} \ I_{ij}(s) = -\rho_i(s) \Theta(s - s_{\text{thr}}(i)) \delta_{ij} \). A convenient choice for the real part is supplied by the Chew-Mandelstam function, which relates the real part to the imaginary part through a dispersion integral and which provides a smooth transition across the kinematic threshold. The matrix is diagonal \( I_{ij}(s) = \delta_{ij} I_i(s) \), and if in channel \( i \) the two scattering particles have mass \( m_1, m_2 \), then the once subtracted dispersion integral is

\[
I(s) = I(s_{\text{thr}}) - \frac{s - s_{\text{thr}}}{\pi} \int_{s_{\text{thr}}}^{\infty} ds' \frac{\rho(s')}{(s' - s)(s' - s_{\text{thr}})}
\]

where

\[
\rho(s) = \frac{2k(s)}{\sqrt{s}} = \left(1 - \frac{(m_1 + m_2)^2}{s}\right)^{1/2} \left(1 - \frac{(m_1 - m_2)^2}{s}\right)^{1/2}
\]

with a threshold at \( s_{\text{thr}} = (m_1 + m_2)^2 \).

The form of the integral is such that at \( s + i\epsilon \), the real part is given by the principal value, and the imaginary part, \( \text{Im} \ I(s) = -\rho(s) \Theta(s - s_{\text{thr}}(i)) \), is as it should to satisfy unitarity. The integral can be performed \(^{66}\) to give

\[
I(s) = I(s_{\text{thr}}) + \rho(s) \log \left[ \xi(s) + \rho(s) \right] - \frac{\xi(s)}{\rho(s)} \log \frac{m_2}{m_1}
\]

with \( \xi(s) = 1 - \frac{(m_1 + m_2)^2}{s} \). In this closed form the imaginary part resides in the log term when the argument is negative, which occurs for \( s > (m_1 + m_2)^2 \).

We may choose \( I(s_{\text{thr}}) \) as we see fit, a common choice is to have the function zero at threshold. Another convenient option arises when dealing with a resonance: as an example consider a single-channel in \( S \)-wave where we parameterize \( K(s) = \frac{s^2}{m^2 - s + i\Gamma(s)} \). If we choose \( I(s_{\text{thr}}) \) such that \( \text{Re} \ I(s = m^2) = 0 \), then in the region around \( s = m^2 \) the \( t \)-matrix resembles a Breit-Wigner pole with the mass \( m \) being the Breit-Wigner mass, \( m_R \).

Appendix C: Operator tables

Table \( \text{[V]} \) presents a shorthand of the momentum constructions used in our “meson-meson” operators. In Tables \( \text{[VI], [VII], [VIII]} \) we show the particular set of \( \pi K \), \( \eta K \) operators and the number of “single-meson” operators used in our determination of the \( I = 1/2 \) spectra. In Table \( \text{[IX]} \) we show the set of \( \pi K \) operators used to determine the \( I = 3/2 \) spectra.

| \( \tilde{P} \) | \( \tilde{k}_1 \) | \( \tilde{k}_2 \) | \( \Lambda^{(P)} \) |
|---|---|---|---|
| \[0,0,0\] | \[0,0,0\] | \( A_1 \) |
| \[0,1,1\] | \[0,-1,-1\] | \( A_1^+, T_1^- \) |
| Dic4 | \[0,-1,0\] | \[1,1,1\] | \( A_1, E_2, B_1 \) |
| Dic2 | \[-1,0,0\] | \[1,1,1\] | \( A_1, E_2, B_2 \) |
| Dic3 | \[-1,0,0\] | \[-1,0,1\] | \( A_1, B_1, B_2 \) |
| \[1,1,1\] | \[0,0,0\] | \[1,1,1\] | \( A_1 \) |
| \[0,0,2\] | \[0,0,0\] | \[0,1,1\] | \( A_1, E_2 \) |
| Dic4 | \[0,0,0\] | \[0,0,1\] | \( A_1 \) |
| Dic4 | \[-1,0,1\] | \[0,0,1\] | \( A_1 \) |

Table \( \text{V} \) presents a shorthand of the momentum constructions presented for each \( \tilde{P} \); also shown is \( LG(\tilde{P}) \). Example momenta \( \tilde{k}_1 \) and \( \tilde{k}_2 \) are given – all momenta in \( \{\tilde{k}_1\}^* \) and \( \{\tilde{k}_2\}^* \) are summed over in Eq. \( \text{[4]} \). When \( |\tilde{k}_1| \neq |\tilde{k}_2| \), the distinct operators with \( \tilde{k}_1 \leftrightarrow \tilde{k}_2 \), having the same distribution across irreps, are usually also included as an independent operator in the basis.
| $A^+$ | $T_1^-$ | $E^+$ | $T_2^+$ | $\pi_0K_0$ | $\eta_0K_0$ | $\eta K_1$ | $8$ | $9$ | $13$ | $14$ | $17$ | $16$ | $11$ | $8$ | $15$ | $18$ | $13$ |
|-------|---------|--------|---------|------------|-------------|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\pi_0K_0$ | $\pi_1K_1$ | $\pi_2K_2$ | $\pi_3K_3$ | $\eta_0K_0$ | $\eta K_1$ | $6$ | $9$ | $12$ | $13$ | $11$ | $8$ | $16$ | $11$ | $14$ | $16$ | $18$ | $16$ |

TABLE VI. Operator basis used to determine $I = 1/2$ spectrum on $24^3$ lattice. Final row shows the number of “single-meson” operators included.

| $A^+$ | $T_1^-$ | $E^+$ | $T_2^+$ | $\pi_0K_0$ | $\pi_1K_1$ | $\pi_2K_2$ | $\pi_3K_3$ | $\eta_0K_0$ | $\eta K_1$ | $6$ | $11$ | $10$ | $8$ | $16$ | $12$ | $15$ | $19$ |
|-------|---------|--------|---------|------------|-------------|------------|-----|-------------|------------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\pi_0K_0$ | $\pi_1K_1$ | $\pi_2K_2$ | $\pi_3K_3$ | $\eta_0K_0$ | $\eta K_1$ | $6$ | $11$ | $10$ | $8$ | $16$ | $12$ | $15$ | $19$ | $20$ |

TABLE VII. Operator basis used to determine $I = 1/2$ spectrum on $20^3$ lattice. Final row shows the number of “single-meson” operators included.

| $A^+$ | $T_1^-$ | $E^+$ | $T_2^+$ | $\pi_0K_0$ | $\pi_1K_1$ | $\pi_2K_2$ | $\pi_3K_3$ | $\eta_0K_0$ | $\eta K_1$ | $6$ | $11$ | $10$ | $8$ | $16$ | $12$ | $15$ | $19$ |
|-------|---------|--------|---------|------------|-------------|------------|-----|-------------|------------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\pi_0K_0$ | $\pi_1K_1$ | $\pi_2K_2$ | $\pi_3K_3$ | $\eta_0K_0$ | $\eta K_1$ | $6$ | $11$ | $10$ | $8$ | $16$ | $12$ | $15$ | $19$ | $20$ |

TABLE VIII. Operator basis used to determine $I = 1/2$ spectrum on $16^3$ lattice. Final row shows the number of “single-meson” operators included.

| $A^+$ | $T_1^-$ | $E^+$ | $T_2^+$ | $\pi_0K_0$ | $\pi_1K_1$ | $\pi_2K_2$ | $\pi_3K_3$ | $\eta_0K_0$ | $\eta K_1$ | $6$ | $11$ | $10$ | $8$ | $16$ | $12$ | $15$ | $19$ |
|-------|---------|--------|---------|------------|-------------|------------|-----|-------------|------------|-----|-----|-----|-----|-----|-----|-----|-----|
| $\pi_0K_0$ | $\pi_1K_1$ | $\pi_2K_2$ | $\pi_3K_3$ | $\eta_0K_0$ | $\eta K_1$ | $6$ | $11$ | $10$ | $8$ | $16$ | $12$ | $15$ | $19$ | $20$ |

TABLE IX. Operator basis used to determine $I = 3/2$ spectrum on all three lattice volumes. * indicates the operator was only used on the $24^3$ lattice.