Model-agnostic interpretation of 10 billion years of cosmic evolution traced by BOSS and eBOSS data
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Abstract. We present the first model-agnostic analysis of the complete set of Sloan Digital Sky Survey III (BOSS) and -IV (eBOSS) catalogues of luminous red galaxy and quasar clustering in the redshift range \(0.2 \leq z \leq 2.2\) (10 billion years of cosmic evolution), which consistently includes the baryon acoustic oscillations (BAO), redshift space distortions (RSD) and the shape of the transfer function signatures, from pre- and post-reconstructed catalogues in Fourier space. This approach complements the standard analyses techniques which only focus on the BAO and RSD signatures, and the full-modeling approaches which assume a specific underlying cosmology model to perform the analysis. These model-independent results can then easily be interpreted in the context of the cosmological model of choice. In particular, when combined with \(z > 2.1\) \(\text{Ly}-\alpha\) BAO measurements, the clustering BAO, RSD and Shape parameters can be interpreted within a flat-\(\Lambda\)CDM model yielding \(h = 0.6816 \pm 0.0067\), \(\Omega_m = 0.3001 \pm 0.0057\) and \(10^9 \times A_s = 2.43 \pm 0.20\) (or \(\sigma_8 = 0.858 \pm 0.036\)) with a Big Bang Nucleosynthesis prior on the baryon density. Without any external dataset, the BOSS and eBOSS data alone imply \(\Omega_m = 0.2971 \pm 0.0061\) and \(10^9 \times A_s = 2.39^{+0.24}_{-0.43}\) (or \(\sigma_8 = 0.857 \pm 0.040\)). For models beyond \(\Lambda\)CDM, eBOSS data alone (in combination with Planck) constrain the sum of neutrino mass to be \(\Sigma m_\nu < 0.40\) eV with a BBN prior (\(\Sigma m_\nu < 0.082\) eV) at 95\% CL, the curvature energy density to \(\Omega_k = -0.022^{+0.032}_{-0.038}\) (\(\Omega_k = 0.0015 \pm 0.0016\)) and the dark energy equation of state parameter to \(w = -0.998^{+0.085}_{-0.073}\) (\(w = -1.093^{+0.048}_{-0.044}\)) at 68\% CL without a BBN prior. These results are the product of a substantial improvement of the state-of-the-art methodologies and represent the most precise model-agnostic cosmological constrains using spectroscopic large-scale data alone.
1 Introduction

Observations of the Cosmic Microwave Background (CMB, e.g., [1, 2]) have been pivotal in establishing the ΛCDM model as the standard model for cosmology. The interpretation of CMB observations is very sensitive to the (linear, and, within the standard cosmological model, simple and well understood) physics of the early Universe. However, one of the main puzzles of modern cosmology, the cosmic acceleration, is a late-time ($z \lesssim 1$) phenomenon, hence cosmological constraints from the late-time Universe observations are of crucial importance to study dark energy. Complementary to Supernovae observations, which first provided evidence for cosmic acceleration, the large-scale structure (LSS) of the Universe, provides a unique window into the evolution of the late-time Universe.

The development of massive spectroscopic surveys of galaxies and quasars over wide areas of the sky over the past two decades (e.g., [3–5]) has propelled the study of clustering of LSS into the realm of precision cosmology. The clustering of galaxies and other dark matter tracers (such as quasars or the Ly-α forest) provides precise measurements of the cosmic expansion history with baryon acoustic oscillations (BAO) and measurements of the rate of structure growth with redshift space distortions (RSD).

Perturbations in the photon-baryon fluid of the early Universe leave an imprint in the late-time clustering of cosmic structure as a feature (the BAO, [6]) observable in the LSS power spectrum and first detected by [4, 5]. The BAO feature offers a standard ruler whose length can be calibrated by early-time physics, but also, when observed in the late-time clustering, can be used to determine the expansion history of the Universe via the Alcock-Paczynski (AP) effect [7]. The tracer’s power spectrum yields two scaling parameters – $\alpha_{\parallel}, \alpha_{\perp}$ – respectively along and across the line-of-sight (LOS) direction. The information extracted is purely geometrical and model-independent, it is only mildly affected by non-linear physics, making the BAO one of the most robust probes of the late-time Universe. To reduce the potential bias on the BAO feature induced by non-linearities and to boost the BAO signal-to-noise, it is customary to apply the reconstruction technique [8, 9]. Reconstruction effectively generates an additional catalogue and thus additional ‘post-recon’ power spectra. These are highly correlated to the ‘pre-recon’ ones – hence their covariances must be carefully taken into account – but do add significant information and are used only for the BAO part of the analysis.

Furthermore, gravitationally-induced peculiar velocities give rise to deviations from the Hubble flow which imprint RSD on the three-dimensional map produced by redshift surveys. Pioneered by [10], RSD enclose information about the combination of the amplitude of velocity fluctuations with the dark matter amplitude perturbations. As such, they trace the growth history of cosmic structures, offering thus important insights into the nature of gravity.

Most analyses of state-of-the-art surveys, e.g., [11, 12], adopt what we refer to as the ‘classic’ approach in order to extract cosmological information from the tracers’ clustering.
With the help of a template of the power spectrum, the clustering data are compressed into few (three per redshift interval considered corresponding to two scaling parameters and one growth rate parameter) physical observables, or compressed variables, which are only sensitive to late-time physics. The resulting constraints on these compressed variables can then be re-interpreted a posteriori as constraints on (cosmological) parameters for a given cosmological model (or family of models).

This ‘classic’ approach is conceptually different from the way, for example, the CMB power spectrum is analyzed, and from the analysis of LSS data pre-BAO era (see for e.g., [13–15]), which we refer to as ‘full modeling’ (or FM). After selecting a cosmological model ab initio, the measured power spectrum is compared directly to the model’s prediction, and the model’s parameters are then constrained by standard statistical inference. The procedure is repeated for every model under consideration.

If clustering is analyzed without external datasets or priors, the application of the FM approach to state-of-the-art redshift surveys (e.g., [16–18]) produces much tighter constraints on cosmological parameters than the classic approach. In a joint CMB+LSS analysis however the two perform very similarly.

In other words, the compression employed by the classic approach, disentangles the late-time physics from the early-time one, isolates the part of the cosmological signal least affected by systematics and makes the resulting constraints as model independent as possible (e.g., [19, 20] and refs. therein). But has the drawback that the compression is not lossless. Full modeling approaches are model-dependent, and computationally more demanding both in terms of analysis and of modeling of the signal, but –compared to the ‘classic’ approach– extract additional information mostly from the broadband shape of the power spectrum.

A simple one-parameter extension of the ‘classic’ approach, ShapeFit, was proposed by [21]. Rather than being a perturbative approach, Shapefit is a compression technique that can be applied to any perturbative model. It improves the information content offered by fixed-template approaches to the point that it becomes competitive with full-modelling approaches.

The ShapeFit phenomenological parameter $m$ is related to the shape of the power spectrum on very large scales and to the shape of the matter transfer function; it was designed to capture a series of early-time processes that affect the broadband power spectrum shape in the linear regime. ShapeFit provides constraints on a suite of model-independent variables, capturing from the data a series of physical effects and processes without relying specifically on any cosmological model. The extraction of these model-independent quantities for the biggest galaxy redshift survey to date represents the main result of this paper. Additionally these model-independent results can be transformed into, or interpreted as, constraints on parameters for specific cosmological models.

The application of ShapeFit to the large volume, high resolution, PT challenge simulations suite [23] demonstrates that this approach is effectively unbiased even for a survey volume 10 times larger than that probed by future surveys. Ref. [24] presents the ShapeFit analysis of the Sloan Digital Sky Survey-III BOSS data and demonstrates that it matches the constraining power of FM approaches performed to date on the same data.

Here we consider the full BOSS and eBOSS observations campaigns [12] representing the final use of the Apache Point Observatory 2.5m Sloan Telescope for galaxy redshift surveys designed to measure cosmological parameters using BAO and RSD techniques. Four generations of Sloan Digital Sky Survey culminated with the eBOSS data release, which probes $\sim$ 10 billion years of cosmic evolution through more than 2 million spectra. We apply the ShapeFit
analysis on these data and present the resulting constraints on the physical parameters. We argue that ShapeFit extracts virtually all the robust and model-independent cosmological information carried by LSS clustering. The constraints on the physical parameters are then interpreted in light of a suite of popular cosmological models including the standard ΛCDM and its common one-parameter extensions.

It is worth highlighting that in producing the ShapeFit constraints on the physical parameters, no assumption is made about the underlying cosmological model. A Friedmann-Lemaître-Robinson-Walker metric is assumed and thus statistical homogeneity and isotropy, although General Relativity (GR) is not assumed on large scales. However, Newtonian dynamics (hence GR) is assumed at small, mildly non-linear, scales when reconstruction is applied to boost the BAO signal. Within ShapeFit, no explicit scale-dependence of the growth rate is considered, hence the measured growth rate should be considered as effective, suitably weighted across the relevant scales. No assumption is made about early-time physics, the nature of dark energy, of dark matter or spatial curvature. However, unless otherwise stated, the interpretation of the constraints on the shape parameter $m$ assumes a power-law primordial power spectrum with fixed spectral slope; moreover a Big Bang nucleosynthesis (BBN) prior is adopted when converting the compressed variable constraints into cosmological parameters. Unless otherwise stated, galaxy bias is assumed to be local in Lagrangian space. This set of assumptions only affects the shape parameter constraints and not the other compressed variables.

The rest of the paper is organized as follows. In section 2 the theory and methodology are described. This section is mostly a review of material covered elsewhere in the literature, but its presentation is tuned to the current application. The data set used is presented in section 3 along with the simulated mock surveys which are employed to estimate the relevant covariance matrices. Model-independent results, and the main results of this paper, on the physical variables are presented in section 4 and their re-interpretation under the ΛCDM and a suite of extensions to this model are reported in section 5, as a demonstration of how our main results can be interpreted under the light of the most popular models in the literature. Section 6 reports a suite of systematic checks performed on synthetic catalogues and estimates the overall systematic error budget. Finally we present the main conclusions of this work in section 7. The appendices quantify the impact on the final results of several assumptions ranging from the nature of tracer’s bias, fiber collisions and prior choices.

2 Methodology, Theory and Data compression techniques

As mentioned in the introduction, there is more than a single way to perform a cosmological analysis to spectroscopic galaxy survey data. In this section we review and summarize approaches that are already in the literature, in particular [8, 9, 21, 25, 26] and references therein. This section however, also serves to highlight differences, similarities and connections among them. In this work, we focus on the fixed template approach, where the measured galaxy power spectra are compressed into physical variables $\Theta_{\text{phys}}$ at each redshift bin, which in turn can be interpreted in light of a cosmological model and its parameters $\Omega$. Note that, within the compression step, the power spectra are fitted in a model-agnostic way, without imposing any of the ΛCDM-type of relations among (physical) parameters. In this way, (cosmological) model’s assumptions are introduced only at the very late stages of the analyses. This has several advantages, for example, there is no need to re-do the fit if the cosmology paradigm changes, or when a novel model or class of models needs to be tested. This is one of
the main reasons for adopting this philosophy of interpreting the spectroscopic data, rather than direct fits (or full modeling fits).

All model-agnostic fixed-template compression techniques rely on two fundamental steps. First, a fiducial cosmology $\Omega^\text{fid}$ is needed to generate a reference coordinate and unit system. The coordinate system depends on the distance-redshift relation and the unit system depends on the fiducial linear matter power spectrum template $P^\text{lin}(k, \Omega^\text{fid})$ as function of wavenumber $k$. Second, the fiducial template is transformed as to be compared with the observable galaxy power spectrum multipoles in redshift space, $P^\text{(f)}_{\text{model}}(k, \Theta^\text{model}|\Omega^\text{fid})$ given a certain model or compression type. Here the ‘|’ sign indicates that the dependence of the fiducial cosmology is implicit rather than explicit. As we explain in more detail in section 3.3, the final constraints on physical parameters do not depend on the template’s choice.\(^1\) The symbol $\Theta^\text{model}$ corresponds to a set of physical and nuisance parameters $\Theta^\text{model} = \Theta^\text{phys} \cup \Theta^\text{nuis}$ that is used to i) probe all late-time dynamics effects (geometry and/or growth) in the most generic, model-independent way, and ii) once the physical parameters are constrained at each redshift bin, use them to test cosmological models. This compression step is described for three different cases in section 2.2.

In particular, we review the ‘classic’ BAO and RSD analyses in addition to the recently introduced ShapeFit compression.

2.1 Fiducial cosmology

As anticipated above, the purpose of adopting a fiducial cosmology $\Omega^\text{fid}$ is twofold.

First, it is needed to generate a coordinate system. The galaxy positions provided by BOSS and eBOSS are measured in terms of angles and redshifts. These coordinates are transformed to distances based on a distance-redshift relation determined by the fiducial cosmology, in particular (within $\Lambda$CDM) by the matter density today $\Omega_m$ and the Hubble expansion rate today (or ‘little $h$’) $H_0 = 100h \text{ km/s/Mpc}$. This coordinate transformation is essential to extract the full three-dimensional clustering statistics from galaxy catalogs, as different cosmological models affect the distances along and across the LOS differently.

Second, the fiducial cosmology is needed to generate a unit system for the distances (akin to interpreting the hatching of a ruler). This is provided by the fiducial matter power spectrum template $P^\text{lin}(k, \Omega^\text{fid})$, whose shape is predominantly (but not solely) determined by the sound horizon at radiation drag epoch, $r_d$, the so-called ‘standard ruler’. In the template it manifests itself via the location of the wiggles on one hand (measured by the BAO analysis), and as a characteristic suppression scale on the other hand (measured by ShapeFit). The latter effect is somewhat degenerate (at the scales of interest for galaxy clustering) with the overall power spectrum slope determined by the scale of equality between matter and radiation, $k_{\text{eq}}$, and the primordial tilt, $n_s$. But the power of ShapeFit is to measure the slope in a model-independent way.

In principle, one could adopt different fiducial cosmologies for the coordinate and the unit system. But, as it is customary, here we use the same fiducial cosmology $\Omega^\text{fid}$ employed in the official BOSS and eBOSS analyses, with parameter values listed in table 2.

\(^1\)Previous studies have checked that there is a residual dependence which is very sub-dominant with respect to BOSS and eBOSS statistical errors, even for cases where this reference template is many standard deviations away from best-fit CMB anisotropy cosmologies. For detailed studies on how the arbitrary choice of the fixed template can impact the cosmological results, we refer the reader to Appendix B of [21].
Throughout this work we denote by ‘fid’ the quantities evaluated at that cosmology. The quantities without this notation denote the true underlying values of the sample we fit (either mock or actual data).

2.2 Modeling the power spectrum multipoles

In general, because the power spectrum of the observed galaxy map is constructed adopting a fiducial coordinate and unit system, the modeled power spectrum multipoles need to be rescaled to that system in order to be compared to the data. These coordinate and unit conversions (called late-time and early-time rescaling respectively in [21]) are almost perfectly degenerate, which is why they are often represented by the following scaling parameters,

\[ \alpha_\parallel(z) \equiv \frac{D_H(z)/r_d}{[D_H(z)/r_d]_{\text{fid}}} \quad \alpha_\perp(z) \equiv \frac{D_M(z)/r_d}{[D_M(z)/r_d]_{\text{fid}}} \]

(2.1)

where \( D_H(z) \equiv c/H(z) \) and \( D_M(z) \equiv \int_0^z c/H(z')dz' \) are the distances along and across the LOS respectively, with Hubble expansion rate \( H(z) \). These scaling-parameters are used to transform the power spectrum multipoles into the correct observable coordinates in units of the standard ruler and they are allowed to vary freely.

Note that the scaling parameters as defined in eq. (2.1) depend on the arbitrary choice of the template, but once they are converted to the physical distances in units of the BAO scale, \( D_H/r_d \) and \( D_M/r_d \), this dependence vanishes. Hence, we use both notations interchangeably, in particular we use \( \{ \alpha_\parallel, \alpha_\perp \} \) when referring to the template fits and \( \{ D_H/r_d, D_M/r_d \} \) when referring to their cosmological interpretation.

The modeled power spectrum multipoles for a given reference template based on the cosmology \( \Omega_{\text{fid}} \) are usually written as,

\[ P^{(\ell)}_{\text{model}}(k) = \frac{(2\ell + 1)}{2\alpha_\parallel^2 \alpha_\perp^2} \int_{-1}^{1} P_{\text{model}}(\tilde{k}(k, \mu), \tilde{\mu}(\mu), \Omega_{\text{fid}}, \Theta_{\text{model}}, \Theta_{\text{model}}) \mathcal{L}_\ell(\mu) d\mu + g^{(\ell)}(X_{\text{model}}), \]

(2.2)

where \( \Theta_{\text{model}} \) includes physical and nuisance parameters of the compression method of choice, \( g^{(\ell)}(X_{\text{model}}) \) represents an arbitrary function accounting for the broadband signal which depends on multipole \( \ell \) and extra free nuisance parameters, \( X_{\text{model}} \), the coordinates \( (k, \mu) \) are the wavevector in units \([\text{Mpc}^{-1}h]\) and the cosine of the separation angle, \( \mathcal{L}_\ell \) is the Legendre polynomial of order \( \ell \) and the rescaled coordinates \( (\tilde{k}, \tilde{\mu}) \) are defined as,

\[ \tilde{k} = \frac{k}{\alpha_\perp} \left[ 1 + \mu^2 \left( \frac{\alpha_\parallel^2}{\alpha_\perp^2} - 1 \right) \right]^{1/2} \quad \tilde{\mu} = \mu \frac{\alpha_\parallel}{\alpha_\perp} \left[ 1 + \mu^2 \left( \frac{\alpha_\parallel^2}{\alpha_\perp^2} - 1 \right) \right]^{-1/2} \]

(2.3)

The exact model implementation of \( P_{\text{model}} \) and the corresponding parameter-sets \( \Theta_{\text{model}} \) and \( X_{\text{model}} \) depend on the type of compression used to analyze the data. Different choices are summarized below.

2.2.1 BAO compression

For the BAO analysis, only the oscillatory feature within the power spectrum, at wavenumbers determined by the sound horizon at radiation drag \( r_d \), is of interest. Therefore it is customary to separate the fiducial linear power spectrum template into a no-wiggle \( P_{\text{lin}}^{\text{fid}} = P_{\text{lin}}^{\text{fid}} - P_{\text{wig}}^{\text{fid}} \) and a wiggle \( P_{\text{wig}}^{\text{fid}} \) part, such that the scaling only affects the oscillatory part \( \Theta_{\text{lin}}^{\text{fid}} = P_{\text{lin}}^{\text{fid}} / P_{\text{wig}}^{\text{fid}} \).
while the no-wiggle broadband shape is marginalized over. In practice, this is achieved by setting the following model power spectrum $P_{\text{model}}$ into eq. (2.2) \cite{27, 28}:

$$P_{\text{BAO}}(k, \mu) = B^2(1 + \beta \mu^2 R)^2 P_{\text{nw}}^\text{fid}(k) \left[ 1 + \left( C_{\text{lin}}^\text{fid}(k) - 1 \right) e^{-\frac{1}{2} \left( \alpha^2 k^2 \Sigma_\parallel^2 + (1 - \mu^2) k^2 \Sigma_\perp^2 \right)} \right], \quad (2.4)$$

where $B$ represents a global amplitude parameter, $\beta$ (defined as $\beta = f/b_1^2$) incorporates linear (Kaiser) redshift space distortions, the damping terms ($\Sigma_\parallel, \Sigma_\perp$) include the anisotropic, non-linear damping of the BAO-amplitude and $R$ is either the smoothing scale used in reconstruction (see section 2.3), or set to zero in case the BAO fit is performed on pre-reconstruction measurements.

In addition, the broadband power spectrum is marginalized over by adding to each power spectrum multipole the following polynomial expansion of order $N = 5$ for BOSS LRGs and $N = 3$ for eBOSS LRGs:

$$g^{(\ell)}(X_{\text{BAO}}) = \sum_{i=1}^{N} A_i^{(\ell)} k^{2-i}. \quad (2.5)$$

Hence, our BAO-model is fully described by 2 physical parameters $\Theta_{\text{BAO}}^{\text{phys}} = \{\alpha_\parallel, \alpha_\perp\}$ and 23 (15) nuisance parameters for BOSS (eBOSS) LRGs $\Theta_{\text{BAO}}^{\text{nuis}} = \{\beta, B_{N/S}, A_i^{(\ell)}_{N/S}\}$ per redshift bin, where subscripts ‘N’ and ‘S’ stand for the north and south galactic caps. The damping terms ($\Sigma_\parallel, \Sigma_\perp$) are not varied freely but are set to fiducial values estimated from the mocks of each sample (see section 3.2). This is the standard procedure of the official BOSS and eBOSS papers which we adopt here for a transparent comparison. This approach has been extensively validated by exploring the impact of relaxing these fixed values, or varying them with Gaussian priors (see table 12 of \cite{29} as an example), where no significant shift on the BAO position or its error has been found.

### 2.2.2 RSD compression

In addition to the BAO analysis, where only the ‘horizontal’ information (coming from the wiggle position as a function of the angle to the LOS) is considered, the RSD analysis aims to gain cosmological insight also from the ‘vertical’ information (coming from the relative broadband amplitude as a function of the angle to the LOS).

Therefore, the first ingredient of the RSD compression are the scaling parameters $\{\alpha_\parallel, \alpha_\perp\}$ defined in eq. (2.1) which capture the AP-effect and are also sensitive to the absolute position of the BAO at drag epoch. Although strictly speaking the AP effect affects all scales (and not only the BAO scale) it has been shown (see appendix D of \cite{21}) that the BAO signal greatly dominates over the rest of the scales, and therefore it is common practice in the literature to treat the BAO scale as fully degenerate with the scale dilation parameters (see also sections 2 and 3 of \cite{21} for a further discussion on this topic).

The redshift space distortion effects on the other hand are sensitive to the following combination of parameters: the growth of structure $f$ times the amplitude of matter fluctuations at the scale of 8 Mpc $h^{-1}$,

$$f(z) \times \sigma_8(z) \equiv f\sigma_8(z) = \Omega_m^2(z) \times \left[ \int_0^\infty dq q^2 P_{\text{lin}}(q; z) W_{\text{TH}}(q R_8) \right]^{1/2} \quad (2.6)$$

$^2$Within the BAO analysis we do not use this parameter to measure the growth rate $f$, but rather marginalize over it.
where $\gamma = 6/11$ for General Relativity, $W_{\text{TH}}$ is the top-hat function, which in this case smooths the fluctuations of the matter field in a scale of $R_8 \equiv 8 \, \text{Mpc} \, h^{-1}$.

In practice, this is implemented within the fixed template fits as follows: the amplitude of matter fluctuations $\sigma_8$ is fixed by the template, which provides a ‘standard amplitude’ in a similar fashion to the standard ruler $r_d$. The free parameter of the RSD compression is the growth rate $f$, which enters the galaxy power spectrum $P_g$ in redshift space following the TNS \cite{30} model,

$$P_{\text{RSD}}(k, \mu) = \left(1 + [k \mu \sigma_f]^2 / 2\right)^{-2} \left[ P_{g,\delta\delta}(k|\Omega_{\text{fid}}, \mathbf{b}) + 2 f \mu^2 P_{g,\delta\theta}(k|\Omega_{\text{fid}}, \mathbf{b}) + f^2 \mu^4 P_{g,\theta\theta}(k|\Omega_{\text{fid}}) + b_1^2 A_{\text{TNS}}(k, \mu, f/b_1) + b_2^2 B_{\text{TNS}}(k, \mu, f/b_1) \right],$$

where the density (\('\delta\delta\')), velocity (\('\theta\theta\')) and cross (\('__\delta\theta\__) contributions to the galaxy power spectrum are obtained by applying two-loop Re-summed Perturbation Theory (2LRPT) to the fiducial power spectrum template as described in \cite{28}. The power spectrum terms also depend on a set of bias parameters $\mathbf{b} = \{b_1, b_2, b_{3\text{halo}}\}$ \cite{31}, where we assume the non-local bias parameters to follow the local Lagrangian prediction \cite{32,33,34} of the co-evolution model $b_{3\text{halo}} = -4/7(b_1 - 1)$ and $b_{3\text{halo}} = 32/315(b_1 - 1)$. These choices are justified by the findings on N-body mocks with a HOD consistent with BOSS LRGs \cite{21,35}. We study the impact of relaxing these assumptions in Appendix A. The functions $A_{\text{TNS}}, B_{\text{TNS}}$ are provided by \cite{30} and the Fingers of God effect (FoG, highly nonlinear RSD along the LOS on small scales, \cite{36}) are modeled via the Lorentzian damping term in front of eq. \eqref{eq:2} with free parameter $\sigma_f$. The model of eq. \eqref{eq:2.7} has a limited scale-range of validity due to certain effects such as shell-crossing, extra velocity terms caused by non-linear redshift space distortions, the complexity of galaxy formation encoded by only few galaxy bias parameters, or the effective Fingers-of-God pre-factor term. Because of these, we truncate our model at some effective scale we refer as $k_{\text{max}}$, which filters out all the effects present in the data, but not described by our model. We calibrate the value of $k_{\text{max}}$ using accurate N-body simulations whose galaxies have been populated according to state-of-the-art techniques and validated by the official BOSS collaboration to describe the data we work with. In section 6.2 we quantify the systematic error-bars of our model with the truncation scale used on the data sample, finding these are negligible compared to the statistical errors of the BOSS/eBOSS data set when we set $k_{\text{max}} = 0.15 \, h \, \text{Mpc}^{-1}$ for the $z < 1$ and $k_{\text{max}} = 0.30 \, h \, \text{Mpc}^{-1}$ for the $z > 1$ dark matter tracers.

Finally, we also take into account deviations from Poisson shot noise, $P_{\text{Poission}}$, in the monopole by setting into eq. \eqref{eq:2}

$$g^{(\ell=0)}(X_{\text{RSD}}) = P_{\text{Poission}} \left[ \frac{\sigma_{\text{noise}}}{\sigma_8} \frac{\alpha_{\|}}{\alpha_{\perp}} - 1 \right],$$

where the $P_{\text{Poission}}$ values are provided by BOSS and eBOSS and $\sigma_{\text{noise}}$ is a free parameter for each redshift bin. Hence, the free parameters of the RSD compression consist of 3 physical parameters $\Theta_{\text{phys}}^{\text{RSD}} = \{\alpha_{\|}, \alpha_{\perp}, f, \sigma_8\}$ and 8 nuisance parameters $\Theta_{\text{nuis}}^{\text{RSD}} = \{b_1^{N/S}, b_2^{N/S}, \sigma_p^{N/S}, A_{\text{noise}}^{N/S}\}$ per redshift bin.

### 2.2.3 ShapeFit compression

The ShapeFit method is a simple, yet powerful, extension of the BOAO+RSD compression, that has been developed and validated in \cite{21}, applied to BOSS DR12 data in \cite{24} and successfully
verified on high-volume N-body mocks [23] in the context of the blind PT challenge [22]. Below we briefly introduce the extra parameter of ShapeFit and the relevant cosmological interpretation.

First of all, it is important to stress that in the fixed template method what is fixed is actually not the amplitude $\sigma_8$ at a fixed scale $R_8$, but the amplitude $\sigma_{s8} = \sigma(R_{s8})$ at the scale

$$R_{s8} \equiv s \cdot 8 \text{ Mpc} h^{-1}, \quad s = \frac{r_d}{r_{d\text{fid}}} \ ,$$  

(2.9)

because all scales within the fixed template method can only be expressed in units of the standard ruler $r_d$. Further explanation is provided in section 3.2 of [21] and eq. (3.6) therein.

Then, in addition to the RSD compression parameters from section 2.2.2, we include the shape parameter $m$ proposed in [21] (same parameterization and parameter values as eqs. (3.7) and (3.8) therein), which aims to capture information from the no-wiggle linear matter transfer function $T_{nw}(k)$. Indeed, the shape of the transfer function for any model is predominantly determined by its slope in the transition region between the very large scales (where $T_{nw}(k)$ is constant) and small scales (where it behaves like a power law). In particular, the scale-dependent slope reaches its maximum at the pivot scale $k_p = \pi/r_d \sim 0.03 \text{ hMpc}^{-1}$, related to the standard ruler. The reason for scaling $k_p$ with $r_d$ instead of with the equality scale $k_{eq}$, which also determines the broadband shape of the linear power spectrum, is twofold. First, the presence of baryon perturbations induces an abrupt suppression at a scale related to $r_d$. Second, within our fixed-template approach we have to choose a single scale to set our unit system. We therefore rely on the assumption that the baryon density and hence the sound horizon are nonzero. However, this assumption could be in principle relaxed, if a different choice of unit system is preferred. In practice the pivot scale $k_p$ as defined above is in a sweet spot: it is on large, linear scales where the scale dependence of the measured galaxy power spectrum is expected to be a faithful tracer of the transfer function shape and non-linearities are unimportant, yet it is a scale that is small enough to be sampled reasonably well by state-of-the-art and upcoming surveys.

Consequently, the measurement of $m$ can be interpreted within any model of choice as

$$m = \frac{d}{dk} \left( \ln \left[ \frac{(r_{d\text{fid}}/r_d)^3 \cdot T_{nw}^2 \left( \frac{r_{d\text{fid}}}{r_d} \cdot k \right)}{T_{nw}^{\text{fid}}(k)} \right] \right) \bigg|_{k = k_p} .$$  

(2.10)

Note that, within the $\Lambda$CDM model, $m$ does not depend on redshift, but a suite of physical processes might in principle introduce a (real or effective) redshift dependence. Hence, when we fit the BOSS and eBOSS data, $m$ is recovered as a function of redshift. Only in the later stage, under the interpretation of $m$ within a specific model, redshift-independence is imposed.

Finally, our baseline ShapeFit parameter set for each redshift bin contains 4 physical and cosmologically interpretable parameters $\Theta_{\text{phys}}^{\text{ShapeFit}} = \{ \alpha_{||}, \alpha_{\perp}, f\sigma_{s8}, m \}$ and the 8 nuisance parameters $\Theta_{\text{nuis}}^{\text{ShapeFit}} = \{ b_1^{N/S}, b_2^{N/S}, c_{\rho}^{N/S}, A_{\text{noise}}^{N/S} \}$ already introduced in section 2.2.2. The fits are carried out in the same fashion as described therein, so $P_{\text{ShapeFit}}(k, \mu) = P_{\text{RSD}}(k, \mu)$ where the linear no-wiggle transfer function is modified via the shape parameter $m$.

---

3Effects of systematics or physics beyond the $\Lambda$CDM can leave signatures on $m$ see [24]
2.3 Reconstruction

It is customary to use the technique of reconstruction [8] to enhance the BAO peak detection within BAO fits.

The reconstructed catalogues are generated using the algorithm described by [9, 37] where the underlying dark matter density field is inferred from the actual galaxy field. This can be done efficiently only for tracers with sufficient high-density of objects, in our case the LRG samples. During the reconstruction process, each galaxy position is displaced to the position where this galaxy would reside if there were no bulk flows. This process successfully removes most of the non-linear effects from the BAO feature and enhances the detection of the BAO peak.

In this paper, as done in all similar SDSS analyses, we fit the reconstructed data with minimal information from the broadband clustering signal, attempting to isolate the signal of the BAO peak position along and across the LOS. This allows us to effectively constrain only $\alpha_\parallel$ and $\alpha_\perp$ from these catalogues.

The reconstruction process effectively produces a new catalogue of galaxies which we refer to as the post-reconstructed (or post-recon) catalogue. Conversely, the original catalogue takes the name of pre-reconstructed (pre-recon) catalogue. We treat the pair, reconstructed and pre-reconstructed catalogs as two separate but correlated catalogs; as such, the data-vectors derived from each can be combined using the appropriate correlation matrix, estimated from mock galaxy surveys as described in section 3.3.

2.4 Adopted naming convention for methodology and analysis approaches

In the rest of this paper we adopt the following naming conventions. We refer to BAO+RSD analyses as ‘classic’ approach and often use these two names interchangeably. This can be seen as a data compression that extracts the BAO and RSD signature into three purely late-time physical parameters, or physical variables, per redshift bin: $\{\alpha_\parallel, \alpha_\perp, f\sigma_8\}$

The BAO signal is usually extracted from the reconstructed catalog. When this is not clear from the context we refer to this as BAO post-recon (as opposed to BAO pre-recon). The RSD analysis is always performed in the pre-recon catalogue. The BAO+RSD ‘classic’ analysis is extended by ShapeFit. We refer to this extended BAO+RSD+Shape as ShapeFit, interchangeably. In this case the full data set is compressed into four physical parameters per redshift bin, the forth being the shape parameter $m$, which is however not purely a late-time parameter. In the case that the shape parameter $m$ is varied during the template fit, but is not used for the cosmological interpretation, i.e., $m$ is marginalized but only the compressed variables representing BAO+RSD information are interpreted, we refer to that as ‘classic’ fit as well, because effectively the results are indistinguishable [21]. When the reconstructed catalogs are available, the full data set incorporates a stronger BAO signal by including a BAO post-recon analysis. This represents a further improvement to the original ShapeFit proposal and its applications to date [21, 23, 24], where the BAO signal was extracted exclusively from the pre-recon catalog.

\[\text{footnote:} \text{The } f\sigma_8 \text{ convention was introduced by [21] only very recently, as it represents the quantity that the ‘classic’ fixed-template approach actually measures instead of } f\sigma_8. \text{ As ref. [21] clearly explains, it is straightforward to convert between the two quantities at the cosmological interpretation step.}\]
3 Data

We use the publicly available data from the Sloan Digital Sky Survey-III [38, 39] and - IV [40, 41], corresponding to the respective observation campaigns, BOSS [42] and eBOSS [43]. Both campaigns make use of two multi-object spectrographs [44, 45] installed on the Apache Point Observatory 2.5-meter telescope located in New Mexico, USA [46] to carry out spectroscopic measurements from photometrically selected Luminous Red Galaxies (LRGs), Emission Line Galaxies (ELGs) and Quasar (QSO) samples, which have been used for both clustering and Ly-\(\alpha\) studies.

In this paper we focus on re-analyzing only the LRG [47, 48] and quasar clustering [49] catalogues. For simplicity we do not re-analyse the Main Galaxy Sample (MGS) [50] and ELG samples [51], neither the Ly-\(\alpha\) forest studies [52], which would require an effort beyond the scope of this paper. The reason for not doing so is the complex treatment of systematics on the ELG sample, the low statistical power of the MGS, and the significantly different pipeline for analysing Ly-\(\alpha\) forest data.

However, in our cosmology fits later in section 5, we incorporate the eBOSS DR16 Lyman-\(\alpha\) BAO-only compressed variable results of [52] obtained from their auto- (Ly\(\alpha\) × Ly\(\alpha\)) and cross- (Ly\(\alpha\) × QSO) spectra measurements at redshift \(z_{\text{eff}} = 2.33\). Collectively this data set probes the last 10 billion years of cosmic evolution through more than 2 million spectra.

To complement this ‘late-time’ data-sample for the purpose of cosmological interpretation in section 5, we include additional ‘early-time’ probes presented in section 3.4.

3.1 BOSS and eBOSS Data samples

We analyze the power spectrum multipoles –monopole, quadrupole and hexadecapole– of the catalogues listed in table 1, consisting of a total number of 1,723,267 unique objects, covering a redshift range of \(0.2 < z < 2.2\). The goal is to perform a consistent BAO, RSD and ShapeFit-type of analysis which does not make \textit{a priori} assumptions about the true underlying cosmological model or family of models, yet at the same time maximizes the amount of inferred cosmological information. These catalogues were originally analyzed by the BOSS and eBOSS team, with a strong focus on BAO and RSD features: [27, 53–58] analyzed the BOSS DR12 samples, [28, 29, 59, 60] analyzed the eBOSS DR16 samples. In addition, eBOSS also analyzed the ELG sample [51, 61, 62], which we do not use in this paper. Finally, these measurements were consistently combined by the BOSS and eBOSS collaboration in [63] and [12], respectively. Additionally to the standard RSD and BAO analyses, [64, 65] performed an analysis on BOSS data extracting also information on \(\Omega_{m}h^2\) from the shape of the power spectrum. Recently, further studies have been published focusing on analyzing BOSS and eBOSS data by fitting the full power spectrum to the prediction of a specific model (see for e.g., [16, 17, 66–70] just as few examples). Later in section 5.4.1 we compare our results to their findings.

Throughout this paper we always assume that the northern and southern hemispheres are statistically independent, as it is the common practice. In the same fashion, we consider that the different redshift bins are independent, unless they are overlapping. This is the case for the BOSS DR12 redshift bins at \(0.2 < z < 0.5\) and \(0.4 < z < 0.6\), for which the covariance is inferred from a suite of mock galaxy surveys, as described in section 3.2. On the other hand the eBOSS DR16 LRG and quasar sample do overlap in the redshift range \(0.8 < z < 1.0\), but their covariance can be neglected because of the low density of objects in this range (especially for quasars) as motivated in section 3.1 of [12].
| Catalogue            | tracer | range         | patch | objects | Ref |
|---------------------|--------|---------------|-------|---------|-----|
| BOSS DR12 LRG       | 0.2 < z < 0.5 | north       | 429,182 | [47]    |
| BOSS DR12 LRG       | 0.2 < z < 0.5 | south       | 174,819 | [47]    |
| BOSS DR12 LRG       | 0.4 < z < 0.6 | north       | 500,872 | [47]    |
| BOSS DR12 LRG       | 0.4 < z < 0.6 | south       | 185,498 | [47]    |
| BOSS DR12 + eBOSS DR16 LRG | 0.6 < z < 1.0 | north   | 255,741 | [48]    |
| BOSS DR12 + eBOSS DR16 LRG | 0.6 < z < 1.0 | south   | 121,717 | [48]    |
| eBOSS DR16 QSO      | 0.8 < z < 2.2 | north       | 218,209 | [49]    |
| eBOSS DR16 QSO      | 0.8 < z < 2.2 | south       | 125,499 | [49]    |

Table 1. List of SDSS-III and -IV catalogues used in this paper and their number of objects. The total number of unique objects is 1,723,267, and the total effective volume is $2.82 \text{[Gpc}^{-1}]^3$.

Figure 1. Measurements (points with error-bars) and best-fitting model (dashed lines with colors matching the data points). As labeled, the panels show the pre-reconstructed monopole (top-left), quadrupole (top-right) and hexadecapole (bottom-left) for the quasar sample and the three LRGs redshift bins. In each panel the bottom inset shows the residuals normalized by the rms. The bottom right panel shows the post-recon isotropic and anisotropic signals for the three LRGs redshift bins normalized by a smooth spectrum (broadband, BB) to highlight the BAO feature. Low (and high) LRG redshift bins are displaced vertically by $-(+0.15)$ for visibility.

The power spectra multipole measurements for the pre-recon LRGs and QSOs are displayed in figure 1 along with the BAO post-recon signal in the three LRG redshift bins as points with error-bars. Colored dashed lines are the best-fits of the model (see section 4).
In the pre-recon panels the lower insets show residuals with respect to this model, whereas for the post-recon panel the two insets show the BAO feature in the monopole (isotropic BAO, upper inset) and in the $\mu^2$-moment (anisotropic BAO, bottom inset), defined as, $P(\mu^2) \equiv P(0) + 2/5 P(2)$. Black dotted lines in the bottom right panel display the best-fit ‘mean’ level for the broadband (no-wiggle) power. Note that the three LRG samples have been displaced vertically for visibility.

### 3.2 Galaxy mocks

Galaxy survey mocks are crucial to estimate the covariance matrices for the adopted data vectors. We employ a suite of galaxy mocks, matching the clustering properties and the sky-geometry of the data samples presented in table 1. These consist of $2 \times 2048$ realizations of the Multi-Dark Patchy mocks [71] for the northern and southern patches (hereafter Patchy mocks), for the two BOSS DR12 LRG samples. Additionally we consider $2 \times 1000$ realizations of the EZmocks [72] for the BOSS DR12 + eBOSS DR16 LRG sample, and for the eBOSS DR16 quasar sample, also for northern and southern patches. The EZmocks are generated from 5 different snapshots of large cubic periodic simulations based on the Zeldovich approximation [73], while the Patchy algorithm is based on 4 different snapshots of Augmented Lagrangian Perturbation Theory [74] and a bias scheme (hence the Patchy and EZmocks are often refereed to as fast mocks). Fast mocks are well suited for evaluating covariance matrices but their adoption to test or calibrate the accuracy of the adopted modeling of the signal require some care.

| Cosmology  | $\Omega_m$ | $\Omega_b$ | $h$ | $10 \times \Omega_\nu$ | $n_s$ | $A_s \times 10^9$ | $r_d$ [Mpc] |
|------------|------------|------------|-----|------------------------|------|-------------------|-------------|
| Fiducial   | 0.310      | 0.0481     | 0.676| 1.400                  | 0.97 | 2.040             | 147.78      |
| EZ         | 0.307115   | 0.048206   | 0.6777| 0                       | 0.9611 | 2.1151            | 147.66      |
| Patchy     | 0.307115   | 0.048206   | 0.6777| 0                       | 0.9611 | 2.1476            | 147.66      |

Table 2. List of cosmology models used in this paper: the reference or fiducial cosmology used for the fixed template (for convenience this is the same as the one used for the BOSS and eBOSS analyses in [11, 12]) and the true underlying cosmology of the two set of mocks used in this paper.

In total we have 12,192 mock realizations of the pre-reconstructed catalogues. Additionally, we run the reconstruction algorithm introduced in the previous section on the LRG samples, obtaining an additional set of 10,192 realizations of the post-reconstructed mocks. Power spectrum multipoles are computed for each of these 22,384 mock realizations to extract a reliable power spectrum covariance, $C_{k,k'}^\ell$, which allows us to individually fit each redshift-sample of both data catalogues and mock catalogues. The exact setup of these fits is described in section 3.3.

The true underlying cosmology of these mocks and the fiducial cosmology used to analyse them can be found in table 2. Additionally, in table 3 we list the mocks’s true underlying distance ratios, $D_H/r_d$, $D_M/r_d$, the expected values for the scaling parameters $\alpha_{\parallel, \perp}$, the true growth of structure parameter $f\sigma_8$, and the expected shape parameter $m$ when these mocks are analyzed using the fiducial cosmology. Later in section 6 we will show how the actual analyses on the mocks perform and how close they are to their expected values.

### 3.3 Pre- and post-recon catalogue combination

The main results of this work (which are presented in section 4) are the constraints on the compressed physical variables $\Theta_{\text{phys}}^{\text{combined}} = \{D_H/r_d(z), D_M/r_d(z), f\sigma_8(z), m(z)\}^{\text{combined}}$
obtained by consistently combining post-recon BAO and pre-recon ShapeFit results

\[
\Theta_{\text{phys}}^{\text{combined}} = \Theta_{\text{phys}}^{\text{pre-recon}} \cup \Theta_{\text{phys}}^{\text{post-recon}} = \{D_H/r_d(z), D_M/r_d(z), f_{\sigma_{8s}}(z), m(z)\}^{\text{pre-recon}} \cup \{D_H/r_d(z), D_M/r_d(z)\}^{\text{post-recon}}.
\] (3.1)

For a combined post-recon BAO + pre-recon ShapeFit analysis it is crucial to correctly incorporate the covariance between the compressed variables from both types of fits. Especially the scaling parameters are expected to show a strong correlation for each pair of pre-recon and post-recon catalog. It is highly non-trivial to model this correlation analytically due to i) the non-linear nature of the reconstruction scheme and ii) the evident differences in the BAO and ShapeFit underlying models (especially the no-wiggle power spectrum decomposition).

One approach would be to infer the covariance matrix of the full combined data-vector \(\left(P_{\ell}^{\text{pre-recon}}(k, z) P_{\ell}^{\text{post-recon}}(k', z')\right)\) and perform a simultaneous pre- and post-reconstruction fit directly from the multipoles. On the other hand, here we follow the approach taken by the BOSS and eBOSS team of combining the pre- and post-reconstruction results at the level of compressed variables: \(\Theta_{\text{phys}}^{\text{pre-recon}} \cup \Theta_{\text{phys}}^{\text{post-recon}}\), which has the advantage of dealing with a smaller covariance matrix than the previous approach: \(12 \times 12\) elements for the BOSS LRG sample, and \(6 \times 6\) for the eBOSS LRG sample compared to \(380 \times 380\) and \(190 \times 190\) power spectrum elements, respectively. Recently, [75] showed how combining the pre- and post-recon information at the compressed variable stage only degrades the statistical precision on \(5 - 10\%\) with respect to the simultaneous pre- and post-recon fits.

From the pre-recon catalogues, we extract a set of compressed elements, \(\Theta_{\text{phys}}^{\text{pre-recon}}(z)\) for each of the \(12,192\) pre-recon mock realizations; and from the post-recon catalogues a compressed set of elements \(\Theta_{\text{phys}}^{\text{post-recon}}(z)\) from the \(10,192\) realizations.

Using this information we are able to extract the block off-diagonal elements among different overlapping samples (for BOSS DR12 \(0.2 < z < 0.5\) and \(0.4 < z < 0.6\) samples), and among the pre- and post-reconstructed catalogues (for BOSS and eBOSS LRG samples).

All pre-recon ShapeFit fits to the mocks and the data are carried out with the parameter and prior settings stated in table 4. For the post-recon BAO fits we use the same priors on the scaling parameters and uninformative uniform priors on the nuisance parameters. For all fits we follow as close as possible the configuration chosen within the official eBOSS BAO and RSD analyses. In particular, we choose \(k_{\text{max}} = 0.15\) hMpc\(^{-1}\) for ShapeFit analyses of the LRG samples and \(k_{\text{max}} = 0.30\) hMpc\(^{-1}\) for the ShapeFit analysis of the QSO sample and the BAO analyses of LRGs. In all cases, we apply a maximum scale cut at \(k_{\text{min}} = 0.02\) hMpc\(^{-1}\) since larger scales are prone to observational systematics.

| Redshift | \(D_H/r_d\) | \([\alpha_{||}^{\text{exp}} - 1] \times 10^2\) | \(D_M/r_d\) | \([\alpha_{\perp}^{\text{exp}} - 1] \times 10^2\) | \(f_{\sigma_{8s}}\) | \(m^{\text{exp}} \times 10^2\) |
|----------|-------------|-------------------------------|-------------|---------------------|----------------|---------------------|
| 0.38     | 24.46       | −0.01                         | 10.35       | −0.09               | 0.4736         | −1.15              |
| 0.51     | 22.64       | 0.03                          | 13.41       | −0.07               | 0.4806         | −1.15              |
| 0.698    | 20.21       | 0.09                          | 17.43       | −0.04               | 0.4659         | −1.15              |
| 1.48     | 12.92       | 0.21                          | 30.11       | 0.04                | 0.3828         | −1.15              |

Table 3. True distances, expected dilations (\(\alpha'\)'s), growth rate and shape (\(m\)) when Patchy and EZ mocks are analyzed using the fiducial cosmology of table 2 as reference cosmology. Redshifts 0.38 and 0.51 correspond to the Patchy mocks true cosmology, whereas redshifts 0.698 and 1.48 to the EZ mocks true cosmology. Note that the variables \(D_H/r_d\), \(D_M/r_d\) and \(f_{\sigma_{8s}}\) are not relative to the choice of the fixed-template used, and therefore do not have the index ‘exp’.
| Parameter (phys.) | Prior          | Parameter (nuis.) | Prior          |
|-------------------|----------------|-------------------|----------------|
| $\alpha_{||}$     | $[0.5, 1.5]$  | $b_1$             | $[0, 20]$      |
| $\alpha_{\perp}$  | $[0.5, 1.5]$  | $b_2$             | $[-20, 20]$ or $(5 \pm 2.5)$ |
| $f$               | $[0, 3]$       | $\sigma_P [h^{-1}\text{Mpc}]$ | $[0, 10]$      |
| $m$               | $[-3, 3]$      | $A_{\text{noise}}$ | $(1 \pm 0.3)$  |

**Table 4.** Baseline prior ranges for the physical (left) and nuisance (right) parameters used for *ShapeFit*. Uniform priors are denoted as [min, max], Gaussian priors as (mean ± std). The non-local bias parameters $b_{s2}$ and $b_{3nl}$ are assumed to follow the local-Lagrangian prediction as function of $b_1$ as described in section 2.

### 3.4 Ancillary and external ‘early time’ data

Beside the large-scale structure datasets presented above we include the following complementary data, but only at the stage of interpreting the data in the light of cosmological models in section 5.

- **BBN:** By measuring the light elements’ abundances of distant absorption systems – which serve as proxies for ‘primordial’ times and early-time physics– it is possible to infer the physical baryon energy density fraction $\omega_b$ relying on our knowledge on nuclear reaction cross sections from solar observations, and our ability to correctly model the nuclear processes of Big Bang Nucleosynthesis (BBN) occurring only one second after the initial singularity. In this work we adopt the value $\omega_b = 0.02235 \pm 0.00037$ from [12] (see also [76]) motivated by measurements of the relative deuterium to hydrogen abundance from [77] and solar fusion cross sections derived by [78].

- **Planck:** With its 2018 legacy data release [2] the Planck satellite mission provided the most detailed temperature and polarization maps of the cosmic microwave background (CMB) radiation ever observed. This relic radiation with mean temperature $T_{\text{CMB}} = 2.7255 K$ [79] was emitted when nuclei and electrons recombined $\approx 380,000$ years after the Big Bang, at redshift $z_{\text{rec}} = 1090$. We make use of the latest Planck data including the temperature and polarization auto and cross power spectra (TT, TE, EE, and lowE), as well as the Planck lensing measurements. CMB lensing measurements are certainly not early time, but this probe is used only in section 5 where model-dependence is re-introduced, so early-late separation is less important.

### 4 Model-Independent Results

Here we present the main results of this work, obtained from the ShapeFit analysis outlined in section 3.3. Our results are found in 4.1 and their comparison to the official eBOSS results is in section 4.2.

#### 4.1 BAO, RSD and Shape evolution over 10 billion years of cosmic history

ShapeFit results on the compressed parameters $\{D_H/r_d(z), D_M/r_d(z), f\sigma_8(z), m(z)\}$ are presented jointly for all analysed redshift bins as filled colored contours in figure 2. In addition, we show the BAO-only Lyman-α result of [52] (purple empty contour), which is included in our baseline dataset for cosmological interpretation in section 5. The strength of the presented compressed variables constraints relies on their model-independence. As inherent to the fixed template fits described in section 2.2, throughout the fitting process no model assumptions or
Figure 2. Main result of this paper: summary of the constraints on the compressed variables across all samples and redshifts. Filled, colored contours show the ShapeFit results. In the $D_H/r_d - D_M/r_d$ plane we also show the BAO-only result (empty, purple contour) obtained combining the Lyman-α auto- ($\text{Ly} \alpha \times \text{Ly} \alpha$) and cross- ($\text{Ly} \alpha \times \text{QSO}$) spectra measured at $z_{\text{eff}} = 2.33$ by [52]. These constraints do not assume a $\Lambda$CDM model. For comparison, we highlight the prediction for the Planck $\Lambda$CDM best-fit and allowed 2$\sigma$-range (black line, gray bands), and analogously the $\Lambda$CDM best-fit to the shown dataset including the corresponding 2$\sigma$-range (blue line, blue dotted lines).

‘internal model priors’ based on $\Lambda$CDM or any extensions to it are applied. And that is what makes this compressed dataset such a unique and powerful probe of the underlying nature of the Universe. Let us briefly specify the importance of model-independence for the different pieces of information represented by these compressed variables.

- Geometry: the geometrical information is traced via the AP anisotropy in units of the BAO scale, parameterized here by $D_H/r_d(z)$ and $D_M/r_d(z)$. Within any model,
the parallel, $D_H(z)$, and perpendicular, $D_M(z)$, distances with respect to the LOS are directly linked to each other (see definition below eq. (2.1)). By allowing the parameters $D_H/r_d(z)$ and $D_M/r_d(z)$ to vary freely, without any imposed correlation, we are able to cross-check whether our fundamental assumptions (FLRW metric, homogeneous and isotropic expansion, etc.) hold.

- **Growth:** the information on the history of structure growth is traced via RSD, parameterized here by the rescaled velocity fluctuation amplitude $f\sigma_8(z)$. Within Einstein’s theory of General Relativity, the redshift evolution of this quantity is directly linked to the matter density $\Omega_m$, which also determines the geometry of the universe. By allowing $f\sigma_8(z)$ to vary freely, on one hand we decouple these model-interdependencies between geometry and growth, and on the other hand are able to verify the validity of Einstein’s theory in the first place. Note that the RSD compression provides a unique dataset on (still not sufficiently explored) large scales, that may give rise to the detection (or ruling out) of certain modified gravity models.

- **Shape:** the Shape information, parameterized by $m(z)$, incorporates a number of physical effects already described before (see section 2.2.3). Most of these effects are of primordial, ‘early-time’, origin, and are not expected to leave an imprint on the Shape that varies with redshift, so $m(z) = m$. However, by constraining this parameter independently for each redshift bin, we may be able to find hints for models that have a redshift dependent impact on the Shape, for example due to a primordial non-Gaussianity signal $f_{NL}$, or use it as a flag for possibly unaccounted observational systematics (see [24] for more details).

It is important to note that geometry, growth and shape do not have the same degree of robustness when it comes to being affected by spurious signals (both coming from observations or theory modeling). In particular, the shape parameter is significantly affected by the assumptions made when accounting for the imaging weights (see for e.g., fig. 3 of [24]). It is also sensitive to assumptions such as locality of the bias (see Appendix A.) On the other hand it is well known that the BAO feature as extracted by the template-based approach is very robust to these and other systematics.

Thanks to the compression technique used here we are able to disentangle different signatures of different physical origin, connecting them to an area of the spectral analysis (low-\(k\), high-\(k\), isotropic-anisotropic signal), and a specific compressed parameter. This allows us to study them individually and set an extra layer of diagnosis test (and perform a more robust analysis), which is not accessible in direct model fits, as the full modeling observables all contain mixed information across the analyzed spectral range.

We also note that ShapeFit by construction does not include features beyond the three quoted signatures. In principle the power spectrum does contain information also in the amplitude of the BAO wiggles, as well as in the shape of high-\(k\) scales. However, this type of information is even less robust than the large-scale shape we include in this paper, and for this reason we have decided to not include it. However, we note that the ShapeFit formalism can be extended to capture those signals if they become sufficiently robust in the future. This goes beyond the scope of the present paper.

Having said that, we begin by comparing these model-independent constraints to the standard cosmological model, the flat $\Lambda$CDM model. In figure 2 we show the $\Lambda$CDM best-fit to our BOSS+eBOSS dataset as blue solid line, with the allowed 2\(\sigma\) region indicated via the
blue dotted lines. We show the same (black line, grey bands) when considering Planck data only. See section 5 for the exact setup of our cosmology fits.

We can appreciate that the compressed constraints are in excellent agreement with the independent Planck-only $\Lambda$CDM best-fit. In particular, the model-independent BAO and AP constraints in the $D_H/r_d - D_M/r_d$ plane follow exactly the model prediction, which only allows a very tight relation. Therefore, there is no hint from this test of geometry that we would need to abandon our fundamental assumptions on the homogeneous and isotropic FLRW metric. The same holds for growth, for which the low redshift probes are in excellent agreement with the Planck $\Lambda$CDM prediction. However, as already noted by the eBOSS collaboration [12], we observe a small excess of clustering of 1.5$\sigma$ for the QSO sample at $z = 1.48$. Although this is a rather mild anomaly (if any), we investigate the consistency between the LRG and QSO samples further in section 5.3. While our Shape measurements are all consistent with Planck’s $\Lambda$CDM prediction within 1$\sigma$, we note a subtle tendency of decreasing $m$ with decreasing redshift.

In summary, the model-independent analysis of BOSS and eBOSS galaxies and Lyman-$\alpha$ delivers a unique cross-check of our fundamental assumptions and provides further powerful confirmation of the standard, flat $\Lambda$CDM model.

### Table 5

| Sample ($z_{eff}$) | method  | $D_H/r_d$   | $D_M/r_d$   | $f\sigma_8$ | $m$           |
|-------------------|---------|-------------|-------------|--------------|---------------|
| LRG (0.38)        | Alam et al. | 24.89 ± 0.58 | 10.27 ± 0.15 | 0.497 ± 0.045 | −             |
| LRG (0.38)        | ShapeFit | 24.98 ± 0.61 | 10.24 ± 0.16 | 0.462 ± 0.045 | −0.066 ± 0.042|
| LRG (0.51)        | Alam et al. | 22.43 ± 0.48 | 13.38 ± 0.18 | 0.459 ± 0.038 | −             |
| LRG (0.51)        | ShapeFit | 22.26 ± 0.53 | 13.30 ± 0.19 | 0.482 ± 0.041 | −0.023 ± 0.044|
| LRG (0.698)       | Alam et al. | 19.77 ± 0.47 | 17.65 ± 0.30 | 0.473 ± 0.044 | −             |
| LRG (0.698)       | ShapeFit | 19.54 ± 0.45 | 17.70 ± 0.31 | 0.478 ± 0.043 | −0.008 ± 0.052|
| QSO (1.48)        | Alam et al. | 13.23 ± 0.47 | 30.21 ± 0.79 | 0.462 ± 0.045 | −             |
| QSO (1.48)        | ShapeFit | 13.27 ± 0.50 | 31.01 ± 0.82 | 0.458 ± 0.041 | −0.005 ± 0.033|

Note: The LRG samples at $z_{eff} = 0.38$ and 0.51 are correlated. The full covariance matrices for all these samples can be found in Appendix E.

### 4.2 Comparison with official BOSS and eBOSS results

As a next step we compare our ShapeFit constraints with the official BOSS and eBOSS results from [11, 12]. We compare to their consensus results obtained from Fourier and configuration space for pre-recon and post-recon catalogs where available, while our combined pre- and post-recon constraints are obtained from Fourier Space only.

The compressed variables constraints are shown in figure 3 and table 5 for each individual sample for ShapeFit (orange contours) and for the classic approach used by BOSS and eBOSS (purple contours). We find that both approaches are in excellent agreement only showing small deviations of order 0.2$\sigma$ and at most 1$\sigma$ in $D_M/r_d$ for the quasars. We see that the shape parameter is nearly uncorrelated with the other parameters, therefore we expect its effect on their error bars to be negligible. The ShapeFit error bars are in very good agreement with the official reported errors, although these are constructed in different way as described above: for
Figure 3. Comparison between the compressed variables inferred in this paper using ShapeFit (orange contours) and those from the official BOSS and eBOSS papers [11, 12] (purple contours) for all individual samples. ShapeFit constraints come from only using the Fourier space signal (the power spectrum), whereas the Alam et al. contours display the consensus between Fourier and configuration space. For the LRG panels both approaches (orange and purple contours) display the joint analysis of the full shape pre-recon and BAO post-recon signals. The numerical results are provided in table 5.

We conclude that our ShapeFit constraints on \{D_H/r_d, D_M/r_d, f\sigma_8\} are consistent with the official BOSS and eBOSS results there is an information gain coming from the correlation function signal, although this might be partially compensated by the inclusion of a systematic error contribution at the level of the compressed variables, which we do not consider here.\footnote{We explore the potential systematic error contribution of ShapeFit in section 6.}

However, note that most of the systematic error budget arises from modeling the two-point statistics and the choice of fiducial cosmology (see for e.g., fig. 14 of [80]), which in ShapeFit is already accounted for via the shape parameter $m$. We conclude that our ShapeFit constraints on \{D_H/r_d, D_M/r_d, f\sigma_8\} are consistent with
the official results and can be safely used for cosmological parameter estimation. In this work we are interested in using this set of parameters together with the shape $m$ for cosmological interpretation, see section 5. For further details on the ShapeFit systematic budget including the systematic error on $m$, see section 6.2.

5 Re-introducing model-dependence: Cosmology Interpretation

The advantage of parameter compression methods such as ShapeFit is that the whole power spectrum analysis presented before, from the performance on mocks towards the systematic budget determination, is performed only once, without the need to repeat it for every cosmological model in consideration. Therefore, once the three (four) compressed variables are obtained with the classic fit (ShapeFit), their cosmological interpretation is much more streamlined than for FM Fits.

In this section we are interested in the cosmological implications for selected cosmological models, of the ShapeFit results for the BOSS and eBOSS LRGs and QSOs samples described before, with particular focus on the information gain provided by the new shape parameter $m$ with respect to the classic BAO+RSD approach.

The models considered, the varied parameters and prior ranges for all the cosmological models considered are provided in table 6. These should be seen as few examples, chosen to compare more directly the ShapeFit performance with that of other approaches.

In order to connect the compressed set of parameters of the four redshift bins with the parameters of the model we run a Monte Carlo Markov Chain employing CLASS [81] as a Boltzmann code for generating the linear power spectrum. We follow the standard approach for connecting the scaling parameters and the growth of structure with the parameters of the model. A key point, and a novelty of ShapeFit is how to connect $m$ to the relevant parameters of the model. This is done by computing the smooth linear power spectrum (see Appendix D) and applying it to eq. (2.10). A more detailed explanation of this process is provided in [21], and in particular in fig. 5.

We start by considering the baseline $\Lambda$CDM model in section 5.1 and proceed with the extended cosmologies in section 5.2. We investigate the cosmological implications of the individual LSS tracers (LRGs, QSOs and Ly-$\alpha$) in section 5.3 and compare our results to other fitting approaches in section 5.4.

5.1 Baseline $\Lambda$CDM

We show our baseline results for the classic fit (green), that includes the BAO+RSD information, and for ShapeFit (blue), which adds the Shape information, in figure 4. The cosmological constraints from the BOSS+eBOSS surveys alone are shown as empty, dotted contours, while the filled, continuous contours include the BBN-motivated Gaussian prior on $\omega_b$ introduced in section 3.4. For comparison, we show the $\Lambda$CDM constraints from Planck alone (empty, black contours), which are in good agreement with the LSS ones.

The two panels of figure 4 correspond to the same cosmological runs, but for different parameter bases. On the left, we show the basis of varied parameters, while on the right we show those derived parameters that are more closely related to the physical parameters our LSS dataset is sensitive to, presented in section 4.1. Strikingly, the left panel parameters are quite unconstrained from LSS data alone. Both for the classic fit and for ShapeFit, there is a perfect degeneracy between $\omega_b, \omega_{cdm}$ and $h$ that can only be broken via the BBN prior.
Table 6. Prior ranges for the cosmological parameters. Whenever the extended parameters are not varied, they are fixed to $\Sigma m_\nu = 0.06 \, \text{eV}$, $N_{\text{eff}} = 3.046$, $\Omega_k = 0$, $w_0 = -1$, $w_a = 0$. The reionisation optical depth $\tau_{\text{reio}}$ and scalar tilt $n_s$ are only varied when Planck data is included in the chains, otherwise the scalar tilt is fixed to the fiducial value $n_s^{\text{fid}} = 0.97$

or other early-time information. On the other hand, the right panel’s parameters are almost insensitive to the BBN prior, which can be understood as follows.

The sound horizon scale in units of the Hubble constant today, $hr_d$, is measured from the isotropic BAO information. Therefore, its constraints are nearly identical for the classic fit and ShapeFit. This is not the case for $\Omega_m$, which is determined within the classic approach from the anisotropic BAO and AP effect alone, whereas for ShapeFit there is additional information coming from the shape $m$. As argued in [24] this parameter effectively constrains the combination $\Gamma_0 = \Omega_m h$, which is also known as ‘shape parameter’ [6, 82, 83]. However, this parameter combination does not take into account the shape sensitivity to $\omega_b$ due to the baryon suppression [84]. Therefore, in the right panel we show the more complex, scale-dependent ‘effective shape parameter’ $\Gamma_{\text{eff}}(k)$ defined in eq. (30) of [6] evaluated at the pivot scale $k_p$ introduced in section 2.2.3. This parameter is constrained very well by ShapeFit, which propagates into an improvement of $\Omega_m$ constraint with respect to the classic fit, even without imposing the BBN prior. Interestingly, we do not observe the same for the Hubble constant $h$, which for LSS data alone remains unconstrained even after adding $m$. Finally, the matter fluctuation amplitude $\sigma_8$ is well determined by both the classic fit and ShapeFit through our RSD measurement of the velocity fluctuation amplitude $f\sigma_8$. Note that this constraint is completely independent of the BBN prior, whereas the constraint on the primordial fluctuation amplitude $A_s$ shows a certain $\omega_b$-dependence. This is due to the fact that our LSS maps are sensitive to the total matter power spectrum amplitude and are not able to disentangle whether the amplitude is of primordial origin from inflation, from early time evolution of the transfer function (for example related to the baryon suppression at the time of photon decoupling) or attributed to the late-time growth of structures. Therefore, $\sigma_8$ is the natural variable to express the net clustering amplitude.

Another interesting aspect, related to the two parameter bases shown in the left and right panel of figure 4 respectively, is that for Planck alone the situation is inverted. While Planck constraints on physical densities $\omega_b$, $\omega_{\text{cdm}}$ and the Hubble parameter $h$ are much tighter than in the LSS case, they are of comparable size when considering the absolute matter density $\Omega_m$ and the sound horizon in units of the Hubble constant $hr_d$, which are strongly degenerate
in the Planck case. It is interesting to note that the constraint on $\Omega_m$ from LSS alone (with a very weak $n_s$ prior, see appendix C) is more stringent than that from Planck, yet well in agreement. This demonstrates the complementary nature between the shown early-time and late-time datasets.

We conclude that the shape $m$ delivers a significant piece of information leading to a strong improvement in $\Lambda$CDM parameter constraints. This is related to the findings of [85] who obtain a constraint on $H_0$ from the galaxy power spectrum marginalizing over the sound horizon scale. Here, for example, for $\Omega_m$ we find an improvement of factor 2 when including the Shape. A breakdown of the combined constraining power shown here into the contributions from individual tracers can be found in section 5.3. The exact numbers and how they compare to other approaches can be found in table 7 of section 5.4.

Figure 4. Baseline $\Lambda$CDM results for the classic fit (BAO+RSD information, green contours), ShapeFit (BAO+RSD+Shape information, blue contours) in comparison with Planck (black contours). The filled contours include a BBN-motivated Gaussian prior on $\omega_b$, while the dotted contours span the full uniform prior range of the baryon density. The left panel shows the results in the basis of the varied parameters, while the right panel shows the derived cosmological parameters, that are more naturally constrained by our LSS dataset. As a result, the parameters on the right panel are (almost) insensitive to the BBN prior, which is not the case for those on the left panel.

5.2 Extensions to the baseline $\Lambda$CDM model

We consider a variety of extensions to the baseline $\Lambda$CDM model in a similar way as presented in the official BOSS and eBOSS cosmology papers [12, 86]. Similar to those works, we focus on models that involve neutrino physics (sections 5.2.1 and 5.2.2) and models that change the geometry and growth history of the universe, such as curvature (section 5.2.3) and varying dark energy (section 5.2.4).

5.2.1 Massive neutrinos

The measurement of the sum of neutrino masses $\Sigma m_\nu$ is of major interest for the scientific community and within reach for upcoming (and ongoing) cosmological surveys. The presence
of massive neutrinos, or any relativistic, weakly-interacting particle species, that becomes non-relativistic once the temperature of the universe drops below its mass (also referred as ‘warm dark matter’) leaves a unique imprint on cosmological observables. If correctly modeled and verified for different probes, these features (described below in more detail) can lead towards the measurement of the sum of neutrino masses.

We know that neutrinos must possess a non-zero mass from neutrino oscillation experiments, that measure the mixing angle between neutrino flavours from different neutrinos sources, such as from solar and atmospheric [87], reactor [88] and accelerator [89] origins. The measured mixing angles can be translated into squared mass differences between the flavours. Although these measurements do not probe the absolute mass scale of neutrinos, they can be used to construct the minimal sum of neutrino masses allowed by the oscillation data given that the lightest neutrino has a mass of zero. Since the oscillation data is primarily sensitive to the squared mass differences (and not their sign), there are two possible mass hierarchies: either the smaller mass split occurs between the lightest and the second-to-lightest neutrino (normal hierarchy) or it occurs between the heaviest and the second-to-heaviest neutrino (inverted hierarchy). For the normal (inverted) hierarchy, the minimum neutrino mass sum consistent with the oscillation data is \( \Sigma m_\nu > 0.0588 \text{ eV} \) (\( \Sigma m_\nu > 0.0995 \text{ eV} \)) [90].

While from particle physics experiments it is very challenging to measure the absolute neutrino mass scale -the strongest and most recent 95% upper limit of \( \Sigma m_\nu < 2.4 \text{ eV} \) comes from the KATRIN experiment [91]- cosmological surveys are currently beating this limit by an order of magnitude. Intriguingly, the state-of-the-art 95% upper limit on the sum of neutrino masses coming from the combination of Planck with BOSS+eBOSS BAO and RSD data of \( \Sigma m_\nu < 0.102 \text{ eV} \) [12] is already very close to the lower limit predicted by neutrino oscillation experiments assuming the inverted hierarchy. Upcoming surveys will most probably either exclude the inverted hierarchy, detect a non-zero neutrino mass sum or even discriminate between neutrino masses of the individual flavours. However, any potential finding in this direction depends on the exact choice of underlying model. Therefore, it is crucial to verify the implications of non-zero neutrino masses for independent probes with robust control over any systematic effects that may arise from each probe. In this work, we introduce the shape of the power spectrum, parameterized through \( m \), as an additional observable that may serve (among others) as a smoking gun towards a non-zero neutrino mass detection.

The implications of non-zero neutrino masses for cosmology are manifold and rather complex. Their subtle impact on cosmological observables has been reviewed in [92]. In a nutshell, there are three main effects. First, the transition of neutrinos from relativistic to non-relativistic species leads to a change in geometry. Depending on whether the total matter density today \( \omega_m = \omega_{\text{cdm}} + \omega_b + \omega_\nu \) or the cold dark matter + baryon density \( \omega_{\text{cdm}} = \omega_{\text{cdm}} + \omega_b \) is kept fixed, either the early-time scale of equality between matter and radiation \( k_{eq} \) changes (in the former case) or the late-time distance ladder parameterised for example through the Hubble parameter \( h \) changes (in the latter case). This effect can be measured by combining CMB with BAO data for example. Second, since the massive (but still very light) neutrinos have much higher thermal velocities than ordinary matter, they do not cluster on scales smaller than their free-streaming scale. As a consequence, they wash out small-scale perturbations and slow down the growth of structures. This has a measurable impact on the redshift dependence of the growth rate, assessed by RSD data. The third effect is related to the second one. Since massive neutrinos do not only change the redshift-dependence of the growth rate, but also its scale dependence, they induce a step-like suppression of the matter power
spectrum at their free streaming scale. This has a measurable impact on the shape parameter \( m \).

So far, this third effect has not been taken into account within the classic approach, for a number of reasons. As shown in figure 1 of [21], the step-like suppression induced by massive neutrinos is very degenerate with the other \( \Lambda \)CDM parameters, in particular combinations of \( \omega_{\text{cdm}}, n_s, \sigma_8 \), at least within the restricted wavenumber range of \( 0.02 < k \left[ h \text{Mpc}^{-1} \right] < 0.15 \) usually investigated in galaxy clustering. Moreover, the marginalization over bias parameters, the FoG effect, etc., make it even harder to extract robust neutrino mass information from the data. Finally, the BAO+RSD information is considered more robust than the Shape information, which is subject to systematic uncertainties of observational (see section 6) and modeling nature, such as unaccounted for scale dependent bias, relativistic effects or primordial non-gaussianity (see [24] for the latter case). Using the ShapeFit framework, where the shape \( m \) is measured directly with nuisance parameters already marginalized out and the possibility to apply to it any custom systematic error budget, it is more convenient and intuitive to test the neutrino-mass-induced shape dependence of the power spectrum.

We assume three degenerate neutrinos with effective number of neutrino species \( N_{\text{eff}} = 3.046 \), and with the mass split equally among them. As in the classic BAO+RSD approach by [12], we compare our \( f\sigma_8 \) measurements to the model prediction of the ‘cold’ velocity fluctuation amplitude \( f\sigma_8^0 \), obtained from the cold dark matter + baryon power spectrum \( P_{\text{m}} \) instead of the total matter power spectrum \( P_m \). This quantity has been shown to represent the galaxy clustering amplitude in a more universal way, since galaxies are tracers of the cold+baryon density field, that excludes the neutrino perturbations [93, 94]. Accordingly, we obtain theoretical predictions for the shape \( m \) consistent with the ‘cb’ prescription by using the cold+baryon transfer function in the numerator of eq. (2.10).

We show our constraints on \( \Sigma m_\nu \) and its correlation with \( \Omega_m, \sigma_8 \), and the shape \( m \) in figure 5. Again, green and blue contours represent the classic fit and ShapeFit respectively. Parameter constraints derived from Planck alone are shown in black. The left panel shows parameter constraints for LSS+BBN data, while in the right panel LSS data is combined with Planck.

From the left panel we see that the BBN+BAO+RSD data alone can not constrain neutrino mass, due to its degeneracy with fluctuation amplitude \( \sigma_8 \). However, this degeneracy is broken by the slope \( m \). Hence, ShapeFit is able to provide an upper 95% confidence level bound on the neutrino mass of \( \Sigma m_\nu < 0.40 \text{eV} \), which is the tightest neutrino mass bound ever obtained from LSS data (in combination with the BBN prior). From Planck alone we find \( \Sigma m_\nu < 0.24 \text{eV} \), consistent with [2].

Note that the ShapeFit constraint relies on a fixed fiducial value of the primordial tilt \( n_s \). Letting it vary freely would completely degrade the ShapeFit neutrino mass constraint, since the slope variation induced by \( \Sigma m_\nu \) is degenerate with \( n_s \) on the scales we consider here. Planck on the other hand provides the angular power spectrum shape on a huge range of scales, so that the scale-independent tilt can be inferred with high precision.

In the right panel we show the case where Planck data and the BOSS+eBOSS data are fitted jointly. In this case the neutrino mass constraints become much tighter due to the complementary information Planck provides with respect to the LSS surveys. For our Planck+BAO+RSD dataset we find \( \Sigma m_\nu < 0.085 \text{eV} \). Note that this is slightly smaller than the value reported in [12], we have verified that this is due to the fact that we exclude the MGS and ELG samples from our dataset.

Interestingly, this upper bound barely changes when adding the shape \( m \), yielding \( \Sigma m_\nu <
as the additional information within the LSS shape is superseded by the Planck data. This can also be seen from figure 2 and has already been shown in figure 2 of [21]. We conclude that for this specific extension to the $\Lambda$CDM model the shape information from our BOSS+eBOSS dataset does not add much to the information that Planck provides. This also holds for all the other extended models analysed in this section. Therefore, in what follows, we focus on the cosmological constraints obtained from our dataset without Planck.

Nevertheless, $\Sigma m_\nu < 0.082$ eV at 95% C.L. implies that the minimum mass for the inverted hierarchy is excluded at 98% C.L. (assuming Gaussian errors).
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**Figure 5.** Neutrino mass, $\Sigma m_\nu$, bounds for different data combinations and $\Sigma m_\nu$ degeneracy with $\Omega_m$, $\sigma_8$, and the power spectrum slope at the pivot scale, $m$. Results obtained with the classic BAO+RSD Fit are shown in green, while the ShapeFit results are shown in blue. In the left panel we compare both types of fit when combined with the BBN-motivated prior on $\omega_b$ and with primordial tilt $n_s$ fixed to the reference value. For comparison, we also show the constraints obtained from Planck alone in black. In the right panel we show the results combined with Planck, allowing $\omega_b$ and $n_s$ to vary freely.

### 5.2.2 Varying effective number of neutrino species

Another degree of freedom related to neutrinos is the effective number of neutrino species $N_{\text{eff}}$. Given the standard model of particle physics and the measurement of Z-boson decay, we know that three neutrino species exist. However, we can not exclude that extra neutrino species (or other weakly interacting particles) existed in the early universe, when the temperature was higher than the energy range probed by laboratory experiments.

In this case the radiation density comprised of photons and neutrinos would change as

$$\omega_r = \omega_\gamma + \omega_\nu = \left[ 1 + \frac{7}{8} \left( \frac{4}{11} \right)^{4/3} N_{\text{eff}} \right] \omega_\gamma .$$

(5.1)

Varying the parameter $N_{\text{eff}}$ thus induces a change in the sound horizon $r_d$ and the scale of matter and radiation equality $k_{\text{eq}}$ while keeping the photon density (and therefore the CMB temperature fixed). At the background level, this effect is completely degenerate with the
Figure 6. Left panel: Cosmological constraints in the case of allowing free number of effective degrees of freedom. Right panel: Cosmological constraints in the case of allowing for curvature.

Hubble parameter $h$. Hence, extra relativistic degrees of freedom could help to reconcile the Hubble tension. However, this degeneracy is broken at the perturbation level, where $N_{\text{eff}}$ has a variety of subtle effects. Current CMB observations from Planck strongly disfavor deviations from 3 neutrino species, from our Planck dataset we find $N_{\text{eff}} = 2.941 \pm 0.45$ (95%) in agreement with [2].

We investigate whether ShapeFit is able to track the effect of $N_{\text{eff}}$ on the matter power spectrum, which are i) a smooth tilt in the transition region between the small and the large scale limit and ii) a modulation of the BAO amplitude. ShapeFit is sensitive to effect i) through $m$, but not to effect ii).

From the left panel of figure 6 we see that including $m$ reduces the cosmological parameter space allowed by LSS data. But neither the classic fit nor ShapeFit (both including the BBN-motivated prior on $\omega_b$) are able to constrain $N_{\text{eff}}$ due to its degeneracy with $h$. In fact, effect i) is a pure background effect coming from the shift in $k_{\text{eq}}$. To capture effect ii) as well we would need to extract the BAO amplitude from the data with ShapeFit, which is a challenging task due to non-linear effects, such as the BAO wiggle suppression, that need to be modeled accurately and cross-checked to be free of observational systematic effects. Note that we do not consider here the dependence of the baryon density $\omega_b$ and the Helium fraction $Y_{\text{He}}$ on $N_{\text{eff}}$ within the theoretical BBN prediction. We leave this, and a more complete fitting procedure including the BAO wiggle amplitude for future work.

When combining our LSS dataset with Planck we obtain $N_{\text{eff}} = 3.16 \pm 0.41$ (95%) for the classic fit and $N_{\text{eff}} = 3.12 \pm 0.38$ (95%) for ShapeFit, both consistent with the official Planck+BAO constraint $N_{\text{eff}} = 2.99 \pm 0.33$ (95%) from [2].

5.2.3 Curvature

Spatial curvature is usually parameterised by the curvature energy density parameter $\Omega_k$ today entering the Friedmann equation and Hubble expansion rate with a redshift dependence
proportional to \((1 + z)\). Also, non-zero curvature changes the geometry and as such the
comoving angular diameter distance \(D_M^{\Omega_k=0}\) (already defined in section 2.2 below eq. (2.1)) as

\[
D_M^{\Omega_k} = \frac{c}{H_0} S_k \left( \frac{D_M^{\Omega_k=0}}{c/H_0} \right), \quad S_k(x) = \begin{cases} 
\sin \left( \sqrt{-\Omega_k x} / \sqrt{-\Omega_k} \right) & \Omega_k < 0, \\
\Omega_k = 0, \\
\sinh \left( \sqrt{\Omega_k x} / \sqrt{\Omega_k} \right) & \Omega_k > 0.
\end{cases}
\]

While, when combining LSS data with Planck, the evidence for a flat universe with \(\Omega_k = 0\) is striking [2, 12] (see also table 9), here we are particularly interested in the constraining
power of our LSS data set on \(\Omega_k\) and whether the shape \(m\) helps to break its degeneracy with \(\Omega_m\) and \(h\).

In the right panel of figure 6 we show the constraints on these cosmological parameters along with their degeneracy with \(m\) for the classic fit (green), ShapeFit (blue) and Planck only (black). The latter provides the tightest constraint on curvature of \(\Omega_k = -0.0104 \pm 0.0067\). Note that we also include the Planck lensing signal here, which is in agreement with a flat universe and strongly improves constraints with respect to considering the Planck temperature and polarization spectra only leading to \(\Omega_k = -0.043 \pm 0.017\). For the classic fit we find \(\Omega_k = 0.047^{+0.083}_{-0.069}\) and for ShapeFit \(\Omega_k = -0.027^{+0.032}_{-0.037}\) delivering an improvement in constraining power of a factor \(\sim 2.7\). As can be seen in the figure, this improvement comes from the measurement of the shape \(m\).

All these results are consistent with zero curvature and their combination (either Planck + Classic or Planck + ShapeFit) gives \(\Omega_k = -0.0015 \pm 0.0016\). So, the Planck Shape information dominates over the LSS Shape constraint and the BAO+RSD measurements alone are
sufficient due to their high degree of complementarity to Planck enabling to lift most of the parameter degeneracies.

Note that curvature only affects the geometry and growth of the universe, it does not leave any imprint on the galaxy power spectrum slope. Still, the slope measurement matters,
due to its sensitivity to \(\Omega_m\), which breaks the degeneracy with \(\Omega_k\). But once Planck is added, the shape \(m\) does not further improve constraining power.

### 5.2.4 Varying Dark Energy

The most important science driver behind any state-of-the-art spectroscopic survey is to unravel the nature of dark energy, which delivers the force behind the accelerated expansion of the universe observed by many disparate probes. Currently, this accelerated expansion is in accordance with the General Relativity prediction of Einstein’s cosmological constant \(\Lambda\), but a microscopic explanation for this constant term in the Friedman equation, leading to a constant expansion rate, does not exist yet.

The most general macroscopic description for this term relies in the assumption of a fluid called dark energy with negative equation of state parameter \(w = p_{DE}/\rho_{DE}\) relating the dark energy pressure \(p_{DE}\) and density \(\rho_{DE}\). The dark energy equation of state parameter \(w\) governs the evolution of the universe at late times. In general, the scale-factor dependence of the energy density of any fluid with constant equation of state is \(\rho(a) \propto a^{-3(1+w)}\). For \(w < -1/3\), it describes a fluid giving rise to accelerated expansion. For \(w = -1\) in particular, the dark energy density \(\rho_{DE}\) remains constant yielding the same expansion rate as predicted by a cosmological constant \(\Lambda\).
In this section we consider three cases for the evolution of the equation of state $w(a)$ with scale factor $a$,

$$w(a) = \begin{cases} 
-1 & \text{(CDM)}, \\
 w_0 & \text{(wCDM)}, \\
 w_0 + w_a(1-a) & \text{(w$_0$w$_a$CDM)},
\end{cases}$$  

(5.3)

where the first case is consistent with CDM, the second exhibits an equation of state constant with cosmic time and the third allows for a time dependence phenomenologically motivated by [95, 96].
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**Figure 7.** Left panel: Cosmological constraints within the $w_0$CDM model. Right panel: Cosmological constraints within the $w_0w_a$CDM model.

We show the parameter constraints for the (wCDM) and ($w_0w_a$CDM) cases in the left and right panel of figure 7, respectively. Again, we display the results of the classic fit in green, ShapeFit in blue and Planck in black, where for Planck we include the full temperature, polarization and lensing data, as described in section 3.4.

Our findings are analog to the case of allowing for curvature in section 5.2.3. Although varying the dark energy equation of state does not lead to a change in galaxy power spectrum shape,\(^6\) the measurement of $m$ breaks the degeneracy of $w_0$ with $\Omega_m$ and $h$. Hence, with LSS-only information, ShapeFit yields a constraint on the equation of state of $w_0 = -1.007^{+0.083}_{-0.073}$, is nearly as precise as that from the combination of Planck with the classic BAO and RSD ($w_0 = -1.090^{+0.050}_{-0.041}$), and a factor $\sim 1.5$ improvement with respect to the classic fit result of $w_0 = -0.81 \pm 0.12$.

The same observation holds for the ($w_0w_a$CDM) case. The exact numbers are reported in table 9. There, we also show the results after combining Planck with our LSS dataset, finding that Planck dominates over the Shape constraints similar to the case of varying curvature. We conclude that, due to their high degree of complementarity to Planck, the information

---

\(^6\)In fact, varying dark energy does change the shape of the power spectrum at the scale of equality between matter and dark energy. However this scale is of order $k \lesssim 10^{-3} \, h/\text{Mpc}$ and is thus not observable.
contained in BAO and RSD is sufficient to constrain cosmological parameters globally, i.e., by combining disparate probes of the universe.
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**Figure 8.** Comparison of several models with respect to the compressed dataset. Each panel shows the redshift dependence (colored lines) and measurements (black data points) of the compressed variables rescaled to the Planck (labeled ‘P’) $\Lambda$CDM prediction (black dotted lines). The blue, continuous lines represent the best-fit $\Lambda$CDM prediction to the ShapeFit dataset. The magenta, sparsely dashed lines correspond to a $\nu\Lambda$CDM model with $\Sigma m_\nu = 0.40$ eV that is excluded by the ShapeFit dataset at 2$\sigma$. Finally, we show the $o\Lambda$CDM (red, dashed lines) and wCDM (green, dash-dotted) models, that deliver the best-fit to the classic dataset, but are vastly excluded by the measurement of the shape $m$.

Finally, we visualize the main conclusion of this section in figure 8, where we directly compare the most important extended models investigated in this section to the compressed data set and their $\Lambda$CDM predictions.

Each subpanel of figure 8 shows one of the compressed, physical parameters with respect to the Planck $\Lambda$CDM prediction displayed via the black dotted lines as a function of redshift. The measurements presented in section 3 and figure 2 are displayed as black data points and the blue continuous line represents the $\Lambda$CDM best-fit to the data set. Note that the information contained here so far is identical to figure 2. In addition, we show the theoretical predictions from three extensions to the baseline $\Lambda$CDM model, selected in the following way:

- $\nu\Lambda$CDM (magenta, sparsely dashed lines): We show the model corresponding to a neutrino mass of $\Sigma m_\nu = 0.4$ eV, which is excluded by ShapeFit at the 95% confidence level. This corresponds to the 2$\sigma$ edge of the blue contours in the left panel of figure 5.

- $o\Lambda$CDM (red, dashed lines): We show the best-fit model to the classic data set, consisting of BAO+RSD only, without the Shape information, when allowing $\Omega_k$ to vary freely. This corresponds to the best-fit of the green contours in the right panel of figure 6.
• **wCDM** (green, dash-dotted lines): Again, we show the best-fit model to the classic data set, but when allowing $w_0$ to vary freely. This corresponds to the best-fit of the green contours in the left panel of figure 7.

Figure 8 explicitly shows that -using LSS data alone- ShapeFit constrains models that leave in imprint on the power spectrum slope, such as in the $\nu\Lambda$CDM case. In addition, ShapeFit helps to constrain models by lifting parameter degeneracies, even if the parameter extensions themselves do not change the power spectrum slope, such as the $o\Lambda$CDM and $w\Lambda$CDM models. For these models in particular, by focusing on the red and green lines on figure 8, we can appreciate that the classic parameters are fitted equally well as the concordance $\Lambda$CDM, but these deviations from $\Lambda$CDM, deliver a Shape prediction in strong disagreement with the data. Therefore, the shape $m$ is a powerful probe when constraining models using LSS data alone.

Note that figure 8 is similar to figures 2 and 7 of the eBOSS cosmological results paper [12], but complementary in the parameter selection of the extended models shown. While their parameter choices are tuned to deliver a ‘good fit’ to Planck, but a ‘bad fit’ to their presented dataset, here we tune the parameters of $\Sigma m_\nu$, $\Omega_k$ and $w_0$ (and the remaining $\Lambda$CDM parameters) the other way around. As mentioned before, we select them such that the BAO and RSD compressed variables are fit well, but are in vast disagreement with our Shape measurement, (which is in agreement with Planck).

### 5.3 Consistency between individual tracers

We investigate the consistency between the different BOSS and eBOSS tracers (LRG’s, QSO’s, Ly$\alpha$) within the baseline $\Lambda$CDM model.

In figure 9 we show cosmological constraints from the three LRG samples at redshifts $0.2 < z < 1.0$ (red), the QSO sample at $0.8 < z < 2.2$ (light blue) and the Ly$\alpha$ forest at $1.8 < z < 4.0$ (purple) each, including a BBN prior. The results are shown both for the classic fit (empty dotted contours, labeled ‘CL’) and ShapeFit (filled contours, labeled ‘SF’) for comparison. Additionally, we show the cosmological constraints when combining all samples (green and dark blue contours) already presented in section 5.1. The best-fit Planck cosmology is indicated by black dashed lines.

We can appreciate the strong tightening of constraints due to the Shape for the LRG and QSO samples, especially in the $\Omega_m - h$ plane. As expected, this effect is stronger for the individual samples than for the combined ones, because already in the classic case the individual samples are highly complementary in their cosmological parameter degeneracy directions. Thus the Shape becomes less important the larger the analysed redshift range is. Also note that the Ly$\alpha$ forest plays a crucial role breaking the degeneracies in the $\Omega_m - h$ plane for the classic case. This is not the case for ShapeFit where the degeneracy is broken even across a smaller redshift baseline (see the consistency between red and dark blue contours).

In the $\Omega_m - h$ plane the consistency between LRG’s and QSO’s for ShapeFit is remarkable. However, the $\sigma_8$ parameter recovered by ShapeFit LRG’s and QSO’s reveals a discrepancy of 2.1σ. This should be compared to the 3.6σ tension between the same samples reported in Neveux et al. [70], who find,

$$
\sigma_{8,z=0}^{\text{LRG}} = 0.760 \pm 0.046 \quad \sigma_{8,z=0}^{\text{QSO}} = 1.12 \pm 0.10 \quad \text{[Neveux et al.],}
$$

whereas (using the same Gaussian priors on $\omega_b$ and $n_s$ as in [70]) we find,
Figure 9. Comparison of cosmological constraints for different tracers. Empty contours show the classic (CL) analysis (BAO+RSD for galaxies, BAO for Lyman-α) ΛCDM results for LRGs (red), QSOs (light blue), Ly-α (purple) and all combined (green). Filled contours show the corresponding ShapeFit (SF) ΛCDM results via the same color scheme, but with combined results shown in blue. Note that the green and blue contours here represent the same cases as in figure 4. In all cases a BBN prior on $\omega_b$ is assumed. Dashed black lines indicate the Planck best-fit cosmology.

\[ \sigma_{8, z=0}^{\text{LRG}} = 0.814 \pm 0.043 \quad \sigma_{8, z=0}^{\text{QSO}} = 0.993 \pm 0.071 \quad \text{[this work]} \]  

While the LRG results of both methods can not be directly compared to each other, since [70] do not include the BOSS medium redshift sample at $z_{\text{eff}} = 0.51$ and neither the BAO post-recon information, the 1σ discrepancy in $\sigma_8$ for QSO alone is surprising. We suggest that it is related to the differences between the FM approach of [70] and ShapeFit, coming from the lack of constraining power of the quasar sample alone. Nevertheless, after combining the samples and covering a larger redshift range, our results are well in agreement with [70], as shown in table 7.

5.4 Comparison with other approaches

In this section we compare the cosmological results presented in sections 5.1 and 5.2 to the official eBOSS collaboration results [12] and the results obtained by other, independent groups, who have used the same BOSS+eBOSS dataset (or a subset of it). As the initial motivation of ShapeFit has been to provide a bridge between fixed-template (classic) and varying-template (full modeling) approaches [24], how ShapeFit compares to each of these very different ways of interpreting spectroscopic galaxy surveys is of particular interest.
5.4.1 Full modeling approaches

We compare our main results in light of the standard flat-$\Lambda$CDM model with three free parameters, $\{\Omega_m, H_0, A_s\}$ with the most recent studies applied to the BOSS and eBOSS samples using different full modelling approaches. The first two rows of table 7 display the best-fitting $\Omega_m$, $H_0$, $A_s$\textsuperscript{7} values for the ShapeFit approach, with and without assuming a BBN prior on $\omega_b$, and with a fixed value of $n_s$ to its reference value as described in table 6. This is followed by the results of full modelling studies, of which four have been applied to the BOSS DR12 LRG data, and two to the QSO and LRG eBOSS DR16 data (which contains the BOSS DR12 data). In addition, we also include the parameters derived from applying ShapeFit to these samples. We briefly describe below the main assumptions of these different analyses and compare them to our findings.

| Sample | Priors | Method / Ref. | $\Omega_m$ | $H_0$ in km/s Mpc$^{-1}$ | $A_s \cdot 10^9$ | $\sigma_8$ |
|--------|--------|---------------|------------|-------------------------|-----------------|-------------|
| Full   | $n_s$  | ShapeFit      | 0.2971 ± 0.0061 | −                     | 2.39±0.43 43     | 0.857 ± 0.040 |
|        | $\omega_b$, $n_s$ | ShapeFit | 0.3001 ± 0.0057 | 68.16 ± 0.67          | 2.43 ± 0.20     | 0.858 ± 0.036 |
| LRG    | $\omega_b$, $n_s$ | D’Amico [16] | 0.309 ± 0.010 | 68.5 ± 2.2             | 1.52 ± 0.84     | −           |
| DR12   | $\omega_b$, $n_s$ | Ivanov [17]  | 0.295 ± 0.010 | 67.9 ± 1.1             | −               | 0.721 ± 0.043 |
|        | $\omega_b$, $n_s$ | Philcox [66] | 0.2962 ± 0.0082 | 67.81 ± 0.68          | −               | 0.739±0.041 39 |
|        | $\omega_b$, $n_s$ | Tröster [67] | 0.317±0.015 | 70.4 ± 2.4             | 0.71 ± 0.049    | −           |
|        | $\omega_b$, $n_s$ | Chen [68]    | 0.3030 ± 0.0082 | 69.23 ± 0.77          | −               | 0.733±0.047 69 |
| $n_s$  | ShapeFit [24] | 0.295 ± 0.014 | −       | 2.56 ± 0.51             | 0.806 ± 0.065   | −           |
| LRG    | $\omega_b$, $n_s$ | Neveux [70]  | 0.315 ± 0.013 | 66.9 ± 1.9             | −               | 0.763 ± 0.046 |
| DR16   | $\omega_b$, $n_s$ | ShapeFit     | 0.2984 ± 0.0066 | 68.20 ± 0.73          | 2.24 ± 0.24     | 0.820 ± 0.043 |
| QSO    | $\omega_b$, $n_s$ | Neveux [70]  | 0.321 ± 0.016 | 65.1 ± 1.9             | −               | 1.12 ± 0.10   |
| DR16   | $\omega_b$, $n_s$ | ShapeFit     | 0.350 ± 0.033 | 64.1 ± 3.1             | 3.25 ± 0.47     | 0.993 ± 0.072 |
| LRG    | $\omega_b$, $\omega_{cdm}$, $n_s$ | Semenaite [69] | 0.3037 ± 0.0081 | 68.55±0.94            | −               | 0.800 ± 0.039 |
| +QSO   | $\omega_b$, $n_s$ | Neveux [70]  | 0.308 ± 0.010 | 66.4 ± 1.4             | −               | 0.869 ± 0.046 |
| DR16   | $\omega_b$, $n_s$ | ShapeFit     | 0.3012 ± 0.0057 | 68.24 ± 0.67          | 2.42 ± 0.20     | 0.860 ± 0.036 |

Table 7. Comparison of ShapeFit results with other full modelling approaches when analyzing BOSS and eBOSS samples. The first column shows the used data sets in each approach, where ‘Full’ refers to the final release of the BOSS+eBOSS dataset shown in figure 2 (LRG+QSO+Lyα); LRG DR12 refers to the BOSS LRG sample, $0.2 < z < 0.75$; LRG DR16 to the whole BOSS and eBOSS LRG samples, $0.2 < z < 1.0$; and QSO DR16 to the whole eBOSS quasar sample, $0.8 < z < 2.2$. The second column shows which parameters have either been fixed or varied within a Gaussian prior in each analysis (see text for details). The first two rows (and also those rows labeled in bold) display the best-fitting parameters of this work either with or without the prior on $\omega_b$, motivated by BBN. Additionally, we display the results of other studies analyzing part of the BOSS and eBOSS data described here. All the quoted analyses assume a flat-CDM model, but D’Amico et al, Ivanov et al. and Philcox et al. (along with our results) have fixed the $n_s$ parameter to Planck best-fit finding, and Tröster et al., Semenaite et al. and Neveux et al., allow $n_s$ to vary within a certain range (see text). This difference may considerably enlarge the error-bars on some of the $\Lambda$CDM parameters.

\textsuperscript{7}The $\sigma_8$ is a derived parameter, obtained from the values of the $\{\Omega_m, H_0, A_s\}$ parameters. However, since some authors choose to show it (instead of reporting $A_s$) we decide to display it as well.
considered, whereas for the LOWZ sample only the northern cap is analyzed. The $\omega_b/\omega_m$ ratio and $n_s$ index are assumed fixed at Planck’s best-fit values.

Ivanov et al. [17] also use EFT to model the power spectrum monopole and quadrupole signals of BOSS DR12 applying the following redshift binning, $0.2 < z < 0.5$; $z_{\text{eff}} = 0.38$ and $0.5 < z < 0.75$; $z_{\text{eff}} = 0.61$; and considering the scales $k \leq 0.25 \text{Mpc}^{-1}h$, using both northern and southern galactic caps. An informative prior on $\omega_b$ is employed motivated Planck observations, and $n_s$ is fixed to Planck’s best-fit value. The neutrino mass is varied within the narrow range of (0.06-0.18) eV.

Compared to Ivanov et al. and D’Amico et al. results, our value for $A_s$ (or $\sigma_8$) is significantly larger. This is likely due to the fact that in their analysis the (necessary) re-normalization of the window function is ignored. We find, however, a very good agreement for $\Omega_m$ as well as for $H_0$, which are less affected by this effect. Our analysis returns significantly smaller error-bars: a factor 1.8 smaller for $\Omega_m$, a factor of 1.6 smaller for $H_0$ compared to Ivanov et al., a factor of 3.2 smaller for $H_0$ compared to D’Amico et al., because our analysis employs a larger sample, $0.2 < z < 4.0$, and it employs pre- and post-recon catalogues coherently, when available. The weaker constrain on $H_0$ from D’Amico et al. [16] with respect to Ivanov et al. [17] is due to the type of prior used: D’Amico et al. fix the $\omega_b/\omega_m$ ratio, whereas Ivanov et al. the baryon density $\omega_b$ (see the effect of this prior choice in Appendix B of [23]).

Philcox et al. [66] use the same BOSS DR12 sample, and the same priors on $w_b$, $\Sigma m_\nu$, and $n_s$, and a similar EFT model as described in Ivanov et al., but additionally include the signal from the post-reconstructed catalogues which improves the BAO constraint. This allows them to better constrain $H_0$ and $\Omega_m$ with respect to the corresponding pre-reconstructed study of Ivanov et al.. Compared to Philcox et al., ShapeFit with a BBN prior yields error-bars tighter by a factor of 1.4 for $\Omega_m$, equal for $H_0$, and tighter by a factor of 1.1 for $\sigma_8$. As before the disagreement in the best-fit value for $\sigma_8$ is caused by the (non) re-normalization of the window in their analysis. In general the agreement with the obtained $\Omega_m$ and $H_0$ best-fit values is very good.

Tröster et al. [67] use the same BOSS DR12 samples as in Ivanov et al., but instead of employing the power spectrum monopole and quadrupole signals they choose to model three LOS-wedges of the correlation function. They employ a perturbation theory model, gRPT, for describing the real-space statistics, combined with the TNS model from [30], and assume the usual local Lagrangian relations for the non-local biases. They use an informative but wider-than-usual prior on $\omega_b$ (about 10 times wider than the usual BBN prior from [77]). This choice impacts the error-bars on $H_0$, which are much wider than the above studies. They also choose to use an uninformative wide prior on $n_s$ which also affects $H_0$, as well as $\Omega_m$ and $\sigma_8$. Similarly to the above studies, Tröster et al. does not account for the necessary normalization of the window which impacts the recovered value of $\sigma_8$.

Chen et al. [68] use the same BOSS DR12 samples as in Ivanov et al., and as Philcox et al. they combine both pre- and post-recon catalogue information by simultaneously fitting the pre-recon power spectrum and post-recon correlation function. They fix $n_s \omega_b$, $\Sigma m_\nu$ to fixed values consistent with Planck results. Unlike the previous works they employ an implementation of the Lagrangian Perturbation theory [99, 100] to model both two-point statistics multipoles, and properly account for the normalization of the window of the power spectrum. We find that our results are in very good agreement for $\Omega_m$ and $H_0$, whereas their $\sigma_8$ best-fit value is $\sim 1\sigma$ lower than ours for this sample.

For completeness we also include the results derived from applying ShapeFit to the
BOSS DR12 LRG sample, divided in two bins as in Ivanov et al, as described in [24]. Unlike the other studies, we do not apply any prior on $\omega_b$ which only allows us to report constraints on $\Omega_m$ and $A_s$. The difference in $\sigma_8$ is partially (although not completely) given by the normalization of the survey window, and the agreement for $\Omega_m$ with the other studies is very good. In addition, we note that our value for $\sigma_8$ for the full sample is fully consistent with the one found by the BOSS and eBOSS collaborations, as reported later in Table 8. We do not further discuss the low values of $\sigma_8$ reported by some of the references reported in Table 7, as it goes beyond the scope of this analysis.

Neveux et al. [70] use the power spectrum monopole, quadrupole and hexadecapole signals of the BOSS DR12 LRG sample between $0.2 < z < 0.5$, the BOSS and eBOSS LRG samples between $0.6 < z < 1.0$ and the eBOSS quasar sample between $0.8 < z < 2.2$. Unlike our main result, they do not employ any reconstruction data, nor the Ly-$\alpha$ measurements. They describe the data using the perturbation theory implementation RegPT [101], along with the TNS model [30] under the assumption of local Lagrangian for the non-local biases. We choose to display their results with priors on $\omega_b$ and $n_s$, to make the analysis setting closer to ours, and also display the results for the LRG sample and QSO sample alone. For comparison we also report our results on the same samples (see section 5.3 for a comparison of $\sigma_8$ under the same prior conditions).

For the whole LRG+QSO sample we find good consistency with our results on $\Omega_m$ and $\sigma_8$. However, Neveux et al. reports a value for $H_0$ which is about 1$\sigma$ smaller than our finding. This difference can be caused by the slightly different choice of priors, as well as the difference in the data-catalogue selection: we employ the post-reconstructed catalogues, as well as the galaxies between $0.5 < z < 0.6$. The impact of this can be more clearly seen on the size of the error-bars inferred from the LRG DR16 sample alone, where ours are significantly smaller. The most striking result arise when the QSO sample alone is considered, as the error-bars on $\Omega_m$ and $H_0$ are substantially smaller in Neveux et al. compared to our approach: a factor of 2 and a factor of 1.6, respectively. On the other hand the value on $\sigma_8$ found by Neveux et al. is 1.4 times looser than ours. These differences deserve a more careful investigation we may address in future work.

Semenaite et al. [69] use the data from BOSS DR12 as in Ivanov et al, along with the eBOSS quasar sample between $0.8 < z < 2.2$. They do not use any post-reconstructed catalogue, nor eBOSS LRG data, nor Lyman-$\alpha$ data. They model three LOS-wedges of the correlation function using a perturbation theory implementation (Respresso [101, 102]), where the velocity power spectra are given by [103] and the redshift-space distortions are modelled according to the TNS model [30]. Instead of using the local Lagrangian bias relations they choose to use another approach motivated by the findings in [104]. We choose to display their results when Gaussian priors are used around $\omega_b$, $\omega_c$ and $n_s$, as this is the closest choice to our type of analysis. We find consistent results on $\Omega_m$ and $H_0$, but a $\sim 1\sigma$ discrepancy for $\sigma_8$. Their error-bars are larger than ours, partly because of not fixing $n_s$, but also because not employing the reconstructed catalogues, nor using the eBOSS LRG or Ly-$\alpha$ datasets.

### 5.4.2 Classic approaches

The comparison with other analyses that used the classic approach, and in particular the final cosmological analysis of eBOSS [12] serves two main purposes. We aim to i) show that interpreting our classic dataset (without the Shape) delivers the same cosmological results as in [12], ii) quantify the power of Shape in constraining cosmological models more in detail
than done in sections 5.1 and 5.2 and iii) quantify the differences among the compression methods after combining with the Planck likelihood introduced in section 3.4.

All results of this paper are shown in comparison to the official BOSS+eBOSS counterpart (labeled ‘(e)BOSS’) in table 8 for the ΛCDM model and 9 for ΛCDM extensions, in the same format as table 4 of [12]. Note that for the fits without Planck, [12] use only the BAO signal, while for our classic fits we always include the BAO and RSD signals. However, for the runs labeled ‘Planck+(e)BOSS’ we use publicly available fits from [12] labeled ‘CM-BLens+BAORSD’ therein, which include both the BAO and RSD signals. Also, note that all results presented in this table do not rely on the BBN prior, which is the reason why $H_0$ remains unconstrained for all runs that do not include the Planck likelihood.

Concerning i), we have already shown in section 4.2 that the agreement with [12] at the level of compressed variables is very good. However, we investigate whether the small residual differences leak into a measurable difference at the level of cosmological model parameters. Note that the dataset we use in this paper is slightly different from that in [12], where they also include isotropic BAO and RSD (assuming fixed BAO) measurements from the MGS sample and the anisotropic BAO+RSD measurement of the ELG sample at effective redshifts $z = 0.15$ and $z = 0.85$ respectively. We have monitored the effect of this deviation for the ΛCDM and $\nu$CDM models. We find that by including the ELG and MGS data in our pipeline we recover exactly the same $\Omega_m$ and $\Sigma_{\nu}$ constraints as [12]. We therefore conclude that the main discrepancy between the official (e)BOSS and our classic results, which always remain well within 1σ, are attributed to this slightly different choice.

About ii), in general, we see that ShapeFit tends to yield slightly larger values of $\Omega_m$ than the classic fit. Also, the constraining power improves significantly when adding the shape $m$, by a factor of about 2.5, 3, 1.5 for $\Omega_m$, $\Omega_k$ and $w_0$, respectively. In this way, ShapeFit delivers competitive evidence for a flat universe ($\Omega_k = 0$) and for a standard cosmological constant ($w_0 = -1$). In the case of $\nu$CDM, ShapeFit has the ability to constrain the sum of neutrino masses, which the classic fit is not sensitive to.

| (e)BOSS BAO         | $\Omega_m$ | $H_0$ [km/s Mpc] | $A_s \times 10^9$ | $\sigma_8$ |
|---------------------|------------|------------------|-------------------|------------|
| Classic [this work] | 0.297 ± 0.0061 | 2.41 ± 0.41 | 0.828 ± 0.048 | 0.857 ± 0.040 |
| ShapeFit [this work] | 0.297 ± 0.0061 | 2.39 ± 0.41 | 0.828 ± 0.048 | 0.857 ± 0.040 |
| BBN + (e)BOSS BAO   | 0.299 ± 0.016 | 67.35 ± 0.97 | 0.85 ± 0.033 | 0.85 ± 0.033 |
| BBN + (e)BOSS       | 0.297 ± 0.014 | 67.23 ± 0.95 | 0.85 ± 0.033 | 0.85 ± 0.033 |
| BBN + Classic       | 0.287 ± 0.014 | 67.42 ± 0.84 | 0.822 ± 0.044 | 0.857 ± 0.036 |
| BBN + ShapeFit      | 0.3001 ± 0.0057 | 68.16 ± 0.67 | 0.857 ± 0.036 | 0.857 ± 0.036 |
| Planck              | 0.3178 ± 0.0079 | 67.13 ± 0.56 | 2.11 ± 0.022 | 0.8101 ± 0.0062 |
| Planck + (e)BOSS    | 0.3109 ± 0.0054 | 67.68 ± 0.40 | 2.11 ± 0.022 | 0.8117 ± 0.0053 |
| Planck + Classic    | 0.3081 ± 0.0050 | 67.83 ± 0.38 | 0.8089 ± 0.0064 | 0.8091 ± 0.0065 |
| Planck + ShapeFit   | 0.3067 ± 0.0047 | 67.94 ± 0.36 | 0.8091 ± 0.0065 | 0.8091 ± 0.0065 |

Table 8. ΛCDM model: Comparison of our Classic and ShapeFit cosmological constraints with the official BOSS+eBOSS results that include either the BAO only signal (labeled ‘(e)BOSS BAO’) or the full BAO+RSD signals (labeled ‘(e)BOSS’). We present mean values with 68% C.L.
|          | $\Omega_m$ | $H_0$ [km/s/Mpc] | $\Sigma m_{\nu}$ [eV] | $N_{\text{eff}}$ | $\Omega_k$ | $w_0$ | $w_a$ |
|----------|------------|-----------------|----------------------|------------------|------------|-------|-------|
| $\nu$CDM | ShapeFit [this work] | $0.300^{+0.008}_{-0.011}$ | $68.03 \pm 0.68$ | $< 0.54$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | BBN + ShapeFit | $0.302^{+0.007}_{-0.010}$ | $68.03 \pm 0.68$ | $< 0.40$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck     | $0.321^{+0.000}_{-0.015}$ | $66.95^{+1.1}_{-0.68}$ | $< 0.26$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + (e)BOSS | $0.3089 \pm 0.0058$ | $67.87 \pm 0.45$ | $< 0.10$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + Classic | $0.3052 \pm 0.0052$ | $68.14 \pm 0.40$ | $< 0.085$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + ShapeFit | $0.3034 \pm 0.0049$ | $68.28 \pm 0.39$ | $< 0.082$ | $-1.0$ | $-1.0$ | $-1.0$ |
| $N_{\text{eff}}$CDM | Planck | $0.321 \pm 0.011$ | $66.54^{+1.4}_{-1.7}$ | $2.94^{+0.24}_{-0.24}$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + Classic | $0.3066 \pm 0.0060$ | $68.51 \pm 1.3$ | $3.16 \pm 0.22$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + ShapeFit | $0.3053 \pm 0.0056$ | $68.44 \pm 0.12$ | $3.12 \pm 0.19$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | (e)BOSS BAO | $0.285 \pm 0.023$ | $-0.25 \pm 0.018$ | $-0.07 \pm 0.008$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Classic [this work] | $0.276^{+0.021}_{-0.019}$ | $-0.07 \pm 0.008$ | $-0.05 \pm 0.007$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | ShapeFit [this work] | $0.2943^{+0.0080}_{-0.0092}$ | $-0.07 \pm 0.008$ | $-0.022^{+0.10}_{-0.033}$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | BBN + Classic | $0.279^{+0.023}_{-0.021}$ | $-0.07 \pm 0.008$ | $0.047^{+0.083}_{-0.009}$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | BBN + ShapeFit | $0.2942^{+0.0078}_{-0.0085}$ | $-0.07 \pm 0.008$ | $-0.027^{+0.09}_{-0.033}$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck | $0.355 \pm 0.025$ | $63.4^{+2.6}_{-2.1}$ | $-0.0104 \pm 0.0067$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + (e)BOSS | $0.3105 \pm 0.0056$ | $67.75 \pm 0.56$ | $0.0003 \pm 0.0017$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + Classic | $0.3077 \pm 0.0052$ | $68.10 \pm 0.51$ | $0.0014 \pm 0.0017$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + ShapeFit | $0.3058 \pm 0.0047$ | $68.25 \pm 0.49$ | $0.0015 \pm 0.0016$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | (e)BOSS BAO | $0.271^{+0.018}_{-0.017}$ | $-0.07 \pm 0.008$ | $-0.07 \pm 0.008$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Classic [this work] | $0.279^{+0.018}_{-0.016}$ | $-0.07 \pm 0.008$ | $-0.07 \pm 0.008$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | ShapeFit [this work] | $0.296 \pm 0.013$ | $-0.07 \pm 0.008$ | $-0.07 \pm 0.008$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | BBN + ShapeFit | $0.298 \pm 0.013$ | $68.23 \pm 1.6$ | $-1.037 \pm 0.039$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + (e)BOSS | $0.3039 \pm 0.0092$ | $68.16 \pm 1.0$ | $-1.090 \pm 0.043$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + Classic | $0.2928 \pm 0.0093$ | $69.9 \pm 1.2$ | $-1.093 \pm 0.044$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + ShapeFit | $0.2906 \pm 0.009$ | $70.1 \pm 1.2$ | $-1.093 \pm 0.044$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | BBN + Classic | $0.300^{+0.0021}_{-0.003}$ | $-0.07 \pm 0.008$ | $-0.07 \pm 0.008$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | BBN + ShapeFit | $0.335 \pm 0.027$ | $-0.07 \pm 0.008$ | $-0.07 \pm 0.008$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + (e)BOSS | $0.329 \pm 0.017$ | $66.1 \pm 1.7$ | $-0.70 \pm 0.19$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + Classic | $0.333 \pm 0.025$ | $65.7^{+2.2}_{-2.6}$ | $-0.63 \pm 0.26$ | $-1.0$ | $-1.0$ | $-1.0$ |
|          | Planck + ShapeFit | $0.330 \pm 0.023$ | $66.0^{+2.2}_{-2.5}$ | $-0.64 \pm 0.25$ | $-1.0$ | $-1.0$ | $-1.0$ |

Table 9. $\Lambda$CDM extensions: Comparison of our Classic and ShapeFit cosmological constraints with the official BOSS+eBOSS results that include the BAO only signal (labeled ‘(e)BOSS BAO’) without Planck and the full BAO+RSD signals (labeled ‘(e)BOSS’) in the fits combined with Planck. We present mean values with 68% C. L., only in the case of $\Sigma m_{\nu}$ we present upper limits at 95% confidence level. We do not display the cases, for which the extended parameters are unconstrained.
Regarding iii), when adding Planck data there is very good agreement between our classic and the officially-reported eBOSS results. We have verified that our own Planck-only constraints are in very good agreement with the official Planck results from [2]. As already anticipated, for the $\nu \Lambda$CDM case in the right panel of figure 5, the improvement of ShapeFit with respect to the classic fit is very modest once Planck is included because the shape information within Planck dominates over our constraint on $m$ from the LSS maps.

Still, this comparison indicates that for upcoming galaxy survey data, for example DESI [105], which will measure the shape more accurately, $m$ might play a significant role for constraining cosmology, even when including Planck.

6 Systematic checks and performance on synthetic catalogues

We aim to validate the robustness of the results presented in section 5 with respect to variations of the chosen baseline data pipeline, and to quantify the systematic error-budget of the used approach. As the results are insensitive to reasonable deviations from the adopted assumptions (see Appendix A), this section is likely of interest for experts, other readers may omit it at a first sitting.

For the specific performance of the perturbation theory model used we refer to the original ShapeFit paper [21] and PT challenge ShapeFit paper [23]. Both of them present the comparison of the model with respect to full N-body mocks, the Nseries mocks, and the PT challenge mocks, and both samples consist of haloes catalogues which have been populated with galaxies following a Halo Occupation Distribution (HOD) consistent with the LRG catalogues from BOSS data.

6.1 Galaxy fast-mocks

We start by running the same baseline setup used for the data on section 5, on the 2048 and 1000 realizations of the Patchy and EZmocks, respectively. These mocks were originally produced for inferring the covariance matrix of the power spectra of the data, the compressed-parameter matrix needed to combine pre- and post-recon parameters, and the correlation among the two overlapping redshift bins. However, we need to bear in mind that these mocks rely on approximate fast techniques and are not full N-body. Consequently, they do not require such high computational resources as a full N-body simulation, at the expense of not being fully accurate when describing the clustering. Therefore, they should not be used to determine the systematic error budget of our approach. Yet, we run the full data pipeline on them, rather than to validate the pipeline, to validate the mocks, as well as to check how consistent data and mocks are in terms of the inferred errorbars.

Figure 10 displays the triangle plot for the four physical parameters of interest, and for the four studied galaxy samples. The blue dots represent the result of the 2048 and 1000 realizations on the Patchy (for LRG 0.2 < $z$ < 0.6) and EZmocks (for LRG 0.6 < $z$ < 1.0 and QSO 0.8 < $z$ < 2.2), respectively. The red cross displays the performance of the data, as presented in table 5. The horizontal and vertical dotted black lines display the expected values given the true cosmology of the mocks (see table 2).

We see that best-fit values of the data lie within the scatter cloud of the best-fitting values for the mocks. This is indeed expected as the mocks were designed to reproduce the clustering of the data. However, we do not necessarily expect that both data and mocks share the same cosmology, even within the statistical uncertainty of the samples. When comparing the performance of the mocks with their expected values (marked by the black
dashed lines), we find that for the $D_H/r_d$, $D_M/r_d$ and $f\sigma_{88}$ parameters, the agreement is excellent. Indeed, the mocks were designed with the aim of being able to reproduce both the BAO and the anisotropic clustering signal, as these are the two main scientific goals of the BOSS and eBOSS programs. Additionally, we find that the mocks tend to have a low value of the shape parameter, $m$, with respect to its expected value, with an offset of around $-0.05$ to $-0.10$, which corresponds to $1 - 2\sigma$ statistical of the BOSS/eBOSS data sample. We explore this particular feature more in detail in section 6.2, using full N-body mocks data (but see also Appendix A for the impact of the local bias assumption on the shape parameter for these mocks). In short, this observed behaviour corresponds to a limitation of the mocks (rather than to systematics of the model) due to the clustering of the mocks in the scale range of $0.05 < k [h\text{Mpc}^{-1}] < 0.10$. In particular, pre-virialization terms (as for example those captured by 1-loop corrections) contribute to the clustering signal on the scales where $m$ is measured. But pre-virialization is not fully taken into account by the Zeldovich approximation, which these mocks rely on (see also Appendix A). As a result the model fitting procedure compensates by artificially lowering the best-fitting value of $m$.

This limitation has not been explicitly reported before because it did not impact how well the BAO and $f\sigma_{88}$ parameters could be recovered from these mocks, as $m$ is very uncorrelated with them.

The panels of figure 11 display the 1$\sigma$ errors corresponding to the best-fit values presented in figure 10. For the BOSS LRG samples for $0.2 < z < 0.6$ (top-left and top-right panels) the errors for the data (red cross) are very typical compared to those of the mocks (blue dots). The bottom sub-panels, corresponding to eBOSS LRG and QSO samples, indicate that in some cases, the error of the data is significantly smaller than the one reported on the mocks. This happens for the longitudinal BAO distance, $D_H/r_d$, and shape parameter, $m$, in the LRG $0.6 < z < 1.0$ sample, and up to some degree for all the parameters in the QSO $0.8 < z < 2.2$ sample. This behaviour was already reported by the eBOSS team (see for e.g., the discussion in section 5.1 of [28] for the LRG sample; and section 3.2.2 of [60] for the QSO sample) and is caused by an excess of significance in the BAO detection of both quasars and LRGs, likely originated by noise fluctuations in the data, which were different from those in the mocks.

We aim to use the set of best-fit values (and their errors) of the mocks to perform quantitative tests: how their $rms$ compares to the averaged errors, whether the distribution is Gaussian, as well as which are the typical deviations from their expected values. All this information is summarized in table 10, which displays the results for each of the four studied samples (each column), and for each of the four parameters of interest, $x = \alpha_\parallel$, $\alpha_\perp$, $f\sigma_{88}$, $m$. For each of these parameters we display in rows the systematic offset between the best-fit of the mean of the mocks and its expected value, $\Delta x^{av}$; the systematic offset between the mean of the best-fits of the individual mocks and its expected value, $\langle \Delta x \rangle$; the average of the error-bars of the best-fits, $\langle \sigma_x \rangle$, the $rms$ among the best-fits, $S_x$; the mean of the $Z$-statistic, defined as $Z_{x_i} \equiv (x_i - \bar{x})/\sigma_{x_i}$, $\langle Z_x \rangle$; and the $rms$ of $Z_{x_i}$, $S_{Z_x}$. All the $x$-variables of table 10 are expressed in units of $10^3$ for better visualization. The statistics displayed in table 10 use all the available mock realizations, 2048 for the Patchy and 1000 for the EZmocks. The fits to the mean of the mocks offset-ed by the expected value, $\Delta x^{av}$, correspond to the pre-reconstructed signal only, and its covariance (and error) correspond to 100 times the covariance (10 times the errors) of one single realization (including both northern and southern caps), and not the error of the mean of all used mocks. This ensures that the statistical errors are sufficiently small to clearly identify systematics relevant for the actual data sample. Unlike $\Delta x^{av}$, the
statistics related to the average of best-fits to individual mocks, \( \langle \Delta x \rangle \), \( \langle \sigma_x \rangle \), \( S_x \), \( Z_x \) and \( S Z_x \), contain both pre- and post-reconstruction information combined as described in section 3.3. All analyses are performed using the same pipeline employed to analyse the data and described in section 2.2.

The results regarding the offset between the expected value and the best-fit to the mean of the mocks, \( \Delta x^{\text{av}} \), show a \( 1 - 2\% \) deviation for \( \alpha_{||} \); a \( 0 - 1.7\% \) deviation for \( \alpha_{\perp} \); a \( 0 - 0.013 \) deviation for \( f \sigma_{s8} \); and a \( -0.025 \) deviation for \( m \). Recall that the observed systematic offsets on the mocks should not be used to put constraints on the systematic error budget of the models, due to inaccuracies of the mocks when reproducing the actual clustering. However, we see a very good agreement with the expected value given the accuracy of the actual data, around \( 2\% \) for \( \alpha_{||} \), \( 1.5\% \) for \( \alpha_{\perp} \), \( 0.040 \) for \( f \sigma_{s8} \) and \( 0.040 \) for \( m \).
In ideal Gaussian conditions\(^8\) with sufficiently high signal-to-noise data (this is, large enough number of mock realizations) both \(\langle \Delta x \rangle\) and \(\Delta x_{\text{av}}\) should coincide. We indeed find a good agreement for \(\alpha_\perp\) and \(f\sigma_8\), and reasonably good for \(\alpha_{\parallel}\). On the other hand, \(m\) shows significant differences, suggesting that the distribution of best-fitting values of \(m\) is skewed towards negative values.

We now focus on the error-related quantities, \(\langle \sigma_x \rangle\) and the \(\text{rms}\) of the best-fits, \(S_x\). When the distribution is Gaussian and the covariance correctly modelled, these two error estimates should be very close. Indeed, we find a very good agreement among these two statistics for \(\alpha_{\parallel}, \alpha_\perp\) and \(f\sigma_8\), indicating that not only the distribution for those variables is close to Gaussian, but also that there are no indications of covariance matrix-related issues. We do observe differences for \(m\), but this is not a surprise, given the non-Gaussian signature presented when comparing the best-fit of the mean to the average of individual best-fits. Another way to quantify the agreement between \(S_x\) and \(\langle \sigma_x \rangle\) is through the variable \(Z_x\), which for Gaussian distributions should return a mean value of 0 and a \(\text{rms}\) of 1. Indeed we find a very good agreement of \(Z = 0 \pm 1\) for \(\alpha_{\parallel}, \alpha_\perp\) and \(f\sigma_8\). In particular, we find that \(S_{Z_x}\) tend to be slightly above or below unity by just 5% for \(\alpha_{\parallel}, \alpha_\perp\) and \(f\sigma_8\), which gives an order of magnitude on the accuracy of the errors reported on the analysis of the actual data. For the variable \(m\) we find an offset on \(Z\) of around \(-0.015\) and a \(S_{Z_m} \sim 0.8\) because of the

\(^8\)When the distribution of best-fitting quantities is described by a Gaussian distribution, without any skewness or any anomalous kurtosis.

---

\(\text{Figure 11.}\) Same structure and notation as in figure 10, but displaying the 1\(\sigma\) error-bar for each parameter of interest.
| Variable $\times 10^4$ | LRG(0.38) | LRG(0.51) | LRG(0.70) | QSO(1.48) |
|------------------------|----------|----------|----------|-----------|
| $\Delta \alpha_{\parallel}$ | 13.7 ± 4.0 | 20.4 ± 3.6 | 18.5 ± 3.8 | −15.7 ± 5.3 |
| $\langle \Delta \alpha_{\parallel} \rangle$ | 7.4861 | 12.3344 | 14.6305 | 15.0770 |
| $\langle \sigma_{\alpha_{\parallel}} \rangle$ | 29.9673 | 26.5106 | 30.2284 | 53.8854 |
| $S_{\alpha_{\parallel}}$ | 33.4643 | 27.4981 | 31.4638 | 51.8706 |
| $\langle Z_{\alpha_{\parallel}} \rangle$ | −0.0546 | −0.0406 | −0.0501 | −0.0851 |
| $S_{Z_{\alpha_{\parallel}}}$ | 1.0723 | 1.0313 | 1.0055 | 0.9794 |
| $\Delta \alpha_{\perp}$ | −2.4 ± 2.4 | −6.2 ± 2.2 | −6.8 ± 2.6 | 17.0 ± 3.9 |
| $\langle \Delta \alpha_{\perp} \rangle$ | −2.3970 | −4.5816 | −3.3037 | 32.3815 |
| $\langle \sigma_{\alpha_{\perp}} \rangle$ | 16.9014 | 14.9603 | 19.9959 | 38.9782 |
| $S_{\alpha_{\perp}}$ | 17.5587 | 14.6142 | 19.3600 | 35.6125 |
| $\langle Z_{\alpha_{\perp}} \rangle$ | 0.0043 | 0.0006 | −0.0050 | −0.0344 |
| $S_{Z_{\alpha_{\perp}}}$ | 1.0351 | 0.9744 | 0.9672 | 0.9215 |
| $\Delta f_{\sigma_{88}}$ | 3.9 ± 5.7 | 7.9 ± 5.0 | 12.7 ± 6.0 | 2.1 ± 4.7 |
| $\langle \Delta f_{\sigma_{88}} \rangle$ | 5.8290 | 11.4641 | 14.5541 | 7.8721 |
| $\langle \sigma_{f_{\sigma_{88}}} \rangle$ | 48.2098 | 41.9628 | 47.7991 | 51.4069 |
| $S_{f_{\sigma_{88}}}$ | 48.4473 | 40.6968 | 45.6538 | 49.9718 |
| $\langle Z_{f_{\sigma_{88}}} \rangle$ | 0.0032 | 0.0018 | −0.0040 | 0.0141 |
| $S_{Z_{f_{\sigma_{88}}}}$ | 1.0051 | 0.9670 | 0.9539 | 0.9600 |
| $\Delta m_{\text{av}}$ | −25.0 ± 5.2 | −26.0 ± 5.0 | −27.2 ± 5.5 | −19.0 ± 3.9 |
| $\langle \Delta m \rangle$ | −65.3894 | −56.1880 | −77.3976 | −58.9662 |
| $\langle \sigma_{m} \rangle$ | 43.3229 | 40.1828 | 48.8380 | 39.0732 |
| $S_{m}$ | 34.1271 | 31.2587 | 40.9830 | 31.6964 |
| $\langle Z_{m} \rangle$ | −0.0199 | −0.0126 | −0.0111 | −0.0178 |
| $S_{Z_{m}}$ | 0.7819 | 0.7709 | 0.8451 | 0.8216 |

Table 10. Statistics derived from the 2048 realizations of the Patchy mocks (for the LRG(0.38) and LRG(0.51) samples) and from the 1000 realizations of the EZmocks (LRG(0.70) and QSO(1.48) samples), for the four physical variables of interests, the BAO scales along and across the line of sight, $\alpha_{\parallel}$, $\alpha_{\perp}$, the growth of structure $f$ times $\sigma_{88}$, and the shape parameter $m$. For each of these variables ($x = \alpha_{\parallel}$, $\alpha_{\perp}$, $f_{\sigma_{88}}$, $m$) we display the fit to the mean of the mocks minus its expected value, $\Delta x_{\text{av}}$; the average of individual fits minus its expected value, $\langle \Delta x \rangle$; the average of errors of the individual fits, $\langle \sigma_{x} \rangle$; the $rms$ of all best-fits, $S_{x}$, the average of the $Z$-statistic (see text), $\langle Z_{x} \rangle$ and its $rms$, $S_{Z_{x}}$. The expected values for each of the samples can be found in table 3.

non-Gaussian behaviour already described.

We conclude that the mocks describe well the expected clustering for the BAO variables, $\alpha_{\parallel}$ and $\alpha_{\perp}$, as well as for the anisotropic clustering, $f_{\sigma_{88}}$. They fail to reproduce accurately the signal of the shape parameter $m$, under-estimating its value by about $−0.025$, which corresponds to $1/2$ to $2/3$ of $1\sigma$ error for the data. We explain this effect as due to the inaccuracy of fast techniques implemented in the production of the mocks. Both Patchy and EZmocks are based on the Zeldovich approximation that does not fully account for the effect of pre-virialization, which slightly boosts the amplitude of the shape of the power spectrum at the scales where $m$ is sensitive, $0.05 < k [h \text{Mpc}^{-1}] < 0.10$.

The statistics of the errors for $\alpha_{\parallel}$, $\alpha_{\perp}$ and $f_{\sigma_{88}}$ show a very good agreement with the Gaussian statistics and confirm that the errors of the data are accurate at 5% level. For the variable $m$ we report a non-Gaussian distribution which tend to skew the distribution towards
negative values.

6.2 Systematic error budget

In the previous section we have reported how the pipeline used for the data performed on the EZ and Patchy mocks. However, these mocks are based on fast methods, such as the Zeldovich approximation, and they do not describe the power spectrum clustering at the precision level required for setting the systematic error budget. For this reason we aim to test the performance of the pipeline on full N-body mocks. We focus on two sets, the Nseries mocks and the PT challenge mocks, which we briefly describe below.

The Nseries mocks\(^9\) consist of 84 pseudo-independent realizations of the BOSS CMASS northern geometry within redshifts 0.43 < z < 0.70; \(z_{\text{eff}} = 0.56\), which were used by the BOSS team to set the official systematic error budget of the BAO and RSD measurements in the final cosmology paper \([11]\). The Nseries mocks have been generated out of 7 fully independent periodic boxes of 2.6 \(h^{-1}\)Gpc box side. For each of these cubic boxes 4 different orientations of the CMASS northern geometry are fitted, and each of these fitted orientations are applied on 3 pre-rotation positions of the box, where the 3 Cartesian positions and velocities are swapped, to extract all 7 \(\times\) 4 \(\times\) 3 = 84 pseudo-independent realizations with BOSS northern geometry. The mass resolution is \(1.5 \times 10^{11} M_{\odot} h^{-1}\), with 2048\(^3\) dark matter particles per box. The identified haloes are populated with galaxies following a HOD model tuned to match the clustering of LRGs observed by BOSS. These mocks are analyzed using the covariance matrix extracted from the Patchy mocks with the same sky geometry as these Nseries mocks. The matrix elements of this covariance are rescaled by 10\% in order to account for the difference in particles between the Patchy mocks. This difference arises from veto mask effects which are not implemented in the Nseries mocks. The underlying cosmology of these mocks is consistent with the Wilkinson Microwave Anisotropy Probe (WMAP, \([1]\)) best-fitting cosmology, \(h = 0.7, \Omega_m = 0.286, n_s = 0.96, \Omega_b = 0.047, \sigma_8 = 0.820\). In total, these 84 pseudo-independent mocks have an associated effective volume of 106 Gpc\(^3\)h\(^{-3}\). Many previous works \([18, 28, 29, 55, 57, 58, 107–111]\) make use of these 84 realizations, as if they were independent, to test their pipelines. This is only a good approximation when we exclusively focus on RSD- and BAO-related quantities. When we also want to test for the shape of the power spectrum, the additional realizations coming from the pre-rotations and the inherent real-space volume overlap among cuts, end up producing a severe underestimation of the errors of parameters sensitive to the real space power spectrum on large scales, such as \(m\). For this reason, we opt to carefully select a subset of these 84 skycuts to reduce the overlapping effect.

In order to do so, we compute the cross power among the 12 different skycut orientations (including the pre-rotations) for each of the 7 boxes (12 \(\times\) 11/2 = 66 cross-power combinations for each box), and average each of these 66 cross spectra among the 7 independent realizations. We then select those 6 orientations per box whose \(k\)-mode-weighted added cross-power-spectrum-squared \(k\)-bins is closer to 0. This is motivated by the fact that partially overlapping samples should have cross-power signal different than 0. We refer to this subset of 6 \(\times\) 7 = 42 realizations as the Nseries-\(Z^{10}\), with a effective volume of 53 Gpc\(^3\)h\(^{-3}\). Additionally, we consider the 7 fully independent Nseries cubic boxes, with a total effective volume of 80 Gpc\(^3\)h\(^{-3}\).

The PT challenge mocks \([22, 35]\) consist of 10 independent realizations in periodic boxes whose comoving side length is 3840 \(h^{-1}\)Mpc with 3072\(^3\) particles, where the 3 input ΛCDM

\(^9\)The Nseries mocks are publicly available in \([106]\).

\(^{10}\)The indices for these realizations are \(\{3, 6, 7, 8, 9, 12\} + 12i\), for \(i = 0, \ldots, 6\).
parameters, $\Omega_m$, $A_s$ and $H_0$, were randomly selected from a Gaussian probability distribution centered at the Planck fiducial cosmology.\textsuperscript{11} Halo catalogues are identified by using Rockstar halo finder \cite{112}. Additionally, these haloes are populated using a HOD description roughly matching BOSS LRG galaxy data. Here we only focus on the snapshot produced at $z = 0.61$. The mocks are analyzed using an analytically estimated covariance (also provided by the PT-Challenge team), where the correlation between different multipoles at the same wave-vector $k$ is non-zero, and the correlation between adjacent $k$-bins is ignored. In total, these mocks have an associated effective volume of $566 \text{Gpc}^3h^{-3}$.

| $\Delta x \pm 2\sigma$ | Nseries- $Z$ Sky | Nseries Box | PT challenge | 1$\sigma$ error of data |
|------------------------|-----------------|-------------|---------------|-------------------------|
| $\alpha_{||}$          | $0.0066 \pm 0.0088$ | $0.0082 \pm 0.0076$ | $0.0077 \pm 0.0036$ | $[0.022 - 0.038]$ |
| $\alpha_{\perp}$      | $0.0038 \pm 0.0054$ | $-0.0021 \pm 0.0043$ | $-0.0003 \pm 0.0024$ | $[0.014 - 0.028]$ |
| $f\sigma_{88}$        | $-0.0056 \pm 0.0115$ | $-0.007 \pm 0.010$ | $-0.0039 \pm 0.0049$ | $[0.041 - 0.045]$ |
| $m$                   | $-0.014 \pm 0.013$ | $-0.009 \pm 0.012$ | $-0.0012 \pm 0.0068$ | $[0.033 - 0.052]$ |
| $\Omega_m$            | $0.0048 \pm 0.0050$ | $-0.0026 \pm 0.0043$ | $0.0008 \pm 0.0022$ | $0.0057$ |
| $H_0$                 | $-0.10 \pm 0.75$ | $-0.16 \pm 0.70$ | $-0.24 \pm 0.36$ | $0.67$ |
| $A_s \times 10^9$     | $0.033 \pm 0.103$ | $0.008 \pm 0.093$ | $-0.007 \pm 0.053$ | $0.20$ |

Table 11. Systematic offsets found when fitting the mean of the 42 Nseries- $Z$ skycut mocks ($z_{\text{eff}} = 0.56$; $V_{\text{eff}} = 53 \text{[Gpc}^3h^{-3}]$), the Nseries cubic mocks ($z_{\text{eff}} = 0.50$; $V_{\text{eff}} = 80 \text{[Gpc}^3h^{-3}]$), and the PT challenge mocks ($z_{\text{eff}} = 0.61$; $V_{\text{eff}} = 566 \text{[Gpc}^3h^{-3}]$), for the four compressed physical variables of interest, $x = \alpha_{||}$, $\alpha_{\perp}$, $f\sigma_{88}$ and $m$; as well as for the three cosmology variables, $x = \Omega_m$, $H_0$ and $A_s$, derived from the interpretation of the physical variables within a $\Lambda$CDM model. For both Nseries and PT challenge mocks, the error-bars represent the 95\% confidence level (2$\sigma$). For reference we also quote the 1$\sigma$ statistical error for the full data sample, which spans along four LRG and QSO sub-samples within $0.2 < z < 2.2$, and therefore we just display the interval set by the largest and smallest error (see table 5 for the statistical error for each of the samples). The errors of the cosmology variables have the $2.1 > z$ Ly-\alpha contribution and the BBN prior, as described in section 3.4. The analysis of data and mocks is done using the same pipeline assumptions as described in section 3. Unlike the LRG samples of the data, the Nseries or PT challenge mock data do not include the reconstruction signal.

Table 11 summarizes the observed offsets for these two sets of N-body mocks. The Nseries results are displayed for the power spectrum average of the 42 realizations of the ‘Nseries- $Z$ Sky’ sample, and for the power spectrum average of the 7 cubic boxes, ‘Nseries Box’. For reference the results from the average of the power spectra of the full 84 Nseries skycut mocks can be found in the panels of figure 12 of Ref. \cite{21} in orange contours. On the other hand, the PT challenge results correspond to the DATA-like MIN in table 3 and red contours in fig. 2 of Ref. \cite{23}. For each variable, we report the difference between the measured parameter and the expected quantity given the known cosmology of each set of mocks. The errors represent the 95\% confidence level (i.e., they represent the 2$\sigma$ contours) and correspond to the error of the mean. In order to set the systematic error budget we follow a similar criterion to the eBOSS team analysis: for each variable, when the observed offset on the mean of the mocks is within the 2$\sigma$ confidence interval, the precision of the mocks’ effective volume is not sufficiently high to resolve potential systematics deviations. When a systematic offset detected on the mocks (at > 95\% confidence level, given the mocks statistics)\textsuperscript{11}These randomly drawn values were kept secret (blind) and not publicly known. Other cosmological parameters such as the primordial tilt and the baryon-to-matter ratio were fixed to $\Omega_b/\Omega_m = 0.1571$ and $n_s = 0.9649$.\textsuperscript{11}These randomly drawn values were kept secret (blind) and not publicly known. Other cosmological parameters such as the primordial tilt and the baryon-to-matter ratio were fixed to $\Omega_b/\Omega_m = 0.1571$ and $n_s = 0.9649$.\textsuperscript{11}These randomly drawn values were kept secret (blind) and not publicly known. Other cosmological parameters such as the primordial tilt and the baryon-to-matter ratio were fixed to $\Omega_b/\Omega_m = 0.1571$ and $n_s = 0.9649$.
represents a significant fraction of the 1σ statistical error of the data, we add this contribution in quadrature to the 1σ statistical error of the data to account for the systematic error\footnote{The eBOSS team followed the conservative approach of adding the 2σ interval as a systematic error, when no-systematic error could be determined. We do not follow this approach in this paper and add no error budget when the deviation is found to be within 2σ of the mean of the mocks.}. For reference, we display the 1σ statistical error inferred from the data in the last column of table 11. For the physical variables we display the interval between the smallest and largest error found for the four redshift bins, whereas for the cosmology variables we simply quote the errors when all the samples (including Ly-α) are considered, along with the BBN prior, as described in section 4 and 5. Note that, unlike the PT- and Nseries mocks, the analysis of the data combines measurements at different redshifts, which allows to break degeneracies in the ΛCDM variables and greatly reduce the error bars. For this reason the data, with an effective volume of the galaxy sample corresponding to 2.82 [Gpc$^{-1}$]$^3$ has errorbars on $\{\Omega_m, H_0, A_s\}$ comparable to the ones of the mock samples with much larger effective volumes.

Among the physical variables, we find that the Nseries-$Z$ result for $m$ is off by $\sim 2\sigma$, which represent a 1/2 to 1/4 contribution to the statistical 1σ error of the data. This discrepancy vanishes when $m$ is inferred from the Nseries boxes ($m$ is well within the 2σ expected deviation), and it also not present for the PT challenge mocks (well within 1σ expected deviation). Unlike the PT challenge mocks, the Nseries skycut realizations are not fully independent. When considering the full 84 realizations we find $\Delta m \pm 2\sigma = -0.0172 \pm 0.0093$, a 3.8σ deviation from its expected value (see orange contours of fig. 12 of Ref. [21]), which is off by 1.5σ from the Nseries box results. Since both Nseries Sky and Nseries Box contain almost the same objects, this result is highly inconsistent. This discrepancy between sky-cuts and boxes motivated us to investigate effect of the overlap among the full 84 Nseries sky realizations. Indeed, because certain patches of the boxes are repeated among the 84 realizations, the parameter errors estimated from the mean of the 84 Nseries sky mocks is under-estimated, and in particular, this under-estimate is expected to be more severe at large scales, where the shape parameter $m$ is measured. By selecting those 42 realizations with less cross power among the realizations coming from the same box, we choose those realizations that are more independent (or less correlated), which helps to bring together the results from the Nseries Sky and boxes. We conclude that there may be still some residual overlap in the Nseries-$Z$ sample, which slightly drives the deviation of $m$ away from the Nseries Box results, slightly outside the 2σ confidence interval. Since no relevant deviation is observed in the cases where the samples are fully independent, we do not consider necessary to add any systematic contribution to $m$.

We find $\alpha_\parallel$ is biased by $4.2\sigma_{566}$ in the PT challenge (here the subscript 566 indicates that this is the statistical error for an effective volume of $566$[Gpc$^{-1}$]$^3$), as well as $2.1\sigma_{80}$ on the Nseries Box mocks (again since the sigma refers to the statistical error of an effective volume of $80$[Gpc$^{-1}$]$^3$), in both cases the systematic shift is of similar magnitude, $+0.0077$ and $+0.0082$, respectively. This represents a 1/3 to 1/5 of the statistical error of the data. As explained in Ref. [23], the origin of this systematic is related to the hexadecapole signal. Certainly, when repeating the fit on the mean using only the monopole and quadrupole signals we find an offset of $-0.003 \pm 0.011$ for the Nseries Boxes; and $0.0040 \pm 0.054$,\footnote{As in table 11, the errors correspond to the 95% confidence level.} for the PT challenge mocks, both cases perfectly compatible with the expected result within the 2σ interval. However, the impact of this systematic error on the cosmology variables is non-existent. This may seem paradoxical at first sight, but is related to the effect of the

\[ \begin{align*}
\text{...}
\end{align*} \]
model-prior. As discussed in Ref. [23], both $\alpha_{\parallel}$ and $\alpha_{\perp}$ variables are related via geometrical arguments within the $\Lambda$CDM model (as well as many other cosmology models). This tight relation in the parameter space of the $\alpha$’s forbids the region where the systematic on $\alpha_{\parallel}$ extends (and also limits the constraining power of the hexadecapole when the geometrical relation between $\alpha_{\parallel} - \alpha_{\perp}$ is imposed by the model). This can be seen in the left panel of fig. 2 of Ref. [23] (see red contours corresponding to the pipeline choices used in this paper), where the dashed empty contours display the parameter space allowed by the $\Lambda$CDM model, and the solid filled contours are those directly inferred from the model-agnostic analysis. In any case, adding in quadrature the $4.2\sigma_{566}$ found for $\alpha_{\parallel}$ with its statistical error value for the four different samples, only yields an increase of 5% and 2.6% of the total error budget (from 0.022 to 0.023 and from 0.038 to 0.039 for the sample with the smallest and largest error, respectively) making this contribution irrelevant.

Focusing on the systematics of the $\Lambda$CDM parameters, we find that, from the PT challenge, Nseries-Z and Nseries Box mocks, all the three parameters are within the 95% confidence level drawn from the set of mocks, showing no hint of systematics. Because of the large effective volume of $V_{\text{eff}} = 566 \, [\text{Gpc} h^{-1}]^3$ of the PT challenge mocks, the shift associated to the 95% is also considerably smaller than the size of the $1\sigma$ statistical error-bar –3 times smaller for $\Omega_m$, 2 times smaller for $H_0$ and 4 times smaller for $A_s$– demonstrating that the total effective volume of these mocks is sufficiently high to limit the potential systematics on the data below a threshold which is significantly smaller than the statistical errors. Therefore we conclude that 1) we do not detect significant modeling systematics to be added to the cosmology variables, and 2) the precision in determining such systematics is small enough to make them negligible for the current BOSS+eBOSS combined catalogues.

7 Discussion and Conclusions

We make use of the final BOSS and eBOSS catalogues, product of four generations of Sloan Digital Sky Survey, representing a two decades long effort. BOSS and eBOSS probe over 10 billion years of cosmic evolution through more than 2 million spectra and represents the state-of-the art three-dimensional map of LSS to date. It will remain unrivaled until the next generation surveys [105, 113, 114] release their catalogues. The LSS clustering in BOSS and eBOSS catalogues has been analyzed by the SDSS collaboration using what we refer to as the ‘classic’ approach, where the clustering information is compressed into three physical parameters as a function of redshift: the line-of-sight and plane-of-the-sky apparent shift of the location of the standard ruler BAO feature in Fourier space which yields geometrical information on the expansion history and the amplitude of the redshift space distortions on linear scales which yields information on the linear growth rate of perturbations. But LSS clustering encloses extra cosmologically-relevant signal, most of which can be extracted from the large-scales Shape of the power spectrum. This is what the proposed ShapeFit [21] approach does. We extend the original ShapeFit formulation to include the post-recon BAO information, correctly accounting for the pre-recon and post-recon compressed variables covariance.

Then we apply the ShapeFit analysis on the BOSS and eBOSS data and present the resulting constraints on the physical parameters, which are summarized in Fig. 2. These can subsequently be interpreted in terms of a variety of cosmological models, to produce constraints on each model’s parameters. The standard $\Lambda$CDM model, with parameters calibrated from CMB observations, provides a good fit to the recovered compressed parameters.
which were derived independently of the model, offering a powerful consistency check for the underlying model’s assumptions.

For the extensions to the $\Lambda$CDM model considered here (models with spatial curvature, dark energy equation of state parameter not equal to -1, both constant and varying in redshift according to the $w_0 - w_a$ parameterization, non-zero neutrino masses, and extra effective neutrino species), we find that the Shape improves the determination of the matter density parameter $\Omega_m$, further helping to break parameter degeneracies. This additional information comes from the signature of physical processes around matter-radiation equality and is thus a late-time probe of early-time physics. This information is highly complementary to that captured by BAO and RSD signals. When BOSS and eBOSS data are analyzed in combination with CMB data, the additional constraining power of the Shape compared to BAO+RSD is unimportant. It is worth mentioning, however, that ShapeFit -assuming a power law power spectrum with fixed spectral index and a BBN prior on the physical baryon density- provides from late-time observations alone a bound on the sum of neutrino masses of $\Sigma m_\nu < 0.4$ eV (95% confidence), consistent with $\Sigma m_\nu < 0.24$ eV provided by CMB alone including lensing. ShapeFit in combination with Planck data yields $\Sigma m_\nu < 0.082$ eV, the tightest bound on the sum of neutrino masses from cosmology to date. The spatial curvature constraints from LSS alone improves by a factor 2.7 from the measurement of the Shape.

For dark energy models with constant equation of state parameter and $w_0 - w_a$ parameterization, the ShapeFit approach produces constraints on cosmological parameters comparable to those obtained by the combination of CMB+BAO+RSD. In other words, ShapeFit provides a late-time probe that can, in some cases, substitute the use of CMB data and yet achieve comparable statistical power.

It is important to stress that the compressed variables approach has several advantages compared to the alternative, full modeling (FM) approach where power spectra are directly compared to theory predictions for a given cosmological model to constrain the model’s parameter. In the FM approach, the model needs to be chosen ab initio, hence the full analysis must be repeated to explore different models or families of models. As table 7 summarizes, the compressed variables can be translated very quickly and at low computational cost into cosmological parameters for any cosmological model of choice. Section 5.4.1 and Ref. [24] further show that this compression is effectively lossless at least for $\Lambda$CDM.

The compression aims at isolating the part of the signal whose information content is least affected by systematics. The compressed variables approach is model-agnostic; the model-dependence is introduced only at the interpretation stage, at the very end of the process. The physical parameters, capturing the effect on clustering of the physical processes at play, offer a simple way to disentangle late-time physics information from imprints of early-Universe physics. This is of value for going beyond simple parameter-fitting and for pursuing ways to test the model and its underlying assumptions. For a given cosmological model, constraints on the model’s parameters come from a variety of signatures of disparate physical processing acting at different cosmic epochs; early-and late-time effects are intrinsically related. However, by measuring them separately as in the compressed variable approach, the early- and late-time physical variables provide a powerful consistency test of the cosmological model. The establishment of the $\Lambda$CDM model as the standard cosmological model, along with the avalanche of data in the first decade of the 2000’, has transformed cosmology into a precision science. In precision cosmology the parameters of a given model (especially the $\Lambda$CDM model and simple, one-parameter extensions) are measured incredibly precisely. But precision is meaningless without accuracy: the standard cosmological model is likely an
effective model, as a first-principle physical understanding of dark matter and dark energy is still lacking. To move beyond precision cosmology, it is important to devise analyses and approaches that are as much as possible model-independent or model agnostic, and that make possible to test (some of) the model’s underlying assumptions. ShapeFit represents an effort in this direction.

A Impact of the non-local Lagrangian bias in the shape parameter

Here we explore the correlations arising between the shape parameter $m$ and the non-local bias parameters when we drop the local-Lagrangian bias assumption.

We start by fitting the mean of the EZ mocks under different assumptions for $m$, $b_{3\text{nl}}$ and $b_{s2}$. In order to avoid any interference with the survey geometry, or with the intrinsic redshift evolution within light-cone of the mock, we fit the averaged power spectrum of the 479 independent realizations of the EZmocks periodic cubic boxes. These boxes, whose length size is $L = 5\text{Gpc}h^{-1}$ and output redshift $z = 0.675$, are one of the 5 snapshots used to construct the full EZ light-cone mocks, which are utilized to derive the covariance of the data. The covariance matrix for this specific analysis is derived from the 479 independent realizations of the boxes. As a data vector, we consider the mean of the 479 realizations, but use the scaled covariance corresponding to just one of the cubic boxes, which has around 100 times the number of galaxies of the full north and southern light-cones combined from $0.6 < z < 1.0$. This ensures that the statistical errors are sufficiently small for identifying systematics relevant for the actual data sample.

| Model                  | Baseline cosmology | Expected value $m^{\text{exp}} \times 10^3$ | Recovered value $m \times 10^3$ | $\chi^2$/d.o.f. |
|------------------------|--------------------|---------------------------------------------|---------------------------------|-----------------|
| Local, $m$ free        | Fiducial           | $-11.5$                                      | $-36.7 \pm 7.4$                 | 46.0/(39 − 8)   |
| Local, $m$ free        | EZ (true)          | 0                                           | $-29.5 \pm 7.2$                 | 46.0/(39 − 8)   |
| Local, $m = 0$         | EZ (true)          | 0                                           | 0                               | 68.2/(39 − 7)   |
| $b_{3\text{nl}}$ free, $m$ free | EZ (true)          | 0                                           | $16 \pm 11$                     | 38.1/(39 − 9)   |
| $b_{3\text{nl}}$ free, $m = 0$ | EZ (true)          | 0                                           | 0                               | 38.5/(39 − 8)   |
| $b_{s2}$ free, $m$ free | EZ (true)          | 0                                           | $-28 \pm 11$                    | 44.5/(39 − 9)   |
| $b_{s2}$ free, $m = 0$ | EZ (true)          | 0                                           | 0                               | 55.1/(39 − 8)   |

Table 12. Constraints derived from the mean of 479 independent EZmock realizations of periodic cubic boxes at $z = 0.675$. We display the expected and measured values of $m$ and the minimum $\chi^2$ value for different setups and baseline cosmologies. ‘Local’ stands for the fiducial setup used for the main analysis of the paper, in short this is $\ell = 0, 2, 4$ and $0.02 < k [h\text{Mpc}^{-1}] < 0.15$ and assuming for $b_{s2}$ and $b_{3\text{nl}}$ the local Lagrangian relations. Variations of this Local set up model are: $m = 0$ i.e., fixing the $m$ parameter to 0, and/or allowing $b_{3\text{nl}}$ and $b_{s2}$ to float free. The associated error corresponds to just one of the boxes, which has around 100 times the number of galaxies of NGC+SGC $0.6 < z < 1.0$ LRG sample. When $b_{3\text{nl}}$ is set to be local, it takes the value of $\sim 0.11$ (given by the value of $b_1 \sim 2.1$). When it is set to be free it is constrained to be $b_{3\text{nl}} = -0.44 \pm 0.12$ when $m$ is set to 0; and $b_{3\text{nl}} = -0.54 \pm 0.13$ when $m$ is free (in this case $b_{3\text{nl}}$ and $m$ have a cross-correlation factor of $-0.6$). Similarly, when letting $b_{s2}$ free we find $b_{s2} = 2.45 \pm 0.92$ for $m = 0$, and $b_{s2} = 1.3 \pm 1.6$ when $m$ is free to vary. For the local Lagrangian bias case we find $b_{s2} \sim -0.64$ given the value of $b_1 \sim 2.1$.

Table 12 reports the results of fitting the signal from the EZmocks cubic boxes. For conciseness we show the best-fit values of $m$ and the minimum $\chi^2$ obtained for different pipeline choices: ‘Local’ is the fiducial pipeline used in the main analysis of this paper where
the non-local biases are kept fixed to their local Lagrangian predictions; \( m \) can be freely varied (along the rest of parameters as described in section 2.2.2) or can be fixed to \( m \equiv 0 \) when doing the fit. In addition, we show the results for the baseline cosmology set to the fiducial case (used through the main text of this paper) and the own true cosmology of the EZmocks (see table 2 for the details on these two baseline cosmologies). Note that this baseline cosmology is used exclusively for computing the template of our model.\(^{14,15}\) For reference, we add the expected value of \( m \), which by definition is 0 when the own true cosmology of the mocks is used as a baseline cosmology model. Under this simplistic approach we see how the recovered \( m \) value is shifted away from its expected value when the ‘Local’ set up with \( m \) freely varied is used. For both fiducial and EZ cosmologies we find that \( m \) moves towards negative values by about 0.025 – 0.030. This result is in line with what was found in figure 10 when the individual light-cone Patchy and EZmocks were analyzed, and thus excludes that spurious effects of the modelling of the window, or the intrinsic redshift evolution for the light-cone mocks can be the cause for this mismatch when recovering \( m \). When we force \( m \) to be 0 we find that the value of best-fitting \( \chi^2 \) significantly increases, just confirming that \( m = 0 \) is not a desired solution for the EZmocks. We then consider two follow up variations of this set up, allowing \( b_{3\text{nl}} \) and \( b_{2\text{z}} \) to freely vary, with and without setting \( m = 0 \). We find that allowing \( b_{2\text{z}} \) to be free, does not help significantly to recover the expected \( m \). On the other hand, we find that when \( b_{3\text{nl}} \) is freely varied, we recover a more consistent \( m \), at the same time that the best-fitting \( \chi^2 \) reduces significantly. For this specific case we find that the best-fit value for \( b_{3\text{nl}} \) is \( b_{3\text{nl}}(m = 0) = -0.44 \pm 0.12 \) and \( b_{3\text{nl}}(m \text{ free}) = -0.54 \pm 0.13 \); whereas for the local case \( b_{3\text{nl}}(\text{local}) \sim 0.11 \). We discuss below the physical interpretation of these results.

Figure 12 shows the performance of four representative models described in table 12: (top panel) red lines correspond to the models with \( m \equiv m^{\text{exp}} = 0 \); blue lines to the models with \( m \) as a free parameter; solid lines to models with \( b_{3\text{nl}} \) set to its local Lagrangian prediction; dashed lines to the models where \( b_{3\text{nl}} \) is free; for all cases \( b_{2\text{z}} \) is set to is local Lagrangian prediction. Black dots with errorbars correspond to the measured signal from the cubic EZ mocks. As in table 12, the error-bars correspond to 1\( \sigma \) of the volume of a single cubic realization. The bottom sub-panel display the ratio between the mocks measurement and the model best-fit, using the same color scheme. We see how floating \( m \) free with local \( b_{3\text{nl}} \) (solid blue line) produces a power spectrum similar to that obtained by setting \( m = 0 \) and floating \( b_{3\text{nl}} \) free (red dashed line), illustrating the degeneracy between \( m \) and \( b_{3\text{nl}} \). We also see very clearly how the signal (or feature in the power spectrum) responsible for obtaining a \( m \neq m^{\text{exp}} \) when \( b_{3\text{nl}} \) is fixed to the local Lagrangian prediction, is localized mainly at \( k \simeq 0.045 \ h\mathrm{Mpc}^{-1} \) (solid red squares deviating from the horizontal black dotted line in the bottom sub-panel).

As we have commented in Sec 6.2 this behaviour is a spurious signal caused by the method adopted to produce the fast EZmocks. The EZmocks rely on the Zeldovic approximation and thus fail to include key pre-virialization terms which slightly affect the amplitude of the power spectrum at large scales. These missing negative terms are responsible for an excess of power in the EZmocks at large scales, mimicking the effect of a non-local bias, and thus pushing the recovered \( m \) to negative values under the local Lagrangian bias assumption for

\(^{14}\)Since the signal is measured from the Cartesian positions of galaxies in the periodic boxes, we do not require any cosmology for transforming redshifts into comoving distances, and therefore no Alcock-Paczysnki effect is induced.

\(^{15}\)In all the fits we include the grid correction for which \( P(P(k)) \neq P(k) \) as described in eq. 6.1-6.2 of [21], although for such large box it turns out to be a minor correction on \( m \) for the \( k \) range considered, \( 0.02 < k [\mathrm{Mpc}^{-1}] < 0.15 \), which shifts 4 units of \( m \times 10^3 \) towards positive values.

\[ \text{with} \quad k \text{ [Mpc}^{-1}h] < 0.15, \text{ which shifts 4 units of } m \times 10^3 \text{ towards positive values.} \]
Figure 12. Performance of some of the models listed on table 12 (lines with colours) on the average of the 479 realizations of the periodic cubic EZmocks (black dots with error-bars). Red colour represents models where $m$ has been set to be 0 (its expected value), blue colour represents models with $m$ freely varied; solid lines represents models with Local Lagrangian conditions for $b_{3nl}$, and dashed where $b_{3nl}$ is freely varied. In all cases the models employ the true base-line template from the EZmocks. Although only the monopole is shown, we simultaneously fit the three relevant multipoles within the range $0.02 < k [h \text{Mpc}^{-1}] < 0.15$, as for the data. The best-fitting values for $m$, $b_{3nl}$ and minimum $\chi^2$ are displayed in table 12.

$b_{3nl}$ (or pushing $b_{3nl}$ away from its local prediction for $m = 0$). This argument is supported by the results obtained when fitting $m$ on N-body mocks, such as the PT challenge mocks (see [23] and section 6.2) where for a similar HOD we find results consistent with $m = 0$, as well as for the local Lagrangian prediction on $b_{3nl}$ and $b_{s2}$.

The choice of assuming the local Lagrangian prediction on our main pipeline analysis applied for the data is hence well justified: when analyzing N-body mocks populated by galaxies following realistic HOD models, we find no sign of departure from locality. However, we want to test the impact of relaxing this assumption on the data, to quantify how much our results would change. This is displayed in figure 13 for the LRG $0.2 < z < 0.5$ sample: the $b_{3nl}(b_{s2})$ bias parameter is allowed to depart from its local prediction in the left(right) panel. For each type of bias we show 3 cases: its local case (purple contours), the case where its value is set to 0 (orange contours) and the case where we float this parameter free with a tight Gaussian prior around the value preferred by the EZmocks. Although we know
that the best-fit value of $b_{3nl}$ and $b_{s2}$ for the EZmocks is an unphysical artifact of the fast techniques employed to generate these mocks, we assume those best-fitting non-local bias results as extreme cases if, mistakenly, the non-local parameters of the data were fixed by the signal of the EZmocks. In addition, table 13 reports the best-fit values of $m$ for the 4 data samples when $b_{3nl}$ is kept to be local\(^{16}\), when it is set to 0, and when is freely varied with a tight Gaussian prior around the preferred value when fitting the EZmocks.

![Figure 13](image-url)

**Figure 13.** Impact of the assumptions for the non-local biases, $b_{3nl}$ (left panel) and $b_{s2}$ (right panel) on the cosmology parameters for the LRG sample $0.2 < z < 0.5$ data sample for the pre-reconstruction catalogue only. The colours represent different choices on these bias parameters, as indicated in the legend. The green contours display the results with the written Gaussian prior on these non-local bias parameters (motivated by the value preferred by the EZmocks), the orange contours the results when setting these biases to 0; the purple contours the results of setting them to the local Lagrangian prediction (fiducial pipeline choice for these work). See table 13 for the numerical values of the left panel, along with the results when fitting the other data samples.

From the right panel of figure 13 we see that the impact of the choosing $b_{s2}$ to be local, 0, or to be set around the value preferred for the EZmocks, has a very minor impact on $m$, and no impact at all on the rest of physical parameters. From the left panel we conclude that, if $b_{3nl}$ departs from locality, fixing it to $b_{3nl} = 0$ has no impact on the physical parameters, but setting it around the best-fit value preferred by the mocks, shift $m$ by $1.5\sigma$.

| Sample       | $b_{3nl}$ local | $b_{3nl} = 0$ | $b_{3nl} = -0.5 \pm 0.1$ |
|--------------|-----------------|---------------|--------------------------|
| LRG $0.2 < z < 0.5$ | $-0.075 \pm 0.042$ | $-0.063 \pm 0.042$ | $-0.009 \pm 0.045$ |
| LRG $0.4 < z < 0.6$ | $-0.033 \pm 0.044$ | $-0.021 \pm 0.044$ | $0.041 \pm 0.047$ |
| LRG $0.6 < z < 1.0$ | $-0.019 \pm 0.052$ | $-0.012 \pm 0.053$ | $0.017 \pm 0.055$ |
| QSO $0.8 < z < 2.2$ | $-0.005 \pm 0.033$ | $0.002 \pm 0.033$ | $0.028 \pm 0.035$ |

**Table 13.** Best-fit $m$ values under different assumptions on $b_{3nl}$ for the four different data samples (pre-reconstruction only). $b_{s2}$ is assumed local Lagrangian.

\(^{16}\)Note that the values of $m$ for the $b_{3nl}$ local cases of the LRG samples are slightly different from those reported by table 5, as in this case we only use the pre-reconstruction catalogues for simplicity.
Figure 14. Posteriors for the pre-recon only BOSS+eBOSS LRG sample $0.6 < z < 1.0$. For clarity only the nuisance parameters of the NGC are shown (although the SGC is simultaneously constraint). The purple contours display the results when both $b_{3nl}$ and $b_{s2}$ are set to their local Lagrangian predictions; the orange contours when they are freely varied with a wide uniform prior of $0 \pm 20$.

Table 13 displays the effect of changing the assumption on the locality of $b_{3nl}$ for the four studied samples. As seen in the left panel of figure 13 for the LRG $0.2 < z < 0.5$ sample, only when $b_{3nl}$ departs from locality and it is set around the preferred value for the EZmocks, the locality assumption has a noticeable impact on the best-fit $m$, yet no impact on the rest of the physical parameters. This shift in $m$ oscillates between $0.5\sigma$ and $1.5\sigma$ with respect to the local case, always towards positive values.

We conclude that the effect of $b_{s2}$ being local, or being set to the two explored non-local options has no impact at all on the physical parameters given the statistical precision of the data. The effect of $b_{3nl}$ is more important, as anticipated at the beginning of this appendix. Although the local and $b_{3nl} = 0$ choices show no significant difference among them given the size of statistical errors of the data, setting it to $-0.5 \pm 0.1$ significantly shifts the $m$ best-fit values, by around $1.5\sigma$. Although there is no strong evidence that the observed galaxies have such strong non-local behaviour (such extreme $b_{3nl}$ values), the strong correlation found between $b_{3nl}$ and $m$ indicates that - for present and forthcoming surveys - the interpretation of the shape $m$ as a cosmology observable, regardless whether is done via the ShapeFit compression or via direct fits to the full $P(k)$ shape, relies on certain assumptions about the
bias properties of the studied sample of galaxies. The other compressed parameters (and thus the cosmology extracted from them) are insensitive to these assumptions.

Finally, in figure 14 we display the full triangle plot of the pre-recon posteriors for the LRG eBOSS $0.6 < z < 1.0$ NGC sample, for the case where both $b_{s2}$ and $b_{3nl}$ are set to their local Lagrangian prediction (purple contours) and where they are floated free with a wide uniform prior between $0 \pm 20$. We see how in the case the two non-local parameters are allowed to float free the constrains on $m$ largely degrade, returning essentially no-information from the shape. In addition, we see that both $b_{s2}$ and $b_{3nl}$ hit the conservative prior limits, again indicating that the shape of the power spectrum is unable to simultaneously constrain $b_{s2}$, $b_{3nl}$ and $m$ from power spectrum data alone. Because of this we do not report any preference of the data for non-local bias values. The inclusion of higher-order statistics in future data analysis may help to mitigate these large degeneration directions observed among $\{b_{3nl}, b_{s2}, m\}$.

B Fiber collision effect in the quasar sample

We aim to account for one of the main observational systematic effect of the eBOSS quasar samples, the fiber collisions. This effect is caused by the physical size of the optical fibers, which cannot be placed in the BOSS and eBOSS plates sufficiently close to each other to collect the spectra of imaging targets closer than a limiting angular size of $62''$, which for the quasar sample represents a physical distance of $\sim 0.9$ Mpc$^{-1}$. Imaging targets closer than this minimum angular separation will have spectroscopic redshifts only if they lie in regions of the sky that have observed by more than one plate.

Thus, the eBOSS quasar catalogues tends to miss the redshift information of objects in regions where the density of objects is high. Not correcting by the effect of fiber collisions induces a change in the 3D clustering of the quasars (especially along the LOS), which can potentially bias the physical parameters we measure.

The fiber collision effect is imprinted in the EZmock quasar sample, and therefore by computing the physical parameters with and without the correction we can quantify the effect and validate the correction technique. We follow the approach proposed by [115] which accounts for the effect of fibre collisions in the modelling part (i.e., it does not correct the data catalogues, but the fitted model), which is also followed by the eBOSS quasar team analysis in Fourier space [60], as well as in configuration space [59].

In short, we modify the measured power spectrum by the following scale-dependent correction, $P_{\ell}^\text{true}(k) = P_{\ell}^\text{meas}(k) - \Delta P_{\ell}(k)$, where $\Delta P_{\ell}(k)$ has two additive components, the uncorrelated and correlated,

\[
\Delta P_{\ell}^\text{uncorr}(k) = -f_s(2\ell + 1)L_\ell(0)(\pi D_{\text{fc}})^2 W_{2D}(kD_{\text{fc}}),
\]

\[
\Delta P_{\ell}^\text{corr}(k) = -\frac{(2\ell + 1)f_s D_{\text{fc}}^2}{4} \sum_{\ell' = 0}^{\ell_{\text{max}}} \int_{k_{\text{min}}}^{k_{\text{max}}} q dq P_{\ell'}(q) \int_{\max(-1,q/k)}^{\min(1,q/k)} d\mu L_{\ell'}(\mu) d\mu L_{\ell}(k\mu/q) W_{2D}(qD_{\text{fc}}),
\]

where, $W_{2D}(x) \equiv 2J_1(x)/x$ is the top-hat function in 2D, and $J_1$ is a Bessel function of the first kind and of order 1. The total effect of these collisions is $\Delta P_{\ell}(k) = \Delta P_{\ell}^\text{uncorr}(k) + \Delta P_{\ell}^\text{corr}(k)$.

As suggested in [60] we take $f_c^{NGC,SGC} = 0.36, 0.45$ (the fraction of objects affected by the
Figure 15. Left panel presents the close pair (CP in the figure legend) correction proposed by [115] implemented for the quasar sample according to eqs. (B.1)-(B.2). The solid/dashed lines display the total $\Delta P_\ell(k)$ correction for the northern/southern galactic cap, and the colors correspond to different $\ell$-multipoles, as displayed. The right panel displays the impact that ignoring the close pair correction has in physical parameters inferred from the mean power spectra of the 1000 realizations of quasar EZmocks: the fiber collision effect has been simulated in the EZmocks catalogues, and the (red) green contours show the analysis (not) correcting for them. The size of the contours correspond to a volume 100 times the volume of the data. Although not shown, the minimum $\chi^2$ improves when correcting for the close pairs from $202.7/(168−12)$ down to $132.1/(168−12)$, mainly due to the shift in the hexadecapole signal at all scales.

fiber collisions in the northern and southern caps) and $D_{fc} = 0.9 \text{Mpc} h^{-1}$ (the collision radius at the effective redshift of the quasars, $z = 1.48$). Although $\ell'_\text{max}$ and $k_{\text{max}}$ should extend to infinity, and $k_{\text{min}}$ to 0, for practical reasons we choose $\ell'_\text{max} = 8$, $k_{\text{min}} = 10^{-3} \text{hMpc}^{-1}$ and $k_{\text{max}} = 0.4 \text{hMpc}^{-1}$. As discussed in [115] the effect of truncating $k_{\text{max}}$ only affects the amplitude of the correction of the monopole, which is in any case re-absorbed by the free parameter which regulates the amplitude of shot noise. With these numbers, [60] determined that for the eBOSS quasars only 5% of the collisions were correlated (being actually groups of quasars physically close to each other), which implies that the dominant part of the $\Delta P_\ell(k)$ shift is $P_{\ell}^{\text{uncorr}}(k)$, which is independent of the underlying true clustering of the quasars.

The left panel of figure 15 displays the total shift $\Delta P_\ell(k)$, for the northern (solid) and southern (dashed) patches, where the different colors stands for the different $\ell$-multipole contributions as indicated. Our analysis is insensitive to an overall scale-independent shift in $P^{(0)}$ as we are marginalizing over the amplitude of the shot noise.

Relative to the statistical error-bar of the quasar sample, the largest effect turns out to be in the hexadecapole, as is the multipole less affected by the bias parameters, which can also in part absorb part of the fiber collision effects. We find results very consistent with those shown in fig. 8 of [60].

The right panel of figure 15 displays how the best-fit physical parameters shift when the mocks with the effect of fiber collisions imprinted are (not) corrected according to eqs. (B.1)-(B.2) in (red) green contours. We fit the mean of the 1000 realizations of the EZmocks (northern and southern caps), although the plotted errors correspond to 10 times of the
statistical error of one realization. We report a change on \(D_M/r_d\), \(D_H/r_d\) and \(f\sigma_{88}\), which shifts the uncorrected mocks best-fitting values towards the expected values according to table 3. On the other hand, \(m\) is barely affected by the fiber collision. This behaviour is expected, as most of the signal of \(m\) comes from the derivative of \(P(0)\) at scales of \(k \sim 0.05\) Mpc\(^{-1}\)h, which are barely affected by fiber collisions. Overall, the reported shift on the mocks represents a fairly small fraction of the error of the data, which is typically 10 times larger than the errors displayed by the plot.

|        | \(D_H/r_d\)  | \(D_M/r_d\)  | \(f\sigma_{88}\) | \(m\)            | \(\chi^2_{\text{min}}\) |
|--------|---------------|---------------|-------------------|-------------------|--------------------------|
| CP corr.| 13.27 ± 0.50  | 31.01 ± 0.82  | 0.468 ± 0.042     | −0.005 ± 0.033    | 117.0                    |
| CP uncorr.| 13.11 ± 0.49  | 31.23 ± 0.82  | 0.482 ± 0.042     | −0.009 ± 0.034    | 117.5                    |

Table 14. Effect of the fiber collisions on the best-fitting physical parameters of actual quasar data sample. CP corr. stands for the results when the fitted model accounts for the close pairs corrections via eqs. (B.1)-(B.2); CP uncorr. display the best-fits when this correction is ignored. Along with the best-fitting values we also report the value of the minimum \(\chi^2\) with 168-12 degrees of freedom.

Table 14 presents the results of performing the fit of the actual quasar data taking into account the close pair correction of eqs. (B.1)-(B.2) (CP corr.), or ignoring it (CP uncorr.). We observe a fairly small shift, which cannot be distinguished from the intrinsic cosmic variance noise. However, as for the mocks, we see that \(D_H/r_d\) tends to increase by \(1/3\sigma\), \(D_M/r_d\) and \(f\sigma_{88}\) tend to decrease by \(1/4\sigma\) and \(1/3\sigma\), respectively. On the other hand, \(m\) is barely affected (\(\sim 1/10\sigma\)). We also report a slight improvement of the minimum \(\chi^2_{\text{min}}\) value of the fit, mainly due to an increase of the hexadecapole signal.

In summary, we see that the close pairs correction has a measurable effect only when the effective volume of the sample is about \(\times 100\) the effective volume of the actual eBOSS data quasar sample, which shifts the posteriors of the BAO distances and \(f\sigma_{88}\) by a magnitude of \(\lesssim 2\sigma\), whereas the shape parameter \(m\) is unaffected. Nevertheless, for correctness, we do include this correction in our main analysis of the data, but we do not expect that inaccuracies on the exact free parameters of this model, such as the values of \(f_c\) have any significant effect on the final results of this paper.

C Impact of the prior assumptions

We discuss the motivations for and the effects of including certain priors in the analysis presented in the main text. We divide this appendix in two sections, the first one about the priors on nuisance parameters for the model-agnostic fit to the measured power spectra, and the second about the priors set during the interpretation of the compressed physical variables within a certain cosmology model.

C.1 Prior assumptions on the model-agnostic analysis

In section 2.2.2 we have described the parametrization of the galaxy/quasar \(P^{(\ell)}(k)\) model, with a set of physical and nuisance parameters. Among the nuisance parameters, the amplitude of shot noise \(A_{\text{noise}}\) and the second order bias \(b_2\), are not particularly well constrained by power spectrum data alone, especially when the signal-to-noise ratio is not very high. As shown in table 4 for all the samples we have set a Gaussian prior around the Poissonian noise prediction for the amplitude of shot noise, allowing a 30\% deviation at 1\(\sigma\). This is a Gaussian prior of \(A_{\text{noise}} = 1 \pm 0.3\), for both northern and southern sample parameters. We know that

\[ A_{\text{noise}} = 1 \pm 0.3 \]
Figure 16. Posteriors for the pre-recon only BOSS+eBOSS LRG sample $0.6 < z < 1.0$. In purple the constraints using uniform wide priors for $A_{\text{noise}}$ and $b_2$; in green when a Gaussian prior of $1 \pm 0.3$ is set for $A_{\text{noise}}$; and in dark orange when additionally a Gaussian prior of $5 \pm 2.5$ is also set for $b_2$. For the rest of parameters uniform wide priors are used as presented in table 4.

Halo-exclusion and the intrinsic clustering signal of the galaxy and quasar samples can induce some deviations from the pure Poissonian case, $A_{\text{noise}} = 1$, but having this noise deviating by more than $\sim 0.6$ (2$\sigma$ of our Gaussian prior) is actually extremely unphysical. Nevertheless, we display in figure 16 the effect of this Gaussian 30% prior in green contours compared to the case with uniform wide priors on $A_{\text{noise}}$ in purple contours, for the LRG $0.6 < z < 1.0$ sample. Although setting this Gaussian prior has some impact in some of the nuisance parameters, it barely has any impact on the physical variables, such as the BAO scaling distances, the growth, or the Shape.

In addition to the prior on $A_{\text{noise}}$ we include a wide Gaussian prior around $b_2$ when analyzing the LRG $0.6 < z < 1.0$ sample. This choice is motivated by the multi-modal posterior this sample presents in the absence of this prior, and the strong degeneracy between the amplitude of shot noise and $b_2$ (see again purple and green in figure 16 for $b_2$). In particular, we find that $b_2$ prefers either $b_2 \sim 5$ with $A_{\text{noise}} \sim 1$, or $b_2 \sim -5$ with $A_{\text{noise}} \sim 1.5$. This long degeneracy could be also restricted by imposing a tighter prior on $A_{\text{noise}}$, but we decide that setting an additional Gaussian prior on $b_2$ around 5, with a wide $\pm 2.5$ deviation at 1$\sigma$ amplitude is a cleaner approach to remove this spurious result. This feature only appears
for the LRG sample at $0.6 < z < 1.0$, but not at the other two LRG samples due to the larger effective volume. We show in dark orange contours of figure 16 the effect of the combination of both Gaussian priors on $A_{\text{noise}}$ and $b_2$.

In summary, the inclusion of the Gaussian priors on $A_{\text{noise}}$ (in all the samples) and of $b_2$ (in the LRG $0.6 < z < 1.0$ sample) help to increase the convergence of the Monte Carlo Markov Chains and barely affects the posteriors of the physical parameters. For both parameters, having this priors help to exclude the unphysical results where the amplitude of shot noise significantly departs from its Poissonian prediction.

C.2 Prior assumptions within a specific cosmology model

To extract tight cosmological constraints from LSS data alone, in particular from the BOSS and eBOSS maps presented here, it is necessary to impose physical Gaussian priors on some parameters to break degeneracies.

One of these parameters is the baryon density $\omega_b$, which is well measured by BBN and the CMB, so it is instructive to adopt this measurement within the cosmological analysis. The impact of this prior assumption is already discussed in depth in section 5.1, $\omega_b$ is very degenerate with $h$ and $\omega_{\text{cdm}}$, but it does not affect the constraints on $\Omega_m$ and $\sigma_8$ (see figure 4).

Another parameter that we do not vary freely in our baseline analysis is the spectral tilt $n_s$. Instead, we keep it fixed to the fiducial value $n_s^{\text{fid}} = 0.97$. The reasoning is that the limited range of scales we consider for galaxy clustering are not sufficient to determine the scale-independent tilt with high accuracy, while the Planck temperature and polarization power spectra cover significantly larger, linear scales, that enable a precise determination of $n_s$. Due to its degeneracy with the shape $m$, allowing it to vary freely in the cosmological ShapeFit analysis would significantly degrade the constraining power of $m$. As shown in [21], it is possible to measure both $m$ and $n_s$ from the galaxy power spectra independently, but in this work we rely on the well measured knowledge on the scale independent tilt from the CMB and infer cosmological constraints from $m$ only.

In the left panel of figure 17 we show the impact of relaxing the prior $n_s = n_s^{\text{fid}}$ (blue contours) by allowing to vary $n_s$ within a Gaussian prior probability distribution centered at the value $n_s^{\text{Planck}} = 0.9649$ measured by Planck, with a width of $\Delta n_s = 0.02$, which is $5\times$ larger than the Planck measured standard deviation (red contours). We can see that this has no impact on $h$ and $\sigma_8$, but slightly degrades our $\Omega_m$ constraints. While our baseline analysis returns $\Omega_m = 0.3001 \pm 0.0057$, here we find $\Omega_m = 0.2987 \pm 0.0073$.

We hence conclude that our baseline $\Lambda$CDM results are robust even under systematic deviations of $n_s$ from the Planck measured value.

D Smoothing the BAO wiggles

To obtain the shape $m$ prediction for any combination of cosmological parameters we need to infer the matter transfer function ‘no-wiggle’ shape $T_{\text{nw}}$ (or power spectrum shape $P_{\text{nw}}$), entering eq. (2.10). However, this quantity with removed BAO signal is not a direct output of Boltzmann codes, and must hence be inferred in an additional step.

Several numerical methods exist to extract the BAO signal from a fiducial power spectrum template, for example, in our BAO analysis we use the method from [116]. However, this method involves a polynomial fitting routine, which does not return stable results for all
cosmological parameter combinations. Even for methods that rely on simple numerical functions such as fast Fourier transforms or interpolation (see for instance [117]) it is a non-trivial task to obtain stable results across cosmological parameter space. As argued extensively in appendix A of [118], this is because the BAO are a relatively minor signal compared to the broadband. Finding a universal numerical BAO extraction method is further complicated by the fact that other features in the linear power spectrum -determined by the matter-radiation equality turnover and baryon suppression scales- show a rich cosmology dependence. Any numerical method relying on a set of hyperparameters, such as the one presented in [119], must therefore be validated to deliver standardizable results against that cosmology dependence. Since such a validated method does not yet exist in the literature, in this work we use the analytic EH98 formula [6] to obtain our Shape predictions.

The drawbacks of the EH98 formula are its inaccuracy of up to 5% and its lack of validity beyond ΛCDM and simple parameter extensions of varying neutrino mass $\Sigma m_\nu$, effective number of neutrino species $N_{\text{eff}}$, curvature $\Omega_k$ or dark energy equation of state $w$. While the EH98 formula is still sufficient for the range of models explored in this paper, an alternative numerical method would be beneficial for future applications.

Here, we present a new numerical method as such an alternative and compare its performance with respect to the baseline EH98 formalism. The building block of this numerical smoothing is given by the following scipy (and numpy) functions:

\begin{enumerate}
\item We use the `find_peaks` function from `scipy.interpolate` to find the minima and maxima of the gradient (using `numpy.gradient`) of the input spectrum. The scales at which these minima and maxima are found represent the nodes, that we require the output smooth function to cross. We start looking for peaks at a certain scale $k_{\text{start}}$,
which is our first hyperparameter. By default, we set $k_{\text{start}} = 0.02 \, [h \text{Mpc}^{-1}]$.

**ii)** We use the `interp1d` function from `scipy.signal` to interpolate two smooth functions crossing all minima (maxima) identified with the help of the peak finder in **i)** and combine both curves into the final output by computing their average. The order $j$ of the spline interpolation is our second hyperparameter. By default we perform quadratic interpolation, i.e. we set $j = 2$.

As argued before, we aim to establish a “standardizable” method, which delivers results independent of the hyperparameters.\footnote{While we leave the demonstration of its independence from the hyperparameters for future work, here we argue why our method is well suited to be “standardizable”: because we cancel out the standard ruler $r_d$ and turnover scale $k_{\text{eq}}$ power spectrum dependence.} To achieve this goal we proceed as follows:

1. We start with our fiducial linear matter power spectrum $P_{\text{lin}}^{\text{fid}}$ obtained from the Boltzmann code CLASS\cite{class} using the fiducial values of table 2 and calculate the corresponding smooth EH98 power spectrum $P_{\text{EH98}}^{\text{fid}}$.

2. We calculate the ratio $P_{\text{lin}}^{\text{fid}}/P_{\text{EH98}}^{\text{fid}}$ to divide out the power spectrum dependence on the turnover scale $k_{\text{eq}}$, which is excellently modeled via the EH98 formula.

3. We apply the numerical smoothing (steps **i)** and **ii)**) with that ratio as input.

4. We multiply the de-wiggled output with $P_{\text{EH98}}^{\text{fid}}$ to obtain $P_{\text{num}}^{\text{fid}}$.

5. Given a cosmology $\Omega$ different from the fiducial cosmology $\Omega^{\text{fid}}$, we compute the ratio $P_{\text{lin}}/P_{\text{EH98}}$ for that cosmology after rescaling them by the sound horizon ratio $s = r_d/r_d^{\text{fid}}$ (as for the nominator of eq. (2.10)).

6. We “standardize” that ratio by dividing it by the pre-computed ratio for the fiducial cosmology, i.e. we compute $(P_{\text{lin}}/P_{\text{EH98}})/(P_{\text{lin}}^{\text{fid}}/P_{\text{EH98}}^{\text{fid}})$.

7. We use this “standardized” ratio as input for the numerical smoothing, steps **i)** and **ii)**.

8. We multiply the de-wiggled output with $P_{\text{EH98}}^{\text{fid}} \cdot (P_{\text{lin}}/P_{\text{EH98}}^{\text{fid}})$ to obtain the final numerically smoothed power spectrum $P_{\text{num}}$.

Note that steps 1.-4. are carried out only once to generate the fiducial templates, while steps 5.-8. need to be performed at each step in cosmological parameter space. From our tests using MCMC’s we found that the “double standardization” procedure described here is sufficient to deliver stable results. In this way we can get rid of the dependence on $k_{\text{eq}}$ (through the division by the EH98 formula) and the baryon suppression and onset of oscillation (through the division by the fiducial template ratio). If not taken into account, both of these effects can lead to artificial discontinuities in the determination of the shape $m$.

We explain this procedure visually and compare it to the pure EH98 smoothing method in figure 18. The top panel shows the ratio of $s^{i/j}$-rescaled power spectra $P_{x}^{\Omega^{i}}(\Omega^{j})/P_{y}^{\Omega^{i}}(\Omega^{j})$, where the subscripts $x, y$ either stand for the linear power spectrum (‘lin’) or for the no-wiggle linear power spectrum obtained via the analytic (‘EH98’) formula or the numerical method (‘num’) described here. The superscripts $i, j$ either stand for the fiducial cosmology (‘fid’) of table 2 or a cosmology (empty superscript) with displaced matter density $\Delta \omega_m = -0.02$. In most cases the denominator is given by $P_{\text{num}}^{\text{fid}} = P_{\text{num}}(k, \Omega^{\text{fid}})$ as reference, but also other
cases are displayed for comparison. The exact values of the sub- and superscripts are specified in the legend, where the dependencies $P(...)$ are not written out for simplicity.

From the top panel of figure 18 we can appreciate the difference in Shape between the $s$-rescaled power spectrum of the displaced cosmology (purple line) and the fiducial power spectrum (black line). Their ratio (red, dotted line) still shows some residual wiggles due to the difference in BAO amplitude between the two cosmologies. Its residual with respect to the EH98 function (red, dotted line of bottom panel) is used as input for our numerical smoothing function (step 6). The advantage of using the residual power spectrum ratio as input is that the numerical method is more precise (and in particular more independent of the hyperparameters) the smaller the BAO amplitude. This is simply because with smaller amplitude there is less room left for possible numerical smoothing solutions. In fact, if the residual BAO amplitude is zero, all numerical smoothing operations would deliver identical results. The final numerically smoothed spectrum $\frac{P_{\text{num}}}{P_{\text{fid}}}$ (red, dashed lines) can be compared to the baseline EH98 result $\frac{P_{\text{EH98}}}{P_{\text{EH98}}}$ (blue, dashed lines) in both panels. We see that they are in nearly perfect agreement for $k < 0.05 \, [h \text{Mpc}^{-1}]$ and reach at most a 2% discrepancy at $k = 0.1 \, [h \text{Mpc}^{-1}]$. Since we measure the slope at pivot scale $k_p = 0.03 \, [h \text{Mpc}^{-1}]$ (black, dotted lines), both methods deliver the exact same cosmological constraints, as demonstrated for our baseline $\Lambda$CDM model in the right panel of figure 17. However, to achieve this result it is very important to use for each cosmology the same BAO wiggle removal procedure as for the fiducial power spectrum template. This is because, in absolute terms, the EH98 prediction (blue, dotted lines) is quite different from the numerical calculation, in this case up to 5% and even up to 2% at $k_p$.

E Full data-vectors and covariances

We list the full covariances and data-vectors corresponding to the compressed set of variables of the samples used in this paper. These results correspond to those listed in table 5, but explicitly displaying the cross correlation among parameters. Unlike in table 5 we display the $f \sigma_8$ parameter (see section 2.2.3 for its definition), which is slightly different from the usual $f \sigma_8$ parameter which has been reported before.

The two BOSS LRG overlapping samples at $0.2 < z < 0.5; \, z_{\text{eff}} = 0.38$ and $0.4 < z < 0.6; \, z_{\text{eff}} = 0.51$ correspond to,

$$D^{LRG}(0.38, 0.51) = \begin{pmatrix} \frac{D_H}{r_d}(0.38) \\ \frac{D_M}{r_d}(0.38) \\ f \sigma_{8s}(0.38) \\ m(0.38) \\ \frac{D_H}{r_d}(0.51) \\ \frac{D_M}{r_d}(0.51) \\ f \sigma_{8s}(0.51) \\ m(0.51) \end{pmatrix} = \begin{pmatrix} 24.979 \\ 10.239 \\ 0.47323 \\ -0.066479 \\ 22.256 \\ 13.302 \\ 0.48109 \\ -0.022856 \end{pmatrix}, \quad (E.1)$$
with covariance

\[ C^{\text{LRG}} (0.38; 0.51) = 10^{-3} . \]

\[
\begin{pmatrix}
370.75 & -29.539 & -11.436 & -1.3729 & 108.63 & -8.6873 & -3.2297 & -0.87764 \\
24.259 & 2.9207 & -0.52414 & -8.0277 & -4.2352 & 1.0342 & -0.25930 \\
2.1106 & -0.073861 & -3.1726 & -0.29013 & 0.70911 & 0.071011 \\
1.7474 & -0.94588 & -0.58482 & 0.097818 & 0.74692 \\
277.21 & -34.533 & -7.9761 & -1.5555 \\
35.805 & 2.8011 & -0.36639 \\
1.6569 & -0.18942 \\
1.9244
\end{pmatrix}
\]

The BOSS and eBOSS LRG sample, 0.6 < z < 1.0; \( z_{\text{eff}} = 0.698 \) has,

\[
D^{\text{LRG}} (0.698) = \begin{pmatrix}
D_H / r_d \\
D_M / r_d \\
f \sigma_8 / s \\
m
\end{pmatrix} = \begin{pmatrix}
19.542 \\
17.700 \\
0.47947 \\
-0.008019
\end{pmatrix}, \quad (E.3)
\]
and the following covariance,

$$C_{\text{LRG}}(0.698) = 10^{-3} \begin{pmatrix} 201.75 & -46.049 & -5.4088 & -2.7122 \\ 93.889 & 5.0808 & -0.51303 & 1.8683 \\ 1.8683 & -0.70222 & 2.6965 \end{pmatrix}.$$  \hfill (E.4)

Finally, the quasar sample at $0.8 < z < 2.2$; $z_{\text{eff}} = 1.48$ has,

$$D_{\text{QSO}}(1.48) = \begin{pmatrix} \frac{D_H}{r_d} \\ \frac{D_M}{r_d} \\ f_{\sigma_8} \\ m \end{pmatrix} = \begin{pmatrix} 13.274 \\ 31.007 \\ 0.46773 \\ -0.005327 \end{pmatrix},$$  \hfill (E.5)

and covariance,

$$C_{\text{QSO}}(1.48) = 10^{-3} \begin{pmatrix} 245.99 & -16.412 & -7.8840 & -4.4936 \\ 669.76 & 20.710 & -5.9721 & 1.7861 \\ 1.7861 & 0.086278 & 1.0934 \end{pmatrix}.$$  \hfill (E.6)

We provide these compressed parameter covariances, the power spectra measurements, power spectrum covariances and window matrices employed in this analysis in [120].
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