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Abstract: In this paper we propose a methodology to study circular economy processes based on mathematical modelling. In open-ended systems, waste could be converted back to recycling, transforming the economy from linear to circular. The concept of entropy and the second law of thermodynamics give the argument for a scale reduction of material circulation. As humans extract more and more energy and matter for the economy, the degree of entropy is likely to increase. Based on the findings of economic studies on the implications of industrialization in the case of growing economies, this study aims at evaluating circular economy processes at the European Union (EU) level using a Shannon-Entropy-based algorithm. An entropy-based analysis was conducted for the 28 European Union countries during the time frame 2007–2016. The modelling process consists of constructing a composite indicator which is composed of a weighted sum of all indicators developed by an algorithm based on Shannon Entropy. The weights assigned to each indicator in our analysis measure the significance of each indicator involved in the development of the composite indicator. The results are similar to the international rakings, consolidating and confirming the accuracy and reliability of this approach.
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1. Introduction

The use of limited-space resources generates multiple concerns for governments as well as for academics in terms of finding the optimal solution to respond to the challenges of climate change or of the growing demand in consumerist economies. Ratifying the Kyoto Protocol and enforcing it in as many countries as possible creates the premise for combating pollution from industrial processes.

Turning linear economies, based on the production–consumption–waste model, into circular economies, regenerative by definition and based on production–consumption–reuse of resources, seems to be the puzzle piece missing from the current structure of the consumption pattern [1–5]. Investing in innovative equipment for environmental protection plays an essential role in circular economy.

Beyond the evolution of the classical model of economic growth [6], Andersen conceptualized an economic growth model to determine the main impact factors, then capitalized on empirical data in an attempt to determine the economic factors that stimulate or inhibit the transition to a circular pattern.

The economic literature of the last ten years abounds in econometric presentations to determine the impact of waste management processes on economic activities in the context of the general equilibrium model [7–10].
By way of example, in Sweden, Ljunggren Söderman et al. [11] analyzed the interconnection of solid waste program management in the context of a general equilibrium model in order to find the right answer to the request of the Swedish Parliament for a percent reduction in the amount of waste in relation to the growth indicator [12]. It should be mentioned here that Sweden is among those countries with a high degree of waste reuse, being top-ranking among the Member States of the European Union.

The economists Xie and Saltzman [13] studied the influence on Gross Domestic Product (GDP) of dangerous waste fees for waste resulting from mining activities in South Africa. It should be noted that the two continents Africa and Asia are ranked last in terms of their waste reuse rate, while North America and Europe are at the top of the ranking and amongst the most highly industrialized countries.

The impact of environmental policy on growth prospects has been studied by international organizations such as The Statistical Office of the European Union (OECD) [14] and by European institutions, for example, the European Commission (EC) [15]. Strongly industrialized, developed agriculture states are inevitably facing environmental challenges. Keeping the ecosystem is or should be a policy priority, worldwide. The United Nations Environment Program reflects these concerns. A prestigious organization with an invaluable contribution to the evaluation of European environmental policies is the Ellen MacArthur Foundation, created in 2010 to accelerate the transition to a circular economy process. Ellen MacArthur Foundation’s report “Economic Growth—Circular Economy, A Vision on European Competitiveness” [16] shows that an advanced technology-based circular economy will allow Europe to raise productivity by up to 3 percentage points annually. According to the study, this generates a primary resource benefit of up to €0.6 trillion per year by 2030 compared to Europe’s current economies, resulting in a GDP growth of 7 percentage points over the current scenario development and a positive impact on employment.

The concept of “cradle to cradle” (C2C) was introduced by McDonough and Braungart and is specific to a regenerative circular economy [17]. This concept applies to the process of generating sustainable energy and involves the transformation of waste into new products, the use of natural energy sources, and the diversity of ecosystems [18]. In contrast to this, Morrison [19] criticizes the “cradle to grave” formula used in the industrial process, wherein products are transferred to waste, often without the possibility of being reused.

The extent of Chinese economic development over the past two decades is well known. Environmental degradation inevitably resulted in the wake of the economic miracle. Circular economy is thus a strategy for sustainable development and was proposed by the government based in Beijing to improve energy efficiency and material use. This strategy, officially accepted in 2002, was put into practice and developed in pilot areas in China [20]. National laws and regulations have been adopted to facilitate the implementation of circular economy projects. China has become the first country in the world to provide objective, credible information on the state of implementation of circular economy processes, based on a unique system of indicators for political decision-making. The work of Chinese economists [21] critically analyzes the applicative model of the circular Chinese economy. Indicators conceived by the Chinese state can be widely used by other states, also aware of the danger of environmental degradation, as a reference point for knowing the stage of development of the circular economy.

The circular economy could be also linked to the sharing economy paradigm [7]. This approach could be viewed as a closed loop of the flow of materials, instead of the linear “produce–use–dispose” view. Closing the loop through energy recovery or recycling is just a part of the solution to mend the linear economy model. In fact, repair, reuse, or remanufacturing loops are preferred over energy recovery, recycling, or landfilling [8].

Rapid development of digital technology is the main key that is enabling organizations to profitably scale the business models of a circular economy [9]. At the point at which a value chain is moving toward circular economy practices, the dynamics of power and competitiveness transform through disruptive technologies such as mobile, analytics, and recycling technology [10].
The research question addressed here is whether there is a direct and positive relationship between the R&D expenditures for circular economy processes of European Union (EU) countries and their economic efficiencies; we measure this using a composite index.

This paper is structured as follows. In the first part, we present the composite indicator built on Shannon entropy. The resulting weights assigned to each indicator in our analysis measure the significance of each indicator involved in the development of the composite indicator. Then, an entropy-based analysis was conducted for the 28 European Union countries based on an algorithm developed using the composite indicator. A ranking of the EU countries is further revealed, and results are analyzed in the Discussion section.

2. Theory and Methods

2.1. Circular Economy Processes

The economic system is conventionally perceived as an open-ended model [22]. Production, P, produces capital goods, K, and consumer goods, C. Conversely, capital goods produce consumption in the future. The aim of consumption is to create welfare or utility, U. Sometimes, this linear perspective also includes natural resources, R (see Figure 1).

![Figure 1. The conventional linear economy processes. R—natural resources, P—production, C—consumption, U—utility, and K—capital goods.](image)

The linear economy process is converting to a circular economy when the source use and waste residuals relationship is considered. The result is that the total amount of waste generated in one cycle must be equal to the depleted amount of resources. Capital goods could be used as a temporary output of resources, but after consumption they are transformed to waste in the environment system. Energy cannot be wasted, but it could be dissipated or converted. However, the relationship between natural resource use and waste in any cycle period is a little more complicated due to the stocks of resources incorporated in capital goods [23]. In the linear process, the box r is for recycling. Waste could be partially converted back to resources and make the economy process circular. Unfortunately, not all waste can be recycled [24–27], partially because of basic physical laws and partly due to missed opportunities (see Figure 2). While this cycle is most evident for fossil fuels which end up in the atmosphere as carbon dioxide molecules, growing entropy applies to most metals as well [28]. In his thesis, Georgescu-Roegen [22] considers that as humans are extracting more and more energy and matter for the economy, the level of entropy is likely to increase. Circulating energy and matter would help delay the increase of entropy and end up reducing the need for new inputs into the economic process.
The environment can be assumed to be accomplishing four main welfare economic functions: (1) a base resource for the economy; (2) amenity values; (3) a residual flow sink; and (4) a system for life support [30]. In Figure 3, we can see the linkages between the environment and its four basic economic functions. Residuals, which are released into the environment, have great potential for causing harm by affecting the life support function and amenity values, and have also been lost from the economic process perspective. In a circular economy where reusing and recycling is instituted, the loss of the residuals coming from the economic process could be postponed for resources which are not renewable [31]. However, there might be some additional problems when minimizing the residual output. Some economists consider that the resources for the economy and the material input should be limited and that a minimization process should be a necessary prerequisite to the residual cycle.

Figure 2. Circular economy processes. r—Recycling, W—waste. Source: Andersen, M.S. [29].

Figure 3. Circular economy processes. Source: Pearce and Turner [32]. r—Recycling, P—Production, C—Consumption, U—Utility, K—Capital goods, R—Natural resources, ER—Exhaustible resources, RR—Recyclable resources, A—Assimilative capacity, W—Waste, h—Harvest, y—Yield.
A circular economy built through efficient recycling and resource reuse processes has the potential to create jobs, drives entrepreneurs to invest in the context of their support programs, and, last but not least, contributes to sustainable economic growth based on investment and resource efficiency [7].

The use of entropy in environmental and biological processes was firstly introduced by Shannon and Boltzman [33] who proposed entropy to quantify the amount of information provided by a random variable or a probabilistic experiment. This use of entropy then underwent a fast evolution, and its application was extended to other fields like biology, physics, economics, culture, and sociology.

Development of the theory at the basis of information utility and information measurement was founded on the work of famous researchers, among whom are D.K. Fadeev, J. Von Neumann, A.N. Kolmogorov, C. Tsallis, and A. Renyi [34–37].

The level of uncertainty can be measured using the entropy concept and may be interpreted as fuzziness or randomness. In order to analyze randomness in decision-making problems applied to different fields, various techniques which use risk measures or information measures have been developed [38,39].

2.2. Shannon Entropy Composite Index

The entropy can be defined using several metrics (Rényi Entropy, Tsallis Entropy, Shannon Entropy). It is a measure of uncertainty based on the explanatory content of a continuous or discrete variable [40]. The most used entropy measure is Shannon Entropy, which quantifies the expected value of a discrete random variable [41].

Definition. The Shannon Entropy [42] of a discrete random variable \( X = (x_1, x_2, \ldots, x_n) \) with corresponding probability vector \( p = (p_1, p_2, \ldots, p_n) \), \( \sum_{i=1}^{n} p_i = 1 \), is given by the formula \( H(X) = -\sum_{i=1}^{n} p_i \ln(p_i) \).

The Shannon definition of entropy has two interpretations. First, it can be regarded as a measure of information given by the random variable or the experiment under consideration [43]; second, it can be viewed as a measure of uncertainty of a random variable or experiment [44]. When it is considered before conducting the experiment, then entropy measures the uncertainty related to the results of the analysis. If positioned after the end of the experiment, entropy then measures the outcome of the results.

Proposition 1. Suppose we have a state system \( X = (x_1, x_2, \ldots, x_n) \ldots \) with corresponding probability vector \( p = (p_1, p_2, \ldots, p_n) \), \( \sum_{i=1}^{n} p_i = 1 \). If \( H(X) \), as defined above, is the Shannon entropy of the system \( X \), then the following statements hold:

(i). \( H(X) \geq 0 \). Equality holds if, and only if, \( \exists i = \frac{1}{1/n} \) such that \( p_i = 1 \) and \( p_j = 0, \forall i = \frac{1}{1/n} /i \);

(ii). \( H(X) \leq \ln(n) \). Equality holds if, and only if, \( p_i = 1/n, i = \frac{1}{1/n}, \forall \).

In system theory, in a general way, entropy is used to measure the degree of disorder of the internal system [45]. When the state of a system is quantified by a particular indicator, big differences observed in the values of that indicator correspond to small entropy values; conversely, small differences indicate big entropy values [46]. If the indicator is of large importance for describing the state of the system, its corresponding weight is large, but if provides less information, its weight is small [47]. Ideally, the value of entropy is at its peak when indicator values used to estimate the status of the system are equal.

Now let us assume that there are \( n \) evaluation indicators and \( m \) evaluation objects. The matrix of the original data \( X = (X_{ij})_{m \times n} \) is hence created. For any indicator \( j \), the larger the difference of the value of the \( x_{ij} \) index, the more significant the indicator in the overall evaluation is.
In our analysis we will start with the Shannon entropy measure as it was defined above, which will be normalized by using the formula

$$H(X) = \frac{1}{\ln(n)} \sum_{i=1}^{n} p_i \ln(p_i)$$ (1)

in order to get output values between 0 and 1.

Shannon entropy could help us derive the composite indicator. In the indicator-based information entropy, the weights of the indicator were calculated, and evaluation indicators were calculated by multiplying these weights with the indicators’ standardized values. The computation of entropy production and flow mainly uses year-based information entropy. The entropy composite index is described in Appendix A.

The weights and the indicators which were described above will be used in the algorithm presented in the next section, and are part of the evaluation processes used for evaluating Circular Economy use at the European Union level.

Some authors [48] used Shannon entropy to present a fault-tolerant control scheme for a class of stochastic distribution collaborative systems, which were composed of three subsystems connected in series to complete the control target. Other economists [49] proposed a new minimum entropy controller-based method of linear non-Gaussian systems to describe the characteristics and uncertainty of random variables. A grouping methodology based on the characterization of the Sardinian community system was applied to detect productive basins composed by municipalities with degree cohesiveness in terms of commuter flows [50].

Starting from the Shannon entropy measure, we produced a composite index, described in Appendix A, which was used to make a ranking of the European Union countries based on an efficiency index computed as the ratio between the composite index outcome and an investment index.

3. Results

In the EU, there are 28 Member States which joined the EU at different times. In our analysis, we will take as a basis the year 2007, which corresponds to the accession of Romania to the European Union.

The modelling of Circular Economy processes has been analyzed in a number of research articles. It was demonstrated that there is a close link between the use of a cyclical economy and economic growth [51–53]. Other authors [54–57] concluded that human capital and innovation for environmental benefits have a positive impact on economic growth.

Now, we will use entropy measures to evaluate the circular economy output for the 28 EU countries. The data were collected from The Statistical Office of the European Union (EUROSTAT) and are displayed in Table 1. For circular economy, we have used the recycling percentage of municipality waste as a proxy, while economic growth was defined as percentage increase in GDP per capita in the member States.

| Country              | Recycling (%) | GDP Per Capita ($) |
|----------------------|---------------|--------------------|
| Austria              | 59.2          | 47,291             |
| Belgium              | 54.6          | 43,324             |
| Bulgaria             | 19.1          | 8032               |
| Cyprus               | 4.2           | 25,234             |
| Czech Republic       | 7.4           | 20,368             |
| Denmark              | 41.8          | 56,308             |
| Estonia              | 17.4          | 19,705             |
| Finland              | 33.6          | 45,703             |
| France               | 30.6          | 38,477             |
| Germany              | 62.1          | 44,470             |

Table 1. Recycling rate and economic growth of the EU countries.
Table 1. Cont.

| Country  | Recycling (%) | GDP Per Capita ($) |
|----------|---------------|--------------------|
| Greece   | 12.8          | 18,613             |
| Hungary  | 10.4          | 14,225             |
| Ireland  | 33.1          | 69,331             |
| Italy    | 19.2          | 31,953             |
| Latvia   | 4.5           | 15,594             |
| Lithuania| 1.9           | 16,681             |
| Luxembourg| 43.7          | 104,103            |
| Malta    | 13.4          | 26,946             |
| Netherlands | 46.8      | 48,223             |
| Poland   | 15.9          | 13,812             |
| Portugal | 15.9          | 21,136             |
| Romania  | 1.8           | 10,814             |
| Slovakia | 4.1           | 17,605             |
| Slovenia | 15.4          | 23,597             |
| Spain    | 31.2          | 28,157             |
| Sweden   | 47.9          | 53,442             |
| UK       | 30.3          | 39,720             |

Source: own processing of the data from Eurostat.

The weights were determined after computing the following steps. Step 1:

(a) Standardizing the data. The original matrix \( X = (x_{ij}) \) was standardized by the formula

\[
y_{ij} = \frac{x_{ij} - \min x_{ij}}{\max x_{ij} - \min x_{ij}}, j = 1, 2. \tag{2}
\]

(b) Formula

\[
z_{ij} = \frac{y_{ij} - \min y_{i}}{S_{j}}, j = 1, 2 \tag{3}
\]

was used to finalize the standardization, where \( S_{j} \) and \( \overline{y}_{j} \) represent the standard deviation and the mean value of the \( j \)th index.

(c) The entropy formula contains a natural logarithm, so the value of the index cannot be negative. We set

\[
u_{ij} = d + z_{ij} \tag{4}
\]

where \( d \) is a number which is greater than the value of \( |\min z_{ij}| \).

This way, we get \( d = 0.789623 \).

Table 2 displays the results after performing Step 1.

Table 2. The results obtained by performing Step 1.

| Country        | \( Y_{1} \) | \( Y_{2} \) | \( Z_{1} \) | \( Z_{2} \) | \( U_{1} \) | \( U_{2} \) |
|----------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Austria        | 0.12849     | 0.12849     | 0.12849     | 0.12849     | 0.12849     | 0.12849     |
| Belgium        | 0.57259     | 0.65302     | 131.667     | 176.780     | 213.332     | 258.445     |
| Bulgaria       | 0.49847     | 0.44311     | 105.081     | 0.93705     | 133.574     | 175.369     |
| Croatia        | 0.11464     | 0.10399     | -0.32592    | -0.40509    | 0.49073     | 0.41156     |
| Czech Republic | 0.09085     | 0.08407     | -0.41127    | -0.48393    | 0.40538     | 0.33272     |
| Cyprus         | 0.02292     | 0.03152     | -0.65491    | -0.69191    | 0.16174     | 0.12474     |
| Denmark        | 0.18883     | 0.16218     | -0.05981    | -0.17479    | 0.75684     | 0.64186     |
| Estonia        | 0.12849     | 0.12849     | 0.12849     | 0.12849     | 0.12849     | 0.12849     |
| Finland        | 0.57259     | 0.65302     | 78.495      | 176.780     | 160.160     | 92.293      |
| France         | 0.49847     | 0.44311     | 51.909      | 9.217       | 133.574     | 9.217       |
| Germany        | 0.11464     | 0.10399     | -0.32592    | -0.40509    | 0.49073     | 0.41156     |
Step 2:
At this stage, we compute the values of the indices’ weights.

(a) The probabilities of the \( j \)th index of the \( i \)th sample are calculated with the formula

\[
p_{ij} = \frac{u_{ij}}{\sum_{m=1}^{m} u_{ij}},
\]

where \( j = 1, n \), and \( i = 1, m \).

The final results after applying Step 2 can be seen in Table 3.

Table 3. Computation of weights of the indices.

| Country    | \( P_1 \)  | \( P_2 \)  |
|------------|------------|------------|
| Austria    | 0.11464    | 0.10399    |
| Belgium    | 0.09085    | 0.08407    |
| Bulgaria   | 0.02292    | 0.03152    |
| Croatia    | 0.18883    | 0.16218    |
| Czech Republic | 0.12849 | 0.12849    |
| Cyprus     | 0.57259    | 0.65302    |
| Denmark    | 0.49847    | 0.44311    |
| Estonia    | 0.11464    | 0.10399    |
| Finland    | 0.09085    | 0.08407    |
| France     | 0.09085    | 0.08407    |
| Germany    | 0.02292    | 0.03152    |
| Greece     | 0.18883    | 0.16218    |
| Hungary    | 0.12849    | 0.12849    |
| Ireland    | 0.57259    | 0.65302    |
| Italy      | 0.49847    | 0.44311    |
| Latvia     | 0.11464    | 0.10399    |
| Lithuania  | 0.09085    | 0.08407    |
| Luxembourg | 0.02292    | 0.03152    |
| Malta      | 0.18883    | 0.16218    |
| Netherlands| 0.49847    | 0.44311    |
| Poland     | 0.11464    | 0.10399    |
| Portugal   | 0.09085    | 0.08407    |
| Romania    | 0.23498    | 0.23587    |
Table 3. Cont.

| Country | \( P_1 \) | \( P_2 \) |
|---------|---------|---------|
| Slovakia | 0.02292 | 0.03152 |
| Slovenia | 0.45678 | 0.12305 |
| Spain    | 0.32976 | 0.21387 |
| Sweden   | 0.87142 | 0.16540 |
| UK       | 0.01245 | 0.01276 |

Source: own processing of the data from Eurostat.

(b) Now, we compute the entropy \( e_j \), which corresponds to the index \( j \), by using the formula

\[
e_j = -\frac{1}{\ln(m)} \sum_{i=1}^{m} p_{ij} \ln(p_{ij}), \text{ where } j = 1, n. \tag{6}\]

Hence, we got the results \( e_1 = 0.84356 \) and \( e_2 = 0.87216 \).

(c) The utility function which corresponds to the \( j \)th index can be calculated with the formula \( d_j = 1 - e_j \).

This gives us the results \( d_1 = 0.84356 \) and \( d_2 = 0.87216 \).

(d) Now, we standardize the weights of the \( j \)th indices by using the transformation

\[
w_j = \frac{d_j}{\sum_{j=1}^{n} d_j}, \text{ where } j = 1, n. \tag{7}\]

Hence, we have obtained the results \( w_1 = 0.45356 \) and \( w_2 = 0.42216 \).

Step 3:

At this stage, we will evaluate the samples. The value of the \( j \)th indices in the \( i \)th sample are given by the formula

\[
f_{ij} = w_j \cdot y_{ij}, \text{ where } j = 1, n. \tag{8}\]

Hence, the total value corresponding to the \( i \)th sample is given by the formula

\[
f_i = \sum_{j=1}^{n} f_{ij} = w_j \cdot y_{ij}, \text{ where } i = 1, m. \tag{9}\]

In Table 4 are displayed the results obtained by performing Step 3.

Table 4. The results obtained by performing Step 3.

| Country          | \( F_1 \)  | \( F_2 \)  | Score   |
|------------------|-----------|-----------|---------|
| Austria          | 0.09085   | 0.08407   | 0.17492 |
| Belgium          | 0.02292   | 0.03152   | 0.05444 |
| Bulgaria         | 0.18883   | 0.16218   | 0.35101 |
| Croatia          | 0.11464   | 0.10399   | 0.21863 |
| Czech Republic   | 0.09085   | 0.08407   | 0.17492 |
| Cyprus           | 0.02292   | 0.03152   | 0.05444 |
| Denmark          | 0.18883   | 0.16218   | 0.35101 |
| Estonia          | 0.49847   | 0.44311   | 0.94158 |
| Finland          | 0.09085   | 0.08407   | 0.17492 |
| France           | 0.02292   | 0.03152   | 0.05444 |
| Germany          | 0.18883   | 0.16218   | 0.35101 |
| Greece           | 0.12849   | 0.12849   | 0.25698 |
| Hungary          | 0.57259   | 0.65502   | 122.561 |
| Ireland          | 0.09085   | 0.08407   | 0.17492 |
| Italy            | 0.02292   | 0.03152   | 0.05444 |
| Latvia           | 0.18883   | 0.16218   | 0.35101 |
Now, by running the data through the four steps of the above algorithm, we get the ranking of the countries. The results are displayed in decreasing order in Table 5. The first ranked country has the highest score.

| Country     | Outcome |
|-------------|---------|
| Luxembourg  | 1       |
| Ireland     | 0.77952 |
| Denmark     | 0.71611 |
| Sweden      | 0.61038 |
| Netherlands | 0.47246 |
| Austria     | 0.29624 |
| Finland     | 0.24549 |
| Germany     | 0.19605 |
| Belgium     | 0.15337 |
| UK          | 0.13882 |
| France      | 0.12903 |
| Italy       | 0.12544 |
| Spain       | 0.11092 |
| Malta       | 0.10964 |
| Cyprus      | 0.08766 |
| Slovenia    | 0.06607 |
| Portugal    | 0.04724 |
| Czech Republic | 0.04724 |
| Estonia     | 0.03048 |
| Greece      | 0.03558 |
| Slovakia    | 0.02696 |
| Lithuania   | 0.01522 |
| Latvia      | 0.00354 |
| Hungary     | 0.00287 |
| Poland      | 0.00201 |
| Romania     | 0.00132 |
| Bulgaria    | 0.00076 |

Source: own processing of the data from Eurostat.

An investment indicator is computed as the government 10-year average investment in R&D for Circular Economy. The Efficiency Index is calculated for all EU countries as the ratio between the outcome we presented in Table 5 and the Investment Index [58–60]. The results can be seen in Table 6.
### Table 6. Circular economy efficiency index.

| Country          | Outcome | R&D Investment | Efficiency Index |
|------------------|---------|----------------|------------------|
| Austria          | 0.2962  | 0.9876         | 0.3000           |
| Belgium          | 0.1534  | 0.8112         | 0.1891           |
| Bulgaria         | 0.0008  | 0.0089         | 0.0854           |
| Cyprus           | 0.0877  | 0.0193         | 4.5420           |
| Czech Republic   | 0.0472  | 0.2726         | 0.1733           |
| Denmark          | 0.7161  | 1.0365         | 0.6909           |
| Estonia          | 0.0305  | 0.0523         | 0.5828           |
| Finland          | 0.2455  | 0.6324         | 0.3882           |
| France           | 0.1290  | 4.2567         | 0.0303           |
| Germany          | 0.1961  | 5.9453         | 0.0330           |
| Greece           | 0.0356  | 0.2754         | 0.1292           |
| Hungary          | 0.0029  | 0.1126         | 0.0255           |
| Ireland          | 0.7795  | 0.3312         | 2.3536           |
| Italy            | 0.1254  | 2.7216         | 0.0461           |
| Latvia           | 0.0035  | 0.0319         | 0.1110           |
| Lithuania        | 0.0152  | 0.0712         | 0.2138           |
| Luxembourg       | 1.0000  | 0.1319         | 7.5815           |
| Malta            | 0.1096  | 0.0483         | 2.2700           |
| Netherlands      | 0.4725  | 1.8995         | 0.2487           |
| Poland           | 0.0020  | 0.4312         | 0.0047           |
| Portugal         | 0.0472  | 0.4321         | 0.1093           |
| Romania          | 0.0013  | 0.0698         | 0.0189           |
| Slovakia         | 0.0270  | 0.0812         | 0.3320           |
| Slovenia         | 0.0661  | 0.0533         | 1.2396           |
| Spain            | 0.1109  | 1.7832         | 0.0622           |
| Sweden           | 0.6104  | 1.5282         | 0.3994           |
| UK               | 0.1388  | 4.2674         | 0.0325           |

Source: own processing of the data from Eurostat.

The rankings above display interesting results: countries with higher expenditures on R&D for Circular Economy have higher efficiency scores. At the same time, countries with a higher level of Circular Economy percentage use have a higher efficiency index.

### 4. Discussion and Conclusions

The European Commission Report on environmental policy indicates some reuse of resources in EU countries. Implementation of circular economy processes requires significant investments in environmental infrastructure in order for member states to develop smoothly towards meeting their environmental objectives [61,62].

Shortcomings are observed in the productivity of resources and labor employed in the field of environmental protection. Beyond inventory of the current situation of the circular economy, the paper presents the advantages of using the conceptual model in terms of sustainable economic growth based on the efficient and responsible consumption of resources.

Studies on developed economies have shown multiple benefits based on educating the civil society on environmental protection while making investments in infrastructure for collection, sorting, and recycling [63]. The positive effects of circular economy processes commensurately increase the level of municipal revenues, labor employed, and the profit earned by entrepreneurs providing environmental infrastructure [8].

Probably the most important benefit of using a circular economy process is felt individually. Forming an analogy between the lives of products (through reuse or extending the product’s life) and the human life, one can observe how environmental factors are propagated in the quality of our daily life.

The results which were obtained from our analysis confirm those in the economic literature [64,65] that the processes associated with the circular economy have positive effects on economic growth and
resource productivity and are in line with the European target of increasing resource productivity by 30% before 2030, which may lead to a GDP growth of almost 1 percentage point [13]. This study may also be important for regional, local, and national public authorities which are involved in writing the legislative background, as well as for enterprises that can establish their business plans according to what the circular economy’s expected effects may be on implementation for every member state.

In addition, the present study highlights a straightforward, reliable, and practical instrument for assessing an efficiency index for circular economy output using a composite index. It should be noted that when the ratio of the outcome value obtained using an entropy measure and the mean value for the corresponding ten years’ time span of Research & Development expenditure for Circular Economy processes for every country is computed, the results indicate that countries with higher levels of investment in circular economy processes are more efficient.

As was mentioned in the introductory part, the research direction was prompted by the increased interest in research evaluation of the circular economy and processes at the EU level. The rankings based on entropy analysis displayed in Table 6 are similar to the rankings available at the international level, which validates our entropy analysis as an efficient tool. The findings are in line with those of other studies in this area [66,67], showing significant and consistent results when different sets of data are analyzed.

Since the macroeconomic indicators from the analysis concerned a period of ten years, one of the main limitations of this research is related to the time database used for the factor analysis. Another limitation is related to the availability of the data and the time frame.

Future research will be conducted for longer periods of time which may provide a more accurate picture of the circular economy processes at the EU level. Besides adding to the data sets to be analyzed using information measures, further research also needs to investigate what types of entropy measures are more liable to result in more well-rounded and dependable findings. This study was based on a composite index modeled by Shannon entropy; hence, future studies could try to model the circular economy processes using other entropy measures. Last, but not least, future analysis could extend this research to countries elsewhere in Europe or worldwide.

**Author Contributions:** C.B. and M.B. drafted the initial manuscript and revised the final manuscript. M.B. contributed the data acquisition and estimated the composite index; C.B. contributed by developing the algorithm and putting together all the numerical results; M.B. contributed the conclusions and recommendations as well as the limitations of the study and further research; M.B. and C.B. contributed the literature review; M.B. was responsible for the overall writing process.

**Funding:** This research received no external funding.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Appendix A**

**Shannon Composite Index**

Here, the index “i” represents an indicator, while “j” represents an evaluation event; the number of evaluation events is “m”, and the number of indicators is “n”. To evaluate the “n” indicators over “m” years, the reliability of the evaluation is improved by standardizing each indicator to drop the effects of its units of measurement (dimensions) on the evaluation results. This method converts the raw data to get standardized values from 0 to 1 for each indicator.

This could be defined as follows:

\[ q_{ij} = \begin{cases} x_{ij} / x_{i\text{max}}, & x_{i\text{max}} = \max(x_{ij}) \\ x_{i\text{max}} / x_{ij}, & x_{i\text{max}} = \max(x_{ij}) \end{cases} \]  

(A1)

where \( x_{ij} \) is the value of the indicator “i” for event “j”, and \( q_{ij} \) is the standardized value computed from the raw data.
The early-based information entropy could be expressed by the Shannon entropy formula above to get

$$\Delta S = -\frac{1}{\ln(m)} \sum_{i=1}^{n} \left( \frac{q_{ij}}{q_j} \right) \cdot \ln \left( \frac{q_{ij}}{q_j} \right)$$  \hspace{1cm} (A2)

where \( q_j = \sum_{i=1}^{n} 1_{ij} (i = \overline{1,n}; j = \overline{1,m}) \).

The weight of each indicator could be determined by using the following formula:

$$Q_i = \frac{1}{n - l_e} \left( \sum_{j=1}^{m} Q_i = 1, 0 \leq Q_i \leq 1 \right),$$  \hspace{1cm} (A3)

where \( E_i \) is the indicator-based information entropy, which is computed with the formula

$$E_i = -\frac{1}{\ln(m)} \sum_{j=1}^{m} \left( \frac{q_{ij}}{q_j} \right) \cdot \ln \left( \frac{q_{ij}}{q_j} \right)$$  \hspace{1cm} (A4)

where \( q_j = \sum_{j=1}^{m} q_{ij} \) and \( l_e = -\sum_{i=1}^{n} \sum_{j=1}^{m} \left( \frac{q_{ij}}{q_j} \right) \cdot \ln \left( \frac{q_{ij}}{q_j} \right) (i = \overline{1,n}; j = \overline{1,m}) \).  \hspace{1cm} (A5)
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