Comparative image simulations for phase-plate transmission electron microscopy
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Abstract

Numerous physical phase plates (PP) for phase-contrast enhancement in transmission electron microscopy (TEM) have been proposed and studied with the hole-free or Volta PP having a high impact and interest in recent years. This study is concerned with comparative TEM image simulations considering realistic descriptions of various PP approaches and samples from three different fields of application covering a large range of object sizes. The simulated images provide an illustrative characterization of the typical image appearance and common artifacts of the different PPs and the influence of simulation parameters especially important for PP simulations. A quantitative contrast analysis shows the superior phase-shifting properties of the hole-free phase plate for biological applications and the benefits of adjustable phase plates. The application of PPs in high-resolution TEM imaging, especially of weak-phase objects such as (atomically thin) 2D materials, is shown to increase image interpretability. The software with graphical user interface written and used for the presented simulations is available for free usage.
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1. Introduction

Physical phase plates (PPs) for phase-contrast enhancement are well known since the beginnings of transmission electron microscopy (TEM) \cite{2}. PPs induce a relative phase shift between the scattered and unscattered parts of the electron wave and thus offer the possibility to make phase information of so-called weak-phase objects (WPOs) visible without the need to defocus. The phase shift is typically applied in the back focal plane (BFP) of the objective lens, where the zero-order beam (ZOB = the unscattered part) and scattered electrons are spatially separated. While ideal PPs provide a phase shift that is either only affecting the ZOB (located at spatial frequency $u = 0$) or the scattered parts ($u > 0$), all experimental PP designs proposed so far induce a phase shift that is spatially distributed over both parts. The reason is the small dimension of the ZOB of typically below 100 nm and the challenging task to fabricate a device that generates a suitable highly localized phase-shifting field.

Different PPs have been proposed and realized experimentally \cite{3} among which the Volta or hole-free (HF)PP so far showed the highest impact due to a very narrow phase-shift distribution formed on a thin film by the ZOB itself \cite{4,5}. The PP closest to its light optical analog \cite{6} is the Zernike PP, where the scattered electrons experience a phase shift due to the mean inner potential of an amorphous carbon thin film with a central hole \cite{7}. Further PPs are based on microfabricated devices that create electrostatic potentials or currents close to the ZOB, such as the Boersch \cite{8} and Zach PP \cite{9} or the Tunable Ampere (TA)PP \cite{10}. Only recently, a PP based on the interaction between an intense laser field and the electron beam has been demonstrated experimentally \cite{11}.
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Due to the presence of obstructing or damping elements, electrostatic charging and/or the spatial phase shift distribution of the PP design differing from the ideal case, all PPs introduce image artifacts. These artifacts strongly depend on the PP type and as well on the investigated object and can either dominate the image contrast as it often is the case for, e.g., Boersch PPs [12,13], or be almost invisible, manifesting itself only in a halo around object borders for HFPPs [14]. HFPPs so far seem to offer the best phase-shifting properties and have been applied in imaging of WPOs, such as biological [15,16] or magnetic samples [17]. Electrostatic PPs have also been employed in high-resolution (HR)TEM [13,13] and may improve imaging in combination with aberration correction [19] and provide the possibility of an object-wave reconstruction [9,20].

In order to get to a qualitative or semi-quantitative interpretation of the acquired phase-contrast images, image simulations have frequently been conducted to disentangle the introduced artifacts from the actual phase contrast [10,11,13,14,21,23]. Especially the Zernike PP has been subject of several theoretical studies dealing with the expectable contrast and optimum parameters [24,27]. The present study deals with comparative TEM image simulations of three test objects with varying feature size, which cover different fields of application where the PP is or could be beneficially applied. The simulations are conducted using realistic representations of several PP designs, which have already been demonstrated experimentally. The results show, in an illustrative way, the typical image appearance for the different PP designs. A quantitative contrast and visibility analysis allows the comparison of these different PP approaches. The importance and impact of several simulation parameters are assessed. Especially the consideration of a finite diameter of the ZOB is essential to obtain a better match with experiments. The program written for the conducted simulations, described in the supplementary information (section SI9), is made available for free [28].

2. Simulation of phase-plate TEM images

2.1. Selected specimen wave functions

Starting point of the image formation is the complex object exit-wave function (OEWF):

\[ \Psi_O(x,y) = a(x,y) \exp(i\xi(x,y)) \] (1)

given by the object-induced phase \( \xi \) and amplitude \( a \) of the electron wave in the two-dimensional plane after transmission through the specimen given by spatial cartesian coordinates \((x,y)\). OEWFs can be determined via multislice simulations [29,31]. For amorphous or biological samples, such as ice-embedded cryo samples or amorphous C films, the approach of a mean inner potential (MIP) \( V_{\text{MIP}} \) is commonly used. In this approach, the phase shift \( \xi(t) \) induced by a material with a local thickness \( t \) is given by:

\[ \xi(t(x,y)) = \sigma \cdot t(x,y) \cdot V_{\text{MIP}} = \frac{\pi e^2 (E_0 + E)}{\lambda E(2E_0 + E)} \cdot t(x,y) \cdot V_{\text{MIP}} \] (2)

with the interaction constant \( \sigma \) depending on the electron rest energy \( E_0 \), its kinetic energy \( E \) and the wavelength \( \lambda \). Assuming an energy-filtered image in which all inelastically scattered electrons are taken out by an energy filter, the amplitude is estimated using an inelastic mean free path (\( \lambda_{\text{MFP}} \)):

\[ a(t(x,y)) = \exp(-t(x,y)/\lambda_{\text{MFP}}) \] (3)

The following three test specimens were used to evaluate the PP performance over a range of different object sizes:

1. Two T4 bacteriophages (approximated as cylindrical structure \((V_{\text{MIP}} = 6 \text{ V})\) with a diameter of 85 nm) embedded in 150 nm of vitrified ice \((V_{\text{MIP}} = 3.5 \text{ V})\) as described in [22]. In this OEWF, the phages and the vitrified ice are treated as pure phase objects. The T4 bacteriophages are an example for a macromolecular complex in biological applications.

2. Spherical amorphous carbon (aC) nanoparticles (NPs) \((V_{\text{MIP}} = 9 \text{ V})\) with sizes between 1 and 20 nm embedded in 30 nm of vitrified ice \((V_{\text{MIP}} = 3.5 \text{ V})\). Ice and NPs are assumed to have the same \( \lambda_{\text{MFP}} = 300 \text{ nm} \). This OEWF is thought as an application example for single-particle analysis and, due to their homogeneous shape, the NPs serve to visualize PP-induced effects.

3. A monolayer of graphene obtained by multislice calculation with STEMsim [29], as an example for a nano science application.
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2.1. PP Simulations

The phase of the T4 bacteriophages is depicted in Figure 1a, where a noise of 3.5% was added to the OEWF phase. The aC NPs are distributed over three OEWFs to avoid overlap of fringe contrast of the different NPs in the simulated images. Figure 1b shows the phase of the OEWF with the NP diameters between 6 and 12.5 nm. A noise of 4% and 2% was added to phase and amplitude, respectively, to reflect the amorphous structure of the vitrified ice. Phase and amplitude of a part of the graphene monolayer OEWF are shown in Figure 1c, d. In this case, no noise has been added to the OEWF.

2.2. Image formation

Theory of linear image formation may be found in textbooks \cite{33, 34} and this Section only presents the formulas used for the simulations carried out in this work. Objective and projector lenses form an image wave $\Psi_I(x, y)$ in the plane of the detector. The aberrations of the objective lens, possibly modified by an aberration corrector, which are imposed on the phase of the electron wave, are described by the wave aberration function $\chi(\vec{u})$ in dependence of the spatial frequency $\vec{u} = (u_x, u_y)$. In the presence of a physical phase plate, $\chi(\vec{u})$ is given by:

$$\chi(\vec{u}) = \pi Z \lambda u_x^2 + \frac{\pi}{2} C_S \lambda^4 u_x^4 + \phi_{PP}(\vec{u}) + ... \quad (4)$$

with the defocus $Z$, the electron wavelength $\lambda$, the spherical aberration constant $C_S$ and the phase shift introduced by the PP $\phi_{PP}(\vec{u})$, discussed in Section 2.3. Higher order aberrations are neglected for the phages and aC NPs and are set to the values as detailed in the SI (section SI1) for the graphene sample to reflect common values for an aberration-corrected microscope.

$\Psi_I(x, y)$ is calculated by the weighted-focal series to account for partial temporal coherence. In this approach, $\Psi_I(x, y)$ is an incoherent weighted sum of images calculated with varying defocus $Z + \delta Z$. In the presented simulations, we calculated 11 images for varying $\delta Z$, which are distributed over a range of $3 \Delta Z$ with the focal spread $\Delta$ depending on the variations of accelerating voltage, electron energy and lens currents. The intensity $I(x, y) = |\Psi_I(x, y)|^2$ measurable by a suitable detector, e.g. by a camera or a fluorescence screen, is given by:

$$I(x, y) = \sum_{\delta Z} \frac{B}{2\pi \lambda} e^{\frac{\delta Z^2}{2\Delta Z}} \left| \mathcal{F}^{-1} \left[ \mathcal{F} [\Psi_O(x, y)] \cdot e^{i \chi(\vec{u}, Z + \delta Z)} \cdot E_S(\chi(\vec{u}, Z + \delta Z)) \cdot A_{PP}(u) \right] \right|^2 \quad (5)$$

Figure 1: OEWFs used for image simulations. (a) Phase of two T4 bacteriophages \cite{22}. (b) Phase of five spherical amorphous C NPs with diameters of 6, 7, 8, 10 and 12.5 nm embedded in 30 nm of vitrified ice. (c) Phase and (d) amplitude of monolayer graphene. (c,d) show a part of the entire OEWF for sake of visibility. Scale bars are (a,b) 100 nm and (c,d) 1 nm. Contrast scales from black to white are (a) $3.62 [1.15] - 4.99 [1.59]$ rad [\pi], (b) $0.67 [0.19] - 0.91 [0.29]$ rad[\pi], (c) $0 - 0.22 [0.07]$ rad[\pi] and (d) $0.99 - 1.10$. Green and blue marked areas correspond to object and background areas selected for contrast and visibility quantification. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
with $F$ ($F^{-1}$) the (inverse) Fourier transformation and $A_{pp}(u)$ the aperture function being 1 below and 0 above the radius $\alpha_{OA}$ of the objective aperture and considering possible damping or obstructing structures of the PPs (see Section 2.3). $B$ is the normalization factor for the weighted focal series determined by $\sum_{k} B(2\pi k) \cdot \exp \left[ -\delta Z^2 / (2\Delta^2) \right] = 1$. Partial spatial coherence for small semi-convergence angles $\alpha$ (<0.5 mrad) may be considered by multiplication in reciprocal space with the envelope $E_\delta$:

$$E_\delta(\vec{u}) = \exp \left( -\frac{\alpha^2}{4\lambda^2} \left( \frac{\partial \chi(\vec{u})}{\partial \vec{u}} \right)^2 \right) \quad (6)$$

Upon detection of the electron wave by a camera, the electron wave is transformed in a pixelated image by counting the electrons hitting the detector. Experimental Poisson noise may be considered by using the simulated pixel size and the applied electron dose in electrons per unit area. Upon detection, the electron wave is further modified by the modulation transfer function (MTF) [35]. Experimental noise and MTF are neglected in the present study as they do not alter the comparison between different PPs. In case of the T4 and the spherical aC NPs, the effect of noise on the image appearance is shown in the SI for exemplary images (Fig. S7 and S15).

### 2.3. Consideration of a physical phase plate

The phase profile of the PPs is considered by adding $\phi_{pp}(\vec{u})$ to the wave aberration function (Eq. 4) and damping or obstruction are taken into account by a multiplicative factor in $A_{pp}(u)$. To obtain these phase and amplitude profiles, they are calculated in real space and are then transformed to the reciprocal space depending on the electron wavelength $\lambda$ and the focal length of the BFP in which the PP is positioned (see Section 2.3.2).

The PP profiles are implemented following their physical appearance, i.e. they are not normalized with respect to the phase shift induced on the ZOB. As thus the term positive or negative phase shift depends on the used PP and may lead to confusion, the expression phase contrast (PC) is referred to when discussing the results. Dark or bright appearance against the background is referred to as positive or negative PC, respectively [36]. Positive PC is achieved by inducing a negative phase shift on the ZOB with respect to the scattered electrons and vice versa.

In conventional (C)TEM, the Scherzer defocus $Z_\text{S}$ is used to obtain a broad band of strong phase contrast transfer. In the presence of an additional phase shift of $\pi/2$ induced by an ideal PP, this transfer band shifts and an optimum transfer is reached at a smaller $Z_{5,pp} = -0.73 \sqrt{V/\lambda}$ for an applied phase shift of $\pi/2$ [7]. This PP Scherzer focus was used for the simulations of the PP images.

#### 2.3.1. Studied phase-plate designs

This study is carried out using eight different PPs with real-space profiles defined by either cartesian ($\hat{x},\hat{y}$) or polar coordinates ($\hat{r},\hat{\theta}$) as detailed below and displayed in Figure 2 and 3. Without claiming completeness, only PPs, which have been realized experimentally, have been considered. This includes three thin-film based PPs, three electrostatic or current-carrying PPs, the laser PP and an obstructing aperture. The PPs were considered in their fact that in addition to inelastic scattering, also elastic scattering in the PP leads to an effective reduction in intensity. The reason is that electrons scattered (or diffracted) in the PP film deviate from their original path leading to a shift in the image plane, an effect which has been studied for crystalline PPs [21]. Characteristic elastic scattering angles are relatively large (68 mrad for C at 300 kV, see chapter 3.1.2 in [37]) and this leads to a strong shift in the image plane (340 μm for 68 mrad with a focal length of 5 mm). Under the assumption that a sample area not significantly larger than the final image on the camera is illuminated, only a negligible amount of electrons scattered elastically in the PP will end up on the camera justifying the assumption of a complete removal of any scattered electron in the PP film.

**Thin-film based Zernike PP.** The Zernike (Z)PP consists of a thin film (thickness $t_{ZPP}$) of aC with a central hole with a radius $r_{ZPP}$ (Figure 2) [7]. Different values were considered for $r_{ZPP}$ but the presented results in the main manuscript represent data calculated with $r_{ZPP} = 350$ nm. Although smaller values of $r_{ZPP} = 250$ nm have been used.
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PP Simulations

Figure 2: Studied phase-plate designs including thin-film based (a) Zernike, (b) Hilbert and (c) hole-free PPs; electrostatic (d) Boersch and (e) Zach PPs at -\(\pi/2\); (f) the tunable Ampere PP \((I_{\text{TAPP}} = 2.5 \text{ mA})\); (g) the laser PP at \(\pi/2\) and (h) the blocking Foucault aperture. For this figure, the PP profiles have been calculated using the cryo-Mic (Table 1), with focal lengths of (a-c, f, h) 5 mm, (d, e) 15.8 mm and (g) 20 mm. The scale bars correspond to a spatial frequency of (a-g) 0.1 nm\(^{-1}\) and (h) 0.4 nm\(^{-1}\). Obstructing elements are displayed in black, the phase in a scale between -\(\pi\) (green), 0 (white) and \(\pi\) (red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

experimentally \cite{25}, the chosen value is a compromise between a good cut-on frequency and alignment requirements. The phase profile is given by \(\phi_{\text{ZPP}}(\hat{r} \leq r_{\text{ZPP}}) = 0\) and \(\phi_{\text{ZPP}}(\hat{r} > r_{\text{ZPP}}) = \pi/2\). Zernike PP images show positive PC.

Thin-film based Hilbert PP. The Hilbert (H)PP \cite{38} as well consists of a thin film of aC with a thickness \(t_{\text{HPP}}\), which covers only half of the plane (Figure 2b). The PP is positioned with a fixed distance \(d_{\text{HPP}}\) (350 nm) between ZOB and the film onset. The phase profile is given by \(\phi_{\text{HPP}}(\hat{x} \leq d_{\text{HPP}}) = 0\) and \(\phi_{\text{HPP}}(\hat{x} > d_{\text{HPP}}) = \pi\).

Thin-film based hole-free or Volta PP. The hole-free (HF)PP consists of a continuous aC thin film on which the impinging ZOB creates a phase-shifting profile \cite{4, 5}. The most probable explanation is an effective change of the aC work function in the area irradiated by the ZOB caused by the electron-stimulated desorption of a chemisorbed water layer \cite{39, 40}. This leads to a patch with negative potential and the resulting phase profile \(\phi_{\text{HFPP}}\) may be approximately described by a Lorentzian distribution:

\[
\phi_{\text{HFPP}}(\hat{r}) = \frac{\phi_{\text{HFPP}}}{(2 \cdot \frac{1}{d_{\text{HLFP}}})^2 + 1} \quad (7)
\]

with the phase shift amplitude \(\phi_{\text{HFPP}} < 0\) and the size \(d_{\text{HFPP}}, d_{\text{HLFP}}\) and \(\phi_{\text{HFPP}}\) are difficult to control experimentally as they depend on several experimental parameters such as the ZOB size, the film temperature or the irradiation time \cite{39, 40}. Image simulations were conducted for various values for both parameters but \(d_{\text{HFPP}} = 100\) nm and \(\phi_{\text{HFPP}} = -0.5\pi\) were used for the shown images and contrast analysis. The resulting profile is displayed in Figure 3a. The continuous thin film with a uniform assumed thickness of \(t_{\text{HFPP}} = 8\) nm adds a constant phase offset to the distribution, which is neglected in the phase profile but damps the amplitude of the transmitted wave following Eq. 3. Positive PC is observed in HFPP images.

Electrostatic Boersch PP. The electrostatic Boersch (B)PP consists of a micro-structured device that serves to create a homogeneous phase shift within a central hole with radius \(r_{\text{BPP,lo}}\) of a ring electrode carried by supporting arms \cite{8}.
The BPP induces a variable phase shift $\varphi_{\text{BPP}}$ for $\hat{r} < r_{\text{BPP,lin}}$ and electrons are obstructed by the ring electrode ($r_{\text{BPP,lin}} \leq \hat{r} < r_{\text{BPP,arm}}$) and the supporting arms with a width of $d_{\text{BPP,arm}}$. In these regions, $\Lambda_{\text{PP}}$ is equal to 0 (black area in Figure 2). The values used for the presented simulations are $f_{\text{BFP,lin}} = 750 \text{ nm}$, $f_{\text{BFP,arm}} = 2 \mu\text{m}$ and $d_{\text{BPP,arm}} = 1.5 \mu\text{m}$. PC may be positive (negative applied phase shift by the BPP) or negative (positive applied phase shift).

**Electrostatic Zach PP.** The electrostatic Zach PP was developed from the Boersch PP to minimize the obstruction of electrons [9]. The Zach PP consists of a single rod with an open-ended electrode generating an inhomogeneous potential displayed in Figure 2. The rod end is positioned at a distance $d_{\text{Zach}}$ to the ZOB and the potential is scaled to reach the desired, adjustable phase shift at the position of the ZOB. Both the vertical (parallel to the rod) and horizontal phase profiles are plotted in Figure 3. $d_{\text{Zach}}$ was chosen to 1 $\mu\text{m}$ for the results presented in the main article being a value typically used in experiments [22]. PC may be positive (negative applied phase shift by the Zach PP) or negative (positive applied phase shift).

**Tunable Ampere PP.** The tunable Ampere (TA)PP consists of a nano-scale current-carrying wire, which is placed close to the ZOB [10]. The wire contains a part oriented parallel to the electron-beam direction, which creates a phase-shifting field. This field is calculated as detailed in the supplementary material of [10] with a wire width of 200 $\text{nm}$, a length of the vertical part of 4 $\mu\text{m}$ and a variable applied current $I_{\text{TAPP}}$. The wire is placed at a distance $d_{\text{TAPP}}$ (350 nm for the shown images plots) to the ZOB. The vertical (parallel to the wire) and horizontal phase profiles are plotted in Figure 5. PC in TAPP images is positive.

**Laser PP.** The laser (L)PP is based on the interaction between a highly intense standing laser wave and the transmitting electrons [11]. In this study, the phase profile is calculated as detailed in the supplementary information of [11] with the identical parameters, being $\lambda_L = 1064 \text{ nm}$ and NA = 0.026. The PP is assumed being perfectly aligned with respect to the ZOB. The phase shift is depicted in Figure 2 as well as the vertical and horizontal profiles in Figure 3. The positive phase shift of the LPP induced on the ZOB leads to a negative PC in the images.

**Foucault aperture.** In addition to active PPs, simple blocking structures have been used to enhance phase contrast in phase-contrast images. The Foucault aperture, obstructing half of the plane [41], is included in the present study and is positioned at a distance $d_{\text{AP}}$, which was set to 350 nm.

### 2.3.2. Assumed microscopes

PPs are typically positioned in the back-focal plane (BFP) of a transmission electron microscope and the focal length $f_{\text{BFP}}$ together with the electron wavelength $\lambda$ determines the transformation from the real-space PP $(\hat{x}, \hat{y})$ distributions to the reciprocal space $(u_x, u_y)$ required for calculation of the image formation process (Eq. [5]):

$$ (u_x, u_y) = \left( \frac{\hat{x}, \hat{y}}{\lambda f_{\text{BFP}}} \right) $$

(8)

Two microscopes equipped with field-emission electron guns were assumed for the conducted simulations, whose parameters are detailed in Table 1. For the study of the bacteriophages and the aC NPs, a microscope with an electron energy of 300 keV (named cryo-Mic) similar to the one used in a recent experimental study is assumed [22]. In addition to the regular BFP ($f_{\text{BFP}} = 5 \text{ mm}$), the microscope may be readjusted to obtain a magnified (M)BFP with significantly larger $f_{\text{MBFP}} = 15.8 \text{ mm}$. The thin-film based PPs, the TAPP and the blocking apertures are placed in the BFP, while the electrostatic Boersch and Zach PPs are positioned in the MBFP as it has already been reported experimentally [22][32].

For the graphene simulations, all PPs with exception of the LPP are placed in the regular BFP ($f_{\text{BFP}} = 1.8 \text{ mm}$) of a microscope with high-resolution pole-piece equipped with an aberration corrector (named HR-Mic) and operated at 80 keV. For the LPP, the focal length is changed to $f_{\text{BFPlaser}} = 20 \text{ mm}$ for the NPs and graphene simulations to reflect the value achieved in the experimental study [11] without modifying the other experimental parameters. For the phages, $f_{\text{BFPlaser}}$ is lowered to 17.5 mm to obtain an integer sampling (12 px per node) of the strongly varying phase shift of the laser field in horizontal direction. Many PP designs need a supporting structure and are fabricated in an aperture. To obtain a similar result for all PP images, the objective aperture was set to a fixed spatial frequency.
Figure 3: (a) Comparative plot of phase-shifting profiles of PPs with a smooth or varying profile including conventional (C)TEM at a defocus of -10 µm (black solid line), the HFPP (orange line) and the horizontal (solid lines) and vertical (dash-dotted lines) profiles of the Zach PP (purple), the TAPP for $I_{APP} = 2.5$ mA (light blue) and the LPP (red) calculated for the simulations of phages and aC NPs. The green vertical bar marks the characteristic spatial frequency of the phage body. (b) Schematic visualization of the consideration of a finite ZOB in pixel-based simulations. The scheme represents the central 7x7 pixels of the LPP phase shift from Figure 2g and a ZOB with an exemplary $\sigma = 40$ nm (0.08 mrad) in the BFP (= 160 nm in the laser BFP) marked by the solid green ring. All pixels being by more than 50 % within the dashed ring are considered for the simulations of the T4 phages. The values represent the weighting factor for the image simulated with the corresponding pixel used as ZOB. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1: Parameters for the assumed microscopes with the focal length of the regular BFP $f_{BFP}$, the magnified BFP $f_{MBFP}$ and BFP assumed for the LPP $f_{BFP,laser}$. Values are given for the defocus Z, the spherical aberration constant $C_s$, the focal spread $\Delta$, the semi-convergence angle $\alpha$ and the objective aperture $u_{OA}$. $u_{OA}$ of the cryo-Mic is given for the three studied wave-functions with NP diameters 15-20 nm, 6-12.5 nm and 1-5 nm.
2.3.3. Cut-on frequency

An important characteristic of a PP design is its cut-on frequency, which indicates from which spatial frequency on the PP is effective. It is a clear definition for hard-edge PPs such as the ZPP, where it corresponds to the radius of the central hole as electrons passing through the hole are not phase shifted. The same holds true for the HPP, BPP or Foucault aperture where the respective radius or distance to the ZOB defines the cut-on frequency. The cut-on frequency for the PPs with a hard edge positioned at a distance of 350 nm to the ZOB in the BFP of the cryo-Mic is 0.036 nm\(^{-1}\), which corresponds to an object size of 28 nm. The outer radius of the BPP positioned in the MBFP leads to a cut-on frequency of 0.06 nm\(^{-1}\) (object size of 16 nm). In the HR-Mic, these cut-on frequencies increase to 0.097 nm\(^{-1}\) (ZPP, HPP, Foucault) and 0.53 nm\(^{-1}\) (BPP) due to the reduced focal length.

For PPs with smoothly varying phase profile, the cut-on frequency is not given by a single frequency but rather by a range of spatial frequencies over which the induced phase shift changes. Figure 3a shows the comparison of the phase profiles of the PPs with a smooth profile for the cryo-Mic.

2.3.4. Aspects of pixel-based simulations

When generating a suitable OEWF for image simulations, the objects need to be rendered with a sufficient amount of pixels to avoid the introduction of artifacts. Placing objects too close to the border of the OEWF may cause unwanted interference with the latter. When PPs are considered, sampling of the reciprocal space (i.e. of the BFP) needs additionally to be considered. While an OEWF, in which the object is rendered with a high amount of pixels may suffice for CTEM simulations, the sampling of the reciprocal space may still not be sufficient to obtain a correct representation of the PP phase profiles. The pixel size in the BFP \(s_{px}\) depends on the used pixel size of the OEWF in real space \(s_{px}\) and the total number of pixels in the OEWF \(n_{px}\):

\[
\hat{s}_{px} = \frac{1}{s_{px} n_{px}}
\]

For small pixel sizes \(s_{px}\), the OEWF size may need to be increased drastically to yield a good representation of the PP profiles. In the present study, the OEWF size was 4096 px for the graphene \((s_{px} = 13\ \text{pm})\) and NP samples \((s_{px} = 54, 108 \text{ and } 217\ \text{pm})\), while 2048 px were chosen for the phages \((s_{px} = 190\ \text{pm})\).

2.3.5. Finite zero-order beam diameter

In CTEM imaging without PP, the effect of partial spatial coherence, stemming from the finite source size, can be considered by an envelope function (Eq. 6) [33]. The finite source size leads to electrons that do not fulfill the parallel-beam condition but travel at a small angle with respect to the optical axis. The finite source size leads to a finite size of the ZOB, which may be assumed as 2D Gaussian distribution. In contrast to CTEM, the phase and amplitude induced by PPs may vary strongly around the ZOB leading to a considerable change of the image contrast already for small variations of the exact ZOB position. To consider this effect, the final image is calculated as weighted sum of individual images with shifted PP profiles. The number of images contributing to the sum is determined by the size of the ZOB \(\sigma_{ZOB}\) and the pixel size in the BFP. All pixels within a circle around the central pixel (representing the ZOB) with a diameter of \(2\sigma_{ZOB} + 1\ \text{px}\) are considered as visualized in Figure 3b. The weighting factors are then calculated by normalizing the sum of all contributing pixels using a 2D Gaussian function.

For the sake of comparability with PP dimensions, we give \(\sigma_{ZOB}\) by its real-space size in the BFP \((\hat{x}, \hat{y})\), which needs to be scaled for the enlarged BFPs. In addition, we indicate the corresponding convergence angle caused by the finite source size and the illumination settings for orientation. A finite ZOB of \(\sigma_{ZOB} = 50\ \text{nm} (0.1\ \text{mrad})\) has been assumed for the simulation of the images of the T4 sample, while it was not considered for the aC NPs and graphene samples. In case of the aC NPs, the effect of an increasing ZOB was studied separately (section 4.1). Due to the small feature size in the graphene sample, the effect may well be neglected for the corresponding simulations.

2.4. Image evaluation criteria

To obtain a quantitative and comparative evaluation of the simulated images, contrast \(C\) and visibility \(V\) are determined from the mean \((\bar{I})\) and minimum and maximum \((I_{\min}, I_{\max})\) intensities in the object (O) and background (BG) areas:
Background areas are chosen from object-free regions with sizes sufficiently large to average out any noise and away from possible shadow images or halos introduced by the PPs. The object areas for the NP samples correspond to circles encompassing the entire NP and in case of the phages, four rectangular object regions are defined selecting the cylindrical bodies and an element of the tail of each of the phages as marked in Figure 1a. In case of the graphene sample, a single C atom with a diameter of 80 pm is selected as object. In this definition, a positive value of contrast C corresponds to negative PC and vice versa.
3. Comparison of different PP approaches

Based on the image formation process with PPs, a custom Matlab based software with graphical user interface was developed from the one used in recent publications [22, 43]. The software is described in the SI (section SI9) and has been published and is free to use[28]. This Section contains the results from the conducted image simulations and their discussion.

3.1. T4 Bacteriophages

Figure 4: Simulated images of the vertically oriented phage for (a,b) CTEM at Z = ±3.5 µm, (c,d) ideal PP, (e,f) HPP and ZPP, (g) Foucault aperture, (h) HFPP, (i,j) BPP and (k,m) Zach PP, (n) LPP and (o) the TAPP with ITAPP = 3.5 mA. Phase shift of PPs with variable phase shift was set to ±π/2, respectively. The calculations were performed with a ZOB size of 50 nm (0.1 mrad) and the intensity ranges from 0.1 (black) to 3 (white). Image intensity was clipped at a value of 3 to improve visibility of images acquired with non-ideal PPs. Scale bar is 50 nm.

Figure 4 shows exemplary images of a vertically oriented T4 bacteriophage simulated considering different PPs and conventional (C)TEM. The phage, barely visible in the CTEM image in under- or overfocus (Fig. 4a, b) appears with strong contrast in images with ideally assumed PP (Fig. 4c,d). In the images obtained with a HPP or Foucault aperture, no actual PC is observed but phase jumps in the object located at the borders of body and tails and oriented parallel to the mask edge are revealed (Fig. 4e,g). Opposing edges thereby appear in inverted contrast. While the general appearance is similar, the Hilbert PP leads to an increased magnitude of the topographical, or differential contrast (Fig. 4e). In case of the ZPP, the tail appears with positive PC while fringing artifacts are dominant for the body, which only shows slight positive PC (Fig. 4f). Significant positive PC is observed for the HFPP (Fig. 4h), for which the phage body is surrounded by a bright halo, the typical artifact observed in HFPP images [14, 22].

While the repetitions of the tail of the phage may be well discerned for the different electrostatic PPs, the phage body shows negligible PC but pronounced fringing artifacts for the BPP (Fig. 4i,j). The fact that inverting the phase shift only marginally changes the PC of the body indicates that the contrast mainly arises from obstruction by the BPP supporting structure, as visible also in a simulated image only considering this supporting structure (see SI, Figure S4). An inversion of the PC with the applied phase shift is observed for the Zach PP although the contrast is weaker than in the ideal or HFPP case (Fig. 4k,m). The asymmetric Zach profile manifests itself at the borders of the phage body. Fringing artifacts as well are visible within the phage body in case of the TAPP (Fig. 4o). For the LPP, a strong negative PC may be observed, which, however, is overlayed with shadow images stemming from the oscillations of the laser field (Fig. 4n). Additional images of the T4 are shown in the SI (section SI4) and illustrate the dependence of the achievable contrast on phase shift and cut-on frequency of the different PPs.
Figure 5: Contrast analysis of the T4 phage. (a) At full scale, only the ideal, HFPP and LPP cause a PC of the horizontally oriented phage body different from zero. (b) The magnified scale shows that the Zach and TAPP create minor PC, while the BPP mainly causes obstruction-induced contrast. (c) Comparable contrast values of the horizontally oriented tail are obtained for the different PPs exceeding the maximum contrast achievable by CTEM and getting closer to the ideal PP case. (d) Asymmetric phase profiles cause different PC of the horizontally (+, hollow diamond and hollow square markers) and vertically (x, filled diamond and filled square markers) oriented tail.

Figure 5 shows the contrast analysis of the horizontally oriented phage body (Fig. 5a, b) and tail (Fig. 5c and d). Figure 5a reveals the strong contrast achievable with an ideal PP. The maximum PC is achieved for a phase shift different to ±0.5 π as the body alters the phase of the electron wave considerably and may not be considered a WPO. At this scale, only the HFPP and LPP yield a PC noticeably differing from zero.

The plot at magnified scale (Figure 5b) reveals a weak, controllable contrast in the Zach PP and TAPP images, while the BPP leads to a negative contrast only slightly varying with the phase shift. The Zernike PP (not plotted) shows a value comparable to the TAPP at an applied current of 5 mA. It is noted that all of the PP designs with variable phase shift, except the BPP, reach maximum PC at the highest studied phase shift signifying that a higher contrast would be possible at higher applied phase shifts. The reason is that the effective phase shift between the ZOB and the spatial frequency related to the diameter of the phage body (see green vertical bar in Figure 3a) is lower than the actually applied phase shift at the position of the ZOB. This is due to the spatial extension of the phase-shifting profiles towards higher spatial frequencies leading to a non-zero induced phase shift at the spatial frequency of the phage body.

The contrast analysis of the tail of the horizontally oriented phage is depicted in Figure 5c. In this case, the contrast gain achievable by PPs in comparison with CTEM is lower than for the body, but still significant. The different PP designs now approach the ideal PP case with the HFPP getting the closest. The displacement of the maximum contrast to an applied phase shift of -0.7π for the HFPP is caused by the considered finite ZOB size (σZOB = 50 nm), which effectively lowers the induced phase shift (see Section 4.1 and SI6). The electrostatic PPs allow adjusting the contrast between positive and negative PC and yield similar contrast values, which are also comparable to the ZPP.

The orientation dependence of the tail contrast is analyzed for the LPP, Zach PP and TAPP in Figure 5d by com-
3 COMPARISON OF DIFFERENT PP APPROACHES

**PP Simulations**

Figure 6: Comparison of simulated images of spherical aC NPs embedded in vitrified ice with each row of images corresponding to the same diameter between 1 and 20 nm. The images are calculated for (a) defocused CTEM (see text and SI for values), (b) ZPP, (c) HPP, (d) HFPP, (e) BPP, (f) Zach PP, (g) TAPP at 3 mA, (h) LPP and (i) obstructing Foucault aperture. The applied phase shift was set to $\pm \pi/2$ for PPs with variable phase shift. The images were calculated without considering a finite ZOB.

Comparison of the tail contrast in dependence of the phage orientation. The Zach and LPP show considerable differences in tail contrast due to their inhomogeneous phase profiles, while the difference for the TAPP is not as pronounced. Due to the presence of the supporting rods, the BPP as well causes an orientation-dependent contrast (see SI, Section SI2).

3.2. aC nanoparticles embedded in ice

Images of spherical aC NPs with 5 different diameters embedded in vitrified ice with a thickness of 30 nm are shown in Figure 6. To determine the contrast reachable in CTEM, images for a range of $Z$ values of up to $\pm 150 \mu m$ for the largest NPs were simulated and the $Z$ values generating maximum CTEM contrast were used for Figures 6 and 7. The $Z$ values lie between 450 nm and 57 $\mu m$ for the NP with a diameter of 1 and 20 nm, respectively. The results are discussed in the SI (section SI3). The PP simulations were conducted without considering a finite ZOB, whose effect is analyzed in Section 4.1.

The NP with a size of 1 nm may be discerned with minor contrast for CTEM and PP images (Fig. 6a-h) but is hardly visible for the obstructing aperture (Fig. 6i). The 5 nm NP appears clearly visible against the background in all PP images and only negligible artifacts, mainly manifesting themselves as characteristic halos around the NPs, may be observed. For example, the BPP leads to a star-like halo around the NP, while a bright (dark-bright), horizontally oriented halo is visible for Zach PP (TAPP), respectively. The HPP and obstructing apertures lead to differential contrast perpendicular to the PP edges, which is stronger for the HPP in comparison with the obstructing aperture. With increasing NP size, these PP artifacts gain importance, fringing for hard-edge PPs strongly increases and halos become more pronounced for smooth and inhomogeneous phase profiles. The PP that is least affected by artifacts is the HFPP, where only a minor halo around the 20 nm NP may be observed and the overall intensity in the image is reduced due to amplitude damping in the film. Strong PC is generated by the LPP, which causes only a slightly dark halo around the NPs. Shadow images are also observed for the LPP but they are located outside of the shown area (see Fig. S14).
Contrast and visibility of the NPs depending on their diameter is shown in Figure 7. PPs generating negative PC and the obstructing aperture are displayed in Figure 7a. As the differential contrast caused by the Foucault aperture averages out when determining the contrast of the entire NP, the NPs show zero contrast for all diameters. The contrast achieved by the PPs follows the ideal contrast for low NP sizes but starts to deviate considerably already for NPs with a diameter of 3 nm. The LPP shows the highest contrast throughout the range followed by the Zach PP, while the BPP falls below the contrast obtainable from defocused CTEM for sizes above 10 nm.

Figure 7b reveals the contrast of the PP designs causing positive PC and the HPP. Similar to the obstructing aperture, the contrast of the HPP is always zero. The dependence of Zach and BPP on the NP diameter is comparable to the negative PC case (compare Fig. 7a with 7b) and the TAPP yields a contrast that lies in between these two designs. The contrast achieved by the ZPP is considerably larger while the HFPP is identical to the ideal case for sizes below 15 nm and only slightly differs for NPs up to 20 nm diameter.

The visibility displayed in Figure 7c shows the potential of the HPP, whose differential contrast leads to a visibility superior to the ideal case up to sizes of 15 nm. The obstructing aperture only yields approximately half of the HPP visibility values. The PC, in addition to fringing and halo artifacts introduced by the rest of the PPs, leads to a visibility that is close to the ideal case over the whole investigated range of sizes.

It is worth noting that contrast and visibility plotted for CTEM represent the maximum obtainable values, which are reached at a specific $Z$ for each NP diameter (SI, Section SI3). This signifies that in a CTEM image, where, e.g., the NP with a diameter of 20 nm reaches its maximum contrast ($Z = 57 \mu m$), the contrast of any other NP will be significantly lower than the values indicated in Figure 7. This is in contrast to the PP images, where the data corresponds to a single set of values and varying parameters may improve the reachable contrast and visibility. Among these parameters are the defocus $Z$, the cut-on frequency of hard-edge PPs and the induced phase shift for variable phase shift PPs. Especially the PPs that combine a variable phase shift with a smooth phase profile, which can be deliberately positioned in the BFP, provide enhanced control and flexibility regarding the achievable contrast (section SI4).

3.3. Graphene

Images obtained from image simulations with the graphene monolayer sample are shown in Figure 8. In all cases, the graphene lattice is resolved at $Z = 0$ nm, with only minor artifacts or orientation-dependent contrast visible in the atomic columns. The contrast achieved by implementation of any PP (Fig. 8b-h) is comparable with CTEM for a defocus of $\pm 5$ nm (Fig. 8a).

The advantage of PPs in TEM at atomic resolution is revealed by Figure 9. The contrast of a single C atom in the graphene matrix maintains its sign throughout the whole investigated defocus range between -5 and 5 nm if a PP is used. The reachable contrast is comparable for the displayed PP designs except for the BPP, which yields only a reduced contrast due to the large amount of obstructing matter present in the BFP. The plot of the visibility shows that the highest value is reached for $Z = 0$ nm in case of a PP, where it reaches a minimum for CTEM. Additional images of the graphene sample for the whole studied defocus range may be found in the SI (section SI5).
Figure 8: Images of a graphene monolayer for (a) CTEM with $Z = \pm 5$ nm. PP images at $Z = 0$ nm for the (b) ideal PP ($\pm \pi/2$), (c) BPP ($\pm \pi/2$), (d) Zach PP at a distance of 2 $\mu$m ($\pm \pi/2$), (e) LPP ($\pi/2$), (f) TAPP at 2 mA, (g) HFPP ($-\pi/2$) and (h) ZPP. The ZOB was assumed as single pixel. The scale bar is 1 nm.

Figure 9: (a) Contrast and (b) visibility of a single C atom in the graphene matrix in dependence of $Z$ for CTEM and various PPs.
3.4. Discussion

The comparative simulations show that an ideal PP improves phase contrast and image interpretability for a phase object of any size. The performance of the different PP designs is closely linked to their spatial phase distribution and possible obstructing elements. The phase profile has to be narrow to allow contrast enhancement for larger objects. Obstructing elements and sharp edges in the phase profile cause fringing in the images, while halos are generated by smooth gradients in the phase profile. Additionally, the suitability of a specific PP depends on the object to be investigated. While objects with sizes smaller than 5 nm may be imaged with high phase contrast by basically any of the studied PPs, the performance starts to decrease considerably for objects with larger sizes depending on the PP type and its cut-on frequency and spatial phase-shift distribution. In contrast to obstructing material, the damping effect of transparent material does only lead to an overall reduction of the image intensity as both inelastically and elastically scattered electrons in the PP are taken out of the image formation process, but does not hamper the reachable contrast in the simulated images. In experiments, parts of the elastic scattering will contribute to the background intensity and thus slightly lower the contrast. Moreover, these scattered electrons contribute to the dose the sample is exposed to and lower the dose-limited resolution of beam-sensitive objects.

From the studied experimental realizations, the HFPP shows a performance getting the closest to the ideal case with the only artifact of a bright halo visible around large objects, which starts for the used settings from a size of 20 nm. These beneficial phase-shifting properties, together with a relatively easy implementation, has led to numerous applications mainly in cryo-TEM but also in the field of material science [3]. However, the presented results show that a consideration of the HFPP as ideal PP may be erroneous in terms of a quantitative interpretation. Quantitative imaging as well requires an exact knowledge of shape and amount of the induced phase shift, which are difficult to control experimentally in case of the HFPP. Regarding the imaging of crystalline samples, the formation of additional phase-shifting patches on the HFPP film induced by the intense diffracted beams has to be considered [23]. This effect leads to a changing contrast with the irradiation dose, making the HFPP not ideally suited for applications in material science concerned with crystalline objects.

Among the other studied PPs, the LPP generates strong PC for all object sizes, but shadow images are generated by the oscillating laser field, which interfere with the same object (Fig. 3b) or appear at a certain distance of it (Fig. S14). Strong PC is also observed for the Zach, ZPP and TAPP although halos or fringing artifacts start to be strongly visible for object sizes larger than 10 nm. The performance of a Zernike PP depending on the cut-on frequency and phase shift has been subject to in-depth studies earlier [26]. A beneficial application of the ZPP, Zach PP and HFPP on the imaging of T4 bacteriophages has been demonstrated experimentally [22, 44], showing comparable results between HFPP and the Zach PP implemented in a MBFP. The BPP performs worst of all the studied active PPs as artifacts dominate the image appearance starting from an object size of 10 nm and yielding the lowest contrast. The HPP is useful to make phase objects visible by means of a differential contrast, which is also created by a Foucault aperture. The latter however causes less visibility than the HPP.

Hardware design optimizations with the aim to reduce PP artifacts and improve their phase-shifting behavior have been presented for various PPs, e.g. electrostatic devices that lie between the BPP and Zach PP [45] or an additionally structured ZPP [46]. These optimizations will shift the achievable contrast.

The simulations of the bacteriophages show the advantage of a variable phase shift as the typically chosen phase shift of π/2 suitable to maximize contrast of WPOs is not the optimum for larger, strong phase objects. For PPs with a smooth phase-shift distribution, a variable phase shift allows to additionally tune the cut-on frequency. A variable phase shift is as well essential for PP based object-wave reconstruction [20].

The simulations of the graphene lattice at atomic resolution show that high-resolution (HR)TEM could profit from the application of PPs as the contrast of phase objects can be maintained positive or negative over a larger focus range leading to an improved image interpretability. This is particularly interesting for 2D materials, which are known to show buckling, which leads to contrast variations in HRTEM [47, 48]. Previous studies showed that, in addition, the total reachable contrast is increased if PPs are employed [19], which could facilitate an easier detection of dopants with similar atomic number than the host (e.g., N in graphene or in single-walled carbon nanotubes [49, 50] in comparison to CTEM. Of particular interest in HRTEM is the application of object-wave reconstruction, which would allow to obtain the ultimate information achievable from a sample, its OEWF.

Summarizing, the simulations show that a PP, that can be kept clean from contamination and charging effects, can provide significant improvement of phase contrast or image interpretability for a wide range of different samples. As
4 EFFECT OF DIFFERENT SIMULATION PARAMETERS

PPs allow the in-focus imaging at high contrast, delocalization and fringing effects induced by defocused CTEM can be avoided.

4. Effect of different simulation parameters

Numerous parameters have to be considered to obtain a realistic TEM image simulation. Three important parameters that are of special importance to PP images are discussed in this Section.

4.1. Finite size of zero-order beam

The contrast of a 10 nm sized aC NP embedded in vitrified ice is shown for different PPs in dependence of the ZOB size \( \sigma_{ZOB} \) in Figure 10a. \( \sigma_{ZOB} \) is indicated in spatial frequencies as well as in real-space distance in the regular BFP (\( \sigma_{ZOB} = 100 \) nm is equal to a convergence angle of 0.2 mrad). The corresponding size in the MBFP and laser BFP is larger and is obtained by scaling with the focal length. While the contrast for most PPs only changes marginally with an increasing \( \sigma_{ZOB} \), the contrast goes down strongly for the HFPP and especially the LPP. This is due to their narrow phase profiles, which vary considerably within the ZOB size and thus leads to a reduction of the average induced phase shift if \( \sigma_{ZOB} \) increases.

Although the contrast remains similar for the other PPs, an effect in image appearance can clearly be recognized. In general, a finite size of the ZOB leads to a smoothing of the image appearance, which also causes a reduction of fringing artifacts in sharp-edge PPs (section SI6).

It is not straightforward to determine the experimental ZOB size in an experiment. Reported ZOB sizes are typically small (25 nm in [5], 20-100 nm [51]) but large sizes have been reported (200-500 nm [4]), especially in MBFPs (300 nm [22]). The size is mainly determined by the semi-convergence angle and may be controlled using the condenser aperture [14]. The size of the HFPP distribution is linked to the ZOB size as it describes the beam that impinges on the HFPP film and creates the phase-shifting patch. However, these diameters, typically measured in diffraction mode, are most probably larger than the ZOB size that has to be considered for the image simulation, as the camera only "sees" a part of the illuminated sample area. The angular range of electrons contributing to the acquired image thus will be reduced in comparison to the measured diameter. Nevertheless, the presented results show that it is a non-negligible effect. The consideration of a finite ZOB size was important to obtain a quantitative or semi-quantitative link between simulated and experimental HFPP and Zach PP image appearance in recent studies [14, 22, 43] and it explains the discrepancy between fringe intensity in experimental and simulated ZPP images not considering a finite ZOB [25].

4.2. PP misalignment

Except for the HFPP, where the phase profile is generated by the ZOB itself, all PPs need to be aligned with the electron beam. Figure 10b shows the contrast evolution of a 10 nm aC NP embedded in vitrified ice, when the different PPs are deliberately displaced from a centered position. In case of the HFPP, this displacement is considered by an elongated phase profile, as it would be caused by a drift of the PP prior to acquisition during the buildup of the phase-shifting patch. The results show that the NP contrast for the HFPP is only slightly reduced. However, an inhomogeneous halo appears around the NPs (section SI7), which has been shown to coincide with the experiment [14].

The contrast remains similar for a slightly displaced ZPP and only the fringing becomes asymmetrically around the object (section SI6), which has been observed experimentally [43]. However, once the ZOB leaves the central hole, the contrast is reduced drastically. No change in the contrast and a slight asymmetry in the halo is observed for the BPP as the studied displacement range is smaller than the inner ring radius. Minor changes are visible for the TAPP displaced along the wire. A difference depending on the direction of the displacement is observed for the Zach PP and the LPP due to their asymmetric phase profiles. The strongest change upon displacement is seen for the LPP in horizontal direction caused by its strongly oscillating field.
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5. Summary

The comparative simulations reveal the contrast increase that can be achieved by different phase plates (PPs) in transmission electron microscopy (TEM). PPs are commonly said to enhance the phase contrast at "low spatial frequencies", but the presented study shows that the range of spatial frequencies, and corresponding object sizes, that can be beneficially imaged strongly depends on the used PP implementation. While artifact-free imaging may be achieved by many PPs for sizes of 5 nm and below, artifacts introduced by several PPs start to dominate for larger sizes. The simulated images give a visual impression of artifacts that can be expected in experimental images using such PPs. The contrast analysis reveals that the hole-free or Volta PP provides the best phase-shifting properties, which explains its current success and is reflected in numerous applications in cryo-TEM and materials science.

The simulated images of a monolayer graphene flake show that an application of PPs in high-resolution TEM studies of materials or nano science samples is promising. The simulations show that PPs can improve the interpretability of high-resolution TEM images.

The importance of several parameters to obtain a realistic image appearance is studied. Especially the consideration of a finite size of the zero-order beam of unscattered electrons in the plane of the PP is necessary to yield not only a better quantitative description of the achievable contrast and visibility but also a correct appearance of artifacts such as fringe artifacts at object borders.
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Supplementary information

S11. Residual aberrations

Residual aberrations were set to 0 for the calculation of aC NPs and bacteriophages. For the simulation of the graphene lattice, the parameters were set to the values as detailed in Table S1.

| Aberration                      | Magnitude  | angle/°  |
|---------------------------------|------------|----------|
| Spherical aberration C₃ (C₃)    | 1 μm       |          |
| Twofold astigmatism a₁         | 0 nm       | 0        |
| Threefold astigmatism a₂       | 20 nm      | 45       |
| Fourfold astigmatism a₃        | 300 nm     | 16       |
| Fivefold astigmatism a₄        | 20 μm      | 124      |
| Axial coma b₂                   | 5 nm       | 96       |
| Axial star s₃                   | 300 nm     | 55       |

Table S1: Residual aberrations considered for the image simulation of the graphene sample.
SI12. Additional images of T4 bacteriophages

Conventional TEM and Ideal PP TEM

Figure S1: Simulated images of a T4 bacteriophage for: (a) conventional TEM for \( Z \) with linear steps between -10 and 10 \( \mu m \). At a moderate defocus, the bacteriophage is well distinguishable and image distortions are minor. For higher \( Z \), the bacteriophage appears blurred and the tail repeat is no longer distinguishable. (b,c) Ideal PP TEM for (b) negative applied phase shift and (c) positive applied phase shift. The phase shift series reveal that while the tail shows maximum contrast at \( \pm 0.5\pi \) applied phase shift, the body, being a strong phase object, reaches its maximum contrast at \(-0.4\pi\) and \(0.6\pi\). The contrast is adjusted separately for (a) and (b,c) to visualize the effects observed in CTEM. Width of a single image is 152 nm.
Figure S2: Simulated images of a T4 bacteriophage for: (a) the Zernike PP and the Hilbert PP with (b) horizontal orientation and (c) vertical orientation with respect to the phage for three different radii $r_{ZPP}$ and distances $d_{HPP} = 350$ (1st column), 425 (2nd) and 500 nm (3rd), respectively. While the contrast of the tail is barely affected by the variation, the weak PC visible in the body for (a) $r_{ZPP} = 350$ nm vanishes almost completely for higher values. The intensity of the introduced fringing artifacts decreases with increasing radius (distance) while its periodicity increases. The contrast is adjusted separately for (a) and (b,c). Width of a single image is 152 nm.
Figure S3: Simulated images of a T4 bacteriophage for the HFPP with different $d_{HFPP}$ = (a) 100 nm, (b) 150 nm, (c) 200 nm, (d) 250 and (e) 300 nm at different applied phase shifts of $-0.2\pi$ (1st column) to $-0.8\pi$ (last column). The results show that the contrast of the phage body decreases with increasing $d_{HFPP}$ for the identical applied phase shift (going down a column) and the maximum contrast is reached at increasingly negative applied phase shifts, being outside of the investigated range. The halo around the phage body as well intensifies with increasing $d_{HFPP}$. The tail contrast reaches its maximum at (a) $-0.7\pi$ for the smallest $d_{HFPP}$ due to an effective decrease of the applied phase shift due to the employed finite ZOB size of 50 nm. For larger $d_{HFPP}$, the maximum contrast is reached at $-0.5\pi$ as expected for a WPO.
Figure S4: Simulated images of a T4 bacteriophage for the Boersch PP with the bacteriophage aligned (a) horizontally and (b) vertically with respect to the PP for different applied phase shifts between $-0.75\pi$ and $0.75\pi$. The fringing contrast dominates the body and only the triangular edges of the body show a considerable contrast change with the applied phase shift. The contrast merely induced by obstruction of the supporting structure of the BPP is visible in the central column at an applied phase shift of $0\pi$. In contrast to the phage body, the tail contrast clearly is inverted in contrast from positive PC for a negative applied phase shift to negative PC for a positive phase shift for both phage orientations.
Figure S5: Simulated images of a horizontally aligned T4 bacteriophage for the Zach PP with different applied phase shifts between $-0.75\pi$ and $0.75\pi$ and different distances to the ZOB $d_{Zach} = \{a\} 500 \text{ nm}, \{b\} 1000 \text{ nm}, \{c\} 1500 \text{ nm} \text{ and } \{d\} 2000 \text{ nm}$. The contrast induced by the obstruction of electrons by the Zach rod is visible in the central column and decreases strongly with increasing $d_{Zach}$. The application of a phase shift induces a clear change in PC in the tail and a varying contrast throughout the body, which decreases with increasing $d_{Zach}$. In addition, fringe contrast appears for larger $d_{Zach}$ within the body.
Figure S6: Simulated images of (a) the horizontal and (b) the vertical T4 bacteriophage with the Laser PP at different applied phase shifts from $0.2\pi$ to $0.8\pi$. The appearance of the phage body is dominated by the presence of shadow images, which overlap with the body. The contrast is increasing with increasing applied phase shift. The tail in (a) is overlayed by a slowly varying contrast change caused by the shadow images but appears homogeneous in (b) as the shadow images do not overlap with the tail.
Noisy conventional TEM and Ideal PP TEM with reduced electron dose

Figure S7: Simulated CTEM (1st row) at $Z = -2$ μm and ideal PP TEM (2nd row) images of the vertical T4 bacteriophage with varying doses between 0.1 and $10 \, e^{-1}/A^2$. Image width of individual images is 100 nm.
SI3. CTEM analysis of aC nanoparticles

Figure S8: Analysis of CTEM images of amorphous carbon (aC) nanoparticles embedded in ice. (a) Compilation of images of aC nanoparticles with different diameter from 1 nm to 20 nm and for different $Z < 0$ (1st and 2nd column), $= 0$ (3rd column) and $> 0$ (4th and 5th). The defocus values are listed in Table S2. Contrast scales from 0.68 (black) to 0.97 (white). (b,c) Contrast of the NPs in dependence of the applied defocus for diameters between (b) 1 and 5 nm and (c) 6 and 20 nm. The contrast reaches its extrema at increasing $|Z|$. (d,e) Visibility of the NPs in dependence of the applied defocus for diameters between (d) 1 and 5 nm and (e) 6 and 20 nm. It is noted that maximum visibility is reached before maximum contrast.

For an in-depth comparison of PP images with conventional (C)TEM images, simulations of aC NPs in 30 nm of vitrified ice have been performed using the same OEWFs as for the PP simulations and the microscope settings as detailed in Table 1. The studied range of $Z$ was such as to include the maximum reachable contrast. Figure S8a shows the resulting images for the defocus values reaching maximum positive and negative PC (Table S2) for half of these values and in focus. The NPs are invisible at $Z = 0$ as expected for a weak-phase object, which also shows that the effect of the spherical aberration ($C_S = 5$ mm) can be neglected when regarding the contrast of the NPs. The contrast in the images is a combination of actual phase contrast and fringing introduced by the large defocus. The phase contrast is rather strong for the smallest and highest diameters, which for the small NPs is caused by an increase in contrast transfer and for the larger NPs due to the increase of the object-induced phase shift. At intermediate sizes,
the fringing contrast dominates the images.

The contrast and visibility analysis is displayed in Figure S8b-e. The maximum reachable contrast increases strongly with the NP size before reaching a maximum at a diameter of 15 nm. It is noted that the maximum visibility is reached at smaller values of \( Z \) in comparison to the contrast. A strong asymmetry with the sign of \( Z \) is observed for the largest NPs. The increased visibility for positive \( Z \) is due to the positive sign of the object-induced phase shift and the associated higher contrast/visibility reachable in overfocus, which is as well observed for the negative PC in PP images.

| aC NP diameter (μm) | \( |Z|_{\text{max}} \) (μm) |
|---------------------|---------------------|
| 1                   | 0.45                |
| 2                   | 1.75                |
| 3                   | 3.9                 |
| 4                   | 6.8                 |
| 5                   | 10                  |
| 6                   | 14                  |
| 7                   | 18                  |
| 8                   | 21.5                |
| 10                  | 29                  |
| 12.5                | 38                  |
| 15                  | 45                  |
| 17.5                | 52.5                |
| 20                  | 57                  |

Table S2: Values used for CTEM simulations of aC NPs embedded in 30 nm of vitrified ice.
SI4. Additional PP images of aC nanoparticles

*Zernike and HFPP TEM*

Figure S9: Compilation of images of a spherical aC NP embedded in vitrified ice with diameters between 1 and 20 nm for (a) the Zernike PP and (b) the HFPP for different cut-on frequencies: (a) $r_{ZPP} = 350$ nm (1$^{st}$ column), 425 nm (2$^{nd}$) and 500 nm (3$^{rd}$); (b) $d_{HFPP} = 100$ nm (1$^{st}$ column), 150 nm (2$^{nd}$ and 200 nm 3$^{rd}$ column). (a) The decreasing PC with increasing $r_{ZPP}$ for the larger NPs is visible, which also goes in hand with an increase of the fringing artifact at increased periodicity. Due to low sampling of the BFP, the 2$^{nd}$ and 3$^{rd}$ value for $r_{ZPP}$ lead to the identical number of pixels. (b) While the NPs appear without noticeable artifacts for the smallest $d_{HFPP}$, the halo around the large NPs is gaining importance with increasing $d_{HFPP}$.
Figure S10: Compilation of images of a spherical aC NP embedded in vitrified ice with diameters between 1 and 20 nm for the BPP at varying induced phase shift between -0.75\(\pi\) (1\textsuperscript{st} column), 0\(\pi\) (4\textsuperscript{th} column) and 0.75\(\pi\) (7\textsuperscript{th} column). The changing PC is well observable until a NP diameter of 8 nm before fringing artifacts start to dominate as well the interior of the NPs.
Figure S11: Compilation of images of a spherical aC NP embedded in vitrified ice with diameters between 1 and 20 nm for the Zach PP positioned at a distance of $d_{\text{Zach}} = 500$ nm at varying induced phase shift between $-0.75\pi$ (1$\text{st}$ column), $0\pi$ (4$\text{th}$ column) and $0.75\pi$ (7$\text{th}$ column). The PC of the NPs inverts for all NP diameters but the inhomogeneous halo around the NP increases in intensity with NP diameter.
Figure S12: Compilation of images of a spherical aC NP embedded in vitrified ice with diameters between 1 and 20 nm for the Zach PP positioned at a distance of $d_{Zach} = 2000$ nm at varying induced phase shift between $-0.75\pi$ (1st column), $0\pi$ (4th column) and $0.75\pi$ (7th column). In comparison to a shorter distance (Fig. S11), the PC is reduced and the NPs appear with inhomogeneous contrast starting from a NP diameter of 10 nm.
Figure S13: Compilation of images of a spherical aC NP embedded in vitrified ice with diameters between 1 and 20 nm for the TAPP positioned at different distances (a) \(d_{TAPP} = 350 \text{ nm}\), (b) 425 nm and (c) 500 nm. For each distance, the three columns correspond to an applied current of 2 mA (1st column), 3 mA (2nd column) and 4 mA (3rd column). The PC increases with the applied current and decreases with the distance. The NPs appear with homogeneous contrast surrounded by a bright halo up to a diameter of 5 nm. The halo increases in intensity and turns into fringing artifacts for increasing NP diameter. Starting from a diameter of 10 nm, the NPs appear with inhomogeneous contrast.
Figure S14: (a) Compilation of images of a spherical aC NP embedded in vitrified ice with diameters between 1 and 20 nm for the Laser PP at different induced phase shifts between 0.25π (1st column) and 1π (4th column). The NPs appear with homogeneous negative PC surrounded by a thin dark halo for all diameters. (b) Several shadow images appear in horizontal orientation in an example image of the NPs with sizes between 5 and 12.5 nm with an applied phase shift of 0.5π.
Figure S15: Simulated CTEM (1st row) and ideal PP TEM (2nd row) images of a spherical aC NP with a diameter of 5 nm embedded in 30 nm of vitrified ice at $Z = -70$ nm with varying doses between 0.1 and 50 e$^{-1}$/Å$^2$. 

Noisy conventional TEM and Ideal PP TEM with reduced electron dose
SI5. Additional images of graphene simulations

Figure S16: Compilation of images of a graphene monolayer for different $Z$ between (a) -5 nm, (f) 0 nm and (k) +5 nm and different PPs: CTEM (1st row), Ideal PP for $\pi/2$ (2nd and 3rd row), ZPP (4th row), HPP (5th row), HFPP (6th row), BPP for $\pi/2$ (7th and 8th row), Zach PP for $\pi/2$ (9th and 10th row), TAPP at 1.5 mA (11th row) and the LPP (12th row). Width of individual images is 1.6 nm.
SI6. Image analysis for varying ZOB size

Figure S17: Compilation of images of a spherical aC NP with a diameter of 10 nm embedded in vitrified ice for an increasing diameter of the ZOB in the BFP of (a) 0, (b) 10, (c) 20, (d) 30, (e) 40, (f) 50, (g) 75 and (h) 100 nm. The increasing diameter causes a considerable reduction of fringing and halo artifacts for PPs with sharp edges or obstructing elements. In case of the HFPP and LPP, which exhibit narrow phase profiles, a larger ZOB leads to a decrease of the effectively induced phase shift and thus to a reduction of the contrast.
**SI7. Image analysis for misplaced PPs**

Figure S18 shows the image appearance of a 10 nm sized aC NP when deliberately misplacing the PP. For the BPP and Zach PP the main effect is a change in the halo around the PP, which is as well observed for the TAPP. The strong change of the phase-shift distribution in horizontal direction for the LPP causes a phase-contrast inversion of the NP upon horizontal displacement of the LPP while no obvious contrast change is observable in vertical direction. The contrast of the NP changes abruptly once the ZOB is not in the ZPP hole anymore. As the phase-shifting profile of the HFPP is induced by the ZOB, a misplacement is considered by an elongated phase-shifting profile, as it would be caused by a drift of the HFPP during the buildup. This drift causes the appearance of a halo around the NP.
SI8. Image analysis for varying image size

Figure S19: Compilation of images of a 5 nm sized aC NP embedded in vitrified ice for the Zernike PP (1st row), Hilbert PP (2nd row), HFPP (3rd row), Boersch PP (4th row), Zach PP (5th row), TAPP (6th row) and Laser PP (7th row) and increasing total number of pixel of the OEWF of (a) 256, (b) 512, (c) 1024, (d) 2048 and (e) 4096.

Figure S19 shows the central part of the simulated images containing a spherical aC NP with diameter of 5 nm embedded in vitrified ice for different employed PPs and total pixel sizes $n_{px}$ of the OEWF. Although the NP itself is nicely sampled already for $n_{px} = 256$ (Figure S19a), a considerable contrast change when increasing to $n_{px} = 512$ (S19b) is observed for almost all PP types. The halo and fringes around the NP appear smoother (e.g. for the ZPP and TAPP), the background intensity in the HFPP image decreases and the shadow images of the Laser PP move to larger distances. The observed changes in the NP appearance are less when further increasing $n_{px}$ and no visible change between $n_{px} = 2048$ and $n_{px} = 4096$ (Figure S19d and e) may be observed.
SI9. Simulation software

The used software **PPSim2** has been published under open source GPL v3 and is available for free as source code for Matlab and as compiled version for Windows under https://www.hettlers.eu/matlab/. The compiled version requires the Matlab Runtime 2017b. Figure S20 shows an example screenshot of the main part of the graphical user interface (GUI). The program exhibits the following main features:

- Simulation of conventional and PP TEM images based on linear image formation with optional consideration of partial coherence either by the weighted focal-series method or using simple damping envelopes. The following types of PPs can be considered:
  - Ideal PP
  - Zernike PP [7]: conventional and with smoothed edge
  - Zach PP [9]
  - HFPP: patch created by charge or contamination [4, 5]
  - Hilbert PP [38]
  - Boersch PP [8]: with one, two, or three supporting arms
  - Laser PP [11]
  - Tunable Ampere PP [10]
  - Obstructing masks (Foucault and Tulip) [41, 52]
  - Custom PP by loading images for phase and amplitude

- Wave functions of amorphous spherical NPs of arbitrary material described by mean inner potential and mean-free path, either on a substrate thin film or embedded in vitrified ice, can be generated. Wave functions can be created from image files for phase and amplitude. Wave function simulated by STEMsim [29] may be directly loaded.

---

The runtime can be freely downloaded under https://www.mathworks.com/products/compiler/matlab-runtime.html (checked in May, 2021).
• The PP can be placed in virtual microscopes described by various parameters, which can possess a diffraction-magnifying unit leading to two back-focal planes with distinct focal lengths. Residual aberrations including up to fivefold astigmatism, axial coma and axial star can be set.

• Custom MTFs can be generated from a beam-stop image and several MTFs are available upon request.

• Optional consideration of a finite ZOB size and scattering in opaque PPs is available.

• The software allows variation of multiple variables during the simulation process, including the defocus, spherical aberration constant, induced phase shift and the cut-on frequency (if applicable). Other important parameters such as the semi-convergence angle, the ZOB size, scattering properties of thin-film PPs or misplacement of PPs can be varied automatically in a parameter sweep.

• PP profiles can be displayed and exported as images and the software comes with a basic PCTF plotting feature.

• Simulated images can be saved as .tif or as .mat (Matlab) files. The images can be visualized and contrast and visibility may be analyzed of rectangular or circular image areas. Different noise levels can be added to the simulated images.

• GUI settings are automatically saved with the simulated images and may conveniently be saved and loaded.
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