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ABSTRACT. In this note we consider the self-adjoint Schrödinger operator $A_\alpha$ in $L^2(\mathbb{R}^d)$, $d \geq 2$, with a $\delta$-potential supported on a Lipschitz hypersurface $\Sigma \subseteq \mathbb{R}^d$ of strength $\alpha \in L^p(\Sigma) + L^\infty(\Sigma)$. We show the uniqueness of the ground state and, under some additional conditions on the coefficient $\alpha$ and the hypersurface $\Sigma$, we determine the essential spectrum of $A_\alpha$. In the special case that $\Sigma$ is a hyperplane we obtain a Birman-Schwinger principle with a relativistic Schrödinger operator as Birman-Schwinger operator. As an application we prove an optimization result for the bottom of the spectrum of $A_\alpha$.

1. Introduction

In this paper we are interested in spectral properties of a class of self-adjoint operators $A_\alpha$ with singular $\delta$-potentials in the Hilbert space $L^2(\mathbb{R}^d)$, $d \geq 2$, which correspond to the formal differential expression

$$-\Delta - \alpha \delta(x - \Sigma),$$

where $\Sigma \subseteq \mathbb{R}^d$ is the graph of a Lipschitz function $\xi : \mathbb{R}^{d-1} \to \mathbb{R}$ and $\alpha : \Sigma \to \mathbb{R}$ is the strength of the $\delta$-potential; cf. [8] [13], the monograph [22] and the references therein. Note that the unbounded Lipschitz surface $\Sigma$ splits $\mathbb{R}^d$ into two unbounded disjoint parts and that the special choice $\xi = 0$ corresponds to the situation where $\Sigma$ is the hyperplane in $\mathbb{R}^d$. Assuming $\alpha \in L^p(\Sigma) + L^\infty(\Sigma)$ for some $1 < p < \infty$ in $d = 2$ and for $d - 1 \leq p < \infty$ in $d \geq 3$ dimensions we define $A_\alpha$ as the semibounded self-adjoint operator in $L^2(\mathbb{R}^d)$ associated with the densely defined, symmetric, semibounded, and closed form

$$a_\alpha[u, v] := (\nabla u, \nabla v)_{L^2(\mathbb{R}^d)} - \int_{\Sigma} \alpha \tau_D u \overline{\tau_D v} \, dx,$$

where $\tau_D : H^1(\mathbb{R}^d) \to H^{1/2}(\Sigma)$ is the Dirichlet trace operator. Let us denote the bottom of the spectrum of $A_\alpha$ by

$$\lambda_1(\alpha) := \inf_{1} \sigma(A_\alpha).$$
The first issue we discuss in this paper is the essential spectrum of the self-adjoint operator $A_\alpha$. In the present situation one always has the inclusion $[0, \infty) \subset \sigma_{\text{ess}}(A_\alpha)$ and in Theorem 2.3 we prove that if $\Sigma$ is a local deformation of the hyperplane $\mathbb{R}^{d-1} \times \{0\}$ and $\alpha$ is close to a constant $\alpha_0$ outside of sets of finite measure, then

$$
\sigma_{\text{ess}}(A_\alpha) = \begin{cases} 
[-\frac{\alpha^2}{4}, \infty), & \text{if } \alpha_0 \geq 0, \\
[0, \infty), & \text{if } \alpha_0 \leq 0;
\end{cases}
$$

see also [39] for related results. Next we investigate the uniqueness of the ground state of $A_\alpha$, which is a typical property for Schrödinger operators $-\Delta + V$ with regular potentials. More precisely, if $\lambda_1(\alpha)$ in (1.3) is a discrete eigenvalue then it will be shown in Section 2.3 that $\lambda_1(\alpha)$ is simple and the corresponding eigenfunction can be chosen strictly positive on $\mathbb{R}^d \setminus \Sigma$; this observation is based on a standard argument using Harnack’s inequality.

In Section 3 we focus on the special case that $\Sigma$ is the hyperplane and we obtain a Birman-Schwinger principle, where the Birman-Schwinger operator is a relativistic Schrödinger operator in $L^2(\mathbb{R}^{d-1})$. The operators appearing in this context can also be viewed as (extensions of) the $\gamma$-field and Weyl function corresponding to a certain quasi boundary triple; cf. [9, Section 8] for more details.

Under the additional assumption that $\alpha$ is close to a constant outside of sets of finite measure we then provide a more detailed analysis of the spectrum of the Birman-Schwinger operator and link these spectral properties to those of $A_\alpha$. As an interesting application we prove an optimization result for the bottom of the spectrum of $A_\alpha$ which is formulated in terms of the so-called symmetric decreasing rearrangement: Consider again a real-valued $\alpha \in L^\infty(\mathbb{R}^{d-1}) + L^p(\mathbb{R}^{d-1})$ for some $1 < p < \infty$ in $d = 2$ and for $d - 1 \leq p < \infty$ in $d \geq 3$ dimensions, and assume that $\alpha$ is close to a constant $\alpha_0 \in \mathbb{R}$ outside of sets of finite measure. Furthermore, let $\alpha_1 := \alpha - \alpha_0$ and $(\alpha_1)_+ = \max\{\alpha_1, 0\}$, and let $(\alpha_1)_+^*$ be the symmetric decreasing rearrangement of $(\alpha_1)_+$ defined in (3.23). Then we have the inequality

$$
(1.4) \quad \lambda_1(\alpha_0 + (\alpha_1)_+^*) \leq \lambda_1(\alpha_0 + \alpha_1).
$$

Our proof of (1.4) relies on the fact that the symmetric decreasing rearrangement decreases the kinetic energy term corresponding to the relativistic Schrödinger operator. This property of the kinetic energy can be viewed as an analogue of the Pólya-Szego inequality. We note that a different argument for (1.4) based on Steiner symmetrization was communicated to us; cf. Remark 3.11 for more details. We wish to mention that eigenvalue optimization is a trademark topic in spectral theory; see the monographs [30, 31] and the references therein. In particular, optimization of eigenvalues induced by $\delta$-potentials supported on hypersurfaces is a topic of growing interest [19, 20, 23, 36]. There are also closely related works on eigenvalue optimization for $\delta$-potentials supported on sets of higher co-dimension [7, 21], for the Robin Laplacian [3, 12, 14, 16, 25, 26, 28, 33, 34], for $\delta'$-interactions [37] and for Dirac operators with surface interactions [2, 4].
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2. The Schrödinger operator with $\delta$-potential supported on a Lipschitz graph

In this section let $d \geq 2$ and

\( \Sigma := \{ (x, \xi(x)) \mid x \in \mathbb{R}^{d-1} \} \subset \mathbb{R}^d \)

be the graph of a Lipschitz function $\xi : \mathbb{R}^{d-1} \to \mathbb{R}$. Furthermore, let

\( \alpha \in L^p(\Sigma) + L^\infty(\Sigma) \)

be a real-valued function with $1 < p < \infty$ in $d = 2$ and $1 \leq p < \infty$ in $d \geq 3$ dimensions. In this setting we will define the self-adjoint operator $A_\alpha$ associated to the form (1.2) and study its essential spectrum. In particular, under some additional flatness assumptions on the support $\Sigma$ and some decay at infinity of the coefficient $\alpha$ we explicitly compute $\sigma_{\text{ess}}(A_\alpha)$. Furthermore, we verify that the ground state $\lambda_1(\alpha)$ (if it is a discrete eigenvalue) is simple.

2.1. The form $a_\alpha$ and the operator $A_\alpha$. In this subsection we will prove that the form (1.2), which models a $\delta$-potential of strength $\alpha$ supported on $\Sigma$, is well defined and gives rise to a self-adjoint operator $A_\alpha$ in $L^2(\mathbb{R}^d)$; cf. [13, 24] and [10, Proposition 3.8]. In the following the Dirichlet trace operator $\tau_D$ in (1.2) is viewed for $\frac{1}{2} < s < \frac{3}{2}$ as a bounded operator

\( \tau_D : H^s(\mathbb{R}^d) \to H^{s-\frac{1}{2}}(\Sigma); \)

cf. [38, Proof of Theorem 3.38].

Proposition 2.1. The form $a_\alpha$ in (1.2) is densely defined, symmetric, semibounded, and closed in $L^2(\mathbb{R}^d)$.

Proof. It is clear, that $\text{dom } a_\alpha = H^1(\mathbb{R}^d)$ is dense in $L^2(\mathbb{R}^d)$. Furthermore, we split $a_\alpha$ into

\[
\begin{align*}
a_0[u, v] &:= (\nabla u, \nabla v)_{L^2(\mathbb{R}^d)}, & \text{dom } a_0 &:= H^1(\mathbb{R}^d), \\
a_1[u, v] &:= -\int_\Sigma \alpha \tau_D u \tau_D v \, dx, & \text{dom } a_1 &:= H^1(\mathbb{R}^d).
\end{align*}
\]

Observe that $a_0$ is densely defined, nonnegative, and closed in $L^2(\mathbb{R}^d)$. Furthermore, since $\alpha$ is real-valued it is clear that $a_1$ is symmetric. The estimate (A.3) shows that for every $\varepsilon > 0$ there exists some $c_\varepsilon \geq 0$, such that

\[
|a_1[u, u]| \leq \varepsilon^2 \|\tau_D u\|_{H^{\frac{1}{2}}(\Sigma)}^2 + c_\varepsilon^2 \|\tau_D u\|_{L^2(\Sigma)}^2, \quad u \in H^1(\mathbb{R}^d).
\]
Using the boundedness (2.3) of the trace operator, the absolute value of $a_1[u, u]$ can further be estimated by

$$|a_1[u, u]| \leq \varepsilon^2 d_1^2\|u\|^2_{H^1(\mathbb{R}^d)} + c_2^2 d_2^2\|u\|^2_{L^2(\mathbb{R}^d)}, \quad u \in H^1(\mathbb{R}^d),$$

where $d_1$ and $d_2$ are the operator norms (2.3) with $s = 1$ and some fixed $s \in \left(\frac{1}{2}, 1\right)$, respectively. Since $s < 1$, we can use [29, Theorem 3.30] to find a constant $c_0 \geq 0$ with

$$|a_1[u, u]| \leq \varepsilon^2 (d_1^2 + 1)^2\|u\|^2_{H^1(\mathbb{R}^d)} + c_0^2\|u\|^2_{L^2(\mathbb{R}^d)}, \quad u \in H^1(\mathbb{R}^d).$$

That is, the form $a_1$ is $a_0$-bounded with form bound 0. The semiboundedness and closedness of $a_\alpha$ follow from [32] Chapter VI, Theorem 1.33. □

Proposition 2.1 combined with the First Representation Theorem [32, Chapter VI, Theorem 2.1] implies that there is a unique self-adjoint operator $A_\alpha$ in $L^2(\mathbb{R}^d)$ representing the form $a_\alpha$ in the sense that $\text{dom} A_\alpha \subseteq \text{dom} a_\alpha$ and

$$(A_\alpha f, g)_{L^2(\mathbb{R}^d)} = a_\alpha[f, g], \quad f \in \text{dom} A_\alpha, \quad g \in \text{dom} a_\alpha.$$  

2.2. Essential spectrum of $A_\alpha$. In this subsection we investigate the essential spectrum of $A_\alpha$. The following preparatory lemma shows that in the present situation the essential spectrum of $A_\alpha$ always covers the nonnegative real axis.

**Lemma 2.2.** For any $\alpha$ of the form (2.2) we have

$$(0, \infty) \subseteq \sigma_{\text{ess}}(A_\alpha).$$

**Proof.** In a similar way as in the proof of [17, Theorem 6.5] one constructs for $\lambda \in (0, \infty)$ an orthonormal sequence $(\Psi_n)_n \in L^2(\mathbb{R}^d)$ with support in $\mathbb{R}^d \setminus \Sigma$ and

$$\|(-\Delta - \lambda)\Psi_n\|_{L^2(\mathbb{R}^d)} \to 0.$$  

From $\text{supp} \Psi_n \subseteq \mathbb{R}^d \setminus \Sigma$ we have $\tau_D \Psi_n = 0$ and hence it follows from (1.2) that $A_\alpha \Psi_n = -\Delta \Psi_n$. This implies

$$\|A_\alpha - \lambda\Psi_n\|_{L^2(\mathbb{R}^d)} \to 0,$$

so that $(\Psi_n)_n$ is a singular sequence and we conclude $\lambda \in \sigma_{\text{ess}}(A_\alpha)$. This proves that $(0, \infty) \subseteq \sigma_{\text{ess}}(A_\alpha)$ and since the essential spectrum is closed we obtain (2.5). □

For a subclass of hypersurfaces $\Sigma$, which are local deformations of a hyperplane, and interaction strengths $\alpha$ having a certain decay at infinity, we are able to determine the essential spectrum explicitly.

**Theorem 2.3.** If the function $\xi : \mathbb{R}^{d-1} \to \mathbb{R}$ in (2.1) is compactly supported and if for some $\alpha_0 \in \mathbb{R}$

$$(2.6) \quad \{ x \in \Sigma \mid |\alpha(x) - \alpha_0| > \varepsilon \} \text{ has finite measure for every } \varepsilon > 0,$$

then the essential spectrum of the corresponding Schrödinger operator $A_\alpha$ is given by

$$\sigma_{\text{ess}}(A_\alpha) = \begin{cases} \left(-\frac{\alpha_0^2}{4}, \infty\right), & \text{if } \alpha_0 \geq 0, \\ [0, \infty), & \text{if } \alpha_0 \leq 0. \end{cases}$$


Proof. Step 1. First, we consider the hyperplane \( \Sigma = \mathbb{R}^{d-1} \times \{0\} \cong \mathbb{R}^{d-1} \) and the constant potential \( \alpha(x) = \alpha_0 \). We introduce two auxiliary closed forms

\[
0[\phi, \psi] := (\nabla \phi, \nabla \psi)_{L^2(\mathbb{R}^{d-1} \times \{0\})}, \quad \text{with } \text{dom} \ 0 := H^1(\mathbb{R}^{d-1}),
\]
\[
t_{\alpha_0}[f, g] := (f', g')_{L^2(\mathbb{R})} - \alpha_0 f(0)g(0), \quad \text{with } \text{dom} \ t_{\alpha_0} := H^1(\mathbb{R}),
\]

with the corresponding self-adjoint operators \(-\Delta\) and \(T_{\alpha_0}\) in the Hilbert spaces \(L^2(\mathbb{R}^{d-1})\) and \(L^2(\mathbb{R})\), respectively. The spectra of these operators are explicitly given by

\[
\sigma(-\Delta) = [0, \infty) \quad \text{and} \quad \sigma(T_{\alpha_0}) = \left\{ \begin{array}{ll}
-\frac{\alpha_0^2}{4} & \text{if } \alpha_0 \geq 0, \\
[0, \infty) & \text{if } \alpha_0 \leq 0,
\end{array} \right.
\]

where the proof of the latter one can be found in [1, Theorem 3.1.4]. The Schrödinger operator \(\tilde{A}_{\alpha_0}\) with \(\delta\)-potential supported on a hyperplane of constant strength \(\alpha_0\) can be decomposed as

\[
\tilde{A}_{\alpha_0} = (-\Delta) \otimes I_\mathbb{R} + I_{\mathbb{R}^{d-1}} \otimes T_{\alpha_0}
\]

with respect to \(L^2(\mathbb{R}^d) = L^2(\mathbb{R}^{d-1}) \otimes L^2(\mathbb{R})\); here \(I_\mathbb{R}\) and \(I_{\mathbb{R}^{d-1}}\) denote the identity operators in \(L^2(\mathbb{R})\) and \(L^2(\mathbb{R}^{d-1})\), respectively. Hence, it follows from \([42, \text{Eq. (4.44)}]\) that

\[
(2.8) \quad \sigma(\tilde{A}_{\alpha_0}) = \left\{ \begin{array}{ll}
-\frac{\alpha_0^2}{4}, & \text{if } \alpha_0 \geq 0, \\
[0, \infty), & \text{if } \alpha_0 \leq 0.
\end{array} \right.
\]

Step 2. Let \(A_{\alpha_0}\) be the Schrödinger operator with \(\delta\)-potential of constant strength \(\alpha_0\) supported on the hypersurface \(\Sigma\). Since the Lipschitz mapping \(\xi\) is compactly supported, the surface \(\Sigma\) is a local deformation of the hyperplane \(\mathbb{R}^{d-1} \times \{0\}\) in the sense that \(\Sigma \setminus \mathcal{B} = (\mathbb{R}^{d-1} \times \{0\}) \setminus \mathcal{B}\) for a ball \(\mathcal{B} \subset \mathbb{R}^d\) of sufficiently large radius. Hence it follows from \((2.8)\) using \([6, \text{Theorem 4.7}]\) that

\[
(2.9) \quad \sigma_{\text{ess}}(A_{\alpha_0}) = \sigma_{\text{ess}}(\tilde{A}_{\alpha_0}) = \left\{ \begin{array}{ll}
-\frac{\alpha_0^2}{4}, & \text{if } \alpha_0 \geq 0, \\
[0, \infty), & \text{if } \alpha_0 \leq 0.
\end{array} \right.
\]

Step 3. With \(\alpha_0\) from the decay property \((2.6)\) we define \(\alpha_1 := \alpha - \alpha_0\), such that \(\{ x \in \Sigma \mid |\alpha_1(x)| > \varepsilon \}\) has finite measure for every \(\varepsilon > 0\). The self-adjoint operators \(A_{\alpha_0}\) and \(A_{\alpha_1}\) are both semibounded since they correspond to semibounded forms. Hence, we can fix \(\lambda < \inf(\sigma(A_{\alpha_0}) \cup \sigma(A_{\alpha_1}))\) and consider the resolvent difference

\[
(2.10) \quad W := (A_{\alpha_0} - \lambda)^{-1} - (A_{\alpha_1} - \lambda)^{-1}.
\]

Our aim is to show that \(W\) is a compact operator in \(L^2(\mathbb{R}^d)\). For this let \(f, g \in L^2(\mathbb{R}^d)\) and set

\[
(2.11) \quad u := (A_{\alpha_0} - \lambda)^{-1} f \quad \text{and} \quad v := (A_{\alpha_1} - \lambda)^{-1} g.
\]
Using (2.11) and the definition of the operator \( W \) in (2.10) we obtain
\[
(Wf, g)_{L^2(\mathbb{R}^d)} = ((A_{\alpha_0} - \lambda)^{-1} f, g)_{L^2(\mathbb{R}^d)} - ((A_{\alpha} - \lambda)^{-1} f, g)_{L^2(\mathbb{R}^d)}
\]
\[
= (u, g)_{L^2(\mathbb{R}^d)} - (f, v)_{L^2(\mathbb{R}^d)}
\]
\[
= (u, (A_{\alpha} - \lambda)v)_{L^2(\mathbb{R}^d)} - ((A_{\alpha_0} - \lambda)u, v)_{L^2(\mathbb{R}^d)}
\]
\[
= (u, A_{\alpha}v)_{L^2(\mathbb{R}^d)} - (A_{\alpha_0}u, v)_{L^2(\mathbb{R}^d)}.
\]
(2.12)

We can express the above inner products via the corresponding forms (2.4) and conclude that \((Wf, g)_{L^2(\mathbb{R}^d)}\) reduces to the surface integral
\[
(Wf, g)_{L^2(\mathbb{R}^d)} = -\int_{\Sigma} \alpha_1 \tau_D u \cdot \nabla v \, dx = (T_1 f, T_2 g)_{L^2(\Sigma)},
\]
where \(T_1, T_2 : L^2(\mathbb{R}^d) \to L^2(\Sigma)\) are defined by
\[
T_1 := |\alpha_1|^2 \tau_D (A_{\alpha_0} - \lambda)^{-1} \quad \text{and} \quad T_2 := -\text{sgn}(\alpha_1)|\alpha_1|^2 \tau_D (A_{\alpha} - \lambda)^{-1}.
\]
As \((A_{\alpha_0} - \lambda)^{-1}\) and \((A_{\alpha} - \lambda)^{-1}\) are bounded operators from \(L^2(\mathbb{R}^d)\) into \(H^1(\mathbb{R}^d)\), it follows from (2.3) that \(\tau_D (A_{\alpha_0} - \lambda)^{-1}\) and \(\tau_D (A_{\alpha} - \lambda)^{-1}\) are bounded from \(L^2(\mathbb{R}^d)\) into \(H^2(\Sigma)\). Consequently, both \(T_1\) and \(T_2\) are compact as operators from \(L^2(\mathbb{R}^d)\) into \(L^2(\Sigma)\) by Proposition 2.3. Thus the operator \(W = T_2^* T_1\) is compact as well and the stability of the essential spectrum under compact perturbations in resolvent sense combined with (2.5) yields the claim. \(\square\)

2.3. Uniqueness of the ground state. In this subsection we assume that the bottom of the spectrum \(\lambda_1(\alpha)\) in (1.3) is a discrete eigenvalue of \(A_{\alpha}\). The aim is to prove in Theorem 2.7 that this eigenvalue is simple and the corresponding eigenfunction can be chosen strictly positive on \(\mathbb{R}^d \setminus \Sigma\).

Lemma 2.4. Let \(u \in H^1(\mathbb{R}^d)\) be a real-valued eigenfunction of \(A_{\alpha}\) corresponding to \(\lambda_1(\alpha)\). Then also \(|u|\) is an eigenfunction of \(A_{\alpha}\) corresponding to \(\lambda_1(\alpha)\).

Proof. From the fact that \(|\nabla |u|\| = |\nabla u|\|\), cf. [35] Theorem 6.17, and \(|\tau_D u| = |\tau_D u|\), we obtain
\[
\frac{a_{\alpha_0} |u|}{\|u\|_{L^2(\mathbb{R}^d)}} = \frac{a_{\alpha} |u|}{\|u\|_{L^2(\mathbb{R}^d)}} = \lambda_1(\alpha).
\]
Since \(\lambda_1(\alpha)\) is the bottom of the spectrum it can be represented by the min-max principle [40] Theorem XIII.2] as
\[
\lambda_1(\alpha) = \inf_{0 \neq v \in H^1(\mathbb{R}^d)} \frac{a_{\alpha} |v|}{\|v\|_{L^2(\mathbb{R}^d)}}.
\]
Since \(\lambda_1(\alpha)\) is assumed to be a discrete eigenvalue, it follows from [15] Chapter 10.2, Theorem 1] that \(|u|\) is indeed an eigenfunction of \(A_{\alpha}\) corresponding to the eigenvalue \(\lambda_1(\alpha)\). \(\square\)

Lemma 2.5. Let \(\Omega \subseteq \mathbb{R}^d\) be open and connected. Assume that \(u \in H^1(\Omega)\) and \(\lambda \in \mathbb{R}\) satisfy
\[
(\nabla u, \nabla v)_{L^2(\Omega; \mathbb{C}^d)} = \lambda (u, v)_{L^2(\Omega)}, \quad \forall v \in H^1_0(\Omega).
\]
Then \(u \in \mathcal{C}^\infty(\Omega)\) and if \(u \geq 0\) and \(u(x_0) = 0\) for some \(x_0 \in \Omega\), then \(u \equiv 0\).
Proof. The interior regularity $u \in C^\infty(\Omega)$ is well known; cf. [18] §6.3. Theorem 3. Assume now $u \geq 0$ and $u(x_0) = 0$ for some $x_0 \in \Omega$. Since $\Omega$ is connected, for every $x \in \Omega$ there exists a path $\gamma$ connecting $x$ and $x_0$. Since $\Omega$ is also open, there even exists some open and bounded $U$ with $\gamma \subseteq U \subseteq \Omega$. Then it follows from Harnack’s inequality [27, Corollary 8.21], that

$$\sup_{y \in U} u(y) \leq C \inf_{y \in U} u(y),$$

for some constant $C > 0$. Since $u(x_0) = 0$, the right and hence also the left hand side of this inequality vanishes. Therefore, $u|_U = 0$ and in particular $u(x) = 0$. Since $x \in \Omega$ was arbitrary, we conclude $u \equiv 0$. □

Lemma 2.6. Let $u \in H^1(\mathbb{R}^d)$ be a real-valued eigenfunction of $A_\alpha$ corresponding to $\lambda_1(\alpha)$. Then $u \in C^\infty(\mathbb{R}^d \setminus \Sigma)$ is either strictly positive or strictly negative on $\mathbb{R}^d \setminus \Sigma$.

Proof. From Lemma 2.5 we conclude $u \in C^\infty(\mathbb{R}^d \setminus \Sigma)$. In order to show that $u$ has no zeros in $\mathbb{R}^d \setminus \Sigma$, we assume the converse, i.e. that $u(x_0) = 0$ for some $x_0 \in \mathbb{R}^d \setminus \Sigma$. It is clear that $\Sigma$ cuts the whole space $\mathbb{R}^d$ into the two domains

$$\Omega_+ := \{(x, x_d) \in \mathbb{R}^{d-1} \times \mathbb{R} \mid x_d > \xi(x)\},$$

$$\Omega_- := \{(x, x_d) \in \mathbb{R}^{d-1} \times \mathbb{R} \mid x_d < \xi(x)\}.$$

We will assume without loss of generality that $x_0 \in \Omega_+$. Since, by Lemma 2.4 $|u|$ is also an eigenfunction corresponding to $\lambda_1(\alpha)$, we have

$$(\nabla|u|, \nabla v)_{L^2(\Omega_+; \mathbb{C}^d)} = \lambda_1(\alpha)(|u|, v)_{L^2(\Omega_+)}, \quad v \in H^1_0(\Omega_+),$$

and Lemma 2.5 implies $u|_{\Omega_+} \equiv 0$. In particular, we have $\tau_D u = 0$ and the eigenvalue equation for $u$ reduces to

$$(\nabla u, \nabla v)_{L^2(\Omega_-; \mathbb{C}^d)} = \lambda_1(\alpha)(u, v)_{L^2(\Omega_-)}, \quad v \in H^1(\mathbb{R}^d).$$

Since $\lambda_1(\alpha)$ is a discrete eigenvalue, it is negative by Lemma 2.2 and consequently choosing $v = u$, we conclude $u|_{\Omega_-} \equiv 0$. But this is a contradiction to the fact that $u$ is a (nonzero) eigenfunction; hence $u$ has no zeros in $\mathbb{R}^d \setminus \Sigma$.

Since we already know that $u \in C^\infty(\mathbb{R}^d \setminus \Sigma)$ has no zeros in $\mathbb{R}^d \setminus \Sigma$, it has to be either strictly positive or strictly negative on each of the domains $\Omega_\pm$. However, a priori the signs of $u$ may not coincide. If, e.g.

$$u|_{\Omega_+} > 0 \text{ and } u|_{\Omega_-} < 0,$$

then $\tau_D u = 0$ and the eigenvalue equation for $u$ reduces to

$$(\nabla u, \nabla v)_{L^2(\mathbb{R}^d; \mathbb{C}^d)} = \lambda_1(\alpha)(u, v)_{L^2(\mathbb{R}^d)}, \quad v \in H^1(\mathbb{R}^d).$$

Choosing $v = u$ we again conclude $u \equiv 0$ by the negativity of $\lambda_1(\alpha)$; a contradiction as $u$ is a (nonzero) eigenfunction. □
Theorem 2.7. If the bottom \((\ref{eq:1.3})\) of the spectrum of \(A_\alpha\) is a discrete eigenvalue, then it is simple and the corresponding eigenfunction can be chosen strictly positive on \(\mathbb{R}^d \setminus \Sigma\).

Proof. Note that there exists a real-valued basis of the eigenspace corresponding to \(\lambda_1(\alpha)\) since for every eigenfunction the complex conjugate is also an eigenfunction. Now consider two orthogonal real-valued eigenfunctions \(u_1\) and \(u_2\). According to Lemma 2.6 each eigenfunction is either strictly positive or strictly negative on \(\mathbb{R}^d \setminus \Sigma\). But this is a contradiction to the orthogonality condition

\[\int_{\mathbb{R}^d} u_1 u_2 \, dx = 0.\]

Hence, the eigenspace is one-dimensional and thus \(\lambda_1(\alpha)\) is a simple eigenvalue. \(\square\)

3. The Birman-Schwinger principle and an optimization result for \(\delta\)-potentials on a hyperplane

In this section we assume that the support of the \(\delta\)-potential is a hyperplane and we shall therefore identify \(\Sigma = \mathbb{R}^{d-1} \times \{0\} \cong \mathbb{R}^{d-1}\). Moreover, as in (2.2), everywhere in this section we consider a real-valued function \(\alpha \in L^p(\mathbb{R}^{d-1}) + L^\infty(\mathbb{R}^{d-1})\) with \(1 < p < \infty\) if \(d = 2\) and \(d - 1 \leq p < \infty\) if \(d \geq 3\). Later we shall also assume that there exists some \(\alpha_0 \in \mathbb{R}\) such that

\[(3.1) \quad \{ x \in \mathbb{R}^{d-1} \mid |\alpha(x) - \alpha_0| > \varepsilon \} \text{ has finite measure for every } \varepsilon > 0.\]

We first discuss the Birman-Schwinger principle for the operator \(A_\alpha\) in this special situation, by means of which the spectral problem can be reduced to the spectral analysis of a relativistic Schrödinger operator in \(L^2(\mathbb{R}^{d-1})\). As an application and illustration we prove an optimization result for the bottom of the spectrum of \(A_\alpha\) in Theorem 3.7.

3.1. The Birman-Schwinger principle for \(\delta\)-potentials supported on a hyperplane. For every \(\lambda < 0\) we consider the form

\[(3.2) \quad \varnothing_{\alpha,\lambda}[\phi, \psi] := 2((-\Delta - \lambda)\phi, (-\Delta - \lambda)\psi)_{L^2(\mathbb{R}^{d-1})} - \int_{\mathbb{R}^{d-1}} \alpha \phi \overline{\psi} \, dx,\]

\[\text{dom} \varnothing_{\alpha,\lambda} := H^{\frac{1}{2}}(\mathbb{R}^{d-1}).\]

It follows from Lemma A.1 that for every \(\varepsilon > 0\) there exists a \(c_\varepsilon > 0\) such that

\[(3.3) \quad \|\alpha^{\frac{1}{2}}\phi\|_{L^2(\mathbb{R}^{d-1})}^2 \leq \varepsilon^2 \|\phi\|_{H^{\frac{1}{2}}(\mathbb{R}^{d-1})}^2 + c_\varepsilon^2 \|\phi\|_{L^2(\mathbb{R}^{d-1})}^2, \quad \phi \in H^{\frac{1}{2}}(\mathbb{R}^{d-1}).\]

Using this inequality it follows (see the proof of Proposition 2.1) that \(\varnothing_{\alpha,\lambda}\) is a densely defined, symmetric, semibounded and closed form in \(L^2(\mathbb{R}^{d-1})\). We denote the corresponding self-adjoint operator in \(L^2(\mathbb{R}^{d-1})\) by \(D_{\alpha,\lambda}\). It turns out in Proposition 3.2 below that the eigenvalue 0 of this relativistic Schrödinger operator is linked to the eigenvalue \(\lambda\) of the Schrödinger operator \(A_\alpha\).
We first formulate and prove a preparatory lemma; here we shall denote the extension of the $L^2(\mathbb{R}^{d-1})$ scalar product onto the dual pair $H^{-\frac{d}{2}}(\mathbb{R}^{d-1}) \times H^{\frac{d}{2}}(\mathbb{R}^{d-1})$ by $\langle \cdot, \cdot \rangle_{H^{-\frac{d}{2}}(\mathbb{R}^{d-1}) \times H^{\frac{d}{2}}(\mathbb{R}^{d-1})}$.

**Lemma 3.1.** For every $\lambda < 0$ there exists a unique bounded linear operator $\gamma(\lambda) : H^{-\frac{d}{2}}(\mathbb{R}^{d-1}) \rightarrow H^{1}(\mathbb{R}^{d})$ such that the identity

\[ (\nabla \gamma(\lambda) \phi, \nabla v)_{L^2(\mathbb{R}^d ; C^\omega)} - \lambda \langle \gamma(\lambda) \phi, v \rangle_{L^2(\mathbb{R}^d)} = \langle \phi, \tau_D v \rangle_{H^{-\frac{d}{2}}(\mathbb{R}^{d-1}) \times H^{\frac{d}{2}}(\mathbb{R}^{d-1})} \]

holds for all $\phi \in H^{-\frac{d}{2}}(\mathbb{R}^{d-1})$ and $v \in H^{1}(\mathbb{R}^{d})$. Moreover, the trace of $\gamma(\lambda)$ is given by

\[ \tau_D \gamma(\lambda) = \frac{1}{2}(-\Delta - \lambda)^{-\frac{1}{2}}, \]

and acts as a bounded linear operator from $H^{-\frac{d}{2}}(\mathbb{R}^{d-1})$ to $H^{\frac{d}{2}}(\mathbb{R}^{d-1})$.

**Proof.** Let $\mathcal{F}_d$ and $\mathcal{F}_{d-1}$ be the unitary Fourier transforms in $L^2(\mathbb{R}^d)$ and $L^2(\mathbb{R}^{d-1})$, respectively, and consider Schwartz functions $\phi \in \mathcal{S}(\mathbb{R}^{d-1})$. We first define the operator $\gamma(\lambda)$ in Fourier space as

\[ (\mathcal{F}_d \gamma(\lambda) \phi)(\tilde{k}) := \frac{(\mathcal{F}_{d-1} \phi)(k)}{\sqrt{2\pi}|k|^2 - \lambda}, \quad \tilde{k} = (k, k_d) \in \mathbb{R}^{d-1} \times \mathbb{R}. \]

As $\lambda < 0$ and $\mathcal{F}_{d-1} \phi \in \mathcal{S}(\mathbb{R}^{d-1})$, this is a well defined function in $L^2(\mathbb{R}^d)$. The fact that $\gamma(\lambda)$ is bounded from $H^{-\frac{d}{2}}(\mathbb{R}^{d-1})$ to $H^{1}(\mathbb{R}^{d})$ follows from the estimate

\[ \| \gamma(\lambda) \phi \|_{H^1(\mathbb{R}^d)}^2 = \frac{1}{2\pi} \int_{\mathbb{R}^d} (1 + |\tilde{k}|^2) \frac{|(\mathcal{F}_{d-1} \phi)(k)|^2}{(|k|^2 - \lambda)^2} d\tilde{k} \]

\[ = \frac{1}{2\pi} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}} \frac{1 + |k|^2 + k_d^2}{(|k|^2 + k_d^2 - \lambda)^2} dkd|(\mathcal{F}_{d-1} \phi)(k)|^2 dk \]

\[ = \frac{1}{4} \int_{\mathbb{R}^{d-1}} \left[ \frac{2|k|^2 + 1 - \lambda}{(|k|^2 - \lambda)^2} |(\mathcal{F}_{d-1} \phi)(k)|^2 dk \right] \]

\[ \leq \frac{c(\lambda)}{4} \| \phi \|_{H^{-\frac{d}{2}}(\mathbb{R}^{d-1})}^2, \]

where $c(\lambda)$ denotes the maximum of the function $k \mapsto \frac{(2|k|^2 + 1 - \lambda)(|k|^2 + 1)^{1/2}}{(|k|^2 - \lambda)^{3/2}}$. Since $\mathcal{S}(\mathbb{R}^{d-1})$ is dense in $H^{-\frac{d}{2}}(\mathbb{R}^{d-1})$ the operator $\gamma(\lambda)$ can be extended by continuity onto $H^{-\frac{d}{2}}(\mathbb{R}^{d-1})$.

In order to prove the identity (3.4) for Schwartz functions $\phi \in \mathcal{S}(\mathbb{R}^{d-1})$ and $v \in \mathcal{S}(\mathbb{R}^d)$, we use the Fourier representation

\[ (\mathcal{F}_d \nabla v)(\tilde{k}) = i \tilde{k}(\mathcal{F}_d v)(\tilde{k}), \quad \tilde{k} \in \mathbb{R}^d, \]

of the gradient. For $x \in \mathbb{R}^{d-1}$ the trace can be written as

\[ (\tau_D v)(x) = (\mathcal{F}_d^{-1} \mathcal{F}_d v)(x, 0) = \frac{1}{(2\pi)^{\frac{d}{2}}} \int_{\mathbb{R}^d} e^{i \langle \tilde{k}, (x, 0) \rangle} (\mathcal{F}_d v)(\tilde{k}) d\tilde{k} \]

\[ = \frac{1}{(2\pi)^{\frac{d}{2}}} \int_{\mathbb{R}^{d-1}} e^{i \langle \tilde{k}, x \rangle} \int_{\mathbb{R}} (\mathcal{F}_d v)(k, k_d) dk dk_d \]

\[ = \frac{1}{\sqrt{2\pi}} \mathcal{F}_d^{-1} \left[ \int_{\mathbb{R}} (\mathcal{F}_d v)(\cdot, k_d) dk_d \right](x) \]
and hence

\begin{equation}
(F D_{d-1} \phi)(v) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} (F D_{d} \phi)(k, k_d) dk_d, \quad k \in \mathbb{R}^{d-1}.
\end{equation}

The definition (3.6) of $\gamma(\lambda)$, together with (3.7) and (3.9) leads to

\begin{equation}
(\nabla \gamma(\lambda) \phi, \nabla \phi)_{L^2(\mathbb{R}^{d-1})} - \lambda(\gamma(\lambda) \phi, v)_{L^2(\mathbb{R}^{d})}
\end{equation}

\begin{align*}
&= \int_{\mathbb{R}^{d}} (|k|^2 - \lambda) (F D_{d-1} \gamma(\lambda) \phi)(k) (F D_{d} \phi)(k) dk
\end{align*}

\begin{align*}
&= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^{d}} (F D_{d-1} \phi)(k) (F D_{d} \phi)(k, k_d) dk_d dk
\end{align*}

\begin{align*}
&= \int_{\mathbb{R}^{d-1}} (F D_{d-1} \phi)(k) (F D_{d-1} \tau D_{D} \phi)(k) dk
\end{align*}

\begin{align*}
&= (\phi, \tau D_{D} \phi)_{L^2(\mathbb{R}^{d-1})}
\end{align*}

\begin{align*}
&= (\phi, \tau D_{D} \phi)_{H^{-\frac{1}{2}}(\mathbb{R}^{d-1}) \times H^{\frac{1}{2}}(\mathbb{R}^{d-1})},
\end{align*}

and hence (3.4) holds for $\phi \in \mathcal{S}(\mathbb{R}^{d-1})$ and $v \in \mathcal{S}(\mathbb{R}^{d})$. By density and continuity this identity extends to all $\phi \in H^{-\frac{1}{2}}(\mathbb{R}^{d-1})$ and $v \in H^{1}(\mathbb{R}^{d})$. Also, note that the identity (3.4) uniquely defines the operator $\gamma(\lambda)$.

For the proof of (3.5) note first that the identity (3.9) and its derivation (3.8) remain valid for $v \in H^{1}(\mathbb{R}^{d}) \cap \mathcal{C}(\mathbb{R}^{d})$ with $F D_{d} v \in L^{1}(\mathbb{R}^{d})$. In particular, for $\phi \in \mathcal{S}(\mathbb{R}^{d-1})$ it is not difficult to see that $F D_{d} \gamma(\lambda) \phi \in L^{1}(\mathbb{R}^{d})$ by its definition (3.6) and hence also that $\gamma(\lambda) \phi = F D_{d}^{-1} F D_{d} \gamma(\lambda) \phi$ is continuous as the inverse Fourier transform of an $L^{1}$-function. This means that from (3.9) we get

\begin{align*}
(F D_{d-1} \tau D_{D} \gamma(\lambda) \phi)(k) &= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} (F D_{d} \gamma(\lambda) \phi)(k, k_d) dk_d \\
&= \frac{(F D_{d-1} \phi)(k)}{2\pi} \int_{\mathbb{R}} \frac{dk_d}{|k|^2 - \lambda} = \frac{(F D_{d-1} \phi)(k)}{2(|k|^2 - \lambda)^{\frac{1}{2}}},
\end{align*}

which is exactly equation (3.5) in Fourier space. Again, by continuity this identity also holds for every $\phi \in H^{-\frac{1}{2}}(\mathbb{R}^{d-1})$. \hfill \square

With this lemma we now find a connection between the eigenvalue 0 of the relativistic Schrödinger operator $D_{\alpha, \lambda}$ and the eigenvalue $\lambda$ of the Schrödinger operator $A_{\alpha}$.

**Proposition 3.2.** For every $\lambda < 0$ the restriction of the Dirichlet trace operator

\begin{equation}
\tau_D : \ker(A_{\alpha} - \lambda) \to \ker D_{\alpha, \lambda}
\end{equation}

is bijective and, in particular, $\dim \ker(A_{\alpha} - \lambda) = \dim \ker D_{\alpha, \lambda}$.

**Proof.** In order to see that the restriction of $\tau_D$ onto $\ker(A_{\alpha} - \lambda)$ maps into $\ker D_{\alpha, \lambda}$ consider some $u \in \ker(A_{\alpha} - \lambda)$. By (1.2) we have $u \in H^{1}(\mathbb{R}^{d})$ and

\begin{equation}
(\nabla u, \nabla v)_{L^2(\mathbb{R}^{d}; \mathbb{C}^d)} - \lambda(u, v)_{L^2(\mathbb{R}^{d})} = (\text{sgn}(\alpha)|\alpha|^\frac{d}{2} \tau D_{u}, |\alpha|^\frac{d}{2} \tau D_{v})_{L^2(\mathbb{R}^{d-1})}
\end{equation}
for all $v \in H^1(\mathbb{R}^d)$. Since $\tau_D u \in H^\frac{1}{2}(\mathbb{R}^{d-1})$, we get $|\alpha|^{\frac{1}{2}} \tau_D u \in L^2(\mathbb{R}^{d-1})$ from (3.3) and hence there exist $\psi_n \in H^\frac{1}{2}(\mathbb{R}^{d-1})$ such that

$$\text{sgn}(\alpha)|\alpha|^{\frac{1}{2}} \tau_D u = \lim_{n \to \infty} \psi_n \quad \text{in} \quad L^2(\mathbb{R}^{d-1}).$$

(3.12)

Again, by (3.3), we have $|\alpha|^{\frac{1}{2}} \psi_n \in L^2(\mathbb{R}^{d-1})$ and inserting these into (3.4) leads to

$$\nabla \gamma(\lambda)|\alpha|^{\frac{1}{2}} \psi_n, \nabla v \rangle_{L^2(\mathbb{R}^{d-1})} - \lambda(\gamma(\lambda)|\alpha|^{\frac{1}{2}} \psi_n, v \rangle_{L^2(\mathbb{R}^{d-1})} = \langle \psi_n, |\alpha|^{\frac{1}{2}} \tau_D u \rangle_{L^2(\mathbb{R}^{d-1})}$$

for all $v \in H^1(\mathbb{R}^d)$. Combining this with (3.11) and (3.12) implies the convergence

$$\gamma(\lambda)|\alpha|^{\frac{1}{2}} \psi_n \rightharpoonup u \quad \text{weakly in} \quad H^1(\mathbb{R}^d).$$

Applying the bounded operator $(-\Delta - \lambda)^{\frac{1}{2}} \tau_D : H^1(\mathbb{R}^d) \to L^2(\mathbb{R}^{d-1})$ and using (3.5) gives

$$\frac{1}{2}(-\Delta - \lambda)^{-\frac{1}{2}} |\alpha|^{\frac{1}{2}} \psi_n = (-\Delta - \lambda)^{\frac{1}{2}} \tau_D \gamma(\lambda)|\alpha|^{\frac{1}{2}} \psi_n \rightharpoonup (-\Delta - \lambda)^{\frac{1}{2}} \tau_D u$$

weakly in $L^2(\mathbb{R}^{d-1})$. Hence, for every $\psi \in H^\frac{1}{2}(\mathbb{R}^{d-1})$ we get

$$\delta_{\alpha,\lambda}[\tau_D u, \psi] = \lim_{n \to \infty} \langle (-\Delta - \lambda)^{-\frac{1}{2}} |\alpha|^{\frac{1}{2}} \psi_n, (-\Delta - \lambda)^{\frac{1}{2}} \psi \rangle_{L^2(\mathbb{R}^{d-1})} - \int_{\mathbb{R}^{d-1}} \alpha \tau_D u \overline{\psi} \, dx$$

$$= \lim_{n \to \infty} \langle \psi_n, |\alpha|^{\frac{1}{2}} \psi \rangle_{L^2(\mathbb{R}^{d-1})} - \int_{\mathbb{R}^{d-1}} \alpha \tau_D u \overline{\psi} \, dx = 0,$$

where (3.12) was used in the last step. Thus, we conclude $\tau_D u \in \ker D_{\alpha,\lambda}$.

Next we show that (3.10) is injective. In fact, assume that $\tau_D u = 0$ for some $u \in \ker(A_\alpha - \lambda)$. Then (1.2) leads to

$$\nabla u, \nabla v \rangle_{L^2(\mathbb{R}^d)} = \lambda(u, v)_{L^2(\mathbb{R}^{d-1})}, \quad v \in H^1(\mathbb{R}^d).$$

Since $\lambda < 0$ we can choose $v = u$ and conclude $u = 0$.

For the surjectivity of (3.10) let $\phi \in \ker D_{\alpha,\lambda}$. By (3.2) we have $\phi \in H^\frac{1}{2}(\mathbb{R}^{d-1})$ and

$$2((-\Delta - \lambda)^{\frac{1}{2}} \phi, (-\Delta - \lambda)^{\frac{1}{2}} \psi)_{L^2(\mathbb{R}^{d-1})} = \int_{\mathbb{R}^{d-1}} \alpha \phi \overline{\psi} \, dx, \quad \psi \in H^\frac{1}{2}(\mathbb{R}^{d-1}).$$

(3.13)

Now define $u_\phi \coloneqq 2\gamma(\lambda)(-\Delta - \lambda)^{\frac{1}{2}} \phi$. Then $\tau_D u_\phi = \phi$ by (3.5) and using (3.4) with $\phi$ replaced by $2(-\Delta - \lambda)^{\frac{1}{2}} \phi$, gives for any $v \in H^1(\mathbb{R}^d)$

$$\nabla u_\phi, \nabla v \rangle_{L^2(\mathbb{R}^d)} - \lambda(u_\phi, v)_{L^2(\mathbb{R}^{d-1})} = 2((-\Delta - \lambda)^{\frac{1}{2}} \phi, \tau_D v)_{H^{-\frac{1}{2}}(\mathbb{R}^{d-1}) \times H^\frac{1}{2}(\mathbb{R}^{d-1})}$$

$$= \int_{\mathbb{R}^{d-1}} \alpha \phi \overline{\tau_D v} \, dx$$

$$= \int_{\mathbb{R}^{d-1}} \alpha \tau_D u_\phi \overline{\tau_D v} \, dx,$$

where in the second step we used (3.13) with $\psi = \tau_D v$. Summing up, for $\phi \in \ker D_{\alpha,\lambda}$ we found $u_\phi \in \ker(A_\alpha - \lambda)$ such that $\tau_D u_\phi = \phi$, that is, the mapping (3.10) is surjective. \qed
Next we analyse how the bottom of the spectrum $\sigma(D_{\alpha, \lambda})$ behaves as a function of $\lambda < 0$.

**Lemma 3.3.** For $\lambda < 0$ the mapping

$$
\lambda \mapsto \mu_\alpha(\lambda) := \inf \sigma(D_{\alpha, \lambda}) = \inf_{0 \neq \phi \in H^{1/2}(\mathbb{R}^{d-1})} \frac{\mathcal{D}_{\alpha, \lambda}[\phi]}{\|\phi\|^2_{L^2(\mathbb{R}^{d-1})}}
$$

is nonincreasing, continuous and admits the limit

$$
\lim_{\lambda \to -\infty} \mu_\alpha(\lambda) = \infty.
$$

**Proof.** With the help of the Fourier transform in $L^2(\mathbb{R}^{d-1})$ we see that the form $\mathcal{D}_{\alpha, \lambda}$ admits the representation

$$
\mathcal{D}_{\alpha, \lambda}[\phi] = 2 \int_{\mathbb{R}^{d-1}} (|k|^2 - \lambda)^{\frac{1}{2}} |(F_{d-1} \phi)(k)|^2 dk - \int_{\mathbb{R}^{d-1}} \alpha |\phi|^2 dx, \quad \phi \in H^{\frac{1}{2}}(\mathbb{R}^{d-1}),
$$

which shows that $\mathcal{D}_{\alpha, \lambda}[\phi]$ is nonincreasing in $\lambda$. Hence the same is true for $\mu_\alpha$ in (3.14).

For the continuity of $\mu_\alpha$ consider $\lambda_1 \leq \lambda_2 < 0$. Then for every $\phi \in H^{\frac{1}{2}}(\mathbb{R}^{d-1})$ we can estimate the difference

$$
\mathcal{D}_{\alpha, \lambda_1}[\phi] - \mathcal{D}_{\alpha, \lambda_2}[\phi] = 2 \int_{\mathbb{R}^{d-1}} (|k|^2 - \lambda_1)^{\frac{1}{2}} - (|k|^2 - \lambda_2)^{\frac{1}{2}}| |(F_{d-1} \phi)(k)|^2 dk
\leq 2 (\sqrt{-\lambda_1} - \sqrt{-\lambda_2}) \|\phi\|^2_{L^2(\mathbb{R}^{d-1})},
$$

and via (3.14) we also conclude

$$
\mu_\alpha(\lambda_1) - \mu_\alpha(\lambda_2) \leq 2 (\sqrt{-\lambda_1} - \sqrt{-\lambda_2}),
$$

which proves the continuity of $\lambda \mapsto \mu_\alpha(\lambda)$.

It remains to verify (3.15). For this we use the estimate

$$
\left| \int_{\mathbb{R}^{d-1}} \alpha |\phi|^2 dx \right| \leq \|\phi\|^2_{H^{\frac{1}{2}}(\mathbb{R}^{d-1})} + c_1^2 \|\phi\|^2_{L^2(\mathbb{R}^{d-1})}, \quad \phi \in H^{\frac{1}{2}}(\mathbb{R}^{d-1}),
$$

from (3.3). Plugging this in (3.16) gives

$$
\mathcal{D}_{\alpha, \lambda}[\phi] \geq \int_{\mathbb{R}^{d-1}} (2(|k|^2 - \lambda)^{\frac{1}{2}} - (1 + |k|^2)^{\frac{1}{2}})| |(F_{d-1} \phi)(k)|^2 dk - c_1^2 \|\phi\|^2_{L^2(\mathbb{R}^{d-1})}
\geq (c(\lambda) - c_1^2) \|\phi\|^2_{L^2(\mathbb{R}^{d-1})},
$$

where $c(\lambda) \in \mathbb{R}$ is the minimum of $k \mapsto 2(|k|^2 - \lambda)^{\frac{1}{2}} - (1 + |k|^2)^{\frac{1}{2}}$. From (3.14) we then conclude

$$
\mu_\alpha(\lambda) \geq c(\lambda) - c_1^2 \lambda \to -\infty \quad \infty.
$$

\qed

Next, we compute the essential spectrum of $D_{\alpha, \lambda}$ under the additional assumption that $\alpha$ satisfies the decay condition (3.1).
Proposition 3.4. Assume that \( \alpha \) satisfies (3.1) with some \( \alpha_0 \in \mathbb{R} \). Then for every \( \lambda < 0 \) the essential spectrum of \( D_{\alpha, \lambda} \) is given by

\[
\sigma_{\text{ess}}(D_{\alpha, \lambda}) = [2\sqrt{-\lambda} - \alpha_0, \infty).
\]

Furthermore, the mapping \( \lambda \mapsto \mu_\alpha(\lambda) \) from (3.14) is strictly decreasing on \((\infty, 0)\).

Proof. It is clear that for the special case of a constant \( \lambda = \alpha_0 \in \mathbb{R} \) the relativistic Schrödinger operator is given by \( D_{\alpha_0, \lambda} = 2(-\Delta - \lambda)^{\frac{1}{2}} - \alpha_0 \) with \( \text{dom} D_{\alpha_0, \lambda} = H^1(\mathbb{R}^{d-1}) \). Hence we have

\[
\sigma(D_{\alpha_0, \lambda}) = \sigma_{\text{ess}}(D_{\alpha_0, \lambda}) = [2\sqrt{-\lambda} - \alpha_0, \infty).
\]

For nonconstant \( \alpha \) we define \( \alpha_1(x) := \alpha(x) - \alpha_0 \). Then \( \{ x \in \mathbb{R}^{d-1} \mid |\alpha_1(x)| > \varepsilon \} \) has finite measure for every \( \varepsilon > 0 \) by the decay property (3.1). To prove (3.17) we proceed in the same way as in Step 3 of the proof of Theorem 3.4 and check that for some \( \mu < \inf(\sigma(D_{\alpha_0, \lambda}) \cup \sigma(D_{\alpha', \lambda})) \) the resolvent difference

\[
W := (D_{\alpha_0, \lambda} - \mu)^{-1} - (D_{\alpha_0, \lambda} - \mu)^{-1}
\]

is a compact operator in \( L^2(\mathbb{R}^{d-1}) \). For this let \( \phi, \psi \in L^2(\mathbb{R}^{d-1}) \) and set

\[
\phi_\mu := (D_{\alpha_0, \lambda} - \mu)^{-1} \phi \quad \text{and} \quad \psi_\mu := (D_{\alpha_0, \lambda} - \mu)^{-1} \psi.
\]

In the same way as in (2.12) one verifies

\[
(W\phi, \psi)_{L^2(\mathbb{R}^{d-1})} = (\phi_\mu, D_{\alpha_\lambda, \lambda} \psi_\mu)_{L^2(\mathbb{R}^{d-1})} - (\phi_{\alpha_\lambda, \lambda} \psi_\mu, \psi_\mu)_{L^2(\mathbb{R}^{d-1})}
\]

\[
= - \int_{\mathbb{R}^{d-1}} \alpha_1 \phi_\mu \psi_\mu \, dx
\]

\[
= (T_1 \phi, T_2 \psi)_{L^2(\mathbb{R}^{d-1})},
\]

where

\[
T_1 := |\alpha_1|^{\frac{1}{2}} (D_{\alpha_0, \lambda} - \mu)^{-1} \quad \text{and} \quad T_2 := - \text{sgn}(\alpha_1) |\alpha_1|^{\frac{1}{2}} (D_{\alpha_0, \lambda} - \mu)^{-1}.
\]

As \( (D_{\alpha_0, \lambda} - \mu)^{-1} \) and \( (D_{\alpha_0, \lambda} - \mu)^{-1} \) are bounded operators from \( L^2(\mathbb{R}^{d-1}) \) into \( H^{\frac{1}{2}}(\mathbb{R}^{d-1}) \) it follows from Proposition (A.3) that both \( T_1 \) and \( T_2 \) are compact operators in \( L^2(\mathbb{R}^{d-1}) \). Thus the resolvent difference \( W = T_2 T_1 \) is compact as well, which implies \( \sigma_{\text{ess}}(D_{\alpha_0, \lambda}) = \sigma_{\text{ess}}(D_{\alpha_0, \lambda}) \) and (3.17) follows from (3.18).

For the proof of the strict monotonicity of \( \lambda \mapsto \mu_\alpha(\lambda) \), let \( \lambda_1 < \lambda_2 < 0 \). Then

\[
\mu_\alpha(\lambda_1) - \mu_\alpha(\lambda_2) = 2\sqrt{-\lambda_1} - \alpha_0
\]

by (3.17). If \( \mu_\alpha(\lambda_1) = 2\sqrt{-\lambda_1} - \alpha_0 \) we conclude from \( \mu_\alpha(\lambda_2) \leq 2\sqrt{-\lambda_2} - \alpha_0 \) that \( \mu_\alpha(\lambda_2) < \mu_\alpha(\lambda_1) \). If \( \mu_\alpha(\lambda_1) < 2\sqrt{-\lambda_1} - \alpha_0 \) we know from (3.17) that \( \mu_\alpha(\lambda_1) \) is a discrete eigenvalue of \( D_{\alpha_0, \lambda_1} \) and hence there is a corresponding eigenfunction \( \phi \in \text{dom} D_{\alpha_0, \lambda_1} \subset H^{\frac{1}{2}}(\mathbb{R}^{d-1}) \). Since, in particular, \( \phi \neq 0 \) we conclude from (3.16) that \( \lambda \mapsto D_{\alpha_0, \lambda}[\phi] \) is strictly decreasing, and hence

\[
\mu_\alpha(\lambda_1) = \frac{D_{\alpha_0, \lambda_1}[\phi]}{\|\phi\|_{L^2(\mathbb{R}^{d-1})}^2} \geq \frac{D_{\alpha_0, \lambda_2}[\phi]}{\|\phi\|_{L^2(\mathbb{R}^{d-1})}^2} \geq \mu_\alpha(\lambda_2). \quad \square
\]
Lemma 3.5. Assume that $\alpha$ satisfies (3.1) with some $\alpha_0 \in \mathbb{R}$. For the lowest spectral point $\lambda_1(\alpha)$ of $A_\alpha$ in (1.3) and the lowest spectral point $\mu_\alpha(\lambda)$ of $D_{\alpha, \lambda}$ in (3.14) the following are equivalent:

(i) $\lambda_1(\alpha) \in \sigma_d(A_\alpha)$

(ii) $\mu_\alpha$ admits a zero strictly below \( \begin{cases} -\frac{\alpha_0^2}{4} & \text{if } \alpha_0 \geq 0, \\ 0 & \text{if } \alpha_0 \leq 0. \end{cases} \)

In this situation the zero of $\mu_\alpha$ coincides with $\lambda_1(\alpha)$.

Proof. For an easier notation we write $\lambda_1 := \lambda_1(\alpha)$. For the implication (i) $\Rightarrow$ (ii) let $\lambda_1 \in \sigma_d(A_\alpha)$ and note that due to the explicit form of the essential spectrum (2.7) we have

\[(3.20) \quad \lambda_1 < \begin{cases} -\frac{\alpha_0^2}{4} & \text{if } \alpha_0 \geq 0, \\ 0 & \text{if } \alpha_0 \leq 0. \end{cases} \]

It follows from Proposition 3.2 that zero is an eigenvalue of $D_{\alpha, \lambda_1}$. Assume now $\mu_\alpha(\lambda_1) \neq 0$.

- The case $\mu_\alpha(\lambda_1) = \inf \sigma(D_{\alpha, \lambda_1}) > 0$ is a contradiction to the fact that zero is an eigenvalue of $D_{\alpha, \lambda_1}$.

- If $\mu_\alpha(\lambda_1) < 0$, then $\mu_\alpha(\tilde{\lambda}) = 0$ for some $\tilde{\lambda} < \lambda_1$ by Lemma 3.3. Also note, that

\[\inf \sigma_{\text{ess}}(D_{\alpha, \tilde{\lambda}}) = 2\sqrt{-\tilde{\lambda}} - \alpha_0^2 \geq 2\sqrt{-\lambda_1} - \alpha_0 > 0 \]

by Proposition 3.4 and the estimate (3.20). But then the bottom of the spectrum

\[0 = \mu_\alpha(\tilde{\lambda}) = \inf \sigma(D_{\alpha, \tilde{\lambda}})\]

is a point in the discrete spectrum and hence an eigenvalue of $D_{\alpha, \tilde{\lambda}}$. Consequently, Proposition 3.2 implies that $\tilde{\lambda} < \lambda_1$ is an eigenvalue of $A_\alpha$; a contradiction as $\lambda_1$ is the smallest spectral point of $A_\alpha$.

Hence our assumption is wrong and we conclude $\mu_\alpha(\lambda_1) = 0$. Due to the strict monotonicity in Proposition 3.4 this is also the only zero of $\mu_\alpha$.

For the implication (ii) $\Rightarrow$ (i) assume that $\mu_\alpha$ admits a zero

\[(3.21) \quad \tilde{\lambda} < \begin{cases} -\frac{\alpha_0^2}{4} & \text{if } \alpha_0 \geq 0, \\ 0 & \text{if } \alpha_0 \leq 0. \end{cases} \]

that is, $0 = \mu_\alpha(\tilde{\lambda}) = \inf \sigma(D_{\alpha, \tilde{\lambda}})$. Since $2\sqrt{-\tilde{\lambda}} - \alpha_0 > 0$ by (3.21) we conclude from (3.17) that zero belongs to the discrete spectrum of $D_{\alpha, \tilde{\lambda}}$, and hence Proposition 3.2 implies that $\tilde{\lambda}$ is an eigenvalue of $A_\alpha$. Hence, also the bottom of the spectrum

\[\lambda_1 = \inf \sigma(A_\alpha) \leq \tilde{\lambda} < \begin{cases} -\frac{\alpha_0^2}{4} & \text{if } \alpha_0 \geq 0, \\ 0 & \text{if } \alpha_0 \leq 0, \end{cases} \]

belongs to the discrete spectrum of $A_\alpha$ by (2.7). \( \square \)
3.2. Optimization of $\lambda_1(\alpha)$ and the symmetric decreasing rearrangement. In this subsection we prove an optimization result for the bottom of the spectrum of $A_\alpha$, which will be formulated in terms of the so-called symmetric decreasing rearrangement of the positive part of the function $\alpha_1(x) := \alpha(x) - \alpha_0$, with $\alpha_0 \in \mathbb{R}$ from (3.1). We first briefly recall the definition and some basic properties of the symmetric decreasing rearrangement and formulate our main result in Theorem 3.7 below. Further details on symmetric decreasing rearrangements can be found in the monographs [5, 35].

Let $A \subseteq \mathbb{R}^{d-1}$, $d \geq 2$, be a measurable set of finite volume. Then its symmetric rearrangement $A^*$ is defined as the open ball centered at the origin and having the same volume. Let $u: \mathbb{R}^{d-1} \to \mathbb{R}$ be a nonnegative measurable function, that vanishes at infinity in the sense that

\begin{equation}
\{ x \in \mathbb{R}^{d-1} \mid u(x) > t \} \text{ has finite measure for every } t > 0.
\end{equation}

We define the symmetric decreasing rearrangement $u^*$ of $u$ by symmetrizing its level sets as

\begin{equation}
u^*(x) := \int_0^\infty \chi_{(u^*)^a}(x) \, dt.\end{equation}

Here $\chi_A: \mathbb{R}^{d-1} \to \mathbb{R}$ denotes the characteristic function. The rearrangement $u^*$ has a number of straightforward properties, which will be needed below in the proofs of Theorem 3.7 and Lemma 3.9; cf. [35, Section 3.3 (iv) and Theorem 3.4].

**Lemma 3.6.** Let $u, v: \mathbb{R}^{d-1} \to \mathbb{R}$ be nonnegative measurable functions satisfying (3.22). Then the following holds:

(i) $u^*$ is nonnegative;

(ii) $u^*$ is radially symmetric and nonincreasing;

(iii) $u$ and $u^*$ are equi-measurable, i.e.,

\[ | \{ x \in \mathbb{R}^{d-1} \mid u(x) > t \} | = | \{ x \in \mathbb{R}^{d-1} \mid u^*(x) > t \} |, \quad t > 0; \]

(iv) $(u^*)^2 = (u^2)^*$.

(v) $\| u \|_{L^p(\mathbb{R}^{d-1})} = \| u^* \|_{L^p(\mathbb{R}^{d-1})}$, $p \geq 1$ (Conservation of $L^p$-norm);

(vi) $\int_{\mathbb{R}^{d-1}} uv \, dx \leq \int_{\mathbb{R}^{d-1}} u^* v^* \, dx$ (Hardy-Littlewood inequality).

Next we formulate our optimization result for the bottom of the spectrum of $A_\alpha$.

**Theorem 3.7.** Assume that $\alpha$ satisfies (3.1) with some $\alpha_0 \in \mathbb{R}$ and let $\alpha_1(x) := \alpha(x) - \alpha_0$. Then we have the inequality

\[ \lambda_1(\alpha_0 + (\alpha_1)^*_+) \leq \lambda_1(\alpha_0 + \alpha_1), \]

where $(\alpha_1)^*_+$ is the symmetric decreasing rearrangement of the positive part $(\alpha_1)_+ := \max\{\alpha_1, 0\}$ defined in (3.23).
Corollary 3.8. Let \( \omega \subset \mathbb{R}^{d-1} \) be a set of finite measure and \( \omega^* \subset \mathbb{R}^{d-1} \) be a ball with the same volume as \( \omega \), and let \( \chi_\omega \) and \( \chi_{\omega^*} \) be the characteristic functions of \( \omega \) and \( \omega^* \), respectively. Then for \( \beta \geq 0 \) we have the inequality

\[
\lambda_1(\beta \chi_{\omega^*}) \leq \lambda_1(\beta \chi_\omega).
\]

The proof of Theorem 3.7 relies on the Birman-Schwinger principle for the operator \( A_{\alpha_1} \), by means of which the problem is reduced to an eigenvalue inequality for the relativistic Schrödinger operator in \( L^2(\mathbb{R}^{d-1}) \). The latter is proven with the help of the fact that the symmetric decreasing rearrangement decreases the kinetic energy term corresponding to the relativistic Schrödinger operator; cf. Lemma 3.9. This property of the kinetic energy can be viewed as an analogue of the Pólya-Szego inequality.

Lemma 3.9. For every \( \lambda < 0 \) and nonnegative \( \phi \in H^{\frac{d}{2}}(\mathbb{R}^{d-1}) \) the rearrangements \( (\alpha_1)^*, \phi^* \) in \( (3.2\text{b}) \) and the form \( (3.2) \) satisfy

\[
\delta_{\alpha_0 + (\alpha_1)^*}[\phi^*] \leq \delta_{\alpha_0 + \alpha_1}[\phi].
\]

Proof. First, in view of Lemma 3.6(iv), (v) and (vi) we have

\[
\int_{\mathbb{R}^{d-1}} (\alpha_0 + (\alpha_1)^*) \phi^2 \, dx \leq \int_{\mathbb{R}^{d-1}} (\alpha_0 + (\alpha_1)^*) \phi^2 \, dx \leq \int_{\mathbb{R}^{d-1}} (\alpha_0 + (\alpha_1)^*) \phi^2 \, dx.
\]

Moreover, it is proven in [35] Section 7.11 (5), Section 7.17 (2) and the remark afterwards] that

\[
\left\| (-\Delta - \lambda)^{\frac{d}{2}} \phi^* \right\|_{L^2(\mathbb{R}^{d-1})} \leq \left\| (-\Delta - \lambda)^{\frac{d}{2}} \phi \right\|_{L^2(\mathbb{R}^{d-1})}.
\]

Combining \( (3.2\text{b}) \) and \( (3.2\text{c}) \) then proves the stated inequality \( (3.2\text{a}) \). \( \square \)

Proof of Theorem 3.7. Observe that by Theorem 2.3 and Lemma 3.6(v) the essential spectra of the Schrödinger operators \( A_{\alpha_0 + \alpha_1} \) and \( A_{\alpha_0 + (\alpha_1)^*} \) are given by

\[
\sigma_{\text{ess}}(A_{\alpha_0 + \alpha_1}) = \sigma_{\text{ess}}(A_{\alpha_0 + (\alpha_1)^*}) = \begin{cases} \left[-\alpha_0^2 + \frac{\alpha_1^2}{d}, \infty \right), & \text{if } \alpha_0 \geq 0, \\ \left[0, \infty \right), & \text{if } \alpha_0 \leq 0. \end{cases}
\]

We assume that \( \alpha_1 \) is such that

\[
\lambda_1 := \lambda_1(\alpha_0 + \alpha_1) \begin{cases} -\alpha_0^2 + \frac{\alpha_1^2}{d}, & \text{if } \alpha_0 \geq 0, \\ 0, & \text{if } \alpha_0 \leq 0, \end{cases}
\]

as otherwise the statement of the theorem is clear. Then \( \lambda_1 \in \sigma_d(A_{\alpha_0 + \alpha_1}) \) and by Theorem 2.7 there exists a nonnegative eigenfunction \( u_1 \in \ker(A_{\alpha_0 + \alpha_1} - \lambda_1) \). By Proposition 3.2 we then have \( \phi_1 := \tau_D u_1 \in \ker D_{\alpha_0 + \alpha_1, \lambda_1} \) for the trace of the eigenfunction, and also \( \phi_1 \geq 0 \) follows from \( u_1 \geq 0 \). Lemma 3.6(v) and Lemma 3.9 give the estimate

\[
0 = \frac{\delta_{\alpha_0 + \alpha_1, \lambda_1}[\phi_1]}{\|\phi_1\|_{L^2(\mathbb{R}^{d-1})}} \geq \frac{\delta_{\alpha_0 + (\alpha_1)^*, \lambda_1}[\phi_1]}{\|\phi_1\|_{L^2(\mathbb{R}^{d-1})}} \geq \mu_{\alpha_0 + (\alpha_1)^*} (\lambda_1).
\]
Since $\mu_{\alpha_0 + (\alpha_1)^*_+}$ is nonincreasing by Lemma 3.5 it admits a zero
\[ \tilde{\lambda}_1 \leq \lambda_1 < \begin{cases} -\frac{\alpha_0^2}{4}, & \text{if } \alpha_0 \geq 0, \\ 0, & \text{if } \alpha_0 \leq 0. \end{cases} \]

Hence $\tilde{\lambda}_1 \in \sigma_d(A_{\alpha_0 + (\alpha_1)^*_+})$ and we have $\lambda_1(\alpha_0 + (\alpha_1)^*_+) \leq \tilde{\lambda}_1 \leq \lambda_1$, which proves the theorem.

Remark 3.10. We mention that the above results remain valid for Robin Laplacians on the upper half-space $\mathbb{R}^d_+$. More precisely, if $B_\alpha$ denotes the self-adjoint operator in $L^2(\mathbb{R}^d_+)$ associated with the densely defined, symmetric, semibounded, and closed form
\[ B_\alpha[u] := (\nabla u, \nabla v)_{L^2(\mathbb{R}^d_+, \mathbb{C}^d)} - \int_{\mathbb{R}^d_+} \alpha \tau_D u \tau_D^* v \, dx, \]
dom $B_\alpha := H^1(\mathbb{R}^d_+)$, and we replace $\lambda_1(\alpha) = \inf \sigma(A_\alpha)$ by the bottom of the spectrum $\lambda_1(\alpha) := \inf \sigma(B_\alpha)$, then Theorem 3.7 and Corollary 3.8 hold.

Remark 3.11. Theorem 3.7 can be proved differently using Steiner symmetrization; the following elegant argument was communicated to us recently. Consider a nonnegative function $u : \mathbb{R}^d \to \mathbb{R}$ such that $\mathbb{R}^{d-1} \ni x' \mapsto u(x', x_d)$ is vanishing at infinity for all $x_d \in \mathbb{R}$. Following the lines of [5, Chapter 6] we recall that the $(d-1,d)$-Steiner symmetrization $u^\sharp$ of the function $u$ is defined as
\[ u^\sharp(x', x_d) := (u^\ast(t, x_d))(x', x_d), \]
where the symmetric decreasing rearrangement in the right hand side is taken for each $x_d \in \mathbb{R}$ with respect to first $d-1$ variables. Let the nonnegative function $u_1 \in H^1(\mathbb{R}^d)$ be the normalized ground state of the operator $A_{\alpha_0 + \alpha_1}$. It is not difficult to check that $u_1$ is vanishing at infinity slice-wise in the above sense; cf. [5, §6.8]. According to [5, Theorem 6.8] we have
\[ \|u_1^\sharp\|_{L^2(\mathbb{R}^d)} = \|u_1\|_{L^2(\mathbb{R}^d)} = 1. \]

In view of [5, Theorem 6.19] we get $u_1^\sharp \in H^1(\mathbb{R}^d)$ and
\[ \|\nabla u_1^\sharp\|_{L^2(\mathbb{R}^d, \mathbb{C}^d)} \leq \|\nabla u_1\|_{L^2(\mathbb{R}^d, \mathbb{C}^d)}. \]
Lemma 3.6 (iv), (v) and (vi) yield
\[ \int_{\mathbb{R}^d_+} (\alpha_0 + (\alpha_1)^*_+) |\tau_D u_1^\sharp|^2 \, dx \geq \int_{\mathbb{R}^d_+} (\alpha_0 + \alpha_1) |\tau_D u_1|^2 \, dx. \]
Finally, combining 3.27, 3.28, and 3.29 we obtain by the min-max principle that
\[ \lambda_1(\alpha_0 + (\alpha_1)^*_+) \leq a_{\alpha_0 + (\alpha_1)^*_+}[u_1^\sharp] = \|\nabla u_1^\sharp\|_{L^2(\mathbb{R}^d, \mathbb{C}^d)}^2 - \int_{\mathbb{R}^d_+} (\alpha_0 + (\alpha_1)^*_+) |\tau_D u_1^\sharp|^2 \, dx \]
\[ \leq a_{\alpha_0 + \alpha_1}[u_1] = \lambda_1(\alpha_0 + \alpha_1). \]
In this appendix let again $\Sigma$ be a Lipschitz hypersurface as in (2.1) and assume that $\alpha \in L^p(\Sigma) + L^\infty(\Sigma)$ for some $1 < p < \infty$ in $d = 2$ and for $d - 1 \leq p < \infty$ in $d \geq 3$ dimensions, as in (2.2). In this setting we consider the multiplication operator

$$M_\alpha : H^{\frac{1}{2}}(\Sigma) \to L^2(\Sigma) \quad \text{with} \quad M_\alpha \phi := |\alpha|^{\frac{1}{2}} \phi, \quad \phi \in H^{\frac{1}{2}}(\Sigma),$$

which plays a crucial role in the well definedness of the form $a_\alpha$ in Proposition 2.1 and in the derivation of the essential spectrum in Theorem 2.3. If, in addition, (2.6) holds, then it turns out that the operator $M_\alpha$ is compact; for the convenience of the reader we will provide a complete proof below. The preparatory estimate in Lemma A.1 is also used to conclude the semiboundedness of the form $a_\alpha$ in Proposition 2.1.

We also want to mention that we consider Sobolev and Lebesgue spaces on the surface $\Sigma$ in the sense that for every $s > 0$ and $q \in [1, \infty]$

$$\phi \in H^s(\Sigma) \text{ if and only if } \phi \circ \Xi \in H^s(\mathbb{R}^{d-1}) \text{ and } \|\phi\|_{H^s(\Sigma)} := \|\phi \circ \Xi\|_{H^s(\mathbb{R}^{d-1})},$$

$$\phi \in L^q(\Sigma) \text{ if and only if } \phi \circ \Xi \in L^q(\mathbb{R}^{d-1}) \text{ and } \|\phi\|_{L^q(\Sigma)} := \|\phi \circ \Xi\|_{L^q(\mathbb{R}^{d-1})},$$

where $\Xi(x) := (x, \xi(x))$ is a bijective map from $\mathbb{R}^{d-1}$ onto $\Sigma$.

**Lemma A.1.** For every $\varepsilon > 0$ there exists some $c_\varepsilon \geq 0$, depending on $\alpha$, such that

$$\|M_\alpha \phi\|_{L^2(\Sigma)} \leq \varepsilon^2 \|\phi\|^2_{H^{\frac{1}{2}}(\Sigma)} + c_\varepsilon^2 \|\phi\|^2_{L^2(\Sigma)}, \quad \phi \in H^{\frac{1}{2}}(\Sigma).$$

**Proof.** We decompose $\alpha = \beta + \gamma$, $\beta \in L^p(\Sigma)$, $\gamma \in L^\infty(\Sigma)$.

Fix $\varepsilon > 0$. Then the integrability condition $\beta \in L^p(\Sigma)$ ensures the existence of some $C_\varepsilon \geq 0$ such that $\beta = \beta_1 + \beta_2$, where

$$\beta_1(x) := \begin{cases} 0, & |\beta(x)| \leq C_\varepsilon, \\ \beta(x), & |\beta(x)| > C_\varepsilon, \end{cases} \quad \text{and} \quad \beta_2(x) := \begin{cases} \beta(x), & |\beta(x)| \leq C_\varepsilon, \\ 0, & |\beta(x)| > C_\varepsilon, \end{cases}$$

and

$$\|\beta_1\|_{L^p(\Sigma)} \leq \varepsilon^2.$$

We now split $\alpha = \beta_1 + (\beta_2 + \gamma)$ into a bounded part $\beta_2 + \gamma$ and an unbounded remainder $\beta_1$ and estimate both parts separately. For $\beta_1$ we use Hölder’s inequality and the estimate A.4 to get

$$\|\beta_1|^{\frac{1}{2}} \phi\|^2_{L^2(\Sigma)} \leq \|\beta_1\|_{L^p(\Sigma)} \|\phi\|^2_{L^{2p}(\Sigma)} \leq \varepsilon^2 \|\phi\|^2_{L^2(\Sigma)} \leq \varepsilon^2 c_\varepsilon^2 \|\phi\|^2_{H^{\frac{1}{2}}(\Sigma)}.$$
where in the last inequality we additionally used the Sobolev embedding on the surface $\| \cdot \|_{L^{\frac{2d}{d-1}}(\Sigma)} \leq c_{\Sigma} \| \cdot \|_{H^{\frac{d}{2}}(\Sigma)^{\prime}}$, which follows from the classical Sobolev embedding theorem [11, Theorem 8.12.6] on $\mathbb{R}^{d-1}$ and the definition of the Sobolev and Lebesgue norms in (A.2).

On the other hand, $\beta_2 + \gamma$ can simply be estimated by

\[(A.6) \quad \| \beta_2 + \gamma \|_{L^{2}(\Sigma)}^2 \leq (C_\varepsilon + \| \gamma \|_{L^{\infty}(\Sigma)}) \| \phi \|_{L^{2}(\Sigma)}^2.\]

Now the estimate (A.3) follows from (A.5) and (A.6).

The next lemma treats the transition from weak $H^{\frac{d}{2}}$-convergence on $\Sigma$ to strong $L^2$-convergence on subsets of finite measure of $\Sigma$; this observation is preparatory for the compactness result in Proposition (A.8).

**Lemma A.2.** For every $\phi_0, (\phi_n) \in H^{\frac{d}{2}}(\Sigma)$, the convergence

\[(A.7) \quad \phi_n \rightharpoonup \phi_0 \quad \text{weakly in } H^{\frac{d}{2}}(\Sigma),\]

implies for any Borel set $A \subseteq \Sigma$ with finite measure, the convergence

\[(A.8) \quad \phi_n \to \phi_0 \quad \text{strongly in } L^2(A).\]

**Proof.** In Step 1 we consider the hyperplane case $\Sigma = \mathbb{R}^{d-1} \times \{0\} \cong \mathbb{R}^{d-1}$. For every $t > 0$, we define the mollifier

\[(A.9) \quad \varphi_t(x) := \frac{1}{(4\pi t)^{\frac{d-1}{2}}} e^{-\frac{|x|^2}{4t}}, \quad x \in \mathbb{R}^{d-1}.\]

Then by the weak convergence (A.7), we conclude the pointwise convergence of the convolution

\[(A.10) \quad \lim_{n \to \infty} \langle \varphi_t * \phi_n(x) \rangle = \lim_{n \to \infty} \langle \varphi_t(x - \cdot), \phi_n \rangle_{H^{-\frac{d}{2}}(\mathbb{R}^{d-1}) \times H^{\frac{d}{2}}(\mathbb{R}^{d-1})} = \langle \varphi_t(x - \cdot), \phi_0 \rangle_{H^{-\frac{d}{2}}(\mathbb{R}^{d-1}) \times H^{\frac{d}{2}}(\mathbb{R}^{d-1})} = (\varphi_t * \phi_0)(x).\]

Since the weakly convergent sequence $(\phi_n)_n$ is bounded, i.e. $\| \phi_n \|_{H^{\frac{d}{2}}(\mathbb{R}^{d-1})} \leq M$ for some $M \geq 0$, we also conclude the uniform boundedness of the convolution

\[(A.11) \quad \| (\varphi_t * \phi_n)(x) \| \leq \| \varphi_t \|_{L^2(\mathbb{R}^{d-1})} \| \phi_n \|_{L^2(\mathbb{R}^{d-1})} \leq M \| \varphi_t \|_{L^2(\mathbb{R}^{d-1})},\]

for every $x \in \mathbb{R}^{d-1}$, $n \in \mathbb{N}$. Since $A$ is a set of finite measure, (A.10) & (A.11) are sufficient to apply the dominated convergence theorem, which leads to the norm convergence

\[(A.12) \quad \lim_{n \to \infty} \| \varphi_t * (\phi_n - \phi_0) \|_{L^2(A)} = 0.\]

For the Fourier transform of the mollifier (A.9) we have

\[\langle \mathcal{F}\varphi_t(k) \rangle = \frac{1}{(2\pi)^{\frac{d}{2}}} \int_{\mathbb{R}^{d-1}} e^{-i k x} \varphi_t(x) dx = \frac{1}{(8\pi^2 t)^{\frac{d-1}{2}}} \int_{\mathbb{R}^{d-1}} e^{-\frac{|x|^2}{4t}} e^{-i k x} dx = \frac{1}{(8\pi^2 t)^{\frac{d-1}{2}}} \int_{\mathbb{R}^{d-1}} e^{-\frac{\langle x + 2ik \rangle^2}{4t}} dx = \frac{1}{(2\pi)^{\frac{d}{2}}} e^{-\frac{|k|^2}{4}}, \quad k \in \mathbb{R}^{d-1},\]
and we use the estimate
\[ |1 - (2\pi)^{-\frac{d}{2}}(\mathcal{F}\varphi_t)(k)| = 1 - e^{-t|k|^2} \leq c(t|k|^2)^{\frac{1}{2}} \leq ct^{\frac{1}{4}}(1 + |k|^2)^{\frac{1}{2}}, \quad k \in \mathbb{R}^{d-1}, \]
where \( c := \sup_{y>0}(1 - e^{-y})y^{-\frac{1}{2}}. \) Since the Fourier transform of the convolution can be written as the product \( \mathcal{F}(\varphi_t * \phi_n) = (2\pi)^{-\frac{d}{2}}(\mathcal{F}\varphi_t)(\mathcal{F}\phi_n), \) we can estimate the \( L^2 \)-norm
\[
\|\phi_n - \varphi_t * \phi_n\|_{L^2(\mathbb{R}^{d-1})} = \|\bigl(1 - (2\pi)^{-\frac{d}{2}}(\mathcal{F}\varphi_t)\mathcal{F}\phi_n\bigr)\|_{L^2(\mathbb{R}^{d-1})} \\
\leq ct^{\frac{1}{4}}\|1 + |\cdot|^2\|^\frac{1}{2}\|\mathcal{F}\phi_n\|_{L^2(\mathbb{R}^{d-1})} \\
= ct^{\frac{1}{4}}\|\phi_n\|_{H^\frac{1}{4}(\mathbb{R}^{d-1})}.
\] (A.13)

The inequality (A.13) of course also holds with \( \phi_n \) replaced by \( \phi_0, \) which leads to the estimate
\[
\|\phi_n - \phi_0\|_{L^2(\Lambda)} \leq ct^{\frac{1}{4}}M + \|\varphi_t * (\phi_n - \phi_0)\|_{L^2(\Lambda)} + ct^{\frac{1}{4}}\|\phi_0\|_{H^\frac{1}{4}(\mathbb{R}^{d-1})},
\]
for every \( n \in \mathbb{N} \) and \( t > 0. \) The first and third term can be made arbitrary small by the choice of \( t > 0 \) and the second term converges by (A.12). This proves the statement of the lemma for \( \Sigma \equiv \mathbb{R}^{d-1} \times \{0\}. \)

In Step 2 we consider the general case of a Lipschitz graph \( \Sigma. \) By the definition of the boundary spaces (A.2), it follows immediately from the weak convergence (A.7), that also
\[ \phi_n \circ \Xi \rightharpoonup \phi_0 \circ \Xi \quad \text{weakly in } H^{\frac{1}{4}}(\mathbb{R}^{d-1}). \]
Since \( A \) has finite measure, the preimage \( \Xi^{-1}(A) = \{x \in \mathbb{R}^{d-1} | \Xi(x) \in A\} \) has finite measure as well, and we conclude from the first step
\[ \phi_n \circ \Xi \to \phi_0 \circ \Xi \quad \text{strongly in } L^2(\Xi^{-1}(A)). \]
By the definition of the boundary spaces (A.2) this implies (A.8). \( \square \)

Next we prove the compactness of the multiplication operator \( M_\alpha \) under the decay property (A.14) of the function \( \alpha. \) Note that, although stated for \( \alpha, \) this decay property only affects the \( L^\infty \) -part of \( \alpha. \) Any function in \( L^p(\mathbb{R}^{d-1}) \) satisfies (A.14) automatically.

**Proposition A.3.** Assume that the function \( \alpha \) satisfies
\[
(\alpha.14) \quad \{x \in \Sigma | |\alpha(x)| > \epsilon\} \text{ has finite measure for every } \epsilon > 0.
\]
Then the multiplication operator \( M_\alpha \) in (A.1) is compact.

**Proof.** From Lemma (A.1) we conclude that \( M_\alpha \) in (A.1) is an everywhere defined and bounded operator. In order to prove that \( M_\alpha \) is compact, we verify that for any sequence \( \phi_n \to \phi_0 \) weakly in \( H^{\frac{1}{4}}(\Sigma), \) the sequence \( M_\alpha \phi_n \to M_\alpha \phi_0 \) converges strongly in \( L^2(\Sigma). \) As in the proof of Lemma (A.1) let \( \epsilon > 0 \) and decompose the potential into
\[ \alpha = \beta_1 + \beta_2 + \gamma, \]
Next, we define the set
\[
A_\varepsilon := \{ x \in \Sigma \mid |\beta_2(x)| > \varepsilon^2 \} \cup \{ x \in \Sigma \mid |\gamma(x)| > \varepsilon^2 \}.
\]
The integrability condition \( \beta \in L^p(\Sigma) \) implies that the set \( \{ |\beta_2| > \varepsilon^2 \} \) has finite measure. Furthermore, since \( \{ |\gamma| > \varepsilon^2 \} \subseteq \{ |\beta| > \varepsilon^2 \} \cup \{ |\alpha| > \varepsilon^2 \} \) it follows from the integrability condition \( \beta \in L^p(\Sigma) \) and the decay property (A.14) that \( \{ |\gamma| > \varepsilon^2 \} \) also has finite measure. Then Lemma (A.2) shows
\[
\lim_{n \to \infty} \| \phi_n - \phi_0 \|_{L^2(A_\varepsilon)} = 0.
\]
This convergence in particular gives an index \( N_\varepsilon \in \mathbb{N} \), such that
\[
||\phi_n - \phi_0||^2_{L^2(\Sigma)} \leq \frac{\varepsilon^2}{C_\varepsilon + ||\gamma||_{L^\infty(\Sigma)}}, \quad n \geq N_\varepsilon,
\]
with \( C_\varepsilon \) the cut-off from (A.4). Then the equations (A.5) & (A.16), as well as the fact that \( |\beta_2 + \gamma| \leq C_\varepsilon + ||\gamma||_{L^\infty(\Sigma)} \) on \( \Sigma \) and \( |\beta_2 + \gamma| \leq 2\varepsilon^2 \) on \( \Sigma \setminus A_\varepsilon \), we can estimate
\[
\begin{align*}
||\alpha^{\frac{1}{2}}(\phi_n - \phi_0)||^2_{L^2(\Sigma)} & \leq ||\beta_1^{\frac{1}{2}}(\phi_n - \phi_0)||^2_{L^2(\Sigma)} + ||\beta_2 + \gamma\beta^{\frac{1}{2}}(\phi_n - \phi_0)||^2_{L^2(\Sigma)} \\
& \quad + ||\beta_2 + \gamma\delta(\phi_n - \phi_0)||^2_{L^2(\Sigma \setminus A_\varepsilon)} \\
& \leq \varepsilon^2 c_\varepsilon^2 \|\phi_n - \phi_0\|^2_{H^{\frac{1}{2}}(\Sigma)} + \varepsilon^2 + 2\varepsilon^2 \|\phi_n - \phi_0\|^2_{L^2(\Sigma \setminus A_\varepsilon)} \\
& \leq \varepsilon^2 ((2c_\varepsilon^2 + 2)\|\phi_n - \phi_0\|^2_{H^{\frac{1}{2}}(\Sigma)} + 1), \quad n \geq N_\varepsilon.
\end{align*}
\]
Since \( \|\phi_n - \phi_0\|_{H^{\frac{1}{2}}(\Sigma)} \) on the right hand side is bounded as a consequence of the weak \( H^{\frac{1}{2}} \)-convergence, this inequality implies the norm convergence
\[
\lim_{n \to \infty} ||\alpha^{\frac{1}{2}}(\phi_n - \phi_0)||^2_{L^2(\Sigma)} = 0,
\]
and hence the compactness of the operator \( M_\alpha \).
\end{proof}
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