Incoherent Optoelectronic Differentiation with Optimized Multilayer Films
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Abstract
Fourier-based optical computing operations, such as spatial differentiation, have recently been realized in compact form factors using flat optics. Experimental demonstrations, however, have been limited to coherent light requiring laser illumination and leading to speckle noise and unwanted interference fringes. Here, we demonstrate the use of optimized multilayer films, combined with dual color image subtraction, to realize differentiation with unpolarized incoherent light. Global optimization is achieved by employing neural networks combined with the reconciled level set method to optimize the optical transfer functions of multilayer films at wavelengths of 532 nm and 633 nm. Spatial differentiation is then achieved by subtracting the normalized incoherent images at these two wavelengths. The optimized multilayer films are experimentally demonstrated to achieve incoherent differentiation with a numerical aperture up to 0.8 and a resolution of 6.2 μm. The use of multilayer films allows for lithography-free fabrication and is easily combined with existing imaging systems opening the door to applications in microscopy, machine vision and other image processing applications.
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With the rapidly growing demands for high performance computing of large datasets, such as tensor computing in image processing and deep learning, researchers have returned to optical analog computing as a complementary technique to digital processing [1] due to its inherent parallelism, low energy consumption and high processing speed. As an example, recent demonstrations of hybrid optical and digital approaches such as reconfigurable neuromorphic computing [2] and vector-matrix multiplication [3] have been experimentally demonstrated to provide a ~10⁵ times increase in energy efficiency and ~5 times increase in computing speed. However, optical analog computing operations [4] based on conventional optical elements, such as holograms and spatial light modulators (SLMs), result in bulky systems that are difficult to align and integrate into compact systems. Recently, metamaterials and
metasurfaces have been utilized to significantly shrink the size of Fourier-based optical computing systems [5–7] in moving towards integrated image processing systems. Nonlocal metasurfaces [8,9] with functions engineered in the wave vector domain, can be used to further reduce the size of the system by avoiding the need for a Fourier transform. In this case, a metasurface can achieve certain Fourier-based optical computing functions, such as edge detection, by being directly inserted into a standard coherent imaging system.

Edge detection is often the first step in image processing, as it allows for segmentation of objects. The technique also has applications in microscopy such as cellular imaging, as it can be used for cell boundary identification, phenotypic monitoring, and disease diagnosis [10]. By exploiting deep learning in microscopy, tasks such as cell counting, segmentation, tracking and identification no longer need task-oriented codes but can be achieved by generalized and versatile neural networks that are both fast and robust [11,12]. The learning features of the first layers of these conventional image-processing neural networks, whose inputs are usually bright-field cellular images, typically represent the presence or absence of edges at particular orientations and locations in the images [13,14]. The use of optical edge images, instead of bright-field images, can save time and energy by replacing the neural network layers that normally perform these functions.

To date, experimental demonstrations of metasurface-based optical edge detectors require spatially coherent light and thus suffer from laser speckle and interference fringes resulting in sensitivity to imperfections in the optical path. Incoherent differentiation can avoid these problems and has been traditionally achieved by building bipolar point spread functions (PSFs) followed by a digital subtraction. Bipolar PSFs have traditionally been achieved by employing two filters at the Fourier plane of a 4f correlator or by using two separate holographic apertures. These approaches require spatial or temporal multiplexing of separate apertures, complicating the optical systems and resulting in image mismatch originating from separate apertures [15]. Recently, a compact incoherent optoelectronic differentiation scheme based on frequency multiplexing with photonic crystals [16] was proposed. This approach requires one aperture and significantly shrinks the size of the system but would involve multilayer photonics crystals and is limited to one-dimensional (1D) differentiation with polarized light and closely spaced working wavelengths.

Here, we propose and experimentally demonstrate a single aperture, incoherent optoelectronic differentiation scheme, based on optimized multilayer films that can be directly inserted into conventional imaging systems, as shown in Fig. 1. The optical transfer functions (OTFs) of the multilayer films at the wavelengths of 633 nm and 532 nm, and for both TE and TM polarization, are optimized to ensure that the difference in the OTFs at these two wavelengths results in second order differentiation. In this scheme, edge detection is achieved by subtracting the normalized incoherent images at these two wavelengths. We optimize the OTFs of the multilayer films with a global
optimization neural network (GLOnet) [17] together with the reconciled level set method [18]. The deliberately designed polarization insensitive multilayer films convert the convolution operation required by electric incoherent differentiation to a subtraction of two normalized incoherent images at these two wavelengths, so that the computational consumption is lowered by a factor of 10 [16]. Furthermore, the incoherent images can be distinguished by the color filters already placed on conventional detectors working in visible regime. Compared to other nanophotonic structures such as metasurfaces, the multilayer films can provide an azimuthally uniform response for 2D edge detection and can be readily fabricated over large areas without the need for lithographic patterning. This compact scheme of polarization-insensitive incoherent optoelectronic differentiation can significantly broaden the capacity of optical image processing.

Edge detection with incoherent light is distinct from coherent light [19] as with the former, the fields at different locations are uncorrelated and thus the optical system is linear for the intensity of light rather than the amplitude. In the case of incoherent light, the output intensity $I_{out}(k)$ of light at a spatial frequency $k$ is expressed as

$$I_{out}(k) = I_{in}(k)T(k),$$

where $I_{in}(k)$ is the input intensity and $T(k)$ is the OTF. The relationship between $T(k)$ and the amplitude transfer function (ATF) $t(k)$ is given by

$$T(k) = \frac{1}{N} \int_{-\infty}^{\infty} t^*(k)\tau(k+q)dq,$$

where $N$ is an intensity normalization factor. To realize second order differentiation on an input intensity image, we need

$$I_{out}(k) = \int I_{out}(r)e^{ikr}dr = \int (\nabla^2 I_{in}(r))e^{ikr}dr = -k^2 I_{in}(k).$$

Thus, $T(k)$ is required to be

$$T(k) \propto k^2.$$

However, the autocorrelation function of $t(k)$, $T(k)$ comes to a maximum at $k=0$, according to the Cauchy-Schwarz inequality, rather than 0 required in Eq. (4). To reconcile this issue, and realize an effective OTF proportional to $k^2$, two different OTFs can be designed at either two different polarizations or two different wavelengths. In this case, digital subtraction of these two OTFs can satisfy the requirement of Eq. (4).

Traditional incoherent differentiation systems often utilize different PSF filters in the Fourier plane for small numerical aperture (NA) imaging systems or separate holographic apertures for larger NAs [20–22] to acquire different OTFs. Modulation between different OTFs is realized by spatial or temporal multiplexing of separate apertures, which complicates the system and may causes image mismatch from apertures that are physically separated. In contrast to these traditional approaches, we propose to use a single aperture comprising a compact multilayer film stack, whose
OTFs under both TE and TM polarizations at the wavelengths of 633 nm and 532 nm are deliberately optimized to ensure that the subtraction of their OTFs is proportional to $k^2$ resulting in a 2D, polarization insensitive, second order differentiation. The two wavelengths are chosen to enable separation of the images using a conventional detector with red, green and blue (RGB) filters, working in the visible spectral range.

Optimization of multilayer films to achieve designer transmittance or reflectance properties has been extensively explored with particle swarm optimization [23], needle optimization [24,25], and memetic algorithms [26] being the most popular. These methods, however, do not consider any local gradient information, resulting in a considerable computational cost to converge. Recently, it has been shown that global optimization can be achieved, at a low computational cost, by combining neural networks and the local gradient provided by the transfer matrix method (TMM) [27,28]. However, the existing optimization techniques based on deep learning have limitations on the configurations of the multilayer films set by the method itself, like the sequence of the materials or the number of layers, which shrinks the design space and impedes finding the optimal structures among all practically feasible ones. Here, we explore the optimization of multilayer films with the B-spline based reconciled level set method embedded in the neural network. This approach avoids limitations caused by the optimization method and achieves a global optimization that can still employ user-defined geometric limitations associated with fabrication constraints.

In order to enable fabrication of the multilayer films, certain restrictions were placed on optimization. First, we consider three materials that are commonly used in photonic devices, TiO$_2$, HfO$_2$ and SiO$_2$, and the number of layers is restricted to be less than 30. The thickness of each layer is also required to be between 30 nm and 300 nm, with a thickness discretization of 5 nm. We allow the multilayer films to be of any material sequence as long as the aforementioned restrictions are met. The optimization objective function is to achieve an effective OTF proportional to $k^2$ and a schematic of our optimization process is outlined in Fig.2. The basic structure follows the concept of GLOnets [17]. GLOnets incorporate an electromagnetic simulator (here it is TMM) with a generative neural network to perform the nonconvex global optimization of photonic devices. It does not need any training set of known devices but can learn directly through electromagnetic simulations of the devices that it randomly generates based on the performance and the local gradients of previous design iterations, resulting in a global optimization with modest computational time. The inputs of our conditional generative neural network are the ideal effective OTF and a uniformly distributed noise vector. The intermediate outputs are the B-spline coefficients of different materials in the space domain of 0–9 μm and a percentage thickness factor $h$. The function of $h$ is used to dynamically change the upper limit of the B-spline domain, so that multilayer film stacks with both a thickness less than 9 μm and a number of layers less than 30 are achieved. The final outputs are the B-spline coefficients of different materials truncated by the thickness factor. These outputs allow us to generate multilayer films with a high level of design freedom. Based on the truncated B-spline coefficients and the B-spline
basis functions [29], we construct different level set functions for each material. The multilayer films stack is then established according to the reconciled level set method, by choosing the material with the largest value across the domains of the level set function to occupy the corresponding physical positions. The final multilayer film stack undergoes another truncation if its number of layers exceeds 30.

This flexible representation allows the spontaneous changing of materials, thicknesses and number of layers, ranging the entire configuration space of the multilayer films, within the set bounds. In addition, the B-spline basis functions provide not only a linearly superimposed way to construct the level set functions, which makes the truncations possible, but also a preliminary thickness filter for each layer by carefully selecting the degree and the uniform knots number of the B-spline basis functions (see details in Supplementary Note 2).

TMM is used to calculate the ATF of the established thin films under both polarizations at wavelengths of 633 nm and 532 nm. TMM is a fully analytic and high-speed solver that is widely used in multilayer films modeling. Based on these results, the effective OTF is acquired. The thickness limitations of each layer should also be considered and here, instead of applying a geometric penalty function, we use the method of Lagrange multiplier [30] to avoid negative effects on the training process. The Lagrange multiplier together with the rough thickness filtering from the B-spline basis functions ensures that films satisfy the imposed constraints.

The loss function of the neural network with a batch size $A$ is written as

$$L = \sum_{a=1}^{A} \frac{1}{A} \left\{ \exp\left[-\frac{\sum_{k} T_{\text{eff}}^{(a)}(k) - k^2}{\sigma}\right] + \nu^{(a)} G^{(a)} \right\},$$

where $\sigma$ is a hyperparameter, $\nu^{(a)}$ is the Lagrange multiplier for the $a$-th multilayer films in the batch, and $G^{(a)}$ is its geometry constraint function that equals to 0 when the thickness of each layer meets the requirements. The Lagrange multiplier $\nu$ needs to be carefully chosen in each iteration according to the performance of each multilayer film stack in the batch. The details of the loss function are discussed in Supplementary Note 6. The gradient of the loss function with regard to the thickness of each layer is then used to calculate the gradient with regard to the truncated B-spline coefficients, and later the gradient with regard to the neuron weights in the neural network. The neuron weights are then changed accordingly to finish one iteration of the optimization, as shown in Fig. 2. When the training is completed, a batch of multilayer films with much smaller loss values are generated. The optimization method here is designed to be capable of considering fabrication limitations and is flexible enough to adapt to different problems concerning the optimization of multilayer films.

When we apply the optimization method to the design of multilayer films for incoherent optoelectronic differentiation, the films are required to perform identically for both TE and TM polarizations. The NA of the ATF is set to be 0.4, which are common values in
microscopy. We expect the effective OTF to approach \( k^2 \) within a NA of 0.4. With this approach, the optimized structure is a 30-layer aperiodic film stack with a total thickness of 5.5 \( \mu m \), whose optical properties are shown in Fig. 3. It can be seen in Figs. 3(a) and (b) that the ATFs are nearly identical for both TE and TM polarizations at 532 nm and 633 nm, respectively. The OTFs at these two wavelengths are shown in Fig. 3(c) and their subtraction yields the effective OTF shown in Fig. 3(d). However, the multilayer films, limited by the aforementioned fabrication constraints, provide an effective OTF proportional to \( k^2 \) within a NA of 0.3, as shown in Fig. 3(d).

In order to validate the modeling, the multilayer film stack was deposited using ion assisted E-beam evaporation. A 4f correlator was used to image the transmittance of the multilayer film stack under unpolarized light in Fourier space (see polarization-insensitive experimental results in Supplementary Note 3). Comparisons of the simulated and experimental ATFs are provided in Figs. 4(a) and (b). We find that, due to fabrication tolerances, the working wavelengths change from 532 nm and 633 nm to 527nm and 629 nm, respectively. The OTF is measured at these two wavelengths with a rotating diffuser inserted into the optical path to convert coherent light from a super continuum laser into incoherent light [31]. As can be seen from Fig. 4(c) the experimentally measured effective OTF shows agreement with the ideal quadratic function up to an NA of 0.7. This is considerably higher than what is predicted by the modeling presented in Fig. 3 would suggest and is a consequence of coherence remaining in the illumination beam. Note that we assume the light to be completely incoherent in the optimization.

In practice, the degree of coherence in our system is a function of the illumination beam [32], originating from a coherent super-continuum laser, and the diffuser properties. When the optical system is not completely incoherent, but can still work as a linear system with no obvious interference properties, we can approximate the OTF with the following equation [16],

\[
T(k) = \frac{1}{N} \int r^*(q) r(k + q) \exp\left(-\frac{\Delta^2(k + 2q)^2}{4}\right) dq,
\]

where \( \Delta \) is the transverse correlation length which should be small compared with the image size so that the system can still be regarded as a linear one. We fit the measured OTFs according to Eq. (6) and find an approximate transverse correlation length of 4.19 \( \mu m \) at 527 nm and 8.06 \( \mu m \) at 629 nm for our imaging system (see details in Supplementary Note 4). We simulate the effective OTFs with different \( \Delta \) to observe the influence of coherence, as shown in Fig. 4(d), where we assume an identical \( \Delta \) at both wavelengths. Ultimately, as coherence is improved, there is an increase in \( \Delta \) and the effective OTF satisfies second order differentiation within a larger NA. For our imaging system, the measured effective OTF overlaps well with the quadratic reference within a NA of 0.7, as shown in Fig. 4(c). The convolution of an ideal delta function with the effective OTF, along with the Rayleigh criteria, results in a theoretical resolution of 0.6 \( \mu m \) based on the effective OTF [33]. However, the transverse correlation length in our imaging system provides the actual resolution, which is 8.06 \( \mu m \) at a wavelength of 633
nm, a value that is similar to incoherent optoelectronic differentiation with conventional optical elements [20]. The experimental results demonstrate that the optimized films can provide differentiation for a wide variety of incoherent or partially coherent optical systems. Furthermore, if the transversal correlation length of the system is known beforehand, we can directly use this information in the optimization for achieving a more accurate prediction of the effective OTF.

To experimentally demonstrate incoherent optoelectronic spatial differentiation of an object, we imaged both the 1951 USAF resolution test chart and a biological sample with the multilayer film stack inserted into an incoherent imaging system as shown in Fig. 5(a). As before, the incident light is from a super continuum laser filtered to wavelengths of 527 nm and 629 nm. The captured RGB images of Element 3 (Group 4 to Group 6) on the 1951 USAF resolution test chart are shown in Fig. 5(b), together with their corresponding spatial differentiation obtained by digitally subtracting the normalized images in the green and red channels. The transversal correlation length at 629 nm in our system is 8.06 μm, which is very close to the image size in Group 6 leading to some blurring in the image. It should be noted that although the resolution of our incoherent optoelectronic differentiation system is experimentally demonstrated as 6.2 μm, the resolution here is not limited by the performance of the multilayer films, but by the transverse correlation length determined by the illumination and collection conditions of the system. We have also imaged a biological sample, i.e., the cross section of a woody dicot stem, as shown in Fig. 5(c). The edge image demonstrates the effectiveness of the multilayer films in 2D, polarization insensitive, incoherent optoelectronic differentiation, which is compact, energy-efficient, and requires no temporal or spatial multiplexing.

In conclusion, we have proposed and experimentally demonstrated a single aperture, polarization insensitive 2D incoherent optoelectronic differentiator where edge detection is achieved by subtraction of normalized incoherent images at the wavelengths of 532 nm and 633 nm. This was achieved by using global optimization of lithography-free multilayer films resulting in an approach that is compact, easy to fabricate and scale, and compatible with conventional imaging systems. Optoelectronic differentiation, in conjunction with optimization methods, provides an avenue to realize incoherent optical computing, significantly decreasing processing time and energy usage, and doing so with compact optical elements. This approach can be particularly useful in microscopy applications such as real-time image processing, object tracking, and disease diagnosis [34,35].
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**Fig 1. Incoherent optoelectronic differentiation.** Schematic of the incoherent optoelectronic differentiation system with the multilayer films. The optical transfer functions of the multilayer films under both TE and TM polarizations at the wavelengths of 532 nm and 633 nm are deliberately engineered, so that the incoherent images at these two wavelengths appear slightly different with regard to the spatial frequency. The incoherent edge detection image is then acquired after the normalization and digital subtraction of the two incoherent images.
Fig 2. Global optimization procedure of the multilayer films. The conditional generative neural network maps the ideal effective OTF and a uniformly distributed noise vector to the B-spline coefficients for each material and a thickness factor. The coefficients are truncated according to the thickness factor and then used to build the level set function for each material. According to the reconciled level set method, each position is occupied by the material with the largest value of level set function at this certain position. TMM is then used to calculate the ATF of the established multilayer films at the wavelengths of 532 nm and 633 nm, based on which the effective OTF is obtained. The loss function is evaluated considering both the effective OTF and the geometric constraints of the multilayer films, and the gradients of the loss function with regard to the outputs of the neural network are then used to update the neuron weights in the neural network.
Fig 3. Optical properties of the optimized multilayer films. (a) The ATFs of the optimized multilayer films at 532 nm under both TE and TM polarizations. (b) The same as (a) but at the wavelength of 633 nm. (c) The OTFs of the optimized multilayer films at 532 nm and 633 nm. (d) The effective OTF of the optimized thin films, which is the subtraction of the two curves in (c). The quadratic curve is provided as a reference.
Fig 4. Optical characterization of the fabricated multilayer films. (a) Measured ATF at 527 nm and the comparison between the simulation and experimental results. (b) The same as (a) but at the wavelength of 629 nm. (c) Measured effective OTF together with the quadratic reference curve. (d) Simulated effective OTFs with different coherence. The results here assume an identical $\Delta$ at different wavelengths.
Fig 5. Incoherent differentiation imaging using the fabricated multilayer films. (a) Schematic of the experimental setup for incoherent optoelectronic differentiation imaging. (b) The captured RGB images of element 3 in Group 4 to Group 6 of 1951 USAF resolution test chart and the corresponding spatial differentiation results after electric subtraction. (c) The captured RGB image of the cross section of a woody dicot stem and its spatial differentiation result.