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The anomalous generation of chirality with mass effects via the axial Ward identity and its dependence on the Schwinger mechanism is reviewed, utilizing parity violating homogeneous electromagnetic background fields. The role vacuum asymptotic states play on the interpretation of expectation values is examined. It is discussed that observables calculated with an in-out scattering matrix element predict a scenario under Euclidean equilibrium. A notable ramification of which is a vanishing of the chiral anomaly. In contrast, it is discussed observables calculated under an in-in, or real-time, formalism predict a scenario out-of equilibrium, and capture effects of mean produced particle anti-particle pairs due to the Schwinger mechanism. The out-of equilibrium chiral anomaly is supplemented with exponential quadratic mass suppression as anticipated for the Schwinger mechanism. Similar behavior in and out-of equilibrium is reviewed for applications including the chiral magnetic effect and chiral condensate.
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1. Introduction

An anomaly manifests itself for systems with a symmetry that, while at a classical level is realized, is actually broken at the quantum level. For relativistic fermionic systems the chiral symmetry\(^1\) gives rise to such an anomaly, and the breaking of the chiral symmetry is of paramount importance for several phenomena, notably including imparting the bulk of the visible mass to the universe.\(^2,3\) The direct observation of the chiral anomaly, however, remains, and an essential application of the anomaly that may facilitate its observation is the chiral magnetic effect (CME).

The CME is an electromagnetic current in the presence of and along the direction of a magnetic field due to a net chirality.\(^4\) Relativistic fermionic dispersion relations...
are realizable in 2D and 3D condensed matter systems for Weyl and Dirac semimetals,\textsuperscript{5–8} And, in a Dirac semimetal the CME was thought to be observed.\textsuperscript{9} Even so, it is still challenging to observe the CME in relativistic heavy-ion collisions due to huge background contributions, despite a strong magnetic field thought present—in fact, a field as large as $eB \sim m^2$ may be possible\textsuperscript{10} in off-central collisions.

The presence of the other ingredient of the CME, namely a net chirality, in colliders comes with greater uncertainty. And it is an uncertainty one may mitigate with an improved understanding of how chirality is generated. We address the following three issues in this review:

1. Chirality imbalance frequently is inserted by hand, usually by means of a chiral chemical potential. However, while a useful theoretical tool, there are instances where such insertions are inadequate. One such case lies with systems well out-of equilibrium.

2. The behavior of the chiral anomaly and magnetic effect in and out-of equilibrium requires elucidation. The out-of equilibrium case is prominent in heavy-ion collisions. There a glasma,\textsuperscript{11,12} or dense gluonic state, is thought to give rise to parity-violating flux tubes and the accompanying chiral anomaly and CME.\textsuperscript{13}

3. Finally, what are the effects of a finite mass on the chiral anomaly and CME? While in high energy applications it is common to dismiss the mass—e.g., a pseudoscalar term, we will go on to argue that this dismissal is not subtle.

The answer to the above questions can be addressed through the Schwinger mechanism. In a background electric field the quantum field theoretic (QFT) vacuum is thought to be unstable against the creation of particle anti-particles pairs through tunneling in what is known as the Schwinger mechanism. The QCD electric field analog is provided by chromo-electric flux tubes, whose breaking is facilitated through the Schwinger mechanism leading to hadronization.\textsuperscript{14} How might one furnish a net chirality from the Schwinger mechanism? This is thought possible with a parallel strong magnetic field, setting up a parity-violating background. Then predicted pairs of particles have their spins aligned with the magnetic field generating a net chirality.\textsuperscript{13,15} This phenomenon has also been studied numerically.\textsuperscript{16–18}

The axial Ward identity provides an appropriate means of accessing the chirality non-conservation for massive fermionic systems,\textsuperscript{19,20} and is composed of both a contribution due to quantum effects as well as a massive pseudoscalar term. Taking expectation values of the axial Ward identity, however, using standard treatments lead to puzzling results in contrast to the picture of chirality generation via the Schwinger mechanism; notably a conservation of chirality can be found.

A clear identification of vacuum states and their expectation values provides a resolution.\textsuperscript{21} Usage of either in-out or in-in vacuum states predict decidedly different physical scenarios. The expectation values of in-out vacuum states, used in standard approaches, predict a scenario of Euclidean equilibrium. However, the Schwinger mechanism—and hence chiral driven phenomena—is inherently out-of equilibrium, and the real-time process of pair production is not captured with an in-out formal-
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It is, however, captured utilizing an in-in, (or Schwinger-Keldysh), formalism. There a chirality non-conservation is predicted out-of equilibrium in accordance with the Schwinger mechanism, as evidenced by an exponential quadratic mass suppression. This has implications for theories built on an anomaly, e.g. for baryogenesis driven by a parity-violating inflaton, as well as experimental ramifications. In addition to the chiral anomaly by the axial Ward identity, we also examine the CME as well as the chiral condensate.

Even though a system possesses no global net chirality, this does not mean that it might not be present locally. This is thought to be the case in heavy-ion collisions. One way one might characterize a local non-conservation of chirality is through an examination of chiral density fluctuations, or a chiral susceptibility. Similar in and out-of equilibrium behavior, with characteristic Schwinger mechanism signatures, is noted for such correlated observables.

The enhancement of the chiral condensate, or rather a dynamically driven mass, by a background magnetic field is known as magnetic catalysis. However, how is the chiral condensate augmented by an electric field and the Schwinger pair production process in and out-of equilibrium? We address this here too. It is found the electric field serves to diminish the condensate, and for strong enough fields may even negate the condensate all together.

The structure of this review along with notations are given as follows: To supplement the cursory look at the generation of chirality via the Schwinger mechanism just offered, we give some background to the chiral anomaly and magnetic effects in Sec. 2 and to the Schwinger mechanism in Sec. 3. Then a heuristic picture of chirality generation from the Schwinger mechanism is presented in Sec. 4. Next we proceed with the identification of vacuum states and their importance in the interpretation of expectation values in Sec. 5. Next, the application of vacuum states to the generation of chirality through the axial Ward identity is discussed in Sec. 6. Then extensions to other chiral anomaly related phenomena including the CME in Sec. 7, and the chiral condensate in Sec. 8 are discussed. Last, a conclusion to the review is presented in Sec. 9.

The following notations are used in this review: We use a mostly minus metric, $g = \text{diag}(+,−,−,−)$, and whenever appropriate contracted Lorentz indices are implicit, i.e., $A_\mu B^\mu = AB$. Our covariant derivative reads $D_\mu = \partial_\mu + ieA_\mu$. And we also use units such that $c = \hbar = 1$. For gamma matrices a Weyl representation is used:

$$
\gamma^0 = \begin{pmatrix} I_2 & \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} -\sigma^i & \end{pmatrix}, \quad \gamma^5 = \begin{pmatrix} -I_2 & I_2 \end{pmatrix},
$$

(1)

with $\sigma^i$ being the Pauli matrices. The spin tensor reads $\sigma_{\mu\nu} = \frac{i}{2} [\gamma_\mu, \gamma_\nu]$. Last, point split observables are evaluated with an averaged propagator as in $S(x, x) = \frac{1}{2} \lim_{\epsilon \to 0} [S(x, x + \epsilon) + S(x + \epsilon, x)]$; elsewhere we take for Heaviside functions $\lim_{x \to 0} \theta(x) = (\theta(0^+) + \theta(0^-))/2 = 1/2$. 
2. Chiral Anomaly and Magnetic Effect

Anomalous phenomena are ubiquitous throughout physics and can be responsible for constraints on conserved currents, symmetries, and spectrums of a theory. A clear manifestation of the anomaly in experiment is provided by the decay of a neutral pion into two photons: While classically forbidden, it was found at a quantum level\textsuperscript{19,28} the process be achievable.

One may characterize the anomaly of QCD with a topological $\theta$ term.\textsuperscript{29} In QCD the Lagrangian can be supplemented with $\frac{\theta}{32\pi}\epsilon_{\mu\nu\alpha\beta}G^{\mu\nu}G^{\alpha\beta}$ for gluon field strength $G$ in $SU(3)$, and is both $P$ (parity) and $CP$ (charge-parity) violating. Unfortunately, there is no strong evidence to prove such a term really exists in experiments–neutron dipole moments are restricted to $|d_n| < 2.9 \times 10^{-26} \text{ e cm};$\textsuperscript{30} the theoretical underpinning of this problem is called the “strong $CP$ problem.” However, there may be environments where topology may be present, if only locally. This is thought to be the case in quark-gluon plasmas, giving rise to a axion-like topological term with space-time dependence,\textsuperscript{31} i.e., $\theta \rightarrow \theta(x)$. A consequence of which is a manifestation of an electromagnetic current, the CME.

Due to a non-trivial topology, a chirality non-conservation is dictated through the chiral anomaly. And in the context of a heavy-ion collision— for example—with a strong transverse to reaction plane magnetic field coupled with a net chirality, the CME is thought to arise. Let us elaborate on the essential physics. See Fig. 1 for the CME process.

The left diagram depicts the chiral anomaly, where for a $P$ violating background, such as for a topologically non-trivial background in a quark-gluon plasma, a net chirality is furnished. We have made the assumption here of massless particles, which entails that particle chirality and helicity be similar, and anti-particles have chirality.
opposite to their helicity. This amounts to a net chirality difference given as the total number of particles plus antiparticles with right-handed helicity minus the total with left-handed helicity.\(^4\) Right (left)-handed helicity is given by parallel (anti-parallel) spin and momentum vectors, which we can denote figuratively as \(h_{R(L)}\) and \(\bar{h}_{R(L)}\) for particles and antiparticles respectively. In other words \(\Delta N_5 = \sum h_R + \bar{h}_R - h_L - \bar{h}_L.\) Then, in the right diagram in Fig. 1, a strong magnetic field is added. The lowest Landau level is occupied, projecting the particles’ spins to the direction of the magnetic field, giving rise to an electromagnetic current, the CME. The process may also be understood as arising from the Dirac sea coupled with the chiral anomaly,\(^31\) however we reserve such discussions till Sec. 4.

Enormous experimental effort has been carried out for the CME both in condensed matter and collider environments. Notably, the CME was thought to be observed in a semimetal.\(^9\) However, in heavy-ion collision experiments, such as at the large hadron collider (LHC) at CERN and the relativistic heavy ion collider (RHIC) at the Brookhaven National Laboratory, the CME has yet to be confirmed.

Relativistic fermionic dispersion relations, as well as the chiral anomaly and CME, were thought producible in a number of condensed matter environments including graphene and Weyl and Dirac semimetals, and spin-orbit coupled atomic gases.\(^32\) Let us describe and confine our attention to the former. In contrast to a semi-conductor, the semimetal’s/ graphene’s valence and conduction bands possess a small overlap permitting novel electronic and transport properties. Notably, a chirality can be governed at the Weyl nodes, which serve as topological charges formed from a Berry’s curvature in crystal quasi-momentum space.\(^33,34\) A relativistic massless Weyl-like fermionic quasi-particle excitation and spectrum were discovered in a 2+1 dimensional graphene\(^35\) and a 3+1 dimensional semimetal.\(^5,6,36,37\) Accordingly, the anomaly was thought to be found in a Weyl semimetal,\(^38\) as well as, through a negative magnetoresistance\(^39\) signature, the CME was thought to be found in a semimetal.\(^9\)

In the strong magnetic fields present in off-central heavy-ion collisions, the CME is thought to be observable due to a local parity violation. Even though topological fluctuations are not directly observable in collisions, charge asymmetries of event-by-event correlations may be observable.\(^40\) Such measurements have been performed by groups STAR at the RHIC\(^41\) and ALICE at the LHC.\(^42\) However, while results are consistent with local parity violation and the CME, background interference cannot be mitigated, and thus verification of the CME in colliders cannot be accomplished quite yet.\(^40\)

In addition, the magnetic fields can also induce a chiral current, which is named Chiral Separation Effect (CSE).\(^23,43,44\) The collective modes of CME combined with CSE are called Chiral Magnetic Waves, which are also an important topic in relativistic heavy ion collisions.\(^45,46\) There are also many higher order nonlinear quantum phenomena related to electromagnetic fields, e.g., the chiral electric or Hall separation effects\(^47–50\) and other effects coupled to the gradient of temperature or chemical potentials.\(^51–59\)
There are two ways to investigate the CME and other chiral transport phenomena. The microscopic description of the CME is called the chiral kinetic theory (CKT), which is the quantum kinetic theory for the massless fermions. CKT can be derived from the path integrals,\textsuperscript{60–63} effective theories,\textsuperscript{64–68} Wigner function approaches\textsuperscript{69–77} and world-line formalism.\textsuperscript{78,79} Based on CKT, several numerical simulations for relativistic heavy ion collisions appear.\textsuperscript{80–87} The quantum kinetic theory for the massive fermions\textsuperscript{88–94} and collisional terms\textsuperscript{95,96} are also widely discussed recently.

Another way to study CME is through the macroscopic effective theories based on the hydrodynamic equations coupled to the Maxwell’s equations. One framework is named the relativistic magnetohydrodynamics,\textsuperscript{97–103} which has been widely used in astrophysics. The recent studies have been extended to the system in the presence of CME and chiral anomaly.\textsuperscript{102,103} There are also several numerical simulations of ideal relativistic magnetohydrodynamics in the relativistic heavy ion collisions.\textsuperscript{104,105} Beyond the ideal fluid, the second order magnetohydrodynamics including the dissipative effects are studied via the Grad’s momentum expansion.\textsuperscript{106,107} Another macroscopic framework is named Anomalous-Viscous Fluid Dynamics (AVFD),\textsuperscript{108–110} where the magnetic fields are considered as the background fields. There are also many studies of the CME in a perturbation aspect of the quantum field theory\textsuperscript{111–115} and the chiral charge fluctuation.\textsuperscript{116–118} For more discussion on CME and other related topics, one can also see the recent reviews\textsuperscript{119–129} and reference therein. Having explored some aspects of the anomaly and the CME, let us explore the Schwinger mechanism, and then we can establish their connection.

3. Schwinger Mechanism

In the presence of a strong background electric field, the QFT vacuum is thought unstable against the production of particle anti-particles in what is known as the Schwinger mechanism.\textsuperscript{28,130,131} The mechanism had its beginnings as a solution to the Klein paradox,\textsuperscript{132} which highlighted the particle non-conserving properties of relativistic QFTs. The Schwinger mechanism may be classified as a QFT instability; others include Hawking radiation,\textsuperscript{133} the Unruh effect,\textsuperscript{134} pair creation from inflation, e.g., in a Robertson Walker metric, and spontaneous symmetry breaking.\textsuperscript{135} Moreover, the Schwinger mechanism may prove indispensable in that it might be used to access such other QFT instabilities; e.g., gravitational effects in Hawking radiation could be mimicked.\textsuperscript{136} Schwinger pair production is thought to take place not only in QED but also in Yang-Mills theories,\textsuperscript{137–139} and is thought to lead to hadronization stemming from a breaking of chromoelectric flux tubes.

To understand the Schwinger pair production simply, let us make use of a Dirac sea picture. See Fig. 2. It can be seen that under an electric field, with strength $E$, that the Dirac spectrum is tilted by $Ex_3$, allowing a quantum tunneling of the mass gap that creates a particle anti-particle pair. A characteristic tunneling length must be passed that is proportional to the critical electric field. Not only
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Fig. 2. The Schwinger mechanism in a Dirac sea picture. Dirac spectrum is given for symbolic coordinate, \( x_3 \), the direction of electric field. Excitations (holes) represent particles (anti-particles) whose traversal of the mass gap is made possible owing to the virtue of the electric field, that acts to tilt the spectrum.

From a Dirac sea picture, but also from an intuitive classical perspective can one understand Schwinger pair production. Consider a representation of the vacuum as being composed of virtual particle anti-particle pairs in a condensate, then an electric field may impart work to the pair separating and accelerating them apart.

One may identify a vacuum instability through inequivalent vacuum states at asymptotic times, i.e., \( \langle \text{in} \rangle \neq \langle \text{out} \rangle \) at \( t_{in} \) and \( t_{out} \) respectively. An S matrix element calculation predicting the vacuum stay the vacuum provides a measure of a vacuum instability, or rather what is more is the calculation predicting anything but the vacuum appear in the out state: It is referred to as the vacuum non-persistence and is given by the probability \( P = 1 - |\langle \text{out}|\text{in} \rangle|^2 \). \( \langle \text{out}|\text{in} \rangle \) here, confining our attention, is given by the QED partition function in a background field,

\[
c_v := \langle \text{out}|\text{in} \rangle = \int \mathcal{D}\bar{\psi}\mathcal{D}\psi \exp \left\{ i \int d^4x \left[ \bar{\psi} \left( i\frac{\partial}{\partial x} - m \right) \psi \right] \right\}. \tag{2}
\]

Then casting the partition function as an effective action, \( e^{i\Gamma} := c_v \), the vacuum non-persistence becomes

\[
P \approx 2\text{Im}\Gamma, \tag{3}
\]

for small imaginary parts of \( \Gamma \). Turning our attention to the Schwinger mechanism, the vacuum non-persistence in a homogeneous electric field with strength, \( E \), for fermions with mass, \( m \), is

\[
P \propto \exp \left( -\frac{\pi m^2 c^3}{e E \hbar} \right). \tag{4}
\]

Here SI units have been used to highlight the electric field strength required to see Schwinger pair production. Indeed the required field strength is large, in excess of modern capabilities, and therefore the Schwinger mechanism has yet to observed. But, special temporally inhomogeneous field profiles have shown promise to overcome this difficulty.
Let us digress shortly on “dynamically assisted” fields. Keldysh first found a temporal inhomogeneity in the electric field would lessen the threshold for pair production, effectively relying on a combination of perturbative and non-perturbative components. Then motivated by Keldysh’s work a dynamically assisted combinatorial field with both a strong amplitude and low frequency component as well as a weak amplitude and high frequency component was studied, which dramatically improved the probability for pair production. The dynamical mechanism and its spin-dependence have also been studied in a perturbative Furry picture, as well as numerically. A kinetic theory with usage of the dynamical mechanism, and the momenta spectra were also studied.

Eq. (4) reflects an exponentially quadratic mass suppression, and is the indicative feature of the Schwinger mechanism. In homogeneous fields the factor should be present for observables where the Schwinger mechanism plays a role. Also, let us use Eq. (4) to illustrate the non-perturbative nature of the Schwinger mechanism; this can be seen from the gauge coupling constant $e$. Schwinger pair production cannot be seen at any order in perturbation theory. Verification or falsification of the Schwinger mechanism is highly sought and some environments thought capable include condensed matter systems, high powered lasers, and heavy ion collisions.

Condensed matter environments such as for Weyl/Dirac semimetals, or graphene for the potential observation of the Schwinger mechanism are desirable due to a considerably reduced energy gap. In condensed matter environments Schwinger pair production is facilitated through a Landau Zener transition. In place of the positive continuum (Dirac sea) lies the conduction (valence) band. While semimetals and graphene have little or no energy gap, a doped semimetal may possess a tunable gap. Then for gap, $\Delta$, one can find for the condensed matter analog the non-persistence probability has the form $P \approx \exp\left(-\frac{\pi \Delta^2}{v_F \hbar e E}\right)$. In addition to a lessening of the critical field strength, inhomogeneous fields too may prove beneficial not only in condensed matter but also in QED.

Direct observation of the Schwinger mechanism is theoretically achievable in high powered lasers, and it is an essential task to pursue. Experimentation can be managed with either sole use of lasers or through a laser particle beam collision. Strong QED is actively being studied at numerous high powered laser facilities including the Extreme Light Infrastructure (ELI) and the X-ray Free-Electron Laser Facility (XFEL) in DESY; experimental outlooks are provided in Refs. 136, 162, 163. However, peak electric fields produced are still order of magnitude, i.e. $\sim 10^{-2}$, lower than is the critical electric field required for Schwinger pair production, $\sim 1.3 \times 10^{18} V/m$. More so, realistic modeling of high powered laser beams are highly inhomogeneous require numerical modeling: e.g., see Ref. 166.

On the other hand, the electromagnetic fields generated in relativistic heavy ion collisions are at the order of a few $m_\pi^2$ with $m_\pi$ the mass of the pion meson. Since the quantum electromagnetic dynamics dominates in the ultra-peripheral col-
lions (UPC), those experiments may provide a nice and possible platform to study
the non-linear effects of QED.\(^{171–175}\)

With an understanding of the anomaly and Schwinger mechanism in hand, let
us examine more closely how chirality may be spawned through pair production.

4. Heuristic Chirality Generation: Anticipations and Challenges

As anticipated earlier fascinating physics emerge with the addition of a parallel
magnetic field into an electric field. Whereas the electric field gives rise to produced
pairs through the Schwinger mechanism, the magnetic field projects the pairs’ spins
onto itself producing a net chirality. Let us begin with a cursory look at this process,
starting with the Schwinger mechanism in parallel homogeneous fields.

Parallel homogeneous fields allow us to study a parity-violating configuration
without being encumbered by technical difficulties. Also, it has been reasoned such
fields may give rise to a net chirality through the Schwinger mechanism.\(^{13}\) The
parallel homogeneous fields we use are in the \(x^3\) direction:

\[
\vec{B} = B \hat{x}^3, \quad \vec{E} = E \hat{x}^3.
\]  

(5)

The usage of homogeneous fields is just in that in ion-ion collisions, related chro-
mo-electromagnetic flux tubes are thought to form in the glasma.\(^{11,12}\)

A measure of Schwinger pair production is provided through the imaginary part
of the effective action, the vacuum non-persistence, Eq. (3). The relation describing
a single particle anti-particle pair is given by a

\[
2\text{Im}\Gamma \approx Vt\omega,
\]  

(6)

where \(\Gamma\) is the effective action and \(V\) and \(t\) are the volume and time measures of the
system. \(\omega\) is the probability that a pair is produced in a given unit space-time. For
the case of our homogeneous fields, Eq. (5), Schwinger’s formula is famously known
as (see e.g., Ref. 178)

\[
\omega = \frac{e^2 EB}{4\pi^2} \coth\left(\frac{B}{E}\pi\right) \exp\left(-\frac{\pi m^2}{eE}\right).
\]  

(7)

The Landau levels are contained in the cotangent function, and moreover in the
lowest Landau level approximation (LLLA), Schwinger’s formula can be seen to
resemble the non-conservation of chirality for the chiral anomaly. This is not coin-
cidental we will show throughout this review.

The intuitive picture of chirality generation via the Schwinger mechanism is
as follows: Particle anti-particles pairs are spawned from the vacuum from the
Schwinger mechanism. And in a strong magnetic field parallel to the electric field,

\[\text{Note here only the lowest order pole in the effective action is considered to make the single pair}
\text{interpretation valid. Actually, the probability of a single pair generated is given as a geometric}
\text{series over all poles,}^{176}\text{ and the imaginary part of the effective action predicts any number of pairs}
\text{generated from the vacuum. See also Refs.}^{16,177} \]
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Fig. 3. Cartoon of chirality production from the Schwinger mechanism. A LLLA is taken, and pairs of produced particles will have their spins aligned with the magnetic field, therefore setting up a net chirality, $\Delta N_5 = 2$, c.f., Fig. 1.

such that the LLLA may be taken, the particles’ spins will be projected to the magnetic field such that a net chirality be generated. In Fig. 3, a cartoon of a produced pair can be seen; there a net chirality of $\Delta N_5 = 2$ is produced. Also, one needn’t assume massless fermions; with only the lowest Landau level being occupied, an effective dimensional reduction will occur, and chirality will be fixed. Let us also digress on the conventions of chirality, as is also outlined in Ref. 4. Massless, or massive in a LLLA, particles with right-handed helicity (spin and momentum are parallel) have right-handed chirality. Whereas anti-particles with left-handed helicity, (spin and momentum are anti-parallel), have right-handed chirality. Therefore $\Delta N_5$ can be read as the total number of right-handed helicity particles and anti-particles minus the total number of left-handed helicity particles and anti-particles.

We can also benefit from a Dirac sea perspective of the chirality generation process from pair production, as is commonly invoked to explain the Schwinger mechanism. We did so in Fig. 2, however, a coordinate representation was used there. Here we use a momentum representation. A key point in Fig. 2 is that the electric field augments the spectrum, enabling a traversal of the mass gap—a tunneling phenomenon. And an important aspect of the anomaly is a QFT vacuum instability, making possible a non-conservation of chirality.

The energy dispersion relation for massive fermions in parallel fields can be seen in Fig. 4. Again, a LLLA is assumed and hence we have a definite projection of helicity. In the electric field a particle may tunnel from the Dirac sea, leaving an anti-particle in its place. Then due to the strong magnetic field only particles with right-handed chirality and anti-particles with left-handed chirality can be formed; a chirality non-conservation forms as indicated by the axial Ward identity. The infinite Dirac sea supplies particle non-conservation and in turn the anomaly through tunneling. The challenge, we will find, is in the determination of expectation values. Depending on how the vacuum states are constructed, different physics emerges.

Let us quantify the heuristic picture. One may expect for the probability density in unit time of pairs to be produced, in parallel fields, Eq. (7), under the LLLA, to
Fig. 4. Dirac sea dispersion relation in momentum space. Dimensional reduction for the massive fermion system is made possible due to the LLLA. Particles tunnel from the Dirac sea leaving anti-particles in their place. Only right-handed particles and left-handed anti-particles are formed, setting up a net chirality.

give rise to the following non-conservation of chiral density:

\[ \omega = \frac{e^2 EB}{4\pi^2} \exp\left(-\frac{\pi m^2}{eE}\right) \sim \frac{1}{2} \partial_0 n_5, \]  

as illustrated in Ref. 13. Here the chiral density, \( n_5 \), is the expectation value—to later be defined concretely—of the axial current,

\[ j_5^\mu := \bar{\psi} \gamma^\mu \gamma_5 \psi. \]  

The axial Ward identity is exact at the operator level and reads,

\[ \partial_\mu j_5^\mu = -\frac{e^2}{16\pi^2} \epsilon^{\mu\nu\alpha\beta} F_{\mu\nu} F_{\alpha\beta} + 2m\bar{\psi}i\gamma_5 \psi. \]  

Then for our field configuration, Eq. (5), we find the expectation value of the above becomes

\[ \partial_0 \langle j_5^0 \rangle = \frac{e^2 EB}{2\pi^2} + 2m\langle \bar{\psi}i\gamma_5 \psi \rangle. \]  

The discrepancy stems when one performs actual calculation for the above. Notably, Schwinger first performed the calculation of the pseudoscalar condensate in Ref. 28, while studying the neutral meson and proton, to find

\[ \bar{P} := \langle \bar{\psi}i\gamma_5 \psi \rangle = -\frac{e^2 EB}{4\pi^2 m}. \]  

What is more is that when using the above calculation in the axial Ward identity, Eq. (11), we find \( \partial_0 \langle j_5^0 \rangle = 0! \) When compared to the heuristic picture, Eq. (8), we find an enigma:

\[ n_5 \neq \langle j_5^0 \rangle. \]  

This is valid for any \( m \), including massless fermions. It is often the case that \( m\langle \bar{\psi}i\gamma_5 \psi \rangle \) is dropped for \( m \to 0 \) theories, but we can see here that the step is
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Fig. 5. Sauter potential as an example of an inequivalent vacuum state profile. \(E_z(t) = E \cosh^{-2}(t)\) and \(A_z(t) = -E \tanh(t) + E\). Note that while the field vanishes at \(t \to \pm \infty\), the gauge does not.

unjustified. Let us also point out, massless Abelian theories differ from \(m \to 0\) theories in that the former has a completely shielded electric charge. A resolution to the above enigma, we will demonstrate, can be had with an identification of vacuum states. Depending on the makeup of the vacuum states, expectation values can differ markedly, both quantitatively and through physical interpretation.

5. Vacuum States and Expectation Values

There are implications for expectation values derived from fields and their gauges whose behavior differs at asymptotic times. This is even the case, for example, for the Sauter potential. Note that we, rather, use homogeneous fields throughout this review. Even though the field disappears in the asymptotic limits the gauge does not; see Fig. 5. If then the background field differs at its asymptotic limits, then the corresponding vacuum states too are affected. This leads to a vacuum instability, and for the case of a background electric field, manifests itself as the Schwinger mechanism. The differing vacuum states are characterized as \(|\text{in}\rangle \neq |\text{out}\rangle\). Naïve usage of vacuum states under a vacuum instability in the calculation of expectation values may lead to physical interpretations being marred. This we will show was the case for the pseudoscalar condensate, Eq. (12). Let us emphasize, there is nothing wrong with the calculation leading to Eq. (12). In fact, its physical interpretation is profound, we will show. But, how might one calculate values in accordance with our heuristic understanding? This is accomplished by noting that the Schwinger mechanism is an inherently out-of-equilibrium phenomenon. And as such, calculations therein can only be had with techniques with out-of-equilibrium capacity. The in-in formalism provides a means. The formalism’s usage is intuitive as well in that expectation values are manifestly real and coincide with quantum mechanical expectation value definition.

We employ two vacuum state expectation value types throughout this review, both the conventional in-out and in-in types, which we contrast for operator, \(\mathcal{O}(t)\), as

\[
\langle \mathcal{O} \rangle := \frac{\langle \text{out} | \mathcal{O}(t) | \text{in} \rangle}{c_v}, \quad \langle\langle \mathcal{O} \rangle := \langle \text{in} | \mathcal{O}(t) | \text{in} \rangle,
\]

(14)

where the \(c_v\) is defined in Eq. (2). Here we emphasize again that the in and out vac-
uum states are defined at asymptotic times \( t_{in} \to -\infty \) and \( t_{out} \to \infty \) respectively.

One may expand Dirac operators, conveniently if they wish, at the asymptotic times with creation and annihilation operators acting on the respective vacuum state. We expanded the wave function as,

\[
\psi(x) = \sum_n a_{in}^n \phi_{in}^n(x) + b_{in}^\dagger n \phi_{out}^n(x) = \sum_n a_{out}^n \phi_{out}^n(x) + b_{out}^\dagger n \phi_{out}^n(x),
\]

(15)

where \( \phi_{+n} (\phi_{-n}) \) depicts an eigenvector of the Dirac equation with a positive (negative) energy solution and eigenvalue, \( n \). Both the in and out representations are valid over all times. The creation and annihilation operators, for example in the in basis, act such that

\[
\begin{align*}
a_{in}^n |in\rangle &= b_{in}^n |in\rangle = \langle in| a_{in}^\dagger n = \langle in| b_{in}^\dagger = 0, \\
\{ a_{in}^n, a_{in}^\dagger \} = \{ b_{in}^n, b_{in}^\dagger \} &= \delta_{nm}. 
\end{align*}
\]

(16)

with the usual anti-commutation relations applying: \( \{ a_{in}^n, a_{in}^\dagger \} = \{ b_{in}^n, b_{in}^\dagger \} = \delta_{nm} \). One may construct a similar set for the out basis as well.

For the calculation of expectation values indicated in Eq. (14), we introduce two useful respective causal propagators

\[
S_{c}^c(x, y) = i \langle T\psi(x) \bar{\psi}(y) \rangle, \]

\[
S_{c}^c_{\text{null, in}}(x, y) = i \langle\langle T\psi(x) \bar{\psi}(y) \rangle \rangle.
\]

(17)

(18)

While both of the propagators satisfy a similar differential equation,

\[
-(i\mathcal{D}_x - m)S_{c}^c_{\text{null, in}}(x, y) = \delta(x - y),
\]

(19)

their boundary conditions and behavior differ.

### 5.1. In-Out Propagator

Let us examine first the more conventional in-out propagator. As illustrated with the above arguments, expectation values sought using the in-out propagator correspond to a matrix element with ground states at asymptotic times, i.e., \( x^0 \to \pm \infty \). The meaning of such observables is fascinating in its own right and thus we elaborate in some depth later; here in this section, however, we confine our attention to the derivation of the in-out propagator.

The in-out propagator is defined from a matrix element for asymptotic in to out states, and reads in path integral form as

\[
S_{c}^c(x, y) = \int \mathcal{D}\bar{\psi}\mathcal{D}\psi \, \psi(x) \bar{\psi}(y) \exp\left\{ i \int d^4x' \bar{\psi}(i\mathcal{D} - m)\psi \right\}. \]

(20)

In contrast to the in-in propagator for inequivalent vacuum states\(^b\), the above per-

\(^b\)For equivalent vacuum states the in-out and in-in propagators coincide.
mits a formal but simple functional representation in proper time:

$$
S^c(x, y) = \langle x | \frac{-1}{i\not{D} - m} | y \rangle = (i\not{D} + m) \langle x | \frac{1}{\not{D}^2 + m^2} | y \rangle.
$$

(21)

Hats, (e.g. \(\hat{O}\)), denote operators, and are acted upon by states in 3+1 spacetime denoted with brackets. We also stress there is a small imaginary piece implicit in the mass term, \(m^2 \rightarrow m^2 - i\epsilon\), that is left out for brevity. The small imaginary piece dictates the time ordering and also guarantees convergence in the infrared limit.

The connection to Schwinger proper time\(^28\) is accomplished with a Laplace transform,

$$
\hat{O}^{-1} = i \int_0^\infty ds \exp(-i\hat{O}s),
$$

(22)

with \(s\) representing a proper time-like parameter. Using Eq. (21) one can find

$$
S^c(x, y) = (i\not{D} + m) \int_0^\infty ds g(x, y, s),
$$

(23)

$$
g(x, y, s) := i\langle x | e^{-i\hat{H}s} | y \rangle,
$$

(24)

$$
\hat{H} := \hat{D}^2 + m^2,
$$

(25)

for kernel, \(g\) and proper time Hamiltonian, \(\hat{H}\). It is convenient to express the kernel in its path integral form, and this is easily done by finding the accompanying Lagrangian, \(\mathcal{L}\), for the Hamiltonian, and also through the use of the identity

$$
\langle x | e^{-i\hat{H}s} | y \rangle = \int_{x(0)=y} D\dot{x} \mathcal{P} e^{i\int_0^s d\tau \mathcal{L}}.
$$

(26)

We can find the Lagrangian through a Legendre transform,\(^183\) where operators in Heisenberg notation, \(\hat{O}(\tau)\), follow Heisenberg equations of motion in proper time, \(\tau\), as

$$
\dot{\hat{O}} := \frac{d\hat{O}}{d\tau} = -i[\hat{O}, \hat{H}].
$$

(27)

The canonical commutation relations read \([\hat{p}_\mu, \hat{x}_\nu] = ig_{\mu\nu}\). Then using Eq. (25), we can find the velocity as \(\dot{x}_\mu = 2(\hat{p}_\mu - eA_\mu(\hat{x}))\). And the Lagrangian from the Legendre transformation, \(\hat{\mathcal{L}} = \hat{p}_\mu \frac{\partial \hat{\mathcal{L}}}{\partial \hat{x}_\mu} - \hat{H}\), is

$$
\hat{\mathcal{L}} = -\frac{1}{4} \dot{x}^2 - eA(\dot{x}) - \frac{e}{2} F(\dot{x})\sigma - m^2,
$$

(28)

where we have used a contracted notation for the Lorentz indices, e.g. \(F = F^{\mu\nu} \sigma_{\mu\nu}\) with \(F^{\mu\nu}\) being the field strength tensor and \(\sigma^{\mu\nu} := \frac{i}{2} [\gamma^\mu, \gamma^\nu]\). Finally the kernel in path integral form using Eq. (26) is identified as

$$
g(x, y, s) = i \int_{x(0)=y} D\dot{x} \mathcal{P} \exp\left\{ i \int_0^s d\tau \left[ -\frac{1}{4} \dot{x}^2 - eA\dot{x} - \frac{e}{2} F\sigma - m^2 \right] \right\},
$$

(29)

\(^4\)For path integral representations of Schwinger proper time see Refs. 181,182
where $\mathcal{P}$ indicates time-ordering for proper time $\tau$. This is the kernel of the worldline path integral, and while the above form is valid for any background QED field, at this point let us restrict our attention to the case of parallel electric and magnetic fields, Eq. (5). The in-out propagator in homogeneous parallel fields is a well-known expression, however steps worked through in its derivation will aid in later discussions.

For homogeneous fields we can factorize the kernel into both a spin factor $\Phi(s)$ and boson path integral $b(s)$ such that they are connected through proper time as in

$$g(s) = b(s)\Phi(s)\exp(-im^2s), \quad (30)$$

with

$$b(x,y,s) := \int_{x(0)=y}^{x(s)=x} Dx \exp\left\{ i \int_0^s d\tau \left[ -\frac{1}{4} \dot{x}^2 - eA\dot{x} \right] \right\}, \quad (31)$$

$$\Phi(s) := \mathcal{P} \exp\left\{ -i \int_0^s d\tau \frac{e}{2} F\sigma \right\}. \quad (32)$$

We first address the spin factor. For our choice of fields in the $x^3$ direction and with the use of Weyl gamma matrices, Eq. (1), the spin factor takes a diagonal form. The path ordering is negated simplifying matters. Here we represent the spin factor using gamma matrices as

$$\Phi(s) = \left[ \cos(eBs) + i \sin(eBs)\sigma^{12} \right] \times \left[ \cosh(sEs) + \sinh(sEs)\gamma_5\sigma^{12} \right], \quad (33)$$

with $\sigma^{12} = \text{diag}[1, -1, 1, -1]$. Then all that is needed to solve the in-out propagator is to determine the boson path integral.

In homogeneous fields the boson path integral, Eq. (31), has an exact solution in steepest descents owing to the quadratic form of coordinates in the action. We use the Fock-Schwinger gauge,

$$A_\mu(x) = -\frac{1}{2} F_{\mu\nu} x^\nu. \quad (34)$$

We can evaluate the path integral through steepest descents; we expand $x$ about the classical path, $x^{cl}$, such that $x_\mu(\tau) = x^{cl}_\mu + \eta_\mu(\tau)$. For small fluctuations, $\eta$. The fluctuations disappear at the endpoints, $\eta(0) = \eta(s) = 0$. Then for the worldline action, $S_b = \int_0^s d\tau [-\frac{1}{4} \dot{x}^2 - eA\dot{x}]$, one can find Eq. (31) becomes

$$b(x,y,s) = e^{iS_b(x^{cl})} \mathcal{F}, \quad (35)$$

$$\mathcal{F} := \int D\eta \exp\left\{ i \int_0^s d\tau \left[ -\frac{1}{4} \dot{\eta}^2 + \frac{1}{2} \eta e F\eta \right] \right\}. \quad (36)$$

The classical equation of motion for the boson worldline action is simply the Lorentz force equation

$$\dot{x}^{cl}\mu(\tau) = 2e F_{\mu\nu}^{cl} x^{cl\nu}(\tau), \quad (37)$$
with solution, \( \dot{z}^{cl\mu}(\tau) = [e^{2eF}\tau]^{\mu}_{\nu}\dot{z}^{cl\nu}(0) \). Then for the displacement
\[
z := x - y, \quad (38)
\]
and taking note of the boundary conditions for the boson path integral one can find that \( \int_{0}^{s} d\tau \dot{z}^{cl\mu}(\tau) = z^{\mu} \). Also it can be found that \( (e^{2Fs} - 1)^{\mu}_{\lambda}\dot{z}^{cl\lambda}(0) = 2F^{\mu}_{\lambda}z^{\lambda} \).

Last, using the above relationships one can find the for the classical worldline action
\[
\varphi := S_b(x^{cl}) = \frac{1}{2} x eFy - \frac{1}{4} \frac{1}{s} \coth(eFs) eF z \quad (39)
\]
\[
= \frac{1}{2} x eFy + \frac{1}{4} \left[ (z_3^2 - z_5^2)eE \coth(eEs) + (z_1^2 + z_2^2)eB \cot(eBs) \right]. \quad (40)
\]

Let us point out that all the gauge dependence resides in the \( xeFy \) term, and also that after application of the covariant derivative acting on the kernel, the classical worldline action vanishes as \( x \to y \).

One may calculate the fluctuation prefactor, Eq. (36), by expanding about Fourier modes, i.e.:
\[
\eta_{\mu}(\tau) = a_{\mu 0} + \sum_{n=1}^{\infty} \left[ a_{\mu n} \cos \left( \frac{2\pi n\tau}{s} \right) + b_{\mu n} \sin \left( \frac{2\pi n\tau}{s} \right) \right]. \quad (41)
\]

After some steps, and equipped with the free field solution,
\[
\int D\eta e^{i \int_{0}^{s} d\tau \left[ -\frac{1}{4} \dot{\eta}^2 \right]} = -i/(4\pi s)^2, \quad (42)
\]

it can be found the fluctuation prefactor becomes
\[
F = -i \frac{e^2 EB}{(4\pi)^2} \sin^{-1}(eBs) \sinh^{-1}(sEs). \quad (43)
\]

Finally, we may gather all the terms to find the kernel, Eq. (24), as
\[
g(x, y, s) = \frac{e^2 EB \exp[-im^2 s + i\varphi(x, y, s)]}{(4\pi)^2} \frac{1}{\sin(eBs) \sinh(eEs)} \Phi(s), \quad (44)
\]

with spin factor given in Eq. (33). Using proper time methods we have at our disposal a wealth of physics described in a compact expression. All the physics of the Schwinger mechanism is contained in the kernel. Let us illustrate that by making the connection to Schwinger’s formula, Eq. (7). The effective action may be expressed as
\[
\Gamma[A] = -i \text{Tr} \ln(i\slashed{D} - m) \quad (45)
\]
\[
= \frac{1}{2} \text{tr} \int d^4x \int_{0}^{\infty} \frac{ds}{s} g(x, x, s). \quad (46)
\]

Then evaluating for the imaginary part, taking only the contribution of the lowest order pole at \( s = -\pi/eE \), and using Eq. (6), one can find Schwinger’s formula, Eq. (7). Also, all the spin structure of the system is contained in the spin factor. And last, all the Landau levels are kept in the \( \cot(eBs) \) functions. The kernel and the in-out propagator are exact to one loop. For extensions to QCD see Ref. 186. The in-in propagator may be cast in a similar form, in fact with just a modification to the proper time integral in \( s \).
Fig. 6. In-in propagator contours in proper time, $s$. $\Gamma^>$ and $\Gamma^<$ are valid for positive and negative $z_3$ respectively. Contours near the real axis lie slightly below it.

5.2. In-In Propagator

The proper time representation of the in-out propagator is compact and it would be advantageous to do the same for the in-in propagator. This has fortunately been accomplished by Fradkin et. al. in Ref. 176, and they find the only modification of which in comparison to the in-out case is an augmentation of the proper time integral.

There it is found the in-in propagator can be cast into a Schwinger proper time representation, where the in-out contour has been subsumed into the overall contour, as

$$S_{\text{in}}^c(x, y) = (i\mathcal{D}_x + m) \int_{\text{in}} ds g(x, y, s)$$

$$\int_{\text{in}} ds := \left[ \theta(z_3) \int_{\Gamma^>} ds + \theta(-z_3) \int_{\Gamma^<} ds \right].$$

The contours are given in Fig. 6. We have acquired Heaviside theta function arguments in the proper time integral and kernel. The arguments are important in that they give rise to the real-time dependence in our out-of equilibrium formulation. We further illustrate their nature with concrete examples in the coming sections.

Recently, we have found the deep connection between the in-in propagator in Eq. (48) and famous Schwinger-Keldysh (closed-time-path) formalism.187,188 We can also derive the Eq. (48) through the analyzing the Bogoliubov coefficients of in and out states 176. We will present these results somewhere else. We have introduced both the in-out and in-in formalisms, and now let us examine their differences and characteristics.
5.3. In-Out and In-In Expectation Values

Let us consider a Wick rotation of the Lagrangian, e.g., as provided in Eq. (2), such that $x^0 = -ix^4$. Naturally, this describes a Euclidean QFT at zero temperature, with action
\[ \int_0^\beta dx^4 \int d^3x [\overline{\psi}(iD - m)\psi], \]
and hence in equilibrium. And thus in-out observables should correspond to a Euclidean equilibrium picture. Furthermore, owing to the periodicity of Euclidean time, the Euclidean partition function and hence its vacuum states too ought to follow periodicity, i.e., $\langle x^4_{\text{in}} = 0 \rangle = \langle x^4_{\text{out}} = \beta \rangle$.

In spite of the above straightforward arguments, an interpretation of Euclidean equilibrium for in-out observables has subtleties.

A merit of the in-in or Schwinger-Keldysh formalism is the guarantee of real observables for single bilinear fermion fields provided through the Hermiticity of their construction. This, however, is not the case for in-out observables; there one can find $\langle \overline{\psi} O \psi \rangle \neq \langle \overline{\psi} O \psi \rangle^\ast$, even for certain Hermitian $O$. And we will show with a concrete example imaginary pieces can reside in in-out observables. This problem is present in cosmological applications as well, where an in-out construction may give way to a complex metric, making physical interpretation challenging.\(^{189}\)

The source of the problem stems from a Wick rotation under an electric field. Strictly speaking, a Euclidean QFT is defined under $U_A(1)$ with all fields real—and hence complex in Minkowski space. In our case, we began with all real fields in Minkowski space then after a Wick rotation one would find complex fields in Euclidean space; thus enlarging the gauge group. Indeed, an imaginary electric field in Euclidean space is generally utilized in the study of Schwinger pair production.\(^{190,191}\) And more generally the sign problem, as is readily the case in a Euclidean metric, is a necessary ingredient for Schwinger pair production to occur. Despite the above reasoning, for the most physically relevant observables, outlined below, no imaginary piece is found and therefore the interpretation of Euclidean equilibrium holds. And for any case, that the in-out formalism not predict any produced pairs in the out state always holds. Having both the in-out and in-in propagator at our disposal, let us proceed with the evaluation of chiral related expectation values.

6. Axial Ward Identity

Having determined the importance of vacuum states in the determination of expectation values, and their (out-of) equilibrium nature, let us proceed with concrete calculations. We begin with the enigma, Eq. (13), or rather the axial Ward identity, Eq. (11). We will illustrate how the controversy is solved using Schwinger proper time methods both in and out-of equilibrium as discussed in previous sections. The determination of the axial Ward identity in homogeneous fields is entirely dictated by the pseudoscalar condensate term. This is because $\langle \epsilon^{\mu\alpha\beta} F_{\mu\nu} F_{\alpha\beta} \rangle = \langle \langle \epsilon^{\mu\alpha\beta} F_{\mu\nu} F_{\alpha\beta} \rangle \rangle = \epsilon^{\mu\alpha\beta} F_{\mu\nu} F_{\alpha\beta}$.

We first address the equilibrium or in-out pseudoscalar condensate. The result was written above without proof in Eq. (12). Here, let us examine the quantity in the context of Schwinger proper time. And, indeed Schwinger was the first to examine...
the pseudoscalar condensate through such means.\textsuperscript{28} Using the in-out propagator, Eq. (21), we have the compact expression for the pseudoscalar condensate in parallel homogeneous fields, Eq. (5),

\[ \bar{P} := \langle \bar{\psi}i\gamma_5\psi \rangle = -\lim_{y \to x} \text{tr}[\gamma_5S^c(x, y)]. \] (49)

Evaluation of the above can be readily done. Let us begin by noting that the portion of the covariant derivative, $\mathcal{D}$, acting on the kernel, $g$, in $S^c$ vanish owing to the fact that an odd number of gamma matrices vanish under a trace. In fact, we will find more generally that this term vanishes for point split expectation values due to translational symmetry, i.e., $g(x, y) = g(x - y)$. For the remaining mass dependent term in the pseudoscalar condensate we also find a cancellation from the term of the spin factor, after taking the Dirac trace, and the boson path integral fluctuation term. The remaining form reads

\[ \bar{P} = -\lim_{y \to x} \frac{me^2EB}{(4\pi)^2} \int_0^\infty ds e^{-im^2s+i\varphi(x, y, s)} = -\frac{e^2EB}{4\pi^2m}. \] (50)

Even despite the essential singularity in $\varphi$, after taking the $x \to y$ limit all terms with $z$ dependence vanish; we will show this step shortly. Using the above and Eq. (11), one can find that the axial Ward identity

\[ \partial_0 \bar{n}_5 := \partial_0 \langle \bar{\psi}\gamma^0\gamma_5\psi \rangle = 0, \] (51)

predicts a conservation of chirality for any mass. It is quite astonishing that this should be the case. We will find that the enigma and the above relationship are resolved using an in-in, or out-of equilibrium, formalism. And thus, the chiral anomaly persists as expected; see Eq. (8). However, we find here in Euclidean equilibrium no such non-conservation, suggesting the anomaly only exist out-of equilibrium. One may anticipate such a scenario in the context of a condensed matter system for the CME, a close relative of the anomaly. There the disappearance of the CME in equilibrium, but its reemergence out-of equilibrium is well-known.\textsuperscript{192} And the same phenomenon is echoed here for the anomaly. One can see why Eq. (51) should hold for the massless case: Topological properties are independent of a $\theta$ term and hence a nonzero topological charge or net chirality would not be expected.

Eq. (51) is valid for any mass and thus the pseudoscalar term should always be kept, even for small masses in QED and QCD. However, one may discover the effects of a mass on the axial Ward identity through the use of nonequilibrium techniques. Also, in doing so, we can resolve the enigma and show the dependence of the chiral anomaly on the Schwinger mechanism. To reiterate, in-out, or Euclidean equilibrium, expectation values predict no pairs of particles in the out state generated via the Schwinger mechanism, whereas in-in, or out-of equilibrium, expectation values predict any number of pairs.

In analogy to the in-out case, Eq. (49), let us directly calculate the out-of equilibrium pseudoscalar condensate using the in-in propagator, Eq. (48),

\[ P := \langle \bar{\psi}i\gamma_5\psi \rangle = -\lim_{y \to x} \text{tr}[\gamma_5S_{\text{in}}^c(x, y)] \]
\[ P = -4i \frac{me^2EB}{(4\pi)^2} \left[ \int_0^\infty ds - \int_{-\frac{i\pi}{eE}}^{\frac{i\pi}{eE}} ds \right] e^{-im^2s}, \]  

in agreement with the heuristic expression, Eq. (8). Note that the rigorous way to evaluate Eq. (52) is to integrate over \( \Gamma^> \) and \( \Gamma^< \) first and then take the \( z_3 \to 0 \) limit as we will show in a later calculation of \( j_{\mu 5}^\mu \).

Chirality has been generated through the Schwinger mechanism. Likewise, using Eq. (11), one can find for the in-in out-of equilibrium axial Ward identity,

\[ \partial_0 n_5 := \partial_0 \langle \bar{\psi} \gamma^0 \gamma_5 \psi \rangle = \frac{e^2EB}{2\pi^2} \exp\left(-\frac{\pi m^2}{eE}\right). \]

We have recovered the chiral anomaly, and also shown its dependence on mass. We also find that only the Schwinger mechanism has contributed to the non-conservation of chirality. We also point out that Eq. (53) was also inferred from the axial Ward identity in Ref. 15.

It is also interesting to draw the connection between the proper time formalism and the Fujikawa method, so we digress here. The Fujikawa method entails that the anomaly arises from the QFT path integral measure after performing a chiral rotation. The method predicts the anomaly despite usage of massless fermions. Important in the Fujikawa method is the careful regularization of the functional trace of \( \gamma_5 \). And, in fact, this same heat-kernel regularization process is present in the Schwinger proper time construction: It is the ultraviolet, or small \( s \), limit.

It is instructive to confirm our previous results on the axial Ward identity by directly calculating the chiral density. Doing so, we will find, provides insight into the real-time nature of our out-of equilibrium observables. As before, however, let us address the Euclidean equilibrium case first; the chiral current, with \( \bar{n}_5 \) being the density, is in proper time notation

\[ \bar{J}_5^\mu := (\bar{\psi} \gamma^\mu \gamma_5 \psi) = i \lim_{y \to x} tr[\gamma^\mu \gamma_5 S^e(x, y)]. \]

Such a term we can show for our fields, Eq. (5), vanishes, and is therefore in agreement with Eq. (51). Noting again that the trace of an odd number of Dirac matrices vanishes we can see that only the covariant derivative piece remains,

\[ \bar{J}_5^\mu = -i \lim_{y \to x} tr[\gamma^\mu \gamma_5 \delta_x \int_0^\infty ds g(x, y, s)]. \]
Fig. 7. Proper time contour rearrangement using Cauchy’s integral theorem to imaginary values. Convergence is provided by the $m^2 - i\epsilon$ term. Singularities can be found at $s = -\frac{n\pi}{eE}$ for $n = 1, 2, ...$

It is known that in homogeneous fields such a term should be zero; see e.g. Refs. 176, 194, and this is because of translational symmetry. However, let us show why it should be the case. Allowing the covariant derivative act on the kernel one can find

$$\mathcal{D}_x g(x, y, s) = (\partial_\mu - \frac{i}{2} eF_{\mu\nu} x^\nu) \gamma^\mu g(x, y, s)$$

$$= -\frac{1}{2} \left[ i eF_{\mu\nu} + (\coth(eFs)eF)_{\mu\nu} \right] z^\nu \gamma^\mu g(z, s),$$  \hspace{1cm} (57)

and hence a factor $z$ is present. Then so long as the kernel be analytic as $x \to y$, Eq. (57) should go to zero as $x \to y$. Outside of the singularities this will clearly be the case, however near the singularities we expand about the poles and then take the limit. Note, we have defined the Schwinger proper time contour so that it lies slightly below the real axis. The singularities in the kernel, $g$, can be seen in Fig. 7; where we have rotated the contour to imaginary $s$. There are essential singularities at $-\frac{n\pi}{eE}$ for $n = 1, 2, ...$ in $\varphi$ encased in semicircle contours. We expand about the poles and apply the following residue formula for pole $n$ for their treatment:

$$- i\pi \text{Res} \left( g, -\frac{n\pi}{eE} \right) = -\frac{i\pi}{(n-1)!} \lim_{s \to 0} ds^{n-1} \left[ (s + \frac{i n\pi}{eE}) g(s) \right].$$ \hspace{1cm} (58)

However, with the application of the covariant derivative and upon taking the $x \to y$ limit one can find

$$\lim_{y \to x} \mathcal{D}_x \text{Res} \left( g, -\frac{n\pi}{eE} \right) = 0.$$

(59)

Therefore, we find that the Euclidean equilibrium chiral density, $\bar{j}_5^\mu$, vanishes and thus is in agreement with Eq. (51) and the vanishing of the anomaly in equilibrium. However, as anticipated earlier the out-of equilibrium chiral density does not vanish.

The in-in, or out-of equilibrium, chiral density is

$$\bar{j}_5^\mu := \langle \bar{\psi} \gamma^\mu \gamma^5 \psi \rangle = i \lim_{y \to x} \text{tr} \left[ \gamma^\mu \gamma_5 S_\text{in}^\mu(x, y) \right].$$ \hspace{1cm} (60)
Observing that the trace of an odd number of gamma matrices vanishes,

\[ j_5^\mu = -i \lim_{y \to x} \text{Tr}[\gamma^\mu \gamma_5 \Psi_x \int_{i\epsilon}^\infty ds g(x, y, s)]. \]  

(61)

We find the key difference with the in-in formalism and Eq. (56) is an augmentation of the proper time contour to include \( \theta(\pm z_3) \). Whereas before, Eq. (59), we found that the kernel, after being acted on by a covariant derivative and \( x \to y \) limit, vanished, here we find real-time dependence arises from a phase space factor. Let us rearrange the proper time contours given above for both \( \Gamma_< \) and \( \Gamma_> \) as done in Fig. 7; what remains is a semicircle contour about \( s = -i\pi/eE \). We denote the semicircle contour as \( \int_{\gamma^h} \); see Fig. 8 for the semicircle, as well as other contours used later. In contrast to the Euclidean equilibrium case, we find certain residues do not disappear after taking the \( x \to y \) limit. Let us illustrate that fact with a sample encountered integral:

\[ I_h = \int_{\gamma^h} ds e^{-im^2 s+i\varphi(x,y,s)} \coth(eEs). \]  

(62)

We first shift the proper time argument such that \( s \to s' + \frac{i\pi}{eE} \) and keep only leading terms in \( z \) for small \( z \) in the integrand, to find

\[ I_h \approx e^{-\frac{m^2}{eE}} \int_{\gamma^h} \frac{ds}{eEs} e^{-\frac{i}{eE}(z_3^2 - z_0^2)} \]  

(63)

\[ = e^{-\frac{m^2}{eE}} \int_{-\infty}^{\infty} \frac{d\eta}{eE\eta} e^{-\frac{i}{eE}(z_3^2 - z_0^2)\eta} = -\frac{2\pi i}{eE} \theta(z_3^2 - z_0^2) e^{-\frac{m^2}{eE}} \]  

(64)

where in the second step we have made the change of variables, \( \eta = 1/s \), leading to a Heaviside function. One may perform a similar set of computations to find integrals without the \( \coth(eEs) \) factor in the integrand, from the spin factor, Eq. (33), vanish in the \( x \to y \) limit. Let us also mention in passing that one could also use the relation for the singularity, \( \int_{\gamma^h} ds g = \theta(z_3^2 - z_0^2) \int_{\gamma_f} ds g \), and the residue formula, Eq. (58) to find Eq. (64); see Fig. 8. Returning to \( j_5^\mu \), let us take the Dirac trace and keep terms with a \( \cosh(eEs) \) in the spin factor, (and hence \( \coth(eEs) \) factor when combined
with the boson path integral factor), as dictated above. We find for the Dirac trace
\[
\text{tr} \gamma_0 \gamma_5 D \exp(-\frac{i}{2} e F s) = D \left[ i \sin(e B s) \cosh(e E s) \text{tr}(\gamma_0 \gamma_5 \gamma^\nu \sigma^{12}) - \frac{1}{2} \sin(e B s) \sinh(s E s) \text{tr}(\gamma_0 \gamma_5 \gamma^\nu \gamma_5 \sigma^{12}) + \cos(e B s) \sinh(e E s) \text{tr}(\gamma_0 \gamma_5 \gamma^\nu \gamma_5 \sigma^{12}) \right].
\] (65)

Keeping the relevant terms in the spin factor, and closing the contours in \( \Gamma^< \) and \( \Gamma^> \), we find for Eq. (61),

\[
j_5^\mu = \lim_{x \to y} \frac{e^2 E B}{4 \pi^2} \partial^3 \theta(z_3) I_h(z) \delta_3^\mu.
\] (66)

Let us pause the above calculation to digress on the emergence of real-time. This in fact stems from the \( \theta(\pm z_3) \) terms in \( \int \). When acted upon by the partial derivative the resulting delta function is a measure of the phase space in our system and real-time, \( t \), dependence.\textsuperscript{176,195}

\[
\lim_{y \to x} \delta(z_3) = \lim_{y \to x} \int \frac{dp_3}{2\pi} e^{ip_3 z_3} = \frac{e E t}{2\pi}.
\] (67)

Such an identification is just; we can approach this through both an examination of the canonical and kinetic momenta differences,\textsuperscript{196} and also through a look at the Dirac equation.\textsuperscript{197} For the former, let us consider a wavepacket perspective. A magnetic field and hence electric field will give harmonic oscillator solutions to the Dirac equation. For the electric fields, the wavepacket would have its solutions in time shifted by the canonical momentum, \( p_3/eE \), and also energies would be independent of \( p_3 \). Then assuming for some initial time the kinetic momentum of the produced pairs would be zero would imply \( p_3 = eEt \), which gives \( t \) as a total time measure of the system. One could then anticipate an integration over all canonical momentum as being analogous to one over all time. However in this argument, and also as it pertains to Eq. (67), one must emphasize that a picture of particle production is valid at any time. We can see this in the fact that solutions of the Dirac equation, are in fact valid at any time, not just in the out (or in) asymptotic states.\textsuperscript{196} Therefore, Eq. (67) is only valid for operators evaluated at an asymptotic time, i.e., \( a_{n, out, in}, b_{n, out, in} \).

In an asymptotic state expansion of the Dirac equation in an electric field—or with parallel magnetic field—one encounters a parabolic cylinder function with time dependence,\textsuperscript{197} e.g., \( D_{n-1} \left[ \sqrt{eE}^{-1} \left( 1 - i \right) (p_3 - eE x_0) \right] \), for complex coefficient \( a \). The complex parabolic cylinder functions have distinct particle and anti-particle pictures at asymptotic times. Let’s take for example one with a particle identification at \( x_0 \to \infty \). Taking the same solution but at \( x_0 \to -\infty \), one can see an admixture of particle and antiparticle states. Therefore, one can indicate a time intervals in which the particle and antiparticle states are fully defined.\textsuperscript{197} This time interval is centered about \( x_0 = p_3/eE \) in the above, revealing when pair production occurs. See Ref.\textsuperscript{197} for further details.
Finally, using Eq. (67) and carefully evaluating the Heaviside function arguments using notations given in Sec. 1 one can find for the in-in real-time chiral density from the Schwinger mechanism as,

\[ j_0^\mu = \frac{e^2 B t}{2\pi^2} \exp\left(-\frac{\pi m^2}{eE}\right) \delta_3^\mu, \]

in agreement with the pseudoscalar and axial Ward identity calculations given in Eqs. (53) and (54) respectively. Let us also point out that the chirality production via the Schwinger mechanism has been extended to dynamically assisted configurations enhancing the rate of chirality production.

7. Chiral Magnetic Effect Current

We have established the role the Schwinger mechanism plays on the chiral anomaly through the axial Ward identity above, and it would be instructive to examine the CME as well. As expected similar behavior exists for the CME and chiral vector current in homogeneous fields. As advertised in Sec. 1 and as argued in Ref. 13, there is no need for artificial placement of a chiral chemical potential to see the CME. Let us demonstrate that here and in so doing confirm in and out-of equilibrium characteristics of the CME.

The vector currents in in-out and in-in formalism may be cast in proper time as before,

\[ \bar{j}^\mu := \langle \bar{\psi} \gamma^\mu \psi \rangle = i \lim_{y \to x} \text{tr} \left[ \gamma^\mu S^c(x, y) \right] = -i \lim_{y \to x} \text{tr} \left[ i \frac{D_x}{D_y} \int_0^\infty ds g(x, y, s) \right], \]

\[ j^\mu := \langle\langle \bar{\psi} \gamma^\mu \psi \rangle \rangle = i \lim_{y \to x} \text{tr} \left[ \gamma^\mu S^c_{\text{in}}(x, y) \right] = -i \lim_{y \to x} \text{tr} \left[ i \frac{D_x}{D_y} \int_{\text{in}} ds g(x, y, s) \right]. \]

Using similar steps as outlined for Eq. (59), (where we found that the covariant derivative acting on the kernel in the \( x \to y \) limit vanished due to a translational invariance), one can find that the Euclidean equilibrium CME current, \( \bar{j}^3 \) vanishes, as is understood in condensed matter applications. Then as before, one can see the emergence of the CME in an out-of equilibrium context, here sourced through the Schwinger mechanism.

Calculations for the real-time CME follow closely to those done for the chiral density, Eq. (61), therefore let us simply outline some key steps. As before, we can eliminate terms without poles coming from the spin and boson path integral factors. The Dirac trace here is

\[ \text{tr} \gamma^\mu \bar{D}_\nu e^{-\frac{i}{\hbar} eF_\sigma s} = 4D_\nu \left\{ \cos(eBs) \cosh(eEs) g^{\mu\nu} - \sin(eBs) \cosh(eEs) (-g^{\mu 1} g^{\nu 2} + g^{\mu 2} g^{\nu 1}) - \cos(eBs) \sinh(eEs) e^{\mu \nu 12} \right\}. \]

Let us also note that \( z_0 \) dependence vanishes in the \( x \to y \) limit since \( \partial^\theta \theta(z_3^2 - z_0) = 0 \). We essentially find Eq. (61), however, with a sum over the Landau levels.
corresponding to the \( \coth(\pi B/E) \) term included:

\[
j^\mu = \frac{e^2 E B t}{2\pi^2} \coth(\frac{\pi B}{E}) \exp\left(-\frac{m^2}{e E}\right) \delta^\mu_3 = 2\omega t \delta^\mu_3.
\] (72)

A current emerges in accordance with Schwinger’s formula given in Eq. (7) under the LLLA of the above. We find while the CME vanishes in Euclidean equilibrium, it reemerges out-of equilibrium in a real-time picture through the Schwinger mechanism in QED. The above expression and connection to the CME through the Schwinger mechanism was first examined in Ref. 13, relying on a Lorentz transformation of Schwinger’s formula. And that a current is generated from the Schwinger mechanism is indeed well known.\(^{176,194,196}\) While all Landau levels have been kept in the above analysis, let us emphasize that the CME should only appear as a result of generated chirality. However we saw in Eqs. (53) and (54) that only the LLLA contributed to a net chirality.

We also noticed that these currents can also be computed through the equal-time Wigner function approaches.\(^{198–203}\) Having seen the importance the Schwinger mechanism plays on both the anomaly and the CME, let us examine its effects on the chiral condensate.

8. Chiral Condensate

The chiral condensate possesses an interesting interplay with the chiral symmetry, and besides its finiteness giving rise to a baryon mass, the chiral condensate may be enhanced in an external magnetic field in what is known as magnetic catalysis.\(^{25–27,204}\) Then it is an interesting extension, we explore here, to evaluate the chiral condensate in a strong electric field such that Schwinger pair production be producible. Also, to what effect does the out-of equilibrium process entail for dynamical mass; this too we can address here.

The chiral condensates both in and out-of equilibrium respectively are

\[
\bar{\Sigma} := \langle \bar{\psi} \psi \rangle = i \lim_{y \to x} \text{tr} \left[ S^c(x, y) \right],
\] (73)

\[
\Sigma := \langle \langle \bar{\psi} \psi \rangle \rangle = i \lim_{y \to x} \text{tr} \left[ S^c_{in}(x, y) \right].
\] (74)

We first treat the magnetic catalysis case; this is simply the one with \( E = 0 \), and hence either of the expression above may be used. Let us also employ the LLLA as was used for the chiral density fluctuations. Then the chiral condensate can be found as

\[
\bar{\Sigma}\big|_{E=0} = -\frac{eB}{4\pi^2} m \int_0^\infty \frac{ds}{s} e^{-im^2s} \cot(eBs)
\]

\[
= -\frac{eB}{4\pi^2} m \int_{m^2/\Lambda^2}^\infty \frac{ds}{s} e^{-m^2s} \coth(eBs)
\]

\[
\approx -\frac{eB}{4\pi^2} m \Gamma[0, m^2/\Lambda^2].
\] (75)
An ultraviolet cutoff has been introduced in the second step, where also a rotation in \( s \to -is \) has been done—making a connection to more familiar constructions.\(^{26,204}\) Magnetic catalysis emerges for small \( m \) from an infinite negative curvature after solving the gap equation for the condensate stemming from the logarithmic singularity in the condensate, \( \Gamma[0, m^2/\Lambda^2] \simeq -\gamma_E + \ln(\Lambda^2/m^2) \), where \( \gamma_E \) is the Euler-Mascheroni constant. Let us now examine how the condensate behaves under a parallel electric field starting with the Euclidean equilibrium case first.

The in-out chiral condensate can be found straightforwardly:

\[
\bar{\Sigma} = -\frac{e^2EB}{4\pi^2} m \int_0^\infty ds e^{-im^2s} \cot(eBs) \coth(eEs)
\]

\[
= -\frac{e^2EB}{4\pi^2} m \int_{m^2/\Lambda^2}^\infty ds e^{-m^2s} \cot(eBs) \coth(eEs)
\]

\[
\simeq -\frac{e^2EB}{4\pi^2} m \int_{m^2/\Lambda^2}^\infty ds e^{-m^2s} \cot(eEs)
\]

\[
\simeq -\frac{eB}{4\pi^2} m \left[ \ln \frac{\Lambda^2 e^{-\gamma_E}}{2eE} - \text{Re} \psi(i^2m^2/(eE) - 1) - i\pi \frac{\pi}{e^\pi m^2/(eE) - 1} \right].
\] (76)

In addition to the LLLA, we also approximate for large \( \Lambda \), \( e^{-m^2/\Lambda^2} \simeq 1 \) and also thereafter only leading order contributions of \( \Lambda^2 \) have been kept. \( \psi(x) \) here is the digamma function. We can see in Eq. (76) that the logarithmic singularity with respect to \( m^2 \) has disappeared.\(^{205}\) Furthermore, there is a suppression of the condensate with the inclusion of the electric field; this we will explore in greater depth with the realization of Schwinger pair production provided by the in-in construction. Also in Eq. (76) we see there is an imaginary piece—as alluded to in Sec. 5.3. What is interesting is the form of the imaginary part resembles a bosonic-like distribution, with “temperature” in proper time given by \( \pi/(eE) \). A similar distribution is also in fact present for the squared matrix element predicting the probability for a single particle pair to be found due to the Schwinger mechanism. That a “temperature” arises highlights a non-equilibrium nature, that we examine in the real-time picture below. Let us also mention that a temperature arises in the worldline picture from a dynamical gauge field in addition to the background gauge field through sphaleron transitions.\(^{206,207}\) Furthermore, the real-time quantity is real as expected. Let us also point out that complex features have also been seen in QFTs under a finite \( \theta \).\(^{208,209}\) And, a topological \( \theta \) and our fields, Eq. (5) share similar quantum numbers, therefore complex observables would be anticipated. Last, let us also mention that one can recover Eq. (75) from Eq. (76) by noting the asymptotic expansion, \( \psi(x) \sim \ln x - 1/2x \) for large \( x \).

We find for the in-in chiral condensate, Eq. (74),

\[
\Sigma = -\frac{e^2EB}{4\pi^2} m \int_{\infty}^{\pi/eE-1/\Lambda^2} ds e^{-m^2s} \cot(eBs) \coth(eEs)
\]

\[
= -\frac{e^2EB}{4\pi^2} m \int_{1/\Lambda^2}^{\pi/eE-1/\Lambda^2} ds e^{-m^2s} \cot(eBs) \coth(eEs)
\]
Fig. 9. In-in (out-of equilibrium) chiral condensate, Eq. (77) in parallel electric and magnetic fields. The dimensionless condensate is divided by $eB/4\pi^2$ and the scale $\Lambda$. Condensate is depicted for background electric fields, $eE/\Lambda^2$, and mass, $m^2/\Lambda^2$. For large $E$, observe a melting of the condensate, $\Sigma \to 0$, and restoration of the chiral symmetry. The constituent mass is decreased from the Schwinger mechanism.

$$\simeq \left[1 - e^{-\pi m^2/(eE)}\right] \text{Re} \bar{\Sigma},$$

(77)

under the LLLA. As with the equilibrium case, Eq. (76), we see there are divergences; there are two poles here at $s = 0, -i\pi/eE$. However both UV divergences are approached the same way as for Eq. (76), therefore we regulate them similarly. The out-of equilibrium chiral condensate is depicted in Fig. 9. In contrast to magnetic catalysis, we see that with the addition of an electric field the chiral condensate is weakened, which acts as an inverse magnetic catalysis effect. One may understand this process intuitively: While a magnetic field would act to strengthen the condensate through spin alignment, an electric field would act to pull the condensate apart, in effect weakening it.

A melting of the chiral condensate in an electric field might be observable in a condensed matter system. In contrast to QED, the energy gap in a Weyl semimetal is small, and it has been reasoned the Schwinger mechanism may be measured there. Also, magnetic catalysis might be visible in Weyl semimetals, and thus the semimetal may prove a vital means of accessing the melting behavior. One can also see Ref. 215, 216 for recent discussions in the electric field dependent chiral condensation.

9. Conclusions

Chirality generation from the QFT vacuum via the Schwinger mechanism has been examined. We have demonstrated the importance of vacuum states for the determination of expectation values. Notably, we showed that in-out expectation valued observables coincide with a scenario of Euclidean equilibrium, and in-in expectation
valued observables predict a situation out-of equilibrium. With an understanding of the difference of vacuum states for the production of chirality through Schwinger pair production, it was demonstrated how a heuristic picture of the process is indeed accurate. And also, with the understanding, it is reasoned the anomaly and related quantities should vanish in equilibrium.

It was found the pseudoscalar condensate, and hence axial Ward identity, by virtue of the Schwinger mechanism acquired mass dependence: A characteristic exponentially quadratic mass suppression was calculated out-of equilibrium, as too for a CME current. Also for the CME current as well as the chiral density current, a real-time (as would be expected from the in-in formalism) dependence emerged from a phase space factor. For the chiral density current, this was in accordance with the axial Ward identity. A chiral condensate with Schwinger mechanism effects was also discussed, where it was shown the condensate weakens, even vanishing, in a background electric field, in effect, acting as an inverse magnetic catalysis.

Here the beginnings of chirality generation by the Schwinger mechanism have been outlined, however future work is necessary to both expand and deepen our understanding. A notable shortcoming in the analysis presented here is the usage of homogeneous Abelian fields. While a general framework exists for handling in-out expectation values in a worldline picture, it is important to extend the worldline formalism for in-in expectation values to arbitrary fields. It would then be of interest to rigorously confirm the dependence of the Schwinger mechanism on the chiral anomaly in a non-Abelian background with topological winding number. And also for the cancellation of the anomaly in Euclidean equilibrium, it would be important to analyze similar non-trivial field types.
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