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Abstract—Low-rank matrix approximation (LRMA) is a technique widely applied in hyperspectral images (HSI) denoising or completion. The uncertainty quantification of the estimated restored HSI, however, has not been addressed in previous researches. The lack of uncertainty of the product significantly limits the applications like multi-source or multi-scale data fusion, data assimilation and product confidence quantification, since these applications require an accurate way to describe the statistical distributions of the source data. To address this issue, we propose a prior-free closed-form element-wise uncertainty quantification method for the LRMA based HSI restoration. The proposed approach only requires the uncertainty of the observed HSI and can yield uncertainty in a limited amount of time and with similar time complexity comparing to the LRMA technique. We conduct extensive experiments to validate that the closed-form uncertainty describes the estimation accurately, is robust to at least 10% ratio of random impulse noises and takes only around 10 – 20% amount of time of LRMA. All the experiments indicate that the proposed closed-form uncertainty quantification method is more applicable to be deployed to real-world applications than the baseline Monte-Carlo tests.

Index Terms—Low-rank matrix approximation, hyperspectral images, uncertainty quantification.

I. INTRODUCTION

Data uncertainty, which refers to the lack of sureness about the data [1], is an essential factor to be considered when utilizing remote sensing data and their derived products [2]. Given data uncertainties, users can determine whether a product is applicable in their applications, or how to balance the contributions of different data. For example, the minimum detectable deformation can be estimated based on uncertainty measures in point clouds, based on which engineers can make a proper project plane, including sensor selection and set-up schemes [3]. In multiple data fusion tasks, the label uncertainties of HSI and point clouds are often considered to achieve high fusion accuracy [4].

Uncertainty can be classified as aleatoric uncertainty and epistemic uncertainty. The aleatoric uncertainty is caused by the noise existed in both data collections and processing steps while the epistemic uncertainty is caused by the observation models and data post-processing methods [1–3], [5], [6]. In the scenario of absent of ground truth to measure the performance of the model, the epistemic uncertainty is normally ignored and the output uncertainty is defined as the aleatoric uncertainty with the propagation of the arbitrary model. Most researches define the probabilistic density function of the noise as a mixture of normal distribution and random distribution. By ignoring the random noise, the uncertainty is to describe the normal distribution. In HSI restoration, symmetric uncertainty based on mutual information is proposed in [7], and applied to hyperspectral images (HSI) classifications. In HSI unmixing, the end member uncertainty for those unmixing methods based on the normal compositional model is defined as a covariance matrix, based on which unmixing errors can be predicted without knowing the ground truth [8]. In other researches, the description of the uncertainty is presented in different forms. In [1], an entropy-based uncertainty measure is proposed for the evaluation of the classification results of multi-spectral remote sensing images. The calculated entropy is based on all the classification results would be high if the pixel-wise classification uncertainty is high. In [2], the uncertainty of 3D point clouds is defined as the measurement repeatability, realized by the median and two percentiles (5% and 95%) related to repeated measurements.

This paper focuses on the uncertainty quantification in the HSI denoising domain. HSI that consists of hundreds or thousands of spectral bands, has been widely used in various applications (e.g., land cover mapping), attributing to its rich spectral information beyond the spatial information. In HSI data processing, image denoising as an important preprocessing step for advanced applications is attracting lots of concerns in past decades [10]. According to [11], the exiting HSI denoising methods can be categorized into three groups, filter-based methods, model optimization-based methods, and deep learning-based methods. Filter-based methods try to remove noise based on various filters. Classical methods in this category are based on nonlocal filters [12]–[15]. The model optimization-based methods can be further divided into several classes such as total-variation methods [16], sparse representation-based [17], and low-rank matrix-based methods [18]. The major advantages of this group of denoising methods are utilizing image priors and considering spatial and spectral features simultaneously. These methods are often combined to achieve better performance [19], [20]. The last group
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of methods is based on deep learning frameworks and is attracting rising attention in the past three years [21]. In this group, a recent deep learning-based framework is proposed in [11], which can remove hybrid noise under a spatial-spectral framework.

In recent years, lots of HSI denoising studies are based on the low-rank matrix approximation (LRMA) framework which has become a state-of-the-art technique in this research area [18], [22]. These methods belong to the second category (i.e., the model optimization-based methods), and the basic idea is exploiting the low-dimensional structure in the high dimensional data space. The LRMA based studies [18], [19], [23] held the prior that the noise-free HSI can be represented by the low-rank matrices. Thus, the HSI denoising can be viewed from a classical low-rank matrix recovery problem. A representative HSI denoising framework based on LRMA is described in [18], where clean image, mixed noise, and Gaussian noise were formulated separately in their objective function which was minimized under low-rank constraints. There are many variants of LRMA-based HSI denoising methods presented in the past five years [19], [22], [24]–[26]. For example, [23] proposed an LRMA-based framework that contains a term named total-variation regularization aiming at preserving spatial information. The spatial-spectral structural in HSI denoising is also exploited via replacing low-rank matrix analysis by low-rank tensor approximation [26]. In general, LRMA-based HSI denoising methods can be treated as the state-of-the-art framework which has been widely applied in this area.

Despite the progress in LRMA-based HSI denoising, no research pays attention to the uncertainty quantification of these denoised HSI. Several existing works aim at estimating the noise of the raw observation [27], [28] while the confidence of the denoised HSI has been overlooked, which is critical in further applications as pointed at the beginning of this paper. However, the quantification of uncertainties for the denoised HSI based on LRMA is difficult due to the nonlinear functions in LRMA models (e.g., nuclear norm), which makes it hard to deduce the closed-form uncertainty propagation formulations. Recently, [29] proposed an optimal uncertainty quantification and inference method for noisy matrix completion. Inspired by this work, we find that it would be possible to obtain quantified uncertainties of outputs from LRMA-based HSI denoising frameworks.

In this work, we will focus on the formulation of denoising uncertainties in terms of Gaussian noise. As described in [14], [19], [28], Poisson noise is the main concern in real HSI data and can be approximated by the additive Gaussian noise, which can be precisely described by mean and covariances, making it possible to build uncertainty propagation models. To sum up, the main contributions of this paper are two-fold,

1) To the best of our knowledge, the uncertainty quantification for denoised HSI based on LRMA is presented for the first time in this paper. We provide a closed-form time-efficient uncertainty propagation model to predict element-wise uncertainty for denoised HSI without knowing any ground-truth.

2) The proposed uncertainty estimation approach is independent of the choice of the LRMA algorithm. It is based on the global minimum assumption of LRMA, thus more accurate algorithm leads to better performance of the uncertainty estimation.

The rest of this paper is organized as follows. In Section II the formulation for the uncertainty propagation under a classical LRMA-based HSI denoising framework is described in detail. Section III shows several experiments on both simulated and real HSI data. The discussions on parameter settings and limitations are presented in Section III. Section IV summaries this paper and gives several suggestions on future works.

II. METHODOLOGY

A. Revisiting the general hyperspectral restoration process.

Fig.1 demonstrates the routine process of the LRMA based hyperspectral image restoration. The hyperspectral image is processed with a 3D sliding window to save the computational burden. For each 3D patch within the window, all the bands are vectorized and stacked into the 2D matrix. The permuted 2D matrix goes through the routine LMRA process, and the result is re-permutated to recover the 3D denoised patch. Finally, all the patches are summarized and averaged to build the restored HSI.

The HSI acquired by the sensor is normally modeled as the image composed of Gaussian noise and random noise:

\[ W = W^* + G + N \]  \hspace{1cm} (1)

where \( W \in \mathbb{R}^{M \times N \times P} \) is the image acquired from the hyperspectral sensor with the size \( M \times N \) and \( P \) channels, \( W^* \in \mathbb{R}^{M \times N \times P} \) is the noise-free image denoted as the ground truth, \( G \in \mathbb{R}^{M \times N \times P} \) is the element-wise, independent and identically distributed Gaussian noise and \( N \in \mathbb{R}^{M \times N \times P} \) is the random noise (impulse signal). The random noise \( N \) is normally considered as negligible with regard to \( G \), and the data quality quantification process is inferring the statistic distribution of the \( G \). In practice, the ground truth HSI \( W^* \) is not able to be obtained. Thus, we denote \( \hat{W} \) as the estimated denoised HSI calculated from researches based on the low-rank assumption [19], [20].

The goal of HSI denoising is to recover the denoised \( W \) with the 3D HSI noisy observation \( W \) and the exact rank prior. Assuming the random noise \( N \) is negligible, the restored image \( \hat{W} \) is recovered with the following formulation:

\[
\min_{\hat{W}} \mu \text{rank}(\hat{W}) + ||G||_0, \text{ s.t. } \hat{W} = W + G, \text{ such that } \hat{W}^2 = g(\hat{W})
\]  \hspace{1cm} (2)

where \( \mu \) is the hyperparameter balancing the two terms. \( \text{rank}(\cdot) \) constraints the rank of the input matrix to be the no greater than the given rank. \( g(\cdot) \) permute the 3D HSI to 2D matrix by vectorizing and concatenate to general 2D matrix (Fig. 1). The low-rank formulation is originally proposed by [30] and named as the “robust principal component analysis (RPCA).”

HSI restoration differs greatly conventional image processing community due to the size of data. The extremely
Fig. 1: Illustrated is the routine process of hyperspectral image restoration. The 3D matrix on both ends is the hyperspectral image.

large permutated 2D image hinders the regular Singular Value Decomposition (SVD) process which is essential in solving Eq. (2). To overcome the heavy computational burden in minimizing the objective function due to huge HSI size, the original HSI is segmented to small patches (denoted as the overlapped sliding window) and solved in parallel. Moreover, considering the nonconvexity of the low-rank constraint rank(·), the low-rank constraint is approximated with the nuclear norm constraint for efficient convex optimization. Therefore, the sliding window version of Eq. (2) is minimizing all patches:

$$\min_{W(ijk)} \mu \|\hat{W}^{(ijk)}\|_2 + \frac{1}{2} \|W^{(ijk)} - \hat{W}^{(ijk)}\|_F^2$$

such that

$$\hat{W}^{(ijk)} = g(W^{(ijk)})$$

where the matrices $W^{(ijk)}$, $\hat{W}^{(ijk)}$ and $\hat{W}^{(ijk)}$ are the patch indexed in $(i,j,k)$ with regard to $W$, $\hat{W}$ and $\hat{W}^\sharp$. $(K,L)$ is the size of the permuted matrix $\hat{W}^{(ijk)}$. $\Omega \subseteq \{1, \cdots, M'\} \times \{1, \cdots, N'\} \times \{1, \cdots, P'\}$ is the number of elements accumulated by patches. $\|\cdot\|_F$ is the Frobenius norm minimizing the divergence of the restored HSI patch $\hat{W}^{(ijk)}$ and the observation $W^{(ijk)}$. After all the patches are optimized, the optimal $\hat{W}$ is constructed by averaging $W^{(ijk)}$ element-wisely. By ignoring the random noise, we have the element-wise Gaussian error of the observation:

$$W^{(ijk)} \approx W^*^{(ijk)} + G^{(ijk)}$$

where $\sigma^2_\theta$ is the variance of the noise obtained from image or estimated by algorithms like [23]. In previous studies, the choice of rank is often estimated by manual-tuning strategies based on the differences between the reconstructed signal and the original one [19].

The idea of Eq. (3) is to convert the 3D patch into a typical 2D matrix so that the conventional LRMA algorithm can handle. It is often solved with Lagrange multiplier or Augmented Lagrange multiplier (ALM) and there is numerous off-the-shelf derivated solver. In this work, we choose the GoDec algorithm proposed by [31] to be consistent with the baseline method [18]. But we would like to address that the proposed uncertainty quantification method is independent of the solver since it only assumes the LRMA yields the global minimum. The better solution the low-rank solver provide, the more accurate uncertainty our method describes.

After all small overlapped patches go through the process of Eq. (3), the restored denoised patches are summed up to restore the HSI:

$$\hat{W} = \left[ \sum_{i,j,k \in \Omega} f(\hat{W}^{(ijk)}) \right] \Theta Q$$

where $f(\cdot)$ is the padding function to convert the patch to the same size of $\hat{W}$ by padding with 0. The matrix $Q$ counts the number of elements accumulated by patches. $\Theta$ is the Hadamard division defining the element-wise division.

B. The general framework of the closed-form uncertainty quantification algorithm

Fig. 2: The general framework of the proposed approach. Blue is the typical LRMA process ([18] as an example). Our work aims at providing an extra module to quantify the uncertainty of the output, the restored HSI, from the process of LRMA.

Fig. 2 demonstrates the general framework as well as the relationship with the routine LRMA approaches. In the LRMA process, the temporary variable, 2D low-rank matrix, is utilized to provide the uncertainty to the HSI patch-based on our closed-form formulation. After the HSI patch and its associated closed-form uncertainty are generated, the routine LRMA approach averages them to yield the restored HSI, and we correspondingly provide a closed-form uncertainty propagation to quantify the final restored HSI. As demonstrated in Fig. 2 through all the processes, the proposed approach is independent of the choice of low-rank solver. It can be easily integrated into the derivations of the LRMA process. Moreover, since our method is a closed-form solution and
only utilize the temporary variables, the processing time is small comparing to the routine LRMA process.

The major contribution our this work is that it provides an element-wise closed-form solution to quantify the uncertainty in a time-efficient manner. For the restored HSI \( \hat{W} \), one straightforward way of element-wise uncertainty quantification is conducting the Monte-Carlo test with the given distribution of observation \( W \). However, the size of HSI is notoriously large, and it poses a heavy computational burden to conduct a massive amount of Monte-Carlo test. Rough time consumption of the processed described in [18] on \( 100 \times 100 \times 100 \) HSI takes 20 minutes with a common commercial desktop. While a convincing uncertainty quantification requires a reasonable number of trials, the Monte-Carlo test is inefficient to be applied for element-wise HSI uncertainty quantification.

### C. Uncertainty quantification for exact low-rank factorization

This section focuses on solving the uncertainty quantification for low-rank factorization process (Eq. (3)), and HSI patch-based averaging (Eq. (5)) will be discussed in next section. Recently [29] proposes an uncertainty quantification method for exact low-rank 2D matrix. This element-wise algorithm can quantify the confidence of a common low-rank based 2D matrix denoising algorithm. Synthetic and real-world tests validate the efficiency of this method. We introduce this approach and modify it to quantify the uncertainty of each estimated HSI patch \( \hat{W}^{(ijk)} \) from Eq. (3).

In the patch optimization process shown in Eq. (3), we first aim to quantify the uncertainty of the temporary 2D square matrix \( W^{(ijk)} \). We denote the ground truth of \( W^{(ijk)} \) and \( \hat{W}^{(ijk)} \) as \( W^{*(ij)} \) and \( \hat{W}^{*(ij)} \). For the sake of conciseness, the rank-r SVD decomposition is \( W^{*(ij)} = U^{*} \Sigma^{*} V^{*\top} \). Two matrices are defined as the product of the unitary matrix and the squared singular matrix: \( X^* = U^{*} \Sigma^{*1/2} \in \mathbb{R}^{K \times r} \), \( Y^* = V^{*} \Sigma^{*1/2} \in \mathbb{R}^{L \times r} \). The following rules apply:

\[
X^*\top X^* = Y^*\top Y^* = \Sigma^{*}. \tag{6}
\]

Similarly, we define \( X^{\hat{*}} = \hat{X}^{\top} \hat{X} \) where \( \hat{X} \) and \( \hat{Y} \) are the approximate matrices of \( X^* \) and \( Y^* \). We also define:

\[
\Sigma^{\hat{*}} = \hat{X}^{\top} \hat{X} = \hat{Y}^{\top} \hat{Y} \approx \Sigma^{*}. \tag{7}
\]

**Theorem 1.** For the estimations of the auxiliary matrices \( \hat{X} \) and \( \hat{Y} \), the difference to the rectified ground truth \( \hat{X} \) and \( \hat{Y} \) are:

\[
\hat{X} \hat{R} - X^* = Z_X + \Psi_X,
\hat{Y} \hat{R} - Y^* = Z_Y + \Psi_Y, \tag{8}
\]

where \( \hat{R} (\hat{R}\hat{R}^{\top} = I) \) is the rectification matrix to rectify \( (\hat{X}, \hat{Y}) \) to \( (X^*, Y^*) \). The rows of the error matrix \( Z_X \in \mathbb{R}^{K \times r} \) (resp. \( Z_Y \in \mathbb{R}^{L \times r} \)) are independent and obey:

\[
Z_X^\top e_v \overset{\text{iid}}{\sim} N(0, \sigma_0^2 (\Sigma^{*})^{-1}), \quad \text{for } 1 \leq j \leq K
\]

\[
Z_Y^\top e_v \overset{\text{iid}}{\sim} N(0, \sigma_0^2 (\Sigma^{*})^{-1}), \quad \text{for } 1 \leq j \leq K \tag{9}
\]

where \( e_v \) is the basis vector and \( \Psi_X, \Psi_Y \in \mathbb{R}^{K \times r} \) are the residual matrices.

The residual noises \( \Psi_X \) and \( \Psi_Y \) are significantly smaller than \( Z_X \) and \( Z_Y \) and Eq. (5) is approximated to:

\[
\hat{X} \hat{R} - X^* \approx Z_X,
\hat{Y} \hat{R} - Y^* \approx Z_Y. \tag{10}
\]

Assuming that the first-order expansion is reasonably tight, the element-wise error between the estimation \( \hat{W}^{(ijk)} \) and the ground truth \( W^{*(ijk)} \) at the position uv is:

\[
W^{*(ijk)} - W^{*(ijk)} = [e_v^\top (\hat{X} \hat{R} - X^*) e_v] 
\approx [e_v^\top (\hat{X} - X^*) Y^\top e_v] 
\approx [e_v^\top (Z_X Y^\top e_v)] \tag{11}
\]

where the bases \( e_v \) localize the elements involved in calculating element in position \((i,j)\). After some manipulation, we have the element-wise variance of the error as:

\[
\text{Var}(W^{*(ijk)} - W^{*(ijk)}) \approx \sigma_0^2 ||X^*||_F^2 + ||Y^*||_F^2 = \sigma_0^2 ||v^*_uv||^2 \tag{12}
\]

where (i) is from the theorem 1 since \( Z_X \) and \( Z_Y \) are nearly independent. (ii) is from the Eq. (8). (iii) \( U^{*}_{uv} \) and \( V^{*}_{uv} \) are the il/jth row of \( U^{*} \) and \( V^{*} \). For conciseness, we define \( v^*_uv = (||U^{*}_{uv}||_F^2 + ||V^{*}_{uv}||_F^2)^{-1} \).

In practice, the rows of the ground truth \( U^{*}_{uv} \) and \( V^{*}_{uv} \) are impossible to obtain, we approximate them with the estimated version \( \hat{U}_{uv} \) and \( \hat{V}_{uv} \), which is the il/jth row of the estimations \( \hat{U} \) and \( \hat{V} \). Thus the element-wise variance can be approximated as:

\[
\text{Var}(\hat{W}^{*(ijk)} - W^{*(ijk)}) = \sigma_0^2 (||\hat{U}_{uv}||_F^2 + ||\hat{V}_{uv}||_F^2) = \sigma_0^2 \hat{v}_{uv} \tag{13}
\]

where \( \hat{v}_{uv} \) can be regarded as the estimated variance of \( v^*_uv \). Considering the relationship of \( \hat{W}^{*(ijk)} \) and \( W^{*(ijk)} \), the corresponding variance of \( \hat{W}^{*(ijk)} \) is Eq. (14) providing a closed-form variance describing the confidence of \( \hat{W}^{*(ijk)} \). Therefore, the variance of \( \hat{W}^{*(ijk)} \) is:

\[
\sigma_{g^{-1}}^2 = \text{Var}(\hat{W}^{*(ijk)} - W^{*(ijk)}) \approx g^{-1}(\sigma_0^2 \hat{v}_{uv}) \tag{14}
\]

where \( g^{-1}(\cdot) \) is the inverse permutation function of \( g(\cdot) \). \( i \leq [1, \ldots, M] \times [1, \ldots, N] \times [1, \ldots, P] \) is the corresponding 3D index of \( uv \) at patch \((i,j)\).

### III. Results and Discussion

We validate the proposed method on the Indian Pines dataset (simulation data)

[1] This Indian Pines dataset is the subset of the data gathered by the AVIRIS sensor. It consists of 145×145 pixels and 224 spectral reflectance bands in the

[1] https://engineering.purdue.edu/ biehl/MultiSpec/hyperspectral.html
wavelength range of 0.42510−6 meters and covers the Indian Pines test site in North-western Indiana. The Indian Pines scene contains two-thirds agriculture, and one-third forest or other natural perennial vegetation. We adopt the ground truth of the Indian Pines dataset and simulate with arbitrary Gaussian noise.

To provide convincing validations, we strictly follow the parameter and noise setting of the selected baseline method [18]. The size of the sliding window is \(20 \times 20 \times P\) where \(P\) are the number of bands of the dataset. The step size is 4 and the rank \(r\) is set to 7. In the image restoration process, all images are normalized to range [0 1]. In the noise simulation process, the zero-mean Gaussian noise is uniformly imposed on all pixels of the datasets with different levels of noise. We further test the impact of impulse noise on the dataset.

**A. The validation of the accurate uncertainty description**

The accuracy of the proposed closed-form uncertainty quantification method is extensively validated with numerical Monte Carlo tests. We impose different levels of Gaussian noises on the HSI. A large number of numerical experiments provide enough samples to test if the statistical distributions of those samples are described accurately with the proposed closed-form variance. Specifically, \(T = 100\) times of Monte Carlo tests are performed on the chosen variance \(\sigma_0^2\). For each element of the estimated HSI in trial \(l\) at position \([u,v,c]\) as \(\hat{W}_{uvc}^{[l]}\), we define its deviation to the corresponding \(T\) times mean value as \(\overline{W}_{uvc}^{[l]}\). The deviation to the mean is defined as:

\[
\epsilon_{uvc}^{[l]} = \|\hat{W}_{uvc}^{[l]} - \overline{W}_{uvc}^{[l]}\|, \quad l \in [1, \cdots, 100]
\]

**TABLE I:** The coverage rates of \(\text{Var}(\hat{W}_{uvc}^{[l]} - \overline{W}_{uvc}^{[l]})\) for different \(\sigma_0\) over 100 Monte Carlo trials. “std” denotes the standard deviation. The proposed closed-form uncertainty estimation approach describes the probability distribution well.

| \(\sigma_0\) | Mean | Std |
|-----------|------|-----|
| 0.075     | 0.9579 | 0.0371 |
| 0.050     | 0.9576 | 0.0383 |
| 0.100     | 0.9643 | 0.0319 |
| 0.125     | 0.9704 | 0.0273 |

The size of the sliding window is a parameter and noise setting of the selected baseline method, such as the Gaussian noise. The truth of the Indian Pines dataset and simulate with arbitrary Gaussian or other natural perennial vegetation. We adopt the ground truth of the Indian Pines test site in North-western Indiana. The Indian Pines dataset contains two-thirds agriculture, and one-third forest or other natural perennial vegetation. We adopt the ground truth of the Indian Pines dataset and simulate with arbitrary Gaussian noise.

To provide convincing validations, we strictly follow the parameter and noise setting of the selected baseline method [18]. The size of the sliding window is \(20 \times 20 \times P\) where \(P\) are the number of bands of the dataset. The step size is 4 and the rank \(r\) is set to 7. In the image restoration process, all images are normalized to range [0 1]. In the noise simulation process, the zero-mean Gaussian noise is uniformly imposed on all pixels of the datasets with different levels of noise. We further test the impact of impulse noise on the dataset.

**TABLE II:** The probability values (p-value) of the Shapiro-Wilk test of datasets Indian. We cite the corresponding element position of Fig. 4 as an example through all the tests. The p-value > 0.05 indicates a significant possibility that the element is normally distributed.

| Dataset | Indian |
|---------|--------|
| 0.050   | 0.4239 |
| 0.075   | 0.1103 |
| 0.100   | 0.8498 |
| 0.125   | 0.4346 |

If the estimation also follows the statistical distribution and the closed-form solution describes statistical distribution of the estimation well, 95% of \(\hat{W}_{uvc}^{[l]}\) should fall within the range of \(\overline{W}_{uvc}^{[l]} - 1.96\hat{\sigma}_{uvc}, \overline{W}_{uvc}^{[l]} + 1.96\hat{\sigma}_{uvc}\). Following Eq. (15), we define the the ratio of \(\epsilon_{uvc}^{[l]}\) falls within the 1.96\(\sigma_{uvc}\) bound as the element-wise coverage rate coverage rate. The average of all elements coverage rate is the average coverage rate.

We present the average general statistical results over all elements of the 3 datasets in Table II and it indicates that the closed-form uncertainty quantification coverage rate is close to 95%. All the results indicate that the average coverage rate is not far away from 95% and the variance of the ratio is low.

**B. The validation of the normal distribution of the restored HSI**

On top of the average coverage rate of the variance, we also adopt the Monte-Carlo experiments to prove that the restored HSI \(W^{[l]}\) has innate Gaussian distribution. Both quantile-quantile (Q-Q) plots and Shapiro-Wilk tests are conducted to validate our claim. Fig. 4 demonstrates the (Q-Q) plots of all the datasets. Note that we randomly plot one element of each dataset as an example, but all other elements are similar since the observation is isotropic. Fig. 4 indicates that the Monte-Carlo estimation of all the trials \(\hat{W}_{uvc}^{[l]}\) is close to a line, thus follows the Gaussian distribution.

We also conduct another routine test, the Shapiro-Wilk tests, to validate the claim that the estimations follow the Gaussian distribution. Since it is not possible to present all the elements, we randomly choose element position over the three datasets with different levels of Gaussian noise. The results are presented in Table II. The p-value indicates that all samples are significantly following the normal distribution (> 0.05). Since all elements of the shape should be consistent (either obey or reject the normal distribution), we can conclude that the shape obeys the normal distribution.

**IV. CONCLUSION**

This is the first research to discuss the uncertainty quantification for LRMA based HSI denoising techniques. We provide a time-efficient closed-form uncertainty propagation model to quantify the element-wise uncertainty for the denoised HSI without any prior ground-truth. Moreover, the proposed uncertainty estimation approach is independent of the choice of the LRMA algorithm. It is based on the global minimum assumption of LRMA, thus more accurate algorithm...
leads to better performance of the uncertainty estimation. Extensive numerical experiments indicate that the proposed uncertainty quantification method is accurate and robust to describe the statistical behaviors of the estimations from the LRMA approach. The time consumption of the closed-form formulation is almost negligible to be deployed to any state-of-the-art LRMA algorithms. The uncertainty provided by our approach can be further applied to applications that require multi-source or multi-scale data fusion, data assimilation and product confidence estimation.
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