Tunable Anderson Localization of Dark States
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Random scattering of photons in disordered one-dimensional solids gives rise to an exponential suppression of transmission, which is known as Anderson localization. Here, we experimentally study Anderson localization in a superconducting waveguide quantum electrodynamics system comprising eight individually tunable qubits coupled to a photonic continuum of a waveguide. Employing the qubit frequency control, we artificially introduce frequency disorder to the system and observe an exponential suppression of the transmission coefficient in the vicinity of its subradiant dark modes. The localization length decreases with the disorder strength, which we control in-situ by varying individual qubit frequencies. Employing a one-dimensional non-interacting model of coupled qubits and photons, we are able to support and complement the experimental results. The difference between our investigation and previous studies of localization in qubit arrays is the coupling via a common waveguide, allowing us to explore the localization of mediating photons in an intrinsically open system. The experiment opens the door to the study of various localization phenomena on a new platform, which offers a high degree of control and readout possibilities.

I. INTRODUCTION

The exponential suppression of diffusive transport due to disorder-induced random scattering is known as Anderson localization [1 2]. Whereas the phenomenon was first considered in electronic systems, where the electronic wave function gets localized due to quantum interference, it proved to be present in a much wider range of different physical systems. This includes localization of light in the optical [3 4] and microwave domain [5] as well as of sound waves [6].

An emerging platform to study the interactions between photons and matter is superconducting waveguide quantum electrodynamics (wQED), where qubits interact with a broad continuum of electromagnetic modes (rather than with a single mode as in cavity QED) [7]. Pioneering experiments with single qubits demonstrated, that such systems can be well controlled, feature strong coupling [8] and various quantum optical effects like antibunched light [9] and the Autler-Townes splitting [9 10]. If multiple qubits are coupled to the same waveguide, they obtain an effective photon-mediated infinite-range interaction [11 12]. This gives rise to collective super- and subradiant polariton excitations, which correspond to the eigenmodes of finite wQED systems [12 15]. First experiments showcased a scaled superconducting wQED system featuring multiple qubits in a metamaterial configuration [15], an atomic mirror [16] and a topological waveguide [17].

Recently it was shown that Anderson localization of light is expected in wQED systems with either position or frequency disorder of the constituent qubits [18 22]. Although medium-sized wQED systems with controllable qubits can be tuned to a barely disordered state [15], they can also be used as a simulator for tunable disorder, which is unavoidably introduced in large-scale superconducting wQED systems lacking local qubit control. This makes them a particularly well suited system to study Anderson localization.

Several recent experimental studies focused on many-body localization in a cavity QED architecture with either directly nearest neighbour coupled qubits [23 25] or indirectly coupled qubits via a bus resonator [26 27]. While these systems are intrinsically closed, here, we investigate localization in an open quantum system and measure propagating photons rather than excitations in the stationary qubits. This provides the benefit to study localization phenomena in a dissipative environment. Having photons as mediators with a continuous spectrum and directly measuring the transport through the system sets our work apart from previous studies.

We experimentally investigate Anderson localization in a superconducting wQED system in the non-interacting (low-power) limit. Our system is formed by eight transmon qubits coupled to the mode continuum of a coplanar waveguide. First, we theoretically motivate that such a system can indeed feature Anderson localization in a disordered state by investigating a model of the experiment, which reproduces its main features. Our analysis shows that in a finite system the localization manifests as the suppression of subradiant modes. Based on these insights, we establish the localization experimentally, using
the qubits’ tunability to introduce frequency disorder to the system. The effective localization length is accessed by performing an average over several random disorder realizations. The experiment features the benefit of precise and in-situ control of the disorder strength and is thus a useful tool for the study of Anderson localization in photonic systems. Due to the non-linearity of the employed superconducting qubits our experiment paves way towards more evolved concepts such as the study of many-body localization phenomena [28–33], which were recently discussed in a similar context in Ref. [22].

II. THEORETICAL MODEL

We consider a one dimensional (1D) $N$-qubit wQED Hamiltonian $H = H_q + H_\gamma + H_{\gamma q}$ with terms corresponding to qubit energies $H_q$, photon energies $H_\gamma$, and coupling $H_{\gamma q}$ between photons and qubits [34]. As the experiment is performed in the low-power regime, interactions do not play a role and we limit ourselves to a non-interacting model. We therefore write for the qubits $H_q / \hbar = \sum_{j=0}^{N-1} \omega_j a_j^{\dagger} a_j$ with the qubit creation and annihilation operators in site space $a_j^{\dagger}$ and $a_j$. The qubit energies $\omega_j$ are drawn from a random Gaussian distribution $P(\omega) = (2\pi\sigma_\omega^2)^{-1/2}\exp[(\omega - \mu)^2/(2\sigma_\omega^2)]$ with standard deviation $\sigma_\omega$ and mean $\mu$. For the photon we choose a periodic dispersion relation $H_\gamma / \hbar = -2J \sum_{n=0}^{N_q-1} \cos(d_n k_n) \hat{b}_n^{\dagger} \hat{b}_n$ with bandwidth $4J$ and lattice spacing $d_n$; $\hat{b}_n$ and $\hat{b}_n^{\dagger}$ are photon creation- and annihilation operators in momentum space. Lastly, we specify $H_{\gamma q} / \hbar = g \sum_{j=0}^{N_q-1} \sum_{n=0}^{N-1} (\hat{b}_n \hat{b}_n^{\dagger} a_j + \text{h.c.})$ where $g$ is the coupling strength. The site-space equivalent of this Hamiltonian reads

$$
\begin{align*}
\frac{H}{\hbar} = & \sum_{i=0}^{N-1} \omega_i a_i^{\dagger} a_i - J \sum_{i,j=0}^{N-1} \delta_{(i,j)} b_i^{\dagger} b_j \\
& + g \sum_{i=0}^{N-1} (b_i^{\dagger} b_i a_i + a_i^{\dagger} a_i^{\dagger} b_i),
\end{align*}
$$

(1)

here $b_i^{\dagger}$, $b_i$ are the site-space photon creation- and annihilation operators, $d$ is the spacing between qubits, and $d/d_\gamma$ is an integer. Note the position indices $x = id/d_\gamma$ of the photon operators in the coupling term: two neighboring qubits are coupled to photon sites that are separated by $N_{\text{int}} = d/d_\gamma - 1$ intermediate photon sites, see Fig. 1. Taking the limit $J \to \infty$ and $d_\gamma \to 0$ while keeping $d$ constant, one can restore the actual linear photon dispersion by adapting the band slope in the frequency range of interest to the speed of light. In practice (see below), one does not need a large number $N_{\text{int}}$ of intermediate sites in the simulations; already $N_{\text{int}} = 1$ as in Fig. 1 turns out to be sufficient.

For the analysis of disorder-induced localization in the wQED system, it is instructive to integrate out the qubit degrees of freedom in the Hamiltonian (1) (rather than the photons as frequently done in the literature [14, 54, 33]; see the Supplementary Material 36 for the corresponding photon-integrated effective model), to obtain an effective photonic Hamiltonian. This can be conveniently done by using the generating integral $I$ for the Hamiltonian (1) with the corresponding action $S(\omega)$:

$$
I = \int \mathcal{D}\{a, a^{\dagger}, b, b^{\dagger}\} \exp(-S(\omega)) = \int \mathcal{D}\{a, a^{\dagger}, b, b^{\dagger}\} \exp\left(-\sum_{i=0}^{N-1} (\omega a_i^{\dagger} a_i - \sum_{i=0}^{N_q-1} (\omega b_i^{\dagger} b_i + \frac{N_q-1}{2})\right) \exp\left(\sum_{i,j=0}^{N_q-1} b_i^{\dagger} (b_i + \frac{1}{2}) a_{i,j}ight)
$$

$$
\sim \int \mathcal{D}b \mathcal{D}b^{\dagger} \exp\left(-\sum_{i,j=0}^{N_q-1} J b_i^{\dagger} b_j^{\dagger} \delta_{(i,j)} + \sum_{i=0}^{N_q-1} b_{i}^{\dagger} b_i^{\dagger} - \frac{g^2}{\omega_i^2} + \frac{1}{2} \right).
$$

(2)

Using the last line of Eq. (2), we read off the effective photonic Hamiltonian:
\[
H_{\text{eff}}(\omega)/\hbar = \sum_{i=0}^{N-1} n_i(N_{\text{int}}+1) \frac{g^2}{\omega_i - \omega} - J \sum_{i,j=0}^{N_{\text{int}}-1} \delta(i,j) b_i^\dagger b_j,
\]

\[
n_i = b_i^\dagger b_i,
\]

which depends on the considered frequency \(\omega\). For any fixed \(\omega\), we obtain a 1D Hamiltonian with onsite disorder corresponding therefore to an Anderson-localized system \([37]\). (See Appendix C for a discussion of the weak-disorder limit of the model.)

Due to the tridiagonal shape of \(H_{\text{eff}}\), we can efficiently calculate the average inverse localization length \(\frac{1}{\xi}\) \([38]\) and the power transmission coefficient \(T\) \([39]\) by solving the discrete Schrödinger equation with standard transfer-matrix methods (see Supplementary Material \([36]\)). Since localization implies exponential suppression of the wave function with system size, the localization length and the transmission are related as

\[
\frac{1}{\xi} = \lim_{N \to \infty} \left( - \log(T) \right)/N =: \lim_{N \to \infty} \frac{1}{\xi_N}.
\]

Here and in the following, the localization length is given in units of the lattice constant; angular brackets denote an average over disorder realizations. With Eq. \([4]\), effective localization lengths \(\xi_N\) can be obtained from transmission through systems of any size. However, for small \(N\), the localization length \(\xi_N\) may be substantially influenced by finite-size effects. The limit \(N \to \infty\) implies that the system has to be sufficiently large for \(\xi_N\) to converge to the localization length \(\xi\).

In order to describe the experiment with the model, we need to find the appropriate parameters \(d, \mu, \sigma_\omega, J, d_\gamma\), and \(N_{\text{int}}\). In accordance with the specifications of the sample the experiment is performed on (see Sec. \([III]\)), we set the distance between two qubits to \(d = 400 \mu\text{m}\) and choose \(\mu/(2\pi) = 7.835\text{ GHz}\) for the center frequency. We also use the same values of disorder strength \(\sigma_\omega\) as in the experiment. (The disorder strength can be controllably varied in the experiment.) Furthermore, we can express the single-qubit decay width through the model parameters as \(\Gamma_{10} = g^2/J\) (assuming \(\Gamma_{10}/J \ll 1\)). In correspondence to the experiment, we set \(\Gamma_{10}/(2\pi) = 6.4\text{ MHz}\). The parameters \(J\) and \(d_\gamma\) do not have direct equivalents in the experiment since they were introduced in the model by replacing the actual photon dispersion with a periodic spectrum. The linear dispersion is restored by considering a frequency window much smaller than \(J\) near the middle of the photon band. Near the middle of the band the effective photon speed in the model is \(c = 2Jd_\gamma = 2Jd/(N_{\text{int}} + 1)\) and we calculate \(J\) from \(d\) and the speed of light in the sample, \(c = 1.8 \times 10^8\text{ m/s}\). Lastly, we need to choose the number \(N_{\text{int}}\) of the intermediate photon sites. Due to the photon dispersion in the lattice model, the physics is different at even / odd \(N_{\text{int}}\) at the considered frequencies as the even case leads to an additional, frequency-independent phase shift between qubit-coupled sites, not corresponding to the linear photon dispersion. This is because linearization in the middle of the band gives us an approximate dispersion of \(\omega(k) \approx kc - J\pi\), and the corresponding phase shift \(\Delta\phi = dk \approx \omega d/c + (N_{\text{int}} + 1)\pi/2\) between two qubit-coupled sites. We observe that for even \(N_{\text{int}}\) there is an additional contribution \(\pi\) to the phase shift, which makes possible spurious Fabry-Pérot resonances between neighbouring qubit sites. Thus, even \(N_{\text{int}}\) is less appropriate for modeling the photonic continuum, and we choose \(N_{\text{int}}\) to be odd. While formally we need the limit of large \(N_{\text{int}}\) to get a strictly linear dispersion, it turns out that \(N_{\text{int}} = 1\) is fully sufficient for our purposes. This is because we work in a relatively narrow window around the center frequency \(\mu/(2\pi)\), in which the dispersion is approximately linear already for \(N_{\text{int}} = 1\). (To verify this, we have performed numerical calculations also for larger odd values of \(N_{\text{int}}\) and found no substantial difference.) We thus fix \(N_{\text{int}} = 1\) in the following. Using the experimental values of \(c, d,\) and \(\Gamma_{10}\), we then find \(J = 4.5 \cdot 10^{11}\text{ 1/s}\) and \(g \approx 4.25 \cdot 10^9\text{ 1/s}\) from the above considerations. Further, we introduce the dimensionless disorder strength via \(W = \sigma_\omega/\Gamma_{10}\).

As we show below, the model that we consider captures very well key physical properties of our experimental setup. At the same time, this model involves an idealization of the experimental setup in several respects. In particular, the following additional effects present in the experiment are not taken into account by the model:

- Experimental transmission spectra are influenced by interference effects in the cryostat \([15]\).
- Non-radiative decays take place in the qubit array, introducing an additional suppression of transmission.

These effects are discussed in more detail in the next section.

While our experimental setup contains a modest number of qubits, \(N = 8\), we study first the model in the limit of large \(N\) that guarantee the convergence (i.e., essentially the limit \(N \to \infty\)). Later, we will analyze the impact of finite-size effects by comparing the \(N \to \infty\) and \(N = 8\) systems.

In Fig. \([2]\), the average density of states \(\rho(f)\) of the Hamiltonian \([1]\) with \(N = 2000\) is shown in the disorder range \(W \in [0.16, 2.04]\). At low disorder, the system exhibits a band gap of width \(\Delta f \sim 60\text{ MHz}\) around \(\mu/(2\pi)\). The spectrum is asymmetric with most of the eigenvalues situated below the gap. Inside the gap, for \(f \gtrsim 7.84\text{ GHz}\) and weak disorder, the density of states is very low. In this region, strongly suppressed transmission coefficients and correspondingly short localization lengths are therefore expected.

Values of the localization length obtained for frequencies in the lower band and in the gap region are shown for disorder strengths \(W \leq 2.04\) in Fig. \([2]\). Here we
used a very large system size, $N = 10^4$, which ensures a precise determination of the displayed localization length $\xi \ll N$. Depending on the frequency $f$, we observe three qualitatively different regimes, regarding the localization length as a function of disorder:

- At “low” frequencies $f \lesssim 7.83$ GHz, the localization length decreases with increasing disorder strength. This is the usual behaviour for an Anderson-localized system. In this regime, we predict the experimental observation of Anderson localization. We expect the experimentally determined localization lengths to be most accurate at sufficiently strong disorder, such that $\xi \lesssim 8$. This minimizes finite-size effects in our sample of size $N = 8$. The yellow area in the lower left corner of Fig. 2d corresponds to localization lengths much larger than the experimentally realized system size.

- At “high” frequencies $f \gtrsim 7.845$ GHz, the localization length increases with increasing disorder strength—contrary to the usual behaviour for disorder-induced localization. This can be understood by the dilution of the gap due to stronger disorder (cf. Fig. 2b). Another way to see this is to consider the onsite disorder in the effective model $\varepsilon_i = \frac{\omega}{\sigma}\omega$: For sufficiently large $\sigma \omega \gg (\omega - \mu)$ an increase of the disorder strength $\sigma \omega$ leads to decreasing effective disorder values $\varepsilon_i$.

- In between, at frequencies $7.83 \lesssim f \lesssim 7.845$ GHz, the system exhibits a crossover between the aforementioned regimes. Consequently, the localization length behaves non-monotonically as a function of disorder strength: it first decreases and then increases with increasing $W$. This can best be seen at $f \approx 7.835$ GHz where the same contour line is crossed twice when the disorder increases at constant frequency.

Having determined the localization length as a function of disorder strength and frequency, we can investigate how much of the localization physics is already visible in a disordered wQED system of experimentally realizable size. To this end, we calculate the power transmission coefficient $T$ and the corresponding localization length $\xi_N$ in a system with relatively small number of qubits and compare $\xi_N$ to $\xi$. Specifically, we choose $N = 8$, corresponding to the number of qubits in the experimental sample (see below). At zero disorder, the transmission coefficient $T(\omega)$ obtained from the Hamiltonian (3) features several peaks of perfect transmission, with strong reflection between the peaks. These peaks correspond to Fano-type resonances related to “subradiant”, or “dark”, modes observed in the experiment [15]. Consideration of the clean system away from the peaks demonstrates the difference between the $N = 8$ and $N \to \infty$ models: while the $N = 8$ system exhibits substantial reflection there, the infinite system is perfectly transmitting. On the other hand, in the peak region, the small system mimics the behaviour of the infinite one, featuring a diverging localization length with $T \to 1$ within numerical precision. With increasing system size the number of peaks would increase, gradually forming continuous bands corresponding to the converged localization length.

We can now test, focusing on the frequency range within the peaks (“dark modes”), how the introduction of disorder influences their behaviour. The localization length $\xi_8$ in the experimentally relevant range of disorder strength, and frequency is shown in Fig. 2c, in comparison with the thermodynamic-limit localization length $\xi$. It can be seen that $\xi_8(\omega)$ at small disorder $W = 0.16$ features a peak at $f_{\text{peak}} \approx 7.829$ GHz, which corresponds to a perfect transmission frequency at zero disorder. With increasing disorder strength, the peak frequency decreases and the peak smoothens out. While there is hardly any disorder dependence of the localization length away from the peaks, the peaks themselves get strongly suppressed with increasing disorder strength. This demonstrates that even a shorter finite system ($N = 8$) shows indeed at the peak frequencies the behaviour characteristic for a large system. In Fig. 2d, we show $\xi_8$ as a function of disorder strength and frequency, to be compared with $\xi$ in Fig. 2b. Again, it can be seen that a small system indeed captures the behaviour of the large system qualitatively as well as quantitatively as long as the localization
III. EXPERIMENT

The localization is experimentally tested in a superconducting qQED system comprising eight transmon qubits \cite{Lehnert}, coupled to a common coplanar waveguide (see Fig. 3). The distance between neighboring qubits is \( d = 400 \mu m \), which is at all accessible frequencies smaller than the corresponding wavelength \( \lambda \). Each qubit is individually frequency tunable between 3 and 8 GHz with a local flux-bias line, which induces a magnetic flux in its SQUID. A calibration scheme is used to compensate for magnetic crosstalk of the bias lines, which allows for true individual qubit frequency control \cite{Mandjes, Lehnert}. A schematic of this setup is provided in the Supplementary Material \cite{43}.

By measuring the transmission signal of the resonance fluorescence of the individual qubits, we extract the average radiative relaxation rate of \( \Gamma_{10}/(2\pi) = 6.4 \text{ MHz} \) and an average decoherence rate of \( \gamma_{10}/(2\pi) = (\Gamma_{10}/2 + \Gamma_{me})/(2\pi) = 3.6 \text{ MHz} \) around the qubit frequencies of \( 7.9 \text{ GHz} \) \cite{Mandjes}. The average non-radiative decoherence rate is \( \Gamma_{nr}/(2\pi) = 400 \text{ kHz} \). The incident microwave power is kept far below the single photon regime \( (P < h\omega_c\Gamma_{10}) \). This avoids saturation of the qubits and eliminates the interaction in the system, which allows to study the single-particle regime where Anderson localization is expected.

We introduce disorder to the system by tuning the qubits to random frequencies \( \omega_i \) picked according to a Gaussian probability distribution \( P(\omega) \) with standard deviation \( \sigma_\omega \). The distribution is centered around \( \mu/(2\pi) = 7.835 \text{ GHz} \), which is near the qubits’ upper flux sweet spot. The interval of allowed qubit frequencies is limited to \((\omega_i - \mu) \in [-2.5 \cdot \sigma_\omega, +2.5 \cdot \sigma_\omega]\). Again, the disorder strength is characterized by the dimensionless variable \( W = \sigma_\omega/\Gamma_{10} \). All spectroscopic measurement data in this work is normalized with \( S_{norm}^2(\omega) = \langle S_{21}^{\text{meas}}(\omega)/\max(S_{21}^{\text{meas}}(\omega)) \rangle \) where \( S_{21} \) is the transmission coefficient.

We first consider the transmission \( |S_{21}| \) through the sample at very weak disorder \( W = 0.16 \) (Fig. 4, top panel), where it is similar to the clean case, which is discussed in detail in Ref. \cite{Mandjes}. In the experimental data (blue solid line), only the brightest of the subradiant modes is visible as a pronounced peak. The experimental results compare very well with theoretical data obtained by using the model of Sec. \ref{model} (orange dashed line). There are small deviations of the theoretical curve from the experimental one; in particular, the theoretical transmission amplitude at the peak is slightly larger. As was already mentioned in Sec. \ref{model} these differences can be explained by the non-radiative decay in the sample as well as by the background in the cryostat. We confirm this by fitting the experimental data to a transfer-matrix calculation (black dotted line) incorporating both effects on a phenomenological level (for details of the procedure see Ref. \cite{Mandjes}). The asymmetric line shape of the transmission dip is a manifestation of the asymmetric opening of the band gap \( (\omega > \mu) \) as seen from the theoretical calculation, Fig. 2a.

For larger disorder strengths, the pronounced peak of the collective eight-qubit subradiant state is not observable anymore. Instead, the line shape changes to an ensemble of peaks and dips, which differs significantly between different disorder realizations (Fig. 4a, b) and is well reproduced by the model (orange dashed lines). In Fig. 4a, the individual qubit frequencies are indicated by grey dotted lines. It is seen, both in theoretical and in experimental curves, that every frequency corresponds to a distinct dip in the transmission. Recalling our convention for the disorder strength, \( W = \sigma_\omega/\Gamma_{10} \), this can be intuitively understood from the fact that the difference between two qubit frequencies is typically larger than the single-qubit decay width if \( W > 1 \).

In order to analyze the localization length in the sample, the disorder strength is varied between \( W = 0.16 \) and \( W = 2.04 \) and, for each value of \( W \), the transmission \( |S_{21}| \) of fifty random disorder realizations is measured. Using Eq. \ref{localization}, we obtain \( \xi_s \) from the logarithmic averaged power transmission \( T = |S_{21}|^2 \). The resulting dependencies of the localization length \( \xi_s \) on frequency are shown in Fig. 5a for several disorder strengths. In Fig. 5b, the same experimental data for \( \xi_s \) are presented by a color code in the parameter plane spanned by disor-
der strength and frequency. These experimental findings are in good agreement with the corresponding theoretical results in Figs. 2a (dashed lines) and Fig. 2b. For a direct comparison of the frequency dependence of the localization length $\xi$ in theory and experiment for each disorder strength, see Appendix A. As in the theoretical model, we find in the experiment a strong reduction of $\xi$ at the peak of the brightest subradiant mode around $f \approx 7.82\,\text{GHz}$ with increasing disorder strength $W$. For the largest disorder strength of $W = 2.04$, the localization length is reduced to $\xi \approx 3$, implying that the localization is strong in comparison with the overall length of $N = 8$ unit cells of the structure. Comparing Figs. 2b and 3b, we find all three qualitatively different regimes predicted by the theory reproduced in the experiment: For $f \lesssim 7.82\,\text{GHz}$, the localization length decreases with increasing disorder strength, showing disorder-induced localization. For $f \gtrsim 7.84\,\text{GHz}$, the localization length increases with increasing disorder strength due to the dilution of the band gap. In the crossover region in between, the localization length behaves non-monotonically as a function of disorder.

In Fig. 5, we show the disorder dependence of the localization length at the peak, as obtained experimentally, and compare it to the theoretical calculations for $N = 8$ and in the large-$N$ limit. (Note that the peak frequencies in model and experiment exhibit a small difference of approximately 1 MHz, so that we compare the localization lengths at slightly different frequencies for $W \in \{0.16, 0.47\}$.) At weak disorder, the large-$N$ theoretical data is close to a power law $\xi \sim W^{-2}$ (black dashed line). This is expected from perturbative analysis and discussed in more detail in Appendix C, where we also demonstrate an excellent $1/W^2$ scaling of the localization length by using weaker disorder and much larger system sizes.

For the weakest disorder strength in Fig. 5, $W = 0.16$, the experimentally determined localization length is significantly smaller than the actual $\xi$, which is rooted in $\xi \gg 8$ for these parameters. Furthermore, the experimentally extracted $\xi$ is also smaller by almost an order of magnitude than the theoretical $\xi$, which is due to the above-mentioned additional peak-suppressing effects in the experiment, which are not present in the model. In particular, dissipation, i.e., non-radiative decay of the qubits, yields an additional contribution to $\text{Im}(k)$ for frequencies below and above the bandgap [19]. This effect reduces the maximum $T$ at the subradiant polariton peak and limits the experimentally extracted localization length from above, even in the absence of disorder. A further potential source of differences between the theory and the experimental data is the interference between the signal and standing waves in the cryostat [15]. This effect leads, e.g., to an asymmetry in the one-qubit transmission dip [15] and accounts for further suppression of the localization length in experiment. At the same time, as the disorder strength is increased, the disorder-induced peak suppression becomes the dominant effect. Indeed, it is evident in Fig. 5a that the peak height decreases with the increase of disorder. On a quantitative level, all effective localization lengths (experimental $\xi$ as well as theoretical $\xi$ and $\xi$) converge towards each other. In particular, for $W = 1.1$ the experimentally determined $\xi$ is smaller than the theoretical $\xi$ ($\xi$) by approximately 10% (respectively, 40%). Furthermore, we explicitly demonstrate in Appendix A by incorporating the non-radiative decay rate into the transfer-matrix approach, that the influence of dissipation associated with the non-radiative decay becomes negligible at $W \gtrsim 1$. Since the experiment reaches sufficient disorder strengths and shows a distinct dependence on disorder, we conclude, in agreement with the results of the theoretical model, that the observed suppression of the subradiant mode peak is an observation of Anderson localization in an eight-qubit system.

IV. SUMMARY AND OUTLOOK

In conclusion, we experimentally demonstrated Anderson localization in a finite wQED system with $N = 8$ qubits. Individual frequency control allowed us to manipulate the disorder strength in-situ. Attaching an effective localization length to the suppression of a subradiant polaritonic mode, we found a decrease of the effective localization length with increasing disorder. Using a theoretical model, we showed that in finite systems localization indeed manifests as the suppression of transmission peaks, which constitute the polariton bands for infinite structures. The model allowed us to compare localization lengths obtained in small systems to the thermodynamic-limit ($N \to \infty$) results. We found that the finite system mimics the infinite one at the peak positions, giving a reasonable estimate for the localization length at the corresponding frequencies. The theoretical analysis reproduces all salient aspects of the experiment. This confirms the accuracy of the experiment and corroborates the appropriateness of the model as well the interpretation of the experimental findings.

The experiment paves the way to further experimental studies in disordered wQED systems. One very interesting prospective direction is the implementation of an individual readout of the qubits. This will give access to dynamical properties of the system by studying observables such as the return probability or the wave packet spread. Such studies would also contribute to investigation of finite-size effects. Furthermore, an individual qubit readout would allow one to probe the spatial profile of localized collective excitations, providing a potential experimental platform to test the localization landscape technique [42, 43]. Finally, a very intriguing and challenging prospect is to explore the regime of many-body localization by increasing the incident power in the system.
Figure 4. a Transmission coefficient $|S_{21}|$ through the metamaterial for different disorder strengths $W$ in the experiment (blue solid lines) and in the theoretical model (orange dashed lines). For the case of very weak disorder, $W = 0.16$ (upper panel), the observed transmission is nearly identical to the results of a transfer-matrix calculation for a clean system. The agreement becomes especially good when the non-radiative decay in the sample as well as the background in the cryostat are incorporated (black dotted line). For strong disorder, $W = 2.04$, the middle and the bottom panels display results for two individual disorder realizations. Vertical dotted lines mark the frequency of the individual qubits in each disorder realization. It is seen that the profile of the transmission coefficient differs strongly from one realization of disorder to the other, in agreement with theoretical predictions. b Overview of the transmission coefficient for 50 random disorder realizations for $W = 2.04$. The distribution of qubit frequencies is picked according to a Gaussian probability distribution $P(\omega)$ (right panel).
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Appendix A: Localization vs. dissipation

Since the localization length is in the experiment extracted from the power transmission coefficient $T = |S_2|^2$, the effective localization length $\xi = -8/\log(T)$ is also influenced by dissipation (i.e. non-radiative decoherence) of the qubits. This can be numerically investigated with a phenomenological transfer-matrix approach based on the reflection coefficient of the individual qubits, which incorporates non-radiative decay. The calculation follows the methods presented in Refs. [15, 44]. The left panel of Fig. 6 shows the calculated $\xi = -8/\log(T)$ for the clean system (all qubits at $\omega/2\pi = 7.835$ GHz, $\Gamma_{10}/2\pi = 6.4$ MHz) and different non-radiative decoherence rates $\Gamma_{nr}$. Although the maximum value of $\xi$ at the Fano-peak of the subradiant mode is strongly influenced by the amount of dissipation, it shows a distinct monotonic decrease with the disorder strength $W$ (right panel of Fig. 6), which is a manifestation of Anderson localization. For larger disorder strengths, $\xi$ converges to the value of a non-dissipative model.

Appendix B: Comparison of averaged experimental and theoretical localization lengths $\xi$ for various disorder strengths

In Fig. 7 we show a direct comparison of the averaged localization lengths $\xi$ in experiment (solid blue lines) and in the theoretical model (dashed orange lines) for various values of disorder $W$ in the range $W \in [0.16, 2.04]$. There is good agreement between the experiment and the theory with respect to the overall behavior of the localization length. At the same time, the experimental $\xi$ is substantially lower than the theoretical one for weak disorder, in the range of frequencies where the theoretical $\xi$ is large (in particular, at the peak). The reasons for this are discussed in Sections II and III of the paper: the experimental data are affected by the non-radiative decay and by effects in the cryostat that are not included in the theoretical model. With increasing disorder, the agreement between the experimental and theoretical values of $\xi$ improves, as Anderson localization becomes the most important effect controlling the experimentally determined localization length.

Appendix C: Model (1) in the weak disorder limit

For weak disorder, the localization length scales as $\xi \propto W^{-\beta}$ with $\beta = 2$. This is because the localization length in 1D geometry is given by the back-scattering mean free path, which scales as $1/W^2$ by virtue of Fermi's golden rule. To verify with a high accuracy numerically that our model fulfills this limit, we have performed numerical simulations in the range of very weak disorders, $0.01 \leq W \leq 0.1$ and for a very big system size $N = 3 \cdot 10^4$. The average experimental localization length is shown in Fig. 7 for different disorder strengths $W$.
The results are shown in Fig. 8. The power-law fit yields the exponent $\beta \approx 1.97$, in excellent agreement with the analytical prediction $\beta = 2$.

We can estimate an upper border of the range of disorder strength $W$ in which this behavior can be reasonably observed. For this purpose, we use the effective photonic Hamiltonian \[.\] There, the effective onsite random field reads

$$\varepsilon_i = \frac{g^2}{\omega - \omega_i}. \quad (C1)$$

Investigating the model at a frequency $\omega = \mu + \Delta \omega$ and assuming $\sigma_\omega/\Delta \omega \ll 1$, we find

$$\varepsilon_i \approx \frac{g^2}{\Delta \omega} + \frac{(\omega_i - \mu)g^2}{(\Delta \omega)^2}. \quad (C2)$$

Therefore, the characteristic magnitude of fluctuations of the random on-site field is $\sigma_{\text{eff}} = \sigma_\omega g^2/(\Delta \omega)^2$. The weak-disorder condition reads $\sigma_{\text{eff}}/J \ll 1$. We further use $\Delta \omega \approx \Gamma_{10}$, as in the experiment, with $\Gamma_{10} = g^2/J$ being the single-qubit radiative decay rate. The weak-disorder condition then takes the form

$$W = \sigma_\omega/\Gamma_{10} \ll 1. \quad (C3)$$

Thus, we expect that the $1/W^2$ weak-disorder scaling of the localization length $\xi$ can be observed with reasonable accuracy up to $W \lesssim 1$. This is indeed what is seen in Fig. 8.
[1] P. W. Anderson, Absence of diffusion in certain random lattices, Physical Review 109, 1492 (1958)
[2] E. Abrahams, ed., 50 Years of Anderson Localization (WORLD SCIENTIFIC, 2010).
[3] D. S. Wiersma, P. Bartolini, A. Lagendijk, and R. Righini, Localization of light in a disordered medium, Nature 390, 671 (1997)
[4] M. Stöhrzer, P. Gross, C. M. Aegerter, and G. Maret, Observation of the critical regime near anderson localization of light, Phys. Rev. Lett. 96, 063904 (2006)
[5] A. A. Chabanov, M. Stoytchev, and A. Z. Genack, Statistical signatures of photon localization, Nature 404, 350 (2000)
[6] I. S. Graham, L. Piché, and M. Grant, Experimental evidence for localization of acoustic waves in three dimensions, Phys. Rev. Lett. 64, 3135 (1990)
[7] X. Gu, A. F. Kockum, A. Miranowicz, Y. Xi Liu, and F. Nori, Microwave photonics with superconducting quantum circuits, Physics Reports 718-719, 1 (2017)
[8] O. Astafiev, A. M. Zagorski, A. A. Abdumalikov, Y. A. Pashkin, T. Yamamoto, K. Inomata, Y. Nakamura, and J. S. Tsai, Resonance Fluorescence of a Single Artificial Atom, Science 327, 840 (2010)
[9] I.-C. Hoi, C. M. Wilson, G. Johansson, J. Lindkvist, B. Peropadre, T. Palomaki, and P. Delsing, Microwave quantum optics with an artificial atom in one-dimensional open space, New Journal of Physics 15, 025011 (2013)
[10] A. A. Abdumalikov, O. Astafiev, A. M. Zagorski, Y. A. Pashkin, Y. Nakamura, and J. S. Tsai, Electromagnetically Induced Transparency on a Single Artificial Atom, Physical Review Letters 104, 193601 (2010)
[11] K. Lalumière, B. C. Sanders, A. F. van Loo, A. Fedorov, A. Wallraff, and A. Blais, Input-output theory for waveguide QED with an ensemble of inhomogeneous atoms, Physical Review A 88, 043806 (2013)
[12] A. F. v. Loo, A. Fedorov, K. Lalumière, B. C. Sanders, A. Blais, and A. Wallraff, Photon-Mediated Interactions Between Distant Artificial Atoms, Science 342, 1494 (2013)
[13] Y.-X. Zhang and K. Molmer, Theory of subradiant states of a one-dimensional two-level atom chain, Phys. Rev. Lett. 122, 203605 (2019)
[14] J. Zhong, N. A. Olekhno, Y. Ke, A. V. Poshakinskiy, C. Lee, Y. S. Kivshar, and A. N. Poddubny, Photon-Mediated Localization in Two-Level Qubit Arrays, Physical Review Letters 124, 093604 (2020)
[15] J. D. Brehm, A. N. Poddubny, A. Stehli, T. Wolz, H. Rotzing, and A. V. Ustinov, Waveguide bandgap engineering with an array of superconducting qubits, npj Quantum Materials 6, 10.1038/s41535-021-00310-z (2021)
[16] M. Mirhosseini, E. Kim, X. Zhang, A. Sipahigil, P. B. Dieterle, A. J. Keller, A. Asenjo-Garcia, D. E. Chang, and O. Painter, Cavity quantum electrodynamics with atom-like mirrors, Nature 569, 692 (2019)
[17] E. Kim, X. Zhang, V. S. Ferreira, J. Banker, J. K. Iverson, A. Sipahigil, M. Bello, A. González-Tudela, M. Mirhosseini, and O. Painter, Quantum electrodynamics in a topological waveguide, Phys. Rev. X 11, 011015 (2021)
[18] H. R. Haakh, S. Faez, and V. Sandoghdar, Polaritonic normal-mode splitting and light localization in a one-dimensional nanoguide, Physical Review A 94, 053840 (2016)
[19] M. Mirhosseini, E. Kim, V. S. Ferreira, M. Kalaee, A. Sipahigil, A. J. Keller, and O. Painter, Superconducting metamaterials for waveguide quantum electrodynamics, Nature Communications 9, 3706 (2018)
[20] I. M. Mirza and J. C. Schotland, Influence of disorder on electromagnetically induced transparency in chiral waveguide quantum electrodynamics, Journal of the Optical Society of America B 35, 1149 (2018)
[21] D. Witthaut and A. S. Sørensen, Photon scattering by a three-level emitter in a one-dimensional waveguide, New Journal of Physics 12, 043052 (2010)
[22] N. Fayard, L. Henriot, A. Asenjo-Garcia, and D. E. Chang, Many-body localization in waveguide quantum electrodynamics, Phys. Rev. Research 3, 033233 (2021)
[23] P. Roushan, C. Neill, J. Tangpanitanon, V. M. Bastidas, A. Megrant, R. Barends, Y. Chen, Z. Chen, B. Chiara, A. Dunsworth, A. Fowler, B. Foxen, M. Giustina, E. Jeffrey, J. Kelly, E. Lucero, J. Mutus, M. Neeley, C. Quintana, D. Sank, A. Vainsencher, J. Wenner, T. White, H. Neven, D. G. Angelakis, and J. Martinis, Spectroscopic signatures of localization with interacting photons in superconducting qubits, Science 358, 1175 (2017)
[24] B. Chiara, C. Neill, A. Bohrdt, M. Filipponi, F. Arute, K. Arya, R. Babbush, D. Bacon, J. Bardin, R. Barends, S. Boixo, D. Buell, B. Burkett, Y. Chen, Z. Chen, R. Collins, A. Dunsworth, E. Farhi, A. Fowler, B. Foxen, C. Gidney, M. Giustina, M. Harrigan, T. Huang, S. Isakov, E. Jeffrey, Z. Jiang, D. Kafri, K. Kechedzhi, J. Kelly, P. Klimov, A. Korotkov, F. Kostritsa, D. Landhuis, E. Lucero, J. McClean, X. Mi, A. Megrant, M. Mohseni, J. Mutus, M. McEwen, O. Naaman, M. Neeley, M. Niu, A. Petukhov, C. Quintana, N. Rubin, D. Sank, K. Satzinger, A. Vainsencher, T. White, Z. Yao, P. Yeh, A. Zalcman, V. Smelyanskiy, H. Neven, S. Gopalakrishnan, D. Abanin, M. Knap, J. Martinis, and P. Roushan, Direct measurement of non-local interactions in the many-body localized phase (2020), arXiv:1910.06024 [cond-mat.dis-nn]
[25] F. Chen, Z.-H. Sun, M. Gong, Q. Zhu, Y.-R. Zhang, Y. Wu, Y. Ye, C. Zha, S. Li, S. Guo, H. Qian, H.-L. Huang, J. Yu, H. Deng, H. Rong, J. Lin, Y. Xu, L. Sun, C. Guo, N. Li, F. Liang, C.-Z. Peng, H. Fan, X. Zhu, and J.-W. Pan, Observation of strong and weak thermalization in a superconducting quantum processor, Phys. Rev. Lett. 127, 020602 (2021)
[26] Q. Guo, C. Cheng, Z.-H. Sun, Z. Song, H. Li, Z. Wang, W. Ren, H. Dong, D. Zheng, Y.-R. Zhang, and et al., Observation of energy-resolved many-body localization, Nature Physics 17, 234–239 (2020)
[27] K. Xu, J.-J. Chen, Y. Zeng, Y.-R. Zhang, C. Song, W. Liu, Q. Guo, P. Zhang, D. Xu, H. Deng, K. Huang, H. Wang, X. Zhu, D. Zheng, and H. Fan, Emulating many-body localization with a superconducting quantum processor, Phys. Rev. Lett. 120, 050507 (2018)
[28] I. V. Gornyi, A. D. Mirlin, and D. G. Polyakov, Interact-
ing electrons in disordered wires: Anderson localization and low-transport, Phys. Rev. Lett. 95, 206603 (2005).

[29] D. Basko, I. Aleiner, and B. Altshuler, Metal-insulator transition in a weakly interacting many-electron system with localized single-particle states, Annals of Physics 321, 1126 (2006).

[30] M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lüschen, M. H. Fischer, R. Vosk, E. Altman, U. Schneider, and I. Bloch, Observation of many-body localization of interacting fermions in a quasirandom optical lattice, Science 349, 842 (2015).

[31] R. Nandkishore and D. A. Huse, Many-body localization and thermalization in quantum statistical mechanics, Annual Review of Condensed Matter Physics 6, 15 (2015).

[32] E. Altman and R. Vosk, Universal dynamics and renormalization in many-body-localized systems, Annual Review of Condensed Matter Physics 6, 383 (2015).

[33] D. A. Abanin and Z. Papić, Recent progress in many-body localization, Annalen der Physik 529, 1700169 (2017).

[34] T. Caneva, M. T. Manzoni, T. Shi, J. S. Douglas, J. I. Cirac, and D. E. Chang, Quantum dynamics of propagating photons with strong interactions: a generalized input–output formalism, New Journal of Physics 17, 113001 (2015).

[35] T. Shi, D. E. Chang, and J. I. Cirac, Multiphoton-scattering theory and generalized master equations, Phys. Rev. A 92, 053834 (2015).

[36] See supplementary material at url for detailed information on the experimental setup, derivation of the model, calculation of the localization length and numerical calculations on dissipation. (2021).

[37] E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakrishnan, Scaling theory of localization: Absence of quantum diffusion in two dimensions, Phys. Rev. Lett. 42, 673 (1979).

[38] A. MacKinnon and B. Kramer, The scaling theory of electrons in disordered solids: Additional numerical results, Zeitschrift für Physik B Condensed Matter 53, 1 (1983).

[39] P. A. Khomyakov, G. Brocks, V. Karpan, M. Zwierzycki, and P. J. Kelly, Conductance calculations for quantum wires and interfaces: Mode matching and green’s functions, Physical Review B 72, 10.1103/physrevb.72.035450 (2005).

[40] J. Koch, T. M. Yu, J. Gambetta, A. A. Houck, D. I. Schuster, J. Majer, A. Blais, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf, Charge-insensitive qubit design derived from the Cooper pair box, Physical Review A 76, 042319 (2007).

[41] P. Yang, J. D. Brehm, J. Leppäkangas, L. Guo, M. Marthaler, I. Boventer, A. Stehli, T. Wolz, A. V. Ustinov, and M. Weides, Probing the Tavis-Cummings Level Splitting with Intermediate-Scale Superconducting Circuits, Physical Review Applied 14, 024025 (2020), publisher: American Physical Society.

[42] M. Filoche and S. Mayboroda, Universal mechanism for anderson and weak localization, Proceedings of the National Academy of Sciences 109, 14761 (2012).

[43] D. N. Arnold, G. David, D. Jerison, S. Mayboroda, and M. Filoche, Effective confining potential of quantum states in disordered media, Phys. Rev. Lett. 116, 056602 (2016).

[44] A. Asenjo-Garcia, M. Moreno-Cardoner, A. Albrecht, H. J. Kimble, and D. E. Chang, Exponential improvement in photon storage fidelities using subradiance and “selective radiance” in atomic arrays, Phys. Rev. X 7, 031024 (2017).
EXPERIMENTAL SETUP

The cryogenic microwave measurement setup is shown in Fig. S1.

EFFECTIVE QUBIT HAMILTONIAN

Our starting point in the theoretical part of the paper is the Hamiltonian (1) that describes an array of qubits coupled to a photonic waveguide. We proceed by integrating out qubit degrees of freedom, which leads to a photonic Hamiltonian (3), which is then analyzed via the transfer-matrix approach.

At the same time, a common course of action in the context of wQED systems is to integrate out the photonic degrees of freedom, which yields an effective qubit Hamiltonian Refs. [11, 34]. Since the resulting Hamiltonian is of long-range character, this approach is less convenient for the analysis of Anderson localization and is not used in our work. Nevertheless, we find it instructive to outline the derivation of the effective qubit Hamiltonian in this section of the Supplementary Material, in order to better clarify relations to previous works. We consider a Hamiltonian

\[ H = H_q + H_\gamma + H_{\gamma q} \]

with terms corresponding to qubit part \( H_q \), photon part \( H_\gamma \) and coupling \( H_{\gamma q} \) between them:

\[ H_q = \sum_{j=1}^{N} \omega_j a_j^\dagger a_j, \]  
\[ H_\gamma = \sum_{n=1}^{N} \omega_{k_n} b_{k_n}^\dagger b_{k_n}, \]  
\[ H_{\gamma q} = g \sum_{j,n=1}^{N} \left(\exp(ik_n d_j) b_{k_n}^\dagger a_j + \exp(-ik_n d_j) a_j^\dagger b_{k_n}\right). \]

Here \( b^\dagger, b \) and \( a^\dagger, a \) are photon and qubit creation and annihilation operators, respectively, \( g \) is the coupling strength between photons and qubits, \( \omega_i \) are random qubit frequencies, \( d \) the lattice spacing of the qubit array, and \( N \) the number of qubits. We set \( \hbar = 1 \).
Let us consider first the simplest lattice model, with the number of photon sites equal to the number of qubits \( N \) (i.e., the photon lattice spacing equal to the qubit lattice spacing). The photon dispersion is then \( \omega_k = 2J \cos(d k) \).

Transforming the photon operators from momentum space to the real space, we get

\[
b_j^\dagger := \sum_{n=1}^{N} \exp(ik_n d_j) b_{k_n}^\dagger ,
\]

\[
H_\gamma = J \sum_{i=1}^{N} \left( b_i^\dagger b_{i+1} + b_{i+1}^\dagger b_{i} \right) ,
\]

\[
H_{\gamma q} = g \sum_{i=1}^{N} \left( b_i^\dagger a_i + a_i^\dagger b_{i} \right) .
\]

Therefore, we have the site-space Hamiltonian

\[
H = \sum_{j=1}^{N} \omega_j a_j^\dagger a_j + J \sum_{i=1}^{N} \delta_{(i,j)} b_i^\dagger b_j + g \sum_{i=1}^{N} \left( b_i^\dagger a_i + a_i^\dagger b_{i} \right) ;
\]

\[
\delta_{(i,j)} := \begin{cases} 
1 & \text{if } i, j \text{ nearest neighbors} \\
0 & \text{else.}
\end{cases}
\]

Writing down a functional integral corresponding to this Hamiltonian and integrating out the photons, we obtain

\[
I = \int \! \mathcal{D}\{a, a^*, b, b^*\} \exp \left( - \sum_{i,j=1}^{N} a_i^* (\omega - \omega_i) \delta_{i,j} a_j + g \sum_{i=1}^{N} \left( a_i^* b_i + b_i^* a_i \right) \right) \exp \left( \sum_{i,j=1}^{N} b_i^* \left( J \delta_{(i,j)} - \omega \delta_{i,j} \right) b_j \right)
\]

\[
= \int \! \mathcal{D}\{a, a^*, b, b^*\} e^{-S_a} \times
\]

\[
\times g \exp \left( g \sum_{i,n=1}^{N} \left( \exp(idk_n) a_i^* \tilde{b}_{k_n} + \exp(-idk_n) \tilde{b}_{k_n}^* a_i \right) \right) \exp \left( \sum_{n,n'=1}^{N} \tilde{b}_{k_n}^* \left( 2J \cos(dk_n) - \omega \right) \delta_{k_n,k_{n'}} \tilde{b}_{k_{n'}} \right)
\]

\[
\sim \int \! \mathcal{D}\{a, a^*\} e^{-S_a} \exp \left( g^2 \sum_{n=1}^{N} \sum_{i,j=1}^{N} a_i^* a_j \exp(idk_n(i-j)) \frac{\omega - 2J \cos(k_n d) \omega - 2J \cos(k_n d)}{\omega - 2J \cos(k_n d)} \right),
\]

where we denoted by \( S_a \) the qubit on-site term of the action. The effective action of the qubit system and the corresponding effective Hamiltonian are therefore

\[
S_a^{\text{eff}}(\omega) = \omega \sum_{i=1}^{N} a_i^\dagger a_i - \sum_{i,j=1}^{N} a_i^\dagger a_j \left( \delta_{i,j} \omega_i + g^2 \sum_{n=1}^{N} \frac{\exp(idk_n(i-j))}{\omega - 2J \cos(k_n d)} \right),
\]

\[
H_a^{\text{eff}}(\omega) = \sum_{i,j=1}^{N} a_i^\dagger a_j \left( \delta_{i,j} \omega_i + g^2 \sum_{n=1}^{N} \frac{\exp(idk_n(i-j))}{\omega - 2J \cos(k_n d)} \right) .
\]

The calculation is straightforwardly extended to a model with an arbitrary number of photon sites between those sites that are coupled to qubits. When this number is large, we can go to the continuum limit and replace the momentum sum in Eq. (S13) by an integral. Linearizing the dispersion relation and taking the continuum limit, we recover the noninteracting effective qubit wQED Hamiltonian of Refs. 11, 34.

**CALCULATING TRANSMISSION COEFFICIENTS AND LOCALIZATION LENGTHS**

In this section of the Supplementary Material, we present details of transfer-matrix calculations of transmission coefficients and localization lengths.

Due to the tridiagonal form

\[
H_{i,j} = H_{i,j} \delta_{i,j} + H_{i,j} \delta_{i,j+1}
\]
of the effective photonic Hamiltonian, the corresponding Schrödinger equation can be written as

$$H_{i,j} \psi_j = \omega \psi_i$$  \quad (S15)

$$\Rightarrow \omega \psi_i = H_{i,i} \psi_i + (H_{i,i+1} \psi_{i+1} + H_{i,i-1} \psi_{i-1})$$  \quad (S16)

$$\Leftrightarrow \psi_{i+1} = \frac{1}{H_{i,i+1}} [ (\omega - H_{i,i}) \psi_i - H_{i,i-1} \psi_{i-1}] .$$  \quad (S17)

This allows us to determine wave function coefficients iteratively with the matrix equation

$$\begin{pmatrix} \psi_{i+1} \\ \psi_i \end{pmatrix} = \begin{pmatrix} \omega - H_{i,i} \\ - H_{i,i-1} \\ H_{i,i+1} \end{pmatrix} \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} \psi_i \\ \psi_{i-1} \end{pmatrix} ,$$  \quad (S18)

given an initial condition on sites $\psi_i, \psi_{i-1}$. From the wave function components on each site, we can calculate an effective localization length $\xi_i$ that describes the exponential decay of a wave function,

$$|\psi_i| \sim \exp \left( \pm i \cdot \frac{d}{2 \xi_i} \right)$$  \quad (S19)

with the lattice spacing $d$ (we set $d := 1$ in the following). It follows

$$\xi = \lim_{i \to \infty} \frac{i}{2 \log(|\psi_i|)} ,$$

where the limit should be chosen such that the localization length converges.

From the localization length we can find the power transmission coefficient by

$$T_N := \left| \frac{\psi_{N+1}}{\psi_0} \right|^2 ,$$  \quad (S20)

where we introduced the sites $\psi_{N+1}$ and $\psi_0$. We can therefore determine $T_N$ from $\xi$ according to

$$T_N = \left| \frac{\psi_{N+1}}{\psi_0} \right|^2 = \left| \exp \left( - \frac{N}{\xi_N} \right) \right|^2 ,$$  \quad (S21)

$$\Rightarrow T_N = \exp \left( - \frac{N}{\xi_N} \right) \Leftrightarrow \frac{1}{\xi_N} = - \frac{\log(T_N)}{N} .$$  \quad (S22)

Alternatively, we can directly calculate transmission coefficients and obtain effective localization lengths from

$$\frac{1}{\xi_N} = - \frac{1}{N} \left( \log(T_N) \right) .$$  \quad (S23)

In order to define the transmission coefficient for a given incident energy, we couple the system of sites $i \in [1, N]$ to leads extending from $(-\infty, 0]$ and $[N+1, \infty)$ (see for example Ref. [39]). This yields the Hamiltonian

$$H_{\text{coupled}} = \sum_{j=1}^{N} \omega_j a_j^\dagger a_j + J \sum_{i,j} \delta_{(i,j)} b_i^\dagger b_j + g \sum_{i=1}^{N} \left( b_i^\dagger a_i + a_i^\dagger b_i \right)$$

$$+ J_{\text{lead}} \sum_{i,j \in \mathbb{N} \backslash \{1, N\}} d_i^\dagger \delta_{(i,j)} d_j + c_L \left( d_0^\dagger b_1 + b_1^\dagger d_0 \right) + c_R \left( d_{N+1}^\dagger b_N + b_N^\dagger d_{N+1} \right) ,$$  \quad (S24)

where $d_j, d_j^\dagger$ are the annihilation and creation operators in the leads, while $c_L$ and $c_R$ are the couplings between the system and the left / right lead. For our simulations, $c_L = c_R = J_{\text{lead}} = J$. For simplicity, we assume in Eq. (S24) and below that the spacing $d_\gamma$ between the photon sites is the same as the spacing $d$ between the qubits. The analysis is straightforwardly generalized to the case of arbitrary integer $d/d_\gamma$. (The results presented in the main text of the paper are obtained for $d/d_\gamma = 2.$)
Integrating out the qubits, we find the effective photonic Hamiltonian involving the leads:

\[ H_{\text{eff, coupled}} = \sum_{i,j=1}^{N} b_i^\dagger \left( \delta_{i,j} \frac{g^2}{\omega_i - \omega} + J\delta_{i,j} \right) b_j \]  
\[ + J_{\text{lead}} \sum_{i,j \in N \setminus \{1,N\}} d_i^\dagger \delta_{i,j} d_j \]  
\[ + c_L \left( d_1^\dagger b_1 + b_1^\dagger d_0 \right) + c_R \left( d_{N+1}^\dagger b_N + b_N^\dagger d_{N+1} \right). \]

(S25)  
(S26)  
(S27)

The transfer-matrix can be now evaluated in a standard way:

\[
\begin{pmatrix}
\psi_{N+2} \\
\psi_{N+1}
\end{pmatrix} = \begin{pmatrix}
\omega & -c_R \\
J_{\text{lead}} & -c_L
\end{pmatrix} \begin{pmatrix}
\omega & -c_R \\
J_{\text{lead}} & -c_L
\end{pmatrix}^{-1} \begin{pmatrix}
\psi_N \\
\psi_{N-1}
\end{pmatrix}
\]

(S28)  
(S29)  
(S30)

\[ Q_i := \begin{pmatrix}
\omega - \varepsilon & -1 \\
0 & 1
\end{pmatrix}, \]
\[ \varepsilon_i := \frac{g^2}{\omega_i - \omega}. \]

(S31)  
(S32)

As an initial condition, we choose a plane wave of specified momentum \( k = \arccos(\omega/2J)/d \) in the leads (corresponding to the frequency \( \omega \)) and convert it to coefficients:

\[
\begin{pmatrix}
\psi_n \\
\psi_{n+1}
\end{pmatrix} = \begin{pmatrix}
\exp(ikd) & \exp(-ikd) \\
\exp(ikd) & \exp(-ikd)
\end{pmatrix} \begin{pmatrix}
A_n \\
B_n
\end{pmatrix}.
\]

(S33)  
(S34)

If we consider an incident wave coming from the left lead, we know that there is only a right-moving wave to the right of the system. We therefore set

\[
\begin{pmatrix}
\psi_{N+2} \\
\psi_{N+1}
\end{pmatrix} (k) = M_{N+1}(k) \begin{pmatrix}
A_{N+1} \\
B_{N+1}
\end{pmatrix} = M_{N+1}(k) \begin{pmatrix}
1 \\
0
\end{pmatrix}
\]

(S35)

and write with \( T = T_{\text{right}} T_{\text{sys}} T_{\text{left}} \)

\[
\begin{pmatrix}
A_{-1} \\
B_{-1}
\end{pmatrix} (k) = M_{-1}(k) \begin{pmatrix}
\psi_0 \\
\psi_{-1}
\end{pmatrix} (k)
\]

(S36)

\[ = M_{-2}(k) T^{-1}(k) \begin{pmatrix}
\psi_{N+2} \\
\psi_{N+1}
\end{pmatrix} (k)
\]

(S37)

\[ = M_{-2}(k) T^{-1}(k) M_{N+1}(k) \begin{pmatrix}
1 \\
0
\end{pmatrix}. \]

(S38)

Transmission and reflection coefficients \( t \) and \( r \) are defined as

\[ t(k) = \left| \frac{1}{A_{-1}(k)} \right|^2, \]
\[ r(k) = \frac{|B_{-1}(k)|^2}{|A_{-1}(k)|^2}. \]

(S39)  
(S40)

We use the first of these equations to determine \( t(k) \).