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1. Introduction

Flooding is an inevitable natural hazard, but it is also a valuable water resource. How to manage and utilize floodwater efficiently has always been a hot and challenging spot in global research. As a non-structural measure, flood forecasting helps to control and take advantage of the excess water effectively. Precipitation data are one of the most important boundary conditions in flood forecasting models [1]. However, it also brings uncertainty to flood forecasting [2], particularly in ungauged or poorly gauged basins. A previous study indicated that 70–80% of the uncertainties of hydrological simulations are due to the uncertainties in precipitation data [3]. Therefore, accurate and reliable precipitation data are crucial for hydrological forecasting and water resources management.
For a long time, hydrologists have mainly relied on a network of ground observation stations to obtain precipitation information. If only ground observations are used, one observation often represents actual rainfall in the range of hundreds, thousands, or even tens of thousands of square kilometers due to poor ground observation network. However, the actual precipitation is a weather process with significant variability in different time and space scales [4]. Insufficient spatial representation of the ground networks often leads to errors in estimating the spatial and temporal distribution of precipitation, which has become a primary source of uncertainty in hydrological simulations [5].

The satellite-based quantitative precipitation estimation technology has made significant progress in the past decades. The observation resolution and estimation accuracy have been continuously improving and have gradually become an essential tool for real-time rainfall monitoring for disaster early warning on global, regional, and catchment scales. It provides beneficial information on rainfall for hydrological studies in data-sparse basins [6,7]. Many organizations and institutions around the world have released satellite precipitation products (SPPs) with various spatial and temporal resolution such as Tropical Rainfall Measuring Mission (TRMM) [8], Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIAN) [9], Climate Prediction Center Morphing Technique (CMORPH) [10], Global Satellite Mapping of Precipitation (GSMaP) [11,12], and Integrated Multi-satellite Retrievals for Global Precipitation Measurement (GPM IMERG) [13]. Now the near-real-time (NRT) satellite precipitation products (SPPs) have a high spatial and temporal resolution. As they are available at a shorter latency time (~4 h), they have a great potential to be used for near real-time extreme weather monitoring, flood early warning, and flood impact assessments at both local and global scales [14–16]. Therefore, NRT SPPs are a useful alternative data source in the disaster warning and management of floods and droughts, especially in ungauged basins [17].

However, there is still a gap between observed precipitation and SPPs, especially the NRT SPPs [18,19]. The main reason is that the accuracy of SPPs is affected by various factors, such as sampling uncertainty, indirect observation errors, and inversion algorithms [20]. Moreover, the characteristics of these factors will change with precipitation mechanisms, climatic zones, seasons, altitude, and terrain conditions. Although many studies focused on NRT SPPs [21–23], the applications of NRT SPPs in simulating flood discharge are relatively few due to their low accuracy since they are accompanied by large errors, especially in the range of local and catchment scale [24,25]. The main reason is that the NRT products are prepared very quickly with shorter latency time by integrating limited available microwave observations from multiple satellites, and data unavailability regions are filled by interpolation or morphing techniques based on cloud movements from infrared (IR) data. Furthermore, other factors, such as indirect observation errors and inversion algorithms, also play an essential role in determining accuracy [20]. Therefore, it is essential to introduce bias correction methods to improve NRT SPPs before their practical application [26].

As a result, several previous studies focused on reducing biases or deviations in NRT SPPs with different methods such as mean factor correction method [27,28], quantile mapping approach [29,30], Bayesian method [31], multiplicative bias correction [32], and ratio bias correction method [32,33]. Moreover, some new techniques like merging soil moisture with SPPs were introduced [34]. At the same time, the rainfall retrieval algorithms are also keeping updated to improve the rainfall estimation by introducing several changes for topographical correction [35], noise reduction [36], and precipitation type [37]. Therefore, scientific studies on the evaluation of NRT SPPs should be continued to assess their capability, identify biases, use bias correction methods to enhance their applicability in real-time monitoring and early warning application, and carry out disaster risk reduction and damage assessments in data poor or ungauged basins.

Accordingly, this paper focused on enhancing the applicability of NRT SPPs (~4 h latency) in driving the hydrological model for flood discharge simulation by identifying the proper method to correct NRT SPPs and evaluating bias correction and flood simulation performance. In order to fulfill the objectives above, this study investigated the performance
of two statistical bias correction methods for NRT SPPs and their impacts on the accuracy of flood discharge simulation with the Block-wise use of the TOPMODEL (Topographic-based hydrologic model) (BTOP) model in a data-rich river basin, the Fuji River basin. GSMaP-NRT and IMERG-Early were selected as NRT SPPs. Two bias correction methods (simple multiplicative bias correction and ratio bias correction) with two bias factors (10-day and monthly) were employed to correct the NRT SPPs on different temporal scales. In addition, comprehensive evaluation criteria are used for evaluating both original and corrected NRT SPPs. Finally, the BTOP model was developed to simulate flood discharges at hourly steps with five types of precipitation inputs for each data source.

2. Study Area and Data

2.1. Study Area

As a study basin, the Fuji River basin was selected as it is a well-gauged basin, i.e., 28 ground observation stations in a 3570 km$^2$ area (the average observation density: 127.5 km$^2$/station). Although it is beyond this study’s scope, this basin can eventually serve to identify the effect of ground observation density on the accuracy of SPPs’ bias correction.

The Fuji River, located in the middle of Honshu Island, Japan, is one of the steepest rivers in Japan (Figure 1). The river comes from the Nokogiri Mountains with an altitude of about 2600 m in the northwest of Yamanashi Prefecture. It runs from the mountainous region to the Kofu (the capital of Yamanashi Prefecture) plain and then runs through the mountainous region before discharging out into the Pacific Ocean. The mainstream length is about 128 km. Summer is hot and humid, and winter is cold, with an average temperature of 26 °C and 3 °C, respectively. Furthermore, the mean annual precipitation of the basin and mean annual runoff at Kitamatsuno discharge station are 2100 mm and 69.2 m$^3$/s, respectively [38]. The rainy season is from the end of August to the beginning of October, during which typhoons often occur, and the risk of heavy rain is high.

![Figure 1. Digital Elevation Model (DEM) and gauge stations in the Fuji River basin. In total, twenty-eight rain gauges and forty-seven SPP meshes were involved in the calculation. The capital of Yamanashi Prefecture, Kofu city, is located in the Kofu Basin.](image-url)
2.2. Data

2.2.1. Precipitation Data

(a) Gauge Data

Figure 1 shows the spatial distribution of the 28 rainfall gauge stations. We collected hourly rainfall data during 2002–2011 from Japan Meteorological Agency (JMA) and Ministry of Land, Infrastructure, Transport and Tourism (MLIT). To be consistent with SPPs, the daily gauge rainfall was shifted to Coordinated Universal Time (UTC) while hourly data remain with Japan Standard Time (JST, UTC+9h), as the discharge data are recorded in local time.

(b) GSMaP NRT Data

GSMaP-NRT hourly data were obtained from the Japan Aerospace Exploration Agency (JAXA). It has a spatial resolution of 0.1° × 0.1° and 4 h latency [12]. The GSMaP uses a combined algorithm of microwave (MW) and infrared (IR) data [11]. It adopted the Kalman filter to update the precipitation rate produced by forward propagation of the rainfall which obtained from MW sensors. According to the selected period of gauge rainfall, we employed version 6 of GSMaP-NRT (v6) in this study. The data can be accessed freely after registration on the JAXA GSMaP website [39].

(c) IMERG Early Data

The IMERG products of the National Aeronautics and Space Administration (NASA) is global rainfall product with a temporal resolution of 0.5 h and a spatial resolution of 0.1° [13]. TRMM-era (1997–2015) data have been reprocessed using the IMERG algorithm for 2000-present, creating a long-term continuous IMERG data record. There are three types of products (Early, Late, and Final) from NASA. Among them, the IMERG Early Run uses historical climate data for calibration, and the latency is 4 h. In this study, we employed the IMERG Early Run dataset with the same resolution and latency of GSMaP-NRT, which is available on the NASA Goddard Earth Sciences (GES) Data and Information Services Center (DISC) website [40].

It should be noted that all hourly precipitation data are prepared in JST, whereas daily precipitation data are prepared in UTC. Furthermore, we extracted 47 grids of SPPs in the Fuji River basin (Figure 1) to compare with gauge rainfall in the watershed scale.

2.2.2. Other Model Input Data

The BTOP model, which is used as a hydrological model in this study, requires a variety of input data such as precipitation, Digital Elevation Model (DEM), land cover, soil type, Normalized Difference Vegetation Index (NDVI), and meteorological data.

DEM was obtained from NASA’s Shuttle Radar Topography Mission (SRTM) with an original resolution of 3 arc-seconds [41]. We employed the International Geosphere-Biosphere Program (IGBP) map as land cover data with an original resolution of 500 m [42]. Soil properties of this study area are obtained by using the soil map of the Food and Agriculture Organization (FAO) at the scale of 1:5 million [43]. NDVI came from the National Oceanic and Atmospheric Administration (NOAA) of the United States with an original resolution of 0.05 degree [44]. The Climate Research Unit (CRU) provides meteorological data [45], such as temperature, radiation, humidity, wind speed, and vapor pressure. All the above datasets could be accessed freely on their official website and were resampled to 30 arc-seconds (approximately 1 km) for BTOP model simulation. Moreover, the discharge data at the Kitamatsuono station were downloaded from MLIT as the same source with gauge rainfall.

3. Methodology

Figure 2 shows the framework of this study. First, prepare the gridded dataset with the Inverse Distance Weighted (IDW) method. Simple multiplicative bias correction (SMBC) and ratio bias correction (RBC) are used to correct NRT SPPs with two time-scale factors. A comprehensive evaluation is then applied to evaluate bias correction’s performance at four temporal resolutions (hourly, daily, 10-day, and monthly). After that, the BTOP
model is driven by five precipitation datasets to simulate the discharge in five flood cases separately. At last, four criteria indicators are chosen for evaluating the hydrological simulation performance. The details of the methodology are described in Sections 3.1–3.3.

3.1. Bias Correction Methods

This paper implemented two bias correction methods: simple multiplicative bias correction (SMBC) and ratio bias correction (RBC). As the Fuji River has sufficient rainfall stations, the robust and straightforward bias correction techniques were primarily selected.

3.1.1. Simple Multiplicative Bias Correction

The principle of the mean bias correction method is operable and straightforward. It assumes that satellite precipitation and ground observation precipitation have a uniform bias in the entire watershed. It is essentially a globally used standard correction method. However, it ignores the temporal and spatial heterogeneity of precipitation distribution within the watershed. The SMBC considers the time distribution compared to the mean
bias correction method [46], and the corresponding bias factor is obtained on a month and 10-day basis. Specific methods are shown as Equations (1) and (2).

$$
BiasFactor(T_t) = \frac{P^S(T_t)}{P^G(T_t)}
$$

(1)

$$
P^S_{corr}(P(x,y), T_i) = \frac{P^S(P(x,y), T_i)}{BiasFactor(T_t)}
$$

(2)

where $P^S(T_t)$ and $P^G(T_t)$ are monthly or 10-day rainfall of SPPs and gauge at watershed-scale, respectively. $P^S_{corr}(P(x,y), T_i)$ is the bias-corrected precipitation at grid location $(x,y)$ and time $T_i$, which $T_i$ is in the time series period $T_t$.

### 3.1.2. Ratio Bias Correction

Compared to SMBC, the RBC technique considers the distribution of time and space, which can correct the NRT SPPs more reasonably. Moreover, it is simple and easy to implement applicable. It has a wide range of applications in the field of SPPs correction [32,33] and the Inverse Distance Weighted (IDW) was selected as the interpolation method since it has the advantages of simplicity, computational speed, and good performance [47,48]. The main calculation steps are presented below:

1. Interpolation of gauge rainfall at each station $i$ with Inverse Distance Weighted (IDW) technique to create the grid-based rainfall same as SPPs:

$$
D_i = \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2}
$$

(3)

$$
P_j = \frac{1}{\sum_{i=1}^{N} (D_i)^p} \sum_{i=1}^{N} \frac{1}{(D_i)^p} P_i
$$

(4)

where $D_i$ is the distance between station $i$ and the center of grid $j$, $P_i$ and $P_j$ are rainfall at station $i$ and grid $j$, respectively. $p$ is the power of distance, which usually takes the value of 2. $N$ is the number of stations, and we took 3 in this study to avoid possible new biases since the study case has sufficient data.

2. Calculating the bias factor $f_{j,T}$ for each grid and time period $T$ by dividing the gauge with SPPs:

$$
f_{j,T} = \frac{P^S_{j,T}}{P^g_{j,T}}
$$

(5)

3. Finally, the bias-corrected rainfall of SPPs equals the multiplication of bias factor and SPPs at hourly and daily steps within different $T$ (monthly and 10-day):

$$
P^RBC_{j,t} = f_{j,T} \ast P^S_{j,t}
$$

(6)

### 3.2. Evaluation Criteria

This study employed quantitative evaluation criteria to evaluate both SPPs and simulated discharge based on the observation data. The selected indicators were the correlation coefficient (CC), bias (BIAS), mean absolute error (MAE), root mean square error (RMSE), and Nash–Sutcliffe Efficiency (NSE) [Equations (7)–(11)]. In this study, the evaluation of precipitation was calculated in the basin-scale.

$$
CC = \frac{\sum_{i=1}^{n} (X_i - \bar{X}) (\bar{Y} - \bar{X})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2 \sqrt{\sum_{i=1}^{n} (\bar{Y} - \bar{X})^2}}}
$$

(7)

$$
BIAS = \frac{\sum_{i=1}^{n} (X_i - \bar{X})}{n}
$$

(8)

$$
MAE = \frac{\sum_{i=1}^{n} |X_i - \bar{X}|}{n}
$$

(9)
\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (X_s^i - X_o^i)^2}{n}} \quad (10) \]

\[ \text{NSE} = 1 - \frac{\sum_{i=1}^{n} (X_S^i - X_O^i)^2}{\sum_{i=1}^{n} (X_O^i - \bar{X}_O)^2} \quad (11) \]

where \( X^O \) is observed data (precipitation or discharge), \( X^S \) is simulated data (original and bias-corrected SPPs or simulated discharge), \( i \) is the number of gauge stations or time series of runoff, \( n \) is time steps in the evaluation period.

3.3. Hydrological Model

As a rainfall-runoff simulation model, the BTOP model was selected as it is a semi-physically based distributed hydrological model with only five parameters to be calibrated. That is crucial for applying it to the majority of poorly measured basins in the world. It is applicable to small to large basins with slopes that can form streamlines. The BTOP model was first developed in 1999 at the University of Yamanashi [49–52]. The idea was to develop a robust and straightforward hydrological model to simulate runoff based on TOPMODEL [53] by extending it to large basins. After years of continuous development, the BTOP model has been applied in nearly 2300 watersheds worldwide [54,55]. It can be used for multi-purpose such as rainfall-runoff simulation, flood forecasting, and pollutant migration [56,57].

The BTOP model was applied to simulate discharge at Kitamatsuno, catchment area 3331 km\(^2\), and 11.6 km from the Fuji River’s estuary. Spatially distributed potential evapotranspiration was calculated by using the Shuttle Worth–Wallace (S–W) model [58]. We selected five cases to simulate flood discharge (i.e., July 2002, August 2003, October 2004, July 2007, and October 2009) as they received the most massive monthly cumulative rainfall of each year and there is almost no precipitation at the beginning of the month, and the discharge was at a low flow stage. October 2004 with gauge rainfall was used for calibration as it received the most extensive monthly rainfall from 2002 to 2011. Then we used five types of precipitation datasets (Gauge, GSMaP-NRT, IMERG-Early, and best bias-corrected SPPs for each) as forcing data for BTOP to simulate flood discharge in all cases.

4. Results and Discussion

4.1. Evaluation of SPPs

4.1.1. General Evaluation

GSMaP-NRT and IMERG-Early (hereafter referred to GSMaP and IMERG, respectively) data and the rain gauge data were compared at the watershed scale at hourly, daily, 10-daily, and monthly temporal scales. To be consistent with the period of the flood simulation, the hourly data were calculated within the case period. In contrast, others employed the data from 2002 to 2011 for a comprehensive evaluation with enough samples.

Figure 3 shows the scatterplots and regression curve of NRT SPPs and gauge rainfall. Based on the regression curve, SPPs underestimated the rainfall at all temporal scales except monthly GSMaP, which performed best with a CC of 0.84 among all temporal scales. Generally, the correlation improved as the temporal scale increased [22]. Moreover, it is evident that there are more dots on the upper left side than the lower right side when hourly rainfall > 5 mm, daily rainfall > 25 mm, 10-day rainfall > 50 mm, and monthly rainfall > 100 mm. It can be concluded that GSMaP and IMERG generally underestimate the extreme precipitation.
Figure 3. Scatterplots and regression lines from the original Satellite Precipitation Products (SPPs) and gauges with different temporal scales. (a) hourly, (b) daily, (c) 10-day, (d) monthly. Blue lines and dots denote Integrated Multi-satellite Retrievals (IMERG) Early data, while red lines and dots represent Global Satellite Mapping of Precipitation-Near Real Time (GSMaP-NRT) data, and the black line is the equal line.

Table 1 shows the evaluation results for both original and bias-corrected SPPs more comprehensively. All evaluation metrics were calculated for two bias correction techniques (SMC, RBC) with two bias factors (monthly and 10-day) at all temporal scales. Overall, the SPPs corrected by the 10-day bias factor improved significantly. RBC with a 10-day bias factor was the best correction method among others as all metrics had been significantly improved. In particular, BIAS and CC almost reached the optimal value 0 and 1 after correction. From the aspect of MAE and RMSE, there is little difference on the time scale of hourly and daily no matter which correction method and factor we chose. In addition, on the temporal scale of 10-day and month, both SMBC and RBC performed well only with the corresponding bias factor.
Table 1. Evaluation criteria for the NRT-SPPs over the Fuji River basin of various temporal scales. The bold values represent the highest recorded performance for each SPPs at each temporal scale.

| Metrics | Time Scale | GSMaP-NRT | IMERG Early |
|---------|------------|-----------|-------------|
|         |            | SMBC      | RBC         | SMBC         | RBC         |
|         | Original   | 10-Day    | 10-Day      | Original     | 10-Day     |
|         | Month Factor | Factor    | Factor      | Month Factor | Factor     |
| CC      | Hourly     | 0.76      | 0.75        | 0.77        | 0.75       | 0.77      | 0.80      | 0.80      | 0.77      | 0.80      |
|         | Daily      | 0.79      | 0.78        | 0.90        | 0.78       | 0.79      | 0.79      | 0.76      | 0.90      | 0.76      |
|         | 10 days    | 0.79      | 0.77        | 1.00        | 0.77       | 0.77      | 0.71      | 1.00      | 0.72      | 1.00      |
|         | Monthly    | 0.84      | 0.82        | 0.99        | 0.82       | 0.99      | 0.78      | 0.73      | 0.99      | 0.73      |
| BIAS    | Hourly     | −0.03     | −0.08       | −0.08       | 0.03       | −0.02     | 0.17      | 0.10      | −0.11     | 0.04      |
|         | Daily      | 0.04      | −0.05       | −0.01       | −0.04      | 0.00      | 0.04      | 0.00      | 0.04      | 0.00      |
|         | 10 days    | 0.45      | −0.49       | −0.08       | −0.42      | 0.00      | 4.58      | 0.00      | 0.42      | 0.00      |
|         | Monthly    | 1.37      | −1.47       | −0.25       | −1.28      | 0.00      | 13.94     | 1.07      | −0.01     | 1.29      | 0.00      |
| MAE     | Hourly     | 0.39      | 0.38        | 0.42        | 0.38       | 0.42      | 0.37      | 0.46      | 0.37      | 0.40      |
|         | Daily      | 2.87      | 2.92        | 2.13        | 2.93       | 2.15      | 3.05      | 3.00      | 2.19      | 2.98      |
|         | 10 days    | 17.51     | 18.01       | 6.28        | 18.08      | 6.02      | 19.48     | 19.06     | 6.02      | 19.00     |
|         | Monthly    | 36.35     | 34.34       | 6.28        | 34.36      | 6.02      | 44.19     | 42.41     | 6.02      | 42.00     |
| RMSE    | Hourly     | 1.23      | 1.21        | 1.23        | 1.22       | 1.23      | 1.08      | 1.31      | 1.51      | 1.16      |
|         | Daily      | 7.51      | 7.65        | 5.29        | 7.67       | 5.33      | 7.44      | 7.78      | 5.19      | 7.76      |
|         | 10 days    | 27.83     | 28.76       | 0.40        | 28.87      | 0.00      | 30.22     | 32.35     | 0.04      | 32.19     |
|         | Monthly    | 52.64     | 55.16       | 11.75       | 55.34      | 11.53     | 64.90     | 68.99     | 10.05     | 68.47     |

In summary, we selected precipitation data, which were corrected by RBC−10day as the input data of the BTOP model, refer to them as GSMaP-RBC and IMERG-RBC, respectively. Furthermore, Figure 4 shows the cumulative rainfall for each data source in selected cases. The monthly precipitation of GSMaP-RBC and IMERG-RBC is consistent with the measured precipitation. Furthermore, precipitation is heterogeneous in temporal and spatial scales. The specific effect of the statistical correction method cannot be identified. Moreover, a significant discrepancy still exists from the aspect of a single rainfall event. However, we obtained satisfactory correction results with statistic bias correction methods based on the watershed scale. This shows that from an average point of view, the statistical correction method has considerable effectiveness.

Figure 4. Inter-comparison of cumulative rainfall of different precipitation datasets in five selected months during 2002–2011.
4.1.2. Case Evaluation

Since the flood discharge simulation focuses on the five cases we selected, it is essential to evaluate the original IMERG and GSMaP and their best-corrected ones (IMERG-RBC, GSMaP-RBC) for the period of each case. Figure 5 shows the Taylor diagram [59] for five flood cases. It can effectively show three indicators (correlation coefficient, normalized standard deviation (NSD), and normalized root mean square deviation (NRMS)) in one chart. Generally, the corrected NRT SPPs have a better performance than the original data. In the case of October 2004, Figure 5c, the original and corrected NRT SPPs show the best agreement with gauge rainfall among five flood cases. In the case of October 2009, Figure 5e, GSMaP performs the worst with a CC around 0.6. The evaluation for these cases could also provide some implications for flood simulation in Section 4.2.

![Figure 5. Taylor diagram for the original and best-corrected SPPs of five flood cases. (a)–(e) represent five cases respectively.](image)

4.2. Flood Discharge Simulation

Model setup: The BTOP model was run at an hourly time step for five cases (i.e., July 2002, August 2003, October 2004, July 2007, and October 2009). Figure 6 and Table 2 show the hydrographs and evaluation criteria of simulations with five precipitation datasets (i.e., Gauge, GSMaP, IMERG, GSMaP-RBC, IMERG-RBC). We considered that the best-fit parameters of the model are calibrated with well-gauged rainfall input. Therefore, we adopted the parameters calibrated with gauge precipitation to set up the model to simulate discharges with SPPs. The model performed excellently in calibration (October 2004) with an NSE of 0.95, a CC of 0.98, a BIAS of −72.42 m$^3$/s, and an RMSE of 165.23 m$^3$/s. The results of validation with gauge rainfall were also satisfactory with NSE of 0.94, 0.94, 0.96, and 0.74 for July 2002, August 2003, July 2007, and October 2009, respectively. It was found that the gauged precipitation performed best among five rainfall data sources. This means
the BTOP model has the capability to simulate flood discharge with sufficiently accurate rainfall input.

![Figure 6](image_url)

**Figure 6.** Flood discharge simulation at Kitamatsuno by using five precipitation datasets for five cases. (a)–(e) represent five cases respectively. (c) is the calibration period, while others are the validation period.

Simulation with/without bias correction: The bias-corrected NRT SPPs were used in discharge simulation, and the results were compared with the cases without bias correction. It was found the bias correction significantly improved the performance. In particular, as shown in Table 2, the NSE of runoff simulation with GSMaP-RBC rose from 0.14 to 0.83, CC increased from 0.49 to 0.93, BIAS decreased from $-152.59 \text{ m}^3/\text{s}$ to $-6.32 \text{ m}^3/\text{s}$, and RMSE improved from 576.5 m$^3$/s to 259.14 m$^3$/s in August 2003. Similarly, the NSE of simulation with IMERG-RBC in July 2002 and August 2003 improved from 0.2 to 0.81 and 0.21 to 0.82, respectively. As shown in Figure 6a–c, the simulated discharges with corrected SPPs have a good agreement with the observed.

In July 2002, the simulated runoff with GSMaP-RBC overestimated the flood peak due to the corrected SPPs enlarged the extreme value of precipitation. Figure 6b shows that the simulated discharge of the second flood peak with GSMaP-RBC and IMERG-RBC matches the observed discharge perfectly, even better than gauge simulations. In October 2004, although the results significantly improved after bias correction, there is still a discrepancy of the second flood peak.
Table 2. Evaluation criteria for flood discharge simulations.

| Cases       | Metrics | Gauge | GSMaP | GSMaP-RBC | IMERG | IMERG-RBC |
|-------------|---------|-------|-------|-----------|-------|-----------|
| July 2002   | NSE     | 0.94  | 0.27  | 0.45      | 0.2   | 0.81      |
|             | CC      | 0.97  | 0.71  | 0.79      | 0.78  | 0.93      |
|             | BIAS    | 22.34 | -83.15| 53.46     | -81.04| 25.47     |
|             | RMSE    | 176.02| 625.87| 544.55    | 635.3 | 321.45    |
| August 2003 | NSE     | 0.94  | 0.14  | 0.83      | 0.21  | 0.82      |
|             | CC      | 0.99  | 0.49  | 0.93      | 0.56  | 0.92      |
|             | BIAS    | -31.03| -152.59| -6.32    | -139.42| -13.06    |
|             | RMSE    | 151.66| 576.5 | 259.14    | 554.55| 260.8     |
| October 2004| NSE     | 0.95  | 0.46  | 0.76      | 0.53  | 0.71      |
| Calibration | CC      | 0.98  | 0.7   | 0.88      | 0.75  | 0.85      |
|             | BIAS    | -72.42| -88.45| -43.32    | -98.52| -57.61    |
|             | RMSE    | 165.23| 555.06| 367.5     | 518.98| 409.01    |
| July 2007   | NSE     | 0.96  | 0.48  | 0.48      | 0.61  | 0.66      |
|             | CC      | 0.98  | 0.78  | 0.7       | 0.79  | 0.83      |
|             | BIAS    | -5.98 | -27.22| 17.0      | 70.23 | 12.72     |
|             | RMSE    | 121.71| 464.15| 462.39    | 402.04| 372.09    |
| October 2009| NSE     | 0.74  | 0.25  | 0.37      | 0.41  | 0.41      |
|             | CC      | 0.95  | 0.77  | 0.75      | 0.87  | 0.78      |
|             | BIAS    | 100.04| 190.29| 115.58    | 114.84| 113.49    |
|             | RMSE    | 164.73| 281.66| 257.63    | 248.66| 248.72    |

However, in the cases of July 2007 and October 2009, the performance of corrected SPPs is not satisfactory. As shown in Figure 6d,e, GSMaP and IMERG overestimated the rainfall before the flood peak and underestimated the actual precipitation event that caused the flood. It caused the simulated discharge to fail to meet the flood peak and also caused the simulated flood peak to move forward. From the aspect of rainfall distribution in these two cases, the NRT SPPs duration is longer than Gauge. It leads the light rainfall heavier and heavy rainfall lighter, and makes the simulated discharge higher than observed when in the low-flow stage and fail to capture the flood peak. Moreover, looking at the rainfall evaluation of five flood cases, Figure 5d,e, the improvement of original SPPs obviously smaller than other cases. In the view of NSD in these two cases, the corrected SPPs become worse except GSMaP in July 2007. The results show that such statistical bias correction techniques cannot effectively improve all precipitation events when the distribution of SPPs and measured precipitation is inconsistent. Another problem that should be noticed is that in the case of October 2009, even the gauge rainfall cannot capture the flood peak well with an NSE of 0.74. As the hydrological process is a complicated system, the hydrological model has significant uncertainties [57,60]. They may come from input data, model parameters, and hydrological processes such as soil moisture changing, evaporation, and runoff process.

More specifically, the scatterplots between observed and simulated discharge are shown in Figure 7. The results with the bias-corrected SPPs show that the high flow part is considerably improved, while the low flow part received new biases. This is related to the fact that satellite precipitation generally overestimates light rain and underestimates heavy one [61]. As we all know, there are uncertainties not only in SPPs but also in hydrologic processing. In this study, we obtained satisfactory results of flood discharge simulation with bias-corrected NRT SPPs. Even though the corrected NRT SPPs still have biases in temporal and spatial, it has the potential to runoff simulation at the basin scale.
Figure 7. Scatterplots between observed and simulated discharge for five precipitation datasets and five cases. (a)–(e) represent five cases respectively.

5. Conclusions

The present work employed two bias correction methods (SMBC, RBC) with two bias factors (month, 10-day) to correct two NRT SPPs (GSMaP-NRT, IMERG-Early) and evaluated both the original and corrected SPPs with comprehensive evaluation indicators. Then, the best-corrected SPPs (GSMaP-RBC, IMERG-RBC) were selected as precipitation in driving the BTOP to simulate flood discharge. The main conclusions are as follows:

(1) Bias correction is necessary and effective for NRT SPPs. All correction methods improved NRT SPPs effectively, of which RBC-10day has the best performance. However, for the heterogeneity of precipitation in time and space, the statistical correction has certain limitations. Therefore, it is necessary to introduce the dynamic bias correction approach utilizing available ground rainfall data at higher temporal scales (e.g., daily) in future work.

(2) The consistency of SPPs with gauge rainfall improves as the spatial and temporal scale increases. It is significant for studies on a watershed scale or large scale. This principle is also applicable to runoff simulation of watersheds.

(3) The GSMaP-NRT and IMERG-Early show a considerable potential to simulate flood discharge in the Fuji River. Although precipitation and hydrological processes are heterogeneous in time and space, the BTOP runoff simulation results at hourly steps are satisfactory using the corrected GSMaP-NRT and IMERG-Early as forcing precipitation. At the same time, it suggests a high potential for the application of NRT SPPs in many data-sparse watersheds in the world.

(4) The present work applied a robust hydrological model in the Fuji River basin. Moreover, a comprehensive evaluation system has been introduced. According to this paper, the corrected SPPs and hydrological simulation show good results with sufficient rainfall stations. Future work will focus on the impacts of the pattern of the gauge network.
We will take the Fuji River basin as a case to study the gauge network’s impact on bias correction of SPPs and hydrological simulation. To further figure out how to improve the hydrological efficiency in the case of a limited gauge network.

In general, the results showed that the NRT SPPs could be valuable alternative data for flood forecasting in other river basins and can provide references for applying NRT SPPs in other basins, particularly in poor- or un-gauged river basins for real-time flood simulation, flood early warning, even flood extent mapping for disaster assessment and management.
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