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Abstract: This paper investigates the construction of rank-metric codes with specified Ferrers diagram shapes. These codes play a role in the multilevel construction for subspace codes. A conjecture from 2009 provides an upper bound for the dimension of a rank-metric code with given specified Ferrers diagram shape and rank distance. While the conjecture in its generality is wide open, several cases have been established in the literature. This paper contributes further cases of Ferrers diagrams and ranks for which the conjecture holds true. In addition, the proportion of maximal Ferrers diagram codes within the space of all rank-metric codes with the same shape and dimension is investigated. Special attention is being paid to MRD codes. It is shown that for growing field size the limiting proportion depends highly on the Ferrers diagram. For instance, for \([m \times 2]\)-MRD codes with rank 2 this limiting proportion is close to \(1/e\).
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1 Introduction

For random linear network coding, see [5] by Chou et al. and [18] by Ho et al., the natural coding-theoretical objects are subspace codes. This observation by Koetter et al. [19, 30] has led to extensive research efforts for constructions and decoding of subspace codes [3, 8, 9, 12, 13, 14, 15, 16, 17, 21, 24, 29, 30, 32, 34].

One way to construct good subspace codes utilizes rank-metric codes. These are subspaces (or subsets) of some matrix space \(\mathbb{F}_q^{m \times n}\) endowed with the rank metric \(d_{rk}(A, B) = \text{rk}(A - B)\). This naturally leads to the task of constructing large rank-metric codes with a given rank distance, and many of the above mentioned articles contribute to this question. Already in the 70’s, Delsarte [7] and independently in the 80’s Gabidulin [10] show that the maximum dimension of an \(m \times n\)-rank-metric code with rank distance \(\delta\) is given by \(m(n - \delta + 1)\) if \(n \leq m\). Codes attaining this bound are called MRD codes (maximum rank-distance codes), and both authors provide a construction of such codes. These MRD codes, now known as Gabidulin codes, are constructed within the \(\mathbb{F}_q\)-vector space \(\mathbb{F}_q^m\), which is naturally isometric to \((\mathbb{F}_q^{m \times n}, d_{rk})\). They are not just \(\mathbb{F}_q\)-linear but even \(\mathbb{F}_q^m\)-linear. More recently, a lot of attention has been paid to the existence and construction
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of MRD codes that are not equivalent to Gabidulin codes and not necessarily $\mathbb{F}_{q^m}$-linear. Most notably, in [24] Sheekey presents a construction of MRD-codes that are not equivalent to Gabidulin codes. Further contributions have been made by de la Cruz et al. [6] and Trombetti/Zhou [33].

A very straightforward construction of good subspace codes with the aid of rank-metric codes is the lifting construction [19]: to each matrix $M$ in the given rank-metric code one associates the row space of the matrix $(I \ | \ M)$, where $I$ is the identity matrix of suitable size. While this simple construction leads to subspace codes with good distance, it usually does not produce large codes. A remedy has been introduced by Etzion/Silberstein [9]: obviously a matrix of the form $(I \ | \ M) \in \mathbb{F}^{m\times(m+n)}$ is in reduced row echelon form (RREF) with pivot indices $1, \ldots, m$. This observation has led to the multilevel construction, where for each level a rank-metric code in $\mathbb{F}^{m\times n}$ is used to construct a subspace code in $\mathbb{F}^{m+n}$ with all representing $m \times (m+n)$-matrices being in RREF with a fixed set of general pivot indices. For this to work out properly, the matrices in the given rank-metric code have to be supported by the Ferrers diagram associated with the list of pivot indices; see [9] and Remark 2.5 later in this paper. As a result, the multilevel construction leads to the task of constructing large Ferrers diagram codes with a given rank distance. In [9] the authors provide an upper bound for the dimension of a rank-metric code supported by a given Ferrers diagram $\mathcal{F}$ and with a given rank distance $\delta$. In this paper, codes attaining this bound will be called maximal $[\mathcal{F}; \delta]$-codes. To this day, it is not clear whether maximal $[\mathcal{F}; \delta]$-codes exist for all pairs $(\mathcal{F}; \delta)$ and all finite fields. Several cases have been settled by Etzion et al. [8, 9] and Gorla/Ravagnani [16] and, more recently, by Liu et al. [20] and Zhang/Ge [35], but the general case remains widely open. In [2] Ballico studies the existence of maximal $[\mathcal{F}; \delta]$-codes over number fields.

In this paper we survey some of these results and extend them to further classes of pairs $(\mathcal{F}; \delta)$. In particular, we provide a family of pairs $(\mathcal{F}; \delta)$ for which maximal $[\mathcal{F}; \delta]$-codes can be realized for any finite field $\mathbb{F}_q$ as subfield subcodes of Gabidulin codes (or other $\mathbb{F}_{q^m}$-linear MRD codes). Since Gabidulin codes can be efficiently decoded, the same is true for such subfield subcodes. We also illustrate that for general pairs $(\mathcal{F}; \delta)$ such a subfield subcode construction is not possible. This is due to the non-existence of invariant subspaces in those cases. Furthermore, we present constructions for the special case where $\mathcal{F}$ is the $n \times n$-upper triangle and the rank is $n - 1$. In this case the dimension of a maximal $[\mathcal{F}; n-1]$-code is just 3, and despite the simplicity of the situation no construction of maximal $[\mathcal{F}; n-1]$-codes over arbitrary finite fields was known before.

Finally, we turn to the proportion of maximal $[\mathcal{F}; \delta]$-codes within the space of all $N$-dimensional codes in $\mathbb{F}_q^{m\times n}$ with shape $\mathcal{F}$, and where $N$ is the dimension of a maximal $[\mathcal{F}; \delta]$-code. Special attention will be paid to the limiting proportion as $q$ tends to infinity. If this limit is 1, we call maximal $[\mathcal{F}; \delta]$-codes generic. We will see that $[\mathcal{F}; \delta]$-codes are generic if and only if there exists an $N$-dimensional $[\mathcal{F}; \delta]$-code over any algebraically closed field of positive characteristic. This will tell us that genericity depends highly on the shape $\mathcal{F}$; in particular MRD codes are not generic (which has also recently been observed by Byrne/Ravagnani [11]). The latter contrasts recent results in [23] by Neri et al., who showed that MRD codes are generic if one restricts oneself to $\mathbb{F}_{q^m}$-linear rank-metric codes. Finally, for several nongeneric cases we provide upper bounds on the proportion. Among other things we will see that the limiting proportion of $[m \times n; \delta]$-MRD codes is upper bounded by $(1/e)^{(\delta-1)(n-\delta+1)}$ as $q, m \to \infty$, with equality if $n = \delta = 2$ (improving upon bounds in [4]). This is derived from the fact [31] that the proportion of matrices in $\mathbb{F}_q^{m\times n}$ with empty spectrum is asymptotic to $1/e$ as $q, m \to \infty$. It remains an open question whether there exist parameters $(m, n, \delta)$ for which the limiting proportion of $[m \times n; \delta]$-MRD codes is zero.
2 Preliminaries

Throughout, let \( q \) be a prime power and \( \mathbb{F}_q \) be a finite field of order \( q \). For any \( m \in \mathbb{N} \) consider the field extension \( \mathbb{F}_{q^m} \) over \( \mathbb{F}_q \). Let \( B = (x_1, \ldots, x_m) \) be an ordered basis of \( \mathbb{F}_{q^m} \) as an \( \mathbb{F}_q \)-vector space. Then we have the coordinate map

\[
\phi_B : \mathbb{F}_{q^m} \rightarrow \mathbb{F}_q^m, \quad a := \sum_{i=1}^{m} \alpha_i x_i \mapsto \begin{pmatrix} \alpha_1 \\ \vdots \\ \alpha_m \end{pmatrix} =: [a]_B
\]

We also write \([a]_B\) for \(\phi_B(a)\). The isomorphism \(\phi_B\) extends to the isomorphism

\[
\phi_B : \mathbb{F}_{q^m}^n \rightarrow \mathbb{F}_q^{m \times n}, \quad (a_1, \ldots, a_n) \mapsto ([a_1]_B, \ldots, [a_n]_B). \tag{2.1}
\]

On the vector space \(\mathbb{F}_{q^m}^{m \times n}\) we define the rank metric as \(d_{rk}(A, B) := \text{rk}(A - B)\). It is well-known that this is indeed a metric. Furthermore, on the \(\mathbb{F}_q\)-vector space \(\mathbb{F}_{q^m}^n\) we define the rank weight as \(\text{rk}(a_1, \ldots, a_n) = \dim_{\mathbb{F}_q} \langle a_1, \ldots, a_n \rangle\), where throughout this paper the notation \(\langle \rangle\) stands for the \(\mathbb{F}_q\)-subspace generated by the indicated elements. The rank weight induces the rank metric on \(\mathbb{F}_{q^m}^n\), in the obvious way. It is clear that \(\phi_B\) is an isometry (i.e., a metric-preserving isomorphism) between \(\mathbb{F}_{q^m}^n\) and \(\mathbb{F}_q^{m \times n}\).

**Definition 2.1.** An \(\mathbb{F}_q\)-subspace of \(\mathbb{F}_{q^m}^{m \times n}\) or \(\mathbb{F}_{q^m}^n\) is called a rank-metric code. The (minimal) rank distance of the rank-metric code \(C\) is defined as \(d_{rk}(C) := \min\{\text{rk}(z) \mid z \in C\setminus\{0\}\}\). An \([m \times n, k; \delta]_q\)-code is a rank-metric code in \(\mathbb{F}_{q^m}^{m \times n}\) or \(\mathbb{F}_{q^m}^n\) of \(\mathbb{F}_q\)-dimension \(k\) and rank distance \(\delta\). The same terminology will be used for \(\mathbb{F}\)-subspaces of \(\mathbb{F}^{m \times n}\) for an infinite field \(\mathbb{F}\).

Note that in general a rank-metric code in \(\mathbb{F}_{q^m}^n\) is only required to be \(\mathbb{F}_q\)-linear and not necessarily \(\mathbb{F}_{q^m}\)-linear.

A well-studied class of rank-metric codes are those attaining the maximum possible dimension for a given size \(m \times n\) and rank distance \(\delta\). In the case where \(n \leq m\), the Singleton bound tells us that the dimension \(k\) of an \([m \times n, k; \delta]_q\)-code is at most \(m(n - \delta + 1)\), and codes attaining this bound are called MRD codes (maximum rank-distance codes), denoted as \([m \times n; \delta]\)-MRD codes. An MRD code in \(\mathbb{F}_{q^m}^n\) may even be an \(\mathbb{F}_{q^m}\)-linear subspace, in which case we call it an \(\mathbb{F}_{q^m}\)-linear \([m \times n; \delta]\)-MRD code.

We now turn to matrices supported by Ferrers diagrams. Throughout, for any \(n \in \mathbb{N}\) let \([n]\) denote the set \(\{1, \ldots, n\}\).

**Definition 2.2.** A \(m \times n\)-Ferrers diagram \(\mathcal{F}\) is a subset of \([m] \times [n]\) with the following properties:
(i) if \((i, j) \in \mathcal{F}\) and \(j < n\), then \((i, j + 1) \in \mathcal{F}\) (right aligned),
(ii) if \((i, j) \in \mathcal{F}\) and \(i > 1\), then \((i - 1, j) \in \mathcal{F}\) (top aligned).

For \(j = 1, \ldots, n\) let \(c_j = |\{(i, j) \mid 1 \leq i \leq m, (i, j) \in \mathcal{F}\}|\), i.e., \(c_j\) is the number of dots in the \(j\)-th column (see Figure 1). We may identify the Ferrers diagram \(\mathcal{F}\) with the tuple \([c_1, \ldots, c_n]\). The tuple satisfies \(c_1 \leq c_2 \leq \ldots \leq c_n\).

Note that we allow \(c_1 = 0\) and \(c_n < m\). Thus the size \(m \times n\) of \(\mathcal{F}\) is not fixed by the tuple \([c_1, \ldots, c_n]\). However, for each Ferrers diagram the natural choices of \(m\) and \(n\) are the number of nonempty rows and columns, respectively. Removing empty rows and columns leads to the case where \(c_1 > 0\) and \(c_n = m\). This is further discussed in the paragraph after Definition 2.11.
Example 2.3. The Ferrers diagram \( \mathcal{F} = [c_1, \ldots, c_n] \) can be visualized as an array of top-aligned and right-aligned dots where the \( j \)-th column has \( c_j \) dots. Just like for matrices we index the rows from top to bottom and the columns from left to right. For instance, \( \mathcal{F} = [1, 2, 4, 4, 5] \) is given by

![Figure 1: \( \mathcal{F} = [1, 2, 4, 4, 5] \)]

For the rest of this section, let \( \mathbb{F} \) denote an arbitrary, possible infinite field (unless specified otherwise).

Definition 2.4. (a) The support of a matrix \( M = (m_{ij}) \in \mathbb{F}^{m \times n} \) is defined as the set \( \text{supp}(M) := \{(i, j) \mid m_{ij} \neq 0 \} \). For a given \( m \times n \)-Ferrers diagram \( \mathcal{F} \) we say that \( M \) has shape \( \mathcal{F} \) if \( \text{supp}(M) \subseteq \mathcal{F} \). The subspace of \( \mathbb{F}^{m \times n} \) of all matrices with shape \( \mathcal{F} \) is denoted by \( \mathbb{F}^{[\mathcal{F}]} \).

(b) Let \( C \subseteq \mathbb{F}^{m \times n} \) be a rank-metric code and let \( \mathcal{F} \) be an \( m \times n \)-Ferrers diagram. If \( C \subseteq \mathbb{F}^{[\mathcal{F}]} \), that is, every matrix in \( C \) has shape \( \mathcal{F} \), then \( C \) is called a Ferrers diagram code of shape \( \mathcal{F} \).

An \([m \times n, k; \delta]_q\)-code in \( \mathbb{F}_q^{[\mathcal{F}]} \) is thus an \([m \times n, k; \delta]_q\)-code. Note that it does not make sense to talk about \([F, k; \delta]_q\)-codes in \( \mathbb{F}_q^n \) because the shape of the corresponding matrices in \( \mathbb{F}_q^{m \times n} \) depends on the chosen basis \( B \) for the isomorphism in (2.1). We will make use of this fact later in Section 3.

Remark 2.5. Let us briefly relate Ferrers diagram codes to subspaces codes. All \( m \times n \)-matrices with the same Ferrers diagram shape \( \mathcal{F} \) can be extended to \( m \times (m + n) \)-matrices in reduced row echelon form (RREF) with the same pivot indices by inserting standard basis vectors. For instance, matrices with shape \( \mathcal{F} \) as in Figure [1] lead to RREF’s of the form

\[
\begin{pmatrix}
1 & \bullet & 0 & \bullet & 0 & 0 & \bullet & 0 & \bullet & 0 \\
0 & 0 & 1 & \bullet & 0 & \bullet & 0 & \bullet & 0 & \bullet \\
0 & 0 & 0 & 0 & 1 & 0 & \bullet & 0 & \bullet & 0 \\
0 & 0 & 0 & 0 & 1 & \bullet & \bullet & 0 & \bullet & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \bullet
\end{pmatrix}
\]

Precisely, let \( \mathcal{F} = [c_1, \ldots, c_n] \) and set \( t_i = |\{j \mid c_j \leq i\}| \) for \( i = 1, \ldots, m - 1 \) and \( t_0 = 0 \). Then the pivot indices of the resulting \( m \times (m + n) \)-matrix in RREF are at positions \( t_0 + 1, t_1 + 2, t_2 + 3, \ldots, t_{m-1} + m \). In this way Ferrers diagram codes give rise to subspace codes via the row spaces of the resulting matrices in RREF. The multilevel construction by Etzion/Silberstein [9] tells us how to combine various Ferrers shapes to ensure the quality of the subspace code. Not surprisingly, the rank distance of the Ferrers diagram codes plays a crucial role.

The above discussion leads to the question as to what the maximum possible dimension \( k \) of an \([\mathcal{F}, k; \delta]\)-code is. In [9] Etzion/Silberstein present an upper bound on the dimension via a simple counting argument. We need the following notation.
Definition 2.6. Let $\mathcal{F} = [c_1, \ldots, c_n]$ be an $m \times n$-Ferrers diagram and let $\delta \in \mathbb{N}$. For $j = 0, \ldots, \delta - 1$ define
\[
\nu_j := \nu_j(\mathcal{F}; \delta) = \left\{ \begin{array}{l}
\text{number of dots in } \mathcal{F} \text{ after removing the} \\
\text{top } j \text{ rows and rightmost } \delta - 1 - j \text{ columns}
\end{array} \right\} = \sum_{t=1}^{n-\delta+1+j} \max\{c_t - j, 0\}.
\]

Furthermore, set $\nu_{\min} := \nu_{\min}(\mathcal{F}; \delta) = \min\{\nu_0, \ldots, \nu_{\delta-1}\}$.

Note that $\nu_{\min} = 0$ whenever $\delta > \min\{m, n\}$. Moreover, $\nu_{\min} = 0 \iff c_{n-\delta+1+j} \leq j$ for some $j \in \{0, \ldots, \delta - 1\}$. A simple Linear Algebra argument establishes the following upper bound on $[\mathcal{F}; \delta]_q$-codes.

Theorem 2.7 ([9, Thm. 1]). Let $\mathcal{C} \subseteq \mathbb{F}^{m \times n}$ be an $[\mathcal{F}; \delta]$-code. Then $\dim(\mathcal{C}) \leq \nu_{\min}(\mathcal{F}; \delta)$.

This gives rise to the following definition.

Definition 2.8. An $[\mathcal{F}; \delta]$-code $\mathcal{C} \subseteq \mathbb{F}^{m \times n}$ is called maximal if $\dim(\mathcal{C}) = \nu_{\min}(\mathcal{F}; \delta)$.

In the same paper [9], Etzion/Silberstein formulate the following conjecture for Ferrers diagram codes over finite fields.

Conjecture 2.9. For every $m \times n$-Ferrers diagram $\mathcal{F}$, every $1 \leq \delta \leq \min\{m, n\}$ and every finite field $\mathbb{F}_q$ there exists a maximal $[\mathcal{F}; \delta]_q$-code.

The conjecture is certainly true for any $\mathcal{F}$ and $\delta = 1$: set $\mathcal{C} = \{E_{ij} \mid (i, j) \in \mathcal{F}\}$, where $E_{ij} \in \mathbb{F}_q^{m \times n}$ denotes the standard basis matrix with a one in position $(i, j)$ and zeros elsewhere (this is even true for arbitrary fields). Conjecture 2.9 has been proven for several cases of $(\mathcal{F}; \delta)$ but may still be considered as widely open. We will revisit some of the established cases later in the paper and settle the conjecture for further cases. For algebraically closed fields the conjecture is not true in general. In Section 6 we will discuss this more closely and relate the existence of a maximal $[\mathcal{F}; \delta]$-code over $\mathbb{F}_q$ with genericity over large finite fields.

Let us return to Conjecture 2.9 for finite fields. The simplest case for $\delta \geq 2$ is the case where $\mathcal{F} = [m, \ldots, m]$, that is, $\mathcal{F}$ is the full rectangle and does not put any restrictions on the matrices. If without loss of generality $n \leq m$, then $\nu_{\min}(\mathcal{F}; \delta) = m(n - \delta + 1)$, recovering the Singleton bound. In other words, a maximal $[\mathcal{F}; \delta]$-code is an $[m \times n; \delta]$-MRD code. The existence of such codes has been established by Delsarte [7] and later recovered by Gabidulin [10]. We recall Gabidulin’s construction here, but the two are essentially the same.

Theorem 2.10 ([7, Thm. 5.4 and 6.3], [10, Thm. 6/7]). Let $m \geq n$ and $g_1, \ldots, g_n \in \mathbb{F}_q^m$ be linearly independent over $\mathbb{F}_q$ and let $\delta \in [n]$. Set $\ell = n - \delta + 1$ and
\[
M := M(g_1, \ldots, g_n; \ell) = \begin{pmatrix}
g_1 & \cdots & g_n \\
g_1^q & \cdots & g_n^q \\
\vdots & \ddots & \vdots \\
g_1^{q^{\ell-1}} & \cdots & g_n^{q^{\ell-1}}
\end{pmatrix} \in \mathbb{F}_q^{\ell \times n}.
\]

Then the row space $\text{rowsp}(M) := \{uM \mid u \in \mathbb{F}_q^\ell\} \subseteq \mathbb{F}_q^n$ is called a Gabidulin code. It is an $\mathbb{F}_q$-linear $[m \times n; \delta]_q$-MRD code.
Note that $\mathcal{C}$ has dimension $\ell$ over $\mathbb{F}_q^m$ (since $M$ has full row rank), and thus its $\mathbb{F}_q$-dimension is $m\ell = m(n - \delta + 1)$, as desired.

The remainder of this section is devoted to a few simple facts that turn out to be quite useful. The simple properties given below in Remarks 2.12 and 2.14 have already been used in the literature (for instance in the proof of [8, Thm. 7]), but it seems nonetheless beneficial to formally introduce the according notions. The terminology in Definition 2.11(b) below will be particularly convenient.

It is a generalization of [28] where the same notion is used for a more specific case. The relevance of pending dots is, of course, that if Conjecture 2.9 is true, then these dots are not necessary for the existence of maximal $[\mathcal{F}; \delta]_{q}$-codes.

**Definition 2.11.** (a) Let $\mathcal{F}_i = m_i \times n$-Ferrers diagrams with the same number of columns. $\mathcal{F}_1 \subseteq \mathcal{F}_2$ simply means set-theoretic inclusion, thus $(i, j) \in \mathcal{F}_1$ implies $(i, j) \in \mathcal{F}_2$.

(b) Let $\delta \in [n]$ and $\mathcal{F}_2$ be an $m_2 \times n$-Ferrers diagram. If there exists an $m_1 \times n$-Ferrers diagram $\mathcal{F}_1 \subseteq \mathcal{F}_2$ such that $\nu_{\min}(\mathcal{F}_1; \delta) = \nu_{\min}(\mathcal{F}_2; \delta)$, then the dots in $\mathcal{F}_2 \setminus \mathcal{F}_1$ are called pending dots of $\mathcal{F}_2$ with respect to $\delta$.

Note that comparing two Ferrers diagrams as sets only makes sense in the context where both have the same number of columns. The diagrams $[1, 2, 3, 4]$ and $[0, 1, 2, 3, 4]$ are certainly the same, but as sets of points they look very different. Recall that Definition 2.2 includes $m \times n$-Ferrers diagrams $\mathcal{F} = [c_1, \ldots, c_n]$ with $c_1 = 0$ and $c_n < m$. This allows us to pad a diagram with empty rows and columns to make it a desired size for the purpose of comparison. In the same way we may delete empty rows or columns in order to obtain a Ferrers diagram where the first column and last row are non-empty.

**Remark 2.12.** Let $\mathcal{F}_1 \subseteq \mathcal{F}_2$ be $m_1 \times n$-Ferrers diagrams such that $\nu_{\min}(\mathcal{F}_1; \delta) = \nu_{\min}(\mathcal{F}_2; \delta)$. Then the existence of a maximal $[\mathcal{F}_1; \delta]$-code implies the existence of a maximal $[\mathcal{F}_2; \delta]$-code over the same field. This is clear because each matrix with shape $\mathcal{F}_1$ also has shape $\mathcal{F}_2$.

**Example 2.13.** (a) Consider the Ferrers diagram $\mathcal{F} = [1, 2, 4, 4, 5]$ shown in Figure 1. Then $\mathcal{F}$ does not have any pending dots with respect to $\delta = 2$ or $\delta = 3$, but the dot at position $(4, 3)$ is pending with respect to $\delta = 4$.

(b) For $\mathcal{F} = [1, 3, 3, 4, 5]$ and $\delta = 4$ the dots at positions $(1, 1)$ and $(2, 3)$ are both pending as individual dots, that is, removing either one of them does not decrease $\nu_{\min}(\mathcal{F}; \delta) = 4$. However, removing both of them will decrease it to 3.

(c) In [8, Ex. 5] the authors present a construction for a maximal $[\mathcal{F}; 3]_{q}$-code where $\mathcal{F} = [2, 4, 4, 6, 8]$ for fields $\mathbb{F}_q$ with $q \geq 4$. However, the bottom 4 dots are pending and removing them leads to the Ferrers diagram $\mathcal{F}' = [2, 4, 4, 5, 5]$, for which the authors present a construction of maximal $[\mathcal{F}'; 3]_{q}$-codes for arbitrary fields in [8, Thm. 2]. Thus, not only does the latter construction work for all finite fields, it also does not need the positions of the pending dots. We will revisit [8, Thm. 2] in Theorem 3.1.

**Remark 2.14.** Let $\delta \in [n]$ and $\mathcal{F}'$, $\mathcal{F}$ be $m \times n$-Ferrers diagrams such that $\mathcal{F}' \subseteq \mathcal{F}$ and $|\mathcal{F} \setminus \mathcal{F}'| = 1$ (that is, $\mathcal{F}'$ is obtained from $\mathcal{F}$ by removing one dot). Suppose $\nu_{\min}(\mathcal{F}'; \delta) = \nu_{\min}(\mathcal{F}; \delta) - 1$. Then the existence of a maximal $[\mathcal{F}; \delta]$-code over the field $\mathbb{F}$ implies the existence of a maximal $[\mathcal{F}'; \delta]$-code over $\mathbb{F}$. Indeed, let $\mathcal{C}$ be an $[\mathcal{F}, k; \delta]$-code, where $k = \nu_{\min}(\mathcal{F}; \delta)$. Let $\{(i, j)\} = \mathcal{F} \setminus \mathcal{F}'$. We can clearly choose a basis $\{A_1, \ldots, A_k\}$ of $\mathcal{C}$ such that $(A_s)_{i,j} = 0$ for all $1 \leq s \leq k - 1$. Then $\{A_1, \ldots, A_{k-1}\}$ is a basis of a maximal $[\mathcal{F}'; \delta]$-code.
This reduction technique is certainly not a new result, and is fairly obvious. Nevertheless, we include the following simple example to illustrate its power.

**Example 2.15.** Let \( \delta = 3 \). Figure 2 shows all \( 4 \times 4 \)-Ferrers diagrams for which Conjecture 2.9 can be confirmed via reduction described in Remark 2.14 starting with a \([4 \times 4; 3]\)-MRD code. The number in the bottom right corner is \( \nu_{\min}(F; 3) \) for the given Ferrers diagram \( F \). Later in this paper we will establish Conjecture 2.9 for \( n \times n \)-upper triangular matrices with \( \delta = 3 \) (see Corollary 3.10). Figure 3 shows all \( 4 \times 4 \)-Ferrers diagrams for which Conjecture 2.9 can be confirmed via reduction as in Remark 2.14 starting from the upper triangular shape.

![Figure 2: Reduction for 4 × 4-diagrams with \( \delta = 3 \) starting from \( F = [4, 4, 4, 4] \).](image1)

![Figure 3: Reduction for 4 × 4-diagrams with \( \delta = 3 \) starting from \( F = [1, 2, 3, 4] \).](image2)

The only \( 4 \times 4 \)-Ferrers diagram with positive \( \nu_{\min} \) not appearing in these charts is \( F = [1, 3, 3, 4] \). This case has been dealt with by Etzion et al. [8, Ex. 7] by making use of a suitable extension of a Gabidulin code. We present a simple alternative construction.

**Example 2.16.** Let \( \delta = 3 \) and consider the \( 4 \times 4 \)-Ferrers diagram \( F = [1, 3, 3, 4] \) shown in Figure 4. Then \( \nu_{\min} = 4 \). In order to construct a maximal \([F; 3]q\)-code over any finite field \( F = \mathbb{F}_q \), we start with a \([3 \times 3; 3]\)-MRD code, hence its dimension is 3.
Figure 4: $\mathcal{F} = [1, 3, 3, 4]$

We may choose a basis $B_1, B_2, B_3$ of this code in the form

$$B_1 = \begin{pmatrix} 1 & a_{12}^{(1)} & a_{13}^{(1)} \\ 0 & a_{22}^{(1)} & a_{23}^{(1)} \\ 0 & a_{32}^{(1)} & a_{33}^{(1)} \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0 & a_{12}^{(2)} & a_{13}^{(2)} \\ 1 & a_{22}^{(2)} & a_{23}^{(2)} \\ 0 & a_{32}^{(2)} & a_{33}^{(2)} \end{pmatrix}, \quad B_3 = \begin{pmatrix} 0 & a_{12}^{(3)} & a_{13}^{(3)} \\ 0 & a_{22}^{(3)} & a_{23}^{(3)} \\ 1 & a_{32}^{(3)} & a_{33}^{(3)} \end{pmatrix}$$

(see also Example 2.17(a) below). Hence the general linear combination is

$$B(\lambda) := \lambda_1 B_1 + \lambda_2 B_2 + \lambda_3 B_3 = \begin{pmatrix} \lambda_1 & p_{12} & p_{13} \\ \lambda_2 & p_{22} & p_{23} \\ \lambda_3 & p_{32} & p_{33} \end{pmatrix}, \quad \text{where } p_{ij} = \sum_{\ell=1}^{3} a_{ij}^{(\ell)} \lambda_{\ell}.$$}

Rank distance 3 guarantees that $(a_{22}^{(1)}, a_{32}^{(1)}) \neq (0, 0)$. We assume without loss of generality that $a_{22}^{(1)} \neq 0$. Define now $A_1, \ldots, A_4 \in \mathbb{F}^{4 \times 4}$ such that their general linear combination has the form

$$A(\lambda) = \sum_{\ell=1}^{4} \lambda_{\ell} A_{\ell} = \begin{pmatrix} \lambda_4 & \lambda_1 & p_{12} & p_{13} \\ 0 & \lambda_2 & p_{22} & p_{23} \\ 0 & \lambda_3 & p_{32} + \lambda_4 & p_{33} \\ 0 & 0 & 0 & \lambda_4 \end{pmatrix}. $$

It remains to show that $\text{rk}(A(\lambda)) \geq 3$ for all $\lambda = (\lambda_1, \ldots, \lambda_4) \neq 0$. This is clear if $\lambda_4 = 0$. Thus let $\lambda_4 \neq 0$. In this case

$$\text{rk } A(\lambda) \geq 3 \iff \text{rk } \begin{pmatrix} \lambda_2 & p_{22} \\ \lambda_3 & p_{32} + \lambda_4 \end{pmatrix} \geq 1.$$ 

The right hand side is clearly true if $(\lambda_2, \lambda_3) \neq (0, 0)$. In the case where $(\lambda_2, \lambda_3) = (0, 0)$, the matrix on the right hand side has second column $(a_{22}^{(1)} \lambda_1, a_{32}^{(1)} \lambda_1 + \lambda_4)^T$, and the assumption $a_{22}^{(1)} \neq 0$ along with $(\lambda_1, \lambda_4) \neq (0, 0)$ guarantees that this vector is nonzero. All of this establishes the existence of optimal $[\mathcal{F}; 3]_q$-codes over any field $\mathbb{F}_q$. We will return to this particular Ferrers diagram $\mathcal{F}$ in Example 4.3 and Corollary 7.9/Example 7.10. In the former we will show that a maximal $[\mathcal{F}; 3]_q$-code cannot be found as an $\mathbb{F}_q$-linear subspace of an $\mathbb{F}_q$-linear $[4 \times 4; 3]$-MRD code. In the latter we will discuss the probability that a random choice of 4 matrices with shape $\mathcal{F}$ generate a maximal $[\mathcal{F}; 3]_q$-code.

We close the section with a well-known example utilizing companion matrices. Part (b) and (c) below are simple instances of the aforementioned reduction methods.

**Example 2.17.** (a) Consider the case $m = n = 5$, thus $\ell = 1$. Let $B = (1, \alpha, \ldots, \alpha^{m-1})$ be a basis of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$, and consider the matrix $M = (1, \alpha, \ldots, \alpha^{m-1}) \in \mathbb{F}_{q^m}^{1 \times m}$. Let $f = \sum_{i=0}^{m} f_i x^i \in \mathbb{F}_q[x]$ be the monic minimal polynomial of $\alpha$ over $\mathbb{F}_q$ (thus $f_m = 1$). Then the matrix code $\phi_B(\text{rowsp}(M)) \subseteq \mathbb{F}_q^{m \times m}$ is the $m$-dimensional code given by
The previous code can be used to cover further Ferrers diagrams. Choose $t \leq i - 1$ and delete the $t$ rightmost columns of all matrices in $\mathcal{C}$. This yields an $m \times n$-Ferrers diagram code $\tilde{C}$ with shape $\tilde{F} = [i, i + 1, \ldots, m, \ldots, m]$, where $n = m - t$ (and the rightmost $i - t$ columns have $m$ dots). The code $\tilde{C}$ clearly has dimension $i$ and thus is a maximal $[\tilde{F}; n]_q$-code because $\nu_{\text{min}}(\tilde{F}; n) \leq \nu(\tilde{F}; n) = i$.

(c) We can go even further. Consider an $m \times n$-Ferrers diagram $\mathcal{F} = [c_1, \ldots, c_n]$ where $c_j \geq c_1 + j - 1$ for $j = 2, \ldots, n$ (hence $c_1 \leq m - n + 1$). Then $\nu_{\text{min}}(\mathcal{F}; n) = c_1$ and this remains true even after removing the dots at positions $(i, j)$ with $i > c_1 + j - 1$, i.e., these dots are pending. Removing them leads to the Ferrers diagram $\tilde{F}$ as in (b) with $i = c_1$. Hence there exists a maximal $[\tilde{F}; n]_q$-code.

3 Maximal Ferrers Diagram Codes as Subspaces of MRD Codes

In this section we present a class of pairs $(\mathcal{F}; \delta)$ for which maximal $[\mathcal{F}; \delta]_q$-codes can be found as $\mathbb{F}_q$-subspaces of some (in fact any) $\mathbb{F}_{q^m}$-linear MRD code with the same rank distance.

We start with two well-known results (Theorem 3.1 and Corollary 3.3) and their proofs, which will help to generalize them. For the rest of the paper we fix $n \leq m$, and throughout this section we assume $2 \leq \delta \leq n$ (as the existence of maximal $[\mathcal{F}; 1]$-codes is trivial).

Recall the isomorphism $\phi_B : \mathcal{F}^{n} \rightarrow \mathcal{F}^{m \times n}$ from (2.1) based on a chosen ordered basis $B$ of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$. For the following result note that every $\mathbb{F}_{q^m}$-linear MRD code in $\mathbb{F}^n_{q^m}$ has a systematic generator matrix. This is a consequence of [10] Thm. 2.

**Theorem 3.1** ([9] Thm. 2, [11] Sec. 2.5, [16] Cor. 19). Let $\mathcal{F} = [c_1, \ldots, c_n]$ be an $m \times n$-Ferrers diagram such that $c_j = m$ for all $j = n - \delta + 2, \ldots, n$ (that is, the last $\delta - 1$ columns of $\mathcal{F}$ have the maximum number of $m$ dots). Set $\ell = n - \delta + 1$ and let $G = (I_\ell \mid A) \in \mathbb{F}^{\ell \times n}_q$ be a generator matrix of an $\mathbb{F}_{q^m}$-linear $[m \times n; \delta]$-MRD code (for instance, a Gabidulin code). Let $B = (x_1, \ldots, x_m)$ be an ordered basis of $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$. Then the subspace

$$\mathcal{C} = \{ \phi_B((u_1, \ldots, u_\ell)G) \mid u_t \in \langle x_1, \ldots, x_{c_t} \rangle \text{ for } t = 1, \ldots, \ell \} \subseteq \mathcal{F}^{m \times n}_q$$

is a maximal $[\mathcal{F}; \delta]_q$-code. Furthermore, $\nu_{\text{min}}(\mathcal{F}; \delta) = \nu_0 = \sum_{t=1}^\ell c_t$.

**Proof.** Note that $\mathcal{C}$ is clearly an $\mathbb{F}_q$-vector space. Next, let $(u_1, \ldots, u_\ell) \in \mathbb{F}^\ell_{q^m}$ be such that $u_t \in V_t := \langle x_1, \ldots, x_{c_t} \rangle$. Set $(u_1, \ldots, u_\ell)A = (v_1, \ldots, v_{n-\ell})$. Then

$$\phi_B((u_1, \ldots, u_\ell)G) = ([u_1]_B, \ldots, [u_\ell]_B, [v_1]_B, \ldots, [v_{n-\ell}]_B) =: M.$$
By choice of $u_t$, it follows that the matrix $M$ has indeed shape $F$. Here it is crucial that the last $\delta - 1$ columns of $F$ are full and therefore do not impose any restrictions on the coordinate vectors of $v_1, \ldots, v_n-\ell$. Clearly, $d_{rk}(C) =: \delta' \geq \delta$ because $C$ is a subspace of an MRD code of distance $\delta$. Finally, $\dim_{F_q}(C) = \sum_{t=1}^{\ell} \dim V_t = \sum_{t=1}^{\ell} c_t = v_0(F; \delta) \geq v_0(F; \delta') \geq \nu_{\min}(F; \delta')$, where the first inequality is strict iff $\delta' > \delta$. Now the upper bound in Theorem 2.7 implies $\delta' = \delta$ and $\dim_{F_q}(C) = v_0(F; \delta) = \nu_{\min}(F; \delta)$.

One may note that, once $\nu_{\min}(F; \delta) = v_0 = \sum_{t=1}^{\ell} c_t$ is established, the result above also follows from the reduction process described in Remark 2.14. Indeed, for $\hat{F} = [m] \times [n]$ we have $\nu_{\min}(\hat{F}; \delta) = m(n-\delta+1)$ and, since $c_t = m$ for $t > \ell$, we conclude $\nu_{\min}(\hat{F}; \delta) = \nu_{\min}(\hat{F}; \delta) - |\hat{F}\setminus F|$. This has already been observed in [9, Rem. 6] and [16, Cor. 19].

Since we may always reduce to the case where $c_n = m$ by removing empty rows, the next result follows immediately.

**Corollary 3.2.** Let $\delta = 2$. Then Conjecture 2.9 holds true for all Ferrers diagrams $F$ and fields $F_q$.

The next result bears similarity to Theorem 3.1 but arrives at the same conclusion with a weaker assumption thanks to the consideration of pending dots.

**Corollary 3.3** ([8, Thm. 3] and [16, Thm. 23]). Let $F = [c_1, \ldots, c_n]$ be an $m \times n$-Ferrers diagram such that $c_j \geq n$ for all $j = n-\delta+2, \ldots, n$ (that is, the last $\delta - 1$ columns have at least $n$ dots). Then there exists a maximal $[F; \delta]_{q^\ell}$-code. More precisely, all dots at positions $(i, j)$ with $i > \hat{m} = \max\{c_{\ell-\delta+1}, n\}$ are pending, and there exists a maximal $[\hat{F}; \delta]_{q^\ell}$-code where $\hat{F} = [\hat{c}_1, \ldots, \hat{c}_n]$ with $\hat{c}_t = \min\{c_t, \hat{m}\}$.

**Proof.** Set $\ell = n-\delta + 1$. We show first that $\nu_{\min}(F; \delta) = v_0 = \sum_{t=1}^{\ell} c_t$. Using Definition 2.6 we compute for any $j = 1, \ldots, \delta - 1$

$$\nu_j = \sum_{t=1}^{\ell-j} \max\{c_t - j, 0\} \geq \sum_{t=1}^{\ell} (c_t - j) + \sum_{t=\ell+1}^{\ell+j} (n-j) \geq v_0 + j(n-j-\ell) \geq v_0.$$ 

Let now $\hat{m} = \max\{c_\ell, n\}$ and consider the $\hat{m} \times n$-Ferrers diagram $\hat{F} = [\hat{c}_1, \ldots, \hat{c}_n]$, where

$$\hat{c}_t = \min\{c_t, \hat{m}\} = \begin{cases} c_t, & \text{for } t = 1, \ldots, \ell, \\ \hat{m}, & \text{for } t = \ell+1, \ldots, n. \end{cases}$$

Then the Ferrers diagram $\hat{F}$ satisfies the assumptions of Theorem 3.1. Thus there exists a maximal $[\hat{F}; \delta]_{q^\ell}$-code and its dimension is given by $\nu_{\min}(\hat{F}; \delta) = \sum_{t=1}^{\ell} \hat{c}_t = \sum_{t=1}^{\ell} c_t = \nu_{\min}(F; \delta)$. Since $\hat{F} \subseteq F$ Remark 2.12 concludes the proof.

In [8 Thm. 8], Etzion et al. take the above idea further, tackling the case where the rightmost $\delta - 1$ columns contain at least $n - 1$ dots, assuming other criteria were also met. More recently Liu et al. [20, Thm. 3.13] generalize the argument to handle $n - r$ dots, again requiring further restrictions on the shape. In particular, the first $r$ columns combined may have no more than $m - n + r$ dots.

In Theorem 3.1 we could choose any ordered basis $B$ to obtain the desired maximal $[F; \delta]_{q^\ell}$-code as a subfield subcode. In Theorem 3.6 below we will prove a generalization of Theorem 3.1 for which we will have to make a judicious choice of basis. The construction and assumptions differ from [20 Thm. 3.13]. We first need the following lemmas.
Lemma 3.4. Let \( V \) be an \( m \)-dimensional vector space and \( V_1, \ldots, V_t \) be subspaces of \( V \) with \( \dim V_j \geq d_j \). Then \( \dim \left( \bigcap_{j=1}^t V_j \right) \geq \sum_{j=1}^t d_j - (t-1)m \).

Proof. We induct on the number of subspaces. Clearly the statement holds for \( t = 1 \). Assume the statement holds for \( t-1 \) subspaces. Then

\[
\dim \left( \bigcap_{j=1}^t V_j \right) = \dim \left( V_t \cap \bigcap_{j=1}^{t-1} V_j \right) = \dim V_t + \dim \left( \bigcap_{j=1}^{t-1} V_j \right) - \dim \left( V_t + \bigcap_{j=1}^{t-1} V_j \right) \\
\geq d_t + \sum_{j=1}^{t-1} d_j - (t-2)m - m = \sum_{j=1}^t d_j - (t-1)m. \]

Lemma 3.5. Let \( G = (I_\ell \mid A) \in F_{q^m}^{\ell \times n} \) be the generator matrix of an \( F_q \)-linear MRD code (thus, its rank distance is \( n - \ell + 1 \)). Let \( A = (a_{ij}) \). Then \( \text{rk} (I, a_{11}, \ldots, a_{\ell j}) = \ell + 1 \) for all \( j = 1, \ldots, n - \ell \), i.e., the entries of this vector are linearly independent over \( F_q \). In particular, \( a_{ij} \notin F_q \) for all \( i, j \).

Proof. Consider without loss of generality \( j = 1 \). Let \( \lambda_0 + \sum_{i=1}^\ell \lambda_i a_{i1} = 0 \) for some \( \lambda_i \in F_q \). Then \( (\lambda_1, \ldots, \lambda_\ell)G = (\lambda_1, \ldots, \lambda_\ell, -\lambda_0, b_1, \ldots, b_{n-\ell-1}) \) for some \( b_1 \in F_{q^m} \). Since all \( \lambda_i \) are in \( F_q \), this vector has rank at most \( n - \ell \), whereas the code has distance \( n - \ell + 1 \). Thus the vector is zero and hence \( \lambda_i = 0 \) for all \( i \), as desired.

Now we are ready to establish the following result.

Theorem 3.6. Let \( \mathcal{F} = [c_1, \ldots, c_n] \) be an \( m \times n \)-Ferrers diagram. Let \( 2 \leq \delta \leq n \) and \( \ell = n - \delta + 1 \). Set \( \varepsilon = \sum_{t=\ell+1}^n (m - c_t) \), that is, \( \varepsilon \) is the number of dots missing in the rightmost \( \delta - 1 \) columns of \( \mathcal{F} \). Suppose

\[
c_t \leq c_{t+1} - \varepsilon(\ell + 1 - t) \quad \text{for} \quad t = 1, \ldots, \ell. \tag{3.1}
\]

Let \( G = (I_\ell \mid A) \in F_{q^m}^{\ell \times n} \) be the generator matrix of an \( F_q \)-linear \( [m \times n; \delta] \)-MRD code. Then there exists an ordered basis \( B = (x_1, \ldots, x_m) \) of \( F_{q^m} \) over \( F_q \) such that the subspace

\[
\mathcal{C} = \{ \phi_B((u_1, \ldots, u_\ell)G) \mid u_t \in \langle x_1, \ldots, x_{c_t} \rangle \text{ for } t = 1, \ldots, \ell \} \tag{3.2}
\]

is a maximal \( [\mathcal{F}; \delta]_q \)-code. In this case \( \nu_{\min}(\mathcal{F}; \delta) = \nu_0 = \sum_{t=1}^\ell c_t \).

Theorem 3.1 is the special case where \( \varepsilon = 0 \). In this case the inequalities (3.1) are vacuous.

Proof. For any \( u = (u_1, \ldots, u_\ell) \in F_q^{\ell \times m} \) we have

\[
u G = (u_1, \ldots, u_\ell, v_1, \ldots, v_{n-\ell}), \quad \text{where} \quad (v_1, \ldots, v_{n-\ell}) = uA. \tag{3.3}
\]

As in the proof of Theorem 3.1, for any fixed basis \( B \), we may choose \( u_1, \ldots, u_\ell \) such that the first \( \ell \) columns of the matrix \( \phi_B(uG) \) adhere to the desired shape \( \mathcal{F} \). However, now we also have to accommodate the last \( n - \ell \) columns. We show that for a specific choice of basis \( B \) this can indeed be achieved.

Let \( A = (a_{ij})_{i,j \in [n-\ell]} \). Then \( a_{ij} \notin F_q \) for all \( i, j \) thanks to Lemma 3.5. In particular, \( a_{ij} \neq 0 \). Consider any chain of subspaces

\[
V_1 \subsetneq V_2 \subsetneq \ldots \subsetneq V_m = F_{q^m},
\]
such that $\dim V_i = i$. For $t \in [\ell]$ set $W_t = \bigcap_{j=1}^{n-\ell} V_{c_{t+j}} a_{tj}^{-1}$. Since $\dim (V_{c_{t+j}} a_{tj}^{-1}) = c_{t+j}$, Lemma 3.4 implies that

$$\dim(W_t) \geq \sum_{j=1}^{n-\ell} c_{t+j} - (n - \ell - 1)m = m - \varepsilon \quad \text{for all } t \in [\ell].$$

Consider the chain of subspaces

$$V_{c_{t+1}} \cap \bigcap_{j=1}^{\ell} W_j \subseteq V_{c_{t+1}} \cap \bigcap_{j=2}^{\ell} W_j \subseteq \ldots \subseteq V_{c_{t+1}} \cap W_\ell \subseteq V_{c_{t+1}} \subseteq \mathbb{F}_{q^m}.$$ 

By Lemma 3.4 and (3.1) we have for $t \in [\ell]$

$$\dim \left( V_{c_{t+1}} \cap \bigcap_{j=t}^{\ell} W_j \right) \geq c_{t+1} + \sum_{j=t}^{\ell} \dim(W_j) - (\ell - t + 1)m$$

$$\geq c_{t+1} + (\ell - t + 1)(m - \varepsilon) - (\ell - t + 1)m = c_{t+1} - (\ell - t + 1)\varepsilon$$

$$\geq c_t.$$

This allows us to choose an ordered basis $B = (x_1, \ldots, x_m)$ of $\mathbb{F}_{q^m}$ such that

$$x_1, \ldots, x_{ct} \in V_{c_{t+1}} \cap \bigcap_{j=t}^{\ell} W_j \quad \text{for } t \in [\ell].$$

Now we can prove that the code $C$ in (3.2) has shape $\mathcal{F}$. Consider $uG$ as in (3.3), and where $u_t \in (x_1, \ldots, x_{ct})$. Then the first $\ell$ columns of $\phi_B(uG)$ conform to the shape of $\mathcal{F}$. Moreover,

$$u_t a_{tj} \in (x_1, \ldots, x_{ct}) a_{tj} \subseteq W_t a_{tj} \subseteq V_{c_{t+1}} \quad \text{for } t \in [\ell] \text{ and } j \in [n - \ell].$$

Thus $v_j = \sum_{t=1}^{\ell} u_t a_{tj} \in V_{c_{t+j}}$ for $j \in [n - \ell]$ and all of this shows that $\phi_B(uG)$ indeed has shape $\mathcal{F}$. Finally, $\sum_{t=1}^{\ell} \dim (x_1, \ldots, x_{ct}) = \sum_{t=1}^{\ell} c_t = \nu_0(\mathcal{F}; \delta) \geq \nu_{\min}(\mathcal{F}; \delta')$, where $\delta' \geq \delta$ is the rank distance of $C$. As in the proof of Theorem 3.1 we conclude that $\delta' = \delta$ and the code $C$ in (3.2) is a maximal $[\mathcal{F}; \delta]_q$-code.

The inequalities (3.1) can be regarded as a staircase condition: the first $\ell$ columns must not have any dots below the staircase which starts at the last dot in column $\ell + 1$ and goes left and upward with step size $\varepsilon$; see the next example. In fact, Inequality (3.1) is trivially true for $t > \ell$ and thus no column reaches below the staircase.

We wish to point out that in [35] Thm. 3.2 and 3.6 Zhang/Ge establish the existence of further cases of maximal $[\mathcal{F}; \delta]_q$-codes by imposing a rapid increase of the column indices. The conditions are very different from ours and imply the existence of a tower of subfields of $\mathbb{F}_{q^m}$. As the examples in [35] show, in most cases a large number of pending dots is used for the constructions.

**Example 3.7.** Consider $\mathcal{F} = [1, 3, 5, 7, 8, 8, 8]$ and $\delta = 6$. Then $\ell = 3$ and $\varepsilon = 2$. The staircase condition (3.1) is indeed satisfied as can also be seen by Figure 9. Hence maximal $[\mathcal{F}; 6]_q$-codes exist over every field $\mathbb{F}_q$. Note that the three dots in the bottom row are pending in the sense of Definition 2.11. However, deleting them leads to a Ferrers diagram with fewer rows than columns. Swapping rows and columns accordingly yields the $8 \times 7$-Ferrers diagram $\tilde{\mathcal{F}} = [5, 5, 6, 6, 7, 7, 8]$. No previous construction provides us with a maximal $[\tilde{\mathcal{F}}; 6]_q$-code and thus Remark 2.12 cannot be utilized for the given pair $(\mathcal{F}; 6)$.
Remark 3.8. A particularly nice case of Theorem 3.6 arises when the last $\delta - 2$ columns of $F$ are full (i.e., have $m$ dots). In this case $\varepsilon = m - c_{\ell+1}$ and (3.1) reads as $c_t \leq m - (m - c_{\ell+1})(\ell + 2 - t)$ for $t \in [\ell]$.

Example 3.9. Consider the $6 \times 6$-Ferrers diagram $F = [1, 2, 4, 5, 6, 6]$, shown in Figure 6, and let $\delta = 4$, hence $\ell = n - \delta + 1 = 3$. Then $\varepsilon = 1$ and we are in the situation of Remark 3.8. The conditions $c_t \leq m - (m - c_4)(\ell + 2 - t) = 6 - (6 - 5)(5 - t) = 1 + t$ for $t = 1, \ldots, \ell$ are indeed satisfied and thus maximal $[F; 4]_q$-codes exist over every field $\mathbb{F}_q$. An analogous comment as in Example 3.7 applies to the two pending dots in the last row.

The following is immediate with Remark 3.8.

Corollary 3.10. Conjecture 2.9 holds true for $n \times n$-upper triangular matrices with $\delta = 3$.

We also obtain an analogue to Corollary 3.3. It arises as a generalization of the situation discussed in Remark 3.8.

Corollary 3.11. Let $\ell = n - \delta + 1$ and $F = [c_1, \ldots, c_n]$ be an $m \times n$-Ferrers diagram such that $c_t \geq n$ for all $t = \ell + 2, \ldots, n$ (that is, the last $\delta - 2$ columns of $F$ have at least $n$ dots) and such that

$$c_t \leq n - (n - c_{\ell+1})(\ell + 2 - t) \text{ for } t \in [\ell].$$

Then all dots at positions $(i, j)$ where $i > \max\{c_{\ell+1}, n\}$ are pending and there exists a maximal $[F; \delta]_q$-code for any field $\mathbb{F}_q$.

Proof. If $c_{\ell+1} \geq n$, the result is in Corollary 3.3. Thus let us assume $c_{\ell+1} < n$. Set

$$\hat{c}_t = \min\{c_t, n\} = \begin{cases} 
c_t, & \text{if } t \leq \ell + 1, 
n, & \text{if } t \geq \ell + 2, 
\end{cases}$$

and let $\hat{F} = [\hat{c}_1, \ldots, \hat{c}_n]$. Then $\hat{F}$ is an $n \times n$-Ferrers diagram satisfying the staircase condition of Remark 3.8. In particular, $\nu_{\min}(\hat{F}; \delta) = \nu_0(\hat{F}; \delta)$. Moreover, $\hat{F} \subseteq F$ and $\nu_0(\hat{F}; \delta) = \sum_{t=1}^{\ell} \hat{c}_t =$
Proof. Let \( \varphi_0(\mathcal{F}; \delta) \). Thus \( \nu_j(\mathcal{F}; \delta) \geq \nu_j(\hat{\mathcal{F}}; \delta) \geq \nu_{\min}(\hat{\mathcal{F}}; \delta) = \nu_0(\hat{\mathcal{F}}; \delta) = \nu_0(\mathcal{F}; \delta) \) for all \( j \in \{1, \ldots, \delta - 1\} \). This tells us that a maximal \( [\mathcal{F}; \delta]_{q^\ell}\)-code is also a maximal \( [\mathcal{F}; \delta]_{q^\ell}\)-code and the existence of the former has been established in Theorem 3.6 and Remark 3.8.

Example 3.12. Let \( \delta = 5 \) and \( \mathcal{F} = [3, 4, 5, 6, 6, 7] \). Then the last \( \delta - 2 = 3 \) columns have at least \( n = 6 \) dots and the staircase condition from Corollary 3.11 is satisfied. Hence there exists a maximal \( [\mathcal{F}; 5]_{q^\ell}\)-code over any field \( \mathbb{F}_q \), and the bottom dot is pending.

![Figure 7: Staircase Condition as in Corollary 3.11](image)

We close this section with a few instances where a maximum \( [\mathcal{F}; \delta]_{q^\ell}\)-code can be realized as an \( \mathbb{F}_q\)-subspace of an \( \mathbb{F}_{q^m}\)-linear \( [m \times n; \delta]\)-MRD code even though none of the staircase conditions are satisfied. We need the following lemma.

Lemma 3.13. Given \( m \geq n \geq \delta \). Set \( \ell = n - \delta + 1 \). Furthermore, let \( a_1, \ldots, a_{\ell} \in \mathbb{F}_{q^m} \) be such that \( \text{rk}(1, a_1, \ldots, a_{\ell}) = \ell + 1 \). Then there exists a matrix \( A \in \mathbb{F}_{q^m}^{\ell \times (n - \ell)} \) such that its first column is given by \((a_1, \ldots, a_{\ell})^\top\) and \( C = \text{rowsp}(I_{\ell} | A) \) is an \( \mathbb{F}_{q^m}\)-linear \( [m \times n; \delta]\)-MRD code.

Proof. Let \( G' = (I | B) \in \mathbb{F}_{q^m}^{\ell \times n} \) generate an MRD code, and denote the first column of \( B \) by \((b_1, \ldots, b_{\ell})^\top\). Then \( \text{rk}(1, b_1, \ldots, b_{\ell}) = \ell + 1 \) thanks to Lemma 3.5. Hence there exists an \( \mathbb{F}_q\)-isomorphism \( \phi : \mathbb{F}_{q^m} \rightarrow \mathbb{F}_{q^m} \) such that \( \phi(b_i) = a_i \) for \( i = 1, \ldots, \ell \) and \( \phi(1) = 1 \). Set \( G = \phi(G') \), where we apply \( \phi \) entrywise to the matrix. Then \( G \) is of the form \( G = (I | A) \), where the first column of \( A \) is as desired. Furthermore, \( G \) generates an MRD code. This follows from the \( \mathbb{F}_q\)-linearity of \( \phi \) along with the MRD criterion given in [10] Thm. 2, which says that a matrix \( G \in \mathbb{F}_{q^m}^{\ell \times n} \) generates an MRD code iff for every \( U \in \text{GL}_n(\mathbb{F}_q) \) each maximal minor of \( GU \) is nonzero.

Example 3.14. Let \( \mathcal{F} = [2, 2, 4, 4] \) and let \( \delta = 4 \). Thus \( \nu_{\min} = 2 \). Choose an \( \mathbb{F}_q\)-linear \( [4 \times 4; 4]\)-MRD code generated by \( G = (1, \beta, \beta', \beta'') \in \mathbb{F}_{q^4}^{1 \times 4} \). Suppose \( B = (x_1, x_2, x_3, x_4) \) is a basis such that \( \{\phi_B(uG) \mid u \in \langle x_1, x_2 \rangle\} \) has shape \( \mathcal{F} \). The shape implies \( \langle x_1, x_2 \rangle \beta \subseteq \langle x_1, x_2 \rangle \). From this one easily derives \( (1, \beta) = (1, x_1^{-1}x_2) \) as well as \( \beta x_1^{-1}x_2 \in \langle 1, x_1^{-1}x_2 \rangle \). In other words, \( \beta^2 \in (1, \beta) \). Such an element clearly exists and any basis of the form \( B = (1, \beta, x_3, x_4) \) leads to the desired Ferrers diagram code. All of this shows that the MRD code generated by \( (1, \beta, \beta', \beta'') \) admits a maximal \( [\mathcal{F}; 4]\)-code iff \( \beta \) has degree 2. We conclude that some, but not every, \( \mathbb{F}_q\)-linear \( [4 \times 4; 4]\)-MRD code contains, for a suitable basis \( B \), a maximal \( [\mathcal{F}; 4]_{q^\ell}\)-code.

The following result provides us with maximal Ferrers diagram codes for certain diagrams with at most 3 distinct column indices. The construction bears some resemblance to [35] Thm. 3.2. However, while the latter requires pending dots for many Ferrers diagrams this is not the case for our construction. Such an example, not covered by any of the constructions in [35] and not having any pending dots, will be presented below in Example 3.16.
 Proposition 3.15. Let \(3 \leq \delta \leq n \leq m\) and put \(\ell = n - \delta + 1\). Let \(b \in \mathbb{N}\) be a common divisor of \(m\) and \(\ell + 1\). Then there exists a maximal \([F; \delta]_q\)-code, where

\[
F = \left[ b, \ldots, b, \ell + 1, \ldots, \ell + 1, m, \ldots, m \right]_{\ell-b+1}^{\ell-\delta-2}.
\]

Proof. Let \(\alpha \in \mathbb{F}_q^m\) be a primitive element, and put \(\beta = \alpha^{(q^m-1)/(q^b-1)}\). Define the \(\mathbb{F}_q\)-subspace

\[
V = \left\{ \alpha^i \beta^j \mid 0 \leq i < \frac{\ell + 1}{b}, \ 0 \leq j < b \right\}_{\mathbb{F}_q} \subset \mathbb{F}_q^m.
\]

Using that \(b \leq m/2\), one easily verifies that \(s := (\ell + 1)/b - 1 < (q^m - 1)/(q^b - 1)\), and therefore the described generators form a basis of \(V\). Thus \(\dim_{\mathbb{F}_q}(V) = \ell + 1\). Let \(B\) be a basis of \(\mathbb{F}_q^m\), whose first \(\ell + 1\) elements are the given basis of \(V\) in the order

\[
1, \beta, \ldots, \beta^{b-1} \mid \alpha, \alpha \beta, \ldots, \alpha \beta^{b-1} \mid \alpha^2, \alpha^2 \beta, \ldots, \alpha^2 \beta^{b-1} \mid \ldots \mid \alpha^s, \alpha^s \beta, \ldots, \alpha^s \beta^{b-1}.
\]

(3.4)

Note that \(\mathbb{F}_q[\beta] = \mathbb{F}_q^b\), and thus \(\beta^b\) is an \(\mathbb{F}_q^b\)-linear combination of \(1, \ldots, \beta^{b-1}\). This in turn implies that \(V\) is \(\beta\)-invariant. By Lemma 3.13 there exists a matrix \(G = (I_{\ell} \mid A) \in \mathbb{F}_q^{\ell \times n}\) generating an \(\mathbb{F}_q^m\)-linear MRD code, and where the first column of \(A\) is given by the transpose of

\[
(\alpha, \alpha \beta, \ldots, \alpha \beta^{b-1} \mid \alpha^2, \alpha^2 \beta, \ldots, \alpha^2 \beta^{b-1} \mid \ldots \mid \alpha^s, \alpha^s \beta, \ldots, \alpha^s \beta^{b-1} | \beta, \ldots, \beta^{b-1}).
\]

(3.5)

Put

\[
C = \phi_B\left\{ (u_1, \ldots, u_\ell)G \mid u_1, \ldots, u_{\ell-b+1} \in \langle 1, \beta, \ldots, \beta^{b-1} \rangle \text{ and } u_{\ell-b+2}, \ldots, u_\ell \in V \right\}.
\]

Then \(\dim(C) = b(\ell - b + 1) + (\ell + 1)(b - 1) = \nu_0(F; \delta)\) and \(C\) has rank distance \(\delta' \geq \delta\). It remains to see that \(C\) is supported on \(F\). This is clearly the case for the first \(\ell\) coordinates of any codeword \((u_1, \ldots, u_\ell)G\) thanks to the choice of \(B\) and \(3.4\), and it is trivially true for the last \(\delta - 2\) coordinates. The \((\ell + 1)\)-st coordinate is the scalar product of \((u_1, \ldots, u_\ell)\) and the vector in \(3.5\). By the \(\beta\)-invariance of \(V\) this product is in \(V\), and thus its coordinate vector has zero entries in the last \(m - \ell - 1\) positions due to the choice of the basis \(B\). Thus \(C\) is an \([F; \delta']_q\)-code of dimension \(\nu_0(F; \delta)\). As in the proof of Theorem 3.1 this yields the desired result.

Let us briefly revisit Example 3.14. Then \(F\) is as in the last proposition \((\ell = 1, b = 2, \text{ and } s = 0)\), and the case where the entry \(\beta\) of \(G\) has degree 2 is the situation from the previous proof.

We conclude this section with an example, which has been mentioned explicitly in [8, Sec. VIII] as an open case, and can now be settled thanks to Proposition 3.15.

Example 3.16. Let \(m = n = 6\) and \(\delta = 4\). Hence \(\ell = n - \delta + 1 = 3\). Choosing \(b = 2\) leads to the Ferrers diagram \(F = [2, 2, 4, 4, 6, 6]\). In this case \(\nu_{\min}(F; \delta) = 8 = \nu_j\) for all \(j = 0, \ldots, 3\). Thus \(F\) has no pending dots w.r.t. \(\delta\). The matrix \(G\) of the previous proof takes the form

\[
G = \begin{pmatrix}
1 & 0 & 0 & \alpha & b_1 & c_1 \\
0 & 1 & 0 & \alpha \beta & b_2 & c_2 \\
0 & 0 & 1 & \beta & b_3 & c_3
\end{pmatrix} \in \mathbb{F}_q^{3 \times 6},
\]

where \(\alpha\) is a primitive element of \(\mathbb{F}_{q^6}\) and \(\beta := \alpha^{(q^6-1)/(q^2-1)}\). The desired maximal \([F; 4]_q\)-code is given by

\[
C := \left\{ \phi_B((u_1, u_2, u_3)G) \mid u_1, u_2 \in \langle 1, \beta \rangle, \ u_3 \in \langle 1, \beta, \alpha, \alpha \beta \rangle \right\}.
\]

(3.6)
which is indeed 8-dimensional. It is worth mentioning that maximal $[F; 4]_q$-codes are extremely scarce. Indeed, using SageMath and testing 100,000,000 tuples of 8 random matrices of shape $F$ over $\mathbb{F}_2$ did not lead to a single maximal $[F; 4]_2$-code. In Section 6 we will discuss more generally the probability that a random selection of $\nu_{\min}(F; \delta)$ matrices in $\mathbb{F}_q[F]$ generates a maximal $[F; \delta]_q$-code.

4 Ferrers Diagram Codes not Obtainable from MRD Codes

In Example 3.14 we illustrated that for certain pairs $(F; \delta)$ a maximal $[F; \delta]_q$-code can be realized as an $\mathbb{F}_q$-linear subspace of a suitably chosen $\mathbb{F}_q^m$-linear MRD code. We now present pairs $(F; \delta)$ that do not allow the realization of a maximal $[F; \delta]_q$-code as a subfield subcode of any $\mathbb{F}_q^m$-linear MRD code. In order to do so we need the following simple lemma.

Lemma 4.1. Let $a \in \mathbb{F}_q^m \setminus \mathbb{F}_q$ and suppose there is an $\mathbb{F}_q$-subspace $V$ of $\mathbb{F}_q^m$ that is invariant under multiplication by $a$. Then $\gcd(\dim_{\mathbb{F}_q} V, m) > 1$.

Proof. Let the subfield $\mathbb{F}_q[a]$ have order $q^r$. Then $r > 1$ and $r \mid m$. By assumption $V$ is an $\mathbb{F}_q[a]$-subspace of $\mathbb{F}_q^m$. Hence $\dim_{\mathbb{F}_q} V = tr$, where $t := \dim_{\mathbb{F}_q[a]} V$. This proves the statement.

Corollary 4.2. Let $F = [c_1, \ldots, c_n]$ be an $m \times n$-Ferrers diagram and $2 \leq \delta \leq n$. Set $\ell = n - \delta + 1$. Suppose $c_\ell = c_{\ell+1} < m$ and $\gcd(c_\ell, m) = 1$.

If $\nu_{\min}(F; \delta) = \nu_0(F; \delta) = \sum_{t=1}^{\ell} c_t$, then a maximal $[F; \delta]_q$-code does not exist as an $\mathbb{F}_q$-subspace of an $\mathbb{F}_q^m$-linear $[m \times n; \delta]$-MRD code.

Note that in the situation of this corollary, the step size $\varepsilon = \sum_{t=\ell+1}^{n} (m - c_t)$ from Theorem 3.6 is positive and the staircase condition (3.1) is not satisfied.

Proof. Suppose by contradiction that $G = (I_{\ell} | A) \in \mathbb{F}_q^{\ell \times n}$ generates an MRD code that contains a maximal $[F; \delta]$-code. This means, there exists a basis $\tilde{B} = (x_1, \ldots, x_m)$ of $\mathbb{F}_q^m$ such that

$$\phi_B((u_1, \ldots, u_\ell)G)$$

has shape $F$ for all $u_t \in \langle x_1, \ldots, x_{c_t} \rangle$, $t \in [\ell]$.

Set $V := \langle x_1, \ldots, x_{c_\ell} \rangle$. Then $u_t \in V$ for all $t \in [\ell]$. Let $uA = (v_1, \ldots, v_{n-\ell})$. Then $v_1 = \sum_{t=1}^{\ell} u_ta_t$, where $(a_1, \ldots, a_\ell)^T$ is the first column of $A$, and $c_\ell = c_{\ell+1}$ implies $v_1 \in V$. Since this has to be true for all choices of $u_1, \ldots, u_\ell$, we obtain in particular that $u_\ell a_\ell \in V$ for all $u_\ell \in V$ and conclude that $V$ is $a_\ell$-invariant. By Lemma 3.5 the element $a_\ell$ is not in $\mathbb{F}_q$, and thus Lemma 4.1 leads to a contradiction to the given coprimeness of $c_\ell$ and $m$.}

Now we are ready to present some examples.

Example 4.3. For $F = [1, 3, 3, 4]$ and $\delta = 3$ we have $\ell = 2$ and $c_2 = c_3 = 3$. Thus, by Corollary 4.2 a maximal $[F; 3]_q$-code is not realizable as an $\mathbb{F}_q$-subspace of an $\mathbb{F}_q^4$-linear $[4 \times 4; 3]$-MRD code. As we saw in Example 2.16 such codes can nevertheless easily be constructed in an ad-hoc manner. In Example 7.10 we will return to this Ferrers diagram and discuss the probability that 4 randomly chosen matrices in $\mathbb{F}_q[F]$ generate a maximal $[F; \delta]_q$-code.
Example 4.4. Let $\mathcal{F}$ be the $5 \times 5$-Ferrers diagram $\mathcal{F} = [1, 3, 4, 4, 5]$ and $\delta = 3$. Then $\ell = 3$ and $\nu_{\min}(\mathcal{F}; \delta) = c_1 + c_2 + c_3 = 8$, $c_3 = c_4 = 4$, $\gcd(c_3, m) = 1$ (and $\mathcal{F}$ has no pending dots w.r.t. $\delta = 3$). Again, Corollary 4.2 implies that a maximal $[\mathcal{F}; 3]$-code cannot be obtained as an $\mathbb{F}_q$-subspace of an $\mathbb{F}_{q^3}$-linear $[5 \times 5; 3]$-MRD code. In this case a maximal $[\mathcal{F}; \delta]$-code can be obtained by [8] Construction 2, Thm. 8. The assumptions of [8, Thm. 8] are indeed met: (1) the last $\delta - 1$ columns have at least $n - 1$ dots, (2) the first $n - \delta + 1$ columns have at most $n - 1$ dots$^1$ (3) $m \geq n - 1 + c_1$.

Example 4.5. Consider the $5 \times 5$-Ferrers diagram $\mathcal{F} = [2, 2, 5, 5, 5]$ with $\delta = 5$ and $\ell = n - \delta + 1 = 1$. Hence $c_\ell = c_{\ell+1} = 2$ and $\nu_{\min}(\mathcal{F}; 5) = c_1 = 2$. Thus, as above, a maximal $[\mathcal{F}; 5]$-code cannot be realized as an $\mathbb{F}_q$-subspace of an $\mathbb{F}_{q^5}$-linear $[5 \times 5; 5]$-MRD code. However, such a code can easily be obtained as follows. First of all, $\mathcal{F}$ has a pending dot at $(5, 3)$. Removing that dot leads to a Ferrers diagram covered by [8] Thm. 9. The simple proof shows how to construct the desired maximal $[\mathcal{F}; 5]_q$-code over any field $\mathbb{F}_q$.

5 Upper Triangular Shape and Rank $n - 1$

In this short section we establish the existence of maximal $n \times n$-Ferrers diagram codes of upper triangular shape with rank distance $n - 1$ in two different ways. The first one is by induction on $n$ and a pure existence result. The second one is an explicit construction based on an irreducible polynomial. We leave it as an open problem whether either construction can be generalized to upper triangular matrices with rank distance $\delta < n - 1$.

We start with the recursive construction for which the following lemma is crucial. We denote the column space of a matrix $M$ by $\text{colsp}(M)$.

**Lemma 5.1.** Let $\mathbb{F} = \mathbb{F}_q$ and $A, B \in \mathbb{F}^{n \times n}$ be such that $\text{colsp}(B) \not\subseteq \text{colsp}(A)$. Then there exist vectors $v, w \in \mathbb{F}^n$ such that for all $(\lambda, \mu) \in \mathbb{F}^2 \setminus \{(0, 0)\}$

$$\text{rk}(\lambda A + \mu B) \leq n - 1 \implies \lambda v + \mu w \not\in \text{colsp}(\lambda A + \mu B).$$

**Proof.** Choose $v \in \text{colsp}(B) \setminus \text{colsp}(A)$. It suffices to show the existence of a vector $w \in \mathbb{F}^n$ such that $\lambda v + w \not\in \text{colsp}(\lambda A + B)$ whenever $\text{rk}(\lambda A + B) \leq n - 1$.

To this end, set $M_\lambda := \lambda A + B$ and define $\mathcal{M} = \{\lambda \in \mathbb{F} \mid \text{rk}(M_\lambda) \leq n - 1\}$. Moreover, for each $\lambda \in \mathcal{M}$ define the affine map

$$f_\lambda : \mathbb{F}^n \longrightarrow \mathbb{F}^n, \quad x \mapsto M_\lambda x - \lambda v.$$

Then for any $z \in \mathbb{F}^n$ we have $z \in \text{im}(f_\lambda) \iff \lambda v + z \in \text{colsp}(M_\lambda)$. Hence we need to show the existence of a vector $w \in \mathbb{F}^n \setminus \mathcal{J}$, where $\mathcal{J} = \bigcup_{\lambda \in \mathcal{M}} \text{im}(f_\lambda)$. Note that $|\mathcal{M}| \leq q$ and $|\text{im}(f_\lambda)| \leq q^{n-1}$ for all $\lambda \in \mathcal{M}$. Thus $|\mathcal{J}| \leq q^n$. Clearly, if $|\mathcal{M}| < q$ we have $|\mathcal{J}| < q^n$, as desired. Hence let $\mathcal{M} = \mathbb{F}_q$. In this case the union is not disjoint because by choice of $v$ we have $v = Bx$ for some $x \in \mathbb{F}^n$ and thus $v = f_0(x) = f_{-1}(0)$. Thus, again $|\mathcal{J}| < q^n$.

Now we can establish the existence of maximal $[\mathcal{F}; n - 1]_q$-codes for the $n \times n$-upper triangle $\mathcal{F}$.

---

$^1$This assumption is not explicitly mentioned in [8] Construction 2, Thm. 8 but is in fact necessary; see also the paragraph after the proof of Thm. 8 in [8].
Theorem 5.2. Let $\mathcal{F} = [1, 2, \ldots, n]$, thus $\mathbb{F}_q[\mathcal{F}]$ is the space of upper triangular matrices over $\mathbb{F}_q$. Let $\delta = n - 1$, hence $\nu_{\min}(\mathcal{F}; n - 1) = 3$. Then for every $q$ there exists a maximal $[\mathcal{F}; n - 1]_q$-code. Thus, Conjecture 2.9 is true for the pair $(\mathcal{F}; n - 1)$.

Proof. We induct on $n$. For $n = 2$ the statement is trivially true since the matrices

$$A = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \text{and} \quad C = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$$

generate a 3-dimensional code over any field, and the minimum prescribed distance is only $1 = n - 1$.

Suppose now the statement is true for size $n$ and that $A, B, C$ generate a maximal $[\mathcal{F}; n - 1]_q$-code in $\mathbb{F}^{n \times n}$. Assume $\text{colsp}(B) \not\subseteq \text{colsp}(A)$.

By Lemma 5.1 there exist $v, w \in \mathbb{F}^n$ such that $\lambda v + \mu w \notin \text{colsp}(\lambda A + \mu B)$ whenever $\text{rk} (\lambda A + \mu B) = n - 1$. Define the (upper triangular) matrices

$$\hat{A} = \begin{pmatrix} A & v \\ 0 & 0 \end{pmatrix}, \quad \hat{C} = \begin{pmatrix} B & w \\ 0 & 0 \end{pmatrix}, \quad \hat{B} = \begin{pmatrix} C & 0 \\ 0 & 1 \end{pmatrix} \in \mathbb{F}^{(n+1) \times (n+1)}.$$

Consider a general linear combination

$$\Omega := \lambda \hat{A} + \mu \hat{C} + \nu \hat{B} = \begin{pmatrix} \lambda A + \mu B + \nu C & \nu v \\ 0 & \nu \end{pmatrix} \in \mathbb{F}^{(n+1) \times (n+1)}.$$

If $\nu \neq 0$ then clearly $\text{rk} (\Omega) \geq n$, while for $\nu = 0$ the choice of $v, w$ also guarantees that $\text{rk} (\Omega) = n$. This shows that $\hat{A}, \hat{B}, \hat{C}$ generate a maximal $[\mathcal{F}, n]_q$-code in $\mathbb{F}^{(n+1) \times (n+1)}$, where $\mathcal{F} = [1, 2, \ldots, n+1]$. Finally note that $\text{colsp}(\hat{B}) \not\subseteq \text{colsp}(\hat{A})$, and we may apply the induction step again to this triple of matrices.

We conclude this section with an explicit construction. The proof, appearing in [1], is straightforward matrix algebra making use of the repeated appearance of the matrix $\begin{pmatrix} 0 & 1 \\ c & d \end{pmatrix}$ in $A_3$, which has empty spectrum.

Theorem 5.3. Let $\mathcal{F} = [1, 2, \ldots, n]$ and $x^2 - dx - c \in \mathbb{F}_q[x]$ be an irreducible polynomial. Define the $n \times n$-matrices

$$A_1 = \begin{pmatrix} 0 & 1 & & 1 \\ 1 & 1 & & \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 1 & & \\ & & & 1 \\ & & & 1 \\ & & & 1 \end{pmatrix}, \quad A_3 = \begin{pmatrix} 1 & d & -1 & & & & & & \\ 0 & 0 & 1 & & & & & & \\ 0 & 0 & 1 & & & & & & \\ c & d & -1 & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ & & & & & & & & \\ \end{pmatrix}.$$

Then the code $C \subseteq \mathbb{F}_q[\mathcal{F}]$ generated by $A_1, A_2, A_3$ is a maximal $[\mathcal{F}; n - 1]_q$-code.

6 On the Genericity of Maximal Ferrers Diagram Codes

In this section we study the likelihood that a randomly chosen Ferrers diagram code of a given dimension has maximum rank. It will turn out that the answer depends highly on the choice of the Ferrers diagram. Special attention will be paid to MRD codes.
For MRD codes the question has also been studied in [23] by Neri et al. (focussing on $\mathbb{F}_q^n$-linear MRD codes) and in [4] by Byrne/Ravagnani. We will give more details and compare our results to those as we go along.

As before we assume throughout that $n \leq m$ and $\delta \in [n]$. We cast the following definition.

**Definition 6.1.** Let $\mathcal{F}$ be an $m \times n$-Ferrers diagram and $\delta \in [n]$. Set $N = \nu_{\min}(\mathcal{F}; \delta)$. Then $N \leq |\mathcal{F}| = \dim \mathbb{F}_q[\mathcal{F}]$. Consider the spaces

$$T_q = \{ C \subseteq \mathbb{F}_q[\mathcal{F}] \mid \dim(C) = N \} \quad \text{and} \quad \hat{T}_q = \{ C \in T_q \mid d_{rk}(C) = \delta \},$$

thus $\hat{T}_q$ is the set of maximal $[\mathcal{F}; \delta]_q$-codes. Then the fraction $|\hat{T}_q|/|T_q|$ is called the **proportion of maximal $[\mathcal{F}; \delta]$-codes** (within the space of all $N$-dimensional subspaces of $\mathbb{F}_q[\mathcal{F}]$). We say that maximal $[\mathcal{F}; \delta]$-codes are **generic** if

$$\lim_{q \to \infty} \frac{|\hat{T}_q|}{|T_q|} = 1.$$

Of course, investigating genericity does not address the existence of maximal $[\mathcal{F}; \delta]$-codes over any given finite field. Note also that maximal $[\mathcal{F}; 1]$-codes are trivially generic.

It will occasionally be useful for us to express genericity in terms of the probability that randomly chosen matrices generate a maximal $[\mathcal{F}; \delta]$-code. In order to do so, we need to fix the probability distribution on $\mathbb{F}_q^{m \times n}$ such that all entries of a matrix $A = (a_{ij}) \in \mathbb{F}_q^{m \times n}$ are independent and uniformly distributed. Thus, for all $(i, j)$ and all $\alpha \in \mathbb{F}_q$,

$$\text{Prob}(a_{ij} = \alpha) = q^{-1}.$$

For a matrix with shape $\mathcal{F}$, the above applies to all entries inside $\mathcal{F}$ whereas all other entries are zero with probability 1. We say that $A_1, \ldots, A_N \in \mathbb{F}_q[\mathcal{F}]$ are **randomly chosen matrices** if they are chosen independently and randomly according to the above distribution. We will frequently, and without specific mention, make use of the well-known identity

$$\left| \left\{ M \in \mathbb{F}_q^{a \times b} \mid \text{rk} M = b \right\} \right| = \prod_{i=0}^{b-1} (q^a - q^i).$$

**Proposition 6.2.** Fix a pair $(\mathcal{F}; \delta)$ and let $N = \nu_{\min}(\mathcal{F}; \delta)$. Define

$$P_q := \text{Prob}(\langle A_1, \ldots, A_N \rangle \text{ is an } [\mathcal{F}, N; \delta]_q \text{-code})$$

for randomly chosen matrices $A_1, \ldots, A_N \in \mathbb{F}_q[\mathcal{F}]$. Then

$$\frac{|\hat{T}_q|}{|T_q|} = P_q \cdot \frac{q^{[\mathcal{F}]N}}{\prod_{i=0}^{N-1} (q^{[\mathcal{F}]} - q^i)}. \quad (6.1)$$

As a consequence, $\lim_{q \to \infty} |\hat{T}_q|/|T_q| = \lim_{q \to \infty} P_q$ and maximal $[\mathcal{F}; \delta]$-codes are generic in the sense of Definition 6.1 iff $\lim_{q \to \infty} P_q = 1$.

**Proof.** In addition to the sets $T_q$ and $\hat{T}_q$ from Definition 6.1 define

$$W_q = \{ (A_1, \ldots, A_N) \in \mathbb{F}_q[\mathcal{F}]^N \mid \dim \langle A_1, \ldots, A_N \rangle = N \},$$

$$\hat{W}_q = \{ (A_1, \ldots, A_N) \in W_q \mid d_{rk}(A_1, \ldots, A_N) = \delta \}. \quad (6.2)$$
Due to the uniform probability, the probability $P_q$ is given by $P_q = |\hat{W}_q|/q^{[F]|N}$. Furthermore, each code $C$ in $T_q$ has $\alpha := \prod_{i=0}^{N-1} (q^N - q^i)$ ordered bases. In other words, $|T_q\alpha| = |W_q|$ and $|\hat{T}_q\alpha| = |\hat{W}_q|$ which in turn implies

$$\frac{|\hat{T}_q|}{|T_q|} = \frac{|\hat{W}_q|}{|W_q|} = P_q \frac{q^{[F]|N}}{|W_q|}. \tag*{(6.3)}$$

Using $|W_q| = \prod_{i=0}^{N-1} (q^{|F|} - q^i)$, one arrives at (6.1). The final statements follow from the fact that the rightmost fraction approaches 1 as $q \to \infty$. \qed

In the next section we will show that $\mathbb{F}_q$-linear $[m \times n; \delta]$-MRD codes are not generic (unless $n = 1$) and will give an upper bound for the asymptotic probability. This result in stark contrast to the results in [23] by Neri et al., where $\mathbb{F}_q^m$-linear rank-metric codes in $\mathbb{F}_q^m$ are considered. The authors show that $\mathbb{F}_q^m$-linear MRD codes are generic within the class of all $\mathbb{F}_q^m$-linear rank-metric codes. Let us illustrate the difference of the two settings for $[m \times n; n]$-MRD codes. In this case, the $\mathbb{F}_q^m$-linear case amounts to the question whether a randomly chosen matrix of the form

$$G = (g_1, \ldots, g_n) \in \mathbb{F}_{q}^{1 \times n}$$

generates an MRD code. This is obviously equivalent to the question whether $g_1, \ldots, g_n$ are linearly independent over $\mathbb{F}_q$. The probability for this is $(\prod_{i=0}^{N-1} (q^m - q^i))/(q^{mn})$ and tends to 1 for $q \to \infty$. In the matrix version the same reads as follows. Let $C \in \mathbb{F}_{q}^{m \times m}$ be the companion matrix of a primitive polynomial. The above asks for the probability that for a randomly chosen matrix $A \in \mathbb{F}_q^{m \times n}$ the matrices $A, CA, \ldots, C^{m-1}A$ span an $[m \times n; n]$-MRD code. But the latter is simply equivalent to $A$ having rank $n$, which again results in the above given probability.

On the other hand, in the space of all $\mathbb{F}_q$-linear rank-metric codes we have to study the probability that randomly chosen matrices $A_1, \ldots, A_m \in \mathbb{F}_q^{m \times n}$ generate an $[m \times n; n]$-MRD code, which means that for all $(\lambda_1, \ldots, \lambda_m) \in \mathbb{F}_q^m \setminus 0$ the matrix $\sum_{i=1}^{m} \lambda_i A_i$ has full rank. As one may expect, this property is not generic. We will indeed show this later in Corollary 6.13 and in the next section we will provide upper bounds on the probability.

In [4] Byrne/Ravagnani use a combinatorial approach to obtain estimates for the proportion of $\mathbb{F}_q$- and $\mathbb{F}_q^m$-linear MRD codes. In [4] Cor. 5.5] they also derive the genericity of $\mathbb{F}_q^m$-linear MRD codes, and in [4] Cor. 6.2] they show that the asymptotic proportion of $\mathbb{F}_q$-linear MRD codes is at most 1/2. In Theorem 7.6 we will significantly improve upon this upper bound. It should be mentioned, however, that their approach is far more general and also leads to genericity results of other classes of codes.

We now turn to investigating genericity for general pairs $(F; \delta)$. We show first that genericity is equivalent to the existence of a maximal $[F; \delta]$-code over an algebraically closed field. To do so, we consider the algebraic closure $\overline{\mathbb{F}}$ of $\mathbb{F}_q$. Recall that Definition 2.4 - Theorem 2.7 make sense and are valid for matrices over infinite fields as well. Similarly, Definition 2.8 and Remarks 2.11 and 2.12 are valid over any field. We will also need the following result.

Lemma 6.3 (Schwartz-Zippel Lemma [26, 36]). Let $F$ be any field and $f \in F[x_1, \ldots, x_n]$ be a non-zero polynomial of total degree $d$. Let $S$ be a finite subset of $F$ and $s_1, \ldots, s_n$ be independently and uniformly selected from $S$. Then

$$\text{Prob} \left( f(s_1, \ldots, s_n) = 0 \right) \leq \frac{d}{|S|}.$$
Now we are ready to state and prove the following.

**Theorem 6.4.** Fix a prime power $q$ and let $\overline{F}$ be the algebraic closure of $F := \mathbb{F}_q$. Consider an $m \times n$-Ferrers diagram $\mathcal{F}$ and some $\delta \in [n]$ such that $\nu_{\text{min}}(\mathcal{F}; \delta) > 0$. Let $N \leq \nu_{\text{min}}(\mathcal{F}; \delta)$. The following are equivalent.

(i) There exist $A_1, \ldots, A_N \in \overline{F}[\mathcal{F}]$ such that $\langle A_1, \ldots, A_N \rangle$ is an $[\mathcal{F}, N; \delta]$-code.

(ii) The set $\{ (A_1, \ldots, A_N) \in \overline{F}[\mathcal{F}]^N \mid \langle A_1, \ldots, A_N \rangle$ is an $[\mathcal{F}, N; \delta]$-code $\}$ is a nonempty Zariski-open set in $\overline{F}^{Nt}$, where $t = |\mathcal{F}|$ is the number of dots in $\mathcal{F}$.

(iii) Let $P_{q',N} = \operatorname{Prob}(\langle A_1, \ldots, A_N \rangle$ is an $[\mathcal{F}, N; \delta]_{q'}$-code), where $A_1, \ldots, A_N \in \overline{F}_{q'}[\mathcal{F}]$ are randomly chosen. Then $\lim_{r \to \infty} P_{q',N} = 1$.

As a consequence, maximal $[\mathcal{F}; \delta]$-codes are generic iff there exists a maximal $[\mathcal{F}; \delta]$-code over any algebraically closed field of positive characteristic.

One should note that for the equivalence a fixed ‘base field’ $\mathbb{F}_q$ is considered, along with its field extensions and algebraic closure. Only for the consequence, we need to consider all finite fields due to the definition of genericity.

We believe that the existence of maximal $[\mathcal{F}; \delta]$-codes over an algebraically closed field does not depend on its characteristic but are not able to provide a proof at this point. Later in Theorem 6.8 we will encounter an instance where the existence only depends on the combinatorics of $(\mathcal{F}; \delta)$, and not on the choice of algebraically closed field.

**Proof.** All three statements imply that the matrices $A_1, \ldots, A_N$ are linearly independent, thus we have to focus on the rank of their nontrivial linear combinations. (ii) $\Rightarrow$ (i) is clear and so is (iii) $\Rightarrow$ (i) because $\overline{F}_{q'}[\mathcal{F}] \subseteq \overline{F}[\mathcal{F}]$ for all $r \in \mathbb{N}$.

For (i) $\Rightarrow$ (ii) we introduce indeterminates $x_{1,1}, \ldots, x_{1,t}, \ldots, x_{N,1}, \ldots, x_{N,t}$ over $\mathbb{F}$ (hence they are also indeterminates over every subfield $\mathbb{F}_{q'}$ of $\mathbb{F}$). Define $A_i \in \overline{F}[x_{i,1}, \ldots, x_{i,t}]^{m \times n}$ as the matrix with shape $\mathcal{F}$ so that the indeterminates are the entries of $A_i$ at the positions in $\mathcal{F}$ (in some order). For $\ell = 1, \ldots, N$ and further indeterminates $y_1, \ldots, y_N$ set

$$A^{(\ell)}(y) = \sum_{i=1, i \neq \ell}^{N} y_i A_i + A_\ell.$$

In the polynomial ring $R = \overline{F}[y_1, \ldots, y_N, x_{1,1}, \ldots, x_{N,t}]$ consider the ideal $I^{(\ell)}$ generated by the $\delta \times \delta$-minors of $A^{(\ell)}(y)$. Define the elimination ideals $I_0^{(\ell)} = I^{(\ell)} \cap \overline{F}[x_{1,1}, \ldots, x_{N,t}]$ and let $I_0 = I_0^{(1)} \cdot \cdots \cdot I_0^{(N)}$. Then

$$\mathcal{V}(I_0) := \left\{ a = (a_{1,1}, \ldots, a_{N,t}) \in \overline{F}^{Nt} \mid \text{f(a) = 0 for all f \in I_0} \right\} \subseteq \overline{F}^{Nt}$$

is the variety of $I_0$ over $\mathbb{F}$. Thus $\mathcal{V}(I_0) = \bigcup_{\ell=1}^{N} \mathcal{V}(I_0^{(\ell)})$ and

$$I_0 \neq \{0\} \iff \mathcal{V}(I_0) \subseteq \overline{F}^{Nt} \iff \text{there exists } (a_{1,1}, \ldots, a_{N,t}) \in \overline{F}^{Nt} \setminus \bigcup_{\ell=1}^{N} \mathcal{V}(I_0^{(\ell)}).$$

The right hand side implies that for the given tuple $(a_{1,1}, \ldots, a_{N,t})$ and for all $\ell$ and all $\lambda_1, \ldots, \lambda_N \in \overline{F}$ with $\lambda_\ell = 1$ there exists a polynomial $f \in I^{(\ell)}$ such that $f(\lambda_1, \ldots, \lambda_N, a_{1,1}, \ldots, a_{N,t}) \neq 0$. This in
turn means that for the according matrices $A_1, \ldots, A_N \in \mathbb{F}[x]$, every nontrivial linear combination $\sum_{i=1}^N \lambda_i A_i$ has at least one nonzero $\delta \times \delta$-minor. In other words, $d_{\delta}(\{A_1, \ldots, A_N\}) \geq \delta$. Even more, every point $(a_1, \ldots, a_{N,t})$ in the Zariski-open set $\mathcal{Z} := \mathbb{F}^{N_t} \setminus \mathcal{V}(I_0)$ leads to such a tuple of matrices. Since (i) guarantees that the set $\mathcal{Z}$ is nonempty, the implication (i) $\Rightarrow$ (ii) follows.

For (i) $\Rightarrow$ (iii) we consider again the ideal $I_0$. As in the previous part, the assumption implies $I_0 \neq \{0\}$. Fix any nonzero polynomial $f$ in $I_0$. Thus $f$ is in $\mathbb{F}[x_{1,1}, \ldots, x_{N,t}] \subseteq \mathbb{F}[x_{1,1}, \ldots, x_{N,t}]$. Let $A_1, \ldots, A_N \in \mathbb{F}^q[x] \mathbb{F}$ be randomly chosen matrices and denote their entries at the positions in $\mathcal{F}$ by $a_{1,1}, \ldots, a_{N,t}$. The Schwartz-Zippel Lemma 6.3 tells us that

$$\text{Prob}(f(a_{1,1}, \ldots, a_{N,t}) \neq 0) \geq 1 - \frac{\deg(f)}{q^r}.$$  

Since $f$ does not depend on $r$, we obtain $\lim_{r \to \infty}(1 - \deg(f)/q^r) = 1$. Finally, $f(a_{1,1}, \ldots, a_{N,t}) \neq 0$ implies $d_{\delta}(\{A_1, \ldots, A_N\}) \geq \delta$, and hence we arrive at (iii).

The rest of the theorem is clear from the definition of genericity and the fact that all finite fields with the same characteristic have the same algebraic closure (up to isomorphism).

The theorem provides us with plenty of pairs $(\mathcal{F}; \delta)$ for which maximal $[\mathcal{F}; \delta]$-codes are not generic. The simplest case is arguably when $\mathcal{F} = [n, \ldots, n]$ is the full $n \times n$-Ferrers diagram and $\delta = n$. In this case Theorem 6.4(i) is not even satisfied for $N = 2$ because for every pair of matrices $A, B$ in $\text{GL}_n(\mathbb{F})$ the polynomial $\det(A + yB) \in \mathbb{F}[y]$ has a root in $\mathbb{F}$. Thus, the theorem tells us that $[n \times n; n]$-MRD codes are not generic. In the next section we will present upper bounds on the probability $\text{Prob}(\langle A_1, \ldots, A_{\nu_{\min}(\mathcal{F}, \delta)} \rangle$ is a maximal $[\mathcal{F}; \delta]_q$-code) for various pairs $(\mathcal{F}; \delta)$ including MRD codes.

We now continue to identify a class of pairs $(\mathcal{F}; \delta)$ for which maximal $[\mathcal{F}; \delta]$-codes are generic. This class appeared already in [8, 16] because it allows the construction of maximal Ferrers diagram codes with the aid of MDS block codes. We follow the line of reasoning in [16, Thm. 32, Cor. 33]. In particular we need the notion of diagonals in a Ferrers diagram.

**Definition 6.5.** Consider the set $[m] \times [n]$. For $r \in [m]$ define the $r$-th diagonal as

$$D_r = \{(i, j) \mid j - i = n - r\} = \{(i, i + n - r) \mid i = \max\{1, r + 1 - n\}, \ldots, r\}.$$  

Thus

$$D_1 = \{(1, n)\}, \quad D_2 = \{(1, n-1), (2, n)\}, \quad \ldots, \quad D_n = \{(1, 1), (2, 2), \ldots, (n, n)\},$$  

$$D_{n+1} = \{(2, 1), (3, 2), \ldots, (n+1, n)\}, \quad \ldots, \quad D_m = \{(m+1-n, 1), \ldots, (m, n)\}.$$

and $|D_r| = \min\{r, n\}$.

Later we will intersect these diagonals with a given Ferrers diagram. For the $5 \times 4$-Ferrers diagram $\mathcal{F}$ in Figure 8 we have $|D_r \cap \mathcal{F}| = r$ for $r = 1, \ldots, 4$ and $|D_5 \cap \mathcal{F}| = 2$.

In order to cite known results conveniently, we cast the following definition. The terminology will become clear later.

**Definition 6.6.** Given an $m \times n$-Ferrers diagram $\mathcal{F}$ and $\delta \in [n]$, we call $(\mathcal{F}; \delta)$ MDS-constructible if

$$\nu_{\min}(\mathcal{F}; \delta) = \sum_{i=1}^m \max\{|D_i \cap \mathcal{F}| - \delta + 1, 0\}.  $$
Example 6.7. (a) Let $a \in \mathbb{N}_0$ and $\mathcal{F} = \{a + 1, a + 2, \ldots, a + n\}$ (hence $\mathcal{F}$ is an $n \times n$-upper triangular shape with an $a \times n$-rectangle on top). Let $\delta \in [n]$. Then for $i = \delta, \ldots, a + n$ we have $|D_i \cap \mathcal{F}| = \min\{i, n\} - \delta + 1$. Thus

$$
\sum_{i=1}^m \max\{|D_i \cap \mathcal{F}| - \delta + 1, 0\} = \sum_{i=\delta}^n (i-\delta+1) + a(n-\delta+1) = \frac{(n-\delta+1)(n-\delta+2)}{2} + a(n-\delta+1).
$$

On the other hand, it is easy to see that $\nu_{\min}(\mathcal{F}; \delta) = \nu_0$ and

$$
\nu_0 = \sum_{t=\delta+1}^{n-\delta+1+a} t = \frac{(n-\delta+a+1)(n-\delta+a+2) - a(a+1)}{2},
$$

which equals $\sum_{i=1}^m \max\{|D_i \cap \mathcal{F}| - \delta + 1, 0\}$. Thus $(\mathcal{F}; \delta)$ is MDS-constructible.

(b) Let $\mathcal{F}$ be the full rectangle, thus $\mathcal{F} = [m] \times [n]$, and let $\delta \in [n]$. Then $\nu_{\min} = m(n-\delta+1)$ and

$$
\sum_{i=\delta}^m \max\{|D_i \cap \mathcal{F}| - \delta + 1, 0\} = \sum_{i=\delta}^n (i-\delta+1) + \sum_{i=n+1}^m (n-\delta+1) = (n-\delta+1) \frac{2m-n-\delta+2}{2}.
$$

From this one obtains that $(\mathcal{F}; \delta)$ is not MDS-constructible for any $\delta$ unless $n = \delta = 1$.

(c) Consider $\delta = 3$ and $\mathcal{F} = \{1, 2, 4, 7\}$. Then $\nu_{\min} = 5$ and $(\mathcal{F}; 3)$ is MDS-constructible. This is shown in the left diagram of Figure 9. We show all diagonals $D_i$ for which $|D_i \cap \mathcal{F}| \geq \delta$.

On the other hand, for $\delta = 4$ and $\mathcal{F}' = \{2, 2, 4, 4, 6\}$ we have $\nu_{\min} = 4$, and $(\mathcal{F}'; 4)$ is not MDS-constructible. The diagram is shown on the right hand side of Figure 9.

Figure 9: $(\mathcal{F}; 3)$ is MDS-constructible and $(\mathcal{F}'; 4)$ is not MDS-constructible.

Now we can formulate a particular construction of maximum $[\mathcal{F}; \delta]$-codes over sufficiently large finite fields. It appears in [16, Thm. 32] but actually goes already back to [25, p. 329]. We include
the case of algebraically closed fields and present the proof in the appendix. The construction is based on placing the codewords of suitable MDS-block codes on the diagonals, thus our terminology MDS-constructible.

**Theorem 6.8.** Consider an $m \times n$-Ferrers diagram $F$ and $\delta \in [n]$. Then one can construct an $[F;\delta]$-code of dimension at least $\sum_{i=\delta}^{m} \max\{|D_i \cap F| - \delta + 1, 0\}$ over any field of size at least $\max\{|D_i \cap F| - 1 \mid i = \delta, \ldots, m\}$ (including infinite fields). Hence

$$\nu_{\text{min}}(F;\delta) \geq \sum_{i=\delta}^{m} \max\{|D_i \cap F| - \delta + 1, 0\}.$$  

As a consequence, if $(F;\delta)$ is MDS-constructible there exists a maximal $[F;\delta]$-code over any algebraically closed field and thus maximal $[F;\delta]$-codes are generic.

**Example 6.9.** (a) For the pairs $(F;\delta)$ discussed in Example 6.7(a) and (c), $[F;\delta]$-codes are generic.

(b) Consider $F = [1,3,3,4]$ and $\delta = 3$; see Example 2.16. Then $(F;3)$ is not MDS-constructible, and in Corollary 7.9 we will see that maximal $[F;3]$-codes are not generic.

We now turn to the special case where $\delta = n$. We make use of another result by Gorla/Ravagnani [16].

**Theorem 6.10 ([16 Thm. 16]).** Let $\overline{F}$ be an algebraically closed field and $F = [c_1,\ldots,c_n]$. Set

$$c := \min\{c_t - t + 1 \mid t = 1,\ldots,n\}.$$  

Then the maximum possible dimension of an $[F;n]$-code over $\overline{F}$ is $\max\{c,0\}$. Thanks to Theorem 2.7 we thus have $c \leq \nu_{\text{min}}(F;n)$.

Thus, by Theorem 2.7 maximal $[F;n]$-codes over $\overline{F}$ exist iff $c = \nu_{\text{min}}(F;n)$. This occurs only in exceptional cases. Part (a) of the next theorem deals with the case that $\nu_{\text{min}}(F;n)$ is attained by $\nu_j(F;n)$ for some $j > 0$ (and possibly also by $\nu_0(F;n)$). In this case there exists a maximal $[F;n]$-code over $\overline{F}$ exactly in the trivial case where $\nu_{\text{min}}(F;n) = 1$. Part (b) concerns the case where $\nu_{\text{min}}(F;n)$ is attained exclusively by $\nu_0(F;n)$ and thus equals $c_1$. In this case there exists a maximal $[F;n]$-code over $\overline{F}$ iff the Ferrers diagram extends to or below the diagonal that starts at position $(c_1,1)$, which is $D_{n+c_1-1}$.

**Theorem 6.11.** Let $\overline{F}$ be an algebraically closed field and $F = [c_1,\ldots,c_n]$. Then

$$\nu_{\text{min}}(F;n) = 0 \iff c_t < t \text{ for some } t \in [n].$$  

Suppose $c_t \geq t$ for all $t \in [n]$.

(a) Suppose $\nu_{\text{min}}(F;n) = \nu_j(F;n)$ for some $j > 0$. Then the following are equivalent.

(i) $(F;n)$ is MDS-constructible.

(ii) There exists a maximal $[F;n]$-code over $\overline{F}$.

(iii) $\nu_{\text{min}}(F;n) = 1$.

(iv) There exists $s \in [n]$ such that $c_s = s$ and $c_t \leq s - 1$ for $t = 1,\ldots,s-1$ (thus $c_{s-1} = s-1$). Moreover, (iv) implies $\nu_{\text{min}}(F;n) = \nu_{s-1}(F;n)$. Finally, if $m > n$ and $c_t \geq m - n + t$ for all $t$, then $(F;n)$ is not MDS-constructible.
(b) Suppose \( \nu_{\text{min}}(F; n) = \nu_0(F; n) < \nu_j(F; n) \) for all \( j > 0 \). Then the following are equivalent.

(i) \((F; n)\) is MDS-constructible.

(ii) There exists a maximal \([F; n]\)-code over \( F \).

(iii) \( c_1 = \min\{c_t - t + 1 \mid t = 1, \ldots, n\} \) (and thus \( c_1 \leq m - n + 1 \)).

Proof. The equivalence is immediate with Definition 2.6 applied to \( \delta = n \). Let now \( c_t \geq t \) for all \( t \). Hence \( c > 0 \) for \( c \) as in Theorem 6.10.

(a) The implication (i) \( \Rightarrow \) (ii) is in Theorem 6.8 and (iii) \( \Rightarrow \) (ii) is trivial. (iv) \( \Rightarrow \) (iii) follows from

\[
\nu_{\nu - 1}(F; n) = \sum_{t=1}^{s} \max\{c_t - s + 1, 0\} = \sum_{t=1}^{s-1} \max\{c_t - s + 1, 0\} + c_s - s + 1 = 1
\]

along with \( \nu_{\text{min}}(F; n) \geq 1 \). In particular, \( \nu_{\text{min}}(F; n) = \nu_{\nu - 1}(F; n) \).

In order to show (ii) \( \Rightarrow \) (iv) let \( r \) be such that \( c_r - r + 1 = \min\{c_t - t + 1 \mid t = 1, \ldots, n\} \).

Theorem 6.10 tells us that the maximum dimension of an \([F; n]\)-code over \( F \) is given by \( c_r - r + 1 \).

Note that (ii) means that \( \nu_{\text{min}}(F; n) = c_r - r + 1 \). Let \( j > 0 \) such that \( \nu_{\text{min}}(F; n) = \nu_j(F; n) \). Then

\[
c_r - r + 1 = \nu_j(F; n) = \sum_{t=1}^{j} \max\{c_t - j, 0\} + c_{j+1} - j \geq c_{j+1} - (j+1) + 1 \geq c_r - r + 1.
\]

Thus we have equality everywhere. In particular, the second inequality yields \( c_{j+1} - (j+1) = c_r - r \).

The first inequality implies that \( \sum_{t=1}^{j} \max\{c_t - j, 0\} = 0 \), which in turn means that \( c_t \leq j \) for \( t \in [j] \).

Since \( j > 0 \) this is not a vacuous statement and thus \( c_j \leq j \) for some \( j \). Now the definition of \( r \) yields \( c_r - r \leq c_j - j \leq 0 \). Thus \( c_r = r \) and \( c_j = j \) as well as \( c_{j+1} = j + 1 \), and (iv) follows for \( s = j + 1 \).

It remains to show that (ii) implies (i). Consider the diagonal \( D_n = \{(t, t) \mid t = 1, \ldots, n\} \). The assumption \( c_t \geq t \) for all \( t \) shows that the dots at \((c_t, t)\) are all on or below this diagonal. Therefore, \( |D_n \cap F| = |D_n| = n \). As a consequence, \( \sum_{i=n}^{m} \max\{|D_i \cap F| - n + 1, 0\} \geq 1 = \nu_{\text{min}}(F; n) \). Hence Theorem 6.8 implies equality, as desired.

Finally, the consequence for \( m > n \) follows from the contradiction \( 1 = \nu_{\text{min}}(F; n) = \min\{c_t - t + 1 \mid t = 1, \ldots, n\} \geq m - n + 1 \geq 2 \).

(b) Again, (i) \( \Rightarrow \) (ii) is in Theorem 6.8. For (ii) \( \Rightarrow \) (iii) we note that \( \nu_0 = c_1 \). Hence there exists a \( c_1 \)-dimensional \([F; n]\)-code over \( F \) and Theorem 6.10 implies (iii). It remains to show (iii) \( \Rightarrow \) (i). Consider the diagonal \( D_{n+c_t-1} = \{(c_1 + t - 1, t) \mid t = 1, \ldots, n\} \). It contains the dot of \( F \) at \((c_1, 1)\).

Furthermore, since \( c_t \geq c_t + t - 1 \) for all \( t \), the dots of \( F \) at positions \((c_t, t)\) are on or below \( D_{n+c_t-1} \) for all \( t \). Thus \( |D_{n+c_t-1} \cap F| = n \).

Thanks to the top-alignedness of \( F \) we obtain \( |D_i \cap F| = n \) for all \( i = n, \ldots, n + c_1 - 1 \). This shows that \( \sum_{i=n}^{m} \max\{|D_i \cap F| - n + 1, 0\} \geq c_1 = \nu_{\text{min}}(F; n) \). Hence \((F; n)\) is MDS-constructible.

The previous result generalizes the scenario used in the proof of 16, Prop. 17. Here is a case different from that scenario.

Example 6.12. Let \( F = [4, 4, 6, 6] \) and \( \delta = 4 \). Then \( \nu_{\text{min}}(F; 4) = 4 = c_1 < \nu_j(F; 4) \) for \( j = 1, 2, 3 \). Furthermore, \( c_1 \leq m - n + 1 \), and therefore there exists no maximal \([F; 4]\)-code over \( F \) by Theorem 6.11(b). As a consequence, maximal \([F; 4]\)-codes are not generic, which means that the probability of the event "\( 4 \) randomly chosen matrices of shape \( F \) generate a maximal \([F; 4]_{q}\)-code"
is bounded away from 1 (for growing $q$). We can be more precise. If $A_1,\ldots,A_4 \in \mathbb{F}_q[\mathcal{F}]$ generate a maximal $[\mathcal{F};4]_q$-code, then their submatrices consisting of the first 4 rows and first 2 columns generate a $[4 \times 2;2]_q$-MRD code. In Proposition 7.3 we will see that this happens with a probability less than 0.375. Thus the latter is an upper bound for the probability of maximal $[\mathcal{F};4]_q$-codes.

It is worth noting that in both parts of Theorem 6.11 the existence of a maximal $[\mathcal{F};n]_q$-code over some algebraically closed field implies the existence of a maximal $[\mathcal{F};n]$-code over any finite field $\mathbb{F}_q$. This is obvious in the situation of Theorem 6.11(a) because $\nu_{\min} = 1$, and for the case in 6.11(b) the existence of maximal $[\mathcal{F};n]$-codes has been established in Example 2.17(c).

We summarize the previous results.

**Corollary 6.13.** Let $\mathcal{F} = [c_1,\ldots,c_n]$ be an $m \times n$-Ferrers diagram. Then

$$\text{maximal } [\mathcal{F};n]_q\text{-codes are generic } \iff (\mathcal{F};n) \text{ is MDS-constructible.}$$

In particular, maximal $[m \times n;n]_q$-MRD codes are not generic whenever $n > 1$ (see also Example 6.7(b)). Moreover, if $(\mathcal{F};n)$ is MDS-constructible then $\nu_{\min}(\mathcal{F};n) = 1$ or $\nu_{\min}(\mathcal{F};n) = \nu_0(\mathcal{F};n) = c_1 < \nu_j(\mathcal{F};n)$ for all $j > 0$.

We strongly believe that the equivalence is true for any rank $2 \leq \delta \leq n$ and note that “$\iff$” has already been established in Theorem 6.8. The case of general rank $\delta$ is much more interesting than $\delta = n$ as it allows for more MDS-constructible pairs $(\mathcal{F};\delta)$; see the left Ferrers diagram in Figure 9.

We conclude this section with the following observation. In [8] Thm. 7 Etzion et al. provide in essence the same construction of maximal $[\mathcal{F};\delta]$-codes over sufficiently large fields as in Theorem 6.8. However, their assumption is, on first sight, different from $(\mathcal{F};\delta)$ being MDS-constructible. In the appendix we show that these assumptions are actually equivalent.

### 7 Proportions of Nongeneric Ferrers Diagram Codes

In this section we focus on the non-generic case and provide some upper bounds on the proportion of maximal $[\mathcal{F};\delta]$-codes. In particular, in Theorem 7.6 we provide an upper bound for the proportion of MRD codes, which is exact for $[m \times 2;2]_q$-MRD codes; see Corollary 7.5. These two results improve on [4] Cor. 6.2], where Byrne/Ravagnani show that the asymptotic proportion is upper bounded by $1/2$.

The main tool in our considerations is the following result about spectrum-free matrices.

**Theorem 7.1.** The spectrum of a matrix $A \in \mathbb{F}_q^{n \times n}$ is defined as $\sigma(A) = \{\lambda \in \mathbb{F}_q \mid \lambda \text{ is an eigenvalue of } A\}$. We call $A$ spectrum-free if $\sigma(A) = \emptyset$. Set

$$s_n(q) = |\{A \in \mathbb{F}_q^{n \times n} \mid \sigma(A) = \emptyset\}|.
$$

Set $\gamma_n(q) = |\text{GL}_n(\mathbb{F}_q)| = \prod_{j=0}^{n-1} (q^n - q^j)$ and $a_0(q) = 1$ and $a_j(q) = (-1)^j \prod_{\ell=1}^j \frac{1}{q^\ell - 1}$ for $j \geq 1$. Then the generating function of $s_n(q)/\gamma_n(q)$ satisfies

$$1 + \sum_{n=1}^{\infty} \frac{s_n(q)}{\gamma_n(q)} u^n = \frac{1}{1 - u} \prod_{r \geq 1} \left(1 - \frac{u}{q^r}\right)^{-q-1} \quad \text{ (7.1)}$$
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and
\[ s_n(q) = \gamma_n(q) \left( \sum_{j=0}^{n} \sum_{i_1, \ldots, i_{q-1} \in \mathbb{N}_0: i_1 + \ldots + i_{q-1} = j} a_{i_1}(q) \cdots a_{i_{q-1}}(q) \right). \] (7.2)

Furthermore, the proportion of spectrum-free matrices in \( \mathbb{F}_q^{n \times n} \) behaves as follows:
\[ \lim_{n \to \infty} \frac{s_n(q)}{q^{n^2}} = \prod_{r \geq 1} \left( 1 - \frac{1}{q^r} \right)^q = \lim_{n \to \infty} \left( \frac{\gamma_n(q)}{q^{n^2}} \right)^q \quad \text{and} \quad \lim_{q \to \infty} \frac{s_n(q)}{q^{n^2}} = \sum_{j=0}^{n} \frac{(-1)^j}{j!}. \] (7.3)

One may note that the expression for \( a_j(q) \) can be rewritten as \( a_j(q) = 1/(q; q)_j \), where \((q; q)_j \) is the \( q \)-Pochhammer symbol.

**Proof.** The main parts of the statements above are in [31] and [22]: Identity [7.1] is given in [22] p. 7 and (7.2) appears in [31] p. 176]. As for the limits in (7.3), note that (7.1) leads to
\[ \lim_{n \to \infty} \frac{s_n(q)}{q^{n^2}} = \prod_{r \geq 1} \left( 1 - \frac{1}{q^r} \right)^{q-1} \] (see also [22] p. 8]). On the other hand, clearly \( \frac{\gamma_n(q)}{q^{n^2}} = \prod_{r \geq 1} \left( 1 - \frac{1}{q^r} \right) \). Taking the limit for \( n \to \infty \) leads to the first parts of (7.3).

It remains to determine \( \lim_{q \to \infty} \frac{s_n(q)}{q^{n^2}} \). Note first that
\[ \lim_{q \to \infty} \frac{s_n(q)}{q^{n^2}} = \lim_{q \to \infty} \frac{s_n(q)}{q^{n^2}} = \lim_{q \to \infty} \sum_{j=0}^{n} b_j(q), \] where \( b_j(q) = \sum_{i_1 + \ldots + i_{q-1} = j} a_{i_1}(q) \cdots a_{i_{q-1}}(q) \).

Hence it suffices to consider \( \lim_{q \to \infty} b_j(q) \). To do so, we need the type of the weak compositions involved in the definition of \( b_j(q) \). We say that a weak composition \( t_1 + \ldots + t_j = j \) is of type \((t_1, \ldots, t_j)\) if \( t_k = |\{ l \in [q-1]: i_l = k \}| \) for \( k \in [j] \). Then the number of weak compositions of \( j \) of type \((t_1, \ldots, t_j)\) is given by \( \prod_{i=1}^{t_1+\ldots+t_j} (q-i) \), and thus
\[ b_j(q) = \sum_{t \in \mathbb{N}_0: t_1+2t_2+\ldots+jt_j = j} c(t_1, \ldots, t_j; q), \]
where
\[ c(t_1, \ldots, t_j; q) := \frac{\prod_{i=1}^{t_1+\ldots+t_j} (q-i)}{t_1! \cdots t_j!} \cdot \prod_{k=1}^{j} (a_k(q))^{t_k} = \frac{\prod_{i=1}^{t_1+\ldots+t_j} (q-i)}{t_1! \cdots t_j!} \cdot \prod_{k=1}^{j} \left( \frac{(-1)^k}{\prod_{i=1}^{k} (q^i-1)} \right)^{t_k}. \]

As a polynomial in \( q \), the degree of the numerator of \( c(t_1, \ldots, t_j; q) \) is \( t_1 + \ldots + t_j \), and the degree of the denominator is \( \sum_{k=1}^{j} t_k (k+1)/2 \). Notice that
\[ \sum_{k=1}^{j} t_k \left( \frac{k+1}{2} \right) \geq \sum_{k=1}^{j} t_k \cdot k = \sum_{k=1}^{j} t_k \cdot k = j \geq t_1 + \ldots + t_j \]
with equality in both steps if and only if \( t_1 = j \) and \( t_2 = \ldots = t_j = 0 \). Therefore
\[ \lim_{q \to \infty} b_j(q) = \lim_{q \to \infty} c(j, 0, \ldots, 0; q) = \lim_{q \to \infty} \prod_{i=1}^{j} \frac{(q-i)}{i!} \cdot \left( \frac{(-1)^j}{j!} \right)^j \cdot \frac{(-1)^j}{j!}. \]

All of this shows that \( \lim_{q \to \infty} \frac{s_n(q)}{q^{n^2}} = \lim_{q \to \infty} \sum_{j=0}^{n} b_j(q) = \sum_{j=0}^{n} \frac{(-1)^j}{j!} \).
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Let us have a closer look at the limit in \((7.3)\).

**Remark 7.2.** (a) The infinite product \(\pi(q) := \prod_{r \geq 1} \left(1 - \frac{1}{q^r}\right)^q\) takes, for instance, the following approximate values:

| \(q\) | 2 | 3 | 5 | 31 | 179 |
|------|---|---|---|----|-----|
| \(\pi(q)\) | 0.0833986 | 0.175735 | 0.254108 | 0.349996 | 0.364794 |

It is not hard to show that

\[
\lim_{q \to \infty} \left(1 - \frac{1}{q^r}\right)^q = \begin{cases} 
\frac{1}{e}, & \text{if } r = 1, \\
1, & \text{if } r > 1,
\end{cases}
\]

and thus \(\lim_{q \to \infty} \pi(q) = \frac{1}{e} \approx 0.36788\).

(b) By \((7.3)\) we may approximate \(\frac{s_n(q)}{q^{n^2}}\) by \(\left(\frac{\gamma_n(q)}{q^{n^2}}\right)^q\). This is already a very good approximation for small values of \(n\) (for instance, \(|\left(\frac{\gamma_n(q)}{q^{n^2}}\right)^q - \frac{s_n(q)}{q^{n^2}}| \leq 0.000081\) for \(n = 7\) and \(q = 3\)). Since \(\frac{s_n(q)}{q^{n^2}}\) is the fraction of spectrum-free matrices and \(\left(\frac{\gamma_n(q)}{q^{n^2}}\right)^q\) the fraction of \(q\)-tuples of invertible matrices within \((\mathbb{F}_q^{n \times n})^q\), the approximation may be interpreted as follows: for any randomly chosen matrices \(A\) and \(A_1, \ldots, A_q \in \mathbb{F}_q^{n \times n}\)

\[
\text{Prob}(\lambda I - A \text{ is nonsingular for all } \lambda \in \mathbb{F}_q) \approx \text{Prob}(A_1, \ldots, A_q \text{ are nonsingular}).
\]

That is, the \(q\) dependent matrices \(\lambda I - A, \lambda \in \mathbb{F}_q\), behave just like \(q\) independently chosen matrices \(A_1, \ldots, A_q\) (with respect to nonsingularity). However, computer experiments show that for two randomly chosen matrices \(A, B \in \mathbb{F}^{n \times n}\) the probability that all \(q^2 + q + 1\) dependent matrices \(\lambda I + \alpha A + \beta B\), where the first nonzero coefficient is normalized to 1, are nonsingular is much larger than \(\left(\frac{\gamma_n(q)}{q^{n^2}}\right)^{q^2 + q + 1}\).

We turn now to MRD codes. We start with the case of \([m \times 2; 2]\)-MRD codes. In this case \(\nu_{\text{min}} = \nu_0 = m < \nu_1\) and therefore Theorem 6.11(b) tells us that there exists no \([m \times 2; 2]\)-MRD code over an algebraically closed field (which can also be seen from the proof below as there are no spectrum-free matrices over an algebraically closed field). Thus \([m \times 2; 2]\)-MRD codes are not generic. In order to present an interval for the according probability, we will first consider normalized matrices in the sense described next, and thereafter relate the result to the proportion of MRD codes in the sense of Definition 6.1. Interestingly enough, we will see below that even though there are no MRD codes over the algebraic closure, the probability does not approach zero for growing field size.

**Proposition 7.3.** Let \(F = \mathbb{F}_q\) and

\[
A_1 = \begin{pmatrix}
1 & a_1^1 \\
0 & a_1^2 \\
& \vdots \\
0 & a_m^1
\end{pmatrix},
A_2 = \begin{pmatrix}
0 & a_1^2 \\
1 & a_2^1 \\
& \vdots \\
0 & a_m^2
\end{pmatrix},
\ldots,
A_m = \begin{pmatrix}
0 & a_1^m \\
0 & a_2^m \\
& \vdots \\
1 & a_m^m
\end{pmatrix} \in \mathbb{F}_{m \times 2},
\]

where \(a_1^1, \ldots, a_m^m\) are randomly chosen field elements. Set \(C = \langle A_1, \ldots, A_m \rangle\). Then

\[
\text{Prob}(C \text{ is an } [m \times 2; 2]-\text{MRD code}) = \frac{s_m(q)}{q^{m^2}}.
\]
As a consequence, as \( q \to \infty \) the probability approaches \( \sum_{j=0}^{m} \frac{(-1)^j}{j!} \), which is in the interval \([0.333, 0.375]\) for all \( m \geq 3 \).

Proof. Recall that an \([m \times 2; 2]\)-MRD code has dimension \( m \). Clearly, the code \( C \) given in the proposition has dimension \( m \) and therefore we only have to discuss the rank distance. A general linear combination of the given matrices has the form

\[
A(\lambda) := \sum_{\alpha=1}^{m} \lambda_{\alpha} A_{\alpha} = \begin{pmatrix}
\lambda_1 & \sum_{\alpha=1}^{m} a_{1,\alpha} \lambda_{\alpha} \\
\vdots & \vdots \\
\lambda_m & \sum_{\alpha=1}^{m} a_{m,\alpha} \lambda_{\alpha}
\end{pmatrix}.
\]

Thus \( A(\lambda) = (\lambda | M \lambda) \), where \( \lambda = (\lambda_1, \ldots, \lambda_m)^T \) and

\[
M = \begin{pmatrix}
a_1 & \cdots & a_m \\
\vdots & \cdots & \vdots \\
a_1 & \cdots & a_m
\end{pmatrix} \in \mathbb{F}^{m \times m}.
\]

As a consequence,

\[
\text{rk} (A(\lambda)) = 2 \text{ for all } \lambda \in \mathbb{F}^m \setminus 0 \iff \sigma(M) = \emptyset.
\]

Now the result follows from the definition of \( s_m(q) \) in Theorem 7.1 and from (7.3). \( \square \)

In order to relate the above probability, based on a sample space of normalized matrices, to the proportion of MRD codes as in Definition 6.1 we need the following lemma. A general version for arbitrary pairs \((\mathcal{F}; \delta)\) can be derived as well, but is not needed for the rest of this paper.

Lemma 7.4. Consider \( \mathcal{F} = [m] \times [n] \) and \( \delta = n \), thus \( \ell = 1 \) and \( N = \nu_{\text{min}}(\mathcal{F}; \delta) = m \). Recall the spaces \( W_q \) and \( \hat{W}_q \) from (6.2). Denote by \( A_{i}^{(1)} \) the first column of the matrix \( A_i \) and define

\[
V_q = \{(A_1, \ldots, A_m) \in (\mathbb{F}_q^{m \times n})^m \mid (A_1^{(1)}, \ldots, A_m^{(1)}) = I_m\} \subseteq W_q,
\]

\[
\hat{V}_q = \{(A_1, \ldots, A_m) \in V_q \mid d_{\text{rk}}(A_1, \ldots, A_m) = n\} = \hat{W}_q \cap V_q.
\]

Then the proportion of \([m \times n; n]\)-MRD codes in the space of all \( m \)-dimensional \((m \times n)\)-rank-metric codes is given by

\[
\frac{|\hat{T}_q|}{|T_q|} = \frac{|\hat{W}_q|}{|W_q|} = \frac{|\hat{V}_q|}{|V_q|} = \frac{\prod_{i=0}^{m-1} (q^{mn} - q^{i+m(n-1)})}{\prod_{i=0}^{m-1} (q^{mn} - q^i)},
\]

and thus \( \lim_{q \to \infty} |\hat{T}_q|/|T_q| = \lim_{q \to \infty} |\hat{V}_q|/|V_q| \).

Proof. The stated identity for the limits is clear since the rightmost factor approaches 1 as \( q \to \infty \).

The first identity in (7.5) is already in (6.3), and thus we need to establish the second identity. Reading each matrix \( A_i \) columnwise as a vector in \( \mathbb{F}^{mn} \), we may identify \((\mathbb{F}_q^{m \times n})^m \) with \( \mathbb{F}_q^{mn \times m} \). Then

\[
W_q = \{M \in \mathbb{F}_q^{mn \times m} \mid \text{rk} (M) = m\} \quad \text{and} \quad V_q = \{(I_m \mid B)^T \mid B \in \mathbb{F}_q^{mn \times (m-1)}\}.
\]

Notice also that, thanks to \( \delta = n \), the first columns of any tuple \((A_1, \ldots, A_m)\) in \( \hat{W}_q \) are linearly independent. Thus \( \hat{W}_q \subseteq \{(B_1 \mid B_2)^T \mid B_1 \in \text{GL}_m(\mathbb{F}_q), B_2 \in \mathbb{F}_q^{m \times (m-1)}\} \). This shows that \(|\hat{W}_q| =
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|\hat{V}|/|V|, where \( \gamma_m(q) = |\text{GL}_m(\mathbb{F}_q)| \). Furthermore, \(|V| = q^{m^2(n-1)} \) and \(|W| = \prod_{i=0}^{m-1}(q^{mn} - q^i) \).

Using that \( \gamma_m(q) = \prod_{i=0}^{m-1}(q^m - q^i) \), we arrive at

\[
\frac{|\hat{W}|}{|W|} = \frac{|\hat{V}|}{|V|} \cdot \frac{\gamma_m(q)q^{m^2(n-1)}}{\prod_{i=0}^{m-1}(q^{mn} - q^i)} = \frac{|\hat{V}|}{|V|} \cdot \frac{\prod_{i=0}^{m-1}(q^{mn} - q^{i+m(n-1)})}{\prod_{i=0}^{m-1}(q^{mn} - q^i)}. \quad \Box
\]

In the case where \( \delta = n = 2 \), the probability determined in Proposition 7.3 is the fraction \(|\hat{V}|/|V|\), and thus (7.5) leads to the following proportion.

**Corollary 7.5.** The proportion of \([m \times 2; 2]_q\)-MRD codes within the space of all \( m \)-dimensional rank-metric codes in \( \mathbb{F}_q^{m \times 2} \) is given by

\[
s_m(q) = \frac{1}{q^{m^2}} \cdot \frac{\prod_{i=0}^{m-1}(q^{2m} - q^{i+m})}{\prod_{i=0}^{m-1}(q^{2m} - q^i)},
\]

and converges to \( \sum_{j=0}^{m} \frac{(-1)^j}{j!} \) as \( q \to \infty \).

For more general cases we obtain more conditions for the rank distance. Since these conditions are not independent events on the random entries, we can only provide upper bounds on the probability by restricting to a subset of independent events.

**Theorem 7.6.** Let \( \mathbb{F} = \mathbb{F}_q \), \( \delta \in [n] \), and \( \ell = n - \delta + 1 \). For \( (\alpha, \beta) \in [m] \times [\ell] \) let \( B_{\alpha,\beta} = (a_{i,j}^{(\alpha,\beta)}) \in \mathbb{F}^{m \times (n-\ell)} \) be randomly chosen matrices and set

\[
A_{\alpha,\beta} = \begin{pmatrix} 0 & \cdots & 0 & e_\alpha & 0 & \cdots & 0 & B_{\alpha,\beta} \end{pmatrix} \in \mathbb{F}^{m \times n},
\]

where \( e_\alpha \), the \( \alpha \)-th standard basis vector in \( \mathbb{F}^m \), is in the \( \beta \)-th column. Then the rank-metric code \( C = \langle A_{\alpha,\beta} \mid (\alpha, \beta) \in [m] \times [\ell] \rangle \) satisfies

\[
\text{Prob} (C \text{ is an } [m \times n; \delta]-\text{MRD code}) \leq \left( \frac{s_m(q)}{q^{m^2}} \right)^{(\delta-1)\ell}.
\]

**Proof.** Note that by construction the matrices \( A_{1,1}, \ldots, A_{m,\ell} \) are linearly independent and thus \( \dim C = m\ell = m(n - \delta + 1) \), as desired. Hence it remains to discuss the rank distance. In order to do so, we consider, for all fixed \( \beta \), linear combinations of the form \( \sum_{\alpha=1}^{m} \lambda_\alpha A_{\alpha,\beta} \). For \( (\beta, j) \in [\ell] \times [\delta - 1] \) define

\[
M_{\beta,j} = \begin{pmatrix} a^{(1,\beta)}_{1,j} & \cdots & a^{(m,\beta)}_{1,j} \\ \vdots & \ddots & \vdots \\ a^{(1,\beta)}_{m,j} & \cdots & a^{(m,\beta)}_{m,j} \end{pmatrix} \in \mathbb{F}^{m \times m}. \quad (7.6)
\]

Thus \( M_{\beta,j} \) consists of the \( j \)-th columns of \( B_{1,\beta}, \ldots, B_{m,\beta} \). Let us now consider the linear combination \( \sum_{\alpha=1}^{m} \lambda_\alpha A_{\alpha,\beta} \). After deleting the \( \ell - 1 \) zero columns, this matrix has the form

\[
\begin{pmatrix} \lambda & M_{\beta,1}\lambda & \cdots & M_{\beta,\ell-1}\lambda \end{pmatrix}, \quad \text{where } \lambda = (\lambda_1, \ldots, \lambda_m)^T. \quad (7.7)
\]

As a consequence, \( \text{rk} \left( \sum_{\alpha=1}^{m} \lambda_\alpha A_{\alpha,\beta} \right) = \delta \) implies that \( \lambda \) is not an eigenvector of any \( M_{\beta,j} \). Since this has to be true for all \( \lambda \in \mathbb{F}^m \setminus 0 \), we conclude that \( \sigma(M_{\beta,j}) = \emptyset \) for all \( j = 1, \ldots, \delta - 1 \). All of this shows that if \( \text{rk}(C) = \delta \), then \( \sigma(M_{\beta,j}) = \emptyset \) for all \( (\beta, j) \in [\ell] \times [\delta - 1] \). Since the \( \ell(\delta - 1) \) matrices \( M_{\beta,j} \) are independently chosen, the probability of the latter is \( \left( \frac{s_m(q)}{q^{m^2}} \right)^{(\delta-1)\ell} \), as desired. \( \Box \)
Note that in the above proof we ignore an abundance of further conditions on the data $a_{i,j}^{(a,b)}$ and therefore the probability is in fact much smaller than the given upper bound. However, these additional conditions are not independent and therefore difficult to quantify.

Let us have a closer look at the case where $\delta = n$, thus $\ell = 1$. In this case the above proof tells us the following.

**Corollary 7.7.** Consider the situation of Theorem 7.6 with $\delta = n$, thus $\ell = 1$. Then

$$C \text{ is an } [m \times n; q] \text{-MRD code } \iff \sigma \left( \sum_{j=1}^{n-1} \mu_j M_{1,j} \right) = \emptyset \text{ for all } (\mu_1, \ldots, \mu_{n-1}) \in \mathbb{F}_q^{n-1} \setminus 0.$$ 

**Proof.** Since $\delta = n$, the code $C$ is given by $\{ \sum_{\alpha=1}^{m} \lambda_\alpha A_{\alpha,1} \mid \lambda_\alpha \in \mathbb{F}_q \}$, and for any $\lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{F}_q^m \setminus 0$ the matrix $A(\lambda) := \sum_{\alpha=1}^{m} \lambda_\alpha A_{\alpha,1}$ equals the matrix in (7.7). We thus obtain $\text{rk } A(\lambda) = n$ iff $\mu_0 \lambda = \sum_{j=1}^{n-1} \mu_j M_{1,j} \lambda$ for all $\lambda = (\mu_0, \ldots, \mu_{n-1}) \in \mathbb{F}_q^n \setminus 0$. This leads to the desired equivalence.

**Example 7.8.** For $[4 \times 3; 3]_q$-MRD codes we conducted computer experiments consisting of 10 million trials, each of which generated 2 random $4 \times 4$ matrices over $\mathbb{F}_q$, serving as $M_{1,1}$ and $M_{1,2}$ in the proof of Corollary 7.7. In each trial, we checked if all nontrivial linear combinations of these two matrices were spectrum-free – or equivalently, if the associated matrices in the proof of Corollary 7.7. In each trial, we checked if all nontrivial linear combinations of these two matrices were spectrum-free – or equivalently, if the associated matrices $A_1, \ldots, A_4 \in \mathbb{F}_q^{4 \times 3}$ generated MRD codes. The table in (7.8) presents, for various values of $q$, the estimated relative frequencies of spectrum-free subspaces $\langle M_{1,1}, M_{1,2} \rangle$. In other words, this estimates the proportion $|V_q|/|V_q|$ from Lemma 7.4. Next, (7.5) tells us that multiplying these proportions by $\prod_{i=0}^{3} (q^{12} - q^{i+3})/(q^{12} - q^3)$ gives us the proportion of MRD codes inside the space of all 4-dimensional rank-metric codes in $\mathbb{F}_q^{4 \times 3}$. We also compare our findings with the upper bound given in Theorem 7.6.

The frequency for $q = 2$ was performed by exhaustive search, instead of by random experiment.

| $q$ | Upper Bound | 2 | 3 | 5 | 7 | 11 |
|-----|-------------|---|---|---|---|----|
|     |            | 0.008| 0.0313| 0.065| 0.083| 0.102 |
| $V_q/|V_q|$ | 0.0005357| 0.0000689| 0.0001913| 0.00028| 0.0003732 |
| Proportion of MRD codes | 0.000165| 0.000039| 0.000146| 0.000234| 0.000336 |

We wish to point out that our results do not preclude the existence of parameter sets $(m, n, \delta)$ for which the proportion of $[m \times n; \delta]_q$-MRD codes approaches 0 as $q \to \infty$. In such a case, the non-MRD codes would be generic (and the MRD codes would be sparse in the language of $\mathbb{F}_q$).

We conclude this paper with, once again, the Ferrers diagram $F = [1, 3, 3, 4]$ and $\delta = 3$.

**Corollary 7.9.** Let $\mathbb{F} = \mathbb{F}_q$. Consider the $4 \times 4$-Ferrers diagram $F = [1, 3, 3, 4]$ and let $\delta = 3$. Let

$$A_1 = \begin{pmatrix} 1 & 0 & a_{13} & a_{14} \\ 0 & a_{23} & a_{24} \\ 0 & a_{33} & a_{34} \\ 0 & 0 & a_{44} \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 1 & a_{23}^2 & a_{24}^2 \\ 0 & 0 & a_{33}^2 & a_{34}^2 \\ 0 & 0 & a_{33}^2 & a_{34}^2 \\ 0 & 0 & a_{44}^2 \end{pmatrix}, \quad A_3 = \begin{pmatrix} 0 & 0 & a_{33}^3 & a_{34}^3 \\ 0 & 1 & a_{23}^3 & a_{24}^3 \\ 0 & 0 & a_{33}^3 & a_{34}^3 \\ 0 & 0 & a_{44}^3 \end{pmatrix}, \quad A_4 = \begin{pmatrix} 0 & 0 & a_{33}^4 & a_{34}^4 \\ 0 & 0 & a_{23}^4 & a_{24}^4 \\ 0 & 1 & a_{33}^4 & a_{34}^4 \\ 0 & 0 & a_{44}^4 \end{pmatrix}$$

be randomly chosen in $\mathbb{F}_q[F]$. Then

$$\text{Prob} (\langle A_1, \ldots, A_4 \rangle \text{ is a maximal } [F; 3]_q\text{-code}) \leq \frac{s_3(q)}{q^9} \prod_{i=2}^{4} \left( 1 - \frac{1}{q^i} \right) \frac{q^7 - 2q^4 + q}{q^i}.$$ 

The right hand side tends to 1/3 as $q \to \infty$. 
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Proof. Consider a linear combination \( \lambda_2 A_2 + \lambda_3 A_3 + \lambda_4 A_4 \). If this matrix has rank 3 for all \((\lambda_2, \lambda_3, \lambda_4) \neq 0\), then the submatrices

\[
\begin{pmatrix}
1 & a_{13}^2 \\
0 & a_{23}^2 \\
0 & a_{33}^2
\end{pmatrix},
\begin{pmatrix}
0 & a_{13}^3 \\
1 & a_{23}^3 \\
0 & a_{33}^3
\end{pmatrix},
\begin{pmatrix}
0 & a_{13}^4 \\
0 & a_{23}^4 \\
1 & a_{33}^4
\end{pmatrix}
\]

generate a [3 \times 2; 2]-MRD code. The probability for this is given by \( s_3(q)/q^9 \) according to Proposition 7.3. Furthermore, the last columns of \( A_2, A_3, A_4 \) have to be linearly independent, and the according probability is \( q^{-12} \prod_{i=0}^{2}(q^4 - q^i) = \prod_{i=2}^{4}(1 - q^{-i}) \). Finally, the last two columns of \( A_1 \) have to be linearly independent, which has a probability of

\[
\frac{(q^3 - 1)((q - 1)q^3 + (q^3 - q))}{q^7} = \frac{q^7 - 2q^4 + q}{q^7}.
\]

Since the events are independent, we obtain the stated upper bound.

The probability \( P_q := \text{Prob} (\langle A_1, \ldots, A_4 \rangle \text{ is a maximal } [F; 3]_q\text{-code}) \) can be related to the proportion of maximal \([F; 3]_q\text{-codes in the sense of Definition 6.1}\). Indeed, similarly to Lemma 7.4, one obtains \( |T_q|/|T_q| = P_q \prod_{i=0}^{3}(q^{11} - q^{i+7})/(q^{11} - q^i) \).

**Example 7.10.** Consider the scenario of the last corollary for \( q = 2 \) and \( q = 3 \). Then the upper bound for the probability is given by

\[
\text{Prob} (\langle A_1, \ldots, A_4 \rangle \text{ is a maximal } [F; 3]_2\text{-code}) \leq 0.044,
\]

\[
\text{Prob} (\langle A_1, \ldots, A_4 \rangle \text{ is a maximal } [F; 3]_3\text{-code}) \leq 0.1376.
\]

These estimates clearly leave out crucial conditions and therefore the true probabilities are much smaller. Indeed, using SageMath and testing 1,000,000 quadruples of random matrices of the above form shows that the probability is about 0.00042 for \( q = 2 \) and about 0.0041 for \( q = 3 \). For larger \( q \) the actual probability appears to be around 0.03. Yet, as we have seen in Example 2.16, it is not hard to construct maximal \([F; 3]_q\text{-codes over any field } F_q\).

**Open Problems**

We presented constructions of maximal \([F; \delta]_q\text{-codes for various classes of pairs } (F; \delta)\), but the general Conjecture 2.9 remains wide open. The difficulty of the problem may in part be due to its highly ‘noncanonical’ nature in the sense that solutions, for most pairs \((F; \delta)\), depend on the choice of basis. This is also evidenced by the genericity results of the last two sections leading to very different situations depending on the pair \((F; \delta)\). While we do not entirely exclude the existence of a universal approach to the construction of maximal Ferrers diagram codes, we believe that further methods tailored to specific types of pairs \((F; \delta)\) are necessary to settle the conjecture. We list some specific questions that arise from our considerations.

(a) Can one classify pairs \((F; \delta)\) according to the approachability of the construction problem? A first step would be the generalization of Corollary 6.13 to general rank \( \delta \geq 2 \), which would then tell us that maximal \([F; \delta]\text{-codes are generic if and only if } (F; \delta) \text{ is MDS-constructible.}
(b) The proofs of Theorems 3.1 and 3.6 leave some freedom in the choice of the basis $B$. Can a suitable choice provide us with more specific maximal Ferrers diagram codes that can be exploited further, for instance, as in Example 2.16?

(c) Can one characterize the pairs $(\mathcal{F}; \delta)$ for which maximal $|\mathcal{F}; \delta|$-codes can be realized as subfield subcodes of $\mathbb{F}_{q^n}$-linear MRD codes with the same rank distance?

(d) Can maximal $|\mathcal{F}; \delta|$-codes be realized as subcodes of $\mathbb{F}_q$-linear MRD codes, for instance those presented in [8, 27, 33]? The simplest case may be $m = n = \delta$. In this case MRD codes are known as spreads in finite geometry and well studied.

(e) Can the constructions in Section 5 be generalized to other highly regular Ferrers shapes and other ranks?

(f) Are there pairs $(\mathcal{F}; \delta)$ for which the asymptotic proportion of maximal $|\mathcal{F}; \delta|$-codes approaches 0? Are there even parameter sets $(m, n, \delta)$ for which the asymptotic proportion of $[m \times n; \delta]$-MRD codes approaches 0?

Appendix

Proof of Theorem 6.8. Let $\mathbb{F}$ be a field with at least $\max\{|D_i \cap \mathcal{F}| - 1 \mid i = \delta, \ldots, m\}$ elements. We follow the construction in [16, Thm. 32]. Let $I := \{i : \|D_i \cap \mathcal{F}\| - \delta + 1 > 0\} = \{i_1, \ldots, i_z\}$. For all $i \in I$ set $n_i := |D_i \cap \mathcal{F}|$ and choose a matrix $G_i \in \mathbb{F}^{(n_i - \delta + 1) \times n_i}$ such that every full size minor is nonzero. For finite fields this simply means that $G_i$ is the generator matrix of an MDS code and thus exists due to our condition on the field size. If $\mathbb{F}$ is infinite such matrices also exist: consider the entries as distinct indeterminates over $\mathbb{F}$. Then the full-size minors are distinct nonzero polynomials, and choosing a point outside the variety (over $\mathbb{F}$) of these minors, provides the entries of the desired matrix. Now we have $wt_H(uG_i) \geq \delta$ for all $u \in \mathbb{F}^{n_i - \delta + 1} \setminus \{0\}$, where $wt_H(v) = |\{j \mid v_j \neq 0\}|$ denotes the Hamming weight, just like for vectors over finite fields. For $(v_{i_1}, \ldots, v_{i_z}) \in \text{rowsp}(G_{i_1}) \times \ldots \times \text{rowsp}(G_{i_z})$ define $A := A(v_{i_1}, \ldots, v_{i_z}) \in \mathbb{F}^{m \times n}$ as the matrix with the vector $v_{i_j}$ at the positions of $D_{i_j} \cap \mathcal{F}$ (which has indeed cardinality $n_{i_j}$) and set all other entries equal to zero. Define

$$C = \{A(v_{i_1}, \ldots, v_{i_z}) \mid (v_{i_1}, \ldots, v_{i_z}) \in \text{rowsp}(G_{i_1}) \times \ldots \times \text{rowsp}(G_{i_z})\}.$$ 

By construction $C \subseteq \mathbb{F}[\mathcal{F}]$ (note that we do not make use of dots of $\mathcal{F}$ outside the specified diagonals). Furthermore, $\dim C = \sum_{i \in I}(n_i - \delta + 1) = \sum_{i=\delta}^{m} \max\{|D_i \cap \mathcal{F}| - \delta + 1, 0\}$. Finally, $\dim C = \delta$, which can be seen as follows. Choose any nonzero matrix $A \in C$. Let $t \in I$ be maximal such that the $t$-th diagonal of $A$ is nonzero. By construction this diagonal contains at least $\delta$ nonzero entries and therefore $\text{rk}(A) \geq \delta$. The rest is obvious or follows from Theorem 6.4.

In the rest of this appendix we show that the assumption used in [8, Thm. 7] for the construction of maximal $|\mathcal{F}; \delta|$-codes over sufficiently large fields is equivalent to $(\mathcal{F}; \delta)$ being MDS-constructible. We need the following notions. Fix any $\alpha \in \{0, \ldots, \delta - 1\}$ such that $\nu_{\text{min}}(\mathcal{F}; \delta) = \nu_{\alpha}(\mathcal{F}; \delta)$. Denote by $\mathcal{F}(\alpha)$ the Ferrers diagram obtained by deleting the first $\alpha$ rows and last $\delta - 1 - \alpha$ columns from $\mathcal{F}$. Thus $\nu_{\text{min}}(\mathcal{F}; \delta) = |\mathcal{F}(\alpha)|$. We call the diagonal $D_\alpha$ an MDS diagonal of $(\mathcal{F}; \delta)$ w.r.t. $\alpha$ if it satisfies:

(a) $|D_\alpha \cap (\mathcal{F} \setminus \mathcal{F}(\alpha))| = \delta - 1$. In other words, $D_\alpha$ has $\alpha$ dots in the first $\alpha$ rows and $\delta - 1 - \alpha$ dots in the last $\delta - 1 - \alpha$ columns of $\mathcal{F}$.

(b) There are no dots in $\mathcal{F}(\alpha)$ below the diagonal $D_\alpha$ and there is at least one dot in $\mathcal{F}(\alpha)$ on $D_\alpha$.

It is shown in [8, Thm. 7] that if $(\mathcal{F}; \delta)$ has an MDS diagonal, then maximal $|\mathcal{F}; \delta|$-codes over
sufficiently large fields can be constructed with the aid of MDS codes (similarly to the construction in Theorem 6.8). In fact we have

**Proposition A.1.** Given any pair $(\mathcal{F}; \delta)$. Then

$$(\mathcal{F}; \delta) \text{ has an MDS diagonal } \iff (\mathcal{F}; \delta) \text{ is MDS-constructible.}$$

**Proof.** Consider Figure 10 in which we indicate the row indexed by $\alpha$ and the column indexed by $n - \delta + 2 + \alpha$. Thus the lower left corner contains the Ferrers diagram $\mathcal{F}_{(\alpha)}$. The upper right dot in $\mathcal{F}_{(\alpha)}$ is at position $(\alpha + 1, n - \delta + 1 + \alpha)$ and thus on the diagonal $D_{\delta}$. Therefore the only diagonals potentially intersecting with $\mathcal{F}_{(\alpha)}$ are $D_s$ where $s \geq \delta$. These are also the only diagonals that may contribute to $\sum_{s=\delta}^m \max\{|D_s \cap \mathcal{F}| - \delta + 1, 0\}$. We compute

$$(\mathcal{F}; \delta) \text{ is MDS-constructible } \iff |\mathcal{F}_{(\alpha)}| = \sum_{s=\delta}^m \max\{|D_s \cap \mathcal{F}| - \delta + 1, 0\}$$

$$\iff |D_{\tilde{s}} \cap \mathcal{F}| = \delta - 1 + |D_{\tilde{s}} \cap \mathcal{F}_{(\alpha)}| \text{ for all } \tilde{s} \text{ such that } D_{\tilde{s}} \cap \mathcal{F}_{(\alpha)} \neq \emptyset$$

$$\iff D_s \text{ has } \delta - 1 \text{ dots outside } \mathcal{F}_{(\alpha)} \text{ for all } s \text{ such that } D_s \cap \mathcal{F}_{(\alpha)} \neq \emptyset$$

$$\iff D_{\tilde{s}} \text{ is an MDS diagonal, where } \tilde{s} \text{ is maximal such that } D_{\tilde{s}} \cap \mathcal{F}_{(\alpha)} \neq \emptyset. \qed$$

**Figure 10:** MDS diagonal vs. MDS-constructible
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