Real Time Implementation of Terminal Security Policies Selection Based on Edge Computing
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Abstract. There are many kinds of terminals in the smart grid system, which have different functions and risks in the system. Different security policies are needed to protect the terminals. At the same time, the terminals will be subject to various attacks in operation. These attacks will change the security protection performance of terminals. Therefore, it is necessary to adjust the security policies in their operation. This paper proposes a real-time implementation method of terminal security policy selection under the edge computing based on the machine learning methods, which makes full use of the computing power of edge devices, adopts offline training and online judgment. The training of machine learning parameters can be completed in the edge side or in the cloud while the security strategies selection continues going on the edge computing side. By this way, the real-time training update and real-time selection of security policy in edge computing system are realized.

1. Introduction
Facing the access of a large number of heterogeneous terminals in the Internet of things (IoT) and the requirements of different applications, the system architecture based on edge computing has emerged, which meets the low delay requirements of industrial real-time control, unmanned driving, virtual reality and other application scenarios [1-6]. Providing the security policies for the terminals is one of the main tasks for the edge system. Different security policies will be proposed to the different terminals according to their functions and risks in the system [7,8]. However, the functions may be extended and the security risks that the terminal faces will change due to the running environment changing. It is necessary to adjust their security policies according to their running situation [9]. Real-time response is essential to the edge computing system, therefore, the training update of the security policies selection system should not influence the security policies selection process to perform on time [10]. By taking advantages of the edge computing resource power and the interaction of the edge side and the cloud, the paper proposes a real-time implementation method of terminal security policy selection under the edge computing based on the machine learning methods.

2. Edge Computing Security Policies Selection Scheme
As shown in Figure 1, the edge computing system includes cloud computing device, edge computing device and terminal device. The connection between edge computing device and cloud and terminal device is wireless connection or wired connection. The security policies selection is carried out in the...
edge side computing devices, and the security policies selector training can be carried out in the edge side or in the cloud, and real-time scheduling can be carried out according to the resource situation of the edge side.

**Figure 1.** Edge computing and physical layer authentication

The quantitative value of security protection for the $i$th terminal among $P$ security policies is [13, 14]:

$$Z_i = [Z_{i1} \ Z_{i2} \ … \ Z_{ij} \ … \ Z_{ip}] \quad (i = 1, 2, \ldots k; \ j = 1, 2, \ldots p)$$  \hspace{1cm} (1)

where $Z_{ij}$ is the quantitative value of security protection, which means $j$th security policy for the $i$th terminal.

Each time the edge device can choose one or several security policies to protect the terminal from $P$ security policies, which will be chosen by the machine learning (ML) algorithms as following.

a) The edge devices will determine the number of security policies $P$ according to the number of the terminals $k$. A security policy is denoted as $y_j^i$ ($i = 1, 2, \ldots k; \ j = 1, 2, \ldots p$), which is $j$th security policy for the $i$th terminal. We combine the Quantitative value of security protection in Eq. (1) with the security policy $y_j^i$ as a data set $D = \{(Z_{i1}, y_{11}), (Z_{i2}, y_{12}), \ldots, (Z_{ip}, y_{1p})\}$.

b) Divide the data set $D$ as two parts. The first $m$ items of the data set is the training set $T$, and the last $n$ items is the test set $S$, where $k = m + n$. In other words, the proportion of training set $T = \{(Z_1, y_1), (Z_2, y_2), \ldots, (Z_m, y_m)\}$ to data set is $\frac{m}{m+n} \times 100\%$, and the proportion of test set $CHE = \{(Z_{m+1}, y_{m+1}), (Z_{m+2}, y_{m+2}), \ldots, (Z_{m+n}, y_{m+n})\}$ to data set is $\frac{n}{m+n} \times 100\%$.

c) The training set $T = \{(Z_1, y_1), (Z_2, y_2), \ldots, (Z_m, y_m)\}$ is used to train the machine learning algorithm until the rate of the safety quantification standard is met. The threshold value $\eta = \{\eta_1, \eta_2, \ldots, \eta_k\}$ is the performance evaluation value of the machine learning algorithm obtained by training and it can be a numerical value or a group of values. When the machine learning algorithm meets the threshold value $\eta$, the machine learning algorithm state is recorded as $\Omega = \{\Phi_1, \Phi_2, \ldots\}$.

d) After the training, the test set $CHE = \{(Z_{m+1}, y_{m+1}), (Z_{m+2}, y_{m+2}), \ldots, (Z_{m+n}, y_{m+n})\}$ is input into the machine learning algorithm to get the corresponding security policy, which is denoted as
Where $RE_i$ represents the security policy $\{j_1,j_2,\cdots\}$ that is selected for the $i$th terminal, and $j_1, j_2$ are one of the P security policies. At this time, the machine learning algorithm state is $\Omega$ and meets the threshold $\eta$. The security policy of the $i$th terminal is obtained by the set training $\{j_1,j_2,\cdots\}$ that is trained by the set $CHE$.

3. The System Update Training Scheme

In the operation, the terminals will be subject to various attacks, which will change the security protection performance of terminals. The function extension of them also will cause requirement of the new security protection. Therefore, it is necessary to adjust the security policies in their operation. The update training scheme as following.

![Figure 2. The system model of PL authentication](image)

As illustrated in Figure 2, when the performance evaluation value of machine learning algorithm can not meet the pre-set threshold value $\eta=\{\eta_1, \eta_2, \cdots, \eta_k\}$, it needs to be retrained. In order to ensure the uninterrupted selection of security policies, it generally needs to start training in advance $\Delta t$ (this value is an advance time when the performance evaluation value of machine learning algorithm may not meet the pre-set threshold $\eta$ ), as follows:

a) Perform offline execution of B), c) and D of Section 2 on the edge side or the cloud, and get the new state of machine learning algorithm as $\Omega_0=\{\Phi_{x,1}, \Phi_{x,2}, \cdots\}$;

b) At the same time, at the edge side, the security policies selection of the terminals still uses the old machine learning algorithm state $\Omega=\{\Phi_{t,1}, \Phi_{t,2}, \cdots\}$;

c) When the training is completed, the security policies selection of the terminals is denoted as:

$$RE_i=\left\{\Omega_0, \eta\left|CHE\right\{j_1,j_2,\cdots\}\right\}$$

(3)

The training samples can be label samples specially prepared for training or real-time samples selected dynamically.
4. Conclusions
The proposed scheme makes full use of the computing power of the edge device, and adopts the way of offline training and online judgment, so that the training of security policies selector can be completed on the edge side or in the cloud. The implementation of security policies selector on the edge device are not interrupted or delay due to training, which realizes real-time selector update and real-time selection of security policies selection of edge computing system. The security protection of the terminals can synchronize with the application environment and avoid to weaken the security performance due to the function extension and the malicious attacking.
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