CHARACTERIZATION OF A CLASS OF EMBEDDINGS FOR FUNCTION SPACES WITH MUCKENHOUPT WEIGHTS

MARTIN MEYRIES AND MARK VERAAR

Abstract. For function spaces equipped with Muckenhoupt weights, the validity of continuous Sobolev embeddings in case $p_0 \leq p_1$ is characterized. Extensions to Jawerth-Franke embeddings, vector-valued spaces and examples involving some prominent weights are also provided.

1. Introduction

This note is concerned with the characterization of continuous embeddings for function spaces equipped with Muckenhoupt weights $w$, and their vector-valued extensions. We consider Bessel-potential spaces $H^{s,p}(\mathbb{R}^d, w)$, Sobolev-Slobodetskii spaces $W^{s,p}(\mathbb{R}^d, w)$, Triebel-Lizorkin spaces $F^{s,q}_{p,q}(\mathbb{R}^d, w)$ and Besov spaces $B^{s}_{p,q}(\mathbb{R}^d, w)$. Definitions, basic properties and references to systematic investigations of these spaces and Muckenhoupt’s $A_p$-classes are given in Section 2.

Sharp embeddings of Sobolev type are fundamental for these function spaces and their applications. In the unweighted case, characterizations of their validity in terms of the parameters are classical, see [29]. In the presence of Muckenhoupt weights, the following characterization for Besov spaces was obtained in [12, Proposition 2.1], via wavelet representations of Besov norms and the corresponding discrete characterizations from [15, Theorem 3.1].

**Proposition 1.1** (Haroske & Skrzypczak [12]). Let $w_0, w_1 \in A_\infty$, $s_0 \geq s_1$, $0 < p_0, p_1 \leq \infty$ and $0 < q_0, q_1 \leq \infty$. Define $0 < p_*, q_* \leq \infty$ by

$$\frac{1}{p_*} = \left(\frac{1}{p_1} - \frac{1}{p_0}\right) + \text{ and } \frac{1}{q_*} = \left(\frac{1}{q_1} - \frac{1}{q_0}\right).$$

Then there is a continuous embedding

$$B_{p_0,q_0}^{s_0}(\mathbb{R}^d, w_0) \hookrightarrow B_{p_1,q_1}^{s_1}(\mathbb{R}^d, w_1)$$

if and only if

$$\left(2^{-v(s_0-s_1)}\|w_0(Q_{\nu,m})^{-1/p_0}w_1(Q_{\nu,m})^{1/p_1}\right)_{\nu \in \mathbb{N}_0} \in \ell^{r_+},$$

(1.1)

Here $r_+ = \max\{r, 0\}$, $\ell^p$ are the usual sequence spaces, $Q_{\nu,m} \subset \mathbb{R}^d$ denotes for $\nu \in \mathbb{N}_0$ and $m \in \mathbb{Z}^d$ the $d$-dimensional cube with sides parallel to the coordinate axes, centered at $2^{-\nu}m$ and with side length $2^{-\nu}$, and further $w(Q) = \int_Q w(x) \, dx$ for a weight $w$ and a cube $Q$. Observe that in the above result, for $p_0 \leq p_1$ and $q_0 \leq q_1$ one has $p_* = q_* = \infty$. It is interesting to note that the condition (1.1) improves if one restricts to radially symmetric distributions, even though the weights can be arbitrary, see [6].

The purpose of this paper is to provide similar characterizations in case $p_0 \leq p_1$ for other types of the above mentioned weighted spaces, for embeddings of mixed type, and for the vector-valued case. Our main result concerns Triebel-Lizorkin spaces. Its proof, given in Section 3.2, is based on Proposition 1.1 and a weighted Gagliardo-Nirenberg inequality. It is also the basis for the other types of embeddings in Theorem 3.3 below.
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Theorem 1.2. Let \( w_0, w_1 \in A_\infty \), \( s_0 > s_1 \), \( 0 < p_0 \leq p_1 < \infty \) and \( 0 < q_0, q_1 \leq \infty \). Then there is a continuous embedding

\[ F_{p_0,q_0}^{s_0}(\mathbb{R}^d, w_0) \hookrightarrow F_{p_1,q_1}^{s_1}(\mathbb{R}^d, w_1) \]

if and only if

\[ \sup_{\nu \in \mathbb{N}_0, m \in \mathbb{Z}^d} 2^{-\nu(s_0-s_1)}w_0(Q_{\nu,m})^{-1/p_0}w_1(Q_{\nu,m})^{1/p_1} < \infty. \]  

(C)

In terms of the weighted means \( \tilde{w}(Q) = \frac{1}{|Q|} \int_Q w(x) \, dx \), the condition (C) reads

\[ \sup_{\nu \in \mathbb{N}_0, m \in \mathbb{Z}^d} 2^{-\nu|s_0 - \frac{p_0}{p_1} - (s_1 - \frac{p_1}{p_1})|}\tilde{w}_0(Q_{\nu,m})^{-1/p_0}\tilde{w}_1(Q_{\nu,m})^{1/p_1} < \infty. \]

In this way one immediately recovers the well-known inequality \( s_0 - \frac{p_0}{p_1} \geq s_1 - \frac{p_1}{p_1} \) in the unweighted case \( w_0 \equiv w_1 \equiv 1 \).

Observe that the condition (C) differs from the one (11) for Besov spaces in its independence of the microscopic parameters \( q_0, q_1 \). It corresponds to (11) in case when \( p_* = q_* = \infty \), i.e., \( p_0 \leq p_1 \) and \( q_0 \leq q_1 \). The independence of some properties of \( F \)-spaces – in particular sharp embeddings and trace spaces – of the microscopic parameters is well-known in the unweighted case [30]. It is somewhat surprising and turns out to be very useful in the general vector-valued case, where \( H \)- and \( W \)-spaces are not contained in the \( F \)- and \( B \)-scale, see [19, 20, 26, 28]. The special case of radial power weights \( w(x) = |x|^\nu \) was obtained in [18] based on a corresponding Plancherel-Pólya-Nikol’skii type inequality, which is interesting on its own.

As a consequence of Theorem 1.2 we may characterize various types of embeddings for vector-valued spaces, at least in case of \( A_{p^s} \)-weights and \( p_0 > 1 \) (see Sections 3.3 and 3.4 for the proofs). In Section 4 we comment on the crucial condition (C) for some classes of power weights, see also [6, 12], and on the case \( p_1 < p_0 \).

Theorem 1.3. Let \( X \) be a Banach space, \( s_0 > s_1 \), \( 1 < p_0 \leq p_1 < \infty \), \( w_0 \in A_{p_0} \) and \( w_1 \in A_{p_1} \). Then one has the continuous embeddings

\[
\begin{align*}
B_{p_0,q_0}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow B_{p_1,q_1}^{s_1}(\mathbb{R}^d, w_1; X), & 1 \leq q_0 \leq q_1 \leq \infty; \\
F_{p_0,q_0}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow F_{p_1,q_1}^{s_1}(\mathbb{R}^d, w_1; X), & 1 \leq q_0, q_1 \leq \infty; \\
B_{p_0,p_1}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow F_{p_1,q_1}^{s_1}(\mathbb{R}^d, w_1; X), & p_0 < p_1, \quad 1 \leq q \leq \infty; \\
F_{p_0,p_1}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow F_{p_1,p_0}^{s_1}(\mathbb{R}^d, w_1; X), & p_0 < p_1, \quad 1 \leq q \leq \infty; \\
H_{p_0}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow H_{p_1}^{s_1}(\mathbb{R}^d, w_1; X); \\
W_{p_0}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow W_{p_1}^{s_1}(\mathbb{R}^d, w_1; X), & s_0 > s_1 \geq 0; \\
H_{p_0}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow W_{p_1}^{s_1}(\mathbb{R}^d, w_1; X), & s_0 > s_1 \geq 0; \\
W_{p_0}^{s_0}(\mathbb{R}^d, w_0; X) & \hookrightarrow H_{p_1}^{s_1}(\mathbb{R}^d, w_1; X), & s_0 > 0.
\end{align*}
\]

if and only if (C) is satisfied.

The third and fourth embeddings, due to Jawerth and Franke [9, 14] in the unweighted setting, are based on real interpolation. They provide partial improvements of the embeddings for \( F \)-spaces from Theorem 1.2 in view of

\[ F_{p_0,q_0}^{s_0} \hookrightarrow B_{p_0,p_1}^{s_0}, \quad B_{p_1,q_1}^{s_1} \hookrightarrow F_{p_1,p_1}. \]

We further record a consequence for the boundedness of the Bessel-potential operators, defined by Fourier transform, in the presence of weights. This gives a condition which might be easier to verify than the one in [22].

Corollary 1.4. Let \( X \) be a Banach space, \( s > 0 \), \( 1 < p_0 \leq p_1 < \infty \), \( w_0 \in A_{p_0} \) and \( w_1 \in A_{p_1} \). Then the operator \((1 - \Delta)^{-s/2}\) is bounded from \( L^{p_0}(\mathbb{R}^d, w_0; X) \) to \( L^{p_1}(\mathbb{R}^d, w_1; X) \) if and only if (C) is satisfied.
In general, two-weight characterizations of bounded of linear operators can be difficult. Results in this direction for several standard operators (maximal operator, Hilbert Transform, Riesz potential, Bessel potential) can be found in [3] [13] [16] [17] [24] [25] and references therein. If one restricts to the class of Muckenhoupt weights, then characterizations are sometimes easier to obtain.

**This paper is organized as follows.** In Section 2 we introduce the function spaces and state their basic properties. The Theorems 1.2 and 1.3 are proved in Section 3. The validity of the condition (C) for some types of power weights is considered in Section 4.

### 2. Function spaces

We summarize the basic properties of the function spaces under consideration. For details we refer to [2] [3] [4] [5] [12] [13] [14] [15] [20] [22].

A locally integrable, almost everywhere positive function \( w : \mathbb{R}^d \to [0, \infty) \) belongs to the Muckenhoupt class \( A_p \) for some \( 1 < p < \infty \), if

\[
[w]_{A_p} = \sup_{Q \text{ cubes in } \mathbb{R}^d} \left( \frac{1}{|Q|} \int_Q w(x) \, dx \right) \left( \frac{1}{|Q|} \int_Q w(x)^{-\frac{1}{p-1}} \, dx \right)^{p-1} < \infty.
\]

One further defines \( A_\infty = \bigcup_{1 < p < \infty} A_p \). The Muckenhoupt classes are increasing in the sense that \( A_{p_0} \subset A_{p_1} \) for \( p_0 < p_1 \). For a Banach space \( X \), \( 0 < p < \infty \) and \( w \in A_\infty \) one sets

\[
\|f\|_{L^p(\mathbb{R}^d, w; X)} = \left( \int_{\mathbb{R}^d} \|f(x)\|^p w(x) \, dx \right)^{1/p}.
\]

This defines the spaces \( L^p(\mathbb{R}^d, w; X) \), which are Banach spaces for \( p \geq 1 \) and quasi-Banach spaces for \( p < 1 \).

Let \( \mathcal{F}(\mathbb{R}^d; X) \) be space of \( X \)-valued Schwartz functions, let \( \mathcal{F}'(\mathbb{R}^d; X) \) be the space of \( X \)-valued distributions, and let \( \hat{f} = \mathcal{F}f \) be the Fourier transform of \( f \in \mathcal{F}'(\mathbb{R}^d; X) \). Choose a sequence \( (\varphi_k)_{k \geq 0} \subset \mathcal{F}'(\mathbb{R}^d) \) such that

\[
\hat{\varphi}_0 = \hat{\varphi}, \quad \hat{\varphi}_1(\xi) = \hat{\varphi}(\xi/2) - \hat{\varphi}(\xi), \quad \hat{\varphi}_k(\xi) = \hat{\varphi}_1(2^{-k+1}\xi), \quad k \geq 2, \quad \xi \in \mathbb{R}^d,
\]

with a generator function \( \varphi \) of the form

\[
0 \leq \varphi(\xi) \leq 1, \quad \xi \in \mathbb{R}^d, \quad \varphi(\xi) = 1 \text{ if } |\xi| \leq 1, \quad \varphi(\xi) = 0 \text{ if } |\xi| \geq \frac{3}{2}.
\]

Then equivalent (quasi-)norms for the Besov space \( B \) and the Triebel-Lizorkin space \( F \) are for \( s \in \mathbb{R} \), \( 0 < p < \infty \), \( 0 < q \leq \infty \), \( w \in A_\infty \) and \( f \in \mathcal{F}'(\mathbb{R}^d; X) \) given by

\[
\|f\|_{B^{s,q}_p(\mathbb{R}^d, w; X)} = \left\| (2^{sk} \varphi_k \ast f)_{k \geq 0} \right\|_{L^p(\mathbb{R}^d, w; \ell^q(X))},
\]

\[
\|f\|_{F^{s,q}_p(\mathbb{R}^d, w; X)} = \left\| (2^{sk} \varphi_k \ast f)_{k \geq 0} \right\|_{L^p(\mathbb{R}^d, w; \ell^q(X))}.
\]

The \( B \)-spaces are defined in the same way also for \( p = \infty \), the \( F \)-spaces require some more care in this case. For \( s \in \mathbb{R} \), \( 1 < p < \infty \) and \( w \in A_p \) the norm of the Bessel-potential space \( H \) is given by

\[
\|f\|_{H^{s,p}(\mathbb{R}^d, w; X)} = \|\mathcal{F}^{-1}[(1 + |\cdot|^2)^{s/2}] \hat{f}\|_{L^p(\mathbb{R}^d, w; X)}.
\]

For \( m \in \mathbb{N}_0 \), \( 1 < p < \infty \) and \( w \in A_p \) the norm of the classical Sobolev space \( W \) is

\[
\|f\|_{W^{m,p}(\mathbb{R}^d, w; X)} = \left( \sum_{|\alpha| \leq m} \|D^\alpha f\|_{L^p(\mathbb{R}^d, w; X)}^p \right)^{1/p}.
\]

For \( s \geq 0 \) one defines the Sobolev-Slobodetski scale by

\[
W^{s,p}(\mathbb{R}^d, w; X) = \begin{cases} W^{m,p}(\mathbb{R}^d, w; X), & s = m \in \mathbb{N}_0, \\ B^{s,p}_p(\mathbb{R}^d, w; X) = F^{s}_p(\mathbb{R}^d, w; X), & s \notin \mathbb{N}_0. \end{cases}
\]

In the scalar case we write \( L^p(\mathbb{R}^d, w) = L^p(\mathbb{R}^d, w; \mathbb{C}) \), and so on.

We note some basic relations. Monotonicity of the \( \ell^q \) spaces implies that for \( 0 < q_0 \leq q_1 \leq \infty \)

\[
(2) \quad B^{s,q_0}_p(\mathbb{R}^d, w; X) \hookrightarrow B^{s,q_1}_p(\mathbb{R}^d, w; X), \quad F^{s,q_0}_p(\mathbb{R}^d, w; X) \hookrightarrow F^{s,q_1}_p(\mathbb{R}^d, w; X).
\]
For $\varepsilon > 0$ and arbitrary $0 < q_0, q_1 \leq 1$ one has

$$B^{s,\varepsilon}_{p,q_0}(\mathbb{R}^d, w; X) \hookrightarrow B^s_{p,q_1}(\mathbb{R}^d, w; X), \quad F^{s,\varepsilon}_{p,q_0}(\mathbb{R}^d, w; X) \hookrightarrow F^s_{p,q_1}(\mathbb{R}^d, w; X),$$

and for $0 < p < \infty$, by Minkowski’s inequality,

$$B^s_{p,\min\{p,q\}}(\mathbb{R}^d, w; X) \hookrightarrow F^s_{p,\max\{p,q\}}(\mathbb{R}^d, w; X).$$

The $H$-spaces are related to the $F$-spaces as follows. In the scalar case one has

$$H^{s,p}(\mathbb{R}^d, w) = F^s_{p,2}(\mathbb{R}^d, w), \quad 1 < p < \infty, \quad w \in A_p.$$  

In the vector-valued case this is true if and only if $X$ can be renormed as a Hilbert space. One further has $W^{m,p}(\mathbb{R}^d; X) = H^{m,p}(\mathbb{R}^d; X)$ for $m \in \mathbb{N}$ if and only if $X$ is a UMD Banach space. For general Banach spaces $X$ one still has

$$F^s_{p,1}(\mathbb{R}^d, w; X) \hookrightarrow H^{s,p}(\mathbb{R}^d, w; X) \hookrightarrow F^s_{p,\infty}(\mathbb{R}^d, w; X), \quad 1 < p < \infty, \quad w \in A_p.$$

(2.7) $F^s_{p,1}(\mathbb{R}^d, w; X) \hookrightarrow W^{s,p}(\mathbb{R}^d, w; X) \hookrightarrow F^s_{p,\infty}(\mathbb{R}^d, w; X), \quad s \geq 0, \quad 1 < p < \infty, \quad w \in A_p.$

For the latter embeddings in (2.6) and (2.7) to hold, a local $A_p$-condition is in fact necessary, see [18, Remark 3.13] and [23]. The embeddings can be improved with respect to the microscopic parameters if one takes into account type and cotype of $X$, see [31, Proposition 3.1] and [19, Proposition 5.8].

3. PROOFS OF THEOREMS 1.2 AND 1.3

After a few preparations on products of weights, in Section 3.2 we prove Theorem 1.2. The scalar version of the Jawerth-Franke type embeddings from Theorem 1.3 is derived in Section 3.3. The remaining assertions and the vector-valued version of Theorem 1.3 are shown in Section 3.4.

3.1. PREPARATIONS

The following assertions on products of Muckenhoupt weights will be needed.

**Lemma 3.1.** Let $1 < p < \infty$ and $w_0, w_1 \in A_p$. Then there is $\eta_0 > 0$ such that for all $\varepsilon, \delta \in [0, \eta_0)$ one has $w_0^{-\varepsilon} w_1^{1+\delta} \in A_p$.

**Proof.** By [11, Proposition 9.1.5] one has $w_0^{-1/(p-1)} \in A_{p'}$, such that $w_0^{-\tau_0} \in A_p$ for sufficiently small $\tau_0 > 0$ by [11, Exercise 9.1.3]. Furthermore, [11, Theorem 9.2.5] shows that there is $\gamma_0 > 0$ such that $w_1^{1+\gamma_0} \in A_p$. Hence, again by [11, Exercise 9.1.3], we have $w_0^{-\tau_0 \theta} w_1^{(1+\gamma_0)\lambda} \in A_p$ for all $\theta, \lambda \in [0, 1]$. Using [11, Exercise 9.1.10], this implies

$$w_0^{-\tau_0 \theta (1-t)} w_1^{(1+\gamma_0)\lambda t} \in A_p, \quad \theta, \lambda, t \in [0, 1].$$

Letting $t = \frac{2\sigma_0}{2\sigma_0 + \gamma_0}$ and $\sigma_0 = \frac{\tau_0}{2\tau_0 + \gamma_0}$, this gives $w_0^{-\tau_0 \sigma_0 \theta} w_1^{(1+\gamma_0)\lambda} \in A_p$ for all $\theta, \lambda \in [0, 1]$, which implies the assertion. \qed

**Lemma 3.2.** Let $w_0, w_1 \in A_{\infty}$. Then there are $\eta_0 > 0$ and a constant $C > 0$ such that for all $\varepsilon, \delta \in (0, \eta_0)$ and all $d$-dimensional cubes $Q \subset \mathbb{R}^d$ we have

$$\int_Q w_0^{-\varepsilon} w_1^{1+\delta} dx \leq C|Q|^{-\delta \varepsilon} \left( \int_Q w_0^0 dx \right)^{-\varepsilon} \left( \int_Q w_1^1 dx \right)^{1+\delta}.$$

**Proof.** Fix $p > 1$ such that $w_0, w_1 \in A_p$. Choose $\eta_0 > 0$ such that $\frac{p}{p(p-1)} > 1$, and let $\varepsilon \in (0, \eta_0)$. Then for all $\delta > 0$, Hölder’s inequality with $q = \frac{1}{\varepsilon (p-1)}$ and $q' = \frac{1}{1-\varepsilon (p-1)}$ yields

$$\int_Q w_0^{-\varepsilon} w_1^{1+\delta} dx \leq \left( \int_Q w_0^{\frac{1}{p-1}} dx \right)^{\varepsilon (p-1)} \left( \int_Q w_1^{\frac{1+\delta}{p-1}} dx \right)^{1-\varepsilon (p-1)}.$$

By definition of $[w_0]_{A_p}$,

$$\left( \int_Q w_0^{\frac{1}{p-1}} dx \right)^{\varepsilon (p-1)} \leq [w_0]_{A_p}^p |Q|^{\varepsilon p} \left( \int_Q w_0^0 dx \right)^{-\varepsilon}.$$
The reverse Hölder inequality [11, Theorem 9.2.2] implies that there are \( \gamma_0 > 0 \) and \( C > 0 \), independent of \( Q \), such that for all \( \gamma \in (0, \gamma_0] \) we have

\[
\int_Q w_1^{1+\gamma} \, dx \leq C|Q|^{-\gamma} \left( \int_Q w_1 \, dx \right)^{1+\gamma}.
\]

Decreasing \( \eta_0 \) if necessary, we may assume that \( \frac{1+\eta_0}{1-q_0(p-1)} \leq 1 + \gamma_0 \). For \( \varepsilon, \delta \in (0, \eta_0) \) we then obtain

\[
\left( \int_Q w_1^{1+\delta} \, dx \right)^{1-\varepsilon(p-1)} \leq C|Q|^{-\varepsilon(p-1)-\delta} \left( \int_Q w_1 \, dx \right)^{1+\delta}.
\]

Applying the estimates (3.2) and (3.3) in (3.1), the assertion follows. \(\square\)

The independence of the microscopic parameters in Theorem [1.2] is essentially a consequence of the following Gagliardo-Nirenberg type inequality, see [18, Proposition 5.1] for the weighted setting and [21, 28] for the unweighted setting.

Proposition 3.3. Let \( X \) be a Banach space, \( s_0 > s_1, 0 < p_0, p_1 < \infty \) and \( w_0, w_1 \in A_\infty \). Given \( \theta \in (0, 1) \), let \( s \) be such that \( 0 < s < s_0, 0 < p < \infty \) and \( w \in A_\infty \) be defined by

\[
s = (1 - \theta)s_0 + \theta s_1, \quad \frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1}, \quad w = w_0^{(1-\theta)p/p_0}w_1^{\theta p/p_1}.
\]

Then for arbitrary \( 0 < q, q_0, q_1 \leq \infty \) there is a constant \( C > 0 \) such that for all \( f \in \mathcal{S}'(\mathbb{R}^d; X) \) one has

\[
\|f\|_{F_{p,q}^s(\mathbb{R}^d; w; X)} \leq C\|f\|_{F_{p_0,q_0}^{s_0}(\mathbb{R}^d; w_0; X)}\|f\|_{F_{p_1,q_1}^{s_1}(\mathbb{R}^d; w_1; X)}^{\theta}.
\]

Note that in [18] the case \( 0 < \min\{p, p_0, p_1, q, q_0, q_1\} \leq 1 \) has not been considered. However, the proof extends to this case.

3.2. Proof of Theorem [1.2] Necessity. Assume \( F_{p_0,q_0}^{s_0}(\mathbb{R}^d; w_0) \rightarrow F_{p_1,q_1}^{s_1}(\mathbb{R}^d; w_1) \). Then (2.4) implies that for \( r_0 = \min\{p_0, q_0\} \) and \( r_1 = \max\{p_1, q_1\} \) we have

\[
B_{p_0,r_0}^{s_0}(\mathbb{R}^d; w_0) \hookrightarrow B_{p_0,r_0}^{s_0}(\mathbb{R}^d; w_0) \rightarrow F_{p_1,q_1}^{s_1}(\mathbb{R}^d; w_1) \rightarrow B_{p_1,r_1}^{s_1}(\mathbb{R}^d; w_1).
\]

Hence Proposition [1.1] and the assumption \( p_0 \leq p_1 \) show that \( [C] \) is satisfied.

Sufficiency. Assuming \( [C] \), we prove

\[
F_{p_0,q_0}^{s_0}(\mathbb{R}^d; w_0) \hookrightarrow F_{p_1,q_1}^{s_1}(\mathbb{R}^d; w_1).
\]

Observe that by (2.3), it suffices to consider the case \( q_1 \leq \min\{p_0, p_1\} \), which we will assume in the sequel.

Since \( p_1 \geq p_0 \), there is \( \theta_0 \in [0, 1) \) such that \( \frac{1}{p_1} - \frac{1-\theta_0}{p_0} = 0 \). For \( \theta \in (\theta_0, 1] \) we set

\[
\varepsilon = \frac{1-\theta}{p_1} - \frac{1-\theta_0}{p_0} > 0.
\]

Observe that \( \varepsilon \rightarrow 0 \) as \( \theta \rightarrow 1 \). Define the weight \( v \) and the numbers \( r \) and \( t \) by

\[
v = w_0^{-\varepsilon}w_1^{1+\varepsilon}, \quad \frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{r}, \quad s_1 = (1 - \theta)s_0 + \theta t.
\]

Then one can check that

\[
w_1 = w_0^{(1-\theta)p_1/p_0}w_1^{\theta r/p_1}, \quad r \in [p_1, \infty), \quad t < s_1 < s_0.
\]

Moreover, \( v \in A_{p_1} \subset A_r \), if \( \theta \) is sufficiently close to 1 by Lemma [3.1]. Now let \( f \in \mathcal{S}'(\mathbb{R}^d) \). From Proposition [3.3] we infer the Gagliardo-Nirenberg inequality

\[
\|f\|_{F_{p_1,q_1}^{s_1}(\mathbb{R}^d; w_1)} \leq C\|f\|_{F_{p_0,q_0}^{s_0}(\mathbb{R}^d; w_0)}\|f\|_{F_{r_1}^{s_1}(\mathbb{R}^d; v)}^{\theta}.
\]

We now claim that for \( \theta \) sufficiently close to 1 we have

\[
\|f\|_{F_{r_1}^{s_1}(\mathbb{R}^d; v)} \leq C\|f\|_{F_{p_1,q_1}^{s_1}(\mathbb{R}^d; w_1)}.
\]
Since $B_{p,p}^s = F_p^s$, and $r \geq p_1$, by Proposition 1.1 this is true if and only if
\[
\sup_{v \in H_1, m \in \mathbb{Z}^d} 2^{-\nu(s_1-t)} w_1(Q_{v,m})^{-1/p_1} v(Q_{v,m})^{1/r} < \infty.
\]
To check this condition, we note that since $v = w_0^{-\varepsilon} w_1^{1+\varepsilon}$, Lemma 3.2 implies
\[
v(Q_{v,m}) \leq C w_0(Q_{v,m})^{-\varepsilon} w_1(Q_{v,m})^{1+\varepsilon},
\]
provided $\varepsilon$ is sufficiently small. Using the relations $s_1-t = (s_0-s_1) \frac{1-\theta}{\theta}$, $\varepsilon = \frac{1}{p_0} \frac{1-\theta}{\theta}$ and $1+\varepsilon = \frac{1}{p_1}$, it follows that
\[
2^{-\nu(s_1-t)} v(Q_{v,m})^{1/r} w_1(Q_{v,m})^{-1/p_1} \leq C (2^{-\nu(s_0-s_1)} w_0(Q_{v,m})^{-1/p_0} w_1(Q_{v,m})^{1/p_1})^{\frac{1}{1+\varepsilon}}.
\]
The latter is uniformly bounded in $\nu$ and $m$ by the assumption (C). This yields (3.6). Applying (3.6) in (3.5), we find
\[
\|f\|_{F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1)} \leq C \|f\|_{F^{p_0,q_0}_{p_0,q_0}(\mathbb{R}^d,w_0)} \|f\|_{F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1)},
\]
and divide by $\|f\|_{F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1)}$, which implies
\[
\|f\|_{F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1)} \leq C \|f\|_{F^{p_0,q_0}_{p_0,q_0}(\mathbb{R}^d,w_0)}, \quad f \in Y := F^{p_0,q_0}_{p_0,q_0}(\mathbb{R}^d,w_0) \cap F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1).
\]
The extension from $f \in Y$ to all $f \in F^{p_0,q_0}_{p_0,q_0}(\mathbb{R}^d,w_0)$ is a matter of approximation. In case $q_0 < \infty$, the embedding (3.1) follows from the density of the Schwartz class in $F^{p_0,q_0}_{p_0,q_0}(\mathbb{R}^d,w_0)$. For $q_0 = \infty$, we observe that $B^{p_0,q_1}_{p_0,q_1}(\mathbb{R}^d,w_0) \hookrightarrow Y$, employing elementary embeddings and (C) to apply Proposition 1.1. For $f \in F^{p_0}_{p_0,\infty}(\mathbb{R}^d,w_0)$ we set $f_n = \sum_{k=0}^n \varphi_n \ast f$. Then $f_n \to f$ in $F^{p_0}_{p_0,\infty}(\mathbb{R}^d,w_0)$ as $n \to \infty$, $f_n \in B^{p_0,q_1}_{p_0,q_1}(\mathbb{R}^d,w_0) \hookrightarrow Y$ for all $n$ and
\[
\|f_n\|_{F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1)} \leq C \|f_n\|_{F^{p_0,q_0}_{p_0,q_0}(\mathbb{R}^d,w_0)} \leq C \|f\|_{F^{p_0,q_0}_{p_0,q_0}(\mathbb{R}^d,w_0)}
\]
using [18] Proposition 2.4 for the latter inequality. Now the Fatou property of $F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1)$, see [23] Proposition 2.18, implies that $f \in F^{p_1,q_1}_{p_1,q_1}(\mathbb{R}^d,w_1)$ and that the asserted estimate holds for $f$. This completes the proof of (3.4). \hfill \Box

3.3. Proof of Jawerth-Franke embeddings in the scalar case. Next we show embeddings of Jawerth–Franke type for scalar-valued spaces, i.e., the third and fourth embeddings in Theorem 1.3 for $X = \mathbb{C}$. We argue similar as in [18] Theorem 6.2 and [27] Theorem 6).

**Theorem 3.4.** Assume $s_0 > s_1$, $1 < p_0 < p_1 < \infty$, $q \in [1, \infty]$, $w_0 \in A_{p_0}$ and $w_1 \in A_{p_1}$. Then the embeddings
\[
B^{p_0}_{p_0,p_0}(\mathbb{R}^d,w_0) \hookrightarrow F^{p_1}_{p_1,q_1}(\mathbb{R}^d,w_1),
\]
and
\[
F^{p_0}_{p_0,q_0}(\mathbb{R}^d,w_0) \hookrightarrow B^{p_1}_{p_1,q_0}(\mathbb{R}^d,w_1)
\]
are continuous if and only if (C) is satisfied.

**Proof.** Necessity. Assume that one of the embeddings is continuous. By (2.2),
\[
F^{p_0}_{p_0,q_0}(\mathbb{R}^d,w_0) \hookrightarrow B^{p_0}_{p_0,p_0}(\mathbb{R}^d,w_0) \quad \text{and} \quad B^{p_1}_{p_1,p_0}(\mathbb{R}^d,w_1) \hookrightarrow F^{p_1}_{p_1,p_1}(\mathbb{R}^d,w_1),
\]
then implies an embedding for $F$-spaces as in Theorem 1.2 This is equivalent to (C).

Sufficiency. Assume (C) is satisfied.

**Step 1.** We prove (3.7). It suffices to consider the case $q = 1$ by (2.2). Let $r_0, r_1 \in (1, \infty)$ be such that $p_0 < r_0 < p_1 < r_1$, and define $\theta \in (0, 1)$ by
\[
\frac{1}{p_1} = \frac{1 - \theta}{r_0} + \frac{\theta}{r_1}.
\]
Let $a \in (0, 1)$ be a small parameter and $b = \frac{(1-\theta)a}{\theta} > 0$. Set $t_0 = s_0 - a(s_0 - s_1)$ and $t_1 = s_0 + b(s_0 - s_1)$. Then one can check that $(1-\theta)t_0 + \theta t_1 = s_0$ and $s_1 < t_0 < s_0 < t_1$. Now define the weights $v_0$ and $v_1$ by
\[
v_0^1 = w_0^{\frac{a}{p_0}} w_1^{\frac{b}{p_1}}, \quad v_1^1 = w_0^{\frac{b}{p_0}} w_1^{\frac{a+b}{p_1}}.
\]
Then \( v_0 \in A_{r_0} \) by [11, Exercise 9.1.5]. Choosing \( r_1 \) close to \( p_1 \) and \( a \) small, such that \( b \) becomes small, we further have \( v_1 \in A_{r_1} \) by Lemma 3.4. After these preparations we can argue in the usual way. By [13, Proposition 6.1] one has

\[
B_{p_0,p_1}^{s_0}(\mathbb{R}^d, w_0) = (F_{p_0,1}^{s_0}(\mathbb{R}^d, w_0), F_{p_1,1}^{s_0}(\mathbb{R}^d, w_0))_{\theta, p_1},
\]

where \((\cdot, \cdot)_{\theta, p_1}\) denotes the real interpolation functor. We claim that

\[
F_{p_0,1}^{s_0}(\mathbb{R}^d, w_0) \hookrightarrow F_{r_0,1}^{s_1}(\mathbb{R}^d, v_0), \quad F_{p_1,1}^{s_0}(\mathbb{R}^d, w_0) \hookrightarrow F_{r_1,1}^{s_1}(\mathbb{R}^d, v_1).
\]

In fact, by the above choices, for \( \nu \in \mathbb{N}_0 \) and \( m \in \mathbb{Z}^d \) we have

\[
2^{-\nu(t_0-s_1)} w_0(Q_{\nu,m})^{-1/p_0} v_0(Q_{\nu,m})^{1/r_0} = \left(2^{-\nu(s_0-s_1)} w_0(Q_{\nu,m})^{-1/p_0} v_0(Q_{\nu,m})^{1/p_1}\right)^{1-a}.
\]

Here, the right-hand side is bounded in \( \nu \) and \( m \) by assumption (C). Hence Theorem 1.2 yields the first embedding in (3.9). The second embedding follows in the same way. We therefore find

\[
B_{p_0,p_1}^{s_0}(\mathbb{R}^d, w_0) \hookrightarrow (F_{r_0,1}^{s_1}(\mathbb{R}^d, v_0), F_{r_1,1}^{s_1}(\mathbb{R}^d, v_1))_{\theta, p_1}.
\]

Since \( \frac{1}{p_0} = \frac{1-\theta}{r_0} + \frac{\theta}{r_1} \) and \( \frac{1}{p_1} = \frac{1-\theta}{r_0} + \frac{-\theta}{r_1} \), [13, Proposition 6.1] shows that the latter interpolation space embeds into \( F_{p_1,1}^{s_1}(\mathbb{R}^d, w_1) \). This proves (3.7).

Step 2. We derive (3.8) in a similar way. Here it suffices to consider \( q = \infty \). Let \( r_0, r_1 \in (1, \infty) \) be such that \( r_0 < p_0 < r_1 < p_1 \). Let \( \theta \in (0, 1) \) be such that

\[
\frac{1}{p_0} = \frac{1-\theta}{r_0} + \frac{\theta}{r_1}.
\]

Let \( b \in (0, 1) \) be small and \( a = \frac{\theta b}{1-b} \). Set \( t_0 = s_1 - a(s_0 - s_1) \) and \( t_1 = s_1 + b(s_0 - s_1) \), such that \((1-\theta)t_0 + \theta t_1 = s_1 \) and \( t_0 < s_1 < t_1 < s_0 \). Define the weights \( v_0 \) and \( v_1 \) by

\[
v_0^\frac{1}{t_0} = w_0^\frac{1-a}{r_0} w_1^\frac{-a}{r_1}, \quad v_1^\frac{1}{t_1} = w_0^\frac{1-a}{r_0} w_1^\frac{a}{r_1}.
\]

Choosing \( r_0 \) close to \( p_0 \) and \( b \) small, as above we obtain \( v_0 \in A_{r_0} \), and further \( v_1 \in A_{r_1} \). The fact that \( w_0^\frac{1}{t_0} = v_0^\frac{1}{t_0} \) allows us to apply [13, Proposition 6.1] to the result

\[
F_{p_0,\infty}^{s_0}(\mathbb{R}^d, w_0) = (F_{r_0,\infty}^{s_0}(\mathbb{R}^d, v_0), F_{r_1,\infty}^{s_0}(\mathbb{R}^d, v_1))_{\theta, p_0}.
\]

By (2.4) and Proposition 1.1 we find

\[
F_{r_0,\infty}^{s_0}(\mathbb{R}^d, v_0) \hookrightarrow B_{r_0,\infty}^{s_0}(\mathbb{R}^d, v_0) \hookrightarrow B_{p_0,\infty}^{t_0}(\mathbb{R}^d, w_0),
\]

\[
F_{r_1,\infty}^{s_0}(\mathbb{R}^d, v_1) \hookrightarrow B_{r_1,\infty}^{s_0}(\mathbb{R}^d, v_1) \hookrightarrow B_{p_1,\infty}^{t_1}(\mathbb{R}^d, w_1),
\]

where the conditions for the latter Sobolev embeddings are satisfied by the above choices and the assumption (C). Applying these and interpolating once more we obtain

\[
F_{p_0,\infty}^{s_0}(\mathbb{R}^d, w_0) \hookrightarrow (B_{p_0,\infty}^{t_0}(\mathbb{R}^d, w_0), B_{p_1,\infty}^{t_1}(\mathbb{R}^d, w_1))_{\theta, p_0} = B_{p_1, p_0}^{s_1}(\mathbb{R}^d, w_1).
\]

This shows (3.8). \(\square\)

Remark 3.5. Although we only presented Theorem 3.4 in the case \( p_0, p_1 > 1, q \in [1, \infty] \), \( w_0 \in A_{p_0} \) and \( w_1 \in A_{p_1} \), parts of the result can directly be extended to the full parameter range and weights in \( A_{\infty} \). However, it seems that for the general result the required interpolation identities are not available in the literature, see the open problems stated in [2], and [13, Remark 6.6].
3.4. Proof of Theorem 1.3 Let $X$ be an arbitrary Banach space. From the proof in [12] and references therein it seems that Proposition 1.1 and thus Theorem 1.2 remain true in the $X$-valued setting. However, it is quite some work to check all this. Restricting to important special cases, based on the positivity of the Bessel-potential operators we can give a short argument to derive the vector-valued case directly from the scalar case.

Necessity. Assume that in Theorem 1.3 any of the asserted embeddings holds. Then it in particular holds in the scalar case $X = \mathbb{C}$. For the first four embeddings we have already seen that $[C]$ is necessary. For the latter four embeddings, we note that by (2.2), (2.6) and (2.7) one has

$$F_{p_0,1}^{s_0} \hookrightarrow H^{s_0,p_0}, W^{s_0,p_0}; \quad H^{s_1,p_1}, W^{s_1,p_1} \hookrightarrow F_{p_1,\infty}^{s_1}.$$ 

Hence any of the latter four embeddings implies $F_{p_0,1}^{s_0}(\mathbb{R}^d, w_0) \hookrightarrow F_{p_1,\infty}^{s_1}(\mathbb{R}^d, w_1)$, for which $[C]$ is necessary by Theorem 1.2.

Sufficiency. Assuming $[C]$, we show the embeddings stated in Theorem 1.3. We know from Theorem 1.2 and (2.5) that

$$H^{s_0,p_0}(\mathbb{R}^d, w_0) \hookrightarrow H^{s_1,p_1}(\mathbb{R}^d, w_1).$$

This is equivalent to the continuity of the Bessel-potential operator $(1 - \Delta)^{-\frac{d-\alpha}{2}}$ from $L^{p_0}(\mathbb{R}^d, w_0)$ to $L^{p_1}(\mathbb{R}^d, w_1)$. Since $s_0 \geq s_1$, this operator is positive, see [11] Proposition 6.1.5. Hence, by [10] Theorem V.1.12, it extends continuously to an operator from $L^{p_0}(\mathbb{R}^d, w_0; X)$ to $L^{p_1}(\mathbb{R}^d, w_1; X)$, for arbitrary $X$. This implies

$$H^{s_0,p_0}(\mathbb{R}^d, w_0; X) \hookrightarrow H^{s_1,p_1}(\mathbb{R}^d, w_1; X).$$

Now real interpolation, see [18] Proposition 6.1, shows the asserted embedding for $X$-valued $B$-spaces. Repeating literally the proofs of Theorems 1.2 and 3.4, we may altogether deduce the first five embeddings of Theorem 1.3 in the vector-valued case. The remaining three embeddings for $H$- and $W$-spaces are now a consequence of

$$H^{s_0,p_0}, W^{s_0,p_0} \hookrightarrow F_{p_0,\infty}^{s_0}, \quad F_{p_1,1}^{s_1} \hookrightarrow H^{s_1,p_1}, W^{s_1,p_1},$$

see (2.2), (2.6) and (2.7), and the embedding $F_{p_0,\infty}^{s_0}(\mathbb{R}^d, w_0; X) \hookrightarrow F_{p_1,1}^{s_1}(\mathbb{R}^d, w_1; X).$ $\square$

4. Power weights

In this section we consider the crucial condition $[C]$, which characterizes the validity of the embeddings in Theorems 1.2 and 1.3 for some classes of power weights $w_0$ and $w_1$. See also [6, 12].

Throughout, we fix the parameters $s_0 > s_1$ and $p_0 \leq p_1$.

4.1. Radial power weights. For $\alpha, \beta > -d$, let $w_{\alpha, \beta} \in A_\infty$ be defined by

$$w_{\alpha, \beta}(x) = \begin{cases} |x|^\alpha & \text{if } |x| \leq 1, \\
|\beta| & \text{if } |x| > 1. \end{cases}$$

One has $w_{\alpha, \beta} \in A_p$ if and only if $\alpha, \beta \in (-d, d(p - 1))$, see [12] Proposition 2.6. As in [12] Proposition 2.8, we have the following characterization.

Proposition 4.1. Let $\alpha_0, \beta_0, \alpha_1, \beta_1 > -d$. Then the weights

$$w_0 = w_{\alpha_0, \beta_0}, \quad w_1 = w_{\alpha_1, \beta_1}$$

satisfy $[C]$ if and only if

$$s_0 - \frac{d + \alpha_0}{p_0} \geq s_1 - \frac{d + \alpha_1}{p_1}, \quad s_0 - \frac{d}{p_0} \geq s_1 - \frac{d}{p_1}, \quad \frac{\beta_0}{p_0} \geq \frac{\beta_1}{p_1}. \quad (4.2)$$

Observe that these three conditions correspond to a condition at $x = 0$, where the powers $\alpha_0, \alpha_1$ are relevant, for $x$ away from zero and infinity, where the spaces are essentially unweighted, and at infinity, where $\beta_0, \beta_1$ are relevant.

Let us give the details how to derive (4.2). For $\gamma > -d$, $\nu \in \mathbb{N}_0$ and $m \in \mathbb{Z}^d$ we note that

$$w_{\gamma, \gamma}(Q_{\nu,0}) \sim 2^{-\nu(d + \gamma)}, \quad w_{\gamma, \gamma}(Q_{\nu,m}) \sim 2^{-\nu(d + \gamma)}|m|^{\gamma} \quad (m \neq 0). \quad (4.3)$$
Recall here that a cube $Q_{\nu,m}$ is centered at $2^{-\nu}m$ and has side length $2^{-\nu}$. We need to distinguish the following cases. For the indices $I_1 = \{\nu, m : 2^{-\nu}|m| \leq \varepsilon\}$, $\varepsilon$ small, only the powers $\alpha_i$ are relevant. By (I.3) we have
\[
2^{-\nu(s_0-s_1)}w_0(Q_{\nu,0}) - \frac{d}{p_0} \frac{1}{p_1} w_1(Q_{\nu,0}) \sim 2^{-\nu\left[s_0 - \frac{d + \alpha_0}{p_0} - (s_1 - \frac{d + \alpha_1}{p_1})\right]},
\]
and for $m \neq 0$,
\[
2^{-\nu(s_0-s_1)}w_0(Q_{\nu,m}) - \frac{d}{p_0} \frac{1}{p_1} w_1(Q_{\nu,m}) \sim (2^{-\nu}|m|)\left[s_0 - \frac{d + \alpha_0}{p_0} - (s_1 - \frac{d + \alpha_1}{p_1})\right]|m|^{-\alpha_0}\left(2^{-\nu}|m|\right)^{\frac{\beta_0}{p_0} - \frac{\alpha_0}{p_1}}.
\]
These expressions are bounded on $I_1$ if and only if the first two conditions in (I.2) are satisfied. Next consider indices $I_2 = \{\nu, m : \varepsilon \leq 2^{-\nu}|m| \leq \varepsilon^{-1}\}$. Then
\[
w_0(Q_{\nu,m}) \sim w_1(Q_{\nu,m}) \sim |Q| = 2^{-\nu d}.
\]
The boundedness of the expression in (C) on $I_2$ is thus equivalent to $s_0 - \frac{d}{p_0} \geq s_1 - \frac{d}{p_1}$. Finally, consider $I_3 = \{\nu, m : 2^{-\nu}|m| \geq \varepsilon^{-1}\}$, where the powers $\beta_i$ are relevant. Using (I.3) for $m \neq 0$, we have
\[
2^{-\nu(s_0-s_1)}w_0(Q_{\nu,m}) - \frac{d}{p_0} \frac{1}{p_1} w_1(Q_{\nu,m}) \sim 2^{-\nu\left[s_0 - \frac{d + \alpha_0}{p_0} - (s_1 - \frac{d + \alpha_1}{p_1})\right]}(2^{-\nu}|m|)^{\frac{\beta_0}{p_0} - \frac{\alpha_0}{p_1}}.
\]
Here the boundedness on $I_3$ is equivalent to the second and third condition in (I.2). This proves the proposition.

4.2. Power weights acting radially in the first coordinates. A slight generalization of the above is the following. Let $d = n + k$ with $n, k \in \mathbb{N}$. Define for $\alpha, \beta > -n$ the weight $w_{\alpha,\beta}$ on $\mathbb{R}^d$ by
\[
v_{\alpha,\beta}(x, y) = w_{\alpha,\beta}(x), \quad x \in \mathbb{R}^n, \quad y \in \mathbb{R}^k,
\]
where $w_{\alpha,\beta}$ is as in (4.1). Then $w_{\alpha,\beta}$ is a radial power weight in the first $n$ coordinates of $\mathbb{R}^d$ only and does not act on the last $k$ coordinates. An important example is the case $n = 1$, where $w_{\alpha,\beta}$ is defined by powers of the distance to the hyperplane $\{x_1 = 0\}$.

One can check that the weighted cube volumes are given by
\[
v_{\gamma,\gamma}(Q_{\nu,m}) \sim 2^{-\nu(d+\gamma)}, \quad \pi_n m = 0, \quad v_{\gamma,\gamma}(Q_{\nu,m}) \sim 2^{-\nu(d+\gamma)}|\pi_n m|^{\gamma}, \quad \pi_n m \neq 0,
\]
where $\pi_n$ projects onto the first $n$ coordinates. Distinguishing the sizes of $2^{-\nu}|\pi_n m|$, we thus obtain the same characterization of (C) as before.

**Proposition 4.2.** Let $d = n + k$ and $\alpha_0, \beta_0, \alpha_1, \beta_1 > -n$. Then the weights
\[
v_0 = v_{\alpha_0,\beta_0}, \quad v_1 = v_{\alpha_1,\beta_1}
\]
satisfy (C) if and only if
\[
s_0 - \frac{d + \alpha_0}{p_0} \geq s_1 - \frac{d + \alpha_1}{p_1}, \quad s_0 - \frac{d}{p_0} \geq s_1 - \frac{d}{p_1}, \quad \frac{\beta_0}{p_0} \geq \frac{\beta_1}{p_1}.
\]

4.3. Products of power weights. Here we also refer to [4]. Let $d = d_1 + \ldots + d_N$ with $d_j \in \mathbb{N}_0$ for each $j = 1, \ldots, N$. Let $w_{\alpha_j}$ be the weight on $\mathbb{R}^{d_j}$ defined by $w_{\alpha_j}(x) = |x|^\alpha$ for $\alpha_j > -d_j$. Denote by $\pi_{d_j}$ the projection of $\mathbb{R}^d$ onto the $d_j$ coordinates in $\mathbb{R}^d = \mathbb{R}^{d_1} \times \ldots \times \mathbb{R}^{d_j} \times \ldots \times \mathbb{R}^{d_N}$.

Setting $\alpha = (\alpha_1, \ldots, \alpha_N)$, define the weight $w_{\alpha}$ on $\mathbb{R}^d$ by
\[
w_{\alpha}(x) = \prod_{j=1}^N w_{\alpha_j}(\pi_{d_j}x).
\]
Note that $w_{\alpha} \in A_p$ if and only if $-d_j < \alpha_j < d_j(p_j - 1)$ for $j = 1, \ldots, N$. Arguing as before, for these types of weights one has the following.

**Proposition 4.3.** Let $d = d_1 + \ldots + d_N$ with $d_j \in \mathbb{N}_0$ and consider as above $\alpha = (\alpha_1, \ldots, \alpha_N)$ and $\tilde{\alpha} = (\tilde{\alpha}_1, \ldots, \tilde{\alpha}_N)$ with $\alpha_j, \tilde{\alpha}_j > -d_j$ for $j = 1, \ldots, N$. Then the weights $w_0 = w_{\alpha}$ and $w_1 = w_{\tilde{\alpha}}$ satisfy (C) if and only if
\[
s_0 - \frac{d + \alpha_1 + \ldots + \alpha_N}{p_0} \geq s_1 - \frac{d + \tilde{\alpha}_1 + \ldots + \tilde{\alpha}_N}{p_1}, \quad \frac{\alpha_j}{p_0} \geq \frac{\tilde{\alpha}_j}{p_1} \quad \text{for all } j = 1, \ldots, N.
\]
Then $R$ obtain the following characterization of $(\mathcal{C})$, see also [7].

4.4. **Powers of the distance to a Lipschitz submanifold.** Let $\Gamma$ be a $(d-k)$-dimensional compact Lipschitzian submanifold of $\mathbb{R}^d$, $1 \leq k \leq d-1$. For $\gamma > -k$ let $w_\gamma(x) = \text{dist}(x,\Gamma)^\gamma$. Then $w_\gamma \in A_p$ if and only if $-k < \alpha < k(p-1)$, see [8] Lemma 2.3]. Arguing by localization, we obtain the following characterization of $(\mathcal{C})$, see also [7].

**Proposition 4.4.** Let $\gamma_0, \gamma_1 > -k$. Then $w_0 = w_{\gamma_0}$ and $w_1 = w_{\gamma_1}$ satisfy $(\mathcal{C})$ if and only if

$$s_0 - \frac{d + \gamma_0}{p_0} \geq s_1 - \frac{d + \gamma_1}{p_1}, \quad \frac{\gamma_0}{p_0} \geq \frac{\gamma_1}{p_1}.$$

4.5. **The case $p_1 < p_0$.** For the above power-type weights, the condition $(\mathcal{C})$ in particular yields sharp embeddings, in the sense that $s_0 - s_1$ equals a certain optimal parameter depending on $w_0$, $w_1$, $p_0$, $p_1$, $q_0$ and $q_1$. In case $p_1 < p_0$, for $F$- and $H$-spaces such a sharp embedding does not hold, in general, as [18] Proposition 5.3] shows for radial power weights. For $w_\gamma(x) = |x|^\gamma$, $-d < \gamma_i < d(p_i - 1)$, $i = 0, 1$, we have $H^{s_0-p_0} \hookrightarrow H^{s_1-p_1}$ if and only if

$$s_0 - \frac{d + \gamma_0}{p_0} > s_1 - \frac{d + \gamma_1}{p_1}, \quad \frac{d + \gamma_0}{p_0} > \frac{d + \gamma_1}{p_1}.$$
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