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ABSTRACT At present, China's power load development is facing a new situation in which policies such as the new economic norm, industrial structure adjustment, energy conservation and emission reduction, etc. are being deeply promoted, load growth in some areas begin to ease, and volatility of load gradually become prominent, which increases the difficulty of medium and long-term load forecasting. In this context, in view of multi-correlation, uncertainty of influence of policy factors on power load, in order to improve the accuracy of load forecasting under the influence of policy factors, and solve the problem that policy factors are ambiguous, difficult to be quantified, and difficult to be integrated into load forecasting model, a medium and long-term load forecasting model considering policy factors is proposed. First, by analyzing the influence of various policies on power load, a hierarchical policy influencing factor index system that combines macro and micro levels is constructed to systematically reflect the influence of economy and policies on load under the new situation. Then, in view of the traditional grey relational analysis model's insufficient consideration of the difference of historical data and future power development situation, by respectively weighting historical periods and factor indexes, a quantification analysis model of power load influencing factors based on two-way weighted grey relational analysis is proposed to quantify the influence of various policy factors on power load, achieve the combination of subjective weighting and objective weighting, and obtain quantification weights. Finally, the weighted fuzzy cluster analysis method combined with weights is used to predict load under the influence of policy factors. The proposed model can better solve the difficulty of medium and long-term load forecasting caused by the volatility of load under the influence of policy factors, and is suitable for medium and long-term load forecasting under the background of policy changes. The analysis of calculation examples shows that compared with traditional grey relational analysis model, the quantification results of proposed methods are more realistic, compared with traditional prediction methods such as time series extrapolation and elasticity coefficient, proposed method has better prediction accuracy and engineering application value.

INDEX TERMS fuzzy cluster analysis, grey relational analysis, load forecasting, policy factors.

I. INTRODUCTION

As China’s economy has entered the new norm, various industries and environmental protection policies have been further promoted, power load has gradually stepped out of the "unilateral rise" rapid growth model, and has begun to show a trend of slowing growth and fluctuation characteristics. The change in load growth model increases the difficulty of medium and long-term load forecasting, the factors that affect load change and the effects also changed in different degrees. The reason for this phenomenon, in the final analysis, is that policy changes in economy, industry, environmental protection and other aspects have a profound
impact on power load [1]. However, policy has a strong uncertainty, affecting many factors, the relationship between each other and its influence mechanism on power load is complex. Therefore, comprehensively and systematically sorting out relevant factors that affect power load under policy factors, analyzing its influence mechanism on power load, and establishing a correlation model for prediction are of great significance for guiding the power planning and load forecasting under the new situation [2].

In the past years when power transmission, distribution and sales were integrated, operators could obtain the change law of load characteristics by qualitative analysis of experience, and the prediction accuracy was feasible [3]. However, in the context of power load facing multiple policy influences, the law of load changes is becoming more and more complex [4]. In order to improve the accuracy of medium and long-term load forecasting, it is necessary to systematically sort out the relevant factors affecting power load under policy factors, combine the analysis of past data and research and judgment of future trend, and scientifically grasp the internal law of load changes [5]. In recent years, forecasting models with comprehensive factors and more refined modeling have gradually emerged [6], [7], but most of them are difficult to adapt to the forecasting accuracy required by power grid under the background of policy influence [8]. In the future, the requirements for safety, stability and economic operation of power grid will rise to a higher level [9], [10]. Therefore, it is necessary to propose a medium and long-term power load forecasting method that considers policy factors. It is difficult to ensure the accuracy of analysis and forecasting by relying solely on qualitative analysis methods. Quantitative analysis methods such as data analysis and mathematical modeling must be combined.

The medium and long-term load forecasting is developing rapidly, and the forecasting effect is being improved continuously [11], but there is still room for improvement in the following four aspects. In terms of analytical thinking, the time series extrapolation method [12], [13] is mostly purely using historical data to quantify and analyze the factors that influence load to achieve extrapolation forecasting. It is more suitable for load sequence with strong regularity and relatively stable, but for load sequence with strong volatility under policy factors, the forecasting effect is not good. It is difficult to well reveal the internal factors that influence load, and the differences of historical data and the future power development situation are not sufficiently considered. Single-factor correlation analysis methods [14], such as elastic coefficient method, output value unit consumption method, etc., predict by grasping the correlation between load and main influencing factors. Because of simple operation and good effect of this method, it is widely used in practical work. However, this type of method only considers a single factor, and it is gradually difficult to adapt to the diversified characteristics of factors that influence power load in the process of policy changes. When selecting load influencing factors, multi-factor correlation analysis methods [15], such as multiple linear regression, partial least squares regression, etc., mostly use micro indexes directly such as GDP, CPI, population, etc., and relatively lack the systematic and hierarchical index system from the macro perspective. Artificial intelligence methods [16]-[19] such as artificial neural networks and support vector machines establish the nonlinear relationship between input and output through the training of a large number of samples, which are more suitable for the prediction of sequences with strong volatility [20], [21], but because the sample size is often small in medium and long-term load forecasting, it is difficult to apply this type of method in practice. At present, some scholars have done research on the influence of policies on load. The Ref. [22] combines the product value of various industries, GDP and other economic indicators to predict, which reflects the impact of policy factors on load to a certain extent, but policy adjustment is a process of comprehensive changes in the economy, industry, and environmental protection. The policy contains many factors, and each factor has different effects on power load. Therefore, it is still a little one-sided to study the change rule of power load change only from the perspective of economy; The Ref. [23] uses AHP to realize the quantification of urbanization factors, but because it is a qualitative analysis method, the quantification results are too subjective and deviate too much from the actual situation; In Ref. [24], the grey relational analysis is weighted by analytic hierarchy process (AHP), and an improved grey relational analysis model is proposed to quantify policy factors. The subjective weighting of AHP and the objective weighting of grey relational analysis are combined to realize. Compared with qualitative analysis, quantitative analysis is more reliable and accurate. However, the opinions of many experts are not considered and only one expert’s judgment is adopted. The reference opinions are too one-sided, and the quantification results are not used in load forecasting. Ref. [25] uses the method of grey relational analysis combined with fuzzy clustering, and the correlation coefficients obtained by grey relational analysis are used to optimize variables and parameters for data preprocessing. Because fuzzy clustering is not improve, The prediction effect of fuzzy clustering is not changed. In this article, fuzzy clustering is improved to a weighted fuzzy clustering model, which not only can consider multiple related factors at the same time, but also carries quantification weights of grey relational analysis, takes into account the different influences of different factors on load. Clustering effect and prediction accuracy are improved.

This paper explores the medium and long-term load forecasting technology under the influence of policy. There are two major research difficulties: ① quantification of policy factors; ② application of quantification results to load forecasting. In the existing research, there are few literatures on the influence of policy factors on load, and there are fewer literatures on load forecasting under the influence of policy.
factors. The focus of research is on one of above two points, and the comprehensive research on the two is relatively less. This article solves these two difficulties, and the method proposed has strong theoretical basis and engineering application value.

In order to quantify the influence of policy factors on load, and solve the problem of load forecasting under the influence of policy factors, this paper proposes a medium and long-term power load forecasting model based on improved grey relational analysis and fuzzy clustering. First, a hierarchical policy factor index system that combines macro and micro levels is constructed. Secondly, in view of the problem of insufficient consideration of difference of historical data and future development situation of traditional grey relational analysis model, a quantification analysis model of power load influencing factors based on two-way weighted grey relational analysis is proposed. On the one hand, analytic hierarchy process method is used to weight the correlation coefficients of each period in accordance with the principle of "near large, far small" in historical time; On the other hand, principal component analysis method is used to determine the importance weights of indexes, quantitatively represents the research and judgment of multiple experts and operators on the future situation, and the model is used to subjectively weight the influence of each index on power load. Finally, fuzzy cluster analysis method combined with weights is used to predict through clustering. This method systematically considers the influence of policy factors on load, quantifies it, and on this basis realizes medium and long-term load forecasting considering policy factors. Calculation examples show that this method proposed by this paper has high prediction accuracy and engineering application value.

II. CONSTRUCTION OF POWER LOAD INFLUENCING FACTOR INDEX SYSTEM UNDER THE BACKGROUND OF POLICY INFLUENCE

Policy factors have a great impact on load forecasting, especially medium and long-term load forecasting. The three policy factors of economy, industry and environmental protection make load factors diversified, and the volatility of overall load sequence increase. However, at present, when considering policy factors, the empirical value is often used as the weight for adjustment, there is no specific quantitative mechanism, and the contribution to prediction accuracy is also very small. The research on this problem is as follows.

A. ANALYSIS OF THE INFLUENCE OF POLICY FACTORS ON POWER LOAD

This paper analyzes the influence of policy factors on power load from three aspects: economic policy, industrial policy and environmental protection policy [26].

1) ECONOMIC POLICY

The level of economic development largely determines the level of electricity consumption in the whole society. Economic development is the internal driving force of electric power development. The operating conditions of the national economy and other economic and non-economic factors directly or indirectly influence the power industry, and have a great impact on production and sales of power industry. Load level is an important index that reflects electric power development and economic growth. Therefore, economic development will drive the development of load level, and economic fluctuations will also lead to the change of load level.

The influence of new economic norm on power load is mainly manifested in two aspects: First, the slowdown of economic growth directly leads to the slowdown of electricity consumption demand growth; Second, the optimization and upgrading of economic structure brings new opportunities and challenges to the development of electric power.

2) INDUSTRIAL POLICY

The adjustment of industrial structure is an important factor affecting load changes. For a long time, in the central and western regions of China, the industrial system led by energy-intensive industries has been the source of regional economic development. The electricity consumption proportion of primary and tertiary industries and urban and rural residents in the grid load is relatively low, and load level mainly depends on the electricity consumption of secondary industry.

With the optimization and adjustment of industrial structure, the power consumption structure is gradually moving from the development stage of heavy and chemical industry to the development stage of "the new norm". The electricity consumption of tertiary industry and the electricity consumption of urban and rural residents are gradually becoming the main driving force for the growth of regional electricity consumption. Meanwhile, the load characteristics of power grid will be greatly changed, and the annual load changes will gradually fluctuate.

3) ENVIRONMENTAL PROTECTION POLICY

In recent years, as government has intensified the implementation of energy conservation and emission reduction policies, energy-intensive industrial structure "based on coal" and "based on electricity" has not only brought rapid economic growth, but also caused great pressure on energy conservation and emission reduction. The country’s low-carbon economic policy requires to focus on the development of environmentally friendly, green and efficient industries, actively promote electric energy substitution, clean substitution, limit and phase out industries with backward production capacity and low value-added, and such industries are generally energy-intensive industries. Low-carbon economic policies will force these companies to undertake large-scale technological transformation and capacity upgrading, which will reduce their electricity consumption and slow down growth rate of electricity consumption.
B. CONSTRUCTION OF POLICY FACTOR INDEX SYSTEM
There are many factors that affect the level of power load, and the time span of medium and long-term load forecasting is long, which is a complex nonlinear problem [27], and the influence of economic changes, industrial adjustments, energy conservation and emission reduction policies on load is difficult to measure. In order to determine the quantitative relationship between medium and long-term load and policy factors, it is necessary to determine quantification indexes of load influencing factors, and conduct quantitative research on the relationship between power load and policy factors.

According to the ladder hierarchy structure of analytic hierarchy process (AHP) [28], this paper summarizes policy factors that influence load into three macro levels: economic policy, industrial policy, and environmental protection policy. 8 micro indexes, including regional GDP, permanent resident population, per capita disposable income of urban residents, electricity consumption proportion of secondary industry, electricity consumption proportion of tertiary industry, electricity consumption proportion of residents, energy consumption per 10000 yuan GDP, and export volume, are selected to establish an policy influencing factors index system. This index system covers three aspects: the new economic norm, industrial structure adjustment, and energy conservation and emission reduction, which can more comprehensively reflect the main aspects of impact of policy on power load. The ladder hierarchy model constructed is shown in Fig. 2.

III. ESTABLISHMENT OF IMPROVED GREY RELATIONAL ANALYSIS MODEL
Grey relational analysis is a quantitative description and comparison method for the development and change of a system. Its basic idea is to judge whether the relationship is close by determining the geometrical similarity between reference data column and several comparison data columns, which reflects the degree of correlation between curves. This method can usually be used to analyze the degree of influence of various factors on the results. The core is to establish the mother sequence that changes with time according to certain rules, take the change of each evaluation object with time as the sub-sequence, calculate the degree of correlation between each sub-sequence and mother sequence, and draw a conclusion according to the correlation size [29].

A. TRADITIONAL GREY RELATIONAL ANALYSIS MODEL
1) FORM ANALYSIS MATRIX
After selecting the influencing factor index of load, the analysis matrix can be formed:

\[
Y = \begin{bmatrix} y(t) & x_1(t) & \cdots & x_i(t) & \cdots & x_n(t) \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ y(t) & x_1(T) & \cdots & x_i(T) & \cdots & x_n(T) \end{bmatrix}
\]

(1)

Where \( t = 1,2,\ldots,T \) is the dimension of load sequence or each influencing factor index sequence; \( Y \) is load sequence, \( y(t) \) is load data at time \( t \); \( X \) is influencing factor index sequence, \( x_i(t) \) is data of the \( i \)-th (\( i = 1,2,\ldots,n \)) influencing factor index at time \( t \); \( n \) is the total number of influencing factor indexes.

2) GENERATE INITIAL VALUE MATRIX
Sequences are normalized according to (2)-(3), and the initial value mirror matrix is formed according to (4):

\[
x'_i = \frac{x_i(t)}{x_i(1)} \quad (i = 1,2,\ldots,n; t = 1,2,\ldots,T)
\]

(2)

\[
y' = \frac{y(t)}{y(1)} \quad (t = 1,2,\ldots,T)
\]

(3)

\[
Y' = \begin{bmatrix} y'(t) & x'_1(t) & \cdots & x'_i(t) & \cdots & x'_n(t) \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ y'(t) & x'_1(T) & \cdots & x'_i(T) & \cdots & x'_n(T) \end{bmatrix}
\]

(4)

3) GENERATE DIFFERENCE VALUE MATRIX
According to (5), the difference value calculation is performed on the elements in the initial mirror matrix, and the difference value between load and influencing factor
index \( i \) is calculated, and the sequence matrix \( \mathbf{A}(t) \) as shown below is obtained.

\[
\mathbf{A}(t) = \begin{bmatrix}
\Delta_1(t) & \cdots & \Delta_i(t) & \cdots & \Delta_n(t) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\Delta_1(T) & \cdots & \Delta_i(T) & \cdots & \Delta_n(T)
\end{bmatrix}
\] (5)

The maximum \( \Delta_{\text{max}} \) and minimum \( \Delta_{\text{min}} \) of the two-level range are selected.

\[
\Delta_{\text{max}} = \max(\max(\Delta_{ij}(t))), \Delta_{\text{min}} = \min(\min(\Delta_{ij}(t)))
\] (6)

4) CALCULATE GREY RELATIONAL DEGREE

The correlation coefficient \( \rho(t) \) of load and the influencing factor index \( i \) at time \( t \) is calculated by (8), and their correlation coefficient matrix \( \Lambda(t) \) is formed, as shown in (9)

\[
\Lambda_i(t) = \frac{\Delta_{\text{min}} + \rho \Delta_{\text{max}}}{\Delta_{\text{max}}} \mathbf{A}(t) + \rho \Delta_{\text{max}}
\] (7)

\[
\Lambda_i(t) = \begin{bmatrix}
\lambda_1(t) & \cdots & \lambda_i(t) & \cdots & \lambda_n(t) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\lambda_1(T) & \cdots & \lambda_i(T) & \cdots & \lambda_n(T)
\end{bmatrix}
\] (8)

where \( \rho \) is the identification coefficient, usually take 0.5.

By calculating the mean value of each column in \( \Lambda_i(t) \) matrix, grey relational degree \( r_i \) between influencing factor index \( i \) and load can be obtained.

\[
r_i = \frac{1}{T} \sum_{t=1}^{T} \lambda_i(t)(i=1,2,\cdots,n; t=1,2,\cdots,T)
\] (9)

B. PROBLEMS OF TRADITIONAL GREY RATIONAL ANALYSIS MODEL

In the traditional grey relational analysis model, grey relational degree is obtained by averaging the correlation coefficients of each historical period. In fact, the degree of influence of historical data on current situation is inconsistent. Generally, under the same conditions, the closer the historical time of the data, the higher the impact on the current situation. For example, as China's economy has entered the new norm in recent years, the data in recent years is obviously more important than the previous data.

In addition, traditional calculation formula of relational degree adopts equal weight treatment for each influencing factor, which has two problems: First, the average value tends to conceal the personality of each influencing factor, fails to consider the experience or opinions of experts, and is difficult to deal with changes of future situation; Second, when correlation coefficient is relatively discrete, overall relational degree will be determined by the point with a large correlation coefficient, resulting in local correlation tendency and deviation of analysis results. Therefore, in order to make up for the shortcomings of traditional grey relational analysis model, longitudinal AHP weighting method and transverse PCA weighting method are proposed to carry out two-way weighting for grey relational analysis in this paper.

C. TWO-WAY WEIGHTED GREY RELATIONAL ANALYSIS MODEL

In this paper, grey relational analysis will be two-way weighted from two dimensions of historical period and index importance, so as to make up for shortcomings of grey relational analysis.

1) LONGITUDINAL AHP WEIGHTING METHOD

AHP (Analytical Hierarchy Process) is a subjective weighting method. It judges the relative importance between two different factors by using people’s experience, and finally calculates the combination weight to realize the conversion from qualitative to quantitative. In this section, AHP is used to combine the experience of experts to weight the importance of each historical period [30].

Formula (10) is improved to formula (11) by longitudinal weighting. The calculation formula of longitudinal weighted relational degree \( r'_{ij} \) between influencing factor index \( i \) and load at different time \( t \) is

\[
r'_{ij} = \sum_{i=1}^{T} \omega(t)\lambda_i(t)(i=1,2,\cdots,n; t=1,2,\cdots,T)
\] (10)

Where, \( \omega(t) \) is longitudinal weight, and represents the weight of correlation coefficient \( \rho(t) \) between influencing factor index \( i \) and load at time \( t \).

AHP is used to calculate longitudinal weight \( \omega(t) \), the steps are as follows:

(1) Determine program objectives and establish evaluation model.

(2) Construct pairwise comparison judgment matrix. Judge the relative importance of each factor at the same level. \( a_{ij} \) in the judgment matrix \( \mathbf{A}=(a_{ij})_{T \times T} \) represents the importance of the \( i \)-th factor \( x_i \) relative to the \( j \)-th factor \( x_j \) in the level. Refer to Table 1 for the value of \( a_{ij} \).

| \( a_{ij} \) | Qualitative description | \( a_{ij} \) |
|---|---|---|
| 1 | \( x_i \) and \( x_j \) are equally important | 1 |
| 3 | \( x_i \) is slightly more important than \( x_j \) | 1/3 |
| 5 | \( x_i \) is obviously more important than \( x_j \) | 1/5 |
| 7 | \( x_i \) is more important than \( x_j \) | 1/7 |
| 9 | \( x_i \) is extremely important than \( x_j \) | 1/9 |
When value of $a_{ij}$ is between the above values, the corresponding meaning of $a_{ij}$ is also between different qualitative levels, so judgment matrix $A=(d_{ij})_{n\times r}$ can be obtained. In order to facilitate the determination of judgment matrix of the principle of "near big, far small" in historical time, the empirical formula of importance of each historical period is obtained through a lot of experiments:

$$f(t) = 2t + T - 3(t=1, 2, \cdots, T) \quad (12)$$

where $T$ is total historical time, $t$ is historical time. Experiments show that the historical weights obtained by this formula have strong reliability, which greatly facilitates the research on determining historical weights of "near large, far small".

(3) Calculate the maximum eigenvalue $\lambda_{\max}$ of judgment matrix $A$ and its corresponding eigenvector $\omega$, and $\omega'$ after normalizing $\omega$ is the weight of the level factor.

(4) Consistency check. First, the consistency index CI is calculated, $CI=(\lambda_{\max}-\mu)/(\mu-1)$; Secondly, the mean random consistency index RI is determined according to the order $\mu$. Finally, the consistency ratio $CR=CI/RI$ is calculated. If $CR<0.10$, the consistency of judgment matrix is considered acceptable, otherwise judgment matrix should be appropriately modified.

In this way, the closer the historical data is to the present, the greater the longitudinal weight will be assigned, so as to highlight its importance.

2) TRANSVERSE PCA WEIGHTING METHOD

PCA (principal component analysis) transforms related variables into a number of unrelated comprehensive index variables through variable transformation methods, so as to reduce the dimensionality of data and simplify problem. At present, most of the applied research on PCA focuses on data simplification or comprehensive evaluation. This paper uses principal component analysis method combined with experts’ experience to subjectively weight the influence of policy factors on power load [31].

On the basis of (11), formula (10) is further improved to formula (13) by transverse weighting. The calculation formula of two-way weighted relational degree $R_i$ between influencing factor index $i$ and load is

$$R_i = \sigma_i \sum_{j=1}^{r} \omega(t)\lambda_j(t)(i=1, 2, \cdots, n; t=1, 2, \cdots, T) \quad (13)$$

where $\sigma_i$ is transverse weight, indicating the importance of influencing factor index $i$ relative to load.

PCA is used to calculate transverse weight $\sigma_i$, and the steps are as follows:

1) Propose hypothesis

Supposing that the number of indexes that need to be weighted is $n$. Now $v$ experts are consulted respectively to obtain $n$ groups of weight scores, among which there are $v$ elements in each group. The specific form can be shown in Table 2.

| Index | $h_1$ | $h_2$ | ... | $h_v$ |
|-------|-------|-------|-----|-------|
| $x_1$ | $d_{11}$ | $d_{12}$ | ... | $d_{1v}$ |
| $x_2$ | $d_{21}$ | $d_{22}$ | ... | $d_{2v}$ |
| ...   | ...   | ...   | ... | ...   |
| $x_n$ | $d_{n1}$ | $d_{n2}$ | ... | $d_{nv}$ |

Due to the different research directions of experts, their scoring also has a certain bias, which brings certain fuzziness to determination of weight. The study found that the more experts there are, the more scientific the weights obtained are, and at the same time, the more fuzzy determination of weights becomes. On this basis, the following hypothesis is proposed, that is, under the condition that the number of experts is constant, the linear relationship between the scores of each expert is used to similarly simplify the number of experts actually participating in the scoring, so as to achieve the accuracy of weight evaluation. After analysis, the idea accords with the basic principle of PCA, so the method of PCA can be tried to determine weights.

2) The process of weight determination

The average value and variance of each column elements in experts scoring table $D=(d_{ij})_{n\times v}$ are calculated respectively, and the original data are transformed into the data that obey the standard normal distribution by (14).

$$\bar{d}_j = \frac{1}{n} \sum_{i=1}^{n} d_{ij} \quad var(d_j) = \frac{1}{n} \sum_{i=1}^{n} (d_{ij} - \bar{d}_j)^2 \quad (j=1, 2, \cdots, v)$$

$$z_{ij} = \frac{d_{ij} - \bar{d}_j}{\sqrt{var(d_j)}} \quad (i=1, 2, \cdots, n; j=1, 2, \cdots, v) \quad (14)$$

where $\bar{d}_j$ is average value of elements in the $j$-th column of matrix $D$; $var(d_j)$ is variance of elements in the $j$-th column of matrix $D$. From (14), the normalized matrix $Z=(z_{ij})_{n\times v}$ of matrix $D$ can be obtained, and the correlation coefficient between each column and other columns in matrix $Z$ is calculated by (15).

$$\varepsilon_{ij} = \frac{\sum_{k=1}^{n} (z_{ki} - \bar{z}_i)(z_{kj} - \bar{z}_j)}{\sqrt{\sum_{k=1}^{n} (z_{ki} - \bar{z}_i)^2 \sum_{k=1}^{n} (z_{kj} - \bar{z}_j)^2}} \quad (15)$$

where $\varepsilon_{ij}$ is the correlation coefficient. The correlation coefficient matrix $\varepsilon_{ij}$ can be calculated by (15), and the eigenvalues of correlation coefficient matrix can be calculated to obtain the $v$ eigenvalues $\gamma_1 \geq \gamma_2 \geq \cdots \geq \gamma_v \geq 0$. Then the cumulative contribution rate is calculated according to (16).

When $\eta \geq 70\%$, the first $s$ principal components are retained.
\[ \eta_i = \gamma_1 + \gamma_2 + \cdots + \gamma_v \]

According to the above conditions, the process of determining weights is the process of obtaining comprehensive evaluation function by PCA. In this process, the indexes in the original evaluation system become samples, and the existing indexes are experts. The specific process of determining weights can be shown in Fig. 3.

**FIGURE 3. Flow chart of PCA weight determination.**

(3) Weight model
The first determined primary weight model is the principal component model.

\[
\begin{align*}
F_1 &= u_{11}h_1 + u_{21}h_2 + \cdots + u_{v1}h_v \\
F_2 &= u_{12}h_1 + u_{22}h_2 + \cdots + u_{v2}h_v \\
& \vdots \\
F_s &= u_{1s}h_1 + u_{2s}h_2 + \cdots + u_{vs}h_v
\end{align*}
\]

where \(F_1, F_2, \ldots, F_s\) are the \(s\) principal components obtained after analysis; \(u_{ij}\) is the coefficient in decision matrix.

On this basis, the comprehensive evaluation function is constructed:

\[ F_z = \sum_{j=1}^{s} (\gamma_j / g) F_j = p_1h_1 + p_2h_2 + \cdots + p_vh_v \]

where \(p_1, p_2, \ldots, p_v\) are the comprehensive importance of indexes \(h_1, h_2, \ldots, h_v\) in principal components. On this basis, combined with the actual scoring of experts, the comprehensive value of original index score can be calculated.

\[ V_{zi} = \sum_{j=1}^{v} p_j d_{ij} \quad (i = 1, 2, \ldots, n) \]

The transverse weight of each index is

\[ \sigma_i = \frac{V_{zi}}{\sum_{i=1}^{n} V_{zi}} \]

In this way, the research and judgment of experts and operators on future load influencing factors can be quantitatively reflected through transverse weights.

Finally, the final weight value of each influencing factor index relative to power load is calculated by (21).

\[ w_i = \frac{R_i}{\sum_{i=1}^{n} R_i} (i = 1, 2, \ldots, n) \]

**IV. MEDIUM AND LONG-TERM LOAD FORECASTING BASED ON WEIGHTED FUZZY CLUSTER ANALYSIS**

In order to solve the problem of load forecasting under the influence of policy factors, the established forecasting model must be able to consider multiple related factors at the same time, because the influence of policy on load has multi-correlation, and must consider the different influence of different factors on load, and be able to carry the quantification weight, which greatly increases the difficulty of load forecasting modeling.

Fuzzy cluster analysis is a clustering technology based on fuzzy theory. It realizes clustering by determining the similarity between different objects. It reflects the intermediary of samples and can better reflect the "is this and also is that" characteristics of objects in real world. The main idea of fuzzy cluster analysis, which is applied to medium and long-term load forecasting, is to cluster the known year samples together with the predicted year samples. In the same category, the load growth rate of known years is used as the load growth rate of predicted years, so as to realize load forecasting. Fuzzy cluster analysis method can consider many related factors at the same time, which is consistent with the characteristics of policy influencing many related factors [32]. However, fuzzy clustering cannot carry quantification weights, and the influence of different factors on load is not considered, so it is improved to weighted fuzzy clustering on the basis of fuzzy clustering.

(1) Standardize original data

Supposing that the number of original data samples is \(m\) and the number of influencing factors is \(n\), then the original data matrix is \(X=(x_{ij})_{m \times n}\). Because the dimensions and sizes of different factors are different, it is necessary to standardize the data. First, the mean value and variance of each dimension factor are calculated according to (22):

\[ \bar{x}_k = \frac{1}{m} \sum_{i=1}^{m} x_{ik}, \quad S_k^2 = \frac{1}{m} \sum_{i=1}^{m} (x_{ik} - \bar{x}_k)^2 \]

Then, the data are preliminarily standardized according to (23):

\[ x'_{ik} = \frac{x_{ik} - \bar{x}_k}{S_k} \]

In order to further compress the data into the interval [0,1], the extremum standardization formula is used:
\[ x_{ik}^* = \frac{x_{ik}' - x_{ik}^\min}{x_{ik}^\max - x_{ik}^\min} \quad (24) \]

(2) Determine similarity and establish fuzzy similarity relation matrix.

Considering the different influences of different factors on load, the scalar product method of traditional fuzzy cluster analysis is weighted and improved into weighted fuzzy cluster analysis that is (25), combining weight of each main component, and calculating the similarity \( q_{ij} \) between samples.

\[
q_{ij} = \frac{\sum_{k=1}^{n} w_k x_{ik}^n w_k x_{jk}^n}{\sqrt{\sum_{k=1}^{n} (w_k x_{ik}^n)^2 \sum_{k=1}^{n} (w_k x_{jk}^n)^2}}
\quad (25)
\]

where \( w_k \) is the weight of the \( k \)-th influencing factor index, and \( \sum_{k=1}^{n} w_k = 1 \).

Based on this, the fuzzy similarity relation matrix is established as \( Q_n = (q_{ij})_{m \times m} \).

(3) Calculate the transitive closure \( \tilde{Q}_n \) of similarity relation matrix \( Q_n \) and obtain the dynamic clustering graph.

Transitive closure is the minimum transitive relation of binary relations defined on a set.

In order to obtain transitive closure of \( Q_n \), the composite operation is performed according to (26).

\[
Q_n^2 = Q_n \circ Q_n \circ Q_n = Q_n^2 \circ Q_n^2
\quad (26)
\]

The specific composite operation is performed according to (27):

\[
E_{m \times n} = B_{m \times n} \circ C_{n \times n} \quad , \quad e_{ij} = \sqrt{\min [b_{ik} \land c_{kj}] \mid 1 \leq k \leq n} \quad (27)
\]

Where, \( e_{ij} \) is element of \( E_{m \times n} \); \( \lor \) and \( \land \) denote the large operation and the small operation respectively. In this way, there must be a positive integer \( l \), such that \( Q_{2l}^m = Q_{2l}^m \circ Q_{2l}^m \).

In this case, \( Q_{2l}^m = Q_{2l}^m \) is the transitive closure of \( Q_n \), which is a fuzzy equivalence relation.

V. THE IDEAS AND FRAMEWORK OF MODELING

This article analyzes the main influence factors of policy on power load from three aspects: economy, industry, and environmental protection. Based on the selected indexes, the complex medium and long-term load forecasting work under the influence of policy factors is carried out. The work is mainly divided into two parts: quantification and forecasting.

First, on the one hand, AHP and the proposed empirical formula are used to weight correlation coefficients of each historical period to obtain longitudinal weights. On the other hand, PCA is used to determine the importance weight of each index, that is transverse weights, which quantitatively represents the research and judgment of experts and operators on the future situation. Through the above process, historical period and factor indexes are respectively weighted. Based on traditional grey relational analysis model, a quantification analysis model of power load influencing factors based on two-way weighted grey relational analysis is proposed to quantify the influence of policy factors on power load. Then, basis on fuzzy clustering model, weighted fuzzy clustering model is proposed, which not only can consider multiple related factors at the same time, but also carries quantification weights, takes into account the different influences of different factors on load. Known year and predicted year are clustered, and the predicted values are obtained by further processing the clustering results. The flow chart of modeling is shown in Fig. 4.

1. The policy factors that affect load are summarized into three macro levels: economic development, industrial structure adjustment, and energy conservation and emission reduction. Eight micro policy factor indexes are selected to construct a hierarchical policy factor index system that combines macro and micro levels.

2. Longitudinal AHP weighting method combined with the proposed empirical formula is used to weight correlation coefficients of each historical period to obtain longitudinal weights in accordance with the principle of "near large, far small" in historical time.

3. Transverse PCA weighting method combined with many experts scoring is used to determine the importance weight of each index, that is transverse weights.

4. Formula (10) of traditional grey relational analysis is improved into formula (13) by longitudinal weighting and transverse weighting. Combined with longitudinal weights and transverse weights obtained in steps 2 and step 3, the weight of influence of each influencing factor on power load is calculated, that is two-way weighted grey correlation degree, so as to realize the quantification of the influence of policy factors on power load.

5. Scalar product method of traditional fuzzy cluster analysis is weighted and improved into (25). Combined with final weights quantified in Step 4, clustering prediction is made, so as to solve the load forecasting problem under the influence of policy factors.

![Flow chart of modeling.](https://creativemcomoms.org/licenses/by/4.0/)
VI. EXAMPLE ANALYSIS

Taking a province in China as an example, this paper collects electricity consumption data of whole society of the province and data of various load influencing factor indexes from 2008 to 2020, as shown in Table 3. Taking 2007 as the basic year, the load growth rate from 2018 to 2020 is predicted.

This article has two main research contents: quantification and forecasting. The original data in Table 3 is divided into four parts: red, yellow, blue, and green. The red part is the predicted data of each index in years, the yellow part is the actual data of each index in known years, the green part is the actual annual electricity consumption in known years, and the blue part is the annual electricity consumption in predicted years. In the quantification part, two-way weighted grey relational analysis model is used to compare the columns of green part and yellow part vertically to get the weights of influence of policy on load; In the prediction part, weighted fuzzy cluster analysis model is used to compare the lines of yellow part and red part horizontally to realize clustering.

A. CALCULATION OF TRADITIONAL GREY RELATIONAL DEGREE

According to (1)-(9), the correlation coefficient matrix obtained is

\[
\lambda(t) = \begin{bmatrix}
1.000 & 1.000 & 1.000 & 1.000 & 1.000 & 1.000 \\
0.919 & 0.882 & 0.983 & 0.879 & 0.853 & 0.876 & 0.792 & 0.990 \\
0.700 & 0.892 & 0.824 & 0.875 & 0.882 & 0.978 & 0.711 & 0.872 \\
0.644 & 0.858 & 0.792 & 0.832 & 0.811 & 0.984 & 0.664 & 0.724 \\
0.567 & 0.742 & 0.837 & 0.721 & 0.646 & 0.691 & 0.569 & 0.847 \\
0.541 & 0.573 & 0.972 & 0.561 & 0.584 & 0.484 & 0.465 & 0.837 \\
0.478 & 0.564 & 0.877 & 0.548 & 0.563 & 0.496 & 0.449 & 0.836 \\
0.451 & 0.520 & 0.856 & 0.504 & 0.537 & 0.467 & 0.416 & 0.676 \\
0.427 & 0.500 & 0.799 & 0.482 & 0.526 & 0.461 & 0.399 & 0.333 \\
0.406 & 0.486 & 0.733 & 0.465 & 0.453 & 0.453 & 0.385 & 0.583
\end{bmatrix}
\]

B. CALCULATION OF TWO-WAY WEIGHTED GREY RELATIONAL DEGREE

1) CALCULATION OF LONGITUDINAL WEIGHTS

Longitudinal AHP weighting method is used. According to reference data in Table 1 or the empirical formula (12), judge relative importance of each factor in pairs, and establish the judgement matrix. This calculation example uses the empirical formula to obtain judgement matrix and its calculation results are shown in Table 4.

According to Table 4, the longitudinal weight of each historical period is as follows: 0.0500, 0.0611, 0.0722, 0.0833, 0.0944, 0.1056, 0.1167, 0.1278, 0.1389, 0.1500 in order of time from near to far. Longitudinal weight of each historical period is summarized and shown in Table 5.

### Table 3. Electricity consumption data of whole society and data of various load influencing factor indexes.

| Year | Year | Year | Year | Year | Year | Year | Year | Year | Year |
|------|------|------|------|------|------|------|------|------|------|
| 2008 | 37785 | 72.59 | 6.04 | 9177 | 91.6 | 2.8 | 2.9 | 3.806 | 0.945 |
| 2009 | 43978 | 91.911 | 6.10 | 10859 | 92.1 | 2.7 | 2.9 | 3.28 | 1.089 |
| 2010 | 43962 | 120.392 | 6.18 | 12932 | 91.2 | 3.3 | 3.3 | 2.644 | 1.259 |
| 2011 | 46296 | 135.331 | 6.25 | 14025 | 90.9 | 3.3 | 3.5 | 2.444 | 0.743 |
| 2012 | 54677 | 168.965 | 6.32 | 15344 | 91.6 | 3.6 | 2.7 | 2.18 | 1.17 |
| 2013 | 72453.9 | 210.221 | 6.39 | 17291 | 93.1 | 3.2 | 2.2 | 2.245 | 1.6 |
| 2014 | 74179.2 | 234.129 | 6.47 | 19507 | 92.7 | 3.5 | 2.3 | 2.091 | 1.641 |
| 2015 | 81118 | 257.757 | 6.54 | 21476 | 92.5 | 3.5 | 2.4 | 2.012 | 2.552 |
| 2016 | 84875 | 275.21 | 6.61 | 23285 | 92.1 | 3.6 | 2.6 | 1.933 | 4.303 |
| 2017 | 87833 | 291.177 | 6.68 | 25186 | 91.5 | 3.9 | 2.7 | 1.846 | 2.976 |
| 2018 | 86891 | 316.859 | 6.75 | 27153 | 90.79 | 4.36 | 2.87 | 1.767 | 2.485 |
| 2019 | 97830 | 345.393 | 6.82 | 29472 | 90.81 | 4.49 | 2.8 | 1.688 | 3.74 |
| 2020 | 101309 | 369.44 | 6.89 | 31872 | 90.62 | 4.49 | 2.91 | 1.604 | 3.06 |

According to (1)-9, the correlation coefficient matrix \( \lambda(t) \) is obtained as

\[
\lambda(t) = \begin{bmatrix}
1.000 & 1.000 & 1.000 & 1.000 & 1.000 & 1.000 \\
0.919 & 0.882 & 0.983 & 0.879 & 0.853 & 0.876 & 0.792 & 0.990 \\
0.700 & 0.892 & 0.824 & 0.875 & 0.882 & 0.978 & 0.711 & 0.872 \\
0.644 & 0.858 & 0.792 & 0.832 & 0.811 & 0.984 & 0.664 & 0.724 \\
0.567 & 0.742 & 0.837 & 0.721 & 0.646 & 0.691 & 0.569 & 0.847 \\
0.541 & 0.573 & 0.972 & 0.561 & 0.584 & 0.484 & 0.465 & 0.837 \\
0.478 & 0.564 & 0.877 & 0.548 & 0.563 & 0.496 & 0.449 & 0.836 \\
0.451 & 0.520 & 0.856 & 0.504 & 0.537 & 0.467 & 0.416 & 0.676 \\
0.427 & 0.500 & 0.799 & 0.482 & 0.526 & 0.461 & 0.399 & 0.333 \\
0.406 & 0.486 & 0.733 & 0.465 & 0.453 & 0.453 & 0.385 & 0.583
\end{bmatrix}
\]

### Table 4. Longitudinal weight of each historical period.

| Year | 2008 | 2009 | 2010 | 2011 | 2012 |
|------|------|------|------|------|------|
| Longitudinal weight | 0.0500 | 0.0611 | 0.0722 | 0.0833 | 0.0944 |

### Table 5. Longitudinal weight of each historical period.

| Year | 2013 | 2014 | 2015 | 2016 | 2017 |
|------|------|------|------|------|------|
| Longitudinal weight | 0.1056 | 0.1167 | 0.1278 | 0.1389 | 0.1500 |
TABLE 4. Judgement matrix and calculation results.

| Year | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | Eigenvector of the maximum eigenvalue |
|------|------|------|------|------|------|------|------|------|------|------|--------------------------------------|
|      | 1    | 9/11 | 9/13 | 9/15 | 9/17 | 9/19 | 9/21 | 9/23 | 9/25 | 9/27 |                                      |
| 2009 | 11/9 | 1    | 11/13| 11/15| 11/17| 11/19| 11/21| 11/23| 22/25| 11/27| 0.0500                                |
| 2010 | 13/9 | 13/11| 1    | 13/15| 13/17| 13/19| 13/21| 13/23| 13/25| 13/27| 0.0611                                |
| 2011 | 15/9 | 15/11| 15/13| 1    | 15/17| 15/19| 15/21| 15/23| 15/25| 15/27| 0.0722                                |
| 2012 | 17/9 | 17/11| 17/13| 17/15| 1    | 17/19| 17/21| 17/23| 17/25| 17/27| 0.0833                                |
| 2013 | 19/9 | 19/11| 19/13| 19/15| 19/17| 1    | 19/21| 19/23| 19/25| 19/27| 0.0944                                |
| 2014 | 21/9 | 21/11| 21/13| 21/15| 21/17| 21/19| 1    | 21/23| 21/25| 21/27| 0.1056                                |
| 2015 | 23/9 | 23/11| 23/13| 23/15| 23/17| 23/19| 23/21| 1    | 23/25| 23/27| 0.1167                                |
| 2016 | 25/9 | 25/11| 25/13| 25/15| 25/17| 25/19| 25/21| 25/23| 1    | 25/27| 0.1278                                |
| 2017 | 27/9 | 27/11| 27/13| 27/15| 27/17| 27/19| 27/21| 27/23| 27/25| 1    | 0.1389                                |

2) CALCULATION OF TRANSVERSE WEIGHTS

Transverse PCA weighting method is used. Based on the experience of 6 experts, the influence of these 8 indexes on electricity consumption is scored subjectively according to Fig. 2 and transverse PCA weighting method, and the scoring table of each index obtained is shown in Table 6.

TABLE 6. Experts scoring table.

| Index | Expert 1 | Expert 2 | Expert 3 | Expert 4 | Expert 5 | Expert 6 |
|-------|----------|----------|----------|----------|----------|----------|
|       | 5        | 3        | 5        | 4        | 5        | 5        |
|       | 3        | 4        | 3        | 3        | 3        | 4        |
|       | 3        | 3        | 2        | 3        | 3        | 2        |
|       | 5        | 4        | 4        | 3        | 4        | 3        |
|       | 4        | 2        | 3        | 5        | 2        | 3        |
|       | 2        | 3        | 4        | 3        | 3        | 3        |
|       | 1        | 2        | 3        | 2        | 2        | 3        |
|       | 3        | 2        | 1        | 2        | 3        | 3        |

In the table: 5-very important; 4- more important; 3- generally important; 2- less important; 1- not important

For Table 6, the correlation coefficient matrix is calculated and obtained according to (14)-(15).

\[
\begin{bmatrix}
0.96 & 0.025 & 0.380 & 0.504 & -0.208 & 0.451 \\
-0.072 & -0.425 & -0.501 & 0.406 & 0.534 & 0.335 \\
0.300 & 0.520 & -0.538 & -0.388 & -0.035 & 0.445 \\
-0.467 & -0.169 & -0.253 & 0.174 & -0.755 & 0.298 \\
-0.571 & 0.413 & 0.421 & 0.043 & 0.316 & 0.474 \\
0.078 & -0.591 & 0.270 & -0.632 & 0.013 & 0.416
\end{bmatrix}
\]

According to (16), the eigenvectors corresponding to eigenvalues 1.11 and 3.19 are retained, and the eigenvectors are substituted into the initial weight model, that is, formula (28) can be obtained.

\[
F_1 = 0.451w_1 + 0.335w_2 + 0.445w_3 + 0.298w_4 + 0.474w_5 + 0.416w_6 \\
F_2 = 0.208w_1 - 0.534w_2 + 0.035w_3 + 0.755w_4 - 0.316w_5 - 0.013w_6 
\]

Combining the above results and the scoring table, the secondary weight model and the transverse weight of each influencing factor are obtained according to (18)-(20), and the transverse weight of each factor is calculated as shown in Table 7.

\[
F_2 = 0.388w_1 + 0.111w_2 + 0.339w_3 + 0.416w_4 + 0.270w_5 + 0.305w_6 
\]

TABLE 7. Transverse weight of each influencing factor.

| Index | \(x_1\) | \(x_2\) | \(x_3\) | \(x_4\) |
|-------|--------|--------|--------|--------|
| transverse weight | 0.1842 | 0.1278 | 0.1048 | 0.1512 |
| Index | \(x_5\) | \(x_6\) | \(x_7\) | \(x_8\) |
| transverse weight | 0.1369 | 0.177 | 0.0847 | 0.0927 |

C. Analysis of quantification results

According to (10) and (13), traditional grey relational degree and two-way weighted grey relational degree between annual electricity consumption and each influencing factor can be obtained respectively, as shown in Table 8.
From Table 8, influencing factors of the province’s annual electricity consumption are arranged according to traditional relational degree: per capita disposable income of urban residents > export volume > permanent resident population > electricity consumption proportion of residents > electricity consumption proportion of secondary industry > electricity consumption proportion of tertiary industry > regional GDP > energy consumption per 10000 yuan GDP. The conclusion drawn by traditional grey relational analysis model is that: Regional GDP, which is closely related to electricity consumption, ranks only seventh among load influencing factors; Electricity consumption of secondary industry accounts for more than 90% of total electricity consumption, and ranks only fifth, while uncontrollable population factor ranks third. It can be seen that although traditional grey relational analysis model can obtain the ranking and weight of influence degree of each load influencing factor through quantitative analysis, but it is somewhat inconsistent with actual situation.

Influencing factors of the province’s annual electricity consumption are arranged according to two-way weighted grey relational degree: regional GDP > electricity consumption proportion of secondary industry > per capita disposable income of urban residents > electricity consumption proportion of tertiary industry > permanent resident population > electricity consumption proportion of residents > export volume > energy consumption per 10000 yuan GDP. Obviously, this ranking is more consistent with actual situation. The final weight of each factor calculated by formula (21) is shown in Table 9.

### Table 9: Final weight of each influencing factor index on electricity consumption.

| Index | Weight |
|-------|--------|
| x₁    | 0.1597 |
| x₂    | 0.1289 |
| x₃    | 0.1393 |
| x₄    | 0.1485 |
| x₅    | 0.1352 |
| x₆    | 0.1145 |
| x₇    | 0.0698 |
| x₈    | 0.1043 |

### D. Load forecasting

Taking 2007 as basic year, original data is treated as growth rate relative to the previous year and standardized. Combining the weighting results in Table 9, the correlation coefficient matrix and the transitive closure matrix of the fuzzy similarity relation are calculated as shown in Table 10 and Table 11 respectively.
TABLE 11. Fuzzy equivalence relation matrix (transitive closure).

| Year | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 2008 | 1.0000 | 0.9830 | 0.8432 | 0.8432 | 0.8149 | 0.8018 | 0.8432 | 0.8432 | 0.8432 | 0.8432 | 0.8432 | 0.8432 | 0.8432 |
| 2009 | 0.9830 | 1.0000 | 0.8432 | 0.8432 | 0.8149 | 0.8018 | 0.8432 | 0.8432 | 0.8432 | 0.8432 | 0.8432 | 0.8432 | 0.8432 |
| 2010 | 0.8432 | 0.8432 | 1.0000 | 0.8722 | 0.8149 | 0.8018 | 0.8722 | 0.8722 | 0.8722 | 0.8722 | 0.8722 | 0.8722 | 0.8722 |
| 2011 | 0.8432 | 0.8432 | 0.8722 | 1.0000 | 0.8149 | 0.8018 | 0.9267 | 0.8942 | 0.8942 | 0.8942 | 0.9514 | 0.9514 | 0.9842 |
| 2012 | 0.8149 | 0.8149 | 0.8149 | 0.8149 | 1.0000 | 0.8018 | 0.8149 | 0.8149 | 0.8149 | 0.8149 | 0.8149 | 0.8149 | 0.8149 |
| 2013 | 0.8018 | 0.8018 | 0.8018 | 0.8018 | 1.0000 | 0.8018 | 0.8018 | 0.8018 | 0.8018 | 0.8018 | 0.8018 | 0.8018 | 0.8018 |
| 2014 | 0.8432 | 0.8432 | 0.8722 | 0.9267 | 0.8149 | 0.8018 | 0.8942 | 0.8942 | 0.9267 | 0.9704 | 0.9704 | 0.9704 | 0.9704 |
| 2015 | 0.8432 | 0.8432 | 0.8722 | 0.8942 | 0.8149 | 0.8018 | 0.8942 | 0.8942 | 0.8942 | 0.8942 | 0.9704 | 0.9704 | 0.9704 |
| 2016 | 0.8432 | 0.8432 | 0.8722 | 0.8942 | 0.8149 | 0.8018 | 0.8942 | 0.8942 | 0.8942 | 0.8942 | 0.8942 | 0.9704 | 0.9704 |
| 2017 | 0.8432 | 0.8432 | 0.8722 | 0.9514 | 0.8149 | 0.8018 | 0.9267 | 0.8942 | 0.8942 | 0.8942 | 0.9704 | 0.9704 | 0.9704 |
| 2018 | 0.8432 | 0.8432 | 0.8722 | 0.9514 | 0.8149 | 0.8018 | 0.9267 | 0.8942 | 0.8942 | 0.8942 | 0.9704 | 0.9704 | 0.9704 |
| 2019 | 0.8432 | 0.8432 | 0.8722 | 0.8942 | 0.8149 | 0.8018 | 0.8942 | 0.9704 | 0.9704 | 0.9704 | 0.8942 | 0.8942 | 0.8942 |
| 2020 | 0.8432 | 0.8432 | 0.8722 | 0.9315 | 0.8149 | 0.8018 | 0.9267 | 0.8942 | 0.8942 | 0.9315 | 0.9315 | 0.9315 | 0.9315 |

The clustering level $\tau \in [0,1]$ represents the confidence degree of the clustering results. The calculation formula of clustering level $\tau$ is shown in (29). The closer $\tau$ is to 1, the higher the similarity among the samples in the clustering result, and the better the clustering effect; On the contrary, the closer $\tau$ is to 0, the lower the similarity among the samples in the clustering result, and the worse the clustering effect. The clustering level $\tau$ is continuously changed from 1 to 0, and the two objects corresponding to elements larger than $\tau$ in fuzzy equivalence matrix are classified into one category. When $\tau=1$, each object is divided into a category respectively. With the gradual decrease of $\tau$, the classified categories gradually decrease, until all the predicted year samples are classified into the categories containing the known years, so that the dynamic clustering diagram is obtained, as shown in Fig. 5.

$$r_{t+1} = r_t - 0.01 \quad (r_1 = 1, \tau \in [0,1]) \quad (29)$$

FIGURE 5. Dynamic clustering graph.

The numbers in Fig. 5 indicate that when the clustering level is reduced to this value, the corresponding objects on the left are clustered into one category. When a predicted year is first classified into the category containing known years, the load growth rate of these known years can be processed to obtain the load growth rate of the predicted year in the same category [33]. As can be seen from Fig. 5, when the clustering level is 0.97, the predicted year 2019 and the sample years 2015 and 2016 are classified into the same category. Therefore, the predicted value of 2019 is obtained by averaging the load growth rate in the two years of 2017 and 2016. Similarly, the load growth rate in 2018 is equal to that in 2017, and the predicted value of 2020 is obtained by averaging the load growth rate in the four years of 2011, 2014, 2017, and 2018. (Note: The load growth rate in 2018 uses predicted value, that is, the load growth rate in 2017).

The actual load growth rate of each year is shown in Table 12.

TABLE 12. Actual load growth rate of the province from 2006 to 2018.

| Year | load growth rate (%) |
|------|---------------------|
| 2008 | 10.2417             |
| 2009 | 16.3901             |
| 2010 | -0.0364             |
| 2011 | 5.3091              |
| 2012 | 18.1031             |
| 2013 | 32.5126             |
| 2014 | 2.38124             |

E. Analysis of forecasting results
Forecasting results of fuzzy clustering (FCA) without considering weights, grey relational analysis-fuzzy clustering (GRA-FCA) and two-way weighted grey relational analysis-fuzzy clustering (WGRA-FCA) are compared. At the same time, compared with traditional forecasting methods such as grey GM(1,1) model, GDP elastic coefficient method and multiple linear regression model, the results are shown in Table 13.
When selecting load influencing factors, the multiple linear regression method is used to study the policy factors affecting power load, and research and judgment of many experts on future situation are integrated. Compared with qualitative analysis, quantitative analysis has better reliability and accuracy, and is more suitable for power load analysis under the influence of policy factors; Compared with traditional grey relational analysis, WGRA model proposed in this paper considers the difference of historical data and future situation are integrated, the quantification results obtained are more realistic.

2. The problem of power load forecasting under the influence of policy factors is solved.

Aiming at the problem that fuzzy cluster analysis method does not consider the influence of different factors on load is different, in order to improve clustering effect, traditional fuzzy clustering is weighted and improved to weighted fuzzy clustering. Quantification weights obtained by WGRA model are applied to fuzzy cluster analysis, and a new load forecasting model based on WGRA-FCA is established.

The WGRA-FCA forecasting model proposed is applied to medium and long-term power load forecasting. The results show that compared with GM(1,1) method, GDP elasticity coefficient method, multiple linear regression and fuzzy cluster analysis method without considering weights, the proposed method has certain advantages.

Although some achievements have been made in this paper, there are still some work to be done:

1. The "carbon peak, carbon neutralization" policy recently proposed will have a profound impact on the...
energy industry, and the impact of the policy on load will be taken into account subsequently.

2. In order to verify the accuracy and practicality of the method proposed in this paper, The calculation example in this paper adopts the method of comparing the predicted value of the known year with the actual value. This method will try to be applied to actual projects that forecast and plan the load of the 14th Five-Year Plan based on the data of the 12th Five-Year Plan and the 13th Five-Year Plan.

3. The method proposed in this paper can not only be applied to quantify the impact of policies on load and then predict, but also can be used to quantify the impact of urbanization, economic and other uncertain factors on load and then predict. Therefore, this direction needs to be further studied.
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