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Quantifying the amount of polarization is crucial for understanding and studying political polarization in political and social systems. Several methods are used commonly to measure polarization in social networks by purely inspecting their structure. We analyse eight of such methods and show that all of them yield high polarization scores even for random networks with similar density and degree distributions to typical real-world networks. Further, some of the methods are sensitive to degree distributions and relative sizes of the polarized groups. We propose normalization to the existing scores and a minimal set of tests that a score should pass in order for it to be suitable for separating polarized networks from random noise. The performance of the scores increased by 38%-220% after normalization in a classification task of 203 networks. Further, we find that the choice of method is not as important as normalization, after which most of the methods have better performance than the best-performing method before normalization. This work opens up the possibility to critically assess and compare the features and performance of different methods for measuring structural polarization.
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1 INTRODUCTION

Political polarization has long been a question in the social sciences [7, 26], with mainstream interest growing following observed political divisions in the 2000 and 2004 US Presidential elections [26]. Polarization, which is generally understood in the social science literature as the division of individuals into coherent and strongly opposed groups based on their opinion of one or more issues [21, 26], has deleterious consequences for social systems. These undesirable outcomes include increased divisiveness and animosity [51], policy gridlock [42], and even decreased political representation [7]. Recent sociopolitical challenges have further strengthened academic interest in this area, as political polarization has been associated with difficulties in resolving pressing societal issues such as climate change [79], immigration and race relations [39], and recently the COVID-19 pandemic [49]. In the context of social computing and computer mediated communication, political polarization on social media has been shown to constrain communication and eases the spread of misinformation [40].

Extensive research efforts have been put toward mitigating political polarization in computer mediated communication. This body of work ranges from studies exploring the role of polarization in social media [11, 14, 15, 18, 20, 64, 66] to platform design aimed at attenuating polarization [5, 60, 61]. A fundamental requirement that underlies these efforts is that we are able to identify polarized topics and systems, and monitor changes over time. How will we know where intervention is required? And how will we know if our interventions are successful? Much research has been done in the area of measuring political polarization. Traditional methods primarily relied on survey-based approaches, which tend to measure distributional properties of responses to questions on public opinion surveys, such as bimodality and dispersion [21]. With the increasing availability and richness of publicly-observable social data, recent work from the computational social science and
network science fields have shifted polarization measurement in two new directions [32]. The first area of work are content-based approaches [e.g. 10, 20], which have become widely used following developments in natural language processing tools that allow researchers to detect antagonistic positions between groups on social media.

Another fruitful area of work focuses on structural aspects of polarization inferred from network representations of social or political systems. These structural polarization measures tend to be based on the logic of identifying what would be observable features of systems that are characterized by polarization. Because polarization is a system-level phenomenon, these features are defined at the network-level, making them different from node-level (i.e. individual) behavioral mechanisms. While node-level mechanisms such as homophily can contribute to polarization [9, 41], they do not necessitate it, as individuals will at any time exhibit a multitude of behavioral tendencies. Most importantly, following the definition of polarization outlined above, structural measures generally take separation between structurally-identified communities to represent polarization between groups in the system. Additionally, different measures tend to be motivated by additional aspects of political polarization, such as, for example, the difficulty of information to escape echo chambers [e.g. 32]. Because these structural polarization measures can flexibly capture theoretically-grounded aspects of political polarization, especially at a relatively low cost compared to content-based and survey-based approaches, they appear to be attractive measures for applied work.

Indeed, applications of structural polarization scores to real networks have spanned many domains, including the studies of political party dynamics [6, 45, 57, 59, 75], cohesion and voting behavior [3, 12, 17, 75], political events [15, 18, 58, 67, 76], and online echo chambers [15, 16, 31]. They have also been used to detect and study the presence of ‘controversy’ in communication across different topics [32]—in fact, some structural polarization scores are named as controversy scores—as polarized groupings can be interpreted as a manifestation of a controversial issue. Despite their widespread application, there are few systematic assessments of how well these structural polarization measures perform in key aspects of measurement validity [74], such as predicting whether a network is polarized based on human labeling, and whether they are invariant to basic network statistics such as size and density. Exceptions to this include a small number of studies that compare the performance of some scores in classifying polarized political systems [23, 32] or those that show certain scores are invariant to network size [64]. On the whole, the body of evidence is sparse.

Further, beyond simply the lack of evidence, there are in fact theoretical reasons to expect systematic shortcomings with the current approach. Consider that the typical method for measuring structural polarization relies on the joint tasks of (1) graph clustering to find two groups, and then (2) measuring how separate the two groups are. A key characteristic of this approach is that most clustering methods start from the assumption that the networks have separate groups, and because these clustering algorithms are optimized to do so, they can find convincing group structures even in completely random networks [36, 47, 77]. Moreover, the quality function of these methods can be sensitive to elementary features such as the size and density of these networks [36, 77]. Given such a starting point, it is difficult to develop a measure that would separate non-polarized networks from polarized ones. Scores based on ostensibly intuitive community structures are potentially poor measures of polarization because they yield high polarization scores for non-polarized networks.

We address these concerns by analyzing eight different scores that have been proposed and used for quantifying structural polarization. We test how well they separate random networks from polarized networks and how sensitive they are to various network features: number of nodes, average degree, degree distribution, and relative size of the two groups. Further, we compute these polarization values for a large array of political networks with varying degrees of polarization, and use null models to see how much of the score values are explained by these different network
features. We find that none of the measures tested here are able to systematically produce zero scores (i.e., low or non-polarization) for random networks without any planted group structure, which we take to be a reasonable requirement for a polarization measure [35]. Further, they are sensitive to variations in basic network features, with the average degree being particularly challenging for these measures.

Our study makes a number of contributions to the literature. First, our results indicate that it is difficult to interpret any of the polarization scores in isolation. Given a score value it can be impossible to tell even whether the network is more polarized than a random network unless the score is reflected against the network features. Further, analysing the extent to which the network is polarized or making comparisons claiming that one network is more polarized than another one is not straightforward with the current measures. Second, we present a straightforward solution to the problem. We show that normalizing polarization scores against a distribution of scores from their corresponding configuration models improves their performance in a classification task of 203 labeled networks. Finally, we make our testing code and data publicly available on GitHub [70] and Zenodo [71].

The rest of this paper is organized as follows. We first briefly discuss prior research and describe the current methods for measuring polarization in networks. Next, we introduce the methods and data used in this study. We then study the performance of modern polarization scores both on real networks and synthetic networks. Finally, we present normalization to the existing scores. We conclude by summarizing our results in the discussion section.

2 NETWORK-BASED POLARIZATION SCORES

Polarization can be understood as the division of individuals into coherent and strongly opposed groups based on their opinion of one or more issues [21, 26, 52]. Polarization reflects strongly on social network structures by creating two internally well-connected groups that are sparsely connected to each other [9], which means that the amount of polarization in a system can be measured by observing the structure of interactions within that system. This logic informs many structural polarization scores, which are obtained following the procedure shown in Fig. 1: (1) social network construction, (2) finding the two groups via graph partitioning, and (3) quantifying the separation between the two groups.

When measuring structural polarization in a social system, constructing a network representation of the system that allows us to identify the existence of polarized group structures apart from other types of interactions is a crucial step. It defines the appropriate bounds of the system, both in terms of which units are included and which interactions are measured. A social network is suitable for polarization analysis with the methods described here if the link between two nodes indicates a positive relationship, such as friendship, preference similarity, endorsement, or agreement [2, 14, 30, 32]. Bounding the network to the appropriate set of interactions is key, as it has been observed that simultaneously measuring unrelated topics will yield lower structural polarization scores regardless of how polarized each of the topics are [12].

Network-based polarization scores share the requirement that the network needs to be partitioned, with the logic being that the partitioned units are somehow closer to others in their in-group than to those from out-groups [32]. In some cases, information external to the network structure can be
Table 1. Polarization scores used in this study

| Polarization score                        | Domain | Parameters                              |
|------------------------------------------|--------|-----------------------------------------|
| Random Walk Controversy (RWC) [32]       | [-1, 1]| # of influencers in each group          |
| Adaptive Random Walk Controversy (ARWC)  | [-1, 1]| % of influencers in each group          |
| Betweenness Centrality Controversy (BCC) [32]| [0, 1]| Kernel for density estimation          |
| Boundary Polarization (BP) [35]          | [-0.5, 0.5]|                                  |
| Dipole polarization (DP) [58]            | [0, 1]| % of influencers in each group          |
| E-I Index (EI) [46]                      | [-1, 1]| -                                      |
| Adaptive E-I Index (AEI) [12]            | [-1, 1]| -                                      |
| Modularity (Q) [75]                      | [-0.5, 1]| -                                     |

used to infer the groups in the network (e.g. node partisanship labels [11]). However, the group membership or position of each unit is often not known or is difficult to otherwise infer, making graph partition algorithms necessary. Graph partitioning is an ill-posed problem [28], with a large number of algorithms available that try to find slightly different types of clusters in networks. In this paper, we use three different partition algorithms: METIS [43], regularized spectral clustering [78], and modularity [62] optimization algorithm. These methods give similar overall results in our analysis (see Appendix B); for brevity we will show only results for METIS, which searches for two large groups such that there is a minimum number of connections between them.

The main difference between structural polarization scores is how they compute the amount of polarization given a graph and its partition. As noted above, structural polarization between groups is measured by the separation between structurally-identified communities in the network. Here, separation is usually characterized by the discrepancy between interaction patterns that occur within groups and those that cross groups, but scores differ in the kind of interactions they highlight. In this study, we examine eight different structural polarization scores. A brief summary of all polarization scores examined in this study can be found in Table 1. We selected these scores because there is considerable variation in the kinds of interactions they highlight, and because they are measures that have been used in applied work across various fields, including computational social science [18], political science [37], communications [11], and policy studies [12].

At its simplest, structural polarization is measured by comparing the difference in the frequency of external to internal links using the \( E_{-}index \) [46] and similar density-based scores [12]. These scores disregard the internal structure of the groups and how the links between them are placed. The \( Betweenness Centrality Controversy \) (BCC) score [32] alternatively considers the difference in the edge betweenness centrality of external and internal links. Another approach is to use random walk simulations to determine how likely information is to remain within groups or reach external groups (i.e. \( Random Walk Controversy \) and \( Adaptive Random Walk Controversy \); RWC and ARWC) [18, 32, 66, 69]. We also explore the performance of a polarization measure based on community boundaries (\( Boundary Polarization \); BP) [35], where a high concentration of high-degree nodes in the boundary of communities implies lower polarization as the influential users are seen as bridging the gap between communities. Lastly, we study a measure based on label propagation (\( Dipole Polarization \); DP) [58], where the influence of high-degree nodes is believed to spread via the neighbors in the network, and the distance of the quantified influence of each community is proportional to the polarization. Full definitions of each of the eight structural polarization scores we study are included in Appendix A.
There are several possible issues with the approach to measuring structural polarization described above. First, if not designed carefully, such polarization scores can be very sensitive to ostensibly unrelated network features such as number of nodes, density, and degree heterogeneity. The scores can also behave in untransparent ways if the groups sizes are not balanced. Finally, graph partitioning algorithms can find clustering structures even in randomized networks, giving them very high polarization scores, especially if they are sparse. These are all problems that have already been found in related problem of partitioning networks to arbitrary number of clusters (as opposed to two) and evaluating the partition [4, 36, 47, 77]. This kind of sensitivity to basic network features and cluster sizes means that the scores are not in an absolute scale where they could be compared across different networks unless these confounding factors are taken into consideration. Problems with polarization scores are not only a theoretical possibility, but practical problems with the structural polarization score framework have been reported recently. The RWC score, which has been recently described as state-of-the-art [19, 23] and used as the main measure [15, 18, 67], has poor accuracy in separating polarized networks from non-polarized ones [23].

We illustrate some of the problems in measuring structural polarization in practice using two networks (shown in Fig. 2). The first network (#leadersdebate) demonstrates the general problem of all scores studied here. Here, the observed network has an RWC value of 0.57. After fixing the observed degree sequence of the network and randomizing everything else, the shuffled networks still scores positively, with an averaged RWC value of 0.27. That is, approximately half of the polarization score value is explained by the size and the degree distribution of the network.

The second network (#translaw), with RWC value of 0.68, displays a serious problem related to hubs. A randomized network can have a higher polarization than the observed one due to the absorbing power of the hubs. In other words, a random network with one or more hubs can keep the random walker trapped inside the starting partition even in a non-polarized network. This leads to higher values of RWC as in the case of the #translaw network, where the randomized versions obtained an average score of 0.74. Note that this is also higher than the score for the first network, which has a clearly visible division to two clusters in the visualization. As will become evident in the following sections, this is likely due to the larger size and higher density of the first network. We will next systematically analyse how the various network features affect all of the eight structural polarization scores.

3 METHODS
Our primary aim in this paper is to assess how well commonly-used structural polarization measures perform on important aspects of measurement validity [74]. We begin by examining the extent to which these eight structural polarization scores are driven by basic network properties using null models based on random networks. These models are built in a way that they fix some structural properties but are otherwise maximally random, i.e., they give equal probability of sampling every network while holding that property constant. There are two main use cases. First, we will systematically analyse various network features by sweeping through the parameter spaces of these models. Second, we can match some of the features of the observed networks and randomize everything else, giving us an estimate of how much of the scores is a consequences of these structural features. Valid measures should not be systematically biased by these structural features.

We use (1) an Erdős-Rényi model [24] (fixing the number of links), (2) a configuration model [29, 56] (fixing the degree sequence), and (3) a model for fixing degree-degree sequences [48]. All of these models fix the number of nodes. One can see these models as a sequence where each of them shuffle less of the data than the previous one [34, 48], because fixing degree-degree sequences automatically fixes the degree distribution, which in turn fixes the number of links. To emphasize this relationship between the models, we label them using the $dk$-series framework [48, 63]. The
Fig. 2. A The network represents a Twitter conversation network for #leadersdebate. Garimella et al. [32] has labeled this topic polarized as it refers to the debate during the U.K. national elections in May 2015. C A Twitter endorsement network around #translaw during the Finnish Parliamentary Elections in 2019. (B, D) For both networks we also visualized their randomized versions obtained with configuration model. The following RWC values ($k = 10$) were computed: observed #leadersdebate 0.57, randomized #leadersdebate 0.27, observed #translaw 0.68 and randomized #translaw 0.74. RWC value of zero indicates no polarization and one indicates maximum polarization. Randomized networks still have positive polarization, and for the randomized #translaw network the value is even higher than the observed network’s score. Only the giant component of the network is visualized.

$dk$-distribution of graph $G$ incorporates all degree correlations within $d$-sized subgraphs, hence allowing us to ‘shuffle’ the original graph while keeping the desired prescribed properties regarding network topology. Increasing values of $d$ captures more properties of the network at the expense of more complex probability distributions. In the limit of large $d$, the complete representation of the input graph is obtained. The intuition is very similar to Taylor series. The more terms you include in the series (corresponding to higher values of $d$), the closer you get to the exact value of the function (i.e. the original network). Within this framework, the Erdős-Rényi network fixing the number of links (or equivalently, the average node degree) is $d = 0$, the configuration model fixing the degree sequence is $d = 1$, and the model fixing the degree-degree sequence is $d = 2$. Each
randomized network is repartitioned before computing its polarization score by applying the same
graph partitioning algorithm as for the corresponding original network.

In addition to models fixing some observable network properties, we use the stochastic block
model [38] to generate networks with two groups. This model is used in Section 4.2.3 to explore
how unbalanced group sizes affect the score values.

3.1 Data

![diagram](image_url)

Fig. 3. Distributons of basic statistics of the 203 observed networks. The average network studied had
approximately 4000 nodes and an average degree of 3. Network assortativity refers to degree assortativity.

In addition to networks simulated with models, we use real-world data from Twitter from three
sources for a total of 203 networks. First, from Chen et al., we used 150 networks constructed
from the most popular hashtags during the 2019 Finnish Parliamentary Elections [12]. These were
constructed based on single hashtags (e.g. #police, #nature, #immigration). Second, from the same
source, we included 33 topic networks, which were constructed from sets of hashtags related to
larger topics, such as climate change or education [see Appendix A in 12]. Third, we used 20 topic
networks from Garimella et al.’s study on the RWC [32]. Each of the 203 resulting network has
a node set containing all users who posted an original tweet with a specific set of hashtags and
all users who retweeted at least one of these tweets. Undirected ties on the network indicate the
connected nodes have at least one instance of retweeting between them on the given topic.

Finally, we process all network prior to assessment by (1) obtaining the giant component of
the network as has been done previously [32], (2) removing self-loops, and (3) removing parallel
edges. The latter two steps did not have a significant effect on polarization values. The average
network in this study had approximately 4000 nodes, an average degree of 3 and tended to be
slightly assortative. Complete summary distributions for the networks included in our study are
presented in Fig. 3.

4 RESULTS

4.1 Real Networks

We first compare the observed network data to random networks that are shuffled in a way that
we keep some of the features of the networks. As expected, the more features we keep, the more
similar the scores are to the ones for original networks (see Fig. 4).

For BP, Q, EI, and AEI the scores produced by the random models cover the observed score for
most networks (black bar that corresponds to the observed score of a single network is covered by
the other colors that correspond to the scores produced by different random models), indicating
that the number of links and size of the networks \((d = 0)\) are already enough to predict much of
the observed score. For RWC, ARWC, BC, and DP, the more features are kept, the higher (and
therefore closer to the original value) the scores tends to be. In general, the change in scores after
randomization follows a pattern where both low and high original scores can get very low values for the model keeping the average degree ($d = 0$). The degree sequence ($d = 1$) and degree-degree sequence ($d = 2$) can in many cases explain most of the observed scores, and in some cases the scores for these random networks are even larger than for the original networks. We also have included an alternative way to visualize the polarization values of the randomized networks in Appendix B.

Fig. 4. Polarization scores for the 203 observed networks and their shuffled versions. Each bar corresponds a score, and scores for a network and its randomized versions are on top of each other, ordered from bottom to top in the following order: observed network (black) and randomized networks where degree-degree sequence ($d = 2$, yellow), degree sequence ($d = 1$, blue), or average degree ($d = 0$, red) is preserved. An interpretation for the figure is that, the amount of color that is shown tells how much of the total bar height (the score value) is explained by the corresponding network feature. Note that in some cases, the randomized networks produce higher scores than the original network and in this case the black bar is fully covered by the colored bar(s). In this case we draw a black horizontal line on top of the colored bars indicating the height of the black bar. See Appendix B for similar results obtained by other partition algorithms.
Fig. 4 gives a detailed view of the polarization scores. It can be used to read scores for each of the original networks and the corresponding random networks. There are four methods for which the $d = 0$ model already explains most of the observed scores, and for the rest the degree sequence ($d = 1$) is usually a very good predictor.

To get a more detailed view on the characteristics that are related with the polarization scores, we show the RWC score as a function of both network size and average degree in Fig. 5. Network size is correlated in a way that smaller networks have higher RWC scores (Spearman correlation coefficient -0.42). After shuffling the real network with fixing the original degree sequence, the smaller and sparser networks have higher RWC scores (respective Spearman correlation coefficients -0.67 and -0.68). Although randomized networks had lower RWC scores than the original networks, the averaged RWC for all networks with average degree less than four was approximately 0.45 even after randomization.

### 4.2 Synthetic Random Networks

Based on Section 4.1, we see that polarization scores are heavily affected by elementary network statistics like network size, density, and degree distribution. We will next explore more systematically which factors explain the high polarization scores in randomized networks. In addition, to the aforementioned statistics, we analyse the effect of unequal community sizes as real network are likely to have a range of polarized group sizes.

#### 4.2.1 Network size and density.

Even an ideal structural polarization score can be correlated with network size and average degree in a specific set of real-world networks, but it should not be biased by these elementary network features in the set of all networks. As a consequence, structural polarization scores should get neutral values for random networks with any size and average degree that are generated without any explicit group structure that is present in the creation process. To assess how the scores perform on this metric, we computed each score for Erdős–Rényi graphs of varying sizes and densities. Our results shown in Fig. 6 indicate that all scores are affected by at least one of these elementary network features.

First, we find that network size generally did not contribute to polarization scores, with RWC being the sole exception. It was affected by the number of nodes in the network, giving lower values for larger graphs with the same average degree (see Fig. 6). For networks with enough nodes, the RWC is very close to zero for all values of average degree, but this comes at the cost of the score being sensitive to network size. On the other hand, despite being a similar random walk-based score, the ARWC is invariant to network size. This highlights the difference in their construction.
Specifically, the RWC takes as a parameter a fixed number of influencers in the system, meaning that the number of influencers as a proportion of the network varies by network size, leading to inconsistent variation in RWC across networks. The ARWC removes this dependence by setting the number of influencers as a function of network size (i.e., as a proportion of network size it remains constant). We discuss the difference between the RWC and ARWC in Appendix A.

Specific instances of RWC aside, all scores are dependent on average degree, and only approach non-polarized levels when the network’s average degree exceeds a certain value. For instance, BCC gives zero polarization for random graphs only when the average degree is approximately 10. This is quite strict condition to have especially for Twitter networks. BP decreases almost linearly as a function of density. It reaches the value zero when the average degree of the network is between 5 and 6. The negative values for larger degrees indicate that nodes in the boundary are more likely to connect to the other group. Morales et al., i.e., author behind the DP score, pointed out how their score suffers from the “minimum polarization problem” due to the nonzero standard deviations of the opinion distributions [58].

Dependence between density and modularity has been studied theoretically before for the case where the number of clusters is not restricted to two like in polarization scores. Previous research has shown that, sparse random graphs (and scale-free networks) can have very high modularity scores [36], and that, with high probability, modularity cannot be zero if the average degree is bounded [54]. It is therefore known that using a network’s modularity score to measure the amount to which it is clustered is inadvisable. This notion has been speculated to apply for the use of modularity as a polarization score [35]. Our results confirm this notion, and show that modularity behaves similarly for the case where the number of clusters is limited to two, with the difference that the maximum value in our simulations goes up to only approximately 0.5. Here, it should be noted that none of the other scores seem to be immune to this problem.

4.2.2 Heterogeneity of degree sequence. The role of the underlying degree sequence is essential to study as political communication networks tend to have a few nodes with relatively high number of edges. For networks produced by the Erdős–Rényi model, the degree distribution is Binomial centered at the average degree $\langle k \rangle = p(n-1)$, where $p$ is the probability that two nodes are connected and $n$ is the number of nodes in network. In contrast, many real networks’ degrees follow fat-tailed distributions which can have considerably higher variance [8, 13, 72]. To analyze the effect of degree distribution, we simulate random graphs whose degree sequences were drawn from a power law distribution $P(k) \propto k^{-\gamma}$ [25]. We vary the exponent $\gamma$, which allows us to explore the amount of variation in the degree distributions. The lower the value of $\gamma$ is, the higher is the variation and larger are the hubs.

The RWC, ARWC, BCC, and DP give higher scores for more heterogeneous networks, and there is a slight opposite effect for the other scores given a low average degree (see Fig. 7). The average degree affects polarization scores for networks with heterogeneous degree sequences as well. The observation that the level of polarization approaches zero only when the network becomes denser still holds for all scores, but for the scores that are lifted by degree heterogeneity, much denser networks are required in order for the scores to become close to zero.

4.2.3 Communities of different sizes. Polarized groups within a system are often imbalanced in size, making it important for scores to perform consistently across a range of group size balance. To assess this metric, we used the stochastic block model to generate a set of polarized networks differing by group size imbalance and level of polarization. All networks were fixed to have size $n = 10000$, and the size of the smaller group ranges from between 10% to 50% of the whole network. Within-group links were generated for each node to have an average within-group degree of $k_{in}$. To obtain different levels of polarization, we generated between-group links at three levels of density.
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Fig. 6. A The expected RWC values as a function of average degree for ER-networks. The symbols denote the network size as indicated in the legend. B The expected values of all polarization scores (except RWC) as a function of size for ER networks with average degree 2.4. See panel C for legend. C The expected values of all polarization scores (except RWC) as a function of average degree for ER networks with 4000 nodes. The dashed line indicates zero polarization. See Appendix B for the polarization scores as a function of both number of nodes and average degree.

Fig. 7. The effect of degree heterogeneity to polarization scores for the 8 scores in simulated scale-free networks with 1000 nodes. We show the expected polarization score and its standard deviation as a function of average degree. The symbols correspond to different exponent \( \gamma \) values as indicated by the legend. See Figs. 14-15 in Appendix B for similar results for larger networks.

For low polarization networks, links were generated with the expectation of adding \( k_{out} = \frac{k_{in}}{c} \) between-group links per node from the larger group. Conversely, high polarization networks have
Our results indicate that all scores depend on group size imbalance at least for the high and low polarization schemes (see Fig. 8). The EI and AEI scores are relatively insensitive to the group size imbalances as their values change by only a few percentage points. For all scores except DP and Q, simulated level of polarization affects the extent to which they are dependent on group size imbalances; at certain levels of simulated polarization, the dependence disappears. For EI and AEI this level is exactly the one present in the medium polarization networks. Finally, it is worth noting that DP has an intrinsic scaling factor which penalizes the difference between groups. Specifically, its coefficient is designed to contribute maximally to the polarization only when the communities are equally-sized, thus the linear relationship between imbalance and score.

5 EVALUATION AND NORMALIZATION OF THE POLARIZATION SCORES

As our analysis suggests, nonzero polarization values arise in randomized networks due to the scores being sensitive to network size, number of links, and degree distribution. These features in themselves are not likely to be linked to polarization. The number of nodes and the number of links depend on unrelated system features such as overall activity in the network and and design choices such as link sampling schemes. Further, the fat-tailed degree distributions we often observe in the data have been attributed to preferential-attachment mechanisms [8].

However, even if scores do not return zero values for random networks or are biased by some features of the data, they can still be useful if they are able to separate polarized networks from non-polarized ones by systematically returning higher scores for the former set. In this section, we assess the predictive validity of the scores against a manually labeled set of 203 polarized and non-polarized networks, which we introduced in Section 3.1. The 20 networks from Garimella et al.’s study are already manually labeled [32], so we are able to directly use these external labels.
The 183 networks from Chen et al.’s study had not been labeled [12], so we manually labeled them for our present task.

We labeled these networks based on the content of tweets, which ensures that our labeling is independent of the structural polarization measures. We checked whether any of the pre-defined features, which are selected based on our definition of polarization, were present in a reasonable number of tweets before marking the network polarized. The labeling process, which we describe below, was performed before the main analysis, and resulted in a balanced data set with around 47% of the networks labeled as polarized. To the extent that the basic network features we examined are not indicative of polarization, we should see an increase in the classification performance of the scores when the effects induced by them are removed.

We recognize that polarization labels based on content alone are not necessarily the ground truth on polarization in the system. Instead, content-based labeling is another method for quantifying polarization, which is based on a set of criteria different from those used in structural polarization scores. Because it is another label of the same underlying latent construct, content-based labeling is useful for assessing the validity of structural polarization scores. If a structural score correlates well with our content-based labels, they are said to have high convergent validity, which is a form of measurement validity[1]. This means that it can be seen as a better measure of the latent overall polarization in the system compared to a less correlated structural score.

5.1 Data Labeling

We labeled our networks before performing the main analysis. All networks with at least one hashtag containing the substring ‘election’ were classified as polarized. We manually sampled tweets from each network for confirmation. For each network, we applied a four-stage process for labeling in the following order:

1. Sample uniformly 5 days from which tweets are read.
2. Display all the tweets from each sampled day.
3. Sample 20 users from each sampled day and display all their tweets during the sampled days.
4. Partition the network and distinguish 10 highest degree nodes from both groups. Display all their tweets.

After displaying the tweets that were obtained by the described process, we checked whether any of the following features were present in a reasonable number of tweets.

- us-versus-them mentality, signs of disagreement, dispute, or friction
- strongly discrediting the out-group or strongly supporting the in-group from both sides
- direct, negative, or strong criticism of political adversaries or political actors from both sides
- completely opposite opinions, beliefs, or points of view on a political or social topic

Based on the content of the sampled tweets together with domain knowledge, a researcher classified the network either polarized or non-polarized. If the sample was too vague to be labeled, we repeated the process to gain a clearer view into the general content of tweets.

5.2 Classification Performance of the Polarization Scores

We adapt a typical framework where there is a decision threshold for the score value under which all networks are predicted to be non-polarized and above which they are predicted to be polarized. Each threshold value produces a false positive rate and true positive rate, and varying the threshold gives us an ROC curve (shown in Fig. 9) characterizing the overall performance of the scores in the prediction task. This makes the evaluation independent on the selected type of classifier. We also derive single scores to quantify the overall performance. The Gini coefficient measures the performance improvement compared to a uniformly random guess and is defined as the area
Fig. 9. ROC curves, Gini coefficient values, and AUC values for the task of predicting manually curated labeling of polarized and non-polarized networks. The results shown (left) for the score values before the normalization and (right) after the normalization with denoised scores \( \hat{\Phi}(G) \) (see main text). Figures are based on all the 203 empirical networks described in section 3.1. Results for the different normalization scheme \( \Phi_2(G) \) including the standardization are shown in the Fig. 16 in Appendix B. The ROC curves for the alternative graph partitioning methods are also reported in Figs. 22 and 23 in Appendix B.

between the diagonal line and the ROC curve, normalized so 1 indicates perfect prediction and 0 indicates random guess. We also report the unnormalized area under curve (AUC).

The Gini coefficients for the scores vary between 0.20 and 0.53 with Q and BCC performing the worst. ARWC performs the best with a wide margin to the second best AEI and EI (with coefficient values 0.40 and 0.41). The non-adaptive RWC has a Gini coefficient of 0.34, which is better than prior work shows [23], but still generally poor. Notably, the ARWC score performs very well if we accept a high false positive rate. That is, if a system has a very small ARWC score, it is a good indication of the network not being polarized. In contrast, a large ARWC score (or any other measure) does not necessarily indicate that the network is polarized. As our prior results show, a high score might be due to the effects of small and sparse networks with hubs as opposed to anything related to polarized group structures.

5.3 Normalization of the scores

To remove the effect of network size and the degree distribution, we computed the averaged polarization score for multiple instances of the network shuffled with the configuration model \( (d = 1 \text{ in the } dk\text{-framework}), \) and subtracted it from the observed polarization score value. That is, given a network \( G \) and a polarization score \( \Phi \), we define a normalized score as

\[
\hat{\Phi}(G) = \Phi(G) - \langle \Phi(G_{CM}) \rangle,
\]

where \( \Phi(G) \) is the polarization score of observed network and \( \langle \Phi(G_{CM}) \rangle \) is the expected polarization score of graphs generated by the configuration model. This score corrects for the expected effect of the size and degree distribution of the network (i.e. removes the blue part from the observed score shown previously in Fig. 4). Thus we call it the denoised polarization score. It does not consider the fact that there is some fluctuations in the score values in the configuration model. We correct for
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Fig. 10. Scatter plot of denoised (\(\hat{\Phi}\)) and observed polarization scores for the 203 networks described in Section 3.1. Red crosses are networks labeled as polarized and black points are networks labeled as non-polarized. An outlier was removed from the plots. Note that the scales for the scores are different and not shown in this figure. See Fig. 19 in Appendix B for the equivalent scatter plot for the standardized scores (\(\hat{\Phi}_z\)).

this in another, slightly different normalization scheme, where we divide the normalized score by the standard deviation of the score value distribution for the configuration model:

\[
\hat{\Phi}_z(G) = \frac{\Phi(G) - \langle \Phi(G_{CM}) \rangle}{\sqrt{\langle \Phi(G_{CM})^2 \rangle - \langle \Phi(G_{CM}) \rangle^2}}.
\]

We call this normalization *standardized and denoised polarization score*. Note that the distribution of polarization value over the ensemble of null random graphs is not necessarily Gaussian. If the values \(\Phi(G_{CM})\) followed Gaussian distribution, then the statistical significance testing could be performed with the standard normal distribution, and \(\hat{\Phi}_z(G_{CM})\) would be the appropriate test statistic (the z-score). An approximate value for a significance can be obtained with large number of samples. The same normalization has been proposed for modularity to mitigate the resolution limit [55]. In that work, the proposed quality function gives higher values for statistically rarer observations.

Fig. 9 shows the ROC curves and related coefficient values for the denoised scores \(\hat{\Phi}(G)\) (see the qualitatively similar results in Appendix B for \(\hat{\Phi}_z(G)\)). The performance of all of the scores increased after normalization as indicated by the overall lifted ROC curves and improved Gini coefficients (and AUC values). Improvements in Gini coefficients after normalization ranges between 38% - 220% depending on the measure used. The ARWC remains among the best performing scores, along with the AEI and EI. The AEI in particular, performs best under conservative estimates of polarization (i.e., low false positive rates). The BCC is still among the worst after the normalization, along with DP. However, all post-normalization scores notably outperform the best unnormalized score (ARWC).

Fig. 10 further illustrates the dramatic change in the predictive power of the scores after normalization. It shows the normalized score values as a function of the observed score values. With most scores, the two types of networks are mixed together when sorted with the observed scores (on the x-axis). Normalization largely lifts the polarized networks above the cloud of non-polarized ones, making it possible to separate these two groups (on the y-axis). This finding holds for all the polarization measures analyzed here.

Note that in practice, to implement the normalization procedure, one needs to randomize the network multiple times with the configuration model and compute the score \(\Phi(G_{CM})\) to get estimates for the mean value of the score \(\langle \Phi(G_{CM}) \rangle\) (and \(\langle \Phi(G_{CM})^2 \rangle\) for \(\hat{\Phi}_z(G)\)). Here we sampled the networks 500 times which was more than enough samples as they lead to error of the means ranging from 0.01 to 0.05.
To determine which types of networks benefit the most from the normalization, we plotted the AUC as a function of network size and average degree for each polarization score. This was done by evaluating the performance for subsets of networks with a fixed window size of 100 (shown in Fig. 11). The results show how the performances for all the polarization methods are better and more stable after the normalization independent on the network size. Only ARWC has a short region where the performances of both normalized and unnormalized scores overlap. The same analysis for average degree is included in Appendix B.

We also tested whether combining the results from all polarization methods improves the accuracy of predicting whether a network is polarized. Our first strategy was to take the average of all the scores and use that as a new polarization score. The second strategy was to train a simple decision tree classifier where the input vector contained all eight scores obtained for a network. The AUC for the average of unnormalized values was 0.71, and for normalized values it increased to 0.87. Although the averaged normalized score outperformed some of the single normalized polarization scores (e.g. BP, DP, and Q), it did not outperform the best-performing ones (e.g. ARWC and AEI). Regarding the decision tree, the AUC of the pre-normalization classifier was 0.78, whereas for the post-normalization one, the AUC increased to 0.90. Our results show that strategies based on combined scores can in some cases offer improvements over single polarization scores, but only minimally. It is up to the researcher to decide if these gains are worth the cost of additional work and loss of transparency associated with training machine learning models.

6 DISCUSSION
Measuring polarization is important for social science research, including the social computing and computer mediated communication fields. Structural polarization measures offer an ostensibly promising approach, but we identified a number of undesirable properties associated with all eight commonly-used measures studied here. These measures can be high for random networks and
they are sensitive to various network features such as size, average degree, and degree distribution. These properties pose a clear problem for polarization research. Considerable research effort has been put into polarization identification and platform design for attenuating polarization, but if the measurement of polarization is systematically biased by basic network features, our ability to make valid inferences are greatly reduced. For example, consider Bail et al.’s study that found increasing exposure to opposing views increased political polarization [5]. The study did not rely on structural polarization measures, but had this study been conducted in the field using the RWC to measure polarization, the increased activity that likely would have resulted from the intervention could have decreased polarization scores, resulting in the exact opposite conclusion being drawn.

Based on our results, we strongly recommend applying the normalization procedures introduced in Section 5.3 for applied work using any of the network-based polarization scores included here. Doing so removes a substantial amount of noise arising from the network’s local properties. For our test networks, classification performance improved by 38%-220% (Gini coefficient) depending on the measure. Notably, the differences in performance across polarization scores were minor after normalization. In fact, the AEI and EI, which are the simplest and least computationally-demanding scores, were among the best performing scores.

In order for us to draw qualitative conclusions based on the score values we should understand the scale of the score, e.g., what values constitute medium or high polarization. The unnormalized score values often have interpretation described in the logic of their definition. Despite their relatively high accuracy, normalized scores are less amenable to this kind of direct interpretation. If this is needed, a plausible alternative is to report both the score itself and its expected value in one or more random network models. This way, one has a sense of how much of the score is explained by the various features of the network.

Our work has implications for additional structural polarization scores not studied here, including those in development. It is clear from our results that structural scores obtained via the consecutive procedures of network clustering and score computation are susceptible to being sensitive to various network features in a way that is not apparent from the score’s definition. Our argument (and others’ before us [35]), backed up by the results that normalization increases the performance of the scores, is that these sensitivities bias the scores. At a minimum, one should have a clear idea of how the given score behaves in relation to basic network statistics and group sizes. To facilitate such examination, we have made our analysis pipeline and data publicly available [70, 71]. There could be other possible sources of bias, so our benchmarking framework should be taken as a minimal test that is not necessarily sufficient.

More broadly, the fact that all eight scores we tested were affected to some extent by the same problems suggests that the approach of separating polarization scoring into independent clustering and score calculation phases might be flawed. This is part of the wider problem where clustering methods start from the assumption that the given network contains clusters and can find them even in random data. A solution to this problem could be to break the independence of the clustering phase and the score calculation phase, using instead clustering methods that can test if the clusters could be explained by random networks [47, 65]. Scores can be set to zero if no significant clusters are found. This reduces the false positive rate, which was especially problematic with the best-performing ARWC method.

Our study presents some limitations which can be avenues for future research. First, our results are based purely on simulations, and a more theoretical approach could be taken to understand the individual scores better. This work can build on the prior work on fundamental problems in graph clustering which, as illustrated here, are reflecting onto polarization scores. In this context, modularity is a well-studied example of how an apparently reasonably defined method can have many underlying problems [4, 27, 36, 53, 54]. Given this, analyzing modularity from the perspective
of limiting the number of clusters to two could be done as an extension to the previous literature on modularity optimization with an arbitrary number of communities. Even if modularity is not important as a structural polarization score, this analysis could shed light on the kind of phenomena to expect when scoring networks with two clusters.

Second, public opinion on politics can be multisided. This means that instead of having only two groups, there can be multiple cohesive clusters that are segregated in some way in the network. However, the majority of polarization measures, including the structural measures analyzed here are defined exclusively for two cluster, with the exception of modularity and the EI-index. Conceptual and technical work that generalizes polarization to the multiside context is therefore useful. This is a nascent area of study [68], with some extensions to structural measures [33, 50]. Such generalizations are likely to retain the same problems as their two-sided variants, because more degrees of freedom in the number of groups for the clustering algorithms will lead to better clusters (as measured with the internal evaluation metrics of the methods). As discussed in section 4.2.1, previous work on modularity can again be useful here, as it indicates that the issues high score values in random networks is even worse when the number of clusters is not limited.

Further, a clear limitation of the current work is the number and variety of labeled network data that was used. While the number of network is enough to statistically show that normalization improves the score performance, a more fine-grained view of the problem could be achieved with more networks. Similarly, the generalizability of the classification results could be improved by widening the range of network size and density but more importantly by including different types of social networks. Here, it is worth noting that our approach to labeling the content might not be as clear cut for other contexts such as non-political communication. Finally, the analysis regarding the different-sized clusters can be improved. Although our results indicated that all scores depend on group size imbalance at least for the low and high polarization schemes, other techniques for simulating polarization between the communities should be examined.

Despite the issues we raised in this paper, structural polarization measures as an approach remains useful. In addition to being based on emergent behavior directly observed in the system under study, they facilitate an accessible approach to studying polarization. A network-based approach generally has low language processing requirements, making it equally easy to apply to different linguistic contexts. Additionally, it has been argued that there is an uneven development of natural language processing tools across languages [22], which presents an additional barrier to content-based polarization measures. Content-based polarization measures often require language-specific resources such as sentiment lexicons, which are often costly to build [73]. Similarly, survey-based measures, especially from original data sources, are costly to obtain. In light of these sometimes considerable barriers to research, structural polarization measures provide an accessible alternative for applied researchers.

To facilitate the use of structural polarization measures, we introduced in this paper a minimal set of tests that a structural polarization score should pass in order for it to be able to distinguish polarization from noise. This should serve as a benchmark for future developments of such scores. The fact that the all of the current scores perform relatively poorly indicates that there is a need for alternative approaches to the typical scoring approach. The normalization procedure we introduced here is a patch that alleviates this problem. There is space for other, possibly fundamentally different approaches, to be innovated for measuring structural polarization.
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A POLARIZATION MEASURES

Here we briefly introduce the definitions of polarization measures studied in the main body of the paper. Each score here assumes two disjoint sets \( A \) and \( B \). Here a network refers to the giant component only. Let \( V = A \cup B \) be the set of nodes and \( E \) be the set of edges in network. The membership \( c_i \) of the nodes are determined during the network partition stage. In a polarized network, the sets are expected to represent the opposing communities or sides. Some of the scores, such as Random Walk Controversy and Boundary Polarzation, are also designed to capture potential antipolarization behavior.

(1) Random Walk Controversy

This measure captures the intuition of how likely a random user on either side is to be exposed to dominant content produced by influencers from the opposing side. From both sets \( k \) nodes with the highest degrees are selected and labeled as influencers. The high-degree of a node is assumed to indicate a large number of received endorsements on the specific topic, thus called influencers.

A random walk begins randomly from either side with equal probability and terminates only when it arrives in any influencer node (absorbing state). Based on the distribution of starting and ending sides of the multiple random walks, the score is computed as

\[
P_{RWC} = p_{AA}p_{BB} - p_{AB}p_{BA},
\]

where \( p_{AB} \) is the conditional probability for a random walk ending in side \( B \) given that it had started from side \( A \). The other probabilities in the formula are computed similarly. The polarization score \( P_{RWC} \) takes values between -1 and 1. Fully polarized network has a \( P_{RWC} \) of 1, whereas a non-polarized network is expected to have \( P_{RWC} = 0 \). If the users are exposed more likely to the content produced by influencers of the opposing group, the \( P_{RWC} \) becomes negative.

As there was no general network dependent rule for choosing the parameter \( k \) in [32], we chose a single value \( k = 10 \) for all of the networks.

(2) Adaptive Random Walk Controversy

The Random Walk Controversy measure is very sensitive to the number of influencers \( k \). As no strategy for selecting the parameter \( k \) based on the network was presented in the article it was defined [31], we devised such a strategy to adaptively change \( k \) depending the network based on an initial sensitivity analysis of the score. Instead of selecting a fixed number of influencers from both sides, the number of influencers in a community depends on its size. By labeling the fraction \( K \) of the highest-degree nodes as influencers from each side, i.e., by selecting \( k_A = K/n_A \) for the community \( A \) and \( k_B = K/n_B \) for community \( B \) with fixed \( K \), the polarization measure \( P_{ARWC} \) scales with the number of nodes in community. We used \( K = 0.01 \). It should be noted that the actual values for the ARWC score (and RWC score) are sensitive to these parameter choices making comparison of results difficult if different values
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are used, but the qualitative behavior relative to random networks as described in the article is not sensitive to small changes in the actual parameter value \( K \) (and \( k \) for RWC).

(3) Betweenness Centrality Controversy
This measure is based on the distribution of edge betweenness centralities. If the two sides are strongly separated, then the links on the boundary are expected to have high edge betweenness centralities. The intuition is that, in highly polarized network, links connecting the opposing communities have a critical role in the network topology. The centrality \( c_B \) for each edge present in the network is defined as follows

\[
c_B(e) = \sum_{s,t \in V} \frac{\sigma(s,t|e)}{\sigma(s,t)},
\]

where \( \sigma(s,t) \) denotes the total number of shortest paths between nodes \( s \) and \( t \) and \( \sigma(s,t|e) \) is the number of those paths that include edge \( e \).

Then KL-divergence \( d_{KL} \) is computed between the distribution of edge centralities for edges in the cut and the distribution of edge centralities for the rest of edges. The PDFs for KL are estimated by kernel density estimation. The measure seeks to quantify polarization by comparing the centralities of boundary and non-boundary links. The measure is defined as

\[
P_{BCC} = 1 - e^{-d_{KL}},
\]

The score approaches 1 as the level of separation increases. For networks in which the centrality values of links between two communities do not differ significantly, \( P_{BCC} \) produces values close to 0.

(4) Boundary Polarization
This measure assumes that a low concentration of high-degree nodes in the boundary of communities implies polarization. The underlying intuition is that the further some authoritative or influential user is from the boundary, the larger is the amount of antagonism present in the network. Two sets, \( C \) and \( I \), are defined for the score. The node \( s \in A \) belongs to set \( C_A \) if and only if it is linked to at least one node of the other side \( t \in B \) and it is linked to a node \( w \in A \) that is not connected to any other node of side \( B \). For the whole network, we have \( C = C_A \cup C_B \), as both sides have their own boundary nodes naturally. The non-boundary nodes are called internal nodes and are obtained by \( I_A = A - C_A \). The sets of internal nodes of both communities are then combined by \( I = I_A \cup I_B \).

The measure is defined as

\[
P_{BP} = \frac{1}{|C|} \sum_{s \in C} \frac{d_f(s)}{d_C(s) + d_f(s)} - 0.5,
\]

where \( d_C \) is the number of edges between the node \( s \) and nodes in \( C \) and \( d_f \) is the number of edges between the same node \( s \) and nodes in \( I \). The score is normalized by the cardinality of set of boundary nodes \( C \). The values of \( P_{BP} \) range from -0.5 to 0.5, where 0.5 indicates maximum polarization. Non-polarized network is expected to have values close to zero, whereas negative values indicate that the boundary nodes of community \( A \) are more likely to connect to the other side \( B \) than to own side.

(5) Dipole Polarization
This measure applies label propagation for quantifying the distance between the influencers of each side. Its intuition is that a network is perfectly polarized when divided in two communities of the same size and opposite opinions. First, the top-k\% highest-degree nodes
from both sides are selected. These nodes are assigned the "extreme opinion scores" of -1 or 1 depending on which side they belong to. For the influencer nodes, the $r_t$ is fixed to its the extreme value for all steps $t$. All the other nodes begin with a neutral opinion score $r_{t=0} = 0$. The opinion scores $r$ of the rest of nodes in the network are then updated by label propagation as follows

$$r_t(s) = \frac{\sum_v W_{sv} r_{t-1}(v)}{d(s)},$$

where $W_{sv} = 1$ if there is an edge between the nodes $s$ and $v$, $r_{t-1}(s)$ is the opinion score of node $s$ at previous step and $d(s)$ is the degree of node $s$. This process is repeated until the convergence of opinion scores.

Denote the average or the gravity center of positive and negative opinion scores by $g_c^+$ and $g_c^-$. The distance between the means of the opposite opinion score distributions is then $d = \frac{|g_c^+ - g_c^-|}{2}$. For the final polarization score $P_{DP}$, the distance $d$ is multiplied by $(1 - \Delta a)$ to penalize the potential difference in the community sizes. The $\Delta a$ can be obtained either by a) taking the difference of definite integrals of the opposite opinion score distributions or b) by computing the absolute difference of the normalized community sizes. The latter is simply obtained by $\Delta a = \frac{|n^+ - n^-|}{|A \cup B|}$, where $n^+$ denotes the number of nodes having a positive opinion score and $n^-$ denotes the number of nodes having a negative opinion score.

The final polarization is calculated by

$$P_{DP} = (1 - \Delta a)d.$$  

The value of $P_{DP}$ can only be its maximum when the label-propagation based communities have equal sizes. The closer the means of opinion score distributions of both communities are, the lower polarization.

(6) Modularity

Modularity is one of the most popular scores for describing discrepancy in a social network. Modularity measures how different the communities are from the corresponding communities of the ensemble of random graphs obtained by configuration model. The polarization based on modularity is simply the formula of modularity that is used to evaluate the quality of communities.

$$P_Q = \frac{1}{2|E|} \sum_{ij} (W_{ij} - \frac{k_i k_j}{2|E|}) \delta(c_i, c_j),$$

where $|E|$ is the number of edges, $W_{ij}$ is the element of adjacency matrix and $k_i$ is the degree of node $i$. The value of $\delta(c_i, c_j)$ equals to one only when the nodes $i$ and $j$ belong to the same community, otherwise it is zero.

(7) E-I Index

This simple measure, also known as Krackhardt E/I Ratio, computes the relative density of internal connections within a community compared to the number of connections that community has externally. For two communities, it can be defined as

$$P_{EI} = \frac{|C|}{|C'|},$$

where $C$ is the cut-set $\{(s, t) \in E|s \in A, t \in B\}$ and $C'$ is the complement of that set ($C' = E/C$).
(8) Adaptive E-I Index
This measure is an extension of E-I Index as it accounts for different community sizes by using the density of links within each community. The Adaptive E-I Index becomes E-I Index when both of the communities have equal number of nodes. The measure is defined as

\[ P_{AEI} = \frac{\sigma_{AA} + \sigma_{BB} - (\sigma_{AB} + \sigma_{BA})}{\sigma_{AA} + \sigma_{BB} + (\sigma_{AB} + \sigma_{BA})}, \]

where \( \sigma_{AA} \) is the ratio of actual and potential links within the community \( A \) (similarly for \( \sigma_{BB} \)) and \( \sigma_{AB} \) is the observed number of links between the communities \( A \) and \( B \) divided by the number of all potential links.

B ADDITIONAL FIGURES AND ANALYSIS
In this appendix, we include figures that summarize results of additional analysis. In section B.1, we include alternative illustrations and additional analysis to support our arguments. In section B.2, we include results obtained using different partitioning methods.

B.1 Alternative visualisations and additional analysis
Fig. 12 is an alternative plot for illustrating our observation in Section 4.1. Fig. 13 is an alternative plot for illustrating our observation in Section 4.2.1.

The effects of heterogeneous degree sequences on polarization measures were also studied for larger networks (Figs. 14 and 15). To see the performance stability across networks with different average degrees, see Figs. 17 and 18. Finally, the Figs. 16 and 19 show the performance of the standardized denoised polarization scores.

B.2 Results for alternative graph partitioning methods
In addition to METIS, we performed our analysis using two alternative clustering methods: regularized spectral clustering and modularity optimization. While the number of links between the two groups is used by METIS as an optimisation criteria, the intuition behind spectral clustering is related to finding groups where a random walker would remain in the starting cluster as long as possible. Further, modularity measures the excess fraction of links inside the groups as compared to a null model. The clusters obtained by METIS had already high modularity values. Therefore, for optimizing the modularity, we used the partition produced by METIS as the pre-partition for which a fine-tuning was performed: We then optimised the partition for maximum modularity by a greedy stochastic optimization method which consecutively tries to swap the cluster of a random node and accepts it if the value of the target function improves [44]. A reasonable convergence was achieved when the number of swaps was equal to two times the number of nodes in the network. Figures 20 and 21 display the noise bar analysis equivalent to Fig. 4 in the main text for these two additional methods, but only considering the configuration model (\( d = 1 \)). Figures 22 and 23 are alternatives for Fig. 9 displaying the ROC curves related to the classification task presented in Sec. 5.
Fig. 12. The observed polarization score as a function of the score computed for a randomized version of that network. Each point corresponds to the average polarization score of 500 randomizations of the original network. The colors represent the three different random models (see the legend in upper left panel). Note that the negative values of Boundary Polarization have been left out in this visualisation. Figure contains data for all the 203 networks. Error bars for single points are omitted because they are mostly too small to be visible.

Fig. 13. 3D plots displaying the effect of network size and average degree on polarization. For ER-networks, only RWC gives lower polarization as network grows but fixed parameter is required then. Many of the scores approaches zero polarization only after becoming very dense.
Fig. 14. The effect of degree heterogeneity to polarization scores for the 8 scores in simulated scale-free networks with 2000 nodes. We show the expected polarization score and its standard deviation as a function of average degree. The symbols correspond to different exponent $\gamma$ values as indicated by the legend. The RWC values are lower for larger networks which was also shown to be the case for ER-networks in Section 4.2.1. The rest of the scores are not dependent on network size. See Fig. 7 in the main text for the network with 1000 nodes.

Fig. 15. The effect of degree heterogeneity to polarization scores for the 8 scores in simulated scale-free networks with 5000 nodes. We show the expected polarization score and its standard deviation as a function of average degree. The symbols correspond to different exponent $\gamma$ values as indicated by the legend. See Fig. 7 in the main text for the network with 1000 nodes.
Fig. 16. ROC curves, Gini coefficient values, and AUC values for the task of predicting manually curated labeling of polarized and non-polarized networks. The results shown (left) for the score values before the normalization and (right) after the normalization with standardized and denoised scores \( \hat{\Phi}_z(G) \) (See Section 5.3). Figures are based on all the 203 empirical networks described in section 3.1. The ROC curves for denoised polarization scores are in Fig. 9.

Fig. 17. Quantifying how network’s average degree affects the performance. We group the data such that there are 100 networks with consecutive degrees in our data, and create a set of such windows by varying the degree range. We then evaluate the AUC for the moving window of 100 networks. The plots show how the performances of both normalized and unnormalized scores become higher as the average degree increases for all the polarization methods. However, the normalization still improves the overall accuracy, especially for the less sparse networks. For instance, the normalization of RWC score improves the AUC approximately 0.10 units for networks with an average degree of 2.4 or higher.
Fig. 18. Additional information about the windows for Fig. 11 and Fig. 17. The smallest value of the window is on x-axis and, respectively, the largest value of the window is located on y-axis.

Fig. 19. Similar scatter plot as in Fig. 10 but for denoised polarization scores with standardization. Red crosses are networks labeled as polarized and black points are networks labeled as non-polarized. An outlier was removed from the plots. Note that the scales for the scores are different and not shown in this figure.
Fig. 20. Polarization scores for the 203 observed networks and their shuffled versions. Each bar corresponds a score, and scores for a network and its randomized versions are on top of each other: observed network is represented with black bars and scores competed for random networks where degree sequence is preserved ($d = 1$) are shown in blue. An interpretation for the figure is that, the amount of blue that is shown tells how much of the total bar height (the score value) is explained by the degree distribution and the amount of black that is shown is not explained by it. Note that in some cases, the randomized networks produce higher scores than the original network and in this case the black bar is fully covered by the blue bar. In this case we draw a black horizontal line on top of the blue bar indicating the height of the black bar. The difference of this figure to Fig. 4 in the main text is that groups in this figure are produced with spectral clustering and only the null model for degree sequence is shown.
Fig. 21. Polarization scores for the 203 observed networks and their shuffled versions. Each bar corresponds a score, and scores for a network and its randomized versions are on top of each other: observed network is represented with black bars and scores competed for random networks where degree sequence is preserved ($d = 1$) are shown in blue. An interpretation for the figure is that, the amount of blue that is shown tells how much of the total bar height (the score value) is explained by the degree distribution and the amount of black that is shown is not explained by it. Note that in some cases, the randomized networks produce higher scores than the original network and in this case the black bar is fully covered by the blue bar. In this case we draw a black horizontal line on top of the blue bar indicating the height of the black bar. The difference of this figure to Fig. 4 in the main text is that groups in this figure are fine tuned with modularity optimization and only the null model for degree sequence is shown.
Fig. 22. ROC curves, Gini coefficient values, and AUC values for the task of predicting manually curated labeling of polarized and non-polarized networks. The results shown (left) for the score values before the normalization and (right) after the normalization with denoised scores $\hat{\Phi}(G)$ (see main text). Figures are based on all the 203 empirical networks described in section 3.1. The difference of this figure to Fig. 9 in the main text is that groups in this figure are produced with spectral clustering.

Fig. 23. ROC curves, Gini coefficient values, and AUC values for the task of predicting manually curated labeling of polarized and non-polarized networks. The results shown (left) for the score values before the normalization and (right) after the normalization with denoised scores $\hat{\Phi}(G)$ (see main text). Figures are based on all the 203 empirical networks described in section 3.1. The difference of this figure to Fig. 9 in the main text is that groups in this figure are fine tuned with modularity optimisation.