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Abstract—PGD-based and FGSM-based are two popular adversarial training (AT) approaches for obtaining adversarially robust models. Compared with PGD-based AT, FGSM-based one is significantly faster but fails with catastrophic overfitting (CO). For mitigating CO in such Fast AT, there are two popular existing strategies: random start (RandStart) and Gradient Alignment (GradAlign). The former works only for a relatively small perturbation $\ell_\infty$ constraint, and GradAlign improves it by extending the perturbation size to $16/255$ (with the $\ell_\infty$ constraint) but at the cost of being 3 to 4 times slower. How to avoid CO in Fast AT for a large perturbation size but without increasing the computation overhead remains as an unsolved issue, for which our work provides a frustratingly simple (yet effective) solution. Specifically, our solution lies in just noise augmentation (NoiseAug) which is a non-trivial byproduct of simplifying GradAlign. By simplifying GradAlign we have two findings: (i) aligning logit instead of gradient in GradAlign requires half the training time but achieves higher performance than GradAlign; (ii) the alignment operation can also be removed by only keeping noise augmentation (NoiseAug). Simplified from GradAlign, our NoiseAug has a surprising resemblance with RandStart except that we inject noise on the image instead of perturbation. To understand why injecting noise to input prevents CO, we verify that this is caused not by data augmentation effect (inject noise on image) but by improved local linearity. We provide an intuitive explanation for why NoiseAug improves local linearity without explicit regularization. Extensive results demonstrate that our NoiseAug achieves SOTA results in FGSM AT. The code will be released after accepted.

Index Terms—Adversarial Training, Catastrophic Overfitting, Fast Adversarial Training, Data Augmentation.

I. INTRODUCTION

Deep neural networks are often vulnerable to adversarial examples (AEs) where the quasi-invisible adversarial perturbation causes misclassification [1]–[5]. Early attempts to improve adversarial robustness include various image processing techniques and detection techniques [6]–[10], however, most of them are found to give a false sense of robustness [11]–[14]. In recent years, there is an emerging consensus that adversarial training (AT) and its variants are the most effective approaches for guaranteeing robustness against various strong white-box attacks [15]–[20]. In contrast to standard training that directly solves a loss minimization problem, AT needs to first generate adversarial examples by solving an inner maximization problem. Seeking optimal adversarial examples, however, is an NP-hard problem [21]–[25], for which AT adopts approximation methods.

One widely adopted approximation method for the inner maximization problem is the PGD attack [20] which generates adversarial examples by performing multi-step gradient update. AT with PGD attack solving the inner maximization problem is termed PGD AT which is widely believed to guarantee robustness to PGD attack as well as more recent AutoAttack [13]. This belief is corroborated by both theoretical verification for small models [26]–[29] and empirically unbroken robustness on public challenges for large models [13], [20]. Evaluating numerous recently proposed AT methods, [13], [30] have concluded that the claimed substantial robustness improvement in most of them is overestimated, rendering simple PGD AT still a mainstream approach. Despite its effectiveness, a major line of works attempt to discard it with the goal to make AT more computationally efficient.

A straightforward way to improve efficiency of AT is to replace multi-step PGD attack with single-step FGSM attack [31] for the inner maximization problem. Intuitively, if the quality of FGSM attack is sufficiently close to that of PGD attack in AT, FGSM AT is expected to also yield robust models as PGD AT. Given the linear nature of FGSM attack, one way to guarantee its quality is to adopt a smaller step size [32]. However, such a strategy only produces robustness to a relatively small perturbation. Naively increasing the perturbation step size of FGSM attack will cause a failure mode termed catastrophic overfitting (CO), where the robustness suddenly and significantly drops in later stage of FGSM AT. To this end, Wong et al proposed random start (RandStart) [33], i.e., initializing the perturbation with random noise to make it compatible with a relatively larger perturbation size (like 8/255 with the $\ell_\infty$ constraint). RandStart still fails when the step size is larger than 10/255 [33], and later [34] proposed a strategy termed Gradient Alignment (GradAlign) which shows success of FGSM AT for a large perturbation step size (like 16/255). As recognized in [34], GradAlign has a major disadvantage of being 3 to 4 times slower than its counterpart with RandStart. This motivates us to consider the following challenge in FGSM AT as the main theme of this paper:
Is there a method (a) as effective as GradAlign for a large perturbation size and (b) as efficient as RandStart without causing additional computation overhead?

To our best knowledge, GradAlign [34] is the only solution in the literature to show success of FGSM AT with a large perturbation size like 16/255. Towards understanding what component(s) in GradAlign makes its success, we investigate whether a simplified GradAlign can still avoid CO. Our investigation leads to two important findings: (i) aligning logit instead of gradient requires half the training time but achieves comparable (slightly superior) performance as GradAlign; (ii) the alignment operation can also be removed by only keeping noise augmentation (NoiseAug) to just add noise on input. Our findings suggest that the essential component in GradAlign for its success can be roughly reduced to its NoiseAug. This insight yields a simple yet effective/efficient solution to simultaneously satisfy the above criteria (a) and (b).

Simplified from GradAlign, our NoiseAug has surprising resemblance with RandStart (see Figure [1]). both boiling down to injecting noise to the model inputs (the difference between RandStart and NoiseAug is discussed in Sec. [III-B]). With such a high resemblance, the success of NoiseAug bridges the gap between the two popular approaches, i.e. RandStart and GradAlign, in FGSM AT with a focus on the effect of noise injection on robustness performance. This helps interpret their success from a more unified perspective. Such a unified perspective also yields an interesting question: why does a computation-free noise injection allow FGST AT with a larger perturbation size? Noise injection, with our NoiseAug as an example, can be perceived as an data augmentation method, thus we investigate whether this benefit is caused by data augmentation effect, i.e. more training samples. We find that data augmentation effect is not its reason, instead, it can be attributed to the improved local linearity, which aligns with the finding in [34] that local non-linearity is the cause of CO. Moreover, we extend the local linearity in GradAlign [34] to a more generalized concept: model sensitivity to noise by measuring the influence of noise on the mode response. This insight helps explain why the GradAlign’s simplified variants, including LogitAlign and NoiseAug, improve the local linearity.

Overall, the contributions of our work are summarized as follows:

- Extensive results confirm that, without causing additional computation overhead, our proposed NoiseAug achieves a new SOTA performance for FAST AT.

II. BACKGROUND AND EXPERIMENTAL SETUP

Standard v.s. Adversarial Training. Let’s assume \( D \) is a data distribution with \((x, y)\) pairs and \( f(\cdot, \theta) \) is a model parameterized by \( \theta \). Standard training (ST) minimizes the risk of \( \mathbb{E}_{(x,y) \sim D}[l(f(x, \theta), y)] \), where \( l \) indicates the cross-entropy loss. By contrast, adversarial training (AT) finds model parameter \( \theta \) to optimize an adversarial risk:

\[
\arg\min_{\theta} \mathbb{E}_{(x,y) \sim D} \max_{\delta \in \mathbb{S}} l(f(x + \delta, \theta), y),
\]

where \( \mathbb{S} \) denotes the allowed perturbation budget that is a typically \( l_p \) norm-bounded \( \epsilon \). A key difference between ST and AT is that AT generates adversarial examples as an inner maximization problem before optimizing the model weights. Following the convention in [34], we mainly study AT under the constraint of \( \epsilon = 8/255 \) or \( \epsilon = 16/255 \).

PGD v.s. FGSM AT. As discussed above, a unique nature of AT lies in solving an inner maximization problem. Projected gradient decent (PGD) is the most widely used approach for solving this problem. A critical hyperparameter in PGD-AT is the number of steps for generating adversarial examples. Following the convention in prior works [33], [34], we term it PGD-N when N steps are used. FGSM can be seen as a special case of PGD-N when N is set to 1 and we term it FGSM AT. A major advantage of applying FGSM is that it makes the slow inner maximization more computation efficient.

Robust v.s. Catastrophic Overfitting. AT is widely known to suffer from overfitting. Specifically, PGD AT is found to have a decreasing robustness on the evaluation dataset in the later stage of training, which is termed robust overfitting (RO) [35]. In general, RO is not a concern for FGSM AT with a shorter training schedule [33]. However, FGSM AT is often subject to another more serious overfitting variant termed Catastrophic overfitting (CO) [33]. Since the model is only trained on adversarial examples generated by FGSM, it has a risk of being overfitted to FGSM while losing its robustness against stronger attacks like PGD. In the latter stage of FGSM AT, the robustness against PGD attack might suddenly drop to zero when CO occurs. RO in PGD-AT is widely believed to be caused by lack of sufficient training samples [35], while CO in FGSM AT is attributed to local non-linearity of the model [34]. Since this work focuses on FGSM AT, we are mainly interested in CO. With low local linearity, the quality of FGSM attack decreases and thus cannot accurately solve the inner maximization problem [34], causing a failure mode of AT. To decrease the step size is expected to avoid CO by improving the quality of FGSM attack [32] due to the assumption of linear nature [31]. However, this leads to a sub-optimal solution against PGD attack with a larger perturbation budget. In the following, we detail two popular strategies that avoid CO in FGSM AT with a larger step size.
RandStart vs. GradAlign. FGSM AT was long dismissed as ineffective against PGD attack [36], however, [33] shows that simple random start (RandStart), i.e., initializing the perturbation with random noise, is sufficient for allowing successful FGSM AT with a larger step size like $\epsilon = 8/255$. Other works [32], [37] also limit their investigation for the setup of $\epsilon = 8/255$. Moreover, they either achieves inferior performance [37] or (partly) relies on PGD attack [32]. Thus, this work mainly considers RandStart as an important baseline for its simplicity and efficiency. Unfortunately, CO still occurs in FGSM AT with RandStart when the perturbation size is larger than 11/255, which hinders its use for a larger $\epsilon$ ($\ell_\infty$ 16/255 for instance). Since CO often occurs in the latter stage of fast AT, early stop can be a straightforward way to alleviate CO, however, inefficient training often leads to a sub-optimal robust model [34]. The core of their method is a regularization loss GradAlign which is termed as such because it avoids double backpropagation and thus facilitates the computation parallelization by simply concatenating the inputs in the PyTorch implementation. The results in Figure 2 show that our proposed LogitAlign achieves performance superior to GradAlign but only requires around half the computation time.

Experimental setup. Unless mentioned otherwise, we follow [33], [34] to train PreAct ResNet18 [38] for 30 epochs with the cyclic learning rates [39] and half-precision training [40]. The maximal learning rate in the cyclic schedule is 0.3. For the perturbation budget, we adopt $\ell_\infty$-norm constraint and set $\epsilon$ to 8/255 or 16/255. Following prior works, we evaluate the adversarial robustness with the attack of PGD-50-10, i.e., 50 iterations and 10 restarts, where the step size is set to $\alpha = \epsilon/4$. For the step size in the training, we follow the setup in [34] by setting $\alpha$ to 1.25$\epsilon$ and $\epsilon/2$ for single-step (FGSM) and two-step (PGD-2) AT, respectively. Note that the training is performed with half-precision for speeding up but the evaluation is always conducted with single-precision for fair comparison because limited numerical precision in the gradient calculation might overestimate the model robustness. All the experiments conduct on a NVIDIA TITAN RTX GPU.

III. TOWARDS SIMPLIFYING GRADALIGN

Motivation. Considering RandStart and GradAlign, there seems to be a trade-off between efficiency and effectiveness. It is desirable to have a new regularization method that is as effective as GradAlign for enabling FGSM AT with a large perturbation size but causes less, ideally zero, computation overhead. Without the practice of early stop, GradAlign [34] is the first yet so far the only one found in the literature to report success of FGSM AT against PGD attack with $\epsilon = 16/255$. Therefore, we seek a simplified variant of GradAlign for reducing its heavy computation overhead without sacrificing its merit of allowing a larger step size. In the following, we detail the simplification process which is summarized in Figure 1.

A. Towards simplifying GradAlign

GradAlign to LogitAlign. In essence, GradAlign encourages the model to behave similarly to clean example $x$ and corresponding noisy example $x + \eta$ ($\eta$ indicating random noise) for their input gradients. Given that such input gradient can be used for generating adversarial examples with FGSM, we conjecture that similar benefit might be obtained by directly aligning the logit output of the adversarial examples generated on clean examples and their noisy counterparts. Specifically, the total loss with a KL regularization to encourage such alignment is shown as:

$$l(f(x + \delta_1; \theta), y) + KL(f(x + \delta_1; \theta), f(x + \eta + \delta_2; \theta)), \quad (3)$$

where $\delta_1$ and $\delta_2$ are the adversarial perturbations for clean and noisy examples, respectively. Since the regularization is performed on the output logit, we term it LogitAlign to differentiate from GradAlign. An advantage of LogitAlign is that it avoids double backpropagation and thus facilitates the computation parallelization by simply concatenating the inputs in the PyTorch implementation. The results in Figure 2 show that our proposed LogitAlign achieves performance superior to GradAlign but only requires around half the computation time.

LogitAlign to NoiseAug. As shown above, the alignment on both input gradient and output logit help avoid CO. Here, we further investigate whether alignment can be further removed. Following LogitAlign, we use adversarial examples from both clean examples and noisy examples in the outer minimization to update the model weights. By contrast, we do not use KL divergence to increase their similarity but optimize them directly with a combined CE loss as:

$$(1 - \lambda)l(f(x + \delta_1; \theta), y) + \lambda l(f(x + \eta + \delta_2; \theta), y). \quad (4)$$

where $\lambda \in [0, 1]$. As shown in Figure 2 we find that the increase of $\lambda$ helps alleviate CO and setting $\lambda$ to 1 achieves comparable performance as LogitAlign. Somewhat surprisingly, our empirical results suggest that the alignment is not absolutely necessary and simply augmenting images with noise might be sufficient for avoiding CO. Due to its simplicity as well as competitive performance, we adopt it as our final regularization method and term it NoiseAug.

Algorithm 1 NoiseAug-based FGSM AT for a network $f_\theta$ with $T$ PGD steps and a dataset with batch size $M$

for $t = 1 \ldots T$ do
    for $i = 1 \ldots M$ do
        $x_i \leftarrow x_i + \eta$ // Noise augmentation
        $\delta = 0$
        $\delta = \delta + \alpha \cdot \text{sign} \left( \nabla_\delta l(f_\theta(x_i + \delta), y_i) \right)$
        $\delta = \max(\min(\delta, \epsilon), -\epsilon)$
        $\theta = \theta - \nabla_\theta l(f_\theta(x_i + \delta), y_i)$
    end for
end for

Noise augmentation is all you need for fast AT. Compared with GradAlign and LogitAlign, a major advantage of
Fig. 1. Resemblance between RandStart and NoiseAug (a simplified variant GradAlign). The orange frame indicates the loss used to optimizing model parameters and \( \nabla_x \ell(x + \eta, y; \theta) \) indicates perturbation clip between \(-\epsilon, \epsilon\). Original GradAlign encourages the similarity of gradients between clean example and its noisy counterpart (\( \eta \) indicating the added random noise). LogitAlign simplifies GradAlign by aligning the logit output of adversarial examples generated on clean example and its noise counterpart. NoiseAug simplifies LogitAlign by replacing logit output of adversarial examples generated on clean example with ground-truth label. Simplified from GradAlign, NoiseAug has interesting resemblance with RandStart, both injecting random noise to the model input. The difference between RandStart and NoiseAug lies in that the added random noise is treated part of adversarial perturbation in RandStart and part of image in NoiseAug.

AT method as FGSM + NoiseAug. Without any conditional intervention like early stop, our single-step AT alleviates CO by combining the very first FGSM AT method with a common noise augmentation. Implementation-wise, it is no more than a single line of code as shown in Algorithm [1].

B. Resemblance with RandStart and a unified perspective

Simplified from GradAlign, our NoiseAug has a surprising resemblance with RandStart in the sense that both adopt random noise for improving FGSM AT. This contributes to understanding them with a unified perspective: input noise is the key for preventing CO. Despite such a unified perspective, there is a trivial-looking yet significant difference between our NoiseAug and existing RandStart.

Difference between NoiseAug and RandStart. NoiseAug can be interpreted as separating the combined \( \delta \) in RandStart into a disentangled random noise and FGSM perturbation. This disentangling might look trivial but yield a significant difference. First, due to constraint on perturbation magnitude, the initialized random noise in RandStart can not be set to be larger than \( \mathcal{U}(-\epsilon, \epsilon) \). Our results in Table VII suggest that an appropriate noise magnitude is critical for achieving high robustness. Disentangling random noise from the perturbation,
TABLE I
STANDARD ACCURACY AND ROBUSTNESS UNDER THE ATTACK OF PGD-50-10. RESULTS WITH VARIOUS AUGMENTATIONS.

| Augmentation | Standard | PGD-50-10 | FGSM | AA |
|--------------|----------|-----------|-----|----|
| None         | 74.42±1.82 | 0.00±0.00 | 87.82±8.53 | 0.00±0.00 |
| Cutout       | 58.07±11.76 | 0.00±0.00 | 72.53±9.09 | 0.00±0.00 |
| Mixup        | 61.42±5.81  | 0.00±0.00 | 86.54±2.35 | 0.00±0.00 |
| CutMix       | 70.78±4.25  | 0.00±0.00 | 72.64±15.30 | 0.00±0.00 |
| NoiseAug     | 59.18±0.37  | 29.40±0.33 | 36.44±0.63 | 21.24±0.38 |

TABLE II
NOISEAUG WITH RANDOM INITIALIZATION. RANDOM INITIALIZATION LEADS TO A HIGHER STANDARD ACCURACY BUT AT THE COST OF A LOWER ROBUSTNESS.

| $\delta$ init | Standard | PGD-50-10 |
|---------------|----------|-----------|
| $\epsilon = 8/255$. |          |           |
| zero          | 80.54±0.30 | 48.16±0.49 |
| random        | 82.38±0.02 | 46.36±0.02 |
| $\epsilon = 16/255$. |          |           |
| zero          | 59.18±0.37 | 29.40±0.33 |
| random        | 66.25±0.14 | 25.84±0.04 |

NoiseAug allows to freely choose the optimal noise type or magnitude by just treating it as data augmentation. Second, random initialization can yield inferior performance (See Table I). It is worth mentioning that [34] also shows that removing random initialization results in a stronger PGD-2 baseline. This motivates GradAlign and our NoiseAug to not use the random initialization as in RandStart.

On the one hand, this result suggests that local linearity can be increased by directly regularizing on the input itself, which is overhead-free and renders the regularizing on input gradient like GradAlign unnecessary. On the other hand, it also challenges a claim in [34] regarding why random initialization in RandStart helps mitigate CO. Specifically, [34] claims that it “boils down to reducing the average magnitude of the perturbations”. Note that random noise in NoiseAug does not decrease the perturbation magnitude but it still helps avoid CO.

IV. WHY DOES NOISE INJECTION HELP AVOID CO IN FGSM AT?

A. From preliminary guess to local linearity

Preliminary guess. It is natural to ask why such a simple regularization is so effective to avoid CO. A preliminary guess is that the benefit of NoiseAug in FGSM AT comes from data augmentation effect, i.e. more training samples.

Here, we experiment with other data augmentation methods, such as Mixup [42], Cutout [41], CutMix [43], which are known to be strong data augmentation methods for alleviating robust overfitting (RO) [44]. The results in Table I show that none of the above methods help alleviate CO except NoiseAug, suggesting the benefit of preventing CO does not come from data augmentation effect. This is further corroborated by the fact that NoiseAug cannot prevent RO as other augmentation methods. Following the setup in [44], we investigate the effectiveness of our NoiseAug to alleviate RO and the results are reported in Figure 3. CutMix, Cutout, and Mixup mitigate the RO, which aligns the finding in [44]. Moreover, unlabeled data is also found in [45], [46] to alleviate RO for improving robustness. The findings support that RO can be mitigated by creating more training samples. Interestingly, we find that noise-type augmentation brings little benefit to mitigate RO, suggesting Noise-type might not be as strong as other augmentations for generating more training samples. This is somewhat reasonable because the extra samples created by CutMix, Cutout, and Mixup might be more diverse than just adding noise. It is worth mentioning that [34] also reports that, like our NoiseAug, their GradAlign does not prevent RO. This suggests that RO and CO might be less related as their shared term “overfitting” could imply. After rejecting this preliminary guess, in the following, we investigate its reason from an alternative perspective [34].

![Fig. 3. Robustness under the attack of PGD-10. CutMix, Cutout, and Mixup mitigate the RO, which aligns the finding in [44]. Moreover, unlabeled data is also found in [45], [46] to alleviate RO for improving robustness. The findings support that RO can be mitigated by creating more training samples. Interestingly, we find that noise-type augmentation brings little benefit to mitigate RO, suggesting Noise-type might not be as strong as other augmentations for generating more training samples. This is somewhat reasonable because the extra samples created by CutMix, Cutout, and Mixup might be more diverse than just adding noise. It is worth mentioning that [34] also reports that, like our NoiseAug, their GradAlign does not prevent RO. This suggests that RO and CO might be less related as their shared term “overfitting” could imply. After rejecting this preliminary guess, in the following, we investigate its reason from an alternative perspective [34].](image-url)
where $\eta$ is randomly sampled from a certain (like uniform) distribution. In this work, we follow the above definition for consistency and simplicity. The fact that GradAlign works by improving local linearity and that NoiseAug is simplified from GradAlign motivates our following conjecture.

**Conjecture:** NoiseAug helps FGSM AT avoid CO because it increases local linearity.

Adopting the same metric in [34], [47], we investigate whether augmenting images with noise improves local linearity. The results in Figure 5 (a) show that NoiseAug significantly improves the local linearity, which verifies our above conjecture. By contrast, other data augmentation methods do not improve the local linearity.

**Local linearity in standard training.** Our above analysis shows that NoiseAug improves the local linearity in FGSM AT. We further investigate the influence of NoiseAug in standard training and the results are reported in Figure 5 (b). The local linearity decreases when the training epoch increases, which aligns with the finding in [34], [47]. Compared with the baseline, NoiseAug improves local linearity in the whole training process by a significant margin.

**B. Why does NoiseAug improve local linearity?**

**Explicit v.s. implicit regularization.** GradAlign [34] adopts an explicit regularization loss to increase the local linearity, thus the improved local linearity in GradAlign is well expected. Without such an explicit regularization loss, it is unclear why NoiseAug also fulfills the same purpose. Here, we attempt to provide an intuitive explanation based on a new interpretation of local linearity.

**From local linearity on input gradients to the noise sensitivity of model.** The input gradient in GradAlign is calculated through both forward propagation (from input to logit) and backward propagation (from logit to input gradient). The local linearity denoted as the cosine similarity of input gradients can be interpreted as a metric of how sensitive the whole process (forward propagation + backward propagation) is to random noise. GradAlign only evaluates the final input gradient similarity; however, more insight can be derived by checking the similarity for intermediate features and their gradients. The results in Figure 4 show that along the whole forward and backward propagation, GradAlign and our NoiseAug consistently increase the cosine similarity, i.e., reducing the sensitivity to noise. Here, we provide a more general interpretation of local linearity as how sensitive the model is to random noise. Local linearity can be seen as a special case of our interpretation by only observing the input gradient similarity.

**Feature layer analysis on a toy example.** To further investigate the sensitivity of model with noise input, we conduct a toy experiment on a small network and compare both the trained model weights and intermediate feature map between different methods. Specifically, following [34], we train a single-layer CNN with 4 filters on CIFAR10 using $\epsilon = 10/255$ with 30 epochs. The results are shown in Figure 6. Our results confirm that vanilla FGSM AT has a noise sensitive Laplace filter (see Green channel in $w_1$) and GradAlign has no such filters. Our NoiseAug also has no such filters. Figure 7 shows that there is a feature map very sensitive to noise in vanilla FGSM AT (caused by the Laplace filter) but not in GradAlign and NoiseAug.

**Input noise augmentation as the critical component.** With the above interpretation, NoiseAug would be the most straightforward method to decrease the model sensitivity to noise. GradAlign and LogitAlign also have noise on the input, which naturally explain why they also decrease the model sensitivity as NoiseAug. Since the key element for reducing
Among the investigated four types of Augmentations, only NoiseAug helps increase local linearity, while CutMix, Cutout, Mixup have no effect in increasing local linearity. (a) FGSM+AT, (b) FGSM+AT.

![Fig. 5. Visualization of the local linearity changing during training of FGSM+AT and standard training trained on ResNet-18 with CIFAR-10 under $\epsilon = 8/255$.](image)

Noise sensitivity boils down to input noise augmentation, any additional components that cause additional computation overhead become redundant. Therefore, the key reason for the success of NoiseAug lies in keeping the critical component for reducing noise sensitivity but removing the redundant components in GradAlign.

V. EXPERIMENT RESULTS

**Main results.** FGSM AT + NoiseAug, here, adopts uniform distribution noise $U \in [-3\epsilon, 3\epsilon]$. Under the same setup, we compare the following methods: standard FGSM, RandStart, FGSM AT + GradAlign [34]. Each model is trained with 5 random seeds. The results on CIFAR 10 with PreAct ResNet18 are reported in Table III. All the results are either retrieved from the original works or reproduced with their official code. Since [34] only reports results on a subset of the evaluation dataset, we reproduce it on the full evaluation dataset. The parameter $\lambda$ is set to 0.2 and 2 for $\epsilon = 8/255$ and $\epsilon = 16/255$, respectively, as their paper suggested. Among all single-step FGSM AT methods, our simple FGSM+NoiseAug performs the best. We highlight that GradAlign induce extra computation overhead to different degrees over the baseline FGSM AT, while our NoiseAug is overhead-free. RandStart is also overhead-free but it yields less satisfactory performance under $\epsilon = 8/255$ and totally fails under $\epsilon = 16/255$.

For the more challenging setup with $\epsilon = 16/255$, we also report the results of PGD-2 in the Table IV which shows that our NoiseAug also outperforms other methods with PGD-2 baseline, which further bridges its gap with PGD-10. In addition, we report the results on SVHN as shown in Table V. We conduct this experiment following the setup in [34], we train a PreAct ResNet18 using $\epsilon = 8/255$ and

![Fig. 6. Filter Visualization in FGSM AT, GradAlign, and NoiseAug. We can only observe a Laplace filter in the model trained with FGSM AT, G (green) channel of $w_1$.](image)

### Table IV
PGD2 Method Comparison on CIFAR10.

| Step | Method         | Standard | PGD-50-10 | FGSM | AA      |
|------|----------------|----------|-----------|------|---------|
|      | $\epsilon = 16/255$ |          |           |      |         |
| PGD-10 | Baseline       | 60.86±0.78 | 32.86±0.54 | 39.08±0.76 | 25.48±0.48 |
|       | Baseline       | 62.54±3.23 | 11.78±13.04 | 48.04±10.23 | 7.82±9.32  |
| PGD-2 | GradAlign [34] | 59.48±0.46 | 30.30±0.44 | 36.12±0.68 | 21.96±0.27 |
|       | NoiseAug (Ours)| 59.08±0.48 | 30.72±0.55 | 35.54±0.48 | 23.02±0.51 |
Fig. 7. Feature map comparison on different methods, i.e. FGSM AT, GradAlign, and NoiseAug. Here we plot the intermediate feature map processing with the learned weights on a 4 layer CNN.

| Step  | Method          | Standard | PGD-50-10 | FGSM  | AA   |
|-------|-----------------|----------|-----------|-------|------|
|       | PGD-10 Baseline | 83.82±0.79 | 38.28±0.44 | 48.92±0.41 | 30.36±0.53 |
|       | Baseline        | 90.58±0.57 | 0.00±0.00  | 93.56±4.16 | 0.00±0.00  |
|       | RandStart [33]  | 95.62±0.72 | 0.36±0.44  | 84.78±9.26 | 0.00±0.00  |
|       | GradAlign [34]  | 91.74±0.66 | 42.52±0.69 | 59.66±0.79 | 39.52±0.53 |
|       | NoiseAug (Ours) | 91.00±0.21 | 44.54±0.62 | 58.50±0.58 | 41.54±0.36 |
|       | FGSM Baseline   | 87.58±2.30 | 0.00±0.00  | 86.64±11.01 | 0.00±0.00  |
|       | RandStart [33]  | 94.44±0.69 | 0.00±0.00  | 68.00±17.32 | 0.00±0.00  |
|       | GradAlign [34]  | 84.32±0.68 | 24.06±0.22 | 43.06±0.30 | 19.64±0.67 |
|       | NoiseAug (Ours) | 84.58±0.43 | 27.92±0.56 | 46.68±0.71 | 23.04±0.53 |

ε = 12/255 on SVHN for 15 epochs. The results in Table V show that our methods outperform existing methods by a non-trivial margin, which mirrors the trend on CIFAR10.

Results on WideResNet28-10. We further compare our NoiseAug with other methods on WideResNet28-10 [51]. Specially, the involved methods include YOPO [48], AT for free [49] and FGSM+CKPT [32], SLAT [50]. We retrieve the results from [50]. As shown in Table VI, our NoiseAug still achieves the best robustness for both PGD attack and Auto attack.

Noise type and scale. Table VII reports the influence of noise type and scale. For uniform noise, the basic magnitude is set to \( \mathcal{U}(-\epsilon, \epsilon) \) and \( \epsilon \times \mathcal{N}(0,1) \) for Gaussian noise and uniform noise, respectively. Both of them are multiplied by a scale factor \( s \). We investigate the scale in the range from 0 to 3. The results show that both noise types significantly improve the robustness. Moreover, the standard accuracy decreases when the noise magnitude is set to too large.

VI. RELATED WORK

It has been an active topic in the adversarial machine learning community to make AT more computation efficient. Here, we summarize the main progress in the past few years.
**TABLE VI**

DIFFERENT METHOD COMPARISON ON WIDERESNET28-10 WITH CIFAR10 DATASET $\epsilon = 8/255$. RESULTS OF YOPO, FREE-AT, FGSM-CKPT, AND SLAT COME FROM RELIABLY FAST AT. FOR THE REQUIRED TRAINING TIME, WE REPORT THE VALUE THAT IS RELATIVE TO THE STANDARD TRAINING.

| Method         | Standard | PGD-50-10 | AA  | Time |
|----------------|----------|-----------|-----|------|
| PGD-10         | 84.82±0.35 | 54.58±0.81 | 51.72±0.50 | ~11  |
| YOPO,5.3 [48]  | 82.35±1.78 | 34.23±3.61 | 32.79±3.65 | ~1   |
| Free-AT($\alpha = 5$) [49] | 80.76±0.19 | 44.15±0.30 | 41.02±0.20 | ~2.1 |
| FGSM           | 83.56±1.01 | 0.00±0.00  | 0.00±0.00  | ~2   |
| RandStart [33] | 87.72±2.28 | 0.00±0.00  | 0.00±0.00  | ~2   |
| GradAlign [54] | 83.80±0.25 | 48.95±0.53 | 46.15±0.30 | ~8   |
| CKPT($c = 3$) [52] | 89.32±0.10 | 40.83±0.36 | 39.38±0.24 | ~2.2 |
| SLAT [50]      | 85.91±0.31 | 47.06±0.03 | 44.62±0.11 | ~2   |
| NoiseAug (Ours) | 83.92±0.51 | 49.64±0.64 | 47.24±0.27 | ~2   |

**TABLE VII**

NOISEAUG WITH UNIFORM DISTRIBUTION NOISE $U$ AND NORMAL DISTRIBUTION NOISE $\mathcal{N}$ WITH MAGNITUDE IN $\{1.0 \times \epsilon, 2.0 \times \epsilon, 3.0 \times \epsilon, 4.0 \times \epsilon\}$ TRAINED ON CIFAR10 WITH PREACT RESNET18. THE BOLD RESULT INDICATE THE MOST ROBUST ONE UNDER AUTOATTACK.

| Type  | Scale | Standard | PGD-50-10 | FGSM | AA  |
|-------|-------|----------|-----------|------|-----|
| $\epsilon = 8/255$ |       |          |           |      |     |
| $U$   | 1.0×$\epsilon$ | 81.82±0.57 | 47.10±0.55 | 54.66±0.59 | 44.60±0.61 |
|       | 2.0×$\epsilon$ | 81.30±0.33 | 47.74±0.44 | 54.62±0.59 | 44.26±0.51 |
|       | 3.0×$\epsilon$ | 80.54±0.30 | 48.16±0.49 | 54.52±0.48 | 44.48±0.44 |
|       | 4.0×$\epsilon$ | 78.76±0.56 | 47.00±0.44 | 53.00±0.78 | 43.46±0.66 |
| $\mathcal{N}$ | 1.0×$\epsilon$ | 81.70±0.83 | 47.98±0.62 | 54.76±0.61 | 44.50±0.30 |
|       | 2.0×$\epsilon$ | 80.18±0.20 | 48.06±0.54 | 54.38±0.77 | 44.00±0.57 |
|       | 3.0×$\epsilon$ | 77.74±0.56 | 46.94±0.78 | 52.20±0.85 | 43.18±0.67 |
|       | 4.0×$\epsilon$ | 75.62±0.51 | 45.50±0.82 | 50.26±0.70 | 41.36±0.71 |

| $\epsilon = 16/255$ |       |          |           |      |     |
| $U$   | 1.0×$\epsilon$ | 61.02±3.69 | 16.36±13.39 | 44.12±25.89 | 11.48±9.41 |
|       | 2.0×$\epsilon$ | 62.10±0.45 | 28.30±0.21 | 37.54±0.40 | 20.46±0.68 |
|       | 3.0×$\epsilon$ | 59.18±0.37 | 29.40±0.33 | 36.44±0.63 | 21.24±0.38 |
|       | 4.0×$\epsilon$ | 57.94±0.48 | 28.56±0.55 | 34.06±0.33 | 20.94±0.30 |
| $\mathcal{N}$ | 1.0×$\epsilon$ | 62.44±0.58 | 28.74±0.66 | 38.48±0.60 | 20.30±0.94 |
|       | 2.0×$\epsilon$ | 59.30±0.51 | 29.62±0.46 | 36.58±0.40 | 20.66±0.49 |
|       | 3.0×$\epsilon$ | 56.32±0.69 | 28.96±0.62 | 34.12±0.50 | 20.24±0.65 |
|       | 4.0×$\epsilon$ | 53.08±0.36 | 27.28±0.29 | 31.56±1.26 | 20.04±0.48 |

“Free” to FGSM AT. To make AT more computation efficient, there are two lines of works. Early attempts [48], [49] investigated the possibility of “free” adversarial training to achieve robustness with similar computation overhead as standard training. Another line of work attempt to minimize the number of steps to generate the adversarial examples. A major advantage of the second line of approaches is that it has extremely few parameters to tune, which makes it easily compatible with most training procedures. For example, it can be drastically accelerated [33] by using standard techniques for boost training, such as cyclic learning rates [52] and mixed-precision training [40]. In practice, “Free” AT is not really free because their minibatch replays often require much more training steps even though it is faster than FGSM-AT for a single training step. Recently, the trend has shifted from multi-step “free” AT to single-step FGSM AT.

**Development of FGSM AT.** Since the first success of RandStart [33] to show reasonable robustness against PGD-50-10, multiple works have attempted to improve FGSM AT with various techniques. [53] claims that the success of RandStart lies in improved success factor to recover from CO and proposed to use PGD when the CO is detected. [37] has claimed that the CO is caused by model parameter overfitting in the early stage, which motivates their dynamic dropout scheduling. [37] has proposed to regularize the FGSM AT by introducing dropout layer after each non-linear layer. Specifically, those dropout layers are initialized with a high dropout probability which is linearly decayed during the training. [32] assumed that the overfitting is caused by a fixed perturbation magnitude and thus proposed to search a sample-wise minimum perturbation to avoid CO. Motivated from an observation that CO often occurs when the local linearity of the model is low. [33] has introduced a regularization loss (GradAlign) to explicitly maximize local linearity for avoiding CO.

**VII. CLOSING REMARK**

This work has studied how to improve FGSM AT, especially in terms of preventing CO. With the motivation to avoid double backpropagation in GradAlign, our investigation shows that LogitAlign achieves comparable performance. More interestingly, we find that simply augmenting images with noise achieves the best performance. Despite the simplicity, our
proposed NoiseAugment outperforms existing regularization methods by a visible margin yet causes zero computation overhead. We investigate why NoiseAugment improves FGSM AT. Specifically, we have performed a comprehensive study on CO and RO through the lens of data augmentation and found that they need different augmentations. We have shown that in both AT and standard training, only Noise-type augmentation improves local linearity of model and thus improve FGSM AT.
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