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Quantum technologies leverage the laws of quantum physics to achieve performance advantages in applications ranging from computing to communications and sensing. They have been proposed to have a range of applications in biological science. This includes better microscopes and biosensors, improved simulations of molecular processes, and new capabilities to control the behaviour of biomolecules and chemical reactions. Quantum effects are also predicted, with much debate, to have functional benefits in biology, for instance, allowing more efficient energy transport and improving the rate of enzyme catalysis. Conversely, the robustness of biological systems to disorder from their environment has led to proposals to use them as components within quantum technologies, for instance as light sources for quantum communication systems. Together, this breadth of prospective applications at the interface of quantum and biological science suggests that quantum physics will play an important role in stimulating future biotechnological advances. This review aims to provide an overview of this emerging field of quantum biotechnology, introducing current capabilities, future prospects, and potential areas of impact. The review is written to be accessible to the non-expert and focuses on the four key areas of quantum-enabled sensing, quantum-enabled imaging, quantum biomolecular control, and quantum effects in biology.

1 Introduction

Biotechnology has transformed human society, from more effective treatment of disease, to better agricultural productivity, and improved clean energy generation and storage [1]. Broadly defined, the field of biotechnology seeks to understand biological processes and to exploit them in areas ranging from genomics and proteomics, to pharmaceuticals and immunology [1]. Advances in the technologies used to observe, understand and engineer nanoscale biological systems have been a key driver of progress, underpinning capabilities such as gene sequencing [2, 3] and gene editing [4, 5], and enabling improved design of drugs, chemicals, soft materials and artificial biomaterials [6]. Quantum technologies are a rapidly evolving class of technologies that are expected to significantly contribute to the future of this technology-driven progress.

Quantum technologies have been identified to offer powerful prospective applications in computing and sensing [7, 8]. Their attraction is their ability to achieve performance that goes beyond the fundamental limits of other technologies. Quantum computers allow some information processing tasks to be performed with speed that is exponentially faster than conventional computers [9], quantum control techniques give access to fundamentally new types of behaviour [10], quantum imaging technologies can resolve fainter and smaller structures than is possible with other techniques [11], while quantum sensors allow exquisitely precise nanoscale measurements of magnetic and electric fields, spins, and temperature [12]. This review aims to present a forward-looking and accessible perspective on the applications of these quantum technologies in biotechnology.

2 Overview

Magnetic resonance imaging (MRI) and nuclear magnetic resonance (NMR) are perhaps the most widely known examples of quantum technology applied into biology today. Here, strong magnetic fields are used to polarise and drive the dynamics of the nuclear spins in a specimen, with the response providing an image or chemically specific information [13, 14]. Rapid progress is being made to miniaturise these magnetic resonance systems so that they can be applied to single atoms and molecules, and so that deeply quantum effects such as quantum entanglement may be exploited within them [12]. A variety of other quantum nanosensors and quantum microscopes are also being developed, allowing us to see further into biological samples and to see them at greater detail [11, 12, 15]. For instance, quantum technologies provide new
ways to break the diffraction limit of imaging [16], allow improved imaging contrast within a constrained photon budget [17], and enable nanoscale measurements of intracellular dynamics [18, 19, 20].

Extending beyond improved sensing and imaging technologies, quantum technologies offer new ways to control and simulate biological systems. Quantum control can be achieved, for instance, by confining a biomolecule or ensemble of molecules within a nanoscale optical cavity [21, 22]. This can be used to drive chemical reactions that would otherwise not occur [23, 24], and to create new types of matter – hybrid polaritonic states that share optical and molecular properties. Such control could be used to transfer quantum states between light and biomolecular systems [25], and therefore to form the basis of a class of robust room temperature technologies for quantum computing, communication and sensing [21, 25]. Quantum computers allow molecular simulations that go beyond what is possible with quantum chemistry [26, 27]. These fully-quantum simulations are predicted to allow faster, more accurate simulations of large molecules [27, 28], and could therefore play an important role in the design of future pharmaceuticals, artificial enzymes and energy harvesting systems.

Quantum biology is a further active, and sometimes controversial, area of research that resides at the interface of quantum and bio-science. Here, rather than designing quantum technologies to learn about biology, the aim is to define the extent to which quantum effects play a functional role in biology [29]. It has been suggested with much debate that quantum effects are important for processes such as photosynthesis, enzyme catalysis and neural signaling [30, 31]. If this is the case, it could have profound consequences for our understanding of biology and our ability to design functional biological systems. Ongoing efforts are underway to find definitive answers. As quantum technologies to observe, simulate and control biological systems advance, it can be anticipated that they will greatly augment these efforts.

The four areas described above, of quantum sensing and imaging, quantum molecular control, quantum chemical simulation, and quantum biology, form the main focus of this review. By bringing them together into one review, we hope to provide a coherent perspective on the breadth of impact that quantum technologies may have on biotechnology. We also hope to illustrate the complementarity of the advances being made within the different areas – for example, better molecular sensors and better simulations together could provide deeper understanding of molecular dynamics and of whether quantum effects play a functional role within them.

### 3 Quantum-enabled sensing

Sensors are essential components of our daily life. They are used to detect fluctuations of a variety of physical quantities such as temperature, electric and magnetic fields as well as stress and strain, and to detect biological samples including fragments of tissue, microorganism, single cells, single molecules and small proteins. This enables a wide range of biotechnological applications, ranging from biomedical diagnostics to proteomics, genomics, chemistry, pharmaceutical production, and environment and agricultural monitoring [32, 33, 34, 35, 36, 37]. A significant underpinning application is their use to observe molecular dynamics, which has foundational importance for our understanding of protein-protein interactions [38], how diseases develop [39], the efficiency of treatments [39], and important industrial processes such as catalysis and biological energy transport [40].

The broad biotechnological applications of biosensors have driven rapid development, focused on enhancing sensitivity and resolution, decreasing the time required for detection, and targeting different biologically-relevant stimuli. Quantum technologies offer new tools and approaches to improve these characteristics [12]. There are several ways to leverage quantum effects. For example, through the detection of quantum processes either inherent in the biological sample itself, or within a quantum probe introduced into it [41, 13, 14, 42, 18], or through the use of quantum coherences/entanglement to improve signal and noise characteristics compared to classical systems [20, 43, 44, 45]. In this section, we will give examples of these quantum biosensing techniques and describe existing and future applications within biotechnology.

We begin with the example of NMR spectroscopy which, as discussed in the previous section, is a widely known quantum sensing technique. It was discovered in the 1940s and probes the nuclear spins of biochemical samples [41]. During NMR measurements, a sample in solution is exposed to a large static
magnetic field. In this configuration, due to the Zeeman effect, the nuclei magnetic dipole (spin) energy states of NMR-active atoms in the sample (typically isotopes 1H, 13C, 15N and 31P) split [41]. Transitions between these energy states can then be resonantly driven by an additional modulated magnetic field. The response of the magnetic spin state to this driving can be measured with sensitive magnetic field sensors, and provides information about both the chemical content of the sample and its molecular structure [13, 14].

An accurate understanding of molecular structures is crucial for biotechnology, since structure is a key determining factor in molecular function and interactions. Here, NMR spectroscopy is a crucial tool, combined with X-ray crystallography, electron microscopy and molecular simulations [46]. Indeed, NMR is, to date, the most powerful tool for characterizing the structures of organic and biochemical compounds in solution [41]. For example, the protein data bank includes more than 13,000 NMR-derived three-dimensional protein structures [47].

NMR can also be used to measure other molecular properties such as the magnitude of the angular fluctuations of chemical bond vectors, providing information about protein dynamics [48] as well as backbone dynamics involved in protein-protein and protein-nucleic acid binding [49, 50]. Together, these capabilities offer a multitude biotechnological applications. This is especially the case in medicine, where NMR spectroscopy has been successfully used in diagnostics, blood flow measurements, metabolomic studies and development of drug delivery, among many others [51]. NMR is also applied widely in other areas such as food sciences [52] and geophysics [53], with the recent development of portable NMR systems advancing capabilities in geological surveying and medical point-of-care applications [54].

While NMR is a powerful and well established technique, as described above, it suffers significant drawbacks in molecular studies. NMR signals are inherently weak [55], necessitating repeated measurements and averaging. As a result, the speed is far slower than the characteristic timescales of most molecular processes. To achieve sufficient signal-to-noise, the technique also generally requires collective measurements on large ensembles of perhaps a trillion molecules, and therefore averages away important heterogeneity and single-molecule dynamics [55].

The ability to study single molecules, and ideally resolve their dynamics in real-time, is important to shed light on the behaviour of proteins, which are responsible for most microscopic biological processes, including catalysing and regulating biochemical reactions, production and transcription of other proteins, photosynthesis, muscular motion, signal transduction and transport of material notably in the brain [56]. Proteins are not static but rather continuously in motion, transitioning between conformational states which depend on their three dimensional structure. How proteins fold and unfold between these states is one of the fundamental problems in biophysical science and has been studied for more than half a century [46, 57, 58]. Single molecule studies are challenging since proteins can be as small as few hundreds of Dalton and transitions between states can occur on time scales down to nanoseconds [59]. Although, techniques that utilise chemosensing methods and nanosized detectors have been developed to improve NMR systems [55], these techniques have sensitivities very far away from what is needed to resolve single proteins and their dynamics. These limitations are being addressed by exploiting quantum nanoprobes.

Quantum nanoprobes are nanoscale quantum systems that are sufficiently robust to be applied in a biological environment and can be used to label single molecules and biosamples. One of the principal quantum nanoprobes used in biosensing are nanodiamond probes, which we will focus on here. Compared to other quantum probes such as quantum dots, they are non-toxic [60] and their surface chemistry allows binding of a variety of biomolecules [61, 62]. Nanodiamonds can be fabricated using many different processes [63] including detonation, laser ablation [64] and high-energy ball milling of high-pressure high-temperature diamond microcrystals [65]. Their quantum properties arise from the electron spin of nitrogen vacancy (NV) centres which can be created through irradiation of high-energy electrons or helium atoms [66]. Negatively charged NV-centers have long spin coherence times (up to miliseconds [67] at room temperature). Their electron spin energy levels allow remote optical initialisation as well as optical and microwave read-out [68, 60].

Single NV-centers in diamond plates have been used to perform nanometer-cubed NMR measurements in solution [42, 69]. Since the magnetic field created by a spin scales with the inverse of the distance from the spin cubed, the ability to place a NV-center in close proximity to the targeted spin allows greatly
enhanced sensitivity. Together with the ability to optically initialise and read-out the NV-centre at room temperature, this has enabled the measurement resolution to reach the level of single electronic and nuclear spins \cite{70,71}, far outperforming conventional NMR systems.

The sensitivity of conventional NMR is not only limited due to their large size scale, but also from the low polarisation of nuclear spin-states at room temperature. Under typically accessible magnetic fields, the spacing of the nuclear spin energy levels is much smaller than the characteristic thermal energy $k_B T$, where $k_B$ is Boltzmann’s constant and $T$ is the temperature. As a result, the upper energy level has nearly identical population to the lower level (typically less than 0.1 percent reduced at room temperature even for high DC magnetic fields \cite{72}), and therefore the NMR contrast is very low. The optical initialisation of NV centres allows them to be prepared in a high polarisation state, with the upper level population suppressed close to zero \cite{73}. They can therefore be used directly as hyperpolarised probes \cite{74,75}. Their high polarization can also be transferred to nuclear spins of the sample \cite{76}. This results in a drastically improvement of the polarizability of the sample, boosting the sensitivity of NMR measurements by up to five orders of magnitudes \cite{77,72}. Other probes, such as noble gases for example, can also be hyperpolarised using techniques such as para-Hydrogen-induced polarisation, spin exchange optical pumping and the most popular dynamic nuclear polarisation \cite{72,73} and applied prior to the NMR measurement to similarly increase the sensitivity of the measurement.

The quantum properties of NV-centres can also be used to extract other information from nanoscale samples with extreme precision. NV-centres can fluoresce with extreme stability compared to other labels and cannot photobleach \cite{68}. This makes them an attractive solution for fluorescence imaging (see following section). The fluorescence rate of NV-centres depends on their spin states, allowing spin state detection using optically detected magnetic resonance \cite{68,60}. Since the energy difference between the $m = 0$ and $m = \pm 1$ ground states has a temperature or strain dependence, nanodiamonds can be used to measure these quantities in biosamples at nanoscale. Temperature variation down to 1.8 mK have been observed as well as temperature-gradient control and mapping in human embryonic fibroblast (see figure 1a). This has biotechnology applications in temperature-induced control of gene expression, tumour metabolism and cell-selective treatment of disease \cite{78}.

When exposed to an external magnetic field, the degeneracy of the $m = \pm 1$ states of the NV-centre is lifted and Zeeman splitting can be measured optically. This can be used to sensitively detect magnetic fields \cite{79}. Single NV-centers have been used to detect nanotesla magnetic fields at nanoscale \cite{42}, while ensembles of NV-centres have allowed the detection of picotesla fields \cite{80,81}. This sensitivity to local magnetic fields has been applied to measure the spin density of biomolecules and reconstruct three dimensional structures \cite{82}, as well as to detect the action potential of a single neuron in a living worm \cite{18} (see figure 1b). Similar action potential measurements have also been made using atomic-ensemble-based quantum magnetometers, which also function by monitoring Zeeman splitting \cite{83}.

In the previous few paragraphs we have discussed how the use of quantum effects in nanoprobe can allow new and improved biosensing technologies. Quantum effects in the optical fields used to measure biological specimens can also be used to improve performance \cite{84}. Light is widely used in biosensors, such as all forms of optical microscopy, interferometric biosensors \cite{85,86,87}, plasmonic devices \cite{88,89}, etc... The performance of such sensors generally improves with increasing light intensities, allowing both stronger interactions with the specimen and lower noise. However, biological samples are known to be sensitive to damage introduced by light. Various forms of damage exist, including photochemical effects, local heating, and physical damage, and these can affect the growth, viability and function of the specimen \cite{90,91,92}.

By constraining the optical intensities that can be used in biosensing, photodamage places limits on performance that can only be overcome by exploiting quantum correlations between photons \cite{84}. At a fixed light intensity, the sensitivity of an optical biosensor that uses classical light – by which we mean light that does not exhibit quantum correlations – is fundamentally limited by quantisation of light, or shot noise \cite{85,93,86}. For instance, it can be immediately seen that the photon nature of light will constrain the size of molecule that could be detected via light scattering: if the molecule is small enough that it does not scatter at least one photon within the measurement period, then in the absence of quantum correlations it is fundamentally undetectable. It is somewhat remarkable that this statement is not more...
generally true – that is, that quantum correlations do allow the detection of a molecule that, on average, scatters less than one photon. Nevertheless, this is indeed the case [94]. One way to appreciate this is to consider the wave, rather than particle, picture of light. Detecting the wave-like properties of the scattered light (as can be done using a homodyne receiver) rather than discrete photon arrival events, we observe a continuous electric field with amplitude that is finite even if less than one photon is on-average scattered. Using quantum correlated light can reduce the noise on this electric field. With sufficient noise reduction very small optical electric fields can be detected – even if the energy in the electromagnetic field is much less than the energy of a photon.
Without quantum correlations, the sensitivity of an optical biosensor can be improved in a variety of ways. More intense light can be used, the molecule could be placed within a cavity, or a contrast-enhancing label could be attached to the molecule [95, 96, 97, 98]. In each case, this works by increasing the level of optical scattering from the molecule. However, it is not always possible or desirable to label biomolecules, since this can change their behaviour or biochemical environment [99, 100, 101]. Nor is it often feasible to place the biomolecule within a cavity, or to use arbitrarily high optical intensities. Thus, quantum correlations can play an important role, allowing improved performance without intruding on the specimen through increased intensity or the presence of a label.

Quantum correlations have been applied to reduce measurement noise in a range of biosensing experiments [84]. This allows improved signal-to-noise at fixed optical illumination intensity, and therefore improved performance without increased optical intrusion on the specimen. Here we focus on a specific class of quantum correlated light, termed squeezed light, which has been applied in several biological experiments and tends to outperform other non-classical states in biotechnological applications [20, 84]. A range of processes exist to engineer squeezed states of light, the most popular being use of an optical parametric oscillator [102]. These processes introduce quantum correlations that can reduce the noise on the optical amplitude or phase quadrature of the light [84]. Phase noise variance reductions beneath the shot noise as large as a factor of thirty (−15 dB) have been achieved with squeezed light [103], and have been successfully applied in detection of gravitational waves with kilometre-length interferometers [104].

In biotechnology, quantum squeezed states have been used to improve particle tracking inside yeast cells [20] (see figure 2a), to enhance the spatial resolution of photonic force microscopes [43], and to enhance laser beam positioning for atomic force microscopy [105, 106, 107, 108]. In the first of these examples, the improved particle tracking allowed more precise measurements of the viscoelasticity of local regions within the cell. Accurate measurements of viscoelasticity are important for biotechnological applications since changes in viscoelasticity can be used to discriminate cancerous and healthy cells [109]; in the development of pharmaceuticals, food and cosmetics [110]; and more fundamentally, can be linked to complex active reorganization of the cytoplasm, as well as protein folding and movement [111]. Squeezed states have also been applied to optical plasmonic biosensors resulting in a 56% sensitivity enhancement of nanoparticle detection [45, 112] (see figure 2b). This opens a path toward the detection of analytes faster and at lower concentrations than is otherwise possible.

As well as reducing noise, quantum correlations can also be used to increase the signal generated by the sample of interest. For example, in the case of optical phase measurement via the interference of two beams, when exactly \( N \) photons are used in an entangled NOON state, the phase shift created by the sample is increased by a factor \( N \) [84]. This effectively results in sub-wavelength interference fringes impossible to achieve with classical light. Proof-of-principle biosensing experiments have been performed with NOON states to detect protein concentration [44] and sucrose hydrolysis [113]. However, it is challenging to both create NOON states with more than five photons and produce a sufficiently high flux of NOON states to achieve absolute performance advantages [84]. Moreover, NOON states are quickly degraded by losses during optical propagation throughout the sensor. Practical biosensing applications of low-flux pairs of quantum correlated photons have nevertheless been demonstrated. For example, in Ref. [114] pairs of entangled photons are used to study a single retina rod cell. In this work, one photon is sent to the rod cell and its arrival is heralded by the detection of the second photon. This reduces the statistical uncertainty on the photon arrival on the rod cell. The single photon response of the rod cell and its transient response can therefore be monitored without having to resort to statistical modeling that would be needed when a classical source of light is used.

We have seen that biosensing can benefit from quantum technology in different ways: by exploiting quantum processes, by introducing quantum probes and by exploiting quantum correlations. While several quantum biosensing techniques have been employed in biotechnology for decades – most particularly NMR – many new techniques and approaches are being demonstrated, and beginning to transform what it is possible to sense in biological systems [115]. One particular application of these approaches is in bioimaging, as discussed in the following Section. We anticipate other applications ranging from real-time measurements on single proteins that can image their structure and resolve their folding, conformation changes, chemical
reactions and chirality [115], to quantum bio-science laboratories on a chip which could increase our knowledge of quantum processes in biology [115] (see Section 6).

4 Quantum-enabled bioimaging

Precision imaging tools are a key enabler of progress in biotechnology. They are used routinely for medical diagnosis of vascular diseases [116, 117, 118] and brain conditions [119, 120, 121], and for monitoring of living tissues [122, 123]. By allowing the structure and activity of neural networks to be studied and controlled both in vitro and in vivo [124, 125, 126], they open a crucial door to understanding of brain function and brain diseases, while providing similar capability for studies of complex cancers [127]. They allow drug delivery to be monitored in real time [128, 129, 130] and, as such, are crucial for the development of pharmaceuticals [131]. Drug development is an important example of an application of imaging in biotechnology. It is a long and risky process: only 1 out of 10,000 proposed compounds reach the market in the United States [132] after an average of more than 14 years of research and development [133] at a punishing cost of up to 2.8 billion USD [134, 135]. Molecular imaging, a discipline that characterizes molecular processes in living organisms using complementary imaging techniques, has been used to speed up pre-clinical and clinical processes in drug development, allowing reductions in cost and time, while providing higher levels of proof of drug efficacy [131, 136].

Existing imaging systems face both fundamental and technological limitations (e.g. [20]) which constrain the breadth and quality of their biotechnological applications. For instance, due to limitations in resolution and sensitivity, much remains unknown about how molecules are transported and distributed within and between cells [137, 138, 139], and how they regulate cellular-scale processes [140, 141]. Similarly, our understanding of the brain is limited by the resolution of neuroimaging technique such as Magnetoencephalography (MEG) [142]. MEG detects currents in neural circuits via the magnetic fields they produce.
However, it generally requires cryogenic temperatures and has resolution orders of magnitude above the size of a neuron [143, 144]. How brain function arises from collections of interconnected neurons is perhaps the most significant question in neuroscience [145]. How neurodegenerative disorders such as Alzheimer and Parkinson progress is an equally important question in biomedicine [146, 147], as is understanding the effects of pharmaceuticals on neural circuits [148, 149]. Limitations in our ability to observe action potentials at neuron-level and in real time, are a major barrier to answering this questions. It is similarly important to improve the sensitivity and resolution of optical imaging techniques [150], such as bioluminescence, fluorescence, photoacoustic imaging [151, 152, 153, 154]. Here, as already discussed in the previous section in the context of quantum sensors, photon budget is a major limitation, with optical irradiation influencing the environment, growth and function of the sample [92, 155, 156], and ultimately its viability [92, 156]. For example, Raman microscopy is a technique that selectively images molecular bonds and has key application in biotechnology such as monitoring antibiotic response [157] or nerve degeneration [158]. State of the art Raman microscopes are already limited in speed and resolution by photodamage [159, 155], constraining future applications of the technique in biotechnology [160, 161].

Quantum imaging technologies can both improved in existing capabilities, and open the door to measurements and applications that would otherwise not be possible. Unique quantum effects associated with nanoscale objects [12] can be utilised to increase measurement sensitivity [162], extend the resolution of imaging techniques to new scales [163, 164], or enable existing technology to operate at room temperature while preserving their performance, increasing their ability to be used at point of care. Quantum correlations and entanglement can also be used to resolve smaller features and increase performance [165], for example improving optical imaging at a fixed photon budget [17]. We re-emphasize here that two imaging techniques based on quantum effects are routinely used: Magnetic resonance imaging (MRI) and Positron emission tomography (PET) [166, 167]. In the remainder of this section we provide some examples of key newly developed and developing quantum imaging technologies.

Magnetic Resonance Imaging (MRI) [168] has become a key technique for medical imaging of soft body tissues and organs. MRI functions in a similar way to NMR, described in the previous section, monitoring the response of nuclear spins in a subject to high-frequency radio pulses in the presence of a strong magnetic field. Contrast agents are used to improve the sensitivity and resolution of conventional MRI. These agents raise toxicity concerns [169], and even when using them the resolution of MRI is limited to around tens of micrometers [170], unsuited for molecular scale imaging [171].

Nanoscale MRI is a set of recent techniques that seek to achieve nanoscale resolution, and open a path to molecular biology applications [172]. Such techniques require nanoscale magnetic probes. However, most of these probes are only able to operate at cryogenic temperatures due to their short dephasing times under ambient conditions [172]. This limitation can be overcome using the quantum defects in diamond (typically NV centres) described in the previous section, paving the way towards nano-MRI in living organisms [172, 173]. Quantum diamond-based nano-MRI has recently been applied to two dimensional imaging of the magnetic field emanating from a single proton [174] with a reported resolution of 12 nm see figure 3a. Here, a single NV center near the surface of the diamond was made sensitive to the proton magnetic field by using microwave pulses to manipulate the NV spin state [174, 42]. Close proximity to the proton results in a dip in the NV spin coherence, inversely proportional to the NV-nuclei distance, which allowed the construction of an image by raster scanning. This represents a first step toward applications to bioimaging, with several developments proposed to improve the signal-to-noise and extend the demonstration to biological samples [175, 176, 177, 178].

Biomagnetic imaging is useful to many key applications in biotechnology [179, 84]. However, available techniques either lack the spatial resolution required for subcellular measurements, or aren’t compatible with living systems [19]. Recent advances in magnetic imaging have seen these gaps filled though the development of wide-field quantum diamond microscopes [19]. Quantum diamond microscopes combine an optical microscope with a diamond chip that contains a thin layer of Nitrogen-Vacancy (NV) centers and is placed beneath the sample [180]. They can be diffraction limited, and because they probe the magnetic field outside of the sample they are intrinsically biocompatible [19]. The function of quantum diamond microscopes relies on the ability to using light and microwaves to control the states of NV centres at room
temperature and to optically read them out, as described in the previous section [181]. This has allowed
the first wide-field magnetic images of living cells with sub-micrometer resolution [19, 182, 183, 184]. It
has also allowed dynamical tracking of near-DC fields and high frequency magnetic fields [15]. Moreover,
the sensitivity of the NV-center to temperature enables simultaneous magnetic and thermometric imaging
[184]. Quantum diamond microscopes have been used to resolve cancer biomarkers corresponding to rare
tumor cells within a large population of healthy cells [182], and have been combined with MRI [185] to
bridge the gap between macroscopic and microscopic effects in bioimaging.

Functional neuroimaging of human brain activity is a staple of medical imaging and neuroscience.
Magnetoencephalography (MEG) [186] is a powerful and non-invasive tool that detects the extracranial
magnetic field generated by neuronal activity in our brain. These femtotesla-scale field measurements have
been made possible by superconducting quantum interference devices (SQUIDs) [142] compatible with
the weak signals from electrical currents in the brain. This provides real-time images of brain activity,
with wide applications in medical diagnosis and neuroscience [187, 188, 189, 190]. However, the need to
cryogenically cool SQUIDs limits MEG tools to specialised facilities [191], increases the distance between
the subject and the sensor to around 2 cm [192], makes small movements of the subject problematic [193],
and overall increases the cost of MEG systems [191]. Recent progress in atomic magnetometry is addressing
these limitations[194]. Atomic magnetometers rely on the manipulation and readout of atomic spins. A
high pressure gas is laser-pumped into a magnetically sensitive state [195]. Much like a quantum diamond
magnetometer, the presence of a magnetic field Zeeman-shifts the atomic energy levels. These shifts can be
precisely read-out, for example by a polarisation measurement on a probe beam [196]. Recent advances in
microfabrication [197, 194] and improvements in sensitivity have enabled atomic magnetometers to reach
and even surpass the sensitivity of SQUIDs [198, 194], and opened up applications and in brain imaging
[195]. Atomic magnetometers work at room temperature and be can miniaturised to sizes considerably
smaller than SQUID magnetometers. They offer increased spatial resolution compared to SQUIDs [144],
can be adapted to different head size and account for head movement [199], and can potentially reduce
costs [191]. Optically-pumped magnetometers, a type of atomic magnetometer-based sensors, are already
commercially available in a wearable form [192, 191] (e.g. from QuSpin) and have already enabled new
neuroscience studies [200, 199, 191]. Other types of quantum magnetometers compatible with MEG are
under development, such as NV-center based sensors [201] and optomechanical sensors [202, 203]. Such
advances will permit further reductions in weight, size and energy consumption, and potentially make
MEG available in the doctor’s office (see figure 3b).

Optical microscopy and more specifically fluorescence microscopy is a crucial tool used to investigate
cells, living tissues and small organisms [205, 206, 207]. While it is compatible with live-cell imaging, the
optical diffraction limit of simple imaging tools prevents the structure of objects that are smaller than
around the optical wavelength from being resolved [208]: two light sources such as fluorophores that are
separated by less than a few hundred nanometres will be indistinguishable. Most biological structures in
cells are smaller than this, which limits many applications of optical imaging in biotechnology. Various
super-resolution techniques have been developed to overcome the diffraction limit [209, 210, 211, 212, 213,
214]. Stochastic Optical Reconstruction Microscopy (STORM) is a fluorescence technique that achieves
resolution that is around a factor of ten beyond the diffraction limit [212] by consecutively activating
small subsets of fluorophores so that at any given time the emission from each activated fluorophores is
spatially separated. This allows the position of each fluorophore to be determined with accuracy beyond the
diffraction limit using centroid estimation. Repeating the process on different subsets of the fluorophores,
one combined, provides a high-resolution image (see for example figure 4a). STORM is an active field
of research, limited in practice by the properties of the fluorescent probe and the required acquisition
time [215]. While STORM has broad applications in bioimaging, these limitations ultimately constrain
its resolution and its application [215]. Quantum effects can be used to extend the resolution of STORM
resolution as well as other super-resolution techniques. For instance, the anti-bunching properties of the
photons emitted by fluorophores [216] have been demonstrated to enhance the resolution and contrast of
imaging [217, 218]. This relies on using the photons statistics to identify how many emitters exist at a
given pixel and requires only relatively minor setup modifications: fast single-photon resolving avalanche
photodiode arrays [219] or fiber bundle cameras [217] instead of CCDs [218]. Successful Quantum-enhanced STORM has been demonstrated [218], along with other super resolution techniques [16], paving the way to potential real-time molecular imaging.

As discussed in the previous section, quantum correlations between photons can also be used to reduce the noise on optical measurements, and therefore improve sensitivity at a fixed photon budget. This is particularly important for optical bioimaging technologies, where photodamage is a prevalent problem [92, 155, 156]. Recently, it has been demonstrated that quantum squeezed light (see previous section) can allow contrast in bioimaging that is fundamentally beyond the possibilities of classical techniques [17] – that is, the biological specimen would be exposed to damage at intensities below those required to achieve...
the contrast of the quantum image. This is an example of absolute quantum advantage [9], offering the ability to see biological structures that would otherwise be fundamentally beyond reach. This result was achieved using a Raman microscope, a widely used bioimaging technique [220, 159] that is highly specific [221] and doesn’t require markers, enabling the study of biological processes such as metabolic processes [222] nerve degeneration [158] or antibiotic responses [157]. The contrast and speed of state-of-the-art Raman microscopes is already limited by photodamage [155, 159], so that quantum enhanced performance is extremely relevant. In the work of Ref. [17], the use of squeezed illumination light enabled a 35% enhancement of signal-to-noise ratio, or contrast, and applied this to image living cells [17]. It is to be noted that non-biological squeezed light reach factors up to 30 in signal-to-noise enhancement [103], the same squeezing techniques could be used to greatly improve the performance of [17]. This result opens the door for further applications of Raman microscopy and optical imaging in general such as video-rate imaging of weak molecular vibrations and label-free spectrally resolved imaging [220, 221].

In this section we have seen that quantum technologies are able to extend the performance of existing biological imaging techniques, and allow imaging applications that would otherwise be inaccessible. Indeed, the quantum imaging technologies of MRI and PET have been in use in biological imaging for decades [166, 167]. Recent technological advances such as biocompatible quantum nanoprobes [224], room-temperature quantum magnetometers [225], and optical microscopes with quantum-enhanced performance [17] extend beyond these important early applications. We anticipate these advances, and further progress that stem from them, will over time prove to be transformative in a wide variety of areas of biotechnology. For example, quantum-enabled real-time, long-duration images of action potential dynamics in our brain could provide more detailed understanding of neuronal plasticity and even of how consciousness arises from neurons [226], while room-temperature quantum-MEG could transform how brain diseases are treated [201, 227]. In much the same way, we anticipate that improved nanoscale imaging of the dynamics of single-molecules will provide important insights into protein-protein interactions, protein folding, and the efficacy of drugs and drug delivery, among other areas [131, 136, 172].

5 Quantum control of biomolecular dynamics

Many biotechnological applications rely on the ability to control chemical reactions to obtain a desired product with high yield. Usually, this is achieved by varying bulk parameters such as the temperature, pressure and acidity, or by introducing catalysts. However, in 1995 it was shown that appropriately tailored optical pulses could allow coherent control, by driving coherences between different electron excitation pathways [230]. This began the field of coherent control. Coherent control offers the possibility to not only improve the yield of chemical reactions, but also drive chemical reactions that would otherwise not occur, creating entirely new chemical species (see e.g. [23, 24]). It is now a mature field. Potential applications both in understanding chemical reactions and in biotechnology have provided the impetus for rapid experimental progress, with demonstrations of coherent control of photoexcitation [230] and photodissociation [231], of the energy transport in photosynthetic light harvesting [232], of isomeriation of retinal cells [233], of chemical bonding [234] and of photochemical reactions [235], among other processes. Several excellent reviews of coherent control already exist (e.g. [23, 236, 237]), including the comprehensive textbook, Ref. [24]. However, ideas from the field have inspired other newer approaches to the biomolecular control, particularly in the area of molecular polaritonics which we focus on here [21, 22].

In the field of molecular polaritonics laser driving is combined with a nanoscale optical or plasmonic resonator (see Fig. 5 a)). The resonance can be used to modify the molecular density of states, changing the states that molecules are able to transition in to, and thereby providing a new control handle. The intensity build-up in the resonator, combined with nanoscale confinement of light, offers the prospect of quantum control at the single molecule level, evading the heterogeneity and ensemble averaging that often obscures underlying single-molecule effects. Furthermore, the time delay associated with the build-up of intensity introduces a time lag in the response to molecular dynamics. This provides the possibility of dynamical backaction between field and molecule [238], which could be used to cool molecular degrees of freedom, or to control them in a variety of other ways.
Figure 4: Quantum optical bioimaging

a) STORM imaging of microtubules in a living cell. Top left: conventional immunofluorescence image of microtubules in a large area of a mammalian cell. Bottom left: STORM image of the same area. (Top center and right) conventional and (bottom center and right) STORM images corresponding to the boxed regions on top left. (reused from Ref. [223] with permission, license 5177370549654). b) Comparison of a shot noise limited (right) and quantum enhanced (left) Stimulated Raman images of a live yeast cell (Saccharomyces cerevisiae) in aqueous buffer at 2,850 cm$^{-1}$ Raman shift. Several organelles are clearly visible. The faint outline of what may be the cell membrane or wall is also visible, showing that the microscope has a resolution of around 200 nm. The measurement noise of the quantum-enhanced image is reduced by 1.3 dB below shot noise, corresponding to a 35 percent signal-to-noise ratio and contrast improvement (Reused with permission from Ref. [17]).

Molecular polaritonics developed from cavity quantum electrodynamics, where the electronic state of an atom within a small optical cavity is hybridised with the state of the field in the cavity [239, 240]. Here, the atom and field interact via an electric dipole interaction. Due to quantum zero-point energy, this interaction occurs even when there are no photons in the cavity. The interaction rate increases as the volume of the cavity is reduced. Once the vacuum interaction rate (or vacuum Rabi frequency) exceeds the dissipation rates of the cavity and atomic transition, the system reaches a strong coupling regime where
Figure 5: Molecular optomechanics. a) Cavity optomechanical model of the interaction between a molecule inside a plasmonic cavity. Top left, typical optomechanics model containing a mechanical oscillator and an optical cavity. Bottom left, optical field in the plasmonic cavity. Top right, schematic of frequency shift due to mechanical vibration. Bottom right, vibrational energy level of the mechanical oscillator. (Reproduced from Ref. [228] with permission 5176190084626). b) Plasmonic enhanced Raman signal. Measured Raman spectra of biphenyl-4-thiol molecule sandwiched between a gold film and a gold nanoparticle. Top and bottom are spectra for two different positions of the nanoparticle. (Reproduced from Ref. [229] with permission 5176190385790).

the energy eigenstates hybridise into polaritonic states that combine the properties of light and atom (and electron if a plasmonic resonator is employed). When applied to a molecule, rather than an atom, this fundamental change to the energy landscape can have a large influence on the molecular dynamics [21].

Much work in molecular polaritonics has focused on electronic degrees of freedom of ensembles of molecules. The use of an ensemble increases the interaction strength, allowing the use of larger optical cavities and providing more straightforward access to the strong coupling regime [241, 242]. It has been shown that it is possible to employ strong coupling to vacuum fields to modify chemical energy landscapes and chemical reactions [243], and that the conductivity of organic polymers can be greatly enhanced when hybridised with a vacuum electromagnetic field [244]. Strong coupling has been switched on and off by photochemically inducing molecular conformational changes [245]. Room temperature strong coupling between a single light-emitting dye molecule and the cavity mode of a plasmonic nanoparticle has been achieved [25], as have room temperature polaritonic condensates that exhibit superfluidity [246], among much other progress.

Recently, the new area of molecular optomechanics has developed, combining the fields of molecular polaritonics and quantum optomechanics [238]. Quantum optomechanics studies the radiation-pressure interaction between light and a mechanical resonator (Fig. 5 a)) [238]. Ultraprecise optomechanical sensors have enabled the detection of gravitational waves in kilometer-scale interferometers [247], as well as on-chip sensing of magnetic fields [248, 249, 250, 251], acceleration [252, 253, 254], forces [255, 256], temperature [257] and ultrasound [258, 259]; while quantum optomechanical control techniques have enabled cooling of mechanical vibrations [260, 261, 262, 263, 264], even to the quantum ground state [265, 266], amplification and lasing of mechanical motion [267, 268, 269, 270], strong-coupling between light and mechanical degrees of freedom [271], and engineering of exotic vibrational quantum states [272, 273].

The vibrational motion of a biomolecule within the field of a plasmonic resonator or optical cavity can play an equivalent role to the mechanical resonator in a canonical quantum optomechanical system [229, 228] (Fig. 5 a)). Here, rather than electronic states as we discussed earlier, molecular vibrations are hybridised with the optical cavity field. This occurs via the Raman interaction, where a vibrational mode
of the molecule couples two optical frequencies that have a frequency difference equal to the vibrational frequency. Through this mechanism it is in principle possible to control the vibrational state of the biomolecule in the same manner as a more macroscopic mechanical resonator. This opens up the possibility to apply the quantum measurement and control techniques developed for quantum optomechanics into molecular biotechnology. Following this roadmap, room temperature strong coupling of the ground state vibrational levels of an ensemble of molecules to a cavity was demonstrated in 2015 [274, 275]. Vacuum strong coupling has since been shown to have a significant influence on chemical reactions [276], controlling the reactivity landscape [277] and allowing reaction rates to be both promoted and suppressed. Strong coupling has also allowed quantum interference of vibrational pathways [278], and has reached the single molecule level (Fig. 5 b)) [229].

Compared to the direct dipole coupling of molecular polaritonics with electronic degree of freedom, the presence of two optical frequencies when coupling to molecular vibrations offers additional flexibility. It allows specific molecular resonances to be targeted through judicious choice of detuning between the cavity resonance frequency and an optical drive tone, allows the properties of hybrid modes to be tuned by using light to pump one of the optical modes, and increases the range of processes that can be implemented [238].

Molecular polaritonics provides strikingly different tools to study and control biomolecular dynamics and reactions than have been available in the past. This offers a path towards a better understanding of complex biomolecular systems, allowing the roles of competing processes to be explored by tuning the chemical energy landscape. For instance, it provides a new approach to explore how collective thermal vibrations of proteins drive functionally important conformational changes and thereby guide biological functions. This is important since, even though collective vibrations are thought to play a crucial role in processes ranging from energy transport to antibiotic resistance, protein folding, molecular binding and enzyme catalysis [279, 280, 281, 282], the mechanisms by which they do this are not clear [279, 282] and the concept itself remains controversial [279, 280, 283]. Indeed, even quantum effects may play a role, as discussed in the following section. Molecular polaritonics also provides a route towards new technological applications, from higher yield chemical reactions and reactions that produce products that are otherwise inaccessible, to new quantum light sources for quantum computing and communications [284] and quantum materials for efficient energy harvesting [285, 286] built by exploiting robust room temperature biological systems.

6 Quantum effects in biology

At the smallest scales of atoms and molecules all living systems follow the laws of quantum mechanics. For instance, electron orbitals and chemical bonds can only be properly understood from a quantum mechanical perspective. At large scales, however, it is expected that life obeys classical laws, without the need of deep quantum concepts such as superposition, coherence or entanglement. Where the boundary between classical and quantum descriptions exactly occurs, and whether biological systems have evolved to make functional use of quantum effects at larger scales than might otherwise be anticipated, has been an intense and controversial topic of debate since the birth of quantum mechanics. For instance, Erwin Schrödinger argued for the importance of quantum mechanical for life in 1944 in his prescient book “What is Life?” [289]. Other quantum mechanics luminaries have made similar arguments. Indeed, a lecture by Niels Bohr at the International Congress on Light Therapy in Copenhagen in 1933 [290] is credited with inspiring a young Max Delbrück who later contributed to founding the field of molecular biology and earned the 1969 Nobel Prize in Physiology or Medicine [291, 31].

The field of quantum biology is fraught with controversies both because the definition of what exactly constitutes a quantum effect is not always agreed upon, and because it is highly non-trivial to unambiguously tease out these quantum effects from a complex biological background of other processes and activities [31, 30]. A key argument is that non-trivial quantum effects should involve phenomena such as coherence, entanglement and superposition which one might usually expect to be averaged out by decoherence in warm, disordered biological environments, and that living system should exploit these effects for clear functional benefit. If such functionally relevant, non-trivial quantum effects do exist, this has the
potential to transform our understanding of life and to have major impact on the underpinnings of biotechnology, improving our understanding of phenomena such as the behaviour of biomolecules, the dynamics in neural network, biological energy transport and enzymatic catalysis (Fig. 6 a)). Better understanding of these processes is key to biotechnology applications ranging from the diagnosis and treatment of neurodegenerative disorders, to lower energy fertilisers and biofuel production, more efficient energy technologies, and more effective pharmaceutical drug development.

Quantum effects have been proposed to exist in processes ranging from olfaction [292, 293, 294], to photosynthesis [295, 296, 288], enzyme catalysis [287, 297], and even neural function [298, 299, 300]. In each of these areas, significant knowledge gaps exist, that may be explainable via quantum effects. For instance, natural enzymes accelerate reactions by as much as fifteen orders of magnitude, but we do not know how to engineer artificial enzymes with the same capability [279, 280]. It is known that quantum tunnelling plays a role in enzyme catalysis [287, 297] (Fig. 6 a)), though whether this is incidental or a key factor in explaining the performance of natural enzymes is yet to be determined. In photosynthesis (Fig. 6 b)), we still do not fully understand the remarkable efficiency of photosynthetic energy transfer [283]. Long-lasting coherences in photosynthetic systems have been observed via two dimensional spectroscopy [295, 296]. These were initially attributed to electron coherence and used as evidence that exciton transport to the photosynthetic reaction centre was accelerated by quantum interference between multiple pathways. It has since become clear that the situation is more complex, and that these coherences likely arise due to collective vibrational motions [301, 302, 303], which act as an “environment” that assists exciton transport [304, 305]. The robustness of environment-assisted exciton transport in nature is under active investigation as a means to engineer high efficiency quantum transport [306, 307], with quantum aspects predicted to improve transport at biologically relevant timescales and temperatures [308]. In olfaction, it has been proposed that sensitivity to quantum mechanical collective vibrations is required to fully explain our sense of smell, augmenting lock-and-key mechanisms based on shape alone [292, 293]. Experiments with fruit flies have provided evidence for this idea, by substituting hydrogen with deuterium in odorant molecules. This alters the vibrational frequencies of the odorant without significantly changing its shape, and was shown to result in a change in perceived odour [294]. Questions remain, however, with experiments on humans and mouse odorant receptors finding no significant differences in perception for deuterated odorant molecules [309]. Given the exquisite ability of our sense of smell to differentiate between molecules, were quantum effects to prove significant they could enable the development of designer molecular sensing tools with performance beyond what is currently possible.
Proposals that quantum effects occur in the brain are often particularly controversial. Perhaps most notable is Roger Penrose and Stuart Hameroff’s proposal that quantum coherence in neuronal microtubules may be capable of quantum computing and form the basis of human consciousness [298]. This idea has not yet gained significant traction, with compelling arguments against coming from comparisons of the timescales for neuronal dynamics and for decoherence of the ions involved in the propagation of action potentials [310]. Motivated by the challenge of finding sufficiently low decoherence quantum states in the brain, and the suggestion that consciousness is linked to quantum spin [299], Matthew Fisher proposed the possibility of the spin of phosphorus nuclei as an alternative candidate for quantum neural processing [300]. This is attractive due to the long decoherence times of spin-half nuclear states, with hydrogen and phosphorous the only biologically relevant spin-half nuclei [300].

Box 1: Man versus machine: the remarkable aptitude of the human brain.

While all proposals for quantum effects in the brain to date are of a speculative nature, they can be motivated by reminding ourselves of the seemingly unique feature of consciousness and of the remarkable power of the human brain. On the latter, consider the famous 2016 Go battle between Lee Sodol and Google’s AlphaGo. Here, man and machine competed on equal footing in the most complicated game ever devised. While AlphaGo won four of five matches, the machine was designed specifically for Go (it could not ride a bicycle!) and, running on over a thousand central processing units and hundreds of graphical processing units, consumed around a megawatt of power compared to the light-bulb-level power consumption of the human brain. This is of course an anecdotal example, but is deeply suggestive that there is something powerfully different in how biological neural networks process information. Perhaps this involves quantum effects, perhaps not. If it does, the ramifications can be expected to be enormous.

Even after nearing a century of thought and exploration, the role of quantum effects in biology remains contentious. What has made the difference in recent years is the development of new tools, most especially two dimensional spectroscopy [311], that allow us to probe complex nanoscale biosystems and tweeze apart the different interactions and dynamics occurring within them. This has been complemented by advances in computational power and computational techniques to simulate molecular dynamics (e.g. [312, 313]). These technological developments can be expected to continue, with the sort of quantum tools to study and control biosystems with high precision discussed in the previous sections of this review playing a key role. Beyond these new technologies, a further exciting prospect for progress in understanding the scope of quantum effects in biology is the rapid development of large-scale quantum computers [9]. While the range of practical problems that these quantum computers will be capable of addressing in the near future remains relatively limited, quantum simulations of molecular dynamics are one area they appear quite naturally suited to [314, 27, 315, 28]. Here, they are able to address a fundamental problem in quantum chemistry calculations: the necessity to make approximations to avoid the exponential scale-up in complexity of computing the properties of quantum systems as their size increases [26]. The usual approach in quantum chemistry is to make the Born-Oppenheimer approximation, neglecting quantum correlations between electronic and nuclear degrees of freedom. While several notable methods exist to go beyond this approximation, they suffer from increased computational complexity, still require approximations, and ultimately are limited to relatively small molecules [26] (see Fig. 7 a)). By leveraging quantum effect themselves, quantum computers can avoid approximations without an exponential increase in simulation time. This provides the prospect to better understand both how quantum effects influence the behaviour of biomolecules, and how to engineer these effects in artificial molecules. Quantum computers have already be used to simulate a range of small molecules (see summary in [27]), but larger, more fault-tolerant computers are expected to be required to simulate molecules relevant to biotechnology [27, 315] (see Fig. 7 b)). It has been predicted, for example, that in the medium term quantum computers could simulate inorganic catalysts such as those used to fix nitrogen or convert carbon dioxide into methanol [27, 315]. This could assist us in better understanding these critical biotechnological processes.
Figure 7: Quantum molecular simulation. a) Complete simulator of an analogue quantum chemistry simulation for the H2 molecule. (Reproduced from Ref. [28] with permission 5176191038841) b) Quantum computer error versus number of qubits compared to the classical gold standard triple excitations coupled-cluster singles and doubles (CCSD(T)) (Reused with permission from Ref. [315]. Copyright (2019) American Chemical Society).

7 Conclusion

This review paper provides an overview of recent developments at the interface of quantum and biological science, and an outlook to their possible future impacts on biotechnology. These developments span a wide breadth of areas, from better sensors and microscopes, to new methods to simulate biochemical dynamics, to quantum control of biomolecules and chemical reactions, and even to the possible presence of quantum effects evolved to drive functional behaviours within biological systems themselves. The possible impact of these quantum technologies includes the development of a better understanding of the biodynamics that underpin pharmaceutical development, enzyme function and photosynthetic energy transport; new ways to improve the yield of chemical reactions or to produce new chemical species; advanced imaging technologies that can be used to diagnose disease and understand the pathways by which drugs act; and answers to deep questions on the role of quantum effects in living systems. This paints an exciting picture of a future where quantum technologies drive new advances in biotechnology.
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