Automated SSIM Regression for Detection and Quantification of Motion Artefacts in Brain MR Images
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Abstract—Motion artefacts in magnetic resonance brain images can have a strong impact on diagnostic confidence. The assessment of MR image quality is fundamental before proceeding with the clinical diagnosis. Motion artefacts can alter the delineation of structures such as the brain, lesions or tumours and may require a repeat scan. Otherwise, an inaccurate (e.g. correct pathology but wrong severity) or incorrect diagnosis (e.g. wrong pathology) may occur. "Image quality assessment" as a fast, automated step right after scanning can assist in deciding if the acquired images are diagnostically sufficient. An automated image quality assessment based on the structural similarity index (SSIM) regression through a residual neural network is proposed in this work. Additionally, a classification into different groups - by subdividing with SSIM ranges - is evaluated. Importantly, this method predicts SSIM values of an input image in the absence of a reference ground truth image. The networks were able to detect motion artefacts, and the best performance for the regression and classification task has always been achieved with ResNet-18 with contrast augmentation. The mean and standard deviation of residuals’ distribution were $\mu = -0.0009$ and $\sigma = 0.0139$, respectively. Whilst for the classification task in 3, 5 and 10 classes, the best accuracies were 97, 95 and 89%, respectively. The results show that the proposed method could be a tool for supporting neuro-radiologists and radiographers in evaluating image quality quickly.
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1. INTRODUCTION

Image quality assessment (IQA) is a fundamental tool for evaluating MR images [1]–[3]. The main purpose of this process is to determine if the images are diagnostically reliable and free from critical artefacts [4], [5]. Often the evaluation process requires time and is also subjectively dependent upon the observer [6]. Furthermore, different levels of expertise and experience of the readers (experts designated to perform the IQA) could lead to variable assessment results. Another intrinsic issue of the IQA for MR images is the absence of a reference image. Reference-free IQA techniques with and without the machine and deep learning support have been proposed in the last years for the evaluation of the visual image quality [3], [4], [7], [8], [8]–[14]. These techniques are able to detect and quantify the level of blurriness or corruption with different levels of accuracy and precision. However, there are many factors to take into consideration when choosing which technique to apply; the most important are [15]–[17]: data requirement - as deep learning requires a large dataset while traditional machine learning (non-deep learning based) techniques can be trained on smaller data sets; accuracy - deep learning provides higher accuracy than traditional machine learning; training time - deep learning takes longer time than traditional machine learning; hyper-parameter tuning - deep learning can be tuned in various different ways, and it is not always possible to find the best parameters, while machine learning offers limited tuning capabilities. In addition, when choosing traditional machine learning techniques, the fundamental step of feature extraction must be considered. Although the list of traditional machine learning and deep learning techniques used for regression and classification tasks is constantly increasing [18]–[21], there is still no gold standard IQA for MR images [2]. The aim of this work is to create an automated IQA tool that is able to detect the presence of motion artefacts and quantify the level of corruption or distortion compared to an “artefact-free” counterpart based on the regression of the structural similarity index (SSIM) [22]. This tool has been designed to be able to work for a large variety of MR image contrasts, such as T1, T2, PD and FLAIR weighted images, and independently from the resolution and orientation of the considered image. Additionally, a contrast augmentation step has been introduced
in order to increase the range of variability of the weighting. In practice, when the MRIs are acquired, and there are any artefacts in the image, “artefact-free” counterparts are not available to compare the image against for quality assessment. However, for SSIM calculation, two images are required (corrupted vs motion-artefact-free images). For this reason, in this work, the corrupted images were artificially created by making use of two different algorithms - one implemented by Shaw et al. [23] (package of the library TorchIO [24]) and a second algorithm developed in-house [25]. Furthermore, when training a neural network model in a fully-supervised manner, as in this case, a large amount of labelled or annotated data is typically required [26]. In this research on IQA, the regression labels for training were created by comparing the artificially-corrupted images against the original artefact-free images with the help of SSIM, and those SSIM values were finally used as the regression labels.

II. METHODOLOGY

The proposed automatic IQA tool relies on residual neural networks (ResNet) [27], [28]. Two different versions of ResNet were used, with 18 (ResNet-18) and 101 (ResNet-101) residual blocks. Every model has been trained two times - with and without the contrast augmentation step. These steps are executed during the training, Figure 1:

1) Given a 3D input volume, one random slice (2D image) is selected from one of the possible orientations - axial, sagittal, or coronal. In the case of an anisotropic volume, the slice selection is made only following the original acquisition orientation.

2) In case of contrast augmentation is enabled, one of the contrast augmentation algorithms is selected randomly from the following and applied to the input image:
   - Random gamma adjustment [29]
   - Random logarithmic adjustment [30]
   - Random sigmoid adjustment on the input image [31]
   - Random adaptive histogram adjustment [32]

3) Motion corruption is applied on the 2D image using one of these two options:
   - TorchIO [23], [24], Figure 2 (a)
   - "in-house" algorithm, Figure 2 (b)

4) The SSIM is calculated between the 2D input image and the corresponding corrupted one.

5) The calculated SSIM value and the corrupted image are passed to the chosen model for training

The code for this project is available on GitHub

Three datasets - train, validation, and test sets - were used for this work, Table I. For training, 200 volumes were used, while 50 were used for validation and 50 for testing. The first group of 68 volumes were selected from the public IXI dataset [2] of 114 volumes were acquired with a 3T scanner, the third group (Table I, Site-B) of 93 volumes was acquired at 7T, and a final group (Table I, Site-B) of 25 volumes was acquired with different scanners (1.5 and 3T). The volumes from IXI, Site-A, and Site-B were resampled in order to have an isotropic resolution of 1.00 mm³.

The loss during training was calculated using the mean squared error (MSE) [33] and was optimised using the Adam optimiser [34] with a learning rate of $1e^{-3}$ and a batch size of 100 for 2000 epochs. All images (during training, validation, and testing) were always normalised, and resized or padded to have a 2D matrix size of 256x256.

For testing, a total of 10000 images were repetitively selected randomly and then corrupted from the 50 volumes of the test dataset - applying the random orientation selection, the contrast augmentation, and finally the corruption - as performed during the training stage.

In order to evaluate the performance of the trained models, foremost, the predicted SSIM values were plotted against the ground truth SSIM values as shown in Figure 3 next.
TABLE I
DATA FOR TRAINING, VALIDATION AND TESTING.

| Data | Weighting | Volumes | Matrix Size | Resolution (mm$^3$) |
|------|-----------|---------|-------------|---------------------|
|      |           | m(M) x m(M) x m(M)† | m(M) x m(M) x m(M)† |
| TRAINING |           |         |             |                     |
| IXI  | T1,T2,PD | 15,15,15 | 230(240)x230(240)x134(162) | 1.00 isotropic      |
| Site-A | T1,T2,PD,FLAIR | 20,20,20,20 | 168(168)x224(224)x143(144) | 1.00 isotropic      |
| Site-B | T1,T2,FLAIR | 20,20,20 | 156(156)x224(224)x100(100) | 1.00 isotropic      |
| Site-C | T1 | 3 | 192(512)x256(512)x36(100) | 0.45(1.00)x0.45(0.98)x0.98(4.40) |
| Site-C | T2 | 11 | 192(640)x192(640)x32(160) | 0.42(1.09)x0.42(1.09)x1.00(4.40) |
| Site-C | FLAIR | 1 | 320x320x34 | 0.72x0.72x4.40 |
| VALIDATION |           |         |             |                     |
| IXI  | T1,T2,PD | 1,5,7 | 230(240)x230(240)x134(162) | 1.00 isotropic      |
| Site-A | T1,T2,PD,FLAIR | 4,4,4,4 | 168(168)x224(224)x143(144) | 1.00 isotropic      |
| Site-B | T1,T2,FLAIR | 6,6,4 | 156(156)x224(224)x100(100) | 1.00 isotropic      |
| Site-C | T1 | 3 | 170(240)x240(256)x118(256) | 1.00 isotropic      |
| Site-C | T2 | 1 | 240x320x80 | 0.80x0.80x2.00 |
| Site-C | PD | 1 | 240x320x80 | 0.80x0.80x2.00 |
| TESTING |           |         |             |                     |
| IXI  | T1,T2,PD | 2,4,4 | 230(240)x230(240)x134(162) | 1.00 isotropic      |
| Site-A | T1,T2,PD,FLAIR | 6,4,4,4 | 168(168)x224(224)x143(144) | 1.00 isotropic      |
| Site-B | T1,T2,FLAIR | 6,6,5 | 156(156)x224(224)x100(100) | 1.00 isotropic      |
| Site-C | T1 | 2 | 288(320)x288(320)x35(46) | 0.72(0.87)x0.72(0.87)x3.00(4.40) |
| Site-C | T2 | 2 | 320(512)x320(512)x34(34) | 0.44(0.72)x0.45(0.72)x4.40(4.40) |
| Site-C | FLAIR | 1 | 320x320x35 | 0.70x0.70x4.40 |

†: “m” indicates the minimum value while “M” the maximum.

Fig. 2. Samples of artificially corrupted images. On the left column original images, on the right the corrupted ones. (a): image corrupted making use of TorchIO library, (b): image corrupted making use of the home-made algorithm.

The residuals were calculated as follows $\text{Residuals} = \text{SSIM}_{\text{predicted}} - \text{SSIM}_{\text{ground truth}}$. Figure [4]

The predicted SSIM value of an image can be considered equivalent to measuring the distortion or corruption level of the image. However, when applying this approach to a real clinical case, it is challenging to compare this value with a subjective assessment. To get around this problem, the regression task was simplified into a classification task. For the same, three different experiments were performed by choosing a different number of classes - 3, 5 and 10 classes. For every case, the SSIM range [0-1] was equally divided into sub-ranges. For instance, in the case of 3 classes, there were three sub-ranges, class-1:[0.00-0.33], class-2:[0.34-0.66] and class-3:[0.67-1.00]. A similar step was also performed for creating 5 and 10 classes.

A second dataset was also used for testing the trained models - comprised of randomly selected images from clinical acquisitions. This dataset contained five subjects, each with a different number of scans, as shown in Table II. In this case, there were no ground truth reference images, and for this reason, the images were also subjectively evaluated (subjective image quality assessment SIQA) by one expert using the following classification scheme: class 1 - images with good to high quality that might have minor motion artefacts, but not altered structures and substructures of the brain (SSIM range between 0.85 and 1.00); class 2 - images with sufficient to good quality, in this case, the images can have motion artefacts that prevent correct delineation of the brain structures, substructures or lesions (SSIM range between 0.60 and 0.85); and class 3 - image with insufficient quality and a re-scan will be required (SSIM range between 0.00 and 0.60). Additionally, this dataset contained different contrasts not included in the training, such as diffusion-weighted images (DWI).

As a baseline, the MRIQC [9] toolbox has been considered for a direct comparison when applied on clinical data. It is important to remark that MRIQC extracts several no-reference image quality metrics only from T1w and T2w 3D image volumes and functional MRI data. For this reason, many of the clinical volumes were discarded during the quality assessment.

https://mriqc.readthedocs.io/en/latest/about.html
Furthermore, MRIQC could not be used for the assessment of the artificially corrupted images because it works only on acquisitions properly converted to the BIDS format (i.e. artificially corrupted 2D slices are not suitable for MRIQC). The following metrics for structural images were used: the contrast-to-noise ratio (CNR) [35], the coefficient of joint variation (CJV) [36], the entropy focus criterion (EFC) [37] and the so called quality index (QI) [3]. The first one, CNR, is a common image metric and a simple extension of the signal-to-noise ratio (SNR) calculation; it is able to assess the separation between the tissue distributions of grey and white matter (GM and WM). Higher values indicate better image quality. The second chosen metric, CJV, can detect the presence of heavy head motion and large intensity non-uniformities (INU), and for this metric lower values indicate better image quality. One of the earliest proposed metrics available in MRIQC is the EFC. With this metric is possible to quantify the level of ghosting and blurriness caused by the head motion. It makes use of the Shannon entropy of voxel intensities. Images with lower EFC values present a better image quality. The last quality measure, QI, is a binary metric that reflects the presence or absence of artefacts. When QI is non-zero, the image is corrupted by artefacts, while zero QI indicates an absence of artefacts. Those metrics were chosen among the others for their specificity towards artefact detection and quantification. In order to assess the agreement with SIQA results, for each chosen metric, the SIQA scores were specifically averaged, normalised and scaled. The averaging step is required since the SIQA scores were per slice, while MRIQC reports a single number for each metric of every scan. For the first three metrics, CNR, CJV and EFC, the SIQA scores were normalised and scaled, taking as reference the first analysed image volume by MRIQC. Whilst for the QI metric, the averaged SIQA scores within the range 1 – 2 were converted to zero values to indicate the absence of motion artefacts as for the QI metric; otherwise, 1 to report the presence of artefacts.

III. RESULTS

The results for the first section, the regression task, are presented in Figures 3 and 4. Figure 3 shows a scatter plot where the predicted SSIM values are compared against the ground truth values. Additionally, the plot shows the linear fitting performed for each trained model. Finally, the distributions of the ground truth and predicted SSIM values are also shown. Figure 4 presents general comparisons across all the trained models and their qualitative dispersion levels. In this case, the term dispersion implies how much the predicted SSIM values differ from the ground-truth \( SSIM^{\text{predicted}} = SSIM^{\text{ground-truth}} \). On the other hand, in Figure 4, the results are shown separately using the scatter plots - for each model. The relative residual distribution plots are explained in section 11. For the residual distributions, a further statistical normal distribution fitting was carried out, making use of the python package SciPy [38]. The calculated mean and standard deviation values are shown in Figure 4. According to the statistical analysis, the model that has the smallest standard deviation (\( \sigma = 0.0139 \)) and the mean value closest to zero (\( \mu = -0.0009 \)) was the ResNet-18 model trained with contrast augmentation, while the model with the mean value furthest from zero and largest standard deviation was the ResNet-101 trained without contrast augmentation. A clear effect of the contrast augmentation for both models, ResNet-18 and ResNet-101, can be seen in the results - reflected as a reduction of the standard deviation values, and this visually correlates with a lower dispersion level in the scatter plots. The results for the classification task are shown in Figure 5 and table III. Figure 5 shows the logarithmic confusion matrices obtained for the classification task. It can be noted that all the trained models performed well and in a similar way. In particular, none of the matrices presents non-zero elements far from the diagonal, but only the neighbouring ones - as commonly expected from a classification task. The table III is complementary to Figure 5. It shows the class-wise, macro-average and weighted average of precision, recall, and f1-score for all the trained models. This table also presents the accuracy. For all the three scenarios, 3, 5 and 10 classes as presented in section 11 once again, the model with the best results is ResNet-18 trained with contrast augmentation. This model always obtained the highest accuracy value - 97, 95 and 89% for 3, 5, and 10 class scenarios, respectively. Even though the ResNet-18 with contrast augmentation performed better than the other models, no substantial differences can be discerned from the tabular data. But once again, it is possible to observe an improvement in terms of performance when contrast augmentation is applied. The results regarding the clinical data samples are shown in Figure 6. In this case, the obtained SSIM predictions are shown for each model - overlayed with the subjective scores - shown in a per-slice manner grouped by the subjects. As introduced in section 11, the subjective ratings for the clinical data samples were within
the classes 1, 2 or 3 - after a careful visual evaluation. If the predictions obtained with the different models fall within the classes assigned by the subjective evaluation, this implies that there is an agreement between the objective and subjective evaluations. When the objective prediction lies outside the class assigned by the expert, this indicates a disagreement between the two assessments. The percentage of agreement between subjective and objective analysis is 76.6 ± 0.8% (mean ± standard deviation), with a minimum value of 75.5% achieved by ResNet-101 without contrast augmentation and a maximum of 77.7% by ResNet-101 with contrast augmentation. The results from MRIQC are presented in figure 7. Once again, it is important to mention that MRIQC is a toolbox which comprises several image quality metrics and provides a comprehensive analysis of the scans. However, only 12 of 36 total scans were processed, mainly because the clinical scans were not T1w or T2w acquisitions as required by MRIQC. The rates of agreement between the chosen MRIQC metrics and the SIQA scores were the following: 17%, 17%, 33% and 75% for CNR, CJV, EFC and QI, respectively.

### IV. Discussion

The performances of the trained models when solving the regression task were very similar. However, both models ResNet-18 and ResNet-101, showed a distinct improvement when coupled with contrast augmentation. Looking at the Residuals distributions of the errors for both models, contrast augmentation has been the reason why the mean values fell

| Data       | Weighting | Volumes | Matrix Size m(M) x m(M) x m(M)† | Resolution (mm³) m(M) x m(M) x m(M)† |
|------------|-----------|---------|---------------------------------|---------------------------------------|
| Subj. 1    | T1,T2,FLAIR | 1,2,4 | 130x256x256(560)x26(256) | 0.42(1.00)x0.42(0.94)x0.93(4.40) |
| Subj. 2    | T2        | 3      | 288x320x288(320)x28(28) | 0.76(0.81)x0.76(0.81)x5.50(5.50) |
| Subj. 3    | T1,T2,FLAIR,DWI(§) | 1,2,4,1 | 256x640x640(640)x32(150) | 0.42(0.90)x0.42(0.90)x0.45(4.40) |
| Subj. 4    | T2, FLAIR, DWI | 1,2,6 | 144x512x144(512)x20(34) | 0.45(1.40)x0.45(1.40)x2.00(4.40) |
| Subj. 5    | T2, FLAIR, DWI | 3,1,4 | 256x640x256(640)x28(42) | 0.40(1.09)x0.40(1.09)x3.30(6.20) |

†: “m” indicates the minimum value while “M” the maximum.
closer to zero and also, the values of the standard deviation decreased by \( \approx 1.5 \) and \( \approx 1.44 \) times for ResNet-18 and ResNet-101, respectively. The reduction of the standard deviations is also evident in the scatter plots, where the dispersion level is visibly less when contrast augmentation is applied. While considering the classification task, the first notable thing is that there is a linear decrease in the accuracy as the number of classes increases - 97, 95 and 89%. This can be explained by the fact that as the number of classes increases, the difficulty level also increases for each model to classify the image in the correct pre-defined range of SSIM values. The confusion matrices confirm this behaviour - by the increase of the values being out-of-diagonal, i.e., considering the ResNet-18 not coupled with contrast augmentation, for the classification task with three classes, the maximum value out-of-diagonal is 0.04 (for class-2 and class-3), while considering the classification task with ten classes, the maximum value is 0.50 (for class-1). This implies that the ResNet-18, not coupled with contrast augmentation when performing the 10-classes classification task, classifies incorrectly 50% of the tested images. When contrast augmentation is applied, there is an apparent reduction of wrongly classified images of class-1. Although this is the general trend observed in Figure 5 there are also contradicting results, i.e., when looking at the 5-classes classification task for class-1 always considering ResNet-18 without and with contrast augmentation, there is a net increase of erroneously classified class-1 images, from 9 to 21% of tested images. The final application on clinical data also provided satisfactory results, with a maximum agreement rate of 77.7% between the objective and subjective assessments. A direct comparison with the previous three-classes classification task is not possible due to the different subjective schemes selected (Section II). Although there is a visible reduction in performance when the trained models are applied to clinical data, this can be justified by taking into account several factors. First of all, the clinical data sample involved types of image data, such as diffusion acquisition and derived diffusion maps, which were never seen by the models during the training step, and secondly, the motion artefacts artificially created did not cover the infinite possible motion artefacts that can appear in a truly MR motion corrupted image. A possible improvement can be obtained by introducing new contrasts in the training set, different resolutions and orientations. For example, oblique acquisitions have not been considered in this...
In this work, the expert’s perception of image quality is introduced by each expert while evaluating the image quality. To take into account for the subjective assessment is the bias due to motion artefacts and additionally the variability of the problem in quantifying the image degradation level. Of classes was three (Table III). Considering the complexity of the problem in quantifying the image degradation level due to motion artefacts and additionally the variability of the type of contrast, resolution, etc., the results obtained are very promising. Further evaluations, including multiple subjective evaluations, will be performed on clinical data to judge its work. In addition, the artificial corruption methods used for this work can be further improved, e.g., including corruption algorithms based on motion log information recorded by a tracking device, as commonly used for prospective motion correction [40], [41], [42]. However, this would require the availability of raw MR data, and it has to be taken into account also the computational time to de-correct the images, comparably slower than the current approaches. Another point to take into account for the subjective assessment is the bias introduced by each expert while evaluating the image quality. In this work, the expert’s perception of image quality is emulated with good accuracy, 76.6 ± 0.8%, which can not be considered a standard reference. Although the subjective assessment can be repeated with the help of several experts, there will always be differences between them, i.e., years of experience or different sensitivity to the presence of motion artefacts in the assessed image. It is also noteworthy that the SSIM ranges defined for the three classes can be re-defined following a different scheme. In the scenario explored in this paper, the scheme has been defined by making use of the artificially corrupted images and the ground truth images - this allowed an exact calculation of the SSIM values, and it was simple to define ranges that visually agree with the scheme defined in Sect. II. The results of MRIQC seem to be less in agreement with the SIQA, at least for three metrics, CNR, CJV and EFC. However, the QI measure has a rate agreement of 75% with SIQA and taking into consideration only the scans analysed by MRIQC, the rate agreement between the QI measure and our method is also 75%.

V. Conclusion

This research presents an SSIM-regression-based IQA technique using ResNet models, coupled with contrast augmentations, to make them robust against changes in image contrasts in clinical scenarios. The method managed to predict the SSIM values from artificially motion-corrupted images without the ground-truth (motion-free) images with high accuracy (residual SSIMs as less as −0.0009±0.0139). Moreover, the motion classes obtained from the predicted SSIMs were very close to the true ones and achieved a maximum weighted accuracy of 89% for the ten classes scenario as reported in Table III and achieved a maximum accuracy value of 97% when the number of classes was three (Table III). Considering the complexity of the problem in quantifying the image degradation level due to motion artefacts and additionally the variability of the type of contrast, resolution, etc., the results obtained are very promising. Further evaluations, including multiple subjective evaluations, will be performed on clinical data to judge its
clinical applicability and robustness against changes in real-world scenarios. In addition, other training will be carried out in order to have a larger variety of images that should include common clinical routine acquisitions such as diffusion-weighted imaging and Time-of-Flight imaging. Furthermore, it would be beneficial to include images also acquired at lower magnetic field strength ($< 1.5$ T). Considering the results obtained by ResNet models in this work, it is reasonable to think that future works can also be targeted towards a different anatomical body part, focusing, for instance, on abdominal or cardiac imaging. However, the reproduction of real-looking-like motion artefacts plays a key role in the performances of deep learning models trained to have a reference-less image quality assessment tool.
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Fig. 7. MRIQC results. Top left: CNR; top right: CJV; bottom left: EFC, and bottom right: QI.

**TABLE IV**

Comparison table: MRIQC (baseline) and our A-SSIM-Regr. *Hardware required for clinical data evaluation. † Optional but highly recommended for training a new model. * Docker size. ** MRIQC could not process all the clinical image volumes, only the structural ones, T1w and T2w.

|                     | MRIQC                           | Ours                              |
|---------------------|---------------------------------|-----------------------------------|
| Data preparation    | Mandatory BIDs conversion       | Not required, any format can be used: DICOM, Nifti, etc. |
| RAM/ROM* required   | 49 GB / ≈ 16 GB*                 | 4GB / ≈ 1 GB                      |
| VRAM (on GPU)       | AMD Ryzen 9 (boost up to 4.7GHz) | Intel® Core™ i7-8700K             |
| CPU**               | Not required                     | NVIDIA GeForce GTX 1080 Ti†       |
| GPU**               |                                  |                                   |
| Time required (CPU) | 15 minutes to assess 12 vol.**   | 39.79 seconds for 36 vol.         |
| Time required (GPU) | Not available                    | 8.84 seconds for 36 vol.          |
| Type of images      | only 3D T1w, T2w and fMRI       | ALL (2D and 3D)                   |
| Dependencies        | FSL, ANTs, AFNI, FreeSurfer, etc.| Python, PyTorch                   |
|                     | Docker alternative is available  |                                   |
| Image Quality Metrics| Multiple (CNR, CJV, EFC, etc.)  | Single                            |
