Full optimization of a single-qubit gate on the generalized sequential quantum optimizer
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We propose a new quantum algorithm based on analytically-maximum optimization of a single-qubit gate in parameterized quantum circuits (PQCs). Variational quantum algorithms on near-term quantum devices depend on the ability to optimize objective functions with hardware-efficient PQCs. Standard optimizations utilize single-parameter quantum gates in PQCs whose rotation angles along fixed axes are parameterized. The parameters are then updated by gradient or by sequential quantum optimization. A conventional sequential optimizer utilizes sinusoidal properties to directly find local optima regarding a single-qubit gate. A recent method proposed sequential optimization of multi-parameter single-qubit gates in PQCs whose parameters are the rotation axes of quantum gates with fixed half-rotation angles. Here, unifying and extending the existing methods, we derive the maximum optimization of a single-qubit gate from the framework of matrix factorization. We perform numerical experiments demonstrating the efficacy of the framework.

I. INTRODUCTION

Variational Quantum Algorithm (VQA) is a notable classical-quantum hybrid algorithm, which is feasible on near-term quantum devices. It is a versatile methodology applicable to quantum chemical calculation, combinatorial optimization problem, dynamics simulation, time evolving simulation, principle component analysis, linear and non-linear system solvers, and so on. The key component in VQAs is parameterized quantum circuit (PQC), also called ansatz, which is a sequence of quantum gates with classically controllable parameters.

The cost function of VQA is often formulated as the expectation value of Hamiltonian $H$ of a target system whose solution can be obtained from the eigensystem of $H$ computed with variational quantum eigensolver (VQE), e.g., for quantum chemical calculations using fermionic or spin Hamiltonian. Appropriate designs of PQCs are essential to express the quantum states of interest. PQCs are classified into physics-based ansatz and heuristic-based ansatz. A physics-based ansatz, including a unitary coupled cluster and Hamiltonian variational ansatz, can achieve efficient optimization to limit the Hilbert space spanned by the ansatz to the neighborhood of the target states. However, it is difficult to run on near-term devices because of its circuit depth. In contrast, a heuristic-based ansatz puts more weight on the feasibility on near-term devices, which hence generally results in shallower circuits with the uncertainty to express the target states.

A typical strategy to mitigate the uncertainty is by systematically increasing the circuit depth with adding layers of gates. However, increasing layers can cause the gradient of the cost function with regards to parameters of PQCs to exponentially vanish as the number of qubits grows, a phenomenon termed barren plateau. The barren plateau renders gradient-based approaches useless. Several remedies, such as layerwise-learning and parameter correlation, have been proposed but they can only cope with noiseless conditions. The only effective strategy for noise-induced barren plateau is to reduce circuit depth. Hence, there are two conflicting requirements of PQCs with heuristic ansatz; they should be deep enough to express target states but should be as shallow as possible to avoid the barren plateau.

A concept of circuit structure optimization implemented in Rotoselect draws attention to deal this dilemma, which is shared in Variable Ansatz (VAns) algorithm. Rotoselect is also a family of quantum sequential optimizers such as NFT (also termed Rosetosolve in [26]), where single-qubit gates are sequentially and analytically optimized without gradient. It allows to select the optimal (single-qubit) rotational gate in a PQC among $R_x(\theta)$, $R_y(\theta)$, and $R_z(\theta)$ by utilizing the periodicity of objective functions in $\theta$, as $R_x(\theta) = \cos(\theta/2)I - i\sin(\theta/2)X$ and similarly for $R_y$ and $R_z$. Since the PQCs with Rotoselect become a bit more flexible via choosing the rotation axes of the single-qubit gates through cost minimization, Rotoselect is regarded as structural optimization of fixed-depth PQCs. How-
ever, Rotoselect has two drawbacks: the rotation axis is selected from a finite and discrete gate set, and each parameter of PQCs is updated locally. As a result, Rotoselect is likely to be stuck in local optima. To deal with the drawbacks, PQCs consisting of single-qubit gates, whose rotational axes are arbitrary three-dimensional vectors, have been proposed \cite{29}. Like Rotoselect, free-axis selection (Fraxis) \cite{29} is a quantum sequential optimizer, but with more parameters (i.e., axes of rotations) to optimize. The optimal axis is obtained from a matrix diagonalization whose elements are computed from expectation values of \( H \) for quantum states generated from PQCs, where the gate of interest is replaced by a set of unitaries. Because the PQC with Fraxis gates optimizes the rotational axis of each single-qubit gate, it has higher degree of freedom and therefore, has better expressibility than a PQC with Rotoselect/select. Recently, PQCs with fully optimized single-qubit gates, i.e., both the rotation axis and angle of each single-qubit gate are simultaneously optimized, have been shown possible for time-evolving simulation \cite{11}.

Here, we show such fully optimization of single-qubit gates, termed as Free Quaternion Selection (FQS) after the quaternion representation of a single-qubit gate, is also applicable to the general form of the VQA cost function. Furthermore, we show that the FQS generalizes other existing quantum sequential optimizers, such as NFT, Rotoselect/select, and Fraxis; all known quantum sequential optimizers can be formulated as matrix factorization. Because the single-qubit gates of PQCs with FQS have the highest degree of freedom, FQS can optimize more effectively the circuit structure to express target quantum states with limited depth when compared to Fraxis and Rotoselect/select as illustrated in Fig. 1.

The remainder of this paper is organized as follows. In Sec. II we describe the theoretical aspects of our proposed method. We first give the quaternion representation for a single-qubit gate, and then construct the FQS for VQA. We also present the FQS as the generalized form of NFT, Rotoselect/select, and Fraxis. In Sec. III we provide numerical experiments to demonstrate the effectiveness of our proposed method. Finally, we conclude this study in Sec. IV.

II. THEORY

A. Quaternion representation for single-qubit gate

A general single-qubit gate is conventionally represented as

\[
R_n(\psi) := \cos \left( \frac{\psi}{2} \right) I - i \sin \left( \frac{\psi}{2} \right) n \cdot \vec{\sigma}, \quad (1)
\]

where \( I \) and \( \vec{\sigma} = (X, Y, Z) \) denote the 1-qubit identity operator and the Pauli matrices. The parameters \( n \) and \( \psi \) correspond to a rotational axis and angle in the Bloch sphere, respectively. Here, we show another way to parameterize the general single-qubit gate. Since the rotational axis \( n \) is a three-dimensional real unit vector, we can write it in the polar coordinate system with the zenith angle \( \theta \) and the azimuth angle \( \phi \) as

\[
n = n(\theta, \phi) = (\cos \theta, \sin \theta \cos \phi, \sin \theta \sin \phi). \quad (2)
\]

Substituting Eq. (2) into Eq. (1), we obtain the quaternion representation of a single-qubit gate as

\[
R_n(\psi, \theta, \phi) = q(\psi, \theta, \phi) \cdot \vec{\varsigma}, \quad (3)
\]

where an unit quaternion \( q = (q_0, q_1, q_2, q_3) \) (i.e., \( q \in \mathbb{R}^4, |q| = 1 \)) is parameterized with \((\psi, \theta, \phi)\) as

\[
q_0 = \cos \left( \frac{\psi}{2} \right),
\]

\[
q_1 = \sin \left( \frac{\psi}{2} \right) \cos \theta,
\]

\[
q_2 = \sin \left( \frac{\psi}{2} \right) \sin \theta \cos \phi,
\]

\[
q_3 = \sin \left( \frac{\psi}{2} \right) \sin \theta \sin \phi. \quad (4)
\]

Here, \( \vec{\varsigma} := (s_0, s_1, s_2, s_3) \) is an extension of the Pauli matrices defined as

\[
s_0 = I, \quad s_1 = -iX, \quad s_2 = -iY, \quad s_3 = -iZ. \quad (5)
\]

Thus, we can identify a point on the three-dimensional spherical surface with a single-qubit gate. Based on this identification, we write \( R_n(\psi) \) as \( R(q) \) for simplicity in the rest of this paper. Note that if we focus on the conventional single-qubit rotation gate with one-parameter, such as \( R_x(\theta) \), this gate can be identified with a point on the one-dimensional spherical surface, i.e., the unit circle.
FIG. 2. A quantum circuit to evaluate the FQS matrix elements. An optimal single-qubit gate $R(q_d)$ of interest is computed from evaluating the circuit by replacing the gate with ten different gates as described in Sec. 4C.

B. Our algorithm: Free Quaternion Selection for Variational Quantum Algorithm

Let us consider an $n$-qubit parameterized quantum circuit $U$ consisting of $D$ parameterized single-qubit gates $\{R(q_d)\}_{d=1}^D$ and parameter-free gates such as CNOT gate. Tuning the parameters, we aim to solve an optimization task with the following objective function

$$\sum_{k=1}^K \text{tr} \left[ \rho_k U \left( \{q_d\}_{d=1}^D \right) \right],$$

where $\rho_k$ is an $n$-qubit initial state from a training set, and $H_k$ is a some observable. In the following, without loss of generality we focus on a single expected value in the objective function (i.e., $K = 1$), which can simply be considered as the minimization of energy for the Hamiltonian $H := H_1$ and the input state $\rho_{in} := \rho_1$. The extension of subsequent discussion to the whole objective function is trivial due to the linearity. For the energy minimization, we focus on a sequential optimization regarding $R(q_d)$ where all parameters are fixed except for the $d$th single-qubit gate as shown in Fig. 2.

The energy expectation of the variational state is written as

$$\langle H \rangle(q_d) := \text{tr} \left[ \rho_{in} U_1^\dagger R(q_d) U_2^\dagger H_1 U_2 R(q_d) U_1 \right],$$

where $U_1$ and $U_2$ are the quantum circuits before and after $R(q_d)$, respectively. $H'$ and $\rho_{in}'$ are defined as

$$H' := U_1^\dagger H U_2, \quad \rho_{in}' := U_1 \rho_{in} U_1^\dagger.$$ (8)

Here we omit the subscript $d$ for simplicity. Substituting Eq. (3) into Eq. (7), we can obtain the following quadratic form

$$\langle H \rangle(q) = q^\top S q,$$ (9)

where superscript $\top$ denotes a transpose operation, and $S = (S_{\mu\nu})$ is a $4 \times 4$ real-symmetric matrix whose elements are defined as

$$S_{\mu\nu} := \frac{1}{2} \text{tr} \left[ \rho_{in}' \left( \sigma_{\mu}' H_{\nu}' + \sigma_{\nu}' H_{\mu}' \right) \right]$$

$$= \begin{pmatrix}
\frac{1}{2} \text{tr}(H_{\mu}' \rho_{in}'), & \frac{1}{2} \text{tr}(H_{\nu}' \rho_{in}'), & \frac{1}{2} \text{tr}(H_{\nu}' \rho_{in}'), & \frac{1}{2} \text{tr}(H_{\nu}' \rho_{in}'), \\
\text{tr}(H_{\nu}' \rho_{in}') & \text{tr}(H_{\nu}' \rho_{in}'), & \text{tr}(H_{\nu}' \rho_{in}'), & \text{tr}(H_{\nu}' \rho_{in}'), \\
\frac{1}{2} \text{tr}(H_{\mu}' \rho_{in}'), & \frac{1}{2} \text{tr}(H_{\mu}' \rho_{in}'), & \text{tr}(H_{\mu}' \rho_{in}'), & \text{tr}(H_{\mu}' \rho_{in}'), \\
\text{tr}(H_{\nu}' \rho_{in}') & \text{tr}(H_{\nu}' \rho_{in}'), & \text{tr}(H_{\nu}' \rho_{in}'), & \text{tr}(H_{\nu}' \rho_{in}').
\end{pmatrix}.$$ (10)

See Appendix A for derivation of the quadratic form.

The matrix $S$ can be obtained by running and measuring ten quantum circuits, each corresponding to the element in the upper diagonal of $S$, as detailed in the next subsection. Note that the minimization of the quadratic form is exactly achieved by calculating the eigenvector corresponding to the lowest eigenvalue of $S$. In addition, this optimization over the whole $SU(2)$ is a generalization of other sequential optimizers [20, 28, 29], which optimize only a part of $SU(2)$. To clarify this point, we show they can be derived from our general framework at the end of this section. Notice that a special FQS, which applies to the objective functions in a special form, was proposed for time-evolving simulation [11]. Our formulation is also regarded as the extension of that special FQS. Since FQS


can select the optimal gate from the whole $SU(2)$ for minimizing the energy expectation in Eq. (4), it can incorporate the multi-parameter correlation in $SU(2)$ and thus achieves better performance for optimizing PQCs than other sequential optimizers. Rotoselect, Rotosolve, and their variants [20, 23, 30, 31] can be used to optimize a general single-qubit gate by first decomposing the multi-parameter gate using $ZYZ$-decomposition [32] to obtain three single-parameter gates. In that case, each parameter of the decomposed gate is optimized locally in contrast to FQS. Similarly, a general single-qubit gate is decomposed into two Fraxis gates defined as $R_{\alpha}(\pi)$. Then, Fraxis [29] separately updates these gates but simultaneously optimizes two parameters within the gate. Recent works [33, 34] extend Rotosolve to deal with non-Pauli
single-parameter gates which are different from multi-parameter Fraxis and FQS that have closed-form solutions.

C. Evaluation of the S elements

To determine the optimal single-qubit gate for the cost minimization, we evaluate the matrix $S$ constructing the quadratic form Eq. (9). All the elements of $S$ in Eq. (10) are in fact calculated from ten expected values classified into three types as below.

Type-A:

$$\text{tr} [\rho_n' H']$$

Type-B: for $k = 1, 2, 3$,

$$\text{tr} \left[ \rho_n' \left( \frac{I \pm i \sigma_k}{\sqrt{2}} \right)^\dagger H' \left( \frac{I \pm i \sigma_k}{\sqrt{2}} \right) \right]$$

Type-C: for $(k, m) = (1, 2), (1, 3), (2, 3)$

$$\text{tr} \left[ \rho_n' \left( \frac{\sigma_k + \sigma_m}{\sqrt{2}} \right)^\dagger H' \left( \frac{\sigma_k + \sigma_m}{\sqrt{2}} \right) \right].$$

Here, Type-A is the $(0, 0)$-element of $S$ and corresponds to the expected value of $H$ on the PQC when the single-qubit gate of interest, as in Fig. 2, is replaced with identity. The other diagonal elements are produced by the type-A and type-B values with the following identity:

$$\text{tr}(H' \sigma_k \rho_n' \sigma_k) + \text{tr}(H' \rho_n')$$

$$= \text{tr} \left[ \rho_n' \left( \frac{I - i \sigma_k}{\sqrt{2}} \right)^\dagger H' \left( \frac{I - i \sigma_k}{\sqrt{2}} \right) \right]$$

$$+ \text{tr} \left[ \rho_n' \left( \frac{I + i \sigma_k}{\sqrt{2}} \right)^\dagger H' \left( \frac{I + i \sigma_k}{\sqrt{2}} \right) \right].$$

(11)

Note that the Type-B corresponds to the expected value of $H$ on the PQC when the single-qubit gate of interest, as in Fig. 2, is replaced with, respectively, $R_x(-\pi/2), R_y(-\pi/2), R_y(\pi/2), R_z(-\pi/2),$ and $R_z(\pi/2)$. In contrast, subtracting the type-B values with different sign yields the other elements in the first row directly. The remaining off-diagonal elements are produced by the type-C expected values and the already obtained diagonal elements with the following identity:

$$\frac{1}{2} [\text{tr}(H' \sigma_i \rho_n' \sigma_i) + \text{tr}(H' \sigma_j \rho_n' \sigma_j)]$$

$$= \text{tr} \left[ \rho_n' \left( \frac{\sigma_i + \sigma_j}{\sqrt{2}} \right)^\dagger H' \left( \frac{\sigma_i + \sigma_j}{\sqrt{2}} \right) \right]$$

$$- \frac{1}{2} [\text{tr}(H' \sigma_i \rho_n' \sigma_i) + \text{tr}(H' \sigma_j \rho_n' \sigma_j)].$$

(12)

Note that the Type-C values correspond to the expected values of $H$ on the PQC when the single-qubit gate to be optimized, as in Fig. 2, is replaced with, respectively, Fraxis gate $R_m(\pi)$ for $m \in \{(1/\sqrt{2}, 1/\sqrt{2}, 0), (1/\sqrt{2}, 0, 1/\sqrt{2}), (0, 1/\sqrt{2}, 1/\sqrt{2})\}$. All expected values of Type-A, B, and C can be evaluated with direct measurements without any control operation such as the Hadamard test. Since the degree of freedom for a $4 \times 4$ real-symmetric matrix is ten, the number of required direct measurements should be optimal.

D. Unification of sequential quantum optimizers

FQS generalizes all other sequential optimizers, such as, Rotosolve (NFT), Rotoselect, Fraxis, and $\theta$-Fraxis; those methods can be regarded as special cases of FQS. For NFT, a single-qubit gate is restricted to a fixed axis $m$ such as $U_{\text{NFT}} := R_m(\psi)$. Then the corresponding objective function in quadratic form is

$$\text{tr} \left[ \rho_n' U_{\text{NFT}}^\dagger H' U_{\text{NFT}} \right] = c^\top \left( S_0 \tilde{S}_0 \cdot m \cdot m^\top \tilde{S} m \right) c,$$  

(13)

where $c := (\cos \psi/2, \sin \psi/2)^\top$ and $\tilde{S}_0 := (S_{01}, S_{02}, S_{03})$. $\tilde{S}$ denotes the lower right $3 \times 3$ part of the $S$ matrix. The derivation of the quadratic form is detailed in Appendix A. The real symmetric matrix in Eq. (13) can be regarded as a contraction of the FQS matrix $S$ with respect to the rotational axis $m$ reducing its degree of freedom to three.

In Rotoselect, three contracted matrices in Eq. (13) are constructed for $m \in \{(1, 0, 0), (0, 1, 0), (0, 0, 1)\}$, and the lowest eigenvalue is selected after three separate diagonalization procedures. Since the three matrices share $S_{00}$, the total number of circuit evaluations can be reduced to seven. As for Fraxis, the target gate $U_{\text{Fraxis}} := R_m(\pi)$ is simply expressed by the quaternion $q = (0, n)$. Thus, substituting $q = (0, n)$ into the objective function, we can reproduce the previous results derived in [29] as follows

$$\text{tr} \left[ \rho_n' U_{\text{Fraxis}}^\dagger H' U_{\text{Fraxis}} \right] = n^\top \tilde{S} n.$$  

(14)

Note that $\theta$-Fraxis in which the rotation angle is fixed to arbitrary values (i.e., fixed $q_0$) is regarded as minimizing Eq. (10) for $q^\prime := (q_1, q_2, q_3) \in \mathbb{R}^3$ under the constraint $|q|^2 = 1 - q_0^2$, which results in solving simultaneous equations rather than diagonalization.

It is worth noting that the required number of circuit evaluations for each sequential quantum optimizer coincides with the degrees of freedom for the real-symmetric matrix of respective methods, i.e., $3=1+2+3$ circuit evaluations for NFT/Rotosolve, $6=1+2+3$ circuit evaluations for Fraxis, and $10=1+2+3+4$ circuit evaluations for FQS.
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FIG. 5. Averaged trajectories of the VQE resulting energy for 5-qubit 1-dimensional Heisenberg model on the three-layer PQC with the cascade structure. The horizontal dashed line represents the exact ground energy. Note that the 24 gate updates corresponds to one sweep.
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III. NUMERICAL EXPERIMENTS

We have seen that FQS generalizes known sequential optimizers such as NFT, Rotosolve/select and Fraxis. Here, we will show how FQS are better for VQE in Heisenberg model and fidelity maximization. We compare FQS with Fraxis because Fraxis has been shown to be comparable or better than NFT and Rotosolve/select [29].

A. Heisenberg model

To benchmark the performance of FQS in comparison with Fraxis, we carried out VQE optimization for 1-dimensional Heisenberg model with five qubits whose Hamiltonian is written as

$$H = J \sum_{i=1}^{5} \sum_{n=x,y,z} \sigma_{i}^{(n)} \sigma_{i+1}^{(n)} + h \sum_{i=1}^{5} \sigma_{i}^{(z)}$$  (15)

where the periodic boundary condition is employed as $\sigma_{6}^{(n)} = \sigma_{1}^{(n)}$ and $J = h = 1$. We employed two types of layerwise PQC as in Figs. 3 and 4. In both ansätze, one layer consists of the consistent number of single-qubit gates and thus comparable number of single-qubit and control gates in total. In the Fraxis optimization, we prepared 20 initial conditions in state-random manner, where the rotation axes $n$ in Eq. (1) were randomly selected based on the uniform probability distribution on the Bloch sphere. For fair comparison, the same initial states were used for the FQS optimizations.

Figure 6 shows averaged trajectories of independent 20
VQE simulations based on the cascading-block PQC. It is obvious that the FQS trajectory is lower than that of Fraxis for all optimization steps, which evinces the optimization efficiency. This efficiency can be attributed to two characters of FQS. Firstly, a single-qubit gate is generally decomposed into three fixed-axis rotation gates such as $R_z(\phi)R_y(\theta)R_z(\lambda)$. The fact that FQS can fully optimize single-qubit gates indicates these three parameters are simultaneously optimized taking the parameter correlation into account. Considering that Fraxis outperforms the other sequential quantum optimizers such as Rotosolve/NFT and Rotoselect as in [29], the present result is a clear demonstration that the optimization efficiency reflects the incorporated parameter correlation. Secondly, FQS can deal with single-qubit gates that have higher expressibility than Fraxis, which is advantageous in making shortcut linking to the ground state.

Figure 6 shows the optimized energy after 100 sweeps based on the ansaetze in Figs. 3 and 4. In a single sweep, all gates were updated once in ascending order of the gate set index as labeled in Figs. 3 and 4. When compared the two ansaetze in the same number of layers, the cascading-block PQC achieved lower energy in Fig. 6. In particular, the $L$-layer cascading-block PQC was comparable to the grouped-layer PQC with more layer than $L$. Note that the mean and the minimum value of the resulting energies by FQS are equal or lower than those of Fraxis. We believe the two advantages for efficient optimization described above also bring benefits to find better solution.

It is also notable that the difference between FQS and Fraxis becomes distinct as the number of layers increases in both ansaetze. We attribute this behavior to the difference in entanglement tuning between Fraxis and FQS. To understand this, it is useful to consider the difference between FQS and Fraxis ansaetze, which is related to the degree of freedom of the rotational angle in single-qubit gate, i.e., the first term in Eq. (1). Suppose PQCs consists of parameterized single-qubit gates and following fixed entangling gates, the PQC can be expanded as

$$
\prod_{d=1}^{D} U_{\text{ent}}^{(d)} R(q^{(d)}_{\mu}) = \prod_{d=1}^{D} \sum_{\mu} q_{\mu}^{(d)} U_{\text{ent}}^{(d)} y^{(d)}_{\mu}
$$

$$
= \prod_{d=1}^{D} \left( q_0^{(d)} U_{\text{ent}}^{(d)} y^{(d)}_0 + \sum_{i} q_i^{(d)} U_{\text{ent}}^{(d)} y^{(d)}_i \right)
$$

$$
= q_0^{(D)} \cdots q_0^{(2)} q_0^{(1)} U_{\text{ent}}^{(D)} \cdots U_{\text{ent}}^{(2)} U_{\text{ent}}^{(1)}
+ \sum_{d} \sum_{i} q_0^{(d)} \cdots q_0^{(d+1)} q_i^{(d+1)} q_0^{(d)} \cdots q_0^{(d-1)} q_0^{(d-1)} \cdots q_0^{(1)}
$$

$$
\times U_{\text{ent}}^{(D)} \cdots U_{\text{ent}}^{(d+1)} y^{(d)}_{\text{ent}} U_{\text{ent}}^{(d+1)} \cdots U_{\text{ent}}^{(1)}
+ \cdots
$$

$$
+ \sum_{i,j,\cdots,k} q_k^{(D)} \cdots q_j^{(2)} q_i^{(1)} U_{\text{ent}}^{(D)} y^{(1)}_{\text{ent}} k U_{\text{ent}}^{(1)} y^{(1)}_{\text{ent}} j U_{\text{ent}}^{(2)} y^{(2)}_{\text{ent}} j U_{\text{ent}}^{(2)} y^{(1)}_{\text{ent}} i
$$

where $U_{\text{ent}}^{(d)}$ denotes the fixed entangling gate associated with the $d$th single-qubit gate $R(q^{(d)}_{\mu})$. Note that the unitary operators except for the last term in the expansion consist of $D$ entangling gates and the various number of single-qubit gates. Considering the input state $|0\rangle^\otimes n$, the unitary from the first term returns a product state. For another example, the unitaries whose single-qubit gates are located in only the last part of the circuit such as $U_{\text{ent}}^{(D)} U_{\text{ent}}^{(D)} U_{\text{ent}}^{(1)} \cdots U_{\text{ent}}^{(1)}$ return weakly-entangled states. In contrast, the last term, which is the only term shared by both FQS and Fraxis, can cause higher entanglement by modulating the single-qubit gates between respective entangling gate. Altogether, FQS may possess the ability of tuning entanglement by combining the states in various entanglement level, and this ability will be harnessed as the layer increases.

B. Fidelity maximization

As another example to elicit FQS performance, we selected the fidelity (the higher the better) as the cost function of the VQE optimization, where the reference states were independently prepared with Haar random generator in Qiskit [35] in each optimization. Figure 8 shows the results after 100-sweep optimization where we employed the grouped-layer PQC with cyclic entangler in Fig. 7 and the cascading-block PQC in Fig. 4. As expected, FQS showed better performance than Fraxis in both ansaetze, where the advantage was more distinct as the number of layers $L$ increased. However, the results of Fraxis were comparable to those of FQS in the shallow PQCs. In particular, Fraxis resulted in better fidelity when the cascading-layer PQC of $L=1$ was employed, which seems to be contradictory to the fact that FQS is upwardly compatible with Fraxis. There are two possible causes: larger Hilbert space due to extra degree of freedom is irrelevant to the optimization, and/or the optimization with FQS were stuck at local minima due to the imbalance of parameter correlation.

To check if the former cause holds, we evaluated the entanglement entropy of 1000 quantum states independently generated by PQC with the randomized parameters. Note that the entanglement entropy is a measure for a bipartite system and there are several possible partitions of the 5-qubit system. Here, we classified the partitions into two groups; one to four qubits and two to
three qubits. Then we assessed averaged entanglement entropy for the respective groups. Figure 9 shows that the quantum states on PQCs consisting of FQS gates show higher entanglement entropy over all number of circuit layers, which implies FQS can be advantageous in expression of highly entangled states. Here, it should be noted that the randomly-generated target states are likely to be highly entangled states because the majority of Hilbert space corresponds to highly-entangled states [36, 37]. Therefore, it is likely that the Hilbert space additionally spanned by the FQS ansatz may involve the target states in fidelity maximization with the cascading-block PQC of \( L = 1 \).

With regards to the second cause that the result with the \( L = 1 \) cascading-block PQC may arise from the imbalance of the parameter correlation in FQS, we notice that FQS could not sufficiently incorporate the inter-gate correlation, while the intra-gate correlation was perfectly taken into account. Indeed, 20% of the FQS runs on cascading-block PQC of \( L = 1 \) were stuck at local minimum, while it is not the case for Fraxis. These results imply that FQS may not necessarily guide the optimization to better trajectories, although the FQS application to a single gate is trivially superior to Fraxis. Note that these shortcomings can be mitigated by increasing circuit layers to provide more degrees of freedom as shown in [38].

**IV. CONCLUSION**

We proposed a generalized framework of sequential quantum optimizers for VQAs based on the quaternion
expression of a single-qubit gate. Accordingly, we developed a new method, FQS, that allows for the full optimization of a parametrized single-qubit gate. The FQS optimization corresponds to the factorization of the $4 \times 4$ real-symmetric matrix consisting of the expectation values measured on quantum states generated by the slightly modified PQCs. In addition, we showed that other sequential quantum optimizers can be derived from the generalized framework. We benchmarked the FQS applications to VQE in the Heisenberg model and fidelity maximization. Compared to other sequential quantum optimizers, FQS achieved higher efficiency in optimization by taking into account the intra-gate parameter correlation. Since PQCs with FQS possess higher expressibility, we believe FQS is instrumental in designing shallower circuits on near-term quantum devices.
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As for the NFT \([28]\) and Rotosolve/Rotoselect \([26]\), they can optimize the axis-fixed single-qubit gate
\(\rho'_{in} R(q) \rho'_{in} \) in the last line is defined by symmetrization of \(A := (A_{\mu\nu})\) as follows
\[
S_{\mu\nu} := \frac{A_{\mu\nu} + A_{\nu\mu}}{2} = \frac{1}{2} \tr \left[ \rho_{in} \left( H' \sigma^\dagger \sigma^\mu + \sigma^\mu H' \sigma^\nu \right) \right].
\]
where the matrix \(S := (S_{\mu\nu})\) in the last line is defined by symmetrization of \(A := (A_{\mu\nu})\) as follows
\[
S_{\mu\nu} := \frac{A_{\mu\nu} + A_{\nu\mu}}{2} = \frac{1}{2} \tr \left[ \rho_{in} \left( H' \sigma^\dagger \sigma^\mu + \sigma^\mu H' \sigma^\nu \right) \right].
\]
Here, the \(S\) is obviously a real symmetric matrix since \(\sigma^\mu H' \sigma^\nu + \sigma^\nu H' \sigma^\mu\) is a Hermitian operator.

We write \(\tilde{S}\) as the lower right \(3 \times 3\) part in \(S\) matrix. Then, the quadratic form for Fraxis (more precisely, \(\pi\)-Fraxis algorithm) \([29]\) is represented with \(\tilde{S}\). Actually, Fraxis algorithm can deal with the single-qubit gate \(U_{\text{Fraxis}} := R_n(\pi)\) and the corresponding quaternion is \(q = (0, n)^T\), which is simply located on the two-dimensional spherical surface. Thus, from Eq. (A.1) we directly obtain the quadratic form for Fraxis as
\[
\tr \left[ \rho_{in} U_{\text{Fraxis}}^\dagger H' U_{\text{Fraxis}} \right] = n^\top \tilde{S} n = n^\top \begin{pmatrix}
\tr(H'\sigma_1 \rho_{in}^\dagger \sigma_1) & \frac{1}{2} [\tr(H' \sigma_1 \rho_{in}^\dagger \sigma_2) + \tr(H' \sigma_2 \rho_{in}^\dagger \sigma_1)] & \frac{1}{2} [\tr(H' \sigma_1 \rho_{in}^\dagger \sigma_3) + \tr(H' \sigma_3 \rho_{in}^\dagger \sigma_1)] \\
\frac{1}{2} [\tr(H' \sigma_2 \rho_{in}^\dagger \sigma_1) + \tr(H' \sigma_1 \rho_{in}^\dagger \sigma_2)] & \tr(H' \sigma_2 \rho_{in}^\dagger \sigma_2) & \frac{1}{2} [\tr(H' \sigma_2 \rho_{in}^\dagger \sigma_3) + \tr(H' \sigma_3 \rho_{in}^\dagger \sigma_2)] \\
\frac{1}{2} [\tr(H' \sigma_3 \rho_{in}^\dagger \sigma_1) + \tr(H' \sigma_1 \rho_{in}^\dagger \sigma_3)] & \frac{1}{2} [\tr(H' \sigma_3 \rho_{in}^\dagger \sigma_2) + \tr(H' \sigma_2 \rho_{in}^\dagger \sigma_3)] & \tr(H' \sigma_3 \rho_{in}^\dagger \sigma_3)
\end{pmatrix} n.
\]
As for the NFT \([28]\) and Rotosolve/Rotoselect \([26]\), they can optimize the axis-fixed single-qubit gate \(U_{\text{NFT}} := R_m(\psi)\), where \(m\) is a fixed rotational axis. Substituting the quaternion \(q = (\cos \psi/2, m \sin \psi/2)^T\) corresponding to this gate into the quadratic form of FQS, we obtain
\[
\tr \left[ \rho_{in} U_{\text{NFT}}^\dagger H' U_{\text{NFT}} \right] = S_{00} \cos^2 \frac{\psi}{2} + \sum_{i=1,2,3} 2 S_{0i} m_i \sin \frac{\psi}{2} \cos \frac{\psi}{2} \\
+ \sum_{i,j=1,2,3} \sin^2 \frac{\psi}{2} S_{ij} m_i m_j \\
= \left( \cos \frac{\psi}{2} \sin \frac{\psi}{2} \right) \begin{pmatrix}
S_{00} & \tilde{S}_0 \cdot m & m^\top \tilde{S} m \\
\tilde{S}_0 \cdot m & \tilde{S}_0 \cdot m & \tilde{S} m \\
m^\top \tilde{S} m & m^\top \tilde{S} m & \tilde{S}_0 \cdot m
\end{pmatrix} \left( \cos \frac{\psi}{2} \sin \frac{\psi}{2} \right) 
\]
(A.4)
where $\vec{S}_0 := (S_{01}, S_{02}, S_{03})$. Here, Rotoselect simply solve the minimization problems of the quadratic form for different axis $m \in \Lambda$ and select the optimal axis for minimizing the energy, where $\Lambda$ is a predefined subset of rotational axis such as $\Lambda = \{(1,0,0), (0,1,0), (0,0,1)\}$. 