Chinese Dialect Recognition Using X-vector with Multi-task Learning
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Abstract. Speech recognition is often hard for language in countries with diverse accents, like Mandarin. However, the recognition of different dialects may help to improve the later speech recognition. In this paper, we conduct some experiments on a ten-dialect recognition task. We improve the system with different methods, like x-vector and multi-task learning with phone recognition. Finally, with the combination of the methods, we improve the accuracy of baseline model from 76.48\% to 88.25\%, where the relative improvement is 15\%.

1. Introduction

Recognition of Language is to recognize the speaker’s language or dialect from acoustic inputs. The most of the methods depends on the language-specific differences in audio for discrimination [1]. In [2], the authors conduct that there have four kind of methods for language identification, which are classification based on such as GMM (Gaussian Mixture Model) or PRLM (single-language phone recognition followed by language-dependent language modeling) and others. However, this methods are older with the advance of deep learning [3].

In recent years, the deep neural networks (DNN) based methods have been widely adopted in speech related tasks, like speech recognition[4,5], emotion recognition[6], speech enhancement[7,8], speech separation[9], speaker recognition[10] and so on. For language recognition task, there also have some works.

The problem of single channel speech enhancement has always been a difficult task. The traditional method uses a signal estimation method and introduces new noise. The emergence of deep neural networks has improved the research level in this field, for example, DNN can be used to estimate the smoothed ideal ratio mask. The Reference [8] used multi-conditional data to build a regression model to map the relationship between raw data and clear data. Information such as speaker identity and SNR are used as information.

The separation of sound signals could increase the performance based on speech recognition under noise and other factors, and can also extract target music from audio signals. But the separation of mono sound signals is very difficult because most of the signals are not additive mixing but multiplicative mixing. More common methods of sound signal separation include non-negative matrix factorization. Deep neural networks perform better in the separation of sound signals from non-linear models, because the non-linear hidden representation is learned and the output layer can reconstruct signals based on the above information. The literature [9] proposed a joint optimization deep learning model with soft masking.

The deep neural networks used on the automatic speech recognition triggered DNNs for other speech applications. It has been shown that putting DNN into language recognition and speaker recognition
tasks works well. Its main method includes using DNN as a classifier to directly distinguish on speaker recognition. Or DNN extracts frame-level features and so on for training i-vector. The main contribution of [10] is to study the use of DNN for ASR. Previous work has studied its application. We describe the initial LR experiment, which stimulated interest in two indirect approaches. DNN was used to direct do frame-level classification or extract bottleneck feature for i-vector based classifier. Joint factor analysis and i-vector have been used in acoustics and phoneme language recognition. The usual step in these methods is to first model the spectral features. The purpose of statistical modeling of phoneme n-grams is to use speech methods to identify languages. The method of extracting prosodic information from speech and applying it to phoneme language recognition is also a more mainstream method. For example, features of rhythm, accent, and intonation can be proposed according to prosody. Pitch contours are also important for prosody modeling, so speaker recognition can calculate pitch contours and energy contours [11, 12]. Automatic language recognition is widely worked on multilingual translation systems. Although previous studies have introduced phonology, prosody, etc. as information supplements, the new automatic language recognition still requires acoustic model modeling, especially i-vector and classifiers as the main methods [13]. The fully connected network was adopted when direct classification and the results showed that the DNN based system outperformed i-vector based system. In [14], x-vector was used to perform spoken language recognition, which is also used in speaker recognition [15, 16]. The results showed that x-vector outperformed our systems. In this paper, we conduct experiments on a Chinese ten-dialect recognition task. The first one is the x-vector [14], which is often used in speaker recognition task. The other one is the multi-task learning, where the architecture do both the dialect classification and phone/senone recognition tasks. The paper was organized as follows: the part II will introduce some related works; followed by the proposed methods in part III; there are some experimental results in Section 4; and the last section is the conclusions.

2. Prior Work

2.1. X-vector

X-vector, which maps different length speech to the fix-embedding was firstly proposed in [16] for speaker recognition, which is shown in Fig.1 and Fig.2. To obtain fixed-dimensional feature, the mean and standard deviation of the middle hidden layer’s outputs are computed among time axis and concatenated as the input to the final softmax layer for classification. The results showed that x-vector outperformed two i-vector systems. In literature [14], x-vector was used to the task of spoken language recognition. The results showed that the x-vector model trained on large-scale dataset outperform the i-vector baseline significantly. Besides, x-vector system is trainable in a DNN architecture, while i-vector system can just use the DNN bottleneck feature, which is a multi-stage optimization.

| Layer          | Layer context | Total context | Input x output |
|----------------|---------------|---------------|----------------|
| frame1         | \( t-2, t+2 \) | 5             | 120x512        |
| frame2         | \( t-2, t+2 \) | 9             | 1536x512       |
| frame3         | \( t-3, t+3 \) | 15            | 1536x512       |
| frame4         | \( t \)        | 15            | 512x512        |
| frame5         | \( t \)        | 15            | 512x1500       |
| stats pooling  | \( 0, T \)     | T             | 15007x3000     |
| segment6       | \( \{ 0 \} \)  | T             | 3000x512       |
| segment7       | \( \{ 0 \} \)  | T             | 512x512        |
| softmax        | \( \{ 0 \} \)  | T             | 512xN          |

**Figure 1.** The DNN embedding architecture with x-vectors.
Figure 2. Results on various systems.

For deep neural network systems, more data can reduce the phenomenon of overfitting. x-vector uses multiple classes of cross entropy to construct multiple classifiers, and calculates the entropy according to the label. This network can still maintain correct identification when there is a mismatch in channel or time; x-vector and i-vector certain similarities. For example, LDA and PLDA are used. In addition, x-vector can merge new deep neural network structures such as LSTM to further improve performance. The advantages of x-vector include: very fast training speed; no language-specific training set is needed, because an embedding layer is set to extract features and directly scored by PLDA; the recognition rate is higher than previous systems.

2.2. Multi-task DEEP Learning

The multiple task learning, where several tasks may share lower layers in a single DNN architecture, but has different output layers for different task. Thus, multi-task learning will have more than one loss, where different losses focus on different task. Then during the training, the loss of different tasks may help to improve the shared lower layers to extractor better deep features for input audio.

Multi-task learning generally means the simultaneous and parallel of multi-related tasks, the simultaneous back-propagation of gradients, and multiple tasks to help each other learn through the underlying shared representation.

Compared with single-task learning, the benefit of it is that during single-task learning, the model space between each task is independent of each other, and the backpropagation of gradients tends to fall into local minima. The small values are in different positions, and the interaction can help the hidden layer escape from the local minimum. When multi-task learning, the model space between multiple tasks is shared.

3. X-vector and Multiple Task Learning with Phone Recognition

The primary idea of our method is indicated in Fig.3. The input to the neural network is Fbank feature. 3-layer long short-term memory (LSTM) [19] layers are the long-time dependency across time axis with dropout [20] applied to prevent over-fitting.

After LSTM layers, we can adopt two strategies to map variable-length output to fix-dimension vector, or embedding vector. The first one is simply averaging the outputs of LSTM layer across time axis. The second one is to use x-vector, i.e., to compute the parameters of LSTM’s output axis and then concatenated statistics feature is feed to next layer.

The embedding vector is then feed to two fully connected (FC) layers, with ReLU and Softmax activation functions. When training with multi-task learning, another one or two separated FC layers will be added to the architecture for output phone or senone probability vector for speech recognition related task. The final loss function is the combination of dialect recognition (DR) task and automatic speech recognition (ASR) task.

$$L = L_{DR} + \alpha L_{ASR}$$

Where $\alpha$ is the weight of ASR task. To ensure ASR task make the early stage training easily and the final stage training mainly focus on DR task, we also propose a progressive training strategy, where $\alpha$ is set to relative larger in the beginning of training, and will be decayed by 0.8 after every epoch.
4. Experimental Results

4.1. Datasets
The dataset used for experiments is provided by iFlytek’s AI challenge [21]. The dataset contains 10 Chinese dialects, which are Minnan, Nanchang, Kejia, Changsha, Shanghai, Hebei, Hefei, Sichuan, Ningxia and Shanxi. The training set contains 60k sentences, with 6k sentences and 30 speakers each language. The test set contains 5k sentences, which are consist of about 2500 long sentences (>3s) and about 2500 short sentences (<3s). The later short sentences are more harder for recognition. The feature inputs to LSTM are 40-dim Fbank extracted by Kaldi toolkit [22]. The training of the above described architecture uses PyTorch toolkit [23]. Each LSTM layer has 512 cell states. The training will continue with 20 epochs with initial rate of 0.001 until there are 4 epochs with any improvement on the dev-set. Once the performance on it is decreased, the learning rate will be halved and the model of that epoch is deprecated. The Adam [24] optimization is used for neural network training.

4.2. Experiments Based on X-vector
The baseline system use the strategy of averaging the LSTM’s output for embedding vector extracting. We then improve the baseline with x-vector based NN structure. Shown in Tab. 1, it is the accuracy (Acc.) included long, short and total test sentences are listed. As indicated in the table, the x-vector system outperforms the simple average strategy by about 5% relative increasing in accuracy. Also, the accuracy on shorter sentences is a little worse than the longer sentences.

4.3. Experiments based on Multi-Task Learning
To obtain the ASR frame-level phone/senone label, we use Kaldi toolkit to build a TDNN-HMM [25] based speech recognition system with phone transcription provided in the dataset. The system has 178 phones and 2888 senone states. The alignments of training set is generated by the TDNN-HMM based system.
First, we compared the performance of phone and senone based ASR labels and the results are in Tab. 2. The phone or senone based multiple task learning will improve the performance and phone recognition task outperforms senone recognition task slightly. We conduct that the other task will help the neural networks learn better representations of input features and can also prevent the neural networks from over-fitting. We also notice that with the combination of both phone and senone recognition, the system has a relative 8.83% improvement than the pure x-vector system.

4.4. Progressive Training
In this subsection, we will show the benefits of progressive training in Table 3. As illustrated in the table, the progressive training can still improve the system slightly by absolute 0.94%, which is line with our assumptions in Section 3.

| Table 1. The recognition results of average based and x-vector based systems. |
|-----------------------------|------------------|------------------|------------------|
| Embedding Strategy | Acc. (short) | Acc. (long) | Acc. (Total) |
| average | 75.28% | 77.68% | 76.48% |
| x-vector | 79.56% | 80.88% | 80.22% |

| Table 2. The recognition accuracy of multi-task learning system. |
|-----------------------------|------------------|------------------|------------------|
| Methods | Acc. (short) | Acc. (long) | Acc. (Total) |
| x-vector | 79.56% | 80.88% | 80.22% |
| x-vector + multi-task(phone) | 85.46% | 88.96% | 87.21% |
| x-vector + multi-task(senone) | 85.62% | 88.04% | 86.83% |
| x-vector + multi-task(phone+senone) | 85.79% | 88.84% | 87.31% |

| Table 3. The performance of progressive training. |
|-----------------------------|------------------|------------------|------------------|
| Methods | Acc. (short) | Acc. (long) | Acc. (Total) |
| x-vector + multi-task(phone+senone) | 85.79% | 88.84% | 87.31% |
| x-vector + multi-task(phone+senone) + progressive training | 86.39% | 90.12% | 88.25% |

5. Conclusion
In this paper, one combine x-vector and multi-task learning for Chinese dialect recognition is proposed. The x-vector system is significantly improved with the help of multi-task learning. Also, the proposed progressive training also benefits the system from the training process. Next, we are going to continue improve the system with some data augmentation techniques.
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