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Abstract. In this article we study derived (auto)equivalences of generalized Kummer varieties $\text{Kum}^n(A)$. We provide an answer to a question raised by Namikawa by showing that the generalized Kummer varieties $\text{Kum}^n(A)$ and $\text{Kum}^n(A^\vee)$ are derived equivalent as long as $n$ is even and the abelian surface $A$ admits a polarization whose exponent is coprime to $n + 1$. Furthermore we obtain exact sequences involving groups of autoequivences in the style of Orlov’s short exact sequence for autoequivalences of abelian varieties.

Introduction

In this article we are concerned with derived equivalences of certain hyperkähler varieties, the generalized Kummer varieties. By Bondal–Orlov [BO01], if two varieties $X$ and $Y$ with ample or anti-ample canonical sheaf $\omega_X$ are derived equivalent, then they are already isomorphic, so it is natural to investigate the contrasting case of a trivial canonical sheaf $\omega_X \cong \mathcal{O}_X$. By the Beauville—Bogomolov decomposition theorem [Bog74; Bea83] there are three building blocks for these varieties: 1) abelian varieties, 2) strict Calabi–Yau varieties, and 3) hyperkähler varieties.

The case of derived equivalences of abelian varieties is well-understood by work of Mukai, Polishchuk, and Orlov [Muk81; Pol96; Orl02]. In particular an abelian variety $A$ and its dual $A^\vee$ are derived equivalent, while usually not isomorphic, cf. [Muk81, Thm. 2.2]. They explain (auto-)equivalences between two abelian varieties $A$ and $B$ in terms of ‘symplectic isomorphisms’, which are certain isomorphism $A \times A^\vee \to B \times B^\vee$, cf. Definition 4.4. We denote the set of symplectic isomorphisms by $\text{Sp}(A, B)$, or $\text{Sp}(A)$ when $A = B$. The following theorem summarizes the situation.

Theorem (Orlov). We have a short exact sequence of groups

$$0 \to \mathbb{Z} \times A \times A^\vee \to \text{Aut}(D^b(A)) \to \text{Sp}(A) \to 0,$$

and a surjective map

$$\text{Eq}(D^b(A), D^b(B)) \to \text{Sp}(A, B).$$

In contrast, not much is known in the case of strict Calabi–Yau varieties. By [Bri02] two strict Calabi–Yau threefolds which are birationally equivalent are also derived equivalent. This establishes a special case of a conjecture of Bondal–Orlov [BO95], which predicts that K-equivalent varieties should be derived equivalent.

The hyperkähler case remains tractable yet interesting. Much has been done in dimension 2, i.e. about K3 surfaces, see [Huy16, Ch. 16] for an overview. In higher dimensions, there are four known types of hyperkähler varieties up to deformations, namely Hilbert schemes of points $\text{Hilb}^n(S)$ where $S$ is a K3 surface, generalized Kummer varieties $\text{Kum}^n(A)$ where $A$ is an abelian surface, and O’Grady’s exceptional examples of dimension 6 and of dimension 10, cf. [Bea83; OGr99; OGr03]. Ploog considers Hilbert schemes of points in [Plo07] and shows that a derived equivalence of smooth projective surfaces $S$ and $S'$ induces a derived equivalence $D^b(\text{Hilb}^n(S)) \simeq D^b(\text{Hilb}^n(S'))$. In particular, since an abelian surface $A$ and its dual abelian surface $A^\vee$ are derived equivalent, we have $D^b(\text{Hilb}^n(A)) \simeq D^b(\text{Hilb}^n(A^\vee))$. In [Nam02a; Nam02b] Namikawa raised the question whether the generalized Kummer varieties $\text{Kum}^n(A)$ and $\text{Kum}^n(A^\vee)$ are derived equivalent. In the case of Kummer surfaces, i.e. $n = 1$, they are in fact isomorphic, cf. [Hos+03]. In this article we concern ourself with this question and reach the following answer:

We work over an algebraically closed field $k$ of characteristic zero in the introduction. By (derived) equivalences and the notation “$\text{Eq}(D^b(-), D^b(-))$” we mean exact $k$-linear equivalences of bounded derived categories of coherent sheaves on smooth projective varieties over $k$, i.e. Fourier–Mukai transforms, cf. [Orl97; Bal09].
Theorem 1 (Theorems 6.18 and 7.27). Let $m \in \mathbb{N}$ be even and assume there exists a polarization $\lambda: A \to A^\vee$ whose exponent $e(\lambda)$ satisfies $\gcd(m + 1, e(\lambda)) = 1$. Then there exist a derived equivalence

$$D^b(Kum^n(A)) \simeq D^b(Kum^n(A^\vee)).$$

When $\text{End}(A) = \mathbb{Z}$, the assumption reduces to $\gcd(m + 1, \deg(\lambda)) = 1$, where $\lambda: A \to A^\vee$ is the polarization of minimal degree. In Remark 5 we explain that this is sharp in a certain sense. Since generalized Kummer varieties associated to dual abelian varieties as in the theorem are in general not birational, the theorem provides examples of derived equivalent non-birational hyperkähler varieties.

We also study autoequivalences of generalized Kummer varieties in the style of Orlov’s and Ploog’s short exact sequences for abelian varieties [Olr02], and Kummer surfaces [Plo07], respectively.

We recall the definition of a generalized Kummer variety $\text{Kum}^{n-1}(A)$, where $A$ is an abelian surface. Beauville [Bea83] defines them as the fiber of the Albanese map $\Sigma \circ HC$, which is an isotrivial fibration, where $HC: \text{Hilb}^n(A) \to \text{Sym}^n(A)$ is the Hilbert–Chow morphism and $\Sigma: \text{Sym}^n(A) \to A$ denotes the summation map, and checks that they are hyperkähler varieties. The following alternative description is more suitable for our investigations. Consider the kernel $A \otimes \Gamma_n$ of the summation map $\Sigma: A^n \to A$, see §1 for an explanation of the notation. The symmetric group $S_n$ acts by coordinate permutations on $A^n$ and trivially on $A$, so we get a diagram of fiber sequences

$$\begin{array}{ccc}
A \otimes \Gamma_n & \hookrightarrow & A^n \\
\downarrow & & \downarrow \Sigma \\
(A \otimes \Gamma_n)/S_n & \hookrightarrow & \text{Sym}^n(A) \xrightarrow{\Sigma} A.
\end{array}$$

Now $\text{Sym}^n(A)$ is singular, but it admits a crepant resolution in form of the Hilbert–Chow morphism $\text{Hilb}^n(A) \to \text{Sym}^n(A)$. Haiman [Hai01] provides an identification $\text{Hilb}^n(A) \simeq \text{Hilb}^{S_n}(A^n)$ of the usual Hilbert scheme of points with Nakamura’s equivariant Hilbert scheme of clusters, cf. [IN96; Ref97]. Similarly $(A \otimes \Gamma_n)/S_n$ is singular, but it admits a crepant resolution of singularities

$$\text{Kum}^{n-1}(A) := \text{Hilb}^{S_n}(A \otimes \Gamma_n) \to (A \otimes \Gamma_n)/S_n,$$

which is once again the generalized Kummer variety associated to $A$.

To study the derived category of $\text{Kum}^{n-1}(A)$, the derived McKay correspondence [BKR01] comes into play, which in this case says that we have equivalences of derived categories

$$D^b(\text{Hilb}^n(A)) \simeq D^b(\text{Hilb}^{S_n}(A^n)) \simeq D^b_{S_n}(A^n)$$

and

$$D^b(\text{Kum}^{n-1}(A)) \simeq D^b(\text{Hilb}^{S_n}(A \otimes \Gamma_n)) \simeq D^b_{S_n}(A \otimes \Gamma_n)$$

respectively, cf. [BKR01, Cor. 1.3]; here $D^b_{S_n}(-)$ denotes the derived category of $S_n$-equivariant coherent sheaves. See [Plo07, §1] for an overview of the equivariant setup. At this point the reader might wonder why the derived equivalence of $A$ and $A^\vee$ (induced by the Poincaré bundle) does not immediately yield a derived equivalence of generalized Kummer varieties $\text{Kum}^{n-1}(A)$ and $\text{Kum}^{n-1}(A^\vee)$. Indeed, while $(A \otimes \Gamma_n)^\vee$ is isomorphic as an abelian variety to $A^\vee \otimes \Gamma_n$, the $S_n$-actions are different. Instead, we have $(A \otimes \Gamma_n)^\vee \simeq A^\vee \otimes \Gamma_n$, and $\Gamma_n \not\cong \Gamma_n^\vee$ are non-isomorphic $\mathbb{Z}[S_n]$-modules for $n \geq 3$. See [Nam02b] and [Plo05, §4.4] for related discussions.

We are lead to consider $S_n$-invariant equivalences as a first step towards equivalences of $S_n$-equivariant derived categories. Recall that a derived equivalence $FM_{\mathcal{P}}$ is called $S_n$-invariant if its kernel $\mathcal{P}$ satisfies $\sigma^* \mathcal{P} \simeq \mathcal{P}$ for every $\sigma \in S_n$.

Theorem 2. Assume $n$ is odd, then we have a short exact sequence

$$0 \to \mathbb{Z} \times A[n] \to \text{Aut}(D^b(A \otimes \Gamma_n))^{S_n} \to \text{Sp}(A \otimes \Gamma_n)^{S_n} \to 0.$$ 

If $n \neq 2, 4$ is even, we have an exact sequence of pointed sets

$$0 \to \mathbb{Z} \times A[n] \to \text{Aut}(D^b(A \otimes \mathbb{Z} \Gamma_n))^{S_n} \to \text{Sp}(A \otimes \Gamma_n)^{S_n} \overset{\delta}{\to} A[2].$$
For the full statement, including sequences for \( n = 2, 4 \), see Theorem 5.8. We invite the reader to contrast this with the analogous sequence for Kummer surfaces. Furthermore, we calculate groups of \( S_n \)-invariant symplectic isomorphisms as follows.

**Theorem 3.**

(i) For every polarization \( \lambda: A \to A^\vee \) of exponent \( e = e(\lambda) \) we have an inclusion

\[
\Gamma_0(ne) \subset \text{Sp}(A \otimes \Gamma_n)^{S_n},
\]

where \( \Gamma_0(ne) \) denotes the Hecke congruence subgroup of level \( ne \).

(ii) If \( \gcd(n, e) = 1 \) we have

\[
\text{Sp}(A \otimes \Gamma_n, A^\vee \otimes \Gamma_n)^{S_n} \neq \emptyset,
\]

and the latter becomes a right-torsor under \( \text{Sp}(A \otimes \Gamma_n)^{S_n} \).

(iii) If \( \text{End}(A) = \mathbb{Z} \) we can consider a polarization \( \lambda_0 \) of minimal degree \( d = e(\lambda_0)^2 \). Then the inclusion in (0.3.1) becomes an equality, and the condition \( \gcd(n, d) = 1 \) in (ii) becomes necessary in addition to being sufficient.

We prove the preceding statements via a systematic study of the standard representation \( \Gamma_n \) of the symmetric group \( S_n \). In particular we calculate (in the stable range) the group cohomology \( H^*(S_n, \Gamma_n \otimes \mathbb{Z} A) \) with arbitrary coefficients in an abelian group \( A \) in terms of the group cohomology \( H^*(S_n, A) \) of the symmetric group, cf. Proposition 2.13 and Proposition 2.15. For example, we get \( H^1(S_n, \Gamma_n \otimes \mathbb{Z} A) = 0 \) and \( H^1(S_n, \Gamma_n^e \otimes \mathbb{Z} A) = 0 \) when \( n \) is odd and \( A \) is \( n \)-divisible. This usually falls into the realm of integral/modular representation theory. For related considerations see [KS99; She04; Hem09; CHN10]. With the information gained in these calculations, we can apply non-abelian group cohomology to Orlov’s short exact sequence. Taking the viewpoint that the non-abelian group cohomology group \( H^1(G, \Gamma) \) classifies \( G \)-equivariant \( \Gamma \)-torsors, see §6, we can prove the following theorem.

**Theorem 4** (Theorem 6.11). Assume that \( n \) is odd, and let \( \lambda: A \to A^\vee \) be some polarization of exponent \( e(\lambda) \). If \( \gcd(n, e(\lambda)) = 1 \), then

\[
\text{Eq}(\mathcal{D}^b(A \otimes \Gamma_n), \mathcal{D}^b(A^\vee \otimes \Gamma_n))^{S_n} \neq \emptyset
\]

and it is a right-torsor under \( \text{Aut}(\mathcal{D}^b(A \otimes \Gamma_n))^{S_n} \). If \( \text{End}(A) = \mathbb{Z} \), the converse is true when we take \( \lambda \) to be the polarization of minimal degree.

To conclude our main theorem from this, we need to go from \( S_n \)-invariant equivalences to equivalences of equivariant derived categories. We accomplish this using the techniques in [Plo07] which we recall in §6. In particular, this lets us enhance an invariant equivalence to an equivalence of equivariant derived categories as long as we have control over the obstructions in the Schur multiplier \( H^2(S_n, k^\times) \). Luckily, for \( n = 3 \) we have \( H^2(S_3, k^\times) = 0 \). To handle a general odd integer \( n \), we need to delve into the constructions of Orlov [Ori02, §4] and Mukai [Muk78] in §7.

**Remark 5.** Finally, we want to remark that Theorem 1 is sharp in the following sense: Let \( G \) be a finite group acting on two varieties \( X \) and \( Y \). A derived equivalence \( \mathcal{D}^b_G(X) \cong \mathcal{D}^b_G(Y) \) is called inflated if its Fourier–Mukai kernel lies in the image of the inflation map \( \text{inf}^G_{\Delta G} \). Assume \( n \geq 3 \) and \( \text{End}(A) = \mathbb{Z} \), and let \( d \) denote the minimal degree of a polarization of \( A \). Then \( \text{Kum}^{n-1}(A) \) and \( \text{Kum}^{n-1}(A^\vee) \) cannot be derived equivalent via an inflated equivalence unless \( \gcd(n, d) = 1 \). This is because the relevant set of invariant symplectic isomorphisms in Theorem 3.(ii) needs to be non-empty, which by Theorem 3.(iii) is equivalent to \( \gcd(n, d) = 1 \).

Furthermore, Frei–Honigs [FH22, Cor. 1.2] announced an example of a generalized Kummer fourfold \( \text{Kum}^2(A) \) over a number field \( K \) which cannot be derived equivalent to \( \text{Kum}^2(A^\vee) \) over the field \( K \). The abelian variety in this example cannot carry a polarization defined over \( K \) whose degree is coprime to 3, since [FH22] requires that the Galois modules \( A[3] \) and \( A^\vee[3] \) are not isomorphic. This gives further information towards the following question.

**Question 6.** Is it necessary for \( \text{Kum}^m(A) \) and \( \text{Kum}^m(A^\vee) \) to be derived equivalent that there exists an isogeny \( \lambda: A \to A^\vee \) of exponent coprime to \( m + 1 \)?
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1. The integral standard representation of $S_n$

In this section we discuss the standard representation of the symmetric group with integral coefficients, as well as its dual representation. This serves as preliminaries for calculations in later sections.

Definition 1.1. Define the abelian group $\Gamma_n$ as the kernel of the summation map $\Sigma : \mathbb{Z}^n \to \mathbb{Z}$. Now the symmetric group $S_n$ acts on $\mathbb{Z}^n$ by permuting the factors; explicitly $\sigma.e_i := e_{\sigma(i)}$, where $e_i$ denotes the $i$-th standard basis vector. Since the morphism $\Sigma$ is equivariant when we endow $\mathbb{Z}$ with the trivial action, this induces an action of $S_n$ on $\Gamma_n$. The $\mathbb{Z}[S_n]$-module $\Gamma_n$ is called the standard representation of $S_n$.

1.2. Note that, there is an isomorphism of abelian groups $\mathbb{Z}^{n-1} \xrightarrow{\sim} \Gamma_n$ given by

$$(a_1, \ldots, a_{n-1}) \mapsto (a_1, \ldots, a_{n-1}, -a_1 \cdots - a_{n-1}).$$

So, when $A$ is some abelian group, we get a short exact sequence

$$0 \to A \otimes \mathbb{Z} \Gamma_n \to A \otimes \mathbb{Z} \mathbb{Z}^n \xrightarrow{\Sigma} A \otimes \mathbb{Z} \mathbb{Z} \to 0. \quad (1.2.1)$$

This identifies $A \otimes \mathbb{Z} \Gamma_n$ with the kernel of the morphism $\Sigma : A^n \to A$, when we identify $A \otimes \mathbb{Z} \mathbb{Z}^n$ with $A^n$. Note that the latter identification is clearly $S_n$-equivariant, so we get an isomorphism of $\mathbb{Z}[S_n]$-modules.

Definition 1.3. Define the abelian group $\Gamma_n^\vee := \text{coker}(\Delta : \mathbb{Z} \to \mathbb{Z}^n)$, where $\Delta$ is the diagonal map. Then, similar to above, $\Gamma_n^\vee$ becomes a $\mathbb{Z}[S_n]$-module.

1.4. The notation $\Gamma_n^\vee$ is justified since $\Delta : \mathbb{Z} \to \mathbb{Z}^n$ is the dual homomorphism to $\Sigma : \mathbb{Z}^n \to \mathbb{Z}$, under the identifications $\text{Hom}_{\mathbb{Z}}(\mathbb{Z}, \mathbb{Z}) \xrightarrow{\sim} \mathbb{Z}, f \mapsto f(1)$, and $\text{Hom}_{\mathbb{Z}}(\mathbb{Z}^n, \mathbb{Z}) \xrightarrow{\sim} \mathbb{Z}^n, f \mapsto (f(e_i))$. So we can identify $\text{coker}(\Delta : \mathbb{Z} \to \mathbb{Z}^n)$ with the dual abelian group $\text{Hom}_{\mathbb{Z}}(\Gamma_n, \mathbb{Z})$. That is, we have an isomorphism of short exact sequences

$$0 \longrightarrow \mathbb{Z}^\vee \xrightarrow{\Sigma^\vee} (\mathbb{Z}^n)^\vee \xrightarrow{\text{Hom}_{\mathbb{Z}}(\Gamma_n, \mathbb{Z})} 0$$

$$0 \longrightarrow \mathbb{Z} \xrightarrow{\Delta} \mathbb{Z}^n \longrightarrow \Gamma_n^\vee \longrightarrow 0$$

Again, this isomorphism is $S_n$-equivariant. Indeed, when $S_n$ acts on a abelian group $A$, then $S_n$ acts on $\text{Hom}_{\mathbb{Z}}(A, \mathbb{Z})$ via $\sigma.f = x \mapsto f(\sigma^{-1}.x)$, where we have endowed $\mathbb{Z}$ with the trivial $S_n$-action. Now the equalities

$$\sigma.e_i := ((\sigma.e_i^\vee)(e_j)) = (e_i^\vee(\sigma^{-1}.e_j)) = (e_i^\vee(e_{\sigma^{-1}(j)})) = (\delta_{i,\sigma^{-1}(j)}) = (\delta_{\sigma(i),j}) = e_{\sigma(i)}$$

show that the identifications above are equivariant.

Definition 1.5. We call the composition $\phi_0 : \Gamma_n \xrightarrow{\sim} \mathbb{Z}^n \xrightarrow{\Delta} \Gamma_n^\vee$ the canonical map.

Proposition 1.6. The canonical map $\phi_0$ induces a short exact sequence of $\mathbb{Z}[S_n]$-modules

$$0 \to \Gamma_n \xrightarrow{\phi_0} \Gamma_n^\vee \to \mathbb{Z}/n\mathbb{Z} \to 0, \quad (1.6.2)$$

where the action of $S_n$ on $\mathbb{Z}/n\mathbb{Z}$ is trivial.
1.9. The dual isogeny

We claim that \( \phi_0 \) is injective. An element \( [(k_1, \ldots, k_n)] \in \Gamma_n' \) is in the image of \( \phi_0 \) if and only if \((k_1, \ldots, k_n) + \Delta(a) \in \Gamma_n \) for some \( a \in \mathbb{Z} \). This is equivalent to \( \sum k_i = -na \), i.e. to \( n \) divides \( \sum k_i \). So \( \phi_0: \Gamma_n \to \Gamma_n' \) is an injection of index \( n \); the quotient is generated by \((k, 0, \ldots, 0)\) for \( k = 0, \ldots, n - 1 \), and we see that Seq. (1.6.2) is an exact sequence.

Finally, the action of \( S_n \) on \( \mathbb{Z}/n\mathbb{Z} \) is trivial: Consider a transposition \( \tau \in S_n \) and \( k \in \mathbb{Z} \), then

\[ \tau.(k, 0, \ldots, 0) = (0, \ldots, k, \ldots, 0) \equiv (0, \ldots, k, 0, \ldots, 0) = (k, 0, \ldots, 0). \]

**Proposition 1.7.** We have

(i) \( \text{Hom}_{\mathbb{Z}[S_n]}(\Gamma_n, \Gamma_n') = \mathbb{Z} \cdot \text{id} \)

(ii) \( \text{Hom}_{\mathbb{Z}[S_n]}(\Gamma_n', \Gamma_n') = \mathbb{Z} \cdot \text{id} \), and

(iii) \( \text{Hom}_{\mathbb{Z}[S_n]}(\Gamma_n, \Gamma_n') = \mathbb{Z} \cdot \phi_0 \) for \( n \geq 3 \).

In particular, \( \Gamma_n \) and \( \Gamma_n' \) are not isomorphic as \( \mathbb{Z}[S_n] \)-modules for \( n \geq 3 \), since \( \phi_0 \) is not surjective.

**Proof.** (i) and (ii): Extending scalars to \( \overline{\mathbb{Q}} \), both \( \Gamma_n \otimes \overline{\mathbb{Q}} \) and \( \Gamma_n' \otimes \overline{\mathbb{Q}} \) become the usual standard representation of \( S_n \), which is irreducible. So by Schur’s lemma, every \( S_n \)-equivariant morphism \( \phi: \Gamma_n \to \Gamma_n' \) becomes of the form \( \phi_{\overline{\mathbb{Q}}} = \lambda \cdot \text{id} \) for some \( \lambda \in \overline{\mathbb{Q}} \). But since \( \phi \) is defined integralley, we must have \( \lambda \in \mathbb{Z} \) actually.

(iii) Using Seq. (1.6.2), the canonical map \( \phi_0 \) becomes an isomorphism after extending scalars to \( \overline{\mathbb{Q}} \). So, as above, every \( S_n \)-equivariant morphism \( \phi: \Gamma_n \to \Gamma_n' \) becomes of the form \( \phi_{\overline{\mathbb{Q}}} = \lambda \cdot \phi_0_{\overline{\mathbb{Q}}} \) for some \( \lambda \in \overline{\mathbb{Q}} \). By looking at the short exact sequence Seq. (1.6.2) and the elementary divisors normal form of \( \phi_0 \), we see that \( \phi_0 \) corresponds to \( \text{diag}(1, \ldots, 1, n) \) in suitable bases of \( \Gamma_n \) and \( \Gamma_n' \).

For \( n \geq 3 \) this forces \( \lambda \in \mathbb{Z} \), as desired.

**Remark 1.8.** For \( n = 2 \), the map \( \phi_0 \in \text{Hom}(\Gamma_2, \Gamma_2') \) is not a generator. In fact both \( \Gamma_2 \) and \( \Gamma_2' \) are isomorphic to the sign representation. Under these identifications the map \( \phi_0 \) becomes \( 2 \cdot \text{id} \).

1.9. The dual isogeny \( \hat{\phi}_0 \). We construct a ‘dual isogeny’ \( \hat{\phi}_0: \Gamma_n' \to \Gamma_n \) to the canonical map \( \phi_0: \Gamma_n \to \Gamma_n' \). Consider the diagram

\[
\begin{array}{ccc}
\Gamma_n' & \xrightarrow{\phi_0^{-1}} & \Gamma_n \\
\downarrow & & \downarrow \\
\frac{1}{n} \Gamma_n & \xrightarrow{n} & \Gamma_n \\
\end{array}
\]

We claim that \( \text{im}(\phi_0^{-1}) \subset \frac{1}{n} \Gamma_n \). Indeed, note that by Seq. (1.6.2), we have \( n \Gamma_n' \subset \text{im}(\phi_0) \subset \Gamma_n' \).

So for every \( y \in \Gamma_n', \) there exists \( x \in \Gamma_n \) such that \( n \cdot y = \phi_0(x) \), i.e. \( y = \phi_0(\frac{1}{n} x) \). Now we define

\[ \hat{\phi}_0 := n \cdot \phi_0^{-1}: \Gamma_n' \to \Gamma_n, \]

and see that

\[ \hat{\phi}_0 \circ \phi_0 = n \cdot \text{id} = \phi_0 \circ \hat{\phi}_0. \]

**Remark 1.10.** The map \( \hat{\phi}_0: \Gamma_n' \to \Gamma_n \) is explicitly given by \([[(a_i)] \mapsto (n \cdot a_i)]\) if \( \sum a_i = 0 \), and sends \([\{1, 0, \ldots, 0\}]\) to \( (n - 1, -1, \ldots, -1) \).

**Proposition 1.11.** For \( n \geq 2 \) we have \( \text{Hom}_{\mathbb{Z}[S_n]}(\Gamma_n', \Gamma_n') = \mathbb{Z} \cdot \hat{\phi}_0 \).

**Proof.** Similar to the proof of Proposition 1.7, we see that for every \( \phi \in \text{Hom}_{\mathbb{Z}[S_n]}(\Gamma_n', \Gamma_n) \) there exists some \( \lambda \in \overline{\mathbb{Q}} \) such that \( \phi_{\overline{\mathbb{Q}}} = \lambda \cdot \hat{\phi}_0_{\overline{\mathbb{Q}}} \). Recall that in suitable integral bases, the map \( \phi_0 \) corresponds to the matrix \( \text{diag}(1, \ldots, 1, n) \). So, \( \hat{\phi}_0 \) corresponds to the matrix \( \text{diag}(n, \ldots, n, 1) \), which forces \( \lambda \in \mathbb{Z} \) as desired.

**Proposition 1.12.** The canonical map \( \phi_0 \) and its dual isogeny \( \hat{\phi}_0 \) are both symmetric, i.e. we have the identities

(i) \( \phi_0 = \phi_0^\vee \circ \text{ev}, \) and

(ii) \( \hat{\phi}_0 = \text{ev}^{-1} \circ (\hat{\phi}_0)^\vee, \)
where \( \text{ev} : \Gamma_n \to \Gamma_n^\vee \), \( x \mapsto (\psi \mapsto \psi(x)) \) denotes the canonical “evaluation” isomorphism.

Proof. (i) For \( x, y \in \Gamma_n \) we have \( \phi_0(y)(\text{ev}(x))(y) = \text{ev}(\phi_0(y))(\phi_0(y))(x) \). We want to compare this with \( \phi_0(x)(y) \). Take \( x = e_i \) and \( y = e_j \), where \( e_i := e_i - e_n \) is the \( i \)-th standard basis vector of \( \Gamma_n \). Then \( \phi_0(e_i)(e_j) = e_i^y - e_n^y \), so \( \phi_0(e_i)(e_j) = 1 \) if \( i \neq j \) and \( \phi_0(e_i)(e_j) = 2 \) if \( i = j \). This is evidently independent of the order of \( i \) and \( j \).

(ii) Since \( \Gamma_n \) is torsion-free, we can check the claimed equality after extending scalars to \( \mathbb{Q} \). By (i) we know that \( \phi_0 = \phi_0 \circ \text{ev} \), so \( \phi_0^{-1} = \text{ev}^{-1} \circ (\phi_0^{-1})^\vee = \text{ev}^{-1} \circ (\phi_0^{-1})^\vee \), and hence \( n \cdot \phi_0^{-1} = \text{ev}^{-1} \circ (n \cdot \phi_0^{-1})^\vee \), as desired. \( \square \)

2. Group cohomology of the standard representation

In this section we calculate (in the stable range) the group cohomology \( \text{H}^\bullet(S_n, \Gamma_n \otimes Z A) \) with arbitrary coefficients in an abelian group \( A \) in terms of the group cohomology \( \text{H}^\bullet(S_n, A) \) of the symmetric group. While doing so, we recall some general facts about group cohomology of finite groups that are directly relevant to the calculation; for a more detailed reference see [NSW08] or [Bro82], or for a quick overview see [Ser02, §I.2].

Proposition 2.1. Let \( n \geq 2 \), and let \( A \) be an abelian group, then \( \text{H}^0(S_n, \Gamma_n \otimes Z A) = A[n] \). Here we denote by \( A[n] \) the group of \( n \)-torsion elements of \( A \).

Proof. Recall that \( \text{H}^0(S_n, \Gamma_n \otimes Z A) = (\Gamma_n \otimes Z A)^{S_n} \) is the submodule of \( S_n \)-fixed-points in \( \Gamma_n \otimes Z A \). Note that \( (a_1, \ldots, a_n) \in A^n \) is fixed by \( S_n \) if and only if \( a_1 = \cdots = a_n =: a \). But \( (a_1, \ldots, a) \in \Gamma_n \otimes Z A \) if and only if \( n \cdot a = 0 \). \( \square \)

Proposition 2.2. Let \( n \geq 3 \), and let \( A \) be an abelian group, then we have \( \text{H}^0(S_n, \Gamma_n^\vee \otimes Z A) = 0 \). For \( n = 2 \), we have \( \text{H}^0(S_2, \Gamma_2^\vee \otimes Z A) = A[2] \).

Proof. Recall that \( \Gamma_n^\vee \otimes Z A \) is the cokernel of the diagonal map \( \Delta : A \to A^n \). Consider a fixed-point \( [(a_i)] \in (\Gamma_n^\vee \otimes Z A)^{S_n} \). Let \( \tau \in \Gamma_n \) be some transposition, say \( \tau = (1 2) \) to keep the notation simple. Then being fixed by \( \tau \) means that we have \( (a_1, a_2, \ldots, a_n) = (a_2, a_1, \ldots, a_n) + \Delta(a) \) for some \( a \in A \). For \( n \geq 3 \) this entails \( a_3 = a_3 + a \), which implies \( a = 0 \). So the representative \( (a_i) \), itself is already fixed by \( \tau \). In conclusion, we see that \( (a_i) = \Delta(a) \), which is zero in \( \Gamma_n^\vee \otimes Z A \).

For \( n = 2 \) we can consider \( (a_1, 0) \) without loss of generality. Being fixed by \( \tau \) means exactly \( (a_1, 0) = (0, a_1) + (a, a) \) for some \( a \in A \), or equivalently \( 2a_1 = 0 \) and \( a = a_1 \). \( \square \)

Remark 2.3. The preceding proposition also follows from Proposition 2.15 below.

2.4. Restricted representations. Let \( G \) be a finite group with some subgroup \( H \subset G \), and let \( N \) be a \( Z[G] \)-module. Define the restricted \( Z[H] \)-module as \( \text{Res}_H^G(N) \) where \( H \) acts through the action of \( G \) on \( N \). This construction becomes a functor by sending a homomorphism of \( Z[G] \)-modules to itself.

2.5. Induced representations. Let \( G \) be a finite group with some subgroup \( H \subset G \), and let \( M \) be a \( Z[H] \)-module. (The co)induced \( Z[G] \)-module is defined as

\[
\text{Ind}_H^G(M) := \text{Hom}_{Z[H]}(Z[G], M) \simeq \{ \phi : G \to M \mid \phi(hg) = h \cdot \phi(g) \text{ for } g \in G, h \in H \}
\]

with \( G \)-action afforded by \( g, \phi := (g' \mapsto \phi(g'g)) \). Define the canonical projection \( \pi : \text{Ind}_H^G(M) \to M \) by mapping \( \phi \mapsto \phi(1) \). It is a morphism of \( Z[H] \)-modules.

This construction provides a right adjoint to the restriction functor \( \text{Res}_H^G \). In fact it is also a left adjoint to the restriction functor. For this reason we won’t make a distinction in our terminology regarding “induced” and “coinduced”. (The former would be strictly speaking defined as \( Z[G] \otimes_{Z[H]} M \).

The following perspective on induced representations is useful when considering a \( Z[H] \)-module with trivial action, and is applied in the proof of Proposition 2.10 below.
2.6. Let \( g_1, \ldots, g_n \) be a set of right coset representatives for \( H \backslash G \). Then we have an isomorphism

\[
\text{Ind}_H^G(M) \simeq \text{Map}(H \backslash G, M),
\]

sending \( \phi \) to the map of sets \( Hg_i \mapsto \phi(g_i) \). Its inverse is given by extending such a map of sets via the formula \( \phi(hg) = h \cdot \phi(g) \). The left \( G \)-action on \( \text{Map}(H \backslash G, M) \) becomes

\[(g \cdot \phi)(Hg_i) := h \cdot \phi(Hg_j),\]

when \( g_i g = hg_j \) for \( g \in G \) and \( h \in H \).

Assume now that \( M \) arises as the restriction of a \( \mathbb{Z}[G] \)-module with trivial action. Note that then the isomorphism above is independent of the choice of coset representatives \( \{g_i\} \). The \( G \)-action on \( \text{Map}(H \backslash G, M) \) above becomes just the usual action on the set of maps between a right and a left \( G \)-set. Concretely, for \( \phi \in \text{Map}(H \backslash G, M) \) and \( g \in G \) this is given by

\[
g \cdot \phi = x \mapsto g \cdot \phi(x.g)
\]

\[
= x \mapsto \phi(x.g).
\]

Proposition 2.7 (Shapiro’s Lemma [NSW08, Prop. 1.6.4]). Let \( G \) be a finite group with some subgroup \( H \subset G \), and let \( M \) be a \( \mathbb{Z}[H] \)-module. Then, for every \( n \geq 0 \), the canonical projection \( \pi \) induces an isomorphism

\[
\text{sh}_n : H^n(G, \text{Ind}_H^G(M)) \xrightarrow{\sim} H^n(H, M).
\]

2.8. Let \( G \) be a finite group with some subgroup \( H \subset G \), and let \( N \) be a \( \mathbb{Z}[G] \)-module. Define the following two homomorphisms of \( \mathbb{Z}[G] \)-modules:

\[
\iota : N \to \text{Ind}_H^G(\text{Res}_H^G(N)) \quad x \mapsto (g \mapsto g.x) \quad (2.8.1)
\]

\[
\nu : \text{Ind}_H^G(\text{Res}_H^G(N)) \to N \quad \phi \mapsto \sum_{[g] \in G/H} g \cdot \phi(g^{-1}) \quad (2.8.2)
\]

The significance of these maps is that \( \iota \) is the unit of the restriction-coinduction adjunction, and \( \nu \) is the counit of the induction-restriction adjunction.

Proposition 2.9. Let \( G \) be a finite group with some subgroup \( H \subset G \), and let \( N \) be a \( \mathbb{Z}[G] \)-module. For \( n \geq 0 \) we have commutative diagrams

\[
\begin{array}{ccc}
H^n(G, N) & \xrightarrow{\iota_*} & H^n(G, \text{Ind}_H^G(\text{Res}_H^G(N))) \\
& \text{res}_H^G & \text{sh} \\
& \text{sh}^{-1} & \iota_* \\
H^n(H, \text{Res}_H^G(N)) & \xrightarrow{\nu_*} & H^n(G, \text{Ind}_H^G(\text{Res}_H^G(N)))
\end{array}
\]

and

\[
\begin{array}{ccc}
H^n(H, \text{Res}_H^G(N)) & \xrightarrow{\text{sh}^{-1}} & H^n(G, \text{Ind}_H^G(\text{Res}_H^G(N))) \\
& \text{cor}_H^G & \iota_* \\
& \iota_* & \nu_* \\
H^n(G, N) & \xrightarrow{\nu_*} & H^n(G, N)
\end{array}
\]

Proof. See [NSW08, Prop. 1.6.5] for a concrete proof. The highbrow explanation is that \( \text{res}_H^G \) and \( \text{sh} \circ \iota_* \) as well as \( \nu_* \) and \( \text{cor}_H^G \circ \text{sh} \) are morphisms of universal \( \delta \)-functors. So it is enough to check the case \( n = 0 \), which is straightforward once one recalls the definition of corestriction in degree 0 as a norm map.

Proposition 2.10. Let \( A \) be an abelian group endowed with the trivial \( S_{n-1} \)-action, and let \( A^n \) be the permutation \( S_n \)-representation. Then we have an isomorphism of \( \mathbb{Z}[S_n] \)-modules

\[
\text{Ind}_{S_{n-1}}^n(A) \simeq A^n,
\]

such that, under this isomorphism,

(i) the canonical map \( \pi \) corresponds to the the projection \( e'_{\xi} \) onto the \( n \)-th coordinate,

(ii) the morphism \( \iota \) corresponds to the diagonal map \( \Delta : A \to A^n \),

(iii) the morphism \( \nu \) corresponds to the the sum map \( \Sigma : A^n \to A \), and

Proof. Recall that since the action on \( A \) is trivial, we have \( \text{Ind}_{S_{n-1}}^n(A) \simeq \text{Map}(S_{n-1} \backslash S_n, A) \) with \( S_n \)-action given by \( \sigma \cdot \phi = x \mapsto \phi(x \circ \sigma) \). Now \( S_n \) acts transitively on the set \( \{1, \ldots, n\} \) from the
right via \( k.\sigma := \sigma^{-1}(k) \). Then \( S_{n-1} = \text{Stab}(n) \) is the stabilizer of the element \( n \), so we get an isomorphism of right \( S_n \)-sets

\[
S_{n-1}\backslash S_n \approx \{1, \ldots, n\}, \quad S_{n-1}\sigma \mapsto \sigma^{-1}(n).
\]

Identifying \( \text{Map}(\{1, \ldots, n\}, A) \) with \( A^n \), an \( n \)-tuple \((a_1, \ldots, a_n) \in A^n \) gets acted on as

\[
\sigma.(a_i) = (a_{\sigma^{-1}(i)}).
\]

exactly as in the permutation representation.

(i) Let us now compute the maps \( \pi \), \( \nu \), and \( \iota \) under the identifications above. By definition \( \pi(\phi) = \phi(\text{id}) \), for \( \phi \in \text{Ind}_{S_{n-1}}^{S_n}(A) \). Now under the identification \( S_{n-1}\backslash S_n \simeq \{1, \ldots, n\} \), the element \( \text{id} \) corresponds to the element \( n \). Denote by \( \overline{\phi} \in \text{Map}(\{1, \ldots, n\}, A) \) the element induced by \( \phi \). Then we have \( \pi(\overline{\phi}) = \overline{\phi}(n) \), which means that \( \pi \) becomes the projection onto the \( n \)-th coordinate.

(ii) Consider the map \( \iota : A \to \text{Ind}_{S_{n-1}}^{S_n}(A) \). By definition we have \( \iota(a) = (\sigma \mapsto \sigma.a) =: \phi \). Since the action on \( A \) is trivial, this is just the constant map \( \text{const}_a \) with value \( a \). But this implies that also \( \overline{\phi} = \text{const}_a \), which corresponds to the \( n \)-tuple \((a, \ldots, a) \in A^n \), as desired.

(iii) Consider the map \( \nu : \text{Ind}_{S_{n-1}}^{S_n}(A) \to A \), which is given by

\[
\phi \mapsto \sum_{[\sigma] \in S_n/S_{n-1}} \sigma.\phi(\sigma^{-1}) = \sum_{[\sigma] \in S_n/S_{n-1}} \phi(\sigma^{-1}).
\]

If \([\sigma_1, \ldots, \sigma_n]\) is a set of left-coset representatives, then \([\sigma_1^{-1}, \ldots, \sigma_n^{-1}]\) is a set of right-coset representatives. So an element \((a_1, \ldots, a_n) \in A^n \) corresponds to \( \phi \) satisfying \( \phi(\sigma_i^{-1}) = a_i \). Now

\[
\nu(\phi) = \sum_{i=1}^n \phi(\sigma_i^{-1}) = \sum_{i=1}^n a_i,
\]

which witnesses that \( \nu \) becomes the summation map \( \Sigma \).

\[
\square
\]

**Proposition 2.11** ([NSW08, Prop. 1.5.7]). Let \( G \) be a finite group with some subgroup \( H \subset G \). Then we have for every \( \mathbb{Z}[G] \)-module \( N \) and \( n \geq 0 \) the identity of endomorphism of \( H^n(G, N) \)

\[
\text{cor}_{H} \circ \text{res}_{H}^{G} = (G : H) \cdot \text{id}.
\]

**Proposition 2.12** (Nakaoka [Nak60, Cor. 6.7]). Let \( A \) be an abelian group endowed with trivial \( S_n \)-action. Then the restriction map

\[
\text{res}_{S_{n-1}}^{S_n} : H^k(S_n, A) \to H^k(S_{n-1}, \text{Res}_{S_{n-1}}^{S_n}(A))
\]

is an isomorphism for \( k < n/2 \).

**Proposition 2.13.** Let \( A \) be an abelian group endowed with trivial \( S_n \)-action. Then we have a short exact sequence of group cohomology groups

\[
0 \to H^{k-1}(S_n, A)/n H^{k-1}(S_n, A) \to H^k(S_n, \Gamma_n \otimes_{\mathbb{Z}} A) \to H^k(S_n, \mathbb{Z}^n \otimes_{\mathbb{Z}} A)[n] \to 0
\]

for \( k < n/2 \). When \( k = n/2 \), we still have the injection on the left side.

**Proof.** Apply group group cohomology to the defining short exact sequence Seq. (1.2.1) of \( \Gamma_n \otimes_{\mathbb{Z}} A \) to get the exact sequence

\[
\cdots \to H^i(S_n, \Gamma_n \otimes_{\mathbb{Z}} A) \to H^i(S_n, \mathbb{Z}^n \otimes_{\mathbb{Z}} A) \xrightarrow{\Sigma^i} H^i(S_n, \mathbb{Z} \otimes_{\mathbb{Z}} A) \to \cdots
\]

Using the identification from Proposition 2.10, Shapiro’s isomorphism (Proposition 2.7) and Proposition 2.9, we extend this to a commutative diagram

\[
\begin{array}{ccc}
\cdots \to H^i(S_n, \Gamma_n \otimes_{\mathbb{Z}} A) \to & H^i(S_n, \mathbb{Z}^n \otimes_{\mathbb{Z}} A) \xrightarrow{\Sigma^i} & H^i(S_n, \mathbb{Z} \otimes_{\mathbb{Z}} A) \to \cdots \\
& \downarrow \text{sh} & \\
H^i(S_{n-1}, \mathbb{Z} \otimes_{\mathbb{Z}} A). & \xrightarrow{\text{cor}_{S_{n-1}}^{S_n}} & \\
\end{array}
\]

Now using the formula \( \text{cor}_{S_{n-1}}^{S_n} \circ \text{res}_{S_{n-1}}^{S_n} = (S_n : S_{n-1}) = n \), cf. Proposition 2.11, and that \( \text{res}_{S_{n-1}}^{S_n} \) is an isomorphism for \( i < n/2 \), cf. Proposition 2.12, we get for \( i = k \)

\[
\ker(\text{cor}_{S_{n-1}}^{S_n} : H^k(S_{n-1}, A) \to H^k(S_n, A)) = H^k(S_{n-1}, A)[n],
\]
which determines \( \ker(\Sigma^k_n) = H^k(R^n, \mathbb{Z}^m \otimes \mathbb{Z} \ A)[n] \). For \( i = k - 1 \) we get
\[
\text{im}(\Sigma^{k-1}_n) = \text{im}(\text{co}^n_{S_n} S_{n-1}^{-1} : H^{k-1}(R_{n-1}, A) \to H^{k-1}(R_n, A)) = n \cdot H^{k-1}(R_n, A).
\]
So the long exact sequence above induces the desired short exact sequence.

**Corollary 2.14.** Let \( A \) be an abelian group, and assume \( n \geq 3 \), then we have a short exact sequence
\[
0 \to A/nA \to H^1(R_n, \Gamma_n \otimes \mathbb{Z} \ A) \to A[2][n] \to 0,
\]
where \( A[2][n] \) denotes the \( n \)-torsion subgroup of the 2-torsion subgroup of \( A \).

**Proof.** Since the action on \( A \) is trivial, we have \( H^0(R_n, A) = A \). Taking the viewpoint that elements of the first cohomology group can be represented by crossed-homomorphisms, which are just homomorphisms when \( A \) carries the trivial action, we see that
\[
H^1(R_{n-1}, A) \simeq \text{Hom}(\text{ker}(S_{n-1}), A) \simeq \text{Hom}(\mathbb{Z}/2\mathbb{Z}, A) \simeq A[2].
\]
Now we use Shapiro’s isomorphism \( H^1(R_n, A^n) \simeq H^1(R_{n-1}, A) \), and conclude by applying Proposition 2.13.

**Proposition 2.15.** Let \( A \) be an abelian group endowed with trivial \( S_n \)-action. Then we have for \( k < n/2 - 1 \) the identity
\[
H^k(R_n, \Gamma_n^\vee \otimes \mathbb{Z} \ A) = 0,
\]
and for \( k < n/2 \) we have an exact sequence of group cohomology groups
\[
0 \to H^k(R_n, \Gamma_n^\vee \otimes \mathbb{Z} \ A) \to H^{k+1}(R_n, Z \otimes \mathbb{Z} \ A) \to \text{res}^n_{S_n} H^{k+1}(R_{n-1}, Z \otimes \mathbb{Z} \ A).
\]

**Proof.** Similar to above, apply group group cohomology to the defining short exact cokernel sequence of \( \Gamma_n^\vee \otimes \mathbb{Z} \ A \), cf. Definition 1.3, to get the commutative diagram with exact rows
\[
\cdots \to H^i(R_n, Z \otimes \mathbb{Z} \ A) \xrightarrow{\text{res}^n_{S_n}} H^i(R_n, Z^n \otimes \mathbb{Z} \ A) \to H^i(R_n, \Gamma_n^\vee \otimes \mathbb{Z} \ A) \to \cdots
\]

By Proposition 2.12, the restriction map \( \text{res}^n_{S_n} \) is an isomorphism for \( i < n/2 \). This information for \( i = k \) and \( i = k + 1 \) yields the claims in the proposition.

In order to handle the case \( k = 1 \), we recall the following facts about Schur multipliers:

**Proposition 2.16.** Let \( G \) be a finite group, acting trivially on \( \mathbb{Z} \) and \( k^x \), where \( k \) is an algebraically closed field of characteristic zero.

(i) We have \( H^1(G, k^x) \simeq \text{Hom}_R(H_k(G, \mathbb{Z}), k^x) \). In particular, the Schur multiplier \( H^2(G, k^x) \) and \( H^2(G, \mathbb{Z}) \) are isomorphic as abstract groups.

(ii) For \( n \geq 4 \), we have \( H^2(R_{n}, k^x) \simeq \mathbb{Z}/2\mathbb{Z} \). For \( n \leq 3 \), we have \( H^2(R_{n}, k^x) = 0 \).

**Proof.** (i) The universal coefficient theorem for group cohomology gives a short exact sequence
\[
0 \to \text{Ext}^1(R_n, H_{k-1}(G, \mathbb{Z}), k^x) \to H^1(G, k^x) \to \text{Hom}_R(H_k(G, \mathbb{Z}), k^x) \to 0.
\]
The group \( H_{k-1}(G, \mathbb{Z}) \) is a finite abelian group, since \( G \) is a finite group and \( \mathbb{Z} \) is a finitely generated abelian group. So it is isomorphic to a direct sum of finite cyclic groups. Finally, use that \( \text{Ext}^1(R_n, Z/nR, k^x) \simeq k^x/(k^x)^n = 1 \).

For the second claim, write again \( H^2(G, \mathbb{Z}) \) as a direct sum of finite cyclic groups. Now note that \( \mathbb{Z}/n\mathbb{Z} \) is isomorphic to the group of roots of unity \( \mu_n(k) \simeq \text{Hom}_R(Z/n\mathbb{Z}, k^x) \).

(ii) This goes back to Schur [Sch11]. For reference see [Kar87, Thm. 2.12.3].

**Proposition 2.17.** Let \( A \) be an abelian group endowed with trivial \( S_n \)-action. Then we have
\[
H^1(R_n, \Gamma_n^\vee \otimes \mathbb{Z} \ A) = 0
\]
when \( n = 3 \) or \( n \geq 5 \). For \( n = 4 \) we have
\[
H^1(R_4, \Gamma_4^\vee \otimes \mathbb{Z} \ A) \simeq A[2] \].
Theorem 2.18. Let $A$ be the group of $\overline{k}$-rational points of an abelian variety. Then we have

$$H^1(S_n, Z \times (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee) \simeq \begin{cases} 0 & \text{if } n \text{ odd, or } n = 2 \\ A[2] & \text{if } n \text{ even, and } n \neq 2, 4 \\ A[2] \oplus A^\vee[2] & \text{if } n = 4. \end{cases}$$

Proof. We have $H^1(S_n, Z) = \text{Hom}(S_n, Z) = 0$, since $S_n$ acts trivially on $Z$ and the latter is torsion free. For $n \geq 3$, we have $H^1(S_n, A \otimes \Gamma_n) \simeq A[2][n]$, since the $\overline{k}$-rational points of an abelian variety are an $(n)$-divisible group, i.e. $A/nA = 0$. Of course, $A[2][n]$ is just $A[2]$ when $n$ is even, and 0 when $n$ is odd. We saw that $H^1(S_n, A^\vee \otimes \Gamma_n^\vee) = 0$ when $n \geq 5$ or $n = 3$, and $H^1(S_n, A^\vee \otimes \Gamma_2^\vee) = A^\vee[2]$ when $n = 4$.

The case $n = 2$ was treated in [Plo05, Prop. 4.8]. Let us briefly spell out the details. Recall that we have an isomorphism $\Gamma_2 \simeq \Gamma_2^\vee$, both being isomorphic to the sign-representation. Now a 1-cocycle $f : S_2 \to A \otimes \Gamma_2$ is determined by the image point $f((12)) = (a, -a)$. But the equality $(12).(-a/2, a/2) - (-a/2, a/2) = (a, -a)$ realized $f$ as a 1-coboundary.
3. Preliminaries on simple abelian varieties

In this section we review some facts about the groups of homomorphisms between an abelian variety $A$ and its dual $A^\vee$ when $\text{End}(A) = \mathbb{Z}$, and we discuss the notion of dual polarizations.

**Situation 3.1.** Let $A$ be an abelian variety over a field $k$. Assume for simplicity that the characteristic of $k$ is 0. Let $g = \text{dim}(A)$; we are ultimately only interested in the case $g = 2$.

3.2. Recall that if $\text{End}(A) = \mathbb{Z}$, then $\text{End}(A^\vee) = \mathbb{Z}$ and $\text{Hom}(A, A^\vee) \cong \mathbb{Z}$. Indeed, dualizing morphisms give an isomorphism $\text{End}(A) \cong \text{End}(A^\vee)$, and composition with some isogeny $\lambda': A^\vee \to A$, e.g. the dual of a polarization, provides an injection $\text{Hom}(A, A^\vee) \hookrightarrow \text{End}(A)$.

Furthermore, whenever $\text{Hom}(A, A^\vee) = \mathbb{Z} \cdot \lambda_0$, then $\lambda_0$ or $-\lambda_0$ is a polarization, since by the existence of polarizations some multiple of $\lambda_0$ has to be one. In the following, when $\lambda_0$ or $-\lambda_0$ could be a polarization, we will implicitly assume that the former is one.

**Definition 3.3.**
(i) The exponent $e(\lambda)$ of a polarization $\lambda: A \to A^\vee$ is defined as the smallest natural number $n$ such that $\ker(\lambda) \subset \ker([n])$.
(ii) Writing $\ker(\lambda) \cong (\mathbb{Z}/d_1\mathbb{Z} \times \cdots \times \mathbb{Z}/d_g\mathbb{Z})^2$ where $d_i \in \mathbb{N}$ such that $d_i \mid d_{i+1}$, we call $(d_1, \ldots, d_g)$ the type of the polarization.

3.4. **Dual polarization.** See [BL03, §2, Thm. 2.1]. Let $\lambda: A \to A^\vee$ be a polarization, then there exists a unique polarization $\lambda^D: A^\vee \to A^\vee$ such that $\lambda \circ \lambda^D = [e(\lambda)]$ and $\lambda^D \circ \lambda = [e(\lambda)]$. Let $(d_1, \ldots, d_g)$ be the type of the polarization $\lambda$, and define the dual polarization as $\lambda^\delta := d_1 \lambda^D$.

In particular, since $\lambda^\delta$ is a polarization, it is symmetric, i.e. $(\lambda^\delta)^\vee = \text{ev} \circ \lambda_0^\delta$.

**Remark 3.5.** The dual polarization should not be confused with the dual isogeny $\tilde{\lambda}: A^\vee \to A$, which is the unique morphism satisfying $\tilde{\lambda} \circ \lambda = [\deg(\lambda)]$ and $\lambda \circ \tilde{\lambda} = [\deg(\lambda)]$. Of course, it should neither be confused with the dual homomorphism $\lambda^\vee: A^\vee \to A^\vee$.

**Proposition 3.6.** Assume $g = \dim(A) = 2$ and $\text{Hom}(A, A^\vee) = \mathbb{Z} \cdot \lambda_0$, then
(i) $\text{Hom}(A^\vee, A) = \mathbb{Z} \cdot \lambda_0^\delta$, and
(ii) $\lambda_0^\delta \circ \lambda_0 = [e(\lambda_0)]$, as well as $\lambda_0 \circ \lambda_0^\delta = [e(\lambda_0)]$, with $e(\lambda_0)^2 = \deg(\lambda_0)$.

**Proof.** (i) In order to keep the formulas a bit more transparent, we consider $g$ to be arbitrary in the first part of this argument. Let $(d_1, \ldots, d_g)$ be the type of the polarization $\lambda_0$, then by [BL03, Prop. 2.2] the type of $\lambda_0^D$ is $(1, d_g/d_{g-1}, \ldots, d_g/d_1)$, and the type of $(\lambda_0^D)^\delta$ is $(1, d_2/d_1, \ldots, d_g/d_1)$. This lets us compute the degrees
\[
\deg(\lambda_0) = d_1^2 \ldots d_g^2,
\deg(\lambda_0^D) = (d_g \ldots d_g)^2/(d_1 \ldots d_1) = d_g^2 \deg(\lambda_0),
\deg((\lambda_0^D)^\delta) = (d_1 \ldots d_1)^2/(d_1 \ldots d_1) = \deg(\lambda_0)/d_1^2.
\]
Now, $\text{Hom}(A, A^\vee) = \mathbb{Z} \cdot \lambda_0$ implies that $\deg(\lambda_0)$ divides $\deg((\lambda_0^D)^\delta) = \deg(\lambda_0)/d_1^2$, which shows that $d_1 = 1$. Using $g = 2$, we see that $\deg(\lambda_0^D) = d_2^2/d_2^2 = \deg(\lambda_0)$.

Writing $\text{Hom}(A^\vee, A) = \mathbb{Z} \cdot \tilde{\lambda}$, and applying the above arguments to $\tilde{\lambda}$, yields $\deg(\tilde{\lambda}^D) = \deg(\tilde{\lambda})$. So $\deg(\lambda) \geq \deg(\lambda_0^D)$, otherwise $\deg(\tilde{\lambda}^D)$ contradicts the minimality of $\deg(\lambda_0)$. In conclusion, since $\lambda_0^D$ is already a multiple of $\tilde{\lambda}$, we get $\tilde{\lambda} = \lambda_0^D$.

(ii) Note that the arguments above show that $\lambda_0^\delta = \lambda_0^D$ and $e(\lambda_0)^2 = d_2^2 = \deg(\lambda_0)$. \hfill $\Box$

4. $S_n$-invariant symplectic isomorphisms

We are concerned with the computation of the $S_n$-invariants of the group of symplectic automorphisms $\text{Sp}(A \otimes \mathbb{Z} \Gamma_n)$, as well as of the set of symplectic isomorphisms $\text{Sp}(A \otimes \mathbb{Z} \Gamma_n, A^\vee \otimes \mathbb{Z} \Gamma_n)$. As before, we let $A$ be some abelian variety over a field of characteristic zero.
4.1. Since $\Gamma_n \simeq \mathbb{Z}^{n-1}$ as abelian groups, we have a natural isomorphism $(A \otimes \Gamma_n)^\vee \simeq A^\vee \otimes \Gamma_n^\vee$ of abelian varieties. The $S_n$-action on $A \otimes \Gamma_n$ induces a (left) action on $(A \otimes \Gamma_n)^\vee$ via $\sigma.\alpha := ((\sigma^{-1}).)^\vee(\alpha)$. Of course, the $S_n$-action on $\Gamma_n^\vee$ also induces an action on $A^\vee \otimes \Gamma_n^\vee$.

**Proposition 4.2.** The natural isomorphism $\varphi: (A \otimes \Gamma_n)^\vee \simeq A^\vee \otimes \Gamma_n^\vee$ is $S_n$-equivariant.

**Proof.** Recall that $\varphi$ is given by the pullback morphism $(\iota_1^\vee, \ldots, \iota_{n-1}^\vee)$, where $\iota_j: A \to A^{n-1}$ is the `$j$-th coordinate embedding'.

Dualizing the sequence Seq. (1.2.1) of abelian varieties yields the short exact sequence in the top row of the following diagram, cf. [EGM, 8.9]:

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & A^\vee & \xrightarrow{\Sigma^\vee} & (A^n)^\vee & \xrightarrow{f^\vee} & (A \otimes \Gamma_n)^\vee & \longrightarrow & 0 \\
\downarrow{id} & & \downarrow{\psi} & & \downarrow{\varphi} & & \downarrow{\varphi} & & \\
0 & \longrightarrow & A^\vee & \xrightarrow{\Delta} & (A^\vee)^n & \xrightarrow{g} & A^\vee \otimes \Gamma_n^\vee & \longrightarrow & 0
\end{array}
\]

The isomorphism $\psi$ is defined analogously to $\varphi$. We leave the check that both squares commute to the reader.

Finally, note that $\psi$ is equivariant. This can be checked quickly since the $S_n$-action only "permutes the indices". This forces $\varphi$ to be equivariant as well. \qed

**Proposition 4.3.** We have $S_n$-equivariant isomorphisms

(i) $\text{Hom}(A \otimes \Gamma_n, A \otimes \Gamma_n) \simeq \text{Hom}(A, A) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n, \Gamma_n)$,

(ii) $\text{Hom}((A \otimes \Gamma_n)^\vee, A \otimes \Gamma_n) \simeq \text{Hom}(A^\vee, A) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n^\vee, \Gamma_n)$,

(iii) $\text{Hom}(A \otimes \Gamma_n, (A \otimes \Gamma_n)^\vee) \simeq \text{Hom}(A, A^\vee) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n, \Gamma_n^\vee)$,

(iv) $\text{Hom}((A \otimes \Gamma_n)^\vee, (A \otimes \Gamma_n)^\vee) \simeq \text{Hom}(A^\vee, A^\vee) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n^\vee, \Gamma_n^\vee)$.

**Proof.** We spell out the proof for (iii); the other cases are analogous. In view of the previous proposition, we want to show $\text{Hom}(A \otimes \Gamma_n, A^\vee \otimes \Gamma_n^\vee) \simeq \text{Hom}(A^\vee, A) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n^\vee, \Gamma_n)$. Since $\Gamma_n$ and $\Gamma_n^\vee$ are isomorphic to $\mathbb{Z}^{n-1}$ as abelian groups, we see that

\[
\text{Hom}(A \otimes \Gamma_n, A^\vee \otimes \Gamma_n^\vee) \simeq \text{Mat}((n-1) \times (n-1), \text{Hom}(A, A^\vee)) \simeq \text{Hom}(A, A^\vee) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n^\vee, \Gamma_n).
\]

Recall that the induced action on homomorphism spaces is given by $\sigma.f := \sigma \circ f \circ (\sigma^{-1})$, so the action on the right hand side is given by

$\sigma.(g \otimes h) = g \otimes (\sigma \circ h \circ (\sigma^{-1}))$,

while the action on the left hand side is given by

$\sigma.(g \otimes h) = (\sigma \circ (g \otimes h) \circ (\sigma^{-1}))$

$= (\text{id} \otimes \sigma) \circ (g \otimes h) \circ (\text{id} \otimes (\sigma^{-1}))$

$= g \otimes (\sigma \circ h \circ (\sigma^{-1}))$. \qed

Mukai [Muk98], Polishchuk [Pol96], and later Orlov [Orl02], introduced and studied the following group of "symplectic" isomorphisms in the context of derived equivalences of abelian varieties.

**Definition 4.4.** For a homomorphism $f: A \times A^\vee \to B \times B^\vee$ of abelian varieties we write

$f = \begin{pmatrix} f_1 & f_2 \\ f_3 & f_4 \end{pmatrix}$ and $\tilde{f} := \begin{pmatrix} f_1^\vee & -f_2^\vee \\ -f_3^\vee & f_4^\vee \end{pmatrix}$,

where we have implicitly identified $A$ with $A^{\vee\vee}$, and $B$ with $B^{\vee\vee}$. Denote by

$\text{Sp}(A, B) := \{f: A \times A^\vee \Rightarrow B \times B^\vee \mid \tilde{f} = f^{-1}\}$

the set of symplectic isomorphisms, and define the Mukai–Polishchuk group as $\text{Sp}(A) := \text{Sp}(A, A)$.

The next proposition gives a hint why one calls elements of $\text{Sp}(A, B)$ symplectic isomorphisms. See [LT17, §1] for a more thorough justification for the name.
**Proposition 4.5.** Assume that \( \dim(A) = 2 \) and \( \text{End}(A) = \mathbb{Z} \). Write \( \text{Hom}(A, A^\vee) = \mathbb{Z} \cdot \lambda_0 \), and let \( d^2 = \deg(\lambda_0) \). Then we have an isomorphism
\[
\text{Sp}(A \otimes_\mathbb{Z} \Gamma_n) \simeq \left\{ \begin{pmatrix} M_1 & M_2 \\ M_3 & M_4 \end{pmatrix} \in \text{Sp}(2(n-1), \mathbb{Z}) \mid M_3 \equiv 0 \mod d \right\}.
\]

**Proof.** Let \( f \in \text{Sp}(A \otimes_\mathbb{Z} \Gamma_n) \), then by the results of §3
\[
f_1 = \text{id} \otimes g_1 \in \text{Hom}(A, A) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n, \Gamma_n),
\]
\[
f_2 = \lambda_0^\delta \otimes g_2 \in \text{Hom}(A^\vee, A) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n^\vee, \Gamma_n),
\]
\[
f_3 = \lambda_0 \otimes g_3 \in \text{Hom}(A, A^\vee) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n, \Gamma_n^\vee),
\]
\[
f_4 = \text{id} \otimes g_4 \in \text{Hom}(A^\vee, A^\vee) \otimes \text{Hom}_\mathbb{Z}(\Gamma_n^\vee, \Gamma_n^\vee).
\]

Ignoring the \( S_n \)-action for a moment, we have that \( \Gamma_n \simeq \mathbb{Z}^{n-1} \) and \( \Gamma_n^\vee \simeq \mathbb{Z}^{n-1} \), so we can view each \( g_i \) as a matrix \( M_i \in \text{Mat}((n-1) \times (n-1), \mathbb{Z}) \). Since \( \lambda_0^\delta \circ \lambda_0 = [d] \) and \( \lambda_0 \circ \lambda_0^\delta = [d] \), multiplication in \( \text{Sp}(A \otimes_\mathbb{Z} \Gamma_n) \) is not quite matrix multiplication. Instead we get a group homomorphism
\[
\text{Sp}(A \otimes_\mathbb{Z} \Gamma_n) \to \text{Mat}(2(n-1) \times 2(n-1), \mathbb{Z})
\]
\[
f \mapsto \begin{pmatrix} M_1 & M_2 \\ d \cdot M_3 & M_4 \end{pmatrix}.
\]

Let us compute which matrix corresponds to \( \tilde{f} \). Recall that \( g_i^\vee \) corresponds to the transposed matrix \( M_i^t \); of course, when choosing a basis of \( \Gamma_n \), we endow \( \Gamma_n^\vee \) with the dual basis. Now, identifying \( A \) with \( A^\vee \vee \) implicitly, we get
\[
\tilde{f} = \begin{pmatrix} f_1^\vee & -f_2^\vee \\ -f_3^\vee & f_4^\vee \end{pmatrix} = \begin{pmatrix} \text{id}^\vee \otimes g_1^\vee & -(\lambda_0^\delta)^\vee \otimes g_2^\vee \\ -\lambda_0^\delta \otimes g_3^\vee & \text{id}^\vee \otimes g_4^\vee \end{pmatrix} = \begin{pmatrix} \text{id} \otimes g_1^\vee & -(\lambda_0^\delta) \otimes g_2^\vee \\ -\lambda_0 \otimes g_3^\vee & \text{id} \otimes g_4^\vee \end{pmatrix},
\]

cf. 3.2 and 3.4, which corresponds to the matrix
\[
\left( \begin{array}{cc} M_1 & -M_2 \\ -d \cdot M_3 & M_4 \end{array} \right) = J^t \begin{pmatrix} M_1 & M_2 \\ d \cdot M_3 & M_4 \end{pmatrix} J
\]
where \( J = \begin{pmatrix} 0 & I_{n-1} \\ -I_{n-1} & 0 \end{pmatrix} \).

This means that the condition \( \tilde{f} = f^{-1} \) singles out symplectic matrices. In conclusion, the map in (4.5.1) provides the desired isomorphism. \( \square \)

**Definition 4.6.** The Hecke congruence subgroup of level \( l \in \mathbb{N} \setminus \{0\} \) is defined as
\[
\Gamma_0(l) = \left\{ \begin{pmatrix} a_1 & a_2 \\ a_3 & a_4 \end{pmatrix} \in \text{SL}(2, \mathbb{Z}) \mid a_3 \equiv 0 \mod l \right\}.
\]

**Proposition 4.7.** Let \( n \geq 3 \) be an integer.

(i) Assume that \( \dim(A) = 2 \) and \( \text{End}(A) = \mathbb{Z} \), and let \( d^2 \) denote the minimal degree of a polarization of \( A \). Then we have an isomorphism
\[
\text{Sp}(A \otimes_\mathbb{Z} \Gamma_n)^{S_n} \simeq \Gamma_0(nd) \subseteq \text{SL}_2(\mathbb{Z}).
\]

(ii) When \( A \) is an arbitrary abelian variety, one can associate to each polarization (or symmetric isogeny) \( \lambda: A \to A^\vee \) of exponent \( e \) an injective group homomorphism
\[
\Gamma_0(ne) \hookrightarrow \text{Sp}(A \otimes_\mathbb{Z} \Gamma_n)^{S_n}.
\]

**Proof.** (i) Write \( \text{Hom}(A, A^\vee) = \mathbb{Z} \cdot \lambda_0 \), so that \( d^2 = \deg(\lambda_0) \). By Propositions 1.7 and 1.11 and the results of §3 we can compute for \( n \geq 3 \) the \( S_n \)-fixed-points
\[
\text{Hom}(A \otimes_\mathbb{Z} \Gamma_n, A \otimes_\mathbb{Z} \Gamma_n)^{S_n} \simeq \text{Hom}(A, A) \otimes_\mathbb{Z} \text{Hom}_\mathbb{Z}(\Gamma_n, \Gamma_n)^{S_n}
\]
\[
\simeq \text{Hom}(A, A) \otimes_\mathbb{Z} \text{Hom}_\mathbb{Z}[S_n](\Gamma_n, \Gamma_n)
\]
\[
\simeq (\mathbb{Z} \cdot \text{id}) \otimes_\mathbb{Z} (\mathbb{Z} \cdot \text{id}),
\]
\[
\text{Hom}(A \otimes_\mathbb{Z} \Gamma_n, (A \otimes_\mathbb{Z} \Gamma_n)^\vee)^{S_n} \simeq (\mathbb{Z} \cdot \lambda_0) \otimes_\mathbb{Z} (\mathbb{Z} \cdot \phi_0),
\]
\[
\text{Hom}((A \otimes_\mathbb{Z} \Gamma_n)^\vee, (A \otimes_\mathbb{Z} \Gamma_n)^\vee)^{S_n} \simeq (\mathbb{Z} \cdot \lambda_0^\delta) \otimes_\mathbb{Z} (\mathbb{Z} \cdot \hat{\phi}_0),
\]
\[
\text{Hom}((A \otimes_\mathbb{Z} \Gamma_n)^\vee, (A \otimes_\mathbb{Z} \Gamma_n)^\vee)^{S_n} \simeq (\mathbb{Z} \cdot \text{id}) \otimes_\mathbb{Z} (\mathbb{Z} \cdot \text{id}).
\]
This shows that
\[
\text{Sp}(A \otimes \Gamma_n)^{S_n} = \left\{ f = \begin{pmatrix} a_1 \cdot (\text{id} \otimes \text{id}) & a_2 \cdot (\lambda_0^\delta \otimes \hat{\phi}_0) \\ a_3 \cdot (\lambda_0 \otimes \phi_0) & a_4 \cdot (\text{id} \otimes \text{id}) \end{pmatrix} \mid a_i \in \mathbb{Z}, \text{ and } f^{-1} = \tilde{f} \right\}.
\]
Again, since \(\lambda_0^\delta \circ \lambda_0 = [d]\) and \(\lambda_0 \circ \lambda_0^\delta = [d]\), as well as \(\hat{\phi}_0 \circ \phi_0 = n = \phi_0 \circ \hat{\phi}_0\), we get a group homomorphism
\[
\text{Sp}(A \otimes \Gamma_n)^{S_n} \to \text{GL}(2, \mathbb{Z})
\]
\[f \mapsto \begin{pmatrix} a_1 \\ nd \cdot a_3 & a_4 \end{pmatrix}.
\]
As above, and using Proposition 1.12, we have
\[
\tilde{f} = \begin{pmatrix} a_4 \cdot (\text{id} \otimes \text{id}) & -a_2 \cdot (\lambda_0^\delta \otimes \hat{\phi}_0) \\ -a_3 \cdot (\lambda_0 \otimes \phi_0) & a_1 \cdot (\text{id} \otimes \text{id}) \end{pmatrix}.
\]
Now the condition \(f^{-1} = \tilde{f}\) becomes again in matrix form \(M^{-1} = J^1M^1J\), which just means \(\det(M) = 1\) in this instance.

(ii) Recall that \(\lambda \circ \lambda^D = [e] = \lambda^D \circ \lambda\). Finally note that we have the following isomorphism and inclusion
\[
\Gamma_0(ne) \simeq \left\{ \begin{pmatrix} a_1 \cdot (\text{id} \otimes \text{id}) & a_2 \cdot (\lambda^D \otimes \hat{\phi}_0) \\ a_3 \cdot (\lambda \otimes \phi_0) & a_4 \cdot (\text{id} \otimes \text{id}) \end{pmatrix} \mid a_1a_4 - nea_2a_3 = 1 \right\} \subset \text{Sp}(A \otimes \Gamma_n)^{S_n}.
\]

Remark 4.8. When \(n = 2\), we have to replace \(\Gamma_0(2d)\) by \(\Gamma_0(d) \simeq \text{Sp}(A)\) in Proposition 4.7.(i), since \(\hat{\phi}_0 \in \text{Hom}(\mathbb{Z}_2, \mathbb{Z}_2)\) is not a generator, cf. Remark 1.8. More generally, without assuming \(\text{End}(A) = \mathbb{Z}\), the action of \(S_2\) on \(\text{Sp}(A \otimes \Gamma_2)\) is trivial, since any morphism of abelian varieties commutes with negation.

Now we compute the \(S_n\)-invariants of \(\text{Sp}(A \otimes \Gamma_n, A^V \otimes \Gamma_n)\).

**Proposition 4.9.** Let \(n \geq 3\) be an integer.

(i) If \(A\) admits a polarization (or just a symmetric isogeny) \(\lambda: A \to A^V\) of exponent \(e\) with \(\text{gcd}(n, e) = 1\), then \(\text{Sp}(A \otimes \Gamma_n, A^V \otimes \Gamma_n)^{S_n} \neq \emptyset\) is non-empty.

(ii) Conversely, assume that \(\dim(A) = 2\) and \(\text{End}(A) = \mathbb{Z}\), and let \(d^2\) denote the minimal degree of a polarization of \(A\), then we have \(\text{Sp}(A \otimes \Gamma_n, A^V \otimes \Gamma_n)^{S_n} \neq \emptyset\) if and only if \(\text{gcd}(n, d) = 1\).

(iii) In case \(\text{Sp}(A \otimes \Gamma_n, A^V \otimes \Gamma_n)^{S_n}\) is non-empty, it is a (right) torsor under \(\text{Sp}(A \otimes \Gamma_n)^{S_n}\).

**Proof.** (ii) As above, using the results of Sections 1 and 3, each \(f \in \text{Sp}(A \otimes \Gamma_n, A^V \otimes \Gamma_n)^{S_n}\) is of the form
\[
f = \begin{pmatrix} a_1 \cdot (\lambda_0 \otimes \text{id}) & a_2 \cdot (\lambda^D \otimes \hat{\phi}_0) \\ a_3 \cdot (\lambda_0 \otimes \phi_0) & a_4 \cdot (\lambda_0^\delta \otimes \text{id}) \end{pmatrix},
\]
for some \(a_i \in \mathbb{Z}\), where \(\lambda_0\) is the polarization of minimal degree. Using Proposition 1.12 and 3.2 and 3.4, we can write \(\tilde{f} \in \text{Sp}(A^V \otimes \Gamma_n, A \otimes \Gamma_n)\) as
\[
\tilde{f} = \begin{pmatrix} a_4 \cdot (\lambda_0^\delta \otimes \text{id}) & -a_2 \cdot (\lambda_0 \otimes \hat{\phi}_0) \\ -a_3 \cdot (\lambda_0 \otimes \phi_0) & a_1 \cdot (\lambda_0 \otimes \text{id}) \end{pmatrix}.
\]
Keeping in mind \(\lambda_0^\delta \circ \lambda_0 = [d]\) and \(\lambda_0 \circ \lambda_0^\delta = [d]\), as well as \(\hat{\phi}_0 \circ \phi_0 = n = \phi_0 \circ \hat{\phi}_0\), the condition \(\tilde{f} = f^{-1}\), i.e. \(\tilde{f} \circ f = \text{id} = f \circ \tilde{f}\), becomes \(\det(f) := a_1a_4d - a_2a_3n = 1\). Note that the last equation has a solution if and only if \(\text{gcd}(n, d) = 1\).

(i) Since \(\text{gcd}(n, e) = 1\), there is a solution to \(a_1a_4e - a_2a_3n = 1\) with \(a_i \in \mathbb{Z}\). Now the element
\[
f = \begin{pmatrix} a_1 \cdot (\lambda \otimes \text{id}) & a_2 \cdot (\lambda^D \otimes \hat{\phi}_0) \\ a_3 \cdot (\lambda_0 \otimes \phi_0) & a_4 \cdot (\lambda^D \otimes \text{id}) \end{pmatrix}
\]
witnesses that \(\text{Sp}(A \otimes \Gamma_n, A^V \otimes \Gamma_n)^{S_n}\) is non-empty.

(iii) The claim about torsors follows from Proposition 6.3 in view of 6.6 below.  \(\square\)
Remark 4.10. For \( n = 2 \), the condition in Proposition 4.9 should read \( \gcd(1, d) = 1 \), which is vacuous. So we have \( \text{Sp}(A \otimes_{\mathbb{Z}} \Gamma_2, A^V \otimes_{\mathbb{Z}} \Gamma_2)^{S_2} \neq \emptyset \), and under the assumptions of (ii) it is a (right) torsor under \( \Gamma_0(d) \).

5. Invariant derived autoequivalences in Orlov’s sequence

We first recall Orlov’s fundamental short exact sequence for derived equivalences of abelian varieties. Afterwards we consider the sequence in the equivariant setup of the previous sections and apply group cohomology to it in order to arrive at the proof of Theorem 2.

Theorem 5.1 (Orlov). Let \( A \) and \( B \) be two abelian varieties over an algebraically closed field of characteristic 0, then we have a short exact sequence of groups

\[
0 \to \mathbb{Z} \times A \times A^V \to \text{Aut}(D^b(A)) \xrightarrow{\gamma_A} \text{Sp}(A) \to 0,
\]

and a surjective map

\[
\gamma_{A,B}: \text{Eq}(D^b(A), D^b(B)) \to \text{Sp}(A, B).
\]

Here \( n \in \mathbb{Z} \) is mapped to the shift functor \([n]\), and \( \alpha \in A \) is mapped to the push-forward \((\tau_a)_*\), where \( \tau_a \) denotes translation by \( a \), and \( \alpha \in A^V \) is mapped to the twist functor \( \mathcal{L}_\alpha \otimes -^2 \).

Moreover, the maps \( \gamma_A \) and \( \gamma_{A,B} \) are compatible in the sense that

\[
\gamma_{A,B}(\Phi') \circ \gamma_{A,B}(\Phi) = \gamma_{A,B}(\Phi') \gamma_{A,B}(\Phi)
\]

for every \( \Phi \in \text{Aut}(D^b(A)) \) and \( \Phi' \in \text{Eq}(D^b(A), D^b(B)) \).

Reference. See [Orl02, Thm. 4.14, Prop. 4.11, Prop. 4.12]. See also [Pol96].

Remark 5.2. The paper [LT17] draws attention to a gap in Orlov’s proof regarding the right exactness, respectively surjectivity, and addresses the issue for simple abelian varieties. This turns out to be a non-issue for us, since the subgroups of \( S_n \)-invariants we are interested in are unaffected, even if the rightmost term in Orlov’s sequence is smaller than claimed. Let us focus on the case \( \text{End}(A) = \mathbb{Z} \). Then the elements of \( \text{Sp}(A \otimes_{\mathbb{Z}} \Gamma_n)^{S_n} \) lie in the image of \( \text{Aut}(D^b(A \otimes_{\mathbb{Z}} \Gamma_n)) \), so after applying invariants we are fine. Indeed, taking \( \left( f_1 f_2 \right) \in \text{Sp}(A \otimes_{\mathbb{Z}} \Gamma_n)^{S_n} \), we know by Proposition 4.7 that each \( f_i \) is either an isogeny or zero. This means that the proof of [LT17, Thm. 2.14] works in our situation and settles the claim. Similarly, the elements of \( \text{Sp}(A \otimes_{\mathbb{Z}} \Gamma_n, A^V \otimes_{\mathbb{Z}} \Gamma_n)^{S_n} \) lie in the image of \( \text{Eq}(D^b(A \otimes_{\mathbb{Z}} \Gamma_n), D^b(A^V \otimes_{\mathbb{Z}} \Gamma_n)) \).

Now we consider Orlov’s short exact sequence in the equivariant setup.

5.3. Induced action on \( \text{Aut}(D^b(X)) \). When a group \( G \) acts on a variety \( X \), then \( G \) acts from the left on \( D^b(X) \) via \( g.F := (g^{-1})^*F \). Accordingly, the diagonal action of \( G \) on \( D^b(X \times X) \) becomes \( g.F = (g^{-1}, g^{-1})^*F \). Recall that we have for (auto)morphisms \( g \) and \( h \) of \( X \)

\[
\text{FM}_{(g,h)^*F} = h^* \circ \text{FM}_F \circ g_*,
\]

cf. [Plo05, Ex. 1.6.(4)]. So for \( F = \text{FM}_F \in \text{Aut}(D^b(X)) \), we get

\[
g.F = g \cdot \text{FM}_F = \text{FM}((g^{-1}, g^{-1})^*F)
\]

\[
= (g^{-1})^* \circ \text{FM}_F \circ g_*^{-1}
\]

\[
= (g^{-1})^* \circ F \circ g_*^{-1}
\]

\[
= (g^{-1})^* \circ F \circ g^*,
\]

using \( g_*^{-1} \simeq g^* \) for the isomorphism \( g \). Analogously, \( G \) acts also on \( \text{Eq}(D^b(X), D^b(Y)) \) by conjugation.

\(^2\)This is different from Ploog’s convention in [Plo05] by a sign, where \( a \in A \) is mapped to the pull-back functor \((t_a)^* = (t_{-a})_*\).
Proposition 5.4. Let $A$ and $B$ be abelian varieties, then the maps in Seq. (5.1.1)

$$0 \to \mathbb{Z} \times (A \otimes \mathbb{Z} \Gamma_n) \times (A \otimes \mathbb{Z} \Gamma_n)^\vee \xrightarrow{\gamma_A \otimes \gamma_B} \text{Aut}(D^b(A \otimes \mathbb{Z} \Gamma_n)) \xrightarrow{\gamma_A \otimes \gamma_B} \text{Sp}(A \otimes \mathbb{Z} \Gamma_n) \to 0$$

and, more generally, the map

$$\gamma_A \otimes \gamma_B : \text{Eq}(D^b(A \otimes \mathbb{Z} \Gamma_n), D^b(B \otimes \mathbb{Z} \Gamma_n)) \to \text{Sp}(A \otimes \mathbb{Z} \Gamma_n, B \otimes \mathbb{Z} \Gamma_n)$$

are $S_n$-equivariant.

Proof. We consider the more general situation where a group $G$ acts on abelian varieties $X$ and $X'$ by homomorphisms. The proposition then follows from the specialization $G = S_n$ and $X = A \otimes \Gamma_n$ and $X' = B \otimes \Gamma_n$.

Let us first treat the map $\iota$, which sends $k \in \mathbb{Z}$ to the shift functor $[k]$, a point $a \in X$ to the pushforward $(t_a)_*$ along translation by $a$, and a point $\alpha \in X^\vee$ to the twist $\mathcal{L}_\alpha$ by the degree zero line bundle $\mathcal{L}_\alpha$ corresponding to $\alpha$. The equalities below refer to equality in $\text{Aut}(D^b(X))$, i.e. natural isomorphisms of functors.

Let $g \in G$. On the one hand, $G$ acts trivially on $\mathbb{Z}$. On the other hand, we have

$$g.[k] = (g^{-1})^* \circ [k] \circ g^* = (g^{-1})^* \circ g^* \circ [k] = [k].$$

We claim that $g.(t_a)_* = (t_g(a))_*$. Indeed, using $(t_a)_* = t_{(-a)}^*$, we have

$$g.(t_a)_* = (g^{-1})^* \circ t_{(-a)}^* \circ g^* = (g \circ t_{(-a)} \circ g^{-1})^* = (t_{-g(a)})^* \circ (t_g(a))_*.$$

We claim that $g.(\mathcal{L}_\alpha \otimes -) = \mathcal{L}_{g.\alpha} \otimes -$. Indeed, recalling that $g.\alpha = (g^{-1})^\vee(\alpha)$, we have

$$g.(\mathcal{L}_\alpha \otimes -) = (g^{-1})^* \circ (\mathcal{L}_\alpha \otimes -) \circ g^*$$

$$= ((g^{-1})^* \mathcal{L}_\alpha \otimes (g^{-1})^*(-(-))) \circ g^*$$

$$= (g^{-1})^* \mathcal{L}_\alpha \otimes -$$

$$= \mathcal{L}_{(g^{-1})^\vee(\alpha)} \otimes -$$

$$= \mathcal{L}_{g.\alpha} \otimes -.$$

Now we treat the map $\gamma_{X,X'} : \text{Eq}(D^b(X), D^b(X')) \to \text{Sp}(X, X')$. By [Plo05, Ex. 4.5.(3)]$^3$ we have

$$\gamma_X(g^*) = \begin{pmatrix} g^{-1} & 0 \\ 0 & g^\vee \end{pmatrix}.$$

Now for $F \in \text{Eq}(D^b(X), D^b(X'))$ let us write $\gamma_{X,X'}(F) = \begin{pmatrix} f_1 & f_2 \\ f_3 & f_4 \end{pmatrix}$ and calculate

$$\gamma_{X,X'}(g^*F) = \gamma_{X,X'}((g^{-1})^* \circ F \circ g^*)$$

$$= \gamma_{X,X'}((g^{-1})^*) \cdot \gamma_{X,X'}(F) \cdot \gamma_X(g^*)$$

$$= \begin{pmatrix} g & 0 \\ 0 & (g^{-1})^\vee \end{pmatrix} \begin{pmatrix} f_1 & f_2 \\ f_3 & f_4 \end{pmatrix} \begin{pmatrix} g^{-1} & 0 \\ 0 & g^\vee \end{pmatrix}$$

$$= \begin{pmatrix} g \circ f_1 \circ g^{-1} & g \circ f_2 \circ g^\vee \\ (g^{-1})^\vee \circ f_3 \circ g^{-1} & (g^{-1})^\vee \circ f_4 \circ g^\vee \end{pmatrix}.$$

This is exactly how $G$ acts on $\text{Sp}(X, X')$. Indeed, recall again that $g \in G$ acts on a map $\phi$ between two $G$-sets by $g.\phi = g. \circ \phi \circ (g^{-1})_*$, and the action of $G$ on $X^\vee$ (respectively $X'^\vee$) is given by $g.\alpha = (g^{-1})^\vee(\alpha)$. Considering $\text{Hom}(X, X'), \text{Hom}(X^\vee, X'), \text{Hom}(X, X'^\vee)$ and $\text{Hom}(X^\vee, X'^\vee)$ produces exactly the formulas above.

Let us briefly recall some results from non-abelian group cohomology. We use [Ber10, Ch. II] as a reference. Alternatively, see [BS64, §1], [Ser02, §I.5] or [Gir71, §III.3].

$^3$Beware of a misprint in loc. cit. where $g^*$ was mistyped as $g_*$. 
5.5. **Non-abelian group cohomology.** Let $G$ be a group and let $1 \to A \xrightarrow{i} B \xrightarrow{p} C \to 1$ be a short exact sequence of groups with $G$-action. Then we have a 6-term exact sequence of pointed sets (i.e. kernels coincide with images)

$$
\begin{array}{ccccccc}
0 & \longrightarrow & H^0(G, A) & \xrightarrow{i_*} & H^0(G, B) & \xrightarrow{p_*} & H^0(G, C) \\
\delta & \longrightarrow & H^1(G, A) & \longrightarrow & H^1(G, B) & \longrightarrow & H^1(G, C),
\end{array}
$$

where $H^0(G, -)$ is the fixed-point functor $(-)^G$. The pointed sets $H^1(G, -)$ can be defined via 1-cocycles and 1-coboundaries, and the map $\delta$ is called the connecting map, cf. [Ber10, §II.4].

5.6. In the case that $A$ is an abelian group, $H^1(G, A)$ is also an abelian group, but the connecting map $\delta$ does not need to be a group homomorphism. Let us explain that instead $\delta$ will be a crossed homomorphism for the following action: The group $G$ acts on the right on $A$ via inner automorphisms of $B$. That is, for $c \in C$ and $a \in A$, choose $b \in p^{-1}(c)$ and define

$$a.c := b^{-1}ab \equiv i^{-1}(b^{-1}i(a)b).$$

Using that $A$ is abelian, one checks that this is independent of the choice of preimage $b$. Since for $g \in G$ one has $g.(a.c) = (g.a).(g.c)$, this right action is $G$-equivariant as long as $c \in H^0(G, C) = C^G$. By functoriality, this induces a right action of $H^0(G, C)$ on $H^1(G, A)$. Concretely, $c \in H^0(G, C)$ acts on a class $[a]$ given by a cocycle $(\alpha_g)_{g \in G}$ via $[a].c = [(\alpha_g)c]_{g \in G}$.

**Proposition 5.7.** Let $G$ be a group and let $0 \to A \to B \to C \to 1$ be a short exact sequence of groups with $G$-action. Assume that $A$ is an abelian group. Then the connecting map $\delta : H^0(G, C) \to H^1(G, A)$ is a crossed homomorphism, i.e.

$$\delta(cc') = \delta(c).c' + \delta(c')$$

for $c, c' \in H^0(G, C)$.

**Proof.** See [Gir71, Prop. III.3.4.1]. The proof is a straightforward check once one recalls that the map $\delta$ sends an element $c \in H^0(G, C)$ to the class represented by the cocycle $(\alpha_g)_{g \in G}$, where

$$\alpha_g := i^{-1}(b^{-1}(g.b)),$$

for some choice of $b \in p^{-1}(c)$. \hfill $\Box$

**Theorem 5.8 (Main Theorem 2).** Let $A$ be an abelian variety of dimension $\dim(A) = 2$ over an algebraically closed field $\kappa$ of characteristic zero. Assume $\text{End}(A) = \mathbb{Z}$, and let $\delta^2$ denote the minimal degree of a polarization of $A$.

(i) For $n \neq 2, 4$, we have an exact sequence of groups

$$0 \to \mathbb{Z} \times A[n] \to \text{Aut}(D^b(A \otimes \Gamma_n))^S \to \Gamma_0(nd) \xrightarrow{\delta} A[2][n].$$

(ii) For $n = 4$, we have an exact sequence of pointed sets ($\delta$ might not be a homomorphism)

$$0 \to \mathbb{Z} \times A[4] \to \text{Aut}(D^b(A \otimes \Gamma_4))^S \to \Gamma_0(4d) \xrightarrow{\delta} A[2] \times A^\vee[2].$$

(iii) For $n = 2$, we have an exact sequence of groups

$$0 \to \mathbb{Z} \times A[2] \times A^\vee[2] \to \text{Aut}(D^b(A \otimes \Gamma_2))^S \to \Gamma_0(d) \simeq \text{Sp}(A) \to 0.$$

We have identified above, by abuse of notation, $A$ with its group of $\kappa$-rational points $A(\kappa)$.

**Remark 5.9.** The assumptions “$\dim(A) = 2$” as well as “$\text{End}(A) = \mathbb{Z}$” only serve to be able to identify $H^0(S_n, \text{Sp}(A \otimes \Gamma_n))$ with certain Hecke congruence groups in the sequences above, and for the analysis of the connecting map. The characteristic zero assumption is inherited from Orlov’s sequence, cf. Theorem 5.1, where it eventually comes from Bondal–Orlov’s criterion for Fourier–Mukai equivalences.

**Proof.** Apply non-abelian group cohomology to Orlov’s short exact sequence

$$0 \to \mathbb{Z} \times (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee \to \text{Aut}(D^b(A \otimes \Gamma_n)) \to \text{Sp}(A \otimes \Gamma_n) \to 0 \quad (5.9.2)$$
to get the exact sequence
\[0 \to H^0(S_n, Z \times (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee) \to H^0(S_n, \text{Aut}(D^h(A \otimes \Gamma_n))) \to H^0(S_n, \text{Sp}(A \otimes \Gamma_n)) \delta \to H^1(S_n, Z \times (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee).\]

For \(n = 3\) and \(n \geq 5\), we have computed in §2
\[
\begin{align*}
H^0(S_n, Z) &= Z \quad &H^0(S_n, A \otimes \Gamma_n) &\simeq A[n] \quad &H^0(S_n, (A \otimes \Gamma_n)^\vee) &= 0 \\
H^1(S_n, Z) &= 0 \quad &H^1(S_n, A \otimes \Gamma_n) &\simeq A[2][n] \quad &H^1(S_n, (A \otimes \Gamma_n)^\vee) &= 0 \\
H^0(S_n, \text{Sp}(A \otimes \Gamma_n)) &\simeq \Gamma_0(nd).
\end{align*}
\]

For \(n = 4\) the only difference is that \(H^1(S_4, (A \otimes \Gamma_4)^\vee) \simeq A^\vee[2]\). The case \(n = 2\) was treated by Ploog in [Plo05, Prop. 4.8]; it also follows from our remarks and computations above. The differences are that \(H^0(S_2, (A \otimes \Gamma_2)^\vee) \simeq A^\vee[2]\), and \(H^0(S_2, \text{Sp}(A \otimes \Gamma_2)) = \text{Sp}(A) \simeq \Gamma_0(d)\), and \(H^1(S_2, A \otimes \Gamma_2) = 0\).

It is left to show that, for even \(n \neq 4\), the connecting map \(\delta: \Gamma_0(nd) \to A[2]\) is a group homomorphism. Denote the equivalence associated to \((a, \alpha) \in (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee\) by \(\Phi(a, \alpha) := (t_a) \circ (\zeta_\alpha \circ -)\). For any \(\Phi \in \text{Aut}(D^h(A \otimes \Gamma_n))\) we have
\[\Phi \circ \Phi(a, \alpha) \circ \Phi^{-1} \simeq \Phi (\Phi(a, \alpha)).\]

up to shifts, cf. [Huy06, Cor. 9.58]. So for \(f \in \text{Sp}(A \otimes \Gamma_n)\) with \(\gamma(\Phi) = f\), we have up to shifts \(\Phi(a, \alpha), f := \Phi^{-1} \circ \Phi(a, \alpha) \circ \Phi \simeq \Phi f^{-1}(a, \alpha)\).

This means that the right-action of \(\text{Sp}(A \otimes \Gamma_n)\) on \((A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee\) is \((a, \alpha), f = f^{-1}(a, \alpha)\).

Since we are eventually interested in the action on \(H^1(S_n, Z \times (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee)\), and we have \(H^1(S_n, Z) = 0\), we are fine with ignoring shifts. Now assume \(f \in \text{Sp}(A \otimes \Gamma_n)^{S_n}\) and take any class \([(a_g, \alpha_g)g] \in H^1(S_n, (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee)\), represented by a cocycle written as \((a, \alpha): S_n \to (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee\). When \(n \neq 4\), we have \(H^1(S_n, (A \otimes \Gamma_n)^\vee) = 0\), so we can take \(\alpha = 0\). The action reads now
\[
[(a, 0)], f = [(f_1 \circ a, f_3 \circ a)] = [(f_1 \circ a, 0)],
\]
where we write \(f^{-1} = \begin{bmatrix} f_1 & f_2 \\ f_3 & f_4 \end{bmatrix}\). Since \(f^{-1} \in \text{Sp}(A \otimes \Gamma_n)^{S_n}\), we have \(f_1 = k_1 \cdot \text{id}\) for some \(k_1 \in Z\), cf. Proposition 4.7. We claim that \(k_1\) is odd, since \(n\) is even. Indeed, identifying \(f^{-1}\) with an element of \(\Gamma_0(nd)\), the condition \(\det(f^{-1}) = k_1k_4 - ndk_3k_2 = 1\) forces \(k_1\) to be odd since \(n\) is already even. Finally, using that \(H^1(S_n, A \otimes \Gamma_n) \simeq A[2]\) is 2-torsion, we see that \(f\) acts trivially. In conclusion, \(\delta\) is a crossed homomorphism for the trivial action, which makes it a group homomorphism.

**5.10.** Let us discuss the connecting map \(\delta: \Gamma_0(4d) \to A[2] \times A^\vee[2]\) in the case \(n = 4\). Assume \(f \in \text{Sp}(A \otimes \Gamma_n)^{S_n}\) and continue with the notation and setup from the proof of Theorem 5.8. We have the action
\[
\begin{bmatrix} a \\ \alpha \end{bmatrix}, f = \begin{bmatrix} f_1 & f_2 \\ f_3 & f_4 \end{bmatrix} \begin{bmatrix} a \\ \alpha \end{bmatrix} = \begin{bmatrix} f_1 \circ a + f_3 \circ \alpha \\ f_3 \circ a + f_4 \circ \alpha \end{bmatrix}.
\]

The following proposition explains that this action is in general non-trivial. In particular, when \(d\) is odd, \(\delta\) will not be a homomorphism unless \(\text{im}(\delta) \subset A[2] \times 0\).

**Proposition 5.11.** Denote by \((f_1)\), the induced maps on first group cohomology. We have
(i) \((f_1)_* = \text{id}, \text{ and } (f_4)_* = \text{id},\)
(ii) \((f_3)_* = 0,\)
(iii) \(f_2 = k_2 \cdot (\lambda_0^4 \otimes \tilde{\phi}_0)\) and \(\ker((\lambda_0^4 \otimes \tilde{\phi}_0)*) \simeq \ker(\lambda_0^4: A^\vee[2] \to A[2]), \text{ for some } k_2 \in Z\).

**Proof.** (i) As before, the condition \(\det(f^{-1}) = 1\) yields that we can view \(f_1\) and \(f_4\) as odd integers, so that we get the identities of cohomology classes \(\lbrack f_1 \circ a \rbrack = [a]\) and \(\lbrack f_4 \circ \alpha \rbrack = [\alpha]\).

(ii) We have \(f_3 = k_3 \cdot (\lambda_0 \otimes \tilde{\phi}_0)\) for some \(k_3 \in Z\), cf. Proposition 4.7. We obtain a short exact sequence
\[
0 \to A[n] \xrightarrow{\Delta} A \otimes \Gamma_n \xrightarrow{\text{id} \otimes \tilde{\phi}_0} A \otimes \Gamma_n^\vee \to 0
\]
by tensoring Seq. (1.6.2) $0 \to \Gamma_n \xrightarrow{\phi_0} \Gamma_n^\vee \to \mathbb{Z}/n\mathbb{Z} \to 0$ with $A$, and recalling the remark on the kernel of $\phi_0$ in the proof of Proposition 1.6. Applying cohomology and using our calculations in Corollary 2.14, we get

$$
\begin{align*}
H^1(S_n, A[n]) & \xrightarrow{\Delta} H^1(S_n, A \otimes_{\mathbb{Z}} \Gamma_n) \xrightarrow{(\text{id} \otimes \phi_0)_*} H^1(S_n, A \otimes_{\mathbb{Z}} \Gamma_n^\vee) \\
\text{Hom}(S_n, A[n]) & \xrightarrow{\not\exists} A[2][n],
\end{align*}
$$

where the first isomorphism recognizes a cocycle $(g \mapsto a(g))$ as a homomorphism, and the second isomorphism sends a cocycle $(g \mapsto (a_i(g)_i)_i)$ to $a_n(\tau)$ for some transposition $\tau \in S_{n-1} \subset S_n$. Using $\text{Hom}(S_n, A[n]) \simeq \text{Hom}(S_n/A_n, A[2])$ we see that $\Delta$ is surjective. Hence $(\text{id} \otimes \phi_0)_* = 0$, which implies $(\lambda_0 \otimes \phi_0)_* = 0$.

(iii) As before, we can write the map $f_2$ as $f_2 = k_2 \cdot (\lambda_0^k \otimes \hat{\phi}_0)$ for some $k_2 \in \mathbb{Z}$. We claim that $\ker((\lambda_0^k \otimes \text{id})_*) : H^1(S_4, A^\vee \otimes_{\mathbb{Z}} \Gamma_4) \to H^1(S_4, A \otimes_{\mathbb{Z}} \Gamma_4)$ is isomorphic to $\ker((\lambda_0^k : A^\vee[2] \to A[2])$. For this, note that the map $(\lambda_0^k \otimes \text{id})_*$ becomes $\lambda_0^k$ under the identifications $H^1(S_4, A^\vee \otimes_{\mathbb{Z}} \Gamma_4) \simeq A^\vee[2]$ and $H^1(S_4, A \otimes_{\mathbb{Z}} \Gamma_4) \simeq A[2]$ of Corollary 2.14.

Finally we claim that $(\text{id} \otimes \hat{\phi}_0)_* : H^1(S_4, A^\vee \otimes_{\mathbb{Z}} \Gamma_4^\vee) \to H^1(S_4, A^\vee \otimes_{\mathbb{Z}} \Gamma_4)$ is an isomorphism. For notation reasons we use $A$ in place of $A^\vee$ in the argument. Using the explicit form of $\phi_0$ from Remark 1.10, and that $A$ is (n-)divisible, one checks that we have an exact sequence

$$
0 \to A[n] \xrightarrow{\Delta} A[n] \otimes_{\mathbb{Z}} \Gamma_n \xrightarrow{\phi_0} A \otimes_{\mathbb{Z}} \Gamma_n^\vee \xrightarrow{\hat{\phi}_0} A \otimes_{\mathbb{Z}} \Gamma_n \to 0.
$$

As above, by tensoring Seq. (1.6.2) with $A[n]$, we obtain

$$
0 \to A[n] \xrightarrow{\Delta} A[n] \otimes_{\mathbb{Z}} \Gamma_n \xrightarrow{\phi_0} A \otimes_{\mathbb{Z}} \Gamma_n^\vee \xrightarrow{\Sigma} A[n] \to 0,
$$

where $\Sigma([(a, \ldots, 0)]) = a$. We recognize the map $\Sigma$ as the summation map. We get

$$
H^1(S_n, (A[n] \otimes_{\mathbb{Z}} \Gamma_n)/A[n])) \xrightarrow{(\phi_0)_*} H^1(S_n, A[n] \otimes_{\mathbb{Z}} \Gamma_n^\vee) \xrightarrow{\Sigma} H^1(S_n, A[n])
$$

$[f : S_n \to A[n] \otimes_{\mathbb{Z}} \Gamma_n^\vee] \mapsto [\Sigma \circ f]$.

For $n = 4$, the middle and right group are isomorphic to $A[2]$, where the latter isomorphism is given by evaluation at a transposition. One can (tediously) check using the Coxeter–Moore presentation of the symmetric group that, for $a \in A[2]$, the assignment

$$
\begin{align*}
f((12)) & := [(0, 0, a, 0)] \\
f((23)) & := [(a, 0, 0, 0)] \\
f((34)) & := [(0, 0, a, 0)]
\end{align*}
$$

extends to a 1-cocycle on $S_4$. By construction, these cocycles witness the surjectivity of $\Sigma_*$. So $\Sigma_*$ becomes an isomorphism and $(\phi_0)_* = 0$. It follows that the map $(\phi_0)_*$ in the sequence

$$
H^1(S_n, (A[n] \otimes_{\mathbb{Z}} \Gamma_n)/A[n])) \xrightarrow{(\phi_0)_*} H^1(S_n, A[n] \otimes_{\mathbb{Z}} \Gamma_n^\vee) \xrightarrow{\Sigma} H^1(S_n, A[n])
$$

is the zero map as well, since it factors as the previous map $(\phi_0)_*$ followed by the map induced by the inclusion $A[n] \subset A$. We conclude that $(\phi_0)_*$ is injective. For $n = 4$ its domain and codomain are isomorphic to $A[2]$, so it is an isomorphism.

\begin{flushright}
\textit{Question 5.12.} For $n \neq 2, 4$, we have seen that $\ker(\delta) \subset \Gamma_0(nD)$ is a normal subgroup. It can be written as the intersection of at most 4 subgroups of index 2, since $A[2]$ is abstractly isomorphic to $(\mathbb{Z}/2\mathbb{Z})^4$. We wonder if $\ker(\delta) \subset \Gamma_0(nD)$ is a congruence subgroup.
\end{flushright}

6. Invariant derived equivalences via equivariant torsors

In this section we will consider torsors which are equipped with an additional action by a group $G$. See for reference \cite[§I.2]{NSW08}, \cite[§1]{BS64} and \cite[§I.5]{Ser02}. Let $A$ be a $G$-group, i.e. a group equipped with a left-action by $G$. 
Definition 6.1. A $G$-equivariant $A$-pseudo-torsor is a set $T$ equipped with a left-action by $G$ and a free transitive right-action by $A$, which are compatible in the sense that $g.(t.a) = (g.t).(g.a)$ for every $g \in G$, $a \in A$, $t \in T$. Provided that $T$ is non-empty, we call it an $G$-equivariant $A$-torsor.

Definition 6.2. A morphism of $G$-equivariant $A$-pseudo-torsors is a map of sets which is $G$- and $A$-equivariant. More generally, when $\gamma \colon A \to A'$ is a homomorphism of $G$-groups, then a map $\tilde{\gamma} : T \to T'$ from a $G$-equivariant $A$-pseudo-torsor to a $G$-equivariant $A'$-pseudo-torsor is called equivariant provided that it is $G$-equivariant and $\tilde{\gamma}(t.a) = \tilde{\gamma}(t).\gamma(a)$ for every $t \in T$ and $a \in A$.

Whenever $G$ is the trivial group, we drop “$G$-equivariant” from the terminology.

Proposition 6.3. Let $T$ be a $G$-equivariant $A$-pseudo-torsor, then the fixed-point set $T^G$ is a $A^G$-pseudo-torsor.

Proof. The right-action of $A^G$ on $T^G$ is inherited from the action of $A$ on $T$. It is well-defined, since for $t \in T^G$ and $a \in A^G$, we have $g.(t.a) = (g.t).(g.a) = t.a$ for every $g \in G$. The action is still free and transitive, since for every $t, t' \in T^G$ there exists a unique $a \in A$ such that $t' = t.a$. We check that $a \in A^G$. Indeed, for every $g \in G$ we have $t' = g.t' = g.(t.a) = (g.t).(g.a) = t.(g.a)$, and thus $g.a = a$ by uniqueness of $a$. □

Proposition 6.4. We have a canonical bijection between $H^1(G, A)$ and the set of isomorphism classes of $G$-equivariant $A$-torsors:

$$H^1(G, A) \leftrightarrow \{G\text{-equivariant } A\text{-torsors}\} / \sim$$

Moreover, a $G$-equivariant $A$-torsor $T$ has a $G$-fixed-point if and only if $[T] = 0$.

Proof. See [NSW08, Prop. 1.2.3] or [BS64, Prop. 1.8] for the first part. Regarding fixed-points: Let $t_0 \in T$. Then the cohomology class $[T]$ is represented by the 1-cocycle $(a_g)_g$ where $g.t_0 = t_0.a_g$. If $t_0 \in T^G$, then we have $g.t_0 = t_0$, which implies $a_g = 1$ for every $g \in G$, i.e. $(a_g)_g$ is the trivial 1-cocycle. Conversely, assume $[T] = 0$, i.e. $(a_g)_g$ is cohomologous to the trivial 1-cocycle. This means that there exists an $a \in A$ such that $a_g = a \cdot (g.a)^{-1}$ for every $g \in G$. Finally, the element $t_0' := t_0.a$ is a $G$-fixed-point, since $g.t_0' = g.(t_0.a) = (g.t_0).(g.a) = (t_0.a_g).g.a = t_0.(a \cdot (g.a)^{-1} \cdot (g.a)) = t_0.a = t_0'$. □

Proposition 6.5. Let $\gamma : A \to A'$ be a homomorphism of $G$-groups. Assume that there exists an equivariant map $\tilde{\gamma} : T \to T'$ between a $G$-equivariant $A$-torsor and a $G$-equivariant $A'$-torsor. Then $\gamma_\ast : H^1(G, A) \to H^1(G, A')$ sends $[T]$ to $[T']$.

Proof. Pick some element $t_0 \in T$, and define $t_0' := \tilde{\gamma}(t_0) \in T'$. Then $[T]$ is represented by the cocycle $(a_g)_g$ where $g.t_0 = t_0.a_g$. Now $[T']$ is represented by the cocycle $(\gamma(a_g))_g$, since $g.t_0' = g.\tilde{\gamma}(t_0) = \tilde{\gamma}(g.t_0) = \tilde{\gamma}(t_0.a_g) = \tilde{\gamma}(t_0).\gamma(a_g) = t_0'.\gamma(a_g)$. This is exactly a cocycle representing $\gamma_\ast(((a_g)_g))$, as desired. □

Now we specialize the discussion to torsors that are relevant to our study of Fourier–Mukai equivalences.

6.6. Let $A$ and $B$ be abelian varieties, then $\text{Sp}(A, B)$ is a pseudo-torsor under $\text{Sp}(A)$, where the right action is afforded by function composition. Indeed, use that $\text{Sp}(A, B)$ is a subset of $\text{Isom}(A \times A', B \times B')$ and analogously for $\text{Sp}(A)$, and that $(g \circ f)^{-1} = \bar{f} \circ \bar{g}$ for $f \in \text{Sp}(A)$ and $g \in \text{Sp}(A, B)$. Similarly $\text{Eq}(D^b(A), D^b(B))$ is a pseudo-torsor under $\text{Aut}(D^b(A))$, where the right action is given by functor composition.

Recall that the map $\gamma_{A,B} : \text{Eq}(D^b(A), D^b(B)) \to \text{Sp}(A, B)$ from Theorem 5.1 is an equivariant map of pseudo-torsors with respect to the homomorphism $\gamma_A : \text{Aut}(D^b(A)) \to \text{Sp}(A)$, i.e. $\gamma_{A,B}(\Phi \circ \Phi') = \gamma_{A,B}(\Phi') \circ \gamma_A(\Phi)$, cf. [Huy06, Exer. 9.41].

6.7. We specialize the situation further and consider firstly the $S_n$-equivariant $\text{Sp}(A \otimes \mathbb{Z} \Gamma_n)$-torsor $T_1 := \text{Sp}(A \otimes \mathbb{Z} \Gamma_n, A^\vee \otimes \mathbb{Z} \Gamma_n)$. 
The actions are indeed compatible, since $S_n$ acts by conjugation on homomorphism sets. Note that $T_1$ is non-empty since $A^\vee \otimes_S \Gamma_n \simeq (A^{n-1})^\vee$ is the dual abelian variety of $A \otimes_S \Gamma_n \simeq A^{n-1}$; a concrete witness is $g = \left( \begin{smallmatrix} 0 & \text{id} \\ -\text{id} & 0 \end{smallmatrix} \right) \in T_1$.

Secondly, consider the $S_n$-equivariant $\text{Aut}(D^b(A \otimes_S \Gamma_n))$-torsor

$$T_2 := \text{Eq}(D^b(A \otimes_S \Gamma_n), D^b(A^\vee \otimes_S \Gamma_n)).$$

Again, the actions are compatible since $S_n$ acts by conjugation, and $T_2$ is non-empty since the map $\gamma(A\otimes_S \Gamma_n), (A^\vee \otimes_S \Gamma_n)$ is surjective.

**Remark 6.8.** In Remark 5.2, we drew attention to a possible issue regarding surjectivity of the maps $\gamma(A\otimes_S \Gamma_n)$ and $\gamma(A^\vee \otimes_S \Gamma_n)$. This is again a non-issue for us since we can just replace the $\text{Sp}(A \otimes_S \Gamma_n)$-torsor $\text{Sp}(A \otimes_S \Gamma_n, A^\vee \otimes_S \Gamma_n)$ by the im($\gamma(A\otimes_S \Gamma_n)$)-torsor im($\gamma(A^\vee \otimes_S \Gamma_n)$). Also, the concrete witness $g \in T_1$ above lies in the image of $\gamma(A\otimes_S \Gamma_n), A^\vee \otimes_S \Gamma_n$ since the identity morphism is an isogeny, cf. [Orl02, Prop. 4.11].

**Corollary 6.9.** Let $A$ be an abelian variety. Then $\text{Eq}(D^b(A \otimes_S \Gamma_n), D^b(A^\vee \otimes_S \Gamma_n))^{S_n}$ is a pseudo-torsor under $\text{Aut}(D^b(A \otimes_S \Gamma_n))^{S_n}$.

**Proof.** This is a direct application of Proposition 6.3 to the $S_n$-equivariant torsor $T_2$. \qed

**Situation 6.10.** From now on we work over an algebraically closed field $k$ of characteristic zero.

**Theorem 6.11.** Let $A$ be an abelian variety over an algebraically closed field of characteristic zero. Let $n \geq 3$ and let $\lambda: A \to A^\vee$ be a polarization (or symmetric isogeny) of exponent $e$.

(i) Assume $n$ is odd. Then $\text{gcd}(n, e) = 1$ implies $\text{Eq}(D^b(A \otimes_S \Gamma_n), D^b(A^\vee \otimes_S \Gamma_n))^{S_n} \neq \emptyset$.

(ii) If $\text{dim}(A) = 2$ and $\text{End}(A) = \mathbb{Z}$, then the converse implication is true when we take $\lambda$ to be the polarization of minimal degree.

**Proof.** We associate to the torsor $T_1$ the cohomology class $[T_1] \in H^1(S_n, \text{Sp}(A \otimes_S \Gamma_n))$ and to the torsor $T_2$ the class $[T_2] \in H^1(S_n, \text{Aut}(D^b(A \otimes_S \Gamma_n)))$, cf. Proposition 6.4. Then the map $\gamma(A\otimes_S \Gamma_n): \text{Aut}(D^b(A \otimes_S \Gamma_n)) \to \text{Sp}(A \otimes_S \Gamma_n)$ induces a map of non-abelian cohomology sets

$$(\gamma(A\otimes_S \Gamma_n))_*: H^1(S_n, \text{Aut}(D^b(A \otimes_S \Gamma_n))) \to H^1(S_n, \text{Sp}(A \otimes_S \Gamma_n)),$$

which sends $[T_2]$ to $[T_1]$. Indeed, we have seen by Proposition 5.4 that $\gamma(A\otimes_S \Gamma_n), (A^\vee \otimes_S \Gamma_n): T_2 \to T_1$ is an $S_n$-equivariant map which is equivariant relative to $\gamma(A\otimes_S \Gamma_n)$, so we can apply Proposition 6.5.

(i) We have seen that $\text{gcd}(n, e) = 1$ implies $T_1^{S_n} \neq \emptyset$, the latter being equivalent to $[T_1] = 0$, cf. Propositions 4.9 and 6.4. Thus $[T_2] \in \ker((\gamma(A\otimes_S \Gamma_n))_*).$ Using the cohomology sequence associated to Eq. (5.9.2)

$$0 \to \mathbb{Z} \times (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee \to \text{Aut}(D^b(A \otimes \Gamma_n)) \to \text{Sp}(A \otimes \Gamma_n) \to 0,$$

this means that $[T_2]$ is in the image of $H^1(S_n, \mathbb{Z} \times (A \otimes \Gamma_n) \times (A \otimes \Gamma_n)^\vee)$. But by Theorem 2.18 for $n$ odd, the latter is zero. So we have $[T_2] = 0$ and thus $T_2^{S_n} \neq \emptyset$ by Proposition 6.4.

(ii) We have seen in Proposition 4.9 that in this case the condition $\text{gcd}(n, e) = 1$ is equivalent to $T_1^{S_n} \neq 0$ and to $[T_1] = 0$, cf. Proposition 6.4. Finally, $[T_2] = 0$ implies $[T_1] = (\gamma(A\otimes_S \Gamma_n))_*[T_2] = 0$, which implies $\text{gcd}(n, e) = 1$. \qed

**Remark 6.12.**

(i) In part (ii) of the theorem, we can take $\lambda: A \to A^\vee$ to be the polarization of minimal degree $d$. Then $e(\lambda)^2 = d$, and the numerical condition can be read as $\text{gcd}(n, d) = 1$.

(ii) The assumptions on the ground field $k$ are inherited from Orlov’s theorem (Theorem 5.1). Also, the vanishing of $H^1(S_n, A(k) \otimes_S \Gamma_n)$ in the proof above uses that $A(k)$ is $n$-divisible, which is fine when $k = \overline{k}$.

Let us recall Ploog’s method to enhance an invariant derived equivalence to an equivalence of equivariant derived categories. For reference see [Plö07, §§1–2] or [Plö05, Ch. 3].

**6.13.** Let $G$ be a finite group acting on two smooth projective varieties $X$ and $Y$. We consider the following three sets of derived equivalences: Firstly, we have the set of derived equivalences
between $\mathcal{D}^b(X)$ and $\mathcal{D}^b(Y)$ which commute with the $G$-action up to isomorphism. In terms of Fourier–Mukai kernels, this is

$$\text{Eq}(\mathcal{D}^b(X), \mathcal{D}^b(Y))^G \simeq \{\mathcal{F} \in \mathcal{D}^b(X \times Y) \mid \text{FM}_\mathcal{F} \colon \mathcal{D}^b(X) \cong \mathcal{D}^b(Y), \; \text{and } \forall g \in G \colon (g, g)^*\mathcal{F} \simeq \mathcal{F}\}.$$  

Secondly, we have the set of derived equivalences between $\mathcal{D}^b_G(X)$ and $\mathcal{D}^b_G(Y)$. These are represented by kernels which are endowed with an equivariant structure for the $G \times G$-action on $X \times Y$:

$$\text{Eq}(\mathcal{D}^b_G(X), \mathcal{D}^b_G(Y)) \simeq \{(\mathcal{F}, \mathcal{G}) \in \mathcal{D}^b_G(X \times Y) \mid \text{FM}_{\mathcal{F}, \mathcal{G}} \colon \mathcal{D}^b(X) \cong \mathcal{D}^b(Y)\}.$$  

Thirdly, interpolating between the two cases above, we have the set of derived equivalences $F \colon \mathcal{D}^b(X) \cong \mathcal{D}^b(Y)$ which are endowed with an equivariant structure witnessing that $F$ “commute coherently” with the $G$-action. Again, in terms of kernels, this is

$$\text{Eq}(\mathcal{D}^b(X), \mathcal{D}^b(Y))^{hG} := \{(\mathcal{F}, \mathcal{G}) \in \mathcal{D}^b_G(X \times Y) \mid \text{FM}_{\mathcal{F}, \mathcal{G}} \colon \mathcal{D}^b(X) \cong \mathcal{D}^b(Y)\},$$

where $\Delta G \subset G \times G$ denotes the diagonal subgroup.

6.14. These sets are related to each other by a ‘forgetful’ map and and ‘inflation’ map: The ‘forgetful’ map for: $\mathcal{D}^b_{\Delta G}(X \times Y) \to \mathcal{D}^b(X \times Y)$ maps $(\mathcal{F}, \mathcal{G}) \mapsto \mathcal{F}$. Note that the kernels in the image of the forgetful map are still $G$-invariant under the diagonal $G$-action.

For the subgroup $\Delta G \subset G \times G$ (or more generally any pair of sub-/supergroup) there is an inflation map $\text{inf}^{G \times G}_{\Delta G} : \mathcal{D}^b_{\Delta G}(X \times Y) \to \mathcal{D}^b_{G \times G}(X \times Y)$ which maps $(\mathcal{F}, \mathcal{G})$ to

$$\text{inf}^{G \times G}_{\Delta G}(\mathcal{F}, \mathcal{G}) = \bigoplus_{[g] \in \Delta G \cap G \times G} g^* \mathcal{F}$$

endowed with a suitable equivariant structure, see [BL94, Def. 8.2.1] for details.

We want to apply [Plo07, Thm. 6] not only to autoequivalences but to the sets of equivalences described above, so we spell out the following more general statement of the theorem.

**Theorem 6.15** (Ploog). Let $G$ be a finite group which acts on two smooth projective varieties $X$ and $Y$. Assume in (ii) that $G$ acts faithfully.

(i) We have an exact sequence of groups

$$0 \to \text{Hom}(G, k^\times) \to \text{Aut}(\mathcal{D}^b(X))^{hG} \xrightarrow{\text{for}} \text{Aut}(\mathcal{D}^b(X))^G \xrightarrow{\delta_X \circ} H^2(G, k^\times)$$

and an exact sequence of pseudo-torsors over the respective last three terms of the sequence above, i.e. the maps are equivariant in the sense of Definition 6.2 and images equal kernels:

$$\text{Eq}(\mathcal{D}^b(X), \mathcal{D}^b(Y))^{hG} \xrightarrow{\text{for}} \text{Eq}(\mathcal{D}^b(X), \mathcal{D}^b(Y))^G \xrightarrow{\delta_X \circ} H^2(G, k^\times).$$

(ii) We have an exact sequence of groups

$$0 \to \text{Z}(G) \to \text{Aut}(\mathcal{D}^b(X))^{hG} \xrightarrow{\text{inf}^{G \times G}_{\Delta G}} \text{Aut}(\mathcal{D}^b_G(X))$$

and an equivariant map of pseudo-torsors over the respective last two terms of the sequence above:

$$\text{Eq}(\mathcal{D}^b(X), \mathcal{D}^b(Y))^{hG} \xrightarrow{\text{inf}^{G \times G}_{\Delta G}} \text{Eq}(\mathcal{D}^b_G(X), \mathcal{D}^b_G(Y)).$$

**Remark 6.16.** Strictly speaking we should work with isomorphism classes of objects, otherwise we would have to deal with higher groups instead of abstract groups.

**Proof.** The part about groups is exactly [Plo07, Thm. 6]; the part about pseudo-torsors is essentially proven in loc. cit. but not spelled out as such, so we provide a few pointers:

The group structure on $\text{Aut}(\mathcal{D}^b(X))^{hG}$ and its action on $\text{Eq}(\mathcal{D}^b(X), \mathcal{D}^b(Y))^{hG}$ are given by convolution of Fourier–Mukai kernels $(\mathcal{F}, \mathcal{G}) \star (\mathcal{F}', \mathcal{G}') := (\mathcal{F} \star \mathcal{F}', \mathcal{G} \star \mathcal{G}')$ with $(\mathcal{F} \star \mathcal{F}')_g := (\mathcal{F}_g \star \mathcal{F}_g')$, which corresponds to composition of associated Fourier–Mukai functors by [Plo07, Lem. 5. (3)], and a composition of equivalences is again an equivalence. Now [Plo07, Lem. 5. (5)] provides inverses for kernels of equivalences endowed with an equivariant structure, which lets one deduce...
that the action is free and transitive. Similarly the group structure on $\text{Aut}(\mathcal{D}^b(X))^G$ and its action on $\text{Eq}(\mathcal{D}^b(X), \mathcal{D}^b(Y))^G$ are given by convolution, and as above one sees that the action is free and transitive. It is clear that $\text{Eq}(\mathcal{D}^b_G(X), \mathcal{D}^b_G(Y))$ is a pseudo-torsor under $\text{Aut}(\mathcal{D}^b_G(X))$ since equivalences of categories are invertible.

The description of the actions above settle that the forgetful map is equivariant. The inflation map is equivariant since $\text{[Plo07, Lem. 5.3]}$ implies that $\inf((\mathcal{P}, \phi) \star \mathcal{P}') = \inf((\mathcal{P}, \phi) \star (\mathcal{P}', \phi'))$. The map $\delta_X Y$ is defined in $\text{[Plo07, Lem. 1]}$, where also the equality $\text{im(for)} = \ker(\delta_X Y)$ is proven. The proof in $\text{[Plo07, Thm. 6.(2)]}$ that $\delta_X Y$ is a group homomorphism shows more generally that $\delta_X Y$ is equivariant over $\delta_X$.

Remark 6.17. When $G = S_n$ with $n \geq 3$, then we have trivial center $Z(S_n) = 0$, so the inflation map $\text{in}(S_n \times S_n)$ is injective. Since $\text{Hom}(S_n, \mathbb{k}^*) = \{\text{id}, \text{sgn}\}$, a equivariant structure on an invariant object is unique up to the sign representation of $S_n$.

Putting everything together, we are ready to prove the main theorem for generalized Kummer fourfolds. In §7 we explain how to treat generalized Kummer varieties of dimension $2m$ with $m$ even.

**Theorem 6.18** (Main Theorem 1 Part 1). Let $A$ be an abelian variety over an algebraically closed field $\mathbb{k}$ of characteristic zero, which admits a polarization (or symmetric isogeny) $\lambda: A \to A^\vee$ of exponent $e$ such that $3 \nmid e$. Then the derived categories $\mathcal{D}^b(Kum^2(A))$ and $\mathcal{D}^b(Kum^2(A^\vee))$ of 4-dimensional generalized Kummer varieties are derived equivalent.

**Proof.** We apply the method of Ploog recalled above. Theorem 6.11 instantiated with $n = 3$ provides a $S_n$-invariant derived equivalence

$$\text{FM}_{\mathcal{P}}: \mathcal{D}^b(A \otimes \Gamma_3) \Rightarrow \mathcal{D}^b(A^\vee \otimes \Gamma_3).$$

Since the Schur multiplier $H^2(S_3, \mathbb{k}^*)$ is zero, cf. Proposition 2.16, we can enhance the Fourier–Mukai kernel $\mathcal{P}$ to an equivariant object $(\mathcal{P}, \phi) \in \mathcal{D}^b_{S_3}(\mathcal{P} \otimes S_3 \times S_3)$ provides a kernel for an equivalence

$$\mathcal{D}^b_{S_3}((A \otimes \Gamma_3) \times (A^\vee \otimes \Gamma_3)) \Rightarrow \mathcal{D}^b_{S_3}(A \otimes \Gamma_3).$$

Finally, as explained in the introduction, we have $\text{Kum}^2(A) \simeq \text{Hilbs}_3(A \otimes \Gamma_3)$ by $\text{[Hai01]}$, and by the derived McKay-correspondence $\text{[BKR01]}$ we know $\mathcal{D}^b(\text{Hilbs}_3(A \otimes \Gamma_3)) \simeq \mathcal{D}^b_{S_3}(A \otimes \Gamma_3)$, and similarly for $A^\vee$ instead of $A$.

7. **Equivariant semi-homogeneous vector bundles and Orlov’s construction**

In this section we study Orlov’s construction demonstrating the surjectivity of the map $\gamma: \text{Eq}(A \otimes \Gamma_n, A^\vee \otimes \Gamma_n) \to \text{Sp}(A \otimes \Gamma_n, A^\vee \otimes \Gamma_n)$ from an equivariant perspective, with the goal to construct an equivariant Fourier–Mukai kernel out of an invariant symplectic isomorphism. The construction makes use of Mukai’s theory of semi-homogeneous vector bundles, which we will briefly recall below.

7.1. **Orlov’s construction [Orl02, Constr. 4.10].** Let $A$ and $B$ be abelian varieties. The construction consists of the following steps:

1. Let $f = \left(\begin{array}{cc} f_1 & f_2 \\ f_3 & f_4 \end{array}\right) \in \text{Sp}(A, B)$ be a symplectic isomorphism and assume that $f_2: A^\vee \to B$ is an isogeny.

2. Denote by $f_2^{-1}$ the inverse isogeny of $f_2$ with rational coefficients, and subsequently define the map $g: \text{Hom}(A \times B, A^\vee \times B^\vee) \otimes \mathbb{Q}$ by

$$g := \left(\begin{array}{cc} f_2^{-1} \circ f_1 & -f_2^{-1} \\ -(f_2^{-1})^\vee & f_4 \circ f_2^{-1} \end{array}\right).$$

3. Since $f$ is symplectic, one can check that $g$ is symmetric, i.e. $g = g^\vee \circ \text{ev}$, where ev denotes the evaluation map which identifies an abelian variety with its double dual. Hence $g$ is contained in the image of the injection $\text{NS}(A \times B) \otimes \mathbb{Q} \hookrightarrow \text{Hom}(A \times B, A^\vee \times B^\vee) \otimes \mathbb{Q}$
which associates to a line bundle $\mathcal{L}$ the map $\varphi_{\mathcal{L}}(x) = t^{*}_{x} \mathcal{L} \otimes \mathcal{L}^{\vee}$. So $g$ corresponds to an element

$$\mu := [\mathcal{L}] \otimes \frac{1}{\ell} \in \text{NS}(A \times B) \otimes \mathbb{Q}.$$ 

(4) Then Orlov takes a “simple semi-homogeneous vector bundle $\mathcal{E}$ on $A \times B$ of slope $\mu$” and shows that this is a kernel of a derived equivalence $\mathcal{D}^{b}(A) \simeq \mathcal{D}^{b}(B)$ with $\gamma(\mathcal{E}) = f$, cf. [Orl02, Prop. 4.11]. To make sense of this and fill in the details, we explain next what a semi-homogeneous vector bundle is and how to construct them.

We briefly exposit Mukai’s theory of semi-homogeneous vector bundles and state a few facts about them that will be useful later on in this section. See [Muk78] for reference and details. Let $X$ be an abelian variety.

**Definition 7.2.** A vector bundle $\mathcal{E}$ on $X$ is called semi-homogeneous if for every $x \in X$ there exists some line bundle $\mathcal{L}_{x} \in \text{Pic}^{0}(X)$ such that $t^{*}_{x} \mathcal{E} \simeq \mathcal{E} \otimes \mathcal{L}_{x}$.

**Definition 7.3.**

(i) Let $\mathcal{E}$ be a vector bundle on $X$. Define the slope $\mu(\mathcal{E})$ of $\mathcal{E}$ as

$$\mu(\mathcal{E}) := \frac{\det(\mathcal{E})}{\text{rk}(\mathcal{E})} \in \text{NS}(X) \otimes \mathbb{Q}.$$ 

(ii) Given an element $\mu = [\mathcal{L}] \otimes \frac{1}{\ell} \in \text{NS}(X) \otimes \mathbb{Q}$, define

$$\Phi_{\mu} := \text{im}(\ell, \varphi_{\mathcal{L}}): X \to X \times X^{\vee},$$

and denote the projection onto the first factor by $\text{pr}_{1}: \Phi_{\mu} \to X$. Following Mukai, we denote the kernel of $\text{pr}_{1}$ by $\Sigma(\mu) := \ker(\text{pr}_{1})$.

**Remark 7.4.** By [Orl02, Lem. 4.9], if $\mathcal{E}$ is a simple semi-homogeneous vector bundle of slope $\mu$, then $(a, \alpha) \in \Phi_{\mu}$ if and only if $t^{*}_{a} \mathcal{E} \simeq \mathcal{E} \otimes \mathcal{P}_{a}$, where $\mathcal{P} \in \text{Pic}(X \times X^{\vee})$ is the Poincaré bundle.

**Proposition 7.5.** Let $\mu \in \text{NS}(X) \otimes \mathbb{Q}$ be given.

(i) There exists a simple semi-homogeneous vector bundle $\mathcal{E}$ on $X$ of slope $\mu$.

(ii) Every other such $\mathcal{E}'$ is of the form $\mathcal{E}' \simeq \mathcal{E} \otimes \mathcal{M}$ for some line bundle $\mathcal{M} \in \text{Pic}^{0}(X)$.

(iii) The rank of $\mathcal{E}$ can be computed using $\text{rk}(\mathcal{E})^2 = \deg(\text{pr}_{1})$.

**Proof.** See [Muk78, Thm. 7.11]. Part (i) uses the constructions of the following proposition. $\square$

**Proposition 7.6.** Let $\mu = [\mathcal{L}] \otimes \frac{1}{\ell} \in \text{NS}(X) \otimes \mathbb{Q}$ with $\ell > 0$.

(i) The sheaf $\mathcal{F} := [\ell]_{*}(\mathcal{L}^{\otimes \ell})$ is a semi-homogeneous vector bundle on $X$ of slope $\mu(\mathcal{F}) = \mu$.

(ii) Let $\mathcal{F}$ be a semi-homogeneous vector bundle on $X$ of slope $\mu(\mathcal{F}) = \mu$, then there exists a Jordan–Hölder filtration

$$0 = \mathcal{F}_{0} \subset \mathcal{F}_{1} \subset \cdots \subset \mathcal{F}_{k} = \mathcal{F}$$

such that each $\mathcal{E}_{i} = \mathcal{F}_{i}/\mathcal{F}_{i-1}$ is a simple semi-homogeneous vector bundle of slope $\mu(\mathcal{E}_{i}) = \mu$. Such a filtration is not necessarily unique but the associated multiset of grades pieces $\{(\mathcal{E}_{i})\}$ is unique.

**Proof.** See [Muk78, Prop. 6.22, Prop. 6.15]. $\square$

**Remark 7.7.** In fact every simple semi-homogeneous vector bundle arises as the push-forward of a line bundle under a suitable isogeny $\pi: Y \to X$, cf. [Muk78, Thm. 5.8].

**7.8. Continuation of Orlov’s construction.** We fill in the details of step (4) to (6) using Proposition 7.6:

(4) The sheaf $\mathcal{F} := [\ell]_{*}(\mathcal{L}^{\otimes \ell})$ is a semi-homogeneous vector bundle on $A \times B$ of slope $\mu(\mathcal{F}) = \mu$.

(5) Consider a Jordan–Hölder filtration $0 = \mathcal{F}_{0} \subset \cdots \subset \mathcal{F}_{k} = \mathcal{F}$, where each $\mathcal{E}_{i} = \mathcal{F}_{i}/\mathcal{F}_{i-1}$ is a simple semi-homogeneous vector bundle of slope $\mu(\mathcal{E}_{i}) = \mu$.

\[^4\text{We hope this doesn’t lead to confusion with the summation map of the previous sections, which will not feature in this section.}\]
(6) Take any of the vector bundles $\mathcal{E}_i$ as the kernel of a Fourier–Mukai functor

$$\text{FM}_{\mathcal{E}_i} : D^b(A) \to D^b(B),$$

which, by Orlov, provides a desired derived equivalence mapping under $\gamma$ to $f$.

Now we specialize our situation to the equivariant setting of the previous sections, that is, we let $A_0$ be an abelian surface and take $A = A_0 \otimes \Gamma_n$ and $B = A_0^\vee \otimes \Gamma_n$ with their $S_n$-action. We follow the steps of Orlov’s and Mukai’s constructions and wish to construct on the way a suitable equivariant structure which we can carry through the argument to the final Fourier–Mukai kernel.

### 7.9. Ad (1):
Let $\lambda : A \to A^\vee$ be a polarization of exponent $e(\lambda)$. Pick integers $n_3$ and $n_4$ which solve the equation $n_3 e(\lambda) - n_4 n = 1$; this can be done whenever $\gcd(e(\lambda), n) = 1$. Now recall the maps $\phi_0$ and $\hat{\phi}_0$ from §1 and consider the element

$$f := \left( \begin{array}{c} \lambda \\ n_3 \phi_0 \\ n_4 \lambda \delta \end{array} \right) \in \text{Sp}(A_0 \otimes \Gamma_n, A_0^\vee \otimes \Gamma_n).$$

Note that indeed $\hat{\phi}_0 := \text{id} \otimes \hat{\phi}_0 : A_0^\vee \otimes \Gamma_n \to A_0^\vee \otimes \Gamma_n$ is an isogeny.

Ad (2): Recall that by construction we have $(\hat{\phi}_0)^{-1} = \frac{1}{n} \phi_0 \in \text{Hom}(A_0^\vee \otimes \Gamma_n, A_0 \otimes \Gamma_n) \otimes \mathbb{Q}$, and that $\hat{\phi}_0 \phi_0 = \text{id}$, so we get

$$g = \left( \begin{array}{cc} \hat{\phi}_0^{-1} & \lambda \\ -\hat{\phi}_0^{-1} & \frac{1}{n} \lambda \otimes \phi_0 \end{array} \right) = \left( \begin{array}{cc} \frac{1}{n} \lambda \otimes \phi_0 & \phi_0 \\ -\frac{1}{n} \text{id} \otimes \phi_0 & \frac{2}{n} \lambda \delta \otimes \phi_0 \end{array} \right) = \left( \begin{array}{cc} \lambda & \text{id} \\ -\text{id} & n_4 \lambda \delta \end{array} \right) \otimes \frac{1}{n} \phi_0.$$

Ad (3): The symmetric map $g$ corresponds to $\mu := \frac{1}{n}[\mathcal{L}]$ where $\mathcal{L} \in \text{Pic}((A_0 \otimes \Gamma_n) \times (A_0^\vee \otimes \Gamma_n))$ is a line bundle with $\varphi_{\mathcal{L}} = n g$. The next proposition applied to $X = A_0 \times A_0^\vee$ shows that we can take

$$\mathcal{L} = \mathcal{L}_{\text{box}}^{\text{max}}(A_0 \times A_0^\vee) \otimes \Gamma_n,$$

where $\mathcal{L}_{\text{box}} \in \text{Pic}(A_0 \times A_0^\vee)$ satisfies $\varphi_{\mathcal{L}_0} = \left( \begin{array}{cc} \lambda & -\text{id} \\ -\text{id} & n_4 \lambda \delta \end{array} \right)$. In particular, $\mathcal{L}$ becomes an $S_n$-equivariant line bundle since the box-product $\mathcal{L}_{\text{box}}^{\text{max}} = \text{pr}^*_0 \mathcal{L}_0 \otimes \cdots \otimes \text{pr}^*_n \mathcal{L}_0 \in \text{Pic}((A_0 \times A_0^\vee)^{\times n})$ carries a canonical $S_n$-equivariant structure afforded by the commutativity of the tensor product.

### Proposition 7.10.
Let $X$ be an abelian variety and let $\mathcal{L}_0 \in \text{Pic}(X)$ be a line bundle. Then we have the equality

$$\varphi_{(\mathcal{L}_{\text{box}}^{\text{max}})^{\otimes n}|X \otimes \Gamma_n}) = \varphi_{\mathcal{L}_0} \otimes \phi_0 : X \otimes \Gamma_n \to X^\vee \otimes \Gamma_n^\vee.$$ 

**Proof.** Consider the following diagram:

$$\begin{array}{ccc}
X \otimes \Gamma_n & \xrightarrow{\varphi_{(\mathcal{L}_{\text{box}}^{\text{max}})^{\otimes n}}} & (X \otimes \Gamma_n)^\vee \\
\downarrow^i & & \downarrow^i \\
X^n & \xrightarrow{\varphi_{\mathcal{L}_0}^{\otimes n}} & (X^n)^\vee \\
\varphi_{\mathcal{L}_0} \times \cdots \times \varphi_{\mathcal{L}_0} & & (X^\vee)^n
\end{array}$$

The left square commutes by [EGM, Prop. 7.6]; for the right square and lower triangle see 1.4 and Proposition 4.2, which explain in particular that $\Sigma^\vee = \Delta$ and $i^\vee$ becomes the quotient projection in the definition of $\Gamma_n^\vee$.

It is clear that the following square commutes:

$$\begin{array}{ccc}
X \otimes \Gamma_n & \xrightarrow{\varphi_{\mathcal{L}_0} \otimes \text{id}} & X^\vee \otimes \Gamma_n \\
\downarrow^i & & \downarrow^i \\
X^n & \xrightarrow{\varphi_{\mathcal{L}_0} \times \cdots \times \varphi_{\mathcal{L}_0}} & (X^\vee)^n
\end{array}$$

Finally, the composition $X^\vee \otimes \Gamma_n \hookrightarrow (X^n)^\vee \to X^\vee \otimes \Gamma_n^\vee$ equals $\text{id} \otimes \phi_0 : X^\vee \otimes \Gamma_n \to X^\vee \otimes \Gamma_n^\vee$ by the definition of $\phi_0$. Putting these facts together yields the claimed result. \qed
7.11. Ad (4): Now we consider the semi-homogeneous vector bundle
\[ \mathcal{F} := [n]_s \mathcal{L}^{\otimes n}. \]
Note that the \( S_n \)-equivariant structure on \( \mathcal{L} \) induces one on \( \mathcal{L}^{\otimes n} \). Also \( \mathcal{F} \) inherits an \( S_n \)-equivariant structure from \( \mathcal{L}^{\otimes n} \), since the push-forward along an \( S_n \)-equivariant morphism \( F \) of a sheaf \( \mathcal{G} \) with \( S_n \)-equivariant structure \( \phi \) also carries a natural \( S_n \)-equivariant structure defined by \( (F_* \phi)_\sigma) : F_* \mathcal{G} \to F_* \sigma^* \mathcal{G} \simeq \sigma^* F_* \mathcal{G} \), for \( \sigma \in S_n \).

7.12. Now we are dealing with an \( S_n \)-equivariant semi-homogeneous vector bundle \( \mathcal{F} \) of slope \( \mu \), but we have the further requirement that it should be simple. We saw above that we should consider a Jordan–Hölder filtration of \( \mathcal{F} \) and pick one of the graded pieces. But we face the problem that the equivariant structure of \( \mathcal{F} \) does not readily restrict to one of its graded pieces. Thus a more precise study of \( \mathcal{F} \) and its Jordan–Hölder filtrations is needed.

We want to show that \( \mathcal{F} \) admits a Jordan–Hölder filtration which is split. We can rearrange by [Muk78, Prop. 6.18] a Jordan–Hölder filtration into the form
\[ \mathcal{F} \simeq \bigoplus_{j \in J} \mathcal{U}_j \otimes \mathcal{E}_j \]
where the simple semi-homogeneous vector bundles \( \mathcal{E}_j \) of slope \( \mu \) are pairwise distinct, and the \( \mathcal{U}_j \) are unipotent vector bundles in the following sense.

Definition 7.13. A vector bundle \( \mathcal{U} \) on a scheme \( X \) is called unipotent if it admits an increasing filtration \( 0 = \mathcal{U}_0 \subset \mathcal{U}_1 \subset \cdots \subset \mathcal{U}_r = \mathcal{U} \) such that \( \mathcal{U}_i/\mathcal{U}_{i-1} \simeq \mathcal{O}_X \) for every \( i = 1, \ldots, r \).

Proposition 7.14. Let \( \mathcal{U} \) be a unipotent vector bundle on a variety \( X \), and set \( r = \text{rk}(\mathcal{U}) \), then
(i) \( \dim \text{End}(\mathcal{U}) \leq r^2 \), and
(ii) \( \dim \text{End}(\mathcal{U}) = r^2 \) implies that \( \mathcal{U} \) is split: \( \mathcal{U} \simeq \mathcal{O}_X^{\oplus r} \).

Proof. This can be proved inductively and the resulting diagram chase is left to the reader. \( \square \)

Situation 7.15. From now on we use the abbreviation \( X := (A_0 \otimes \Gamma_n) \times (A_0^\vee \otimes \Gamma_n) \). So we have \( \dim(X) = 4(n - 1) \). Recall that for an abelian variety \( X \) of dimension \( g \) we have \( \#X[n] = n^{2g} \).

7.16. Let \( \alpha \in X^\vee[n] \) and let \( \mathcal{P}_\alpha \in \text{Pic}^0(X) \) be the associated line bundle. We have by the projection formula and the equality \( [n]^* \mathcal{P}_\alpha \simeq \mathcal{P}_{\alpha n} \simeq \mathcal{P}_0 \simeq \mathcal{O}_X \) that
\[ \mathcal{F} \otimes \mathcal{P}_\alpha = ([n]^* \mathcal{L}^{\otimes n}) \otimes \mathcal{P}_\alpha \simeq [n]^* (\mathcal{L}^{\otimes n} \otimes [n]^* \mathcal{P}_\alpha) \simeq [n]^* (\mathcal{L}^{\otimes n}) = \mathcal{F}. \]
This means that \( X^\vee[n] \) acts on the set (of isomorphism classes) \( \{ \mathcal{E}_j \}_{j \in J} \) via \( \alpha. \mathcal{E}_j := \mathcal{E}_j \otimes \mathcal{P}_\alpha. \) (Recall that the multiset of associated graded pieces of a Jordan–Hölder filtration is unique.)

Next we compute the stabilizers of this action. We can write each \( \mathcal{E}_j \) as \( \mathcal{E}_0 \otimes \mathcal{P}_{\alpha_j} \) for some \( \alpha_j \in X^\vee \) by Proposition 7.5, so
\[ \text{Stab}(\mathcal{E}_j) = \text{Stab}(\mathcal{E}_0 \otimes \mathcal{P}_{\alpha_j}) = \text{Stab}(\mathcal{E}_0) = \{ \alpha \in X^\vee[n] \mid \mathcal{E}_0 \simeq \mathcal{E}_0 \otimes \mathcal{P}_{\alpha} \}. \]
By [Muk78, §3, Prop. 7.7] this is nothing else than \( \Sigma(\mu) \cap X^\vee[n] = \Sigma(\mu) \).

Proposition 7.17. The semi-homogeneous vector bundle \( \mathcal{F} \) of slope \( \mu \) constructed above admits a split Jordan–Hölder filtration, explicitly:
\[ \mathcal{F} \simeq \bigoplus_{\alpha \in X^\vee[n]/\Sigma(\mu)} (\mathcal{E}_0 \otimes \mathcal{P}_{\alpha})^{\oplus n^{2n-4}}, \]
where \( \mathcal{E}_0 \) is a simple semi-homogeneous vector bundle of slope \( \mu \).

Before coming to the proof of this central proposition, we need to calculate the rank of the vector bundles \( \mathcal{E}_j \).

Proposition 7.18. Let \( \mathcal{E} \) be a simple semi-homogeneous vector bundle on \( X \) of slope \( \mu \) as constructed above in 7.9, then the rank of \( \mathcal{E} \) is \( \text{rk}(\mathcal{E}) = n^{2n-4} \), and \( \#\Sigma(\mu) = n^{4n-8} \).
Proof. By Proposition 7.5 we have \( \text{rk}(\mathcal{E})^2 = \deg(pr_1) \). Now from the equation
\[
\Sigma(\mu) = \ker(pr_1) = \{(a, \alpha) \in \Phi_\mu \mid a = 0\} = \{(nx, \varphi_z(x)) \mid nx = 0, x \in X\}
\]
we get a short exact sequence
\[
0 \to X[n] \cap \ker(\varphi_z) \to X[n] \xrightarrow{\varphi_z} \Sigma(\mu) \to 0,
\]
and \( \text{rk}(\mathcal{E})^2 = \#\varphi_z(X[n]) \).

Regarding the kernel, let \((a, \alpha) \in X[n] = ((A_0 \otimes \Gamma_n) \times (A_0' \otimes \Gamma_n))[n] \), then the condition \( \varphi_z(a, \alpha) = 0 \) becomes by \( \varphi_z = ng \) and the definition of \( g \):
\[
\begin{align*}
\phi_0(\lambda(\alpha)) &= \phi_0(\alpha) \\
\phi_0(a) &= n_4\phi_0(\lambda^\delta(\alpha))
\end{align*}
\]

Here we have, by abuse of notation, implicitly applied the maps \( \lambda \) and \( \lambda^\delta \) entry-wise to tuples. Define \( \alpha' := \lambda(\alpha) \). Since \( \ker(\phi_0|A_0' \otimes \Gamma_n) = \Delta(A_0'[n]) \) we can write by the first equation \( \alpha = \alpha' + \Delta(\alpha_0) \) for some \( \alpha_0 \in A_0'[n] \). Similarly, we see after substituting into the second equation that \( n_4\lambda^\delta(\alpha' + \Delta(\alpha_0)) = a + \Delta(\alpha_0) \) for some \( \alpha_0 \in A_0[n] \). After substituting \( \alpha' = \lambda(\alpha) \) the left hand side of this equals \( n_4\phi_0(\lambda(\alpha)) + n_4\lambda^\delta(\Delta(\alpha_0)) = n_4\phi_0(\lambda(\alpha) + \Delta(\lambda^\delta(\alpha_0))). \) Using \( n_4\phi_0(\lambda) = 1 = n_3n \) we arrive at \( 0 = n_3na = \Delta(\alpha_0 - n_4\lambda^\delta(\alpha_0)) \), which always admits a solution \( \alpha_0 \in A_0[n] \). We conclude that
\[
\ker(\varphi_z) \cap X[n] = (A_0 \otimes \Gamma_n)[n] \times \Delta(A_0'[n]).
\]

We can now calculate the cardinalities \( \#(\ker(\varphi_z) \cap X[n]) = n^{8(n-1)} \cdot n^4 = n^{4n} \), so that we finally get \( \#\varphi_z(X[n]) = n^{8(n-1)}/n^{4n} = n^{4n-8} \) and \( \text{rk}(\mathcal{E}) = n^{2n-4} \).

Remark 7.19. Note that \( \text{rk}(\mathcal{F}) = \text{rk}(\mathcal{F} \otimes \mathcal{L}^\otimes n) = \deg([n]: X \to X) = n^{8(n-1)}. \) In particular, we see that our \( \mathcal{I} \) is definitely not simple. Instead we see that the length \( N \) of any Jordan–Hölder filtration of \( \mathcal{I} \) will be \( N = n^{8(n-1)}/n^{2n-4} = n^{6n-4}. \) Further we see that each orbit of the action in 7.16 contains exactly \( n^{4n} = n^{8(n-1)}/n^{4n-8} \) elements.

Proof of Proposition 7.17. We aim to apply the splitting criterion for unipotent vector bundles above, cf. Proposition 7.14. For this we calculate \( \dim \text{End}(\mathcal{I}) \) in two ways: Firstly we abbreviate \( \widetilde{\mathcal{L}} := \mathcal{L}^\otimes n \), where \( \mathcal{L} \) is as in the construction of \( \mathcal{I} \). Then we have
\[
\text{Hom}(\mathcal{F}, \mathcal{I}) \simeq \text{Hom}([n] \ast \widetilde{\mathcal{L}}, [n] \ast \widetilde{\mathcal{L}}) \simeq \text{Hom}([n] \ast [n] \ast \widetilde{\mathcal{L}}, \widetilde{\mathcal{L}}) \simeq \text{Hom}(\bigoplus_{x \in X[n]} t_x \widetilde{\mathcal{L}}, \widetilde{\mathcal{L}}),
\]
and for \( x \in X[n] \)
\[
\text{Hom}(t_x \widetilde{\mathcal{L}}, \widetilde{\mathcal{L}}) \simeq \text{Hom}(\widetilde{\mathcal{L}} \otimes \mathcal{P}_{\varphi_z(x)} \widetilde{\mathcal{L}}) \simeq \text{Hom}(\mathcal{P}_{\varphi_z(x)} \mathcal{O}_X) \simeq \mathcal{H}^0(X, \mathcal{O}_X) \simeq k,
\]
since \( \varphi_z = n\varphi_z \) implies \( \varphi_z(x) = \varphi_z(nx) = \varphi_z(0) = 0 \). We conclude that
\[
\dim \text{End}(\mathcal{F}) = \#X[n] = n^{8(n-1)}.
\]

Secondly we take on the viewpoint that \( \mathcal{F} \simeq \bigoplus \mathcal{U}_j \otimes \mathcal{E}_j \). Using \( \text{Hom}(\mathcal{E}_j, \mathcal{E}_j) = 0 \) for \( j \neq j' \) and \( \text{Hom}(\mathcal{E}_j, \mathcal{E}_j) = k \), cf. [Muk78, Prop. 6.17], we get that
\[
\dim \text{End}(\mathcal{F}) = \sum_{j \in J} \dim \text{End}(\mathcal{U}_j).
\]
Define \( r_j := \text{rk}(\mathcal{U}_j) \) and keep Remark 7.19 in the following calculations in mind. By Proposition 7.18 we have \( n^{8(n-1)} = \text{rk}(\mathcal{F}) = \sum_j r_j \text{rk}(\mathcal{E}_j) = n^{2n-4} \sum_j r_j \), which implies that the \( r_j \)'s give a partition of \( N = n^{6n-4} \). Now we want to take the action from 7.16 into account. Pick from each orbit a representative \( \mathcal{E}_j \) and denote the set of indices of these elements by \( J_0 \subset J \). Thus the \( r_j \)'s for \( j \in J_0 \) constitute a partition of
\[
N/\#\text{elements in an orbit}) = n^{6n-4}/n^{4n} = n^{2n-4}.
\]
Making the abbreviation \( e_j := \dim \text{End}(\mathcal{U}_j) \), we get from the considerations above
\[
\dim \text{End}(\mathcal{F}) = n^{4n} \sum_{j \in J_0} e_j
\]
by Remark 7.19 and the fact that the unipotent bundles in an orbit must be isomorphic, cf. [Muk78, Prop. 6.2].

Finally, comparing both dimension calculations and using Proposition 7.14, we calculate that

\[ n^{4n-8} = \sum_{j \in J_0} c_j \leq \sum_{j \in J_0} (r_j)^2 \leq \left( \sum_{j \in J_0} r_j \right)^2 = (n^{2n-4})^2. \]

We see that the inequalities have to be equalities, which forces \( J_0 \) to be a singleton, say for notation \( J_0 = \{0\} \), and also \( c_0 = r_0^2 \). By Proposition 7.14 this means that \( u_0 \simeq O_X^{5n-4} \) as desired. Note that \( J_0 = \{0\} \) means that the action of \( 7.16 \) is transitive, since \( J_0 \) indexes by definition the set of orbits.

\[ \Box \]

7.20. Coming back to the \( S_n \)-action on \( X \), we already saw that \( F \) is \( S_n \)-invariant, so pullback along \( \sigma \in S_n \) permutes the graded pieces \( E_j \) of a Jordan–Hölder filtration of \( F \). Taking Proposition 7.17 into account, we see that for each \( \sigma \in S_n \) there is a unique \( \alpha(\sigma) \in X^\vee[n]/\Sigma(\mu) \) such that \( \sigma^* \alpha_0 \simeq \alpha_0 \otimes P_{\alpha(\sigma)} \).

**Proposition 7.21.** When \( n \geq 5 \) is odd there exists \( \alpha_0 \in X^\vee[n]/\Sigma(\mu) \) such that \( E_0 \otimes P_{\alpha_0} \) is \( S_n \)-invariant. More precisely,

(i) the map \( \alpha : S_n \to X^\vee[n]/\Sigma(\mu) \) is a crossed homomorphism for the (right) action of \( S_n \) inherited from \( X^\vee \), and

(ii) when \( n \geq 5 \) is odd, we have that \( \alpha \) is a principal crossed homomorphism.

**Proof.** (i) Let \( \sigma, \tau \in S_n \), by calculating

\[ \mathcal{E}_0 \otimes P_{\alpha(\sigma)} \simeq (\sigma \tau)^* \mathcal{E}_0 \simeq \tau^* \sigma^* \mathcal{E}_0 \simeq \tau^* (E_0 \otimes P_{\alpha(\tau)}) \simeq \mathcal{E}_0 \otimes P_{\alpha(\tau)} \otimes \tau^* (\mathcal{E}_0 \otimes P_{\alpha(\sigma)}) \simeq \mathcal{E}_0 \otimes P_{\alpha(\sigma)} \]

we see that \( \alpha(\sigma \tau) = \alpha(\tau) + \tau^* (\alpha(\sigma)) \), so \( \alpha \) is indeed a crossed homomorphism.

(ii) We know that \( \Sigma(\mu) = \varphi_\mu(X[n]) = (\varphi_{\alpha_0} \otimes \phi_0)(X[n]) \), and by definition \( X = (A_0 \times A_0^\vee) \otimes \Gamma_n \), so we have a cokernel sequence

\[ (A_0 \times A_0^\vee)[n] \otimes \Gamma_n \xrightarrow{\varphi_{\alpha_0} \otimes \phi_0} (A_0 \times A_0^\vee)^\vee[n] \otimes \Gamma_n^\vee \to X^\vee[n]/\Sigma(\mu) \to 0. \]

Define \( \Sigma_0 := \varphi_{\alpha_0}((A_0 \times A_0^\vee)[n]) \), then we get the exact sequence

\[ 0 \to \Sigma_0 \xrightarrow{\Delta} \Sigma_0 \otimes \Gamma_n \xrightarrow{id \otimes \phi_0} (A_0 \times A_0^\vee)^\vee[n] \otimes \Gamma_n^\vee \to X^\vee[n]/\Sigma(\mu) \to 0, \]

where we used for the leftmost term that \( \ker(id \otimes \phi_0) = \{(a, \ldots, a) \mid na = \sum_{i=1}^n a = 0 \} \) and \( \Sigma_0 \) consists of \( n \)-torsion elements. Applying group cohomology, we get

\[ H^1(S_n, (A_0 \times A_0^\vee)^\vee[n] \otimes \Gamma_n^\vee) \to H^1(S_n, X^\vee[n]/\Sigma(\mu)) \]

\[ \to H^2(S_n, (\Sigma_0 \otimes \Gamma_n)/\Sigma_0) \to H^2(S_n, (A_0 \times A_0^\vee)^\vee[n] \otimes \Gamma_n^\vee), \]

where the first term is zero by Proposition 2.17, and the last term is zero for \( n \geq 7 \) by Proposition 2.15 and for \( n = 5 \) by Proposition 7.23 below. Next, using that \( \Sigma_0 \) is \( n \)-torsion, we can consider the following sequence, which we already encountered in the proof of Proposition 5.11,

\[ 0 \to \Sigma_0 \xrightarrow{\Delta} \Sigma_0 \otimes \Gamma_n \xrightarrow{id \otimes \phi_0} \Sigma_0 \otimes \Gamma_n^\vee \xrightarrow{\text{sum}} \Sigma_0 \to 0 \]

and apply group cohomology to get

\[ H^1(S_n, \Sigma_0 \otimes \Gamma_n^\vee) \to H^1(S_n, \Sigma_0) \to H^2(S_n, (\Sigma_0 \otimes \Gamma_n)/\Sigma_0) \to H^2(S_n, \Sigma_0 \otimes \Gamma_n^\vee), \]

where the first term is zero for \( n \geq 5 \) by Proposition 2.17, and the last term is zero for \( n \geq 7 \) by Proposition 2.15 and for \( n = 5 \) by Proposition 7.23 below.

Finally, using that \( \Sigma_0 \) is abelian and has no 2-torsion since \( n \) is odd, we see that

\[ H^1(S_n, \Sigma_0) \simeq \text{Hom}(S_n, \Sigma_0) \simeq \text{Hom}(\mathbb{Z}/2\mathbb{Z}, \Sigma_0) = 0. \]

In conclusion, \( H^1(S_n, X^\vee[n]/\Sigma(\mu)) = 0 \), so the crossed homomorphism \( \alpha : S_n \to X^\vee[n]/\Sigma(\mu) \) must be principal, i.e. there exists \( \alpha_0 \in X^\vee[n]/\Sigma(\mu) \) such that \( \alpha(\sigma) = \sigma^*(\alpha_0) - \alpha_0 \) for each \( \sigma \in S_n \).

This means by construction of \( \alpha \) that \( E_0 \otimes P_{-\alpha_0} \) is \( S_n \)-invariant. \( \Box \)
Remark 7.22. The concrete definition of $\varphi_{\mathcal{L}_0}$ above lets one calculate that $\ker(\varphi_{\mathcal{L}_0}) \simeq A_0[e(\lambda) - 1]$. So if in addition to $\gcd(e(\lambda), n) = 1$ also $\gcd(e(\lambda) - 1, n) = 1$ holds, we have that the homomorphism $\varphi_{\mathcal{L}_0} : (A_0 \times A_0')[n] \to (A_0 \times A_0')^\vee[n]$ is an isomorphism. Then we can see that

$$X^Y[n]/\Sigma(\mu) = ((A_0 \times A_0')^\vee[n] \otimes \Gamma_n^\vee) / (\varphi_{\mathcal{L}_0} \otimes \phi_0)((A_0 \times A_0')[n] \otimes \Gamma_n)$$

actually carries a trivial $S_n$-action, since $S_n$ acts trivially on $\Gamma_n^\vee/\phi_0(\Gamma_n)$ by Proposition 1.6. This renders most of the proof of (ii) in the previous proposition unnecessary.

**Proposition 7.23.** We have $H^2(S_5, A[5] \otimes \Gamma_5) = 0$ and $H^2(S_5, \Sigma_0 \otimes \Gamma_5) = 0$ where $A$ is an abelian variety and $\Sigma_0$ is the group from above.

**Proof.** Both claims will follow from the vanishing of $H^3(S_5, \mathbb{Z}/5\mathbb{Z})$, which is classically known and can for example be deduced using the sequence $0 \to \mathbb{Z} \xrightarrow{\cdot 5} \mathbb{Z} \to \mathbb{Z}/5\mathbb{Z} \to 0$ from the group cohomology $H^*(S_5, \mathbb{Z})$ of the symmetric group.

By Proposition 2.15 we know that $H^2(S_5, A[5] \otimes \Gamma_5)$ injects into $H^3(S_5, A[5])$, but $A[5]$ is isomorphic to a direct sum of copies of $\mathbb{Z}/5\mathbb{Z}$. Similarly, the group $\Sigma_0$ is a finite abelian group which is 5-torsion, so it is also isomorphic to a direct sum of copies of $\mathbb{Z}/5\mathbb{Z}$, so we can again conclude by Proposition 2.15. $\square$

**7.24.** To summarize so far, we have an $S_n$-equivariant sheaf $\mathcal{F}$ which is the direct sum of simple semi-homogeneous vector bundles, each of which provides the kernel of a desired derived equivalence:

$$\mathcal{F} \simeq \bigoplus_\alpha (\mathcal{E}_\alpha \otimes \mathcal{P}_\alpha)^{\oplus r},$$

where $\alpha \in X^Y[n]/\Sigma(\mu)$ and $r = n^{2n-4}$, cf. Proposition 7.17. For $n \geq 5$ odd, at least one of the summands must be $S_n$-invariant by Proposition 7.21, say $\mathcal{E}_0$ for notation.

Since the $\mathcal{E}_0 \otimes \mathcal{P}_\alpha$ are pairwise non-isomorphic, there are no non-zero homomorphisms between them, so the $S_n$-equivariant structure on $\mathcal{F}$ restricts to one on $\mathcal{E}_0^{\oplus r}$. Also recall that $r = n^{2n-4}$ is odd since $n$ is odd. Next we study such a situation more generally.

**Proposition 7.25.** Let $G$ be a finite group acting on a variety $X$, and let $\mathcal{E} \in \text{Coh}(X)$ be a sheaf on $X$. Assume that

(i) $\mathcal{E}$ is simple, i.e. $\text{End}(\mathcal{E}) = \mathbb{k}$,

(ii) $\mathcal{E}$ is $G$-invariant, i.e. $g^*\mathcal{E} \simeq \mathcal{E}$ for every $g \in G$, and that

(iii) $\mathcal{E}^{\oplus r}$ carries a $G$-equivariant structure for some integer $r \in \mathbb{N}$.

If every projective representation of $G$ of dimension $r$ is isomorphic to a linear representation of $G$, then $\mathcal{E}$ itself carries a $G$-equivariant structure.

**Proof.** As a motivation, apply group cohomology (with trivial actions) to the sequence

$$1 \to \mathbb{k}^X \to GL(r, \mathbb{k}) \to PGL(r, \mathbb{k}) \to 1$$

to get the exact sequence

$$H^1(G, GL(r, \mathbb{k})) \to H^1(G, PGL(r, \mathbb{k})) \to H^2(G, \mathbb{k}^X) \xrightarrow{\Delta} "H^2(G, GL(r, \mathbb{k}))".$$
We claim that the obstruction $\delta''_{g,h}$ of $\lambda''$ satisfies $\delta'_{g,h} = \varphi_{gh}^{-1} \circ \varphi_g \circ \varphi_h \circ \delta''_{g,h}$. Indeed we have by construction
\[
\lambda''_{gh} = h^*\lambda''_g \circ \lambda''_{h} \circ \delta''_{g,h} = h^*(\lambda'_g \circ \varphi_g) \circ \lambda'_h \circ \varphi_h \circ \delta'_{g,h}
\]
\[
\lambda'_{gh} = \lambda'_{gh} \circ \varphi_{gh} = h^*\lambda'_g \circ \lambda'_h \circ \varphi_{gh},
\]
so we get, since the functor $h^*$ is linear, $\varphi_g \circ \lambda'_h \circ \varphi_h \circ \delta''_{g,h} = \lambda'_g \circ \delta'_{g,h} \circ \varphi_{gh}$. Now the matrices $\varphi_g \in GL(r, k)$ and $\lambda'_h = \text{diag}(\lambda_h, \ldots, \lambda_h)$ commute, so we get $\varphi_g \circ \varphi_h \circ \delta''_{g,h} = \delta'_{g,h} \circ \varphi_{gh}$. Finally we arrive at the desired $\varphi_g \circ \varphi_h \circ \delta''_{g,h} = \varphi_{gh} \circ \delta'_{g,h}$, since $\delta'_{g,h} = \text{diag}(\delta_{g,h}, \ldots, \delta_{g,h})$ commutes with $\varphi_{gh}$.

As a consequence, since by assumption $\delta''_{g,h} = \text{id}$ and $\delta'_{g,h} = \text{diag}(\delta_{g,h}, \ldots, \delta_{g,h})$ is diagonal, the map $\varphi : G \to GL(r, k)$ is a projective representation of $G$ whose obstruction to being linear is exactly measured by $\delta_{g,h}.h$. When the projective representation $\varphi$ comes from a linear one, the class $[\delta] \in H^2(G, k^*)$ becomes zero, so $E$ admits a $G$-equivariant structure. 

\begin{proposition}
Let $G = S_n$ be a symmetric group and assume $r \in \mathbb{N}$ is odd, then every projective representation of $S_n$ of dimension $r$ is already linear, i.e. the map
\[
\text{Hom}(S_n, GL(r, k)) \to \text{Hom}(S_n, PGL(r, k))
\]
is surjective.
\end{proposition}

\begin{proof}
This follows from facts about the representation theory of finite groups and the symmetric group in particular. Every projective representation $\rho : G \to PGL(r, k)$ has an obstruction class in $H^2(G, k^*)$ which measures its failure to be linear. Now any projective representation $\rho$ decomposes into a direct sum of irreducible projective representations with the same obstruction class as the one of $\rho$, see [Kar93, Ch. 2–3] for details.

But every irreducible strictly projective representation of $S_n$ is even dimensional, so the odd dimensional representation $\rho$ cannot have non-trivial obstruction class. In fact Schur [Sch11] shows that for $n \geq 4$ these irreducible projective representations are indexed by strict partitions $(\lambda_i)_i$ of $n$, that is $\lambda_1 + \cdots + \lambda_\ell = n$ and $\lambda_1 > \cdots > \lambda_\ell$; for $n \leq 3$ there are none. Their dimension is given by the formula
\[
f_\lambda = 2^{(n-\ell)/2} g_\lambda \quad \text{with} \quad g_\lambda = \frac{n!}{\lambda_1! \cdots \lambda_\ell!} \prod_{i<j} (\lambda_i - \lambda_j).
\]
The number $g_\lambda$ is in fact an integer since it counts certain “shifted standard tableaux of shape $\lambda$”, cf. [Mac98, III.8 Ex. 12]. Finally, by the strictness of the partitions, we have $n \geq \ell + 2$, so $f_\lambda$ is an even integer. 
\end{proof}

\begin{theorem} \textbf{(Main Theorem 1 Part 2)}
Let $n \geq 5$ be an odd integer and let $A$ be an abelian variety over an algebraically closed field of characteristic zero, which admits a polarization (or symmetric isogeny) $\lambda : A \to A^\vee$ of exponent $e$ such that $\gcd(e, n) = 1$. Then the two derived categories $D^b(Kum^{n-1}(A))$ and $D^b(Kum^{n-1}(A^\vee))$ of $2(n-1)$-dimensional generalized Kummer varieties are derived equivalent.
\end{theorem}

\begin{proof}
As summarized in 7.24, and taking Propositions 7.25 and 7.26 into account, the arguments of this whole section culminate in the construction of an $S_n$-equivariant kernel
\[(P, \phi) \in D^b_{\Delta S_n}((A \otimes \mathbb{Z} \Gamma_n) \times (A^\vee \otimes \mathbb{Z} \Gamma_n))\]
such that $F \lambda : D^b(A \otimes \mathbb{Z} \Gamma_n) \xrightarrow{\sim} D^b(A^\vee \otimes \mathbb{Z} \Gamma_n)$ is a derived equivalence. So we can conclude exactly as in the proof of Theorem 6.18.
\end{proof}
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