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Abstract

An increasing number of laser powder bed fusion machines use off-axis infrared cameras to improve online monitoring and data-driven control capabilities. However, there is still a severe lack of algorithmic solutions to properly process the infrared images from these cameras that has led to several key limitations: a lack of online monitoring capabilities for the laser tracks, insufficient pre-processing of the infrared images for data-driven methods, and large memory requirements for storing the infrared images. To address these limitations, we study over 30 segmentation algorithms that segment each infrared image into a foreground and background. By evaluating each algorithm based on its segmentation accuracy, computational speed, and spatter detection characteristics, we identify promising algorithmic solutions. The identified algorithms can be readily applied to the laser powder bed fusion machines to address each of the above limitations and thus, significantly improve process control.
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1. Introduction

Numerous applications, such as aircraft and medical devices, increasingly rely on 3D parts produced by laser powder bed fusion (LPBF) (Kruth et al., 2005; Song et al., 2015; Tofail et al., 2018; Uriondo et al., 2015). Their potential of producing lightweight 3D parts with complex geometries creates a significant advantage for LPBF processes over traditional manufacturing processes (Pereira et al., 2019; Song et al., 2015). However, limited process control leaves LPBF machines still susceptible to process disturbances that often lead to poor part quality (Pereira et al., 2019; Spears and Gold, 2016; Tapia and Elwany, 2014; Tofail et al., 2018). Building high-quality parts and doing so repeatedly, especially for safety-critical applications, remain a key challenge for LPBF processes today (Tofail et al., 2018; Uriondo et al., 2015).

To improve process control, extensive research efforts are going into using in situ measurements from off-axis infrared cameras, which continuously record the entire build surface at once (Grasso and Colosimo, 2017; Krauss et al., 2014). The infrared images produced by these cameras usually consist of 2D arrays of temperature intensity values, where each value represents the measured temperature of the corresponding build surface location. Figure [1](1) shows two exemplary infrared images for the two type of LPBF processes, selective laser sintering (SLS) and selective laser melting (SLM). In contrast to in situ measurements from other infrared sensors, infrared images from off-axis infrared cameras have the advantage of providing information about multiple regions of interest on the build surface at once. Some of the previously studied regions of interest include the melt pool, the plume, and the laser scans (see Figure [2](2) (Grasso and Colosimo, 2017; 2019; Grasso et al., 2018; Krauss et al., 2012; 2014; Lo et al., 2019; Louvis et al., 2011; Nadammal et al., 2017; Robinson et al., 2018; Shi et al., 2017; Yadroitsev et al., 2010; 2012). Measuring the regions of interest can provide crucial information for process control (Grasso and Colosimo, 2017; 2019; Grasso et al., 2018; Krauss et al., 2012; 2014; Louvis et al., 2011; Nadammal et al., 2017). However, most LPBF processes still lack appropriate algorithms that can automatically extract and use this information from the infrared images of the build surface effectively (Everton et al., 2016; Grasso and Colosimo, 2017; Yadav et al., 2020).
Recent studies have focused on developing different online monitoring and data-driven algorithms. Grasso et al. (2018) applied common computer vision techniques to identify the plume in each image and use the area and the mean intensity of the extracted plume to monitor the process health. In a follow-up study, Grasso and Colosimo (2019) improved upon this concept by developing statistical descriptors of the plume. Zhang et al. (2018) developed an image segmentation algorithm that extracts the melt pool, plume, and spatters from the infrared images. The extracted regions were then monitored to study the effect of different process parameters. Ye et al. (2019) performed a similar process parameter study by extracting the plume and spatter from the infrared images with a popular image segmentation method called Otsu’s method (Otsu, 1979). Some other approaches used the whole image as input for data-driven methods; Baumgartl et al. (2020) trained a convolutional neural network to detect splatter and deformation defects. Xu et al. (2019) applied a data-driven method that provided human-interpretable information about the cause of strength differences in test specimen.

Though these studies provide promising results for improving process control, there still exist severe limitations that have not been fully investigated or have not been addressed at all.

**Monitoring limitation.** Recent developments of online monitoring and data-driven algorithms have mostly focused on the melt pool, the plume, the spatters, or the whole build surface. So far, the laser tracks, which are the result of the laser beam continuously traveling along the scan path on the build surface, have not been subject to any significant algorithmic developments. Extracting the laser tracks from the infrared images is difficult because the laser tracks’ temperature distribution lies in between the temperature distribution of the melt pool and the temperature distribution of the rest of the powder bed, as indicated by Figure 2. Monitoring a single or multiple laser tracks can provide crucial process information, such as geometrical accuracy of the scanned-cross section, deviation of process parameters, and consistency of each laser track (Louvis et al., 2011; Shi et al., 2017; Yadroitsev et al., 2010, 2012). Identifying the laser tracks in the infrared images may also enable monitoring of the heat-affected zone, which encompasses the laser tracks.

**Pre-processing limitation.** Several data-driven methods use raw infrared images as input without any pre-processing. Raw infrared images are often noisy and high-dimensional, where the informative portion of the data
is usually low-dimensional. Examples for the informative portion of the infrared images are the melt pool or the laser tracks, which usually make up only a small region of the infrared images. A lack of pre-processing of the infrared images can cause significant performance degradation of the data-driven methods and also a need for more data (Kotsiantis et al., 2006; Nawi et al., 2013).

On the other hand, the data-driven methods that do use pre-processing often rely on traditional thresholding methods to separate the informative portion of the image from the uninformative portion. Otsu’s method is a popular thresholding method, but usually only works well for images with high contrast and low noise (Grasso and Colosimo, 2019; Grasso et al., 2018; Otsu, 1979; Williams et al., 2019). Both of these conditions depend highly on the process parameters and the material used. Furthermore, these methods often cannot distinguish whether the laser is on or off in a given infrared image. Since data-driven methods may only use images that were recorded during scanning, filtering out any other images is crucial. These different limitations can result in restrictions to the end-application and also significantly reduce the efficacy of the data-driven methods.

**Storage limitation.** In situ measurements produce massive amounts of data and thus, pose a significant challenge for data storage systems (Clijsters et al., 2014; Mazzoleni et al., 2019; Spears and Gold, 2016). Previous suggestions to overcome this challenge included storing statistical metrics that were calculated from the raw infrared images (Spears and Gold, 2016). However, reducing high-dimensional data, such as infrared images, to scalar values usually connotes significant information loss and often prevents any meaningful learning for the data-driven methods. Thus, storing data in an effective and efficient manner is desperately needed as the need for data to train the data-driven methods continuously increases.

To address the monitoring, pre-processing, and storage limitations, we study different segmentation algorithms that segment the infrared images into foregrounds and backgrounds. By retaining the informative portion of the infrared images, the foregrounds can be used to (a) online monitor the laser tracks, (b) function as pre-processed input for the data-driven methods, and (c) significantly reduce the memory footprint of the off-axis cameras. We evaluate each algorithm based on segmentation accuracy, computational speed, and spatter detection characteristics. The first two criteria are critical for determining accurate and fast segmentation. The latter is critical to account for ejected spatter that might influence segmentation results as some processes have strong spatter characteristics. By discussing the details and implications of the study results, we provide a guide for selecting suitable segmentation algorithms for LPBF machines to significantly improve process control.

The remainder of the paper is structured as follows: In Section 2, we define the segmentation problem and provide more detail on the motivation of this paper. We continue by introducing the relevant segmentation algorithms in Section 3 and defining the study methodology in Section 4. We present our results in Section 5, and discuss how our results can overcome the aforementioned limitations in Section 6. We conclude by summarizing our findings and addressing future research in Section 7.

### 2. Segmentation definition and motivation

In this section, we define the segmentation problem and detail how finding suitable algorithms for this segmentation problem will overcome the aforementioned limitations. The segmentation problem and motivation will guide the selection and study of algorithms in subsequent sections.

Before defining the segmentation problem, we point out several process characteristics relevant to the segmentation problem. The infrared images from off-axis cameras always have a stationary view of the build surface. In other words, the pixel of any image always represents the same location on the build surface. Furthermore, as the laser scans the powder bed (example sequence in Figure 3a), each infrared image contains a snapshot of the laser’s effect on the build surface. Some of these scanning effects are new, while others have been captured by previous infrared images. These effects correspond to physical changes on the build surface, such as the different melt pool location and new additions to the laser tracks.

**Segmentation definition.** Since, in online monitoring and process control, we are often interested in recent changes of a process variable, we define the foreground of each infrared image as follows: the foreground consists of the pixels that correspond to the most recent changes of the laser tracks. Here, most recent refers to the time difference between the ‘current’ image that was just recorded by the infrared camera and the ‘previous’ image that was recorded directly before the current image. Conversely, the background consists of all the pixels that do not belong to the foreground. For illustration, Figure 3b shows the foregrounds and backgrounds for the sequence of Figure 3a. We consider the cooldown of previously scanned powder as part of the continuously changing background.

This definition of the foreground-background segmentation problem offers several advantages that address the monitoring, pre-processing, and storage limitations.

First, the foregrounds from the segmented output can be used to directly monitor the recently scanned parts of the laser tracks. These parts can be monitored with respect to different properties, such as temperature distribution...
or geometric dimensions. Furthermore, by creating binary masks from consecutive foregrounds and superimposing the foreground masks, we can extract the pixel values from the current image and monitor all or parts of the previously-scanned laser tracks. This segmentation could provide crucial information about the temperature evolution of the scanned powder. Note that by superimposing foreground masks, we refer to the process of creating one composite mask where a pixel has the value true if this pixel was selected as a foreground in at least one of the foregrounds and false otherwise.

Second, the foregrounds and the superimposed foreground masks contain most regions of interest, such as the melt pool and the laser tracks. Depending on the process, the foregrounds may also contain the spatter and plume. Since recent data-driven approaches are predominantly focused on monitoring these regions of interest, the data-driven methods can use the foregrounds or modified foregrounds with the superimposed foreground masks as input and eliminate the uninformative portions from the data. This pre-processing can significantly reduce the dimensionality and noise of the data, thus increasing the effectiveness of the data-driven approaches. Furthermore, the segmented outputs also make it easy to eliminate entire images from the input where the laser has not recently scanned the build surface and may not contain any relevant or new information at all. These images will entirely or almost entirely consist of backgrounds.

Finally, based on the flexibility given by the segmented outputs discussed in the previous two paragraphs, the end-user can significantly reduce the memory footprint of the infrared images by storing only the portions of the images that are relevant for the end-application. Since the foregrounds are usually of interest, the LPBF machine can extract the foregrounds from the images and save the raw values for later usage without any information loss. Other portions of the images, such as the previously-scanned powder or possibly the heat-affected zone, can also be stored with the help of the superimposed foreground masks. In the case of the heat-affected zone, the location information of the scanned powder in the infrared images could be used to find the larger heat-affected zone, which directly encompasses the scanned powder.

3. Segmentation algorithms

In order to address the process limitations mentioned in Section 1, suitable algorithms should meet several criteria. First, the segmentation algorithms should possess high segmentation accuracy while still maintaining low computational complexity. Second, the algorithms should perform well without having to undergo an extensive training phase before deployment and should be applicable to various hardware setups and segmentation purposes. Thus, minimizing human input and avoiding restrictions to the end-applications is crucial. The algorithms may require some calibration of individual parameters, but this calibration should ideally occur only once for similar process setups, such as builds with the same powder material.

For the scope of this study, we focus on segmentation algorithms provided by the OpenCV and scikit-image libraries (Bradski, 2000; van der Walt et al., 2014). Using OpenCV and scikit-image has several advantages. First, both libraries possess a breadth of segmentation algorithms that use almost no training data and have high potential to provide accurate segmentation with low computational complexity (Bradski, 2000; Pulli et al., 2012; van der Walt et al., 2014). Most of the recently studied methods for the LPBF processes, such as Otsu’s method, KNN, and Li’s method, are also part of the implemented algorithms (Grasso and Colosimo, 2019; Grasso et al., 2018).
Second, most of the OpenCV and scikit-image algorithms are well-tested and optimized for speed, which will allow for comparative analysis of the algorithms' performances (Pulli et al., 2012; van der Walt et al., 2014). Finally, since the algorithms are commonly available and easy to use, suitable algorithms identified in this study can be readily applied to research and commercial machines to address the above process limitations.

Table 1 lists the algorithms investigated in this study. The methods underlying these algorithms range from thresholding methods, such as basic thresholding or adaptive thresholding, to advanced statistical methods, such as mixture of gaussians (Bouwmans, 2014; Bradski, 2000; Sobral and Vacavant, 2014; van der Walt et al., 2014). We provide further detail on these algorithms in the next paragraphs.

| Name   | Description                                      |
|--------|--------------------------------------------------|
| MOG    | Mixture of gaussian algorithm (Kaewtrakulpong and Bowden, 2002) |
| MOG2   | Improved MOG algorithm (Zivkovic, 2004)          |
| KNN    | K-nearest neighbors algorithm (Zivkovic and van der Heijden, 2006) |
| GMG    | Applies bayesian inference pixel-wise (Godbehere et al., 2012) |
| CNT    | Developed by OpenCV community (Bradski, 2000)    |
| GSOC   | Developed by Google Summer of Code community (Bradski, 2000) |
| LSBP   | Uses local SVD patterns (Guo et al., 2016)       |
| Otsu   | Global, clustering-based method (Otsu, 1979; Sezgin and Sankur, 2004) |
| Li     | Global, entropy-based threshold (Li and Tam, 1998; Sezgin and Sankur, 2004) |
| isodata| Global, clustering-based threshold (Ridler, 1978; Sezgin and Sankur, 2004) |
| Yen    | Global, entropy-based threshold (Jui-Cheng Yen et al., 1995; Sezgin and Sankur, 2004) |
| Triangle| Global threshold using triangle method (Zack et al., 1977) |
| Sauvola| Locally adaptive threshold (Sauvola and Pietikäinen, 2000; Sezgin and Sankur, 2004) |
| AdaptMean| Local threshold based on adaptive mean (Bradski, 2000) |
| AdaptGauss| Local threshold based on Gaussian weighting (Bradski, 2000) |
| Thresh(λ) | Global threshold with scalar λ                  |
| FD     | Frame differencing: Subtracts previous image from current image (Lu et al., 2004; Radke et al., 2005; Rosin and Ioannidis, 2003) |
| SubMax(δ) | Thresholds image based on δ and the maximum pixel value of the current image |
| FD+ ‘Name’ | FD, then Thresh(1), then method ‘Name’       |

The scikit-image algorithms (see footnotes in Table 1) and several algorithms from OpenCV, specifically the adaptive mean algorithm, the adaptive Gaussian algorithm, and Otsu’s method, are thresholding algorithms. These algorithms use either a global or local threshold to determine whether a pixel belongs to the foreground or the background (Chaki et al., 2014; Rosin and Ellis, 1995; Sezgin and Sankur, 2004). Since the laser always increases the powder temperature, and the foreground is directly affected by this increase in temperature, thresholding methods can be an effective way of segmenting an image. Recent work has demonstrated the potential of these segmentation algorithms (Grasso and Colosimo, 2019; Grasso et al., 2018; Williams et al., 2019).

Most of the OpenCV algorithms belong to the family of background subtraction algorithms that first model the background of an image and then use background subtraction to find the foreground (Bouwmans, 2014; Bouwmans et al., 2014; Sobral and Vacavant, 2014). OpenCV includes well-established background subtraction algorithms, such as the MOG, MOG2, KNN, and GMG algorithms (Sobral, 2013). The MOG and MOG2 algorithms use mixture of gaussians to model the background (Kaewtrakulpong and Bowden, 2002; Zivkovic, 2004). The KNN algorithm uses a k-nearest neighbors method to update its background model, while the GMG algorithm uses Bayesian inference (Godbehere et al., 2012; Zivkovic and van der Heijden, 2006). OpenCV also includes recent algorithms, such as the LSBP algorithm (Guo et al., 2016), the GSOC, and the CNT algorithms, where
In order to evaluate each algorithm’s segmentation accuracy, we test the algorithms on the SLS dataset and compare the segmented outputs to the segmentation ground truth. To determine the segmentation ground truth, we compare the segmented outputs to the ground truth segmentation. To determine the accuracy, we use a common change detection technique, called frame differencing, to supplement the above algorithms (Lu et al., 2004; Radke et al., 2005; Rosin and Ioannidis, 2003). Basic frame differencing subtracts the pixel values of the previous image from the pixel values of the current image to detect changes in the current image (Lu et al., 2004). We denote frame differencing as $FD$ and the combination of frame differencing with a subsequent algorithm as $FD+'ID'$, where ‘$ID$’ is the name of the subsequent algorithm (see Table 1).

For the combination of frame differencing with other algorithms, frame differencing first applies the subtraction to the current image and then supplies the subsequent algorithm with the frame differenced image for further processing. However, before the subsequent algorithm uses the frame differenced image, the image is thresholded with $\text{Thresh}(1)$ to eliminate pixels with near-zero values caused by the frame differencing step. Eliminating these pixels reduces the noise of the images, which can cause significant segmentation problems for the subsequent algorithm. Combining frame differencing with other segmentation algorithms has the potential to improve the segmentation accuracy while avoiding any meaningful increase in computational complexity (Rosin and Ellis, 1995; Rosin and Ioannidis, 2003).

### 4. Study methodology

In this section, we introduce the study methodology. First, we describe the experimental data and the study procedure used to test the algorithms. Next, we introduce the methods used to evaluate the segmentation accuracy, the computational speed, and the spatter detection. Finally, we provide detail on the computational hardware and describe how each algorithm’s parameters are tuned to ensure an adequate comparison between the algorithms.

#### 4.1. Study setup

Two different research machines were used to collect data for this study: one SLS machine and one SLM machine. The SLS machine is located at the University of Texas at Austin, while the SLM machine is located at the Rensselaer Polytechnic Institute. Both machines are equipped with an off-axis infrared camera; the SLS machine uses a FLIR 6701sc camera with a resolution of 640 by 512 at a frame rate of 60 Hz. The SLM machine uses a FLIR A320 camera with an effective resolution of 50 by 50 at a frame rate of 60 Hz.

Both machines produced four rectangular cuboids. The SLS machine used carbon fiber reinforced polyether ether ketone (PEEK), while the SLM machine used cobalt-chrome. We show exemplary infrared images from both builds in Figure 1. These images stem from the same layer as Figure 1. The SLS images have been transformed to account for the non-perpendicular angle of view to the build surface. The SLM images have not been modified.

For this study, we select one batch of images from the SLM dataset and two batches of images from the SLS dataset. Each batch was recorded during the scanning of the first rectangular cross-section. Since some algorithms need a few images to initialize, each batch starts with roughly 50 images before the laser starts scanning. To imitate conditions in online monitoring and process control, we sequentially apply the infrared images from each batch to the algorithms. After the algorithms segment the images, the images are evaluated without any post-processing.

#### 4.2. Segmentation accuracy

In order to evaluate each algorithm’s segmentation accuracy, we test the algorithms on the SLS dataset and compare the segmented outputs to the segmentation ground truth. To determine the segmentation ground truth,
we can use insights from the process setup of the SLS build. We know that the laser processed the rectangular cross-section with 215 parallel and overlapping scan lines, where each scan line was processed with the same process parameters. The processed scan lines show up as horizontal laser tracks on the infrared images. Based on this information, we can use the average width of a laser track and the approximate location of the laser to determine the segmentation ground truth for each image.

Finding the laser’s approximate location in each image is straightforward since the highest temperatures on the build surface occur close to where the laser spot is. Thus, the location can be determined by the pixels with the highest intensity values in each image. Finding the average width of the laser tracks is more challenging. First, we need to quantify what belongs to a laser track. Second, we need to determine the average width from multiple single laser tracks.

Since the intensity distribution of the laser spot resembles a Gaussian profile, the temperature transition from a single laser track to the surrounding heat-affected zone and unprocessed powder is mostly smooth on the infrared images. To determine which pixels belong to a single laser track, we define a cutoff temperature. Any pixels with intensity values above the cutoff temperature belong to this laser track. This cutoff temperature needs to be sufficiently above the build surface temperature to ensure that the elevated intensity values are only caused by the direct scanning of the laser.

For this study, we define the cutoff temperature as $T_c = 3 \cdot \sigma_{bs} + T_{max}$, where $T_{max}$ is the maximum temperature of the build surface and $\sigma_{bs}$ is the standard deviation for the temperature distribution of the build surface. $\sigma_{bs}$ and $T_{max}$ are calculated from images that show the build surface before the laser starts scanning. In the case of the selected batches for the SLS build, the average $\sigma_{bs}$ is around 6 °C, while the average $T_{max}$ is around 277 °C. We, thus, set $T_c$ to 295 °C. Based on this cutoff temperature, we can determine the average width of a single laser track by counting the average amount of pixels stacked on top of each other along the length of the laser track. Figure 2 shows an exemplary laser track that is used for estimating the width, where the width is in the vertical direction of the image. We use multiple single laser tracks recorded during the beginning of different cross-sections and average over the measured widths.

Given the average laser track width and the laser’s approximate location for each image, we can find the most recent laser track changes as follows: We know that each laser track is scanned from left to right along the horizontal axis. Thus, we approximate the most recent laser track changes with a rectangular box along the horizontal axis. This box has the same width in the vertical direction as the average laser track width. Furthermore, the box stretches from the laser location of the current image to the laser location of the previous image. If the current image does not have a laser location, e.g., because the laser is off, the box sits between the previous laser location and the right border of the rectangular cross-section. If the previous image does not have a laser location, then the box sits between the current laser location and the left border of the rectangular cross-section. If neither the current nor the previous image have laser locations, then no box is drawn as no foreground is present in the current image.

To demonstrate how the exact box location for each image is determined, we use the same laser track image from Figure 2 and annotate the image in Figure 5. For the vertical direction, the box coordinates are exactly half the average laser track width above and below the vertical coordinate of the current laser center. Since the laser has a circular beam spot on the build surface, the horizontal coordinates of the right side corners are half the average laser track width to the right of the current laser center. For the left side corners, the horizontal coordinates are
to the right of the previous laser center location. However, the horizontal distance between the left side corner coordinates and the previous laser center location is half the average laser track width plus an extra distance due to a buffer zone (blue box in Figure 5).

To eliminate any dependency of the study results on the cutoff temperature, we use a small buffer zone around each laser track that will not be part of the segmentation evaluation. This buffer zone eliminates the pixels representing the transition zone between the laser track and the surrounding areas, such as the heat-affected zone and the unprocessed powder. Using a buffer zone allows the end-user to use lower cutoff temperatures if desired. Furthermore, we use an outer buffer zone around the entire rectangular cross-section to eliminate any segmentation uncertainties at the transition of the processed powder to the unprocessed powder (see Figure 6a).

Given the box coordinates, we can determine the segmentation ground truth for each infrared image. The pixels within each box represent the current foreground, while the pixels outside of the box represent the background. Before the segmented outputs are compared to the ground truth, the inner and outer buffer zones eliminate the pixels representing the transition zones from the evaluation. For this study, the border thickness of the inner buffer zone is set to half the average laser track width, while the thickness for the outer buffer zone is set to five times the average laser track width.

We can evaluate the segmentation accuracy with the commonly-applied $F_1$-score. By comparing the binary mask of each segmentation output pixel-wise to the corresponding ground truth image, we can calculate the true positive rate $TP$, false positive rate $FP$, true negative rate $TN$ and false negative rate $FN$. From these rates, we can calculate the resulting $F_1$-score by

$$F_1 = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall}$$

where $Precision$ and $Recall$ are defined as

$$Precision = \frac{TP}{TP + FP}, \quad Recall = \frac{TP}{TP + FN}.$$

4.3. Parameter tuning

Several of the introduced algorithms have adjustable parameters that can significantly differ the segmentation accuracy of each algorithm. To ensure adequate comparison of the different algorithms, we test each algorithm...
twice; once with default parameters and once with calibrated parameters. We use a small number of images from the other SLS batch that were recorded during the scanning of the first 20 consecutive laser tracks to tune each algorithm’s parameters. By applying a random grid search to test hundreds of different sets of parameters on these laser tracks and scoring each set with the $F_1$-score, we calibrate each algorithm’s parameters.

Table A.4 in Appendix A shows the default and calibrated parameters for each algorithm. The default for the $\text{Thresh}(\lambda)$ parameter was set to the calculated $T_c$ of 295, while the default for the $\text{FD+Thresh}(\lambda)$ was set to 3. The default for the $\text{SubMax}(\delta)$ parameter was set to 20.

4.4. Computational speed

We test the computational speed of each algorithm by timing the sequential processing on a batch of 2000 images from the SLS dataset and calculating the average computation speed for each image. The algorithms are implemented in Python but are often speed-optimized with underlying C or C++ implementations by OpenCV and scikit-image (Bradski, 2000; Pulli et al., 2012; van der Walt et al., 2014). For the algorithms we implemented, e.g., the frame differencing method, we rely on numpy (Harris et al., 2020). To ensure a relative comparison between the different algorithms, we use the CPU implementation and the algorithm’s calibrated parameters. We perform our computation on a laptop with an Intel i9-9750H six core (2.6 up to 4.5 GHz, 12 MB Cache) and 32 GB DDR4 RAM.

4.5. Spatter detection

Spatter is often present during the processing of metal powder. Spatter can be part of the monitoring variables, as demonstrated by previous work, or can be seen as a disturbance (Ye et al., 2019; Zhang et al., 2018). In the case of this segmentation study, the spatter can cause false positives and create foregrounds that would suggest changes to nonexistent laser tracks. The testing of the segmentation accuracy with the SLS dataset circumvented this problem since PEEK does not create noticeable spatters during the processing of the build surface. However, the segmentation accuracy may change drastically if the algorithms are applied to processes with high amounts of spatter ejection. Thus, we separately investigate the spatter detection for the segmentation algorithms on the SLM dataset. We use the SLM dataset due to its strong spatter ejection characteristics as the spatter was repeatedly ejected across the entire build surface and significantly obscured the laser tracks.

The upper-left rectangular cross-section is the first cross-section scanned for each layer of the SLM build. We use the first 400 images of a sample layer that show the processing of the upper-left cross-section and apply the algorithms to the images. We manually analyze the sequence of images for each algorithm by qualitatively looking for obvious artifacts in the foregrounds. If a given algorithm does not detect spatter in its foregrounds, the foreground will include additional nonzero pixels across the entire image.

To support and illustrate our manual analysis, we use a binary composite image for each algorithm that shows which pixels have been part of a foreground at least once and which pixels were never selected as part of a foreground. The binary composite image is created by first turning the foregrounds of a given algorithm into binary masks, where the foreground pixels have the value one and the background pixels the value zero. Following, the masks are summed up pixel-wise. The resulting binary composite image has nonzero values for pixels that have been part of a foreground at least once and pixels with zero values that were never selected as part of a foreground. If a given algorithm includes spatter in its foregrounds, the binary composite image would show numerous pixels selected as foreground that lay outside of the upper-left rectangular cross-section.

For visualization purposes, we manually extract the approximate border contour of the upper-left cross-section (Figure 6b) and project the contour onto each binary composite image. The area of the nonzero pixels in the binary composite image should approximately match the area represented by the projected contour. Some nonzero pixels fall slightly outside of the contour since this ‘overflow’ of nonzero pixels around the contour is caused by the difference in segmentation of the transition zone between the laser tracks and the unprocessed powder.

For the segmentation of the SLM batch, we use the default parameters for the segmentation algorithms. The calibrated parameters from the SLS dataset may not translate to the SLM dataset since the pixel intensity values from the SLS dataset are different from the SLM dataset.

5. Results

5.1. Segmentation accuracy

The simple combination algorithm FD+Thresh($\lambda$) performed best on the segmentation accuracy test (Table 2). Even with default parameters, FD+Thresh($\lambda$) had a better $F_1$-score than all of the other algorithms. Several
| Algorithms         | Parameters | F$_1$-score |
|-------------------|------------|-------------|
| FD+Thresh($\lambda$) | calibrated default | 0.93 |
| FD+GSOC           | calibrated default | 0.84 |
| FD+Yen            | –           | 0.78 |
| FD+CNT            | calibrated default | 0.70 |
| FD+MOG            | calibrated default | 0.67 |
| Thresh            | calibrated default | 0.62 |
| FD+isodata        | –           | 0.61 |
| FD+Otsu           | –           | 0.60 |
| FD+Triangle       | –           | 0.60 |
| GSOC              | calibrated default | 0.60 |
| MOG               | calibrated default | 0.58 |
| CNT               | calibrated default | 0.56 |
| FD+Sauvola        | calibrated default | 0.54 |
| FD+Li             | –           | 0.52 |
| FD+GMG            | calibrated default | 0.38 |
| FD+MOG2           | calibrated default | 0.35 |
| GMG               | calibrated default | 0.29 |
| LSBP              | calibrated default | 0.29 |
| MOG2              | calibrated default | 0.29 |
| FD+KNN            | calibrated default | 0.22 |
| KNN               | calibrated default | 0.14 |
| Triangle          | –           | 0.02 |
| Yen               | –           | 0.02 |
| FD+LSBP           | calibrated default | 0.01 |
| Otsu              | –           | 0.01 |
| Others            | –           | 0.00 |

Table 2: Segmentation accuracy of tested algorithms on the SLS dataset. Algorithms are ordered by calibrated F$_1$-score. The bold algorithm is one of the baseline algorithms.
| ID              | Time per image [ms] |
|-----------------|---------------------|
| Thresh(λ)       | 0.21                |
| FD              | 0.29                |
| FD+Thresh(λ)    | 0.47                |
| Triangle        | 0.69                |
| Otsu            | 0.72                |
| CNT             | 0.74                |
| SubMax(δ)       | 0.96                |
| FD+Triangle     | 1.09                |
| Yen             | 1.10                |
| isodata         | 1.12                |
| FD+Otsu         | 1.15                |
| AdaptMean       | 1.21                |
| FD+AdaptMean    | 1.40                |
| FD+isodata      | 1.50                |
| FD+Yen          | 1.51                |
| FD+AdaptGauss   | 1.66                |
| FD+CNT          | 1.67                |
| MOG2            | 2.31                |
| KNN             | 2.59                |
| FD+MOG2         | 3.32                |
| MOG             | 5.17                |
| FD+KNN          | 5.19                |
| FD+MOG          | 5.33                |
| FD+Li           | 7.02                |
| Sauvola         | 8.36                |
| GMG             | 8.44                |
| Li              | 9.21                |
| FD+GMG          | 9.39                |
| AdaptGauss      | 15.77               |
| FD+LSBP         | 16.00               |
| LSBP            | 16.83               |
| FD+Sauvola      | 23.74               |
| GSOC            | 267.37              |
| FD+GSOC         | 296.03              |

Table 3: Average computation times of tested algorithms. Algorithms are ranked by time in increasing order.
algorithms, such as FD+GSOC and FD+Yen, trailed FD+Thresh(λ) but still performed better than the baseline algorithm Thresh(λ). All algorithms that performed better than Thresh(λ) were combination algorithms that used the frame differencing method as the first processing step.

Most of the OpenCV algorithms that were not combination algorithms scored in the midfield of the F₁-score. Most of the thresholding algorithms, on the other hand, scored at the bottom of the F₁-score. Some of these thresholding algorithms, such as the Yen, isodata, and Sauvola algorithms, did not score higher than 0.00 and are grouped as Others in Table 2. This group also includes the other baseline algorithm SubMax(δ). For a detailed breakdown of each algorithm’s performance that includes the precision and recall, we refer the reader to Table A.5 in Appendix A.

To demonstrate the segmentation results, we present the results from different algorithms for an exemplary sequence of the SLS batch in Figure 7. The first two rows show the raw infrared images and the corresponding ground truth images. The ground truth images mark the current foreground as red, the current background as yellow, and the current buffer zones as black. The subsequent rows show the binary masks of the segmentation results. The white pixels represent the foreground, while the black pixels represent the background. All of the images are cropped to the area of the first cross-section (see Figure 4a and 6a).

As indicated by the third row of Figure 7, FD+Thresh(λ) successfully detected the desired foreground pixels. FD+Thresh also recognized when there are no foreground pixels present due to the laser not scanning the build surface (see third column). In contrast, Thresh, MOG, and Otsu’s method, did not successfully segment the images into foregrounds and backgrounds. All three algorithms exhibit foreground pixels that span the entire horizontal length of the cross-section and include false positives during the time the laser is off.

5.2. Computational speed

As indicated by Table 3, the Thresh(λ), FD, and FD+Thresh(λ) algorithms achieved the fastest average computation time per image due to their low computational complexity. The thresholding algorithms Triangle and Otsu as well as the CNT and SubMax(δ) algorithms also demonstrated fast computation with sub-millisecond times. The remaining algorithms took anywhere between 1 to 25 milliseconds to process each image. The only algorithms that required considerably more time were the GSOC algorithm and its combination algorithm FD+GSOC. The computational speed of these two algorithms was an order of magnitude higher than any other algorithm.

For some of the thresholding algorithms, the speed of the individual thresholding algorithm was higher than the speed of the corresponding combination algorithm. Since the thresholding step in the combination algorithm eliminates some of the nonzero pixels, the decrease in speed is likely due to a smaller number of nonzero pixels present in each image.

5.3. Spatter detection

Figure 8 shows the binary composite image for each algorithm. The white colors represent nonzero pixel values, while the black colors represent values of zero. The dashed boxes are the projected contours and indicate the area of the upper-left cross-section from Figure 6b.

For the algorithms of the first row (MOG, MOG2, CNT, GSOC, and Thresh) and the KNN algorithm in the second row of Figure 8, the areas of the nonzero pixels approximately match the areas of the projected contours. The nonzero pixels in the composite images from these algorithms are either inside the projected contours or part of the overflow of nonzero pixels around the contours. Aligned with our manual inspection of the segmentation results, these algorithms did not exhibit any artifacts in their foregrounds. Each foreground only featured nonzero pixels that approximately represented the most recent laser track changes on the build surface. Note that KNN has a single isolated nonzero pixel laying outside of the contour. Based on our manual inspection, this detection stems from general segmentation problems of the KNN algorithm due to poor segmentation accuracy (see Section 5.1).

The remaining algorithms were either significantly influenced by the spatter or had general segmentation problems. The segmented results from these algorithms exhibited numerous artifacts in each foreground. These artifacts may stem from the ejected spatter or general segmentation problems of the algorithm. As a result, the composite images for most of these algorithms exhibit numerous nonzero pixels outside of the projected contours, some even consisting almost entirely of nonzero pixels. Only the Thresh(λ) and GMG algorithms did not exhibit this characteristic. Instead, these algorithms missed foreground pixels during scanning.

6. Discussion

We found that the combination of frame differencing with common thresholding and background segmentation algorithms performed best for finding the most recent changes of the laser tracks in each infrared image. Especially
Figure 7: Segmentation results of different algorithms for an exemplary sequence of infrared images. The images are cropped to the area of the first cross-section.
the FD+Thresh(\(\lambda\)) algorithm, which combines frame differencing with simple thresholding, performed better than any other segmentation algorithm while also maintaining one of the highest speeds for processing each image. Furthermore, we found that all of the popular thresholding algorithms that were recently used in LPBF studies, such as Otsu’s method, performed poorly on the segmentation accuracy test.

The FD+Thresh(\(\lambda\)) algorithm has the advantage that the \(\lambda\) parameter is relatively easy to tune compared to the other segmentation algorithms. If the desired width for the detected laser track should be thinner, \(\lambda\) can be increased to eliminate more foreground pixels from the border of the laser track; if the desired width should be bigger, then \(\lambda\) can be decreased. However, there might be LPBF process setups where the default \(\lambda\) does not work well, and calibrating the algorithm is not possible. In this case, the parameterless combination algorithm FD+Yen is a promising alternative that has similar speeds as the FD+Thresh(\(\lambda\)) algorithm and still has better performance than the baseline algorithm Thresh(\(\lambda\)).

Algorithms like FD+Thresh(\(\lambda\)) can be readily deployed to address several severe process limitations for LPBF processes. First, the FD+Thresh(\(\lambda\)) algorithm can be used to online monitor the most recent laser track changes
with respect to different process signatures, such as temperature distribution and geometrical dimensions. Even the entire laser tracks and the heat-affected zone could be monitored with the help of the segmented outputs, as described in Section 4. Second, the segmented outputs can be used to reduce noise and dimensionality of the data for data-driven methods by eliminating the uninformative portions of the data, such as the backgrounds and the images where the laser is off. This pre-processing of the data can significantly increase the performance of the data-driven methods. Finally, the promise of extracting the informative portions of the images can also be applied to store the images efficiently. Since high-speed infrared cameras produce massive amounts of data, using the segmented outputs to store only the informative portions of the data significantly reduces the memory footprint and addresses current data storage limitations.

The second key finding of this study is that only a few algorithms (MOG, MOG2, CNT, GSOC, Thresh(λ), KNN) successfully excluded spatter from the foregrounds. However, none of these algorithms were among the top-performing algorithms in Section 5.1; these six algorithms only had mediocre to poor segmentation accuracy. Nevertheless, the baseline algorithm Thresh(λ) still approximately detected the changes in the laser tracks and may prove useful for processes with strong spatter characteristics, where an approximate detection of the most recent changes of the laser tracks suffices.

With regards to the qualitative nature of the manual inspection, it is important to note that the manual inspection only sufficed to identify which algorithms do not detect spatter in their foregrounds. The manual inspection was not sufficient to differentiate between poor segmentation accuracy and spatter detection for the algorithms with artifacts in the foregrounds. Some of the algorithms that exhibited artifacts in the foregrounds on the SLM dataset may perform differently with non-default parameters. Further investigation is needed to quantify the degree of spatter detection for each algorithm and differentiate between segmentation accuracy and spatter detection. Nevertheless, the current findings may provide important insights into the effect of ejected spatter on the segmentation algorithms.

Overall, based on the two key findings of this study, none of the algorithms currently possess high segmentation accuracy, high computational speed while also being free of foreground artifacts for processes with strong spatter characteristics. Finding segmentation algorithms that combine these characteristics still requires further investigation. Investigating the degree of spatter detection may also be useful for applications where spatter detection is desired.

7. Conclusion

We studied different segmentation algorithms that separate each infrared image into a foreground and background to address key process limitations for the laser powder bed fusion (LPBF) processes. We present a summary of the results in Table A.5 and A.6. By evaluating each algorithm based on segmentation accuracy and computational speed, we found that the combination of frame differencing methods with simple thresholding, called FD+Thresh(λ), works best for the LPBF processes. This algorithm had the best segmentation accuracy and also one of the fastest computational speeds. Due to its simple implementation and intuitive parameter, the FD+Thresh(λ) algorithm can be readily applied to online monitor the most recent laser track changes and extract the informative portions of the infrared images for pre-processing and efficient data storage.

We also qualitatively analyzed the spatter detection for each algorithm as the ejected spatter can significantly influence the image segmentation. We found that only a few algorithms did not include spatter in the foregrounds. However, those algorithms possessed mediocre segmentation accuracy at best. Further investigations are needed to find algorithms that combine high segmentation accuracy and computational speed with robustness against spatter detection.
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Appendix A. Tables
| Algorithms      | Type        | Parameters                                                                 |
|-----------------|-------------|----------------------------------------------------------------------------|
| Thresh(\(\lambda\)) | calibrated | \(\lambda\): 377.60                                                      |
|                 | default     | \(\lambda\): 295                                                        |
| FD+Thresh(\(\lambda\)) | calibrated | \(\lambda\): 4.44                                                       |
|                 | default     | \(\lambda\): 3                                                          |
| SubMax(\(\delta\))  | calibrated | \(\delta\): 125.81                                                     |
|                 | default     | \(\delta\): 20                                                         |
| GSOC            | calibrated | 'hitsThresh': 5, 'nSamples': 506, 'propRate': 0.76, 'replaceRate': 0.01   |
|                 | default     | OpenCV default                                                          |
| FD+GSOC         | calibrated | 'hitsThresh': 2, 'nSamples': 596, 'propRate': 0.72, 'replaceRate': 0.058 |
|                 | default     | OpenCV default                                                          |
| CNT             | calibrated | 'maxStability': 6, 'minStability': 0                                      |
|                 | default     | OpenCV default                                                          |
| FD+CNT          | calibrated | 'maxStability': 6, 'minStability': 0                                      |
|                 | default     | 0.03                                                                     |
| MOG             | calibrated | 'backRatio': 0.47, 'history': 14, 'nmixtures': 290                       |
|                 | default     | OpenCV default                                                          |
| FD+MOG          | calibrated | 'backRatio': 0.77, 'history': 29, 'nmixtures': 327                       |
|                 | default     | OpenCV default                                                          |
| GMG             | calibrated | 'thresh': 0.81                                                          |
|                 | default     | 'thresh': 0.8                                                          |
| FD+GMG          | calibrated | 'thresh': 0.03                                                         |
|                 | default     | 'thresh': 0.8                                                          |
| MOG2            | calibrated | 'history': 67, 'thresh': 10.10                                          |
|                 | default     | OpenCV default                                                          |
| FD+MOG2         | calibrated | 'history': 27, 'thresh': 1.10                                           |
|                 | default     | OpenCV default                                                          |
| LSBP            | calibrated | 'radius': 200, 'samples': 266                                          |
|                 | default     | OpenCV default                                                          |
| FD+LSBP         | calibrated | 'radius': 25, 'samples': 700                                            |
|                 | default     | OpenCV default                                                          |
| KNN             | calibrated | 'history': 68, 'thresh': 298.81                                         |
|                 | default     | OpenCV default                                                          |
| FD+KNN          | calibrated | 'history': 2, 'thresh': 4.40                                            |
|                 | default     | OpenCV default                                                          |
| AdaptMean       | calibrated | 'C': 0, 'box': 451                                                       |
|                 | default     | OpenCV default                                                          |
| FD+AdaptMean    | calibrated | 'C': 66, 'box': 263                                                      |
|                 | default     | OpenCV default                                                          |
| AdaptGauss      | calibrated | 'C': 2, 'box': 387                                                       |
|                 | default     | OpenCV default                                                          |
| FD+AdaptGauss   | calibrated | 'C': 78, 'box': 7                                                        |
|                 | default     | OpenCV default                                                          |
| Sauvola         | calibrated | 'box': 79, 'k': 0.41                                                    |
|                 | default     | scikit-image default                                                     |
| FD+Sauvola      | calibrated | 'box': 37, 'k': 0.23                                                     |
|                 | default     | scikit-image default                                                     |

Table A.4: Parameters for the segmentation algorithms.
| Algorithms     | Segmentation accuracy | Computation time | Spatter robust? |
|---------------|-----------------------|-----------------|----------------|
|               | Precision | Recall | F$_1$-score | [ms] |         |
| Thresh($\lambda$) default calibrated  | 0.09 | 0.98 | 0.17 | **0.21** | No |
| FD – | 0.00 | 1.00 | 0.00 | 0.29 | No |
| MOG default calibrated | 0.21 | 0.90 | 0.35 | 5.17 | Yes |
| FD+MOG default calibrated | 0.54 | 0.68 | 0.60 | 5.33 | No |
| MOG2 default calibrated | 0.10 | 0.96 | 0.17 | 2.31 | Yes |
| FD+MOG2 default calibrated | 0.21 | 0.79 | 0.33 | 3.32 | No |
| KNN default calibrated | 0.06 | 0.97 | 0.10 | 2.59 | Yes |
| FD+KNN default calibrated | 0.12 | 0.81 | 0.21 | 5.19 | No |
| GMG default calibrated | 0.17 | 0.89 | 0.29 | 8.44 | No |
| FD+GMG default calibrated | 0.23 | 0.80 | 0.36 | 9.39 | No |
| CNT default calibrated | 0.02 | 0.94 | 0.04 | 0.74 | Yes |
| FD+CNT default calibrated | 0.02 | 0.73 | 0.03 | 1.67 | No |
| FD+Thresh($\lambda$) default calibrated | 0.85 | 0.93 | **0.88** | 0.47 | No |
| SubMax($\delta$) default calibrated | 0.00 | 0.07 | 0.00 | 0.96 | No |
| GSOC default calibrated | 0.07 | 1.00 | 0.01 | 267.37 | Yes |
| FD+GSOC default calibrated | 0.26 | 0.87 | 0.41 | 296.03 | No |
| LSBP default calibrated | 0.16 | 0.73 | 0.26 | 16.83 | No |
| FD+LSBP default calibrated | 0.01 | 0.59 | 0.01 | 16.00 | No |

Table A.5: Performance summary of all algorithms (Part 1).
| Algorithms          | Segmentation accuracy | Computation time [ms] | Spatter robust? |
|--------------------|-----------------------|-----------------------|-----------------|
|                    | Precision | Recall | F\(_1\)-score |                       |            |
| AdaptMean default calibrated | 0.00     | 0.85   | 0.00           | 1.21               | No          |
| AdaptGauss default calibrated | 0.00     | 0.77   | 0.00           | 15.77              | No          |
| FD+AdaptMean default calibrated | 0.00     | 0.71   | 0.00           | 1.40               | No          |
| FD+AdaptGauss default calibrated | 0.00     | 0.60   | 0.00           | 1.66               | No          |
| Otsu –              | 0.00     | 0.96   | 0.01           | 0.72               | No          |
| Li –                | 0.00     | 1.00   | 0.00           | 9.21               | No          |
| Sauvola default calibrated | 0.00     | 0.91   | 0.00           | 8.36               | No          |
| FD+Sauvola default calibrated | 0.35     | 0.79   | 0.48           | 23.74              | No          |
| Triangle –          | 0.01     | 1.00   | 0.02           | 0.69               | No          |
| Yen –               | 0.01     | 0.91   | 0.02           | 1.10               | No          |
| isodata –           | 0.00     | 1.00   | 0.00           | 1.12               | No          |
| FD+Otsu –           | 0.62     | 0.59   | 0.60           | 1.15               | No          |
| FD+Li –             | 0.36     | 0.94   | 0.52           | 7.02               | No          |
| FD+Triangle –       | 0.44     | 0.95   | 0.60           | 1.09               | No          |
| FD+Yen –            | 0.73     | 0.84   | 0.78           | 1.51               | No          |
| FD+isodata –        | 0.62     | 0.59   | 0.61           | 1.50               | No          |

Table A.6: Performance summary of all algorithms (Part 2).