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Abstract

In this paper, we introduce modular polynomials for the congruence subgroup \( \Gamma_0(M) \) when \( X_0(M) \) has genus zero and therefore the polynomials are defined by a Hauptmodul of \( X_0(M) \). We show that the intersection number of two curves defined by two modular polynomials can be expressed as the sum of the numbers of \( SL_2(\mathbb{Z}) \)-equivalence classes of positive definite binary quadratic forms over \( \mathbb{Z} \). We also show that the intersection numbers can be also combinatorially written by Fourier coefficients of the Siegel Eisenstein series of degree 2, weight 2 with respect to \( Sp_2(\mathbb{Z}) \).

1 Introduction

For \( N \in \mathbb{Z}_{>0} \), we consider the following function:

\[
\Phi_N(j(E), j(E')) := \prod_{[f, E'_1]} (j(E) - j(E'_1))
\]

where \( E, E' \) are elliptic curves over \( \mathbb{C} \) and \([f, E'_1]\) is the equivalence class of an ordered pair \((f, E'_1)\) of degree \( N \) isogeny \( f \colon E'_1 \to E' \). It is well-known that the function \( \Phi_N(X, Y) \) is a symmetric polynomial in \( \mathbb{Z}[X, Y] \). We call this polynomial the modular polynomial of degree \( N \). The symbol \( T_N \) denotes the affine plane algebraic curve defined by the modular polynomial \( \Phi_N(X, Y) \).

In [Hur85] (see also Proposition 2.4 of [GK93]), Hurwitz computed the intersection numbers of two affine algebraic curves \( T_{N_1} \) and \( T_{N_2} \), which is defined by \((T_{N_1}, T_{N_2}) := \dim_{\mathbb{C}} \mathbb{C}[X, Y]/(\Phi_{N_1}, \Phi_{N_2})\) in this case.

**Theorem 1.1 (Hurwitz).** The curves \( T_{N_1} \) and \( T_{N_2} \) intersect properly if and only if \( N_1 N_2 \) is not a square. In this case, their intersection number is

\[
(T_{N_1} \cdot T_{N_2}) = \sum_{t^2 < 4N_1 N_2} \sum_{d|(N_1, N_2, t)} d \cdot H\left(\frac{4N_1 N_2 - t^2}{d^2}\right),
\]
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where $H(D)$ is the number of SL$_2(\mathbb{Z})$-equivalence classes of positive definite binary quadratic forms over $\mathbb{Z}$ with determinant $D$, counting the forms equivalent to $ex_1^2 + ex_2^2$ and $ex_1^2 + ex_2^2 + e_x_1 x_2 + e_x_2$ with multiplicity $1/2$ and $1/3$ respectively.

A detailed proof will be found in [GK93] or [Vog07] with the result in [Göt07]. Another proof will be found in [Lin09] by calculating intersection multiplicities at cusps and intersection number of $T_{N_1}$ and $T_{N_2}$ as cycles on $\mathbb{P}^1 \times \mathbb{P}^1$. In [GK93], they also computed the arithmetic intersection numbers of three cycles $T_{N_1}, T_{N_2}$ and $T_{N_0}$ on the 3-dimensional scheme Spec $\mathbb{Z}[X,Y]$.

The curve $T_N$ can be considered as an algebraic cycle in the ambient space $Y(1) \times Y(1) = \mathbb{C} \times \mathbb{C}$ and the intersection of two cycles is taking in $Y(1) \times Y(1) = \mathbb{C} \times \mathbb{C}$. It seems interesting to study the intersection of a similar cycles in more general ambient space.

In this paper, we replace $Y(1)$ with any $Y_0(M)$ whose compactification has genus zero and study an analogue of $T_N$ defined in $Y_0(M) \times Y_0(M)$. In this situation, we obtain a Hauptmodul $t$ of $Y_0(M)$, which generates the field of meromorphic function on a canonical compactification of $Y_0(M)$. Let us consider the following function for $Y_0(M)$ defined by

$$\Phi_{N}^{\Gamma_0(M)}(t(E,C), t(E', C')) := \prod_{[f,E_1',C_1']} (t(E,C) - t(E_1', C_1'))$$

where $(E, C)$ is an elliptic curve with level structure for $\Gamma_0(M)$, that is, $C$ is a cyclic subgroup of $E$ of order $M$, and $[f,E_1',C_1']$ are the equivalence class of an ordered pair $(f,E_1)$ of degree $N$ isogeny $f : E_1' \to E'$ such that $f(C_1') = C'$. Two objects $(f_1, E_1, C_1) \cong (f_2, E_2, C_2)$ are equivalent if and only if there exists an isogeny $g : E_1 \to E_2$ such that $f_1 = f_2 \circ g$ and $g(C_1) = C_2$.

In the definition of $\Phi_{N}^{\Gamma_0(M)}$, we choose $t$ so that it has a simple pole at $\infty$ with residue 1 and is holomorphic on $X_0(M) \setminus \{\infty\}$ and whose Fourier expansion with respect to $q := e^{2\pi \sqrt{-1} \tau}$ has integral coefficients. We give this $t$ explicitly in section 2. It will turn out that the function $\Phi_{N}^{\Gamma_0(M)}$ is a symmetric polynomial in $\mathbb{Z}[X,Y]$ and we call it the modular polynomial of level $N$ for $\Gamma_0(M)$. The symbol $T_{N_1}^{\Gamma_0(M)}$ denotes the affine plane algebraic curve defined by the modular polynomial $\Phi_{N}^{\Gamma_0(M)}(X,Y)$. The curve $T_{N_0}^{\Gamma_0(M)}$ can be considered as an algebraic cycle in the ambient space $Y_0(M) \times Y_0(M) \subset \mathbb{C} \times \mathbb{C}$ under $t \times t$.

In the case when two affine algebraic curves $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ in $t(Y_0(M)) \times t(Y_0(M))$ intersect properly, the intersection multiplicity of $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ at $(x_0,y_0) \in t(Y_0(M)) \times t(Y_0(M))$ is defined by

$$(T_{N_1}^{\Gamma_0(M)} : T_{N_2}^{\Gamma_0(M)})(x_0,y_0) := \dim \mathbb{C}[[X - x_0, Y - y_0]]/(\Phi_{N_1}^{\Gamma_0(M)}, \Phi_{N_2}^{\Gamma_0(M)}).$$

The intersection number of $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ on $t(Y_0(M)) \times t(Y_0(M))$ is defined by

$$(T_{N_1}^{\Gamma_0(M)} : T_{N_2}^{\Gamma_0(M)}) := \sum_{(x_0,y_0) \in Y_0(M) \times Y_0(M)} (T_{N_1}^{\Gamma_0(M)} : T_{N_2}^{\Gamma_0(M)})(x_0,y_0).$$
except for $M = 1$.

The main result in this paper is the following theorem.

**Theorem 1.2.** For two positive integers $N_1, N_2$ which are relatively prime to $M$, the curves $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ intersect properly if and only if $N_1 N_2$ is not a square. In this case, their intersection number on $t(Y_0(M)) \times t(Y_0(M))$ is

$$\sum_{x \in \mathbb{Z}, \ x^2 < 4N_1N_2} Z \cdot H^M \left( \frac{4N_1N_2 - x^2}{Z^2} \right)$$

where

$$H^M(D) := \sum_{Q = [Ma,b,c], \ \text{det} \ Q = D} \frac{1}{\Gamma_0(M)Q : \{\pm 1\}}.$$
It is known that $E_2^{(2)}(Z, s)$ is absolutely convergent if $\text{Re}(s) > \frac{1}{2}$ and further it is extended to the whole space of complex numbers in $s$. As mentioned in [Nag92] Kohnen showed that $E_2^{(2)}(Z, s)$ is finite at $s = 0$ that means $E_2^{(2)}(Z, 0)$ is a smooth function on $\mathbb{H}_2$. Let us consider the Fourier expansion

$$E_2^{(2)}(Z, 0) = \sum_{T \in \text{Sym}_2(Z)} C(T, Y) e^{2\pi \sqrt{-1} \text{Tr}(TZ)} , \ Z = X + Y \sqrt{-1}$$

where $\text{Sym}_2(Z)$ stands for the set of all symmetric half-integral 2 by 2 matrices over $\mathbb{Z}$ so that the diagonal entries are defined over $\mathbb{Z}$ while the anti-diagonal entries are defined over $\frac{1}{2}\mathbb{Z}$. We denote by $\text{Sym}_2(Z)_{>0}$ the subset of $\text{Sym}_2(Z)$ consisting of all positive definite matrices. For any $T \in \text{Sym}_2(Z)_{>0}$ it is shown that $T$-th Fourier coefficient $C(T, Y)$ is independent of $Y$ and therefore we may set $C(T) := C(T, Y)$. We also denote by $\chi_T$ the quadratic character associated to the imaginary quadratic field $\mathbb{Q}(\sqrt{-\text{det}(2T)})$ for $T \in \text{Sym}_2(Z)_{>0}$. Then our next main result is as follows.

**Theorem 1.3.** Keep the notation in Theorem 1.2. For the case when $M = p$ is a prime, it holds that

$$\left( T_{N_1}^{\Gamma_0(M)} , T_{N_2}^{\Gamma_0(M)} \right) = \frac{1}{288} \sum_{T \in \text{Sym}_2(Z)_{>0}, \text{diag}(T) = (N_1/2, N_2/2)} A^p(\text{det}(2T)) C(T)$$

where $\text{diag}(T)$ stands for the diagonal part of $T$.

This theorem explains our intersection numbers can be combinatorially written by Fourier coefficients of Eisenstein series of “level one”. However it seems natural to expect a direct relation of them with Fourier coefficients of a single Siegel modular form with a non-trivial level. In fact, according to Kudla’s problem, if we can extend the results in [Kud97] in case of $SO(3, 2)$ to the non-compact quotient case, it is plausible to believe the existence of the Siegel Eisenstein series of degree 2, weight 2 with a non-trivial level whose Fourier coefficients are directly related to the intersection number in the above theorem. This will be discussed somewhere else.

We will organize this paper as follows: In Section 2 we study the basic properties of modular polynomials for modular curves of genus zero including other curves as $X_1(M), X(M)$. In Section 3 we study $\Gamma_0(M)$-equivalence classes of primitive positive definite binary quadratic forms over $\mathbb{Z}$. In Section 4 we calculate the intersection multiplicity of $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ when $N_1 N_2$ is a non-square and $(M, N_1 N_2) = 1$ and prove Theorem 1.2 and Theorem 1.3.

## 2 Modular polynomials

In this Section, we introduce modular polynomials for some congruence subgroups in $\text{SL}_2(\mathbb{Z})$ and study basic properties of them. First of all, we define other modular polynomials.
Let $M_2(\mathbb{Z})$ be the set of square matrices of size 2 and $SL_2(\mathbb{Z})$ be the special linear group. We set congruence subgroups in $SL_2(\mathbb{Z})$ by

$$\Gamma_0(M) := \left\{ A \in SL_2(\mathbb{Z}) \mid A \equiv \left( \begin{array}{cc} * & * \\ 0 & * \end{array} \right) \mod M \right\},$$

$$\Gamma_1(M) := \left\{ A \in SL_2(\mathbb{Z}) \mid A \equiv \left( \begin{array}{cc} 1 & * \\ 0 & 1 \end{array} \right) \mod M \right\},$$

$$\Gamma(M) := \left\{ A \in SL_2(\mathbb{Z}) \mid A \equiv \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \mod M \right\}.$$

These congruence subgroups yield the following modular curves obtained by quoting the complex upper half plane $\mathbb{H} = \{ z = x + \sqrt{-1}y \in \mathbb{C} \mid y > 0 \}$ by them as:

$$Y_0(M) := \Gamma_0(M) \backslash \mathbb{H}, \quad Y_1(M) := \Gamma_1(M) \backslash \mathbb{H}, \quad Y(M) := \Gamma(M) \backslash \mathbb{H}.$$

Let $Y = Y_0(M), Y_1(M)$ or $Y(M)$ whose compactification has genus zero. The list of such $M$ will be found in the last paragraph of Section 3 in [Seb01]. In the case when $Y = Y_0(M)$, $M$ satisfies $1 \leq M \leq 10$ or $M = 12, 13, 16, 18$ or $25$. In the case when $Y = Y_1(M)$, $M$ satisfies $1 \leq M \leq 10$ or $M = 12$ and in the case when $Y = Y(M)$, $M$ satisfies $1 \leq M \leq 5$. In this situation, we obtain a Hauptmodul $t$ of $Y$, which generates the function field $\mathbb{C}(Y)$. Let $N$ be a positive integer. In the case when $Y = Y_0(M)$, we define the function

$$\Phi_N^{\Gamma_0(M)}(t(E,C), t(E', C')) = \prod_{[f, E'_1, C'_1] \in I_N^{\Gamma_0(M)}(E,C)_{\text{isog}}} (t(E,C) - t(E'_1, C'_1))$$

where $(E, C), (E', C')$ are elliptic curves with level structure for $\Gamma_0(M)$,

$$I_N^{\Gamma_0(M)}(E,C)_{\text{isog}} := \{(f : E_1 \to E \text{ isogeny}, f(C_1) = C) / \cong \}$$

and $(f_1, E_1, C_1) \cong (f_2, E_2, C_2)$ if and only if there exists an isogeny $g : E_1 \to E_2$ such that $f_1 = f_2 \circ g$ and $g(C_1) = C_2$.

Similarly, in the case when $Y = Y_1(M)$, we define

$$\Phi_N^{\Gamma_1(M)}(t(E,Q), t(E', Q')) := \prod_{[f, E'_1, Q'_1] \in I_N^{\Gamma_1(M)}(E,Q)_{\text{isog}}} (t(E,Q) - t(E'_1, Q'_1))$$

where $(E, Q), (E', Q')$ are elliptic curves with level structure for $\Gamma_1(M)$, that is, $Q$ and $Q'$ are points of order $M$ in $E$ and $E'$ respectively. We also define

$$I_N^{\Gamma_1(M)}(E,Q)_{\text{isog}} := \{(f : E_1 \to E \text{ isogeny}, f(Q_1) = Q) / \cong \}$$

where $(f_1, E_1, Q_1) \cong (f_2, E_2, Q_2)$ if and only if there exists an isogeny $g : E_1 \to E_2$ such that $f_1 = f_2 \circ g$ and $g(Q_1) = Q_2$. 
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Accordingly, we also define
\[
\Phi_N^{(M)}(t(E, P, Q), t(E', P', Q')) := \prod_{[f, E_1', Q_1'] \in \mathcal{I}_N^{(M)}(E, P, Q)_{\text{isog}}} (t(E, P, Q) - t(E_1', P_1', Q_1'))
\]
where \((E, P, Q), (E', P', Q')\) are elliptic curves with level structure for \(\Gamma(M)\), that is, \(P, Q\) is points of order \(M\) in \(E\) such that \(e_M(P, Q) = e^{2\pi e^{-i/M}}\) where \(e_M\) is the Weil pairing. The points \(P'\) and \(Q'\) satisfy a similar condition. We also define
\[
I_N^{(M)}(E, P, Q)_{\text{isog}} := \{(f, E_1, P_1, Q_1) \mid f: E_1 \to E\ \text{isogeny}, f(P_1) = P, f(Q_1) = Q\}/\cong
\]
where \((f_1, E_1, P_1, Q_1) \cong (f_2, E_2, P_2, Q_2)\) if and only if there exists an isogeny \(g: E_1 \to E_2\) such that \(f_1 = f_2 \circ g, g(P_1) = P_1\) and \(g(Q_1) = Q_2\).

For \(Y = Y(1)\), we define
\[
\Psi_N(j(E), j(E')) := \prod_{[f, E_1']} (j(E) - j(E_1'))
\]
where \(E, E'\) are elliptic curves and \([f, E_1']\) is the equivalence class of an ordered pair \((f, E_1')\) of degree \(N\) cyclic isogeny \(f: E_1' \to E\). It is a classical result that \(\Phi_N = \prod_{N \nmid N} \Psi_{N/N}(X, Y)\), \(\Psi_N(X, j)\) is irreducible over \(\mathbb{C}(j)\) and the vanishing set of \(\Psi_N(X, Y)\) is the image of the composition of the following two maps
\[
\begin{align*}
Y_0(N) & \to Y(1) \times Y(1) \\
[E, C] & \mapsto ([E], [E/C]) \mapsto (j(E), j(E/C))
\end{align*}
\]
where \([E, C]\) is the equivalence class of the elliptic curve with level structure for \(\Gamma_0(N)\). A proof will be found in [Vog07].

To factorize \(\Phi_N^{(M)}, \Psi_N^{(M)}, \Phi_{N}^{(M)}\) into irreducible components, we define
\[
P_N^{\Gamma_0^{(M)}}(E, C)_{\text{isog}} := \{[f, E_1, C_1] \in I_N^{\Gamma_0^{(M)}}(E, C)_{\text{isog}} \mid f\ \text{cyclic isogeny}\},
\]
\[
P_N^{\Gamma_1^{(M)}}(E, Q)_{\text{isog}} := \{[f, E_1, Q_1] \in I_N^{\Gamma_1^{(M)}}(E, Q)_{\text{isog}} \mid f\ \text{cyclic isogeny}\}
\]
and
\[
P_N^{(M)}(E, P, Q)_{\text{isog}} := \{[f, E_1, P_1, Q_1] \in I_N^{(M)}(E, P, Q)_{\text{isog}} \mid f\ \text{cyclic isogeny}\}.
\]

Accordingly, we also define
\[
\Psi_N^{\Gamma_0^{(M)}}(t(E, C), t(E', C')) = \prod_{[f, E_1', C_1'] \in P_N^{\Gamma_0^{(M)}}(E, Q)_{\text{isog}}} (t(E, C) - t(E_1', C_1'))
\]
\[
\Psi_N^{\Gamma_1^{(M)}}(t(E, Q), t(E', Q')) = \prod_{[f, E_1', Q_1'] \in P_N^{\Gamma_1^{(M)}}(E, C)_{\text{isog}}} (t(E, Q) - t(E_1', Q_1'))
\]
and
\[
\Psi^M_N(t(E, P, Q), t(E', P', Q')) := \prod_{[f, E', P', Q'] \in P^M_N(E, P, Q)_{\text{org}}} (t(E, P, Q) - t(E'_1, P'_1, Q'_1))
\]

where \((E, C), (E, Q), (E, P, Q)\) are elliptic curves with level structure for \(\Gamma_0(M), \Gamma_1(M), \Gamma(M)\) respectively.

We define
\[
Y^0_0(M, N) := \Gamma^0_0(M, N) \backslash \mathbb{H}, \quad Y^0_1(M, N) := \Gamma^0_1(M, N) \backslash \mathbb{H}, \quad Y^0(M, N) := \Gamma^0(M, N) \backslash \mathbb{H},
\]
\[
\Gamma^0_0(M, N) := \Gamma_0(M) \cap \Gamma^0(N), \quad \Gamma^0_1(M, N) := \Gamma_1(M) \cap \Gamma^0(N), \quad \Gamma^0(M, N) := \Gamma(M) \cap \Gamma^0(N),
\]
\[
\Gamma^0(N) := \left\{ A \in \text{SL}_2(\mathbb{Z}) \mid A \equiv \begin{pmatrix} * & 0 \\ * & * \end{pmatrix} \text{ mod } N \right\},
\]
\[
\Gamma^1(M) := \left\{ A \in \text{SL}_2(\mathbb{Z}) \mid A \equiv \begin{pmatrix} 1 & 0 \\ * & 1 \end{pmatrix} \text{ mod } N \right\}.
\]

Elliptic curves with level structure for \(\Gamma^0_0(M, N), \Gamma^0_1(M, N), \Gamma^0(M, N)\) are ordered sets \((E, C, D), (E, C, Q), (E, C, P, Q)\) where \(C\) is a cyclic subgroup of \(E\) of order \(N\), \(D\) is a cyclic subgroup of \(E\) of order \(M\) such that \(C \cap D = \{0\}\), \(P\) is a point of order \(M\) with Weil pairing \(c_M(P, Q) = e^{2\pi i \frac{c_0}{M}}\). Two elliptic curves \((E, C, Q), (E', C', Q')\) with level structure for \(\Gamma^0_0(M, N)\) are equivalent if some isomorphism \(E \cong E'\) of elliptic curves induces group isomorphism \(C \cong C'\) and maps \(Q\) to \(Q'\). We also define isomorphisms of elliptic curves with level structure for \(\Gamma^0_0(M, N), \Gamma^0_1(M, N), \Gamma^0(M, N)\) by the same way. We prove that \(Y^0_0(M, N), Y^0_1(M, N), Y^0(M, N)\) are the moduli spaces of elliptic curves with level structure for \(\Gamma^0_0(M, N), \Gamma^0_1(M, N), \Gamma^0(M, N)\) respectively.

Let us start with the following Lemma which would be almost obvious.

**Lemma 2.1.** The following maps are bijective:
\[
\Gamma^0_0(M, N) \backslash \mathbb{H} \rightarrow \{ \text{elliptic curves with level structure for } \Gamma^0_0(M, N) \} / \cong
\]
\[
\Gamma^0_1(M, N) \backslash \mathbb{H} \rightarrow \{ \text{elliptic curves with level structure for } \Gamma^0_1(M, N) \} / \cong
\]
\[
\Gamma^0(M, N) \backslash \mathbb{H} \rightarrow \{ \text{elliptic curves with level structure for } \Gamma^0(M, N) \} / \cong
\]
\[
\begin{align*}
\Gamma^0_0(M, N) &\rightarrow [E, \langle \frac{1}{N} + \Lambda_r \rangle, \langle \frac{1}{M} + \Lambda_r \rangle], \\
\Gamma^0_1(M, N) &\rightarrow [E, \langle \frac{1}{N} + \Lambda_r \rangle, \frac{1}{M} + \Lambda_r], \\
\Gamma^0(M, N) &\rightarrow [E, \langle \frac{1}{N} + \Lambda_r \rangle, \frac{1}{M} + \Lambda_r, \frac{1}{M} + \Lambda_r]
\end{align*}
\]

where \(E_r := \mathbb{C}/\Lambda_r, \Lambda_r := \mathbb{Z} + Zr\).

By Lemma 2.1 the vanishing sets of \(\Psi^M_N(X, Y), \Psi^N_{\mathbb{C}}(X, Y), \Psi^M_N(X, Y)\) in \(t(Y_0(M))^2, t(Y_1(M))^2, t(Y(M))^2\) coincide with the images of the following maps
\[
\begin{align*}
Y^0_0(M, N) \rightarrow & \quad Y_0(M) \times Y_0(M) \quad \rightarrow \quad \mathbb{C} \times \mathbb{C} \\
[E, C, D] \rightarrow & \quad ([E, D], [E/C, (D + C)/C]) \quad \rightarrow \quad (t(E, D), t(E/C, (D + C)/C)),
\end{align*}
\]
\[ Y^o_1(M, N) \rightarrow Y_1(M) \times Y_1(M) \rightarrow \mathbb{C} \times \mathbb{C} \]

\[ [E, C, Q] \rightarrow \left( [E, Q], [E/C, (Q + C)/C] \right) \rightarrow (t(E, Q), t(E/C, (Q + C)/C)), \]

\[ Y^o(M, N) \rightarrow Y(M) \times Y(M) \]

\[ [E, C, P, Q] \rightarrow \left( [E, P, Q], [E/C, (P + C)/C, (Q + C)/C] \right) \rightarrow \mathbb{C} \times \mathbb{C} \]

\[ \rightarrow (t(E, P, Q), t(E/C, (P + C)/C, (Q + C)/C)) \]

respectively.

We give two lemmata in order to calculate the group indeces \([\Gamma_0(M) : \Gamma_0^o(M, N)], [\Gamma_1(M) : \Gamma_0^o(M, N)]\) and \([\Gamma(M) : \Gamma^o(M, N)]\).

**Lemma 2.2.** Let \(a, b \in \mathbb{Z}\). If \((M, N) = 1\) and \((a, b, N) = 1\), then there exist \(m, n \in \mathbb{Z}\) such that

\[(m, n) = 1, \quad m \equiv \begin{cases} 0 \mod M \\ a \mod N \end{cases}, \quad n \equiv \begin{cases} 1 \mod M \\ b \mod N \end{cases}.\]

**Proof.** Since \((M, N) = 1\), there exist \(a', b' \in \mathbb{Z}\) such that

\[a' \neq 0, \quad a' \equiv \begin{cases} 0 \mod M \\ a \mod N \end{cases}, \quad b' \equiv \begin{cases} 1 \mod M \\ b \mod N \end{cases}.\]

Then \((a', b', N) = (a, b, N) = 1\). By replacing \(a, b\) to \(a', b'\), we can assume that \(a \neq 0, a \equiv 0 \mod M, b \equiv 1 \mod M\).

Let \(g := (a, b)\). By Chinese remainder theorem, there exists \(t \in \mathbb{Z}\) such that

\[(m, n) = 1, \quad m \equiv \begin{cases} 1 \mod p & \text{for primes } p \nmid M, p \nmid g \\ 0 \mod M & \text{for primes } p \mid M, p \mid g, p \mid a. \end{cases} \]

Let \(m := a, n := b + tN\). Then \(n \equiv 1 \mod M\).

Suppose that \(p \mid a\). If \(p \nmid M, p \mid g\), then \(p \mid b, p \mid t\). Since \((g, N) = 1\), \(p \nmid N\). Thus \(p \nmid n\). If \(p \mid M, p \mid M, p \mid g\), then \(p \mid t, p \mid b\). Thus \(p \nmid n\). Therefore \((m, n) = 1\).

**Lemma 2.3.** If \((M, N) = 1\), then \(\Gamma_0(N)\Gamma(M) = \text{SL}_2(\mathbb{Z})\). Especially, \(\Gamma_0(N)\Gamma_0(M) = \Gamma_0(N)\Gamma_1(M) = \text{SL}_2(\mathbb{Z})\).

**Proof.** Let \(\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})\). By Lemma 2.2 there exist \(l, n \in \mathbb{Z}\) such that

\[(l, n) = 1, \quad l \equiv \begin{cases} 0 \mod M \\ b \mod N \end{cases}, \quad n \equiv \begin{cases} 1 \mod M \\ -a \mod N \end{cases}.\]

Since \((n, lM) = 1\), there exist \(k, m \in \mathbb{Z}\) such that \(kn - mlM = 1\). Then

\[\begin{pmatrix} k \\ mM \end{pmatrix} \in \Gamma(M), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} k \\ mM \end{pmatrix} = \begin{pmatrix} * & al + bn \\ * & * \end{pmatrix} \in \Gamma_0(N).\]
Proposition 2.4. For $M, N \in \mathbb{Z}$, it holds that
\[
[\Gamma_0(M) : \Gamma_0^0(M, N)] = [\Gamma_1(M) : \Gamma_0^0(M, N)]
= [\Gamma(M) : \Gamma_0^0(M, N)] = N \prod_{p|N, p \nmid M} (1 + p^{-1}).
\]
where the product is taken over all prime divisors of $N$ not dividing $M$. Especially, if $(M, N) = 1$, then this number is equal to $[\text{SL}_2(\mathbb{Z}) : \Gamma_0(N)]$.

Proof. If $(M, N) = 1$, then $\Gamma_0(N) = \text{SL}_2(\mathbb{Z})$ by Lemma 2.3. Thus
\[
[\Gamma_0(M) : \Gamma_0^0(M, N)] = \#\Gamma_0^0(N) \Gamma_0^0(M, N) = [\text{SL}_2(\mathbb{Z}) : \Gamma_0(N)] = N \prod_{p|N} (1 + p^{-1}).
\]
For arbitrary $M, N \in \mathbb{Z}_{>0}$, let $g := (M, N)$. There is a bijection
\[
\Gamma_0^0(M, N) \backslash \Gamma_0^0(M, N/g) \rightarrow \frac{N}{g} \mathbb{Z}/N\mathbb{Z}
\Gamma_0^0(M, N) \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \mapsto a^{-1}b \mod N.
\]
Thus
\[
[\Gamma_0(M) : \Gamma_0^0(M, N)] = \#\Gamma_0^0(M, N/g) \Gamma_0^0(M, N) \Gamma_0(M) \Gamma_0^0(M, N/g)
= g \cdot \frac{N}{g} \prod_{p|N/g} (1 + p^{-1}) = N \prod_{p|N, p \nmid M} (1 + p^{-1}).
\]

Lemma 2.5. (i) Let $(E, C)$ be an elliptic curve with level structure for $\Gamma_0(M)$. Then, there is the canonical bijection between the following sets:

(a) $I_{N, \text{isog}}^{\Gamma_0(M)}(E, C)$,
(b) $I_{N, \text{mat}}^{\Gamma_0(M)} := \Gamma_0(M) \backslash \left\{ A \in M_2(\mathbb{Z}) \mid \det A = N, \frac{A}{d} \in (\mathbb{Z}/M\mathbb{Z})^\times \right\}$.

Same bijection induces the bijection between the following sets:

(a) $P_{N, \text{isog}}^{\Gamma_0(M)}(E, C)$,
(b) $P_{N, \text{mat}}^{\Gamma_0(M)} := \left\{ [A] \in I_{N, \text{mat}}^{\Gamma_0(M)} \mid A \text{ is primitive} \right\}$.

(ii) Let $(E, Q)$ be an elliptic curve with level structure for $\Gamma_1(M)$. Then, there is the canonical bijection between the following sets:

(a) $I_{N, \text{isog}}^{\Gamma_1(M)}(E, Q)$,
(b) $I_{N, \text{mat}}^{\Gamma_1(M)} := \Gamma_1(M) \backslash \left\{ A \in M_2(\mathbb{Z}) \mid \det A = N, A \equiv \left( \begin{array}{cc} * & * \\ 0 & 1 \end{array} \right) \mod M \right\}$.

\[\square\]
Same bijection induces the bijection between the following sets:

(i) Let $(E, P, Q)$ be an elliptic curve with level structure for $\Gamma(M)$. Then, there is the canonical bijection between the following sets:

(a) $F_{N}^{\Gamma(M)}(E, P, Q)_{\text{isog}}$;
(b) $F_{N, \text{mat}}^{\Gamma(M)} := \{ [A] \in I_{N, \text{mat}}^{\Gamma(M)} \mid A \text{ is primitive} \}$.

Proof. For (i), we may write $(E, C) = (E, (\frac{1}{M} + \Lambda_{\tau}))$ for some $\tau \in \mathbb{H}$. There is a bijection between

$$\text{SL}_2(\mathbb{Z}) \setminus \{ A \in \text{M}_2(\mathbb{Z}) \mid \text{det } A = N \}$$

and

$$\{ (f, E_{1}) \mid f : E_{1} \to E \text{ isogeny} \} / \text{isom}$$

by sending the equivalence class of $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ to the equivalence class of a pair of an elliptic curve $E_{A(\tau)}$ and an isogeny $f : E_{A(\tau)} \to E, z + \Lambda_{A(\tau)} \mapsto (ct + d)z + \Lambda_{\tau}$.

Thus for $[f, E_{1}, C_{1}] \in I_{N}^{\Gamma(M)}(E, C)_{\text{isog}}$, we obtain a matrix $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ of determinant $N$ corresponding to $[f, E_{1}]$. We may write $E_{1} = E_{A(\tau)}, f(z + \Lambda_{A(\tau)}) = (ct + d)z + \Lambda_{\tau}$. Let $C_{1} = \{ (\frac{m(\sigma + k) + n(c + d)}{M} + \Lambda_{A(\tau)}) \}$. Since $C_{1}$ is a cyclic group of order $M$, $(m, n, M) = 1$. By Lemma 2.2 we can assume that $(m, n) = 1$. Then, we obtain a matrix $\gamma = \begin{pmatrix} k & l \\ m & n \end{pmatrix}$ for some integers $k, l$. The equivalence class of $[E_{1}, C_{1}]$ is

$$\left[ E_{A(\tau)}, \left\langle \frac{m \cdot A(\tau) + n}{M} + \Lambda_{A(\tau)} \right\rangle \right]$$

$$= \left[ E_{A(\tau)}, \left\langle \frac{m \cdot A(\tau) + n}{M} + \mathbb{Z}(k \cdot A(\tau) + l) + \mathbb{Z}(m \cdot A(\tau) + n) \right\rangle \right]$$

$$= \left[ E_{\gamma A(\tau)}, \left\langle \frac{1}{M} + \Lambda_{\gamma A(\tau)} \right\rangle \right] .$$

The image of $\left( \frac{1}{M} + \Lambda_{A(\tau)} \right)$ under $E_{\gamma A(\tau)} \xrightarrow{\sim} E_{1} \to E$ is $\left( \frac{ct + d}{M} + \Lambda_{\tau} \right)$. Since this has to be $\left( \frac{1}{M} + \Lambda_{\tau} \right)$, we see $c \equiv 0 \mod M, (d, M) = 1$. Thus we obtain a matrix
\[ A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \] such that \( \det A = M, c \equiv 0 \mod M, (d, M) = 1 \) corresponding to \([f, E_1, C_1]\).

Suppose that the other matrix \( A' = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \) also corresponds to \([f, E_1, C_1]\).

Then there exists a matrix \( \gamma = \begin{pmatrix} k & 1 \\ m & n \end{pmatrix} \) such that

\[ \gamma A = A', \quad \begin{pmatrix} (ma + nc)\tau + (mb + nd) \\ M \end{pmatrix} + \Lambda_\tau = \begin{pmatrix} c'\tau + d' \\ M \end{pmatrix} + \Lambda_\tau. \]

The second condition implies \( m \equiv 0 \mod M \). Thus \( \gamma \in \Gamma_0(M) \). Therefore we obtain the bijection between \( \Gamma_0^0(M)(E, Q)_{\text{isog}} \) and \( \Gamma_{N,\text{mat}}^0(M) \).

This bijection induces a bijection between \( \Gamma_{N,\text{mat}}^0(M)(E, Q)_{\text{isog}} \) and \( \Gamma_{N,\text{mat}}^0(M) \) since cyclic isogenies correspond to primitive matrices.

For \((iii)\) we may write \((E, P, Q) = (E_\tau, \frac{M}{\mu} + \Lambda_\tau, \frac{1}{\mu} + \Lambda_\tau), (E_1, P_1, Q_1) = (E_{A(\tau)}, \frac{M}{\mu} + \Lambda_{A(\tau)}, \frac{1}{\mu} + \Lambda_{A(\tau)}) \) by the same arguments for \((i)\) Since \(P_1\) and \(Q_1\) are sent to \(P\) and \(Q\) respectively, \( A \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod M \). Therefore we obtain the results.

\[ \square \]

**Proposition 2.6.**

(i) For elliptic curves \((E, C), (E', C')\) with level structure for \( \Gamma_0(M) \),

\[ \Phi_{\Gamma_0^0(M)}(t(E, C), t(E', C')) = \prod_{N_1^2|N, (M, N_1) = 1} \Psi_{\Gamma_0^0(N/N_1^2)}(t(E, C), t(E', C')). \]

(ii) For elliptic curves \((E, Q), (E', Q')\) with level structure for \( \Gamma_1(M) \),

\[ \Phi_{\Gamma_0^0(M)}(t(E, Q), t(E', Q')) = \prod_{N_1^2|N, (M, N_1) = 1} \Psi_{\Gamma_0^0(N/N_1^2)}(t(E, Q), t(E', Q')). \]

(iii) For elliptic curves \((E, P, Q), (E', P', Q')\) with level structure for \( \Gamma(M) \),

\[ \Phi_{\Gamma_0^0(M)}(t(E, P, Q), t(E', P', Q')) = \prod_{N_1^2|N, (M, N_1) = 1} \Psi_{\Gamma_0^0(N/N_1^2)}(t(E, P, Q), t(E', P', Q')). \]

**Proof.** The following map is bijective:

\[ I_{\Gamma_0^0(M)}_{N,\text{mat}} \rightarrow \prod_{N_1^2|N, (M, N_1) = 1} \Gamma_{N/N_1^2,\text{mat}}^0 \]

\[ A \rightarrow \frac{1}{e(A)^\tau} A \]

where \( e(A) \) is the content of \( A \), that is the greatest common divisor of components in \( A \). Thus we obtain \((i)\).

We can prove other statements by same arguments. \[ \square \]
Lemma 2.7. Define right group actions of $\Gamma_0(M), \Gamma_1(M)$ and $\Gamma(M)$ on $P_{N,\text{mat}}^\Gamma(M), P_{N,\text{mat}}^{\Gamma_1(M)}$ and $P_{N,\text{mat}}^M$ by matrix multiplication from the right respectively. Then, these actions are transitive.

Proof. Let $\alpha := \Gamma_0(M) \begin{pmatrix} N & 0 \\ 0 & 1 \end{pmatrix} \in P_{N,\text{mat}}^{\Gamma_0(M)}$. For $\gamma \in \Gamma_0(M)$, the condition $\gamma$-stabilize $\alpha$ is equivalent to the condition $\begin{pmatrix} N & 0 \\ 0 & 1 \end{pmatrix} \gamma \begin{pmatrix} N^{-1} & 0 \\ 0 & 1 \end{pmatrix} \in \Gamma_0(M)$. Thus the stabilizer subgroup of $\Gamma_0(M)$ with respect to $\alpha$ is $\Gamma_0(M)_0 = \Gamma_0^0(M, N)$. Since $\# P_{N,\text{mat}}^{\Gamma_0(M)} = [\Gamma_0(M) : \Gamma_0^0(M, N)]$, the injection $\Gamma_0(M)_0 \backslash \Gamma_0(M) \xrightarrow{\sim} \Gamma_0(M)_0 \subset P_{N,\text{mat}}^{\Gamma_0(M)}$ is bijective. Thus the action of $\Gamma_0(M)$ on $P_{N,\text{mat}}^{\Gamma_0(M)}$ is transitive.

Thus same argument also works for $\Gamma_1(M), \Gamma(M)$.

For the case when $Y = Y^0_0(M, N)$ and $(M, N) = 1$, we can give complete systems of the sets of equivalence classes in Lemma 2.8.

Lemma 2.8. If $(M, N) = 1$, then

$$I_{N,\text{mat}}^{\Gamma_0(M)} := \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in M_2(\mathbb{Z}) \mid ad = N, 0 \leq b < d \right\},$$

$$P_{N,\text{mat}}^{\Gamma_0(M)} := \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in I_{N,\text{mat}}^{\Gamma_0(M)} \mid (a, b, d) = 1 \right\}$$

are complete systems of $I_{N,\text{mat}}^{\Gamma_0(M)}, P_{N,\text{mat}}^{\Gamma_0(M)}$ respectively.

Proof. Since any two elements of $I_{N,\text{mat}}^{\Gamma_0(M)}, P_{N,\text{mat}}^{\Gamma_0(M)}$ are not $\Gamma_0(M)$-equivalent, it is enough to show that $\# I_{N,\text{mat}}^{\Gamma_0(M)} = \# I_{N,\text{mat}}^{\Gamma_0(M)}, \# P_{N,\text{mat}}^{\Gamma_0(M)} = \# P_{N,\text{mat}}^{\Gamma_0(M)}$.

For $P_{N,\text{mat}}^{\Gamma_0(M)}$,

$$\# P_{N,\text{mat}}^{\Gamma_0(M)} = \sum_{d \mid N} \# \left\{ b \in \mathbb{Z} / d \mathbb{Z} \mid \left( b, d, \frac{N}{d} \right) = 1 \right\}$$

$$= \sum_{d \mid N} \frac{d}{\phi \left( d, \frac{N}{d} \right)}.$$

Thus, if $(N_1, N_2) = 1$, then $\# P_{N_1,\text{mat}}^{\Gamma_0(M)} \# P_{N_2,\text{mat}}^{\Gamma_0(M)} = \# P_{N_1 N_2,\text{mat}}^{\Gamma_0(M)}$. For a prime $p$ and a positive integer $e$,

$$\# P_{p^e,\text{mat}}^{\Gamma_0(M)} = \sum_{i=0}^{e} \frac{\phi((p^i, p^{e-i}))(p^i, p^{e-i})}{(p^i, p^{e-i})}$$

$$= 1 + \sum_{i=1}^{e-1} p^i(1 - p^{-1}) + p^e$$

$$= p^e(1 + p^{-1}).$$
Therefore, for all positive integer $N$ prime to $M$, \[
\#P_{\Gamma_0(M), \text{mat}}^\Gamma = N \prod_{p \mid N} (1 + p^{-1}) = [\text{SL}_2(\mathbb{Z}) : \Gamma_0(N)].\]

On the other hand, for an elliptic curve $(E, C)$ with level structure for $\Gamma_0(M)$, the set $P_{\Gamma_0(M), \text{isog}}(E, C)$ can be identified with the inverse image of $(E, C)$ under \[
\begin{align*}
Y_0^0(M, N) & \longrightarrow Y_0^0(M) \\
[E, C, D] & \longmapsto [E/C, (D + C)/C].
\end{align*}
\]
Thus \[
\#P_{\Gamma_0(M), \text{mat}}^\Gamma = \#P_{\Gamma_0(M), \text{isog}} = [\Gamma_0^0(M, N) : \Gamma_0(N)].
\]

Since we assume that $(M, N) = 1$, we obtain \[
\#P_{\Gamma_0(M), \text{mat}}^\Gamma = \#P_{\Gamma_0(M), \text{isog}}.
\]

For $\#P_{\Gamma_0(M), \text{mat}}^\Gamma$, since there are bijections $I_{\Gamma_0(M), \text{mat}}^\Gamma \cong \prod_{N, (M, N) = 1} \#P_{\Gamma_0(M), \text{mat}}^\Gamma$ in the proof of Proposition 2.6 and $I_{\Gamma_0(M), \text{mat}}^\Gamma \cong \prod_{N, (M, N) = 1} \#P_{\Gamma_0(M), \text{mat}}^\Gamma$, we obtain $\#P_{\Gamma_0(M), \text{mat}}^\Gamma = \#P_{\Gamma_0(M), \text{isog}}$.

To the end of this paper, we consider only for $\Gamma_0(M)$ and assume that $X_0^0(M)$ has genus zero. Thus $M$ satisfies $1 \leq M \leq 10$ or $M = 12, 13, 16, 18$ or $25$. Also we assume that $M \neq 1$ and $(M, N) = 1$.

Since $X_0^0(M)$ has genus zero, there exists a meromorphic function $t$ on $X_0^0(M)$ which has a simple pole at infinity with residue 1 and is holomorphic on $X_0^0(M) \setminus \{\infty\}$. We choose a suitable Hauptmodul for $\Gamma_0(M)$ so that modular polynomials have integral coefficients.

In the subsection 3.1 of [Mat09], it is given explicitly that a meromorphic function $t_M$ on $X_0^0(M)$ with div($t_M$) = $0 - \infty$ which is holomorphic on $X_0^0(M) \setminus \{0\}$. We set $t := t_M^{-1}$. This function $t$ can be written explicitly by the product of Dedekind eta function $\eta(\tau)$ and takes the form \[
q^{-1} + c_0q + c_1q^2 + \cdots, q := e^{2\pi\sqrt{-M}}\]
with integer coefficients $c_i, i \geq 2$. For example, if $M - 1 \mid 24$, then
\[
t(\tau) = \left(\frac{\eta(\tau)}{\eta(M\tau)}\right)^{\frac{24}{M}}.
\]
The eta-product expression of $t$ for all $M$ which we treat are listed in Table[1]

We can prove that the modular polynomials defined by this Hauptmodul $t$ are polynomials with integral coefficients.

**Theorem 2.9.** If $(M, N) = 1$, then $\Phi_N^{\Gamma_0(M)}, \Psi_N^{\Gamma_0(M)} \in \mathbb{Z}[X, Y]$. The degrees of these polynomials with respect to $X$ or $Y$ satisfy
\[
\deg_X \Phi_N^{\Gamma_0(M)} = \deg_Y \Psi_N^{\Gamma_0(M)}, \deg_X \Psi_N^{\Gamma_0(M)} = \deg_Y \Phi_N^{\Gamma_0(M)} = [\text{SL}_2(\mathbb{Z}) : \Gamma_0(M)].
\]

**Proof.** By Proposition 2.6 it is enough to show that $\Psi_N^{\Gamma_0(M)} \in \mathbb{Z}[X, Y]$ and $\deg_X \Psi_N^{\Gamma_0(M)} = \deg_Y \Psi_N^{\Gamma_0(M)}$. Let $n := \#P_{\Gamma_0(M), \text{mat}}^\Gamma$ and $\Psi_N^{\Gamma_0(M)}(X, t(\tau)) = X^n + \cdots$.
Thus \( k_1(\tau)X^{n-1} + \cdots + k_n(\tau) \). For \( \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \Gamma_0(M) \), \( t(\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}) \) is an element of \( \mathbb{Z}[\zeta_N][q_N][q_N^{-1}] \) as a formal series, where \( q_N := e^{2\pi \sqrt{-1}/N} \). Thus \( k_i(\tau) \in \mathbb{Z}[\zeta_N][q_N][q_N^{-1}] \) for each \( i = 1, \cdots, n \).

Let \( \sigma \in (\mathbb{Z}/N\mathbb{Z})^\times \cong \text{Gal}(\mathbb{Q}(\zeta_N)/\mathbb{Q}) \). Since \( \sigma \) induces a bijection from \( \Gamma_0(M) \) to \( \Gamma_0(M) \) by \( \sigma \cdot \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} := \begin{pmatrix} a & \sigma b \\ 0 & d \end{pmatrix} \),

\[
\Psi_{\Gamma_0(M)}^\Gamma(X, t(\tau)) = \prod_{\begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \Gamma_0(M)} \left( X - t\left(\frac{a\tau + \sigma b}{d}\right)\right)
\]

\[
= \prod_{\begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \Gamma_0(M)} \left( X - t(e^{\sigma ab} q_N^2)\right)
\]

\[
= \sigma \left( \Psi_{\Gamma_0(M)}^\Gamma(X, t(\tau)) \right).
\]

Thus \( k_i(\tau) \in \mathbb{Z}[\zeta_N][q_N][q_N^{-1}] \) for each \( i = 1, \cdots, n \).

By Lemma 27, \( \Psi_{\Gamma_0(M)}^\Gamma(X, t(\gamma(\tau))) = \Psi_{\Gamma_0(M)}^\Gamma(X, t(\tau)) \) for all \( \gamma \in \Gamma_0(M) \). Thus \( k_i(\tau) \) is \( \Gamma_0(M) \)-invariant. Especially, \( k_i(\tau + 1) = k_i(\tau) \). Thus \( k_i(\tau) \) is a function of \( q = e^{2\pi \sqrt{-1}/\tau} \). Then we obtain \( k_i(\tau) \in \mathbb{Z}[\zeta][q^{-1}] \).

Write \( k_i = a_i q^{-r} + O(q^{-r+1}) \) for some \( r \geq 1, a_i \in \mathbb{Z} \). Then \( k_i - a_i \tau^r = a_{i-1} q^{-r+1} + O(q^{-r+2}) \) for some \( a_{i-1} \in \mathbb{Z} \). By repeating this process, we obtain a polynomial \( p_i(T) \in \mathbb{Z}[T] \) such that \( k_i - p_i(t(\tau)) \in \mathbb{Z}[q] \). Since the function \( k_i(\tau) - p_i(t(\tau)) \) is a modular form of weight 0 with respect to \( \Gamma_0(M) \), \( k_i - p_i \in \mathbb{Z} \). Thus \( k_i \in \mathbb{Z}[t(\tau)] \).

| \( M \) | \( t \) |
|---|---|
| 2 | \( \eta(\tau)^{24} \) |
| 3 | \( \eta(2\tau)^{24} \) |
| 4 | \( \eta(3\tau)^{12} \) |
| 5 | \( \eta(4\tau)^{12} \) |
| 6 | \( \eta(5\tau)^{12} \) |
| 7 | \( \eta(6\tau)^{12} \) |
| 8 | \( \eta(7\tau)^{12} \) |
| 9 | \( \eta(8\tau)^{12} \) |
| 10 | \( \eta(9\tau)^{12} \) |
| 11 | \( \eta(10\tau)^{12} \) |
| 12 | \( \eta(11\tau)^{12} \) |
| 13 | \( \eta(12\tau)^{12} \) |
| 14 | \( \eta(13\tau)^{12} \) |
| 15 | \( \eta(14\tau)^{12} \) |
| 16 | \( \eta(15\tau)^{12} \) |
| 17 | \( \eta(16\tau)^{12} \) |
| 18 | \( \eta(17\tau)^{12} \) |
| 19 | \( \eta(18\tau)^{12} \) |
| 20 | \( \eta(19\tau)^{12} \) |
| 21 | \( \eta(20\tau)^{12} \) |
| 22 | \( \eta(21\tau)^{12} \) |
| 23 | \( \eta(22\tau)^{12} \) |
| 24 | \( \eta(23\tau)^{12} \) |
| 25 | \( \eta(24\tau)^{12} \) |

**Table 1: Hauptmodul**

\( t \) **for** \( \Gamma_0(M) \).
Thus \( k_{\deg \Psi} \Gamma_n = \text{splitting field of } \Psi \). Theorem 2.10. The polynomial \( \Psi^M_N \) is irreducible over \( \mathbb{C}(t) \).

Proof. The set of roots of \( \Psi^M_N \) over \( \mathbb{C}(t) \) is the set \( \{ t(A(\tau)) \mid A \in P^M_N \} \) of holomorphic function on \( \mathbb{H} \). The field \( L := \mathbb{C}(t)(t(A(\tau)) \mid A \in P^M_N(\mat) \) is the splitting field of \( \Psi^M_N \) over \( \mathbb{C}(t) \). Consider the group homomorphism \( \rho: \Gamma_0(M) \rightarrow \text{Gal}(L/\mathbb{C}(t)) \) as follows:

\[
\rho: \Gamma_0(M) \rightarrow \text{Gal}(L/\mathbb{C}(t)) \quad \gamma \mapsto (f \mapsto f \circ \gamma).
\]
Since the fixed field of the image of \( \rho \) is \( \mathbb{C}(X_0(M)) = \mathbb{C}(t) \), \( \rho \) is surjective. By Lemma 2.7, the action of Gal\((L/\mathbb{C}(t))\) on the set of roots of \( \Psi_N^{\Gamma_0(M)} \) is transitive. Thus \( \Psi_N^{\Gamma_0(M)} \) is irreducible. \( \square \)

**Corollary 2.11.** The function field of compact Riemann surface \( X_0^0(M, N) := \Gamma_0^0(M, N) \setminus \mathbb{H} \cup \mathbb{Q} \cup \{\infty\} \) is
\[
\mathbb{C}(X_0^0(M, N)) = \mathbb{C}(t, t_N)
\]
where \( t_N(\tau) := t(N\tau) \).

**Proof.** Since \( \Psi_N^{\Gamma_0(M)} \) is the minimal polynomial of \( t_N \) over \( \mathbb{C}(t) \),
\[
[C(t, t_N) : \mathbb{C}(t)] = \deg \#\Psi_N^{\Gamma_0(M)}(X, t) = \#\Gamma_{N,\text{mat}}^{\Gamma_0(M)} = [\Gamma_0(M) : \Gamma_0^0(M, N)] = [C(X_0^0(M, N)) : \mathbb{C}(t(t))]\]
Thus \( \mathbb{C}(X_0^0(M, N)) = \mathbb{C}(t, t_N) \). \( \square \)

**Proposition 2.12.** If \((M, N) = 1\), then the modular polynomials \( \Phi_N^{\Gamma_0(M)} \) and \( \Psi_N^{\Gamma_0(M)} \) are symmetric.

**Proof.** For integers \( a, b \) such that \( Na - Mb = 1 \), define Atkin-Lehner involution \( W_N \) by
\[
W_N := \frac{1}{\sqrt{N}} \begin{pmatrix} Na & b \\ MN & N \end{pmatrix} \in \text{SL}_2(\mathbb{R}).
\]
The matrix \( W_N \) defines a well-defined involution on \( X_0^0(M, N) \). The calculation
\[
\frac{1}{\sqrt{N}} \begin{pmatrix} N & 0 \\ 0 & 1 \end{pmatrix} W_N = \begin{pmatrix} Na & b \\ M & 1 \end{pmatrix} \in \Gamma_0(M)
\]
displays that \( t_N \circ W_N = t \). Since \( W_N^2 = \text{id} \), \( t \circ W_N = t_N \). Thus we obtain
\[
\Psi_N^{\Gamma_0(M)}(t_N, t) = 0. \quad \text{Since } \Psi_N^{\Gamma_0(M)}(X, t) = 0 \text{ and } \Psi_N^{\Gamma_0(M)}(t, X) = 0 \text{ has same degree, } \Psi_N^{\Gamma_0(M)}(t, X) = 0 \text{ is also the minimal polynomial of } t_N. \quad \text{Thus we obtain}
\Psi_N^{\Gamma_0(M)}(X, t) = \Psi_N^{\Gamma_0(M)}(t, X) = 0.
\]

### 3 Quadratic forms

In this Section, we study some classes of primitive positive definite binary quadratic forms over \( \mathbb{Z} \) in order to prove Theorem 1.2.

For a quadratic form \( Q \) on a free \( \mathbb{Z} \)-module \( L \) of rank 2, the associated bilinear form \((\ , \)\) on \( L \) is defined by
\[
(x, y) := Q(x + y) - Q(x) - Q(y).
\]
The determinant of $Q$ is the determinant of the matrix representation of the associated bilinear form. It is denoted $\det Q$ or $\deg L$. We set the stabilizer subgroup with respect to $Q$ by

$$\SL_2(\mathbb{Z})_Q := \{ A \in \SL_2(\mathbb{Z}) \mid Q \circ A = Q \}, \Gamma_0(M)_Q := \{ A \in \Gamma_0(M) \mid Q \circ A = Q \}.$$ 

These groups are finite. For a fixed $\mathbb{Z}$-basis $e_1, e_2$ of $L$, we denote $Q = [a, b, c]$ if $Q(ke_1 + le_2) = ak^2 + bkl + cl^2$ for $k, l \in \mathbb{Z}$.

We omit a proof of the following lemma.

**Lemma 3.1.** For positive integers $e, D$ such that $e^2 \mid D$, there is a bijection between

$$\left\{ (d, [a, b, c], Z) \mid d^2 \mid D, Z \mid (e, d), \left( \frac{M}{(a, M)} \right)^2 (4ac - b^2) = \frac{D}{d^2}, [a, b, c] \text{ primitive} \right\}$$

and

$$\left\{ ([Ma, b, c], Z) \mid Z \mid e, 4Mac - b^2 = \frac{D}{Z^2} \right\}$$

by sending $(d, [a, b, c], Z)$ to $(\frac{M}{(a, M)} d [a, b, c], Z)$ and $([Ma, b, c], Z)$ to $((Ma, b, c)aZ, \frac{1}{(Ma, b, c)} [a, b, c], Z)$.

For positive integers $D$ and $g \mid M$, we define $H^M(D)$ by the following sum with respect to $\Gamma_0(M)$-equivalence classes of positive definite binary quadratic forms $Q$ such that $Q = [Ma, b, c]$ for some integers $a, b, c$ and whose determinant is $D$:

$$H^M(D) := \sum_{Q = [Ma, b, c], \det Q = D} \frac{1}{\Gamma_0(M)_Q : \{ \pm 1 \}}.$$ 

In the definition in $H^M(D)$, we refer to Lemma 2 in Section 1.1 in [HZ76].

We prepare the following lemma in order to express $H^M(D)$ by $H(D)$, which is introduced in Proposition 1.1.

**Lemma 3.2.** For a prime $p$ and a positive integer $D$ with $p^2 \mid D$,

$$H \left( \frac{D}{p^v} \right) = \frac{1}{1 + \frac{1}{p^v} \left( 1 - \frac{\chi_D(p)}{p} \right)} H(D)$$

where $v := \left\lfloor \frac{\ord_D(p)}{2} \right\rfloor$.

**Proof.** Since all square divisors of $\frac{D}{p^v}$ are prime to $p$,

$$H(D) = \sum_{f \mid D/p^{2v}} \left( h \left( \frac{D}{f^2} \right) + h \left( \frac{D}{f^2p^2} \right) + \cdots + h \left( \frac{D}{f^2p^{2v}} \right) \right)$$

where $h(D)$ is the number of $\SL_2(\mathbb{Z})$-equivalence classes of primitive positive definite binary quadratic forms over $\mathbb{Z}$ with determinant $D$, counting the forms.
equivalent to $cx_1^2 + ex_2^2$ and $ex_1^3 + ex_1x_2 + ex_2^2$ with multiplicity $1/2$ and $1/3$ respectively. By Corollary 7.28 in [Cox97], this is

$$
\sum_{f^2|D/p^{2v}} \left( 1 + \left( 1 - \frac{\chi_D(p)}{p} \right)^{-1} \left( \frac{1}{p} + \cdots + \frac{1}{p^v} \right) \right) h \left( \frac{D}{f^2} \right)
$$

$$
= \left( 1 - \frac{\chi_D(p)}{p} \right)^{-1} \left( \frac{1}{p} + \cdots + \frac{1}{p^v} \right) \sum_{f^2|D/p^{2v}} h \left( \frac{D}{f^2} \right).
$$

Thus

$$
H \left( \frac{D}{p^2} \right) = \sum_{f^2|D/p^{2v}} \left( h \left( \frac{D}{f^2p^2} \right) + \cdots + h \left( \frac{D}{f^2p^{2v}} \right) \right)
$$

$$
= \left( 1 - \frac{\chi_D(p)}{p} \right)^{-1} \left( \frac{1}{p} + \cdots + \frac{1}{p^v} \right) \sum_{f^2|D/p^{2v}} h \left( \frac{D}{f^2} \right)
$$

$$
= \frac{1}{p} + \cdots + \frac{1}{p^v} \cdot H(D)
$$

$$
= \frac{1}{1 + \frac{1}{p} \cdot \frac{1}{1 - \frac{p}{1 - \frac{1}{p}} \left( 1 - \frac{\chi_D(p)}{p} \right)}} H(D).
$$

We can prove the following proposition by the above lemma.

**Proposition 3.3.** Let $p$ be a prime such that $X_0(p)$ has genus zero, that is, $p = 2, 3, 5, 7, 13$. Let $e, D$ be positive integers such that $D \equiv 0$ or $D \equiv -1 \mod 4$ and $e \nmid e$ and $e^2 \mid D$. Then

$$
\sum_{d|e, d^2|D} d \cdot H^p \left( \frac{D}{d^2} \right) = A^p(D) \sum_{d|e, d^2|D} d \cdot H \left( \frac{D}{d^2} \right)
$$

where

$$
A^p(D) := \begin{cases} 
1 + \chi_D(p) & \text{if } v := \left\lfloor \frac{\ord_p D}{2} \right\rfloor = 0 \\
1 + \frac{1}{1 + \frac{1}{p} \left( 1 - \frac{\chi_D(p)}{p} \right)} & \text{if } v \geq 1 
\end{cases}
$$

and $\chi_D$ is the quadratic character associated to the imaginary quadratic field $\mathbb{Q}(\sqrt{-D})$.

**Proof.** By Lemma 3.2 in [Cox97], if there exists an integer $h \mod 2p$ with $h^2 \equiv -D \mod 4p$, then

$$
\sum_{Q=[Ma,b,c], \det Q=D, b\equiv h \mod 2p} \frac{1}{[\Gamma_0(M)Q : \{\pm 1\}]} = H(D) + p \cdot H \left( \frac{D}{p^2} \right)
$$
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where the left side is the sum with respect to $\Gamma_0(M)$-equivalence classes of positive definite binary quadratic forms $Q$ and $H \left( \frac{D}{p^2} \right) := 0$ if $p^2 \nmid D$. Thus in the situation of this proposition,

$$H^p(D) = n_D(p) \left( H(D) + p \cdot H \left( \frac{D}{d^2} \right) \right)$$

where $n_D(p) := \# \{ h \mod {2p} \mid h^2 \equiv -D \mod {4p} \}$. For the case when $p \neq 2$, $n_D(p) = 1 + \left( \frac{-D}{p} \right)$ because $-D$ is a square modulo 4 by assumption. If $p = 2$, then

$$n_D(p) = \begin{cases} 
0 & \text{if } -D \equiv 5 \mod 8 \\
1 & \text{if } -D \equiv 0 \mod 4 \\
2 & \text{if } -D \equiv 1 \mod 8 
\end{cases} = 1 + \chi_D(2).$$

Suppose $\text{ord}_p D \leq 1$. Then for an integer $d$ with $d \mid e$ and $d^2 \mid D$, $H^p \left( \frac{D}{d^2} \right) = (1 + \chi_D(p))H \left( \frac{D}{d^2} \right)$ since $d$ is prime to $p$ and $\left( \frac{-D}{p} \right) = \chi_D(p)$. Thus

$$\sum_{d \mid e, \ d^2 \mid D} d \cdot H^p \left( \frac{D}{d^2} \right) = (1 + \chi_D(p)) \sum_{d \mid e, \ d^2 \mid D} d \cdot H \left( \frac{D}{d^2} \right).$$

Suppose $\text{ord}_p D \geq 2$. Then, by Lemma 3.2

$$\sum_{d \mid e, \ d^2 \mid D} d \cdot H^p \left( \frac{D}{d^2} \right) = A^p(D) \sum_{d \mid e, \ d^2 \mid D} d \cdot H \left( \frac{D}{d^2} \right)$$

since $\left\lfloor \frac{\text{ord}_p D}{2} \right\rfloor = \left\lfloor \frac{\text{ord}_p (D/d^2)}{2} \right\rfloor$. \hfill \Box

4 Intersection numbers

In this Section, we calculate the intersection number of modular polynomials.

4.1 Intersection multiplicity and elliptic curves with level structure for $\Gamma_0(M)$

In this subsection, we express the intersection multiplicity of modular polynomials by a sum with respect to isogenies of elliptic curves with level structure for $\Gamma_0(M)$.

For $\tau \in H$, let $E^\Gamma_{\tau,0}(M) := [E_\tau, \langle \frac{1}{M} + \Lambda_\tau \rangle]$ be an elliptic curve with level structure for $\Gamma_0(M)$.

For $\tau, \tau' \in H$, denote

$$\text{Hom}(E^\Gamma_{\tau,0}(M), E^\Gamma_{\tau',0}(M)) := \left\{ f : E_\tau \rightarrow E_{\tau'} \mid f \text{ isogeny, } f \left( \left\langle \frac{1}{M} + \Lambda_\tau \right\rangle \right) \subset \left\langle \frac{1}{M} + \Lambda_{\tau'} \right\rangle \right\},$$
\begin{align*}
\text{End}(E^\Gamma_\tau(M)) & := \text{Hom}(E^\Gamma_\tau(M), E^\Gamma_\tau(M)), \quad d(E^\Gamma_\tau(M)) := \text{disc}(E^\Gamma_\tau(M)), \\
\text{Hom}^\Gamma_0(M)(E^\Gamma_\tau(M), E^\Gamma_\tau(M)) & := \left\{ f \in \text{Hom}(E^\Gamma_\tau(M), E^\Gamma_\tau(M)) \mid f \left( \left\langle \frac{1}{M} + \Lambda_\tau \right\rangle \right) = \left\langle \frac{1}{M} + \Lambda_{\tau'} \right\rangle \right\}.
\end{align*}

Remark that \(\text{Hom}^\Gamma_0(M)(E^\Gamma_\tau(M), E^\Gamma_\tau(M))\) is not a \(\mathbb{Z}\)-module. For any \(f \in \text{Hom}(E^\Gamma_\tau(M), E^\Gamma_\tau(M))\), its dual isogeny \(\hat{f}\) is an element of \(\text{Hom}(E^\Gamma_{\tau'}(M), E^\Gamma_{\tau'}(M))\).

However, for \(f \in \text{Hom}^\Gamma_0(M)(E^\Gamma_\tau(M), E^\Gamma_\tau(M))\), its dual isogeny \(\hat{f}\) is not always an element of \(\text{Hom}^\Gamma_0(M)(E^\Gamma_\tau(M), E^\Gamma_\tau(M))\).

For \(\tau, \tau' \in H\), define a map \(\text{deg} : \text{Hom}(E^\Gamma_\tau(M), E^\Gamma_{\tau'}(M)) \to \mathbb{Z}_{\geq 0}\) which sends an isogeny to its degree. This map is a positive definite quadratic form on the free \(\mathbb{Z}\)-module \(\text{Hom}^\Gamma_0(M)(E^\Gamma_\tau(M), E^\Gamma_{\tau'}(M))\). Thus we can consider \(\det(\text{Hom}^\Gamma_0(M)(E^\Gamma_\tau(M), E^\Gamma_\tau(M)))\).

We denote \(d(E^\Gamma_{\tau'}(M)) := \det(\text{End}(E^\Gamma_{\tau'}(M)))\).

**Lemma 4.1.** Let \(\tau \in H\) be imaginary quadratic and \(a, b, c \in \mathbb{Z}\).

(i) \(\text{End}(E^\Gamma_\tau(M)) = \mathbb{Z}[\text{lcm}(a, M)\tau], d(E^\Gamma_\tau(M)) = (\frac{M}{(a, M)})^2(b^2 - 4ac)\).

(ii) For \(\alpha \in \mathbb{C} \setminus \mathbb{Z}\), the followings are equivalent:

(a) \(\alpha \in \mathbb{Z}[\text{lcm}(a, M)\tau]\).

(b) \(\alpha\) is an imaginary quadratic integer and \(d \cdot d(E^\Gamma_{\tau'}(M)) = \text{Tr}(\alpha)^2 - 4N(\alpha)\) for some \(d \in \mathbb{Z}\).

*Proof.* Since \(\text{End}(E_\tau) = \mathbb{Z}[a\tau]\),

\[
\text{End}(E^\Gamma_{\tau'}(M)) = \left\{ f \in \text{End}(E_\tau) \mid f \left( \frac{1}{M} + \Lambda_\tau \right) \in \left\langle \frac{1}{M} + \Lambda_{\tau'} \right\rangle \right\}
\]

\[
\cong \left\{ \alpha \in \mathbb{Z}[a\tau] \mid \frac{\alpha}{M} + \Lambda_\tau \in \left\langle \frac{1}{M} + \Lambda_{\tau'} \right\rangle \right\}
\]

\[
= \{ m + n\alpha \mid m, n \in \mathbb{Z}, M \mid na \}
\]

\[
= \mathbb{Z}[\text{lcm}(a, M)\tau].
\]

Since the minimal polynomial of \(\text{lcm}(a, M)\tau\) is \(X^2 + \frac{M}{(a, M)}bX + (\frac{M}{(a, M)})^2ac\), the discriminant of \(\mathbb{Z}[\text{lcm}(a, M)\tau]\) is \((\frac{M}{(a, M)})^2(b^2 - 4ac)\).

Let \(\alpha \in \mathbb{Z}[\text{lcm}(a, M)\tau] \setminus \mathbb{Z}\). A sublattice \(\mathbb{Z} + \mathbb{Z}\alpha\) of \(\text{End}(E^\Gamma_{\tau'}(M))\) has determinant \(4N(\alpha) - \text{Tr}(\alpha)^2\). Especially, \(d(E^\Gamma_{\tau'}(M)) = \det(\text{End}(E^\Gamma_{\tau'}(M)))\). Moreover, \(d^2 \cdot \det(\text{End}(E^\Gamma_{\tau'}(M))) = \det(\mathbb{Z} + \mathbb{Z}\alpha)\) for some \(d \in \mathbb{Z}\).

Conversely, if \(\alpha \in \mathbb{C} \setminus \mathbb{Z}\) satisfies \(\text{[b]}\) then

\[
\alpha = \frac{\text{Tr}(\alpha) \pm d\sqrt{d(E^\Gamma_{\tau'}(M))}}{2}.
\]

On the other hand,

\[
\text{lcm}(a, M)\tau = \frac{1}{2} \left( -\frac{bM}{(a, M)} + \sqrt{d(E^\Gamma_{\tau'}(M))} \right).
\]
Lemma 4.3. Let $\alpha = \frac{1}{2} \left( \text{Tr}(\alpha) \pm \frac{M}{(a,M)} bd \right) \pm d \cdot \text{lcm}(a,M) \tau$. 

Since $d^2 \cdot (b^2 - 4ac) = \text{Tr}(\alpha)^2 - 4 N(\alpha)$, 

$$\frac{1}{2} \left( \text{Tr}(\alpha) + \frac{M}{(a,M)} bd \right) \cdot \frac{1}{2} \left( \text{Tr}(\alpha) - \frac{M}{(a,M)} bd \right) = N(\alpha) - \left( \frac{M}{(a,M)} \right)^2 ac.$$ 

Therefore $\frac{1}{2} \left( \text{Tr}(\alpha) \pm \frac{M}{(a,M)} bd \right) \in \mathbb{Z}$ and $\alpha \in \mathbb{Z}[\text{lcm}(a,M) \tau]$. \hfill $\Box$

For a positive integer $N$, $T_{N_t}^{\Gamma_0(M)}$ denotes the affine plane algebraic curve defined by the modular polynomial $\Phi_{N_t}^{\Gamma_0(M)}$.

**Proposition 4.2.** Let $N_1, N_2$ be positive integers prime to $M$. Then, the curves $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ intersect properly if and only if $N_1 N_2$ is not a square.

If $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ intersect properly, for any $(t(\tau), t(\tau')) \in T_{N_1}^{\Gamma_0(M)} \cap T_{N_2}^{\Gamma_0(M)}$, elliptic curves $E_\tau, E_{\tau'}$ have complex multiplication and $d(E_{\tau}^M), d(E_{\tau'}^M) \geq -4 N_1 N_2$.

**Proof.** If $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ do not intersect properly, they contain a common component $V(\Psi_{g}^{\Gamma_0(M)})$ for some $g = N_1/(N_1')^2 = N_2/(N_2')^2$ such that $(N_1', M) = (N_2', M) = 1$. Then $N_1 N_2 = (g N_1' N_2')^2$ is a square.

Conversely, suppose that $N_1 N_2$ is a square. Let $g := (N_1, N_2), N_1 = g(N_1')^2, N_2 = g(N_2')^2$. Then $V(\Psi_{g}^{\Gamma_0(M)})$ is a common component of $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$.

Suppose that $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ intersect properly and $(t(\tau), t(\tau')) \in T_{N_1}^{\Gamma_0(M)} \cap T_{N_2}^{\Gamma_0(M)}$. Then, there exist isogenies $f_1, f_2: E_\tau \rightarrow E_{\tau'}$ such that $f_i \left( \left( \frac{1}{\tau} + \lambda_{\tau_i} \right) \right) = \left( \frac{1}{\tau'} + \lambda_{\tau_i} \right)$, deg $f_i = N_i$ for each $i = 1, 2$. The degree of an isogeny $f_2 \circ f_1 \in E_{\tau}^{M}$ is $N_1 N_2$, which is not a square. Thus $f_2 \circ f_1 \notin \mathbb{Z}$ and $E_{\tau}$ have complex multiplication. Let $\alpha \in \mathbb{Z}[\text{lcm}(a,M) \tau]$ correspond $f_2 \circ f_1$. Since $d(E_{\tau}^M) \mid \text{Tr}(\alpha)^2 - 4 N(\alpha) \geq -4 N_1 N_2$.

Similarly, it follows that $d(E_{\tau'}^M) \geq -4 N_1 N_2$ by considering $f_1 \circ f_2$. \hfill $\Box$

For $\tau \in \mathbb{H}$, let $e_{\tau} := (\Gamma_0(M) \tau : \{ \pm 1 \})$ where $\Gamma_0(M) \tau$ is the stabilizer of $\tau$ for $\Gamma_0(M)$. This number is the ramification degree of $t: \mathbb{H} \rightarrow \mathbb{C}$ at $\tau$.

**Lemma 4.3.** Let $N_1, N_2$ be positive integers prime to $M$ and $T_{N_1}^{\Gamma_0(M)}$ and $T_{N_2}^{\Gamma_0(M)}$ intersect properly. Then the intersection multiplicity at $(t(\tau_0), t(\tau_0')) \in T_{N_1}^{\Gamma_0(M)} \cap T_{N_2}^{\Gamma_0(M)}$ is given by

$$(T_{N_1}^{\Gamma_0(M)} T_{N_2}^{\Gamma_0(M)})(t(\tau_0), t(\tau_0')) = \frac{1}{4 e_{\tau_0} e_{\tau_0'}} \# \{ (f_1, f_2) \in \text{Hom}^{\Gamma_0(M)}(E_{\tau_0}^M, E_{\tau_0'}^M) \mid \text{deg} f_i = N_i \}.$$
Proof. Since \( t(\tau) - t(\tau'_0) \) has zero at \( \tau'_0 \) of order \( e_{\tau'_0} \),

\[
(T_{N_1}^{\Gamma_0(M)}, T_{N_2}^{\Gamma_0(M)})_{(t(\tau_0), t(\tau'_0))} = \dim_{\mathbb{C}} \mathbb{C}[X - t(\tau_0), Y - t(\tau'_0)]/(\Phi_{N_1}^{\Gamma_0(M)}, \Phi_{N_2}^{\Gamma_0(M)})
\]

\[
= \frac{1}{e_{\tau'_0}} \dim_{\mathbb{C}} \mathbb{C}[X - t(\tau_0), \tau - \tau'_0]/(\Phi_{N_1}^{\Gamma_0(M)}, \Phi_{N_2}^{\Gamma_0(M)}).
\]

Since \( \Phi_{N_i}^{\Gamma_0(M)}(X, t(\tau)) = \prod A_i \in I_{N_i, \text{mat}}^{\Gamma_0(M)} (X - t(A_i(\tau))) \),

\[
(T_{N_1}^{\Gamma_0(M)}, T_{N_2}^{\Gamma_0(M)})_{(t(\tau_0), t(\tau'_0))} = \frac{1}{e_{\tau'_0}} \sum_{A_i \in I_{N_1, \text{mat}}^{\Gamma_0(M)}, \ A_2 \in I_{N_2, \text{mat}}^{\Gamma_0(M)}} \dim_{\mathbb{C}} \mathbb{C}[X - t(\tau_0), \tau - \tau'_0]/(X - t(A_1(\tau)), X - t(A_2(\tau)))
\]

\[
= \frac{1}{e_{\tau'_0}} \sum_{A_i \in I_{N_1, \text{mat}}^{\Gamma_0(M)}, \ A_2 \in I_{N_2, \text{mat}}^{\Gamma_0(M)}, \ t(\tau_0) = t(A_1(\tau'_0)) = t(A_2(\tau'_0))} \text{(the order of } t(A_1(\tau)) - t(A_2(\tau)) \text{ at } \tau'_0 \).
\]

Let \( A_1 \in I_{N_1, \text{mat}}^{\Gamma_0(M)}, A_2 \in I_{N_2, \text{mat}}^{\Gamma_0(M)}, t(\tau_0) = t(A_1(\tau'_0)) = t(A_2(\tau'_0)) \). Then \( \tau_0, A_1(\tau'_0), A_2(\tau'_0) \) are \( \Gamma_0(M) \)-equivalent. By Lemma 2.8 we can assume that \( \tau_0 = A_1(\tau'_0) = A_2(\tau'_0) \) and may write \( A_i = \begin{pmatrix} a_i & b_i \\ c_i & d_i \end{pmatrix}, \ c_2 = 0 \). By the same argument in proof of Theorem 2.1 in [Vog07], the order of \( t(A_1(\tau)) - t(A_2(\tau)) \) at \( \tau'_0 \) is \( e_{\tau_0} \). Thus

\[
(T_{N_1}^{\Gamma_0(M)}, T_{N_2}^{\Gamma_0(M)})_{(t(\tau_0), t(\tau'_0))} = \frac{e_{\tau_0}}{e_{\tau'_0}} \# \{ (f_1, f_2) \in \text{Hom}_{\Gamma_0(M)}(E^M_{\tau_0}, E^M_{\tau'_0}) \mid \deg f_i = N_i \}
\]

\[
= \frac{1}{4e_{\tau_0}} \# \{ (f_1, f_2) \in \text{Hom}_{\Gamma_0(M)}(E^M_{\tau_0}, E^M_{\tau'_0}) \mid \deg f_i = N_i \}.
\]

\[ \square \]

4.2 Isogenies between elliptic curves with level structure for \( \Gamma_0(M) \)

We prepare several lemmata in order to calculate the intersection number of modular polynomials, which is a sum of intersection multiplicities calculated in Lemma 4.3.

In this subsection, we fix positive integers \( N_1, N_2 \) prime to \( M \), an integer \( x \) such that \( D := 4N_1N_2 - x^2 > 0 \) and \( \tau \in \mathbb{H} \) such that \( d^2 \cdot d(E^{\Gamma_0(M)}_\tau) = -D \) for some \( d \in \mathbb{Z}_{>0} \). Let \( a, b, c \) be integers such that \( a\tau^2 + b\tau + c = 0, (a, b, c) = 1 \). Then, \( \left( \frac{M}{(a, M)} \right)^2 (4ac - b^2) = D \) by Lemma 4.1(a). Let \( \beta \) be the unique root of
$X^2 - xX + N_1N_2$ on $\mathbb{H}$ and $g \in \text{End}(E'_{\tau^0}(M))$ be the isogeny defined by multiplying by $\beta$. We can write

$$\beta = \frac{1}{2} \left( x + \frac{M}{(a,M)} bd \right) + \frac{M}{(a,M)} dr.$$  

We define

$$D(\tau, x) := \{ (E'_{\tau^0}(M), f_1, f_2) \mid \tau' \in \mathbb{H}, f_i \in \text{Hom}(E'_{\tau^0}(M), E'_{\tau'^0}(M)), \deg f_i = N_i, (f_1, f_2) = x \}/ \cong,$$

$$D_i(\tau, x) := \{ (E'_{\tau^0}(M), f) \mid \tau' \in \mathbb{H}, f \in \text{Hom}(E'_{\tau^0}(M), E'_{\tau'^0}(M)), \deg f = N_i, f \circ g \}/ \cong, \quad i = 1, 2$$

where two pairs $(E'_{\tau^0}(M), f_1, f_2), (E'_{\tau'^0}(M), f'_1, f'_2)$ are called isomorphic if there exists an isomorphism $\varphi: E'_{\tau^0} \cong E'_{\tau'^0}$ such that $f'_1 = \varphi \circ f_1, f'_2 = \varphi \circ f_2$ and two pairs $(E'_{\tau^0}(M), f), (E'_{\tau'^0}(M), f')$ are called isomorphic if there exists an isomorphism $\varphi: E'_{\tau^0} \cong E'_{\tau'^0}$ such that $f'' = \varphi \circ f'$. Also we define

$$D'_{i}(\tau, x) := \{ (E'_{\tau^0}(M), f_1, f_2) \mid f_i \in \text{Hom}(E'_{\tau^0}(M), E'_{\tau'^0}(M)), \}$$

$$D'_{i}(\tau, x) := \{ (E'_{\tau^0}(M), f) \mid f \in \text{Hom}(E'_{\tau^0}(M), E'_{\tau'^0}(M)), \}$$

For an isogeny $f: E \to E'$ between elliptic curves and an integer $N$, denote $N \mid f$ if there exists an isogeny $f': E \to E'$ such that $f = f' \circ [N]_E$.

**Lemma 4.4.** The following map is bijective:

$$[E'_{\tau^0}(M), f_1, f_2] \mapsto \begin{cases} 
(E'_{\tau'^0}(M), f_1) & \text{if } f_1 \circ f_2 = g \\
(E'_{\tau'^0}(M), f_2) & \text{if } f_2 \circ f_1 = g.
\end{cases}$$

This map induces a bijection between $D'_{\tau^0}(\tau, x)$ and $D'_{1}(\tau, x) \sqcup D'_{2}(\tau, x)$.

**Proof.** Let $\alpha_1, \alpha_2 \in \mathbb{C}$ correspond to $f_1, f_2$. Then, $\alpha_1 \alpha_2$ and $\alpha_2 \alpha_1$ are roots of $X^2 - xX + N_1N_2$. Thus $f_1 \circ f_2 = g$ or $f_2 \circ f_1$ is equal to $g$. \qed

Let $e := (N_1, N_2, x)$. We can prove the following lemma by Lemma 3.1 and the same argument in proof of Lemma 2.1 in [Gör07].

**Lemma 4.5.** For $i = 1, 2$, there exists a bijection between the following sets:

(i) $D_i(\tau, x)$,

(ii) \[ \left\{ X = \begin{pmatrix} p & q \\ 0 & s \end{pmatrix} \in M_2(\mathbb{Z}) \mid X \text{ satisfies (a) (b)} \right\} \]

where

(a) $ps = N_1, Z := \frac{1}{p} \left( M - (a,M) \right) ad, \frac{1}{2} \left( x - \frac{M}{(a,M)} bd \right), N_i \right) \mid (e, d)$

(b) $0 \leq q < s$ and $q \equiv q' \mod \frac{1}{2}$ for some $q' \in \mathbb{Z}/\frac{1}{2}\mathbb{Z}$ depending on $Z$.  
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Thus the number of elements of these sets is given by

\[
\sigma \left( \left( e, \frac{M}{(a,M)}d \right) \right) = \sum_{Z|\left(e, \frac{M}{(a,M)}d\right)} Z.
\]

If \([E_{\tau}^{G_0(M)}, f], A = \begin{pmatrix} p & q \\ 0 & s \end{pmatrix}\) and \(Z\) correspond under this bijection, then

\[
p = \frac{1}{Z} \left( \frac{M}{(a,M)}ad, \frac{1}{2} \left( x - \frac{M}{(a,M)}bd \right), N_i \right)
\]

and \([E_{\tau}^{G_0(M)}, f]\) is isomorphic to a pair of \(E_{A(\tau)}^M\) and an isogeny from \(E_{\tau}^{G_0(M)}\) to \(E_{A(\tau)}^M\) defined by multiplying by \(p\).

Thus

\[
\#D_i^{G_0(M)}(\tau, x) = \sum_{Z|\left(e, \frac{M}{(a,M)}d\right), (\frac{M}{(a,M)}d, M) = 1} Z
\]

where

\[
L_i := \left( \frac{M}{(a,M)}ad, \frac{1}{2} \left( x - \frac{M}{(a,M)}bd \right), N_i \right).
\]

### 4.3 Proof of Theorem 1.2 and Theorem 1.2

We are now ready to prove Theorem 1.2 by using results obtained in previous sections.

**Proof of Theorem 1.2** Suppose that \(N_1, N_2\) are integers prime to \(M\). The symbol \([\tau]\) denotes the element \(\Gamma_0(M)\tau\) in \(Y_0(M)\). By Lemma 1.3, the intersection number of curves defined by \(\Phi_{N_1}^{G_0(M)}\) and \(\Phi_{N_2}^{G_0(M)}\) on the image of \(Y_0(M) \times Y_0(M)\) in \(\mathbb{C} \times \mathbb{C}\) under \(t \times t\) is

\[\langle \Phi_{N_1}^{G_0(M)}, \Phi_{N_2}^{G_0(M)} \rangle = \sum_{[\tau_0], [\tau_0] \in Y_0(M)} (T_{\tau_0}^{G_0(M)}, T_{\tau_0}^{G_0(M)})(\tau_0, \tau_0)\]

\[= \sum_{[\tau_0], [\tau_0]} \# \left\{ (f_1, f_2) \in \text{Hom}^{G_0(M)}(E_{\tau_0}^M, E_{\tau_0}^M) \mid \deg f_i = N_i \right\} \]

\[= \sum_{x \in \mathbb{Z}} \sum_{[\tau_0], [\tau_0]} \# \left\{ (f_1, f_2) \in \text{Hom}^{G_0(M)}(E_{\tau_0}^M, E_{\tau_0}^M) \mid \deg(n_1f_1 + n_2f_2) = N_1n_1^2 + x_n1n_2 + N_2n_2^2 \right\} \]

\[= \sum_{x \in \mathbb{Z}} \sum_{d | 4N_1N_2 - x^2} \sum_{[\tau_0] \in Y_0(M)} \sum_{\text{imaginary quadratic}} \frac{\#D_i^{G_0(M)}(\tau_0, x)}{2e_{\tau_0}}.
\]
If $E^M_{\tau_0}$ is an elliptic curve with complex multiplication with level structure for $\Gamma_0(M)$ and $a, b, c$ be integers such that $a\tau_0^2 + b\tau_0 + c = 0, (a, b, c) = 1$, then an isomorphic class of $E^M_{\tau_0}$ corresponds to an $\Gamma_0(M)$-equivalence class of a primitive positive definite binary quadratic form $[a, b, c]$ over $\mathbb{Z}$. By Lemma 4.4, this is

$$\sum_{x \in \mathbb{Z}, \ x^2 < 4N_1N_2 \ 2\epsilon_{\tau_0}} \ #D_1^0(\tau_0, x) + \ #D_2^0(\tau_0, x).$$

By Lemma 4.5, this is

$$\sum_{x \in \mathbb{Z}, \ x^2 < 4N_1N_2 \ 2\epsilon_{\tau_0}} \ L_i := \left( \frac{M}{(a, M)} \frac{1}{2} \left( x - \frac{M}{(a, M)} bd \right), N_i \right).$$

where $a, b, c$ be integers such that $a\tau_0^2 + b\tau_0 + c = 0, (a, b, c) = 1$ and

$$L_i := \left( \frac{M}{(a, M)} \frac{1}{2} \left( x - \frac{M}{(a, M)} bd \right), N_i \right).$$

Since $(N_1, M) = (N_2, M) = 1$, we can eliminate the condition $(\frac{M}{Z}, M) = 1$ in the sum. By Lemma 3.1, this sum is

$$\sum_{x^2 < 4N_1N_2} Z \cdot H^M \left( \frac{4N_1N_2 - x^2}{Z^2} \right).$$

For the case when $M = p$ is a prime, by replacing $Z$ by $d$ and applying Proposition 3.3, this sum is

$$\sum_{x^2 < 4N_1N_2} \ A^p(4N_1N_2 - x^2) \sum_{d \mid (N_1, N_2, x)} d \cdot H \left( \frac{4N_1N_2 - x^2}{d^2} \right).$$

The proof is complete.

**Proof of Theorem 1.3.** As mentioned in Section 1, let us follow the notation in [Nag92]. By Theorem 2.1.1 of [Nag92] we see that

$$C(T) = 288 \sum_{d \mid T} dH \left( \frac{\det(2T)}{d^2} \right)$$

for any $T \in \text{Sym}_2(\mathbb{Z})$. Notice that $\chi_T(p) = \chi_{d^{-1}T}(p)$ for any $d \mid T$ and $p \mid M$ since the imaginary quadratic field corresponding to $T$ is equal to one corresponding to $d^{-1}T$. Then the claim follows from this with Theorem 1.2. □
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