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Abstract. Bayer and Blanco-Chacón have recently defined quadratic modular symbols for the Shimura curves $X(D, N)$ attached to Eichler orders of level $N$ of an indefinite quaternion $Q$-algebra of discriminant $D$. In this paper, we give a cohomological interpretation of these quadratic modular symbols. Explicit computations for the homology of some Shimura curves are also provided.

Introduction

In [3], Bayer and Blanco-Chacón have defined a $p$-adic distribution attached to an elliptic curve $E$ defined over $\mathbb{Q}$ and a quadratic imaginary point of the upper half-plane. This $p$-adic distribution takes values in an infinite-dimensional $\mathbb{Q}_p$-Banach space and the corresponding Mellin-Mazur transform produces algebraic points on $E$ in the spirit of [5]. This construction has been recently transferred to the setting of quaternionic Shimura curves $X(D, N)$ attached to Eichler orders $\mathcal{O}(D, N)$ of level $N$ in the rational quaternion algebra of discriminant $D > 1$. A definition of $p$-adic $L$-functions attached to these curves, based on quadratic imaginary points, has been proposed in [3]. The fact that the Hecke algebra does not act on the set of $\Gamma(D, N)$-orbits of quadratic imaginary points implies that the $p$-adic measures take values on $p$-adic Banach space of countable dimension, as in the elliptic curve setting.

In the present paper, we carry out a cohomological study of these quadratic modular symbols. The main tool for that purpose will be a systematic use of Grothendieck spectral sequences.

Now, we provide an overview of the contents of this paper.

In section 1, we design an algorithm to decompose the homology classes that can be applied to the 73 arithmetic Fuchsian groups of signature $(1, e)$, classified by Takeuchi in [13], as well as a second algorithm, based on the use of quadratic points, suitable for the classical modular case.

In section 2, we recall with some detail the isomorphism of Ash and Stevens ([2]) which allows to describe the cohomology with compact support of the modular curve in terms of classical modular symbols. Finally, we develop a similar method...
to characterize the space of quadratic modular symbols under a cohomological point of view.

**General notations and conventions**

Throughout the paper, \( \mathcal{H} \) will denote the complex upper half-plane and \( \mathcal{H}^* = \mathcal{H} \cup \mathbb{P}^1(\mathbb{Q}) \). We refer to [1] for unexplained facts and terminology about quaternion algebras and quaternion orders. We refer to [8] for unexplained facts and terminology about Fuchsian groups and hyperbolic geometry.

1. Decomposition of closed paths

Let \( H \) be an indefinite quaternion \( \mathbb{Q} \)-algebra of discriminant \( D \). Choose a maximal order \( \mathcal{O} \), which is unique up to conjugation. Denote by \( \mathcal{O}_1 \) the group of elements of reduced norm 1 in \( \mathcal{O} \) and fix an embedding \( \psi \) of \( H \) in \( M(2, \mathbb{R}) \) (see [1]). Let \( \Gamma_H = \psi(\mathcal{O}_1) \). We denote by \( \Gamma \) an arithmetic Fuchsian group of the first kind commensurable with \( \Gamma_H \), for some \( H \). Let \( X(\Gamma) \) be the corresponding projective Shimura curve. For \( D > 1 \), \( \Gamma \) is cocompact, while for \( D = 1 \) this is not the case and \( X(\Gamma) \) is a modular curve. The homology group \( H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z}) \) contains the maximal lattice \( H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z}) \), whose elements are classes of closed paths in \( X(\Gamma)(\mathbb{C}) \).

**Theorem 1.1** (cf. [9] for \( D = 1 \), [3] for \( D > 1 \)). Denote by \( E_\Gamma \) and \( P_\Gamma \) the sets of elliptic and parabolic elements of \( \Gamma \), respectively. Let \( \Gamma' \) be the commutator subgroup of \( \Gamma \). Let \( \alpha \in \mathcal{H} \) if \( \Gamma \) is cocompact or \( \alpha \in \mathcal{H}^* \), otherwise. For any \( g \in \Gamma \), define \( \phi_\alpha(g) := \{\alpha, g(\alpha)\} \in H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z}) \).

(i) If \( \Gamma \) is not cocompact then, for any \( \alpha \in \mathcal{H}^* \), there is a short exact sequence of groups

\[
0 \rightarrow \Gamma' E_\Gamma P_\Gamma \rightarrow \Gamma \xrightarrow{\phi_\alpha} H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z}) \rightarrow 0.
\]

(ii) If \( \Gamma \) is cocompact then, for any \( \alpha \in \mathcal{H} \), there is a short exact sequence of groups

\[
0 \rightarrow \Gamma' E_\Gamma \rightarrow \Gamma \xrightarrow{\phi_\alpha} H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z}) \rightarrow 0.
\]

In both cases, the map \( \phi := \phi_\alpha \) is independent of \( \alpha \).

From now on, we denote by \( L \) the kernel of the map \( \phi \).

**Remark 1.2.** Apart from theorem 1.1, and from the fact that \( H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z}) \cong \mathbb{Z}^{2g} \), being \( g \) the genus of \( X(\Gamma) \), saying something more precise about the structure of the homology of \( X(\Gamma)(\mathbb{C}) \) seems a difficult task. In some cases, it is possible to find a presentation of the group \( \Gamma \) consisting of a set of matrices not belonging to \( L \) together with some relations involving certain commutators (see [13]). In [6], an algorithm is given to find a presentation for congruence groups, and in [1] presentations and fundamental domains are provided for some arithmetic Fuchsian groups in the cocompact case. Here, one of the problems we shall tackle is the decomposition of homology classes in terms of the generators of \( \Gamma \) under the assumption that a system of generators is given.

We emphasize that finding fundamental domains and generators is a different (and a non-equivalent) problem to decomposing homology classes which, on the
other hand, is equivalent to reducing points in the upper half-plane to a given fundamental domain.

Fix $\tau \in \mathcal{H}^*$ ($\tau \in \mathcal{H}$, if $\Gamma$ is cocompact). By virtue of theorem 1.1 and the above remark, given $\omega \in H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z})$, there exists $g \in \Gamma$ such that $\omega = \{\tau, g(\tau)\}_\Gamma$. In the modular case, in addition to theorem 1.1 we can use Manin’s continued fraction trick, which allows to decompose $\omega$ as a $\mathbb{Z}$-linear combination of a family of non-closed paths, namely, the Manin distinguished classes (see [9]).

We look for an algorithm which decomposes a given $g \in \Gamma$ as a product of elements in a fixed set of generators of $\Gamma$, so that we can express $\omega$ as a $\mathbb{Z}$-linear combination of certain distinguished closed paths. We develop such algorithm for the finite family of all the arithmetic Fuchsian groups of signature $(1; e)$.

Additionally, we provide an algorithm which decomposes matrices of the modular group $\text{SL}(2, \mathbb{Z})$ as products of powers of the generators $S = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$ and $T = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}$. Such algorithm is different from the classical one, which uses the euclidean algorithm (see [7], for instance). Our algorithm resembles Manin’s continued fraction trick, although it is based on quadratic imaginary points, instead of the cusp $i \infty$. It also yields as output a decomposition of $\omega$ as a $\mathbb{Z}$-linear combination of non-closed paths.

1.1. Arithmetic Fuchsian groups of signature $(1; e)$. We recall that all the fundamental domains for $\Gamma$ have the same number of non-accidental elliptic cycles.

**Definition 1.3.** The signature of $\Gamma$ is the $(r + 1)$-tuple $(g; e_1, \ldots, e_r)$, where $g$ is the genus of $X(\Gamma)$, $r$ is the number of non-equivalent non-accidental elliptic cycles, and for any elliptic cycle $\mathcal{E}_k$, $e_k$ is the integer such that the sum of the angles at the vertices of $\mathcal{E}_k$ equals $2\pi/e_k$.

For $g = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \Gamma$, if $g$ is not a homothety then denote by $I(g)$ the isometry circle of $g$, namely, the set $\{z \in \mathcal{H} \mid |cz + d| = 1\}$. If $g$ is a homothety of factor $\lambda$, then define $I(g) = \{z \in \mathcal{H} \mid |\lambda z| = 1\}$. Denote by $\text{Ext}(I(g))$ the exterior of $I(g)$ and by $\text{Int}(I(g))$ the complement of $\text{Ext}(I(g))$. For any $\lambda \in \mathbb{R}$, $\lambda > 0$, denote 

$$S(\lambda) = \{z \in \mathcal{H} \mid \lambda^{-1} \leq |z| \leq \lambda\}.$$ 

If $h$ is a homothety of factor $\lambda$, then notice that the isometry circles of $h$ and $h^{-1}$ are parallel in the hyperbolic metric. Sometimes (cf. [11]), it is possible to find a system of generators $G$ of $\Gamma$ such that one of them is an hyperbolic homothety $h$ of factor $\lambda$ and a fundamental domain of the form 

$$\mathcal{F} = \bigcap_{g \in G \backslash \{h, h^{-1}\}} \text{Ext}(I(g)) \cap S(\lambda).$$ 

We shall call $S(\lambda)$ the fundamental strip of $\mathcal{F}$. We can construct such a fundamental domain, for instance, when $\Gamma$ is one of the 73 arithmetic Fuchsian groups of signature $(1; e)$, which were classified by Takeuchi in [13]. These arithmetic Fuchsian groups admit a presentation of the form $\Gamma = \langle \alpha, \beta : (\alpha \beta \alpha^{-1} \beta^{-1})^e = \pm 1 \rangle$, where $\alpha, \beta$ are hyperbolic elements.
Proposition 1.4 (Sijsling, [12]). Let $\Gamma$ be a cocompact arithmetic Fuchsian group of signature $(1; e)$ generated by $\alpha$ and $\beta$. Then, after a change of variables, we can suppose that $\alpha$ is a homothety of factor $\lambda$ and $\beta = \begin{bmatrix} a & b \\ -b & a \end{bmatrix}$. Furthermore, the hyperbolic rectangle $F = S(\lambda) \cap \operatorname{Ext}(I(\beta)) \cap \operatorname{Ext}(I(\beta^{-1}))$ is a fundamental domain for $\Gamma$.

Let $\Gamma$ be a cocompact arithmetic Fuchsian group of signature $(1; e)$ generated by $\alpha, \beta$. Given $\omega \in H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z})$, by theorem 1.1 we know that, for any $\tau \in \mathcal{H}$, there exists $g \in \Gamma$ such that $\omega = \{\tau, g(\tau)\}_T$. Since quadratic imaginary points contained in $\mathcal{H}$ are dense in $\mathcal{H}$, we may suppose, without loss of generality, that $\tau$ is a quadratic imaginary point contained in the interior of $\mathcal{F}$. Then the paths $\omega_\alpha = \{\tau, \alpha(\tau)\}_T$ and $\omega_\beta = \{\tau, \beta(\tau)\}_T$ form a $\mathbb{Z}$-basis of $H_1(X(\Gamma)(\mathbb{C}), \mathbb{Z})$.

Our aim is to decompose explicitly $\omega$ as $n_\alpha \omega_\alpha + n_\beta \omega_\beta$, with $n_\alpha, n_\beta \in \mathbb{Z}$. For doing this, it is enough to express $g$ as a product of powers of $\alpha$ and $\beta$. The idea is to multiply $g$ by the left by a suitable sequence of matrices $\{g_k\}$, with $g_k$ a power of $\alpha$ or $\beta$, to obtain a product $g_k \cdots g_1 g(\tau)$ belongs to the interior of $\mathcal{F}$. In this case, $g = (g_k g_{k_2} \cdots g_{k_\lambda})^{-1}$. Observe that the decomposition of $g$ as a product of generators is not unique in general.

Lemma 1.5. Suppose that $\lambda \geq 1$. Then, for any $z \in \mathcal{H}$ there exists an integer $N$ such that $\lambda^{-1} \leq |\alpha^N(z)| \leq \lambda$.

Proof. If $|z| > \lambda$, then take

$$N := \min\{s \in \mathbb{N} \mid |\lambda^{-2s}z| \leq \lambda\}.$$ 

Since $\alpha^{-N}(z) = \lambda^{-2N}z$, if $\lambda^{-1} \leq |\lambda^{-2N}z|$, then we are done. Otherwise, if $\lambda^{-1} > |\lambda^{-2N}z|$, then it would follow, multiplying by $\lambda^2$, that

$$\lambda > \lambda^2 \cdot |\lambda^{-2N}z| = |\lambda^{-2(N-1)}z|,$$

but this is a contradiction taking into account the choice of $N$. The case when $|z| \leq \lambda^{-1}$ is analogue. \hfill $\square$

Next we define the sets of transformations

$$\Gamma^+ = \{\beta, \beta \alpha, \beta \alpha^{-1}, \beta \alpha \beta^{-1}, \beta \alpha \alpha^{-1} \beta \},$$

$$\Gamma^- = \{\beta^{-1}, \beta^{-1} \alpha, \beta^{-1} \alpha^{-1}, \beta^{-1} \alpha \beta^{-1}, \beta^{-1} \alpha^{-1} \beta \}.$$ 

They will play an important role in our algorithm.

Example 1.6. Figure 1 shows a fundamental domain for the curve of signature $(1; 2)$ labeled e2d1D6i in [12]. In this particular case, $\alpha = \begin{bmatrix} \sqrt{\pi + \sqrt{2}} & 0 \\ \frac{\sqrt{\pi - \sqrt{2}}}{2} & \sqrt{\pi - \sqrt{2}} \end{bmatrix}$ and $\beta = \begin{bmatrix} \sqrt{2} & 1 \\ 1 & \sqrt{2} \end{bmatrix}$. Figure 2 shows a detail of the right region of the stripe $S(\lambda)$, in which we have depicted the images of $\mathcal{F}$ in figure 1 under the elements of $\Gamma^+$.

In general, denote by $S^+$ the right region of the stripe $S(\lambda)$ which excludes the interior of $\mathcal{F}$, and by $S^-$ the left portion of it, which is symmetric to $S^+$ with respect
to the vertical axis. Denote by $R^+$ and $R^-$ the regions covered by the images of $\mathcal{F}$ under iterated applications of the transformations in $\Gamma^+$ or $\Gamma^-$, respectively. Set

$$\mathcal{F}_n^+ = \bigcup_{\gamma_n \in \Gamma^+} \gamma_n \gamma_{n-1} \cdots \gamma_1 (\mathcal{F}),$$

so that we have

$$R^+ = \bigcup_{n \geq 1} \mathcal{F}_n^+.$$ 

The following results will also be used to prove the correctness of our algorithm.

**Lemma 1.7.** For any $z \in S^+$, there exists $\gamma \in \Gamma^+$ such that $\text{Im}(\gamma(z)) \leq \text{Im}(z)$.

**Proof.** For $\gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \Gamma^+$ and $z \in S^+$, we have

$$\text{Im}(\gamma(z)) = \frac{\text{Im}(z)}{|cz + d|^2}.$$
Now, the condition $|cz + d| \geq 1$ is equivalent to say that $z$ belongs to the closure of the exterior of the isometry circle of $\gamma$. \hfill \Box

**Lemma 1.8.** $S^+ = R^+$.

**Proof.** First of all, let us check that, for any $n \geq 1$, and for any matrices $\gamma_k \in \Gamma^+$, is $\gamma_j \gamma_{j_n-1} \cdots \gamma_{j_1} (\mathcal{F}) \subseteq S^+$. To see this, it is enough to notice that the five transforms of $\Gamma^+$ preserve $S^+$ (see figure 2).

To check the reciprocal inclusion, define the sequence

$$h_n := \sup \{ \text{Im}(z) \mid z \in \mathcal{F}_n^+ \}.$$  

We claim that $h_{n+1} < h_n$ for any $n \geq 1$. In fact, since Möbius transforms are continuous, $h_n = \text{Im}(\gamma_{j_n} \cdots \gamma_{j_1}(z))$ for some $z \in \mathcal{F}$. In addition, it is easy to check (see figure 2) that $h_n$ is reached at a point of the boundary which is intersection of two circles. Hence, $h_{n+1}$ is also reached at a boundary point which lies in the intersection of two circles.

Let $V_n = \{z_{n,k}\}_k$ be the set of boundary points of $\mathcal{F}_n^+$ which are intersections of two circles. For any $k$, the point $z_{n,k}$ cannot be fixed simultaneously by the five matrices in $\Gamma^+$, hence, according to lemma 1.7 there exists $\gamma \in \Gamma^+$ such that $\text{Im}(\gamma(z_{n,k})) \leq \text{Im}(z_{n,k})$. Since Möbius transformations map geodesics into geodesics, the inequality has to be strict, and this for all the points in the finite set $V_n$. Since $h_{n+1} = \text{Im}(\gamma(z_{n,k_0}))$ for some boundary point $z_{n,k_0} \in V_n$, $h_{n+1}$ has to be strictly smaller than $h_n$.

In this way, since $\{h_n\}_{n \geq 0}$ is a decreasing sequence and $h_n > 0$ for any $n \geq 1$, this sequence is convergent. However, if the limit were nonzero then there would exist an accumulation point in $\mathcal{H}$ of a sequence $\{\gamma_n(z)\} \subseteq \mathcal{H}$ with $\gamma_n \in \Gamma$ and $z \in \mathcal{F}$. Since $\Gamma$ acts properly discontinuously on $\mathcal{H}$, this would be a contradiction.

Consequently, given $z \in S^+$, let $n \geq 1$ be such that $h_n \leq \text{Im}(z)$. Hence, there exists $\gamma \in \Gamma$ equal to a product of $n$ matrices of $\Gamma^+$ such that $z \in \gamma(\mathcal{F})$. \hfill \Box

Now, we can turn the foregoing facts into an algorithm as follows.

Let $\tau \in \mathcal{H}$ and $g \in \Gamma$ be such that $g(\tau) \not\in S(\lambda)$. Define $N(g) \in \mathbb{Z}$ such that $\lambda^{-1} \leq |\alpha^N(g)(\tau)| \leq \lambda$. Our procedure is described in algorithm 1. Let us move on check its correctness.

**Proof of correctness.** If $g(\tau) \not\in S(\lambda)$ then left multiplication by $\alpha^m$, for some $m$, brings $g(\tau)$ to, say, $S^+$. Then, by lemma 1.8 we can write $\alpha^m g(\tau) = \gamma_{k_n} \cdots \gamma_{k_1}(\tau)$, where $\gamma_{k_j} \in \Gamma^+$. If $\gamma_{k_n} \neq \beta \alpha^{-1} \beta^{-1}$, then we can write

$$\alpha^v \beta^{-1} \alpha^m g(\tau) = \gamma_{k_{n-1}} \cdots \gamma_{k_1}(\tau)$$

for some $v \in \mathbb{Z}$. This point belongs to $S^+$. If $\gamma_{k_n} = \beta \alpha^{-1}$ then we distinguish two cases. If $\gamma_{k_j} \neq \beta \alpha^{-1} \beta^{-1}$ for some $j \in \{1, \ldots, n-1\}$ then

$$\beta^{-1} \alpha^v \beta^{-1} \alpha^m g(\tau) = \gamma_{k_{j-1}} \cdots \gamma_{k_1}(\tau) \in S^+.$$  

Otherwise, $\alpha^v \beta^{-1} \alpha^m g(\tau) = \beta^{-1}(\tau) \in S^-$. The algorithm does $n$ operations if $g = \gamma_{k_n} \cdots \gamma_{k_1}$.
Algorithm 1 Decomposition into distinguished closed paths

Input: \( g \in \Gamma \).
Output: \( \{n_\alpha, n_\beta\} \) such that \( \{\tau, g(\tau)\} = n_\alpha \{\tau, \alpha(\tau)\} + n_\beta \{\tau, \beta(\tau)\} \).

\[
\begin{align*}
\gamma & \leftarrow g, n_\alpha \leftarrow 0, n_\beta \leftarrow 0; \\
\text{flag} & \leftarrow \text{false}.
\end{align*}
\]

while \( \text{flag} == \text{false} \) do

if \( \gamma(\tau) \notin S \) then

\[
\begin{align*}
& n_\alpha \leftarrow n_\alpha + N(g), \\
& g \leftarrow \alpha^{N(g)} g, \\
& \gamma \leftarrow \gamma \alpha^{-N(g)}.
\end{align*}
\]

else

if \( \gamma(\tau) \in \mathcal{F} \) then

\[
\text{flag} \leftarrow \text{true}.
\]

end if

end if

if \( \gamma(\tau) \in S^+ \) then

\[
\begin{align*}
& n_\beta \leftarrow n_\beta + 1, \\
& g \leftarrow \beta.g, \\
& \gamma \leftarrow \gamma \beta.
\end{align*}
\]

end if

if \( \gamma(\tau) \in S^- \) then

\[
\begin{align*}
& n_\beta \leftarrow n_\beta - 1, \\
& g \leftarrow \beta.g, \\
& \gamma \leftarrow \gamma \beta^{-1}.
\end{align*}
\]

end if

end while

return \( \{n_\alpha, n_\beta\} \) such that \( \{\tau, g(\tau)\} = n_\alpha \{\tau, \alpha(\tau)\} + n_\beta \{\tau, \beta(\tau)\} \).

---

Example 1.9. For \( g = \begin{bmatrix} 6 + 3\sqrt{3} & 2\sqrt{2} \\ 2\sqrt{2} & 6 - 3\sqrt{3} \end{bmatrix} \), algorithm returns \( n_\alpha = n_\beta = 2 \) in four iterations. Indeed, \( g = \alpha \beta^2 \alpha \).

1.2. An alternative algorithm for the modular case. We develop a method which, given a matrix \( g \in \text{SL}(2, \mathbb{Z}) \), gives a factorization of \( g \) in terms of \( S \) and \( T \). There exists an explicit algorithm which uses the euclidean algorithm (cf. [10]), but our approach is slightly different; indeed, we compare \( g \) with the elements of a sequence of products of matrices acting on the imaginary unit in such a way that this sequence can be understood as the convergents of a certain continued fraction-like expansion.

We start with \( g = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2, \mathbb{Z}) \). Since \((ST)^3 = Id \) and \( S(i) = i \), we can suppose that

\[
g = T^{n_k} S T^{n_{k-1}} S \cdots T^{n_2} S T^{n_1},
\]
with \( n_1, \ldots, n_k \) to be determined. We want to express \( \omega = \{ i, g(i) \}_N \) as a \( \mathbb{Z} \)-linear combination of the form
\[
\omega = \{ i, ST^{n_1}(i) \} + \sum_{j=1}^{k-1} \{ T^{n_j} S \cdots T^{n_1}(i), T^{n_j+1} ST^{n_j} S \cdots T^{n_1}(i) \}.
\]

Define the following finite sequence:
\[
g_1(i) = n_1 + i, \quad g_{m+1}(i) = n_{m+1} - \frac{1}{g_m(i)}.
\]

Write \( g_j = \begin{bmatrix} a_j & b_j \\ c_j & d_j \end{bmatrix} \in \text{SL}(2, \mathbb{Z}). \) Notice that \( g_{n_k}(i) = g(i) \). At the \( j \)-th step, \( g_j(i) \) admits an explicit expression as an element of \( \mathbb{Q}(i) \), which we call the \( j \)-th convergent. For instance, the first four convergents are
\[
g_1(i) = n_1 + i \\
g_2(i) = \frac{n_1 + i}{n_2 + (n_1 n_2 - 1)} \\
g_3(i) = \frac{n_2 + (n_1 n_2 - 1)}{n_3 + (n_1 n_2 n_3 - n_1 - n_2)} \\
g_4(i) = \frac{n_3 + (n_1 n_2 n_3 - n_1 - n_2)}{n_4 + (n_1 n_2 n_3 n_4 - n_1 n_4 - n_3 n_4 - n_1 n_2 + 1)}.
\]

For any \( j = 2, \ldots, k \), notice that if \( |a_j| > |c_j| \), the quotient \( f_j = a_j/c_j \) can be written as \( f_j = n_j - A_j/B_j \), where \( A_j = B_{j-1}, B_j = n_{j-1} B_{j-1} - A_{j-1} \). We set \( B_1 = 0 \). Hence, for any \( j \geq 2 \), either \( A_j \) is coprime to \( B_j \), or \( A_j = \pm B_j \).

Now, we are ready for introducing our second algorithm.

Given \( a, b \in \mathbb{Z} \) with \( b \neq 0 \), denote by \( \text{Div}(a, b) \) the quotient of the euclidean division of \( a \) by \( b \). We propose the following procedure.

**Algorithm 2** Decomposition of matrices

**Input:** \( g \in \text{SL}(2, \mathbb{Z}). \)

**Output:** \( v = \{ n_k, \ldots, n_1 \} \) such that \( g(i) = T^{n_k} S \cdots T^{n_1}(i). \)

\[
\gamma \leftarrow g, \\
v \leftarrow \emptyset.
\]

while \( \gamma \neq \text{Id}, S \) do

if \( |\gamma(1,1)| < |\gamma(2,1)| \) then

\[
\gamma \leftarrow S \gamma, \\
h \leftarrow hS.
\]

else

\[
\gamma \leftarrow T^{-\text{Div}(\gamma(1,1), \gamma(2,1))} \gamma, \\
v \leftarrow v \cup \{ \text{Div} \Gamma[1,1], \gamma[2,1] \}.
\]

end if

end while

return \( v = \{ n_k, \ldots, n_1 \} \) such that \( g(i) = T^{n_k} S \cdots T^{n_1}(i). \)

**Proof of correctness.** If \( c = 0 \), then \( g \) is a translation. If \( |a| > |c| \), then the integer part of the quotient \( f_k \) gives the exponent \( n_k \), otherwise, the upper left entry of \( Sg \) is bigger in absolute value than the lower-left entry.
Example 1.10. For \( g = \begin{bmatrix} 3 & 2 \\ 7 & 5 \end{bmatrix} \), algorithm 2 returns the ordered vector \( v = \{-2, 3, 1\} \) in four iterations. Indeed, \( g = -ST^{-2}ST^3ST \).

2. Quadratic modular symbols

The aim of this section is to present the quadratic modular symbols as the cohomology of a suitable pair of topological spaces.

As a convention in what follows, given any topological space \( X \) and any \( i \in \mathbb{N} \), we write \( H_i(X) \) instead of \( H_i(X, \mathbb{Z}) \). Similarly, for any pair \( A \subseteq X \) of topological spaces one writes \( H_i((X, A)) \) instead of \( H_i((X, A), \mathbb{Z}) \).

2.1. Ash-Stevens cohomological interpretation of the classical modular symbols. We start by fixing some additional notation.

Set \( \Gamma := \Gamma_0(N) \), let \( D := \text{Div}(\mathbb{P}^1(\mathbb{Q})) \) be the group of divisors supported on the rational cusps \( \mathbb{P}^1(\mathbb{Q}) = \mathbb{Q} \cup \{i\infty\} \), let \( D_0 \subset D \) be the subgroup of divisors of degree zero, let \( R \) be a commutative ring such that the order of every torsion element of \( \Gamma \) is invertible in \( R \) and let \( E \) be an \( R[\Gamma] \)-module. We can identify \( \Gamma \backslash \mathcal{H}^* \) with \( X(\Gamma)(\mathbb{C}) \). Denote \( Y(\Gamma)(\mathbb{C}) \) for \( \Gamma \backslash \mathcal{H} \). Let \( \tilde{E} \) be the local coefficient system on \( X(\Gamma)(\mathbb{C}) \) associated to \( E \).

Theorem 2.1 (Ash-Stevens, [2]). For any \( i \in \mathbb{N} \) we have the following commutative diagram with exact rows:

\[
\begin{array}{cccccccc}
H^i \left( (X(\Gamma)(\mathbb{C}), X(\Gamma)(\mathbb{C}) \setminus Y(\Gamma)(\mathbb{C})), \tilde{E} \right) & \rightarrow & H^i \left( X(\Gamma)(\mathbb{C}), \tilde{E} \right) & \rightarrow & H^i \left( X(\Gamma)(\mathbb{C}) \setminus Y(\Gamma)(\mathbb{C}), \tilde{E} \right) \\
\downarrow & & \downarrow & & \downarrow \\
H^{i-1}(\Gamma, \text{Hom}_\mathbb{Z}(D_0, E)) & \rightarrow & H^i(\Gamma, E) & \rightarrow & H^i(\Gamma, \text{Hom}_\mathbb{Z}(D, E))
\end{array}
\]

where the vertical arrows are isomorphisms.

Proof. First of all, set \( A := \mathcal{H}^* \setminus \mathcal{H} \). We have the following commutative diagram with exact rows:

\[
\begin{array}{cccccccc}
\text{Hom}_\mathbb{Z}(K, E) & \rightarrow & H^0(\mathcal{H}, E) & \rightarrow & H^0(A, E) & \rightarrow & H^1((\mathcal{H}^*, A), E) & \rightarrow & H^1(\mathcal{H}^*, E) \\
\end{array}
\]

where

\( Q := H^0((\mathcal{H}^*, A), E) \),  \( K := H_0((\mathcal{H}^*, A)) \),

\( G_1 := \text{Hom}_\mathbb{Z}(H_1((\mathcal{H}^*, A), E) \oplus \text{Ext}_\mathbb{Z}^1(H_0((\mathcal{H}^*, A)), E)) \),

\( G_2 := \text{Hom}_\mathbb{Z}(H_1(\mathcal{H}^*), E) \oplus \text{Ext}_\mathbb{Z}^1(H_0(\mathcal{H}^*), E) \).

Moreover, the vertical arrows in the above diagram are the isomorphisms given by the universal coefficients theorem for cohomology. In addition, we underline that the following facts hold.

(i) \( Q = 0 \). Indeed, observe that

\( H_0((\mathcal{H}^*, A)) = \text{Coker}( H_0(A) \xrightarrow{i_*} H_0(\mathcal{H}^*) ) \).
Thus, we only need to check, for each $i$ commutative diagram with exact rows and vertical isomorphisms. In this way, combining all these facts, the above diagram becomes into the following diagram with exact rows and vertical isomorphisms.
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Now, consider the following Grothendieck spectral sequences.

$H^i(\Gamma, H^0(\mathcal{H}^*, E)) \Rightarrow H^i(\Gamma, H^0(A, E)) \Rightarrow H^i(\Gamma, H^1(\mathcal{H}^*, A), E) \Rightarrow 0$

Applying to the above diagram the left exact functor $(-)^\Gamma$ we obtain the following commutative diagram with exact rows and vertical isomorphisms.

$H^i(\Gamma, H^0(\mathcal{H}^*, E)) \Rightarrow H^i(\Gamma, H^0(A, E)) \Rightarrow H^i(\Gamma, H^1(\mathcal{H}^*, A), E) \Rightarrow 0$

Thus, we only need to check, for each $i \in \mathbb{N}$, that

$H^i(\Gamma, H^0(\mathcal{H}^*, E)) \cong H^i(\Gamma, (\mathcal{H}^*, A), E)$

$H^i(\Gamma, H^0(A, E)) \cong H^i(\Gamma, (\mathcal{H}^*, A), E) \cong H^{i+1}(\Gamma, (\mathcal{H}^*, A), E)$

Now, consider the following Grothendieck spectral sequences.

$H^i(\Gamma, H^j(\mathcal{H}^*, E)) \Rightarrow H^{i+j}(\Gamma, (\mathcal{H}^*, A), E)$.

We start by analyzing the first one. The foregoing calculations show, in particular, that $H^j(\mathcal{H}^*, E) = 0$ for all $j \neq 0, 2$. This fact implies that the source or the target of any differential of the $E_2$-page of this spectral sequence is zero and therefore it collapses providing an isomorphism

$H^i(\Gamma, H^j(\mathcal{H}^*, E)) \cong H^{i+j}(\Gamma, (\mathcal{H}^*, A), E)$.
for any \((i, j) \in \mathbb{N}^2\).

Let us move on to the second spectral sequence. Again by the foregoing, \(H^j(A, E) = 0\) for all \(j \neq 0\). Thus, this spectral sequence has just one non-zero row, hence it collapses yielding an isomorphism

\[
H^i(\Gamma, H^j(A, E)) \cong H^{i+j}(X(\Gamma)(\mathbb{C}) \setminus Y(\Gamma)(\mathbb{C}), \tilde{E}),
\]

for any \((i, j) \in \mathbb{N}^2\).

Bearing in mind that \(H^j((\mathcal{H}^*, A), E) = 0\) for all \(j \neq 1\), a similar argument implies that, for any \((i, j) \in \mathbb{N}^2\), there is an isomorphism

\[
H^i(\Gamma, H^1((\mathcal{H}^*, A), E)) \cong H^{i+1}\left((X(\Gamma)(\mathbb{C}), X(\Gamma)(\mathbb{C}) \setminus Y(\Gamma)(\mathbb{C})), \tilde{E}\right),
\]

just what we wanted to show. □

Notice that, in particular, \(H^i(\Gamma, H^1((\mathcal{H}^*, A), E)) \cong H^{i+1}(Y(\Gamma)(\mathbb{C}), \tilde{E})\).

2.2. Quadratic modular symbols. Let \(\Gamma\) be an arithmetic Fuchsian group of the first kind and fix \(\tau \in \mathcal{H}^*\) (\(\tau \in \mathcal{H}\) if \(\Gamma\) is cocompact). Let \(p\) be a prime number and let \(\omega_p \in \mathcal{O}_H\) be a quaternion of reduced norm \(p\). Set \(\gamma_p := \psi(\omega_p)\). We must recall (cf. [11]) that there exists \(d \in \mathbb{N}\) such that

\[
\left[\Gamma : \Gamma \cap \gamma_p \Gamma \gamma_p^{-1}\right] = d
\]

and therefore there is a coset decomposition

\[
\Gamma \gamma_p \Gamma = \bigcup_{a=1}^{d} \gamma_a \Gamma.
\]

Set, for each \(n \in \mathbb{N}\), \(I_n := \{1, \ldots, d\}^n\). Moreover, for each \(u = (u_1, \ldots, u_n) \in I_n\) set

\[
\gamma_u := \prod_{t=1}^{n} \gamma_{u_t}.
\]

Finally, we define

\[
\Delta_{\tau, p} := \bigcup_{n \geq 0} \bigcup_{u \in I_n} \gamma_u \Gamma \tau.
\]

The reason why we define \(\Delta_{\tau, p}\) is, on one hand, that we are interested in considering integrals along geodesics connecting points of \(\Gamma \tau\) (classical modular symbols are integrals along geodesics connecting cusps), and, on the other hand, we want that the action of the coset representatives given by the matrices \(\gamma_j\) respects our module of values. Notice that when \(\tau = i\infty\), we have again \(\Delta_{i\infty, p} = \mathbb{P}^1(\mathbb{Q})\).

From now on, we suppose that \(\Gamma\) is cocompact and that \(\tau\) is a quadratic imaginary point.

Consider the topological pair \((\mathcal{H}, \Delta_{\tau, p})\). We are interested in finding a result analogous to theorem 2.1 in the quadratic setting.

Consider the inclusion \(\Delta_{\tau, p} \xrightarrow{i} \mathcal{H}\) and, for any abelian group \(G\), recall that

\[
H_0((\mathcal{H}, \Delta_{\tau, p}), G) = \text{Coker}( H_0(\Delta_{\tau, p}, G) \xrightarrow{i_*} H_0(\mathcal{H}, G) ),
\]

where \(i_*\) is the map induced in 0-th homology by the inclusion \(i\).
Consider again the beginning of the long exact sequence in homology of the pair \((\mathcal{H}, \Delta_{r,p})\),

\[
H_1(\mathcal{H}) \to H_1((\mathcal{H}, \Delta_{r,p})) \to H_0(\Delta_{r,p}) \overset{i_*}{\to} H_0(\mathcal{H}) \to H_0((\mathcal{H}, \Delta_{r,p})).
\]

As \(\mathcal{H}\) is simply connected, \(H_1(\mathcal{H}) = 0\). On the other hand, as \(\mathcal{H}\) is pathwise connected \(H_0(\mathcal{H}) = \mathbb{Z}\) and therefore the map \(i_*\) is the map induced in homology by the degree map

\[
C_0(A) \to \mathbb{Z}
\]

\[
\sum_i b_i \sigma_i \mapsto \sum_i b_i.
\]

Here, \(C_0(A)\) denotes the free abelian group of 0-dimensional singular simplices of \(A\). In this way, it follows from this fact that \(i_*\) is surjective. Hence we have the short exact sequence of abelian groups

\[
0 \to H_1((\mathcal{H}, \Delta_{r,p})) \to H_0(\Delta_{r,p}) \overset{i_*}{\to} H_0(\mathcal{H}) \to 0.
\]

Set \(D_{r,p} := H_0(\Delta_{r,p})\) and \(D^0_{r,p} := H_1((\mathcal{H}, \Delta_{r,p}))\). Underline that the above exact sequence allows us to view \(D^0_{r,p}\) as a subgroup of \(D_{r,p}\). If we interpret \(D_{r,p}\) as a group of divisors then, the foregoing implies that \(D^0_{r,p}\) is the subgroup of divisors of degree zero.

Since we are interested in studying modular symbols of weight 2, we shall consider \(G = \mathbb{C}\). Denote

\[
Q_1 := \text{Hom}_\mathbb{Z}(H_1((X, A)), \mathbb{C}) \oplus \text{Ext}^1_\mathbb{Z}(H_0((X, A)), \mathbb{C}),
\]

\[
Q_2 := \text{Hom}_\mathbb{Z}(H_1(X), \mathbb{C}) \oplus \text{Ext}^1_\mathbb{Z}(H_0(X), \mathbb{C}).
\]

Then, we have the following commutative diagram with exact rows, where the vertical arrows are the isomorphisms given by the universal coefficients theorem for cohomology:

\[
\begin{array}{cccccc}
H^0((X, A), \mathbb{C}) & \to & H^0(X, \mathbb{C}) & \to & H^0(A, \mathbb{C}) & \to & H^1((X, A), \mathbb{C}) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
\text{Hom}_\mathbb{Z}(H_0((X, A)), \mathbb{C}) & \to & \text{Hom}_\mathbb{Z}(H_0(X), \mathbb{C}) & \to & \text{Hom}_\mathbb{Z}(H_0(A), \mathbb{C}) & \to & Q_1 \\
\end{array}
\]

Then, we have the following commutative diagram with exact rows, where the vertical arrows are the isomorphisms given by the universal coefficients theorem for cohomology:

\[
\begin{array}{cccccc}
0 & \to & H^0(\mathcal{H}, \mathbb{C}) & \to & H^0(\Delta_{r,p}, \mathbb{C}) & \to & H^1((\mathcal{H}, \Delta_{r,p}), \mathbb{C}) & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & \text{Hom}_\mathbb{Z}(H_0(\mathcal{H}), \mathbb{C}) & \to & \text{Hom}_\mathbb{Z}(D_{r,p}, \mathbb{C}) & \to & \text{Hom}_\mathbb{Z}(D^0_{r,p}, \mathbb{C}) & \to & 0.
\end{array}
\]

**Proposition 2.2.** There is a commutative diagram with exact rows, where the vertical arrows are the isomorphisms given by the universal coefficients theorem for cohomology:

\[
0 \to H^0(\mathcal{H}, \mathbb{C}) \to H^0(\Delta_{r,p}, \mathbb{C}) \to H^1((\mathcal{H}, \Delta_{r,p}), \mathbb{C}) \to 0
\]

\[
0 \to \text{Hom}_\mathbb{Z}(H_0(\mathcal{H}), \mathbb{C}) \to \text{Hom}_\mathbb{Z}(D_{r,p}, \mathbb{C}) \to \text{Hom}_\mathbb{Z}(D^0_{r,p}, \mathbb{C}) \to 0.
\]

**Proof.** All we have to see is that the Ext terms are zero. First of all, as we know that \(H_0((\mathcal{H}, \Delta_{r,p})) = 0\) it follows that \(Q_1 = 0\). Secondly, since \(\mathcal{H}\) is pathwise...
connected, we have that $Q_2 = \text{Ext}^1_{\mathbb{Z}} (H_0(\mathcal{H}), \mathbb{C}) = 0$. Notice that the left terms in each row are isomorphic to $\mathbb{C}$. □

By passing to the long exact sequence (acting $\Gamma$ on each term), we obtain the following commutative diagram with exact rows and vertical isomorphisms:

\[(2.1)\]

\[\begin{array}{ccc}
H^{i-1}(\Gamma, \text{Hom}_{\mathbb{Z}} (D_{\tau,p}^0, \mathbb{C})) & \longrightarrow & H^i(\Gamma, \mathbb{C}) \longrightarrow H^i(\Gamma, \text{Hom}_{\mathbb{Z}} (D_{\tau,p}, \mathbb{C})) \\
\downarrow & & \downarrow & & \downarrow \\
H^{i-1}(\Gamma, H^1(\mathcal{H}, \Delta_{\tau,p}, \mathbb{C})) & \longrightarrow & H^i(\Gamma, H^0(\mathcal{H}, \mathbb{C})) & \longrightarrow & H^i(\Gamma, H^0(\Delta_{\tau,p}, \mathbb{C})).
\end{array}\]

**Definition 2.3.** Let $\tau \in \mathcal{H}$ be a quadratic imaginary point. The $\mathbb{C}$-valued quadratic modular symbols attached to $\tau$ is the $\mathbb{C}$-vector space $H^0(\Gamma, \text{Hom}_{\mathbb{Z}} (D_{\tau,p}^0, \mathbb{C})).

We shall denote this space in what follows by $\text{Symb}((\Delta_{\tau,p}, \mathbb{C})^\Gamma$.

Now, we consider the following Grothendieck spectral sequences

\[\begin{array}{ccc}
H^i(\Gamma, H^j(\mathcal{H}, \mathbb{C})) & \longrightarrow & H^{i+j}(X(\Gamma)(\mathbb{C}), \mathbb{C}) \\
\downarrow & & \downarrow \\
H^i(\Gamma, H^j(\Delta_{\tau,p}, \mathbb{C})) & \longrightarrow & H^{i+j}(\Gamma \backslash \Delta_{\tau,p}, \mathbb{C}) \\
\downarrow & & \downarrow \\
H^i(\Gamma, H^j((\mathcal{H}, \Delta_{\tau,p}), \mathbb{C})) & \longrightarrow & H^{i+j}((X(\Gamma)(\mathbb{C}), \Gamma \backslash \Delta_{\tau,p}), \mathbb{C}).
\end{array}\]

We start by analyzing the first one. The foregoing calculations imply, in particular, that $H^j(\mathcal{H}, \mathbb{C}) = 0$ for all $j \neq 0$. This fact implies that this spectral sequence has just one non-zero row and therefore it collapses providing an isomorphism

$H^i(\Gamma, H^j(\mathcal{H}, \mathbb{C})) \cong H^{i+j}(X(\Gamma)(\mathbb{C}), \mathbb{C}),$

for any $(i, j) \in \mathbb{N}^2$.

Let us move on to the second spectral sequence. Again by the foregoing, $H^j(\Delta_{\tau,p}, \mathbb{C}) = 0$ for all $j \neq 0$. Thus, this spectral sequence has just one non-zero row, hence it collapses yielding an isomorphism

$H^i(\Gamma, H^j(\Delta_{\tau,p}, \mathbb{C})) \cong H^{i+j}(\Gamma \backslash \Delta_{\tau,p}, \mathbb{C}),$

for any $(i, j) \in \mathbb{N}^2$.

Bearing in mind that $H^j((\mathcal{H}, \Delta_{\tau,p}), \mathbb{C}) = 0$ for all $j \neq 1$, a similar argument implies that, for any $(i, j) \in \mathbb{N}^2$, there is an isomorphism

$H^i(\Gamma, H^j((\mathcal{H}, \Delta_{\tau,p}), \mathbb{C})) \cong H^{i+j}((X(\Gamma)(\mathbb{C}), \Gamma \backslash \Delta_{\tau,p}), \mathbb{C}).$

All the foregoing facts, together with diagram (2.1), allow us to establish the main result of this section.

**Theorem 2.4.** The space of $\mathbb{C}$-valued quadratic modular symbols $\text{Symb}((\Delta_{\tau,p}, \mathbb{C})^\Gamma$ attached to $\tau$ is canonically isomorphic to $H^1((X(\Gamma)(\mathbb{C}), \Gamma \backslash \Delta_{\tau,p}), \mathbb{C})$ as $\mathbb{C}$-vector space.
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