Abstract
Optimizing with group-sparsity is significant in enhancing model interpretation in machine learning applications, e.g., model compression. However, for large-scale training problems, fast convergence and effective group-sparsity exploration are hard to achieved simultaneously in stochastic settings. Particularly, existing state-of-the-art methods, e.g., Prox-SG, RDA, Prox-SVRG and Prox-Spider, usually generate merely dense solutions. To overcome this shortage, we propose a novel stochastic method—Half-Space Proximal Stochastic Gradient Method (HSProx-SG) to promote the group sparsity of the solutions and maintain the convergence guarantee. In general, the HSProx-SG method contains two steps: (i) the proximal stochastic gradient step searches a near-optimal non-sparse solution estimate; and (ii) the half-space step substantially boosts the sparsity level. Numerically, HSProx-SG demonstrates its superiority in both convex settings and non-convex deep neural networks, e.g., VGG16 and ResNet18, by achieving solutions of much higher group sparsity and competitive objective values or generalization accuracy.

1 Introduction

In many recent machine learning optimization tasks, researchers not only focus on finding out the solutions that minimize the empirical loss to reduce the prediction error, but also concentrate on improving the interpretation of model by filtering out redundant parameters then achieve slimmer model architectures. One technique to achieve the above goal is by augmenting the sparsity-inducing regularization terms to the raw objective functions to generate sparse solutions (including numerous zero elements). The popular \( \ell_1 \)-regularization promotes the sparsity of solutions by element-wise penalizing the optimization variables. However, in many practical applications, there exist additional relationships and structures between the variables such that the nonzero coefficients are often not randomly distributed but tend to be clustered into disjoint groups \([1–3]\). As the most natural form of structured sparsity, the group-sparsity regularization, which assumes the pre-specified disjoint blocks of variables are selected (non-zero variables) or ignored (zero variables) simultaneously \([4]\), can be typically formulated as a non-smooth mixed \( \ell_1/\ell_2 \)-regularization problem, and has found many applications in computer vision \([5]\), signal processing \([6]\), medical imaging \([7]\), deep learning \([8]\), etc.
Problem Setting. In this paper, we study the following mixed $\ell_1/\ell_2$-regularization problem

$$\min_{x \in \mathbb{R}^n} \left\{ F(x) \overset{\text{def}}{=} f(x) + \lambda \Omega(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x) + \lambda \sum_{g \in \mathcal{G}} ||[x]_g|| \right\}, \quad (1)$$

where $\lambda > 0$ is a weighting factor, $|| \cdot ||$ denotes $\ell_2$-norm, $f(x)$ is the average of numerous $N$ continuously differentiable instance functions $f_i : \mathbb{R}^n \rightarrow \mathbb{R}$, such as the loss functions measuring the deviation from the observations in various data fitting problems, $\Omega(x)$ is the so-called mixed $\ell_1/\ell_2$ norm, $\mathcal{G}$ is a prescribed fixed partition of index set $\mathcal{I} = \{1, 2, 3, \ldots, n\}$, wherein each component $g \in \mathcal{G}$ indexes a group of variables upon the perspective of applications.

Theoretically, a larger $\lambda$ typically results in a higher group sparsity while sacrifices more on the bias of model estimation, hence $\lambda$ needs to be carefully fine-tuned to achieve both low $f(x)$ and high group-sparse solutions [4].

Literature Review. Problem (1) has been well studied in deterministic optimization with various algorithms that are capable of returning solutions with both low objective value and high group sparsity under proper $\lambda$ [1, 9, 10]. Proximal methods are classical approaches to solve the structured non-smooth optimization (1), including the popular proximal gradient method (Prox-FG) which only uses the first-order derivative information. When $N$ is huge, stochastic methods become ubiquitous to operate on a small subset to avoid the costly evaluation over all instances in deterministic methods for large-scale problems. Proximal stochastic gradient method (Prox-SG) [11] is the natural stochastic extension of Prox-FG. Regularized dual-averaging method (RDA) [12, 13] is proposed by extending the dual averaging scheme in [14]. To improve the convergence rate and reduce the variance due to the stochastic approximation, proximal stochastic variance-reduced gradient method (Prox-SVRG) [15] and proximal spider (Prox-Spider) [16] are developed via the well-known variance reduction technique SVRG proposed in [17] and Spider developed in [18] respectively.

Compared to deterministic methods, the studies of mixed $\ell_1/\ell_2$-regularization (1) in stochastic field become somewhat rare and limited. Prox-SG, RDA, Prox-SVRG and Prox-Spider are valuable state-of-the-art stochastic algorithms for solving problem (1) but with apparent weakness. Particularly, these existing stochastic algorithms typically meet difficulties to achieve both decent convergence and effective group sparsity identification simultaneously (e.g., small function values but merely dense solutions), because of the randomness and the limited sparsity-promotion mechanisms. In depth, Prox-SG, Prox-SVRG, RDA and Prox-Spider derive from proximal gradient method to utilize the proximal operator to produce group of zero variables. Such operator is generic to extensive non-smooth problems, consequently perhaps not sufficiently insightful if the target problems possess certain properties, e.g., the group sparsity structure as problem (1). In fact, in convex setting, the proximal operator suffers from variance of gradient estimate; and in non-convex setting, especially deep learning, the discrete step size (learning rate) further deteriorates its effectiveness on the group sparsity promotion, as will show in Section 2 that the projection region vanishes rapidly except RDA. Besides, the variance reduction techniques are typically required to measure over a huge mini-batch data points in both theory and practice which is probably prohibitive for large-scale problems, and have been observed as sometimes noneffective for deep learning applications [19]. On the other hand, to introduce sparsity, there exist heuristic weight pruning methods [20, 21], whereas they commonly do not equip with theoretical guarantee, so that easily diverge and hurt the generalization accuracy.

Our Contributions. Half-Space Proximal Stochastic Gradient Method (HSProx-SG) is designed to overcome the limitations of the existing stochastic algorithms on the group sparsity identification, while maintain comparable convergence characteristics. We summarize our contributions as follows.

- **Algorithmic Design:** We propose the HSProx-SG to solve the disjoint group sparsity regularized problem as (1). The algorithmic framework makes use of Prox-SG Step to predict a support cover of solutions, followed by locally exploiting the sparsity pattern via a novel Half-Space Step. We delicately design the Half-Space Step with the following main features: (i) it utilizes previous iterate as the normal direction to construct a reduced space consisting of a set of half-spaces and the origin; (ii) a new group projection operator maps groups of variables onto zero if they fall out of the constructed reduced space to identify group sparsity considerably more effectively than the proximal operator; and (iii) with proper step size, the Half-Space Step enjoys the sufficient decrease property, and achieves progress to optimum in both theory and practice.

- **Theoretical Guarantee:** We provide the convergence guarantees of HSProx-SG. Moreover, we prove HSProx-SG has looser requirements to identify the sparsity pattern than Prox-SG, revealing
We state the Half-Space Proximal Stochastic Gradient Method (HSProx-SG) in Algorithm 1. In the next iterate $x_{k+1}$ is then updated based on the following proximal mapping

$$x_{k+1} = \text{Prox}_{\alpha_k \lambda \Omega(\cdot)} (\tilde{x}_{k+1} : \arg\min_{x \in \mathbb{R}^n} \frac{1}{2\alpha_k} \|x - \tilde{x}_{k+1}\|^2 + \lambda \Omega(x), \quad (3)$$

where the regularization term $\Omega(x)$ is defined in (1). Notice that the above subproblem (3) has a closed-form solution, where for each $g \in G$, we have

$$[x_{k+1}]_g = \max \{ 0, 1 - \alpha_k \lambda / \|\tilde{x}_{k+1}\| \} \cdot [\tilde{x}_{k+1}]_g. \quad (4)$$

In HSProx-SG, the Prox-SG Step is proceeded $N_P$ times as a localization mechanism to seek an estimation which is close enough to a solution of problem (1) as drawn later in Theorem 2 of Section 3. In practice, although the close-enough requirement is perhaps hard to be verified, we empirically suggest to keep running Prox-SG Step until reaching some acceptable evaluation metrics, e.g., validation accuracy.

2 The HSProx-SG method

We state the Half-Space Proximal Stochastic Gradient Method (HSProx-SG) in Algorithm 1. In general, it contains two steps: Prox-SG Step (Algorithm 2) and Half-Space Step (Algorithm 3). The first step – Prox-SG Step (Algorithm 2) searches for a close-enough but usually non-sparse solution estimate. Then the second – Half-Space Step (Algorithm 3) begins with the non-sparse solution estimate. Then the second – Half-Space Step (Algorithm 3) begins with the non-sparse solution estimate to effectively exploit the group sparsity within a sequence of reduced spaces, and converges to the group-sparse solutions with theoretical convergence property.

Algorithm 1 Outline of HSProx-SG for solving (1).

1: \textbf{Input:} $x_0 \in \mathbb{R}^n$, $\alpha_0 \in (0, 1)$, $\epsilon \in (0, 1)$, and $N_P \in \mathbb{Z}^+$.
2: for $k = 0, 1, 2, \ldots$ do
3: \hspace{1em} \textbf{if} $k < N_P$ \textbf{then}
4: \hspace{2em} Compute $x_{k+1} \leftarrow \text{Prox-SG}(x_k, \alpha_k)$ by Algorithm 2.
5: \hspace{1em} \textbf{else}
6: \hspace{2em} Compute $x_{k+1} \leftarrow \text{Half-Space}(x_k, \alpha_k)$ by Algorithm 3.
7: \hspace{1em} Update $\alpha_{k+1}$.
8: \textbf{end for}

Algorithm 2 Prox-SG Step.

1: \textbf{Input:} Current iterate $x_k$, and step size $\alpha_k$.
2: Compute the stochastic gradient of $f$ on mini-batch $B_k$.
3: Return $x_{k+1} \leftarrow \text{Prox}_{\alpha_k \lambda \Omega(\cdot)} (x_k - \alpha_k \nabla f_{B_k}(x_k))$.

Prox-SG Step. The Prox-SG Step performs the vanilla proximal stochastic gradient method to approach the solution of (1). At $k$th iteration, a mini-batch $B_k$ is sampled to generate an unbiased estimator of the full gradient of $f$ (line 2, Algorithm 2) to compute a trial iterate $\tilde{x}_{k+1} := x_k - \alpha_k \nabla f_{B_k}(x_k)$, where $\alpha_k$ is the step size, and $f_{B_k}$ is the average of the instance functions $f_i$ cross $B_k$. The next iterate $x_{k+1}$ is then updated based on the following proximal mapping

$$x_{k+1} = \text{Prox}_{\alpha_k \lambda \Omega(\cdot)} (\tilde{x}_{k+1}) := \arg\min_{x \in \mathbb{R}^n} \frac{1}{2\alpha_k} \|x - \tilde{x}_{k+1}\|^2 + \lambda \Omega(x), \quad (3)$$
However, the Prox-SG Step alone is insufficient to exploit the group sparsity structure, i.e., the computed solution estimate is typically fully dense, due to the randomness and the moderate truncation mechanism constrained in its projection region, i.e., the trial iterate \( \tilde{x}_{k+1} \) is projected to zero only if it falls into an \( \epsilon_2 \)-ball centered at the origin with radius \( \alpha_k \lambda \) by (4). Our remedy is to incorporate it with the following Half-Space Step, which exhibits a more effective sparsity promotion mechanism while still remains the sufficient decreasing property.

**Algorithm 3** Half-Space Step

1. **Input:** Current iterate \( x_k \), step size \( \alpha_k \), and \( \epsilon \).
2. Compute the stochastic gradient of \( F \) on \( \mathcal{I}^{\neq 0}(x_k) \) by mini-batch \( B_k \)
   \[
   \nabla F_{B_k}(x_k)|_{\mathcal{I}^{\neq 0}(x_k)} \leftarrow \frac{1}{|B_k|} \sum_{i \in B_k} \nabla F_i(x_k)|_{\mathcal{I}^{\neq 0}(x_k)} \tag{5}
   \]
3. Compute \( \hat{x}_{k+1}|_{\mathcal{I}^{\neq 0}(x_k)} \leftarrow [x_k - \alpha_k \nabla F_{B_k}(x_k)|_{\mathcal{I}^{\neq 0}(x_k)}] \) and \( \hat{x}_{k+1}|_{\mathcal{I}^0(x_k)} \leftarrow 0 \).
4. **for each group \( g \) in \( \mathcal{I}^{\neq 0}(x_k) \) do**
5. **if** \( [\hat{x}_{k+1}]_g \| [x_k]_g \| < \epsilon \| [x_k]_g \| \) **then**
6. \( [\hat{x}_{k+1}]_g \leftarrow 0 \).
7. **Return** \( x_{k+1} \leftarrow \hat{x}_{k+1} \).

**Half-Space Step.** The Half-Space Step is designed to effectively determine the groups of zero variables and capitalize convergence characteristic, which is in sharp contrast to other heuristic aggressive weight pruning methods but typically lacking theoretical guarantee [20, 21]. The underlying intuition of Half-Space Step is to project \( [x_k]_g \) to zero only if \( -[x_k]_g \) serves as a descent step to \( F(x_k) \), hence updating \( [x_{k+1}]_g \leftarrow [x_k]_g - [x_k]_g = 0 \) still results in some progress to the optimality. Before introducing that, we first define the following index sets for any \( x \in \mathbb{R}^n \):

\[
\mathcal{I}^0(x) := \{ g : g \in \mathcal{G}, [x]_g = 0 \} \quad \text{and} \quad \mathcal{I}^{\neq 0}(x) := \{ g : g \in \mathcal{G}, [x]_g \neq 0 \},
\]

(6)

where \( \mathcal{I}^0(x) \) represents the indices of groups of zero variables at \( x \), and \( \mathcal{I}^{\neq 0}(x) \) indexes the groups of nonzero variables at \( x \). To proceed, we further define an artificial set that \( x \) lies in:

\[
\mathcal{S}(x) := \{ z \in \mathbb{R}^n : [z]_g^T [x]_g \geq \epsilon \| [x]_g \| \quad \text{if} \quad g \in \mathcal{I}^{\neq 0}(x), \quad \text{and} \quad [z]_g = 0 \quad \text{if} \quad g \in \mathcal{I}^{0}(x) \} \cup \{0\},
\]

(7)

which consists of half-spaces and the origin. Hence, \( x \) inhabits \( \mathcal{S}(x_k) \), i.e., \( x \in \mathcal{S}(x_k) \), only if: (i) \( [x]_g \) lies in the upper half-space for all \( g \in \mathcal{I}^{\neq 0}(x_k) \) for some prescribed \( \epsilon \in [0, 1] \) as shown in Figure 1a; and (ii) \( [x]_g \) equals to zero for all \( g \in \mathcal{I}^{0}(x_k) \).

The fundamental assumption for Half-Space Step to success is that: the Prox-SG Step has produced a (possibly non-sparse) solution estimate \( x_k \), nearby a group sparse solution \( x^* \) of problem (1), i.e., the optimal distance \( \| x_k - x^* \| \) is sufficiently small. As seen in Appendix, it further indicates that the group sparse optimal solution \( x^* \) inhabits \( \mathcal{S}_k := \mathcal{S}(x_k) \), which implies that \( \mathcal{S}_k \) has already covered the group-support of \( x^* \), i.e., \( \mathcal{I}^{\neq 0}(x^*) \subseteq \mathcal{I}^{\neq 0}(x_k) \). Our goal now becomes minimizing \( F(x) \) over...
\( S_k \) to identify the remaining groups of zero variables, i.e., \( T^0(x^*)/T^0(x_k) \), which is formulated as the following smooth optimization problem:

\[
x_{k+1} = \arg\min_{x \in S_k} F(x) = f(x) + \lambda \Omega(x).
\]

By the definition of \( S_k \), \( [x]_{I^0(x_k)} = 0 \) are constrained as fixed during Algorithm 3 proceeding, and only the entries in \( T^\neq 0(x_k) \) are allowed to move. Hence \( F(x) \) is smooth on \( S_k \), and (8) is a reduced space optimization problem. A direct way to solve problem (8) would be the projected stochastic gradient descent method. However, such a method equipped with Euclidean projection rarely produces groups of variables onto zero as illustrated the nonzero \( x_E \) in Figure 1a.

To end this section, we intuitively illustrate the strength of HSProx-SG on group sparsity exploration. The above projector of form (9) is not the standard Euclidean projection operator in most cases, but still satisfies the following two advantages: (i) the actual search direction \( d_k := (\text{Proj}_{S_k}(\tilde{x}_{k+1}) - x_k) / \alpha_k \) performs as a descent direction to \( F_{B_k}(x_k) := f_{B_k}(x_k) + \lambda \Omega(x_k) \), then the progress to the optimum is made via sufficient decrease property as drawn in Lemma 1; and (ii) effectively project groups of variables to zero simultaneously if the inner product of corresponding entries is sufficiently small. In contrast, the Euclidean projection operator is far away effective to promote group sparsity, as the Euclidean projected point \( x_E \neq 0 \) versus \( x_{k+1} = \text{Proj}_{S_k}(\tilde{x}_{k+1}) = 0 \) shown in Figure 1a.

**Lemma 1.** Algorithm 3 yields the next iterate \( x_{k+1} \) as \( \text{Proj}_{S_k}(x_k - \alpha_k \nabla F_{B_k}(x_k)) \), then the search direction \( d_k := (x_{k+1} - x_k) / \alpha_k \) is a descent direction for \( F_{B_k}(x_k) \), i.e., \( d_k^T \nabla F_{B_k}(x_k) < 0 \). Moreover, letting \( L \) be the Lipschitz constant for \( \nabla F_{B_k} \) on the feasible domain, and \( \tilde{G}_k := T^\neq 0(x_k) \cap T^0(x_{k+1}) \) and \( \tilde{G}_k := T^\neq 0(x_k) \cap T^0(x_{k+1}) \) be the sets of groups which projects or not onto zero, we have

\[
F_{B_k}(x_{k+1}) \leq F_{B_k}(x_k) - \left( \alpha_k - \frac{\alpha_k^2 L}{2} \right) \sum_{g \in \tilde{G}_k} \| \nabla F_{B_k}(x_k) \|_g^2 - \left( 1 - \epsilon - \frac{\alpha_k^2 L}{2} \right) \sum_{g \in \tilde{G}_k} \|x_k\|_g^2. \tag{10}
\]

To end this section, we intuitively illustrate the strength of HSProx-SG on group sparsity exploration. In fact, the half-space projection (9) is a more effective sparsity promotion mechanism compared to existing methods. Particularly, it benefits from a much larger projection region to map a reference point \( \tilde{x}_{k+1} := x_k - \alpha_k \nabla F_{B_k}(x_k) \) or its variants to zero. As the 2D case described in Figure 1b, the projection regions of Prox-SG, Prox-SVRG and Prox-Spider are \( \ell_2 \)-balls with radius as \( \alpha_k \lambda \). In stochastic learning, especially deep learning tasks, the step size \( \alpha_k \) is usually selected around \( 10^{-3} \) to \( 10^{-4} \) or even smaller for convergence. Together with the common setting of \( \lambda \ll 1 \), their projection regions would vanish rapidly, resulting in the difficulties to produce group sparsity. As a sharp contrast, even though \( \alpha_k \lambda \) is near zero, the projection region of HSProx-SG \( \{ x : x_k^T x < (\alpha_k \lambda + \epsilon) \|x_k\| \} \) (seen in Appendix) is still an open half-space which contains these \( \ell_2 \) balls as well as RDA’s if \( \epsilon \) is large enough. Moreover, a positive control parameter \( \epsilon \) adjusts the level of aggressiveness of group sparsity promotion (9), i.e., the larger the more aggressive, and meanwhile maintains the progress to the optimality by Lemma 1. In practice, proper fine tuning \( \epsilon \) is sometimes required to achieve both group sparsity enhancement and sufficient decrease on objective value as will see in Section 4.

### 3 Convergence Analysis

In this section, we give the convergence guarantee of our HSProx-SG. Towards that end, we make the following assumption which is widely used in many optimization literature [23, 15, 24].

**Assumption 1.** Each \( f_i : \mathbb{R}^n \to \mathbb{R}, \) for \( i = 1, 2, \ldots, N \), is differentiable and bounded below. Their gradients \( \nabla f_i(x) \) is differentiable and bounded below. Their gradients \( \nabla f_i(x) \) is \( \|x\| \) where each \( g \in G \) is singleton, then the \( S_k \) degenerates to an orthant face [22].

---

1 Unless \( \Omega(x) \) is \( \|x\|_1 \) where each \( g \in G \) is singleton.
Notations: Let $x^*$ be an optimal solution of problem (1) with group sparsity property, $F^*$ be the global minimum value corresponding to $x^*$, and $\{x_k\}_{k=0}^{\infty}$ be the iterates generated from Algorithm 1.

Denote the gradient mapping of $F(x)$ and its estimator on mini-batch $B$ as $\xi(x) := \frac{1}{n}(x - \text{Prox}_{\eta}(x - \eta \nabla F(x)))$ and $\xi_B(x) := \frac{1}{n}(x - \text{Prox}_{\eta}(x - \eta \nabla F_B(x)))$ respectively. We say $x$ a stationary point of $F(x)$ if $\xi(x) = 0$.

The noise $\epsilon(x) := \xi_B(x) - \xi(x)$ is zero-mean because of the random sampling of mini-batch $B$, i.e., $E_B[\epsilon(x)] = 0$.

To be simple, let $\mathcal{X}$ be a neighborhood of $x^*$ as $\mathcal{X} := \{x : \|x - x^\ast\| \leq R\}$ with $R := \frac{4\delta_1^2 - 2\delta_2^2}{2\delta_1 + \epsilon}$, and $M$ be the supremum of $\|\partial F(x)\|$ on the compact set $\mathcal{X}$. To establish the convergence results, we further require the below assumption.

**Assumption 2.** The least and the largest $\ell_2$-norm of non-zero groups in $x^*$ are lower and upper bounded by some constants, i.e., $0 < \delta_1 := \min_{g \in \mathcal{X}^0}(\|x^\ast\|_g) \text{ and } 0 < 2\delta_2 := \max_{g \in \mathcal{X}^0}(\|x^\ast\|_g)$. Moreover, we request a common result of strict complementarity on any $B$, i.e., $0 < 2\delta_3 := \min_{g \in \mathcal{X}^0}(\lambda - \|\nabla F(x^\ast)\|_g))$ for regularization optimization [25, 26].

**Remark:** Assumption 1 implies that $\nabla F_B(x)$ measured on mini-batch $B$ is Lipschitz continuous on $\mathbb{R}^n$ with the same Lipschitz constant $L$, while $\nabla F_B(x)$ is not as shown in Appendix. However, the Lipschitz continuity of $\nabla F_B(x)$ still holds on $\mathcal{X} = \{x : \|x\|_g \leq \delta_1\}$ for each $g \in G$ by excluding a $\ell_2$-ball centered at the origin with radius $\delta_1$ from $\mathbb{R}^n$.

For simplicity, let $\nabla F_B(x)$ share the same Lipschitz constant $\lambda$ on $\mathcal{X}$ with $\nabla F_B(x)$, since we can always select the bigger value as their shared Lipschitz constant.

Now, we state the first main theorem of HSProx-SG.

**Theorem 1.** Suppose $f$ is convex on $\mathcal{X}$, $\epsilon \in \left[0, \frac{2\delta_1^2}{\delta_2}\right]$, $\|x_k - x^\ast\| \leq \frac{R}{2}$ for some $K \geq N_\mathcal{P}$. Set $k := K + t$ (for $t \in \mathbb{Z}^+$), step size $\alpha_k = \mathcal{O}(\frac{1}{\sqrt{N_\mathcal{P}}}) \in \left(0, \min\left\{\frac{1}{2}, \frac{\delta_1^2}{\|x^\ast\|_g}\right\}\right)$, and mini-batch size $|B_k| = \mathcal{O}(t) \leq N - \frac{N}{2M}$. Then for any $\tau \in (0, 1)$, we have $\{x_k\}$ converges to some stationary point in expectation with probability at least $1 - \tau$, i.e., $\mathbb{P}(\lim_{k \to \infty} E[\|\xi_{\alpha_k B_k}(x_k)\|]) = 0 \geq 1 - \tau$.

**Validity:** Theorem 1 only requires local convexity of $f$ on a neighborhood $\mathcal{X}$ of $x^\ast$ while itself can be non-convex in general. This local convexity-type assumption appears in many non-convex problem analysis, such as: tensor decomposition [27] and one-hidden-layer neural networks [28].

**Remark:** Theorem 1 implies that if the $K^\text{th}$ iterates locate close enough to $x^\ast$, the step size $\alpha_k$ and mini-batch size $|B_k|$ is set as above, (it further indicates $x^\ast$ inhabits the $\{x_k\}_{k \geq K}$ of all subsequent iterates updated by Half-Space Step with high probability, as shown in Appendix), then the Half-Space Step in Algorithm 3 guarantees the convergence to the stationary point. The $\mathcal{O}(t)$ mini-batch size is commonly used in the analysis of stochastic algorithms, e.g., Adam and Yogi [29]. Later based on numerical results in Section 4, we observe that a much weaker increasing or even constant mini-batch size is sufficient. In fact, experiments show that practically, a reasonably large mini-batch size can work well if the variance is not large. Although the assumption $\|x_k - x^\ast\| < R/2$ is hard to be verified in practice, setting $N_\mathcal{P}$ large enough usually performs quite well.

To satisfy the pre-requirement of Theorem 1, in next Theorem 2, we claim after $N_\mathcal{P}$ Prox-SG Steps, HSProx-SG computes iterate $x_{N_\mathcal{P}}$ sufficiently close to $x^\ast$ with high probability, and provides an upper bound of $N_\mathcal{P}$. This result is established under a popular Polyak-Lojasiewicz (PL) condition for non-smooth problem [30], i.e., there exists a $\mu > 0$ such that for any $x \in \mathbb{R}^n$ and $\eta > 0$,

$$\|\xi_\eta(x)\|^2 \geq 2\mu(F(x) - F^\ast).$$

(11)

**Theorem 2.** Suppose $f$ is convex and $F$ satisfies the PL condition (11). There exist some constants $C > 0, \gamma \in (0, 1/2L)$, for any fixed $\tau \in (0, 1)$, if $\alpha_k \equiv \alpha \equiv \min\{\frac{\gamma M^2}{2L^2(1-\gamma)^2}, \frac{1}{2\gamma L}, \frac{1}{8}\}$, and mini-batch size $|B_k| \equiv |B| > \frac{32\mu^2 M^2}{\gamma L R^2 - (2L^2 - 1)\alpha^2 C_0}$ for any $k < N_\mathcal{P}$, then $\|x_{N_\mathcal{P}} - x^\ast\|_2 \leq R/2$ holds with probability at least $1 - \tau$, i.e., $\mathbb{P}(\|x_{N_\mathcal{P}} - x^\ast\|_2 \leq R/2) \geq 1 - \tau$ for any $N_\mathcal{P}$ with $K := \left\lfloor \frac{\log(\text{poly}(\tau^2 R^2/2L)}{\log(1/2\mu \alpha)} \right\rfloor$, where poly(·) is some polynomial of assembled variables.
Remark: Theorem 2 implies that after sufficient number of iterations, Prox-SG produces an iterate $x_{N_{P}}$ that is $R/2$-close to $x^*$ with high probability. However, one should notice that Prox-SG does not guarantee any group sparsity property of $x_{N_{P}}$, due to the limited projection region and randomness. As will be demonstrated in Section 4, the following Half-Space Step will significantly boost the group sparsity level of the solution.

Since PL condition (11) for non-smooth problem or global convexity condition for $f$ implies all stationary points are global minimizers of problem (1), the convergence to global optimum guarantee is consequently attained as stated in Corollary 1.

Corollary 1. If the following conditions holds: (i) Polyak-Lojasiewicz (PL) condition, (ii) $f(x)$ is convex on $\mathbb{R}^n$, then under the assumption of Theorem 1, HSProx-SG computes iterate sequence which converges to global minimum of problem (1) in expectation, i.e., $\lim_{k \to \infty} \mathbb{E}[F_{B_k}(x_k)] = F^*$ w.h.p.

We end this section by the sparsity identification guarantee of HSProx-SG as stated in Theorem 3.

Theorem 3. If $N_{P} \geq N_{\text{P}}$ and $\|x_k - x^*\| \leq \frac{2\alpha_k \delta_3}{1 + \alpha_k L}$, then HSProx-SG yields next iterate $x_{k+1}$ such that $\mathcal{T}^0(x^*) \subseteq \mathcal{T}^0(x_{k+1})$. Moreover, if $\|x_k - x^*\| \leq \min \left\{ \frac{2\alpha_k \delta_3}{1 + \alpha_k L}, R \right\}$, then $\mathcal{T}^0(x^*) = \mathcal{T}^0(x_{k+1})$ and $\mathcal{T} \neq 0(x_{k+1}) = \mathcal{T}^0(x^*)$.

Remark: Theorem 3 shows that when $x_k$ is in the $\ell_2$-ball centered at $x^*$ with radius $\frac{2\alpha_k \delta_3}{1 + \alpha_k L}$, HSProx-SG identifies the optimal sparsity pattern, i.e., $\mathcal{T}^0(x^*) \subseteq \mathcal{T}^0(x_{k+1})$. In contrast, to identify the sparsity pattern, Prox-SG requires the iterates to fall into the $\ell_2$-ball centered at $x^*$ with radius $\alpha_k \delta_3$ [25]. Since $\alpha_k \leq 1/L$ and $\epsilon \in [0, 1)$, then $\frac{2\alpha_k \delta_3}{1 + \alpha_k L} \geq \alpha_k \delta_3$ implies that the $\ell_2$-ball of HSProx-SG contains the $\ell_2$-ball of Prox-SG, i.e., HSProx-SG has a stronger performance in sparsity pattern identification.

Moreover, if the iterate further satisfies $R$-close to $x^*$, then both support recovery and sparsity identification are established. Therefore, Theorem 3 reveals a better sparsity identification property of HSProx-SG than Prox-SG, and no similar results exist for other methods to our knowledge.

4 Numerical Experiments

In this section, we present results of several benchmark numerical experiments in both convex (logistic regression) and non-convex (deep neural network) settings to illustrate the superiority of HSProx-SG than other related algorithms on group sparsity exploration and the comparable convergence.

Logistic Regression (Convex): We first focus on the mixed $\ell_1/\ell_2$-regularized logistic regression problem given $N$ examples $(d_1, l_1), \ldots, (d_N, l_N)$ where $d_i \in \mathbb{R}^{n}$ and $l_i \in \{-1, 1\}$ with the form

$$
\text{minimize} \sum_{i=1}^{N} \frac{1}{N} \log(1 + e^{-l_i (x^T d_i + b)}) + \lambda \sum_{g \in \mathcal{G}} \|x_g\|_2,
$$

for binary classification with a bias $b \in \mathbb{R}$. We set the regularization parameter $\lambda$ as $100/N$ throughout the experiments since it yields high sparse solutions and low object value $f$’s, equally decompose the variables into 10 groups to form $\mathcal{G}$, and test problem (12) on 4 standard publicly available large-scale datasets from LIBSVM repository [31] as summarized in Table 1. (Four more datasets are additionally included in Appendix.) All convex experiments are conducted on a 64-bit operating system with an Intel(R) Core(TM) i7-7700K CPU @ 4.20 GHz and 32 GB random-access memory.

We run the solvers with a maximum number of epochs as 60. The mini-batch size $|\mathcal{B}|$ is set to be $\min\{256, \lfloor 0.01N \rfloor\}$ similarly to [24]. The step size $\alpha_k$ setting follows [Section 4][15]. Particularly,
We conduct all non-convex experiments on one GeForce GTX 1080 Ti GPU for 300 epochs with
we set $N$ which demonstrates that HSProx-SG reaches comparable convergence as Prox-SG and Prox-SVRG in
we mark the best values as bold to facilitate the comparison. Furthermore, Figure 2 plots the relative
L we first compute a Lipschitz constant $L$ as $\max_i ||d_i||^2 / 4$, then fine tune and select constant $\alpha_k \equiv \alpha = 1/L$ to Prox-SG and Prox-SVRG since it exhibits the best results. For RDA, the step size parameter $\gamma$ is finetuned as the one with the best performance among all powers of 10. For HSProx-SG, we set $\alpha_k$ as the same as Prox-SG and Prox-SVRG in practice.

We set $N_P$ as $30N/|B|$ such that Half-Space Step is triggered after employing Prox-SG Step 30 epochs, and the control parameter $\epsilon$ in (9) as 0.05. We skip Prox-Spider in this section since Prox-SVRG has been a superb representative to the Prox-SG with variance reduction techniques. The final objective value $F$ and $f$, and group sparsity in the solutions are reported in Table 2, where we mark the best values as bold to facilitate the comparison. Furthermore, Figure 2 plots the relative runtime of these solvers for each dataset, scaled by the runtime of the most time-consuming solver on that dataset.

Table 2 shows that our HSProx-SG is definitely the best solver on exploring the group sparsity of the solutions. In fact, HSProx-SG achieves the solutions of highest group sparsity on all datasets. The second best solver on group sparsity in convex settings is Prox-SVRG via reducing the variance. Note that Prox-SVRG failed to generate any group sparsity on kdda, on which HSProx-SG reaches 80% group sparsity instead, indicating the reliability of our half-space mechanism on group sparsity identification compared to the standard variance reduction techniques. Moreover, we observe that all solvers perform quite competitively in terms of final objective values (round up to 3 decimals) except RDA, which demonstrates that HSProx-SG reaches comparable convergence as Prox-SG and Prox-SVRG in practice. Finally, Figure 2 indicates that Prox-SG, RDA and HSProx-SG have similar computational cost to proceed, except Prox-SVRG due to its periodical full gradient computation.

**Deep Convolutional Neural Network (Non-Convex):** We now consider the popular non-convex problems, *e.g.*, Deep Convolutional Neural Network (CNN) for image classification tasks.

Specifically, we select two common CNN architectures, *i.e.*, VGG16 [32] and ResNet18 [33] on two benchmark datasets CIFAR10 [34] and Fashion-MNIST [35].

We conduct all non-convex experiments on one GeForce GTX 1080 Ti GPU for 300 epochs with
a mini-batch size of 128 and $\lambda$ as $10^{-3}$, since it returns competitive validation accuracy to the models trained without regularization. The step size $\alpha_k$ in Prox-SG, Prox-SVRG and HSProx-SG is initialized as 0.1, and decayed by a factor 0.1 periodically. Set each filter in the convolution layers as a group variable. Also set $N_P = 150N/|B|$ in HSProx-SG since running Prox-SG Step 150 epochs already achieves an acceptable validation accuracy. The control parameter $\epsilon$ in the half-space projection (9) is first set as 0, then fine tuned to be around 0.02 to favor the sparsity level whereas does not hurt the target objective $F$; the detailed procedure is in Appendix. We exclude RDA because of no acceptable experimental results attained during our tests with the step size parameter $\gamma$ setting throughout all powers of 10 from $10^{-3}$ to $10^3$.

Table 3 demonstrates the effectiveness and superiority of HSProx-SG in non-convex settings. In particular, (i) HSProx-SG computes remarkably higher group sparsity than other methods on all non-convex tests under both $\epsilon = 0$ and fine tuned $\epsilon$, of which the solutions are typically multiple times sparser in the manner of group than those of Prox-SG, while Prox-SVRG performs not comparably on the non-convex group sparsity identification since the variance reduction techniques may not work as desired for deep learning applications [19]; (ii) HSProx-SG performs competitively among the methods with respect to the final objective values $F$ and $f$ (see final $f$ comparison in Appendix). In addition, all the methods reach a comparable generalization performance on unseen test data.

Finally, we investigate the group sparsity evolution under different $\epsilon$’s. As shown in Figure 3b, HSProx-SG produces the highest group-sparse solutions compared with other methods. Notably, at the early $N_P$ iterations, HSProx-SG performs merely the same as Prox-SG. However, after switching to Half-Space Step at the 150th epoch, HSProx-SG outperforms all the other methods dramatically, and larger $\epsilon$ results in higher sparsity level. It is a strong evidence that our half-space based technique

| Backbone | Dataset  | Prox-SG | Prox-SVRG | HSProx-SG |
|----------|----------|---------|-----------|-----------|
| VGG16    | CIFAR10  | 0.59 / 53.95% / 90.37% | 0.82 / 14.73% / 89.42% | 0.59 / 74.60% / 91.16% |
| ResNet18 | Fashion-MNIST | 0.31 / 19.05% / 94.93% | 0.50 / 2.59% / 94.17% | 0.31 / 19.05% / 94.93% |

Table 3: Final $F$ / group sparsity / testing accuracy for tested algorithms on non-convex problems.
Figure 3: Evolution of $F$, group sparsity and testing accuracy on ResNet18 with CIFAR10.

is much more successful than the proximal mechanism and its variants in terms of the group sparsity identification. Besides, the evolutions of $F$ and testing accuracy confirm the comparability on convergence among the tested algorithms. Particularly, the objective $F$ generally monotonically decreases for small $\epsilon = 0$ to 0.02, and experiences a mild pulse after switch to Half-Space Step for larger $\epsilon$, e.g., 0.05, which matches Lemma 1. As a result, with the similar generalization accuracy, HSProx-SG allows dropping entire hidden units of networks, which may further achieve automatic dimension reduction and construct smaller model architectures for efficient inference.

5 Conclusions

We proposed a new Half-Space Proximal Stochastic Gradient Method (HSProx-SG) for disjoint group-sparsity induced regularized problem, which makes use of proximal stochastic gradient method to seek a near-optimal solution estimate, followed by a novel half-space group projection to effectively exploit the group sparsity structure. In theory, we provided the convergence guarantee, and showed its better sparsity identification performance. Experiments on both convex and non-convex problems demonstrated that HSProx-SG usually achieves solutions with competitive objective values and significantly higher group sparsity compared with state-of-the-arts stochastic solvers.
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