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Abstract — A path-following collision-avoidance model predictive control (MPC) method is proposed which approximates obstacle shapes as convex polygons. Collision-avoidance is ensured by means of the signed distance function which is calculated efficiently as part of the MPC problem by making use of a dual formulation. The overall MPC problem can be solved by standard nonlinear programming (NLP) solvers. The dual signed distance formulation yields, besides the (dual) collision-avoidance constraints, norm, and consistency constraints. A novel approach is presented that combines the arising norm equality with the dual collision-avoidance inequality constraints to yield an alternative formulation reduced in complexity. Moving obstacles are considered using separate convex sets of linearly predicted obstacle positions in the dual problem. The theoretical findings and simplifications are compared with the often-used ellipsoidal obstacle formulation and are analyzed with regard to efficiency by the example of a simulated path-following autonomous surface vessel during a realistic maneuver and AIS obstacle data from the Kiel bay area.

I. INTRODUCTION

Collision-avoidance emerges as an essential problem for autonomous vessel operation and compliance to the international regulations for preventing collisions at sea (COLREGs), see [1]. It is therefore crucial to construct efficient and robust implementations in order to achieve real-time feasible vessel trajectories. A powerful and widely used mathematical tool for this purpose is model predictive control (MPC) which sets itself apart from other nonlinear control approaches with its unique ability to handle input and state constraints. In this context, obstacles are usually approximated as ellipsoids, see, e.g., [2], [3] and the references therein, which might not fit the requirements of autonomous operation in confined environments and lead to unnecessary or even infeasible (w.r.t. the environment) maneuvers. The ellipsoidal approach also fails to take into account the geometry of the controlled vessel. Consequently, a more flexible approach is to approximate obstacles as CSG functions as in, e.g., [4] or convex polygons which can be studied in combination with a fundamental concept in collision-avoidance, namely, the signed distance function. This can be expressed as

\[
\text{sd}(\mathcal{V}, \mathcal{O}) = \text{dist}(\mathcal{V}, \mathcal{O}) - \text{pen}(\mathcal{V}, \mathcal{O}),
\]

where the sets \(\mathcal{V}\) and \(\mathcal{O}\) describe the geometry of the controlled vessel and an obstacle, respectively. Therein,

\[\text{dist}(\mathcal{V}, \mathcal{O}) := \inf_{\mathcal{z}} \{||\mathcal{z}|| : (\mathcal{V} + \mathcal{z}) \cap \mathcal{O} \neq \emptyset\}\]

describes the distance between the two sets and \(\text{pen}(\mathcal{V}, \mathcal{O}) := \inf_{\mathcal{z}} \{||\mathcal{z}|| : (\mathcal{V} + \mathcal{z}) \cap \mathcal{O} = \emptyset\}\) denotes the penetration depth. Collision-avoidance is ensured if

\[\text{sd}(\mathcal{V}, \mathcal{O}) \geq d_{safe},\]

with an additional safety distance \(d_{safe} \in \mathbb{R}\). In this context, several contributions have been made following different approaches, see, e.g., [5], [6], [7]. The work [5] is concerned with finding a convex inner approximation of the signed distance and a so-called action radius of a controlled robot and lays focus on kinodynamic constraints. In [6] a linearization of the signed distance function is used but approximation errors can lead to numerical difficulties. The contribution [7] utilizes concepts from convex optimization theory, see, e.g., [8], in order to transform the (primal) definition of the distance and penetration function to express the signed distance function in its dual form.

In this contribution, the dual signed distance approach for convex polyhedra similar to [7], which is based on [8], is revisited and a modification is introduced, which decreases the number of dual constraints in the MPC problem setup by combining constraints without altering the solution. The findings are embedded in a path-following setup, where an intuitive timing law is discussed that focuses on achieving convergence to the reference path defined by waypoints. The results are shown in a simulative study, where the different obstacle formulations are compared to each other in an exemplary manner. The simulation incorporates AIS data from the Kiel bay area.

The paper is organized as follows. First, the vessel dynamics of the surface vessel model are given in Sec. [II] where also the principles of modeling time-varying convex polyhedra is discussed. The contributions of [7] are briefly summarized in Sec. [III] and the derivation of the proposed dual collision avoidance condition is given. Therein and throughout this contribution, we focus on the full-body vessel case, i.e., the vessel \(\mathcal{V}\) is approximated as a convex polyhedron. However, this can be generalized to the case where \(\mathcal{V}\) reduces to the vessel’s center of origin (CO) \(r\). In Sec. [IV] the path-following MPC problem is formulated, where the cost function and the timing law as well as the different obstacle constraint formulations are discussed in further detail. The latter distinguishes between the ellipsoidal case, the (dual) polyhedral case according to [7], and the proposed (dual) polyhedral case, which translates the conditions from Sec. [III] into a set of obstacle constraints. The latter two formulations take into account the controlled vessel as a polygon while the
ellipsoidal case only allows for the controlled vessel’s CO to be considered. Simulation results are presented in Sec. \[\text{V}\] including a comparison of the different implementations. Final remarks are provided in Sec. \[\text{VI}\].

II. SURFACE VESSEL MODEL

A three degrees of freedom (3DOF) model is used to perform the path following task. The 3DOF model utilizes two sets of coordinates. The first set, \[\eta^T = [r^T, \psi] \] describes the vessel’s pose in the North-East-Down (NED) frame, where \[r^T = [x, y] \] is the position of the vessel’s CO, where \(x\) corresponds to the north and \(y\) to the east coordinate. The third component \(\psi\) describes the vessel orientation w.r.t. to north axis (heading). This set of coordinates is a reference frame for the second set \[\nu^T = [\tilde{u}, \nu, r] \], which represents the vessel’s surge and sway velocities as well as its yaw rate in a body-fixed coordinate frame, respectively. Therein, \(\tilde{u} = u - u_0\) denotes the difference of the surge velocity from the nominal service speed with \(u_0 = \text{const}\).

A. Dynamics

The vessel dynamics can be represented using

\[
\dot{\eta} = R_\psi(\psi)\left([u_0, 0, 0]^T + \nu\right)\\
M\dot{\nu} = \tau(\tilde{\nu}, \delta),
\]

where \(\tau(\cdot)\) is the vector of nonlinear forces and moments acting on the vessel. These forces and moments are approximated using a Taylor series approximation up to third order. The rudder angle \(\delta\) constitutes the control input. The matrix \(R_\psi(\psi) \in \text{SO}(3)\) connects the two coordinate frame velocities and the matrix \(M\) specifies the system’s inertia. Further information on system parameters can be found in [9]. With this, the system can be described as a continuous-time ordinary differential equation (ODE)

\[
\dot{x} = f(x, u_c), \quad t > 0, \quad x(0) = \hat{x}_0 \tag{3}
\]

with the states \(x^T = [\eta^T, \nu^T] \), control input \(u_c = \delta\), and the fixed initial state given a measured or estimated (real) current state \(x_0\).

B. Geometry

In the following, a base shape \(\tilde{V} = \{x \in \mathbb{R}^2 \mid \tilde{C}x \leq \tilde{a}\}\) is defined for the controlled vessel, which describes a convex polyhedron where the vessel’s CO and the NED frame’s coordinate origin coincide. Therein, \(\tilde{C} = [\tilde{c}(1) \ldots \tilde{c}(L)]^T \in \mathbb{R}^{L \times 2}\) consists of the (outward) normal vectors \(\tilde{c}(j)\), \(j = 1, \ldots, L\) defining the edges of the polyhedron, where \(L\) is the number of edges needed for the controlled vessel and \(\tilde{a} \in \mathbb{R}^L\) depends on the specific shape. This base shape is used to describe the controlled vessel shape’s evolution in time, i.e.,

\[
V = T(\tilde{V}) = \left\{ T(x) \mid x \in \tilde{V} \right\}, \tag{4a}
\]

\[
= \left\{ x \in \mathbb{R}^2 \mid \tilde{C}T^{-1}(x) \leq \tilde{a} \right\}, \tag{4b}
\]

\[
= \left\{ x \in \mathbb{R}^2 \mid Cx \leq \tilde{d} \right\}, \tag{4c}
\]

where the abbreviations \(C = \tilde{C}R_\psi^T(\psi)\) and \(\tilde{d} = \tilde{d} + CR_\psi^T(\psi)\) and the affine transformations

\[
T : \mathbb{R}^2 \mapsto \mathbb{R}^2, x \mapsto R_\psi(\psi) x + r, \quad T^{-1} : \mathbb{R}^2 \mapsto \mathbb{R}^2, x \mapsto R_\psi^{-1}(\psi)(x - r),
\]

have been used. For the sake of clarity explicit time dependencies are omitted. This transformation preserves the convexity of \(\tilde{V}\), see [8]. See Fig. [1] for an illustration of the two sets.

Analogously to (4), the base shape of any obstacle \(m = 1, \ldots, M\) can be described as a convex set \(\tilde{O}_m = \{x \in \mathbb{R}^2 \mid \tilde{A}_m x \leq \tilde{b}_m\}\), with \(A_m = [\tilde{a}_m^{(1)} \ldots \tilde{a}_m^{(L_m)}]^T \in \mathbb{R}^{L_m \times 2}\), which consists of the (outward) normal vectors \(\tilde{a}_m^{(j)}, j = 1, \ldots, L_m\) defining the edges of the \(m\)-th obstacle as a polyhedron, where \(L_m\) is the number of edges and \(\tilde{b}_m \in \mathbb{R}^{L_m}\) depends on the specific shape. The time evolution of the \(m\)-th obstacle shape follows as

\[
O_m = \{x \in \mathbb{R}^2 \mid A_m x \leq b_m\}, \tag{5}
\]

where \(A_m = \tilde{A}_m R_\psi^T(\psi_m)\) and \(b_m = \tilde{b}_m + \tilde{A}R_\psi^T(\psi_m)r_m\), with \(\eta^T_m = [r^T_m, \psi_m]\) being the pose of the \(m\)-th obstacle.

III. DUAL SIGNED DISTANCE CALCULATION

In order to calculate the signed distance as defined by [1] efficiently, the dual approach to optimization-based collision-avoidance as shown, e.g., in [7] is extended. Therefore, the findings of [7] concerning the signed distance are briefly summarized. Here, we focus on the full-body vessel case, where both the controlled vessel and the obstacles are considered as fully-dimensional objects according to [4c] and [5], respectively. Furthermore, the original approach of [7] is extended and an alternative formulation is derived which potentially allows a more efficient calculation of the signed distance. Since this contribution focuses mainly on results from convex optimization theory, the interested reader is referred to [8] for further details and concepts on this topic.

\[\footnote{In this context \(x\) is a general vector in the two-dimensional space and not a system state as in, e.g., [3]. The different meanings will be clear from the context throughout this paper.}\]
Fig. 2: Signed distances for a point \( \bar{x} \) and an obstacle \( O_m \) for two different vectors \( \hat{z}_m \) and \( \hat{z}_m' \), as well as the corresponding support points \( s_O(z_m) \), supporting hyperplanes \( H_O(z_m) \) and lower supporting half-spaces \( H^-(z_m) \) (diagonal and horizontal gray lines). Note that in this example, \( \text{sd}(\bar{x}, H_O(z_m)) < 0 \) since \( \bar{x} \notin H_O(z_m) \) but \( \text{sd}(\bar{x}, H_O(z_m')) > 0 \) since \( \bar{x} \notin H_O(z_m') \).

A. Approach from [7]

According to [7], the collision avoidance condition as defined by [2] can be expressed as:

\[
\text{sd}(V, O_m) \geq d_{\text{safe}} \\
\iff \exists \lambda_m \geq 0, \mu_m \geq 0 : \\
- \lambda_m^T d - \mu_m^T b_m \geq d_{\text{safe}} \\
\|A_m^T \mu_m\| = 1, \\
C^T \lambda_m + A_m^T \mu_m = 0, \\
\]

where \( \lambda_m \in \mathbb{R}^L \) (dual) variables associated with the controlled vessel for the \( m \)-th obstacle and \( \mu_m \in \mathbb{R}^m \) are (dual) variables associated with the \( m \)-th obstacle.

B. Proposed approach

For the derivation of the alternative approach, some Lemmata are in order.

**Lemma 1 ([10]):** The support mapping \( z_m^T s_O(z_m) = \sup_{x \in O_m} \{ z_m^T x \} \) where \( x \in O_m \iff A_m x \leq b_m \), gives the maximum inner product for any \( x \in O_m \) and thus defines the support point \( s_O(z_m) \) as the point in \( O_m \) which is furthest away from the origin in the direction of \( z_m \).

**Lemma 2 ([8]):** The convex set \( O_m \) can be described using the intersection of all lower supporting half-spaces that contain it, i.e., \( O_m = \bigcap_{z_m} H^-(z_m, s_O(z_m)) \), with \( H^-(z_m, s_O(z_m)) = \{ x \in \mathbb{R}^2 \mid z_m^T x \leq s_O(z_m) \} \).

**Remark 1:** As can be seen, compared to [7], the vector \( z_m \) in Lemma 2 does not need not be constrained in its length. This also becomes clear from the fact that \( z_m \) constitutes a normal vector of the supporting hyperplane \( H_O(z_m) = \{ x \in \mathbb{R}^2 \mid z_m^T x = s_O(z_m) \} \) that is intrinsically connected to the lower supporting half-space \( H^-(z_m) \).

**Lemma 3 ([10]):** The signed distance can be expressed as \( \text{sd}(V, O_m) = \text{sd}(0, O_m - V) \), where \( O_m - V = \{ x - y \mid x \in O_m, y \in V \} \) describes the Minkowski difference.

**Lemma 4 ([10]):** The support point \( s_{O-V}(z_m) \) of the Minkowski difference \( O_m - V \) can be expressed as \( s_{O-V}(z_m) = s_O(z_m) - s_V(-z_m) \).

**Proposition 1:** The collision-avoidance condition [11] can be formulated with

\[
\text{sd}(r, O_m) \geq d_{\text{safe}} \\
\iff \exists \lambda_m \geq 0, \mu_m \geq 0 : \\
\frac{- \lambda_m^T d - \mu_m^T b_m}{\|A_m^T \mu_m\|} \geq d_{\text{safe}} \\
C^T \lambda_m + A_m^T \mu_m = 0. \\
\]

**Proof:** Consider the distance from an arbitrary point \( \bar{x} \in \mathbb{R}^2 \) to the supporting hyperplane \( H_O(z_m) \) defined by a normal vector \( z_m \) of an obstacle \( O_m \) given by [5], i.e.,

\[
\hat{z}_m^T s_O(z_m) - \hat{z}_m^T \bar{x},
\]

where \( \hat{z}_m = z_m/|z_m|_2 \) is the normalized vector with direction \( z_m \). In fact, this can be regarded as the negated signed distance between \( \bar{x} \) and \( H_O(\hat{z}_m) \), i.e.,

\[
\text{sd}(\bar{x}, H_O(\hat{z}_m)) = \hat{z}_m^T \bar{x} - s_O(\hat{z}_m) \\
= \begin{cases} 0, & \text{if } \bar{x} \in H_O(\hat{z}_m) \\ > 0, & \text{else} \end{cases}
\]

see also Fig. 2 where an example for two different vectors \( \hat{z}_m \) and \( \hat{z}_m' \) is shown. The observation (8) together with Lemma 2 can be combined to formulate the signed distance between the point \( \bar{x} \) and the obstacle \( O_m \) with

\[
\text{sd}(\bar{x}, O_m) = \sup_{\hat{z}_m} \{ \text{sd}(\bar{x}, H_O(\hat{z}_m)) \}, \\
\]

or, in other words, it is the signed distance between the point \( \bar{x} \) and a particular supporting hyperplane for which [8] yields the largest possible value. Subsequently, if the the convex set \( V \) is considered instead of the arbitrary point \( \bar{x} \), Lemma 3 and Lemma 4 can be applied to give

\[
\text{sd}(V, O_m) = \sup_{\hat{z}_m} \{ \text{sd}(0, H_O(\hat{z}_m)) \}, \\
\]

Comparing (10b) with (9), it can be observed that the signed distance between the two convex sets is equivalent to the signed distance between the origin and the Minkowski difference of the two sets. Incorporating Lemma 1 for the arising support mappings in (10b) yields

\[
\text{sd}(V, O_m) = \sup_{\hat{z}_m} \left\{ \inf_{x \in O_m, y \in V} \{ \hat{z}_m^T (y - x) \} \right\}, \\
\]

where \(- \sup(\varphi) = \inf(-\varphi) \) and \( \inf_A \varphi + \inf_B \Phi = \inf_{A \times B} \varphi + \Phi \) have been used, see [11]. With this, the Lagrange dual problem see, e.g., [8] of the inner minimization

2The results are adapted to the notation used in the present paper. Also, explicit time dependencies are omitted for the sake of clarity.
3In the following, the abbreviation \( H_O(\hat{z}_m) = H^-(\hat{z}_m, s_O(\hat{z}_m)) \) is used.
in \([11]\) can be derived which leads to
\[
\text{sd}(V, O_m) = \sup_{\lambda_m \geq 0, \mu_m \geq 0, z_m} \left\{ -\lambda^T m d - \mu^T m b_m : \right. \\
\left. -C^T \lambda_m = z_m, A^T m \mu_m = z_m \right\},
\]
where \(\sup_{\epsilon \in A} \left\{ \sup_{\epsilon \in B} \varphi(x, y) \right\} \) has been used, see, e.g., \([11]\). Finally, eliminating \(z_m\) in \([12]\) yields
\[
\text{sd}(V, O_m) = \sup_{\mu_m \geq 0, \lambda_m \geq 0} \left\{ -\lambda^T m d - \mu^T m b_m : \right. \\
\left. C^T \lambda_m + A^T m \mu_m = 0 \right\}.
\]

Since \(O_m\) and \(V\) are convex, strong duality holds. Thus, in order for the collision avoidance condition \([3]\) to hold, it suffices to find any feasible \(\lambda_m, \mu_m\) w.r.t. \([13]\) such that
\[
-\lambda^T m d - \mu^T m b_m \geq d_{\text{safe}}
\]
which concludes the proof\(^4\).

IV. MPC PROBLEM FORMULATION

In the following, a soft-constrained path-following MPC will be discussed which can be realized by repeatedly solving optimal control problems on a receding horizon, which in turn can be written as
\[
\min_{u_i, e} J(u_c, e) = \int_{t_i}^{t_{i+\text{hor}}} ||r - p(\theta)||_2 + P(e) \, dt \\
\text{s.t.} \quad \dot{x} = f(x, u_c), \quad x(t_i) = \hat{x}_i \quad (14a) \\
\dot{\theta} = q(\theta, x), \quad \theta(t_i) = \hat{\theta}_i \quad (14b) \\
h_m(x) \leq \epsilon_m, \quad m = 1, \ldots, M \quad (14c) \\
u_c^+ \leq u_c \leq u_c^- \quad (14d) \\
||u_c|| \leq u_c^\max \quad (14e) \\
\epsilon \geq 0 \quad (14f)
\]
where \(t_i\) is the current iteration time, \(t_{\text{hor}}\) is the prediction horizon. The control input \(u_c\) and the slack variables \(e \in \mathbb{R}^M\) constitute the decision variables. In this problem, \((14a)\) is the cost to be minimized and \(l(\cdot)\) denotes the running costs, where \(||r - p(\theta)||_2\) gives the Euclidean distance or cross track error between the vessel position \(r\) and the reference path \(p(\theta)\) as a function of the path parameter \(\theta\) which is typically parameterized as the arc length of the path. Each successive minimization is subject to the dynamic equality constraints \((14b)\), given by \((5)\), and the path following timing law \((14c)\), which dictates the propagation in time of the path parameter \(\theta\) and constitutes a degree of freedom in the path-following MPC. The initial path parameter \(\theta_i\) depends on the vessel state \(\hat{x}_i\) and is calculated before each iteration. The inequality constraints \((14d)\) represent state constraints and, in this particular context, obstacle constraints for which three different implementations are considered. Using the soft-constrained approach, any violation of \((14d)\) is penalized in the cost function by means of the term \(P(e) = e^T S e + s^T e\), which can be used to avoid feasibility issues see, e.g., \([12]\). The inequality constraints \((14e)\) represent box constraints on the control input, and \((14f)\) enforces input rate constraints. The inequality \((14g)\) ensures that the slack variables are nonnegative. See also \([7]\), \([12]\) for further information on the soft-constrained approach and \([13]\) for theoretical results on nonlinear model predictive path following control. In the following, a detailed view of the constraints in \((14)\) with regard to a dual collision-avoidance path-following MPC for an underactuated surface vessel is given.

A. Timing Law

The timing law \((14c)\) for the path-following MPC is chosen based on \([14]\) to be
\[
\dot{\theta} = u_0 \left[ 1 - \sigma \tanh \left( \frac{e^T (\theta, x) e(\theta, x)}{L_{pp}^2} \right) \right],
\]
where \(u_0\) is the service speed of the vessel, \(\sigma \in (0, 1)\) is a tuning parameter, \(L_{pp}\) is the length of the vessel, and
\[
e(\theta, x) = r - p(\theta)
\]
is the vector defining the cross track error \(||e||_2\) between the vessel position \(r\) and the current reference point on the line segment defined by two consecutive waypoints \(r_{i+1}^{\text{wp}}\) and \(r_i^{\text{wp}}\), i.e.,
\[
p(\theta) = r_i^{\text{wp}} + \alpha(\theta) (r_{i+1}^{\text{wp}} - r_i^{\text{wp}}),
\]
where \(i\) denotes the current waypoint and
\[
\alpha(\theta) = \frac{\theta - \sum_{j=1}^{i-1} ||r_j^{\text{wp}} - r_{j+1}^{\text{wp}}||_2}{||r_{i+1}^{\text{wp}} - r_i^{\text{wp}}||_2}.
\]
As can be seen, \(\theta \in \left[0, \sum_{i} ||r_i^{\text{wp}} - r_{i+1}^{\text{wp}}||_2 \right]\) is parameterized as the arc length of the reference path. The timing law \([15]\) ensures that the propagation satisfies \(q(\theta, x) > 0, \forall t\) and that it propagates slowly if the distance between the vessel position and the reference point is large and vice versa. See \([13]\) for further information on path-following MPC.

B. Obstacle constraints

In the following, the obstacle constraints \((14d)\) are considered. First, the often-used ellipsoidal representation of obstacles is presented, where the controlled vessel’s geometry cannot be taken into account explicitly. Subsequently, the proposition \((6)\) based on \([7]\) is considered along with the proposed representation given by \([13]\), which both assume the controlled vessel and all obstacles to be of polyhedral shape.
1) Ellipsoidal formulation: An ellipsoidal obstacle can be represented with $O_m^e = \{ x \in \mathbb{R}^2 | (x - r_m)^\top M_m (x - r_m) \leq 1 \}$, where $r_m$ is the position of the $m$-th obstacle’s CO, $M_m = \text{diag}\{ 1/(a_m + d_m), 1/(b_m + d_m) \} \in \mathbb{R}^{2 \times 2}$, and $a_m, b_m$ define the ellipse’s major and minor axis length, respectively. This formulation can be translated directly into the obstacle constraint defined by (14), i.e.,

\[ 1 - (r - r_m)^\top M_m (r - r_m) \leq \epsilon_m, \quad m = 1, \ldots, M. \]  

With this, (2) can be ensured, but the explicit geometry of the controlled vessel can not be taken into account. Note that a logarithmic relaxation of (16) often yields a better scaled problem, see, e.g., [15].

2) Dual polyhedral formulation according to [7]: The conditions (6) described in [7] can be translated into a set of obstacle constraints

\begin{align}
  d_{\text{safe}} + \lambda_m^\top d + \mu_m^\top b_m &\leq \epsilon_m \quad (17a) \\
  ||A_m^\top \mu_m|| &\leq 1 \quad (17b) \\
  C^\top \lambda_m + A_m^\top \mu_m &= 0 \quad (17c) \\
  \mu_m, \lambda_m &\geq 0 \quad (17d)
\end{align}

for all $m = 1, \ldots, M$. Therefore, additional dual obstacle decision variables $[\mu_1^\top \ldots \mu_M^\top]$ and dual controlled vessel decision variables $[\lambda_1^\top \ldots \lambda_M^\top]$ need to be taken into account as part of (14). In comparison to (14), the constraint (17a) corresponds to the collision-avoidance inequality constraints (14a) in the general setup. The constraints (17d) constitute additional box constraints. Additionally, the dual formulation (17) relies on norm equality constraints (17b). Moreover, consistency equality constraints (17c) need to be imposed.

3) Proposed dual polyhedral formulation: Taking into account Proposition 11 the constraints for a dual collision-avoidance formulation can be written as

\begin{align}
  d_{\text{safe}} + \lambda_m^\top d + \mu_m^\top b_m &\leq \epsilon_m, \quad (18a) \\
  C^\top \lambda_m + A_m^\top \mu_m &= 0, \quad (18b) \\
  \mu_m, \lambda_m &\geq 0 \quad (18c)
\end{align}

for all $m = 1, \ldots, M$. In this way, the number of necessary equality constraints can be reduced compared to (17) which leads to a less complex problem. The decision variables, inequality and box constraints remain unaltered compared to (17).

V. SIMULATION RESULTS

A mariner class vessel is used for the simulation and is scaled to a length of $L_{\text{pp}} = 25 \text{ m}$ in order to represent a typical ferry size from the Kiel bay area. The rudder angle is constrained to $\delta \in [-40^\circ, 40^\circ]$ and permits rudder-rate changes up to $\dot{\delta}_{\text{max}} = 5^\circ/\text{s}$. The constant service speed of the scaled model reads $u_0 \approx 3 \text{ m/s}$. Four reference waypoints are chosen such that a transition from the pier at

Kiel central station to Kiel Reventlou Bridge is achieved. Two obstacles with $L_1 = L_2 = 5$ are chosen from AIS data, where the first is a static obstacle and the second passes the reference path during the maneuver. The safety margin is set to $d_{\text{safe}} = 4 \text{ m}$. The tuning parameter of the timing law (15) is set to $\sigma = 0.2$. The initial state reads $x_0 = [54.3154^\circ \text{N}, 10.135592^\circ \text{E}, 1.2 \text{ rad}, 0\text{ m/s}, 0\text{ m/s}, 0 \text{ rad/s}]^\top$, and each problem (14) is solved using a direct multiple shooting method with $N = 10$ discretization steps and sample time $\Delta t = 3.5 \text{ s}$. All dynamic constraints and costs are integrated numerically using a trapezoidal scheme. See, e.g., [16] for an overview of different numerical methods for optimal control problems. The implementation utilizes MATLAB with SNOPT as NLP solver, see [17], on an Intel® Core™ i5-6200U CPU with 2.30GHz clock speed. A snapshot of the path-following simulation is depicted in Fig. 3a, where a good path-following performance can be observed. Note that only one of the obstacles is seen in this snapshot. Further, note that a comparison between the original and proposed implementation shows no significant difference in the solution trajectory and is therefore omitted. The realized input for the entire simulation is depicted in Fig. 3b. The vessel is subject to disturbances induced by wind similar to [4] and an Extended Kalman Filter is used to estimate the system states. The different evading behaviors depending on the obstacle formulation are shown in Fig. 4 for the obstacle that has already been passed in the snapshot.

\footnote{Note that for $a_m = b_m$, $O_m^c$ represents a circle with radius $R_m = a_m = b_m$.}
TABLE I: Comparison of general problem dimensions regarding obstacle environments.

| Obstacle formulation | Ellipsoidal (19) | Polyhedral (17) |
|----------------------|-----------------|-----------------
| decision             |                 |                 |
| variables            | 0               | (N + 1) \sum L_{m0} |
| dual obstacle        | 0               | (N + 1)ML         |
| dual vessel          |                 |                 |
| norm                 | 0               | (N + 1)M         |
| constraints          | 0               | 2(N + 1)M       |
| collision-avoidance  |                 | (N + 1)M        |
| \( \tau \text{cpu} \) in s | 0.22           | 0.51            | 0.42             |

Fig. 4: Simulation snapshot at iteration \( i = 33 \) showing the evading behavior of the ellipsoidal obstacle formulation (left) and the dual polyhedral formulation (right) with predicted vessel poses (green points and blue polygons), safety margins (red) and predicted reference points (violet).

As can be seen in Fig. 4b, the polyhedral formulation allows for a smaller cross track error when evading the obstacle while in Fig. 3a, the ellipsoidal obstacle requires the controlled vessel to move further away from the path. While this issue could be overcome using a true ellipse instead of a circle, the ellipsoidal formulation cannot take into account the polyhedral geometry of the controlled vessel (although it is shown in the figure). This results in parts of the vessel being inside the safety margin of the ellipsoidal obstacle while the dual polyhedral formulation circumvents this issue, see Fig. 4. The latter is therefore more suited for applications in confined environments.

In Tab. I, the average computation time per iteration can be compared along with the resulting nonlinear static program (NLP) dimensions concerning the different obstacle formulations discussed in Sec. IV-B. Compared to the ellipsoidal case, the computation time increases for the dual polyhedral case due to the increased number of decision variables and constraints. Especially incorporating the explicit vessel geometry increases the problem dimension. The proposed dual formulation outperforms the original implementation without a significant change in the resulting trajectories rendering the proposed method a promising candidate for optimization-based collision-avoidance strategies in confined environments.

VI. CONCLUSION

A path-following MPC with a dual implementation based on [7] of the signed distance function is presented. The signed distance function is used to formulate a soft-constrained collision-avoidance optimal control problem for convex polyhedral obstacles, where the controlled vessel’s geometry is taken into account. In this contribution, an alternative formulation is introduced resulting in less complex NLP. The theoretical findings are validated using a simulation study with AIS data from the Kiel bay area. The proposed formulation yields a more efficient implementation compared to the problem in [7]. The simulation compares the dual formulations with an ellipsoidal obstacle formulation. Future studies will focus on reducing problem complexity of the dual approach, especially since the number of dual decision variables increases disproportionately with an increasing number of obstacles, as well as experimental verification of the proposed concepts.
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