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ABSTRACT. This paper introduces novel bulk–surface splitting schemes of first and second order for the wave equation with kinetic and acoustic boundary conditions of semi-linear type. For kinetic boundary conditions, we propose a reinterpretation of the system equations as a coupled system. This means that the bulk and surface dynamics are modeled separately and connected through a coupling constraint. This allows the implementation of splitting schemes, which show first-order convergence in numerical experiments. On the other hand, acoustic boundary conditions naturally separate bulk and surface dynamics. Here, Lie and Strang splitting schemes reach first- and second-order convergence, respectively, as we reveal numerically.
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1. INTRODUCTION

We consider wave equations with so-called dynamic boundary conditions in the semi-linear setting. In contrast to Dirichlet, Neumann, or Robin boundary conditions, such non-trivial boundary conditions do not neglect the momentum of the wave on the boundary. The inclusion of boundary dynamics in the model is of particular interest in the field of fluid–structure interaction or acoustic–elastic couplings [Hip17]. Further applications can be found in connection with Klein–Gordon type equations [CFL04], the stabilization of wave equations via a feed-back law on the boundary [KZ90], or in separation processes in mixtures of two materials [GK20]. Moreover, this approach enables to model one part of a coupled problem as a boundary layer, i.e., one wave system may be replaced by a wave-type equation on the boundary [Lie13, Hip17].

In this paper, we consider two different types of boundary conditions: Kinetic boundary conditions are derived in terms of energy balances and constitutive laws and lead to a wave equation in the bulk coupled to a wave equation on the surface. A physical interpretation for the one-dimensional case is given in [Gol06]. Results on the well-posedness of such models can be found, e.g., in [Vit13, GL14]. Acoustic boundary conditions include a second variable for the (small) displacement of the boundary into the domain and were first introduced in [BR74]. Therein, locally reacting boundary conditions were considered, which allow the interpretation of (independent) springs acting in response to the excess pressure in the gas, see also [GGG03, Mug06]. In general, such boundary conditions model the propagation of sound waves in a fluid at rest with the second variable modeling the oscillations of the surrounding wall. This can be used, e.g., to model vibrations of the
membrane of a bass drum [Vit17]. For more details and an illustration of the different types of boundary conditions, we refer to [Hip17].

Although dynamic boundary conditions are well understood from a theoretical point of view, the literature on numerical methods is rather short. One of the first papers in this direction, considering stationary bulk–surface partial differential equations is [ER13]. For corresponding parabolic problems, a detailed numerical analysis was introduced in [KL17], see also [VS13]. In both examples, an implicit Euler method is used for the temporal discretization. First approaches in the direction of a bulk–surface splitting were recently introduced in [AKZ23, AZ23]. For separation processes modeled by the Cahn–Hilliard equation, stable numerical schemes were analyzed in [Met21, KLLM21, BZ21]. For wave systems with dynamic boundary conditions, the spatial discretization was rigorously analyzed in [HHS18, HL20, HK20]. Moreover, for the temporal discretization, an implicit–explicit variant of the Crank–Nicolson scheme was introduced and analyzed in [HL21].

This paper is devoted to the construction of novel bulk–surface splitting schemes for wave-type equations with non-standard boundary conditions. Such schemes are of particular interest if the dynamics in the bulk and on the surface have different characteristic length or time scales, cf. [AV21]. The first step is the derivation of an abstract setting for kinetic as well as acoustic boundary conditions. For kinetic boundary conditions, we consider the equations in the bulk and on the surface as a coupled system of partial differential equations. Together with the necessary coupling condition, this leads to a partial differential-algebraic equation (PDAE), see [LMT13] for an introduction. This formulation then leads to splitting schemes, which decouple the bulk and surface dynamics similarly as in [AKZ23] for the parabolic case. To obtain a fully-discrete scheme, this is then combined with the already mentioned bulk–surface finite element method and appropriate time stepping schemes. For acoustic boundary conditions, where the bulk and surface dynamics are naturally separated, we proceed contrary and resolve the constraint, i.e., we consider an abstract formulation without an explicit constraint. Based on this formulation, we introduce bulk–surface splitting schemes. The respective combination with an Euler or Crank–Nicolson time discretization then yields splitting schemes of order one and two as we show in numerical experiments.

The paper is organized as follows: in Section 2 we introduce the semi-linear model problems with dynamic boundary conditions and derive an abstract formulation for both types of boundary conditions. Splitting schemes for kinetic boundary conditions are then introduced in Section 3. For this, we first discuss the spatial discretization and possible time stepping schemes. Acoustic boundary conditions are subject of Section 4. Again, we introduce splitting schemes and consider a numerical experiment showing the performance of the newly introduced methods. Finally, we conclude in Section 5.

2. The Wave Equation with Dynamic Boundary Conditions

As preparation for the construction of splitting methods, this section is devoted to the abstract formulation of the (semi-linear) wave equation with non-trivial boundary conditions. In particular, we introduce possible interpretations of the equations as coupled systems of bulk and surface dynamics.

2.1. Kinetic boundary conditions. Let \( \Omega \) denote a bounded Lipschitz domain with boundary \( \Gamma := \partial \Omega \). As a model problem for the semi-linear wave equation with kinetic
boundary conditions, we consider the system

\begin{align}
(2.1a) & \quad \ddot{u} - \Delta u = f_\Omega(t, u) \quad \text{in } \Omega, \\
(2.1b) & \quad \ddot{u} - \beta \Delta \Gamma u + \kappa u + \partial_n u = f_\Gamma(t, u) \quad \text{on } \Gamma
\end{align}

with constants \( \beta, \kappa \geq 0 \) and initial conditions \( u(0) = u^0 \) and \( \dot{u}(0) = \dot{u}^0 \). Here, the parameter \( \beta \) in front of the Laplace–Beltrami operator \( \Delta \Gamma \) (see [GT01, Ch. 16.1]) characterizes whether the boundary conditions are locally reacting (\( \beta = 0 \)) or non-local. Throughout this paper, we focus on the latter case, i.e., we assume \( \beta > 0 \). Finally, \( f_\Omega \) and \( f_\Gamma \) denote the (sufficiently smooth) nonlinearities in the bulk and on the surface, respectively. Possible extensions of this model problem include advection terms in the bulk and on the surface [HL20] or strong damping terms [HK20].

Problem (2.1) can be written as an abstract wave equation based on the space \( V = \{ v \in H^1(\Omega) \mid v|_\Gamma \in H^1(\Gamma) \} \), cf. [HK20, HL20]. This then leads to a variational problem of the form

\[ m(\ddot{u}, v) + d(\dot{u}, v) + a(u, v) = \langle f(t, u), v \rangle \]

for test functions \( v \in V \) and corresponding bilinear forms \( m, d, a \), which include bulk as well as surface integrals. In the special case of system (2.1), these forms read

\[ m(u, v) = \int_\Omega uv \, dx + \int_\Gamma uv \, dx, \quad a(u, v) = \int_\Omega \nabla u \cdot \nabla v \, dx + \int_\Gamma \beta \nabla \Gamma u \cdot \nabla \Gamma v + \kappa uv \, dx \]

together with \( d(u, v) = 0 \) and \( \langle f(t, u), v \rangle = \int_\Omega f_\Omega(t, u)v \, dx + \int_\Gamma f_\Gamma(t, u)v \, dx \). This abstract formulation allows to use standard methods to prove well-posedness and enables a direct application of a finite element discretization. Nevertheless, this formulation is not suitable for the construction of splitting schemes. For parabolic problems with comparable boundary conditions, it has been shown in [AKZ23] that a direct splitting approach based on this formulation yields discretization schemes which approximate the solution of a perturbed system. This is caused by the fact that such 'naive' splitting approaches do not include information on the derivatives of the respective variables.

In order to make the spatial discretization more flexible and to design bulk–surface splitting methods, we introduce an alternative formulation of (2.1) as a coupled system. We follow the approach of [Alt19] and introduce, as a first step, the auxiliary variable \( p := u|_\Gamma \) on the boundary. With this, system (2.1) can be written as

\begin{align}
\ddot{u} - \Delta u & = f_\Omega(t, u) \quad \text{in } \Omega, \\
\ddot{p} - \beta \Delta \Gamma p + \kappa p + \partial_n u & = f_\Gamma(t, p) \quad \text{on } \Gamma, \\
u - p & = 0 \quad \text{on } \Gamma.
\end{align}

This system consists of two dynamic equations and one constraint, which couples bulk and surface dynamics. In the yet to introduce abstract formulation, we will add the constraint by an additional Lagrange multiplier and introduce the spaces

\[ V := H^1(\Omega) \times H^1(\Gamma), \quad Q := H^{-1/2}(\Gamma). \]

Note that, in contrast to the previous approach, we do not include the fact that \( u \) has an \( H^1 \)-trace in the ansatz space but rather have a second variable \( p \) with values in \( H^1(\Gamma) \). Hence, we only use standard Sobolev spaces and incorporate information on the trace in form of an additional equation.
To obtain an abstract formulation, we consider in a second step test functions \((v,q) \in \mathcal{V}\). Multiplying (2.1a) by \(v\) and (2.1b) by \(q\) and integrating by parts, we obtain

\[
(\ddot{u}, v)_\Omega + (\nabla u, \nabla v)_\Omega - (\partial_n u, v)_\Gamma = (f_\Omega(t, u), v)_\Omega,
\]
\[
(\ddot{p}, q)_\Gamma + (\beta \nabla r p, \nabla q)_\Gamma + (\kappa p + \partial_n u, q)_\Gamma = (f_\Gamma(t, p), q)_\Gamma.
\]

Here, \((\cdot, \cdot)_\Omega\) and \((\cdot, \cdot)_\Gamma\) denote the standard inner products in \(L^2\) (or the corresponding duality pairings) on \(\Omega\) and \(\Gamma\), respectively. For an operator formulation, we introduce \(K_\Omega: H^1(\Omega) \to [H^1(\Omega)]^*\) and \(K_\Gamma: H^1(\Gamma) \to [H^1(\Gamma)]^*\) by

\[
(2.2) \quad \langle K_\Omega u, v \rangle = \int_\Omega \nabla u \cdot \nabla v \, dx, \quad \langle K_\Gamma p, q \rangle = \beta \int_\Gamma \nabla r p \cdot \nabla q \, dx + \kappa \int_\Gamma p q \, dx.
\]

Moreover, the coupling operator \(B: \mathcal{V} \to Q^* = H^{1/2}(\Gamma)\) is defined by \(B(u, p) := p - \text{tr} u\), where \(\text{tr}\) denotes the usual trace operator on \(\Gamma\). With this and a Lagrange multiplier \(\lambda: [0, T] \to Q\), which we insert in place of the normal derivative \(\partial_n u\), we yield the PDAE system

\[
(2.3a) \quad \begin{bmatrix} \ddot{u} \\ \ddot{p} \end{bmatrix} + \begin{bmatrix} K_\Omega & K_\Gamma \\ K_\Gamma & \text{id} \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} + B^* \lambda = \begin{bmatrix} f_\Omega(t, u) \\ f_\Gamma(t, p) \end{bmatrix} \quad \text{in} \ \mathcal{V}^*,
\]
\[
(2.3b) \quad B \begin{bmatrix} u \\ p \end{bmatrix} = 0 \quad \text{in} \ Q^*.
\]

We would like to emphasize that (2.3) is indeed equivalent to (2.1) and that one can show \(\lambda = \partial_n u\) under sufficient regularity assumptions on the solution.

**Remark 2.1.** The inclusion of additional damping or advection terms does not change the structure of the PDAE in terms of the coupling.

**Remark 2.2.** System (2.3) may also be formulated as Hamiltonian (descriptor) system, see [BMXZ18, MM19] for an introduction. For this, we assume \(f_\Omega = 0, f_\Gamma = 0\) and perform a regularization step in time (known as index reduction in the finite-dimensional setting), i.e., we replace the constraint by its derivative \(B(\dot{u}, \dot{p}) = \dot{p} - \text{tr} \dot{u} = 0\). Taking the initial data into account, this yields a formally equivalent system.

To obtain a first-order formulation, we introduce new variables \(w := \dot{u}, r := \dot{p}\), which we include in the form \(K_\Omega \dot{w} = K_\Omega w\) and \(K_\Gamma \dot{r} = K_\Gamma r\). Together with the adapted constraint, this leads to the system

\[
\begin{bmatrix} K_\Omega & K_\Gamma \\ \text{id} & \text{id} \end{bmatrix} \begin{bmatrix} \dot{u} \\ \dot{p} \\ w \\ \dot{r} \\ \lambda \end{bmatrix} = \begin{bmatrix} -K_\Omega \\ -K_\Gamma \\ \text{id} \\ -\text{id} \end{bmatrix} \begin{bmatrix} u \\ p \\ w \\ r \\ \lambda \end{bmatrix}.
\]

Since \(K_\Omega\) and \(K_\Gamma\) are self-adjoint, the operator matrix on the right is obviously skew-adjoint. Hence, we have a Hamiltonian descriptor system in the sense of [BMXZ18] (see also [AMU21] for the operator case). The corresponding energy reads

\[
E(t) = \frac{1}{2} \left( \|\nabla u\|_{L^2(\Omega)}^2 + \beta \|\nabla r p\|_{L^2(\Gamma)}^2 + \kappa \|p\|_{L^2(\Gamma)}^2 + \|\dot{u}\|_{L^2(\Omega)}^2 + \|\dot{p}\|_{L^2(\Gamma)}^2 \right)
\]

and is preserved over time due to the Hamiltonian structure. Note that the first three terms correspond to the potential energy, whereas the last two terms give the kinetic energy of the system. Both parts include contributions from the bulk as well as from the boundary.
We now turn to acoustic boundary conditions, where bulk and surface dynamics are naturally decoupled.

2.2. Acoustic boundary conditions. As a second example of non-standard boundary conditions, we consider acoustic boundary conditions, which model the propagation of sound waves in a bounded Lipschitz domain $\Omega$ in combination with oscillations in normal direction on $\Gamma = \partial \Omega$, cf. [Hip17]. As in [HK20], we consider the following semi-linear model problem: seek the acoustic velocity potential $u$ and the (small) displacement of the boundary in normal direction $\delta$ such that

\begin{align}
\ddot{u} - \Delta u &= f_\Omega(t, u) \quad \text{in } \Omega, \\
\ddot{\delta} - \beta \Delta \delta + \kappa \delta + \dot{u} &= f_\Gamma(t, \delta) \quad \text{on } \Gamma,
\end{align}

\begin{equation}
\dot{\delta} = \partial_n u \quad \text{on } \Gamma
\end{equation}

with initial conditions for $u(0), \dot{u}(0)$ as well as for $\delta(0), \dot{\delta}(0)$. For the involved constants, we assume $\beta, \kappa > 0$. Moreover, $f_\Omega$ and $f_\Gamma$ are assumed to be sufficiently smooth as before.

Similar to the PDAE formulation in the previous subsection, this system contains two dynamic equations and one coupling constraint in (2.4c). In contrast to the kinetic boundary conditions, however, the coupling concerns the normal derivative of $u$ and is naturally appearing in the system equations. Therefore, we follow the opposite mentality and get rid of the constraint. For this, we first derive the weak formulation. Considering test functions $(v, q) \in V$ and integrating by parts yields

\begin{align}
(\ddot{u}, v)_\Omega + (\nabla u, \nabla v)_\Omega - (\partial_n u, v)_\Gamma &= (f_\Omega(t, u), v)_\Omega, \\
(\ddot{\delta}, q)_\Gamma + (\beta \nabla \delta, \nabla q)_\Gamma + (\kappa \delta + \dot{u}, q)_\Gamma &= (f_\Gamma(t, \delta), q)_\Gamma.
\end{align}

Replacing the normal derivative of $u$ in the first equation by the constraint $\dot{\delta} = \partial_n u$ and using the operators introduced in (2.2), we obtain the operator equation

\begin{equation}
\begin{bmatrix}
\dot{u} \\
\dot{\delta}
\end{bmatrix} + \begin{bmatrix}
\text{id} & \text{id} \\
\text{id} & 0
\end{bmatrix} \begin{bmatrix}
\dot{u} \\
\dot{\delta}
\end{bmatrix} + \begin{bmatrix}
K_\Omega & K_\Gamma \\
K_\Gamma^* & 0
\end{bmatrix} \begin{bmatrix}
u \\
\delta
\end{bmatrix} = \begin{bmatrix}
f_\Omega(t, u) \\
f_\Gamma(t, \delta)
\end{bmatrix}
\end{equation}

in $V^*$.

Note that, in this formulation, the coupling of $u$ and $\delta$ appears through the terms involving the first derivatives. Further note that this formulation is equivalent to the weak formulation derived in [HK20], where it is written in terms of bilinear forms.

Remark 2.3. We comment on the Hamiltonian structure of the system, for which we consider the first-order formulation with new variables $w := \dot{u}$ and $\zeta := \dot{\delta}$. Assuming $f_\Omega = 0$, $f_\Gamma = 0$, this yields

\begin{equation}
\begin{bmatrix}
\dot{u} \\
\dot{\delta} \\
\dot{w} \\
\dot{\zeta}
\end{bmatrix} = \begin{bmatrix}
\text{id} & \text{id} \\
\text{id} & 0 \\
-\text{id} & \text{id} \\
-\text{id} & \text{id}
\end{bmatrix} \begin{bmatrix}
K_\Omega \\
K_\Gamma \\
\text{id} \\
\text{id}
\end{bmatrix} \begin{bmatrix}
u \\
\delta \\
w \\
\zeta
\end{bmatrix}
\end{equation}

which is a Hamiltonian system of the form $E \dot{z} = (J - R)Qz$, see again [BMXZ18], with $E = \text{id}$, $R = 0$, and $J$ being skew-adjoint. In this form, the energy is defined via $E(t) = \frac{1}{2} \langle E^* Qz, z \rangle$, which leads to

\begin{equation}
E(t) = \frac{1}{2} \left( \|\nabla u\|_{L^2(\Omega)}^2 + \beta \|\nabla \delta\|_{L^2(\Gamma)}^2 + \kappa \|\delta\|_{L^2(\Gamma)}^2 + \|\dot{u}\|_{L^2(\Omega)}^2 + \|\dot{\delta}\|_{L^2(\Gamma)}^2 \right).
\end{equation}

As before, this energy is preserved due to the Hamiltonian structure of the system.
Based on the abstract formulations presented in this section, we now turn to the construction of splitting methods, which decouple bulk and surface dynamics. We start with kinetic boundary conditions before we consider acoustic boundary conditions in the ensuing section.

3. Splitting Schemes for Kinetic Boundary Conditions

Due to its saddle point structure, a spatial discretization of the PDAE (2.3) by finite elements leads to a semi-explicit differential-algebraic equation (DAE) of index 3. Based on a regularization of the resulting semi-discrete system, we introduce a splitting of bulk and surface dynamics. Together with suitable time stepping schemes, this then leads to fully-discrete splitting schemes. Unfortunately, numerical experiments indicate that the resulting schemes are at most of order one (in time).

3.1. Spatial discretization. For the discretization in space, we consider bulk–surface finite elements, which we only shortly discuss. More details can be found in [ER13] as well as in [KL17].

The spatial domain \( \Omega \) is approximated by a quasi-uniform family of meshes \( \mathcal{T}_h \) with maximal mesh width \( h \). Since the boundary of \( \Omega \) may be curved, the union of all elements of \( \mathcal{T}_h \) defines a polyhedral domain \( \Omega_h \) (which may differ from \( \Omega \)) with boundary \( \Gamma_h \). Throughout this paper, we assume that the vertices of \( \Gamma_h \) are part of \( \Gamma \), cf. [ER13].

Given a mesh \( \mathcal{T}_h \), we consider the standard \( P_1 \)-finite element space. Note that this yields a nonconforming approximation of \( H^1(\Omega) \) if \( \Omega_h \neq \Omega \). A suitable lift operator is introduced in [Dzi88]. A corresponding basis is given by the usual globally continuous and piecewise linear nodal basis functions. For the discretization of \( p \), we use the mesh \( \mathcal{T}_h \) restricted to the boundary of \( \Omega_h \). This choice leads to the mass matrices \( M_\Omega \in \mathbb{R}^{N_\Omega,N_\Omega} \) and \( M_\Gamma \in \mathbb{R}^{N_\Gamma,N_\Gamma} \) as discrete versions of the respective \( L^2 \)-inner products and the stiffness matrices \( A_\Omega \in \mathbb{R}^{N_\Omega,N_\Omega} \) and \( A_\Gamma \in \mathbb{R}^{N_\Gamma,N_\Gamma} \) as discrete versions of the operators \( K_\Omega \) and \( K_\Gamma \), respectively. The discrete version of the coupling operator \( B \) is denoted by \( B \in \mathbb{R}^{N_\Gamma,N_\Omega+N_\Gamma} \) and has full row-rank. Moreover, assuming a specific ordering of the basis functions such that the last nodes are on the surface, we get \( B = \begin{bmatrix} 0 & M_\Gamma \end{bmatrix} \).

The resulting semi-discrete system, where we seek \( u: [0,T] \to \mathbb{R}^{N_\Omega}, p: [0,T] \to \mathbb{R}^{N_\Gamma} \), and the Lagrange multiplier \( \lambda: [0,T] \to \mathbb{R}^{N_\Gamma} \), reads

\[
\begin{aligned}
&M_\Omega \begin{bmatrix} \bar{u} \\ \bar{p} \end{bmatrix} + A_\Omega \begin{bmatrix} u \\ p \end{bmatrix} + B^T \lambda = \begin{bmatrix} f_\Omega(t,u) \\ f_\Gamma(t,p) \end{bmatrix},
&M \begin{bmatrix} 0 & M_\Gamma \end{bmatrix} u - M_\Gamma p = 0.
\end{aligned}
\]

Due to the construction, we assume that \( M_\Omega, M_\Gamma \) are symmetric and positive definite, whereas \( A_\Omega, A_\Gamma \) are symmetric and semi-positive definite. With the full-rank property of \( B \), this implies that system (3.1) indeed equals a DAE of index 3, cf. [HW96, Ch. VII.1].

3.2. Temporal discretization schemes for wave-type equations. As final preparation for the construction of fully-discrete splitting schemes, we recall time stepping schemes for systems of the form \( M \dot{u} + D \mathbf{u} + A \mathbf{u} = f \) on a time interval \([0,T]\). For simplicity, we assume equidistant time steps of size \( \tau \), leading to discrete time points \( t^n := n \tau \). We first consider the implicit Euler scheme applied to the corresponding first-order formulation with \( w := \dot{u} \). This gives \( M w^{n+1} + \tau D w^{n+1} + \tau A w^{n+1} = M w^n + \tau f^{n+1} \). Then, replacing \( w^{n+1} \) by the equation \( u^{n+1} = u^n + \tau \mathbf{w}^{n+1}, \) we obtain the discretization scheme

\[
\begin{aligned}
(M + \tau D + \tau^2 A) w^{n+1} &= M w^n - \tau A w^n + \tau f^{n+1},
\end{aligned}
\]

\[
\begin{aligned}
u^{n+1} &= u^n + \tau w^{n+1}.
\end{aligned}
\]
In the linear case, we have $f^{n+1} = f(t^{n+1})$, whereas in the semi-linear case, one may include the nonlinearity explicitly, i.e., $f^{n+1} = f(t^{n+1}, u^n)$. Note that the two equations (3.2) can be computed sequentially, i.e., in two steps.

In a similar way, one may also consider the trapezoidal rule in such a two-step formulation. Finally, we mention the Crank–Nicolson scheme, which can be written in a three-step formulation. A direct application of Crank–Nicolson to the first-order formulation and replacing $u^{n+1}$ as before yields

$$
(M + \frac{\tau}{2} D + \frac{\tau^2}{4} A)(w^n + u^{n+1}) = 2Mw^n - \tau Au^n + \frac{\tau}{2} (f^n + f^{n+1}),
$$

$$
u^{n+1} = u^n + \frac{\tau}{2} (w^n + w^{n+1}).
$$

Then, introducing $w^{n+1/2} = \frac{1}{2}(w^n + w^{n+1})$ and changing the incorporation of the right-hand side slightly, namely replacing the trapezoidal rule by a left/right rectangle rule, leads to a Crank–Nicolson scheme with an explicit implementation of the nonlinearity, cf. [HL21]. The resulting implicit–explicit scheme reads

(3.3a) $$(M + \frac{\tau}{2} D + \frac{\tau^2}{4} A)w^{n+1/2} = Mw^n - \frac{\tau}{2} Au^n + \frac{\tau}{2} f^n,$$

(3.3b) $$u^{n+1} = u^n + \tau w^{n+1/2},$$

(3.3c) $$Mw^{n+1} = 2Mw^{n+1/2} - Mw^n + \frac{\tau}{2} (f^{n+1} - f^n).$$

Here, we write $f^n = f(t^n, u^n)$ and $f^{n+1} = f(t^{n+1}, u^{n+1})$, i.e., $f^{n+1}$ includes the already updated approximation $w^{n+1}$.

3.3. Semi-discrete system and bulk–surface splitting. In order to construct bulk–surface splitting schemes, we need a decomposition of the mass and stiffness matrices. Using the already mentioned convention that the last degrees of freedom correspond to the surface, we obtain

(3.4) $$u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}, \quad M_\Omega = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}, \quad A_\Omega = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}$$

with $u_{1}(t) \in \mathbb{R}^{N_{i}}$, $u_{2}(t) \in \mathbb{R}^{N_{s}}$ and $M_{ij}, A_{ij}$ of corresponding dimension. In the same way, the right-hand side $f_\Omega$ is decomposed into $f_1$ and $f_2$.

For the construction of splitting methods, we introduce two subsystems which decouple the bulk and surface dynamics. For the sake of clarity, we consider the first time interval $[0, \tau]$ only with $\tau$ being the step size. As initial data, we assume given values $u(0) = u^0$ (also defining $u_1^0, u_2^0$), $\dot{u}(0) = \dot{u}^0$, $\dot{p}(0) = \dot{p}^0 = p_0^0$, and $\ddot{p}(0) = \ddot{p}^0$. Moreover, we assume that we also have an approximation of the second derivative, which we denote by $\dddot{p}^0$. Succeeding the approach for parabolic systems [AKZ23], we propose the following decomposition:

Subsystem 1 (bulk problem): We consider the dynamics in the bulk with Dirichlet boundary conditions given by the current value of $p$ and its temporal derivatives, cf. [Alt15]. With the decomposition of the mass and stiffness matrices introduced in (3.4) and the special structure of $B$, this then leads to

(3.5) $$M_{11} \ddot{u}_1 + A_{11} u_1 = f_1(u) - M_{12} \dddot{p}^0 - A_{12} \dddot{p}^0$$

with initial conditions $u_1(0) = u_1^0$ and $\dot{u}_1(0) = \dot{u}_1^0$. Since we do not update $p$ within this first subsystem, we get $u_2 = \ddot{p}^0$ due to the constraint. Solving (3.5) on $[0, \tau]$, we end up with an approximation $u_1(\tau)$ as well as corresponding derivatives.

Subsystem 2 (boundary problem): The second subsystem is a pure boundary problem and reads

(3.6) $$M_{\Gamma} \ddot{p} + A_{\Gamma} p = f_\Gamma(p) + f_2(u) - M_{22} \dddot{p}^0 - A_{22} \dddot{p}^0 - M_{21} \dddot{u}_1(\tau) - A_{21} u_1(\tau)$$

with initial conditions $u_2(0) = u_2^0$ and $\dot{u}_2(0) = \dot{u}_2^0$. Since $\dot{u}_2(0) = \ddot{p}^0$ due to the constraint, we get $u_2 = \ddot{p}^0 = \dddot{p}^0$.
with initial conditions $p(0) = p^0$ and $\dot{p}(0) = \dot{p}^0$. Here, we fix the values coming from the bulk (i.e., $\dot{u}_1$), as they were already updated. From (3.6) we obtain the new values of $p$ at time $t = \tau$, which are then inserted in the bulk problem (3.5) of the subsequent time step.

The presented decomposition already indicates the possibility of a bulk–surface splitting method. For practical simulations, however, an additional temporal discretization is necessary.

3.4. Fully-discrete splitting schemes. We propose two fully-discrete splitting schemes. First, we consider a Lie splitting, where the two subsystems are solved by an implicit Euler discretization. Second, we introduce a symmetric splitting approach, where we implement the implicit–explicit Crank–Nicolson discretization in each subsystem.

3.4.1. Lie splitting with implicit Euler discretization. For the Lie splitting approach, where we solve the bulk and boundary problems sequentially, we can expect at most first-order convergence. Hence, we implement a simple Euler discretization for both subsystems. More precisely, we propose to apply the implicit Euler method with an explicit treatment of the possible nonlinearity. Hence, we apply (3.2) to the two subsystems (3.5) and (3.6).

One step of Lie splitting then reads as follows: Given initial data $u_1^n$, $w_1^n := \dot{u}_1^n$, $p^n$, $r^n := \dot{p}^n$, and $\ddot{p}^n$, solve the fully-discrete bulk problem

\[
\begin{align*}
(M_{11} + \tau^2 A_{11}) u_1^{n+1} &= M_{11} u_1^n - \tau A_{11} u_1^n + \tau (f_1^{n+1} - M_{12} \dot{p}_n - A_{12} p^n), \\
\dot{u}_1^{n+1} &= u_1^n + \tau w_1^{n+1}.
\end{align*}
\]

Recall that, in the semi-linear case, $f_1^{n+1}$ should be understood as $f_1(t^{n+1}, u^n)$. Moreover, we obtain an approximation of the second derivative by $\ddot{u}_1^{n+1} := \frac{1}{\tau} (w_1^{n+1} - w_1^n)$. Introducing

\[
g^{n+1} := f_1^{n+1} + f_2^{n+1} - M_{22} \dot{p}_n - A_{22} p^n - M_{21} \ddot{u}_1^{n+1} - A_{21} u_1^{n+1},
\]

the Euler scheme applied to the boundary subsystem reads

\[
\begin{align*}
(M_{1} + \tau^2 A_{1}) r^{n+1} &= M_{1} r^n - \tau A_{1} p^n + \tau g^{n+1}, \\
\dot{p}^{n+1} &= p^n + \tau r^{n+1}.
\end{align*}
\]

As approximation of the second derivative of $p$ we set $\ddot{p}^{n+1} := \frac{1}{\tau} (r^{n+1} - r^n)$. Corresponding numerical experiments are subject of Section 3.5.

3.4.2. Strang splitting with Crank–Nicolson discretization. In this second approach, we consider a symmetric splitting. This means that we first solve the bulk problem (3.5) on the first half of the respective interval. Then, the boundary problem (3.6) is solved on the entire interval before we close with the remaining part of the bulk problem. Here, each subsystem is discretized by the implicit–explicit Crank–Nicolson scheme given in (3.3).

The resulting Strang splitting scheme reads as follows: Given initial data $u_1^n$, $w_1^n$, $p^n$, $r^n$, and $\ddot{p}^n$ as before, solve

\[
\begin{align*}
(M_{11} + \frac{\tau^2}{16} A_{11}) u_1^{n+1/4} &= M_{11} u_1^n - \frac{\tau}{4} A_{11} u_1^n + \frac{\tau}{4} (f_1^n - M_{12} \dot{p}_n - A_{12} p^n), \\
u_1^{n+1/2} &= u_1^n + \frac{\tau}{2} w_1^{n+1/4}, \\
M_{11} u_1^{n+1/2} &= 2 M_{11} u_1^{n+1/4} - M_{11} u_1^n + \frac{\tau}{4} (f_1^{n+1/2} - f_1^n).
\end{align*}
\]

Recall that, in the semi-linear setting, $f_1^{n+1/2}$ involves the updated state $u_1^{n+1/2}$ (but still $u_2^n$). For the approximation of the second derivative, we set $\ddot{u}_1^{n+1/2} := \frac{2}{\tau} (w_1^{n+1/2} - w_1^n)$.
In the second step, we solve the boundary problem on the entire time interval. Introducing
\[ h^n := -M_{22} \ddot{p}^n - A_{22} p^n - M_{21} \dot{u}_1^{n+1/2} - A_{21} u_1^{n+1/2}, \]
we compute
\[ \left( M_T + \frac{\tau^2}{2} A_T \right) r^{n+1/2} = M_T r^n - \frac{\tau}{2} A_T p^n + \frac{\tau}{2} (f_T^n + f_T^n + h^n), \]
\[ p^{n+1} = p^n + \tau r^{n+1/2}, \]
\[ M_T r^{n+1} = 2M_T r^{n+1/2} - M_T r^n + \frac{\tau}{2} (f_T^{n+1} + f_T^{n+1} - f_T^n - f_T^n). \]
As before, we define \( \ddot{p}^{n+1} := \frac{1}{\tau} (r^{n+1} - r^n) \). Finally, we solve the bulk problem on the second half of the time interval. Hence, we compute
\[ (M_{11} + \frac{\tau^2}{16} A_{11}) w_1^{n+3/4} = M_{11} w_1^{n+1/2} - \frac{\tau}{4} A_{11} u_1^{n+1/2} + \frac{\tau}{4} (f_{12}^{n+1/2} - M_{12} \ddot{p}^{n+1} - A_{12} p^{n+1}), \]
\[ u_1^{n+1} = u_1^{n+1/2} + \frac{\tau}{2} w_1^{n+3/4}, \]
\[ M_{11} u_1^{n+1} = 2M_{11} u_1^{n+3/4} - M_{11} u_1^{n+1/2} + \frac{\tau}{4} (f_1^{n+1} - f_1^{n+1/2}). \]

We now turn to numerical experiments in order to explore the potential of the proposed splitting schemes.

3.5. Numerical experiments. This part is devoted to the experimental investigation of the convergence orders of the proposed splitting methods. Moreover, we are interested in possible \( h \)-dependencies, i.e., we ask ourselves in which way the convergence of the splitting scheme depends on the spatial discretization parameter.

The spatial domain is given by the unit disc \( \Omega = \{ x \in \mathbb{R}^2 | x_1^2 + x_2^2 \leq 1 \} \) and meshes are generated by DistMesh [PS04]. In all experiments, we consider the error between the numerical solution and a reference solution, which is obtained by a Crank–Nicolson discretization of the full system (without a splitting) with step size \( \tau_{\text{ref}} = 2^{-12} \). Since we focus on the error caused by the splitting and the temporal discretization, the numerical solution acts on the same spatial mesh as the reference solution. The errors are measured in the norms corresponding to the spaces
\[ L^\infty(L^2(\Omega)) := L^\infty(0, T; L^2(\Omega)), \quad L^\infty(H^1(\Omega)) := L^\infty(0, T; H^1(\Omega)) \]
for \( u \) as well as
\[ L^\infty(L^2(\Gamma)) := L^\infty(0, T; L^2(\Gamma)), \quad L^\infty(H^1(\Gamma)) := L^\infty(0, T; H^1(\Gamma)) \]
for \( p \).

Initial data and parameters. Following [HK20, Sect 8.1], we set as initial data
\[ u^0(x, y) = \exp(-20((x - 1)^2 + y^2)), \quad \dot{u}^0(x, y) = 0. \]
The values for \( p^0 \) and \( \ddot{p}^0 \) are chosen in a consistent manner, i.e., \( p^0 \) equals \( u^0 \) restricted to the boundary and \( \ddot{p}^0 = 0 \). For the parameters in (2.1), we set
\[ \beta = 1, \quad \kappa = 1, \quad T = 1. \]
In order to analyze the dependence on the mesh size, we perform the upcoming experiments on two different triangulations with mesh sizes
\[ h_{\text{coarse}} \approx 0.094, \quad h_{\text{fine}} \approx 0.025. \]
Moreover, in order to track the convergence w.r.t. the step size \( \tau \), we consider step sizes \( \tau = 2^{-4}, \ldots, 2^{-11} \).
Figure 3.1. Snapshots of the solution $u$ at times $t = 0$ (initial data, left), $t = 0.5$ (middle), and $t = 1.0$ (right) from two different perspectives. The lower pictures show the top view, whereas the upper plots show the approaching wave from the point $(-1,0)$.

Figure 3.2. Convergence history for the linear case with kinetic boundary conditions. Plots show the $L^\infty(L^2(\Omega))$ error of $u$ (left) and the $L^\infty(L^2(\Gamma))$ error of $p$ (right) for the two splitting schemes and two spatial mesh sizes $h_{\text{fine}}$ (solid) and $h_{\text{coarse}}$ (dashed). The dotted line indicates order 1.

Order of convergence in the linear case. In our first experiment, we consider the linear case with $f_\Omega = 0$, $f_\Gamma = 0$. An illustration of the solution evolving over time is shown in Figure 3.1. Regarding the convergence w.r.t. the $L^\infty(L^2(\Omega))$ and $L^\infty(L^2(\Gamma))$-norms for $u$ and $p$, respectively, we refer to Figure 3.2. Therein, one can see that the Lie–Euler
splitting introduced in Section 3.4.1 converges (almost) with order 1 in $u$ and in $p$. More precisely, we obtain the rates 0.92 for $u$ and 0.96 for $p$. Note that the dashed and solid yellow lines are on top of each other, meaning that the convergence is independent of the spatial discretization parameter. Besides this stability w.r.t. the spatial mesh, the splitting scheme is also stable with regard to very coarse time steps.

Remark 3.1. If we replace the implicit Euler discretization by the Crank–Nicolson method, then the results are twofold. First, we obtain full first-order convergence, also in the respective $L^\infty(H^1(\Omega))$ and $L^\infty(H^1(\Gamma))$-norms. On the other hand, there occurs a clearly observable $h$-dependence. By this we mean that the error curves move upwards for refinements of the spatial mesh. As a consequence, there cannot be a convergence result for this combination in terms of $\tau$, which is independent of $h$. Convergence may only be proven in the presence of a CFL-type condition ensuring stability.

Unfortunately, the combination of Strang splitting and the Crank–Nicolson discretization as introduced in Section 3.4.2 does not improve the convergence. This is in line with the corresponding parabolic case analyzed in [AKZ23], where the maximal order of two is neither reached. Moreover, the errors are $h$-dependent. This can be seen in Figure 3.2, where the purple solid line (corresponding to the refined spatial discretization) shows an error approximately 5 times larger than on the coarse mesh.

To summarize, the fully-discrete Lie–Euler splitting shows promising results with first-order convergence independent of the spatial mesh size. The Strang–CN scheme, on the other hand, neither reaches second-order convergence nor is independent of $h$.

Conservation of energy. As mentioned in Remark 2.2, the original system has a Hamiltonian structure, which preserves the energy over time. We now investigate whether this is also true for the proposed splitting schemes. For this, we consider the fine triangulation, i.e., we consider the mesh parameter $h_{\text{fine}}$. Considering a Crank–Nicolson approximation of the fully-coupled system with mesh size $\tau_{\text{ref}} = 2^{-12}$, the energy is preserved up to errors of the order $10^{-13}$. For the splitting schemes, on the other hand, the energy is not preserved, cf. Figure 3.3. More precisely, the energy errors for both splitting approaches behave similar to the overall error, i.e., the errors are roughly given by $O(\tau)$.

A semi-linear example. As a second experiment, we consider the semi-linear case. With the same parameters and initial data as in the linear setting, we now investigate the typical Allen–Cahn-type nonlinearity in the bulk, i.e., we define

$$f_{\Omega}(t, u) = -u^3 + u, \quad f_{\Gamma}(t, p) = 0.$$ 

For both splitting schemes, we use an explicit treatment of the nonlinearity as explained in the previous subsections. This then leads to the same convergence results as in the linear case. Because of this, we omit the plot of the corresponding convergence history at this point and pass over to the more interesting case of a nonlinearity on the boundary.

Comparison with other numerical schemes. Finally, we would like to compare the proposed numerical schemes to standard methods applied to the fully-coupled system, i.e., to the original system without a splitting. Since bulk–surface splitting schemes are of particular interest when the solution on the boundary is strongly oscillatory or strongly nonlinear, we now investigate the case where the Allen–Cahn-type nonlinearity acts only on the boundary. Hence, we set

$$f_{\Omega}(t, u) = 0, \quad f_{\Gamma}(t, p) = -p^3 + p.$$
fully-coupled CN with $\tau_{\text{ref}}$  
$\tau = 2^{-6}$  
$\tau = 2^{-8}$  
$\tau = 2^{-10}$

Figure 3.3. Development of the energy error over time for different step sizes $\tau$ on a fixed spatial mesh. Plots show the results for the Lie–Euler splitting (left) and the Strang–CN splitting (right).
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Figure 3.4. Comparison of different solvers for kinetic boundary conditions with a nonlinearity on the boundary, namely the implicit–explicit Crank–Nicolson scheme, the implicit–explicit Euler scheme, the implicit Euler scheme, and two corresponding Lie splitting schemes.

![Graph comparing different solvers](image)

All other parameters and the initial data remain unchanged. The following computations are performed on the coarse triangulation with mesh size $h_{\text{coarse}}$ and the errors are measured in the $L^\infty(L^2(\Omega))$-norm for $u$. The results in Figure 3.4 clearly show that the implicit-explicit Crank–Nicolson scheme from [HL21] performs best, since it is the only scheme of second order. Moreover, no nonlinear system needs to be solved in this implicit–explicit version of the scheme. For the first-order schemes, we observe computational improvements due to the splitting. For the implicit–explicit Euler (where the nonlinearity is treated explicitly), the improvement of the splitting comes from the fact that we solve two smaller systems rather than a large one. For the implicit Euler scheme, the computational gain is even larger. Here, the splitting scheme exploits the fact that the nonlinearity only acts on the boundary.
As a summary, the bulk–surface splitting schemes for the wave equation with kinetic boundary conditions proposed in this paper only reach first-order convergence. Whereas the Lie–Euler scheme shows expectable convergence results (independent of the spatial mesh size), the convergence order of the Strang–CN scheme is reduced and \( h \)-dependent.

In the subsequent section, we will see that acoustic boundary conditions allow for second-order splitting schemes.

4. Splitting Schemes for Acoustic Boundary Conditions

This section is devoted to the design of splitting methods for the wave equation with acoustic boundary conditions (2.5). In contrast to the previous section, a spatial discretization by finite elements yields an ordinary differential equation rather than a DAE. We introduce a splitting of bulk and surface dynamics and combine this with suitable time stepping schemes. Here, we observe convergence rates of order one for Lie and order two for Strang splitting.

4.1. Semi-discrete system and bulk–surface splitting. For the spatial discretization, we consider again bulk–surface finite elements as introduced in Section 3.1. The semi-discrete version of (2.5) then reads

\[
\begin{pmatrix}
M_\Omega & M_\Gamma \\
M_\Gamma & 0
\end{pmatrix}
\begin{bmatrix}
\ddot{u} \\
\delta
\end{bmatrix} +
\begin{bmatrix}
B & -B^T \\
A_\Omega & A_\Gamma
\end{bmatrix}
\begin{bmatrix}
\dot{u} \\
\dot{\delta}
\end{bmatrix} =
\begin{bmatrix}
f_\Omega(u) \\
f_\Gamma(\delta)
\end{bmatrix}.
\]

(4.1)

Here, we use the same notion as before with the exception of \( B \), which (assuming once more the specific ordering of the basis functions) has the form \( B = [0 \ M_\Gamma] \). Note that (4.1) is an ordinary differential equation such that no regularization as for kinetic boundary conditions is necessary.

For a splitting of (4.1) into a bulk and a boundary problem, we consider the first time interval \([0, \tau]\) with initial data \( u(0) = u^0, \dot{u}(0) = \dot{u}^0, \delta(0) = \delta^0, \) and \( \dot{\delta}(0) = \dot{\delta}^0 \). We would like to emphasize that the variable \( u \) is not decomposed, i.e., the bulk problem also contains the boundary. The following splitting approach aims to decouple the dynamics of \( u \) and \( \delta \) on the boundary.

Subsytem 1 (bulk problem): In the bulk problem, we solve

\[
M_\Omega \ddot{u} + A_\Omega u = f_\Omega(u) + B^T \dot{\delta}^0
\]

(4.2)

with initial conditions \( u(0) = u^0 \) and \( \dot{u}(0) = \dot{u}^0 \). Within this subproblem, the displacement of the boundary in normal direction (i.e., \( \delta \)) remains unchanged. The solution of (4.2) yields the approximation \( u(\tau) \) as well as \( \dot{u}(\tau) \).

Subsytem 2 (boundary problem): In the boundary problem, \( u \) remains unchanged and we solve

\[
M_\Gamma \ddot{\delta} + A_\Gamma \delta = f_\Gamma(\delta) - B \dot{u}(\tau)
\]

(4.3)

with initial conditions \( \delta(0) = \delta^0 \) and \( \dot{\delta}(0) = \dot{\delta}^0 \), leading to the new approximations \( \delta(\tau) \) and \( \dot{\delta}(\tau) \).

4.2. Fully-discrete splitting schemes. To obtain practical applicable bulk–surface splitting methods, we further need to discretize the subsystems in time. As for kinetic boundary conditions, we pursue two possibilities: a Lie splitting approach together with an implicit Euler discretization and a Strang splitting with a Crank–Nicolson discretization.
4.2.1. Lie splitting with implicit Euler discretization. We consider a Lie splitting solving on each subinterval of length $\tau$ first the bulk problem and afterwards the boundary problem. Both subsystems are discretized by the implicit Euler scheme (3.2), where the possible nonlinearity is treated explicitly. Hence, given the approximations $u^n$, $w^n := \dot{u}^n$, $\delta^n$, and $\zeta^n := \dot{\delta}^n$ at time $t^n$, the first subsystem reads

$$
(M_{\Omega} + \tau^2 A_{\Omega}) w^{n+1} = M_{\Omega} w^n - \tau A_{\Omega} u^n + \tau (f_{\Omega}^{n+1} + B^T \zeta^n),
$$

$$
u^{n+1} = u^n + \tau w^{n+1}
$$

with $f_{\Omega}^{n+1} = f_{\Omega}(t^{n+1}, u^n)$ in the semi-linear case. This then gives new approximations $u^{n+1}$ and $w^{n+1}$. The discretization of the second subsystem yields

$$
(M_{\Gamma} + \tau^2 A_{\Gamma}) \zeta^{n+1} = M_{\Gamma} \zeta^n - \tau A_{\Gamma} \delta^n + \tau (f_{\Gamma}^{n+1} - B w^{n+1}),
$$

$$
\delta^{n+1} = \delta^n + \tau \zeta^{n+1},
$$

and provides updates $\delta^{n+1}$ and $\zeta^{n+1}$ at time $t^{n+1}$.

4.2.2. Strang splitting with Crank–Nicolson discretization. For the symmetric splitting, we first solve the bulk problem (4.2) on the half interval, then the boundary problem (4.3) on the entire interval, and finally the remaining part of the bulk problem. Here, all subsystems are discretized by the implicit–explicit Crank–Nicolson scheme presented in (3.3).

Given the approximations $u^n$, $w^n := \dot{u}^n$, $\delta^n$, and $\zeta^n := \dot{\delta}^n$ at time $t^n$, we first compute

$$
(M_{\Omega} + \frac{\tau^2}{16} A_{\Omega}) w^{n+1/4} = M_{\Omega} w^n - \frac{\tau}{4} A_{\Omega} u^n + \frac{\tau}{4} (f_{\Omega}^{n} + B^T \zeta^n),
$$

$$
u^{n+1/2} = u^n + \frac{\tau}{2} w^{n+1/4},
$$

$$
M_{\Omega} w^{n+1/2} = 2M_{\Omega} w^{n+1/4} - M_{\Omega} w^n + \frac{\tau}{2} (f_{\Omega}^{n+1/2} - f_{\Omega}^{n}).
$$

Recall that, in the semi-linear case, $f_{\Omega}^{n+1/2}$ includes the updated state $u^{n+1/2}$. With the obtained approximation $w^{n+1/2}$, we may then compute, as discretization of the second subsystem,

$$
(M_{\Gamma} + \frac{\tau^2}{4} A_{\Gamma}) \zeta^{n+1/2} = M_{\Gamma} \zeta^n - \frac{\tau}{2} A_{\Gamma} \delta^n + \frac{\tau}{2} (f_{\Gamma}^{n} - B w^{n+1/2}),
$$

$$
\delta^{n+1} = \delta^n + \tau \zeta^{n+1/2},
$$

$$
M_{\Gamma} \zeta^{n+1} = 2M_{\Gamma} \zeta^{n+1/2} - M_{\Gamma} \zeta^n + \frac{\tau}{2} (f_{\Gamma}^{n+1} - f_{\Gamma}^{n}),
$$

which yields updates $\delta^{n+1}$ and $\zeta^{n+1}$ at time $t^{n+1}$. Finally, the third subsystem reads

$$
(M_{\Omega} + \frac{\tau^2}{16} A_{\Omega}) w^{n+3/4} = M_{\Omega} w^{n+1/2} - \frac{\tau}{4} A_{\Omega} u^{n+1/2} + \frac{\tau}{4} (f_{\Omega}^{n+1/2} + B^T \zeta^{n+1}),
$$

$$
u^{n+1} = u^{n+1/2} + \frac{\tau}{2} w^{n+3/4},
$$

$$
M_{\Omega} w^{n+1} = 2M_{\Omega} w^{n+3/4} - M_{\Omega} w^{n+1/2} + \frac{\tau}{4} (f_{\Omega}^{n+1} - f_{\Omega}^{n+1/2})
$$

and provides updates $u^{n+1}$ and $w^{n+1}$.

In the following experiments, we show that this approach indeed yields a second-order method.

4.3. Numerical experiment. In this final section on acoustic boundary conditions, we provide a numerical experiment, which indicates convergence rates of order one and two, respectively. As in Section 3.5, the computational domain is given by the unit disc and we compare the numerical solutions to a reference solution resulting from a Crank–Nicolson discretization of the fully-coupled system (4.1) with step size $\tau_{ref} = 2^{-12}$. 
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**Figure 4.1.** Convergence history for the wave equation with acoustic boundary conditions and Allen–Cahn-type nonlinearity on the boundary. Plots show the $L^\infty(L^2(\Omega))$ error of $u$ (left) and the $L^\infty(L^2(\Gamma))$ error of $\delta$ (right) for the two splitting schemes and two spatial mesh sizes $h_{\text{fine}}$ (solid) and $h_{\text{coarse}}$ (dashed). The dotted lines indicate orders 1 and 2, respectively.

**Initial data and parameters.** Following [HK20, Sect 8.4], we set as initial data
\[
u^0(x, y) = 0, \quad w^0(x, y) = 2\pi (x^2 + y^2)^{0.6}
\]
for the acoustic velocity potential and
\[
\delta^0(x, y) = \frac{k}{2\pi} (x^2 + y^2)^{0.6}, \quad \zeta^0(x, y) = 0
\]
for the displacement of the boundary in normal direction. For the remaining parameters in (2.4), we set again
\[
\beta = 1, \quad \kappa = 1, \quad T = 1.
\]
Mesh parameters and step sizes are chosen as in the previous section, i.e., we consider two triangulations with $h_{\text{coarse}} \approx 0.094$ and $h_{\text{fine}} \approx 0.025$, respectively, and the step sizes vary from $2^{-4}$ to $2^{-11}$.

**Order of convergence for a semi-linear example.** For the numerical investigation of the convergence orders of the proposed bulk–surface splitting schemes, we consider a semi-linear example with a nonlinearity of Allen–Cahn-type on the boundary. For this, we define the right-hand sides as
\[
f_\Omega(t, u) = 0, \quad f_\Gamma(t, \delta) = -\delta^3 + \delta.
\]
The resulting convergence history is presented in Figure 4.1 and shows first-order convergence for the Lie–Euler scheme introduced in Section 4.2.1 and second-order convergence for the Strang–CN scheme from Section 4.2.2.

Apart from the order of convergence, we are once more interested in a possible $h$-dependence of the proposed methods. For the Lie–Euler scheme, the dashed and solid lines in Figure 4.1 are on top of each other, indicating that the convergence is independent of the chosen spatial mesh size. Hence, the method is stable in this regard and it seems reasonable to prove first-order convergence of the Lie splitting, maybe even on operator level. This, however, is subject of future research. The Strang–CN splitting, on the
other hand, shows a slight $h$-dependence, at least for the displacement of the boundary in normal direction $\delta$. Recall that this means that the error grows if the spatial mesh is refined. As a consequence, a spatial refinement calls for a smaller step size as well. Moreover, the Strang scheme can only be stable if some kind of a CFL-type condition holds and a second-order convergence result cannot count independently of the mesh size (and hence, not on operator level).

**Remark 4.1.** As one may expect, the convergence order drops to one if we discretize the subsystems of the Strang splitting with an implicit or implicit–explicit Euler scheme.

**Conservation of energy.** Finally, we would like to comment on the evolution of the energy introduced in Remark 2.3. Similar as for kinetic boundary conditions, the energy is not preserved for the proposed splitting schemes but behaves as the overall error. This means that the energy error is of order $O(\tau)$ for the Lie–Euler scheme and $O(\tau^2)$ for the Strang–NC scheme. For the latter, however, the error grows if the spatial mesh is refined. More precisely, going from $h_{\text{coarse}}$ to $h_{\text{fine}}$, which correlate by a factor of around 4, the error in the energy grows by a factor of 4 as well.

5. **Conclusion**

Within this paper, we have derived fully-discrete splitting schemes for the wave equation with (non-local) kinetic and acoustic boundary conditions. In the case of acoustic boundary conditions, Lie and Strang splitting show the expected convergence rates if the subsystems are discretized accordingly. For kinetic boundary conditions, we considered a reformulation as PDAE for the construction of splitting schemes. In this case, the proposed schemes do not exceed order one.

Future research calls for a rigorous error analysis of the proposed methods to confirm the observed convergence rates. Moreover, the construction of second-order splitting schemes for kinetic boundary conditions remains an open problem. But also for acoustic boundary conditions further improvements are desirable, namely a second-order scheme which does not depend on the spatial mesh size.
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