Development of an Improved Model for Prediction of Short-Term Heavy Precipitation Based on GNSS-Derived PWV
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Abstract: Nowadays, the Global Navigation Satellite Systems (GNSS) have become an effective atmospheric observing technique to remotely sense precipitable water vapor (PWV) mainly due to their high spatiotemporal resolutions. In this study, from an investigation for the relationship between GNSS-derived PWV (GNSS-PWV) and heavy precipitation, it was found that from several hours before heavy precipitation, PWV was probably to start with a noticeable increase followed by a steep drop. Based on this finding, a new model including five predictors for heavy precipitation prediction is proposed. Compared with the existing 3-factor model that uses three predictors derived from the ascending trend of PWV time series (i.e., PWV value, PWV increment and rate of the PWV increment), the new model also includes two new predictors derived from the descending trend: PWV decrement and rate of PWV decrement. The use of the two new predictors for reducing the number of misdiagnosis predictions is proposed for the first time. The optimal set of monthly thresholds for the new five-predictor model in each summer month were determined based on hourly GNSS-PWV time series and precipitation records at three co-located GNSS/weather stations during the 8-year period 2010–2017 in the Hong Kong region. The new model was tested using hourly GNSS-PWV and precipitation records obtained at the above three co-located stations during the summer months in 2018 and 2019. Results showed that 189 of the 198 heavy precipitation events were correctly predicted with a lead time of 5.15 h, and the probability of detection reached 95.5%. Compared with the 3-factor method, the new model reduced the FAR score by 32.9%. The improvements made by the new model have great significance for early detection and predictions of heavy precipitation in near real-time.
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Precipitation is one of the most pivotal processes of the hydrologic cycle on the earth. However, heavy precipitation greatly affects the natural environment and the sustainability of our human society, which often brings serious environmental deterioration and enormous economic losses. Thus, the monitoring and prediction of precipitation has attracted much attention in the past decade, especially for highly populated and highly moist metropolises such as Hong Kong [1,2]. As a type of meteorological data, atmospheric water vapor is generally expressed in precipitable water vapor (PWV) and defined as the total atmospheric water vapor contained in a vertical column of unit area. Since the occurrence of severe weather events such as typhoons, thunderstorms and heavy precipitation strongly correlates with large temporal variations in PWV [3–6], PWV time series with high accuracy and resolutions are often used in the predictions for precipitation and other severe weather events [7,8]. Traditional technologies for measuring water vapor, e.g., radiosonde [9], water vapor radiometer [10] and satellite-based instruments [11], have been widely applied in meteorology [12,13]. Although the accuracy of water vapor obtained from these technologies is generally high, these technologies have some limitations, e.g., one-off attribute, high operational cost, low spatiotemporal resolution and limited to some weather conditions [14–16]. Consequently, these technologies can hardly satisfy some meteorological applications, especially for short-term weather monitoring and predictions [17,18]. This is the main motivation to use a new means, Global Navigation Satellite Systems (GNSS), to remotely sense the atmospheric water vapor content [19–24], due to its 24-h variability, high accuracy, global coverage, low cost, long-term stability, high spatiotemporal resolution and all-weather operability [25–29]. PWV over a ground-based GNSS station can be obtained from a conversion of the tropospheric delay estimated from the GNSS signal observed at the station, and this PWV is often called GNSS-PWV. Nowadays, many regional and global GNSS networks, which consist of various numbers of tracking stations, are available. This makes the best use of GNSS data for studies and applications on short-term weather predictions feasible and meaningful [17,30–32], in addition to facilitating climate change research [33–35].

As previous studies revealed, a precipitation event highly correlates with the intensity of regional PWV variation [36–38]. Singh et al. [39] analyzed monthly and seasonal PWV variations over the Arabian Sea and the Bay of Bengal and found a close relationship between PWV variation and monsoon; then Singh et al. [40] claimed that PWV can be used as an indicator in monsoon forecasting. Champollion et al. [41] stated that heavy precipitation events are associated with ongoing accumulation of water vapor, based on a case study of torrential precipitation in France. Van Baelen et al. [8] investigated the variations in GNSS-PWV in the duration of precipitation life cycles and concluded that water vapor plays a dominant role in the evolution of precipitation events. Chen et al. [2] also demonstrated that water vapor data with a high accuracy and high spatio-temporal resolution are useful for determining the onset of heavy precipitation events. According to the proved positive relationship between the intensity of regional PWV variation and the occurrence of precipitation events, several researchers conducted investigations on the use of GNSS-PWV in the monitoring and prediction of precipitation. Based on the fact that when the PWV values over a certain period of time are above a certain threshold, the probability of precipitation occurrence would greatly increase. Kedem et al. [42] proposed a threshold-based precipitation prediction model, which has also been validated in several studies [43,44]. For example, Shoji et al. [45] verified that the phenomenon of PWV reaching a defined threshold is an effective indication of a convective precipitation event. Shi et al. [46] presented some precipitation cases with different strengths happened in the city of Wuhan, China, to indicate the feasibility of using an empirical GNSS-PWV threshold for precipitation prediction. Yeh et al. [47] also determined GNSS-PWV threshold values for various precipitation strengths in Taiwan over the period 2006–2012. Although this type of approach is easy and may be effective in some cases, its prediction results are likely to be unstable and have low accuracy. Using the GNSS-PWV value as the sole criterion of precipitation prediction is deficient as it can only reflect the one-dimensional (zenith) distribution of water vapor and is likely to result in high false alarm rates [48–50]. The rapid developments of
the GNSS tropospheric tomography in the past two decades have also made the use of this maturing technique to obtain high accuracy three-dimensional water vapor profile, which has already been used in applications of GNSS meteorology [51–53]. Therefore, some researchers proposed that, in addition to the threshold for GNSS-PWV, a long GNSS-PWV time series [54,55], a high temporal resolution dataset [56,57], multidimensional GNSS tomography-based water vapor profiles [58,59] and numerous other predictors obtained from GNSS observations can be used for precipitation prediction [60–63]. Among them, Benevides et al. [48] analyzed the characteristics of the temporal variation in PWV during the period of 2010–2012 in Lisbon for heavy precipitation in several case studies and proposed a simple model for predicting precipitation within 6 h. The maximum rate of PWV increment was also used as a predictor in the model, and the test results of the model showed a 75% correct detection rate and a false alarm rate of 65%. Based on the above researches, Yao et al. [49] proposed a 3-factor prediction method, and the three factors are PWV value, PWV variation and the rate of PWV variation. The method further improved the correct detection rate of precipitation prediction to 82%, while the false alarm rate was 66%, which was slightly worse. Zhao et al. [57] employed the PWV increment and PWV slope during the PWV ascending period prior to precipitation, and its prediction result showed that above 90% of heavy precipitation were successfully predicted, while the false alarm rate was 60%–70%, which is relatively high. Manandhar et al. [55] used data from a tropical region and proposed an algorithm for two predictors, the maximum PWV value (major predictor) and the rate of PWV increment, and this algorithm reduced the false alarm rate by 17%. Moreover, an improved rainfall forecasting model (IRFM) was also proposed by Zhao et al. [50] to predict rainfall based on five predictors including monthly PWV, seasonal PWV/ZTD variations and their first derivatives, and results showed the mean correct detection rate was better than 95% and the false alarm rate was less than 30%.

In all the aforementioned methods, the predictors are all obtained from the ascending trend in the GNSS-PWV time series. In fact, due to the diffusional and collisional growth of cloud droplets and raindrops, a sharp drop in the GNSS-PWV time series also occurs during the evolution of heavy precipitation [64,65]. This phenomenon has been confirmed by several researchers, e.g., Madhulatha et al. [66] reported that a noticeable decrease in GNSS-PWV was found 3 h prior to a storm development. Barindelli et al. [67] also found a steep decrease of 5–10 mm/h in the PWV time series in response to a heavy precipitation event. Zhang et al. [68] stated that a sharp drop in PWV coincides with the passing of extreme precipitation. Jones et al. [38] claimed that during the warm convective season a thunderstorm happened 3.5 h after the PWV reached the peak. These results imply that the phenomenon of a sharp decrease in PWV during the evolution of heavy precipitation may be also used as a possible predictor for heavy precipitation detection. Therefore, this study proposes a new model that includes not only the commonly used three predictors from the ascending trend, but also two additional predictors from the descending trend of GNSS-PWV time series for short-term prediction of heavy precipitation.

The structure of the paper is outlined as follows. Section 2 gives a description of data and methodologies adopted in this study. The relationship between GNSS-PWV and precipitation is analyzed and presented in Section 3, followed by Section 4 for the development and validation of the new model proposed in this study. Discussions and conclusions are given in Sections 5 and 6, respectively.

2. Data and Methodologies

2.1. Selection of Data

2.1.1. Selection of Location and Data Period

Hong Kong, located at the coast of South China Sea (SCS), has a humid subtropical climate greatly influenced by the Asian Summer Monsoon (ASM) [2,69]. Identified as one of the main low-level monsoonal streams, the ASM from the SCS transports huge amounts of water vapor towards Hong Kong during its occurrence [70,71]. During the summer months, Hong Kong often experiences severe
weather events like hail, thunderstorms, typhoons and increased heavy precipitation events [72]. According to the criteria for precipitation intensity defined by World Meteorological Organization (WMO), a heavy precipitation event is regarded as precipitation if hourly precipitation falls in the range from 10 mm to 50 mm or daily precipitation is above 50 mm [73,74]. Based on this definition, over 56% heavy precipitation occurred in summer months (June, July and August in the northern hemisphere), as recorded at the Hong Kong Observatory (HKO) from 1885 to 2019 (excluding 1940–1946) [75]. Thus, this study mainly focused on heavy precipitation events happened in each summer month in the Hong Kong region.

2.1.2. Selection of Experimental Data

To analyze the relationship between GNSS-PWV and precipitation and improve the performance of prediction for heavy precipitation events, the data used in this study, mainly including GNSS-PWV time series from some local GNSS tracking/reference stations and heavy precipitation records from the weather stations that are close to the GNSS stations, i.e., the so-called co-located stations. The selection of GNSS stations for testing is merely based on the availability of both GNSS observations and precipitation records at co-locations during the summer months over the 10-year period from 2010 to 2019. It is noted that, if the distance between a GNSS station and a weather station is within a certain value, e.g., a few kilometers, then the two stations are regarded co-located. In the Hong Kong region, only three GNSS tracking stations, HKSC, HKSL and HKPC, satisfy the above conditions. The location of the three GNSS stations and their co-located weather stations (KP, HKA, and R12) are listed in Table 1 and Figure 1 illustrates their geographical distribution. The distances of all the three pairs of co-located stations are all under 3.3 km. In addition, Figure 1 also shows the only radiosonde station deployed in Hong Kong as the radiosonde data from this station were also used to evaluate the accuracy of GNSS-PWV.

Table 1. Location of three GNSS tracking stations and their co-located weather stations selected for this study.

| Station ID | Latitude (°) | Longitude (°) | Distance (km) |
|------------|--------------|---------------|---------------|
| 1 HKSC     | 22.32        | 114.14        | 3.29          |
| 2 HKSL     | 22.37        | 113.93        | 2.63          |
| 3 HKPC     | 22.28        | 114.04        | 2.96          |

Figure 1. Geographical distribution of three GNSS stations (yellow triangles) and their co-located weather stations (red dots), as well as the radiosonde station (green tag) in Hong Kong (The equidistant cylindrical projection is adopted in this figure plotted by Google Earth software).
2.2. GNSS Data

2.2.1. Retrieval of GNSS-PWV

The GNSS signal received by a ground-based GNSS receiver is delayed by the atmosphere when it transmits from the satellite to the receiver, and the atmospheric delay consists of the tropospheric delay and ionospheric delay. The tropospheric delay, together with other geodetic parameters, can be estimated from the GNSS observations [21,22,76]. In this study, the tropospheric zenith total delay (ZTD) during the 10-year period 2010–2019 at the three selected GNSS stations (shown in Figure 1 and Table 1) was estimated from the GNSS data using Bernese V5.2 [77] with the Vienna Mapping Function 1 (VMF1) [78] and the elevation cut-off angle of 3°. Then, the commonly used Saastamoinen model was used to obtain the zenith hydrostatic delay (ZHD) [79], which is a function of surface pressure measured [20]:

\[
ZHD = (2.2779 \pm 0.0024) \frac{P_0}{f(\varphi, H)}
\]  

(1)

where \(P_0\) is the pressure (hPa) at the height of the site; \(f(\varphi, H)\) is a function for the gravitational acceleration, which can be expressed as:

\[
f(\varphi, H) = 1 - 0.00266 \times \cos(2\varphi) - 0.00028H
\]  

(2)

where \(\varphi\) and \(H\) are the latitude (°) and height (km) above the reference ellipsoid of the site, respectively.

The zenith wet delay (ZWD) over the GNSS station is then obtained from subtracting the ZHD from the ZTD, then the ZWD is converted to GNSS-PWV (mm) using the following formula [32]:

\[
PWV = \Pi \times ZWD
\]  

(3)

where \(\Pi\) is the conversion factor and can be obtained by

\[
\Pi = \frac{10^6}{\rho_{\text{water}} R_{\text{w}} \left( k_3 + k'_2 \right)}
\]  

(4)

\[
k'_2 = k_2 - k_1 \left( \frac{R_d}{R_{\text{w}}} \right)
\]  

(5)

where \(\rho_{\text{water}}\) is the density of liquid water; \(R_{\text{w}}\) and \(R_d\) are the specific gas constants for WV and dry air, respectively; \(k_1, k_2\) and \(k_3\) are three physical constants, which can be obtained from the commonly used formula for atmospheric refractivity, as suggested by Bevis et al. [33]; \(T_m\) is the weighted mean temperature along the vertical direction over the station. In this study, the linear model developed by Chen [80] based on 8-year meteorological data in Hong Kong was used to obtain \(T_m\) for the station:

\[
T_m = 106.7 + 0.605(T_s + 273.15)
\]  

(6)

where \(T_s\) is the surface temperature (°C) of the station.

2.2.2. Evaluation of GNSS-PWV

In this section, PWVs derived from the radiosonde (named RS-PWV in this study) were used as the reference to evaluate the accuracy of GNSS-PWVs obtained at the HKSC station since this station is the closest to the radiosonde site, with a 2.9 km horizontal distance and a 3.8 m height difference. The two-year (2017–2018) sounding data containing 1430 radiosonde profiles were acquired from the Integrated Global Radiosonde Archive (IGRA), which is the largest and most comprehensive dataset of quality-assured sounding profiles from 1500 globally distributed stations [81]. Although these data have been gone through rigorous quality control procedures, an additional data pre-processing procedure for gross errors detection was carried out for the 1430 profiles with the following steps:
To ensure the density of pressure levels in each profile, if the difference in the pressure levels of any two adjacent layers exceeded 200 hPa, then the profile was excluded.

If the pressure levels in each profile missed any of the following levels:

(a) The mandatory levels specified by WMO;
(b) The significant levels suggested by the US National Weather Service (NWS); then the profile was excluded [82].

After the above two steps were examined, 24 profiles were identified and rejected from the initial 1430 profiles, and the remaining 1406 profiles were used as the reference for the evaluation of GNSS-PWV.

RS-PWV was obtained through the following integral [69]:

\[ W = \frac{1}{g} \int_{p_1}^{p_2} x dp \] (7)

where \( W \) is the PWV (mm); \( p_1 \) and \( p_2 \) are the surface and top pressure levels (Pa) in the profile, respectively; \( g \) is the gravitational acceleration; \( x \) is the mixing ratio (g/kg) and:

\[ x = \frac{0.622 \times e}{p - e} \] (8)

where \( p \) is the measured pressure level (in Pa) and \( e \) is the pressure of water vapor (in Pa).

Since the sounding balloons are launched only twice per day at 00:00 and 12:00 UTC, the temporal resolution of the RS-PWV time series was much lower than that of GNSS-PWV (1 h vs. 12 h). As a result, only the two hourly GNSS-PWV values (at 00:00 and 12:00 UTC) per day could be validated, which means a total of 1406 pairs of GNSS-PWVs were evaluated, see Figure 2 for the result.

Figure 2. Comparison of the time series of GNSS-PWV at the HKSC station against RS-PWV (the reference) during the period 2017–2018.

The two PWV time series showed similar temporal variation trends, and the GNSS-PWVs were slightly larger than the RS-PWVs in general. For an overall performance assessment, the statistics including bias, root mean square (RMS) error and correlation coefficient (\( r \)) between the two-time series were also calculated (see Table 2 for results) using the following formulas:

\[ \text{bias} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - Y'_i) \] (9)

\[ \text{RMS} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - Y'_i)^2} \] (10)
\[ r = \frac{\sum_{i=1}^{n}[ (Y_i - \overline{Y}_i) \times (Y_i - \overline{Y}'_i) ]}{\sqrt{\sum_{i=1}^{n}(Y_i - \overline{Y}_i)^2 \times \sum_{i=1}^{n}(Y_i - \overline{Y}'_i)^2}} \]  

(11)

where the subscription \( i \) is the index of the element in the sample data; \( Y_i \) and \( Y'_i \) are the \( i \)-th GNSS-PWV and RS-PWV values, respectively; \( \overline{Y}_i \) and \( \overline{Y}'_i \) are the means of the two sets of sample data; \( n \) is the number of the samples.

Table 2. Bias, RMS error and correlation coefficient between the time series of GNSS-PWV and RS-PWV shown in Figure 2.

| Station | Number of Samples | Bias (mm) | RMS Error (mm) | Correlation Coefficient |
|---------|-------------------|-----------|----------------|------------------------|
| HKSC    | 1406              | 1.23      | 2.18           | 0.995                  |

The RMS and bias of 2.18 mm and 1.23 mm manifested a good agreement between both PWV results. As suggested by the EUMETNET EIG GNSS water vapor program [83], the threshold for the accuracy of PWV for meteorological research is 3 mm; thus, the result is acceptable for the meteorological community and consistent with previous studies [58,69,84]. Therefore, in this study, GNSS-PWVs were used to develop a new model for the monitoring of water vapor variation for weather prediction.

2.3. Methods for Determining Thresholds and Evaluating Prediction Results

2.3.1. Criteria for Determining Thresholds and Evaluating of Prediction Results

From comparisons of historical long-term PWV time series against precipitation records over the same period of time, some researchers found that when the values of PWV, PWV variation and rate of PWV variation reached a fixed value, the probability of precipitation would be significantly increased [47–50]. The fixed value is the so-called precipitation threshold. Different thresholds lead to different prediction results. Theoretically, a larger threshold tends to result in a larger number of omissive predictions, while a smaller threshold often leads to a larger number of misdiagnosis predictions; hence, it is of great importance to determine an optimal threshold value for a better prediction result. Previously, empirical thresholds from a given data range were used in model construction [49,57]. In this study, the standard 2 × 2 contingency table for weather prediction proposed by Doswell and Flueck [85], as shown in Table 3, for its elements and associated dichotomous prediction, was used to determine and validate the threshold. If a predicted result is the same as the truth about the precipitation, then the prediction is a correct prediction. A correct prediction can be resulted from two scenarios, which are denoted by \( n_{11} \) or \( n_{22} \) (see the table for explanations); the other two cases are misdiagnosis prediction and omissive prediction, denoted by \( n_{12} \) and \( n_{21} \), respectively.

Table 3. Elements of the standard 2 × 2 contingency table associated with dichotomous prediction validation.

| Truth   | Prediction | Total |
|---------|------------|-------|
|         | Yes        | No    |       |
| Precipitation | \( n_{11} \) | \( n_{21} \) | \( n_{11} + n_{21} \) |
| No      | \( n_{12} \) | \( n_{22} \) | \( n_{12} + n_{22} \) |
| Total   | \( n_{11} + n_{12} \) | \( n_{21} + n_{22} \) | \( n_{11} + n_{12} + n_{21} + n_{22} \) |

Of the above four notations, three were employed by Donaldson et al. [86] to define various criteria for the validation of prediction results, such as the critical success index (CSI), probability of detection (POD) and false alarm rate (FAR), see their formulas below, which have been also applied elsewhere in weather prediction [87,88].
\[CSI = \frac{n_{11}}{n_{11} + n_{12} + n_{21}}\]  \hfill (12)

\[POD = \frac{n_{11}}{n_{11} + n_{21}}\]  \hfill (13)

\[FAR = \frac{n_{12}}{n_{11} + n_{12}}\]  \hfill (14)

Although the POD and FAR are simple and widely used in previous studies, they may result in overpredictions or omissive predictions [89]. Thus, these two criteria are often used as complements to the CSI score for meteorological applications since the CSI score correlates well with a precipitation event. Algorithmically, the CSI is a function of both POD and FAR, according to Equations (12)–(14). This is the reason for this study to use the CSI score as the criterion in the determination of the threshold, and all the three scores were used in the evaluation of prediction results.

2.3.2. Threshold Determination Based on CSI

Since the evolution and occurrence of heavy precipitation is closely related to the type or feature of local climate and may have a certain seasonal pattern [2,34,69], in this study, the optimal set of thresholds for the five predictors for each summer month were determined based on the sample data of PWV time series and precipitation records at the three pairs of co-located stations (listed in Table 1) of the month over the period 2010–2017. The procedure for the determination of any of the five thresholds based on the criterion of CSI is as follows:

1. A set of candidate threshold values were selected by examining the sample PWV values and the hourly precipitation records in each of the summer months. For example, for the month of June at the HKSC-KP stations, all the GNSS-PWV values (in June from 2010 to 2017) were found in the range 64–73 mm; thus, a set of integer values from this range were taken as candidate threshold values (see the left column in Table 4).

2. Based on the above candidate values and the sample data in the month, \(n_{11}, n_{12}\) and \(n_{21}\) (in Table 3) were counted; then, the candidate’s CSI score was calculated using Equation (12). Table 4 lists the prediction results, including the CSI, POD and FAR scores, resulting from each candidate threshold, and Figure 3 shows the same results, merely for easy comparisons.

3. The candidate that led to the highest CSI score was determined as the optimal threshold. Since the highest CSI score was resulting from the threshold value of 70, 70 was determined as the optimal threshold for the month of June.

Table 4. Determination of the optimal threshold for the predictor of PWV value in June at the HKSC-KP station from a set of candidate values in June from 2010 to 2017.

| Candidate Threshold (mm) | Number of Real Heavy Precipitation Events | \(n_{11}\) | \(n_{12}\) | \(n_{21}\) | CSI (%) | POD (%) | FAR (%) |
|-------------------------|------------------------------------------|-------|-------|-------|--------|--------|--------|
| 64                      | 45                                       | 19    | 51    | 26    | 19.8   | 42.2   | 72.9   |
| 65                      | 47                                       | 25    | 54    | 19    | 24.5   | 53.2   | 68.8   |
| 66                      | 52                                       | 33    | 54    | 19    | 31.1   | 63.5   | 62.1   |
| 67                      | 55                                       | 40    | 43    | 15    | 40.8   | 72.7   | 51.8   |
| 68                      | 57                                       | 42    | 32    | 15    | 47.2   | 73.7   | 43.2   |
| 69                      | 53                                       | 40    | 27    | 13    | 50.0   | 75.5   | 40.3   |
| 70                      | 49                                       | 40    | 14    | 9     | 63.5   | 81.6   | 25.9   |
| 71                      | 47                                       | 22    | 7     | 25    | 40.7   | 46.8   | 24.1   |
| 72                      | 50                                       | 18    | 5     | 32    | 32.7   | 36.0   | 21.7   |
| 73                      | 45                                       | 10    | 3     | 35    | 20.8   | 22.2   | 23.1   |
Figure 3. CSI (blue), POD (red) and FAR (black) scores from the last three columns in Table 4, the highest CSI score resulted from the candidate threshold value of 70.

From the POD and FAR scores shown in Figure 3, we can see that the threshold of 70 mm also resulted in the maximum POD score and a FAR score close to the minimum. This means the threshold of 70 mm led to the optimal result in terms of all the three scores. Comparing this prediction results with previous studies (the FAR score reported in [49] was 81.7%), the new model’s FAR score was reduced by about 55%, and both correct prediction rates were similar (81.6% vs. 82.7%).

2.3.3. Impact of Different-Length Samples on Determined Thresholds

As suggested by Zhao et al. [50], the thresholds determined based on different-length sample data may be different. To investigate this, PWV times series of different numbers of years, every two years from 2 years (2016–2017) to 8 years (2010–2017), obtained in June at the HKSC-KP station and all precipitation events in June within the specified years were used to obtain the CSI score—the prediction result from the sample data. It is noted that the candidate threshold values were the same as that in Table 4, and the procedure used to obtain the CSI score was the same as the one introduced in the previous section. Results can be seen in Table 5.

Table 5. Comparison of CSI scores resulting from different-length samples for the month of June at the HKSC-KP station.

| Threshold Candidate | 2-Year | 4-Year | 6-Year | 8-Year |
|---------------------|--------|--------|--------|--------|
| 64                  | 14.8   | 18.8   | 19.7   | 19.8   |
| 65                  | 20.0   | 21.3   | 21.4   | 24.5   |
| 66                  | 25.0   | 31.7   | 25.0   | 31.1   |
| 67                  | 31.8   | 36.6   | 34.9   | 40.8   |
| 68                  | 25.0   | 30.8   | 39.7   | 47.2   |
| 69                  | 41.2   | 41.2   | 42.4   | 50     |
| 70                  | 47.6   | 50.0   | 51     | 63.5   |
| 71                  | 50.0   | 46.7   | 43.2   | 40.7   |
| 72                  | 37.5   | 32.0   | 32.4   | 32.7   |
| 73                  | 23.1   | 18.2   | 18.8   | 20.8   |
It can be seen from Table 5 that the candidate thresholds that resulted in the largest CSI scores were either 70 or 71 mm; and all the CSI scores were above 50 mm; the maximum value was 63.5 mm, which was from the 8-year samples. Although the performance resulting from 71 mm was better based on 2- to 3-year samples, with the increase in time length to 8 years, 70 mm seemed to be more valid and significantly outperformed other candidate thresholds, and thus, it was regarded as the optimal threshold. As a result, the criterion of CSI and eight-year sample data were adopted to determine the optimal set of thresholds for the new model proposed in this study.

3. Relationship between PWV Variation and Heavy Precipitation

3.1. Overview

In this section, the relationship between the temporal variation in GNSS-PWV and heavy precipitation were analyzed for the potential of using GNSS-PWV derived predictors to predict heavy precipitation. Several studies for different regions have confirmed that PWV correlates well with the occurrence of precipitation [8,49,56], especially in the case of heavy precipitation [36,41,44]. Li et al. [90] stated that PWV significantly increases nearly 2–6 h prior to precipitation, and the same phenomenon was found by Zhao et al. [57]. Zhang et al. [68] claimed that a large increase in PWV was observed 8–10 h prior to some intense precipitation. Liu et al. [91] also found that when a PWV value is above 25 mm and an increase in PWV is above 5 mm, the probability of precipitation is nearly 50% within the region.

In this study, GNSS-PWV data from station HKSC were used to further analyze the spatial and temporal correlation between and the onset of heavy precipitation events in the Hong Kong region. Hourly GNSS-PWV and the corresponding hourly precipitation records obtained from its co-located weather station (KP) over the 1-month period of August in 2018 are shown in Figure 4.

Figure 4. Comparison between GNSS-PWV (blue line) and hourly precipitation records (red line) at the co-located HKSC-KP stations over the 1-month period of 1–31 August 2018. Black dotted line represents a 10 mm/h fixed value defined for heavy precipitation.

Figure 4 indicates strong consistency between PWV variation and heavy precipitation events. Most heavy precipitation events occur after the PWV peak value is reached. During the evolution process of most heavy precipitation events, it seems that the PWV value is probably to start to increase rapidly till reaching a relatively larger value, then starts to decrease rapidly prior to the heavy precipitation. Comparing the PWV time series and precipitation records in August, 2018, we found that heavy precipitation most happened about 7.31 h after the PWV value reached its peak. In addition, the sharp drop in the PWV time series started from about 4.38 h prior to the following heavy precipitation in this month. For example, the heavy precipitation happened on the 11th day, caused by the tropical severe storm “Bebinca”, clearly depicted the evolution of a heavy precipitation event. As shown in Figure 4, PWV rapidly increased from 46.72 mm to the peak value of 74.34 mm within
20 h; then, it started to sharply decrease to 68.89 mm in the following 8 h; then, it fluctuated around 69 mm until the precipitation rate reached its maximum value of over 25 mm/h. In contrast, when the heavy precipitation stopped, PWV decreased to the minimum of 63.21 mm and then fluctuated around 65 mm or so until the following precipitation event came. This phenomenon and process were found common to almost all heavy precipitation events.

### 3.2. PWV Variation before the Onset of Heavy Precipitation

The above analysis indicates that the temporal variation in PWV reflects the possibility of heavy precipitation to some extent. When PWV reaches a peak value and the value must be sufficiently large, heavy precipitation is most likely to occur [92]. Therefore, not all GNSS-PWV peaks indicate an arrival of heavy precipitation [45,48–50]. Other dynamical factors, a myriad of atmospheric parameters [54,61] and the microphysics of clouds and precipitation [64] also affect the formation of heavy precipitation. Previous studies only use predictors derived from the ascending trend of PWV for precipitation prediction, i.e., the descending trend after PWV reaches a certain peak value is not considered [49,55,57], although the descending trend may also contain information indicating the probability of heavy precipitation.

#### 3.2.1. Formation of Heavy Precipitation

Generally, prior to heavy precipitation, there is a strong water vapor transport, presented in the form of a large increase in PWV, which have been proved in several studies. This is followed by a convergence upward motion process, during which water vapor condenses into cloud droplets. A sharp decrease in PWV indicates the diffusional and collisional growth of cloud and precipitation particles. Finally, with the growth of cloud droplets, the cloud droplets fall as raindrops, i.e., heavy precipitation [64,65,93]. Several researchers have reported this phenomenon, e.g., Van Bealen et al. [8] stated that water vapor decreased sometime before the onset or reinforcement of precipitation and proposed to use the process of water vapor condensation to explain this phenomenon. Madhulatha et al. [66] reported a relative decrease in GNSS-PWV 3 h prior to the storm development. Barindelli et al. [67] observed a steep decrease of 5–10 mm/h in the PWV time series in response to heavy precipitation. Zhang et al. [68] and Yao et al. [49] claimed that a sharp drop in PWV coincided with the passing of extreme precipitation. Benevides et al. [48] and Jones et al. [38] also found severe rain events happened several hours after the PWV value reached the peak. In this study, a comparison of GNSS-PWV time series at HKSC and precipitation records at KP, i.e., a pair of co-located GNSS/weather stations, during the period 2010–2019 was conducted. From the comparison, we found that in more than 94% heavy precipitation cases, prior to heavy precipitation, PWV experienced a rapid increase before reaching a peak value and then considerably decreased.

#### 3.2.2. PWV Variation Prior to Heavy Precipitation

To investigate PWV variation before the onset of heavy precipitation, hourly GNSS-PWV and precipitation records obtained from the three pairs of co-located stations (Section 2.1): HKSC-KP, HKSL-HKA, and HKPC-R12 over the three 10-day periods of 7–16 June 2019, 22–31 August 2017, and 8–17 July 2015, respectively, are shown in Figure 5 for three case studies.

To further investigate the potential of using the descending trend in GNSS-PWV time series for heavy precipitation prediction, apart from the three predictors used in existing methods, two additional predictors—PWV decrement and rate of PWV decrement were introduced for the new model proposed in this study. Detailed definitions of all these five predictors can be found in Table 6, and the additional two parameters used in calculating the two factors of ‘rate of PWV increment’ and ‘rate of PWV decrement’ can be found in the last row of the table. It is noted that the notations “/” and “−” used in the table denote “division” and “subtraction”, respectively.
According to the definitions, the two new predictors, PWV decrement and its rate, can be obtained for every epoch (hour). To obtain a better and convincing predictor on account of the formation process of heavy precipitation stated above, the maximum values of PWV decrement and rate of PWV decrement during the descending period of PWV before a heavy precipitation event were selected for analysis and prediction. Based on the definitions in Table 6, the values of four predictors before the several heavy precipitation events shown in Figure 5 were calculated and the results are given in Table 7.

![Figure 5](image_url)

**Figure 5.** Comparison between hourly GNSS-PWV time series (blue line) and hourly precipitation records (red line) at three pairs of co-located GNSS/weather stations over the periods 7–16 June 2019 (a), 22–31 August 2017 (b), and 8–17 July 2015 (c). (Green dotted line represents the fixed value of 10 mm/h defined for heavy precipitation; Black circle and purple rectangle represent ascending and descending trend of the GNSS-PWV time series prior to heavy precipitation).
Table 6. Definitions of five predictors used in the new model proposed in this study.

| Predictor       | Definition                                                                 | Remark                                                                 |
|-----------------|---------------------------------------------------------------------------|------------------------------------------------------------------------|
| 1 PWV value     | Hourly GNSS-PWV value                                                     |                                                                         |
| 2 PWV increment | the maximum PWV before precipitation—the minimum PWV before the adjacent maximum PWV | Proposed by Yao et al. [49]                                           |
| 3 Rate of PWV increment | PWV increment/interval epoch within the ascending trend |                                                                         |
| 4 PWV decrement | the previous maximum PWV (PWV value at the beginning of the descending trend)—the PWV at the current epoch (in the descending trend) | Proposed in this study                                                |
| 5 Rate of PWV decrement | PWV decrement/interval epoch within the descending trend |                                                                         |

Additional parameters used in the calculation process:
Interval epoch within the ascending trend = time1 (corresponding to the maximum PWV)—time2 (corresponding to the minimum PWV).
Interval epoch within the descending trend = time3 (corresponding to the current epoch in the descending trend)—time4 (corresponding to the previous maximum PWV).

Table 7. Results of four factors prior to 10 heavy precipitation events occurred at the three pairs of co-located GNSS/weather stations.

| Heavy Precipitation Event | PWV Increment (mm) | Rate of PWV Increment (mm/h) | Max. PWV Decrement (mm) | Max. Rate of PWV Decrement (mm/h) |
|---------------------------|--------------------|------------------------------|-------------------------|----------------------------------|
| HKSC-KP                   |                    |                              |                         |                                  |
| case 1                    | 8.58               | 1.72                         | 4.91                    | 2.46                             |
| case 2                    | 3.58               | 0.87                         | 6.17                    | 3.09                             |
| case 3                    | 4.97               | 0.99                         | 12.68                   | 5.85                             |
| case 4                    | 11.87              | 1.98                         | 24.6                    | 3.44                             |
| HKSL-HKA                  |                    |                              |                         |                                  |
| case 1                    | 10.65              | 2.66                         | 5.63                    | 1.13                             |
| case 2                    | 5.06               | 1.69                         | 6.07                    | 3.70                             |
| case 3                    | 8.74               | 1.46                         | 3.50                    | 1.38                             |
| case 4                    | 8.45               | 2.11                         | 6.83                    | 2.28                             |
| HKPC-R12                  |                    |                              |                         |                                  |
| case 1                    | 14.72              | 0.82                         | 10.04                   | 2.62                             |
| case 2                    | 5.43               | 1.36                         | 7.23                    | 4.64                             |

It can be seen from Table 7 that the values of PWV increment and rate of PWV increment were large prior to heavy precipitation. Moreover, the maximum PWV decrement and the maximum rate of PWV decrement were rather evident, compared to the two predictors derived from the ascending trend, and the maximum rate of PWV decrement even reached 5.85 mm/h in case 3 at the HKSC station. As stated in [55], a saturation threshold value for heavy precipitation highly correlates with temperature, and the threshold value increases with the increase in temperature in most cases, meaning that it is very difficult to predict precipitation accurately if only one predictor derived from PWV time series is used in the prediction. It was also found from case 4 at the HKSL-HKA stations that when heavy precipitation occurred, GNSS-PWV values were relatively small, but both the rates of PWV increment and decrement were large. This result suggests that considering both the ascending and the descending trends in PWV time series in heavy precipitation prediction is more effective than the prediction model that is only based on the PWV value or predictors derived from the ascending trend.

4. Determination and Testing of Five Thresholds for New Model

The key to heavy precipitation prediction is to reduce the false alarm rate under the premise that a high-accuracy prediction rate is ensured. In this section, the new five-predictor model for reducing
the number of misdiagnosis predictions was developed, i.e., the optimal set of thresholds for the five predictors were determined. The performance of the new model was evaluated using the predictions resulting from these thresholds and the criteria proposed in Section 4.2.1.

4.1. Determination of Optimal Set of Thresholds

As previously discussed, the first three predictors (see Table 6) are the same as the ones used in the existing three-factor method. In Section 2.3.2, the procedure for determining the optimal threshold for the predictor of PWV value (in June) is presented, for an example. This procedure is also applicable for the predictors of PWV increment and rate of PWV increment. The other two predictors—PWV decrement and rate of PWV decrement, which are included in the new model, were obtained from a different procedure. They were based on the pair of hourly GNSS-PWV values at two consecutive hours in the descending trend of the PWV time series. In addition, from the investigation results in Section 2.3.3, the eight-year sample data resulted in the highest CSI score; thus, the sample data in the summer months over the 8-year period 2010–2017 at the three pairs of co-located stations were used as the samples in the determination of the optimal thresholds for the five predictors, using the same procedure. The results are listed in Table 8, which will be used to test the precipitation prediction in the next section for the performance evaluation of the new model.

### Table 8. Thresholds of five predictors determined for each summer month using sample data in the month over the period 2010–2017 from each of the three co-located stations.

| Month | Rate of PWV Increment (mm/h) | Rate of PWV Decrement (mm/h) | PWV Increment (mm) | PWV Decrement (mm) | PWV Value (mm) |
|-------|-----------------------------|-----------------------------|--------------------|--------------------|----------------|
|       | HKSC-KP                     |                             |                    |                    |                |
| Jun   | 1.30                        | 2.10                        | 5.3                | 6.3                | 70             |
| Jul   | 1.20                        | 1.95                        | 3.7                | 2.8                | 68             |
| Aug   | 1.10                        | 1.25                        | 3.6                | 2.0                | 70             |
|       | HKSL-HKA                    |                             |                    |                    |                |
| Jun   | 1.70                        | 2.30                        | 5.3                | 5.1                | 68             |
| Jul   | 1.70                        | 1.95                        | 4.1                | 3.3                | 66             |
| Aug   | 1.40                        | 1.80                        | 2.3                | 3.0                | 68             |
|       | HKPC-R12                    |                             |                    |                    |                |
| Jun   | 1.30                        | 1.50                        | 4.0                | 3.0                | 66             |
| Aug   | 1.10                        | 1.50                        | 3.3                | 2.3                | 70             |

4.2. Testing of New Model

4.2.1. Criteria Determined for Heavy Precipitation Prediction

The criteria used to predict heavy precipitation and evaluate prediction results are often different. For example, the rate of PWV variation was used as the major predictor for precipitation prediction in the three-factor method. However, several other studies stated that the maximum PWV value plays the most important role in precipitation prediction [46,55]. In this study, the combination of the rates of PWV increment and decrement was defined as the major criterion, as suggested by Manandhar et al. [55] that in a temperate or sub-tropical region, the rate of PWV variation is the most important factor for precipitation prediction. To further investigate this and evaluate the predictions resulting from the use of the criteria proposed for the new model, a comparison between the performances resulting from the criteria of the maximum PWV value and the new criteria based on the data at the HKSC-KP station in the summer months during 2010–2019 was performed. Results showed that among a total of 240 heavy precipitation events, 78.8% of them occurred with large rates of PWV increment (above 1.1 mm/h) and decrement (above 1.2 mm/h), while only 55% of them occurred with the maximum PWV reaching their respective thresholds. Therefore, it seems that, for a city like Hong Kong, which is in a sub-tropical region, the rapid increment and decrement in PWV have a
larger impact on the occurrence of heavy precipitation than the maximum PWV value. This result has verified the effectiveness of using the combination of the rates of PWV increment and decrement as the major criterion for heavy precipitation prediction proposed for the new model. The procedure for applying the major criterion, along with an auxiliary criterion, to making predictions of heavy precipitation will be elaborated in the following section.

4.2.2. Procedure for New Model Testing

Of the five predictors contained in the new model, two predictors were used as the group for the major criterion, as previously discussed. Similarly, the group of the other three predictors were defined as the auxiliary criterion used to predict precipitation. A prediction of “precipitation” would be made only in the case that the two predictors for the major criterion in the sliding window of 12 h were both above their thresholds; otherwise, a prediction of “no precipitation” would be made. In the case that “no precipitation” was made based on the major criterion, then the auxiliary criterion was further examined, and a prediction of “precipitation” would be made if all the three predictors were above their respective thresholds. The prediction results were validated using the heavy precipitation records in the period of the next 12 h as the reference. For example, when a prediction of “precipitation” was made and a precipitation really happened within the next 12-h window, then the prediction was validated as a correct prediction; see the flowchart illustrated in Figure 6 for the procedure of using the two criteria to make a prediction and the validation of the prediction result. It should be noted that the order of the five predictors shown in the figure is different from that in other tables, due to the grouping of the five predictors for the two new criteria.

After all the steps shown in the flowchart were carried out, the POD and FAR scores can be obtained from Equations (13) and (14) based on the numbers of the correct, omissive and misdiagnosis predictions, respectively.
4.2.3. Results

In this section, the predictions made for each summer month in 2018 and 2019 resulting from the optimal set of thresholds determined for the five predictors in Section 4.1 and using the procedure presented in Figure 6 are shown in Table 9.

Table 9. Predictions of each summer month in 2018 and 2019 at the three stations resulting from the new model.

| Month   | No. of Correct Predictions ($n_{11}$) | No. of Misdiagnosis Predictions ($n_{12}$) | No. of Omissive Predictions ($n_{21}$) | POD (%) | FAR (%) |
|---------|---------------------------------------|---------------------------------------------|----------------------------------------|---------|---------|
| HKSC-KP | Jun 20                                | 6                                           | 2                                      | 90.9    | 23.1    |
|         | Jul 18                                | 10                                          | 0                                      | 100     | 35.7    |
|         | Aug 32                                | 16                                          | 1                                      | 97.0    | 33.3    |
|         | Summer 70                             | 32                                          | 3                                      | 95.9    | 31.4    |
| HKSL-HKA| Jun 21                                | 5                                           | 1                                      | 95.5    | 19.2    |
|         | Jul 15                                | 7                                           | 1                                      | 93.8    | 31.8    |
|         | Aug 20                                | 11                                          | 1                                      | 95.2    | 35.5    |
|         | Summer 56                             | 23                                          | 3                                      | 94.9    | 29.1    |
| HKPC-R12| Jun 20                                | 4                                           | 3                                      | 87.0    | 16.7    |
|         | Jul 14                                | 5                                           | 0                                      | 100     | 26.3    |
|         | Aug 29                                | 13                                          | 0                                      | 100     | 31.0    |
|         | Summer 63                             | 22                                          | 3                                      | 95.5    | 25.9    |
|         | Total 189                             | 77                                          | 9                                      | 95.5    | 28.9    |

As shown in the last column in the table, the POD and FAR scores were 95.5% and 28.9%, respectively. From the statistics of the correct predictions, 189 out of 198 heavy precipitation events were correctly predicted with a lead time of 5.15 h. It is noted that large rainfall refers to at least 5 mm hourly rainfall, according to the previous studies [49,57]. This is not the same as the definition by WMO, which was adopted in this study. To make a comparison between the performances of the new model and the 3-factor method, Table 10 shows the prediction results of the 3-factor model based on the same data as that in Table 9 and a clear comparison between the two models’ results is depicted in Figure 7.

Table 10. Prediction results for the summer months in 2018 and 2019 from the 3-factor method.

| Month   | No. of Correct Predictions ($n_{11}$) | No. of Misdiagnosis Predictions ($n_{12}$) | No. of Omissive Predictions ($n_{21}$) | POD (%) | FAR (%) |
|---------|---------------------------------------|---------------------------------------------|----------------------------------------|---------|---------|
| HKSC-KP | Jun 20                                | 34                                          | 2                                      | 90.9    | 63.0    |
|         | Jul 21                                | 54                                          | 0                                      | 100     | 72.0    |
|         | Aug 35                                | 58                                          | 1                                      | 97.2    | 62.4    |
|         | Summer 76                             | 146                                         | 3                                      | 96.2    | 65.8    |
| HKSL-HKA| Jun 22                                | 28                                          | 1                                      | 95.7    | 56.0    |
|         | Jul 17                                | 27                                          | 1                                      | 94.4    | 61.4    |
|         | Aug 23                                | 54                                          | 1                                      | 95.8    | 70.1    |
|         | Summer 62                             | 109                                         | 3                                      | 95.4    | 63.7    |
| HKPC-R12| Jun 28                                | 20                                          | 3                                      | 90.3    | 41.7    |
|         | Jul 19                                | 34                                          | 0                                      | 100     | 64.2    |
|         | Aug 29                                | 37                                          | 0                                      | 100     | 56.1    |
|         | Summer 76                             | 91                                          | 3                                      | 96.2    | 54.5    |
|         | Total 214                             | 346                                         | 9                                      | 96.0    | 61.8    |
Figure 7. Comparison of prediction results of FAR (a) and POD (b) scores from the new model and 3-factor method at each station.

It can be seen from the figure that the new model significantly reduced the number of misdiagnosis predictions (77 vs. 346 in Tables 9 and 10, respectively), which greatly reduced the FAR score calculated from Equation (14). The FAR score of 28.9% resulting from the new model in comparison with 61.8% from the 3-factor method, meaning a 32.9% improvement made by the new model. The POD scores resulting from the two methods were very close (95% vs. 96%). In some cases, all heavy precipitation events were correctly predicted by both methods, meaning a 100% POD score. Furthermore, the 77 misdiagnosis predictions made by the new model were further investigated and it was found that, about 54.5% (42 out of 77) and 23.4% (18 out of 77) of the misdiagnosis predictions were associated with either moderate precipitation (hourly precipitation ranging from 2.5 to 10 mm) or slight precipitation (hourly precipitation ranging from 0.1 to 10 mm) occurred within the next 12-h prediction window, while only 17 misdiagnosis predictions had no corresponding precipitation occurring. In general, the improvements in prediction results from the new model were significant.

5. Discussion

A strong correlation between GNSS-PWV and heavy precipitation is one of the most important preconditions for using GNSS-PWV time series to predict heavy precipitation. In this study, from an investigation of the relationship between GNSS-PWV time series and heavy precipitation records in several case studies over the above three stations, a noticeable increase followed by a steep drop in the GNSS-PWV time series was found several hours prior to the onset of most heavy precipitation events. Based on this finding, hourly GNSS-PWVs and precipitation records over three co-located GNSS/weather stations (HKSC-KP, HKSL-HKA and HKPC-R12) in Hong Kong during the 10-year period 2010–2019 were obtained for development and assessment of an improved 5-predictor model for short-term heavy precipitation prediction. The five predictors proposed in the new model contained the three commonly used predictors, PWV value, PWV increment and rate of the PWV increment, which are derived from the ascending trend of the PWV time series; the two new predictors, PWV decrement and rate of the PWV decrement, are proposed for the first time in this study for reducing the numbers of misdiagnosis predictions and the FAR scores while a better POD score is also ensured. Since different sets of thresholds selected for the five predictors result in different predictions, the optimal set of thresholds was determined using the common method that uses the CSI score derived from a contingency table as the major criterion for weather prediction in this study.

As the inherent relationship between PWV and heavy precipitation is complex, which is difficult to be fully revealed by a threshold-based model. In this study, we analyzed whether the proposed five predictors derived from PWV time series met the requirement (threshold) for precipitation; however, the accuracy of the precipitation prediction is expected to be improved if the PWV values are combined with other relevant meteorological parameters. In addition, the integral nature of PWV could
only reflect the spatiotemporal variations of water vapor to some extent; however, the water vapor tomography has been proved to be a mature technique to obtain water vapor profile for monitoring the dynamic evolution of water vapor in the life cycle of precipitation events. Therefore, our future work will be focusing on also containing tomography-based vertical profiles and various types of atmospheric data such as temperature, pressure, relative humidity, wind, solar radiation, etc., in the modelling for the improvements in the accuracy of precipitation prediction.

6. Conclusions

In this study, based on a strong consistency between PWV and heavy precipitation, a new model containing five predictors for short-term heavy precipitation prediction was developed using the data of hourly GNSS-PWV time series and precipitation records over the 8-year period 2010–2017. The optimal set of thresholds for the five predictors in each of the summer months were determined based on the indices of CSI scores and the data of hourly GNSS-PWV and precipitation records in the same month during the 8-year period, 2010–2017 at the aforementioned three stations. This set of optimal thresholds of the five predictors were then used in the testing of the new model. In the testing procedure, the five predictors were divided into two groups, named two criteria—a major criterion and an auxiliary criterion—which were successively examined for a precipitation prediction. Then, the new model was tested using the hourly GNSS-PWV in the summer months of 2018 and 2019, and the prediction results were compared with the hourly precipitation records in the period of the next 12 h for the validation of the model. Results showed that, of the 198 heavy precipitation events, 189 events were successfully predicted with a lead time of 5.15 h. The new model led to a 28.9% FAR score, in comparison with 61.8% resulting from the commonly used three-factor model, meaning a 32.9% improvement made by the new model, while under the premise of a significant decrease in the FAR scores, the POD scores resulting from the two methods were comparable at a high level (95.5% vs. 96%). These results of this study suggest it is promising to use the new model proposed to obtain better prediction results for heavy precipitation events in near real-time.
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