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Abstract

Due to the high necessity of medical face masks and face shields during the COVID-19 pandemic, healthcare centers dealing with infected patients have faced serious challenges due to the high consumption rate face masks and face shields. In this regard, the supply chain of healthcare centers should put all of their efforts into avoiding any shortages of masks and shields as these products are considered as primary ways to prevent the spread of the virus. Since, any shortages in these products would lead to irrecoverable and costly consequences in terms of the mortality rate of patients and medical staff. Therefore, healthcare centers should decide on best supplier to supply required products, considering technical, and sustainability measures. Dynamicity and uncertainty of the pandemic are other factors that add up to the complexity of the supplier selection problem. Therefore, this paper develops a novel decision-making approach using Measuring attractiveness through a categorical-based evaluation technique (MACBETH) and a new combinative distance-based assessment method to address the supplier selection problem during the COVID-19 pandemic. Due to high uncertainty, vague and incomplete information for decision-making problems during the COVID-19 pandemic, the developed decision-making approach is implemented under fuzzy rough numbers as a superior uncertainty set of the traditional fuzzy set and rough numbers. Extensive sensitivity analysis tests are performed based on parameters of the decision-making approach, impacts of weight coefficients, and consistency of results in comparison to other MCDM methods. A real-life case study is investigated for a hospital in Istanbul, Turkey to show the applicability of the developed approach. Based on the results of MACBETH method, job creation and occupational health and safety systems are two top criteria. Results of the case study for five suppliers indicate that supplier (A1) is the best supplier with a distance score of 3.308.
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1 Introduction

Supply chain management (SCM) has been considered as the most important and critical part of every business worldwide (Koberg & Longoni, 2019; Yazdani et al., 2021). Generally speaking, SCM is placed among the top priorities of every industry due to its high significance as well as the high complexity in processes, functions, and operations (Biswas, 2020). Recently, companies and organizations are not only aiming to address their SCM issues but also aim to consider environmental and social priorities along with economical features in order to transform the supply chain networks (SCNs) into a sustainable-based structure (Yazdani et al., 2021). Although aiming to achieve different targets in terms of modifying traditional SCNs into sustainable supply chains (SSCs) to increase the satisfaction of all stakeholders, companies and organizations soon understood greater challenges that they have to be resilient against all disruptions (Goli et al., 2020; Sangaiah et al., 2020). In this regard, resiliency also got high attention from companies and organizations, which could empower SCNs resilient against disruptions such as flood, storm, transportation risks, and pandemics such as COVID-19 (Elluru et al., 2019; Pavlov et al., 2019).

Since the rise of COVID-19 in China during late December 2019, healthcare supply chains (HSCs) have faced severe issues, risks, and challenges due to sudden increase in demand rate of medical products as a cause of the increase in COVID-19 infected cases (Queiroz et al., 2020). Thus, hospitals and medical centers faced significant shortages in usual products such as special waste bags, medical face masks, face shields, and gloves. According to a sudden increase in the demand rate of such products, the global market faced an unprecedented and unforeseen shock considering the low supply rate and unexpected restrictions in the transportation part of HSCs. Therefore, healthcare centers such as hospitals and medical clinics dealing with COVID-19 patients have to comprehensively consider all resiliency factors since any shortage caused by pandemic-related disruptions in HSCs would lead to irrecoverable consequences. Although resiliency against disruptions caused by the pandemic and its related restrictions play a significant role in HSC, the sustainability of HSCs is also an important matter. Since most of the daily and single-use products in hospitals are made of plastics, an increasing plastic waste generation has notorious impacts on the environment and society. Therefore, one of the critical problems healthcare centers are dealing with is developing a robust structure for a sustainable healthcare supply chain network to facilitate decision-making problems with higher reliability and accuracy.

In this regard, managerial sectors of healthcare centers are concerned about the availability of medical face masks and face shields due to their high demand in healthcare centers dealing with infected patients to the COVID-19 virus. As medical face masks and face shields play critical roles in protecting healthcare staff working in dangerous and infectious areas, they are continuously disposed of due to their single-use feature and short life cycle. Therefore, one of the important and critical decision-making problems of healthcare centers during the COVID-19 pandemic is to address the supply of face masks and face shields from the most decent suppliers. Thus, the supplier selection problem for face masks and face shields is of high significance for healthcare centers dealing with a high number of COVID-19 patients. According to the literature, there exist very limited number of studies which aimed to address supply chain management of primary healthcare products such as face masks (Orji & Ojadi,
2021; Setiawan et al., 2021; Zhu et al., 2021). However, these studies do not consider the uncertainty and subjectivity in information under a reliable environment while addressing the SC problem. On the other hand, none of these studies have not tried to address SCM of face masks and face shields which are accounted as primary and crucial materials during the pandemic.

Generally, sustainable supplier selection is one of the critical aspects of inefficient SCM. There are numerous studies (Milosevic et al., 2021; Petrovic et al., 2019) that argued that supplier performance fundamentally affects the efficiency or inefficiency of the supply chain. That is why the choice of suppliers is recognized as a strategic guideline (Samanta & Giri, 2021). Accordingly, the starting point for achieving sustainability in the SC is the choice of suppliers based on the principle of sustainability (Berisa, 2020; Milenkov et al., 2020). The choice of inadequate suppliers can damage the company’s image in the eyes of the public. Therefore, every company or organization should select, identify and collaborate with the most appropriate suppliers to guarantee success in supply chain design (Zavadskas et al., 2020). Along with sustainability, healthcare centers should comprehensively consider the resiliency of suppliers as well. As the healthcare sector is directly dealing with human beings, any disruptions in the supply of such primary products could end up with irrecoverable consequences with high costs.

According to the aforementioned reasons, supplier selection for HSC during COVID-19 is a complex and difficult decision-making problem that is affected by many decision criteria. Based on the uncertain and critical circumstances during the COVID-19 pandemic in healthcare centers, addressing the supplier selection problem has become one of the top priorities of every hospital or medical clinic. In this regard, multi-criteria decision-making (MCDM) methods are reliable and straightforward soft computing-based tools that can empower healthcare managers to address the supplier selection problem considering sustainability and resiliency features (Alosta et al., 2021; Muhammad et al., 2021; Torkayesh et al., 2021; Yazdani et al., 2020; Yazdani et al., 2020). One of the primary conditions that multi-criteria models should fulfill is the possibility of perceiving subjective assessments, unreasonable arguments, and uncertainty in information (Liu et al., 2019; Pelissari et al., 2021; Torkayesh & Deveci, 2021; Torkayesh et al., 2021).

Therefore, in this paper, a new decision-making approach is presented that enables the processing of subjectivity and uncertainty in information during the selection of suppliers under sustainability and resiliency. In order to address the supplier selection problem considering the uncertainty in the information, a multi-criteria framework based on applying fuzzy rough numbers (FRNs) for information processing in the initial decision matrix is presented. The fuzzy rough extension of the CODAS (Combinative Distance-based Assessment) method (Keshavarz Ghorabae et al., 2016) is used for supplier selection, while the fuzzy rough MACBETH (Measuring Attractiveness by a Categorical Based Evaluation Technique) technique (Bana e Costa and Vansnick, 1994) is used to determine the criteria weights. Although there are many MCDM methods for weighting and ranking purposes, this study adopts MACBETH and CODAS methods. Since MACBETH is one of the very first MCDM methods which has shown high reliability and accuracy to tackle complex MCDM problems; therefore, it is used to determine the weight coefficients of the decision criteria. On the other hand, due to solid structure of the CODAS based on two different distance measures, CODAS is adopted for evaluation of alternative suppliers with higher reliability and preciseness. Utilization of two distance measures increase the reliability of overall score determination which has high significance in prioritization problems. Based on the authors’ best knowledge, applying FRN for the extension of CODAS and MACBETH multi-criteria techniques has not been considered in the literature so far. Therefore, FRN-based MACBETH-CODAS is the first integrated
multi-criteria methodology based on defining a rough boundary interval using Bonferroni functions, thus enabling additional adaptability of the improved CODAS method. The presented FRN concept enables the definition of the degree of agreement in expert assessments using a rough boundary interval. In the case of complete consensus in expert estimates, the rough boundary interval has zero value, and the FRN is transformed into a classical fuzzy number. However, with the increasing discrepancy in expert estimates, the rough boundary interval increases, leading to an increase in the uncertainty footprint in the fuzzy rough number. The credibility of the presented multi-criteria methodology was presented through a case study in which the evaluation of five suppliers was performed concerning eighteen defined criteria.

Finally, overall contributions of this study can be summarized in development of a novel decision-making approach under FRNs to address supplier selection problem in HSC during COVID-19 using MACBETH and CODAS methods. This study is the first in its kind to develop FRN-MACBETH-CODAS decision-making approach. This study is also the first utilize the developed decision-making approach to address SS for face masks and face shields in the healthcare centers such as the hospitals. In general, this study aims to answer the following research questions:

1- Why HSC management is important during the COVID-19 pandemic?
2- What is the role of supplier selection in HSC management for medical products that are highly consumed during the COVID-19 pandemic?
3- What are the important decision criteria affecting supplier selection problem? How sustainability and resiliency goals can be considered in supplier selection problem?
4- What kind of decision-making approach is reliable and accurate to address supplier selection problem in HSC?
5- How can uncertainty and subjectivity in the information for importance of decision criteria and evaluation of supplier be considered in the decision-making process?

The rest of the paper is organized as follows. Section 2 presents a comprehensive background of the supplier selection problem, HSC management, and uncertain decision-making approaches. FRN MACBETH-CODAS approach and its preliminary definitions are explained in Sect. 3. A real-life case study of supplier selection problem for a hospital in Istanbul, Turkey is presented in Sect. 4. Section 4 also presents information about the results of the developed decision-making approach, extensive sensitivity analyses, and comparative analysis. Finally, we conclude in Sect. 5.

2 Literature review

This section presents a comprehensive background on supplier selection problem, sustainable supplier selection problem, resilient supplier selection problem, and applications of FRN-based decision-making approaches for different strategic decision-making problems. In this regard, Sect. 2.1 provides background of supplier selection problem in SCM with most recent studies. Most important criteria under different categories are identified from the literature for the supplier selection problem considering sustainability criteria. In Sect. 2.2, we discuss studies related to the FRN-based MCDM methods that are used in different decision-making problems.
2.1 Supplier selection in SCM

Supplier selection is one of the critical decision-making problems in SCMs where managers make decisions on choosing the best and most suitable supplier to satisfy the initial raw material, semi-products, or finished products. However, supplier selection is a very difficult, complicated, and multi-dimensional decision-making problem where supplier selection is performed by considering many decision criteria. Apart from the complexity of the supplier selection problem, managers mostly face significant challenges in terms of data availability while comparing the performance of suppliers against qualitative criteria. In order to address such issues, decision-makers and managers adopt linguistic opinion expression sets which empower them to express their opinions on the performance of suppliers against decision criteria with higher reliability and preciseness. In order to address the supplier selection problem in different applications and various environments where there exists uncertainty in data and decision-makers’ opinions, many studies are conducted in the literature. In order to review these studies, this subsection is divided into two sections for applying MCDM methods for general supplier selection problem and supplier selection problem in HSC management.

Supplier selection and SCM studies are very rich in the literature recently. Due to the high significance of the decision-making problems in SCM, such as the supplier selection problem, many studies have aimed to tackle such vital decision-making problems in several applications and industries using MCDM methods. MCDM methods empower real-life decision-makers and managers to develop complex decision-making structures to determine the best supplier or sort a series of suppliers based on their performance over several decision criteria. Table 11 in Appendix summarizes the most important and recent studies that used different forms of MCDM methods to address the supplier selection problem.

MCDM methods have also become an important and straightforward decision-making tool to address the supplier selection problem in HSC. Since decision-making problems in HSCs are very critical due to their direct or indirect relationship with human beings and mortality, managers in such organizations show a high willingness to use reliable and straightforward tools to address their daily, weekly, or monthly SC problems such as supplier selection problem. In this regard, MCDM, as one of the potential decision-making tools, has shown high usability for such applications. Ishtiaq et al. (2018) developed AHP method to select the best recycling and supplier provider for healthcare waste in Pakistan. Yazdani et al. (2020) integrated DEMATEL, BWM, and modified EDAS methods to address the supplier selection problem in procurement operations of HSC of a Spanish hospital. Stevic et al. (2020) suggested a new MCDM method called MARCOS to address the sustainable Supplier selection problem for an eye surgical intervention in Bosnia and Herzegovina. Goh and Zhong (2020) used the fuzzy TOPSIS method for logistics service providers for several hospitals to optimize logistics operations of perishable healthcare products. Wei et al. (2019) used Probabilistic Linguistic MABAC to address healthcare supplier selection problems for China’s medical consumption products. Bahadori et al. (2020) developed a new decision model using the artificial neural network and VIKOR under a fuzzy environment to address the supplier selection problem in military hospitals considering multi-aspect decision criteria. Gao et al. (2020) developed an improved version of traditional VIKOR method based on the Q-rung Interval-valued orthopair fuzzy information to address the healthcare supplier selection problem for medical consumption products.
2.2 FRN-based MCDM

FRNs are based on the traditional fuzzy logic which Zadeh (1969) introduced. Later, due to the high applicability of fuzzy logic in different industries and applications, new forms of fuzzy logic were introduced. FRNs are relatively considered one of the recent extensions of fuzzy logic that tries to put boundaries on the fuzzy numbers to increase the reliability in the decision-making process using linguistic terms (Dubois & Prade, 1990; Sun et al., 2008). Due to the high efficiency and preciseness of FRNs in decision-making problems, several studies have adopted FRNs and used them in different forms to address various problems. Pamučar et al. (2018b) developed a new modification of BWM and MABAC methods under interval-valued FRNs to deal with uncertainty and vagueness of the input data for the optimal selection of firefighting helicopters. Chen et al. (2020) introduced a new form of the DEMATEL method under FRNs empowered by graphic extensions to assess innovative value propositions for intelligent product-service systems. Mei and Chen (2021) used FRN-based BWM and DEA (data envelopment analysis) to assess occupational risks from human health and environmental aspects. Chen and Ming (2020) used a similar methodology to select the smart product service module. Liu et al. (2021a) utilized BWM and MABAC under a new extension of FRNs called q-rung orthopair. The applicability of the proposed methodology was assessed using a case study in the building sector in China. Zhu et al. (2020) developed a novel decision model based on AHP and TOPSIS under FRNs for design concept evaluation under uncertain and vague information. Zhang et al. (2020) applied a combination of TOPSIS and weighted arithmetic average (WAA) model with FRNs for evaluating a group of customers of a leading bank in China based on their demographic, income and transactional information. Deveci et al. (2020) utilized an interval-valued FRN based Delphi framework for solving the facility location selection problem for wind farms. Jia et al. (2019) extended the classical MABAC model using FRNs for enabling the process of supplier selection for medical devices. An integrated factor relationship (FARE) and multi-attributive border approximation area comparison (MABAC) models with FRNs was applied by Roy et al. (2020) for evaluation and selection of third-party logistics service providers on sustainability dimensions. Sun et al. (2020) proposed a VIKOR focused granular group decision analysis using FRN for evaluation of emergency preparedness. Sun et al. (2020) used multi granulation soft FRN in conjunction with TODIM algorithm in formulating policy decisions. Hou et al. (2021) put forth a FRN based model for identifying suitable indicators for measuring green productivity. In the context of smart city design, Wang et al. (2021) applied FRNs to measure energy efficiency.

2.3 Identification of criteria

With lapse of the time, complexity of decision-making problems has greatly increased. Unlike the past, supplier selection problem is not only affected by technical or economic criteria. With the rise of concepts such as sustainability, resiliency, and circular economy, environmental and social criteria attracted special attention. Since HSC is one of the critical global SCs, the decision-making process has to be built on a comprehensive framework in order to consider impact of environmental, and social aspects along with technical and economic aspects.

According to the literature, the most important and critical decision criteria required for supplier selection problem is presented in Table 1. Table 1 shows a hierarchical framework of the identified criteria under three main criteria, namely as technical, environmental, and social. Along with technical criteria, technical aspect includes economic costs, and resiliency criteria
Table 1 Hierarchy of evaluation criteria

| Main criteria (MC) | Sub-criteria | Type | Description | References |
|-------------------|--------------|------|-------------|------------|
| Technical (EC1)   | Price (EC11) | C    | Product and service cost of each supplier in local currency | Stevic et al., (2020); Yazdani et al., (2020); Kannan et al., (2020); Bahadori et al., (2020); Jain and Singh (2020); Chen et al., (2020); Chen et al., (2020); Nasr et al., (2021) |
|                   | Delivery time (EC12) | C    | Delivery time measures the time from ordering a product/service until its deadlines | |
|                   | Reliability (EC13) | B    | Reliability degree of suppliers based on previous orders and their brand popularity | |
|                   | Quality (EC14) | B    | Quality denotes the standards and specific characteristics of products/services based on customers’ requirements | |
|                   | Payment strictness (EC15) | C    | Strictness of suppliers in receiving payments | |
|                   | Transportation quality (EC16) | B    | Transportation quality denotes degree of well-being of products through transportation based on distinctive standards | |
|                   | Flexibility (EC17) | B    | The resiliency degree in terms of responding to disruptions and risks with the logical amount of costs and lead time | |
|                   | Robustness (EC18) | B    | Resiliency to hold out against disruptions through ability to replace or replan the SC elements | |
| Environmental (EN1) | Green R&D (EN11) | B    | Ability of supplier to develop and design green products | Kannan et al., (2020); Bahadori et al., (2020); Chen et al., (2020); Chen et al., (2020); Wu et al., (2021); Tayyab and Sarkar (2021) |
|                   | Restriction on pollutants (EN12) | B    | Environmental limitations of supplier on emitting pollution through manufacturing and transportation processes | |
|                   | Recyclability (EN13) | B    | Reusing of material in the production processes | |
Table 1 (continued)

| Main criteria (MC) | Sub-criteria | Type | Description | References |
|--------------------|--------------|------|-------------|------------|
| Environmental competencies (EN14) | B | Efforts and policies of the supplier in order to adopt green practices | |
| Green packaging (EN15) | B | Using of green and recyclable materials for packaging purposes | |
| Social (SO1) | Job creation (SO11) | B | Number of job opportunities made in different parts of the company | Guarnieri and Trojan (2019); Kannan et al., (2020); Tayyab and Sarkar (2021) |
| Occupational health and safety systems (SO12) | B | Consideration of specific health standards for labours | |
| Information disclosure (SO13) | B | Visibility of all required information about the company and processes | |
| Training about green practices for stakeholders (SO14) | B | Trainings and education on sustainability and green practices | |
| Ensuring the rights of stakeholders (SO15) | B | Involvement of all stakeholders in all cases based on their legal rights | |

C: Cost criteria, B: Benefit criteria

as well. Environmental dimension covers up crucial green and environmental decision criteria related to the manufacturing, packaging and disposal operations. Finally, social criteria aim to take into account various aspects of social concerns. Third column of Table 1 denotes type of each criterion whether it is cost or beneficial.

3 FRN MACBETH-CODAS approach

The following section presents an integrated FRN based MACBETH-CODAS model. The FRN MACBETH technique is used to determine the weight coefficients of the criteria, while the FRN CODAS method is used to evaluate the alternatives. FRNs are used to address uncertainties and inaccuracies in expert assessments of alternatives (Fig. 1).

Let us assume that the multi-criteria model has n criteria \( C_j = \{C_1, C_2, \ldots, C_n\} \), \( j = 1, 2, \ldots, n \) which were used to evaluate l alternatives \( A_i = \{A_1, A_2, \ldots, A_l\} \), \( i = 1, 2, \ldots, l \). Also, suppose that this is a group decision making model in which experts \( E_h = \{E_1, E_2, \ldots, E_n\} \), \( h = 1, 2, \ldots, e \) evaluate alternatives \( A_i \) \( i = 1, 2, \ldots, l \) in relation to the criteria \( C_j \) \( j = 1, 2, \ldots, n \) using a predefined fuzzy scale. Then, to evaluate alternatives using the FRN CODAS model, it is necessary to determine the weighting coefficients of the criteria. The following section of the paper presents the mathematical formulation of the FRN MACBETH-CODAS approach.
3.1 Preliminaries of FRNs

In this study, a new concept of hybrid fuzzy rough numbers is presented based on the adaptive definition of the rough boundary interval of a fuzzy number. The adaptability of the rough boundary interval is enabled by applying the Bonferroni function (Bonferroni, 1950). The application of the Bonferroni function enables flexible decision-making due to decision makers’ risk attitudes. In addition, the Bonferroni function was applied as it allows the interrelationships between fuzzy sequences to be appreciated. One of the significant advantages of the fuzzy rough number concept is that the fuzzy rough number (FRN) limit values are defined based on the internal inaccuracies that exist in the original data set. The FRN concept is based on the settings of conventional rough numbers. As with classical rough numbers (RN), the lower limit, upper limit, and rough boundary interval are defined for FRN. The difference in relation to classical RNs is that FRNs enable the membership degree definition for each element in the fuzzy rough set. On the other hand, in classical RNs, each component of the rough boundary interval entirely belongs to the considered collection.

Assuming that $\mathbb{N}$ denotes a universe that contains all the decision-maker (DM) preferences that participate in decision making and that triangular fuzzy numbers represent these preferences $\tilde{\tau} = \left(\tau_i^{(l)}, \tau_i^{(m)}, \tau_i^{(u)}\right)$, with the mode, left endpoint, and right endpoint denoted by $\tau_i^{(l)}$, $\tau_i^{(m)}$, and $\tau_i^{(u)}$, respectively. Then DMs preferences can be divided into $x$ classes that satisfy the condition that $\tilde{\tau}_1 \preceq \tilde{\tau}_2 \preceq \ldots \preceq \tilde{\tau}_x$. If we assume that $\Lambda$ is a collection of $(\tilde{\tau}_1, \tilde{\tau}_2, \ldots, \tilde{\tau}_x)$ and $\vartheta$ is an arbitrary element of $\mathbb{N}$, then the lower approximation of class $\tilde{\tau}_i$ can be defined as follows:

$$
\text{Apr}(\tilde{\tau}_i^{(l)}) = \bigcup_{1 \leq i \leq x} \left\{ \vartheta \in \mathbb{N} / \tilde{\Lambda}(\vartheta) \leq \tau_i^{(l)} \right\}
$$

Fig. 1 FRN based MACBETH-CODAS model
Similarly, we can define an upper limit of $\sim$ as follows:

$$\overline{\text{Apr}}(\tau_i^{(l)}) = \bigcup_{1 \leq i \leq x} \left\{ \theta \in \mathbb{N}/\sim \mid \theta \geq \tau_i^{(l)} \right\}$$

(4)

$$\overline{\text{Apr}}(\tau_i^{(m)}) = \bigcup_{1 \leq i \leq x} \left\{ \theta \in \mathbb{N}/\sim \mid \theta \geq \tau_i^{(m)} \right\}$$

(5)

$$\overline{\text{Apr}}(\tau_i^{(u)}) = \bigcup_{1 \leq i \leq x} \left\{ \theta \in \mathbb{N}/\sim \mid \theta \geq \tau_i^{(u)} \right\}$$

(6)

Based on the defined lower and upper approximations of the FRN, we can represent the lower limit of $\tau_i$ as follows:

$$\text{Lim}(\tau_i^{(l)}) = \left( \frac{1}{N_{Li}} \sum_{i,j=1}^{N_{Li}} \tau_i^{(l)\delta_1} \left( \prod_{j=1}^{N_{Li}} \tau_j^{(l)\delta_2} \right) \right)^{\frac{1}{\tau_i^{(l)\delta_1}}} \bigg\rvert_{\tau_i^{(l)\delta_1}, \tau_j^{(l)\delta_2} \in \text{Apr}(\tau_i^{(l)})}$$

(7)

$$\text{Lim}(\tau_i^{(m)}) = \left( \frac{1}{N_{Mm}} \sum_{i,j=1}^{N_{Mm}} \tau_i^{(m)\delta_1} \left( \prod_{j=1}^{N_{Mm}} \tau_j^{(m)\delta_2} \right) \right)^{\frac{1}{\tau_i^{(m)\delta_1}}} \bigg\rvert_{\tau_i^{(m)\delta_1}, \tau_j^{(m)\delta_2} \in \text{Apr}(\tau_i^{(m)})}$$

(8)

$$\text{Lim}(\tau_i^{(u)}) = \left( \frac{1}{N_{Lu}} \sum_{i,j=1}^{N_{Lu}} \tau_i^{(u)\delta_1} \left( \prod_{j=1}^{N_{Lu}} \tau_j^{(u)\delta_2} \right) \right)^{\frac{1}{\tau_i^{(u)\delta_1}}} \bigg\rvert_{\tau_i^{(u)\delta_1}, \tau_j^{(u)\delta_2} \in \text{Apr}(\tau_i^{(u)})}$$

(9)

where $N_{Li}$, $N_{Mm}$ and $N_{Lu}$ represents a number of elements in $\text{Apr}(\tau_i^{(l)})$, $\text{Apr}(\tau_i^{(m)})$ and $\text{Apr}(\tau_i^{(u)})$ respectively; $\delta_1, \delta_2 \geq 0$ and $\delta_1, \delta_2 \in \mathbb{R}$, where $\mathbb{R}$ represents a set of real numbers.

Similarly, we can define an upper limit of $\tau_i$ as follows:

$$\text{Lim}(\tau_i^{(l)}) = \left( \frac{1}{N_{Uli}} \sum_{i,j=1}^{N_{Uli}} \tau_i^{(l)\delta_1} \left( \prod_{j=1}^{N_{Uli}} \tau_j^{(l)\delta_2} \right) \right)^{\frac{1}{\tau_i^{(l)\delta_1}}} \bigg\rvert_{\tau_i^{(l)\delta_1}, \tau_j^{(l)\delta_2} \in \text{Apr}(\tau_i^{(l)})}$$

(10)

$$\text{Lim}(\tau_i^{(m)}) = \left( \frac{1}{N_{Um}} \sum_{i,j=1}^{N_{Um}} \tau_i^{(m)\delta_1} \left( \prod_{j=1}^{N_{Um}} \tau_j^{(m)\delta_2} \right) \right)^{\frac{1}{\tau_i^{(m)\delta_1}}} \bigg\rvert_{\tau_i^{(m)\delta_1}, \tau_j^{(m)\delta_2} \in \text{Apr}(\tau_i^{(m)})}$$

(11)

$$\text{Lim}(\tau_i^{(u)}) = \left( \frac{1}{N_{Uu}} \sum_{i,j=1}^{N_{Uu}} \tau_i^{(u)\delta_1} \left( \prod_{j=1}^{N_{Uu}} \tau_j^{(u)\delta_2} \right) \right)^{\frac{1}{\tau_i^{(u)\delta_1}}} \bigg\rvert_{\tau_i^{(u)\delta_1}, \tau_j^{(u)\delta_2} \in \text{Apr}(\tau_i^{(u)})}$$

(12)
where \( N_U1 \), \( N_Um \) and \( N_Uu \) represents a number of elements in \( \overline{Apr}(\tau_i^{(l)}) \), \( \overline{Apr}(\tau_i^{(m)}) \) and \( Apr(\tau_i^{(u)}) \) respectively. Then, based on the previously defined (expression (1)–(12) we can represent the FRN \( \tilde{\tau}_i \) as follows:

\[
FRN(\tilde{\tau}_i) = \left[ \begin{array}{c}
\text{Lim}(\tau_i^{(l)}), \text{Lim}(\tau_i^{(l)})
\end{array} \right], \left[ \begin{array}{c}
\text{Lim}(\tau_i^{(m)}), \text{Lim}(\tau_i^{(m)})
\end{array} \right], \left[ \begin{array}{c}
\text{Lim}(\tau_i^{(u)}), \text{Lim}(\tau_i^{(u)})
\end{array} \right], \left[ \begin{array}{c}
\tau_i^{(l)} - \tau_i^{(l)}
\end{array} \right], \left[ \begin{array}{c}
\tau_i^{(m)} - \tau_i^{(m)}
\end{array} \right], \left[ \begin{array}{c}
\tau_i^{(u)} - \tau_i^{(u)}
\end{array} \right].
\]

(13)

Rough boundary interval (RBI) of \( \tau_i^{(l)} \), \( \tau_i^{(m)} \), and \( \tau_i^{(u)} \) we can define it as follows:

\[
\text{RNBnd}(\tau_i^{(l)}) = \text{Lim}(\tau_i^{(l)}) - \text{Lim}(\tau_i^{(l)})
\]

\[
\text{RNBnd}(\tau_i^{(m)}) = \text{Lim}(\tau_i^{(m)}) - \text{Lim}(\tau_i^{(m)})
\]

\[
\text{RNBnd}(\tau_i^{(u)}) = \text{Lim}(\tau_i^{(u)}) - \text{Lim}(\tau_i^{(u)})
\]

(14)

The RBI represents the degree of uncertainty that exists in the FRN. A higher RBI value represents greater uncertainty in the information, while a smaller interval represents less uncertainty (Pamucar et al., 2018; Pamucar et al., 2018). The value of \( RNBnd = 0 \) represents the absence of uncertainty in the information, so then the FRN is transformed into a triangular fuzzy number.

In the following section, operations between two FRNs are defined

\[
FRN(\tilde{\tau}_1) = \left[ \begin{array}{c}
\tau_1^{(l)} - \tau_1^{(l)}, \tau_1^{(l)} + \tau_1^{(l)}
\end{array} \right], \left[ \begin{array}{c}
\tau_1^{(m)} - \tau_1^{(m)}, \tau_1^{(m)} + \tau_1^{(m)}
\end{array} \right], \left[ \begin{array}{c}
\tau_1^{(u)} - \tau_1^{(u)}, \tau_1^{(u)} + \tau_1^{(u)}
\end{array} \right]
\]

and

\[
FRN(\tilde{\tau}_2) = \left[ \begin{array}{c}
\tau_2^{(l)} - \tau_2^{(l)}, \tau_2^{(l)} + \tau_2^{(l)}
\end{array} \right], \left[ \begin{array}{c}
\tau_2^{(m)} - \tau_2^{(m)}, \tau_2^{(m)} + \tau_2^{(m)}
\end{array} \right], \left[ \begin{array}{c}
\tau_2^{(u)} - \tau_2^{(u)}, \tau_2^{(u)} + \tau_2^{(u)}
\end{array} \right], \theta > 0;
\]

\[
FRN(\tilde{\tau}_1) + FRN(\tilde{\tau}_2) = \left[ \begin{array}{c}
\tau_1^{(l)} + \tau_2^{(l)} - \tau_1^{(l)} + \tau_2^{(l)}
\end{array} \right], \left[ \begin{array}{c}
\tau_1^{(m)} + \tau_2^{(m)} - \tau_1^{(m)} + \tau_2^{(m)}
\end{array} \right], \left[ \begin{array}{c}
\tau_1^{(u)} + \tau_2^{(u)} - \tau_1^{(u)} + \tau_2^{(u)}
\end{array} \right]
\]

(15)

\[
FRN(\tilde{\tau}_1) \times FRN(\tilde{\tau}_2) = \left[ \begin{array}{c}
\tau_1^{(l)} \times \tau_2^{(l)} - \tau_1^{(l)} \times \tau_2^{(l)}
\end{array} \right], \left[ \begin{array}{c}
\tau_1^{(m)} \times \tau_2^{(m)} - \tau_1^{(m)} \times \tau_2^{(m)}
\end{array} \right], \left[ \begin{array}{c}
\tau_1^{(u)} \times \tau_2^{(u)} - \tau_1^{(u)} \times \tau_2^{(u)}
\end{array} \right]
\]

(16)

\[
\theta \times FRN(\tilde{\tau}_2) = \left[ \begin{array}{c}
\theta \times \tau_2^{(l)} - \theta \times \tau_2^{(l)}
\end{array} \right], \left[ \begin{array}{c}
\theta \times \tau_2^{(m)} - \theta \times \tau_2^{(m)}
\end{array} \right], \left[ \begin{array}{c}
\theta \times \tau_2^{(u)} - \theta \times \tau_2^{(u)}
\end{array} \right]
\]

(17)

### 3.2 FRN-MACBETH

MACBETH is a reliable tool for determining the criteria weights. It is based on the application of a linear mathematical model and the methodology of pairwise comparisons of the criteria (Bana e Costa et al., 2001, 2004). Methodologically, the MACBETH method algorithm is reminiscent of the Analytic Hierarchy Process (AHP) method algorithm (Saaty, 1980), however, there are also significant differences between the two methodologies which are highlighted in Table 2.

The Crisp MACBETH methodology has been successfully used to determine the weighting coefficients of criteria and to evaluate alternatives in numerous MCDM studies (Bana e
Table 2 Characteristics MACBETH and AHP

| Characteristics                  | MACBETH                                      | AHP                                      |
|----------------------------------|----------------------------------------------|------------------------------------------|
| Scale for comparing criteria    | Interval scale (seven elements)              | Nine-degree ratio scale                  |
| Organization and connection      | The decision tree                            | Hierarchical levels                      |
| between criteria                 |                                              |                                          |
| Mathematical concept            | Linear programming model                     | Eigenvalue method                        |
| Consistency                      | It does not allow inconsistencies;           | Deviation from maximum consistency up to 10% |
|                                  | The values of the weighting coefficients are always optimal |                                          |
| Check consistency when comparing| Theoretical and semantic consistency check    | No                                       |
| Required number of comparisons   | Results can be obtained even after           | Require \( n(n-1)/2 \) comparison        |
|                                  | \( n-1 \) comparison                         |                                          |

Costa and Vansnick, 1994), career management (Bana e Costa et al., 2004), energy storage (Montignac et al., 2009), healthcare management (Rodrigues, 2014), textile industry (Kundakcı & Tuş Işık, 2016), supply chain management (Ghosh & Biswas, 2016), off-road vehicle selection (Pamucar & Savin, 2020), and steam boiler systems (Kundakcı, 2018). However, according to the authors’ best knowledge, the extension of the MACBETH method using RFNs has not been shown in the literature so far. This was one of the primary motives of the authors for the application of the FRN MACBETH method.

The weighting coefficients of the criteria are determined using the FRN MACBETH linear model, which is presented in the following section:

Step 1: Criteria from the set \( C_j = \{ C_1, C_2, \ldots, C_n \} \) are ranked according to their significance, so that the most influential criterion is in the first position, while the least influential criterion is in the last position.

Step 2: Forming a comparison matrix \( Z = [\tilde{\varsigma}_{ij}]_{n \times n} \), where \( \tilde{\varsigma}_{ij} = (\varsigma_{ij}^{(l)}, \varsigma_{ij}^{(s)}, \varsigma_{ij}^{(u)}) \) represents the fuzzy value from the matrix \( Z = [\tilde{\varsigma}_{ij}]_{n \times n} \), which is defined based on the value from the fuzzy semantic scale (Table 3).

In the matrix \( Z \), the comparison of criteria is performed only above the diagonal of the matrix, while the values of zero are entered on the diagonal of the matrix. Since \( e \) experts

| Semantic Categories | Fuzzy scale | Significance                                      |
|---------------------|-------------|---------------------------------------------------|
| No                  | (0, 0, 0)   | Indifference between criteria                      |
| Very weak (VW)      | (1, 1, 2)   | A criterion is very weakly attractive over another |
| Weak (W)            | (1, 2, 3)   | A criterion is weakly attractive over another      |
| Moderate (M)        | (2, 3, 4)   | A criterion is moderately attractive over another  |
| Strong (S)          | (3, 4, 5)   | A criterion is strongly attractive over another    |
| Very strong (VS)    | (4, 5, 6)   | A criterion is very strongly attractive over another|
| Extreme (E)         | (5, 6, 7)   | A criterion is extremely attractive over another    |
participate in the research, for each expert, we get a comparison matrix \( Z^b = \left[ \tilde{z}^b_{ij} \right]_{n \times n} \), 1 \leq b \leq e.

Step 3: Formation of a fuzzy MACBETH linear model. A fuzzy linear model is formed based on values obtained in expert matrices \( Z^b = \left[ \tilde{z}^b_{ij} \right]_{n \times n} \), 1 \leq b \leq e considering the following rules:

1. Defining objective function fuzzy linear model, expression (18):

\[
\tilde{x}_{\text{min}} = \varphi(\tilde{x}_1)
\]  
(18)

where \( \tilde{x}_1 \) represents the fuzzy value of the most influential criterion.

2. The first group of constraints is represented by the ordinal constraints, expression (19):

\[
\forall \tilde{x}_i, \tilde{x}_j, i, j \in \{1, 2, \ldots, n\} : \tilde{x}_i > \tilde{x}_j \Rightarrow \varphi(\tilde{x}_i) \geq \varphi(\tilde{x}_j) + \xi(i, j)
\]  
(19)

where \( \xi(i, j) \) represents preference level difference between \( \tilde{x}_i \) and \( \tilde{x}_j \).

3. The second group of constraints is represented by semantic constraints, expression (20):

\[
\forall \tilde{x}_i, \tilde{x}_j, i, j, k, l \in \{1, 2, \ldots, n\} : \varphi(\tilde{x}_i) - \varphi(\tilde{x}_j) \geq \varphi(\tilde{x}_k) - \varphi(\tilde{x}_l) + \xi(i, j, k, l)
\]  
(20)

where the value of \( \xi(i, j, k, l) \) is defined as the difference between \( \tilde{x}_i \) and \( \tilde{x}_l \).

4. The last constraint of the linear programming model is shown by the expression (21):

\[
\varphi(\tilde{x}_n) = (1, 1, 2)
\]  
(21)

where \( \tilde{x}_n \) represents the value assigned to the least influential criterion.

Step 4: By solving the fuzzy linear model, we obtain the fuzzy values of the weight coefficients of the criteria for each expert, i.e., for each criterion, we obtain the weight coefficient \( \tilde{w}^h_j = \left( w^{(l)}_j, w^{(m)}_j, w^{(u)}_j \right), (h = 1, 2, \ldots, e) \). Using expression (1)-(2) fuzzy sequences \( w^{(l)}_j = \left\{ w^{(l)}_{j1}, w^{(l)}_{j2}, \ldots, w^{(l)}_{jm} \right\} \), \( w^{(m)}_j = \left\{ w^{(m)}_{j1}, w^{(m)}_{j2}, \ldots, w^{(m)}_{jm} \right\} \) and \( w^{(u)}_j = \left\{ w^{(u)}_{j1}, w^{(u)}_{j2}, \ldots, w^{(u)}_{jm} \right\} \) (\( h = 1, 2, \ldots, e \)) we transform into rough sequences and form a fuzzy rough weight coefficient \( \tilde{w}^h_j = \left( \tilde{w}^{(l)}_j, \tilde{w}^{(m)}_j, \tilde{w}^{(u)}_j \right) \) for FRN fusion of values \( \tilde{w}^h_j (h = 1, 2, \ldots, e) \). For FRN weighted geometric Bonferroni function was used, expression (22).
For example, suppose we have \( e \) experts participating in the research, while \( \delta_j, \delta_2 \geq 0 \) are set of non-negative numbers.

Fuzzy rough sequences of weighting coefficients are defined for each expert. Expression (22) was used to aggregate experts' fuzzy rough sequences. The Bonferroni function was chosen to aggregate expert sequences since it enables the flexible fusion of weight coefficients and efficient representation of mutual relations between criteria. Also, the variation of the parameters \( \delta_1 \) and \( \delta_2 \) provides the possibility to check the robustness of the results and to check the influence of different levels of risk on the final decision.

### 3.3 FRN-CODAS

This section proposes an FRN extension of the CODAS methodology to deal with uncertain domain-based MCDM problems. The CODAS method is an efficient and updated decision-making methodology introduced by Keshavarz Ghorabaee et al. (2016). The CODAS technique applies Euclidean distance as the primary measure of estimating alternatives. If the Euclidean distances of the two alternatives are very close to each other, then the Taxicab distance is used to compare them. The degree of proximity of Euclidean distances is defined based on a threshold parameter. The use of two types of distances in the evaluation process contributes to increasing the accuracy of ranking results. Euclidean and Taxicab distances are measures for indifference spaces for \( l^1 \)-norm and \( l^2 \)-norm (Hassanpour & Pamucar, 2019). Due to its high reliability, different forms of CODAS have been used in various applications such as waste management (Karagoz et al., 2020), electric vehicles (Deveci et al., 2021; Simic et al., 2021), and transportation management (Seker & Aydin, 2020).

In the CODAS method, we first evaluate the alternatives in the indifference space for the \( l^2 \)-norm. If the alternatives are not comparable in this space, then the space of indifference to the \( l^1 \)-norm is considered. To perform this procedure, each pair of alternatives should be compared. The CODAS technique has significant advantages, which include: (1) a simple mathematical apparatus that is programmable and easy to use; and (2) Increasing the number of criteria/alternatives in the CODAS model does not complicate the evaluation algorithm.

For example, suppose we have \( l \) alternatives and \( n \) criteria, then we can present the algorithmic steps of the modified FRN CODAS method as follows:
Step 1. Construct the basic FRN decision-matrix \( \mathbf{\tilde{N}} \). Evaluation of the alternatives per each criterion by \( e \) expert is denoted as \( \tilde{b}_{ij}^b \): \( 1 \leq b \leq e; i = 1, \ldots, n; j = 1, \ldots, l \). The value of each pair \( \tilde{b}_{ij}^b \) takes a fuzzy value from the predefined fuzzy scale. The judgment of each criterion by expert is presented as a matrix \( \mathbf{\tilde{N}} = [\tilde{b}_{ij}^b]_{l \times n} \), where \( 1 \leq b \leq e; i = 1, \ldots, n; j = 1, \ldots, l \); and \( \tilde{b}_{ij}^b = (\theta(i_{ij}^{(b(l))}, \theta(i_{ij}^{(b(m))}), \theta(i_{ij}^{(b(u))})) \) represent linguistic variable taken from the preliminary defined linguistic scale used by expert \( e \).

Based on response matrices \( \mathbf{\tilde{N}} = [\tilde{b}_{ij}^b]_{l \times n} \) (1 \( \leq b \leq e \)) obtained from each \( e \) expert, for each element \( \theta(i_{ij}^{(e(l))}, \theta(i_{ij}^{(e(m))}) \) and \( \theta(i_{ij}^{(e(u))}) \) of fuzzy number \( \tilde{b}_{ij}^b \) we form matrices of the aggregated sequences of experts \( \mathbf{\tilde{N}}^{(l)} = [\tilde{b}_{ij}^{b(l)}], \mathbf{\tilde{N}}^{(m)} = [\tilde{b}_{ij}^{b(m)}], \mathbf{\tilde{N}}^{(u)} = [\tilde{b}_{ij}^{b(u)}] \) where \( \theta(i_{ij}^{(e(l))}, \theta(i_{ij}^{(e(m))}) \) and \( \theta(i_{ij}^{(e(u))}) \) represent sequences of fuzzy number \( \tilde{b}_{ij}^b \).

Using expressions (1)–(2) each sequence \( \theta(i_{ij}^{(e(l))}, \theta(i_{ij}^{(e(m))}) \) and \( \theta(i_{ij}^{(e(u))}) \) is transformed into a rough sequence that together makes up FRN \( \tilde{b}_{ij}^b = \left( \left[ \theta(i_{ij}^{(b(l))}) \right]_{1 \times (l \times n)} \right] \left[ \theta(i_{ij}^{(b(m))}) \right] \left[ \theta(i_{ij}^{(b(u))}) \right] \); 1 \( \leq b \leq e \). For FRN fusion of values \( \tilde{b}_{ij}^b \) (1 \( \leq b \leq e \)) the FRN weighted geometric Bonferroni function was used, expression (26):
\[
\theta_{ij} = \left( \frac{1}{e(e-1)} \sum_{x,y=1}^{e} \overline{\theta}_{ij(x)} \otimes \overline{\theta}_{ij(y)} \right) \cdot \left( \frac{1}{e(e-1)} \sum_{x,y=1}^{e} \theta^{(l)}_{ij(x)} \otimes \theta^{(l)}_{ij(y)} \right) \cdot \left( \frac{1}{e(e-1)} \sum_{x,y=1}^{e} \theta^{(m)}_{ij(x)} \otimes \theta^{(m)}_{ij(y)} \right) \cdot \left( \frac{1}{e(e-1)} \sum_{x,y=1}^{e} \theta^{(u)}_{ij(x)} \otimes \theta^{(u)}_{ij(y)} \right) \]

\[
\theta_{ij} = \left( \left[ \overline{\theta}_{ij} \right], \left[ \overline{\theta}_{ij}^{(l)} \right], \left[ \overline{\theta}_{ij}^{(m)} \right], \left[ \overline{\theta}_{ij}^{(u)} \right] \right) \quad i = 1, \ldots, l; j = 1, \ldots, n.
\]

**Step 2. Normalization of the basic matrix element (\(N\)).** Determine FRN normalized decision matrix \(\overline{N} = [\overline{\varphi}_{ij}]_{1 \times n}\) according to the type of each criterion using the following equations

\[
\overline{\varphi}_{ij} = \begin{cases} 
\frac{\overline{\theta}_{ij}}{\theta_{ij}} & \text{if } j \in B, \\
\frac{\hat{\theta}_{ij}}{\overline{\theta}_{ij}} & \text{if } j \in C
\end{cases}
\]

where \(\hat{\theta} = \max_{1 \leq i \leq l} (\overline{\theta}_{ij}), \overline{\theta} = \min_{1 \leq i \leq l} (\overline{\theta}_{ij}), B \) and \(C \) represent the sets of benefit and cost criteria.

**Step 3. Calculate FRN weighted normalized decision matrix (\(\overline{\Omega}\)).** The FRN weighted normalized matrix \(\overline{\Omega} = [\overline{\tau}_{ij}]_{1 \times n}\) is calculated as follows

\[
\overline{\tau}_{ij} = \overline{w}_{j} \cdot \overline{\varphi}_{ij} = \left( \left[ w_{j}^{(l)}, w_{j}^{(l)} \right], \left[ w_{j}^{(m)}, w_{j}^{(m)} \right], \left[ w_{j}^{(u)}, w_{j}^{(u)} \right] \right) \cdot \left( \left[ \overline{\varphi}_{ij}^{(l)}, \overline{\varphi}_{ij}^{(l)} \right], \left[ \overline{\varphi}_{ij}^{(m)}, \overline{\varphi}_{ij}^{(m)} \right], \left[ \overline{\varphi}_{ij}^{(u)}, \overline{\varphi}_{ij}^{(u)} \right] \right)
\]

**Step 4. Determine FR negative-ideal solution.** We obtain the FR negative-ideal solution matrix \(\overline{\eta}_{j} = [\overline{\eta}_{j}]_{1 \times n}\) as follows

\[
\overline{\eta}_{j} = \min_{1 \leq i \leq l} \left\{ \overline{\tau}_{ij} \right\} = \left( \min_{1 \leq i \leq l} \left\{ \overline{\tau}_{ij}^{(l)} \right\}, \min_{1 \leq i \leq l} \left\{ \overline{\tau}_{ij}^{(m)} \right\}, \min_{1 \leq i \leq l} \left\{ \overline{\tau}_{ij}^{(u)} \right\} \right).
\]

\(\copyright\) Springer
Step 5. Calculate the FRN weighted Euclidean ($\overline{ED_i}$) and FRN weighted Hamming ($\overline{HD_i}$) distances. We obtain $\overline{ED_i}$ and $\overline{HD_i}$ as follows:

(1) FRN weighted Euclidean ($\overline{ED_i}$) distances:

$$\overline{ED_i} = \sum_{j=1}^{n} d_E(\tau_{ij}; \eta_j)$$

(30)

where $d_E(\tau_{ij}; \eta_j)$ we obtain as follows

$$d_E(\tau_{ij}; \eta_j) = \sqrt{\left[\tau_{ij}^{(m)} - \eta_j^{(m)}\right]^2 + \left[\tau_{ij}^{(m)} + \eta_j^{(m)}\right]^2 + 2\left[\tau_{ij}^{(m)} - \eta_j^{(m)}\right]^2 + \left[\tau_{ij}^{(u)} - \eta_j^{(u)}\right]^2 + \left[\tau_{ij}^{(u)} + \eta_j^{(u)}\right]^2}$$

(31)

(2) FRN weighted Hamming ($\overline{HD_i}$) distances

$$\overline{HD_i} = \sum_{j=1}^{n} d_H(\tau_{ij}; \eta_j)$$

(32)

where $d_H(\tau_{ij}; \eta_j)$ we obtain as follows

$$d_H(\tau_{ij}; \eta_j) = \frac{1}{8} \left|\tau_{ij}^{(l)} - \eta_j^{(l)}\right| + \left|\tau_{ij}^{(l)} + \eta_j^{(l)}\right| + 2\left|\tau_{ij}^{(m)} - \eta_j^{(m)}\right| + 2\left|\tau_{ij}^{(m)+} - \eta_j^{(m)+}\right| + \left|\tau_{ij}^{(u)} - \eta_j^{(u)}\right| + \left|\tau_{ij}^{(u)} + \eta_j^{(u)}\right|$$

(33)

Step 6. Determine relative assessment matrix. By applying expression (30) we obtain elements of the relative assessment matrix $Q = [\phi_{ik}]_{l \times l}$

$$\phi_{ik} = \overline{ED_i} - \overline{ED_k} + \beta\left(\overline{ED_i} - \overline{ED_k}\right) \times \left(\overline{HD_i} - \overline{HD_k}\right)$$

(34)

where $k \in \{1, 2, \ldots, l\}$ and $\beta$ is a threshold function that is defined as follows:

$$\beta(\varepsilon) = \begin{cases} 1 & \text{if } |\varepsilon| \geq \zeta \\ 0 & \text{if } |\varepsilon| < \zeta \end{cases}$$

(35)

The decision-maker can set the threshold parameter ($\zeta$) of this function. In this study, we use $\zeta = 0.02$ for the calculations.

Step 7. Calculate the assessment score of each alternative. By applying expression (32) we obtain an assessment score

$$\Psi_i = \sum_{k=1}^{l} \phi_{ik}$$

(36)

The alternative with the highest assessment score is the most desirable alternative.
4 Case study

This section presents information on background of the case study, potential suppliers, and related numerical results on weight determination, supplier evaluation, sensitivity analyses, and comparative analysis.

In order to show the applicability of the developed novel decision model for real-life practices in HSC, a case study is investigated for a private hospital in European side of Istanbul, Turkey. This hospital is called as ABC hereafter due to confidentiality reasons. Due to its large infrastructure and many medical departments, ABC has been always one of the busiest hospitals in Istanbul. With the rise of COVID-19, the demand for medical services increased significantly as the ABC has had to take care of COVID-19 infected patients and patients diagnosed with other diseases. In this regard, ABC faced an unprecedented challenge in terms of single use medical products such as medical face mask and face shields for its working staff as well as its clients. Due to high demand of these products and the necessity of using them continuously, the problem brought up many challenges and risks to supply them in the right time, right amount, and of course in right price. Thus, one of the crucial decision-making problems for the ABC is to select the best supplier for face masks and face shields. In this regard, five experts from the managerial departments of the ABC are invited to participate in the following study.

Based on the interview with managerial roles in the ABC hospitals, 5 experts were invited to participate in the identification of potential suppliers and data collection. The expert team includes 3 male managers and 2 female managers of the hospital who has more than 10-year experience in HSC operations for different healthcare organizations and centers. Based on the background of SC operations for face mask and shields, the expert team decided to consider five potential companies as the suppliers. Based on the data privacy agreement and information disclosure of the hospital and the companies, these suppliers are called as (A1, A2, A3, A4, A5). All five suppliers are domestic and local Turkish companies that are producing different medical products including face masks, face shields, medical pads, and other primary products for healthcare centers. Three suppliers A2, A3, A5 have supplied different types of material to the hospital over recent decades. However, suppliers A1, and A4 are relatively new suppliers that almost emerged in era of the COVID-19 pandemic. All suppliers are located in within territory of Istanbul province except for A4 which is based in the Bursa province.

4.1 Results of FRN-MACBETH

This section presents information on the results of weighting calculations to determine weight coefficient of main criteria and sub-criteria using the FRN-MACBETH. In order to make the calculation straightforward, all processes and steps are itemized below.

Step 1: In the first step, the criteria were ranked according to expert preferences. For supplier evaluation, 18 criteria were defined, which were grouped into three clusters: Technical criterion (EC1), Environmental criterion (EN1), and social criterion (SO1) (Table 1).

The study involved five experts who ranked the criteria according to their preferences:

Expert 1: EC1 > SO1 > EN1; EC16 > EC13 > EC15 > EC17 > EC14 > EC18 > EC11 > EC12; EN15 > EN12 > EN11 > EN13 > EN14; SO14 > SO15 > SO11 > SO12 > SO13.

Expert 2: EC2 > SO1 > EN1; EC16 > EC13 > EC15 > EC12 > EC11 > EC17 > EC18 > EC14; EN12 > EN13 > EN15 > EN14 > EN11; SO13 > SO12 > SO14 > SO15 > SO11.
Expert 3: EC3 > SO1 > EN1; EC15 > EC12 > EC13 > EC16 > EC11 > EC14 > EC17 > EC18; EN11 > EN12 > EN14 > EN13 > EN15; SO15 > SO13 > SO14 > SO12 > SO11.

Expert 4: EC4 > SO1 > EN1; EC15 > EC17 > EC13 > EC16 > EC12 > EC14 > EC18 > EC11; EN14 > EN11 > EN12 > EN15 > EN13; SO14 > SO12 > SO15 > SO13 > SO11.

Expert 5: EC5 > SO1 > EN1; EC15 > EC17 > EC13 > EC16 > EC12 > EC14 > EC18 > EC11; EN14 > EN11 > EN12 > EN15 > EN13; SO14 > SO12 > SO15 > SO13 > SO11.

Step 2: Based on the defined criteria priorities, the experts made pairwise comparisons within each group/cluster. The comparison in pairs was performed using the fuzzy semantic scale shown in Table 3. The following section presents the expert matrices of cluster comparison, Table 4.

Meanwhile, matrices for the remaining criteria were formed in the same way.

Step 3: Based on the pairwise comparison matrices of criteria and expressions (18)–(21), constraints for MACBETH linear models were formed. Four linear models were developed for each expert, i.e., one linear model for each criterion level. The next part shows a linear model created based on the preferences of Expert 1 for clusters level.
Similarly, MACBETH linear models were created for the remaining criteria from the considered set of criteria. Lingo 17.0 software on a personal computer was used to solve linear models.

**Step 4:** By solving MACBETH linear models, fuzzy values of weight coefficients are determined as in the Table 5.

**Step 5:** By applying expressions (1)–(12), the fuzzy criteria weights were transformed into FRN weighting coefficients. The fusion of weights was performed using the FRN weighted geometric Bonferroni function, expression (22). The final values of the FRN weighting coefficients of the criteria are shown in Table 6.

Local values of FRN weighting coefficients were obtained using the FRN weighted geometric Bonferroni function, expression (22). Figure 2 shows the local FRN values of the weighting coefficients of the cluster level. Global values of weighting coefficients were obtained by multiplying the weighting coefficients of the cluster by the values of the weighting coefficients of the criteria within the corresponding cluster. Finally, the global values of the FRN weighting coefficients of the criteria were used to evaluate the alternatives in the FRN CODAS model. Criteria are ranked based on their global weights in Table 6. Training about green practices for stakeholders (SO14), ensuring rights of the stakeholders (SO15), and job creation (SO11) are top three criteria with highest weight coefficients for sustainable supplier selection problem. Robustness (EC18), quality (EC14), and flexibility (SO17) are three criteria with the least weight coefficients for the sustainable supplier selection problem.

Based on the FRN weighting values (Table 6 and Fig. 2), we notice that the FRN weight coefficients have higher or lower values of the rough boundary interval. Based on that, we can conclude that there are different expert preferences when comparing the criteria. For weighting coefficients where there is a high consensus of experts when comparing the criteria, the length of the rough boundary interval is small. As the consensus of experts decreases, so does the length of the rough boundary interval. In the case of complete consensus in expert preferences, the FRN weighting coefficient is translated into a fuzzy value.

### 4.2 Results of FRN-CODAS

Similar to the previous sub-section, results of the ranking of suppliers considering all sub-criteria are presented here. For appropriate ranking of suppliers based on the experts’ opinions, FRN-CODAS method is used. In other words, after calculating the weight coefficients of the criteria, expert evaluation of the alternatives $A_i (i = 1, 2, \ldots, 5)$ was carried out with the eighteen predefined evaluation criteria. For the ease of follow up, the calculations are itemized as different steps below.
### Table 5 Fuzzy criteria weights

| Criteria | Fuzzy criteria weights | Expert 1 | | Expert 2 | | Expert 3 | | Expert 4 | | Expert 5 |
|----------|------------------------|---------|---|---------|---|---------|---|---------|---|---------|
| EC1      | (0.091,0.143,0.400)    | (0.083,0.125,0.033) | | (0.083,0.111,0.286) | | (0.071,0.111,0.333) | | (0.063,0.100,0.250) | |
| EC11     | (0.029,0.056,0.111)    | (0.071,0.119,0.189) | | (0.080,0.109,0.158) | | (0.014,0.016,0.036) | | (0.143,0.207,0.306) | |
| EC12     | (0.015,0.019,0.044)    | (0.107,0.143,0.189) | | (0.160,0.203,0.263) | | (0.095,0.109,0.143) | | (0.129,0.190,0.265) | |
| EC13     | (0.118,0.185,0.267)    | (0.125,0.190,0.270) | | (0.133,0.172,0.211) | | (0.135,0.172,0.214) | | (0.129,0.172,0.224) | |
| EC14     | (0.088,0.130,0.178)    | (0.018,0.024,0.054) | | (0.053,0.078,0.105) | | (0.054,0.078,0.077) | | (0.100,0.155,0.204) | |
| EC15     | (0.118,0.167,0.244)    | (0.107,0.167,0.243) | | (0.173,0.234,0.298) | | (0.189,0.234,0.304) | | (0.086,0.121,0.184) | |
| EC16     | (0.132,0.204,0.311)    | (0.143,0.214,0.351) | | (0.120,0.141,0.175) | | (0.095,0.141,0.179) | | (0.057,0.086,0.122) | |
| EC17     | (0.103,0.148,0.222)    | (0.054,0.095,0.135) | | (0.027,0.047,0.070) | | (0.149,0.203,0.268) | | (0.029,0.052,0.082) | |
| EC18     | (0.059,0.093,0.133)    | (0.036,0.048,0.081) | | (0.013,0.016,0.035) | | (0.027,0.047,0.071) | | (0.029,0.017,0.041) | |
| EN1      | (0.091,0.286,0.600)    | (0.167,0.375,0.667) | | (0.167,0.333,0.571) | | (0.143,0.333,0.833) | | (0.125,0.300,0.625) | |
| EN11     | (0.118,0.200,0.368)    | (0.028,0.032,0.077) | | (0.235,0.360,0.524) | | (0.185,0.316,0.500) | | (0.250,0.400,0.550) | |
| EN12     | (0.147,0.280,0.526)    | (0.278,0.387,0.500) | | (0.176,0.280,0.476) | | (0.111,0.158,0.313) | | (0.188,0.280,0.450) | |
| EN13     | (0.059,0.120,0.211)    | (0.222,0.290,0.385) | | (0.059,0.120,0.190) | | (0.037,0.053,0.125) | | (0.125,0.200,0.350) | |
| EN14     | (0.029,0.040,0.105)    | (0.056,0.097,0.154) | | (0.118,0.200,0.333) | | (0.222,0.368,0.563) | | (0.031,0.080,0.150) | |
| EN15     | (0.206,0.360,0.579)    | (0.139,0.194,0.269) | | (0.029,0.040,0.095) | | (0.037,0.015,0.088) | | (0.031,0.040,0.100) | |
| SO1      | (0.373,0.571,1.2)     | (0.250,0.500,1.000) | | (0.333,0.556,0.857) | | (0.214,0.556,1.167) | | (0.313,0.600,1.25)  | |
| SO11     | (0.217,0.333,0.467)    | (0.231,0.387,0.560) | | (0.219,0.360,0.550) | | (0.207,0.381,0.733) | | (0.259,0.381,0.588) | |
| SO12     | (0.174,0.278,0.400)    | (0.179,0.29,0.440)  | | (0.188,0.280,0.400) | | (0.172,0.333,0.533) | | (0.185,0.286,0.412) | |
| SO13     | (0.043,0.056,0.133)    | (0.026,0.032,0.080) | | (0.031,0.040,0.100) | | (0.034,0.048,0.133) | | (0.037,0.048,0.118) | |
Table 6 FRN weighting coefficients of the criteria

| Criteria | Local Rank | Global Rank |
|----------|------------|-------------|
| EC1      | (0.071,0.084],[0.286,0.352],[0.357,0.361]) | 1 | – |
| EC11     | (0.031,0.093],[0.096,0.214],[0.215,0.222]) | 5 | (0.002,0.008],[0.028,0.075],[0.077,0.080]) | 15 |
| EC12     | (0.051,0.127],[0.131,0.227],[0.235,0.235]) | 4 | (0.004,0.011],[0.037,0.080],[0.084,0.085]) | 14 |
| EC13     | (0.123,0.132],[0.221,0.254],[0.260,0.263]) | 2 | (0.009,0.011],[0.063,0.090],[0.093,0.095]) | 13 |
| EC14     | (0.038,0.080],[0.088,0.163],[0.167,0.173]) | 7 | (0.003,0.007],[0.025,0.057],[0.060,0.062]) | 17 |
| EC15     | (0.107,0.160],[0.222,0.282],[0.292,0.293]) | 1 | (0.008,0.014],[0.063,0.099],[0.104,0.106]) | 11 |
| EC16     | (0.084,0.128],[0.166,0.282],[0.283,0.289]) | 3 | (0.006,0.011],[0.048,0.099],[0.101,0.105]) | 12 |
| EC17     | (0.039,0.099],[0.101,0.203],[0.203,0.211]) | 6 | (0.003,0.008],[0.029,0.071],[0.072,0.076]) | 16 |
| EC18     | (0.022,0.042],[0.048,0.094],[0.097,0.100]) | 8 | (0.002,0.004],[0.014,0.033],[0.035,0.036]) | 18 |
| EN1      | (0.117,0.155],[0.605,0.722],[0.723,0.728]) | 2 | – |
| EN11     | (0.083,0.208],[0.216,0.331],[0.338,0.341]) | 2 | (0.01,0.032],[0.131,0.239],[0.245,0.248]) | 6 |
| EN12     | (0.141,0.216],[0.231,0.313],[0.331,0.346]) | 1 | (0.017,0.034],[0.14,0.226],[0.239,0.252]) | 5 |
| EN13     | (0.058,0.134],[0.143,0.202],[0.207,0.212]) | 5 | (0.007,0.021],[0.087,0.146],[0.15,0.155]) | 10 |
| EN14     | (0.044,0.130],[0.132,0.222],[0.229,0.229]) | 3 | (0.005,0.020],[0.080,0.16],[0.165,0.167]) | 7 |
| EN15     | (0.042,0.125],[0.125,0.207],[0.225,0.238]) | 4 | (0.005,0.019],[0.076,0.149],[0.163,0.173]) | 8 |
| SO1      | (0.245,0.305],[0.973,1.146],[1.158,1.161]) | 3 | – |
| SO14     | (0.216,0.239],[0.522,0.638],[0.641,0.648]) | 1 | (0.053,0.073],[0.508,0.732],[0.743,0.752]) | 1 |
| SO15     | (0.176,0.184],[0.410,0.469],[0.479,0.480]) | 2 | (0.043,0.056],[0.399,0.538],[0.555,0.558]) | 2 |
| SO11     | (0.094,0.124],[0.295,0.322],[0.349,0.352]) | 3 | (0.023,0.038],[0.287,0.369],[0.404,0.409]) | 3 |
| SO12     | (0.044,0.073],[0.192,0.218],[0.232,0.243]) | 4 | (0.011,0.022],[0.187,0.250],[0.269,0.283]) | 4 |
| SO13     | (0.030,0.038],[0.098,0.125],[0.129,0.136]) | 5 | (0.007,0.012],[0.095,0.144],[0.150,0.158]) | 9 |
Step 1: Construct the basic FRN decision-matrix ($\overline{N}$). To apply the proposed FRN CODAS multi-criteria model for evaluating the alternatives $A_i (i = 1, 2, \ldots, 5)$, the experts’ $E_h (h = 1, 2, \ldots, 5)$ evaluated alternatives using the fuzzy scale shown in Table 7.

The evaluation of alternatives was performed with the eighteen criteria shown in Table 1. Expert assessments of alternatives are shown in Table 8.

Using expressions (1)–(12), the fuzzy sequences from Table 8 were transformed into FRN sequences. The FRN weighted geometric Bonferroni function, expression (26), was used for FRN sequence fusion. An example of the transformation of expert fuzzy estimates from Table 8 at position A1-EC12 is shown in the following section.

At position A1- EC12 in Table 8, the fuzzy values $\tilde{\theta}_{12}^{(1)} = \tilde{\theta}_{12}^{(4)} = \tilde{\theta}_{12}^{(5)} = (7, 9, 10)$ and $\tilde{\theta}_{12}^{(2)} = \tilde{\theta}_{12}^{(3)} = (5, 7, 9)$ were obtained. Based on the presented fuzzy values, three sequences $\theta_{12}^{(1)} = \{5, 5, 7, 7\}$, $\theta_{12}^{(m)} = \{7, 7, 9, 9\}$ and $\theta_{12}^{(u)} = \{9, 9, 10, 10\}$ were formed. Using the expression (1)–(12 and provided that $\delta_1 = \delta_2 = 1$, we can define the lower and upper limit sequences according to the following:

(a) Lower limits:

| No. | Linguistic terms       | Fuzzy values |
|-----|------------------------|--------------|
| 1   | Very low (VL)          | (1,1,1)      |
| 2   | Low (L)                | (1,2,3)      |
| 3   | Medium low (ML)        | (1,3,5)      |
| 4   | Medium (M)             | (3,5,7)      |
| 5   | Medium high (MH)       | (5,7,9)      |
| 6   | High (H)               | (7,9,10)     |
| 7   | Very high (VH)         | (9,10,10)    |
Table 8  Expert evaluation of the alternatives

| Criteria | A1           | A2           | A3           | A4           | A5           |
|----------|--------------|--------------|--------------|--------------|--------------|
| EC11     | ML;L;ML;ML;L | ML;M;M;ML;MH | VH;H;VH;H;MH | M;M;ML;MH;MH | MH;H;MH;H;H |
| EC12     | H;MH;MH;H;H  | VL;L;L;L;L  | H;H;MH;MH;MH | H;M;M;MH;MH  | H;H;MH;VH;VH |
| EC13     | L;ML;M;L;ML  | H;MH;H;H;H  | M;M;M;MH;MH  | H;H;M;MH;MH  | L;L;ML;L;L  |
| EC14     | L;L;ML;ML;L  | VH;H;VH;VH;VH | VH;H;MH;H;H  | MH;M;M;M;M  | MH;H;H;MH;MH |
| EC15     | L;L;ML;ML;L  | ML;L;ML;ML  | H;H;MH;H;H  | MH;M;M;MH;H  | MH;VH;H;MH;MH |
| EC16     | MH;MH;H;MH;H | VH;H;VH;VH;VH | M;M;M;M;M  | ML;M;ML;ML;ML | ML;M;ML;L;L  |
| EC17     | M;MH;MH;M;M | M;M;ML;ML;L | M;MH;ML;ML;ML | ML;MH;ML;M;M | ML;M;ML;L;L  |
| EC18     | VH;VH;VH;VH | H;MH;H;M;M  | M;MH;MH;ML;ML | M;MH;M;M;M  | M;ML;L;M;M  |
| EN11     | ML;L;ML;ML;L | VH;H;MH;MH;MH | H;MH;M;M;M  | H;M;MH;M;M  | M;ML;L;ML;ML |
| EN12     | L;L;ML;ML;L  | ML;L;L;ML  | VL;ML;ML;ML;ML | ML;ML;VL;ML;ML | L;ML;L;ML;L |
| EN13     | L;L;ML;ML;L  | MH;M;H;MH;MH | M;ML;M;M;L  | ML;M;ML;L;L  | MH;M;MH;M;H |
| EN14     | H;MH;MH;M;M | MH;MH;MH;ML;ML | MH;M;M;M;M  | ML;M;ML;L;L  | H;M;MH;H;MH |
| EN15     | H;VH;MH;MH;MH | VH;VH;VH;VH | H;VH;H;MH;H | H;MH;M;M;M  | VH;H;MH;H;H |
| SO14     | H;M;MH;M;M  | ML;L;ML;L;L  | ML;M;ML;L;L  | ML;L;L;L;L  | M;ML;ML;ML;ML |
| SO15     | M;MH;MH;H;H  | L;L;L;ML;ML  | VL;L;L;L;L  | M;ML;M;ML;L  | M;ML;MH;ML;ML |
| SO11     | L;L;ML;ML;L  | MH;H;H;HM;M | MH;H;H;H;H  | MH;H;H;HM;M | H;H;H;HM;MH |
| SO12     | ML;L;L;L;L  | M;M;MH;MH;MH | M;M;MH;MH;MH | L;ML;M;M;M  | M;ML;MH;M;M |
| SO13     | MH;H;VH;MH;MH | H;H;H;MH;VH | MH;MH;H;H;VH | MH;M;MH;MH;H | H;H;H;MH;MH |
(b) Upper limits:

\[ \text{Lim}(\theta_{12}^{(1)(l)}) = \text{Lim}(\theta_{12}^{(4)(l)}) = \text{Lim}(\theta_{12}^{(5)(l)}) = \left( \frac{1}{5} \left\{ 5 \cdot (5 \cdot 7 \cdot 7 \cdot 5)^{1/4} + 5 \cdot (5 \cdot 7 \cdot 7 \cdot 5)^{1/4} + \cdots + 7 \cdot (5 \cdot 5 \cdot 7 \cdot 5)^{1/4} \right\} \right)^{1/2} = 6.14; \]

\[ \text{Lim}(\theta_{12}^{(2)(l)}) = \text{Lim}(\theta_{12}^{(3)(l)}) = 5; \]

\[ \text{Lim}(\theta_{12}^{(1)(m)}) = \text{Lim}(\theta_{12}^{(4)(m)}) = \text{Lim}(\theta_{12}^{(5)(m)}) = \left( \frac{1}{5} \left\{ 7 \cdot (7 \cdot 9 \cdot 9 \cdot 7)^{1/4} + 7 \cdot (7 \cdot 9 \cdot 9 \cdot 7)^{1/4} + \cdots + 9 \cdot (7 \cdot 7 \cdot 9 \cdot 7)^{1/4} \right\} \right)^{1/2} = 8.16; \]

\[ \text{Lim}(\theta_{12}^{(2)(m)}) = \text{Lim}(\theta_{12}^{(3)(m)}) = 7; \]

\[ \text{Lim}(\theta_{12}^{(1)(u)}) = \text{Lim}(\theta_{12}^{(4)(u)}) = \text{Lim}(\theta_{12}^{(5)(u)}) = \left( \frac{1}{5} \left\{ 9 \cdot (9 \cdot 10 \cdot 10 \cdot 9)^{1/4} + 9 \cdot (9 \cdot 10 \cdot 10 \cdot 9)^{1/4} + \cdots + 10 \cdot (9 \cdot 9 \cdot 10 \cdot 9)^{1/4} \right\} \right)^{1/2} = 9.59; \]

\[ \text{Lim}(\theta_{12}^{(2)(u)}) = \text{Lim}(\theta_{12}^{(3)(u)}) = 9. \]
Based on the defined lower and upper limits, the following FRNs are defined:

$$FRN\left(\tilde{\alpha}_{12}^{(1)}\right) = FRN\left(\tilde{\alpha}_{12}^{(4)}\right) = FRN\left(\tilde{\alpha}_{12}^{(5)}\right) = ([5, 6.14], [7, 8.16], [9, 9.59])$$

$$FRN\left(\tilde{\alpha}_{12}^{(2)}\right) = FRN\left(\tilde{\alpha}_{12}^{(3)}\right) = ([6.14, 7], [8.16, 9], [9.59, 10])$$

Using the FRN Bonferroni function (26), the fusion of FRNs was performed, and an aggregate value was obtained $\tilde{\alpha}_{12} = \left(\begin{array}{c} \left[\tilde{\alpha}_{12}^{(1)} - \tilde{\alpha}_{12}^{(1+)}\right], \left[\tilde{\alpha}_{12}^{(2)} - \tilde{\alpha}_{12}^{(2+)}\right], \left[\tilde{\alpha}_{12}^{(3)} - \tilde{\alpha}_{12}^{(3+)}\right] \end{array}\right) = ([5.68, 6.65], (7.69, 8.66], (9.35, 9.84])$. The following section shows the application of the Bonferroni function (26) for the fusion of the FRN sequence $\tilde{\alpha}_{12}^{(i-)}$:

$$\tilde{\alpha}_{12}^{(i-)} = \left(\frac{1}{5(5 - 1)} (5 \cdot 5 + 5 \cdot 5 + ... + 6.14 \cdot 6.14)\right)^{1/5} = 5.68$$

The remaining FRN sequences were obtained similarly. The aggregated FRN initial decision matrix is shown in Table 9.

**Step 2. Normalization of the basic matrix element.** After obtaining the aggregated decision matrix $\mathbf{\tilde{n}}_{\text{N}} = [\tilde{\alpha}_{ij}]_{5 \times 18}$ (Table 9), we apply expression (23) to obtain the normalized matrix elements $\mathbf{\tilde{n}}_{\text{N}}$ in the FRN CODAS methodology.

$$EC11 \ EC12 \ ... \ SO15$$

$$A^1 = \begin{bmatrix}
(0.24, 0.30), [0.38, 0.46], [1.00, 1.00]) & (0.10, 0.11), [0.12, 0.13], [0.15, 0.18]) & (0.55, 0.73), [0.76, 0.90], [0.95, 1.00]) \\
(0.13, 0.18), [0.19, 0.28] , [0.30, 0.65] & (0.35, 0.46) , [0.51, 0.63], [1.00, 1.00]) & (0.65, 0.79), [0.85, 0.96], [1.00, 1.03]) \\
(0.10, 0.10), [0.12, 0.12], [0.12, 0.16] & (0.10, 0.11), [0.12, 0.14], [0.16, 0.19]) & (0.59, 0.77), [0.79, 0.94], [0.97, 1.02]) \\
(0.12, 0.16), [0.16, 0.23], [0.24, 0.44] & (0.11, 0.13), [0.13, 0.18], [0.19, 0.28]) & (0.44, 0.58), [0.65, 0.79], [0.85, 0.96]) \\
(0.10, 0.11), [0.12, 0.13], [0.15, 0.18] & (0.10, 0.10), [0.10, 0.12], [0.12, 0.16]) & (0.59, 0.69), [0.80, 0.90], [0.97, 1.02])
\end{bmatrix}$$

**Step 3. Calculate FRN weighted normalized decision matrix ($\mathbf{\tilde{\omega}}$).** Applying the expression (24), the FRN weighted normalized matrix $\mathbf{\tilde{\omega}} = [\tilde{\alpha}_{ij}]_{5 \times 18}$ is calculated. Where the element $\tilde{\omega}_{11} = \mathbf{w}_1 \cdot \mathbf{\tilde{\omega}}_{11}$ obtain as follows

$$\tilde{\omega}_{11} = \mathbf{w}_1 \cdot \mathbf{\tilde{\omega}}_{11} = ([0.002, 0.008], [0.028, 0.075], [0.077, 0.080]) \cdot ([0.24, 0.30], [0.38, 0.46], [1.00, 1.00])$$

$$= ([0.0005, 0.0024], [0.0105, 0.0349], [0.0767, 0.0803])$$

The remaining elements of the matrix $\mathbf{\tilde{\omega}} = [\tilde{\omega}_{ij}]_{5 \times 18}$ are calculated similarly.

**Step 4. Determine FR negative-ideal solution.** We obtain the FRN negative-ideal solution matrix $\mathbf{\bar{n}}_{\text{E}11} = [\bar{n}_{ij}]_{1 \times 18}$ as follows:

$$\bar{n}_{EC11} = \min\{\bar{n}_{1-EC11}; \bar{n}_{2-EC11}; \bar{n}_{3-EC11}; \bar{n}_{4-EC11}; \bar{n}_{5-EC11}\}$$

$$= \min\{([0.0005, 0.0024]; [0.0015, 0.0349]; [0.0767, 0.0803]); ([0.0003, 0.0014]; [0.0051, 0.0207]; [0.0233, 0.0519]); ([0.0002, 0.0008]; [0.0029, 0.0091]; [0.0093, 0.0125]); ([0.0003, 0.0012]; [0.0044, 0.0171]; [0.0184, 0.0355]); ([0.0002, 0.0008]; [0.0032, 0.0098]; [0.0115, 0.0141])\}$$

$$= ([0.0002, 0.0008]; [0.0029, 0.0091]; [0.0093, 0.0125])$$
| Crit  | A1              | A2              | A3              |
|-------|-----------------|-----------------|-----------------|
| EC11  | \([1.00,1.00],[2.16,2.63],[3.30,4.25]\) | \([1.55,3.29],[3.63,5.39],[5.66,7.42]\) | \([6.43,8.24],[8.30,9.59],[9.63,9.96]\) |
| EC12  | \([5.68,6.65],[7.69,8.66],[9.35,9.84]\) | \([1.00,1.00],[1.60,1.95],[2.15,2.89]\) | \([5.32,6.27],[7.32,8.28],[9.17,9.65]\) |
| EC13  | \([1.06,1.59],[2.35,3.56],[3.63,5.39]\) | \([5.36,6.80],[7.42,8.81],[8.86,9.87]\) | \([3.30,4.25],[5.32,6.27],[7.32,8.28]\) |
| EC14  | \([1.00,1.00],[2.16,2.63],[3.30,4.25]\) | \([7.69,8.66],[9.35,9.84],[10.0,10.0]\) | \([6.24,7.65],[8.22,9.29],[9.63,9.96]\) |
| EC15  | \([1.00,1.00],[2.16,2.63],[3.30,4.25]\) | \([1.06,1.59],[2.35,3.56],[3.63,5.39]\) | \([6.24,6.91],[8.25,8.91],[9.63,9.96]\) |
| EC16  | \([5.32,6.27],[7.32,8.28],[9.17,9.65]\) | \([8.25,8.91],[9.63,9.96],[10.0,10.0]\) | \([3.00,3.00],[5.00,5.00],[7.00,7.00]\) |
| EC17  | \([3.30,4.25],[5.32,6.27],[7.32,8.28]\) | \([1.27,2.19],[2.84,4.25],[4.39,6.22]\) | \([1.25,2.88],[3.30,5.00],[5.31,7.04]\) |
| EC18  | \([7.69,8.66],[9.35,9.84],[10.0,10.0]\) | \([3.30,5.00],[5.31,7.04],[7.29,8.68]\) | \([2.27,4.17],[4.39,6.22],[6.43,8.24]\) |
| EN11  | \([1.00,1.00],[2.33,2.82],[3.66,4.64]\) | \([5.31,7.04],[7.29,8.68],[9.17,9.65]\) | \([3.30,5.00],[5.31,7.04],[7.29,8.68]\) |
| EN12  | \([1.00,1.00],[2.33,2.82],[3.66,4.64]\) | \([1.06,1.59],[2.35,3.56],[3.63,5.39]\) | \([1.00,1.00],[2.15,2.89],[3.18,4.75]\) |
| EN13  | \([1.00,1.00],[2.16,2.63],[3.30,4.25]\) | \([4.22,5.64],[6.24,7.65],[8.22,9.29]\) | \([1.59,2.59],[3.16,4.64],[4.70,6.60]\) |
| EN14  | \([3.63,5.39],[5.66,7.42],[7.64,9.06]\) | \([2.05,4.10],[4.23,6.22],[6.29,8.27]\) | \([3.30,5.00],[5.31,7.04],[7.29,8.68]\) |
| EN15  | \([5.31,7.04],[7.29,8.68],[9.17,9.65]\) | \([9.00,9.00],[10.0,10.0],[10.0,10.0]\) | \([6.24,7.65],[8.22,9.29],[9.63,9.96]\) |
| SO14  | \([3.30,5.00],[5.31,7.04],[7.29,8.68]\) | \([1.00,1.00],[2.16,2.63],[3.30,4.25]\) | \([1.06,1.59],[2.35,3.56],[3.63,5.39]\) |
| SO15  | \([4.39,6.22],[6.43,8.24],[8.30,9.59]\) | \([1.00,1.00],[2.16,2.63],[3.30,4.25]\) | \([1.00,1.00],[1.60,1.95],[2.15,2.89]\) |
| SO11  | \([1.00,1.00],[2.33,2.82],[3.66,4.64]\) | \([4.39,6.22],[6.43,8.24],[8.30,9.59]\) | \([6.24,6.91],[8.25,8.91],[9.63,9.96]\) |
| SO12  | \([1.00,1.00],[2.04,2.34],[3.07,3.66]\) | \([3.66,4.64],[5.68,6.65],[7.69,8.66]\) | \([3.63,5.39],[5.66,7.42],[7.64,9.06]\) |
| SO13  | \([5.31,7.04],[7.29,8.68],[9.17,9.65]\) | \([6.24,7.65],[8.22,9.29],[9.63,9.96]\) | \([5.66,7.42],[7.64,9.06],[9.35,9.84]\) |
| Criteria | A4 | A5 |
|----------|----|----|
| EC11     | ([2.27,4.17],[4.39,6.22],[6.43,8.24]) | ([5.68,6.65],[7.69,8.66],[9.35,9.84]) |
| EC12     | ([3.63,5.39],[5.66,7.42],[7.64,9.06]) | ([6.43,8.24],[8.30,9.59],[9.63,9.96]) |
| EC13     | ([3.63,5.39],[5.66,7.42],[7.64,9.06]) | ([1.00,1.00],[2.04,2.34],[3.07,3.66]) |
| EC14     | ([3.07,3.66],[5.07,5.68],[7.07,7.69]) | ([5.32,6.27],[7.32,8.28],[9.17,9.65]) |
| EC15     | ([3.63,5.39],[5.66,7.42],[7.64,9.06]) | ([5.31,7.04],[7.29,8.68],[9.17,9.65]) |
| EC16     | ([1.06,1.59],[3.07,3.66],[5.07,5.68]) | ([1.06,1.59],[2.35,3.56],[3.63,5.39]) |
| EC17     | ([1.55,3.29],[3.63,5.39],[5.66,7.42]) | ([1.06,1.59],[2.35,3.56],[3.63,5.39]) |
| EC18     | ([3.07,3.66],[5.07,5.68],[7.07,7.69]) | ([1.59,2.59],[3.16,4.64],[4.70,6.60]) |
| EN11     | ([3.30,5.00],[5.31,7.04],[7.29,8.68]) | ([1.06,1.59],[2.65,3.66],[4.22,5.64]) |
| EN12     | ([1.00,1.00],[2.15,2.89],[3.18,4.75]) | ([1.00,1.00],[2.33,2.82],[3.66,4.64]) |
| EN13     | ([1.27,2.19],[2.84,4.25],[4.39,6.22]) | ([3.63,5.39],[5.66,7.42],[7.64,9.06]) |
| EN14     | ([1.27,2.19],[2.84,4.25],[4.39,6.22]) | ([4.39,6.22],[6.43,8.24],[8.30,9.59]) |
| EN15     | ([3.30,5.00],[5.31,7.04],[7.29,8.68]) | ([5.66,7.42],[7.64,9.06],[9.35,9.84]) |
| SO14     | ([1.00,1.00],[2.04,2.34],[3.07,3.66]) | ([1.06,1.59],[3.07,3.66],[5.07,5.68]) |
| SO15     | ([1.27,2.19],[2.84,4.25],[4.39,6.22]) | ([1.25,2.88],[3.30,5.00],[5.31,7.04]) |
| SO11     | ([3.63,5.39],[5.66,7.42],[7.64,9.06]) | ([5.68,6.65],[7.69,8.66],[9.35,9.84]) |
| SO12     | ([1.59,2.59],[3.16,4.64],[4.70,6.60]) | ([2.13,3.59],[4.22,5.64],[6.24,7.65]) |
| SO13     | ([4.22,5.64],[6.24,7.65],[8.22,9.29]) | ([5.68,6.65],[7.69,8.66],[9.35,9.84]) |
Applying the same calculations, we obtain other elements of the negative-ideal solution matrix \( \bar{N} \bar{S} = [\bar{n}_{ij}]_{1 \times 18} \):

\[
\begin{align*}
\bar{n}_{EC12} & = ([0.0004, 0.0011], [0.0039, 0.0096], [0.0102, 0.0132]); \\
\bar{n}_{EC13} & = ([0.0010, 0.0013], [0.0145, 0.0236], [0.0321, 0.0393]); \\
\bar{n}_{EC14} & = ([0.0002, 0.0007], [0.0054, 0.0151], [0.0197, 0.0266]); \\
\bar{n}_{EC15} & = ([0.0008, 0.0014], [0.0071, 0.0120], [0.0148, 0.0170]); \\
\bar{n}_{EC16} & = ([0.0006, 0.0017], [0.0112, 0.0354], [0.0367, 0.0564]); \\
\bar{n}_{EC17} & = ([0.0004, 0.0018], [0.0093, 0.0347], [0.0360, 0.0561]); \\
\bar{n}_{EC18} & = ([0.0002, 0.0009], [0.0043, 0.0154], [0.0163, 0.0240]); \\
\bar{n}_{EN11} & = ([0.0011, 0.0035], [0.0333, 0.0737], [0.0976, 0.1256]); \\
\bar{n}_{EN12} & = ([0.0045, 0.0092], [0.0823, 0.1748], [0.2083, 0.3195]); \\
\bar{n}_{EN13} & = ([0.0008, 0.0025], [0.0228, 0.0468], [0.0602, 0.0800]); \\
\bar{n}_{EN14} & = ([0.0008, 0.0053], [0.0274, 0.0822], [0.0874, 0.1250]); \\
\bar{n}_{EN15} & = ([0.0016, 0.0097], [0.0402, 0.1051], [0.1186, 0.1502]); \\
\bar{n}_{EN11} & = ([0.0072, 0.0100], [0.1419, 0.2342], [0.3126, 0.3778]); \\
\bar{n}_{EN12} & = ([0.0052, 0.0068], [0.077, 0.1266], [0.1440, 0.1944]); \\
\bar{n}_{EC13} & = ([0.0024, 0.0039], [0.0696, 0.1083], [0.1535, 0.1969]); \\
\bar{n}_{EC14} & = ([0.0014, 0.0029], [0.0496, 0.0758], [0.1073, 0.1345]); \\
\bar{n}_{EC15} & = ([0.0032, 0.0069], [0.0618, 0.1141], [0.1280, 0.1526]);
\end{align*}
\]

**Step 5. Calculate the FRN weighted Euclidean \((\bar{E}D_i)\) and FRN weighted Hamming \((\bar{H}D_i)\) distances.** We obtain the \(\bar{E}D_i\) and \(\bar{H}D_i\) distances of alternatives from the FRN negative-ideal solution, using Eqs. (26)–(29):

(a) By applying Eqs. (26) and (27), we calculate \(\bar{E}D_i\) for the first alternative:

\[
\overline{E}D_1 = \sum_{j=1}^{18} (0.0368 + 0.0013 + 0.0055 + \cdots + 0.00) = 0.942
\]

where each sequence is calculated using Eq. (27)

\[
d_E(\bar{\tau}_{EC11}; \bar{n}_1) = \sqrt{\frac{\{0.0005 - 0.0002\}^2 + \{0.0024 - 0.0008\}^2 + 2\{0.0105 - 0.0029\}^2 + \{0.0349 - 0.0091\}^2 + \{0.0767 - 0.0093\}^2 + \{0.0803 - 0.0125\}^2}{8}} = 0.00368
\]

In the same way, we calculate the Euclidean distances \(d_E(\bar{\tau}_{ij}; \bar{n}_j)\) of the other alternatives:

\[
\bar{E}D_i = \begin{bmatrix}
A_1 & 0.9417 \\
A_2 & 0.9135 \\
A_3 & 0.7858 \\
A_4 & 0.6879 \\
A_5 & 0.8050
\end{bmatrix}
\]
(b) By applying Eq. (28) and (29) we calculate $\overline{HD_i}$ for the first alternative:

$$\overline{HD_1} = \sum_{j=1}^{18} (0.0872 + 0.0031 + 0.0128 + \cdots + 0.00) = 2.419$$

where each sequence is calculated using Eq. (29).

$$d_H(\tau_{EC11}; \eta_1) = |0.0005 - 0.0002| + |0.0024 - 0.0008| + 2|0.0105 - 0.0029| +$$

$$\frac{2|0.0349 - 0.0091| + |0.0767 - 0.0093| + |0.0803 - 0.0125|}{8} = 2.419$$

In the same way, we calculate the Hamming distances $d_H(\tau_{ij}; \eta_j)$ of the other alternatives:

$$\overline{HD} = \begin{bmatrix} 2.4190 \\ 2.2615 \\ 1.6830 \\ 1.2617 \\ 1.7367 \end{bmatrix}$$

**Step 6. Determine relative assessment matrix.** By applying expression (30) we obtain the elements of the relative assessment matrix:

$$Q = \begin{bmatrix} A_1 & A_2 & A_3 & A_4 & A_5 \\ A_1 & 0.000 & 0.186 & 0.892 & 1.411 & 0.819 \\ A_2 & -0.186 & 0.000 & 0.706 & 1.225 & 0.633 \\ A_3 & -0.892 & -0.706 & 0.000 & 0.519 & -0.019 \\ A_4 & -1.411 & -1.225 & -0.519 & 0.000 & -0.592 \\ A_5 & -0.819 & -0.633 & 0.019 & 0.592 & 0.000 \end{bmatrix}$$

Element of the relative assessment matrix on the position $A_2-A_1$ we obtain by applying Eqs. (30) and (31)

$$\phi_{21} = \left( \overline{ED}_2 - \overline{ED}_1 \right) + (0.02 \cdot \left( \overline{ED}_2 - \overline{ED}_1 \right) \cdot \left( \overline{HD}_2 - \overline{HD}_1 \right))$$

$$= (0.9135 - 0.9417) + (0.02 \cdot (0.9135 - 0.9417) \cdot (2.2615 - 2.4190)) = -0.186$$

**Step 7. Calculate the assessment score ($\Psi_i$) of each alternative.** Finally, we obtain the FRN CODAS criteria function (32) for the final ranking of the alternatives:

$$\Psi_i \text{  Rank}$$

$$\begin{bmatrix} A1 & 3.308 \\ A2 & 2.379 \\ A3 & -1.098 \\ A4 & -3.748 \\ A5 & -0.841 \end{bmatrix} \begin{bmatrix} 1 \\ 2 \\ 4 \\ 5 \\ 3 \end{bmatrix}$$

The alternative should have the highest possible value $\Psi_i$, so the following rank $A1 > A2 > A5 > A3 > A4$ is obtained. It is noticed from the initial decision matrix that for $A1$, the respondents are given higher ratings for most of the favorable attributes than non-beneficial criteria. A contrast is noticed in case of the worst performer, i.e., $A4$. Therefore, the final ranking order is in sync with the common notion of the decision makers.
4.3 Sensitivity analyses

In the following section, the validation of the results obtained in Sect. 3 was performed. The validation of the results was performed through four phases.

**Phase 1** The parameters $\delta_1$ and $\delta_2$ are defined based on subjective assessments of the decision-maker, and the values $\delta_1 = \delta_2 = 1$ were adopted to obtain the initial results. The parameters $\delta_1$ and $\delta_2$ have a significant influence on the change of rough boundary interval of fuzzy rough numbers, so in some situations, it is expected that the change of the values of the parameters $\delta_1$ and $\delta_2$ affects the change of the initial results. Therefore, in the first phase, an experiment was conducted in which the change of parameters $\delta_1$ and $\delta_2$ in the interval $1 \leq \delta_1, \delta_2 \leq 70$ was simulated.

**Phase 2** The elements of the relative assessment matrix $Q = [\phi_{ik}]_{5 \times 5}$ are calculated using expression (30). Following the recommendations of Keshavarz Ghorabaee et al. (2016) for the calculation of the initial solution, the value $\beta = 0.02$ for the threshold function was adopted. By analyzing the mathematical form of expression (30), we notice that the threshold parameter $\beta$ affects the final value of the elements relative assessment matrix. Therefore, in this phase, an experiment was conducted in which the change of the parameter $\beta$ in the interval $0 \leq \beta \leq 1$ was simulated.

**Phase 3** In the third phase, an experiment was conducted in which 50 new vectors of weight coefficients of the criteria were formed. In each scenario, the decrease in the value of the most influential criterion by 2% was simulated, while at the same time the values of the remaining criteria were proportionally corrected.

**Phase 4** In the fourth phase, a comparison was made with other multi-criteria techniques from the literature. The extant literature shows the utility of comparative analysis of results obtained by using various MCDM methods for validation purpose (Biswas et al., 2021; Pamucar et al., 2021). In this study three multi-criteria techniques were used for comparison: rough COPRAS (COmplex PRoportional ASsessment) method (Pamucar et al., 2018), rough MAIRCA (MultiAtributive Ideal-Real Comparative Analysis) method (Bozanic et al., 2020), and fuzzy MARCOS (Measurement of Alternatives and Ranking according to COmpromise Solution) methodology (Stankovic et al., 2020). There are no examples in the literature of applying the presented fuzzy rough methodology in multi-criteria decision-making. Therefore, extensions of COPRAS, MAIRCA and MARCOS methods in fuzzy and rough environment were used for comparison.

4.3.1 Change of values of parameters $\delta_1$ and $\delta_2$

The FRN approach presented in this study is based on the representation of inaccuracies and uncertainties using a rough boundary interval (RBI). A rough boundary interval is defined based on objective and subjective values. Objective values include a set of data based on which inaccuracy is defined, while subjective parameters include the parameters of the Bonferroni function used to calculate the RBI limit values. The values $\delta_1 = \delta_2 = 1$ were adopted for the calculation of the initial solution. Changes in the values of the parameters $\delta_1$ and $\delta_2$ in expressions (7)–(12) affect the change in RBI, which can also affect the final results of the decision-making model. Figure 3 shows the dependence of the assessment score on the change of the parameters $\delta_1$ and $\delta_2$ in the interval $1 \leq \delta_1, \delta_2 \leq 70$.

Figure 3 shows the dependence of the assessment score of alternatives A1, A2, and A3 on the change of parameters $1 \leq \delta_1, \delta_2 \leq 70$. Similarly, changes in the parameters $\delta_1$ and $\delta_2$ affect the change in the assessment score of the remaining alternatives. Increasing the values of the parameters $\delta_1$ and $\delta_2$ affects the increase in the RBI fuzzy rough numbers. RBI is a measure
Fig. 3 Dependence of assessment score on parameter change in the interval $1 \leq \delta_1, \delta_2 \leq 70$
4.3.2 Change the value of the parameter $β$

As previously stated, when defining the initial solution, the value of the parameter $β = 0.02$ was adopted. It is evident that the value of the parameter $β$ influences the definition of the elements of the relative assessment matrix elements. Therefore, in the next part, an experiment was conducted in which 100 scenarios were created. In the first scenario, the value $β = 0.00$ was adopted, while in each subsequent scenario, the value of $β$ was defined using the expression $β_i = β_{i-1} + 0.01$ ($i = 1, 2, ..., 100$). Simultaneously with the change in the value of the parameter $β$, the impact of these changes on the value of the assessment score alternative was analyzed, Fig. 5.

The results in Fig. 5 show that increasing the value of the parameter $β$ leads to a decrease in the value of the assessment score alternatives. This scenario is expected if we consider the influence of the parameter $β$ in the linear function (30). The results show that the decline in the assessment score is constant in all alternatives and that there are no drastic changes that can affect the change in the ranking of alternatives. Also, this indicates to us the fact that the initial rank $A_1 > A_2 > A_5 > A_3 > A_4$ was confirmed by both FRN weighted Euclidean and FRN weighted Hamming distances. Based on the above, we can conclude that the initial rank $A_1 > A_2 > A_5 > A_3 > A_4$ is credible and that alternative $A_1$ is the dominant alternative.
4.3.3 Analysis of changes in weight coefficients of criteria

In the following part, the influence of the change of the weight coefficient of the most important criterion ($w_{SO14}$) on the ranking results is analyzed. Based on the recommendations of Kahraman (2002), new weight vectors were generated, and their influence on changes in the rankings of alternatives was analyzed. Since FRN weights were used in this study, for each of the six segments of the fuzzy rough number, the limits of change of the weighting factor of the $w_{SO14}$ criterion were defined, according to the following: (1) lower bound $-0.0528 \leq \Delta w_s^{(l)} \leq 0.163$ and $-0.0731 \leq \Delta w_s^{(l)} \leq 0.327$; (2) modal value $-0.508 \leq \Delta w_s^{(m)} \leq 1.789$ and $-0.732 \leq \Delta w_s^{(m)} \leq 2.827$; and (3) upper bound $-0.7426 \leq \Delta w_s^{(u)} \leq 2.965$ and $-0.752 \leq \Delta w_s^{(u)} \leq 3.047$. Defined intervals are divided by 50 sequences within which new vectors of weight coefficients were generated. Thus, 50 new vectors of weight coefficients were formed. Figure 6 shows the new weighting vectors for the modal value $w^{(m)}_j$.

After the calculation of new FRN vectors, their influence on the change of assessment score alternatives was analyzed. The influence of FRN vectors on the change of assessment score alternatives is shown in Fig. 7.

The results shown in Fig. 7 show that new vectors of criterion weight coefficients lead to a change in assessment score alternatives. These changes show that the FRN MACBETH CODAS model is sensitive to changes in the weight coefficients of the criteria, which is one of the significant features of the MCDM model. Also, the results show that a decrease in the significance of the most influential criterion leads to an increase in the assessment score of the dominant alternative (A1), and that the initial rank A1 > A2 > A5 > A3 > A4 was maintained through the scenarios.

4.4 Comparative analysis

In order to show the efficiency of the novel developed FRN approach, this section performs a comparative analysis test to compare the results of the developed approach with other FRN-based MCDM methods. The rough COPRAS method (Pamucar, Božanić, et al., 2018), the rough MAIRCA method (Bozanic et al., 2020) and the fuzzy MARCOS method (Stankovic et al., 2020) were chosen to compare the results. The presented MCDM techniques were used.
Fig. 6 New vectors of criteria weights for modal value $w_j^{(m)+}$

Fig. 7 Influence of FRN vector on change of assessment score alternative

to compare the results, which, like the CODAS method, use a linear approach for normalizing the data. This criterion for selecting MCMD techniques was used because many studies (Pamucar & Cirovic, 2015; Yazdani, Torkayesh, et al., 2020) show that the application of different normalization techniques in MCMD models in some situations can lead to distortion of the results. These multi-criteria techniques were applied under the same conditions, and the results shown in Fig. 8 were obtained.

The results from Fig. 8 show that the application of FRN CODAS, rough COPRAS, and Rough MAIRCA techniques gave the same rank. Minor changes in the range of alternatives A2 and A5 occurred due to the fuzzy MARCOS method. However, by applying all multi-criteria techniques, alternative A1 has been proposed as the best solution, so we can conclude that it represents the dominant alternative from the considered set. In the next part (Table 10), a comparison of the applied multi-criteria techniques is performed and their specifics are pointed out.
Based on the comparison of the results, it can be concluded that A1 is the best alternative according to all methodologies. However, unlike classical extensions of MCMD techniques in a fuzzy or rough environment, FRN CODAS methodologies allow flexible decision-making due to decision makers’ risk attitudes and interrelationships between decision-making matrix parameters. These characteristics of the FRN CODAS model represent a significant advantage that affects the flexibility of the presented methodology when applied in real applications.

The Fuzzy rough methodology presented in this study is based on defining a rough boundary interval using Bonferroni functions. The application of the Bonferroni function has improved the adaptability of the multi-criteria framework as the rough boundary interval adjusts to the level of risk presented in the information. Applying the FRN approach in the CODAS methodology enables the presentation of the degree of agreement in expert assessments. A rough boundary interval defines the degree of agreement in the presented methodology. More significant discrepancies in expert estimates lead to an increase in the rough boundary interval of fuzzy rough numbers, while in the case of complete agreement, the fuzzy rough number is transformed into a fuzzy number. On the other hand, rough COPRAS, rough MAIRCA, and fuzzy MARCOS techniques do not have such adaptability, limiting their ability to process uncertainty and inaccuracy in real data.
5 Conclusions

This study presented a novel decision-making approach to address the supplier selection problem in HSC management during the COVID-19 pandemic. This study contributes to the literature in different directions as follows. First, this is the first study to develop FRN extension of MACBETH and CODAS methods. Also, this study for the first time developed an integrated decision-making approach by combining FRN MACBETH-CODAS methods. On the other hand, this study is first in its kind to use an FRN-based approach to address supplier selection problem of medical masks and face shields during COVID-19 pandemic. Both of the face masks and shields are highly consumed in hospitals and different places. The most important way to prevent the virus spread to use face masks and shields, specifically in medical departments that are dealing with infected people. Therefore, addressing supplier selection problem is one of the most critical operations for all hospitals in order to prevent any consequences caused from shortage of such products. The developed decision-making approach is applied for a real-life case study to address supplier selection in HSC management of a Turkish hospital in Istanbul during the COVID-19 pandemic. The developed methodology empowers real-life decision-makers in healthcare managerial sector to express their opinion against characteristics of the suppliers in flexible way through FRN environment. Thus, results of the developed methodology for the investigated case provide strong implications for suitability of suppliers based on their technical and sustainability performances.

Although this study develops a novel decision-making approach to address an important SC problem during COVID-19, there exist some limitations that should be considered in future studies. First, HSC operations like other SC operations are very depended the daily changes that may happen in the market. Therefore, due to high impact of future events on the decision-making problems, considering impacts of future events would help managers to make more reliable decisions. Stratification concept (Torkayesh et al., 2021) is one of the reliable concepts that can be integrated with the developed FRN-based approach to include such impacts in the calculations. Such impacts can be included in both of weighting and ranking operations of MCDM approaches.

This study can be extended in various future directions as follows. The most common direction is to utilize the developed methodology to investigate supplier selection problem in different SC applications such as transportation, waste management, perishable products, cosmetics, and dairy products. One may use other weighting method instead of MACBETH such as BWM which are more popular to address complex decision-making approaches. Another way to enhance reliability of the weight determination process is to integrate objective and subjective weight methods to determine optimal decision criteria with lower biasedness. The same can happen for the ranking method where CODAS can be integrated with other ranking MCDM methods such as CoCoSo, COPRAS, or MARCOS where finally a voting method can show the consensus final ranking.

Appendix

See Table 11.
| Reference | Methodology     | Application                  | Uncertainty type                      | Case study       |
|-----------|----------------|------------------------------|---------------------------------------|------------------|
| Liu et al. (2019) | BWM-AQM       | Watch manufacturing         | Interval-valued intuitionistic linguistic set | China            |
| Mohammad et al. (2019) | TOPSIS-FMOO | Metal manufacturing         | Triangular fuzzy set                  | Saudi Arabia     |
| Yazdani et al. (2020), Yazdani et al. (2020) | DEMATEL-BWM-EDAS | Healthcare sector | –                                      | Spain            |
| Tirkolaee et al. (2020) | DEMATEL-TOPSIS-FMOO | Lamp production company     | Triangular fuzzy set                  | Iran             |
| Ecer and Pamucar (2020) | BWM-CoCoSo    | Home appliance manufacturing | Triangular fuzzy set                  | Serbia           |
| Chen et al. (2020), Chen et al. (2020) | DEMATEL-TOPSIS | Transportation industry     | Fuzzy rough set                        | China            |
| Kannan et al. (2020) | BWM-VIKOR     | Cable and wire production company | Triangular fuzzy set                  | Iran             |
| Yazdani et al. (2021) | CRITIC-CoCoSo | Diary company               | Interval-valued Neutrosophic set       | Iran             |
| Yazdani et al. (2021) | SWARA-LBWA-MARCOS | Wine industry               | D-numbers                             | Spain            |
| Liu et al. (2021b) | MULTIMOORA    | Electric Transportation Sector | Intuitionistic linguistic rough numbers | China            |
| Li et al. (2021) | BWM-MOMM      | Transportation Sector       | –                                     | China            |
| Mina et al. (2021) | AHP-TOPSIS-FIS | Petrochemical industry     | Triangular fuzzy set                  | Iran             |
| Fallahpour et al. (2021) | DEMATEL-BWM-ANP-FIS | Palm oil industry          | Triangular fuzzy set                  | Malaysia          |
| Chang et al. (2021) | ITARA-PROMETHEE | Electronics manufacturing   | –                                     | China            |
| Mahmoudi et al. (2021) | ORA           | Transportation Sector       | Triangular fuzzy set                  | –                |
Table 11 (continued)

| Reference | Methodology | Application | Uncertainty type | Case study |
|-----------|-------------|-------------|------------------|------------|
| Wu et al. (2021) | GRA-FMEA-Entropy-DEMA | Chemical industry | Triangular fuzzy set | China |
| Ulutas et al. (2021) | MULTIMOOSRAL | Numerical case | – | – |
| Garcez et al. (2021) | GRA | Numerical case | Grey numbers | – |
| Orji and Ojadi (2021) | AHP-MULTIMOORA | Manufacturing industry | Triangular fuzzy set | Nigeria |
| Alipour et al. (2021) | SWARA-COPRAS | fuel cell and hydrogen components | Pythagorean fuzzy set | Iran |
| Perçin (2021) | AHP-COPRAS | Cement Company | Interval-valued intuitionistic fuzzy sets | Turkey |

**References**

Alipour, M., Hafezi, R., Rani, P., Hafezi, M., & Mardani, A. (2021). A new Pythagorean fuzzy-based decision-making method through entropy measure for fuel cell and hydrogen components supplier selection. *Energy, 234*, 121208.

Alosta, A., Elmansuri, O., & Badi, I. (2021). Resolving a location selection problem by means of an integrated AHP-RAFSI approach. *Reports in Mechanical Engineering, 2*(1), 135–142.

Bahadori, M., Hosseini, S. M., Teymourzadeh, E., Ravangard, R., Raadabadi, M., & Alimohammadzadeh, K. (2020). A supplier selection model for hospitals using a combination of artificial neural network and fuzzy VIKOR. *International Journal of Healthcare Management, 13*(4), 286–294.

Bana e Costa, C. A. (2001). The use of multi-criteria decision analysis to support the search for less conflicting policy options in a multi-actor context: Case study. *Journal of Multi-Criteria Decision Analysis, 10*, 111–125. https://doi.org/10.1002/mcda.292

Bana e Costa, C. A., & Chagas, M. P. (2004). A career choice problem: An example of how to use MACBETH to build a quantitative value model based on qualitative value judgments. *European Journal of Operational Research, 153*, 323–331.

Bana e Costa, C. A., & Vansnick, J. C. (1994). MACBETH—an interactive path towards the construction of cardinal value functions. *International Transactions in Operational Research, 1*(4), 489–500.

Berisa, H. A. (2020). Development of national logistics in support of the Serbian air force: Long-term prospects. *Military Technical Courier, 68*(1), 107–130.

Biswas, S., Majumder, S., & Dawn, S. K. (2021). Comparing the socioeconomic development of G7 and BRICS countries and resilience to COVID-19: An entropy–MARCOS framework. *Business Perspectives and Research*. https://doi.org/10.1177/22785337211015406
Biswas, S. (2020). Measuring performance of healthcare supply chains in India: A comparative analysis of multi-criteria decision making methods. *Decision Making: Applications in Management and Engineering*, 3(2), 162–189.

Bonferroni, C. (1950). Sulle medie multiple di potenze. *Bollettino Matematica Italiana*, 5, 267–270.

Bozanic, D., Randjelovic, A., Radovanovic, M., & Tesic, D. (2020). A hybrid LBWA - IR-MAIRCA multi-criteria decision-making model for determination of constructive elements of weapons. *Facta Universitatis Series: Mechanical Engineering*, 18(3), 399–418.

Chang, T. W., Pai, C. J., Lo, H. W., & Hu, S. K. (2021). A hybrid decision-making model for sustainable supplier evaluation in electronics manufacturing. *Computers & Industrial Engineering*, 156, 107283.

Chen, Z., Lu, M., Ming, X., Zhang, X., & Zhou, T. (2020). Explore and evaluate innovative value propositions for smart product service system: A novel graphics-based rough-fuzzy DEMATEL method. *Journal of Cleaner Production*, 243, 118672.

Chen, Z., & Ming, X. (2020). A rough–fuzzy approach integrating best–worst method and data envelopment analysis to multi-criteria selection of smart product service module. *Applied Soft Computing*, 94, 106479.

Chen, Z., Ming, X., Zhou, T., & Chang, Y. (2020). Sustainable supplier selection for smart supply chain considering internal and external uncertainty: An integrated rough-fuzzy approach. *Applied Soft Computing*, 87, 106004.

Deveci, M., Özcan, E., John, R., Covrig, C. F., & Pamucar, D. (2020). A study on offshore wind farm siting criteria using a novel interval-valued fuzzy-rough based Delphi method. *Journal of Environmental Management*, 270, 110916.

Deveci, M., Simic, V., & Torkayesh, A. E. (2021). Remanufacturing facility location for automotive Lithium-ion batteries: An integrated neutrosophic decision-making model. *Journal of Cleaner Production*, 317, 128438.

Dubois, D., & Prade, H. (1990). Rough fuzzy sets and fuzzy rough sets. *International Journal of General System*, 17(2–3), 191–209.

Ecer, F., & Pamucar, D. (2020). Sustainable supplier selection: A novel integrated fuzzy best worst method (F-BWM) and fuzzy CoCoSo with Bonferroni (CoCoSo‘B) multi-criteria model. *Journal of Cleaner Production*, 266, 121981. https://doi.org/10.1016/j.jclepro.2020.121981

Elluru, S., Gupta, H., Kaur, H., & Singh, S. P. (2019). Proactive and reactive models for disaster resilient supply chain. *Annals of Operations Research*, 283(1), 199–224.

Fallahpour, A., Nayeri, S., Sheikhalishahi, M., Wong, K. Y., Tian, G., & Fathollahi-Fard, A. M. (2021). A hyper-rough fuzzy decision-making framework for the sustainable-resilient supplier selection problem: A case study of Malaysian Palm oil industry. *Environmental Science and Pollution Research*. https://doi.org/10.1007/s11356-021-12491-y

Gao, H., Ran, L., Wei, G., Wei, C., & Wu, J. (2020). VIKOR method for MAGDM based on q-rung interval-valued orthopair fuzzy information and its application to supplier selection of medical consumption products. *International Journal of Environmental Research and Public Health*, 17(2), 525.

Garcz, T. V., Cavelcanti, H. T., & de Almeida, A. T. (2021). A hybrid decision support model using Grey Relational Analysis and the Additive-Veto Model for solving multicriteria decision-making problems: An approach to supplier selection. *Annals of Operations Research*, 1–33.

Ghosh, I., & Biswas, S. (2016). A comparative analysis of multi-criteria decision models for ERP package selection for improving supply chain performance. *Asia-Pacific Journal of Management Research and Innovation*, 12(3–4), 250–270.

Goh, M., Zhong, S., & De Souza, R. (2020). Operational framework for healthcare supplier selection under a fuzzy multi-criteria environment.

Goli, A., Zare, H. K., Tavakkoli-Moghaddam, R., & Sadegheih, A. (2020). Multiobjective fuzzy mathematical model for a financially constrained closed-loop supply chain with labor employment. *Computational Intelligence*, 36(1), 4–34.

Guarnieri, P., & Trojan, F. (2019). Decision making on supplier selection based on social, ethical, and environmental criteria: A study in the textile industry. *Resources, Conservation and Recycling*, 141, 347–361.

Hassanpour, M., & Pamucar, D. (2019). Evaluation of Iranian household appliance industries using MCDM models. *Operational Research in Engineering Sciences: Theory and Applications*, 3(3), 1–25.

Hou, C., Chen, H., Long, R., Zhang, L., Yang, M., & Wang, Y. (2021). Construction and empirical research on evaluation system of green productivity indicators: Analysis based on the correlation-fuzzy rough set method. *Journal of Cleaner Production*, 279, 123638.

Ishtiaq, P., Khan, S. A., & Haq, M. U. (2018). A multi-criteria decision-making approach to rank supplier selection criteria for hospital waste management: A case from Pakistan. *Waste Management & Research*, 36(4), 386–394.

Jain, N., & Singh, A. R. (2020). Sustainable supplier selection under must-be criteria through Fuzzy inference system. *Journal of Cleaner Production*, 248, 119275.
Jia, F., Liu, Y., & Wang, X. (2019). An extended MABAC method for multi-criteria group decision making based on intuitionistic fuzzy rough numbers. Expert Systems with Applications, 127, 241–255.

Kahraman, Y. R. (2002). Robust sensitivity analysis for multi-attribute deterministic hierarchical value models. Storming Media.

Kannan, D., Mina, H., Nosrati-Abarghooee, S., & Khosrojerdi, G. (2020). Sustainable circular supplier selection: A novel hybrid approach. Science of the Total Environment, 722, 137936.

Karagöz, S., Deveci, M., Simic, V., Aydin, N., & Bolukbas, U. (2020). A novel intuitionistic fuzzy MCDM-based CODAS approach for locating an authorized dismantling center: A case study of Istanbul. Waste Management & Research, 38(6), 660–672.

Keshavarz Ghorabaee, M., Zavadskas, E. K., Turskis, Z., & Antucheviene, J. (2016). A new combinative distance-based assessment (CODAS) method for multi-criteria decision-making. Economic Computation & Economic Cybernetics Studies & Research, 50(3), 25–44.

Kobberg, E., & Longoni, A. (2019). A systematic review of sustainable supply chain management in global supply chains. Journal of Cleaner Production, 207, 1084–1098.

Kundakci, N. (2018). An integrated method using MACBETH and EDAS methods for evaluating steam boiler alternatives. Journal of Multi-Criteria Decision Analysis. https://doi.org/10.1002/mcda.1656

Kundakci, N., & Tuş Işık, A. (2016). Integration of MACBETH and COPRAS methods to select air compressor for a textile company. Decision Science Letters, 5, 381–394.

Li, F., Wu, C. H., Zhou, L., Xu, G., Liu, Y., & Tsai, S. B. (2021). A model integrating environmental concerns and supply risks for dynamic sustainable supplier selection and order allocation. Soft Computing, 25(1), 535–549.

Liu, P., Gao, H., & Fujita, H. (2021a). The new extension of the MULTIMOORA method for sustainable supplier selection with intuitionistic linguistic rough numbers. Applied Soft Computing, 99, 106893.

Liu, F., Li, T., Wu, J., & Liu, Y. (2021b). Modification of the BWM and MABAC method for MAGDM based on q-rung orthopair fuzzy rough numbers. International Journal of Machine Learning and Cybernetics, 1–23.

Liu, H. C., Quan, M. Y., Li, Z., & Wang, Z. L. (2019). A new integrated MCDM model for sustainable supplier selection under interval-valued intuitionistic uncertain linguistic environment. Information Sciences, 486, 254–270.

Mahmoudi, A., Javed, S. A., & Mardani, A. (2021). Resilient supplier selection through fuzzy ordinal priority approach: decision-making in post-COVID era. Operations Management Research. https://doi.org/10.1007/s12063-021-00178-z

Mei, M., & Chen, Z. (2021). Evaluation and selection of sustainable hydrogen production technology with hybrid uncertain sustainability indicators based on rough-fuzzy BWM-DEA. Renewable Energy, 165, 716–730.

Milenkov, M. A., Sokolović, V. S., Milovanović, V. R., & Milić, M. D. (2020). Logistics: Its role, significance and approaches. Military Technical Courier, 68(1), 79–106.

Milosevic, T., Pamucar, D., & Chatterjee, P. (2021). Model for selecting a route for the transport of hazardous materials using a fuzzy logic system. Military Technical Courier, 69(2), 355–390.

Mina, H., Kannan, D., Gholami-Zanjani, S. M., & Biuki, M. (2021). Transition towards circular supplier selection in petrochemical industry: A hybrid approach to achieve sustainable development goals. Journal of Cleaner Production, 286, 125273.

Mohammed, A., Harris, I., & Govindan, K. (2019). A hybrid MCDM-FMOO approach for sustainable supplier selection and order allocation. International Journal of Production Economics, 217, 171–184.

Montignac, F., Noirot, I., & Chaudourne, S. (2009). Multi-Criteria evaluation of on-board hydrogen storage technologies using the MACBETH approach. International Journal of Hydrogen Energy, 34, 4561–4568.

Muhammad, L. J., Badi, I., Haruna, A. A., & Mohammed, I. A. (2021). Selecting the best municipal solid waste management techniques in Nigeria using multi criteria decision making techniques. Reports in Mechanical Engineering, 2(1), 180–189.

Nasr, A. K., Tavana, M., Alavi, B., & Mina, H. (2021). A novel fuzzy multi-objective circular supplier selection and order allocation model for sustainable closed-loop supply chains. Journal of Cleaner Production, 287, 124994.

Orji, I. J., & Ojadì, F. (2021). Investigating the COVID-19 pandemic’s impact on sustainable supplier selection in the Nigerian manufacturing sector. Computers & Industrial Engineering, 160, 107588.

Pamucar, D., Božanić, D., Lukovac, V., & Komazec, N. (2018). Normalized weighted geometric Bonferroni mean operator of interval rough numbers – application in interval rough DEMATEL-COPRAS. Facta Universitatis, Series: Mechanical Engineering, 16(2), 171–191.

Pamučar, D., & Cirović, G. (2015). The selection of transport and handling resources in logistics centres using multi-attributive border approximation area comparison (MABAC). Expert Systems with Applications, 42, 3016–3028.
Pamucar, D., Petrovic, I., & Cirovic, G. (2018). Modification of the Best-Worst and MABAC methods: A novel approach based on interval-valued fuzzy-rough numbers. *Expert Systems with Applications, 91*, 89–106.

Pamucar, D. S., & Savin, L. M. (2020). Multiple-criteria model for optimal off-road vehicle selection for passenger transportation: BWM-COPRAS model. *Military Technical Courier, 68*(1), 28–64. https://doi.org/10.5937/vojtehgl68-22916

Pamučar, D., Žižović, M., Biswas, S., & Božanić, D. (2021). A new logarithm methodology of additive weights (LMAW) for multi-criteria decision-making: Application in logistics. *Facta Universitatis, Series: Mechanical Engineering*. https://doi.org/10.22190/FUME210214031P

Pavlov, A., Ivanov, D., Pavlov, D., & Slinko, A. (2019). Optimization of network redundancy and contingency planning in sustainable and resilient supply chain resource management under conditions of structural dynamics. *Annals of Operations Research*. https://doi.org/10.1007/s10479-019-03182-6

Pelissari, R., Oliveira, M. C., Abackerli, A. J., Ben-Amor, S., & Assumpçao, M. R. P. (2021). Techniques to model uncertain input data of multi-criteria decision-making problems: A literature review. *International Transactions in Operational Research, 28*(2), 523–559.

Perčin, S. (2021). Circular supplier selection using interval-valued intuitionistic fuzzy sets. *Environment, Development and Sustainability*. https://doi.org/10.1007/s10668-021-01671-y

Petrovic, G., Mihajlovic, J., Cojbasic, Z., Madic, M., & Marinkovic, D. (2019). Comparison of three fuzzy MCDM methods for solving the supplier selection problem. *Facta Universitatis, Series: Mechanical Engineering, 17*(3), 455–469.

Queiroz, M. M., Ivanov, D., Dolgui, A., & Wamba, S. F. (2020). Impacts of epidemic outbreaks on supply chains: mapping a research agenda amid the COVID-19 pandemic through a structured literature review. *Annals of Operations Research*. https://doi.org/10.1007/s10479-020-03685-7

Rodrigues, T. C. (2014). The MACBETH approach to health value measurement: Building a population health index in group processes. *Procedia Technology, 16*, 1361–1366.

Roy, J., Pamučar, D., & Kar, S. (2020). Evaluation and selection of third party logistics provider under sustainability perspectives: An interval valued fuzzy-rough approach. *Annals of Operations Research, 293*(2), 669–714.

Saaty, T. L. (1980). *The analytic hierarchy process*. McGraw-Hill.

Samanta, B., & Giri, B. C. (2021). A two-echelon supply chain model with price and warranty dependent demand and pro-rata warranty policy under cost sharing contract. *Decision Making: Applications in Management and Engineering, 4*(2), 47–75.

Sangaiah, A. K., Tirkolaee, E. B., Goli, A., & Dehnavi-Arani, S. (2020). Robust optimization and mixed-integer linear programming model for LNG supply chain planning problem. *Soft Computing, 24*(11), 7885–7905.

Seker, S., & Aydin, N. (2020). Sustainable public transportation system evaluation: A novel two-stage hybrid method based on IVIF-AHP and CODAS. *International Journal of Fuzzy Systems, 22*(1), 257–272.

Setiawan, R., Salman, R., Khairov, B. G., Karpov, V. V., Dmitrievna Danshina, S., Vladimirovna Vasyutkin, L., Alekseevna Prodanova, N., Zhenzhebir, V., Nuyanzin, E., Kapustina, N., & Hasanazadeh Kalajahi, A. (2021). Sustainable closed-loop mask supply chain network design using mathematical modeling and a fuzzy multi-objective approach. *Sustainability, 13*(10), 5353.

Simic, V., Karagoz, S., Devcic, M., & Aydin, N. (2021). Picture fuzzy extension of the CODAS method for multi-criteria vehicle shredding facility location. *Expert Systems with Applications, 175*, 114644.

Stankovic, M., Stevic, Z., Kumar Das, D., Subotic, M., & Pamucar, D. (2020). A new fuzzy MARCOS method for road traffic risk analysis. *Mathematics, 8*, 457. https://doi.org/10.3390/math8030457

Stević, Ž, Pamučar, D., Puška, A., & Chatterjee, P. (2020). Sustainable supplier selection in healthcare industries using a new MCDM method: Measurement of alternatives and ranking according to COmpromise solution (MARCOS). *Computers & Industrial Engineering, 140*, 106231.

Sun, B., Gong, Z., & Chen, D. (2008). Fuzzy rough set theory for the interval-valued fuzzy information systems. *Information Sciences, 178*(13), 2794–2815.

Sun, B., Qi, C., Ma, W., Wang, T., Zhang, L., & Jiang, C. (2020). Variable precision diversified attribute multigranulation fuzzy rough set-based multi-attribute group decision making problems. *Computers & Industrial Engineering, 142*, 106331.

Sun, B., Zhang, M., Wang, T., & Zhang, X. (2020). Diversified multiple attribute group decision-making based on multigranulation soft fuzzy rough set and TODIM method. *Computational and Applied Mathematics, 39*(3), 1–30.

Tayyab, M., & Sarkar, B. (2021). An interactive fuzzy programming approach for a sustainable supplier selection under textile supply chain management. *Computers & Industrial Engineering, 155*, 107164.

Tesfamariam, S., & Sadiq, R. (2006). Risk-based environmental decision-making using fuzzy analytic hierarchy process (F-AHP). *Stochastic Environmental Research and Risk Assessment, 21*, 35–50.
Tirkolaee, E. B., Mardani, A., Dashtian, Z., Soltani, M., & Weber, G. W. (2020). A novel hybrid method using fuzzy decision making and multi-objective programming for sustainable-reliable supplier selection in two-echelon supply chain design. *Journal of Cleaner Production*, 250, 119517.

Tirkolaee, A. E., & Deveci, M. (2021). A multi-Riskalization multi-distance sSessment (TRUST) approach for locating a battery swapping station for electric scooters. *Sustainable Cities and Society*, 74, 103243.

Tirkolaee, A. E., Ecer, F., Pamucar, D., & Karamaşa, Ç. (2021). Comparative assessment of social sustainability performance: Integrated data-driven weighting system and CoCoSo model. *Sustainable Cities and Society*, 71, 102975.

Torkayesh, A. E., Malmir, B., & Asadabadi, M. R. (2021). Sustainable waste disposal technology selection: The stratified best-worst multi-criteria decision-making method. *Waste Management*, 122, 100–112.

Torkayesh, A. E., Zolfani, S. H., Kahvand, M., & Khazaelpour, P. (2021). Landfill location selection for healthcare waste of urban areas using hybrid BWM-grey MARCOS model based on GIS. *Sustainable Cities and Society*, 67, 102712.

Ulutas, A., Stanujkic, D., Karabasevic, D., Popovic, G., Zavadskas, E. K., Smarandache, F., & Brauers, W. K. (2021). Developing of a novel integrated MCDM MULTIMOOSRAL approach for supplier selection. *Informatica*, 32(1), 145–161.

Wang, X., Chen, Q., & Wang, J. (2021). Fuzzy rough set based sustainable methods for energy efficient smart city development. *Journal of Intelligent & Fuzzy Systems*, (Preprint), 1–11.

Wei, G., Wei, C., Wu, J., & Wang, H. (2019). Supplier selection of medical consumption products with a probabilistic linguistic MABAC method. *International Journal of Environmental Research and Public Health*, 16(24), 5082.

Wu, C., Lin, Y., & Barnes, D. (2021). An integrated decision-making approach for sustainable supplier selection in the chemical industry. *Expert Systems with Applications*, 115553.

Yazdani, M., Torkayesh, A. E., & Chatterjee, P. (2020a). An integrated decision-making model for supplier evaluation in public healthcare system: the case study of a Spanish hospital. *Journal of Enterprise Information Management*.

Yazdani, M., Torkayesh, A. E., Stević, Ž., Chatterjee, P., Ahari, S. A., & Hernandez, V. D. (2021a). An interval valued neutrosophic decision-making structure for sustainable supplier selection. *Expert Systems with Applications*. https://doi.org/10.1016/j.eswa.2021.115354

Yazdani, M., Pamucar, D., Chatterjee, P., & Torkayesh, A. E. (2021b). A multi-tier sustainable food supplier selection model under uncertainty. *Operations Management Research*. https://doi.org/10.1007/s12063-021-00186-z

Yazdani, M., Chatterjee, P., Pamucar, D., & Chakraborty, S. (2020). Development of an integrated decision making model for location selection of logistics centers in the Spanish autonomous communities. *Expert Systems with Applications*, 148, 13208. https://doi.org/10.1016/j.eswa.2020.113208

Zadeh, L. A. (1969). Fuzzy algorithms. *Information and Control*, 19, 94–102.

Zavadskas, K. E., Turskis, Z., Stević, Ž, & Mardani, A. (2020). Modelling procedure for the selection of steel pipes supplier by applying fuzzy AHP method. *Operational Research in Engineering Sciences: Theory and Applications*, 3(2), 39–53.

Zhang, K., Zhan, J., & Wang, X. (2020). TOPSIS-WAA method based on a covering-based fuzzy rough set: An application to rating problem. *Information Sciences*, 539, 397–421.

Zhu, G. N., Hu, J., & Ren, H. (2020). A fuzzy rough number-based AHP-TOPSIS for design concept evaluation under uncertain environments. *Applied Soft Computing*, 91, 106228.

Zhu, S., Xie, K., & Gui, F. (2021). Dynamic adjustment mechanism and differential game model construction of mask emergency supply chain cooperation based on COVID-19 outbreak. *Sustainability*, 13(3), 1115.

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.