Know your sensors — a modality study for surgical action classification
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**ABSTRACT**
The surgical operating room (OR) presents many opportunities for automation and optimisation. Videos from various sources in the OR are becoming increasingly available. The medical community seeks to leverage this wealth of data to develop automated methods to advance interventional care, lower costs, and improve overall patient outcomes. Existing datasets from OR room cameras are thus far limited in size or modalities acquired, leaving it unclear which sensor modalities are best suited for tasks such as recognising surgical action from videos. This study demonstrates that the task of surgical workflow classification is highly dependent on the sensor modalities used. We perform a systematic analysis on several commonly available sensor modalities, evaluating two commonly used fusion approaches that can improve classification performance. Our findings are consistent across model architectures as well as separate camera views. The analyses are carried out on a set of multi-view RGB-D video recordings of 16 laparoscopic interventions.

**1. Introduction**
Digitization of the surgical operating room (OR) has long been sought by the scientific and medical communities ([Maier-Hein et al. 2021]). The analysis of surgical videos is no longer limited to medical devices such as endoscopic cameras – in the past years, several works have explored the use of ceiling-mounted cameras in an effort to understand OR workflows from an outside perspective. As the amount of data stemming from OR sensors increases, new questions arise, such as how to best integrate various modalities into automated surgical systems ([Huauml;et al. 2022]) or where to optimally place cameras for specific tasks ([Li et al. 2020] ML and Schonlieb 2021). This study seeks to understand which camera modalities are best suited for surgical action recognition, exploring their relative performance in a unique set of multi-view surgical recordings.

Classifying surgical workflow processes from external OR cameras has been identified as a critical task in developing context-aware systems (CAS) for the operating room ([JAP et al. 2016a] Sharghi et al. 2020; Schmidt et al. 2021). Temporally aggregating features extracted from video frames enables an understanding of complex workflow tasks that single image analysis alone could not achieve. The deployment of such systems holds promise for many applications, such as optimising real-time OR scheduling, designing context-aware intelligent systems, and enabling autonomous anomaly detection ([Maier-Hein et al. 2018, 2021]). However, existing datasets have thus far been limited in size ([Srivastav et al. 2021], AP et al. 2016a)], or modalities captured ([Sharghi et al. 2020]), leaving many questions on how to build automated systems for the OR unanswered.

Modern commercial sensors are typically able to acquire RGB, depth, and infrared video streams, although regulatory and technological constraints continue to make acquisition, storage and access challenging in clinical settings ([Maier-Hein et al. 2021]). While we can glean substantial knowledge from the computer vision community on integrating these modalities optimally ([Lopez-Rodriguez et al. 2020 Jung et al. 2021]), the OR presents particular challenges. Inconsistent lighting conditions, homogeneous colour scales, and ubiquitous occlusions can yield unexpected results when adapting state-of-the-art methods from other domains. RGB-based algorithms may demonstrate superior performance for distinguishing objects with significant colour differences, while depth images are likely better suited for classification tasks under occlusions or poor lighting conditions due to the inherent 3D geometry they represent. Understanding which modalities contribute most to specific machine learning tasks is crucial for developing high-performing intelligent systems in such a complex environment.

This work seeks to understand which modalities are best suited for surgical workflow recognition in the OR. We opt for simple architectures to methodically evaluate action classification performance, making better use of the wealth of data frequently captured in surgical environments. In summary, our contributions are twofold:

- We perform a unique multi-modal analysis for the task of surgical workflow classification, comparing the influence of various modalities (RGB, Depth, IR) on performance. Early and late sensor fusion are investigated together with architectural design choices (see Figure 1).

- We demonstrate that modality fusion strategies can be adapted across both modern frame and clip based feature extraction backbones, and perform consistently across different camera positions. We conduct a comprehensive evaluation of our methods on a series of multi-view laparoscopic interventions.
2. Related works

**Surgical phase recognition**

The past decade has seen the field of surgical phase recognition evolve rapidly, particularly with the advent of machine learning ([CR et al. 2021]). Generally, early data-driven methods focused on classifying phases through data such as information about the presence and absence of tools, the state of the patient, or from specific low-level surgical activities (i.e., cut, swab, drill, sew, etc.) ([Forestier et al. 2015]). Random-forest or SVM-based classifiers were used to analyse various signals from surgical instruments ([Blum et al. 2010]), for instance, classifying intra-operative activities during laparoscopic cholecystectomies ([Stauder et al. 2014]). Some of the earliest video-based surgical phase recognition methods used SIFT descriptors and an SVM to classify surgical gestures ([Béjar et al. 2012]). However, the performance of hand-crafted feature extractors from surgical images has been significantly improved upon by deep learning-based methods. Furthermore, modern neural network architectures can take long-term temporal context into account, whereas such an analysis was previously only feasible for shorter action segments ([AP et al. 2016a]).

Video action recognition has seen a surge in attention over the past several years, particularly with the rise of large-scale video datasets such as the Kinetics Human Action Video dataset ([Carreira et al. 2018]) or HowTo100M ([Miech et al. 2019]). These datasets have inspired various novel neural network architectures ([Carreira and Zisserman 2017; Bertasius et al. 2021]) such as X3D ([Feichtenhofer 2020]), tailored to aggregate spatio-temporal features in RGB videos. In these settings, action recognition is typically performed on short image sequences, referred to as ‘clips’, which average about 10 seconds in length for Kinetics ([Kay et al. 2017]).

Surgical workflow analysis from external cameras has thus far been limited to a few internal datasets ([Sharghi et al. 2020; Srivastav et al. 2021; AP et al. 2015; AP et al. 2016a]). Despite publishing both RGB and depth sequences, the MVOR [Srivastav et al. (2021)] dataset consists of 732 frames at relatively low FPS, making video action recognition infeasible. A dataset to understand how surgical action recognition performance varies under different sensor input modalities is not currently publicly available. While ([AP et al. 2016a]) explore late fusion for surgical action recognition on single image frames, they only explore a single fusion strategy, and do not consider how clip-based architectures or different camera views could exacerbate these differences. We therefore acquired a series of 18 OR videos with RGB, infrared, and depth, to better understand these potential differences.

The methodologies used for surgical workflow analysis from videos draw similarity from surgical phase recognition of laparoscopic and endoscopic videos, which have been well established in the community ([AP et al. 2016], Czepiel et al. 2020, CR et al. 2021). Current state-of-the-art methods typically combine convolutional backbones with LSTM or attention-based temporal accumulators. These methods are particularly well suited for longer videos, as frequently seen in the surgical domain, where acquisitions span many hours ([Funke et al. 2019; Czepiel et al. 2020, 2021]).

Despite their prevalence in the computer vision community ([Feichtenhofer 2020]), the adoption of clip models in the medical domain has been limited. This is partially attributable to the length of distinguishable actions in surgical videos. In the medical domain, events of interest may appear indistinguishable on such a short timescale, requiring the aggregation of additional temporal information. Clip-level architectures, however, remain relevant even for longer videos, as they can be similarly combined with LSTMs to aggregate both short and long-term image features ([Schmidt et al. 2021]). Extracting clip features can provide performance benefits as they reduce dimensionality compared to image level features ([Sharghi et al. 2020]). Furthermore, they can extract information from short video segments where training complex temporal models may be infeasible.

**Multi-sensor fusion**

Depth sensors have been adopted extensively in the medical domain due to their privacy-preserving qualities ([Banerjee et al. 2014; Magi and Prasad 2020]). However, it is not always clear how well complex actions can be represented solely from depth images. It has been suggested that surgical gesture recognition can be learned from optical flow data alone, highlighting the importance of motion cues for action recognition ([Sarikaya and Jannin 2020]). Combining modalities from different sensors continues to be an active topic in the medical domain ([Huaulmé et al. 2022]), as data stemming from various sources become ubiquitous in the OR.
Fusion strategies for RGB-D data are being explored at length for many applications such as depth estimation ([Jung et al. 2021]), 6DoF pose estimation ([Busam et al. 2018] Saadi et al. 2021), object classification ([Shao et al. 2017]), and also video action recognition [MB and Chai, CI et al., 2021]. Due to significant differences between these modalities, late fusion strategies are frequently used to combine 3D geometric information with texture from RGB images. However, early fusion via concatenation of RGB-D image channels has been shown to be beneficial in combination with specific network architectures ([Zhao et al. 2020]).

We tackle surgical action recognition from multi-modal image clips. In our problem setting, a clip consists of a short image sequence from an individual modality (RGB, IR, depth) or multiple modalities in combination (see Figure 1). Our experiments are carried out on a series of novel experimental multi-view OR acquisitions, well suited to illuminate how current state-of-the-art video action recognition methods cope with different sensor inputs in surgical environments.

3. Dataset

Our dataset consists of 16 laparoscopic surgeries on an animal model (swine), of experienced surgeons testing a novel augmented reality laparoscope. We captured the RGB-D video streams using two ceiling-mounted Kinect-Azure ([Microsoft 2022]) cameras (cf. Figure 2). Eight medically relevant workflow phases were identified together with expert clinicians, and annotated for subsequent action classification. The resulting action segments account for over 24 hours of video, containing roughly 2.5 million frames per view.

- Room Disinfection (RDS). This phase is distinguished mostly by the lack of patient presence in the operating room. Nurses, anesthetists, and research scientists are frequently present performing auxiliary tasks.

- Rolling in (PIN) and rolling out (POUT) of the patient before/after surgery. The swine is disconnected from cables and infusion systems for patient-out, moved onto a portable table, draped, and rolled out of the room by two to four staff members. Patient-in is characterised by the reverse sequence of these actions.

- Patient preparation (PREP). The surgical team implants an artificial tumour by laparotomy (cutting through the abdominal wall) of the swine. At the same time, the right jugular vein and carotid artery are prepared for the insertion of a central venous catheter and an arterial slice by the veterinary staff. These actions occurred asynchronously for some trials.

- Patient monitoring (MON). The patient is present in the scene, but no surgical or preparatory procedures are being performed. An anaesthetist monitors the patient and equipment.

- The surgeon inserts an arterial catheter through the arterial slice into the abdominal aorta, then conducts an x-ray guided catheter angiography (LAC) with the use of a C-arm.

- A laparoscopic kidney, rectal, or pancreas resection is performed (SURG). These are treated identically for our task of workflow phase recognition.

- After the laparoscopic procedure, a conventional laparotomy, and tumour resection are carried out, followed by a subsequent suturing (TRS).

Due to the experimental nature of these procedures, the eight phases consist of disjoint action sections varying significantly in defining characteristics and length (see Figure 3). For instance, patient-in averages slightly over 30 seconds in length, making the long-term accumulation of temporal features challenging.

4. Methodology

To better understand how different input modalities impact surgical action recognition, we study two commonly used backbone architectures: ResNet50 ([He et al. 2015]), and its temporal clip extension X3D ([Feichtenhofer 2020]).

Network architecture

Convolutional architectures such as ResNet-50 have been extensively used for phase segmentation of endoscopic videos. They serve as feature extraction backbones for many state-of-the-art recognition architectures ([Jin et al. 2019; Czempiel et al. 2021; Yuan et al. 2021]). Our baseline consists of a ResNet-50 pre-trained on ImageNet without temporal modelling.
We further adopt the X3D-M ([Feichtenhofer 2020]) architecture for clip-level classification, due to its advantageous efficiency-performance trade-off for action recognition. Following recent trends in video classification for smaller datasets, we use an X3D model pre-trained on Kinetics-400 ([Bertasius et al. 2021]) for all experiments.

Clip-based video architectures, such as X3D and I3D, incorporate temporal information differently from traditional Spatio-temporal models such as HMMs, RNNs, or LSTMs, which typically aggregate temporal information from pre-extracted image features ([Carreira and Zisserman 2017]). Given an image \( x \in \mathbb{R}^{w \times h} \), we sample \( t \) images from a temporal window \( T \) with a constant temporal stride \( \tau \). X3D and I3D extract features from all frames jointly by passing the stacked image clips \( x_t \in \mathbb{R}^{w \times h \times t} \) directly into a 3D convolutional backbone. These architectures reduce less bias towards image-level feature extraction than traditional Spatio-temporal models and allow fine-grained control on kernel inflation across the temporal dimensions ([Feichtenhofer 2020]). The resulting architectures are typically lightweight, and extracted features can still be paired with long-term temporal accumulators, as has been demonstrated for surgical action recognition ([Sharghi et al. 2020]). Furthermore, clip-based architectures can be trained to produce a prediction for a clip’s last frame, making them online-capable. They operate in real-time – we produced predictions from RGB clips at over 90 frames-per-second on our architecture.

In our experiments, clips are randomly sampled with a constant temporal stride \( \tau \) of four fps. A clip length \( t = 16 \) frames therefore results in a four second-long temporal window \( T \).

**Model validation**

We present a robust evaluation inspired by [Cl et al. 2022]) to rigorously quantify the differences between modalities across model architectures, and camera views, eliminating potential bias caused by evaluating on a single small test set. The 16 trials were randomly split into four non-overlapping test folds. For each test fold, two of the remaining three folds are used for training, while one is used for model validation. Each model/modality/view combination is trained across all four splits.

---

*Figure 3. Surgical Phase Acquisitions. Artistic renditions (for privacy reasons) of characteristic frames for each surgical action class in our dataset, along with box plots describing the distributions of their length. Inter- and intra-phase lengths vary significantly, containing several outliers. Images are from the perspective of the Surgical Camera (Camera 1).*
**Image modalities and fusion**

We proceed by comparing the input modalities $M$ captured by the Kinect cameras individually and in two combinations of particular interest (see Figure 1). RGB and depth images are fused by concatenation to generate a four-channel image according to previous early fusion approaches ([Zhao et al. 2020]). Furthermore, we attempt to reproduce the depth-IR fusion from ([Sharhighi et al. 2020; Schmidt et al. 2021]), by colour-coding the depth data and alpha-blending them with the raw IR images. All images are augmented using a small random affine transformation followed by cropping the $224 \times 224$ pixel centre. Minor brightness and contrast adjustments are applied to the RGB images. We add a small amount of Gaussian noise proportional to the magnitude of each ray to the depth images. These augmentations are applied to the relevant channels separately for early fusion before concatenation.

We note that RGB-pretrained networks cannot extract features from depth images adequately. This is likely due to the difference between the information encoded in these modalities ([Zhao et al. 2020]) – the texture represented in RGB images differs significantly from the geometry encoded in depth images. Therefore, during fine-tuning, we un-freeze only the first two ResNet encoder blocks corresponding to the feature extraction components of the network in addition to the prediction head. This allows the networks to adapt to each input modality while preserving the rich action recognition embedding learned from Kinetics-400. We followed this transfer strategy for all input modalities to provide an objective comparison.

We additionally construct an approach for late fusion of RGB and depth to combine an arbitrary number of pre-trained modality-specific models. The feature vector predictions $f_i(M) \in \mathbb{R}^{D_i}$ from each network are concatenated and passed through a series of three fully connected layers, which culminate in a prediction $p$. For both early and late fusion strategies of RGB and depth, the two modalities were first aligned by warping depth into the perspective of the colour camera using the Kinect Azure SDK ([Microsoft 2022]).

**Training details**

Hyperparameters for all augmentations are tuned using hyperband search ([Li et al. 2017]) and fixed for all model and modality types. All optimisation hyperparameters are tuned separately for the ResNet and X3D models but preserved across modalities and views. We then train the final model for each modality for 300 epochs with the previously described transfer scheme. During each epoch, we sample an equal number of frames or video clips from each video in the training set in order to combat class imbalance due to heterogeneous video lengths. We then fine-tune the entire network for an additional 150 epochs by unfreezing all network layers. Models are trained with momentum SGD, a cosine annealing weight decay, with a weight regularisation of $10^{-5}$. Fine-tuning is performed at a constant learning rate of $10^{-4}$. A cross-entropy loss was used to learn the classification task. All models were trained using Pytorch v1.12 ([Paske et al. 2019]), on a single Nvidia A40 GPU.

To quantify the prediction performance of each network, we measure the mean average precision (mAP) ([Idrees et al. 2017], Nwoye and Padoy 2022]) and accuracy (acc). Both are balanced across classes due to our sampling strategy.

### 5. Evaluation

**Results**

Several notable trends become apparent from our modality study (Table 1).

Incorporating temporal information into the backbone using X3D increases accuracy and mAP across all modalities and views by up to $10\%$, even for fusion architectures. Furthermore, the disparities between input modalities are generally consistent for both architectures and camera views.

RGB consistently outperforms depth and IR for both ResNet and X3D architectures. Depth and IR display a comparable performance across both architectures and views. In our experiments, the fusion of depth and IR via alpha-blending did not provide improvements over either individual modality. In contrast, the combination of RGB and depth resulted in varying performance. Accuracy and mAP improve significantly for the late fusion of RGB and depth data, with X3D late fusion exhibiting the highest mAP for both the surgical camera ($92.0 \pm 2.1$) and workflow camera ($89.4 \pm 4.6$). However, RGB and depth early fusion seems to suffer compared to RGB alone.

In summary, late fusion offers the most considerable improvements in accuracy and mAP, while RGB performs significantly better than other individual modalities. These results are consistent across model architectures and camera views.

We additionally compare the differences in complexity between the frame and clip-based methods with the I3D ([Carreira and Zisserman 2017]) backbone commonly used for surgical action recognition. While the X3D architecture requires

| Modality | Camera 01 (Surgical) | Camera 02 (Workflow) |
|----------|----------------------|----------------------|
|          | RGB | Depth | IR | IR + Depth | RGB + Depth | RGB + Depth |
| acc. | 72.9 ± 2.7 | 68.0 ± 4.7 | 62.7 ± 9.7 | 67.8 ± 4.7 | 73.5 ± 3.6 | 76.7 ± 4.3 |
| mAP | 84.5 ± 1.6 | 78.1 ± 3.4 | 72.2 ± 8.9 | 73.7 ± 4.0 | 86.1 ± 1.8 | 86.7 ± 3.2 |
| acc. | 82.4 ± 4.5 | 78.0 ± 3.2 | 78.1 ± 4.3 | 73.4 ± 5.0 | 70.76 ± 4.3 | 85.0 ± 1.6 |
| mAP | 90.7 ± 2.6 | 83.9 ± 2.8 | 83.4 ± 1.7 | 80.3 ± 3.7 | 80.4 ± 6.3 | 92.0 ± 2.1 |
| acc. | 75.4 ± 1.6 | 60.6 ± 5.9 | 61.3 ± 0.3 | 63.4 ± 3.4 | 68.2 ± 7.1 | 75.4 ± 5.4 |
| mAP | 85.8 ± 2.9 | 67.6 ± 4.8 | 70.3 ± 1.2 | 68.4 ± 4.3 | 79.5 ± 6.2 | 83.5 ± 4.2 |

Table 1: Comparison of individual modalities, as well as early (ef) and late fusion (lf) strategies for two or views. Accuracy (acc) and mean average precision (mAP) are reported for each experiment, in percentage, ± standard deviation over four validation folds. Values in bold indicate the best-performing models over single and fusion modalities, respectively.
fewer floating point operations (FLOPs) than I3D for a forward pass, the combined loading and processing of two modalities in the late fusion approach incurs a considerable additional training cost (Table 2).

**Discussion**

Incorporating temporal features is critical to developing highly performant feature extraction backbones. Surgical workflow phases frequently exhibit high degrees of temporal ambiguity. A notable example from our evaluation can be seen by comparing confusion matrices across model architectures (Figure 4), where the frame level model fails to distinguish patient in (PIN) and patient out (POUT) adequately. These phases are difficult to segregate unless the direction of motion is clear. A similar pattern can be observed when comparing the confusion matrices of depth-only across the image and clip-based backbones (Figure 5). The clip-based model obtains significantly higher accuracy across these classes. Furthermore, a high degree of ambiguity appears to exist between the phases MON, TRS, and RDS at a frame level.

| Backbone | Modalities | Camera 01 Acc. | Camera 01 mAP | Camera 02 Acc. | Camera 02 mAP | GFLOPs$^1$ | Training Time (hrs) |
|----------|------------|----------------|---------------|----------------|---------------|------------|---------------------|
| Proposed (X3D) | RGB+Depth If | 85.0 ± 1.6 | 92.0 ± 2.1 | 84.8 ± 5.4 | 89.4 ± 4.6 | 13.4 | 19.93 |
| I3D | IR+Depth of | 75.0 ± 4.6 | 82.4 ± 4.2 | 66.6 ± 5.7 | 67.8 ± 3.6 | 37.5 | 7.51 |
| ResNet$^1$ (without LSTM) | RGB | 72.9 ± 2.7 | 84.5 ± 1.6 | 75.4 ± 1.6 | 85.8 ± 7.0 | 4.0 | 0.64 |

![Figure 4](image-url) Confusion Matrix of the best performing modalities - RGB-D late fusion, Workflow Camera, comparing ResNet and X3D. Several temporally ambiguous classes contribute to the differences between frame and clip class level classification accuracy. The clip level model better distinguishes phases such as PIN, POUT, and MON. Values below 0.03 are omitted for clarity.

![Figure 5](image-url) Confusion Matrix depth-only, Surgical Camera. Motion cues derived from temporal depth sequences lead to large overall performance gains. Depth-only performs particularly poorly on distinguishing temporally ambiguous classes such as patient in (PIN) and out (POUT). Values below 0.03 are omitted for clarity.

Table 2. Choose your backbone wisely. We summarise the performance of different common backbone architectures used for surgical phase prediction trained on our in-house dataset. Accuracy and mAP are listed, as well as GFLOPs (billion floating point operations) and average training time on a single Nvidia A40 GPU. Note that X3D and I3D are clip-based architectures, while ResNet is image based. We only train the model backbones in order to compare fairly across methods, i.e. without additional long-term memory components (RNN, LSTM, etc.).
Our results suggest that RGB is critical for the task of surgical workflow recognition. The information-rich colour space contains important visual cues our RGB models learn to utilise. Even a combination of IR and depth provide meagre performance compared to using RGB alone. This is evident for both the X3D backbone, but also the backbone used in ((Sharghi et al. 2020; Schmidt et al. 2021)) — we see a significant performance drop compared to even a frame-level ResNet model with only RGB as input (Table 2). Notably, depth data also contains a significant amount of information for this task in our environment where convolutional architectures learn to utilise. For the surgical camera, depth results fall less than 5% short of RGB with respect to single modalities. However, the discrepancy is much larger for the workflow camera (Figure 5), with more than 10% difference in accuracy and mAP. This could be due to the limited active range of the ToF sensor, indicating camera placement is crucial when relying on depth alone. In cases where RGB data cannot be used due to privacy concerns, this should be taken into consideration. Cameras relying on depth or IR only could fail to adequately distinguish between phases at a larger distance. In contrast, the RGB based architectures perform similarly across views in terms of absolute metrics, despite significantly different viewing angles and distance from the centre of the OR.

For both cameras, depth is vital in improving performance over RGB alone. This is especially evident for late fusion models, which outperform all other models for both camera positions. Geometric structures portrayed in depth are robust against lighting and changes in texture, providing valuable additional information for processing complex scenes ((Zhao et al. 2020)). The importance of depth for surgical action classification is evident from our fusion results.

Late fusion performs best across all our experiments, suggesting that independent feature extraction before fusion may be beneficial for surgical workflow analysis. Notably, RGB benefits from these additional cues for distinguishing behaviour in a scene precisely due to the inherent differences between these two data types. Furthermore, the modalities may be different enough to warrant using separate or even specialised encoders or network architectures (Jung et al. (2021), Cl et al. 2022, Zhao et al. (2020)) to address the inherent geometric properties of depth data. Compared to the computationally expensive late fusion architectures, this could provide an advantageous performance/accuracy trade-off. We leave the comparison of additional slow fusion methods open for future exploration.

In summary, these findings highlight the importance of using RGB for scene-level recognition tasks in our OR settings. Incorporating an additional depth stream to RGB provided significant improvements over RGB only for our early fusion approach. These differences hold across two commonly used model architectures and camera views. It has been shown that a more capable visual backbone directly correlates with better prediction results for temporal models (Czempiel et al. 2020), making modality fusion an indispensable step towards more accurate surgical action classification.

6. Conclusion

In this work, we systematically demonstrate that multi-modal data fusion improves automated surgical action recognition, an essential task for context-aware systems in the OR. We methodically analyse how modality impacts surgical action recognition on a multi-view surgical OR dataset. Our RGB-D late fusion method consistently performs better than either individual modalities across model architectures and camera views. Incorporating temporal information in the form of image clips significantly provides large accuracy gains across all modalities. Future OR layouts should contextualise these differences in sensor modality performance for the specific recognition task at hand. We are confident that these findings pave the way for further exploration into how sensor modalities can coordinate under the adverse lighting conditions or occlusions ever-present in surgical operating environments.
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