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ABSTRACT

Stemming from the rapid development of artificial intelligence, which has gained expansive success in pattern recognition, robotics, and bioinformatics, neuroscience is also gaining tremendous progress. A kind of spiking neural network with biological interpretability is gradually receiving wide attention, and this kind of neural network is also regarded as one of the directions toward general artificial intelligence. This review summarizes the basic properties of artificial neural networks as well as spiking neural networks. Our focus is on the biological background and theoretical basis of spiking neurons, different neuronal models, and the connectivity of neural circuits. We also review the mainstream neural network learning mechanisms and network architectures. This review hopes to attract different researchers and advance the development of brain intelligence and artificial intelligence.
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1. INTRODUCTION

Spiking neural networks (SNN) based on brain-inspired computation, a model that mimics the brain's intelligent computational mechanism, are considered as one of the paths to achieve general artificial intelligence, and this class of algorithms is gaining widespread attention. Meanwhile, traditional deep neural networks (DNN) have shown extraordinary capabilities in several tasks and seem to have become omnipotent. But there are some key questions: What are the intelligent performances of these two different types of networks? What are the similarities between them?
Inspired by the brain hierarchy and the integration of neural information, artificial neural networks use a multilayer network architecture to transform input information into features, but this precise transformation of data integration is incompatible with the way the brain processes information. Therefore, we discuss here the similarities and differences between biological and artificial intelligence, from the basic information units, network architecture, and learning mechanisms, and how these two types of neural networks represent information as two different ways of processing information.

We first discuss the "biological" aspects, including how neurons integrate information and how information is transmitted between neurons. Then, we explore the biological neuron model and the artificial neuron model, and how these two different types of neurons process information. After that, we discuss how biological neuronal recurrent connected, how different circuits can achieve different functions, and explore the role and embodiment of different neural circuits in biology. Then, we discuss three mainstream machine learning algorithm paradigms and carry out the related biological interpretability discussion, and discuss the advantages and disadvantages of SNN and DNN using different machine learning algorithms. Next, we proceed to discuss the main network architectures of ANN and SNN, discuss that SNN is bio-interpretable, and discuss the importance of network architecture. Finally, we discuss the future of SNN and ANN as different types of networks and how they complement each other, including the generality of SNN and the accuracy of ANN, to achieve a step towards general artificial intelligence.

2. Biological Background

2.1. The Neuron and Synapse

The Neuron. The human brain is composed of 86 billion neurons and is the most complex organ within the human body[1]. The highly structured connections between neurons and their interactions form efficient information communication, resulting in neural networks. A classical neuronal structure is composed of three parts: dendrites, soma, and axon. The vast majority of neurons are polarized cells, and cell polarity refers to the spatial variation in shape, structure, and function within a cell. Almost all cell types exhibit some form of polarity, which allows them to perform specialized functions. Dendrites in nerve cells are structured in a dendritic distribution and transmit the received input signals to the soma. With the input of information, the soma changes its own membrane potential in response to all inputs from the dendrites, and when the membrane potential reaches a certain threshold, an action potential is generated. The action potential is transmitted along the axon as an output, and the spike signal is transmitted to the axon terminal (Figure 1.a).

The Synapse. Neurons form connections with each other and transmit information through synapses. The neurons before and after the synapse are the presynaptic and postsynaptic neurons, respectively. For chemical synapses, presynaptic neurons are not directly connected to postsynaptic neurons, but rather to a gap called the synaptic gap. When the action potential travels along the axon to the presynaptic terminal, the presynaptic terminal will produce neurotransmitters, molecules that are packaged into structures called vesicles, and the action potential causes these vesicles to fuse to the membrane and finally be released back into the synaptic gap and bind to receptors on the surface of the postsynaptic terminal, and the binding of different receptors to specific neurotransmitters will affect the changes in the postsynaptic neuron (Figure 1.b).

2.2. Action Potential
The membrane potential is the difference in electrical potential between the inner and outer membranes of the neuron, and the key to the generation of action potentials lies with substances inside and outside the cell membrane, generally charged ions and molecules, and we focus here only on charged ions, such as sodium, potassium, calcium, and chloride ions. The cell membrane itself is a good insulator with high electrical resistance but is itself filled with many ion channels that allow ions to flow through the various ion channels. In the cell membrane, there is a very important class of channels called voltage-gated channels, which open or close at any given moment depending on the local membrane potential shift. The membrane potential is initially resting potential, which is the membrane potential of a neuron in the absence of any stimulus. When the neuron is stimulated, the voltage-gated sodium channels will open when the membrane potential reaches a certain stage, causing the membrane potential to rise rapidly, a process called depolarization, until a threshold is reached when the membrane potential rises due to the inactivation of sodium channels and the opening of potassium channels. This process is called depolarization until the threshold is reached, and the membrane potential decreases rapidly due to the inactivation of sodium channels and the opening of potassium channels, which is called hyperpolarization or repolarization, and the membrane potential gradually returns to the resting potential with the closing of potassium channels.

2.3. Synaptic potential and synaptic integration

Synaptic transmission has two basic forms: excitation and inhibition, and these two form carriers are excitatory neurons and inhibitory neurons, respectively. The signal from an excitatory neuron causes the membrane potential of the postsynaptic neuron to toward a more positive or depolarized value, which prompts the downstream neuron to fire, hence the term excitatory postsynaptic potential (EPSP), for the signal generated by this postsynaptic neuron. Inhibitory neurons cause the membrane potential of the postsynaptic neuron to toward a more negative value. Unlike EPSP, this signal inhibits the downstream neuron in such a way that the membrane potential is farther from the threshold, hence the term inhibitory postsynaptic potential (IPSP).

The neuron continuously receives excitatory and inhibitory inputs, and when this input sum reaches or exceeds the threshold, it excites an action potential, otherwise, it remains silent. This process of receiving synaptic inputs is called synaptic integration.
3. Neuron Models

A neuronal model is a mathematical description of certain properties in the nervous system. Biological neurons are known as action potentials because they generate spike signals that last approximately one millisecond in duration. These spike signals carry extremely strong temporal-spatial properties and contain a large amount of information; therefore, the spiking neurons that generate action potentials are considered as information processing units of the nervous system. There are various types of pulse neuron models, such as the Hodgkin and Huxley model, which is based on ion channels and thus simulates membrane potential changes, or the Leaky integrate-and-fire model (LIF) model, which is based directly on stimulus-induced membrane potential changes. A brief description of the basis of the models will be given below.

3.1. Hodgkin-Huxley model

Hodgkin and Huxley performed experimental recordings on a giant axon of a squid in which they injected electrical currents directly into the axon. A series of careful measurements led to a biophysical model description, an equivalent analog circuit, and a mathematical model (Figure 1.e) [2]. the Hodgkin-Huxley model (Equation 1) can be represented by the following differential equation.

\[
\begin{align*}
C \frac{du}{dt} &= -g_{Na}m^3h(u - E_{Na}) - g_Kn^4(u - E_K) - g_l(u - E_l) + I(t) \\
\frac{dm}{dt} &= \alpha_m(u)(1 - m) - \beta_m(u)m \\
\frac{dn}{dt} &= \alpha_n(u)(1 - n) - \beta_n(u)n \\
\frac{dh}{dt} &= \alpha_h(u)(1 - h) - \beta_h(u)h
\end{align*}
\]

This equivalent simulated circuit corresponds to specific resistances for sodium, potassium, and leak channels, and these resistances change differently over time, with the change in resistance of the simulated circuit corresponding to the opening and closing of the ion channels. Where \( I(t) \) represents the input current, \( u \) represents the cell membrane potential, \( E_{Na}, E_K, \) and \( E_l \) correspond to the reversal potential of sodium, potassium, and leaky channels, \( g_{Na}m^3h, g_Kn^4, \) and \( g_l \) correspond to the conductivity of different channels. \( m, n, \) and \( h \) are assumed to be the concentrations of certain ion-transport-related particles, and their corresponding \( \alpha \) and \( \beta \) symbolize the rates of movement of the particles into and out of the membrane (Figure 2.a). Because of the description of neuronal dynamics at the level of ion channels, this result laid the biophysical foundation of neuroscience, for which Hodgkin and Huxley were awarded the Nobel Prize in 1963.
3.2. Leaky Integrate and Fire model

The Leaky integrate-and-fire model (LIF), a simplified version of the neuron model, is widely used as the basic unit of spiking neural networks due to its relatively small computational complexity (Figure 2.b). The basic concept of the LIF neuron was proposed by L.E Lapique in 1907[3].

\[
\tau \cdot \frac{du}{dt} = - (u - u_{rest}) + R \cdot I(t)
\]  

(2)

In the LIF model (Equation 2), \(\tau\) is the time constant of the differential equation and \(u_{rest}\) is a constant parameter represented as the resting potential of the cell membrane. \(I(t)\) is the input current and \(R\) is the membrane resistance (Figure 2.d).

3.3. Izhikevich Model

The Izhikevich neuron model (Equation 3 and 4) is a two-dimensional system of ordinary differential equations[4], as shown below.

\[
\frac{dv}{dt} = 0.04v^2 + 5v + 140 - u + I(t) 
\]

(3)

\[
\frac{du}{dt} = a(bv - u)
\]

(4)

where \(u\) is a membrane recovery variable used to describe the ion current behavior in general, and \(a, b\) are used to adjust the timescale of \(u\) and the sensitivity about the membrane potential \(v\), respectively. By the choice of parameters, the Izhikevich model can demonstrate the firing patterns of almost all known neurons in the cerebral cortex with much less computational overhead than the Hodgkin-Huxley model.
3.4. Perceptron

The perceptron [5], as the most basic computational unit in an artificial neural network, perceives a weighted summation of the inputs and then produces output through an activation function, which is essentially a simulation and simplification of a biological neuron. Biological and artificial neurons have many similarities, but biological neurons need to consider the temporal dimension of information as well as the morphological spatial dimension of the neuron itself, while the input and output have a highly nonlinear relationship (Figure 2.c).

\[
f(x) = \begin{cases} 
1 & \text{if } w \cdot x + b > 0 \\
0 & \text{otherwise}
\end{cases}
\] (5)

\[
w \cdot x = \sum_{i=1}^{n} w_i x_i = w_1 x_1 + w_2 x_2 + w_3 x_3 + \cdots + w_n x_n
\] (6)

The perceptron (Equation 5 and 6) is defined as a binary classifier, which is actually a mapping function for the input \(x\). \(w\) is the weight value, \(w \cdot x\) is the dot product, \(b\) is the bias, and \(w \cdot x + b\) is based on the mapping of the binary step function \(f(\cdot)\), which yields an output value denoted as “1” or “0”, the output value can also be other numbers other number, depending on the chosen activation function \(f(\cdot)\).

3.5. Relation between artificial and spiking neuron Model

Both neuron models transform input information into output. However, in fact, this is still a different mechanism from that of biological neurons to process information. Biological neurons need to consider the time-dependence about the input and output information which is also the spike information. But it is also the artificial neuron perceptron that chooses a different way of processing information than the biological neuron, together with a specific activation function, which allows the artificial neuron to compute as well as tune the network parameters efficiently in the network model.

4. NEURONAL CIRCUIT

Neural circuits are neuron populations interconnected by synapses that perform specific functions when the circuits are activated. The specific way in which these synapses are connected provides the physical basis for neural population dynamics, and these circuits are also used in the architectural design of spiking neural networks. A brief description of neural circuits will be given below.

Circuit motifs. Neurons are individual cell units in the nervous system that not only receive input signals from dendrites and process them within the cell body but also send output signals to presynaptic terminals via axons, which neuroanatomist Ramón y Cajal calls "the neuron doctrine"[6].

Neurons do not exist independently within the brain but are highly interconnected in synapses to form circuits that work together to process information, and this connectivity pattern provides the basis for the neuron population to perform specific functions. For example, specific circuits are associated with short-term memory and long-term memory storage, the extent of feature sensory fields, etc. This neuron population, processing information in a similar way to individual neurons, integrate incoming information and then decides whether to perform the output of the information. Also, circuits are modulated by the type of synaptic input they receive, such as excitability as well as inhibition.
**Feedforward excitation with Convergence and Divergence.** Feedforward excitation allows a neuron to propagate excitatory signals from itself downstream, and a series of feedforward excitatory connections is common in the nervous system, which allows signals to propagate throughout the system internally, by way of Convergence, where a single postsynaptic neuron receives excitatory signals from multiple presynaptic neurons, and by way of divergence, where a single presynaptic neuron signaling with multiple postsynaptic neurons (Figure 3.a). Convergent excitation can enable postsynaptic neurons to respond selectively to features not solely or explicitly present in any of the presynaptic neurons. It can also increase the signal-to-noise ratio if multiple input neurons carry the same signal but uncorrelated noise[7].

**Feedback/Recurrent excitation.** For Feedback excitation, presynaptic neuron A makes an excitatory connection to postsynaptic neuron B, which in turn connects back to presynaptic neuron A (Figure 3.b). Moreover, there are also axons of neurons that connect themselves as a recurrent connection.

**Mutual excitation.** Neuronal cells B, C, D, and E, make excitatory-type interconnections, while neuron B also makes cyclic connections to itself; this excitatory-type connection will allow feedback of excitatory information from the neurons in the network so that the neurons in the network can make prolonged excitatory states corresponding to brief stimuli (Figure 3.c). This type of connectivity has been used in computational models of working memory[8], as well as short-term memory encoding, which plays an important role.

**Feedforward inhibition.** When inhibitory neurons are between excitatory neurons, feedforward inhibition is a form of signaling in neuronal transmission, and when presynaptic cells excite the interneuron as inhibitory, the signal from this inhibitory neuron will inhibit the activity of downstream cells (Figure 3.d).

**Feedback/Recurrent inhibition.** For feedback/Recurrent inhibition, the presynaptic cell is connected to the postsynaptic cell, the postsynaptic cell is connected to the interneuron as an inhibitory effect, and the interneuron is then connected to the presynaptic cell (Figure 3.e). This circular connection serves as a feedback inhibitory effect, which inhibits the activity of excitatory neurons.

**Lateral inhibition.** Presynaptic cells excite inhibitory interneurons, and thus they inhibit adjacent cells of excitatory neurons (Figure 3.f). For example, during information processing in the visual system, limbic enhancement is achieved by lateral inhibition of the retina[9, 10].

**Mutual inhibition.** Two inhibitory neurons interconnect, when neuron A directly inhibits neuron B, and neuron B receives the inhibitory signal and in turn inhibits neuron A (Figure 3.g). These mutually inhibitory circuits play a role in designing the Central Pattern Generator (CPG) computational neural model [11] and in regulating circadian rhythms in the brain [12].

The interconnection of many neurons in a neural system results in changes in both structure and function as the size increases, and such changes have the emergent properties of physical systems, which arise from the interaction of different elements in the system. Currently, artificial neural networks and spiking neural networks are also trying to make neural networks with emergent properties, or intelligent emergent properties, through different network architectures and neural circuit designs.
5. LEARNING TYPES

In machine learning for artificial intelligence, there are three main types of machine learning, namely supervised learning, unsupervised learning, and reinforcement learning, which are also used in artificial neural networks as well as spiking neural networks. These learning methods allow neural networks to learn based on data and thus tune the internal parameters of the network to achieve the ability to solve tasks.

5.1. Supervised learning

In general, supervised learning deals with labeled data, which is a process of finding a mapping from the input to the output space. The tasks of learning can be divided into two categories, classification, and regression. The tasks need to produce the desired output for each input. This learning mechanism has the advantage of being able to obtain patterns in the data based on prior knowledge, but only if high-quality data inputs, as well as corresponding outputs, are required. Therefore, it is one of the types of learning that can achieve efficient learning tasks and obtain the best solutions.

Supervised learning in ANN. Artificial neural networks are interconnected through multiple layers of nodes, and such neural networks can be learned in a supervised method so as to find a mapping through a loss function, sometimes called an error function, which indicates a function of the distance between the current output and the expected output[13]. The network parameters are adjusted according to the loss function by means of gradient descent. The model gives the best answer when the loss function is close to zero.

Gradient descent and backpropagation often occur together, and backpropagation is an algorithm for training ANNs for supervised learning. It efficiently calculates the gradient of the error function with respect to the network weights of a single input-output example. Thus, the weights are updated to minimize the loss function. In 1986, Seppo Linnainmaa proposed automatic differentiation. It was later used in experiments for learning internal representations by D.E Rumelhart et al[14]. The successful application of backpropagation has caused a renaissance in the field of research on artificial neural networks. Today, thanks to powerful GPU computing systems, BP algorithms show great advantages in the training of different networks.
Supervised learning in SNN. In traditional artificial neural networks, labels can be represented as integers (classification) or real numbers (regression). In spiking neural networks, the labels are encoded as spike trains with spatial-temporal properties. However, unlike artificial neural networks, it is difficult and unwise to directly apply gradient descent methods to SNNs due to the discontinuity of spike signals.

1. **Spike Response Model.** The first gradient descent-based supervised learning algorithm for SNNs was proposed by Bohte et al.[15]. The method implements a gradient descent-based multilayer spiking neural network error backpropagation method using the temporal encoding of spike intervals.

2. **Spike Pattern Association Neuron (SPAN).** Another very powerful supervised algorithm is SPAN[16], whose core idea is to obtain an analog signal by convolving our chosen kernel function with the spike signal, where the Widrow-Hoff rule (Delta rule) can be directly applied to the transformed signal to adjust the weights in the network.

3. **Surrogate Gradient Descent.** Recently, the Surrogate gradient descent was proposed by Zenke et al.[17]. It introduces continuous relaxation of gradient estimation without affecting the forward transmission of spike sequences to achieve very good results.

Supervised learning requires the annotation of data, a process that requires a lot of human resources, and data annotation, which is the basis of most artificial intelligence, determines the quality of learning models. However, this differs from biological intelligence in that human beings often do not have a precise annotation during the learning process, and that the parameters of the entire network are updated based on backpropagation in a way that does not exist within biological structures. Thus, supervised learning is different from biological learning.

5.2. Unsupervised learning

Unsupervised learning is an algorithm for learning patterns from unlabeled data, which is important in the biological learning process. At the same time, this learning approach hopes to solve the problem of supervised learning requiring data labeling, because, in real life, it is difficult for labelers to perform manual labeling if they lack sufficient a priori knowledge. The development of unsupervised learning is solving these problems and has even rivaled supervised learning in uncovering hidden structures in the data.

Unsupervised learning in ANN.

Unsupervised learning based on artificial neural networks has gradually become known as a research hotspot in recent years, and has even been called the next stop for AI. Yann LeCun once used a cake analogy, "If intelligence is a piece of cake, then most of the cake is unsupervised learning, the frosting on the cake is supervised learning, and the cherry on the cake is reinforcement learning". Indeed, unsupervised learning with great potential is already producing significant results in several fields.

1. **Autoencoder [18].** It is an unsupervised neural network model in artificial neural networks that learns the implicit features of the input data, which is called encoding while reconstructing the original input data with the learned new features, called decoding. Autoencoder can be used for feature extraction as well as dimensionality reduction.

2. **Generative adversarial network [19].** Generative adversarial networks learn by letting two networks contest each other, consisting of a generative network as well as a discriminative network, respectively. The generative network takes random samples from the latent space as input, and the output needs to be similar to the real samples of the training set. The pur-
pose of the discriminative network is to be able to discriminate the output of the generative network.

3. **Self-organizing map [20].** A self-organizing mapping neural network, which uses unsupervised learning to produce a low-dimensional representation of the input space of discretized training samples, is called mapping and is, therefore, a method of dimensionality reduction. Self-organizing mapping differs from other artificial neural networks because it uses competitive learning in which output neurons compete with each other for activation, with only one neuron being activated at any given time, called winner-takes-all neuron.

### Unsupervised learning in SNN.

In the process of biological learning, we know that even when we are in infancy, we are able to achieve recognition as well as comparison of things that are not labeled. This seems to indicate that biological neural networks are capable of unsupervised learning of external input information to build an initial understanding of the outside world. The following will describe the use of spiking neurons to model neural networks using biologically based explanatory learning rules to build the basis for biological learning and memory.

1. **Hebbian learning.** During learning and memory, the weight of synaptic connections between biological neurons is strengthened or weakened in response to the activity between neurons, which is crucial for information storage in the brain. Donald Hebb assumes that the persistence or repetition of a reverberatory activity tends to induce lasting cellular changes that add to its stability[21]. This theory is also known as Hebb's rule, Hebb's postulate, and cell assembly theory. Hebb's rule is also summarized as "fire together wire together".

2. **Spike-Timing Dependent Plasticity (STDP).** STDP refers to the observation that the precise spike timing influences the enhancement and inhibition of synaptic plasticity [22]. For example, in the connections between mammalian pyramidal neurons, when presynaptic spikes occur within a certain time window of postsynaptic spikes, it will lead to long-time travel potentiation (LTP); if the order is reversed, it will lead to long-time travel depression (LTD), a phenomenon that occurs in the synapses of biological neurons, although it is not yet applicable to all brain regions and cell types.

\[
\Delta w = \begin{cases} 
  a^+ e^{-\frac{|t_{pre} - t_{post}|}{\tau}} & t_{pre} - t_{post} \leq 0, a^+ > 0 \\
  a^- e^{-\frac{|t_{pre} - t_{post}|}{\tau}} & t_{pre} - t_{post} > 0, a^- < 0 
\end{cases} 
\]  

\(\Delta w\) represents the amount of synaptic weight change (Equation 7), \(a^+\) and \(a^-\) are the learning rate parameters, respectively, \(\tau\) is the time constant, and \(t_{pre} - t_{post}\) represents the time difference between presynaptic neuron spike delivery and postsynaptic neuron spike delivery, respectively (Figure 4.a).

3. **Triplets STPD.** In 2006, Triplet was proposed by Pfister and Gerstner[23], in which LTP is constructed as a combination of one presynaptic as well as two postsynaptic spikes, and LTD is based on the combination of two presynaptic as well as one postsynaptic spike instead of a pair of spikes based on STDP rule, this rule can well take into account the spike-timing interactions, but still also does not apply to the interpretation of all cell types (Figure 4.b).

For now, biologically interpretable learning rules for unsupervised learning are still to be explored, especially for SNNs, based on the fact that unsupervised learning still has a large gap for complex tasks compared with supervised learning, and the main reason in this regard is still
based on the fact that current unsupervised learning rules are not perfect enough to enable spiking neural networks to learn from data effectively. More explanatory unsupervised learning algorithms will be the key to achieve SNN performance improvement.

Figure. 4. (a) Spike-Timing Dependent Plasticity, (b) The triplets STDP.

5.3. Reinforcement learning

Reinforcement learning (RL) is a machine learning approach to artificial intelligence that works to create computer programs capable of solving problems that require intelligence. This learning algorithm is inspired by the study of reward mechanisms for animal learning.

Reinforcement learning in ANN.

The unique feature of RL based on artificial neural networks is that it learns from feedback through iterative trials that are simultaneously sequential and evaluative through the use of powerful nonlinear function approximations. As a framework for solving control tasks, it learns from the environment by constructing agents that interact with the environment through iterative attempts and receive rewards as the only feedback.

1. **Value-based.** Learn the state or state-action value. Act by choosing the best action to take in this state. Q-learning is one of the most classic value-based algorithms [24], the Deep Q-Network algorithm, which was proposed by DeepMind in 2015 [25], enables algorithms to play Atari games like humans by combining Q-Learning in reinforcement learning and deep neural networks. They accept several frames of the game as an input and take the output state value of each action as output.

2. **Policy-based.** As REINFORCE Gradient from Williams[26], the policy is learned as a mapping from the state space to the action space, telling the agent the best action to take in each state to maximize its return.

Reinforcement learning in SNN.

In the process of biological learning, many learning processes are accompanied by reward mechanisms. This appears to be a global reinforcement signal acting on multiple regions of the brain, resulting in changes in the connectivity of the neural network. And spiking neural networks have great potential to mimic this way of biological learning, adjusting their own network connections to get the most out of the reward signal.

1. **Three-factor Learning Rules.** This approach works by setting a flag, called an eligibility trace[27], on the synapse upon co-activation of presynaptic and postsynaptic neurons. Synaptic weights change only when a third factor, indicating reward, is present when the flag is set.

2. **ANN to SNN.** By matching the firing frequency of the firing neurons and the graded activation of the analog neurons, the trained artificial neural networks can be converted to the corresponding SNNs[28].
Reinforcement learning is extremely biologically interpretable, a theory inspired by the psychology of how agents gradually develop expectations of stimuli in response to rewarding or punishing stimuli given by the environment, producing habitual behaviors that yield the greatest benefit. There is a prevailing view that dopamine neurons enable this function, comparing future expectations with previous mental benchmarks and thus releasing neurotransmitters depending on the result, thus making the creature happy or frustrated, using a reward mechanism as the basis for learning [29]. However, current reinforcement learning using deep learning in practice generally requires a large amount of training time, and how to truly learn based on reward and efficiently like a living creature is something that currently needs to be improved.

6. ARCHITECTURES OF NEURAL NETWORK

Artificial neural networks are inspired by the brain, but compared to the brain, there are fundamental differences in both neuronal topology, neural information processing, and neural learning mechanisms. Within the biological context, neurons communicate with each other by passing spikes, and the information is embedded in the spike trains. ANNs use continuous value as the information transmitted between artificial neurons, and the model architecture is of the human-designed type, which generally has no biological functional properties. With the rapid development of deep artificial neural networks and neuromorphic hardware, these advances have simultaneously led to new research and hypotheses on spiking neural networks.

Figure 5. (a) Feedforward Neural Network, (b) Convolutional Neural Network, (c) Recurrent Neural Network, (d) Spiking Feedforward Neural Network with Lateral Inhibition, (e) Spiking Convolutional Neural Network, (f) Liquid state machines.

6.1. Feedforward Neural Network

**Artificial Feedforward Neural Network.** Feedforward Neural Network, also known as Multi-layer perceptron (MLP) [30] (Equation 8), is essentially a nonlinear composite function $N(\cdot)$ that approximates a certain function $y(\cdot)$, which maps the input $x$ to the output $y(x)$ (Figure 5.a). The input $x$ is able to obtain the corresponding output through a series of nonlinear transformations $f^{(k)}(\cdot)$, i.e., the nonlinear activation function $\sigma(\cdot)$. The input is passed forward after the nonlinear transformation in each layer, and finally the output is obtained. Usually, the first layer of the network is called the input layer, the last layer is called the output layer, and the one between the first and the last layer is called the hidden layer, and each unit in the network is also known as the perceptron. As the number of hidden layers of the network increases and the number of units within the hidden layers increases, the complexity of the FNN nonlinear model $N(x)$ increases, so it can approximate any function that can satisfy any nonlinear mapping relationship between the input $x$ and the output $y(x)$.
y(x) ≈ N(x) = \sigma(w_k\sigma(w_1 \cdot x + b_1) + b_2) + b_3 = f^{(3)} \left( f^{(2)} \left( f^{(1)}(x) \right) \right) \quad (8)

Spiking Feedforward Neural Network. There are many SNNs based on STDP learning or BP-based supervised learning that have achieved success in different types of pattern recognition, and even some of the STDP-based networks are comparable to BP-based supervised learning, such as Diehl et al. [31], who showed that using a two-layer SNN, based on the biological properties of excitatory type neurons and inhibitory neurons as the processing layer, using lateral inhibition as well as winner-take-all properties, enabling the neurons in the processing layer to extract features with significant characteristics from the input signal based on STDP learning rules, with optimal performance of 95% on the MNIST dataset (Figure 5.d).

6.2. Convolutional Neural Network

Artificial Convolutional Neural Network. CNN is usually used to process gridded data (e.g., images) and consists of layers that process visual information, the most commonly used layers being convolutional, pooling, and fully connected layers. CNN learns the spatial patterns in an image region by looking at groups of pixels in it. The convolutional layer looks for spatial features from the input to perform feature extraction, and this operation is performed through a series of filters, also known as convolutional kernels, convolves the input, which is essentially a cross-correlation operation, followed by a nonlinear activation function, and multiple filters to obtain multiple corresponding outputs. The convolution layer is followed by the pooling layer, which reduces the size of the feature space to reduce the number of parameters in the network and the amount of computation, while it helps to extract dominant features of translation invariance, thus making the model training effective. The final layer is the fully-connected layer, where the initial input is transformed into highly abstract and low-dimensional information representing the input through a series of convolutional and pooling layers. The fully connected layer transforms the output of the feature extraction layer into a vector and connects the feedforward neural network FNN, and the last layer classifies the output by a softmax function (Figure 5.b).

The convolutional layers as well as the pooling layers in CNN come from the concept of simple and complex cells in neuroscience. The overall architecture of CNN has some similarities with the visual ventral pathway LGN-V1-V2-V4-IT, for example, the layers near the input may represent the contour information of a picture, while the layers near the output can be more representative of the category.

Spiking Convolutional Neural Network. There are convolutional kernels that use V1-like properties for the CNN closest to the input level, which can extract salient features for images. For example, SR Kheradpisheh et al. used a Difference-of-Gaussian kernel for the input image, followed by unsupervised STDP-based training of the convolutional layer as well as the pooling layer, and finally, the extracted features are passed into the classifier (Figure 5.e). The performance of directly trained SNNs is often inferior to that of traditional DNNs, while training on non-neuromorphic hardware is time-consuming, and ANN conversion to SNNs can solve this problem. Many studies have shown that converted SCNNs work well and perform close to CNN and that SCNNs can perform inference tasks on neuromorphic hardware and consume less energy.

6.3. Recurrent Neural Network

Artificial Recurrent Neural Network. RNN is a class of neural networks used to process sequential data or time-series data, often used to solve ordinal or temporal problems, such as language translation, speech recognition, etc. RNNs, like FNNs and CNNs, are also composed...
of the difference that lies in the learning process. Instead of memorizing the overall sequence information, the RNN uses the representational information in the hidden layer to memorize the information in the most recent time step in the learning process based on time series, and the RNN combines the representational information of the previous time step in the hidden layer with the input of the current step to infer the output of the current time step (Figure 5.c). Currently, RNN-based Gated recurrent unit (GRU)[38] as well as Long short-term memory (LSTM)[39] have been used to powerful effect in real-life applications.

**Spiking Recurrent Neural Network.** Neural circuits in the brain display the remarkable dynamic richness and high variability in the form of recurrent connections. Excitatory and inhibitory neurons interconnect to form a neural network that is in a chaotic as well as an equilibrium state transition. This recurrent neural network has complex nonlinear dynamics and can be used to study biological neural networks in specific microcircuits of the brain. People often use Liquid state machines (LSM) for computational modeling, the essence of LSM is related to its own naming, the idea is to throw a stone into a lake, the lake indicates that ripples will be generated, based on the current activity of the lake, it is possible to evaluate what happened previously in the system, such as how long ago the stone entered the lake and thus caused the ripples[40]. Essentially, the lake is the LSM, the rocks are the input, and the ripples are the cluster response of the LSM. the LSM usually consists of three layers, the input layer, the reservoir or liquid layer, and the memoryless readout layer (Figure 5.f). this recurrent neural network transforms the time-varying input information into a higher dimensional space by it can exhibit rich temporal as well as spatial properties of neuronal dynamics, and thus can memorize past input information.

The emergence of these different network architectures actually comes from the understanding of the neural system. How to implement different tasks in a generic architecture cannot yet be done on ANNs as well as SNNs. Nevertheless, in many ways, SNNs and ANNs can be complementary and do not replace each other, and for brain science and brain-inspired research, SNNs are of great importance. Faced with computationally oriented tasks, ANNs have unparalleled advantages. Currently, a class of network models combining SNN and ANN has been born that can exploit the advantages of each. With the understanding of biological neural networks, it should be possible to inspire new neural network architectures, and through the conditioning of large-scale neural information as well as recording, it is possible to further understand the patterns of neural information within the network, providing a basis for neural network architectures with biological explanations.

7. Conclusion

In this paper, we present the biological background of neurons and then describe mathematical models of biological neurons that simulate the changes in membrane potential of neurons with different computational complexity. An overview of neural circuits in biology is also given, with different circuits implementing different information processing functions. This is followed by an application of the mainstream learning mechanisms in different neural networks. Finally, a review of the mainstream network architectures is presented.

The review shows that the way neurons are connected and the learning mechanisms are the basis of brain learning, and that for different network architectures and different learning mechanisms, neural networks will exhibit different information processing. For SNNs, the use of a bio-interpretive STDP learning mechanism and a recurrent connection network structure has excellent advantages for processing spatial-temporal information. For ANNs, this artificially designed structure with set learning mechanisms and high-quality big data can lead to models that explain the hidden structural patterns of the data.
However, current neural networks face some potential challenges, at least for both SNNs and ANNs. For example, it is unclear whether neural circuits simulated using SNNs can explain biological neural circuits, and the use of different parameters is likely to yield different results. Also, although ANNs can work well in principle and have been used very successfully in engineering, in order to achieve specific functions, ANNs need to receive specific data as well as learning method constraints, which are often different from biological processes. Although, more and more ANN models have recently applied new learning paradigms, ANNs currently fail to achieve better results for multimodal tasks, as they are still inherently data-driven. How to learn effectively with small-scale data will be the key to the progress of ANN or SNN, because they can effectively reveal the nature of learning directly based on the inherent prior knowledge of the network and can evaluate the effectiveness of data learning.

Perhaps, in the future, neural microcircuits in the brain and large-scale neuronal cluster acquisition and analysis can provide new tools that will play a crucial role in discovering neural network architectures as well as learning mechanisms. There may also be a need to integrate advances in different fields, such as neuromorphic chips and hybrid chips, which will facilitate the development of AI as well as brain-inspired intelligence at different levels.

Finally, the neural networks based on general AI and brain-inspired intelligence are far from complete. For example, what computations are done by the dendrites of individual neurons on the inputs[41], what is the internal information flow process of the neural circuits of biological neural networks, and the uninterpretability of backpropagation algorithms in biological neural networks. Whether ANN can be combined with current biological laws to achieve similar effects of biological neural networks.

If the neural network gets further breakthrough, it may be possible to expose the nature of neural network for information encoding from another perspective and can effectively solve some problems such as learning and memory, motor planning, pattern recognition, etc. In a new theoretical architecture, either ANN or SNN, we may be able to look at data with a new perspective and perhaps explain the theory of artificial intelligence or brain-Inspired intelligence in another way.
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