Swarm control of an unmanned quadrotor model with LQR weighting matrix optimization using genetic algorithm
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Abstract

Unmanned aerial vehicle (UAV) quadrotors have developed rapidly and continue to advance together with the development of new supporting technologies. However, the use of one quadrotor has many obstacles and compromises the ability of a UAV to complete complex missions that require the cooperation of more than one quadrotor. In nature, one interesting phenomenon is the behaviour of several organisms to always move in flocks (swarm), which allows them to find food more quickly and sustain life compared with when they move independently. In this paper, the swarm behaviour is applied to drive a system consisting of six UAV quadrotors as agents for flocking while tracking a swarm trajectory. The swarm control system is expected to minimize the objective function of the energy used and tracking errors. The considered swarm control system consists of two levels. The first higher level is a proportional–derivative type controller that produces the swarm trajectory to be followed by UAV quadrotor agents in swarming. In the second lower level, a linear quadratic regulator (LQR) is used by each UAV quadrotor agent to follow a tracking path well with the minimal objective function. A genetic algorithm is applied to find the optimal LQR weighting matrices as it is able to solve complex optimization problems. Simulation results indicate that the quadrotors’ tracking performance improved by 36.00 %, whereas their swarming performance improved by 17.17 %.
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I. Introduction

Unmanned aerial vehicles (UAVs) are a type of aircraft that continues to develop because of its ability to fly without a human pilot. With the development of technology, especially for unmanned aircraft driven by propellers, the interest of researchers to acquire air vehicles with four rotors (quadrotor) is increasing [1][2][3]. The potential use of UAV quadrotors is progressing rapidly and extensively, ranging from simple flying to performing difficult tasks such as carrying equipment to places that are not easily accessible or are dangerous. For example, a quadrotor can be used to bring first-aid equipment to victims who are in locations that are difficult to reach, to find and notify about the location of earthquake victims in a building, and to take aerial photographs of areas that are difficult to visit.

A UAV quadrotor has several advantages over conventional propeller planes, which are only driven by one or two rotors. The propeller on the opposite side of a quadrotor rotates in the opposite direction so that the gyroscopic effect, torque, and moment on the axis of the plane tend to be more balanced [1]. As a result, quadrotor aircraft can maneuver better and can approach obstacles without having to fear to crash [2]. Moreover, the quadrotor’s ability to fly vertically and float makes this type of aircraft very suitable for flying in areas that have many obstacles.

Research on quadrotors and how to fly them has received considerable attention in many years. Bresciani [3] in his thesis has modelled a quadrotor...
by explaining the influence of aerodynamic forces acting on it and modelling its components. Sudiyanto et al. [1] have developed quadrotor modelling by using the first-principle approach. One of the problems in UAV quadrotors is the limited payload available, as this depends on lift force of the rotors. In many practical applications, the payload problem can be solved by using many quadrotors [4]. Advances in UAV technologies and improvement of sensor capabilities have led to group operation of quadrotors, which is important for applications that require large coverage areas such as search and rescue missions, inspection and detection, and surveillance reconnaissance [5].

Swarming is a group behaviour that is found in nature. This group behaviour can be found in organisms that live in groups such as bacteria, birds, fish, and ants. Swarm behaviour can arise through various mechanisms that are usually out of the distinct of the organism [6]. Several studies on models and controls for moving together have also been carried out on mobile robots [7][8][9], autonomous helicopter [10][11], and quadrotor [12][13][14]. In [15], a modelled multi-agent swarm movement of a system to be able to follow the desired path has been investigated.

Coordination of movements between two or more quadrotors is needed to optimize the work to be performed by the quadrotors. Therefore, the swarm coordination of quadrotors is a very interesting topic to study. Research on quadrotor swarm has been carried out in previous studies [16][17][18]. In [17], quadrotor swarming is considered using the leader–follower formation approach. In [18], the particle optimization approach is used to make the optimal formation control for a group of quadrotors. Some studies did not consider linear quadratic regulator (LQR) controllers, although they are well-known controllers that have been used in various applications, such as in controller systems, up until now [19][20][21]. The use of an LQR controller on a quadrotor is only for maneuver control, not yet for swarm motion [22][23].

The selection of LQR weighting matrices in the cost function is a major obstacle that makes it difficult to obtain the minimum cost function performance or desired control response. In the diagonal weighting matrix, the number of selected weight values is proportional to the order of the system plus the number of system control signals. Weight selection is often done by trial and error or using the desired response based on the analysis method [24][25]. Recently, many studies have proposed using the genetic algorithm (GA) method to obtain the LQR weighting matrices, which results in desired control performances more quickly and easily [26][27][28].

This paper considers a swarm control system of many quadrotors with two levels of the control loop and also defines simulation showing the coordination of six UAV quadrotor models to move and to form flocks. The design of the swarm control system is used in three-dimensional space simulations. Given the length limit of the article, the swarm center reference model is assumed to have been optimally provided by the higher-level control. This paper then focuses on designing the tracking control of the optimal swarm center reference model with LQR to minimize tracking errors. The problem of selecting the optimal weighting matrices of LQR is difficult to handle, but in this paper, the problem is solved by implementing a GA in order to produce the optimal performance of the UAV quadrotor swarm control system, which minimizes swarm tracking control errors in terms of the root-mean-square error (RMSE).

II. Materials and Methods

A. Quadrotor mathematical model

The working principle of a quadrotor is the balance of lift and torque produced by the rotation of four rotors. The lifting force is obtained from the acceleration of air around the blades that occurs because of the rotation of the rotors. Accelerated air displacement produces forces in the opposite direction from the air displacement. If the force exceeds the weight of the quadrotor, then the quadrotor can move vertically. The forward and reverse movements, as well as the left and right movements, can be obtained with the combination of the four propellers. For example, the forward movement results from the rotation of the two front propellers, which is faster than that of the propellers on the backside. This combination produces the resultant force and torque that make the quadrotor move forward.

Figure 1 shows the main components of a UAV quadrotor and the lifting force generated by the rotors. In addition to lifting, a quadrotor also works by balancing the torque produced by the four propellers. Setting the rotation speed of the rotating blades opposite can adjust the quadrotor rotation. In general, maneuvers that can be carried out by a quadrotor are shown in [29]. The lift force and torque of the blades are greatly influenced by the type of blades used. Calculation of lift and torque can be explained through the momentum theory and propeller element theory.

The momentum theory can be used to determine the relationship between lift, speed, and power in the propeller [1]. The principle of energy conservation is used to formulate the lift force in a floating state by including the efficiency of the rotor. Based on Newton’s second law for translational motion with the fixed vehicle mass, the transformation matrix of the Earth axis, the body axis, and angular movements, the equilibrium moment equations are obtained. Using the translational motion with fixed vehicle mass in the form of Cartesian coordinates and kinematic triad relations, the following nonlinear model of a quadrotor is obtained using Equations (1) to (9):

\[
\nu_B = \frac{1}{m} \sum F_{x_B} - g \cdot \sin \theta + r \cdot v_B - q \cdot w_B \tag{1}
\]

\[
\nu_B = \frac{1}{m} \sum F_{y_B} + g \cdot \sin \phi \cdot \cos \theta - r \cdot u_B + p \cdot w_B \tag{2}
\]

\[
\nu_B = \frac{1}{m} \sum F_{z_B} + g \cdot \cos \phi \cdot \cos \theta + q \cdot u_B + p \cdot v_B \tag{3}
\]
\[ p = \frac{1}{I_{xx}} \sum M_x - \frac{(I_{xx} - I_{yy})}{I_{xx}} q \cdot r \]  
(4)

\[ p = \frac{1}{I_{xx}} \sum M_x - \frac{(I_{xx} - I_{yy})}{I_{xx}} q \cdot r \]  
(5)

\[ p = \frac{1}{I_{xx}} \sum M_x - \frac{(I_{xx} - I_{yy})}{I_{xx}} q \cdot r \]  
(6)

\[ p = \frac{1}{I_{xx}} \sum M_x - \frac{(I_{xx} - I_{yy})}{I_{xx}} q \cdot r \]  
(7)

\[ p = \frac{1}{I_{xx}} \sum M_x - \frac{(I_{xx} - I_{yy})}{I_{xx}} q \cdot r \]  
(8)

\[ \dot{x}(t) = Ax(t) + Bu(t); x(t_0) = x_0 \]  
(10)

\[ y(t) = Cx(t) + Du(t) \]  
(11)

where \( x \triangleq (du \ dv \ dw \ dp \ dq \ dr \ d\phi \ d\psi) \), \( x \in \mathbb{R}^n \), denote state space variables, and \( u \triangleq (d\Omega R_1 \ d\Omega R_2 \ d\Omega R_3 \ d\Omega R_4) \), \( u \in \mathbb{R}^m \), describe input variables; \( y \) denotes the output, \( y \in \mathbb{R}^l \); and the matrices are \( A \in \mathbb{R}^{nxn} \), \( B \in \mathbb{R}^{nxm} \), \( C \in \mathbb{R}^{nxi} \), and \( D \in \mathbb{R}^{xi} \). The initial state condition at the time \( t_0 \) is denoted by \( x_0 \). The components of the matrix \( \{A,B,C,D\} \) of the linear time-invariant quadrotor model in Equations (10) and (11) used in this paper are obtained when flying it at a speed of 5 m/s as follows [1].

**B. Swarm model**

Each swarm agent, in this case, a quadrotor, is assumed to move simultaneously and know the relative position of its members. The equation of motion of individual \( i \) by following [30] is given by the following Equation (13):

\[ x_i = -\nabla x_i \rho(x_i) + \sum_{j=1,j \neq i}^{N} \frac{f(x_i - x_j)}{||x_i - x_j||^2}, i = 1, \ldots, N \]  
(13)

where \( x_i \in \mathbb{R}^n \) denotes the position of individual \( i \), \( \rho(\cdot):\mathbb{R} \rightarrow \mathbb{R} \) is an odd function, and \( N \) denotes the number of individual swarm members. In the second term, \( f(\cdot) \) is a function that describes the mutual attraction and repulsion that occur between agents as the following Equation (14) [31][32]:

\[ f(y) = -y \left[ a - b \exp\left(\frac{-y^2}{c}\right) \right] \]  
(14)

where \( a, b, \) and \( c \) are positive constants and \( ||y|| \) represents the distance between agents. Equation (14) shows that attraction dominates on long distances, whereas repulsion dominates on close distances. The function determines the direction and movement of each agent and prevents collisions between agents.

In practice, the value \( \rho(\cdot) \) represents the attractant, repellent, or neutral profile that determines where the swarm agents will move together, for example, if there are hot spots in an area or the source of leakage of toxic chemicals [30]. The negative \( \rho(\cdot) \) value represents the attractant profile where the swarm agents will gather, whereas the positive \( \rho(\cdot) \) value indicates the repellent profile where the swarm agents will move away. The neutral condition is denoted by \( \rho(\cdot) = 0 \). Distance is
affected by repulsion, and its magnitude is affected by parameters $a$, $b$, and $c$. There is a position where the magnitudes of attraction and repulsion are balanced. The magnitude of the dominant attractant for $|y| > \delta$, and that for the dominant repellent for $|y| < \delta$. From (14), it can be seen that a sign change occurred at that time using Equation (15):

$$y = \delta = \left\{ \begin{array}{l} y = 0 \\ |y| = \frac{c}{\sqrt{ln}^{2} \pi} \end{array} \right. \quad (15)$$

It should also be noted that the change in sign will only occur if the value of $b > a$; thus, the condition will be obtained when the attraction function changes to the repulsion function. If this condition is not met, then there will be no change in the value of the function, resulting in a collision between swarm agents. By using the attraction/repulsion model as in Equation (14), for $t \to \infty$, the swarm model will stop moving [30]. This shows that at time instant $\bar{t}$, the agents in the swarm will be in a position where the attraction and repulsion functions will be balanced.

The cohesiveness of swarm agents can be influenced by the selected model. Movement between agents can be done by referring these agents to the swarm center as it will always be in the same position [31]. Another alternative is to refer to the position of an agent to other agents. Moreover, based on the model used, swarm cohesiveness can also be influenced by the nature of the attraction and repulsion functions. Attractions and repulsions in the swarm model can be local, when they occur only because they reached a certain threshold, or global when they are felt by the agent in whatever position the agent is located.

Based on the theorem developed by Gazy and Passino [31], it can be said that if a swarm system has only an attraction function, then the swarm agents will converge to a point that is the center of the swarm. By contrast, if the system has only a repulsion function, the swarm agents will move away from the central point to an infinite position. On this basis, it can be concluded that the best model that can be used is one that has the attraction function dominating at large distances to prevent swarm agents from dispersing and the repulsion function dominating at close distances to prevent these agents from colliding with each other [30].

C. Quadrotor tracking

Quadrotor tracking is expected to produce very small quadrotor position errors against the desired target. The technique commonly used is to add an integrator to an error or to use a derivative of an error [25]. Error state variables are described as Equation (16):

$$e(t) = x_{ref}(t) - x(t) \quad (16)$$

If derived from time, then the following Equation (17) is obtained:

$$\dot{e}(t) = \dot{x}_{ref}(t) - \dot{x}(t) \quad (17)$$

If the reference does not change (tracking target at a fixed point), then the derivative of $x_{ref}$ is 0, so $\dot{e}(t) = -\eta \dot{x}(t)$. From (17), the path tracking equation can use the following general Equation (18):

$$\dot{e}(t) = -\eta \dot{x}(t) \quad (18)$$

where $\eta$ represents a constant that determines the weight of the tracking in the cost function. In the form of a matrix, the above equation can be written as Equation (19):

$$\dot{e}(t) = \begin{bmatrix} \dot{e}_x(t) \\ \dot{e}_y(t) \\ \dot{e}_z(t) \end{bmatrix} = \begin{bmatrix} -\eta \dot{x}_x(t) \\ -\eta \dot{x}_y(t) \\ -\eta \dot{x}_z(t) \end{bmatrix} \quad (19)$$

Substituting $\dot{x}_x = u$, $\dot{x}_y = v$, and $\dot{x}_z = w$ yields Equation (20):

$$\dot{e}(t) = \begin{bmatrix} \dot{e}_x(t) \\ \dot{e}_y(t) \\ \dot{e}_z(t) \end{bmatrix} = \begin{bmatrix} -\eta u(t) \\ -\eta v(t) \\ -\eta w(t) \end{bmatrix} \quad (20)$$

Based on the theorem developed [30], for an ideal system, the swarm center point will not move when the agents are flocking. Therefore, when given a target, the movement of the swarm center should be a straight line from the initial swarm center position toward the target [31].

D. A two-level swarm control system

The swarm control system consists of two levels. The lower-level controller uses a discrete LQR to control the movement of an individual quadrotor so that it can follow the desired tracking path. On the other hand, the higher-level controller is a proportional – derivative (PD) type controller that controls the movement between swarm members by producing paths that must be followed by each quadrotor. The swarm control system block diagram followed [11] is shown in Figure 2.

1) Lower-level control

The lower-level controller uses a discrete LQR. This controller is used to control the movement of each quadrotor against the trajectory produced by the high-level controller. A full state feedback gain $K_{LQR}$ of the LQR is obtained by varying the weighting matrices $Q = Q^T \geq 0$ and $R = R^T > 0$ on a cost function defined as Equation (21):

$$J_o = \sum_{k=1}^{\infty} [x^T(k) Qx(k) + u^T(k)Ru(k)] \quad (21)$$

with discretized dynamic equations of each quadrotor (10) given by Equation (22):

$$x(k + 1) = Ax(k) + Bu(k) \quad (22)$$

Optimal quadratic control signal $u(k)$, by using the tracking definition and discretized error (16) above, is defined as Equation (23):

$$u(k) = -K_{LQR}e(k) \quad (23)$$

with a full state feedback gain matrix $K_{LQR}$ that fulfills the Equation (24):

$$K_{LQR} = (R + B^TSB)^{-1}B^TSA \quad (24)$$
The $S$ matrix is the steady-state solution of the algebraic Riccati equation in Equation (25):

$$S = Q + A^TSA - A^TSB(R + B^TSA)^{-1}B^TSA$$ (25)

The Riccati equation is solvable if the pair $(A,B)$ is stabilizable and there is no unobservable mode on the unit circle of the pair $(Q,A)$.

Two adjustable variables are sought to optimize the cost function (21) of the lower-level controller, namely, the $Q$ and $R$ matrices. The $Q$ matrix has row and column sizes of a number of state variables in the system, whereas the matrix $R$ has a number of rows of input variables. The movement of a controlled quadrotor agent will be determined based on a closed-loop system in the state space function in Equation (26):

$$x(k + 1) = (A - BK_{LQR})x(k) + K_{LQR}x_{ref}(k)$$

$$y(k) = Cx(k)$$ (26)

The closed-loop system (26) is asymptotically stable utilizing the solvability of the Riccati Equation (25) [25].

2) Higher-level control

The higher-level controller in the swarm model used in this paper implements a PD controller. The attraction and repulsion functions used follow equation (14). In addition to the above functions, the swarm agent movement is also influenced by a repulsion function that occurs if the agent is too close. This function is represented in Equation (27):

$$u' = k_r \exp\left(-\frac{||x_i - x_j||^2}{r_s^2}\right)$$ (27)

where $k_r > 0$ is the magnitude of the repulsion and $r_s > 0$ is the size of the area around the agent. The difference between agents is too far; that is, when $||x_i - x_j||$ is very large relative to $r_s$, then the function will be zero. Let us respectively define the swarm center and the average velocity, which are generally time-varying [33], as Equation (28):

$$\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i$$

$$\bar{v} = \frac{1}{N} \sum_{i=1}^{N} v_i$$ (28)

The dynamics of the error system for position and velocity of each agent $i$ are defined as Equation (29):

$$e_{i,p} = x_i - \bar{x}$$

$$e_{i,v} = v_i - \bar{v}$$ (29)

In the end, the movement of the agent in the swarm model used in this paper is determined by the Equation (30) [33].

$$u_i = -M_i k_a e_{i,p} - M_i k_b e_{i,v} - M_i k_v v_i$$

$$+ M_i k_f \sum_{j=1,j\neq i}^N \exp\left(-\frac{||e_{i,p} - e_{j,p}||^2}{r_s^2}\right) (e_{i,p} - e_{j,p})$$

$$- M_i k_f \exp\left(-\frac{||e_{i,v} - e_{j,v}||^2}{r_s^2}\right) (e_{i,v} - e_{j,v})$$ (30)

Here, it is assumed that each agent has mass $M_i$ and velocity $v_i$ with a bounded sensing noise signal $d_j$. The scalar value $k_f > 0$ denotes a reinforcement of attraction indicating how aggressive the agent is to aggregate. The scalar value $k_r > 0$ is a reinforcement of repulsion that indicates how much agent $i$ will move away from agent $j$.

In this paper, the developed swarm model has the characteristic of having no leader among swarm members. Swarm member dynamic equations are modelled as in Equation (14). The state of agent $i$ was defined with $x_i$ ($i = 1, ..., N$), and it is assumed that the agent moves in the $n$-dimension in Euclidean space, with the equation of motion of each agent determined by the combination of the following equations:

$$x_i = v_i; x_i, v_i, u_i \in R^n, i = 1, ..., N$$ (31)

where, respectively, $x_i, v_i, u_i$, and $m_i$ are the position, speed, control input, and mass of the agent.

The main goal of the swarm model control design is to control the dynamic movement of all swarm members to the desired position. The dynamic movement of the agent is influenced by the following: (i) the distance and velocity between the agents, and (ii) the attraction and repulsion on the designed profile. In this paper, the control protocol is a modification from [33] for the agent modelled as Equation (32):

$$u_i = -M_i k_a e_{i,p} - M_i k_b e_{i,v} - M_i k_v v_i$$

$$+ M_i \sum_{j=1,j\neq i}^N (a - b) \exp\left(-\frac{||e_{i,v} - e_{j,v}||^2}{r_s^2}\right) (e_{i,p} - e_{j,p})$$

$$- M_i k_f \sum_{j=1,j\neq i}^N \left(\frac{||e_{i,v} - e_{j,v}||}{c}\right) (e_{i,v} - e_{j,v})$$ (32)

It is assumed that the agent is equipped with sensors and programs having the mass of $M_i$ and the speed of $v_i$. The proportional gain $k_a > 0$ is a reinforcement that affects the aggressiveness of the agent to aggregate. The gain $k_f > 0$ functions as a parameter that affects the repulsion that occurs between agents. Both $k_a$ and $k_b$ are proportional gains, whereas $k_v$ and $k_f$ are attenuation of speed and derivative strengthening to follow the desired agent movement profile. The model in (32) is modified from (30), by adding the attraction force between the agent and the value $M_i = 1$ (to simplify the control system). The swarm control system diagram block is designed as in Figure 2.

III. Results and Discussions

A. Determination of trial and error parameters

The mathematical equation model implemented in the simulation uses the parameters of reference [1] discretized with 0.01 s sampling time. Searching for the optimal values of $Q$ and $R$ using the trial and error method, the initial parameters are simulated using predetermined $Q$ and $R$ matrices as Equations (33) and (34):

$$Q_1 = 10 \times I$$

$$Q_2 = 100 \times I$$

$$Q_3 = 1000 \times I$$

$$Q_4 = 10000 \times I$$ (33)
\[ R_1 = 0.1 \times I \]
\[ R_2 = 0.01 \times I \]
\[ R_3 = 0.001 \times I \]
\[ R_4 = 0.0001 \times I \]

where \( I \) denote the identity matrix with an appropriate size of \( Q \) and \( R \).

The combination of the parameters \( Q \) and \( R \) from Equation (33) and (34) is then simulated for tracking a quadrotor on the trajectory function defined by \( i(t) \) using Equation (35):

\[
\begin{align*}
l_x(t) = & \begin{cases} 
    x_0 + \frac{t}{20}, & \text{for } 0 < t \leq 1000 \\
    x_0 + 50, & \text{for } 1000 < t \leq 2000 \\
    x_0 + \left(50 - \frac{t - 2000}{20}\right), & \text{for } 2000 < t \leq 3000 \\
    x_0, & \text{for } 3000 < t \leq 3999
  \end{cases} \\
l_y(t) = & \begin{cases} 
    y_0 + 20, & \text{for } 0 < t \leq 1000 \\
    y_0 + \frac{t}{20}, & \text{for } 1000 < t \leq 2000 \\
    y_0 + 50, & \text{for } 2000 < t \leq 3000 \\
    y_0 + \left(50 - \frac{t - 3000}{20}\right), & \text{for } 3000 < t \leq 3999
  \end{cases} \\
l_z(t) = & \begin{cases} 
    z_0 + \frac{t}{20}, & \text{for } 0 < t \leq 1000 \\
    z_0 + 50, & \text{for } 1000 < t \leq 2000 \\
    z_0 + \left(50 - \frac{t - 2000}{20}\right), & \text{for } 2000 < t \leq 3000 \\
    z_0, & \text{for } 3000 < t \leq 3999
  \end{cases}
\end{align*}
\]

The performance of the tracking error is measured using the RMSE method. The best weight matrix results are obtained for \( Q = 1000I \) and \( R = 0.001I \), which have an RMSE value of 7.122 m. Simulation results are shown in Figure 3.

B. Parameter optimization using genetic algorithm

GA is one area of research that has received considerable attention until now [34][35][36]. GAs can help produce a solution of complex functions on the basis of the selection process that occurs in nature. They work on the basis of the initial population that can be linked to certain variables. In general, this initial population contains randomly constructed binary combinations 1 and 0. This binary combination corresponds to the value of the variable to be found. In this paper, by following the GA, the mating probability of each chromosome is determined using the following Equation (36):

\[
\text{probability} = \frac{\text{fitness}}{\text{total fitness}} \times 100\%
\]

The parameters used in the GA are as follows: the number of chromosomes, which is 20; the number of genes per chromosome, 1,000; and the number of generations produced, 30. The chromosomes containing binary numbers are encoded into real-valued individuals in the specified interval of [100; 1,000]. The process of reproduction of selected chromosomes has a crossover probability of 0.6. Chromosomes in a population have a mutation probability of 0.5 \%. Next, the GA is applied to find the \( Q_1 \) to \( Q_{12} \) parameters in the matrix \( Q \) defined as Equation (37):

\[
Q = \begin{bmatrix}
Q_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & Q_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & Q_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & Q_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & Q_5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & Q_6 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & Q_7 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & Q_8 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & Q_9 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & Q_{10} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & Q_{11} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & Q_{12}
\end{bmatrix}
\]

and the value of \( R_v \) on the matrix \( R \) defined as Equation (38):

\[
R = R_v \times I^{4 \times 4}
\]

The fitness function of the GA uses the quadrotor RMSE of the trajectory tracking according to the trajectory described in Equation (35). The accomplishment of the GA results in the minimum RMSE of the tracking error with the parameters \( Q \) and \( R \) as mentioned in Equation (39):

\[
R_v = 8.14 \times 10^{-5}
\]
the quadrotor movement is closer to the tracking path.

C. Swarm simulation

The higher-level controller has seven parameters that must be chosen properly to produce swarming with fast aggregation. The selection of these parameters requires a separate discussion. In this paper, it is assumed that these parameters have been obtained properly using GA. The optimal higher-level control parameters for swarm models and flocking simulations are specified as \(a = 1\), \(b = 10\), \(c = 3\), \(k_a = 0.7779\), \(k_b = 4.3194\), \(k_v = 2.4428\), and \(k_f = 1.4214\). The trajectory of the swarm center using the above parameters is shown in Figure 5. Flocking simulation results using these parameters are shown in Figure 6. The movement of UAV quadrotor agents in a swarm is shown by colors: red,
yellow, blue, green, light blue, and purple. In addition, the center of the swarm is represented by a black “×” sign, and a steady-state line is represented by a black line. RMSE is calculated by looking at the difference between the distance of the swarm center movement and the line equation when the swarm system has reached a steady-state.

The simulation application of LQR parameters for swarm system simulation uses the best trial and error results, namely, \( Q = 1000 \times I^{12 \times 12} \) and \( R = 0.001 \times I^{4 \times 4} \) shown in Figure 6. The LQR using the trial and error method produces an RMSE of the swarm model of 0.2365 m. After that, a swarm model simulation is performed using the LQR parameters.
parameters obtained from GAs. The simulation results can be seen in Figure 7, this parameter produces a system RMSE of 0.1959. The swarm model performance improvement was 0.0406, or 17.17%.

In Figure 7a, it can be seen that agent aggregation using LQR parameters is faster than the aggregation of agents before optimization (Figure 6a). Aggregation of agents in the simulation before optimization occurs around a height of 40 m, whereas agent aggregation in the simulation after optimization occurs around a height of 45 m. This faster aggregation is caused by the quadrotor’s quick response to the tracking of the path produced by the swarm model. It can also be seen in Figure 7b that the movement of each quadrotor agent follows the tracking path provided by the swarm model better after the LQR is optimized with the GA, although this can have a large enough effect if the swarm target moves to produce a more complicated trajectory. The summary of the improved performance is given in Table 1.

IV. Conclusion

Tuning the weighting matrices of LQR is difficult by using the trial and error method because the nature of the system is random and complicated. Hence, it is difficult to find the best parameters as the amount of value sought is in a large range. This paper considered the tracking control optimization of the LQR weighting matrices in the swarm control system to produce quadrotor unmanned flocking vehicles with GA optimization. The weighting matrix optimization using the GA improved the performance of the swarm control system: in tracking performance, 4.5429 m (RMSE) improved by 2.5791 m (36.00%); flocking aggregation 0.1959 m (RMSE) improved by 0.0406 m (17.17%), and flocking speed at height 45 m means 5 m (12.50%) faster.
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