Automatic differential equations identification by self-configuring genetic programming algorithm
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Abstract. The paper considers a reduction of differential equations identification problem to the symbolic regression task. The current approach allows automatic determining the structure of a differential equation via the usage of the self-configuring genetic programming algorithm. The a priori information needed is only the dynamic system initial point and the sample of input and output effects. The stability of the proposed approach to the presence of noise in the sample and the small amount of data is investigated.

1. Introduction

Models of dynamic processes building is a current and demanded field for solving research and practical problems. The paper proposes an approach that is planned to be applied later in identification of a dynamic object based on observations of its output, i.e., in solving so-called inverse problems of mathematical modeling. According to this approach a mathematical model is built on the basis of the initial data concerning the input and output effects. It describes the relationship between them.

A large number of methods based on various approaches has been developed to solve problem of the model of the dynamic object building. A lot of methods are based on the estimation of the transient response [1]. One can use nonparametric methods, a neural network for modeling fuzzy inference to evaluate the response of a dynamic system to different control input data or smooth output data [2-4]. It is also possible to estimate the solution of the differential equation that describes the behavior of the dynamic object using genetic programming [5].

Each proposed method has its advantages and disadvantages. But all of them help to find either the estimation only for the observed period of time, or the estimation whose symbolic representation makes it useless for analytical methods of control or analysis. Modern research papers related to the identification of dynamic objects apply various representations of models. The most common and convenient representation of the model for further application is the representation of an object by a differential equation in the symbolic form [6-7].

In some scientific papers, a model of a dynamic object was built in the form of a differential equation according to its known structure. That is, we are talking about parametric identification. The problem solution of the parametric identification of differential equations is presented in [8-9]. Despite the fact that the papers [10] consider an arbitrary structure of the differential equation, in fact, the search for a symbolic model in the form of a linear differential equation is considered, and the choice of the structure is in determining the order of the equation.
The approach to a model of the dynamic object building as an arbitrary differential equation in a symbolic form is proposed. It obtains a solution with an unknown structure of the equation.

2. Description of the approach

Consider the statement of the identification problem using the sample data. Let be a sample of volume \( n \{y_i, t_i\}, i=1, 2, ..., n \), where \( y_i \) is the measurement of the dynamic system output at time \( t_i \). The control action, which is an input of the dynamic system, is known. The object is described by a differential equation with the known initial condition:

\[
y^{(k)} = F(y^{(k-1)}, ..., y', y, x), \]
\[
y(0) = y_0
\]

The order of the differential equation will be considered to be limited. It is necessary to build a symbolic model in the form of the differential equation that describes the relationship between the input and output of the system. The initial conditions will be considered to be known.

In this statement, the identification problem is reduced to the problem of symbolic regression solved by the genetic programming (GP) algorithm successfully [11-12].

The GP algorithm requires the representation of the individual in the form of a tree [11]. In this paper, a method for encoding a differential equation in the form of a tree is developed and described.

It is necessary to specify the maximum possible order of the differential equation \( K \) to form a tree. Therefore, we will seek for a solution to the identification problem as a differential equation of the order \( k < K \), where \( k \in \mathbb{N} \):

\[
\hat{y}^{(k)} = F(\hat{y}^{(k-1)}, ..., \hat{y}', \hat{y}, x).
\]

The functional and terminal sets are redefined to using the GP algorithm. The terminal set includes a set of all input (\( x \)) and output (\( y \)) variables, a set of constants, derivatives \( y', ..., y^{(k-1)} \). The functional set consists of the functions used by the algorithm to form the solution (+, -, /, sin, cos, etc.).

The root vertex of the tree contains not only an element of the functional set, but also the information about the maximum order of the derivative for the given individual. An example of a tree is shown in figure 1.

![Figure 1. Example of the differential equation in the form of a tree.](image)

The evolutionary steps of the algorithm were also substantially modified for the GP algorithm operating with differential equations.

A starting population is generated randomly from the given number of individuals at the initialization step. An order of the differential equation is not higher than the given value of \( K \) in the root node.
An individual in the form of a tree is converted into a formula. Then the fitness value is calculated for it:

\[
\text{fitness} = \frac{1}{1 + \text{error}},
\]

\[
\text{error} = \frac{1}{n} \sum_{i=1}^{n} \sqrt{\left(\hat{y}_i - y_i\right)^2}
\]

\[
\text{max}(y_i) - \text{min}(y_i)
\]

where \(n\) is a sample size, \(\hat{y}_i\) is a value of the individual at the \(i\)-th point, \(y_i\) is values from the original sample.

The calculating derivative must be performed at the points of the initial sample in calculating an error of correspondence of the found solution to the true one. In this paper, the output estimation of the differential equation \(\hat{y}_i\) from the points of the initial sample \(x_i\) was performed using the fourth-order Runge–Kutta method [13].

The peculiarity of the mutation in the proposed approach is a possible change in the root node containing the maximum order of the differential equation. In case of a change (mutation) of the maximum order of the differential equation, the order of the derivative must also be changed. So, in figure 2, a mutation of the maximum order for the given individual will entail a change (randomly choosing the order of the derivative lower than a new maximum order) and other selected vertices.

![Figure 2. Vertices mutating in changing the root node.](image)

3. Self-configuring of GP

In this paper, a self-configuring type of GP algorithm is used. Self-configuring means the automated selection and application of the existing variants of operators and numerical parameters [14]. Operator groups are presented in table 1.

| Operator groups | Type selected operators | Numerical values elected operators |
|-----------------|-------------------------|----------------------------------|
| Selection       | (Tournament, rank selection, proportionate) | Crossover probability |
| Crossover       | (Standard, single-point, uniform) | Mutation probability |

For operators with a selected type, self-configuring was carried out using the Population-Level Dynamic Probabilities method [15]. The numerical parameters are set according to the Success History Adaptation algorithm [16]. The application of these procedures will reduce span time significantly and will simplify the interaction with algorithms of scientists who are not specialists in the field of evolutionary algorithms.
4. Testing of approach

Differential equations of various orders were used to identify differential equations (table 2). According to the conditions from table 2, samples \( \{x_i, y_i\}, i = 1, s \) were formed, where \( s \) is a sample size, for testing the proposed approach.

| № | Differential equation | Starting points | Interval of \( x \) |
|---|------------------------|-----------------|-------------------|
| 1 | \( y' = -\frac{\cos(x)}{2\sin(y)\cos(y)\sin^2(x)} \) | \( y\left(\frac{\pi}{2}\right) = 0 \) | \([\frac{\pi}{2}; 3\pi]\) |
| 2 | \( y' = -\frac{y}{x+1} \) | \( y(-2) = -7.389 \) | \([-2;5]\) |
| 3 | \( y' = \frac{y + x^2\cos(x)}{x} \) | \( y(0,1) = 0.06 \) | \([0.1;3.5]\) |
| 4 | \( y' = 2e^{x^2} - \frac{y}{x} \) | \( y(1) = e \) | \([1;6]\) |
| 5 | \( y' = -xe^y \) | \( y(0) = 0 \) | \([0;5]\) |
| 6 | \( y'' = \frac{4(y^4 - 1)}{y^3} \) | \( y(0) = \sqrt{2} \) | \([0;5]\) |
| 7 | \( y'' = 2y' + 10y \) | \( y'(0) = 2 \) | \([0;6]\) |
| 8 | \( y'' = e^{3x} + 6y' + 9y \) | \( y(0) = 0 \) | \([0;6]\) |
| 9 | \( y'' = -2y'' - 2y + 2x^2 + 8x + 6 \) | \( y(0) = 1 \) | \([0;6]\) |
| 10 | \( y'' = -\frac{(y')^2}{1 + x^2} \) | \( y'(0) = 4 \) | \([1;6]\) |
| 11 | \( y''' = \frac{6}{x^3} \) | \( y'(0) = 1 \) | \([1;6]\) |
| 12 | \( y''' = -y \) | \( y'(0) = 1 \) | \([0;4]\) |
| 13 | \( y''' = -y' + \frac{1}{\cos(x)} \) | \( y''(0,1) = 0 \) | \([0.1;4]\) |
| 14 | \( y'''' = -4y''' - 4y'' + x - x^2 \) | \( y''(0,1) = -1 \) | \([0;5]\) |
| 15 | \( y'''' = y''' + 2x + 3 \) | \( y''''(0) = 1 \) | \([0;6]\) |

To identify each differential equation, 100 individuals were selected, and the number of generations was 200. The number of runs on each function was 30 some criteria were selected to evaluate the efficiency of the algorithm. They are an error and averaged generation number, where the solution was found. The error is taken as the standard deviation of the output of the differential equation from its estimation. The results are presented in table 3.
Table 3. Test results of the approach to the identification of differential equations with one input variable.

| Task number | Error  | Generation number |
|-------------|--------|-------------------|
| 1           | 0.0000 | 98                |
| 2           | 0.0000 | 8                 |
| 3           | 0.0000 | 97                |
| 4           | 0.0002 | 76                |
| 5           | 0.0000 | 12                |
| 6           | 0.0000 | 34                |
| 7           | 0.0000 | 75                |
| 8           | 0.0001 | 77                |
| 9           | 0.0000 | 114               |
| 10          | 0.0000 | 33                |
| 11          | 0.0002 | 102               |
| 12          | 0.0000 | 74                |
| 13          | 0.0000 | 43                |
| 14          | 0.0000 | 68                |
| 15          | 0.0000 | 81                |

For the resulting models their belonging to the type is determined to be symbolically accurate (solutions that can be reduced to the exact elementary transformations without rounding), symbolically conditionally accurate (solutions that can be reduced to exact elementary transformations using rounding) or approximate (solutions that require more complex transformations and/or have complex superior size tree structure that cannot be reduced to an exact solution) [17]. It is considered that the algorithm has found a solution if the fitness of the individual encoding the solution is not lower than 0.9999. It corresponds to the error of not more than 0.0001. For individuals whose fitness is below this value, symbolic accuracy is not determined. The results are shown in figure 3.

Figure 3. Symbolic accuracy of the received differential equations.

More often, in real problems, a dynamic object is affected by several input variables; only one input action is a rare exception. Therefore, it is necessary to study the operational efficiency of the proposed algorithmic complex with several input variables (table 4). Search results for the differential equation based on the sample data \{x_{ij}, y_i\} (i = 1, s, j = 1, J, where s is a sample size, J is a number of input variables) presented in table 5.
Table 4. Test identification problems with several input variables.

| №  | Differential equation                                                   | Starting points | Interval of \( x_j \) |
|----|------------------------------------------------------------------------|-----------------|------------------------|
| 16 | \( y' = \frac{y + x^2 \cos(x)}{x} \) \( y_0 = 0.06 \) \( x_1 \in [0.1; 6] \) \( x_2 \in [3; 3.9] \) \( x_3 \in [4.5; 10.4] \) |                |                        |
| 17 | \( y' = \frac{3x^2 e^{-x^2} - (x + y)y}{x_2} \) \( y_0 = 0 \) \( x_1 \in [-1; 1] \) \( x_2 \in [3; 8] \) |                |                        |
| 18 | \( y' = 2x_2 \sqrt{y} + \frac{2y}{x_1} \) \( y_0 = 1 \) \( x_1 \in [1; 6] \) \( x_2 \in [-1; 1] \) |                |                        |
| 19 | \( y'' = -2y' - 2y + 2x_1^2 + 8x_2 + 6 \) \( y_0 = 1 \) \( y_0' = 4 \) \( x_1 \in [0; 5] \) \( x_2 \in [2.5; 7.5] \) |                |                        |
| 20 | \( y'' = \frac{y' + x_1^2 yy'}{x_2} \) \( y_0 = 0 \) \( y_0' = 2 \) \( x_1 \in [1; 6] \) \( x_2 \in [27; 512] \) |                |                        |

Table 5. Test results of the approach to the identification of differential equations with several input variables.

| Task number | Error | Generation number |
|-------------|-------|-------------------|
| 16          | 0.0043| 89                |
| 17          | 0.0093| 47                |
| 18          | 0.0091| 75                |
| 19          | 0.002 | 94                |
| 20          | 0.0022| 68                |

5. Investigation of the proposed approach stability to the presence of noise in the sample and the small amount of data

Often in solving real problems in the measurement channels there is noise, unobservable effects. Therefore, it is necessary to study the efficiency of the approach for the case when the input effect is represented by a noisy sample. For the tasks presented in tables 2 and 3, samples were generated with noise equal to 5%, distributed according to the normal law. Figure 4 shows a case where the obtained differential equation describes the cloud of sample data well and almost completely coincides with the known true one.

Initial differential equation \( y' = \frac{y + x^2 \cos(x)}{x} \). Resulted differential equation \( \hat{y}' = \frac{1.1y + x^2 \cos(1.04x)}{x} \).

Figure 4. Solution of the identification problem by data with noise.
Table 6. Dependence of the error of the resulted solution on the noise presence in the data.

| Task number | Error Without noise | Error With noise |
|-------------|---------------------|------------------|
| 1           | 0.0000              | 0.0000           |
| 2           | 0.0000              | 0.0002           |
| 3           | 0.0000              | 0.0001           |
| 4           | 0.0000              | 0.0000           |
| 5           | 0.0000              | 0.0000           |
| 6           | 0.0000              | 0.0000           |
| 7           | 0.0002              | 0.0002           |
| 8           | 0.0004              | 0.0005           |
| 9           | 0.0001              | 0.0001           |
| 10          | 0.0002              | 0.0002           |
| 11          | 0.0003              | 0.0003           |
| 12          | 0.0327              | 0.037            |
| 13          | 0.0624              | 0.0685           |
| 14          | 0.3712              | 0.4011           |
| 15          | 0.0801              | 0.0864           |

The Student’s t-test was used to test hypotheses about the significance of differences in error. Testing the hypothesis of equality of mathematical expectations by the Student's t-test proves the absence of a statistically significant difference between errors resulted in samples with and without noise.

In considering approaches to solving the identification problem, it was noted that a significant drawback of the methods number is a significant decrease in the quality of the solution in reducing the sample size [18]. However, for some real-world processes, measuring the output characteristic is a laborious and expensive process. In this paper, the dependence of the error of the obtained solutions for identifying differential equations on the sample size is investigated. Figure 5 shows a graph of the error variation with a decreasing sample size from 400 to 50 points, averaged over the tasks from tables 2-3.

![Figure 5](image_url)

**Figure 5.** Dependence of the error on the sample size.

On the graph, you can see that the error practically does not change with a decrease in the number of sample points, but significantly increased only with a knowingly extremely small sample size.
6. Conclusion
The proposed approach can be used to identify a dynamic object from its observations automatically.

The significance of this approach is in the automatic determination of the order, structure and coefficients of the differential equation. The efficiency of this approach is considered in the identification of test differential equations of various orders and the number of input variables. The stability of the resulted solutions with noisy data and a small sample size is demonstrated.

Further investigation will be related to the automatic search for the starting point.
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