1. Introduction

Let order statistics $X_{1:n} \leq X_{2:n} \leq \cdots \leq X_{n:n}$ be the nondecreasing order of independent and identically distributed (iid) random variables $X_1, X_2, \ldots, X_n$ with cumulative distribution function (cdf) $F_X(\cdot)$. The order statistics have important roles in different areas of statistics and probability. In reality, some kinds of order statistics are more applicable. For example, in actuarial science, the distribution of the minimum of the two lifespans of the couple is important for insurance policy to make decisions. In industries, specifically in reliability and survival analysis, order statistics are used to solve problems. Meteorology, hydrology, and so on are other fields of applications of order statistics. Interested readers can study the detail of theory and application of order statistics, for instance, in Arnold et al. [1]. Let $F_X(\cdot)$ be discrete cdf. For the first time, Eisenberg et al. [2] defined the quantity $K_n = \sum_{i=1}^{n} I(X_i = X_{n:n})$ as the number of winners in a golf competition. They studied sufficient conditions under which $K_n$ converges to 1. After that Pakes and Steutel [3] considered similar notions for continuous cdf as follows:

$$
K_n(a) = \sum_{j=1}^{n} I(X_{n:n}-a < X_j),
$$

where $a > 0$ is a constant. In fact, $K_n(a)$ counts the number of observations in the left-hand neighbourhood of the sample maximum with fixed distance “a.” Later, $K_n(a)$ was developed to the number of observations near the $k$th order statistics as follows:

$$
K_{\eta}(n, k, a) = \{ j \in \{1, 2, \ldots, n \}; X_j \in (X_{k:n} - a, X_{k:n}) \},
$$

where the support of $K_{\eta}(n, k, a)$ is $0, 1, \ldots, k - 1$. Similarly, the number of observations in the right-hand neighbour hood of the $k$th order statistics was defined as

$$
K_{\eta}(n, k, a) = \{ j \in \{1, 2, \ldots, n \}; X_j \in (X_{k:n} - a, X_{k:n} + a) \},
$$

The support of $K_{\eta}(n, k, a)$ is $0, 1, \ldots, n - k$. The probability mass function (pmf) of $K_{\eta}(n, k, a)$ is as follows:

$$
P(K_{\eta}(n, k, a) = j) = \left( \begin{array}{c} k-1 \end{array} \right) \int_{x_k}^{x_{k:n}} (\eta_L(x,a))^{k-j-1} (1 - \eta_L(x,a))^{j} dF_{X:n}(x),
$$

where $\eta_L(x,a) = (F_X(x-a)/F_X(x))$ and $F_{X:n}(\cdot)$ is the cdf of $X_{k:n}$. Also, the pmf of $K_{\eta}(n, k, a)$ is given by...
\[ P(K_-(n, k, a) = j) = \binom{n-k}{j} \int_{s_x} \left( \eta_{U}(x,a) \right)^{n-k-j} \left( 1 - \eta_{U}(x,a) \right)^{j} dF_{k,n}(x), \]  
\[ \text{(5)} \]
where \( \eta_{U}(x,a) = (F_X(x+a)/F_X(x)) \). For more details, one can refer to Dembińska et al. [4].

More results of the description of their distributions, asymptotic properties, and their generalization have been investigated, e.g., Pakes and Li [5], Li [6], Pakes ([7,8]), Balakrishnan and Stepanov ([9,10]), Dembińska et al. [4], and Dembińska ([11–13]). So far, few researchers have addressed the issue of statistical inference based on near-order statistics, e.g., Müller [14], Hashorva and Hüsler [15], Akbari et al. [16], and Akbari and Akbari [17]. In the present paper, a new version of near-order statistics is first defined. Then some characterization results as a statistical tool in this paper, a new version of near-order statistics is first defined. The characteristic results of the proposed test statistics are computed by Monte Carlo simulations. Also, their power is compared with those computed by well-known tests such as Kolmogorov–Smirnov and Cramer–von Mises tests by simulations. All simulations are carried out by using R 3.6.3 and with 10000 replications.

2. Preliminary Results

Let \( X_1, \ldots, X_n \) be iid random variables from continuous cdf \( F_X(\cdot) \) with support \( S_X \), and \( F_X \) be one of the distribution functions Pareto, uniform, or power function. Constructing characterizations for such \( F_X \) by the pmfs or moments of some functions of random variables is a common way. But it is not possible by counting random variables \( K_\pm \) as the number of observations on the location-type neighbourhood of the certain order statistics defined in equations (4) and (5), because their pmfs do not have a closed-form expression. Therefore, new types of number of observations falling within the left-hand and right-hand of neighbourhood of the specific order statistics, as an extension to scale-type neighbourhood, are introduced, respectively, as follows:

\[ K'_-(n, k, a) = \# \{ j \in [1, 2, \ldots, n]; \quad X_j \in (aX_{k,n}, X_{k,n}] \}, \]

\[ \text{where} \quad 0 < a < 1 \]  
\[ K'_+(n, k, b) = \# \{ j \in [1, 2, \ldots, n]; \quad X_j \in (X_{k,n}, bX_{k,n}] \}, \]

\[ \text{where} \quad b > 1 \]

**Proposition 1.** Using the same arguments given in Dembińska et al. [4], it is concluded that the pmfs of new counting random variables \( K'_-(n, k, a) \) and \( K'_+(n, k, b) \), respectively, with \( \eta_U(x,a) = (F_X(ax)/F_X(x)) \) and \( \eta_U(x,a) = (F_X(bx)/F_X(x)) \), that is,

\[ P(K'_-(n,k,a) = j) = \binom{k-1}{j} \int_{s_x} \left( \frac{F_X(ax)}{F_X(x)} \right)^{j} \left( 1 - \frac{F_X(ax)}{F_X(x)} \right)^{k-j} dF_{k,n}(x), \]

\[ \text{(8)} \]

\[ P(K'_+(n,k,b) = j) = \binom{n-k}{j} \int_{s_x} \left( \frac{F_X(bx)}{F_X(x)} \right)^{j} \left( 1 - \frac{F_X(bx)}{F_X(x)} \right)^{n-k-j} dF_{k,n}(x). \]

\[ \text{(9)} \]

On the other hand, by simple algebra calculations, the first moment of \( K'_-(n, k, a) \) and \( K'_+(n, k, b) \) can be derived, respectively, as follows:

\[ E(K'_-(n,k,a)) = (k-1) \left( 1 - \frac{n!}{(k-1)!} \int_{s_x} F_X(ax)F_X^{k-2}(x)(1-F_X(x))^{n-k} dF_X(x) \right) \]

\[ = k-1 - n(k-1) \left( \int_{0}^{1} F_X(aF_X^{-1}(u))u^{k-2}(1-u)^{n-k} du, \right) \]

\[ \text{(10)} \]

\[ E(K'_+(n,k,b)) = (n-k) - k(n-k) \left( \int_{s_x} F_X(bx)F_X^{b-1}(x)F_X^{n-k-1}(x)dF_X(x) \right) \]

\[ = (n-k) - k(n-k) \left( \int_{0}^{1} F_X(bF_X^{-1}(u))u^{k-1}(1-u)^{n-k-1} du. \right) \]

\[ \text{(11)} \]

Here, some results as examples of special cases of Pareto and power function distributions are reported that will be useful for obtaining further results in the next section.

**Example 1.** Let \( X_1, X_2, \ldots, X_n \) be iid random variables from Pareto \((a, \beta)\). So their survival distribution functions is given by
\[ F(x) = \left( \frac{\beta}{x} \right)^{\alpha}, \quad x \geq \beta. \] (12)

Then from equation (9), the pmf of \( K'_\alpha(n, k, b) \) related to this sequence is as follows:
\[
P(K'_\alpha(n, k, b) = j) = \binom{n-k}{j} \left( \frac{1}{b} \right)^{\alpha(n-k-j)} \left( 1 - \left( \frac{1}{b} \right)^{\alpha} \right)^{j}.
\] (13)

Equation (13) shows that \( K'_\alpha(n, k, b) \) has binomial pmf with parameters \((n-k)\) and \(1 - (1/b)^\alpha\). Thus,
\[
E(K'_\alpha(n, k, b)) = (n-k) \left( 1 - \left( \frac{1}{b} \right)^{\alpha} \right), \quad (14)
\]
which does not depend on scale parameter \(\beta\).

**Example 2.** It is well-known that if \(X \sim\) Pareto \((\alpha, \beta)\), then random variable \(Y = (1/X)\) has power function distribution with following cdf:
\[
F_{Y}(y) = (\beta y)^{\alpha}, \quad 0 \leq y \leq \frac{1}{\beta}
\] (15)

The notation power \((\alpha, \beta)\) is used for power function distribution with parameters \(\alpha\) and \(\beta\). It is also called generalized uniform distribution because it is standard uniform cdf at \(\beta = 1\) and \(\alpha = 1\). From (8), the pmf of \(K'_\alpha(n, k, a)\) for random variables \(X_1,\ldots,X_n\) that are distributed as power \((\alpha, \beta)\) is concluded as
\[
P(K'_\alpha(n, k, a) = j) = \binom{k-1}{j} \int_{0}^{1/b} a^{(k-j-1)} (1-a)^{j} dF_{k,n}(x)
\] (16)

According to (16), \(K'_\alpha(n, k, a)\) has binomial pmf with parameters \(k-1\) and success probability \(1 - a^{\alpha}\). So
\[
E(K'_\alpha(n, k, a)) = (k-1)(1-a^{\alpha}). \quad (17)
\]

As we know, the uniform distribution function on interval \((0, 1)\) is a special case of power \((1,1)\) with following cdf:
\[
F(x) = x, \quad 0 < x < 1. \quad (18)
\]

Therefore from (16), the pmf of \(K'_\alpha(n, k, a)\) when \(X_i \sim U(0,1), i = 1,\ldots,n,\) equals
\[
P(K'_\alpha(n, k, a) = j) = \binom{k-1}{j} \int_{0}^{1} a^{(k-j-1)} (1-a)^{j} dF_{k,n}(x)
\] (19)

and its expectation is
\[
E(K'_\alpha(n, k, a)) = (k-1)(1-a). \quad (20)
\]

### 3. Characterization Results

In this section, some characterization results based on distributional properties of near-order statistics \(K'_\alpha(n, k, a)\) and \(K'_\alpha(n, k, b)\) for some continuous distributions are established in terms of property of sequence of complete functions. Thus, in the sequel, some notions and theorems related to this theory are reminded.

**Definition 1.** A sequence \(\{\phi_n\}_{n=1}^{\infty}\) of elements of a Hilbert space \(\mathcal{H}\) is called complete if the only element which is orthogonal to every \(\phi_n\) is the null element, that is
\[
\langle f, \phi_n \rangle = 0, \quad \text{for every } n \geq 1,
\] (21)
implies \(f\) null.

The notation \(\langle \cdot, \cdot \rangle\) denotes the inner product of \(\mathcal{H}\). In the present paper, the Hilbert space \(L^2[0,1]\) with the following inner product being considered:
\[
\langle f, g \rangle = \int_{0}^{1} f(x)g(x)dx, \quad (22)
\]
where \(f\) and \(g\) are real-valued square integrable functions on \([0,1]\). One of the sequences of complete functions in \(L^2[0,1]\) is \(\{x^n, n \geq 1\}\) which is used in this paper.

The following theorem is known as M"untz theorem that states the necessary and sufficient condition for completeness of the subsequence \(\{x^n, j \geq 1, n_1 < n_2 < \cdots\}\).

**Theorem 1** (Higgins [18], page 95). Sequence \(\{x^n, x^{n_1}, \ldots, 1 \leq n_1 < n_2 < \cdots\}\) in \(L^2[0,1]\) is complete if and only if
\[
\sum_{j=1}^{\infty} n_j^{-1} = \infty. \quad (23)
\]

For more details about Hilbert space and complete sequences, refer to Higgins [18]. Pareto is one of the distributions that have many applications in economics and actuarial sciences. So far, a lot of properties and characterization of it based on order statistics or their functions have been obtained, for example, Lee and Chang [19], Afify [20], Ahsanullah and Shakil [21], Ahsanullah et al. [22], and Nofal and El Gebaly [23]. In the following theorem, some characterizations for Pareto law in terms of \(K'_\alpha(n, k, b)\) are established.

**Theorem 2.** Let \(X_1, X_2, \ldots, X_n\) be iid random variables with continuous cdf \(F_X(\cdot)\) whose support is \([\beta, \infty)\). \(F_X(\cdot)\) is Pareto \((\alpha, \beta)\) cdf, if and only if one of the following conditions holds:

(a) There exists \(j_0 \in \{0,1,\ldots\}\) such that for all \(n \geq j_0 + 1, b > 1\) and for \(k = n - j_0\), we have
\[
P(K'_\alpha(n, k, b) = j_0) = \left(1 - \left( \frac{1}{b} \right)^{\alpha} \right)^{j_0}. \quad (24)
\]
(b) For all $n \geq k, b > 1,$ and a fixed $k \geq 1,$ we have
\[ E(K'_n (n, k, b)) = (n - k) \left( 1 - \left( \frac{1}{b} \right)^a \right). \] (25)

Proof. If $X -$sequence has Pareto $(\alpha, \beta)$ cdf, by the use of equations (13) and (14), one can easily obtain parts (a) and (b). Let part (a) hold. Using pmf of $K'_n (n, k, b)$ and the assumptions of (a), the equality in (a) can be rewritten as
\[ \int_\beta^\infty \frac{\mathcal{F}_X(bx)}{\mathcal{F}_X(x)} \, d\mathcal{F}_{\kappa,n}(x) dx = \left( 1 - \left( \frac{1}{b} \right)^a \right)^{\lambda_0}. \] (26)

The right-hand side of equation (26) can be expressed as
\[ \left( 1 - \left( \frac{1}{b} \right)^a \right)^{\lambda_0} \int_0^1 \frac{n!}{(k - 1)!(n - k)} (1 - u)^{k-1} u^{n-k} \, du. \] (27)

On the other hand, replacing $d\mathcal{F}_{\kappa,n}(x)$ with $(n!/(k - 1)!(n - k)) \mathcal{F}^{\kappa-1}_X(x) \mathcal{F}_X^\alpha(x) d\mathcal{F}_X(x)$, the equality in (26) can be stated as
\[ \int_\beta^\infty \left\{ \frac{\mathcal{F}_X(bx)}{\mathcal{F}_X(x)} \right\}^{\lambda_0} \mathcal{F}_X^{\kappa-1}(x) \mathcal{F}_X^-\alpha(x) d\mathcal{F}_X(x) \]
\[ = \left( 1 - \left( \frac{1}{b} \right)^a \right)^{\lambda_0} \int_0^1 (1 - u)^{k-1} u^{n-k} \, du. \] (28)

Taking the change of variable $u = 1 - F_X(x)$ in the left-hand side of equation (28), it is deduced:
\[ \int_0^1 \left\{ \frac{\mathcal{F}_X(bF_X^{-1}(1-u))}{u} \right\}^{\lambda_0} (1 - u)^{k-1} u^{n-k} \, du \]
\[ = \left( 1 - \left( \frac{1}{b} \right)^a \right)^{\lambda_0} \int_0^1 (1 - u)^{k-1} u^{n-k} \, du. \] (29)

By the assumption “$k = n - j_0$,” and after some algebra simplifications in the aforementioned equality, it is concluded that
\[ \int_0^1 \left\{ u - \mathcal{F}_X(bF_X^{-1}(1-u)) \right\}^{\lambda_0} \left[ u \left( 1 - \left( \frac{1}{b} \right)^a \right) \right]^{\lambda_0} (1 - u)^{n-\lambda_0} \, du = 0. \] (30)

Since $|u - \mathcal{F}_X(bF_X^{-1}(1-u))| \leq 2$ and $u - (1 - (1/b)^a) \leq 2$, by Minkowski’s inequality, we have
\[ \left\{ u - \mathcal{F}_X(bF_X^{-1}(1-u)) \right\}^{\lambda_0} \left[ u \left( 1 - \left( \frac{1}{b} \right)^a \right) \right]^{\lambda_0} \in L^1[0, 1]. \] (31)

If (30) holds for all $n \geq j_0 + 1,$ by the completeness property of the sequence $\{ (1 - u)^{n-\lambda_0}, n \geq j_0 + 1 \},$ the following identity can be derived
\[ \left[ u - \mathcal{F}_X(bF_X^{-1}(1-u)) \right]^{\lambda_0} \left[ u \left( 1 - \left( \frac{1}{b} \right)^a \right) \right]^{\lambda_0} = 0. \] (32)

Hence,
\[ \mathcal{F}_X(bF_X^{-1}(1-u))/(u) = \left( \frac{1}{b} \right)^a. \] (33)

By taking $t = F_X^{-1}(1-u)$ in (33), it can be rewritten as
\[ \mathcal{F}_X(bu) = \left( \frac{1}{b} \right)^a. \] (34)

If (34) holds for all $b > 1$ and $t \geq \beta$, by the use of the method of solution given in Aczél [24], it is concluded that function $\mathcal{F}_X(t) = ct^{-a}$ is the general solution of (34). Because $t \geq \beta$ and $\mathcal{F}_X(\cdot)$ is a survival distribution function, the constant $c$ will be $\beta^a$. So, the proof is completed.

Suppose that part (b) holds. Then from equation (11), it is deduced that
\[ \frac{n!}{(k-1)!(n-k)!} \int_0^1 \mathcal{F}_X(bF_X^{-1}(u))u^{k-1} (1 - u)^{n-k-1} \, du = \left( \frac{1}{b} \right)^a. \] (35)

Since $\frac{1}{b}(a) = (1/b)(a) \int_0^1 (n!/(n-k)!(n-k))!u^{k-1}(1 - u)^{n-k-1} \, du$, the last equality, after some simplifications, can be expressed as
\[ \int_0^1 u^{k-1} \left[ \mathcal{F}_X(bF_X^{-1}(u)) - \left( \frac{1}{b} \right)^a \right] (1 - u)^{n-k} \, du = 0. \] (36)

The rest of the proof is similar to the proof of part (a).

So far, some results of characterization of power function distribution have been obtained. For example, it was characterized by Ahsanullah et al. [25] through lower records. Also Khan and Khan [26] and Lim and Lee [27] characterized it based on dependency property of lower records. Tavangar [28] presented a characterization of it using dual generalized order statistics. Now, in the next theorem new characterization results of power function distribution are proved. 

\[ \square \]

**Theorem 3.** Suppose that $X_1, X_2, \ldots, X_n$ are iid continuous random variables from cdf $F_X(\cdot)$ with support $[0, (1/\beta)]$. Then $X'_t$ has power function distribution with cdf (15) if and only if one of the following statements holds.

(a) For all $n \geq k$ and $0 < a < 1$, there exists $j_0 \in [0, 1, \ldots]$ such that for $k = j_0 + 1$ and some $a > 0,$ we have
\[ P(K'_t(n, k, a) = j_0) = (1 - a^a)^{\lambda_0}. \] (37)

(b) For a fixed $k \geq 1$ and for all $n \geq k, 0 < a < 1$ and some $a > 0,$ we have
\[ E(K'_t(n, k, a)) = (k-1)(1 - a^a). \] (38)

Proof. By supposing $X'_t$’s have power function distribution with cdf (15), from equations (7) and (16), parts (a) and (b) can be easily concluded. Let condition (a) be satisfied, then
0 = P(K'_{j_0}(n, k, a) = j_0) - (1 - a^a)^{j_0} \\
= \int_0^{\beta} \left( 1 - \frac{F_X(ax)}{F_X(x)} \right)^{j_0} dF_X(x) - (1 - a^a)^{j_0} \\
= \frac{n!}{(k-1)! (n-k)!} \int_0^{\beta} \left( 1 - \frac{F_X(ax)}{F_X(x)} \right)^{j_0} F_X^{k-1}(x) (1 - F_X(x))^{n-k} dF_X(x) - (1 - a^a)^{j_0} \\
= \frac{n!}{(k-1)! (n-k)!} \int_0^{\beta} \left( 1 - \frac{F_X(ax)}{u} \right)^{j_0} u^{k-1} (1-u)^{n-k} du - (1 - a^a)^{j_0} \frac{n!}{(k-1)! (n-k)!} \int_0^{\beta} u^{k-1} (1-u)^{n-k} du \ 
(39)

Since \( |1 - (F_X(ax)/u)| \leq 2 \) and \( |1 - a^a| \leq 2 \), the quantity \( u^{k-1} [1 - (F_X(ax)/u)]^{j_0} \) belongs to \( L^2[0,1] \) by Minkowski's inequality. The completeness property of the sequence \( \{(1-u)^{n-k}, n \geq k \} \) and equation (39) result in

\[
\left\{ \left( 1 - \frac{F_X(ax)}{u} \right)^{j_0} \right\} - (1 - a^a)^{j_0} = 0. \ 
(40)
\]

This is equivalent to

\[
\frac{F_X(ax)}{u} = a^a. \ 
(41)
\]

Taking the change of variable \( t = F_X^{-1}(u) \) in (41) gives

\[
\frac{F_X(at)}{F_X(t)} = a^a. \ 
(42)
\]

The function \( F_X(x) = cx^a \) is the general solution of above functional equation. This completes the proof of (a). In a similar way, if (b) holds, one can easily prove that the parent population is power function distribution.

The results of Theorem 3 can also be observed directly from Theorem 2 by noticing that \( X \sim \text{power}(\alpha, \beta) \) if and only if \( Y = (1/X) \sim \text{Pareto}(\alpha, \beta) \). Therefore, for \( 0 < a < 1 \)

\[
XK'_{j_0}(n, k, a) = \# \left\{ j \in \{1, 2, \ldots, n\}, X_j \in (aX_k, X_{k+1}) \right\} \\
= \# \left\{ j \in \{1, 2, \ldots, n\}, \frac{1}{Y_j} \in \left( a \frac{1}{Y_{k+1}}, \frac{1}{Y_{n-k+1}} \right) \right\} \\
= \# \left\{ j \in \{1, 2, \ldots, n\}, Y_j \in \left( Y_{k+1} a, Y_{n-k+1} \right) \right\} \\
= \# K'_{j_0}(n, n-k+1, 1/a), \ 
(43)
\]

where \( K'_{j_0}(n, k, a) \) with superscript \( X \) presents the number of observations near the \( k \)-th order statistics related to \( X \)-sequence. According to relationship between distributions of power function and standard uniform that is mentioned before, from Theorem 3, the following results without proof are stated.

**Corollary 1.** Let \( X_1, X_2, \ldots, X_n \) be iid continuous random variables from cdf \( F_X(\cdot) \) that is supported on \([0, (1/\beta)]\). Then, \( F_X(\cdot) \) is standard uniform distribution if and only if one of the following statements holds:

(a) For all \( n \geq k \) and \( 0 < a < 1 \), there exists \( j_0 \in \{0, 1, \ldots\} \) such that for \( k = j_0 + 1 \), we have

\[
P(K'_{j_0}(n, k, a) = j_0) = (1 - a^a)^{j_0}. \ 
(44)
\]

(b) For a fixed \( k \geq 1 \) and for all \( n \geq k \) and \( 0 < a < 1 \), we have

\[
E(K'_{j_0}(n, k, a)) = (k-1)(1-a). \ 
(45)
\]

**Remark 1.** According to Theorem 1, it is not necessary that the assumptions of Theorem 2 hold for all \( n \geq j_0 + 1 \) or \( n \geq k \). This fact is also true for Theorem 3 and Corollary 1. So, the results of Theorems 2 and 3 and Corollary 1 hold if their assumptions provide for any increasing subsequence \( \{j_i \geq j_0 + i, i \geq 1\} \) or \( \{n_i \geq k, i \geq 1\} \) such that the equality (23) holds.

**Remark 2.** Some characterization results of two-parameter exponential distribution have been obtained based on counting random variable \( K_{n,k,a}(X_k, a) \) by Akbari and Akbari [17]. Their results of characterizations in Section 2 can also be derived directly by Theorems 2 and 3. For considering this claim, suppose \( X \) be a random variable having two-parameter exponential distribution with parameters \( (\mu, a) \), denoted by \( \text{Exp}(\mu, a) \), and the following cdf:

\[
F_X(x) = e^{-a(x-\mu)}, \ x > \mu. \ 
(46)
\]

Since \( X \sim \text{Exp}(\mu, a) \) if and only if \( Z = e^X \sim \text{Pareto}(\alpha, e^\alpha) \), the following relationship holds between \( XK_{n,k,a} \) and \( ZK_{n,k,a} \). For \( a > 0 \),

\[
XK_{n,k,a} = \# \{ j \in \{1, \ldots, n\}, X_j \in (X_k, X_{k+1}) + a \} \\
= \# \{ j \in \{1, \ldots, n\}, Z_j \in (Z_{k+1} a, Z_{n-k+1}) + a \} \\
= ZK_{n,k,a}. \ 
(47)
\]
Also, $X \sim \text{Exp} (\mu, a)$ if and only if $T = e^{-X} \sim \text{power} (a, e^\mu)$. So for $a > 0$,

\[ K_*(n, k, a) = \sum_{j \in \{1, \ldots, n\}} F_n(bx_i; n) - F_n(X_j; n) \]

\[ = \sum_{j \in \{1, \ldots, n\}} \left(1 - \left(1 - \frac{1}{n}\right)^j\right)^{n-j-1} \left(1 - \left(1 - \frac{1}{n}\right)^{j+1}\right)^{j+1} \left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{n-j} \left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{j} \left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{n-j} \left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{j} \]

\[ = \sum_{j \in \{1, \ldots, n\}} \left(1 - \left(1 - \frac{1}{n}\right)^j\right)^{n-j-1} \left(1 - \left(1 - \frac{1}{n}\right)^{j+1}\right)^{j+1} \left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{n-j} \left(1 - \left(1 - \frac{1}{n}\right)^n\right)^{j}, \]

(48)

4. Goodness-of-Fit Test Results

So far, many results of GOF tests for different distributions using characteristic results have been obtained. For example, Rizzo [29], Obradovi et al. [30], and Volkova [31] obtained GOF tests for Pareto distribution in terms of its different characteristic properties. According to Nikitin [32], tests based on characteristic results are usually more efficient than other tests, because the unique feature of the same distribution has been used in constructing test statistics.

Let $X_1, \ldots, X_n$ be iid random variables from continuous distribution function $F_X(x)$. For testing null hypothesis $H_0$: $F_X(x) = F_0(x) = 1 - (x/\beta)^\alpha$, $x \geq \beta$ against $H_1$: $F_X(x) \neq F_0(x)$ for some $x$, are presented two test statistics based on characterization results of Theorem 2. According to part (a) of this theorem, the null hypothesis $H_0$ will be rejected if there exists “$n$” such that for all $j \leq n - 1$ and $k = n - j$, equation (24) is not satisfied, i.e., the value of quantity

\[ P(K_*(n, k, b)) = \left(1 - \left(1 - \frac{1}{b}\right)^n\right)^{n-j} \]

(49)
to be large. From (9) and assumption $k = n - j$, the above expression is equivalent to

\[ \int_{0}^{1} P(K_*(n, k, b)) \left|F_X(x) - F_X(bx)\right|^j - \left|F_X(x) - \left(1 - \left(1 - \frac{1}{b}\right)^n\right)^{n-j}\right| \] d$F_X(x)$.

(50)

Replacing $F_X(x)$ by $F_0(x)$, the empirical distribution function, a point estimator of (50), can be considered as

\[ D_p(j, n) = \sum_{i=1}^{n} \left|F_n(bx_i; n) - F_n(x_i; n)\right|^j - \left(1 - F_n(x_i; n)\right)^{n-j} \]

(51)

Therefore, the test statistic that its large value will be rejected, $H_0$, is given by

\[ D_p = \sum_{m=0}^{n-1} \sum_{j=0}^{n-m} D_p(j, m). \]

(52)

With the same discussion, the other test statistic based on the part (b) of Theorem 2 can be as

\[ D_E = \sum_{k=1}^{n} \sum_{m=0}^{k} D_E(k, m), \]

(53)

where $D_E(k, m) = (1/n) \sum_{i=1}^{n} (\alpha/(\alpha + 1))(1 - (\alpha/(\alpha + 1)))^{\alpha - 1} |\{1 - F_n(bx_i; n)\} - \{1 - F_n(X_j; n)\}|^j (1 - (\alpha/(\alpha + 1)))^{\alpha}$.

It is obvious that $D_p$ and $D_E$ are free of scale parameter of Pareto distribution and their large values reject $H_0$.

In the rest of this section, the power values of two test statistics $D_p$ and $D_E$ will be compared with well-known tests, namely, Kolmogorov–Smirnov and Cramer–von Mises tests which their statistics are, respectively,

\[ D = \max\{D_+, D_-\}, \]

(54)

where $D_+ = \max_{1 \leq i \leq n} |F_0(X_i; n) - F_0(X_i; n)|$ and $D_- = \max_{1 \leq i \leq n} |F_0(X_i; n) - (1 - (1/i))|$, and

\[ W^2 = \frac{1}{12n} + \sum_{i=1}^{n} \left(\frac{2i - 1}{2n} - F_0(X_i; n)\right)^2. \]

(55)

Since it is not easy to find the null distribution of $D_p, D_E, D$, and $W^2$, Monte Carlo simulations with 10000 replications are used for calculating their power values and critical values at 5 percent significance level. Tables 1 and 2 show the results for null distribution Pareto (1,2) and Pareto (2,2), respectively. Because the statistics $D_p$ and $D_E$ have the parameter $b$, one can choose an optimal $b$ to maximize corresponding power values. So, these values are calculated and shown in the tables. Unfortunately there is no accurate
method to find these values and depend on the support of null and alternative distributions.

The values in parentheses in the tables refer to estimated significance level. According to the results of the two tables, it is concluded that proposed tests are always more powerful than the other tests. Even in small sample size, the proposed tests perform very well and better than the others.

In the following example, it is used real data set to illustrate how the proposed tests can be applied.

**Example 3 (As an application to real data).** The following data represent the time for break down of a type of electrical insulating material subject to a constant-voltage stress (Nelson [33]).

| Table 1: Monte Carlo power estimates of the tests at 5 percent significant level with null distribution function Power (1,2). |
|---|
| Sample size | Test | LG (2,8) | LN (0,1) | G (3,1) | W (0.5,2) | U |
| 5 | $D_E$ | 0.9999 (0.0494) | 0.892 (0.0475) | 0.7619 (0.05) | 0.8969 (0.048) | 0.8698 (0.0498) |
|  | $D_P$ | 0.9999 (0.05) | 0.892 (0.0495) | 0.7619 (0.05) | 0.8969 (0.05) | 0.8696 (0.05) |
|  | $D$ | 0.757 (0.05) | 0.752 (0.05) | 0.3217 (0.05) | 0.618 (0.05) | 0.121 (0.05) |
|  | $W^2$ | 0.428 (0.05) | 0.588 (0.05) | 0.3217 (0.05) | 0.367 (0.05) | 0.08 (0.05) |
| 7 | $D_E$ | 1 (0.05) | 0.9626 (0.499) | 0.8711 (0.05) | 0.963 (0.05) | 0.9528 (0.05) |
|  | $D_P$ | 1 (0.05) | 0.9626 (0.05) | 0.8711 (0.05) | 0.963 (0.05) | 0.9528 (0.05) |
|  | $D$ | 0.826 (0.05) | 0.810 (0.05) | 0.392 (0.05) | 0.81 (0.05) | 0.11 (0.05) |
|  | $W^2$ | 0.833 (0.05) | 0.766 (0.05) | 0.496 (0.05) | 0.764 (0.05) | 0.094 (0.05) |
| 10 | $D_E$ | 1 (0.05) | 1 (0.05) | 1 (0.05) | 1 (0.05) | 0.8813 (0.05) |
|  | $D_P$ | 1 (0.05) | 1 (0.05) | 1 (0.05) | 1 (0.05) | 0.8813 (0.05) |
|  | $D$ | 0.945 (0.05) | 0.9066 (0.05) | 0.559 (0.05) | 0.9118 (0.05) | 0.129 (0.05) |
|  | $W^2$ | 0.975 (0.05) | 0.099 (0.05) | 0.706 (0.05) | 0.9071 (0.05) | 0.121 (0.05) |

| Table 2: Monte Carlo power estimates of the tests at 5 percent significant level with null distribution function Power (2,2). |
|---|
| Sample size | Tests | LG (2,8) | LN (0,1) | G (3,1) | W (0.5,2) | U |
| 5 | $D_E$ | 0.9999 (0.049) | 0.9578 (0.047) | 0.933 (0.047) | 0.997 (0.0476) | 0.975 (0.0487) |
|  | $D_P$ | 0.9999 (0.05) | 0.9578 (0.05) | 0.933 (0.048) | 0.9969 (0.05) | 0.9751 (0.05) |
|  | $D$ | 0.759 (0.05) | 0.916 (0.05) | 0.2352 (0.05) | 0.767 (0.05) | 0.414 (0.05) |
|  | $W^2$ | 0.4624 (0.05) | 0.8089 (0.05) | 0.1562 (0.05) | 0.5238 (0.05) | 0.365 (0.05) |
| 7 | $D_E$ | 1 (0.05) | 0.9682 (0.05) | 0.9589 (0.0499) | 0.9985 (0.05) | 0.9922 (0.05) |
|  | $D_P$ | 1 (0.05) | 0.9682 (0.0499) | 0.9589 (0.0486) | 0.9985 (0.05) | 0.9922 (0.04) |
|  | $D$ | 0.8 (0.05) | 0.949 (0.05) | 0.2243 (0.05) | 0.809 (0.05) | 0.491 (0.05) |
|  | $W^2$ | 0.74 (0.05) | 0.932 (0.05) | 0.2049 (0.05) | 0.763 (0.05) | 0.471 (0.05) |
| 10 | $D_E$ | 1 (0.05) | 0.9879 (0.05) | 0.978 (0.05) | 0.9997 (0.05) | 0.9977 (0.05) |
|  | $D_P$ | 1 (0.05) | 0.9879 (0.05) | 0.978 (0.05) | 0.9997 (0.05) | 0.9977 (0.05) |
|  | $D$ | 0.9199 (0.05) | 0.9883 (0.05) | 0.283 (0.05) | 0.912 (0.05) | 0.647 (0.05) |
|  | $W^2$ | 0.9286 (0.05) | 0.9883 (0.05) | 0.285 (0.05) | 0.921 (0.05) | 0.675 (0.05) |

This data recently were used by Tiku and Akkaya [34]. They established that the null hypothesis where data come from exponential distribution cannot be rejected at 10 percent significance level. It is obvious that data come from a distribution with long tail on the right-hand side. So, Pareto distribution can be another suggested distribution for such data. For testing $H_0$: $X \sim \text{Pareto}$ versus $H_1: X \sim \text{Pareto}$, first the parameters of Pareto distribution are estimated with shape parameter $\alpha = 0.51$ and scale parameter $\beta = 0.35$. Then, based on data, the values of the proposed statistics (with $b = 1.2$), Kolmogorov–Smirnov, and Cramer–von Mises statistics have been obtained as follows:

$$1.97, 0.59, 2.58, 1.69, 2.71, 25.50, 0.35, 0.99, 3.67, 2.07, 0.96, 5.35, 2.90, 13.77.$$
\[ D_p = 0.563, \]
\[ D_F = 1.958, \]
\[ D = 0.286, \]
\[ W^2 = 0.2989. \]  

Also, with 10000 replications based on estimated Pareto distribution, the critical values at 10 percent significance level have been calculated, respectively, 
\[ 0.75, 2.3, 0.48, 1.22. \]

Hence, the null hypothesis that data come from Pareto distribution cannot be rejected using this data.
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