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Abstract
In this work we research the effect of micro-context on a memory-based learning (MBL) system for word sense disambiguation. We report results achieved on the data set provided by the English Lexical Sample Task introduced in the Senseval 3 competition. Our study revisits the belief that the disambiguation task profits more from a wider context and indicates that in reality system performance is highest when a narrower context is considered.
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1 Introduction
Back in the 50’s since the first efforts in computational linguistics, it has been said that more context information leads to a stronger guiding in resolving the problem of ambiguity (Weaver, 1955). Yet, there are different kinds of ambiguity (e.g. structural vs. lexical ambiguity). Word sense disambiguation (WSD), as reviewed by Ide and Véronis (1998), is targeting the problem of lexical ambiguity. In general, it aims to find the correct sense of a given word depending on the context in which it is found. According to the authors, context can also be defined in different ways: micro-context, constructed by a window of n (e.g. 1, 2, 3, etc.) number of words before and after the target word; topical-context, making use of substantive words typical of the given sense in a window of several sentences; domain, concerned with the domain specificity of the used corpus and a disambiguation approach using this knowledge for the selection of senses. Depending on the data sources that are used for the disambiguation pipeline, it is not certain that topical-context or domain information will always be provided. Thus, in our work, we are interested in the context as asserted by micro-context, since it is easiest to obtain and, as Ide and Véronis (1998) also commented, highly informative in respect to the sense the target word is used with in the given surrounding.

In this paper, we investigate the effect of context window size on a machine learning system that makes use of memory-based learning (Daeleman and van den Bosch, 2005), explained further in section 3. As Daeleman and van den Bosch (2005) note, memory-based learning is highly sensitive to the amount of considered data in the form of features and their respective informativeness. Yet, Weaver (1955) claims that in order to disambiguate a given word, a wider context should be considered for the performance of the system to rise overall. However, a wider context implies more data and thus further features, which, as a whole, closes the circle of an endless loop over the trade-off between amount and informativeness of the used data.

Based on the presented problem, our assumption is that, for a memory-based learning approach, extending the context will lead to system performance improvement. Since the local context of a word, or its micro-context, has been the most often used source of information in the state-of-the-art word sense disambiguation approaches, we revise the findings in the field relevant to our work in section 2. Further, in section 3, we introduce the data that we employed in our study as well as the word sense disambiguation system that was developed specifically for this investigation arrangement. In section 4, we describe the experimental setup as well as the results we achieved and discuss the findings overall. In the last section of the paper, section 5, we sum up our investigation and review possible future directions.

2 Related Work
The optimal size of the context window that needs to be considered during memory-based WSD has been an important problem in the field for a long time (Wang, 2005). The diversity of algorithms
used for the process, the data and ambiguity found in it, the language, that the final system is applied on as well as the variations in the distinct parameter optimization settings, constitute an immense pool of possibilities that can lead to a specific context window preference.

As Yarowsky and Florian (2002) find, the different methods and algorithms can benefit from the choice of the context size in a distinct way, which means that the optimal size of the micro-context can depend on the used method and that the selection of the size of the context leads to a variation of the WSD pipeline output. It was again Yarowsky (1994) that also claimed that the different types of ambiguity occurring in the data can be captured by a different size of the micro-context. In their work, Leacock et al. (1998) consider topical context as less informative than the immediate context around the target word. The authors look at various local context windows and suggest that a range of $n=3$ or $n=4$, meaning a context window of three, respectively four words before and after the target lemma, provide enough information from the local context. Based on his empirical study, Yarowsky (1994) also concludes that a window of 3 words around the target lemma leads to the optimal results. The latter findings became a default setup for multiple systems over the last few decades since a smaller context window is computationally more feasible than a bigger one (Decadt et al., 2004). Li et al. (2009), on the other side, use the Chinese Senseval\(^1\) data set to look at a variation of the context window going beyond the idea of symmetric combination of lemmas before and after the target one.

Right in the beginning of machine translation, Weaver (1955) expressed a hope that not only the most optimal context window can be discovered but also the smallest one such that the correct sense of the target word is still selected. Yet, almost six decades later, there is still no specification of which size of the window needs to be used in which experimental setup. This provides a clear motivation for further investigation in the area.

3 The System

The data used in our research is retrieved from the WSD competition Senseval 3 (Mihalcea and Edmonds, 2004), namely the test and train files of the English Lexical Sample Task (Mihalcea et al., 2004). Lexical sample tasks use a small set of words and corpus instances of these words. Due to the reduced size of the data, a supervised machine-learning approach was applicable, in which we extract context information surrounding the ambiguous word.

The disambiguation pipeline (an overview of which is shown in figure 1) starts with a preparation process of the sentences, in which we tag every word with its part of speech (POS). This first pre-processing was carried out with Stan-

\(^1\)http://www.senseval.org/senseval3/data.html
Once we have extended the context until \( n = 5 \), the feature set used in (K¨ubler and Zhekova, 2009), we approach the following six experimental system runs: EX0 \((n = 0)\), EX1 \((n = 1)\), EX2 \((n = 2)\), EX3 \((n = 3)\), EX4 \((n = 4)\) and EX5 \((n = 5)\). In the EXO setting, with \( n = 0 \), vectors are composed of CT0 and CP0 only (i.e. no more than the target word itself is regarded) plus the non-optimizable features (NA,NB,WA,VB,PA and PB), for which the \( n \) value is irrelevant. With this initial feature set, we obtain the system performances, register them in a table and terminate the pure effect of the context window on the system performance and not the system’s best possible performance. Again the output of this step is a file for each lexelt as well as a combined file including all lexelts, with both the feature vectors from the test set and the newly added senses assigned to each of them. Our system transforms this output in the format needed by the scoring software integrated in the pipeline. For this purpose we used the scorer provided by Senseval 3. Additionally, to score each lexelt based on TiMBL’s prepared output file, an answer key file for each lexelt and a sense map (also provided in the data package from Senseval 3) were used.

### 4 Experiments

In order to investigate the actual effect of the micro-context on the IB1-IG algorithm, we approached several experiments, the setup of which we describe further in section 4.1. The results that we obtain are listed and discussed in section 4.2.

#### 4.1 Experimental Setup

The features CT and CP are optimizable, in the sense that one can increase the value of \( n \) and expand the n-gram window to extract vectors. Thus, we approached altogether the following six experimental system runs: EX0 \((n = 0)\), EX1 \((n = 1)\), EX2 \((n = 2)\), EX3 \((n = 3)\), EX4 \((n = 4)\) and EX5 \((n = 5)\). In the EXO setting, with \( n = 0 \), vectors are composed of CT0 and CP0 only (i.e no more than the target word itself is regarded) plus the non-optimizable features (NA,NB,WA,VB,PA and PB), for which the \( n \) value is irrelevant. With this initial feature set, we obtain the system performances, register them in a table and terminate EX0. For subsequent experiments we increment \( n \) simultaneously and symmetrically, i.e. for each \(-x\) included (where \( x = \) some feature), a \( +x \) is also included. In EX1, that results in the inclusion of the features CT+1, CT-1, CP+1 and CP-1 to the previous set used in EX0. The largest feature set in this study, namely that used in EX5 with \( n = 5 \), is demonstrated in table 1. This vector was extracted from the following corpus instance:

> "...I had a mania for cleanliness, and I’d once decided to wash all his clothes...".".

Once we have extended the context until \( n = 5 \), we describe further in section 4.1. The results that we obtain are listed and discussed in section 4.2.

| Feature | Description | Example |
|---------|-------------|---------|
| CT_5    | TP -5 from TW | .       |
| CT_4    | TP -4 from TW | and     |
| CT_3    | TP -3 from TW | I       |
| CT_2    | TP -2 from TW | ’d      |
| CT_1    | TP -1 from TW | once    |
| CT_0    | TW           | decided |
| CT_1    | TP 1 from TW | to      |
| CT_2    | TP 2 from TW | wash    |
| CT_3    | TP 3 from TW | all     |
| CT_4    | TP 4 from TW | his     |
| CT_5    | TP 5 from TW | clothes |
| CP_5    | POS of TP -5 from TW | .       |
| CP_4    | POS of TP -4 from TW | CC      |
| CP_3    | POS of TP -3 from TW | PRP     |
| CP_2    | POS of TP -2 from TW | MD      |
| CP_1    | POS of TP -1 from TW | RB      |
| CP_0    | POS of target word | VBD    |
| CP_1    | POS of TP 1 from TW | TO      |
| CP_2    | POS of TP 2 from TW | VB      |
| CP_3    | POS of TP 3 from TW | PDT     |
| CP_4    | POS of TP 4 from TW | PRPS    |
| CP_5    | POS of TP 5 from TW | NNS     |
| NA      | first noun after TW | clothes |
| NB      | first noun before TW | cleanliness |
| VA      | first verb after TW | wash    |
| VB      | first verb before TW | had     |
| PA      | first preposition after TW | to      |
| PB      | first preposition before TW | for    |

Table 1: The pool of features used for classification (TP \( n \) is the token at position \( n \) and TW is the target word) and the values in the respective vector

ford’s POS-tagger\(^2\) (Toutanova et al., 2003). After the original files are tagged, the output is further used from the next component in our WSD system, which extracts the desired information in the form of features building up a feature vector. It is also important to state, that the output of this second step is one separate file for each lexelt in the data, as well as one file containing data for all lexels. A lexelt consists of a lemma and its word class. Out of a total of 57 lexelts, we then end up with 57 pairs of single-lexelt test and train files and 1 pair of all-lexelt test and train files.

In the extraction of vectors, we started with the feature set used in (K¨ubler and Zhekova, 2009), which is composed of tokens and POS-tags of the ambiguous word and its surrounding words, plus the first verb, noun and preposition before and after the ambiguous word, as shown in table 1. For the actual classification process, we used TiMBL\(^3\) (Daelemans et al., 2007), which is a considerably efficient decision-tree implementation of the \( k \)-nearest neighbor classification algo-

\(^2\)http://www-nlp.stanford.edu/software
\(^3\)http://ilk.uvt.nl/timbl
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and obtained all results for each separate lexelt, for all lexelts together, and for every experiment, we analyze the evolution of performances. According to the assumption that more context yields better performance, we expected to conclude that:

- The larger the context-window we have in the system, the better the performance;
- From a certain point onwards, this gain is either irrelevant or reduces system performance, since too much information tends to mean more noise in the automated learning process.

### 4.2 Experimental Results

The scoring software provided by Senseval 3 allowed for the scoring step to be carried out in fine-grained scoring mode and in coarse-grained mode as well. The scores that we obtained are listed in Table 2 in the form of the harmonic mean \((F\text{-score})\) of precision and recall for both modes. As total scores we report the average scores of all separate word experts and as combined we list the scores that the single classifier working with data for all words obtained. Table 2 offers an averaged performance of the system per word type. What the figures show is that for virtually all experiments (except partially in EX0), for both fine- and coarse-grained scores, ambiguity on verbs is better resolved than ambiguity on nouns with our system. The linguistic feature used in the vectors is mainly POS, which indicates that such a feature has more relevance in the disambiguation of verbs in comparison to other word types.

There is a difference in performance when granularity is changed. Fine-grained scoring methods tend to lead to lower scores if compared to coarse-grained scores. In our case, regardless of context window size, coarse-grained scores were indeed higher than fine-grained scores for the same experiment. In both cases, fine- and coarse-grained, the context window from experiment 1 results in the majority of best scores. Nonetheless, it is important to note, that with the few lexelts for which larger context windows worked better, namely in 6 percent of the cases for window 3, and 10 percent for window 5, granularity does play a role. In those rare cases, context window 3 displayed the best average performance for a fine-grained disambiguation. Whereas window 5 functioned best for a coarse-grained disambiguation. This suggests, that in case the lexelt scores are not sufficient a context window of \(n \geq 3\) can be considered.

A similar irregularity in performance gain or loss between fine- and coarse-grained disambiguation is visible for one specific word class, namely adjectives as shown in Table 2. We should, however, note that the data for adjectives is not representative enough, since we only have 5 instances and, thus, more data is needed in order to be sure that this variation is indeed relevant.

Comparing the total and combined performance, it is surprising to see that the classifier that was trained on the whole data set performed better in all experimental settings and modes than the average performance of all separate word experts. We believe this is due to the fact that TiMBL uses an information gain algorithm, allowing it to evaluate features better if it has more data. This implies that in a setting, in which no per word classifier optimization is approached, a single classifier is indeed sufficient.

Overall, we see that the context window size used in EX1, which is \(n = 1\), results in the best performance in the majority of cases. This leads to the fact that, in the simple setting of our system, a micro-context of one word before and after the target one performs best. Our findings then con-
tradic our expectations in the sense that we estimated an increase of system performance with a context window of 3 or 4, since such a distance has been common practice in the area for the last few decades and was proposed as optimal by Leacock et al. (1998). A possible explanation for this outcome stands behind the features extracted from a wider context, which can bring more noise than helpful information for a memory-based classifier.

5 Conclusion and Future Work

We have shown that the default size for a context window in memory-based word sense disambiguation, used for more than a decade, is hardly still optimal. We now find that a window of $\pm 1$ yields the best possible averaged results over all ambiguous words. This work also raised some issues which should be investigated further, for instance why the disambiguation of certain words works so much better with bigger windows. Another point of interest is the fact that the average score achieved from all separate word experts is lower than the score achieved from the classifier working with all lexels simultaneously. Lastly, it might be beneficial to investigate if these findings hold true for more than just the English language. As R.Martin (1992) has indicated, English tends to keep relevant context information very close to the word in question, which would explain why our small window of $\pm 1$ worked so well.
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