Flux-periodic oscillations in proximitized core-shell nanowires
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Flux-periodic oscillations of the superconducting gap in proximitized core-shell nanowires are explored. Periodicity of oscillations in the energy spectrum of a cylindrical nanowire is compared with nanowires having hexagonal and square cross-section geometry, along with the effects of Zeeman and Rashba spin-orbit interaction. A transition between h/e and h/2e periodicity is found and shown to be dependent on the chemical potential, with correspondence to degeneracy points of the angular momentum quantum number. For a thin shell of a square nanowire, solely h/e periodicity is found in the infinite wire spectrum and shown to result from energy separation between the lowest groups of excited states.

I. INTRODUCTION

In the past decades, periodicity of magneto-oscillations has been broadly discussed in relation to doubly connected mesoscopic systems, both normal conducting and superconducting. In normal conducting rings, the periodicity is commonly h/e, whereas in conventional superconductors it is found in terms of the flux quantum, h/2e. Superconducting cylinders exhibit the Little-Parks effect when exposed to an external axial magnetic field, where oscillations of the superconducting transition temperature occur as a function of the superconducting flux quantum. The factor of 2e is interpreted to be a signature of the charge pairing in Cooper pairs, although alternative mechanisms have been suggested. The effect can be found in both solid core and hollow core full-shell nanowires where the wire is fully coated by a superconducting shell, and superconductivity is induced in the coated wire by the proximity effect.

Core-shell nanowires are radial heterojunctions, where a nanowire core is enveloped by layers of different materials. By combining a resistive core with a conductive shell, a tubular conductor can be formed in a core-shell nanowire. Due to crystallographic properties, nanowire cross-sections are most commonly polygonal, where hexagonal, square, and triangular cross-sections have been fabricated. The polygonal corners cause electrons to localize unevenly along the circumference of the shell. Specifically, electrons with low energy tend to accumulate near the sharp edges, while those with higher energy localize at the sides. For thin shells, the core localization dominates such that each edge behaves effectively as single wire, which has been shown to allow for hosting multiple pairs of Majorana zero modes in a single wire system. In particular, InSb shells provide high electron mobility, a large g-factor and strong spin-orbit interaction, which are favorable properties for the realization of Majorana zero modes.

Flux-periodicity is considered to be an experimental signature that can probe the underlying pairing symmetry of superconducting systems. Periodicity of h/2e is however found in magnetoresistance oscillations of disordered normal conducting metal rings and in systems with a spin gap. Conversely, h/e periodicity has been shown to emerge in magneto-oscillations of the current density in superconducting square loops. Furthermore, fractionalized flux quantum periodicity has been measured in disordered superconducting cylinders, as well as spin-triplet superconductors. Triplet pairing has been linked to the formation of half-quantum vortices in p-wave superconductors, Bose-Einstein condensates, and Superfluid Helium-III. Flux-periodicity has been hypothesized to derive from off-diagonal long range order where multi-component order parameters lead to fractionalized vortices. Vortices with an arbitrary fraction of the flux quantum have been shown to exist in two-gap superconductors. Fractional flux quanta have also been demonstrated for looped solenoids. Clearly, various factors can influence flux-periodicity in a wide range of mesoscopic systems. A common thread is mixed pairing leading to nonintegral flux values.

Semiconductor nanowires with proximity induced superconductivity incorporate both spin-dependent interactions and superconductor pairing. In order to clarify the effects of cross-section geometry, Zeeman splitting and spin-orbit interaction on flux-periodicity, we explore magneto-oscillations in the energy spectrum of a proximitized core-shell nanowire in an external axial magnetic field, modeled by the Bogoliubov-de Gennes Hamiltonian.

The paper is structured as follows. In Sect. II, the Little-Parks effect is introduced and contrasted with flux-periodic oscillations in normal conducting rings and cylinders using a simple model. Sect. III details the nanowire model, basis and parameters. In Sect. IV, flux-periodic oscillations in a cylindrical wire are compared for the cases of vanishing/nonvanishing Zeeman and spin-orbit interaction, along with energy spectra and dispersions for both the normal conducting and superconducting wire. Sect. V consists of an analogous treatment for wires with hexagonal and square cross-sections, along with a detailed discussion of the effect of the chemical potential on periodicity for the hexagonal case. Lastly, conclusions are summarized in Sect. VI.
II. FLUX-PERIODIC OSCILLATIONS

The Little-Park effect is attributed to supercurrents induced within the walls of a thin superconducting cylinder\(^{51}\). The expression for the supercurrent in the semi-classical Ginzburg-Landau theory is the following,\(^{52}\)

\[
J_s = \frac{-i\hbar\varepsilon^*}{2m^*} (|\psi|^2 \nabla \psi - \Psi \nabla \psi^\dagger) - \frac{e^2}{m^*} |\psi|^2 A .
\]  

(1)

Rewriting the supercurrent with \(\psi = |\psi|e^{i\phi}\) and integrating around a closed contour gives\(^{53}\)

\[
\oint C A \cdot d\ell + \frac{m^*}{e^2} \oint C |\psi|^2 J_s \cdot d\ell = \frac{\hbar}{e} \oint C \nabla \phi \cdot d\ell ,
\]

(2)

where \(\varepsilon^*\) and \(m^*\) are effective charge and mass. The right hand side integral must be an integer multiple \(n \in \mathbb{N}\) of \(2\pi\) if \(\psi\) is to be single valued. In the case of Cooper pairing, \(\varepsilon^* = 2e\), leading to the superconducting flux quantum

\[
\Phi_0^{SC} = \frac{\hbar}{2e} .
\]

(3)

The left hand side of Eq. (2) can be rewritten in terms of the magnetic flux and supercurrent velocity\(^{54}\) to obtain

\[
\oint S B \cdot dS + \frac{m^*}{2e} \oint S v_s = n \cdot \Phi_0^{SC} ,
\]

(4)

which can be rewritten as

\[
v_s = \frac{\hbar}{m^*} \left( n - \frac{\Phi_B}{\Phi_0^{SC}} \right) .
\]

(5)

Since the critical temperature and coherence length are proportional to the square of the supercurrent velocity\(^{54}\), both become periodic functions of the magnetic flux with periodicity of \(\Phi_0^{SC}\).

In normal conducting rings and cylinders, flux periodicity of the energy spectra occurs as well with periodicity of \(\Phi_0^N = \hbar/e\). Consider a ring in the xy-plane in a uniform magnetic field \(B = B \hat{e}_z\) perpendicular to the plane of the ring. The total magnetic flux through the area enclosed by the radius of the ring, \(r\), is

\[
\Phi_B = \oint_S B \cdot dS = \pi r^2 B ,
\]

(6)

which can equally be expressed in terms of the magnetic vector potential using Green’s curl theorem, working in cylindrical coordinates \((r, \theta, z)\),

\[
\Phi_B = \oint_S A \cdot d\ell = 2\pi r A_\theta .
\]

(7)

The Hamiltonian of the system is given by

\[
H_t = \frac{1}{2m_e} (p - eA)^2 = \frac{1}{2m_e} \left( -\frac{i\hbar}{r} \frac{\partial}{\partial \theta} - \frac{e\Phi_B}{2\pi r} \right)^2 .
\]

(8)

The effective mass is \(m_e = m_z \cdot m_0\) where \(m_0\) is the electron rest mass and the parameter \(m_z\) is material dependent. Solving the time-independent Schrödinger equation \(H\psi = E\psi\) with the eigenfunctions \(\psi = e^{i\theta}\) results in the energy spectrum

\[
E_l = \frac{1}{2m_e} \left( \frac{\hbar}{r} - \frac{e\Phi_B}{2\pi r} \right)^2 .
\]

(9)

Rewriting in terms of the normal flux quantum, \(\Phi_0^N = \frac{2\pi \hbar}{e}\), results in

\[
E_l = \frac{\hbar^2}{2m_e r^2} \left( l - \frac{\Phi_B}{\Phi_0^N} \right)^2 .
\]

(10)

Thus for a given energy level, periodic fluctuations occur with increasing magnetic field strength as states with increasing angular momentum are traversed. Spin can be implemented by doubling the internal degrees of freedom, leading to the Pauli equation with Zeeman interaction and spin-orbit coupling, which are also obtained by relativistic corrections to the Schrödinger equation in the non-relativistic limit of the Dirac equation\(^{56}\). In SI-units, the Pauli Hamiltonian with relativistic corrections becomes\(^{57}\),

\[
H_P = H_t - \frac{e\hbar}{2m} \sigma \cdot B - \frac{e\hbar}{4m^2 c^2} (\sigma \cdot E) \times (p - eA),
\]

(11)

where the second term is the Zeeman interaction, the third and fourth terms account for spin-orbit coupling, the fifth term is the Darwin term, which can be seen as a kind of spin-orbit term for s-orbitals with zero angular momentum\(^{58}\).

Due to the Zeeman interaction the energy bands are shifted to higher and lower energies for spin up and down, Fig. 1. The wavefunction becomes a composite entity for \(\tau = \pm 1\), Eq. (12) becomes

\[
H_Z = H_t \sigma_0 - |\vec{\mu}| |\vec{B}| \sigma_z ,
\]

(12)

where \(\sigma_0\) denotes a two by two identity matrix, \(\sigma_z\) a Pauli matrix and \(|\vec{\mu}| = \hbar g_e c / 4m^2 c^2\) is the magnetic moment for a spin-1/2 particle, given respectively in terms of the (effective) g-factor, charge and mass. For electrons, the spin g-factor has a value\(^{59}\) close to 2, however, for carriers in particular materials such as InSb, it becomes effectively much larger due to the contribution from orbital motion\(^{60}\). The energy spectrum becomes spin dependent

\[
E_{\uparrow \downarrow} = E_l \pm \frac{1}{2} g_e \mu_B \vec{B} \cdot |\vec{B}| ,
\]

(13)

where \(\mu_B = -e\hbar / 2m_0\) is the Bohr magneton. Defining the energy parameter \(t = \hbar^2 / 2m_e r^2\) and factor \(\gamma = m_x g_e / 2\), Eq. (13) can be written as

\[
E_{\uparrow \downarrow} = \left( l - \frac{\Phi_B}{\Phi_0^N} \right) \pm 2\gamma \frac{\Phi_B}{\Phi_0^N} .
\]

(14)
In materials, spin-orbit coupling falls into two categories, Rashba\textsuperscript{61} and Dresselhaus\textsuperscript{62}, corresponding to surface and bulk inversion symmetry breaking respectively. In two dimensional systems, the spin-orbit Hamiltonian takes the form

\[ H_{\text{SOI}} = \frac{-\hbar^2}{2m_e} \sigma \cdot \mathbf{p} + \frac{\mu}{\hbar} B \mathbf{r}, \]

where \( \alpha \) and \( \beta \) are the Rashba and Dreselhaus coupling coefficients respectively. Surface inversion symmetry breaking at a planar interface of two materials results in an uneven charge density, inducing an electric field perpendicular to the interface. The induced field is given by \( \mathbf{E} = \mathbf{E}[\mathbf{E}] \mathbf{E} \) if the interface lies in the xy-plane. Then

\[ \frac{\alpha}{\hbar} (\sigma_y p_x - \sigma_x p_y) = \frac{\alpha}{\hbar} (\sigma \times \mathbf{p}) \cdot \mathbf{z} = -\frac{\alpha}{\hbar E_0} \sigma \cdot (\mathbf{E} \times \mathbf{p}), \]

which shows the similarity to the spin-orbit term in Eq. (11). A core-shell wire with differing core and shell materials can be considered to host two-dimensional electron gas confined to the shell, which is embedded in the radial interface electric field\textsuperscript{63}. Rashba spin-orbit coupling in such a model becomes an angular form of momentum, with longitudinal and transverse components for momentum, given in terms of cylindrical coordinates \( (r, \phi, z) \),

\[ H_{\text{SOI}} = \hbar^{-1} \alpha [\sigma_y p_z - \sigma_z p_y] = \hbar^{-1} [H_{\text{SOI}}^L + H_{\text{SOI}}^T]. \]

### III. Model and Methods

A semiconductor nanowire shell with proximity-induced superconductivity, situated in an external magnetic field directed parallel to the wire, Fig. 2, is modelled using the Bogoliubov-de Gennes (BdG) Hamiltonian\textsuperscript{49,50},

\[ H_{\text{BdG}} = \begin{pmatrix} [H_w - \mu] & \pm \Delta_1^+ \ 
\end{pmatrix} = \begin{pmatrix} H_w - \mu \\
\pm \Delta_1^+ \end{pmatrix} - \begin{pmatrix} H_w - \mu \\
\Delta_1^+ \end{pmatrix}, \]

written in the particle-hole symmetric Nambu space\textsuperscript{64} where \( H_w \) is the Hamiltonian of a tubular wire and \( \mu \) denotes the chemical potential. The superconducting gap parameter \( \pm \Delta_1 \), couples electrons and holes with opposite spin, effectively describing Cooper pairs in the system. The gap parameter is assumed to be brought on by the proximity effect in the weak coupling limit\textsuperscript{65}, such that the surrounding superconductor inducing the pairing in the semiconductor shell is not included in the Hamiltonian, in which case the gap parameter is constant, and no phase dependency is imposed on it. At first sight, this may seem as ignoring the Little-Parks oscillations\textsuperscript{3}. However, the phase dependency is attributed to a supercurrent in the surrounding superconductor, described by an effective wavefunction for the whole condensate, Eq. 1, and neither are included in the current model which focuses on the proximitized semiconductor shell. In the case of a thin superconducting shell (smaller than the coherence length) giving rise to the proximitization, the external magnetic field can penetrate the semiconductor shell as well, leading to \( h/2e \) periodicity in magnetoconductance oscillations\textsuperscript{66}. In the current model, the superconducting gap parameter is set as a constant to explore if the BdG spectrum can exhibit \( h/e \) or \( h/2e \) flux periodicity in this case.

The Hamiltonian for the wire in cylindrical coordinates is given by the sum of transverse, longitudinal, Zeeman and spin-orbit terms respectively,

\[ H_w = H_t + H_l + H_Z + H_{\text{SOI}} \]

\[ = \left( \frac{\hbar^2}{2m_e} \frac{\partial}{\partial r} \right)^2 - \frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial \phi^2} \]

\[ + \frac{\mu^2}{2m_e} - g_e \mu B \mathbf{r} \]

\[ + \alpha \sigma \cdot \mathbf{p} \left[ \sigma_y \frac{\partial}{\partial r} \mathbf{z} = -\frac{\alpha}{\hbar E_0} \sigma \cdot (\mathbf{E} \times \mathbf{p}), \right. \]

where \( \sigma = \pm 1 \) is the spin quantum number. The symmetric gauge vector potential \( A_0 = \frac{1}{2} Br \mathbf{r} \) incorporates the axial external magnetic field \( \mathbf{B} \), giving rise to the Zeeman term \( H_Z \) where \( g_e \) is the effective Landé g-factor and \( \mu_B \) the Bohr magneton. The spin-orbit term describes the angular Rashba interaction, arising from a radial electric field induced by crystal asymmetry at the core-shell

\[ \mathbf{E} = \mathbf{E}[\mathbf{E}] \mathbf{E} \]

\[ \mathbf{B} = \mathbf{B}[\mathbf{B}] \mathbf{B} \]

\[ \mathbf{B} = \mathbf{B}[\mathbf{B}] \mathbf{B} \]

\[ \mathbf{B} = \mathbf{B}[\mathbf{B}] \mathbf{B} \]

\[ \mathbf{B} = \mathbf{B}[\mathbf{B}] \mathbf{B} \]

\[ \mathbf{B} = \mathbf{B}[\mathbf{B}] \mathbf{B} \]

\[ \mathbf{B} = \mathbf{B}[\mathbf{B}] \mathbf{B} \]
interface. The magnetic vector potential couples linearly to the angular momentum.

The eigenstates of the wire Hamiltonian (19) are written in the basis

$$|q\rangle = |an\sigma\rangle,$$

where $|an\sigma\rangle$ denote respectively transverse modes, longitudinal modes and spin. Both finite and infinite wires are modeled by considering longitudinal modes in a sine and exponential basis. The former leading to discrete spectra whilst the latter gives the dispersion relation. For the infinite case, the Hamiltonian becomes a function of the wavevector $\vec{k}$. The eigenstates (20) along with the particle-hole space $|\eta\rangle = \pm 1$ form a basis $|q\rangle = |\eta q\rangle$ for the BdG Hamiltonian (18) with the following matrix elements. For $\eta = \eta'$

$$
\langle q|H_{\text{BdG}}|q'\rangle = \eta |\text{Re}(an\sigma|H_w|a'n'\sigma') + i\eta|\text{Im}(an\sigma|H_w|a'n'\sigma') - \mu \delta_{(an\sigma)(a'n'\sigma')}|, \tag{21}
$$

and for $\eta \neq \eta'$,

$$
\langle q|H_{\text{BdG}}|\eta\rangle = \eta \sigma \delta_{s,-\sigma} \delta_{sa'} \delta_{an'} \Delta_s. \tag{22}
$$

Energy spectra and eigenstates are obtained by numerical diagonalization of a finite-difference approximation using Fortran. Parameters for the numerical simulation are chosen to correspond to a proximitized n-doped indium antimonide (InSb) semiconducting shell with $g_e = -51.6$ and $m_e = 0.014$ so that $\gamma = \frac{1}{2} g_e m_e = 0.393$. The Rashba spin-orbit interaction parameter is $\alpha = 1$ meV nm and the superconducting pairing potential $\Delta = 0.50$ meV. The core is considered fully insulating such that the system is effectively a hollow tubular conductor. Analogously to the core/shell system fabricated by Zellekens et al., hexagonal cross-section geometry is considered. To quantify the effects of cross-section geometry, the hexagonal shell is contrasted with the cases of a cylindrical and square shell. Polygonal shell geometry is implemented by constraints on the polar grid. The chemical potential $\mu$ is situated within the conduction band. The nanowire radius is $R = 50$ nm, shell thickness $d = 10$ nm and $L_z = 10$ nm. To explore flux-periodic oscillations, the state of the system is calculated for a range of magnetic field strength corresponding to a few flux quanta.

IV. CYLINDRICAL NANOWIRE SHELL

The eigenstates are initialized at zero magnetic field strength and calculated step-wise up to a field strength of $|B| = 1.30$ T with an interval of 0.013 T. Basis modes for the wire Hamiltonian are 9 transverse and 200 longitudinal. The chemical potential is situated above three spin-degenerate states in the absence of Zeeman and spin-orbit interaction. Four cases of vanishing/non-vanishing Zeeman and spin-orbit interaction are compared at the maximum magnetic field strength, to highlight spin-dependent effects. The grid cross-section is shown in Fig. 3(a) and the associated finite wire BdG energy spectra in Fig. 3(b). Separately including either the Zeeman or the spin-orbit interaction, leads to similar spectra of the lowest energy states. Including both interactions leads to an increase in the separation between non-degenerate eigenvalues, due to the combined spin-splitting effect. The Zeeman interaction lifts the spin-degeneracy and as a results the aligned spin becomes the lowest energy state in the spectrum of the infinite wire, Fig. 3(c). The spin-orbit interaction involves two terms, Eq. (19), the former of which can be considered to give an effective orbital magnetic field whilst the latter leads to an effective axial magnetic field, contributing to the Zeeman splitting. Hence, both a horizontal shift and a vertical split in the two lowest energy opposite spin states is obtained, including the spin-
orbit interaction on its own, Fig. 3(c). Combining the Zeeman and Rashba spin-orbit interaction, the Zeeman splitting dominates. As one component of the magnetic field associated to the spin-orbit interaction is parallel to the external magnetic field, Eq. (19), additional spin-splitting occurs for each flux quantum. The closing of the BdG gap in the infinite wire dispersion varies considerably between the cases, Figs. 3(e,f). In the case of a vanishing Zeeman and spin-orbit interaction, the gap never closes over the magnetic field cycle. In all other cases the gap closes, but at different momentum values.
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**FIG. 4.** Cylindrical wire: Flux-periodic oscillations of the lowest energy state, in terms of the flux quantum $\Phi_0^{SC} = h/2\epsilon$, for the four cases of vanishing/non-vanishing Zeeman $\gamma$, and spin-orbit interaction $\alpha$. (a) The normal conducting wire, both finite and infinite at $k = 0$. (b) Superconducting infinite wire at $k = 0$. (c) Superconducting infinite wire for all $k$.

Fig. 4 shows the flux-periodic oscillations of the lowest energy state of the finite and infinite normal- and superconducting wire at $k = 0$. The oscillations of the normal conducting wire, Fig. 4(a), are the same for the finite and infinite wire and display flux-periodicity of $2\Phi_0^{SC} = h/\epsilon$, in accordance with Eq. 10. The Rashba spin-orbit coupling has the effect of shifting the oscillations in phase whilst the Zeeman interaction introduces a linear dependence of the flux quantum in addition to the quadratic dependence, without altering the periodicity. Combining the two interactions merges these effects in an expected manner. The lowest energy state of the infinite wire BdG Hamiltonian at $k = 0$, Fig. 4(b), displays clear $h/2\epsilon$-periodic oscillations in the absence of both Zeeman and spin-orbit interaction. Adding the Zeeman interaction mixes bands of opposite spins, resulting in sub-oscillations with alternating inverted curvature profile, beyond a magnetic field strength corresponding to one superconducting flux quantum. The spin-orbit interaction unevenly doubles the periodicity and sharpens the oscillations of all periods, in accordance with horizontal splitting of the dispersion, Fig. 3(b). The combination of the Zeeman and spin-orbit interaction results in approximately alternating constructive and destructive coherence of the separate oscillations, breaking the periodicity. The detailed shape of the oscillations depends on the position of the chemical potential, which governs the transition between states of varying angular momentum.

Fig. 4(c) shows the minimum energy for all values of the wavevector $k$, which is in direct correspondence with the lowest energy state of the finite wire. In the absence of both Zeeman and spin-orbit interaction, the minimum gap is independent of the magnetic field strength, but rapidly closes if the spin-dependent interactions are included. The closing is linear in the case of the Zeeman interaction and happens at $k \neq 0$, which is also the case for the spin-orbit interaction but then the closing is abrupt. Incidentally, a small gap reopening and closing occurs around one and three flux quanta, in relation to the smallest amplitudes of the flux-periodic oscillations in Fig. 4(b). Irregularities of the minimum energy in Fig. 4(c) are due to small variations of the gap for differing values of the wavevector $k$.

V. EFFECTS OF POLYGONAL CROSS-SECTION GEOMETRY

We proceed by comparing with a hexagonal shell, and for a fair comparison, the minimal shell thickness is set equal to the cylindrical shell. In this way, the sides are of similar thickness to the cylindrical case, whilst the corner radius is slightly larger, Fig. 5(a). The cylindrical coordinate system of the grid results in irregularities of the shell surface, which is practical with respect to the irregularities of fabricated samples, as they are rarely perfectly regular. In the finite wire BdG spectrum, Fig. 5(b), a minor decrease of variance between the cases of vanishing/nonvanishing Zeeman and spin-orbit interaction can be seen compared with the cylindrical wire. However, the systems in Fig. 3 and Fig. 5 are at slightly different values of magnetic field strength $|\vec{B}|$, as higher magnetic fields are needed for the same number of flux quanta due to the smaller area, $A$, of the hexagon, as seen from the definition of magnetic flux $\Phi_B = |\vec{B}|A$. By introducing corners into the grid domain of the transverse Hamiltonian, separation of the lowest energy levels is induced, Figs. 5(c,d), due to the corner localization\textsuperscript{13}, which increases the difference in wave vectors $\vec{k} = h^{-1}\vec{p}$, for adjacent energy levels at the given chemical potential. This results in an increased difference in momentum between
the quasiparticle bands, Figs. 5(e,f), compared with the cylindrical case.

FIG. 5. State of the nanowire system at magnetic field strength |B| = 1.56 T. (a) Hexagonal nanowire cross-section with units R = 50 nm. Minimal shell thickness of 10 nm. (b) Finite wire BdG energy spectra. (c,d) Energy dispersion of the infinite wire nearby the chemical potential (µ), for the four cases of vanishing/non-vanishing Zeeman interaction (γ) and spin-orbit interaction (α). The dimensionless unit kR denotes the wavevector times the radius. (e,f) Corresponding BdG quasiparticle energy dispersion for the infinite wire.

Compared with the cylindrical case, the flux oscillations of the normal conducting wire are nearly identical, Fig. 6(a). This is expected as the effective quantum wells formed by the corners, overlap in the sides, so that the hexagon is not too different from the cylinder. More specifically, the angular momentum from the external magnetic field is not overpowered by the corner localization. Therefore the theory for cylindrical nanowires may often be in qualitative agreement with experimental results from hexagonal wires. Note, however, that the angular momentum is not conserved for the hexagonal case so the oscillations are not strictly periodic.

The oscillations of the BdG spectrum of the infinite wire at k = 0, Fig. 6(b,c), share the same features as the cylindrical case. A period of h/2e is clearly obtained for vanishing Zeeman and spin-orbit interaction but the peak amplitudes are alternately equal. The h/2e periodicity is found to be highly dependent on the chemical potential. This applies as well to the cylindrical case, but is explored here in more detail for the hexagonal cross-section, as it is a more realistic and common configuration of nanowire geometry.

In Fig. 7, the periodicity in the case of vanishing Zeeman and spin-orbit interaction is shown for nine values of the chemical potential in integer steps. With increasing energy, the periodicity approximately alternates between periodicity of a normal and superconducting flux quantum. Comparing with the flux-periodic oscillation of the normal conducting energy bands, Fig. 8, there is a correspondence with values of chemical potentials at crossings and h/e periodicity seen in Fig. 7. This is clearly seen at µ = 199 meV for example, where the period minima corresponds to the crossing at one flux quantum in Fig. 8. Conversely, for µ = 191 meV, the crossing is at zero and three flux quanta, leading to a period maxima at one flux quantum. As the chemical potential is shifted away
from crossings, the sub-periods appear. At values exactly midway between crossings, where $\mu = 192$ meV comes close, the $\hbar/2e$ periodicity is displayed. To specify the underlying interaction in the BdG spectra, we chose two chemical potential values and compare the corresponding flux-periodicity, Fig. 9(a). The BdG Hamiltonian essentially doubles the degrees of freedom, coupling electrons and holes of opposite spin by the gap parameter. The value of the chemical potential in the normal wire, Fig. 9(b) determines around which values of $k$ the induced gap is situated. The key difference between the two cases is that in the case of the higher chemical potential, there is a crossing of the adjacent upper energy level in the BdG spectra, Fig. 9(c), such that the curvature of the second band at $k = 0$ is inverted with respect to the first one. As the magnetic field strength is increased to the value of half a flux quantum, this energy level meets the lowest one at the energy value 1.25 meV, Fig. 9(d). Further increasing the magnetic field strength, the two bands join and the lowest energy is overtaken in a sense so that the energy keeps lowering up to the value of one flux quantum, Fig. 9(e). A similar process has been reported in the flux periodicity of quantum rings with spin degrees of freedom included, giving rise to the fractional Aharonov-Bohm effect\(^7\).

To investigate the effects of increased corner localization, the energy values for a square cross-section are calculated, Figs. 10(a,b). As before, higher magnetic field strength is needed for an equal amount of flux quanta, due to the decreased area of the square cross-section. The corner states form a near degenerate group that is still influenced by the orbital magnetic term, which manifests in the splitting of the lowest energy states in the absence of both $\gamma$, $\alpha$, Fig. 10(c). The corner geometry has the non-trivial effect\(^6\) of enhancing the longitudinal component of the spin-orbit coupling, Eq. (17), leading to crossings in more energy levels, Fig. 10(d). Analogously to
the foregoing cases, including the Zeeman interaction allows for gap closing of the BdG dispersion, Fig. 10(e), as the magnetic field overpowers the proximity-induced coupling of opposite spin states. In the case of solely nonvanishing spin-orbit coupling there is no gap closing at the given magnetic field strength, Fig. 10(f), since the corner localization decreases the transverse momentum with periodicity of the superconducting flux quantum. The induced magnetic field from the spin-orbit coupling opposes the external magnetic field, allowing for the gap opening.

FIG. 10. State of the nanowire system at magnetic field strength $|B| = 2.32$ T. (a) Square nanowire cross-section with units $R = 50$ nm. Minimal shell thickness of 10 nm. (b) Finite wire BdG quasiparticle energy spectra. (c,d) Energy dispersion of the infinite wire near the chemical potential ($\mu$), for the four cases of vanishing/non-vanishing Zeeman interaction ($\gamma$) and spin-orbit interaction ($\alpha$). The dimensionless unit $kR$ denotes the wavevector $k$ [m$^{-1}$] times radius $R$ [m]. (e,f) Corresponding BdG quasiparticle energy dispersion for the infinite wire.

The flux-periodic oscillations of the normal conducting wire are nearly flattened out due to corner localization Fig. 11(a). Furthermore, there is very little indication of the superconducting flux quantum in Fig. 11(b). This is attributed to the large separation between the first groups of corner- and side-localized states, as this is the main variable between the cases. The oscillations of the minimum energy for all $k$ in the infinite wire BdG spectra, Fig. 11(c) show alternating gap opening and closing.

FIG. 11. Flux-periodic oscillations of the lowest energy state for a square wire cross-section, in terms of the flux quantum $\Phi_0^{SC} = \hbar/2e$, for the four cases of vanishing/non-vanishing Zeeman $\gamma$, and spin-orbit interaction $\alpha$. (a) The normal conducting wire, both finite and infinite at $k = 0$. (b) Superconducting infinite wire at $k = 0$. (c) Superconducting infinite wire for all $k$.

VI. CONCLUSIONS

Flux-periodic oscillations in a core-shell nanowire system with proximity induced superconductivity are explored numerically. We explore the instance where supercurrents are absent in the semiconductor shell, as in the case of full-shell covering of the nanowire by a thick superconductor. Magneto-oscillations of the lowest energy states of the Bogoliubov-de Gennes Hamiltonian (BdG) and its components are calculated for cylindrical, hexagonal and square cross-section geometries. For the former two cases, $h/2e$ periodicity is found for specific values of the chemical potential whilst the periodicity for the square wire is found to be strictly $h/e$. The superconducting gap parameter is constant throughout the calculation, with no phase dependency imposed. Zeeman and spin-orbit interaction are found to influence the magneto-
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oscillations considerably so that a periodicity of a fractional superconducting flux quantum is obtained at a zero wavevector in the infinite wire BdG dispersion. The flux-periodicity arises from minimal coupling in the diagonal components of the BdG Hamiltonian. The transition between $h/e$ and $h/2e$ periodicity is found to be dependent on the adjacent higher energy level with respect to the chemical potential.

In contrast to the case where supercurrents impose $h/2e$ oscillations, corresponding to a 2e charge unit, we have shown that in their absence, the magneto-oscillations are determined by the spectrum of the semiconductor nanowire in the normal state. If the nanowire has a minimal deviation from cylindrical symmetry, the oscillations can have the periodicity of $h/e$ or $h/2e$, depending on the position of the chemical potential relative to the energy bands. If the cylindrical symmetry is sufficiently broken, solely $h/e$ periodicity is obtained. The results show in what way the chemical potential, which is controllable by a gate voltage, may influence flux-periodicity in hybrid semiconductor-superconductor devices.
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