A new method for detecting communities in network based on the affinity between nodes
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Abstract. It has been found that many networks display community structure, analysis of the community structure in the network is meaningful for understanding the real-world network. Recently, many community discovery methods have been proposed, most of which are based on the assumption that nodes in the network can only belong to a community at most. The proposed method in the paper is based on the affinity between nodes and it does not agree with the assumption, i.e., the method is able to discover overlapping community structures in networks. We apply the method to various real-world networks and artificial networks, the experimental results confirm that it has better performance on networks with overlapping community structures and non-overlapping community structures.

1. Introduction
Complex networks are abstracted from complex systems, the vertex in the network represents the individual in the system and the edge represents the relationship between individuals. Analysis of network community structure is helpful to understand the system. For example, communities may be related to functional modules in biochemical networks or individuals with common interests in social networks [1]. Previous researches demonstrate that there are community structures in most complex networks, that are group nodes densely connected within and loosely connected with the rest of the network [2,3]. The existed community discovery methods are roughly divided into the following categories: Modularity optimization method [4,5,6], because of the flaw of the definition of Modularity, such methods are exposed to resolution limits [7]; Methods based on propagation dynamics [8,9], this type of method holds the idea that the information remains in the same community with high probability after several times dissemination, they are fast but poor robustness; Methods based on graph bisection which requires prior-information. The methods mentioned above are effective for detecting non-overlapping community but rarely able to detect network overlapping community which is ubiquitous in real-world networks. For example, individuals could belong to different social circles in social networks. Another, a large fraction of proteins belong to several protein complexes simultaneously in protein networks [10].

In this paper, we propose a localized community detection method based on the affinity between nodes. In order to measure the quality of community structures, the stability of community structure has been defined. When node joined or was remove from a community, the stability of the community would change. Group of nodes with the largest local stability is considered as a suggested community.
The proposed method does not limit the number of communities to which the node belongs, i.e., it is effective for detecting overlapping community. The method has been applied to various real-world networks and artificial networks. The community structures identified by the method are in agreement with the actual communities present in real-world networks. Moreover, it achieves greater score in artificial networks and is effective for networks with overlapping and non-overlapping community structures.

2. Definition

The relationship between nodes is close or distant in complex networks, i.e., it is easy for information propagates from the node to some nodes but difficult to the rest. For example, it is easy to exchange information with friends but difficult with strangers in social networks. We proposed a hypothesis that there is affinity between individuals in systems. We proposed a hypothesis that there is affinity between individuals in systems. Under the affinity, the relationship between individuals becomes close or alienated that explains the existence of the community structures in the network. Intuitively, the greater the affinity, the closer the relationship between the nodes. For two nodes in the network, the greater the ratio of the number of paths shorter than k to the product of their degrees, the closer they are. For simplicity, we set k=2. Therefore, the affinity factor f(i,j) between two nodes is defined as

\[
f(i,j) = \frac{\sum_{k=1}^{n} A_{ik}A_{jk}}{(\sum_{k=1}^{n} A_{ik}^{2})(\sum_{k=1}^{n} A_{jk}^{2})^{\frac{N}{2}}} \tag{1}
\]

where A is adjacency matrix of the network, \(\theta\) controls the strength of influence of nodes degree. The affinity factor \(f(i,j)\) is positively related to the number of common neighbors (paths with length 2) and negatively correlated with the product of degrees of the two nodes. Since most nodes are not sharing any neighbor node, we construct a virtual node connected with each node in the network. Therefore, the Eq. (1) is changed to

\[
f(i,j) = \frac{\sum_{k=1}^{n} A_{ik}A_{jk+1}}{(\sum_{k=1}^{n} A_{ik}^{2}+1)(\sum_{k=1}^{n} A_{jk}^{2}+1))^{\frac{N}{2}}} \tag{2}
\]

The affinity \(A(i,j)\) is positively related to the affinity factor and negatively related to the shortest distance \(d\) between the two nodes. It is defined as

\[
A(i,j) = \frac{f(i,j)}{d^{\ast}} \tag{3}
\]

As mentioned above, the definition of community is that community is a group of nodes which connected densely within and loosely connected with the rest, but it is fuzzy not a quantitative measure. However, a large room has been given to researchers. Based on the definition, the stability of community is proposed. The community is considered as stable structure, when the community expands to a certain scale, the stability would be degraded if it continues to expand. In the process of community expansion, the new node that joins the community will be the frontier, which causes a change of the affinity within and outside the community. Therefore, the stability is positively related to the sum of affinity of the inside for the frontiers of the community and is negatively related to the sum of affinity of the outside. For simplicity, we just take account of the affinity between neighbor nodes. Consequently, the affinity of the inside for the frontiers of the community \(g\) Fin(g) is formulated as

\[
\text{Fin}(g) = \Sigma_{i \in f} \Sigma_{j \in \{n \mid g\}} A(i,j) \tag{4}
\]

The affinity of the outside for the frontiers is formulated as

\[
\text{Fout}(g) = \Sigma_{i \in f} \Sigma_{j \in \{n \mid \sim g\}} A(i,j) \tag{5}
\]

where \(f\) is the set of frontiers of the community, \(n\) is the set of neighbor nodes of node \(i\). Consequently, the stability \(S(g)\) of community \(g\) is formulated as
3. Method
Initially, each node in the network is considered as an initial community. Firstly, select node as seed community according a certain rule. In the process of seed community expansion, select the best node as a candidate of the member of the community at each step. In order to determine whether the candidate should join the community, the fitness of node i is been defined as
\[
\text{fitness}(g, i) = s(g \cup i) - s(g)
\] (7)

Join the node that is connected to the community and whose fitness is the largest and greater than zero into the community at each step until the fitness of all nodes connected to the community is less than 0. As a consequence the stability of the community obtained by the expansion of the seed is the local maximum. It is not necessary to pursue global optimal value of the stability, because the whole network as a community, the stability \(S(g)\) will be the largest, but such a solution is obviously meaningless. Then re-select the seed and repeat the process until all nodes in the network have their own community. As for the strategy of selection of the seed, it is a solution to choose randomly a node that have not yet belonged to any community as the seed, but it is low-efficiency. Since there are often leader nodes in communities, the nodes are ranked by the sum of affinity for their neighbor nodes (The greater the affinity for other node, the greater the probability that the node is leader), then select node that is not affiliated with any community as the seed in turn. In this way, it is high-efficiency to select as few nodes as possible to achieve the goal of dividing the whole network into communities. In the process of the expansion of the seed, some nodes may be divided into multiple communities. When the expansion of the seed is over, if there is a community obtained by other seed is similar to the community (we agree that two communities are similar when the jaccard coefficient of them exceeds 0.5), the two communities should be merged. We can describe our proposed method in the following steps.

1. Rank the nodes in descending order according to the sum of affinity for their neighbors.
2. Select the top ranked nodes that does not belong to any community as the seed.
3. Join the neighbor node whose fitness is the greatest in the seed community and mark the node as belonging, then update the seed community. Repeat the process until the fitness of all nodes connected to the seed community less than 0
4. Compare the community with each of existed community, merge them into a single community if the jaccard coefficient of them exceeds 0.5
5. Repeat step (2) to step (4) until all nodes in the network have their own community.

The algorithm is an agglomerative algorithm, i.e., the community is gradually expanded from the seed. In the process of expansion, it costs \(O(\mu s^2 < k >^2)\) time to compute the fitness of a node, the candidate should be selected from \(\mu s\) neighbor nodes. Therefore, each expansion costs \(O(\mu s^2 < k >^2)\), where \(\mu\) is the ratio of the number of frontiers to the size of the community, \(<k>\) is the average degree of the nodes in the network and \(s\) represents the average scale of the communities. Because the seed community need to be updated after joining new node, the time complexity is \(O(\mu s^3 < k >^2)\). Although the time complexity of the algorithm is proportional to the cube the average scale of the communities, compare with the whole network, the average scale of the communities is much smaller.

4. Experiment
We apply our proposed method and other representative methods to the real-world networks (section 4.1) and artificial networks with different scales (section 4.2). The normalized mutual information(NMI) and modularity \(Q\) are used as quantitative measure to evaluate the performances of various methods.

4.1. Real-world network
The first is the Zachary karate network which captures 34 members of a karate club, documenting 78 pairwise links between members who interacted outside the club. Because of the conflict between the president and the coach, the club is divided into two communities. The division is shown in Fig. 1. The performances of the proposed method and other methods are shown in Table 1. As Table 1 shows, none of these methods divides the network into two communities.

**Figure 1.** The natural division of the Zachary karate network that includes two community structures.

It does not indicate that these methods are inaccurate, contrarily, most mainstream methods divide it into four communities. The reason that the communities identified by the methods are different from the natural communities is that community structure is hierarchical. Most methods, in pursuit of accuracy, tend to divide the natural communities further. The community structures identified by our method is shown in figure 2. It is worth mentioning that the node 10 is wavering, i.e., the node 10 belong to two communities. Because the classification of node 10 differs from the standard, the NMI between identified communities and natural communities is less than LPA and Fast-unfolding.

**Table 1.** Some indexes of communities identified by the methods.

| Method       | NMI   | Modularity | The number of communities |
|--------------|-------|------------|---------------------------|
| Our method   | 0.633 | 0.418      | 4                         |
| Fast-unfolding | 0.677 | 0.393      | 4                         |
| LPA          | 0.699 | 0.385      | 3                         |
| CNM          | 0.524 | 0.277      | 5                         |

It is not a mistake that the proposed method put the node 10 into two communities, many methods that can detect overlapping community, also consider the node 10 is a wavering node. As shown in figure 2, the number of connections between node 10 and two communities is equal.

**Figure 2.** The Zachary karate network is divide into four communities by our proposed method.

To further validate the method, it is applied to the Risk network, the Football network and the Dolphins network. The experimental results can been seen in table 2, table 3, table 4.
Table 2. The normalized mutual information (NMI) between natural communities and communities identified by the methods.

| Network  | Our method | LPA  | Fast-Unfolding | CNM  |
|----------|------------|------|----------------|------|
| Risk     | 0.908      | 0.778| 0.869          | 0.839|
| Dolphins | 0.467      | 0.888| 0.474          | 0.403|
| Football | 0.911      | 0.830| 0.892          | 0.861|

Table 3. The modularity Q of communities identified by the methods.

| Network  | Our method | LPA  | Fast-Unfolding | CNM  |
|----------|------------|------|----------------|------|
| Risk     | 0.667      | 0.572| 0.631          | 0.486|
| Dolphins | 0.521      | 0.378| 0.500          | 0.439|
| Football | 0.581      | 0.553| 0.604          | 0.538|

Table 4. The number of communities identified by the methods, the figure in parentheses represents the number of natural communities.

| Network  | Our method | LPA  | Fast-Unfolding | CNM  |
|----------|------------|------|----------------|------|
| Risk(6)  | 7          | 5    | 7              | 6    |
| Dolphins(2) | 13      | 2    | 7              | 7    |
| Football(12)| 13      | 9    | 9              | 9    |

As tables show, In Risk network and Football network, the results using our method are comparable with the standard, but the performance on Dolphins network is a disappointment. It can be found that Fast-unfolding and CNM also perform poorly, while LPA is excellent which is related to the principle of the LPA. The LPA assigns a label to every node in networks, and adopts the label that a maximum number of its neighbors have at every iteration. Therefore, LPA is disadvantageous to the small community in the network, i.e., small community is easy to be merged with large community adjacent to it. The standard division of Dolphins network is two communities with comparable size, although there are many connections between the two communities. From table 2, the modularity of the communities identified by LPA is obviously less than the other three. The other methods divide the network into more fine-grained communities, so the communities identified with lower NMI and greater modularity.

Through the above experiments, we found that what we proposed in this paper is a method of pursuing fine-grained community. In order to achieve the greatest local maximum of the stability of community, as far as possible to divide the whole network into small communities with higher stability. As a consequence, it would reduce the time complexity of the method.

4.2. Artificial network

We analyzed the proposed method on a class synthetic benchmark networks with planted partition [11]. The significance of community structure is controlled by a mixing parameter \( \mu \in [0,1] \), where smaller values give clearer community structure. Compare with GN-Network, the size of community and the degree of the node are no longer fixed, but obey the power law distribution in the benchmark. Using the method proposed in [11], the synthetic networks with different \( \mu \), different scales and overlapping communities are generated. The experimental results are shown in figure 3. Figure 3 shows that the mixing parameter \( \mu = 0.5 \) is a critical point. The community structure is no longer defined in the strong sense when \( \mu \) is greater than 0.5. The communities identified by our method are comparable with the standard division, while the other methods are also 90% similar to the standard partition when \( \mu < 0.5 \). When \( \mu > 0.5 \), the NMI between the standard partition and communities
identified by the various methods drops rapidly, where the LPA is most sensitive, it is already not working when \( \mu = 0.6 \) (dividing the whole network into a community). Compared with the other method, the performance of our method decreases slowly.

![Figure 3](image)

**Figure 3.** The normalized mutual information between planted communities and communities identified by the various methods in the benchmark with different size.

It is still about 75% similar to the standard when \( \mu = 0.7 \), which indicates that the proposed method is more robust. Furthermore, as the scale of network grows, the running time of the other methods significantly increased, while the proposed method does not. It confirms that the time complexity of the method is related to the average scale of communities, not the network's. We test the proposed method on the benchmark networks with overlapping community, and the OSLOM [12], COPRA [13] are used as the contrast. The performance of the three methods is shown in Fig.4. As the figure shows, as the fraction of overlapping nodes increases, there is no significant fluctuation in the performance curve of our method and the OSLOM, while the COPRA suddenly fails when the fraction of overlapping nodes reaches about 0.7. The reason is that The COPRA is the same as the LPA, based on label propagation, so it has lower running time than the proposed method and OSLOM, but is unable to deal with networks with a high proportion of overlapping nodes. The performance of the three methods is comparable when the mixing parameter \( \mu <= 0.5 \), all of which can divide the network currently. When \( \mu > 0.5 \), the COPRA fails suddenly, the performance of the proposed method and the OSLOM also decreased, but the decline trend of the method proposed is slower. Comparing with the OSLOM, our method is slightly backward in accuracy, but has lower running time.

![Figure 4](image)

**Figure 4.** The number of node is 1000. The left is the change curve of performance corresponding to the fraction of the number of overlapping nodes and the right corresponds to the mixing parameter.

5. Conclusion
We have introduced a community detection method, which based on the affinity between nodes and the stability of community. The proposed method is effective for networks with overlapping community structures and non-overlapping community structures, and the time complexity is related to the average scale of community structures. Since the scale of communities and the size of whole network are not in an order of magnitude, the method could be applied to large-scale networks.
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