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Abstract – In this paper an IP based network consisting of two separate IP networks - a virtual one, running MPLS and an experimental IP network, connected to the virtual one, have been studied. VoIP traffic is exchanged between the two networks. Both networks are connected to the Internet and exchange traffic with it. The virtual network is created by using GNS3. The purpose of this paper is to show a comparison in the performance between the two IP networks. In addition, mathematical distributions and approximations have been made to be used to further evaluate the performance of the two networks. The used methodology in the present work can be applied in the study of different IP networks through which different types of real-time traffic passes.
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1. INTRODUCTION

The IP networks are constantly expanding - becoming larger and more complex. Subscribers of these networks are also growing. As a result, these networks must continually provide new and new services to subscribers. In addition, more and more devices are gaining access to these networks. This leads to an increase in the number of network devices in such a network. All of this causes network congestion and slows down the network. Reducing the speed of the IP network leads to a deterioration in the quality of services offered, which in turn leads to consumer dissatisfaction [1]. In order to avoid delays in the network MPLS (Multiprotocol Label Switching) is introduced [2, 3, 4, 5, 6, 7]. In order to find out if the use of MPLS will lead to a significant improvement in the speed of data exchange in a particular network with a particular type of traffic, research needs to be done. Setting up such an experimental network is expensive and not every institution would allow such an experiment. It is therefore appropriate to use programming environments for modeling of IP networks [8, 9, 10, 11, 12, 13].

The purpose of the present work is to study and compare the performance between a virtual network using MPLS and a real IP network not using MPLS. The two IP networks are interconnected and exchange traffic between each other and the Internet. What the two networks have in common are the subscribers of the IP telephone exchange, which is located in the real network. The real network does not use the MPLS technology but the virtual IP network does. Therefore, it is possible to monitor the voice traffic that is exchanged between the two networks and make a comparison of the performance between the two networks (study of the time delay between the individual packets).

2. TOPOLOGY OF THE NETWORK

2.1. TOPOLOGY OF THE EXPERIMENTAL NETWORK

Figure 1 shows the topology of the experimental network, which is part of the bigger real network – the IP network of university campus building.

Fig. 1. Topology of the real network

Due to the lack of a layer 2 switch with a “mirror port”, a hub is used to monitor the traffic in the experimental network. Figure 1 shows an idea of what the part of the
real network that will be studied looks like. Therefore, the topology has the shape of a star and the hub is at its center. The experimental real network is composed of several IP phones connected to the IP telephony exchange Asterisk, a router that provides Internet connectivity, several workstations, and a hub that forwards all the traffic in the experimental network to the monitoring station. At the monitoring station specialized software for traffic monitoring - Wireshark is installed. The workstation where the virtual network is running is also connected to the hub.

2.2 Topology of the Virtual Network

Figure 2 shows the topology of the virtual network. The GNS 3 platform is used for the modeling [14, 15]. The platform enables integration with specialized network monitoring programs and connection to real IP networks and emulating real network devices. Device emulation is the imitation (emulation) of a device's hardware. This allows the users to start and work with real images of working network devices.

The network is configured to work with the dynamic routing protocol OSPF. The network uses MPLS. R1 to R4 are the routers. These are disk image emulations of real routers. S1 to S2 are switches, more precisely, these are simulations of switches. Router_Firewall is a module that connects the virtual network to real networks. Test_PC_1 and Test_PC_2 are virtual machines that are used to generate network traffic. Test_PC_1 has a software phone installed on it. It is used to generate VoIP calls to the IP phones on the real network. Additionally, an Internet browser is used to generate Internet traffic – the browser is used for opening Internet pages of any kind (forums, pages with multimedia content, news sites, etc.). Test_PC_2 is used only to generate traffic from the Internet. This will simulate the most common business network traffic - IP telephony and Internet access.

4. RESULTS

4.1 Results Obtained in the Virtual Network

Based on the monitoring of the traffic in the virtual network, it was found out that the traffic generated by Test_PC_1 passes through R3, R4, R1, Router_Firewall and vice versa. The traffic from Test_PC_2 flows through R2, R4, R1, Router_Firewall and vice versa. No additional configurations for QoS or route prioritization have been made in the virtual network. Therefore, the traffic passes through these nodes. Based on the dynamic routing protocol used, OSPF, and the configured MPLS, the routers themselves chosen these routes to traverse the data flows. On the other links only service information is exchanged, such as: OSPF Hello packets, LDP packets, and other service packets.

During the study of the virtual network, all links between the routers are monitored, but the presented results are for only one of the monitored links, because the obtained results from this connection provide sufficient information to evaluate the performance of the virtual network. The monitored link in the virtual network is the link between R1 and R4. Firstly, this link is chosen because the whole traffic in the virtual network passes through it and so it is more deeply studied. Secondly, the obtained data from the measurement can be used as a representative sample for the whole network. From the analysis of the obtained results by Wireshark for all links between the routers of the virtual network, for the values of the jitter and the delta parameter in the various links, there is a con-
tuous increase of their values, approaching the Router_Firewall. This is due to the fact that each subsequent router begins to process more and more data streams, and eventually Router_Firewall processes all the traffic from the virtual network to the real one. As a result, there is an increase in the delay after each subsequent router. For this reason, in the present work, it was decided to present the results only from the link between R1 and R4. Presenting the results of all links would be unnecessary because they will not provide any different information.

Figure 3 shows summary results for a single stream (forward – reverse direction) of a VoIP call. The device with the IP 192.168.2.2 is the software phone on the virtual machine - Test_PC_1 and the device with the address 192.168.31.50 is the Asterisk IP telephony exchange. According to Cisco [22], the average one-way jitter should be less than 30 ms. As it can be seen, the mean jitter value is well below the 30 ms limit for both directions. The summary results obtained by Wireshark also contain other data such as: packet loss. The results show that there are no losses in the forward stream – to the Asterisk, but in the reverse direction there are 146 lost packages or about 0.13%. Information is also given about the total number of RTP packets for each of the streams. Information about the duration of the call is also available - 2326 seconds. Figure 3 also shows the sampling frequency - 8000 Hz (as can be seen, there is a deviation from this frequency for both directions), as well as the deviation from the clock frequency. From this data, it is also possible to get an idea of the delay between the packets, by following the values of Delta and Skew. Delta shows the time difference between the receipt of the previous packet from the stream and the packet that is now received. Skew shows how long the current packet is ahead of or behind the entire call, relative to the nominal speed of the packet. In the presented case, it is noticed that the packet lags behind the whole conversation.

Fig. 3. Summary results from Wireshark

Figure 4 shows the jitter distribution throughout the whole session in the direction from the virtual machine to the Asterisk (forward direction), and figure 5 shows the jitter distribution in the opposite direction. X is for the whole duration of the conversation, and Y stands for the values of the jitter at each moment of the conversation. From figure 4 it is noticed that during the whole conversation the jitter in the forward direction, for every moment of the conversation, does not exceed the limit of 30 ms. As a result, there is a lack of packet loss.

Fig. 4. Forward jitter for the whole stream

The results in figure 5 are quite different. It is noticed that the jitter repeatedly exceeds the limit of 30 ms. Reaches values of 50 ms, which is unacceptable. As a result, there is a loss of packets in the reversed direction, also evident from figure 3. This increase in the values in the reversed direction is due to the accumulation of delay in the real network.

Fig. 5. Reversed jitter for the whole stream

Figures 6 and 7 show the delta values for each second of the call in both directions. Again X stands for the whole duration of the conversation, and Y stands for the values of the delta at each moment of the conversation. As explained above, this parameter indicates the arrival time between two packets or known as a
time delay. By default, it almost always coincides with packetization time - 20ms. Due to the presence of jitter on the network, its value can increase and lead to packet loss. The one-way transmit delay should not exceed 150 ms. [G.114 recommendation] \[23\] and the maximum round-trip delay should not exceed 300ms. As can be seen from figure 6, the delta in the forward direction exceeds the 150 ms limit only two times. The results in the reversed direction are getting worse because of the high value of the jitter.

In the virtual network, the values of the delta in the reverse direction decrease after each node passed. This is due to the presence of the MPLS. Figures 8 and 9 and 10 show these dependences. As can be seen from the summarized results for the reverse flow for the link between R3 and R4 (Figure 8), the values of Delta and max jitter decreases. The graph for Delta for the whole conversation period (figure 9), for the link R3 - R4, compared to the result of figure 7 shows a significant improvement in the instantaneous values of the parameter.

Figure 10 presents the graph for the reversed jitter for the whole conversation period for the link R3 - R4, compared to the result of figure 5 shows a significant improvement in the instantaneous values of the parameter.
Another method for assessing the performance of an IP network is by using mathematical distributions and approximations for distribution of the intervals between the arrival times of packets (time delays between individual packets) [24, 25, 26]. Such mathematical distribution is made for the link between R1 and R4. The distribution is made as the captured packets from Wireshark are further processed by a specialized program on the parameter intervals between the moments of arrival of the packets. Figure 11 shows the mathematical distribution of the captured packets from the link between R1 and R4. On “x” are the times of arrival of the individual packets – the whole conversation stream and ‘y’ indicates the delay of the received packet compared to the previous packet. As it can be seen from the distribution, it can be argued that the time delay is almost constant after a short period of oscillation due to the network establishment time. The Wakeby approximation further confirms the constant time delay between the packets. The use of this approximation makes it easier to read the obtained results of the mathematical distribution. The constant time delay is due to the use of the MPLS technology in the virtual network.

4.2 RESULTS FROM THE EXPERIMENTAL NETWORK

Figure 12 shows the summarized results for the same VoIP call stream discussed in 4.1 (forward – reverse direction). As the results show, in the forward direction from the virtual network (192.168.31.67 exit/entry interface of the virtual network) to the Asterisk (192.168.31.50) the mean jitter value is much higher than that of the virtual network, but is still smaller than the limit of 30 ms. As the voice flow in the reverse direction (from Asterisk to Test_PC1) starts from this network, the first lost packets in this direction are noticed - 28 (0.02%).

Figure 13 shows the jitter distribution for every second of the call in the forward direction. The graph shows that the jitter significantly exceeds the 30 ms limit. As a result, a large percentage of lost packets is observed - 0.3%, compared to the same flow in the virtual network where there is no packet loss.

Figure 14 presents the jitter distribution for the entire duration of the call in reverse direction. From the graph, it can be argued that the results obtained are almost identical to those of figure 5, except that the lost packets are much smaller here.
The better jitter values in the forward direction on the virtual network are due to the fact that MPLS is used in the virtual network, which accelerates the network operation while it is not used in the real network. As it can be seen, the deterioration of the parameters of the stream in the reverse direction in the virtual network starts in the experimental network and in the virtual network they are getting worse.

Figure 15 shows the results for the delta in the forward direction. There is a significant deterioration in the values of this parameter - many times it is exceeding the 150 ms limit.

The results of figure 16 for the reverse delta are almost identical to those of Figure 7.

Again, to further evaluate the performance of the real network, a mathematical distribution of the intervals between the moments of packet arrival is made. Figure 17 shows the resulting distribution for the time delay between the packets.

As it can be seen from the distribution for the experimental network, the delay between packets varies and it can be claimed to be constant at times, but not as it is on the virtual network, where MPLS is configured. This statement is further supported by the Beta approximation. It shows that the time delay is constantly increasing. Again, the use of the approximation makes it easier to read and understand the results of the distribution.

5. CONCLUSIONS

A virtual IP - based network has been created and it is configured to work with MPLS. A real experimental IP based network is also created. There is connectivity between the two networks. Both networks are connected to the Internet.

Monitoring programs for IP – based networks and mathematical distribution have been used to evaluate the performance of the two networks. Based on the results from the monitoring of the two networks, the following results were obtained: the mean and maximum values of the jitter in the virtual network in the forward direction are much smaller than the one in the experimental network.

The delta parameter in the virtual network in the forward direction is the lowest. In the reverse direction a significant improvement in the instantaneous values of the parameter are noted compared to the values of the parameter in the real network.

The instantaneous values of the jitter in the reversed direction are drastically improved too, compared to the values from the real network.

The deterioration of the flow parameters caused by the experimental network is partially compensated in the virtual network. This is due to the configured MPLS in the virtual network.

The mathematical distributions also confirm the results of the monitoring. The time delay on the network using MPLS is constant, unlike the experimental real
network. This statement is further confirmed by the two used approximations - Wekaby and Beta.

The obtained results from the monitoring and the mathematical distributions confirm that, in an IP-based network that uses MPLS, the performance (in terms of packet time delays) is much better than without using MPLS. The use of the MPLS technology in an IP-based network, in which real time traffic (VoIP traffic) will be transmitted, significantly improves network performance - the time delay between packets is constant. It is therefore advisable to use this technology in IP networks where the transmitted traffic is in real time.

The used methodology in this work - the use of monitoring programs and mathematical distributions, can be applied to evaluate the performance of other IP-based networks through which other types of real-time traffic is transmitted as video.
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