PHASE TRANSITIONS ON THE TOEPLITZ ALGEBRAS OF BAUMSLAG-SOLITAR SEMIGROUPS
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Abstract. Spielberg has recently shown that Baumslag-Solitar groups associated to pairs of positive integers are quasi-lattice ordered in the sense of Nica. Thus they have tractable Toeplitz algebras. Each of these algebras carries a natural dynamics. Here we construct the equilibrium states (the KMS states) for these dynamics. For inverse temperatures larger than a critical value, there is a large simplex of KMS states parametrised by probability measures on the unit circle. At the critical value, and under a mild hypothesis, there is a phase transition in which this simplex collapses to a singleton. There is a further phase transition at infinity, in the sense that there are many ground states which cannot be realised as limits of KMS states with finite inverse temperatures.

1. Introduction

Spielberg [20] has recently studied a large family of $C^*$-algebras which includes the $C^*$-algebras of higher-rank graphs [9, 17] and the boundary quotients of quasi-lattice ordered groups [15, 5]. He has also shown that the Baumslag-Solitar groups are quasi-lattice ordered with boundary quotients that are typically Kirchberg algebras, and has computed the $K$-theory of these boundary quotients [19].

A quasi-lattice ordered group also has a (much larger) Toeplitz algebra, and the Toeplitz algebras of groups similar to Baumslag-Solitar groups have recently been shown to exhibit interesting phase transitions. Indeed, there is nontrivial overlap [1] between the Toeplitz algebras studied in [11, 12] and the Toeplitz algebras of the Baumslag-Solitar groups studied in [19] (see [12, §9]). So one naturally wonders whether there are interesting phase transitions on the Toeplitz algebras of Baumslag-Solitar groups. Here we confirm that this is indeed the case.

Suppose that $c$ and $d$ are nonzero integers. The Baumslag-Solitar group $G = BS(c, d)$ is the group generated by two elements $a, b$ subject only to the relation $ab^c = b^d a$. When $c$ and $d$ are positive, we consider the subsemigroup $P$ of $G$ generated by $a$ and $b$. This semigroup defines a partial order on $G$: $g \leq h$ means that $g^{-1}h \in P$. Spielberg proved in [19, Theorem 2.11] that the pair $(G, P)$ is quasi-lattice ordered in the sense of Nica [15]. The Toeplitz algebra is the $C^*$-subalgebra $\mathcal{T}(P)$ of $B(\ell^2(P))$ generated by a left-regular representation of $P$ by isometries $\{T_x : x \in P\}$ (but see [2] for further discussion of our conventions). This algebra carries a natural gauge action of the circle, which we can lift to an action $\alpha$ of $\mathbb{R}$. We are interested in the KMS states of the dynamical system $(\mathcal{T}(P), \alpha)$.

We show that for inverse temperatures $\beta$ larger than ln $d$, there is a large simplex of KMS$\beta$ states parametrised by the probability measures on the circle. When $d$ does not
divide $c$, there is a phase transition at the critical inverse temperature $\ln d$ in which this simplex collapses to a single point, and the KMS$_{\ln d}$ state factors through the boundary quotient of $[3]$. The condition “$d$ does not divide $c$” has previously occurred in Spielberg’s analysis of the groupoid model for the boundary quotient, where it is shown to be necessary and sufficient for the groupoid to be topologically principal (which he calls “essentially free”) [19, Theorem 4.9].

We begin with a section on background material: we discuss our conventions concerning quasi-lattice ordered groups and their Toeplitz algebras, and the normal form for elements of Baumslag-Solitar groups which we will use throughout. The normal form identifies a family of words in $P$ that play a vital role in computations in $G$ and $P$. We call these words “stems”, and in §3 we establish some properties of the map which sends an arbitrary element of $P$ to its stem. In §4 we give a presentation of our Toeplitz algebra which will allow us to build Hilbert-space representations. Then in §5 we turn to KMS states. The Toeplitz algebra $T(P) = C^*(\{T_x : x \in P\})$ is spanned by the elements $T_x T_y^*$, and the KMS states are the states that satisfy a commutation relation involving products of two spanning elements. In Proposition 5.1 we give a characterisation of KMS states in terms of their values on individual spanning elements. This implies, for example, that all KMS states at real inverse temperatures factor through the quotient in which the generator $T_b$ is unitary.

Our main theorem about the KMS$_{\beta}$ states for $\beta > \ln d$ is Theorem 6.1, and the rest of §6 is devoted to its proof. The strategy is a refinement of the one developed in [11] and [12]. To build KMS states, we exploit that all KMS states think $T_b$ is unitary: we take a carefully chosen unitary representation $W$ of the subgroup generated by $b$, and induce it to a large unitary representation $\text{Ind} W$ of $G$. The KMS states come from the isometric representation obtained by restricting $(\text{Ind} W)|_P$ to a suitable invariant (but not reducing!) subspace. Our results at the critical inverse temperature are in Proposition 7.1 and we show by example that they are sharp: when $d$ divides $c$, there is more than one KMS$_{\ln d}$ state.

Our last main result is Theorem 8.1 where we identify the ground and KMS$_{\infty}$ states of our system. This seems to be harder than in previous computations of KMS structure: ground states need not factor through the same quotient of $T(P)$, and hence we cannot use induced representations. But by mimicking what happens in [10] we can build suitable isometric representations with our bare hands. We close with an appendix in which we prove that the quasi-lattice ordered group $(G, P)$ is amenable in the sense of [15, 10]. This result is not strictly needed in the rest of the paper, but it does simplify things notionally because it implies that the Toeplitz algebra is universal for Nica-covariant representations of $P$ (see Corollary A.7).

2. Background

2.1. Quasi-lattice ordered groups. Suppose that $G$ is a group and $P$ is a subsemigroup such that $P \cap P^{-1} = \{e\}$. Then there is a partial order on $G$ such that

$$g \leq h \iff h \in gP \iff g^{-1}h \in P.$$ 

This partial order is left-invariant, in the sense that $g \leq h \Rightarrow kg \leq kh$.

According to Nica [15], the pair $(G, P)$ is a quasi-lattice ordered group if every pair $g, h$ in $G$ with a common upper bound in $P$ has a least upper bound $g \vee h$ in $P$. Subsequently, Crisp and Laca showed that it suffices to check that every element $g \in G$ with an upper
bound in $P$ has a least upper bound in $P$ \[ \text{Lemma 7} \] (and that useful lemma contains several other equivalent reformulations of the definition). We write $g \lor h < \infty$ if $g$ and $h$ have an upper bound in $P$, and $g \lor h = \infty$ otherwise.

Suppose that $(G, P)$ is quasi-lattice ordered. We consider the Hilbert space $\ell^2(P)$ with the orthonormal basis $\{e_x : x \in P\}$ of point masses. For each $x \in P$, there is an isometry $T_x$ on $\ell^2(P)$ such that $T_x e_y = e_{xy}$ for $y \in P$. We have $T_e = 1$ (the identity operator), and $T_x T_y = T_{xy}$. In other words, $T$ is a homomorphism of the monoid $P$ into the monoid of isometries on $\ell^2(P)$, and we say that $T$ is an isometric representation of $P$. Nica observed that the representation $T$ has the extra property

\begin{equation}
T_x T_x^* T_y T_y^* = \begin{cases} T_{x \lor y} T_{x \lor y}^* & \text{if } x \lor y < \infty \\
0 & \text{if } x \lor y = \infty.
\end{cases}
\end{equation}

Now we say that an isometric representation satisfying (2.1) is Nica covariant. Nica covariance is equivalent to

\begin{equation}
T_x^* T_y = \begin{cases} T_{x^{-1}(x \lor y)} T_{y^{-1}(x \lor y)}^* & \text{if } x \lor y < \infty \\
0 & \text{if } x \lor y = \infty.
\end{cases}
\end{equation}

A quasi-lattice ordered group $(G, P)$ has two $C^*$-algebras: the Toeplitz algebra $T(P)$ is the $C^*$-subalgebra of $B(\ell^2(P))$ generated by the operators $\{T_x : x \in P\}$, and the universal $C^*$-algebra $C^*(G, P)$ is generated by a universal Nica-covariant representation $\pi : P \to C^*(G, P)$. Nica covariance implies that every word in the $i(x)$ and their adjoints reduces to one of the form $i(x)i(y)^*$, and hence

$C^*(G, P) = \text{span}\{i(x)i(y)^* : x, y \in P\}$.

The Toeplitz representation $T : P \to T(P)$ induces a surjection $\pi_T : C^*(G, P) \to T(P)$, and a major issue considered in \[15\] \S 4 is when $\pi_T$ is an isomorphism.

Because $x \lor y = y \lor x$, Nica covariance implies that the range projections $i(x)i(x)^*$ commute with each other, and then $D := \text{span}\{i(x)i(x)^* : x \in P\}$ is a commutative $C^*$-subalgebra. There is a positive norm-decreasing linear map $E : C^*(G, P) \to D$ such that $E(i(x)i(y)^*) = \delta_{x,y} i(x)i(x)^*$ (see \[15\] \S 4.2 or \[10\] Proposition 3.1), and we say that $(G, P)$ is amenable if $E$ is faithful. Nica proved that if $(G, P)$ is amenable, then the Toeplitz representation $\pi_T$ is injective (see \[15\] \S 4.2 or \[10\] Corollary 3.9). This implies that the Toeplitz algebra has the universal property of $(C^*(G, P), i)$, and justifies the following:

**Conventions.** All the quasi-lattice ordered groups $(G, P)$ in this paper are amenable (see Theorem \[A.1\]). So it makes no difference whether we use $C^*(G, P)$ or $T(P)$. We choose to write $C^*(G, P)$ for the algebra because we want to emphasise the universal property, but write $T$ for the universal Nica-covariant representation of $P$ in $C^*(G, P)$. We write $\mathbb{N} = \{0, 1, 2, \ldots\}$.

### 2.2. Baumslag-Solitar groups

We fix positive integers $c$ and $d$. Then the **Baumslag-Solitar group** is the group

$G := \langle a, b : ab^c = b^d a \rangle$;

if we want to emphasise the dependence on the numbers $c, d$, we write $G = BS(c, d)$. We consider the submonoid $P$ of $G$ generated by by $a$ and $b$. Spielberg proved in \[19\] Theorem 2.11] that (provided $c$ and $d$ are positive) $(G, P)$ is quasi-lattice ordered. For the rest of this paper, $(G, P)$ denotes one of these groups.
Following [10], we write $\theta$ for the homomorphism $\theta : G \to \mathbb{Z}$ such that $\theta(a) = 1$ and $\theta(b) = 0$, and call $\theta(g)$ the height of $g$. Baumslag-Solitar groups are examples of Higman-Neumann-Neumann extensions, and each element has a unique normal form
\[
g = b^s a^{c_0} b^s a^{c_1} \cdots b^{s_{k-1}} a^{c_k} b^s
\]
in which each $c_i$ is $\pm 1$, $0 \leq s_{i-1} < d$ when $c_i = 1$, and $0 \leq s_{i-1} < c$ when $c_i = -1$ (see, for example, Theorem 2.1 on [13] page 182)]. For elements of $P$, we have $c_i = 1$ for all $k$ and $0 \leq s_i < d$ for all $i < k$; there is no restriction on $b^s$ except that $s_k \geq 0$, and we have $k = \theta(x)$.

3. Stems and their properties

Each $x \in P$ has a unique normal form $x = b^{s_0} a^{b_1} a \cdots b^{s_{k-1}} ab^s$ with $0 \leq s_i < d$ for $i < k$ and $k = \theta(x)$. We then write
\[
\text{stem}(x) := b^{s_0} a^{b_1} a \cdots b^{s_{k-1}} a
\]
for the stem of $x$. We write $\Sigma_k$ for the set of possible stems with height $k$, including $\Sigma_0 := \{c\}$; note that each $\Sigma_k$ is finite with cardinality $d^k$.

Our constructions of KMS states will involve the Hilbert space $\bigoplus_{k \geq 0} \ell^2(\Sigma_k)$, and hence properties of stems will be important throughout the paper. In this section, we describe some of these properties.

**Lemma 3.1.** Suppose that $x, y \in P$. Then $\text{stem}(x \text{stem}(y)) = \text{stem}(xy)$. If $s$ and $t$ satisfy $y = \text{stem}(y)b^s$ and $x \text{stem}(y) = \text{stem}(x \text{stem}(y))b^t$, then $xy = \text{stem}(xy)b^{s+t}$.

**Proof.** There exists $t$ such that $y = \text{stem}(y)b^t$, and then
\[
xy = x \text{stem}(y)b^t = (\text{stem}(x \text{stem}(y))b^t)b^t \quad \text{for some } s \in \mathbb{N}.
\]
On the other hand, we have $xy = \text{stem}(xy)b^r$ for some $r \in \mathbb{N}$. Since both $\text{stem}(xy)b^r$ and $\text{stem}(x \text{stem}(y))b^{s+t}$ are normal forms for $xy$, the uniqueness of normal forms implies that $\text{stem}(x \text{stem}(y)) = \text{stem}(xy)$ and that $r = s + t$. \hfill $\Box$

**Lemma 3.2.**

(a) For all $k \in \mathbb{N}$ and $m \geq 0$, the map $h_{k,m} : x \mapsto \text{stem}(b^m x)$ is a bijection of $\Sigma_k$ onto $\Sigma_k$.

(b) For all $k \in \mathbb{N}$, the map $x \mapsto \text{stem}(b^c ax)$ is an injection of $\Sigma_k$ into $\Sigma_{k+1}$.

**Proof of part (a).** We prove by induction on $k$ that $h_{k,m}$ is a bijection for all $m \in \mathbb{N}$. The result is trivial if $k = 0$. For $k = 1$, $h_{1,m}(b^j a) = b^ja$ where $m + i = nd + j$ and $0 \leq j < d$; since addition by $m$ modulo $d$ is a bijection on $\{0, 1, \cdots, d-1\}$, $h_{1,m}$ is a bijection. Suppose that $h_{k,m}$ is a bijection for all $m$. Because $\Sigma_{k+1}$ is finite, it suffices to see that $h_{k+1,m}$ is one-to-one. So suppose that $h_{k+1,m}(x) = h_{k+1,m}(x')$. We can write $x = b^j ay$ for some $y \in \Sigma_k$. We now define $n, j$ by $m + i = nd + j$ and $0 \leq j < d$, and then
\[
h_{k+1,m}(b^j ay) = \text{stem}(b^{m+i}y) = b^j a \text{stem}(b^{m+i}y) = b^j ah_{k,m}(y).
\]
Doing the same for $x' = b^j ay'$ shows that
\[
b^j ah_{k,m}(y) = b^j ah_{k,m}(y') \quad \text{where } m + i = nd + j \text{ and } m + i' = n'd + j'.
\]
Now uniqueness of the normal form forces $j = j'$ and $h_{k,m}(y) = h_{k,m}(y')$. Since $j = j'$ and $|i - i'| < d$, we must have $i = i'$ and $n = n'$ too. Now the injectivity of $h_{k,m}$ implies that $y = y'$ and $x = b^j ay = x'$. \hfill $\Box$
Lemma 3.3. Suppose that \( m \in \mathbb{N} \), \( b^i a, b^j a \in \Sigma_1 \), and \( \text{stem}(b^m ab^i a) = \text{stem}(b^m ab^j a) \). Then \( i = j \).

Proof. Write \( m = nd + m' \) with \( 0 \leq m' < d \). Then
\[
 b^m ab^i a = b^{m'} ab^{nc+i} a \quad \text{and} \quad b^m ab^j a = b^{m'} ab^{nc+j} a.
\]
Now we write \( nc + i = n_i d + i' \) and \( nc + j = n_j d + j' \), and the hypothesis gives
\[
 b^{m'} ab^{i'} a = \text{stem}(b^m ab^i a) = \text{stem}(b^m ab^j a) = b^{m'} ab^{j'} a.
\]
Thus the uniqueness of the normal form implies that \( i' = j' \), and we have
\[
 i = n_i d + i' - nc = n_j d + j' - nc \quad \text{and} \quad (n_i - n_j)d = j + (n_i - n_j)d.
\]
Now \( 0 \leq i, j < d \) implies that \( n_i - n_j = 0 \), and hence \( i = j \).

Proof of Lemma 3.2. Suppose that \( x, y \in \Sigma_k \) and \( \text{stem}(b^r ax) = \text{stem}(b^r ay) \). We write \( x \) and \( y \) in normal form as
\[
x = b^{x_0} ab^{x_1} \cdots b^{x_{k-1}} a \quad \text{and} \quad y = b^{y_0} ab^{y_1} \cdots b^{y_{k-1}} a,
\]
and prove by induction on \( n \) that \( x_i = y_i \) for \( 0 \leq i \leq n < k \). Since the stem of \( b^r ax \) begins with the stem of \( b^r ab^{x_0} a \), and similarly for \( b^r ay \), Lemma 3.3 implies that \( x_0 = y_0 \).

Suppose that we have \( x_i = y_i \) for \( i \leq n < k - 1 \). Next we put into normal form
\[
b^r ab^{x_0} ab^{x_1} \cdots b^{x_n} a = b^{y_0} ab^{y_1} \cdots b^{y_n} a.
\]
by the inductive hypothesis, we have
\[
b^r ax = b^{y_0} ab^{y_1} \cdots b^{y_n} ab^{y_{n+1}} \cdots b^{y_{k-1}} a, \quad \text{and} \quad b^r ay = b^{y_0} ab^{y_1} \cdots b^{y_n} ab^{y_{n+1}} \cdots b^{y_{k-1}} a.
\]
Thus
\[
b^{y_0} ab^{y_1} \cdots b^{y_n} a \text{stem}(b^m ab^{r_n+1} a \cdots b^{r_{k-1}} a) = \text{stem}(b^r ax) = \text{stem}(b^r ay) = b^{y_0} ab^{y_1} \cdots b^{y_n} a \text{stem}(b^m ab^{y_{n+1}} a \cdots b^{y_{k-1}} a),
\]
and we deduce that
\[
\text{stem}(b^m ab^{r_n+1} a \cdots b^{r_{k-1}} a) = \text{stem}(b^m ab^{y_{n+1}} a \cdots b^{y_{k-1}} a).
\]
In particular, we have \( \text{stem}(b^m ab^{x_{n+1}} a) = \text{stem}(b^m ab^{y_{n+1}} a) \), and Lemma 3.3 implies that \( x_{n+1} = y_{n+1} \).

Lemma 3.4. Let \( x, y \in P \) such that \( x \lor y < \infty \).

(a) If \( \theta(y) > \theta(x) \) then there exists \( t \in \mathbb{N} \) such that \( x \lor y = yb^t \).

(b) If \( \theta(x) = \theta(y) \) then there exists \( t \in \mathbb{N} \) such that either
\[
x \lor y = x = yb^t \quad \text{or} \quad x \lor y = y = xb^t.
\]

Proof. For (a), suppose \( x = \text{stem}(x)b^s \) for some \( s \in \mathbb{N} \). Then because \( x \lor y < \infty \) and \( \theta(y) > \theta(x) \), \( \text{stem}(y) = \text{stem}(x)a \sigma \) for some stem \( \sigma \). Then \( y = \text{stem}(x)\sigma b^n \) for some \( n \in \mathbb{N} \).

Now choose a stem \( \tau \) such that \( \text{stem}(b^r \tau) = \sigma \) by Lemma 3.2(a) (using that the map \( h_{\theta(\sigma)},s \) is surjective and so \( \sigma \) must be in the image). That is, \( b^r \tau = \sigma b^r \) for some \( r \in \mathbb{N} \). Then
\[
x \tau = \text{stem}(x)b^r \tau = \text{stem}(x)\sigma b^r.
\]
Therefore
\[ x \vee y = \text{stem}(x)\sigma b^{\max(n,r)} = yb^{\max(n,r) - n} \]
so if we let \( t = \max(n, r) - n \), then \( x \vee y = yb^t \).

For part (b), if \( x \vee y < \infty \) and \( \theta(y) = \theta(x) \), then putting \( x \vee y \) into normal form tells us that \( \text{stem}(x) = \text{stem}(y) \). The result follows.

\[ \square \]

4. A PRESENTATION FOR THE Toeplitz Algebra

We want to build representations of \( C^*(G, P) \). For this we use:

**Proposition 4.1.** Suppose that \( \pi : C^*(G, P) \to B \) is a homomorphism. Then \( U := \pi(T_b) \) and \( V := \pi(T_a) \) are isometries, and satisfy

(a) \( VU^c = U^dV \);
(b) \( U^*V = U^{d-1}VU^*c \);
(c) \( V^*U^jV = 0 \) for \( 1 \leq j < d \).

Conversely, if \( U \) and \( V \) are isometries in a \( C^* \)-algebra \( B \) satisfying (a), (b) and (c), then there is a Nica covariant representation \( S : P \to B \) such that \( S_n = V \) and \( S_b = U \), and a homomorphism \( \pi_{U,V} : C^*(G, P) \to B \) such that \( U = \pi_{U,V}(T_b) \) and \( V = \pi_{U,V}(T_a) \).

Let \( \pi : C^*(G, P) \to B \) be a homomorphism. Then \( \pi \circ T \) is a Nica covariant representation of \( (G, P) \). The relation (a) follows because \( ab^c = b^ca \) in \( P \). The relation (b) follows from Nica covariance for the pair \( (b, a) \), which has \( b \vee a = ab^c \), so that

\[ U^*V = \pi(T_b^cT_a) = \pi(T_b^{-1}(b \vee a)T_a^{*}(b \vee a)) = \pi(T_b^{-1})\pi(T_a)^* = U^{d-1}VU^*c. \]

The relation (c) is Nica covariance for \( (a, b^c) \), for which we have \( a \vee b^c = \infty \). So it remains for us to prove the converse.

**Remark 4.2.** The relation (c) is equivalent to saying that \( \{U^jV : 0 \leq j < d \} \) is a Toeplitz-Cuntz family: in other words, the \( U^jV \) are isometries satisfying

\[ 1 \geq \sum_{j=0}^{d-1}(U^jV)(U^jV)^*. \]

For \( k \geq 1 \), the stems of height \( k \) are precisely the words of length \( k \) in the alphabet \( \{b^c : 0 \leq j < d \} \), and for \( \sigma = b_0^ab_1^c \ldots b_{k-1}^c \) a we have

\[ \pi(T_\sigma) = (U^{j_0}V)(U^{j_1}V)\ldots(U^{j_{k-1}}V). \]

Thus \( \{\pi(T_\sigma) : \sigma \in \Sigma_k\} \) is also a Toeplitz-Cuntz family for each \( k \geq 1 \).

**Remark 4.3.** Suppose that \( U, V \) satisfy relations (a) and (c) of Proposition 4.1 and \( U \) is unitary. Then multiplying (a) on the left by \( U^* \) and the right by \( U^*c \) gives (b). (This argument uses the extra relation \( UU^* = 1 \), so it does not work when \( U \) is just an isometry.) Our relation (c) is relation (3) in [19, Theorem 3.23]. In [19, Remark 3.24], Spielberg suggests that (3) and the Toeplitz-Cuntz relation equivalent to (c) give a presentation of his Toeplitz algebra \( T(G, P) \). However, we think that his \( T(G, P) \) is intended to be \( C^*(G, P) \), and that the extra relation (b) is required for that.

The hard bit in Proposition 4.1 is proving that a pair \( (U, V) \) of isometries satisfying the relations gives us a Nica-covariant isometric representation \( S \) of \( P \) in \( B \). It is clear how to define \( S \): write \( x \in P \) in normal form \( b_0^ab_1^c \cdots b_{m-1}^c \), and define

\[ S_x := U^{j_0}VU^{j_1}V\ldots VU^{j_{m-1}}; \]
we also set \( S_e := 1 \). For \( x, y \in P \), the product of normal forms is not necessarily a normal form, so to see that \( S \) is multiplicative, we need to put the product
\[
xy = (b^{s_0}ab^{s_1}a \cdots ab^{s_m})(b^{t_0}ab^{t_1}a \cdots ab^{t_n})
\]
in normal form. However, this entails pulling any factors of the form \( b^{kd} \) in \( b^{s_0}b^{t_0} \) to the right, using the relation \( b^da = ab^c \) to pull any such factors across each \( a \) in turn. We can perform exactly the same calculations in
\[
S_xS_y = U^{s_0}VU^{s_1}V \cdots VU^{s_m}U^{t_0}VU^{t_1}V \cdots VU^{t_n}
\]
using the relation (4.1), arriving at the formula for \( S_{xy} \). So \( S \) is multiplicative.

To see that \( S \) is Nica covariant, we begin with a special case. To avoid losing detail in subscripts, we say that a pair \((x, y)\) in \( P \) is Nica covariant when \( S_x, S_y \) satisfy the Nica covariance relation (2.2).

**Lemma 4.4.** For every \( s, t \in \mathbb{N} \), the pair \( (b^s, ab^t) \) is Nica covariant.

**Proof.** Write \( x = b^s \) and \( y = ab^t \), and write \( s = (n - 1)d + j \) with \( 1 \leq j \leq d \). Then we have
\[
x \vee y = \begin{cases} 
ab^{nc} = xb^{d-j}a = yb^{nc-t} & \text{if } nc > t \\
y = xb^{d-j}ab^{-nc} & \text{if } nc \leq t,
\end{cases}
\]
and
\[
S_{x^{-1}(x\vee y)}S_{y^{-1}(x\vee y)}^* = \begin{cases} 
U^{d-j}VU^{*(nc-t)} & \text{if } nc > t \\
U^{d-j}VU^{t-nc} & \text{if } nc \leq t.
\end{cases}
\]
Next we observe that (4.1) implies
\[
U^{s}U^{d-1}VU^{sc} = U^{s(r+1)}V \quad \text{for every integer } r \geq 0.
\]
Using this, we compute
\[
S_x^*S_y = U^{s((n-1)d+j)}VU^t
\]
\[
= U^{sj}U^{s(n-1)d}VU^t
\]
\[
= U^{sj}VU^{s(n-1)c}VU^t \quad \text{by (4.1) with } r = d - 1, n - 1 \text{ times}
\]
\[
= (U^{d-j}VU^{sc})U^{s(n-1)c}U^t \quad \text{by (4.1) with } r = j - 1,
\]
which is \( U^{d-j}VU^{sc} \) if \( nc > t \) and \( U^{d-j}VU^{t-nc} \) if \( nc \leq t \). \( \square \)

The next lemma will allow us to bootstrap Lemma 4.4 to longer words.

**Lemma 4.5.** Suppose that \((x, y)\) is a Nica-covariant pair with \( x \vee y < \infty \) and \( \theta(x) \leq \theta(y) \). If \( w \) has the form \( ab^t \), then \((x, yw)\) is a Nica-covariant pair.

**Proof.** We have
\[
S_x^*S_{yw} = (S_x^*S_y)S_w = (S_{x^{-1}(x\vee y)}S_{y^{-1}(x\vee y)})S_w.
\]
The assumption \( \theta(x) \leq \theta(y) \) implies that \( x \vee y \) has the form \( yb^s \) (see Lemma 3.4), and hence Lemma 4.4 implies that \((y^{-1}(x \vee y), w) = (b^s, w)\) is Nica covariant. Thus
\[
S_x^*S_{yw} = S_{x^{-1}(x\vee y)}(S_{y^{-1}(x\vee y)}^*S_w)
\]
\[
= S_{x^{-1}(x\vee y)}(S_{y^{-1}(x\vee y)}^{-1}(y^{-1}(x\vee y)\vee w))S_{w^{-1}(y^{-1}(x\vee y)\vee w)}^*
\]
\[
= S_{x^{-1}y(y^{-1}(x\vee y)\vee w)}S_{w^{-1}(y^{-1}(x\vee y)\vee w)}^*.
\]
Now we recall that the partial order on \((G, P)\) is left invariant, and hence
\[
y(y^{-1}(x \lor y) \lor w) = (y y^{-1}(x \lor y)) \lor y w = (x \lor y) \lor y w = x \lor y w
\]
and
\[
y^{-1}(x \lor y) \lor w = y^{-1}(x \lor y) \lor y^{-1} y w = y^{-1}((x \lor y) \lor y w) = y^{-1}(x \lor y w).
\]
Thus
\[
S^*_x S^*_y w = S^{-1}_x (x \lor y) S^*_w = S^{-1}_x (x \lor y) S^*_y w = S^{-1}_x (x \lor y) S^*_y - (x \lor y) w,
\]
as required. \(\square\)

**Proof of Proposition 4.1.** It remains for us to prove that the representation \(S\) is Nica covariant. Suppose that \(x, y \in P\). It suffices to prove (2.2) when \(\theta(x) \leq \theta(y)\) (otherwise take adjoints). First we suppose that \(x \lor y = \infty\). We claim that stem(\(x\)) is not an initial segment of stem(\(y\)). To see this, suppose to the contrary that stem(\(y\)) = stem(\(x\))\(p\) and \(x = \text{stem}(x) b^e\). Then Lemma 3.2(a) implies that there is a stem \(q\) such that \(b^q\) has the form \(p b^e\). But then \(x q = \text{stem}(x) p b^e\) and \(y\) has the same stem, and we can find a common upper bound for \(x\) and \(y\) of the form \(\text{stem}(x) p b^e\). Thus we have a contradiction, and the claim is proved. So there are distinct stems \(\sigma, \tau\) in \(\Sigma_{\theta(x)}\) such that \(x\) has the form \(x = \sigma b^e\) and \(y = \tau p\). Then because \(\{S_p = \pi(T_\rho) : \rho \in \Sigma_{\theta(x)}\}\) is a Toeplitz-Cuntz family (Remark 4.2), we have
\[
S^*_x S^*_y = S^*_\sigma S^*_\tau S^*_p = 0,
\]
as required in (2.2).

Next we suppose that \(x \lor y < \infty\), in which case we have \(x = \sigma b^e\) for \(\sigma = \text{stem}(x)\), and \(y\) has the form \(\sigma w\) for some \(w \in P\) by uniqueness of the normal form. Then
\[
S^*_x S^*_y = S^*_\sigma S^*_\tau S^*_w = S^*_\sigma S^*_w;
\]
since left invariance of the partial order gives
\[
x^{-1}(x \lor y) = b^{-e}(b^e \lor w) \text{ and } y^{-1}(x \lor y) = w^{-1}(b^e \lor w),
\]
it suffices to prove the result for \(x = b^e\). Now we trivially have Nica covariance for \((b^e, b^e)\), and Lemma 4.3 gives Nica covariance for \((b^e, b^e a b^e)\). Now an induction argument using Lemma 4.3 gives Nica covariance of \((b^e, w)\) for all \(w\). Thus \(S\) is Nica covariant.

The universal property of \((C^*(G, P), T)\) now gives us the homomorphism \(\pi_{U, V} := \pi_S : C^*(G, P) \to B\) with the required properties. \(\square\)

5. A characterisation of KMS states

The height map \(\theta\) gives a strongly continuous gauge action \(\gamma : T \to \text{Aut} C^*(G, P)\) such that \(\gamma_z(T_x) = z^{\theta(x)} T_x\). We then define \(\alpha : \mathbb{R} \to \text{Aut} C^*(G, P)\) by \(\alpha_t = \gamma_{e^{it}}\), and aim to study the KMS states of the dynamical system \((C^*(G, P), \alpha)\). For \(x, y \in P\) we have \(\alpha_t(T_x T_y^*) = e^{it(\theta(x) - \theta(y))} T_x T_y^*\), and thus each \(T_x T_y^*\) is analytic, with \(\alpha_z(T_x T_y^*) = e^{iz(\theta(x) - \theta(y))} T_x T_y^*\). Since the \(T_x T_y^*\) span a dense subspace of \(C^*(G, P)\), it follows from [16, Proposition 8.12.3] that a state \(\psi\) of \(C^*(G, P)\) is a KMS\(_\beta\) state of \((C^*(G, P), \alpha)\) for some \(\beta \in \mathbb{R} \setminus \{0\}\) if and only if
\[
\psi((T_x T_y^*)(T_p T_q^*)) = \psi((T_p T_q^*) \alpha_{i \beta}(T_x T_y^*)) = e^{-\beta(\theta(x) - \theta(y))} \psi((T_p T_q^*)(T_x T_y^*))
\]
for all \(x, y, p, q \in P\).
Proposition 5.1. Let $\psi$ be a state on $(C^*(G,P),\alpha)$. Then $\psi$ is a KMS$_\beta$ state if and only if for all $x,y \in P$ we have

\begin{equation}
\psi(T_x T_y^*) = \begin{cases} 
  e^{-\beta\theta(x)}\psi(T_{y^{-1}x}) & \text{if } \theta(x) = \theta(y) \text{ and } x \lor y = x \\
  e^{-\beta\theta(x)}\psi(T_{x^{-1}y}) & \text{if } \theta(x) = \theta(y) \text{ and } x \lor y = y \\
  0 & \text{otherwise.}
\end{cases}
\end{equation}

Proof. Suppose $\psi$ is a KMS$_\beta$ state on $(C^*(G,P),\alpha)$ and fix $x,y \in P$. Nica covariance of $T$ gives

$$T^*_y T_x = \begin{cases} 
  T_{y^{-1}(y \lor x)} T_{x^{-1}(y \lor x)}^* & \text{if } x \lor y < \infty \\
  0 & \text{if } x \lor y = \infty.
\end{cases}$$

The KMS condition says

$$\psi(T_x T_y^*) = e^{-\beta\theta(x)}\psi(T_y^* T_x),$$

and hence $\psi(T_x T_y^*) = 0$ unless $x \lor y < \infty$. Applying the KMS condition again gives

$$\psi(T_x T_y^*) = e^{-\beta(\theta(x)-\theta(y))}\psi(T_y T_x^*),$$

and hence also $\psi(T_x T_y^*) = 0$ unless $\theta(x) = \theta(y)$.

Now suppose that $\theta(x) = \theta(y)$ and $x \lor y < \infty$. Then

$$\psi(T_x T_y^*) = e^{-\beta\theta(x)}\psi(T_{y^{-1}(x \lor y)} T_{x^{-1}(x \lor y)}^*),$$

and we recover (5.2) since either $x \lor y = x$ or $x \lor y = y$ by Lemma 3.4(b).

Conversely, suppose $\psi$ is a state satisfying (5.2). We fix $x,y,p,q \in P$ and aim to show the KMS condition (5.1) holds. We will show that if $\psi(T_x T_y^* T_p T_q^*) \neq 0$, then $\psi(T_p T_q T_x T_y^*) \neq 0$ also and the KMS condition holds. Then, by symmetry, $\psi(T_x T_y^* T_p T_q^*) \neq 0$ if and only if $\psi(T_p T_q T_x T_y^*) \neq 0$, and so if $\psi(T_x T_y^* T_p T_q^*) = 0$ then the KMS condition holds with both sides zero. So we assume that $\psi(T_x T_y^* T_p T_q^*) \neq 0$.

By Nica covariance $y \lor p < \infty$ and

\begin{equation}
0 \neq \psi(T_x T_y^* T_p T_q^*) = \psi(T_{x(y \lor p)^{-1}} T_{q^{-1}(y \lor p)}).
\end{equation}

We now argue that it suffices to show the KMS condition when $\theta(y) \geq \theta(p)$ and $y \lor p = y b^m$ for some $m \in \mathbb{N}$. If $\theta(y) > \theta(p)$, then there exists $m \in \mathbb{N}$ such that $y \lor p = y b^m$ by Lemma 3.4(b). If $\theta(y) = \theta(p)$, then there exists $m \in \mathbb{N}$ such that $y \lor p = y b^m$ by Lemma 3.4(b) ($m = 0$ is allowed). If $\theta(y) < \theta(p)$, then we take the adjoint of $T_x T_y^* T_p T_q^*$ and use that $\psi(a^*) = \overline{\psi(a)}$. So we assume that $\theta(y) \geq \theta(p)$ and $y \lor p = y b^m$ for some $m \in \mathbb{N}$.

Set

$$M := xy^{-1}(y \lor p) = xy^{-1} y b^m = x b^m \quad \text{and} \quad N := qp^{-1}(y \lor p) = qp^{-1} y b^m.$$ 

Then (5.3) and the equation for $\psi$ at (5.2) implies that $\theta(M) = \theta(N)$, and either $M \lor N = M$ or $M \lor N = N$. Thus

$$\theta(x) - \theta(y) = \theta(q) - \theta(p),$$

and then $\theta(x) \geq \theta(q)$. By Lemma 3.4(b) there exists $n \in \mathbb{Z}$ such that $M = N b^n$. For future use we note here that $M = N b^n$ implies

\begin{equation}
\psi(x) = q p^{-1} y b^n.
\end{equation}
Using (5.2) we have

\[ \psi(T_x^* T_y T_p^*) = \psi(T_y T_p^* T_x^*) = \begin{cases} e^{-\beta(N)} \psi(T_{b^x}) & \text{if } n \geq 0 \\ e^{-\beta(N)} \psi(T_{b^x}) & \text{if } n < 0. \end{cases} \]  

Next we consider \( \psi(T_p T_q^* T_y T_y^*). \) Since \( x \leq M \) and \( q \leq N \) we have \( x \lor q \leq M \lor N < \infty, \) and \( \psi(T_p T_q^* T_y T_y^*) = \psi(T_{pq^{-1}(x \lor q)} T_{y^{-1}(x \lor q)}). \) By Lemma 3.3 there exists \( s \in \mathbb{N} \) such that either \( x \lor q = x b^s \) or \( x \lor q = q b^s. \) First, suppose that \( x \lor q = x b^s. \) Then

\[ yx^{-1}(x \lor q) = yb^s \quad \text{and} \quad \quad \quad \quad \quad \]

\[ pq^{-1}(x \lor q) = pq^{-1} xb^s = yb^s b^s = yx^{-1}(x \lor q) b^n \]

using (5.4). Second, suppose that \( x \lor q = q b^s. \) Since \( \theta(x) \geq \theta(q), \) we have \( x = x \lor q. \) Thus

\[ pq^{-1}(x \lor q) = pb^s \quad \text{and} \quad \quad \quad \quad \]

\[ yx^{-1}(x \lor q) = y = pq^{-1} x b^{-n} = pb^s b^{-n} = pq^{-1}(x \lor q) b^{-n} \]

using (5.4). In either case, \( pq^{-1}(x \lor q) = yx^{-1}(x \lor q) b^n, \) and

\[ \psi(T_p T_q^* T_x T_y^*) = \psi(T_{pq^{-1}(x \lor q)} T_{y^{-1}(x \lor q)}) = \begin{cases} e^{-\beta(N)} \psi(T_{b^x}) & \text{if } n \geq 0 \\ e^{-\beta(N)} \psi(T_{b^y}) & \text{if } n < 0. \end{cases} \]

But \( \theta(pq^{-1}(x \lor q)) = \theta(p) - \theta(q) + \theta(x) = \theta(y) \) and \( \theta(N) = \theta(x). \) Thus

\[ e^{-\beta(\theta(x) - \theta(y))} \psi(T_p T_q^* T_x T_y^*) = \begin{cases} e^{-\beta(\theta(x))} \psi(T_{b^x}) & \text{if } n \geq 0 \\ e^{-\beta(\theta(x))} \psi(T_{b^y}) & \text{if } n < 0. \end{cases} \]

is the same as (5.5), as required. As we argued above, this suffices to show that \( \psi \) is a KMS\( _\beta \) state.

\[ \square \]

**Corollary 5.2.** Suppose that \( \phi \) and \( \psi \) are KMS\( \beta \) states on \((C^*(G, P), \alpha)\) and \( \phi(T_{b^t}) = \psi(T_{b^t}) \) for all \( t \in \mathbb{N}. \) Then \( \phi = \psi. \)

**Proof.** Both states vanish on generators \( T_x T_y^* \) unless \( \theta(x) = \theta(y) \) and \( x \lor y \) is \( x \) or \( y, \) in which case Lemma 3.3 implies that either \( y^{-1} x \) or \( x^{-1} y \) has the form \( b^t \). Thus \( \phi(T_x T_y^*) = \psi(T_x T_y^*) \) for all \( x, y \in P, \) and \( \phi = \psi. \)

\[ \square \]

**Corollary 5.3.** Consider the dynamical system \((C^*(G, P), \alpha)\) as above and take \( \beta \in \mathbb{R}. \)

(a) Every KMS\( \beta \) state of \((C^*(G, P), \alpha)\) factors through the quotient by the ideal generated by \( 1 - T_y T_y^* \).

(b) If \( \beta < \ln d, \) then \((C^*(G, P), \alpha)\) has no KMS\( \beta \) states.

(c) Let \( I \) be the ideal generated by the element

\[ 1 - \sum_{j=0}^{d-1} T_{b^j a} T_{b^j a}^* \]

Then a KMS\( \beta \) state factors through the quotient \( \mathcal{O}(G, P) := C^*(G, P)/I \) if and only if \( \beta = \ln d. \)

**Proof.** For (a), suppose that \( \psi \) is a KMS\( \beta \) state of \((C^*(G, P), \alpha)\). Then

\[ \psi(T_x T_y^*) = \psi(T_y^* \alpha_{ij}(T_y)) = \psi(T_y^* T_y) = \psi(1) = 1. \]
Thus \( \psi(1 - T_b T_b^*) = 0 \). The projection \( 1 - T_b T_b^* \) is invariant for the dynamics, and the elements \( T_x T_y^* \) are analytic elements such that \( \alpha_z(T_x T_y^*) \) is the product of \( T_x T_y^* \) by the scalar-valued function \( z \mapsto e^{i\arg(z)} \). So we apply Lemma 2.2 of [7] with \( P = \{1 - T_b T_b^*\} \) and \( \mathcal{F} = \{T_x T_y^*\} \), and deduce that \( \psi \) factors through a state of the quotient, as claimed.

For \( \beta > \ln d \), we again suppose that \( \psi \) is a KMS\( \beta \) state of \( (C^*(G, P), \alpha) \). Then since

\[
\{T_{b^j a} : 0 \leq j < d\}
\]

is a Toeplitz-Cuntz family, we have \( 1 \geq \sum_{j=0}^{d-1} T_{b^j a} T_{b^j a}^* \) in \( C^*(G, P) \). Thus (5.2) gives

\[
(5.6) \quad 1 = \psi(1) \geq \sum_{j=0}^{d-1} \psi(T_{b^j a} T_{b^j a}^*) = \sum_{j=0}^{d-1} e^{-\beta} \psi(1) = e^{-\beta} d,
\]

which is equivalent to \( \beta \geq \ln d \).

We now prove (c). If \( \psi \) is a KMS\( \ln d \) state, then \( 1 = e^{-\beta} d \) forces equality throughout (5.6), and

\[
(5.7) \quad \psi \left( 1 - \sum_{j=0}^{d-1} T_{b^j a} T_{b^j a}^* \right) = 0.
\]

Now another application of [7] Lemma 2.2 shows that \( \psi \) factors through the quotient \( \mathcal{O}(G, P) \). Conversely, if \( \psi \) is a KMS\( \beta \) state which factors through the quotient, then \( \psi \) satisfies (5.7), we have equality in (5.6), and \( \beta = \ln d \).}

\[\square\]

6. KMS STATES FOR LARGE INVERSE TEMPERATURES

**Theorem 6.1.** Suppose that \( \beta > \ln d \) and \( \mu \) is a probability measure on \( \mathbb{T} \). Then there is a KMS\( \beta \) state \( \psi_{\beta, \mu} \) on \( (C^*(G, P), \alpha) \) such that

\[
(6.1) \quad \psi_{\beta, \mu}(T_{b^j}) = (1 - e^{-\beta} d) \left( \int_{\mathbb{T}} z^j d\mu(z) + \sum_{\{k \geq 1 : d - j \not\mid k \text{ for } 0 \leq j < k\}} e^{-\beta k} \int_{\mathbb{T}} z^k e^{-\beta k} z^j d\mu(z) \right),
\]

where the sum is interpreted as 0 if there are no such integers \( k \). Every KMS\( \beta \) state has this form. If \( d \) does not divide \( c \), then the map \( \mu \mapsto \psi_{\beta, \mu} \) is an affine continuous isomorphism of the simplex \( P(\mathbb{T}) \) of probability measures on \( \mathbb{T} \) onto the KMS simplex of \( (C^*(G, P), \alpha) \).

The proof of this theorem will occupy the rest of this section. Our first task is to show existence of such states, and for this we need some concrete representations of \( C^*(G, P) \).

We consider the subgroup \( K := \{b^t : t \in \mathbb{Z}\} \) of the Baumslag-Solitar group \( G = BS(c, d) \), and let \( W : K \to U(H) \) be a unitary representation. We choose a section \( c : G/K \to G \) for the quotient map, and write \( c(g) \) for \( c(gK) \). Then we can realise the induced representation \( \text{Ind}_K^G W \) as acting in the space \( \ell^2(G/K, H) \) according to the formula

\[
((\text{Ind}_K^G W)_g) \xi(gK) = W_{c(g^{-1}l)}(t^{-1}g) \left( \xi(l^{-1}gK) \right) \quad \text{for } l \in G, \xi \in \ell^2(G/K, H).
\]

(See, for example, [8] page 50.)
Proposition 6.2. Choose a section $c : G/K \to G$ such that $c(xK) = \text{stem}(x)$ for every $x \in P$, and use $c$ to pull over the usual orthonormal basis $\{e_{k,\sigma} : \sigma \in \Sigma_k\}$ for $\ell^2(\Sigma_k)$ to an orthonormal set in $\ell^2(G/K)$. Then the subspace

$$H_0 := \text{span}\{e_{k,\sigma} \otimes h : k \in \mathbb{N}, \sigma \in \Sigma_k, h \in H\}$$

of $\ell^2(G/K, H)$ is invariant for every $(\text{Ind}^G_K W)_x$ with $x \in P$, and we then have

$$\text{(Ind}^G_K W)_x(e_{k,\sigma} \otimes h) = e_{k+\theta(x),\text{stem}(x\sigma)} \otimes W_{\theta} h \quad \text{where } x\sigma = \text{stem}(x\sigma)b^i.$$  

The map $x \mapsto (\text{Ind}^G_K W)_x|_{H_0}$ is a Nica-covariant isometric representation of $P$, and the corresponding representation $\pi$ of $C^*(G, P)$ on $H_0$ satisfies

$$\pi(T_x)(e_{k,\sigma} \otimes h) = e_{k+\theta(x),\text{stem}(x\sigma)} \otimes W_{\theta} h \quad \text{where } x\sigma = \text{stem}(x\sigma)b^i.$$  

The operator $\pi(T_b)$ is unitary.

Proof. It suffices to check invariance for the generators $x = a$ and $x = b$ of $P$. First we take $x = a$. We are viewing functions in $\ell^2(\Sigma_k)$ as functions on $G/K$ by viewing $\Sigma_k$ as the subset $\{\sigma K : \sigma \in \Sigma_k\}$ of $G/K$ and extending the functions to be 0 off $\Sigma_k$. Thus

$$e_{k,\sigma}(gK) = \begin{cases} 1 & \text{if } gK = \sigma K \\ 0 & \text{otherwise,} \end{cases}$$

and

$$(\text{Ind}^G_K W)_a(e_{k,\sigma} \otimes h)(gK) = W_{c(g)^{-1}ac(a^{-1}g)}(e_{k,\sigma}(a^{-1}gK)h)$$

$$= \begin{cases} W_{c(g)^{-1}ac(a^{-1}g)}h & \text{if } a^{-1}gK = \sigma K \\ 0 & \text{otherwise.} \end{cases}$$

Now we have

$$a^{-1}gK = \sigma K \iff a^{-1}g = \sigma b^n \text{ for some } n \iff g = a\sigma b^n \text{ for some } n;$$

then, since $a\sigma$ is a stem, and $c(\tau K) = \tau$ for $\tau \in \bigcup_k \Sigma_k$, we have $c(g)^{-1}ac(a^{-1}g) = (a\sigma)^{-1}a\sigma = e$. So

$$(\text{Ind}^G_K W)_a(e_{k,\sigma} \otimes h)(gK) = \begin{cases} h & \text{if } gK = a\sigma K \\ 0 & \text{otherwise} \end{cases} = (e_{k+1,a\sigma} \otimes h)(gK).$$

This gives invariance of $H_0$ for $(\text{Ind}^G_K W)_a$.

For $x = b$, similar considerations give

$$(\text{Ind}^G_K W)_b(e_{k,\sigma} \otimes h)(gK) = \begin{cases} W_{c(g)^{-1}bc(b^{-1}g)}h & \text{if } b^{-1}gK = \sigma K \\ 0 & \text{otherwise,} \end{cases}$$

and

$$b^{-1}gK = \sigma K \iff b^{-1}g = \sigma b^n \text{ for some } n \iff g = b\sigma b^n \text{ for some } n.$$  

While $b\sigma$ need not be a stem, it is certainly in $P$, and hence $c(b\sigma K) = \text{stem}(b\sigma)$. Then $b\sigma = \text{stem}(b\sigma)b^t$ for some $t \in \mathbb{N}$, and

$$c(g)^{-1}bc(b^{-1}g) = (\text{stem}(b\sigma))^{-1}b\sigma = b^t.$$
Thus

\[(6.5) \quad (\text{Ind}_K^G W)_{b^i}(e_{k,\sigma} \otimes h) = e_{k,\text{stem}(b\sigma)} \otimes W_{b^i} h, \]

which is back in \( \ell^2(\Sigma_k) \otimes H \subset H_0. \)

Since both \( U := (\text{Ind}_K^G W)_{b|H_0} \) and \( V := (\text{Ind}_K^G W)_{a|H_0} \) are the restrictions of unitary operators, they are isometries. We next prove (6.2). First, we prove it by induction on \( i \) for \( x \) of the form \( b^i. \) It is by definition true for \( i = 1. \) If it is true for \( i, \) then

\[
(\text{Ind}_K^G W)_{b^{i+1}}(e_{k,\sigma} \otimes h) = (\text{Ind}_K^G W)_{b^i}(e_{k,\text{stem}(b\sigma)} \otimes W_{b^i} h) \quad \text{where} \quad b\sigma = \text{stem}(b\sigma)b^i.
\]

Lemma 3.1 implies that \( \text{stem}(b^{i+1}) = \text{stem}(b\sigma)\text{stem}(b^i) \) and \( b^{i+1} = \text{stem}(b^{i+1})b^i, \)

and we have proved the result for \( x = b^i. \) It is quite easy to check that it works for \( x = b^i a, \) and then a similar argument by induction on the height of \( x \) (again using Lemma 3.1) gives the general result.

We aim to prove that \( U \) and \( V \) satisfy the relations of Proposition 4.1. Since we know from Lemma 3.2 that \( \sigma \mapsto \text{stem}(b\sigma) \) is a bijection, Equation (6.5) implies that \( U \) is surjective. Thus \( U \) is unitary, and it suffices to verify that \( U \) and \( V \) satisfy relations \( \text{(a)} \) and \( \text{(c)} \) of Proposition 4.1.

For \( \text{(a)} \) we have on the one hand

\[
V U^i(e_{k,\sigma} \otimes h) = V(e_{k,\text{stem}(b^j \sigma)} \otimes W_{b^j} h) \quad \text{where} \quad b^j \sigma = \text{stem}(b^j \sigma)b^j,
\]

and on the other hand

\[
U^d V(e_{k,\sigma} \otimes h) = e_{k+1,\text{stem}(ab^d \sigma)} \otimes W_{b^d} h \quad \text{where} \quad b^d a \sigma = \text{stem}(b^d a \sigma)b^d.
\]

Now Lemma 3.1 gives \( \text{stem}(b^j \sigma) = \text{stem}(ab^d \sigma) = \text{stem}(b^d a \sigma), \)

and

\[
b^j = \text{stem}(b \sigma)^{-1}b^j \sigma = (a \text{stem}(b \sigma))^{-1} ab^d = \text{stem}(b^d a \sigma)^{-1} b^d a \sigma = b^d,
\]

and we have \( \text{(a)}. \) For \( \text{(c)}, \) we observe that \( U^j V(e_{k,\sigma} \otimes h) \) has the form \( e_{k+1,\text{stem}(b^d a \sigma)} \otimes W_{b^d} h. \) For \( 0 \leq j < d \) and \( \sigma \in \Sigma_k, \)

\[
U^j V(e_{k,\sigma} \otimes h) \text{ is always orthogonal to } V(e_{k,\sigma} \otimes h) = e_{k+1,\sigma} \otimes h, \text{ and hence to the range of } V. \text{ Thus } V^* U^j V(e_{k,\sigma} \otimes h) \text{ is always 0, and we have } \text{(c).}
\]

Now Proposition 4.1 implies that \( S : x \mapsto (\text{Ind}_K^G W)_x|H_0 \) is Nica covariant, and gives a homomorphism \( \pi = \pi_S \) such that \( \pi(T_\beta) = S_\beta = U^t \) is unitary.

**Proposition 6.3.** In the situation of Proposition 6.2, fix a unit vector \( h \in H. \) Then for every \( \beta > \ln d \) there is a KMS\(_3\) state \( \psi_h \) on \( (C^*(G,P),\alpha) \) such that

\[(6.6) \quad \psi_h(a) = (1 - e^{-\beta} d) \sum_{k=0}^{\infty} \sum_{\sigma \in \Sigma_k} e^{-\beta k} (\pi(a)(e_{k,\sigma} \otimes h) | e_{k,\sigma} \otimes h) \quad \text{for } a \in C^*(G,P).
\]

**Proof.** We begin by checking that the series converges. Indeed, since \( |\Sigma_k| = d^k, \) and \( e^\beta > d, \) we have

\[
\sum_{k=0}^{\infty} \sum_{\sigma \in \Sigma_k} e^{-\beta k} (e_{k,\sigma} \otimes h | e_{k,\sigma} \otimes h) = \sum_{k=0}^{\infty} e^{-\beta k} d^k = \frac{1}{1 - e^{-\beta} d}.
\]
In particular, $\psi_h(1) = 1$, and we have a well-defined state.

We now want to verify that $\psi_h$ satisfies Equation (5.2) in Proposition 5.1. So we take $x, y \in P$ and consider

$$ (6.7) \quad (\pi(T_x T_y^*)(e_{k,\sigma} \otimes h) | e_{k,\sigma} \otimes h) = (\pi(T_y^*)(e_{k,\sigma} \otimes h) | \pi(T_x^*)(e_{k,\sigma} \otimes h)). $$

For each $k \geq 0$, we identify

$$ \text{span}\{e_{k,\sigma} \otimes g : \sigma \in \Sigma_k, g \in H\} $$

with $\ell^2(\Sigma_k) \otimes H$. Then the subspaces $\{\ell^2(\Sigma_k) \otimes H : k \in \mathbb{N}\}$ are mutually orthogonal, and we have

$$ H_0 = \bigoplus_{k=0}^{\infty} \ell^2(\Sigma_k) \otimes H. $$

The operator $\pi(T_x)$ maps each summand $\ell^2(\Sigma_k) \otimes H$ into $\ell^2(\Sigma_{k+\theta(x)}) \otimes H$, and hence the adjoint $T_x^*$ vanishes on $\ell^2(\Sigma_{k+\theta(x)}) \otimes H$ for $k < \theta(x)$, and maps the other $\ell^2(\Sigma_k) \otimes H$ into $\ell^2(\Sigma_{k-\theta(x)}) \otimes H$. Thus when $\theta(x) \neq \theta(y)$, $T_x^*$ and $T_y^*$ map $\ell^2(\Sigma_k) \otimes H$ into orthogonal summands in $H_0 = \bigoplus_{k=0}^{\infty} \ell^2(\Sigma_k) \otimes H$. Thus if $\theta(x) \neq \theta(y)$, we have $\psi_h(T_x T_y^*) = 0$.

It remains to consider $x, y$ satisfying $\theta(x) = \theta(y)$. Then by Lemma 3.4 we have one of $x \lor y = x$, $x \land y = y$, $x \lor y = x$, $x \land y = y$. If $x \lor y = \infty$, then Nica covariance of $T$ implies that $T_x T_y^* = 0$, so that the range of $\pi(T_x)$ is orthogonal to the range of $\pi(T_y)$; since $\pi(T_x)^*(e_{k,\sigma} \otimes h) = 0$ unless $e_{k,\sigma} \otimes h$ is in the range of $\pi(T_x)$, all the inner products (6.7) are 0, and $\psi(T_x T_y^*) = 0$. Since

$$ (\pi(T_x T_y^*)(e_{k,\sigma} \otimes h) | e_{k,\sigma} \otimes h) = (\pi(T_y^*)(e_{k,\sigma} \otimes h) | \pi(T_x^*)(e_{k,\sigma} \otimes h)), $$

it remains for us to compute $\psi(T_x T_y^*)$ when $x \lor y = x$ (if $x \lor y = y$ switch $x$ and $y$). So suppose $x \lor y = x$. Then Lemma 3.4 implies that $x = yb^t$ for some $t \in \mathbb{N}$.

We begin by fixing $\sigma \in \Sigma_k$ and computing

$$ (6.8) \quad (\pi(T_y T_x^*)(e_{k,\sigma} \otimes h) | e_{k,\sigma} \otimes h) = (\pi(T_y T_x^*)(e_{k,\sigma} \otimes h) | e_{k,\sigma} \otimes h) = (\pi(T_y^*)\pi(T_x^*)(e_{k,\sigma} \otimes h) | \pi(T_y^*)(e_{k,\sigma} \otimes h)). $$

Notice that because $\pi(T_0)$ is unitary, the operator $\pi(T_x T_y^*)$ is not changed if we replace $y$ by its stem. So we assume that $y$ is a stem. Then $y\sigma$ is also a stem, so the formula (6.3) implies that $\pi(T_y^*)(e_{k,\sigma} \otimes h) = e_{k+\theta(y),\sigma} \otimes h$. Since each $e_{k,\sigma} \otimes h$ is either in the range of $\pi(T_y)$ or orthogonal to it, $\pi(T_y^*)(e_{k,\sigma} \otimes h)$ vanishes unless $k \geq \theta(y)$ and $\sigma$ has the form $y\tau$ for some $\tau \in \Sigma_{k-\theta(y)}$. Then

$$ (\pi(T_x T_y^*)(e_{k,\sigma} \otimes h) | e_{k,\sigma} \otimes h) = (\pi(T_y^*)(e_{k-\theta(y),\tau} \otimes h) | e_{k-\theta(y),\tau} \otimes h). $$

Next we observe that because $y$ is a stem, $\tau \mapsto y\tau$ is an injection of $\Sigma_j$ into $\Sigma_{j+\theta(y)}$ for every $j \geq 0$. Thus

$$ \psi_h(T_x T_y^*) = (1 - e^{-\beta d}) \sum_{k=\theta(y)}^{\infty} \sum_{\tau \in \Sigma_{k-\theta(y)}} e^{-\beta k} (\pi(T_y^*)(e_{k-\theta(y),\tau} \otimes h) | e_{k-\theta(y),\tau} \otimes h) $$

$$ = (1 - e^{-\beta d}) e^{-\beta \theta(y)} \sum_{j=0}^{\infty} \sum_{\tau \in \Sigma_j} e^{-\beta j} (\pi(T_y^*)(e_{j,\tau} \otimes h) | e_{j,\tau} \otimes h) $$

$$ = e^{-\beta \theta(y)} \psi_h(T_y^*) $$

$$ = e^{-\beta \theta(y)} \psi_h(T_{y-1}). $$

Thus $\psi_h$ satisfies (5.2), and Proposition 5.1 implies that $\psi_h$ is a KMS$_\beta$ state. □
The subgroup $K$ is a copy of the additive group $\mathbb{Z}$, written multiplicatively because it sits inside the nonabelian group $G$. Thus $C^*(K)$ is isomorphic to the algebra $C(\mathbb{T})$, and states on $C^*(K)$ are given by probability measures $\mu$ on $\mathbb{T}$. For such a measure $\mu$, we consider the representation $W = W(\mu)$ of $K$ on $H = L^2(\mathbb{T},d\mu)$ given by

$$
(W_\mu f)(z) = z^\ell f(z),
$$

and the unit vector $h = 1_\mu$ in $L^2(\mathbb{T},d\mu)$ associated to the constant function 1. Then Proposition 6.3 gives us a KMS state $\psi_{\beta,\mu} := \psi_{1_\mu}$, and we need to calculate the values of this state on the elements $T_{b'}$, which by Corollary 5.2 determine the state. For $k = 0$, we have just the trivial stem $e$, and

$$
(\pi(T_{b'})(e_{k,e} \otimes 1_\mu) | e_{k,e} \otimes 1_\mu) = (W_{b_1} 1_\mu | 1_\mu) = \int_{\mathbb{T}} z^\ell \, d\mu(z).
$$

For $k \geq 1$ and each stem $\sigma \in \Sigma_k$, we have

$$
\pi(T_{b'})(e_{k,\sigma} \otimes 1_\mu) = e_{k,\text{stem}(b'\sigma)} \otimes W_{b_1} 1_\mu \quad \text{where } b'\sigma = \text{stem}(b'\sigma)b^\sigma.
$$

Thus

$$
(\pi(T_{b'})(e_{k,\sigma} \otimes 1_\mu) | e_{k,\sigma} \otimes 1_\mu)
$$

vanishes unless $\text{stem}(b'\sigma) = \sigma$, and hence we need to know when this happens.

**Lemma 6.4.** Suppose that $\sigma \in \Sigma_k$ for some $k \geq 1$ and $b' \in K$. Then $\text{stem}(b'\sigma) = \sigma$ if and only if $d$ divides $c^jd^{-j}t$ for every $j$ such that $1 \leq j < k$. If so, we have

$$
b'\sigma = \sigma b^{c^jd^{-k}t}.
$$

**Proof.** Suppose first that $\text{stem}(b'\sigma) = \sigma$, and write $\sigma = b^{c_0}ab^{c_1}a \cdots b^{c_{k-1}}a$ in normal form. Then since $\text{stem}(b'\sigma)$ begins with $\text{stem}(b'b^{c_0}a)$, we have $\text{stem}(b'b^{c_0}a) = b^{c_0}a$. Write $t + t_0 = r + nd$ with $0 \leq r < d$, and then $b'\sigma = \text{stem}(b'b^{c_0}a) = b^{c_0}a$. Now uniqueness of the normal form gives $r = t_0$, $t = nd$ and $b'b^{c_0}a = b^{c_0}ab^{nc} = b^{c_0}ab^{c^{j-1}t}$. Now running a similar argument on $b^{c^{j-1}t}b^{c_0}a$ shows that $d$ divides $cd^{-1}t$, and $b^{c^{j-1}t}b^{c_0}a = b^{c_0}ab^{c^{j-2}t}$. Continuing this way shows that $d$ divides $c^jd^{-j}t$ for every $j < k$, and gives the formula (6.12).

For the converse, just note that the condition on $d$ allows us to pull $b'$ through $\sigma$ without changing the powers $b^{s_j}$ for $j \leq k$.

**Remark 6.5.** When $c$ and $d$ are coprime, $d$ divides $c^jd^{-j}t$ if and only if $d^{j+1}$ divides $t$, and hence left multiplication by $b'$ fixes all the stems in $\Sigma_k$ if and only if $d^k$ divides $t$. However, in general it is possible that $d$ divides $c^jd^{-j}t$ but does not divide $c^jd^{-j}t$. For example, consider $c = 8$ and $d = 12$. Then $cd^{-1}t = 2t/3$ and $c^2d^{-2}t = 4t/9$. Thus with $t = 27$, $d = 12$ divides $c^2d^{-2}t$ but not $cd^{-1}t$.

Equation (6.10) tells us where the first integral in (6.1) comes from. For $k \geq 1$, Lemma 6.3 tells us why only the summands described in (6.1) survive. Suppose that $k \in \mathbb{N}$ and $d$ divides $c^jd^{-j}t$ whenever $1 \leq j < k$. Then (6.12) tells us that the $s$ in (6.11)
is \( c^k d^{-kt} \). Thus the \( k \)th summand in the formula (6.6) for \( \psi_{\beta,\mu}(T_{b'}) = \phi_{1,\mu}(T_{b'}) \) is

\[
(1 - e^{-\beta} d) \sum_{\sigma \in \Sigma_k} e^{-\beta k} (\pi(T_{b'})(e_{k,\sigma} \otimes 1_\mu) | e_{k,\sigma} \otimes 1_\mu)
\]

\[
= (1 - e^{-\beta} d) \sum_{\sigma \in \Sigma_k} e^{-\beta k} (e_{k,\sigma} \otimes W_{b',d^{-k}t,1_\mu}) | e_{k,\sigma} \otimes 1_\mu)
\]

\[
= (1 - e^{-\beta} d) \sum_{\sigma \in \Sigma_k} e^{-\beta k} \int_{\mathbb{T}} z^{e^k d^{-k}t} d\mu(z)
\]

\[
= (1 - e^{-\beta} d) |\Sigma_k| e^{-\beta k} \int_{\mathbb{T}} z^{e^k d^{-k}t} d\mu(z)
\]

\[
= (1 - e^{-\beta} d) d^k e^{-\beta k} \int_{\mathbb{T}} z^{e^k d^{-k}t} d\mu(z).
\]

Thus we recover the formula (6.1) for \( \psi_{\beta,\mu}(T_{b'}) \).

Next we have to prove that every KMS\( _\beta \) state has the form \( \psi_{\beta,\mu} \). So we suppose that \( \phi \) is a KMS\( _\beta \) state. Recall that the set

\[
\{T_x : x \in \Sigma_1\} = \{U^i V : 0 \leq i < d\}
\]

is a Toeplitz-Cuntz-Krieger family, and set

\[
P := 1 - \sum_{x \in \Sigma_1} T_x T_x^*.
\]

Then the KMS condition implies that \( \phi(P) = 1 - e^{-\beta} d \), so we may consider the conditioned state

\[
\phi_P : a \mapsto (1 - e^{-\beta} d)^{-1} \phi(PaP).
\]

This is in particular a state on the \( C^* \)-subalgebra \( C^*(K) = C^*(T_b) \cong C(\mathbb{T}) \), and hence is given by a measure \( \mu \) on \( \mathbb{T} \): we choose the measure that satisfies

\[
\phi_P(T_{b^n}) = \int_{\mathbb{T}} z^n d\mu(z) \quad \text{for } n \in \mathbb{N}.
\]

We aim to prove that \( \phi = \psi_{\beta,\mu} \). The argument follows closely that of [12, Proposition 7.1], though the details in the calculations are quite different.

We begin by claiming that

\[
\{T_x PT_x^* : x \in \bigcup_{k=0}^\infty \Sigma_k\}
\]

is a family of mutually orthogonal projections. To see this, take \( x \in \Sigma_j \) and \( y \in \Sigma_k \) and consider \( PT_x T_y P \). If \( j = k \), then either \( x = y \) or \( x \lor y = \infty \), and Nica covariance gives \( PT_x T_y P = \delta_{x,y} P \). If \( j \neq k \), then Nica covariance leaves a factor of the form \( PT_x \) or \( T_x^* P \) with \( \theta(\sigma) > 0 \). Now we write \( \sigma = w \sigma' \) with \( w \in \Sigma_1 \), and then

\[
PT_{\sigma} = (1 - \sum_{z \in \Sigma_1} T_z T_z^*) T_w T_{\sigma'}
\]

\[
= (T_w - \sum_{z \in \Sigma_1} T_z T_z^* T_w) T_{\sigma'}
\]

\[
= (T_w - T_w) T_{\sigma'} = 0.
\]

Thus \( PT_x T_y P = 0 \) when \( j \neq k \), and the claim follows.
Now for each \( n \),
\[
P_n := \sum_{k=0}^{n} \sum_{x \in \Sigma_k} T_x PT_x^*
\]
is a projection. Then as in the proof of [12, Proposition 7.2], the KMS condition implies that

\[
\phi(P_n) = \sum_{k=0}^{n} \sum_{x \in \Sigma_k} \phi(T_x PT_x^*) = \sum_{k=0}^{n} \sum_{x \in \Sigma_k} e^{-\beta k} \phi(PT_x^* T_x) = \phi(P) \sum_{k=0}^{n} e^{-\beta k} d^k = (1 - e^{-\beta}) \sum_{k=0}^{n} e^{-\beta k} d^k
\]

converges to 1 as \( n \to \infty \). It follows from [12, Lemma 7.3] that for each \( c \in \mathbb{C}^*(G, P) \), we have \( \phi(P_n c P_n) \to \phi(c) \) as \( n \to \infty \). We now use the KMS condition to simplify

\[
\phi(c) = \lim_{n \to \infty} \phi(P_n c P_n) = \lim_{n \to \infty} \sum_{j,k=0}^{n} \sum_{x \in \Sigma_j, y \in \Sigma_k} \phi((T_x PT_x^*) c (T_y PT_y^*)) = \lim_{n \to \infty} \sum_{j,k=0}^{n} \sum_{x \in \Sigma_j, y \in \Sigma_k} e^{-\beta j} \phi((PT_x^* c T_y PT_y^* T_x)^* T_x) = \lim_{n \to \infty} \sum_{k=0}^{n} \sum_{x \in \Sigma_k} e^{-\beta k} \phi(PT_x^* c T_x) = \lim_{n \to \infty} (1 - e^{-\beta}) \sum_{k=0}^{n} \sum_{x \in \Sigma_k} e^{-\beta k} \phi_p(T_x^* c T_x).
\]

This is an analogue of the reconstruction formula of [12, Proposition 7.2].

To finish off, we take \( c = T_{\nu} \) in the reconstruction formula. Then for \( x \in \Sigma_k \), \( T_{\nu} x \) has the form \( T_x T_{\text{stem}(b' x)} T_{b'} \), which vanishes unless \( \text{stem}(b' x) = x \). In that case Lemma 6.4 implies that \( d \) divides \( c d^{-1} t \) for all \( j < k \), \( b' x = x b'^{-1} d^{-1} t \) and \( T_x T_{\text{stem}(b' x)} T_{b'^{-1} d^{-1} t} = T_{b'^{-1} d^{-1} t} \). (We have to worry separately about \( k = 0 \), though.) Thus we have

\[
\phi(T_{\nu}) = (1 - e^{-\beta}) \left( \phi_p(T_{\nu}) + \sum_{\{k \geq 1 : c d^{-1} t \text{ for } 0 \leq j < k\}} e^{-\beta k} \phi_p(T_{b'^{-1} d^{-1} t}) \right),
\]

which by definition of the measure \( \mu \) is the same as \( \psi_{\beta,\mu}(T_{\nu}) \). Thus Corollary 5.2 implies that \( \phi = \phi_{\beta,\mu} \).

Now we add the assumption that \( d \) does not divide \( c \), and aim to prove that \( \mu \mapsto \psi_{\beta,\mu} \) is injective. So we suppose that \( \mu \) and \( \nu \) are probability measures on \( T \) satisfying \( \psi_{\beta,\mu} = \psi_{\beta,\nu} \). To simplify the notation, we observe that the integrals appearing in our formulas are the moments

\[
M_{n}(\mu) := \int_{T} z^n d\mu
\]
of the measures. Since the non-negative moments characterise a probability measure, we will prove that \( M_{t}(\mu) = M_{t}(\nu) \) for all \( t \in \mathbb{N} \).
We prove by induction on \( k \) that, if \( t \in \mathbb{N}, \) \( d \) divides \( c^j d^{-j} t \) for all \( j < k \) and \( d \) does not divide \( c^k d^{-k} t, \) then
\[
M_{c^j d^{-j} t,k}(\mu) = M_{c^j d^{-j} t,k}(\nu) \quad \text{for all} \ j \text{ satisfying } 0 \leq j \leq k.
\]
For \( k = 0, \) which we interpret to mean that \( d \) does not divide \( t, \) the sum in (6.14) is absent, and we have
\[
(1 - e^{-\beta} d)M_t(\mu) = \psi_{\beta,\mu}(T_{b^t}) = \psi_{\beta,\nu}(T_{b^t}) = (1 - e^{-\beta} d)M_t(\nu).
\]
Since \( e^\beta > d, \) we deduce that \( M_t(\mu) = M_t(\nu). \)

Suppose that the inductive hypothesis is true for \( k, \) and we have \( s \in \mathbb{N} \) such that \( d \) divides \( c^j d^{-j}s \) for \( j < k + 1 \) and \( d \) does not divide \( c^{k+1} d^{-(k+1)}s. \) Then (6.14) gives
\[
\psi_{\beta,\mu}(T_{b^s}) = (1 - e^{-\beta} d)(M_s(\mu) + e^{-\beta} dM_{c^sd^{-1}s}(\mu) + \cdots + e^{-\beta(k+1)} d^{k+1} M_{c^{k+1} d^{-(k+1)} s}(\mu)),
\]
and hence \( \psi_{\beta,\mu} = \psi_{\beta,\nu} \) implies that
\[
M_{c^{k+1} d^{-(k+1)} s}(\mu) = M_{c^{k+1} d^{-(k+1)} s}(\nu) = M_{c^{k+1} d^{-(k+1)} s}(\mu) \quad \text{for all} \ j < k.
\]

But this says precisely that (6.13) holds for \( 1 \leq j \leq k + 1. \) Now cancelling terms in (6.14) gives \( M_s(\mu) = M_s(\nu), \) which is (6.13) for the remaining case \( j = 0. \) Thus we have proved the inductive hypothesis for \( k + 1, \) and this completes the proof by induction.

Now we fix \( t \in \mathbb{N}. \) Since \( d \) does not divide \( c, \) there is a first \( k \) such that \( d \) does not divide \( c^k d^{-k} t, \) and then we have (6.13) for this \( k. \) But now taking \( j = 0 \) in (6.13) shows that \( M_t(\mu) = M_t(\nu). \) Thus \( \mu \) and \( \nu \) have the same moments, and \( \mu = \nu. \) Thus \( \mu \mapsto \psi_{\beta,\mu} \) is injective.

Since the sum in (6.1) is always finite, the assignment \( \mu \mapsto \psi_{\beta,\mu} \) is affine and continuous for the weak* topologies. We have shown that it is a bijection of the compact space \( P(T) \) onto the simplex of KMS\(_\beta\) states. Hence it is a homeomorphism, and this completes the proof of Theorem 6.11.

7. KMS STATES AT THE CRITICAL INVERSE TEMPERATURE

Recall from Corollary 5.3 that every KMS\(_{in,d}\) state of \( C^*(G,P) \) factors through the quotient map of \( C^*(G,P) \) onto the Cuntz algebra \( O(G,P). \) We write \( T_x \) for the image of \( T_x \in C^*(G,P) \) in \( O(G,P). \)

**Proposition 7.1.** There is a KMS\(_{in,d}\) state \( \psi \) on \( (O(G,P), \alpha) \) such that
\[
\psi(T_x T_y^* ) = \delta_{x,y} e^{-\beta(y - x)}.
\]
If \( d \) does not divide \( c, \) then this is the only KMS state on \( (O(G,P), \alpha). \)

**Lemma 7.2.** Suppose that \( d \) does not divide \( c \) and \( \phi \) is a KMS\(_{in,d}\) state of the Cuntz system \( (O(G,P), \alpha). \) Then \( \phi(T_{b^t}) = 0 \) for all \( t \neq 0. \)
Proposition 5.3.23] that factors through a state $\sigma$. We choose a decreasing sequence $\{S_\mu : 0 \leq \mu_i < d\} = \{\bar{T}_\sigma : \sigma \in \Sigma_k\}$.

Thus for every $k$,
\[
\phi(\bar{T}_{b'}) = \phi\left(\bar{T}_{b'} \sum_{\sigma \in \Sigma_k} \bar{T}_\sigma \bar{T}_\sigma^*\right) = \sum_{\sigma \in \Sigma_k} \phi(\bar{T}_{b'\sigma}\bar{T}_\sigma^*)
\]
and there exists $\sigma \in \Sigma_k$ such that $\phi(\bar{T}_{b'\sigma}\bar{T}_\sigma^*) \neq 0$. Proposition 5.4 then implies that $b'\sigma \vee \sigma < \infty$, and since $b'\sigma$ and $\sigma$ have the same height, we must have stem$(b'\sigma) = \sigma$. Thus we can apply Lemma 6.4 for every $k$, and deduce that $d$ divides $c_i d^{-j} t$ for all $j \geq 1$. Write $g := \gcd(c, d)$, and define $c_1 := g^{-1} c$ and $d_1 := g^{-1} d$. Then $\gcd(c_1, d_1) = 1$ and for all $j$ we have
\[
d \text{divides } c_i d^{-j} t \implies d_1 \text{ divides } c_i d_1^{-j} t
\]
\[
\implies d_1 \text{ divides } d_1^{-j} t
\]
\[
\implies d_1^{j+1} \text{ divides } t.
\]
Since $d$ does not divide $c$, we have $d_1 > 1$, and hence $t = 0$. \hfill \Box

Proof of Proposition 7.1. We choose a decreasing sequence $\{\beta_n\}$ such that $\beta_n \to \ln d$, and take $\mu$ to be the Haar measure on $\mathbb{T}$. Then by passing to a subsequence, we may assume that $\{\psi_{\beta_n, \alpha}\}$ converges weak* to a state $\phi$ of $(C^*(G, P), \alpha)$. Then it follows from [11 Proposition 5.3.23] that $\phi$ is a KMS$_{\ln d}$ state of $(C^*(G, P), \alpha)$. Corollary 5.3 implies that $\phi$ factors through a state $\psi$ of $(\mathcal{O}(G, P), \alpha)$. Since the non-zero moments of the Haar measure all vanish, we have $\psi(\bar{T}_{b'}) = 0$ for all $t \neq 0$, and then the formula for $\psi$ follows.

For uniqueness, we use Lemma 7.2 to see that any other KMS$_{\ln d}$ state agrees with $\psi$ on the elements $\bar{T}_{b'}$, and hence by Corollary 5.2 on all of $\mathcal{O}(G, P)$. \hfill \Box

Example 7.3. Suppose that $d$ divides $c$, that $\beta > \ln d$, and that $\mu \in P(\mathbb{T})$. Then either $d$ divides $c_i d^{-j} t$ for all $j \geq 0$, or $d$ does not divide $t$. Thus
\[
\psi_{\beta, \mu}(\bar{T}_{b'}) = \begin{cases} \left(1 - e^{-\beta d}\right)(M_t(\mu) + \sum_{k=1}^{\infty} e^{-\beta k d} M_{e^{k} d^{-s} t}(\mu)) & \text{if } d \text{ divides } t \\ \left(1 - e^{-\beta d}\right)M_t(\mu) & \text{if } d \text{ does not divide } t. \end{cases}
\]

If $d = c$, then the only moment appearing in our formula is $M_t(\mu)$, and summing the geometric series shows that
\[
\psi_{\beta, \mu}(\bar{T}_{b'}) = \begin{cases} M_t(\mu) & \text{if } d \text{ divides } t \\ (1 - e^{-\beta d})M_t(\mu) & \text{otherwise}. \end{cases}
\]

Now the procedure in the proof of Proposition 7.1 gives a KMS$_{\ln d}$ state on $(\mathcal{O}(G, P), \alpha)$, and measures with different moments $M_{d\beta}$ will give different states.

If $d \neq c$, then we write $\delta_z$ for the point mass at $z \in \mathbb{T}$, and take
\[
\mu = \frac{1}{cd^{-1}} \sum_{w \in d^{-1}} \delta_w.
\]
Then $\mu$ is a probability measure with moments
\[
M_n(\mu) = \begin{cases} 1 & \text{if } cd^{-1} \text{ divides } n \\ 0 & \text{otherwise}. \end{cases}
\]
Thus
\[
\psi_{\beta,\mu}(T_{\beta'}) = \begin{cases} 
1 & \text{if } cd^{-1} \text{ and } d \text{ divide } t \\
(1 - e^{-\beta}d) & \text{if } cd^{-1} \text{ divides } t \text{ and } d \text{ does not} \\
0 & \text{if } cd^{-1} \text{ does not divide } t.
\end{cases}
\]

If we now choose \(\beta_n\) decreasing to \(\ln d\) as in the proof of Proposition 7.1, we get a KMS\(_{\ln d}\) state \(\psi_{\mu}\) on \((\mathcal{O}(G, P), \alpha)\) such that
\[
\psi_{\mu}(T_{\beta'}) = \begin{cases} 
1 & \text{if } cd^{-1} \text{ and } d \text{ divide } t \\
0 & \text{otherwise}.
\end{cases}
\]

So uniqueness of the KMS\(_{\ln d}\) state fails whenever \(d\) divides \(c\).

**Example 7.4.** The case \(d = c\) is quite different. Then the unitary element \(T_{\beta'}\) commutes with everything. It and the Cuntz family \(\{T_{b_ja} : 0 \leq j < c\}\) generate \(\mathcal{O}(G, P)\): indeed, \(\hat{T}_a\) is a member of the Cuntz family, and we can recover \(\hat{T}_b\) using the formula
\[
\sum_{j=0}^{c-2} T_{b_ja}^* T_{b_ja} + \hat{T}_{\beta'} T_a \hat{T}_{\beta'}^{-1} a = \hat{T}_b \left( \sum_{j=0}^{c-1} T_{b_ja}^* T_{b_ja} \right) = \hat{T}_b.
\]

The Cuntz family gives us a homomorphism \(\pi : \mathcal{O}_c = C^*(S_j) \to \mathcal{O}(G, P)\) such that \(\pi(S_j) = \hat{T}_{b_ja}\), and the unitary \(\hat{T}_{\beta'}\) gives us a homomorphism \(\rho : C(\mathbb{T}) \to \mathcal{O}(G, P)\) such that \(\rho(i) = \hat{T}_{\beta'}\). Since they have commuting ranges, they induce a homomorphism \(\pi \otimes \rho\) of \(\mathcal{O}_c \otimes C(\mathbb{T})\) onto \(\mathcal{O}(G, P)\). This is in fact an isomorphism because the universal property of \(\mathcal{O}(G, P)\) gives an inverse.

**Remark 7.5.** In the definition of the Baumslag-Solitar group BS\((c, d)\), the integers \(c\) and \(d\) play an equal role. So at first sight it seems strange that the critical inverse temperature is dictated by \(d\) alone. However, right at the beginning of his theory, Nica made a critical choice: his covariance relation was modelled on the behaviour of the left-regular representation. If he had started with the right-regular representation, his theory would have looked quite different.

The right-regular representation \(\rho\) of a group \(G\) is characterised in terms of the usual basis \(\{e_g : g \in G\}\) for \(\ell^2(G)\) by \(\rho_h e_g = e_{gh^{-1}}\) (the inverse has to be there to ensure that \(\rho_g \rho_h = \rho_{gh}\)). So the natural representation of \(P\) by operators \(\{R_x : x \in P\}\) on \(\ell^2(P)\) is given by
\[
R_x e_y = \begin{cases} 
0 & \text{if } y \notin Px \\
e_{yx^{-1}} & \text{if } y \in Px.
\end{cases}
\]

Each \(R_x\) is a coisometry: \(R_x^*\) is an isometry. In other words, \(R_x\) is a partial isometry with initial projection \(R_x^* R_x : \ell^2(P) \to \ell^2(Px)\) and range projection \(R_x R_x^* = 1\).

The analogue of Nica's partial order is the right-invariant order defined by \(x \leq_r y \iff y \in Px\) (and for the duration of this remark, we'll write \(\leq_1\) for the usual left-invariant one). There is an analogous notion of “right-quasi-lattice ordered” involving upper bounds \(x \lor_r y\) with respect to \(\leq_r\), and the analogue of Nica covariance is the relation
\[
(R_x^* R_x)(R_y^* R_y) = \begin{cases} 
R_{x \lor_r y}^* R_{x \lor_r y} & \text{if } x \lor_r y < \infty \\
0 & \text{if } x \lor_r y = \infty,
\end{cases}
\]

which is satisfied by the right-regular representation. One can then get a universal \(C^*\)-algebra, which we will denote by \(C^*(G, P, \leq_r)\).
Unfortunately, there is a device for studying this C*-algebra (for which we thank Ilija Tolich). Consider the opposite group $G^\text{op} = \{g^b : g \in G\}$ with $g^bh^b = (hg)^b$, and the corresponding subsemigroup $P^\text{op}$. Then the usual partial order $\leq_1$ on $G^\text{op}$ satisfies

$$g^b \leq_1 h^b \iff h^b \in g^bP^\text{op} = (Pg)^b \iff h \in Pg \iff g \leq_1 h;$$

we deduce that $(G^\text{op}, P^\text{op})$ is quasi-lattice ordered in the usual sense if and only if $(G, P, \leq_1)$ is right-quasi-lattice ordered, with $g^b \vee_1 h^b = (g \vee_1 h)^b$. One can check quite easily that $R^T : x \mapsto T_x^*$ is a covariant coisometric representation of $P$ in the sense that (7.1) holds if and only if $T$ is a Nica-covariant representation of $P^\text{op}$. Thus $(C^*(G^\text{op}, P^\text{op}), R^T)$ is universal for coisometric representations satisfying (7.1).

When $G = BS(c, d)$, the opposite group is

$$G^\text{op} = \langle a, b : b^ca = ab^d \rangle = BS(d, c).$$

Thus, had we chosen to work with the partial order $\leq_1$, we would have found a system with a phase transition at inverse temperature $\ln c$. (There is a minor wrinkle: because passing from the isometric representation $T$ to the coisometric representation $R^T$ involves an adjoint, the dynamics satisfies $R^T : x \mapsto T_x^*$, and the usual dynamics are implemented spatially on $\ell^2(P)$ by the unitary representation $U$ such that $Ue_x = e^{it\theta(x)}e_x$.)

8. Ground states

A state $\phi$ is a ground state of $(C^*(G, P), \alpha)$ if, for all analytic elements $a$ and $b$, the entire function $z \mapsto \phi(a\alpha_z(b))$ is bounded in the upper half-plane $\text{Im} z > 0$. The KMS$_\infty$ states are the weak* limits of sequences of KMS$_{\beta_n}$ states as $\beta_n \to \infty$. Every KMS$_\infty$ state is a ground state, but a ground state need not be a KMS$_\infty$ state by [1 Proposition 5.3.23] and [3 Proposition 3.8].

**Theorem 8.1.** Suppose that $\omega$ is a state of the Toeplitz algebra $\mathcal{T}(\mathbb{N}) = C^*(S)$. Then there is a ground state $\psi_\omega$ of $(C^*(G, P), \alpha)$ such that

$$\psi_\omega(T_x T_y^*) = \begin{cases} 0 & \text{if } \theta(x) \neq 0 \text{ or } \theta(y) \neq 0 \\ \omega(S^x S^{y^*}) & \text{if } x = b^s \text{ and } y = b^t. \end{cases}$$

The state $\psi_\omega$ is a KMS$_\infty$ state if and only if $\omega$ factors through the quotient map $q : \mathcal{T}(\mathbb{N}) \to C(\mathbb{T})$. The map $\omega \mapsto \psi_\omega$ is an affine isomorphism of the state space of $\mathcal{T}(\mathbb{N})$ onto the compact convex set of ground states.

There are many states of $\mathcal{T}(\mathbb{N})$ which do not factor through $q : \mathcal{T}(\mathbb{N}) \to C(\mathbb{T})$: for example, the vector states given by unit vectors in $\ell^2$. Thus Theorem 8.1 implies that the system $(C^*(G, P), \alpha)$ has many ground states which are not KMS$_\infty$ states. Thus (in the terminology of [3]) the system admits a second phase transition at $\beta = \infty$.

We now do some preparation for the the proof of Theorem 8.1. First we need to be able to recognise ground states.

**Lemma 8.2.** A state $\psi$ of $(C^*(G, P), \alpha)$ is a ground state if and only if

$$\psi(T_x T_y^*) \neq 0 \implies \theta(x) = \theta(y) = 0.$$
Proof. Suppose that $\psi$ is a ground state and $\psi(T_x T_y^*) \neq 0$. Then
\[
|\psi(T_x \alpha_{r+is}(T_y^*))| = |e^{-i(r+is)\theta(y)}\psi(T_x T_y^*)| = e^{\theta(y)}|\psi(T_x T_y^*)|
\]
is bounded on the upper half-plane $s \geq 0$, and hence $\theta(y) = 0$. Since $\psi(T_x T_y^*) = \overline{\psi(T_x T_y^*)} \neq 0$, we also deduce that $\theta(x) = 0$.

Next suppose that $\psi$ is a state satisfying (8.2). Let $X = T_x T_y^*$ and $Y$ be analytic elements for $\alpha$. Then the Cauchy-Schwarz inequality gives
\[
|\psi(Y \alpha_{r+is}(X))|^2 = e^{-2s(\theta(x)-\theta(y))}|\psi(Y T_x T_y^*)|^2 \\
\leq e^{-2s(\theta(x)-\theta(y))}\psi(Y^* Y)\psi(T_y T_x^* T_x T_y^*) \\
= e^{-2s(\theta(x)-\theta(y))}\psi(Y^* Y)\psi(T_y T_y^*).
\]
If $\theta(y) \neq 0$ then (8.2) implies that $\psi(T_y T_y^*) = 0$, and the right-hand side of (8.3) is trivially bounded. If $\theta(y) = 0$, then the right-hand side of (8.3) is bounded by $\psi(Y^* Y)\psi(T_y T_y^*)$. So either way, $|\psi(Y \alpha_{r+is}(X))|$ is bounded for $s \geq 0$, and $\psi$ is a ground state.

Next we need a good supply of representations. Our basic construction was inspired by our earlier one using induced representations.

We continue to use the orthonormal basis $\{e_{k,\sigma} : \sigma \in \Sigma_k\}$ for $\ell^2(\Sigma_k)$.

**Lemma 8.3.** Suppose that $W$ is an isometry of a Hilbert space $H$. Then there are isometries $U$ and $V$ on $\bigoplus_{k=0}^\infty \ell^2(\Sigma_k) \otimes H$ such that
\[
U(e_{k,\sigma} \otimes h) = e_{k,stem(\sigma)} \otimes W^* h \quad \text{where} \quad b\sigma = stem(\sigma)b^s, \quad \text{and}
\]
\[
V(e_{k,\sigma} \otimes h) = e_{k+1,\sigma} \otimes h.
\]

**Proof.** Lemma 3.2 implies that $\sigma \mapsto stem(\sigma)$ is a bijection of $\Sigma_k$ onto $\Sigma_k$. Thus if $\{h_i : i \in I\}$ is an orthonormal basis for $H$, then $\{e_{k,\text{stem}(\sigma)} \otimes W^* h_i : \sigma \in \Sigma_k, i \in I\}$ is an orthonormal set in $\ell^2(\Sigma_k) \otimes H$ for each $k$. Thus there is an isometry $U$ as claimed. Since each $a\sigma$ is already a stem, Lemma 3.2 also implies that $\sigma \mapsto a\sigma$ is an injection of $\Sigma_k$ in $\Sigma_{k+1}$ for each $k$. Thus $\{e_{k+1,a\sigma} \otimes h_i\}$ is also orthonormal, and there is an isometry $V$ with the required property.

**Proposition 8.4.** Suppose that $W$ is an isometry of a Hilbert space $H$, and $U$, $V$ are as in Lemma 3.2. Then $U$ and $V$ satisfy the relations $[\mathfrak{m}]$, $[\mathfrak{l}]$ and $[\mathfrak{n}]$ of Proposition 4.1.

**Proof.** The calculations in the fourth paragraph of the proof of Proposition 6.2 show that $U$ and $V$ satisfy $[\mathfrak{m}]$ and $[\mathfrak{n}]$. To verify $[\mathfrak{l}]$, we need a formula for $U^*$. We claim that
\[
U^*(e_{k,\tau} \otimes h) = e_{k,\rho} \otimes W^* h \quad \text{where} \quad b\rho \in \Sigma_k \text{ satisfies } \tau b^t = b\rho;
\]
Lemma 3.2 implies that there is a unique stem $\rho$ such that $b\rho$ begins with $\tau$, and then $t$ is uniquely determined by $\tau b^t = b\rho$. To prove the claim, we compare
\[
(e_{k,\rho} \otimes W^* h \mid e_{k,\sigma} \otimes g) = \delta_{\rho,\sigma}(h \mid W^* g) \quad \text{where} \quad \tau b^t = b\rho
\]
with
\[
(e_{k,\tau} \otimes h \mid U(e_{k,\sigma} \otimes g)) = \delta_{\tau,\text{stem}(\sigma)}(h \mid W^* g) \quad \text{where} \quad b\sigma = stem(\sigma)b^s.
\]
First, suppose that $\rho = \sigma$. Then $b\sigma = stem(\sigma)b^s = stem(b\rho)b^s = stem(\tau b^t)b^s = \tau b^s$ because $\tau$ is a stem. Thus $\tau = stem(b\sigma)$. Now $\tau b^t = b\rho = b\sigma = stem(b\sigma)b^s = \tau b^s$, and hence $s = t$. Thus (8.5) and (8.6) agree. Second, suppose that $\rho \neq \sigma$. By Lemma 3.2,
Suppose that $\mathcal{W}$ is a bijection on $\Sigma_k$, and hence $\text{stem}(b\sigma) \neq \text{stem}(b\rho)$ unless $\mathcal{W}$. This proves the claim.

We now compute the right-hand side of (a):

$$U^d VU^*e_k \otimes h = U^d V e_{k,\mu} \otimes W^*h = e_{k+1,\text{stem}(b^d-1a\mu)} \otimes W^*h$$

because $b^d-1a\mu$ is a stem. The left-hand side of (a) is

$$U^* V e_k \otimes h = e_{k+1,\rho} \otimes W^*h$$

where $\rho \in \Sigma_{k+1}$ satisfies $a\sigma b^\rho = b^d\rho$.

Now the equation

$$b(b^d-1a\mu) = b^d a\mu = ab^d = a\sigma b^d$$

implies that $\rho = b^d-1a\mu$ (because $\rho$ is the unique stem such that $b\rho$ begins with $a\sigma$) and then $r = t$. Thus (a) follows. 

**Corollary 8.5.** Suppose that $\mathcal{W}$ is an isometry on a Hilbert space $H$, and $U$, $V$ are the isometries described in Lemma 8.3. Let $\pi_{U,V}$ be the corresponding representation of $C^*(G,P)$ on $\bigoplus_{k \geq 0} \ell^2(\Sigma_k) \otimes H$. Then for every unit vector $h$ in $H$, there is a ground state $\psi_{h,W}$ of $(C^*(G,P),\alpha)$ such that

$$\psi_{h,W}(a) = (\pi_{U,V}(a)(e_{0,e} \otimes h)|e_{0,e} \otimes h).$$

**Proof.** Since $T_x$ maps $\ell^2(\Sigma_0) \otimes H$ into $\ell^2(\Sigma_{\theta(x)}) \otimes H$,

$$\psi_{h,W}(T_x T_y) = (\pi_{U,V}(T_y)^* (e_{0,e} \otimes h)|\pi_{U,V}(T_x)^*(e_{0,e} \otimes h))$$

vanishes unless $\theta(x) = 0 = \theta(y)$. So Lemma 8.2 implies that $\psi_{h,W}$ is a ground state. 

**Proof of Theorem 8.4.** Suppose $\omega$ is a state of $\mathcal{T}(\mathbb{N}) = C^*(S)$. We consider the GNS representation $\pi_{\omega}$ of $\mathcal{T}(\mathbb{N})$ on $H_\omega$ with cyclic vector $\xi_\omega$, from which we can recover $\omega$ via the formula $\omega(c) = (\pi_{\omega}(c)|\xi_\omega)$. Applying Corollary 8.3 with $W = \pi_{\omega}(S)$, $U$ and $V$ the isometries of Lemma 8.3 and $h = \xi_\omega$ gives a ground state $\psi_{\omega} := \psi_{\xi_{\omega,\pi_{\omega}(S)}}$ of $(C^*(G,P),\alpha)$ such that

$$\psi_{\omega}(a) = (\pi_{U,V}(a)(e_{0,e} \otimes \xi_\omega)|e_{0,e} \otimes \xi_\omega).$$

We need to verify the formula (8.1).

Since $V = \pi_{U,V}(T_x)$ maps $\ell^2(\Sigma_0) \otimes H_\omega = \mathcal{C}e_{0,e} \otimes H_\omega$ into $\ell^2(\Sigma_1) \otimes H_\omega$, we have

$$\psi_{\omega}(T_x T_y) = 0 \text{ unless } \theta(x) = 0 = \theta(y).$$

If $\theta(x) = 0 = \theta(y)$, then $x = b^s$ and $y = b^t$ for some $s, t \in \mathbb{N}$, and

$$\psi_{\omega}(T_x T_y) = \psi_{\omega}(T_b^s T_b^t)$$

$$= (\pi_{U,V}(T_b^s T_b^t)(e_{0,e} \otimes \xi_\omega)|e_{0,e} \otimes \xi_\omega)$$

$$= (U^s U^t (e_{0,e} \otimes \xi_\omega)|e_{0,e} \otimes \xi_\omega)$$

$$= (U^t (e_{0,e} \otimes \xi_\omega)|U^{*s}(e_{0,e} \otimes \xi_\omega)).$$
Since \( \Sigma_0 = \{ e \} \), the formula (8.4) for \( U^* \) collapses to \( U^*(e_{0,e} \otimes h) = e_{0,e} \otimes W^*h \), and we have
\[
\psi_\omega(T_x T_y^*) = \langle e_{0,e} \otimes \pi_\omega(S)^* \xi_\omega, e_{0,e} \otimes \pi_\omega(S) \xi_\omega \rangle \\
= \langle \pi_\omega(S)^* \xi_\omega, \pi_\omega(S) \xi_\omega \rangle \\
= \langle \pi_\omega(S^* S \xi_\omega), \xi_\omega \rangle \\
= \omega(S^* S \xi_\omega),
\]
as in (8.1).

Next we suppose that \( \psi_\omega \) is a KMS\(_\infty\) state. Then there are an increasing sequence \( \beta_n \to \infty \) and KMS\(_{\beta_n}\) states \( \phi_n \) such that \( \phi_n \) converges weak* to \( \psi_\omega \). Corollary 5.3 implies that each \( \phi_n \) factors through the quotient by the ideal generated by \( 1 - T_b T_b^* \), and hence so does the limit \( \psi_\omega \). The kernel of \( q \) is spanned by the elements \( S^m(1 - SS^*)S^n \) (they are a family of matrix units spanning \( \ker q = \mathcal{K}(\ell^2) \)), and the formula (8.1) implies that
\[
\omega(S^m(1 - SS^*)S^n) = \psi_\omega(T_{b^{mn}}(1 - T_b T_b^*)T_{b^n}^*) = 0.
\]
Thus \( \omega \) factors through \( q \).

Conversely, suppose that \( \omega \) factors through \( q \). Then there is a probability measure \( \mu \) on \( \mathbb{T} \) such that \( \omega(c) = \int q(c) \, d\mu \) for all \( c \in \mathcal{T}(\mathbb{N}) \). Choose a sequence \( \beta_n \) with \( \beta_n \to \infty \). Then for each \( n \), the state \( \psi_{\beta_{n,\mu}} \) is determined by Corollary 5.2 and the formula (8.1) for \( \psi_{\beta_{n,\mu}}(T_b) \) in Proposition 6.1. The sum on the right-hand side of (6.1) is finite, and for each \( k \) we have
\[
e^{-\beta_n k} \int_{\mathbb{T}} z^k \, d\mu(z) \to 0 \quad \text{as} \quad n \to \infty.
\]
Since we also have \( 1 - e^{-\beta_n d} \to 1 \), we deduce that
\[
\psi_{\beta_{n,\mu}}(T_b^*) = \int z^t \, d\mu(z) = \int q(S^t) \, d\mu = \psi_\omega(T_{b^t}).
\]
Thus \( \psi_\omega \) is a KMS\(_\infty\) state.

The formula (8.1) shows that \( \omega \mapsto \psi_\omega \) is affine, weak* continuous and one-to-one. To see that is is onto, suppose \( \phi \) is a ground state. Since \( T_b \) is a non-unitary isometry, Coburn’s theorem implies that there is an isomorphism \( \pi_{T_b} \) of \( \mathcal{T}(\mathbb{N}) \) into \( C^*_r G, P) \) such that \( \pi_{T_b}(S) = T_b \), and then \( \omega := \psi \circ \pi_{T_b} \) is a state of \( \mathcal{T}(\mathbb{N}) \). Lemma 6.2 implies that \( \phi \) vanishes on all spanning elements except those of the form \( T_{b^t} T_{b^t}^* \), and formula (8.1) shows that \( \phi \) agrees with \( \psi_\omega \) on all spanning elements. Thus \( \phi = \psi_\omega \), and \( \omega \mapsto \psi_\omega \) is onto. Now we can deduce that it is a homeomorphism of the compact state space of \( \mathcal{T}(\mathbb{N}) \) onto the compact set of ground states.

**Appendix A. Amenability of \((G, P)\)**

In setting up our conventions, we implicitly assumed that \((G, P)\) is amenable in the sense of Nica, and here we prove this. This result is not a surprise, since Spielberg proved that his groupoid model is amenable [19, Theorem 3.23], and the various notions of amenability are all meant to do the same thing. Nevertheless, it is fairly routine to see it directly. For the purposes of this appendix, it is helpful to distinguish between the Toeplitz representation \( T \) of \( P \) on \( \ell^2(P) \) and the universal representation of \( P \) in \( C^*_r G, P) \), which we denote by \( i \) (following [10]).
Theorem A.1. The quasi-lattice ordered group \((G, P)\) is amenable.

We follow the argument of [10, Proposition 4.2], using the height map \(\theta : G \to \mathbb{Z}\) in the role of the map \(\phi\) in that proposition (which was later described as a “controlled map” in [5, §4]). Unfortunately, that proposition does not apply as it stands, since \(\theta\) does not have the property (i) required of controlled maps in the statement of [10, Proposition 4.2] — for example, we have \(a \leq ab\), but \(\theta(a) = \theta(ab)\). But the general idea works.

By [10, Corollary 3.3], there is a contraction \(\Phi : C^*(G, P) \to \overline{\text{span}\{i(x)i(x)^* : x \in P\}}\) such that
\[
\Phi(i(x)i(y)^*) = \begin{cases} 
  i(x)i(y)^* & \text{if } x = y \\
  0 & \text{otherwise}.
\end{cases}
\]

By [10, Definition 3.4], \((G, P)\) is amenable if \(\Phi\) is faithful in the sense that \(\Phi(R^*R) = 0\) implies \(R = 0\). We consider the dual action \(\hat{\theta} : \mathbb{T} \to \text{Aut} C^*(G, P)\) characterised by \(\hat{\theta}_z(i(x)) = z^{\theta(x)}i(x)\). Our strategy is to analyse the structure of the fixed-point algebra \(C^*(G, P)^\theta = \overline{\text{span}\{i(x)i(y)^* : \theta(x) = \theta(y)\}}\) for this action, and show that \(\Phi\) factors through the conditional expectation \(\Phi^\theta\) of \(C^*(G, P)\) onto \(C^*(G, P)^\theta\) obtained by averaging over \(\mathbb{T}\).

Lemma A.2. For \(k \geq 0\), the algebraic linear span
\[B_k := \text{span}\{i(\sigma)Di(\tau)^* : \sigma, \tau \in \Sigma_k \text{ and } D \in C^*(i(b))\}\]

is a closed \(C^*\)-subalgebra of \(C^*(G, P)^\theta\).

Proof. Since \(\{i(\sigma) : \sigma \in \Sigma_k\}\) is a Toeplitz-Cuntz family, \(\{i(\sigma)i(\tau)^* : \sigma, \tau \in \Sigma_k\}\) is a set of matrix units in the \(C^*\)-algebra \(\overline{B_k}\). This gives a homomorphism \(\phi : M_{\Sigma_k}(\mathbb{C}) \to \overline{B_k}\) which maps the usual matrix units \(\{E_{\sigma\tau} : \sigma, \tau \in \Sigma_k\}\) to \(\{i(\sigma)i(\tau)^*\}\). There is also a unital homomorphism \(\psi : C^*(i(b)) \to \overline{B_k}\) such that
\[
\psi(D) = \sum_{\sigma \in \Sigma_k} i(\sigma)Di(\sigma)^*.
\]
We have
\[
\phi(E_{\sigma\tau})\psi(D) = i(\sigma)i(\tau)^* \sum_\mu i(\mu)Di(\mu)^* = i(\sigma)i(\tau)^*i(\tau)Di(\tau)^* = i(\sigma)Di(\tau)^* = \psi(D)\phi(E_{\sigma\tau}).
\]
Each \(A \in M_{\Sigma_k}(\mathbb{C})\) is a linear combination of the \(E_{\sigma\tau}\), and hence \(\psi(D)\phi(A) = \phi(A)\psi(D)\) for all \(A \in M_{\Sigma_k}(\mathbb{C})\) and \(D \in C^*(i(b))\).

Since the ranges of \(\phi\) and \(\psi\) commute, the universal property of the maximal tensor product gives a homomorphism \(\phi \otimes_{\text{max}} \psi\) of \(M_{\Sigma_k}(\mathbb{C}) \otimes C^*(i(b))\) into \(\overline{B_k}\). We claim that the range of \(\phi \otimes_{\text{max}} \psi\) is \(B_k\). Since \(M_{\Sigma_k}(\mathbb{C}) \otimes C^*(i(b))\) is spanned by elements of the form \(E_{\sigma\tau} \otimes D\) (with no closure, see for example [13, Theorem B.18]), the range of \(\phi \otimes_{\text{max}} \psi\) is spanned by \(\phi(E_{\sigma\tau})\psi(D) = i(\sigma)Di(\tau)^*\) (no closure) and hence equal to \(B_k\). Thus \(B_k\) is a closed \(C^*\)-subalgebra of \(C^*(G, P)^\theta\).

Lemma A.3. For \(k \geq 0\), we have \(B_kB_{k+1} = B_{k+1}\).
Proof. Since \( \{i(\sigma) : \sigma \in \Sigma_k\} \) is a Toeplitz-Cuntz family, we have \( i(\sigma)i(\tau) = 0 \) unless \( \sigma \) extends \( \tau \) or vice-versa. So to see \( B_kB_{k+1} \subset B_{k+1} \), it suffices to take \( \sigma, \tau, \mu, \nu \in \Sigma_k \), \( \mu', \nu' \in \Sigma_1 \), \( C, D \in C^*(i(b)) \), and show that

\[
(A.1) \quad i(\sigma)Di(\tau)^*i(\mu')Ci(\nu')* = \delta_{\tau,\mu}i(\sigma)Di(\mu')Ci(\nu')*
\]

is in \( B_kB_{k+1} \). Suppose that \( D = i(b)i(b)^* \) for some \( s, t \in \mathbb{N} \). If \( \mu' = b^ta \) for some integer \( j \in [0, d) \), then

\[
(A.2) \quad Di(\mu') = i(b)i(b)^*i(\mu') = i(b)^ti(b)i(a).
\]

Now if \( j < t \), then \( A.2 \) is equal to

\[
i(b)^{s+j-t}i(a) = i(\text{stem}(b^{s+j-t}a))i(b)^q
\]

for some \( q \in \mathbb{N} \). On the other hand, if \( t \geq j \), then \( A.2 \) is equal to

\[
i(b)i(b)^*i(b)^{(t-j)}i(a) = i(b)i(b)^{(t-j)}(d-1)i(a)i(b)^{(t-j)}
\]

and we write \( i(b)^{s+j-t}i(a) = i(\text{stem}(b^r))i(b)^r \) for some \( r \in \mathbb{N} \). Either way, \( A.1 \) has the form \( i(\sigma)Di(\tau)^* \) and is in \( B_{k+1} \). Thus \( B_kB_{k+1} \subset B_{k+1} \). Thus \( B_kB_{k+1} \subset B_{k+1} \). This extends to arbitrary elements of \( B_{k+1} \) and hence \( B_k \subset B_kB_{k+1} \).

\[
\square
\]

Corollary A.4. For \( k \geq 0 \), \( C_k := B_0 + \cdots + B_k \) is a \( C^* \)-subalgebra of the core \( C^*(G, P)^\theta \) and

\[
C^*(G, P)^\theta = \bigcup_{k=0}^{\infty} C_k.
\]

Proof. We prove that \( C_k \) is a \( C^* \)-subalgebra of \( C^*(G, P)^\theta \) by induction on \( k \). Notice that \( C_0 = B_0 = C^*(i(b)) \) is a \( C^* \)-subalgebra.

Suppose that \( C_k \) is a \( C^* \)-subalgebra of \( C^*(G, P)^\theta \) for \( k \geq 0 \). Lemma \( A.3 \) implies that

\[
C_kB_{k+1} = (B_0 + \cdots + B_k)B_{k+1} = B_0B_1 \cdots B_kB_{k+1} = B_kB_{k+1}.
\]

It follows that \( B_{k+1} \) is an ideal in the \( C^* \)-algebra \( A \) generated by \( C_k \) and \( B_{k+1} \). Since \( C_k \) is a subalgebra of \( A \), [14] Theorem 3.1.7] implies that \( C_k + B_{k+1} = C_kB_{k+1} \) is a \( C^* \)-subalgebra of \( A \) and hence of \( C^*(G, P)^\theta \).

Since \( C^*(G, P)^\theta = \{i(x)i(y)^* : \theta(x) = \theta(y)\} \), and such \( i(x)i(y)^* \in B_{\theta(x)} \subset C_{\theta(x)} \), it follows that \( \bigcup C_k \) is dense in \( C^*(G, P)^\theta \), and hence \( C^*(G, P)^\theta = \bigcup_{k=0}^{\infty} C_k \).

The Toeplitz representation \( T \) of \( P \) on \( \ell^2(P) \) is Nica covariant, and hence induces a homomorphism \( \pi_T \) of \( C^*(G, P) \) onto the Toeplitz algebra \( T(G, P) := C^*(T_x : x \in P) \) such that \( \pi_T \circ i = T \). We write

\[
H_k = \text{span}\{e_{\sigma b^s} : \sigma \in \Sigma_k, n \in \mathbb{N}\} \subset \ell^2(P), \quad \text{and then } \ell^2(P) = \bigoplus_{k \geq 0} H_k.
\]

Lemma A.5. For \( k \geq 0 \),

(a) \( H_k \) is invariant for \( \pi_T|_{B_k} \) and

(b) \( \pi_T|_{B_k} \) is faithful on \( H_k \).
For item (a), take \( i(\sigma)i(b)^1i(b)^m \) \( i(\tau)^* \in B_k \) and \( e_{\mu b^n} \in H_k \) where \( m, n \in \mathbb{N} \). Then
\[
\pi_T(i(\sigma)i(b)^1i(b)^m i(\tau)^*)e_{\mu b^n} = \begin{cases}
e_{\sigma(b^{-1}n-n)} & \text{if } \mu = \tau \text{ and } n \geq m \\ 0 & \text{otherwise}
\end{cases}
\]
is again in \( H_k \).

For item (b), take \( B = \sum_{\rho, \mu \in \Sigma_k} i(\rho)D_{\rho, \mu}i(\mu)^* \in B_k \) and suppose \( \pi_T(B)|_{H_k} = 0 \). Fix \( \sigma, \tau \in \Sigma_k \). Then
\[
T^*_\sigma \pi_T(B)T_\tau = \pi_T(i(\sigma)^*\pi_T(B)\pi_T(i(\tau)) = \pi_T(D_{\sigma, \tau}).
\]
Since \( T_\sigma \) is an injection from \( H_0 \) into \( H_k \) and \( \pi_T(B)|_{H_k} = 0 \), we have \( \pi_T(B)T_\tau|_{H_0} = 0 \). Thus \( \pi_T(D_{\sigma, \tau})|_{H_0} = 0 \). But the restriction \( (\pi_T|_{C^*(i(b))})|_{H_0} \) is generated by a nonunitary isometry and hence is faithful by Coburn’s theorem (see, for example, [14, Theorem 3.5.18]). Thus \( D_{\sigma, \tau} = 0 \). It follows that \( B = 0 \).

**Lemma A.6.** \( \pi_T \) is faithful on the core \( C^*(G, P)^\theta \).

**Proof.** Since \( C^*(G, P)^\theta = \bigcup_k C_k \) by Lemma A.4, it suffices to show that \( \pi_T \) is faithful on each \( C_k \). Suppose \( \pi_T(R) = 0 \) where \( R \in C_k \). Then there exist \( R_i \in B_i \) such that \( R = R_0 + \cdots + R_k \), and then \( \pi_T(R_0) + \cdots + \pi_T(R_k) = 0 \).

For stems \( \sigma \) and \( \tau \), if \( \theta(\sigma) < \theta(\tau) \) then \( T^*_\sigma e_{\sigma b^n} = 0 \). It follows that \( \pi_T(R_i)|_{H_j} = 0 \) when \( j < i \). Thus
\[
0 = \pi_T(R_0)|_{H_0} + \cdots + \pi_T(R_k)|_{H_0} = \pi_T(R_0)|_{H_0},
\]
and Lemma A.5 implies that \( R_0 = 0 \). Then an induction argument gives each \( R_i = 0 \). Thus \( R = 0 \), as required.

**Proof of Theorem A.7** We use an argument similar to that of [10] Proposition 4.2. Let \( \Phi^\theta \) be the conditional expectation of \( C^*(G, P) \) onto \( C^*(G, P)^\theta \) obtained by averaging over the action \( \hat{\theta} \), and recall that \( \Phi^\theta \) is faithful. Let \( \{E_z\} \) be the usual orthonormal basis for \( \ell^\infty(P) \). The diagonal map \( \Delta : B(\ell^2(P)) \to \ell^\infty(P) \) given by
\[
\Delta(T) = \sum_{z \in P} E_zTE_z
\]
is faithful, and \( \Delta \circ \pi_T = \pi_T \circ \Phi \) (see the computation on Page 433 of [10]). Now
\[
\Phi(R^*R) = 0 \implies \Phi(\Phi^\theta(R^*R)) = 0
\implies \pi_T(\Phi(\Phi^\theta(R^*R))) = 0
\implies \Delta \circ \pi_T(\Phi^\theta(R^*R)) = 0
\implies \pi_T(\Phi^\theta(R^*R)) = 0 \text{ because } \Delta \text{ is faithful}
\implies \Phi^\theta(R^*R) = 0 \text{ by Lemma A.6}
\implies R = 0 \text{ because } \Phi^\theta \text{ is faithful}.
\]
Thus \( \Phi \) is faithful and \( (G, P) \) is amenable.

**Corollary A.7.** The Toeplitz representation \( \pi_T : C^*(G, P) \to T(G, P) \) is faithful.

**Proof.** Since \( (G, P) \) is amenable by Theorem A.1, \( \pi_T \) is faithful by [10] Corollary 3.8.
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