Quantum sensing to suppress systematic errors with measurements in the Zeno regime
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Quantum magnetic field sensing is an important technology for material science and biology. Although experimental imperfections affect the sensitivity, repetitions of the measurements decrease the estimation uncertainty by a square root of the total number of measurements if there are only statistical errors. However, it is difficult to precisely characterize the coherence time of the system because it fluctuates in time in realistic conditions, which induces systematic errors. In this case, due to residual bias of the measured values, estimation uncertainty cannot be lowered than a finite value even in the limit of the infinite number of measurements. On the basis of the fact that the decoherence dynamics in the so-called Zeno regime are not significant compared to other regimes, we propose a novel but very simple protocol to use measurements in the Zeno regime for reducing systematic errors. Our scheme allows the estimation uncertainty even when we cannot precisely characterize the coherence time.

I. INTRODUCTION

Measurements of small magnetic fields is an essential technique in several fields such as biology and material science. Recently, quantum systems have been used for sensitive magnetic field sensing. External magnetic fields shift the resonant frequency of the quantum system, and measurements of a phase shift allow us to detect magnetic fields via the frequency shift. Nitrogen vacancies in diamond, superconducting flux qubits, and optically pumped atoms have been used for such quantum magnetic field sensing.

Experimental imperfections such as decoherence typically deteriorate the sensitivity. For the detection of the small magnetic fields, it is essential to decrease the estimation uncertainty. When experimental parameters such as g factor and coherence time of the qubits are known, we can estimate the magnetic fields from the experimental results without bias. In this case, the estimation uncertainty decreases as the total number of measurements increases, because there are only statistical errors.

However, in the actual experiments, the coherence time of the system generally fluctuates in time, which makes it difficult to know the accurate value of the coherence time. In such a case, the lack of knowledge of the coherence time induces systematic errors in the estimation. Under the effect of the systematic errors, the estimation uncertainty is lower bounded by a specific value even in the limit of the large number of measurements. This could be a problem to measure small magnetic fields.

On the other hand, quantum mechanics predicts that frequent measurements with short time intervals can suppress the evolution of quantum states. In the so-called Zeno-regime, ‘survival probability’ that the state remains in the initial state after a short time scales as \( P_{\text{surv}} \approx 1 - \Gamma^2 t^2 \), where \( \Gamma \) denotes a decay rate. This phenomenon has been experimentally demonstrated in several systems.

Here, we propose to use measurements in the Zeno regime for quantum sensing to suppress the systematic errors when we cannot characterize the precise value of the coherence time. In the Zeno regime, the system coupled with the environment shows a quadratic decay, and the decay dynamics can be much slower for a short time region than the other regions. This means that the qubit state is not significantly affected by the decoherence in the short time regime. We show that, by performing the measurements in the Zeno regime, we can suppress the effect of the systematic errors induced by the lack of knowledge of the coherence time. Moreover, in our scheme, the estimation uncertainty can be arbitrarily small by increasing the number of measurements, even when we do not know the precise value of the coherence time. Although the measurements in the Zeno regime was discussed in entanglement enhanced sensing, we firstly utilize this concept to suppress the systematic errors.

II. QUANTUM SENSING

Let us review the standard quantum sensing, focusing on the case of a qubit. We explain two cases, without and with systematic errors.

A. Quantum sensing without systematic errors

First, we review the sensing without systematic errors. Here, for simplicity, we ignore any experimental imperfec-
tion such as decoherence. We consider the Hamiltonian as follows
\[ H = \sum_{j=1}^{L} \frac{\omega}{2} \sigma_{z}^{(j)}, \]
where \( \omega \) denotes a frequency of the qubit and \( \sigma_{z} \) denote a Pauli matrix spanned by \(|1\rangle\) and \(|-1\rangle\). We assume that \( \omega \) has a linear dependence on applied magnetic fields \( B \). This means that, if we know the value of the \( \omega \), we can determine the value of the magnetic fields. The sensing protocol can be performed as following. First, we prepare the state of \( \bigotimes_{j=1}^{L} |+\rangle_{j} = \frac{1}{\sqrt{2}}(|1\rangle + |1\rangle) \). Second, let the state evolve by the Hamiltonian to obtain \( \bigotimes_{j=1}^{L} |\psi(t)\rangle_{j} \) where \(|\psi(t)\rangle_{j} = \frac{1}{\sqrt{2}}(|1\rangle + e^{i\omega t}|-1\rangle) \). Third, perform a projective measurement with \( \mathcal{P}_{j} = (\mathbb{1} + \sigma_{y}^{(j)})/2 \) for \( j = 1, 2, \ldots, L \) where the probability to have this projection is \( P' = (1 + \sin \omega t)/2 \approx (1 + \omega t)/2 \) for weak magnetic fields with \( |\omega| t \ll 1 \). Fourth, repeat these three steps \( N \) times. Finally, we obtain \( L \) measurement results \( \{s_{m}\}_{m=1}^{L} \) from \( L \) qubits, and estimate the frequency \( \omega \) based on the measurement results. More specifically, we obtain the estimate value as \( \omega_{\text{est}} = (2(L^{-1} \sum_{m=1}^{L} s_{m})-1)/t \). We can calculate the uncertainty of the estimation as follows.
\[ \delta^{2} \omega = \left( \frac{\omega - \omega_{\text{est}}}{\omega_{\text{est}}} \right)^{2} P'(1 - P') = \frac{|dP'|}{d\omega}^{2} L N = \frac{1}{t^{2} L N} \] (2)
where the overline denotes the statistical average. In our paper, we basically consider a case of \( N = 1 \). The uncertainty scales as \( \delta^{2} \omega = \Theta(L^{-2}) \), and so we can decrease the uncertainty by increasing the number of qubits.

B. Quantum sensing with systematic errors

We review the sensing with systematic errors. Suppose that there are some unknown experimental imperfections such as systematic errors, and the actual probability \( P' \) to have a projection of \( \mathcal{P}_{j} = (\mathbb{1} + \sigma_{y}^{(j)})/2 \) for \( j = 1, 2, \ldots, L \) is different from what an experimentalist expected to be true. Let us define such a wrong (true) probability as \( P' \) (\( P' \)). We assume that these probabilities have a linear dependence on \( \omega \) such as \( P = x + y \omega \) and \( P' = x' + y' \omega \). In this case, the uncertainty of the estimation for a small \( \omega \) can be calculated as follows.
\[ \delta^{2} \omega = \frac{1}{y^{2}} \left[ \frac{P'(1 - P')}{L} + (x - x')^{2} \right] \] (3)
It is worth mentioning that, even in a limit of large \( L \), the uncertainty has a finite non-zero value as follows:
\[ \lim_{L \to \infty} \delta^{2} \omega = \frac{(x - x')^{2}}{y^{2}}. \] (4)
This finite value comes from systematic errors due to the lack of knowledge of the coherence time. The goal of this paper is to suppress such systematic errors.

III. QUANTUM SENSING WITH MEASUREMENTS IN ZENO REGIME

In this section, we explain our scheme to suppress the systematic errors with measurements in Zeno regime.

A. Setup

Let us explain the setup of our scheme. We consider a three level system (or a spin-1 system) which describes an NV center in diamond \([14, 15]\) or a capacitively shunted flux qubit \([16, 17]\). Although there are three levels such as \(|1\rangle \), \(|-1\rangle \), and \(|0\rangle \), we mainly use \(|1\rangle \) and \(|-1\rangle \) for magnetic field sensing. However, due to an energy relaxation, we have unwanted population of the state \(|0\rangle \). Throughout this paper, although this system is not a qubit because it has a small population of the third level, we call this a qubit because we mainly use \(|1\rangle \) and \(|-1\rangle \). In the magnetic field sensing scheme, there is a state preparation step to have an initial state of \( \bigotimes_{j=1}^{L} |+\rangle_{j} = \bigotimes_{j=1}^{L} \frac{1}{\sqrt{2}}(|1\rangle + |1\rangle) \), an exposure step to interact the spin-1 systems with target magnetic fields, and a readout step to measure the state. We assume that the state preparation time and readout time is much longer than the exposure time. After interacting the \( L \) qubits with the magnetic fields for sensing, we have the following state.
\[ \rho = \bigotimes_{j=1}^{L} \rho_{j} \]
\[ \rho_{j} = (1 - \epsilon)|\psi(t)\rangle_{j}\langle \psi(t)|_{j} + \epsilon |0\rangle_{j}\langle 0|_{j} \]
\[ |\psi(t)\rangle_{j} = \frac{1}{\sqrt{2}}(|1\rangle + e^{i\omega t}|-1\rangle) \]
where \( \epsilon \) denotes an error rate due to the energy relaxation. Since every unstable system shows a quadratic decay for a short time scale \([14, 15]\), the error can be approximately described by \( 1 - \epsilon \approx 1 - (t/T_{1}')^{2} \), where \( T_{1}' \) denotes an energy relaxation time as long as we are interested in a short time scale. We assume that the experimentalists do not know the precise value of \( T_{1}' \). In the experiment, the energy relaxation time can fluctuate in time \([9, 10]\). In this case, we could not estimate the exact value of \( T_{1}' \) because it changes before a precise estimation of \( T_{1}' \). In our paper, we assume that, \( T_{1}' \) is constant during the interaction between the spin-1 system and magnetic fields. However, it is worth mentioning that \( T_{1}' \) could change if we consider a longer time scale such as an initialize time, a readout time, or a repetition time (when we have \( N \geq 2 \)), which makes it difficult to estimate the exact value of the \( T_{1}' \).
B. Uncertainty of the estimation for a Gaussian decay

Let us calculate the uncertainty of the estimation when we have a Gaussian decay such as $\epsilon = 1 - e^{-((t/T_1')^2}$. We perform projective measurement with $\hat{P}_j = (\mathbb{1} + \delta_j^y)/2$ for $j = 1, 2, \cdots, L$ on the state described by Eq. (4). Here, $\delta_j^y$ is the Pauli matrix spanned by $|1\rangle$ and $|-1\rangle$. The probability to obtain this projection is as follows.

$$P' \simeq \frac{e^{-((t/T_1')^2}}{2}(1 + \omega t)$$

(7)

where we assume $|\omega t| \ll 1$. Since we do not know the precise value of $T_1'$, we use $T_1(\neq T_1')$ to estimate the projection probability. This means that we consider the projection probability as $P \simeq \frac{e^{-((t/T_1')^2}}{2}(1 + \omega t)$, which is different from the true probability $P'$. In this case, the imperfect knowledge of the energy relaxation time induce systematic errors. We can calculate the estimation uncertainty from Eq. (3) as follows.

$$\delta^2 \omega \simeq \frac{e^{2((t/T_1')^2}}{t^2} \left[ \frac{e^{-((t/T_1')^2}}{L}(2 - e^{-((t/T_1')^2}}) + \frac{e^{-((t/T_1')^2}}{- e^{-((t/T_1')^2}}) \right],$$

(8)

where the first term comes from the statistical error while the second term comes from the systematic errors due to the lack of the knowledge of the coherence time.

Here, we try to minimize the uncertainty by optimizing the interaction time $t$. In the conventional strategy, since we believe that $T_1 \simeq T'_1$, we obtain the following 'wrong' uncertainty by substituting $T'_1 = T_1$ in Eq. (4):

$$\delta^2 \omega_{\text{est}} = \frac{2e^{((t/T_1')^2}}{(t/T_1')^2} - \frac{1}{(t/T_1')^2 L^2}.$$

(9)

Actually, we can minimize $\delta^2 \omega_{\text{est}}$ with $t = cT_1$ and $c \simeq 0.876$. However, since the actual coherence time $T_1'$ is different from $T_1$, the optimal $t$ obtained above induces the bias. To check this, we calculate the 'actual' uncertainty under $T'_1 \neq T_1$ for $t = cT_1$ using Eq. (4) and obtain

$$\delta^2 \omega_{\text{conv}} \simeq \frac{e^{2((t/T_1')^2}}{t^2} \left[ \frac{e^{-((cT_1/T_1')^2}}{L}(2 - e^{-((cT_1/T_1')^2}}) + \frac{e^{-((cT_1/T_1')^2}}{- e^{-((cT_1/T_1')^2}}) \right].$$

(10)

We can confirm that even in the limit of large $L$, the uncertainty approaches to $\lim_{L \to \infty} \delta^2 \omega_{\text{conv}} = (e^{-c^2} - e^{-((cT_1/T_1')^2)}))^2$, and so the uncertainty is lower bounded due to the systematic errors. This could be a serious problem to use the quantum sensor for practical purposes.

On the other hand, in our strategy, we set the interaction time $t$ in the Zeno regime to suppress the systematic errors. We consider a case with $t/T_1' \ll 1$. To satisfy this condition, we remark that it is not necessary to know the exact value of $T_1'$, but just necessary to know the order of $T_1'$. In this case, we can perform a Taylor expansion on the estimation uncertainty for $t/T_1' \ll 1$, and we obtain the following.

$$\delta^2 \omega \simeq \frac{1}{Lt^2} + \frac{1}{t^2} \left[ \left( \frac{t}{T_1} \right)^2 - \left( \frac{t}{T_1'} \right)^2 \right]^2 \geq \frac{2}{\sqrt{L}} \left| \left( \frac{1}{T_1} \right)^2 - \left( \frac{1}{T_1'} \right)^2 \right|^2.$$

(11)

where we use an inequality of arithmetic and geometric means. The interaction time that minimize $\delta^2 \omega$ is given as follows:

$$t = t_{\text{opt}} = L^{-1/4} \left( \frac{1}{T_1} \right)^2 - \left( \frac{1}{T_1'} \right)^2 \right)^{-1/2}.$$

(12)

It is noteworthy that, since we do not know the precise value of $T_1'$, we cannot choose the optimal time $t_{\text{opt}} = L^{-1/4}((1/T_1)^2 - (1/T_1')^2)^{-1/2}$. Instead, we can take $t = \tau L^{-1/4}$ where $\tau$ can be determined by a rough estimation of $T_1'$. Therefore, by taking $t = \Theta(L^{-1/4})$, we obtain $\delta^2 \omega = \Theta(L^{-1/2})$ regardless of the choice of $\tau$. This means that, by increasing the number of qubits, we can decrease the estimation uncertainty as small as we want, which is in stark contrast to the conventional scheme to have a lower bound of the estimation uncertainty. Note that, although such measurements in the Zeno regime where utilized in entanglement enhanced sensing [27–29], we firstly utilize this concept to suppress the systematic errors of the quantum sensing.

We plot the uncertainty of the estimation with the systematic errors to compare the uncertainty of our scheme.
The uncertainty of the conventional scheme approaches to a finite non-zero value, while the uncertainty of our scheme decreases as we increase the number of qubits. In our scheme, the statistical error is larger than that of the conventional scheme due to the short interaction time between the qubits and magnetic fields. So, for the small number of the qubits where the statistical error is more dominant than the systematic errors, the uncertainty of our scheme is larger than that of the conventional scheme. However, as we increase the number of qubits, the systematic errors become more dominant than the statistical error, and our scheme shows a better performance than the conventional scheme.

C. Uncertainty of the estimation for a realistic decay

Here, we calculate the estimation uncertainty for a more realistic decay. We consider a spin-boson model with a Lorentzian form factor, and this is a typical noise model when the spin-1 system is coupled with a leaky cavity [17]. (See the details in Appendix A). The error rate can be described as follows:

\[
\epsilon = 1 - |f(t)|^2
\]

\[
f(t) = \frac{1 + \sqrt{1 - 2\gamma/\Delta}}{2e^{i\lambda t}\sqrt{1 - 2\gamma/\Delta}} - \frac{1 - \sqrt{1 - 2\gamma/\Delta}}{2e^{i\lambda t}\sqrt{1 - 2\gamma/\Delta}}
\]

where \(\gamma\) denotes the strength of the noise, and \(\Delta\) denotes the linewidth of the form factor. Also, \(\lambda_1\) and \(\lambda_2\) are the solutions of the following equation:

\[
\lambda(\lambda + i\Delta) - \gamma\Delta/2 = 0.
\]

We can find the coherence time of the system as \(\tilde{T}_1' = \sqrt{2(\gamma\Delta)}\) by approximating the error rate as \(\epsilon \simeq 1 - \pi\Delta t^2\). The \(f(t)\) depends on \(\gamma\) and \(\tilde{T}_1'\). We assume that, while we know the value of \(\gamma\), we do not know the exact value of \(\tilde{T}_1'\), and we have \(\tilde{T}_1\) as an expected coherence time where \(\tilde{T}_1' \neq \tilde{T}_1\). By substituting \(\Delta = \frac{\gamma\Delta}{\tilde{T}_1'^2}\) with Eq. (13), we obtain \(f_{\text{est}}(t)\) that we expect, while the true value is \(f_{\text{true}}(t)\) where \(\Delta = \frac{\gamma\Delta}{\tilde{T}_1'^2}\) is substituted with Eq. (13).

Let us calculate the uncertainty of the estimation when we have the decay such as \(\epsilon = 1 - |f(t)|^2\). We perform projective measurement with \(\hat{P}_j = (\mathbb{1} + \sigma_j^{(z)})/2\) for \(j = 1, 2, \cdots, L\) on the state described by Eq. (5). The probability to obtain this projection is as follows:

\[
P \simeq \frac{1 - |f(t)|^2}{2}(1 + \omega t),
\]

where we assume \(|\omega t| \ll 1\). If the true value of the coherence time is given, we have \(P' \simeq \frac{1 - |f_{\text{true}}(t)|^2}{2}(1 + \omega t)\), while we have \(P \simeq \frac{1 - |f_{\text{est}}(t)|^2}{2}(1 + \omega t)\) when we have \(f_{\text{est}}(t)\). By using Eq. (9), we obtain

\[
\delta^2 \omega = \frac{1}{t^2(1 - |f_{\text{est}}(t)|^2)^2} \left[ \frac{(1 - |f_{\text{true}}(t)|^2)}{L} + (|f_{\text{est}}(t)|^2 - |f_{\text{true}}(t)|^2)^2 \right]
\]

As long as we are interested in a short time region, we can obtain an approximate form of the error rate such as \(1 - |f_{\text{true}}(t)|^2 \simeq 1 - t^2/(\tilde{T}_1')^2 \simeq e^{-t/(\tilde{T}_1')}\) and \(1 - |f_{\text{est}}(t)|^2 \simeq e^{-t/(\tilde{T}_1')}\). In this case, the uncertainty of Eq. (16) has the same form as Eq. (9), and we can adopt the same strategy as the case of the Gaussian decay. Therefore, we can take \(t = \Theta(L^{-1/4})\) to obtain the scaling of \(\delta^2 \omega = \Theta(L^{-1/2})\).

To quantify the performance of our scheme, we plot the uncertainty of the estimation of our scheme, and also compare it with that of the conventional scheme in Fig. 2. In the conventional scheme, similar to the Gaussian decay case, we substitute \(\tilde{T}_1' = \tilde{T}_1\) in Eq. (14), and obtain \(\delta^2 \omega_{\text{conv}}\). After we fix the values of \(\gamma\), \(\tilde{T}_1\), and \(\tilde{T}_1'\), we minimize \(\delta^2 \omega_{\text{conv}}\) by choosing the optimal \(t\), and use this \(t\) for the plot. On the other hand, in our scheme, we take \(t = \tau L^{-1/4}\). Similar to the case of the Gaussian decay, the statistical error is relevant for the small number of the qubits, and the uncertainty of our scheme is larger than that of the conventional scheme. However, the uncertainty of the estimation of the conventional scheme has a lower bound even in the large \(L\) due to the systematic errors. On the other hand, in our scheme, the uncertainty decreases as we increase the number of qubits. Therefore, for the large number of the qubits, our scheme shows better performance than the conventional one.

IV. CONCLUSION

In conclusion, we propose a scheme to use measurements in the Zeno regime for the suppression of system-
atic errors in quantum magnetic field sensing. When we do not know a precise value of the coherence time of the quantum system, such a lack of knowledge induces the systematic errors for quantum sensing. In this case, the uncertainty of the estimation of the target magnetic field is lower bounded even in the limit of the infinite number of the repetitions of the measurements. To suppress such systematic errors, we utilized the fact that every decoherence process shows a quadratic decay in a short time region in the Zeno regime where the effect of the decoherence does not significantly affect the dynamics. We show that, by taking the interaction time (between the system and magnetic fields) as $\Theta(L^{-1/2})$, we obtain a scaling of $\delta^2 \omega = \Theta(L^{-1/2})$ where $L$ is the number of measurements. Therefore, by increasing the number of the repetition, we can decrease the uncertainty as small as we want even under the effect of the systematic errors due to the imperfect knowledge of the coherence time. Our results pave the way for the practically useful quantum magnetic fields sensors.
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Appendix A: Decay dynamics under the effect of the decoherence

Here, we discuss the decay dynamics of the three level system under the effect of the decoherence. Especially, we consider an NV center for the three level system.

The Hamiltonian of the NV center coupled with an environment is described as follows:

$$H = H_{nv} + H_I + H_E$$
$$H_{nv} = D_0 \hat{S}_x^2 + g \mu_B B \hat{S}_z$$
$$H_I = \hat{S}_x \int \mu \left( \hat{b}_\mu + \hat{b}_\mu^\dagger \right) d\mu$$
$$H_E = \int \mu \omega \hat{b}_\mu \hat{b}_\mu^\dagger d\mu$$

where $D_0$ denotes a zero field splitting, $g$ denotes a g factor, $\mu_b$ denotes a Bohr magneton, $g_\mu$ denotes the coupling strength between the NV center and environment, $\omega_\mu$ denotes the frequency of the environment, $\hat{S}_x$ ($\hat{S}_y$) denote the spin 1 operator for $x$ ($y$), and $\hat{b}_\mu$ denotes an annihilation (creation) operator of the environmental mode. In the interaction picture, we have

$$H_I(t) = \int \mu g_\mu \langle 0 \rangle \hat{b}_\mu e^{-i\omega_\mu t} + \langle 0 \rangle \langle 0 \rangle \hat{b}_\mu^\dagger e^{i\omega_\mu t} \rangle d\mu$$

where $\Delta \omega_\mu = \omega_\mu - D_0 - g \mu_0 B$ and $|B\rangle = \frac{1}{\sqrt{2}}(|1\rangle + |1\rangle - |1\rangle - |1\rangle)$. Here, we can consider a subspace spanned by $|B\rangle$ and $|0\rangle$ because the dark state $|D\rangle = \frac{1}{\sqrt{2}}(|1\rangle - |1\rangle - |1\rangle - |1\rangle)$ is not involved in the dynamics. In this case, we can adopt the standard results of the open quantum system for a qubit. We consider the following Lorentzian form factor [17].

$$|g_\mu|^2 = \frac{\gamma}{2\pi} \frac{\Delta^2}{(\mu - \mu_0)^2 + \Delta^2}$$

where $\gamma$ denotes the strength of the noise, $\mu_0$ denotes a central frequency of the environment, and $\Delta$ denotes the linewidth of the form factor. In our paper, we set $\mu_0 = D_0 \approx D_0 + g \mu_B B$ where $g \mu_0 B$ is assumed to be much smaller than any other parameters. We consider an initial state as $|B\rangle$, and we can calculate the survival probability as follows [17]:

$$P_{\text{surv}} = |f(t)|^2$$
$$f(t) = \frac{1 + \sqrt{1 - 2\gamma / \Delta}}{2\sqrt{1 - 2\gamma / \Delta}} e^{-i\lambda_1 t} - \frac{1 - \sqrt{1 - 2\gamma / \Delta}}{2\sqrt{1 - 2\gamma / \Delta}} e^{-i\lambda_2 t}$$

Also, $\lambda_1$ and $\lambda_2$ are the solutions of the following equation:

$$\lambda(\lambda + i\Delta) - \gamma \Delta / 2 = 0.$$  (A4)

The density matrix in the interaction picture after a time $t$ is described as follows:

$$\rho_I(t) = P_{\text{surv}} |B\rangle \langle B| + (1 - P_{\text{surv}}) |0\rangle \langle 0|.$$  (A5)

Therefore, by going back to the Schrödinger picture, we have

$$\rho(t) = P_{\text{surv}} |\psi(t)\rangle \langle \psi(t)| + (1 - P_{\text{surv}}) |0\rangle \langle 0|.$$  (A6)

where $|\psi(t)\rangle = \frac{1}{\sqrt{2}}(|1\rangle + e^{i\omega t} |1\rangle - |1\rangle - |1\rangle)$ and $\omega = 2g \mu_B B$. We can thus define an error rate as $\epsilon = 1 - P_{\text{surv}}$.
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