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Abstract
Medical terminologies resources and standards play vital roles in clinical data exchanges, enabling significantly the services’ interoperability within healthcare national information networks. Health and medical science are constantly evolving causing requirements to advance the terminologies editions. In this paper, we present our evaluation work of the latest machine translation techniques addressing medical terminologies. Experiments have been conducted leveraging selected statistical and neural machine translation methods. The devised procedure is tested on a validated sample of ICD-11 and ICF terminologies from English to French with promising results.

1 Introduction
Medical terminologies are of essential importance for health institutions to store, organize and exchange all medical-related data generated in labs, hospitals and other healthcare entities. They are arranged systematically in dictionaries and lexicons, that follow specific structures and coding rules. In order to facilitate hierarchies and connections, the terms are represented by ontologies, enabling us to keep additional information (e.g. a family of diseases).

WHO International Classification of Diseases (ICD)\(^1\) terminology is a diagnostic classification standard for epidemiology, clinical and research purposes. It is the most used medical dictionary across national health organizations worldwide. WHO is responsible to maintain the ICD editions for the English language. ICD-11 is the latest edition, adopted on May 25th, 2019. As the initial medical lexicons which contain these ontologies are created in English, there is an evident need for translation in other languages. This translation process can be expensive both in terms of time and resources, while the vocabulary and number of medical terms can reach high numbers and require health professional efforts for evaluation.

This work constitutes a generic, language-independent and open methodology for medical terminology translation. To illustrate our approach, which is based on automated machine translation methods, we will attempt to develop a first baseline translation from English to French for the ICD-11 classification. We also test on the International Classification of Functioning, Disability and Health (ICF) terminology\(^2\).

First, we are going to investigate existing machine translation research studies concerning medical terms and documents, with a comparison of the relative methods. Next, we present our proposed methodology. Afterwards, we show our experiments and results. Last, we conclude with recommendations for future work.

2 Related Work
Translating medical terminologies has been a well-studied topic, with many approaches coming from machine translation. Traditional machine translation models first incorporated statistical models, whose parameters are set through the analysis of bilingual text corpora.

Statistical machine translation (SMT) Eck et al. (2004) investigated the usefulness of a large medical database (the Unified Medical Language System) for the translation of dialogues between doctors and patients using a statistical machine translation system. They showed that the extraction of a large dictionary and the usage of semantic type information to generalize the training data significantly improves the translation performance.

\(^{1}\)https://icd.who.int/en

\(^{2}\)http://bioportal.lirmm.fr/ontologies/ICF
Table 1: Summary of recent techniques for medical terms and texts translation.

| Resources                          | Type       | Method                         | Languages  |
|------------------------------------|------------|--------------------------------|------------|
| Nyström et al. (2006)              | ICD-10, ICF, MeSH | SMT Alignment                      | En-Swe     |
| Deléger et al. (2010)              | MeSH, SNMI, MedDRA 17, WHO-ART | SMT Knowledge, Corpus               | En-Fr      |
| Laroche and Langlais (2010)        | Wiki       | SMT Projection-based             | Fr-En      |
| Dušek et al. (2014)                | EMEA, UMLS, MAREC | SMT Domain                        | Multi      |
| Silva et al. (2015)                | SNOMED CT, DBPedia | Auto Alignment                   | En-Por     |
| Wolk and Marasek (2015)            | EMEA       | NMT Encoder-Decoder              | Pol-En     |
| Arcan et al. (2016)                | Organic.Lingua | SMT Domain                       | En-(Ge, It, Sp) |
| Arcan and Buitelaar (2017)         | ICD, Wiki  | SMT Domain Base                  | En-Ge      |
| Renato et al. (2018)               | DeCS, Dicionario Medico, Wiki | SMT Domain                        | Sp-Por     |
| Khan et al. (2018)                 | UFAL, ParTR | NMT Domain                       | En-Fr      |

Claveau and Zweigenbaum (2005) presented a method to automatically translate a large class of terms in the biomedical domain from one language to another; it is evaluated on translations between French and English. Their technique relies on a supervised machine-learning algorithm, called OSTIA (Oncina, 1991), that infers transducers from examples of bilingual term-pairs. Such transducers, when given a new term in English (respectively French), must propose the corresponding French (resp. English) term.

Later, Nyström et al. (2006) reports on a parallel collection of rubrics from the medical terminology systems ICD-10, ICF, MeSH, NCSP and KSH97-P and its use for semi-automatic creation of an English-Swedish dictionary of medical terminology. The methods presented are relevant for many other West European language pairs.

Deléger et al. (2009) presented a methodology aiming to ease this process by automatically acquiring new translations of medical terms based on word alignment in parallel text corpora, and test it on English and French. After collecting a parallel, English-French corpus, French translations of English terms were detected from three terminologies: MeSH, Snomed CT and the MedlinePlus Health Topics. A sample of the MeSH translations was submitted to expert review and a relatively high percentage of 61.5% were deemed desirable additions to the French MeSH. In conclusion, they successfully obtained good quality new translations, which underlines the suitability of using alignment in text corpora to help translating terminologies. Their method may be applied to different European languages and provides a methodological framework that may be used with different processing tools.

Neural machine translation (NMT) In recent years, NMT has emerged as the state-of-the-art approach. NMT uses a large artificial neural network which takes as an input a source sentence \((x_1, \ldots, x_m)\) and generates its translation \((y_1, \ldots, y_n)\), where \(x\) and \(y\) are source and target words respectively. Till recently, the dominant approach to NMT encodes the input sequence and subsequently generates a variable length translated sequence using recurrent neural networks (RNN) (Bahdanau et al., 2014; Sutskever et al., 2014).

Domain adaptation In machine translation, domain adaptation can be applied when a large amount of out-of-domain data co-exists with a small amount of in-domain data.

Arcan and Buitelaar (2017) presented a performance comparison between SMT and NMT methods on translating highly domain-specific expressions, i.e. terminologies, documented in the ICD ontology from the medical domain. They showed that domain adaptation with only terminological expressions significantly improves the translation quality, which is specifically evident if an existing generic neural network is retrained with a limited vocabulary of the targeted domain. Last, they observed the benefit of subword models over word-based NMT models for terminology translation.

All previous work focus on training with specific terminologies. Although these methods are widely used, their vocabulary may be limited. Moreover, their size is not sufficient for training NMT methods, resulting in low translation performance.

To address these problems, Khan et al. (2018) trained NMT systems by applying transfer learning. Transfer learning falls under the umbrella of domain adaptation. In transfer learning the knowledge learned from a pre-trained existing model is...
Table 2: Reference terminologies and statistics regarding the validated sample of ICD-11. Number of sentences, average length in number of words (english corpus), number of included sentences in the validated sample of ICD-11, and their corresponding average length (number of words).

| Terminology | Size | avg len(en) | Incl | avg len(en) |
|-------------|------|-------------|------|-------------|
| ICD-10      | 32474| 5.49        | 7655 | 3.78        |
| CHU Rouen HeTOP | 202402| 3.63        | 3892 | 3.69        |
| ORDO        | 50425| 6.2         | 3716 | 5.56        |
| ACAD        | 47803| 2.45        | 2394 | 1.84        |
| MedDRA      | 23954| 2.72        | 1739 | 2.33        |
| ATC         | 5536 | 2.06        | 1588 | 1.11        |
| MESH        | 29351| 1.99        | 1460 | 1.69        |
| ICD-O       | 3671 | 3.24        | 1122 | 2.88        |
| DBPEDIA     | 912  | 1.78        | 381  | 1.85        |
| ICPC        | 3046 | 7.09        | 235  | 2.26        |
| ICF         | 3112 | 10.67       | 41   | 3.24        |
| CLADIMED    | 4169 | 3.72        | 8    | 1.75        |
| LOINC2.66   | 91388| 8.14        | 5    | 1.2         |
| Total       | 499885| 4.62        | 24242| 3.35        |

Table 2: Reference terminologies and statistics regarding the validated sample of ICD-11. Number of sentences, average length in number of words (english corpus), number of included sentences in the validated sample of ICD-11, and their corresponding average length (number of words).

transferred to a new model. Specifically, the authors used an existing out-of-domain model trained on News data. Afterwards, they train their NMT system on the in-domain Biomedical'18 corpus.

Table 1 summarizes the related work on medical terms and texts translation, showing resources, family of machine translation approach, specific method used, languages studied and evaluation metrics, sorted by year.

3 Methodology

In the following section we describe the steps of our research methodology. First, a brief description of the terminologies and other corpora utilized is shown. Next, we describe the tools and libraries we have experimented with. Finally, the translation pipeline is presented.

3.1 Datasets

During our study we experimented upon numerous medical terminologies and datasets:

ATC (Anatomical Therapeutic Chemical, 2019). The ATC Classification System is a drug classification system that classifies the active ingredients of drugs according to the organ or system on which they act and their therapeutic, pharmacological and chemical properties. It is controlled by the World Health Organization Collaborating Centre for Drug Statistics Methodology (WHOCC), and was first published in 1976. Namely, the dataset includes descriptions on metabolism, blood, dermatological and other contents.

CLADIMED (CLADIMED, 2019) is a five levels classification for medical devices, based on the ATC classification approach (same families). Devices are classified according to their main use and validated indications. It was originally developed by AP-HP (hospitals of Paris).

ACAD (Académie de Médecine, 2019). The “dictionnaire médical de l’académie de médecine” identifies terms used in health and defines them under the supervision of the French National Academy of Medicine.

ICD-O (World Health Organization, 2019). The International Classification of Diseases for Oncology (ICD-O) (1) has been used for nearly 35 years, principally in tumor or cancer registries, for coding the site (topography) and the histology (morphology) of the neoplasm, usually obtained from a pathology report.

MESH (Medical Subject Headings) (FR MESH, 2019) is a reference thesaurus in the biomedical field. The NLM (U.S. National Library of Medicine), which built it and updates it every year, uses it to index and query its databases, including MEDLINE/PubMed. INSERM, which has been the French partner of the NLM since 1969, translated the MeSH in 1986, and has been updating the French version every year since then. The bilingual version is often used as a translation tool, as well as for indexing and querying databases.

MedDRA (ICH, 2019) was developed in the late 1990s by the International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use (ICH). It constitutes a rich and highly specific standardised medical terminology to facilitate sharing of regulatory information internationally for medical products.

ORDO (Vasant et al., 2014). The Orphanet Rare Disease Ontology (ORDO) is a structured vocabulary for rare diseases derived from the Orphanet database, capturing relationships between diseases, genes and other relevant features. Orphanet was established in France by the INSERM (French National Institute for Health and Medical Research) in 1997. ORDO provides integrated, re-usable data for computational analysis.
dbpedia (Auer et al., 2007). Through its API, dbpedia exposes multilingual fields and then can be used as a source to consolidate bi-lingual corpora.

ICD-10 (World Health Organization, 2016). ICD-10 is the 10th revision of the International Statistical Classification of Diseases and Related Health Problems (ICD), a medical classification list by the World Health Organization (WHO). It contains codes for diseases, signs and symptoms, abnormal findings, complaints, social circumstances, and external causes of injury or diseases. Work on ICD-10 began in 1983, endorsed by the Forty-third World Health Assembly in 1990, and it was first used by member states in 1994.

ICPC-2E (Verbeke et al., 2006). ICPC-2 classifies patient data and clinical activity in the domains of general/family medical practice and primary care, taking into account the frequency distribution of problems seen in these domains. It allows classification of the patient’s reason for encounter, diagnostic, interventions, and the ordering of these data in an episode of care structure.

LOINC 2.66 (McDonald et al., 2003) is a widely used terminology standard for health measurements, observations, and documents.

CHU Rouen HeTOP is a large parallel corpus⁴, including terminologies and ontologies in the domain of health, one of them being SNOMED CT⁵.

ICF The International Classification of Functioning, Disability and Health (ICF), is a classification of health and health-related domains. ICF is the WHO framework for measuring health and disability at both individual and population levels.

In Table 2 we present the collection of medical terminologies and documents we explored during our research studies, as well as some statistics computed on them. We report size, average length of sentences in number of words, and number of sentences included in the validated sample of ICD-11.

3.2 Tools & libraries

Here we present publicly available tools that we used in our experiments. All the toolkits are written in Python, which offers a balance between complexity and usability. The Python community has increased dramatically during the past years, offering state-of-the-art methods in widely used libraries.

MOSES (Koehn et al., 2007) The MOSES tool software, is a phrasal-based probabilistic machine translation engine, which was used by many teams at the First Conference on Machine Translation (WMT16) (Bojar et al., 2016). Its base method includes word-alignment, phrase extraction and scoring during the training process.

fairseq (Ott et al., 2019) is a sequence modelling toolkit that allows researchers and developers to train custom models for translation, among other tasks. The toolkit offers a plethora of NMT models, like Long Short-Term Memory networks (LSTM) (Luong et al., 2015), Convolutional Neural Networks (CNN) (Dauphin et al., 2017; Gehring et al., 2017), as well as Transformer networks with self-attention (Vaswani et al., 2017; Ott et al., 2018).

Byte Pair Encoding (BPE) One of the most common problems in translating terminologies, including medical terminologies, are infrequent or unknown words, which the system has rarely or
never seen. The effect is even more critical for NMT methods, where the vocabulary can not exceed the size of 50,000 or 100,000 words, due to the associated complexity. This limitation can be tackled by using subword units (BPE), a data compression technique (Sennrich et al., 2015). This step can be seen as part of preprocessing for the datasets, before training the models. We train our own BPE when no pre-trained model is used. In the transfer learning experiments, we use the provided BPE, as described in Section 4.

3.3 Dataset pipeline setup

An abstractive illustration of our proposed methodology is shown in Figure 1. Essentially, the pipeline can be split in five major parts: i) dataset & terminologies’ search and retrieval, ii) parsing, extraction, preprocessing and extracting ground truth data, iii) model training, iv) translation and inspection, and v) evaluation and expert analysis.

Having access to the aforementioned datasets, we first applied terminology parsing. Next, we extracted the labels or descriptions, in order to form the corpus of parallel sentences. During the preprocessing step, we need to prepare the data for training the translation systems and perform tokenisation, truecasing and cleaning. For the NMT models, the BPE process is applied.

For ICD-11 given the fact that there is presently no human validated reference translation for French, we manually created one. The main objective of our work is to examine how fast and effective a translation to a newly created or updated medical terminology can be developed, to be given to medical experts for preliminary evaluation work.

Our attempt offers the possibilities of speeding up the process of translating medical lexicons and documents, saving valuable human and computational resources. We evaluate our pipeline in two datasets: a sample of ICD-11 and the whole ICF terminologies. In the case of ICF terminology, we have access to both English and French medical experts validated versions. For ICD-11, since the French official version does not exist yet, we develop a method to evaluate and validate our results.

Through our studies, we discovered that a sample of the English ICD-11 terms can be found in existing French dictionaries. Thus, we can use these terms along with their French translation as already human-validated sentences. We end up having 24242 pairs in English and French that are already integrated in terminologies like ORDO, MESH_INSERM, LOINC_2.66 and others. Although, existing terms may as well require revi-

| Terminology        | Size     | avg_len(en) |
|--------------------|----------|-------------|
| ICD-11             | 123445   | 8.95        |
| ICF                | 5920     | 10.79       |
| Validated sample of ICD-11 | 24242 | 3.55        |

Table 3: Size (number of sentences) and average length in number of words (english corpus) for ICD-11, ICF and validated sample of ICD-11.

Figure 2: BLEU scores of MOSES on each dataset with and without ICD-10 in the training corpus using multi-bleu.perl by MOSES.
Table 4: SacreBLEU, BLEU, METEOR and TER scores on validated sample of ICD-11. Bold indicates best performance. SacreBLEU, BLEU and METEOR need to be maximized, while TER needs to be minimized.

Table 5: Results on the ICD-11 24k sample, removed by the training dataset.

Table 6: Left: ICD-11 word accuracy analysis via fmeasure by frequency bucket. Right: sentence analysis by length bucket with BLEU metric for scoring.

4 Experiments & Results

In this section, we present the conducted experiments and obtained results. We selected two toolkits, due to their popularity and efficiency. MOSES represents the SMT tools, and fairseq represents the NMT domain. The summarized results of our experiments are visualized in Table 4. The traditional SMT model (sys3) manages to produce the best translation compared to the human validated sample, which consists mostly of short sentences. On the other hand, our best NMT model (sys6) performs slightly worse in total, but is better in longer sentences. The latter model (sys6) is fine-tuned on specialised medical terminologies, using as basis a largely pre-trained model on general do-
main corpora. In the next paragraphs we present our conducted experiments and results in detail.

**MOSES** We train our phrase-based translation system via MOSES, by building a 3-gram language model. First, we trained a model with all the medical terminologies excluding ICD-10 (sys1). We also experimented by using only ICD-10 (sys2) for training MOSES, reaching 44.93 in BLEU points. The model sys2 managed to perform better than any other dataset alone.

In order to identify the effectiveness of each terminology, we ran the translation process for each dataset separately, with and without ICD-10. Using only ATC, CLADIMED and dbpedia, resulted in poor performance, probably due to their specificity of included terms. Moreover, we observe that adding ICD-10 to all training datasets individually boosts the performance dramatically, as expected since many ICD-11 concepts come from ICD-10. Finally, training only on ORDO, we managed to reach a satisfying BLEU score. ORDO’s effectiveness can be attributed to the large number of rare diseases it covers, which was one of the main improvements of ICD-11. The individual results are displayed in Figure 2.

Finally, we also trained an SMT model on the union of all the datasets. The model sys3 had the best performance, returning a high score of 65.59 SacreBLEU points, 57.50 BLEU points, 46.20 METEOR points and 28.62 TER points.

**CNN trained on medical terminologies** We trained a CNN model via fairseq on the medical terminologies we have gathered. The model (sys4) reports a very good performance with 51.02 SacreBLEU points and 42.93 BLEU points. Nevertheless, as the number of training epochs was relatively small (30 epochs), the model may present an even better performance if trained for more epochs.

**fairseq’s pre-trained CNN model** fairseq provides online pre-trained models for many language pairs, offering multiple architectures, trained on large amount of textual data⁶.

For our experiments we selected the freely available wmt14.en-fr.fconv-py model (Gehring et al., 2017). The convolutional neural network (CNN) was trained on the WMT’14 English-French dataset. The full training set consisted of 35.5M sentence pairs, where sentences longer than 175 words were removed. Last, a size of 40K BPE types was selected for the source and target vocabulary. We used the same BPE types for encoding the test datasets in both languages. The model required 8 GPUs for about 37 days for training, as stated in Gehring et al. (2017).

The fairseq pre-trained model reports a low BLEU score, with 27.18 points, due to its general out-of-domain training data. Moreover, fairseq fails to translate all sentences in a satisfying manner. The phenomenon of extraneous translations, like “HAUT DE LA PAGE” or “PEPUDU”, can be confirmed by searching analogous patterns across the output. To address this issue, we finetuned fairseq’s CNN on medical terminologies.

**fairseq’s CNN finetuned on medical terminologies** The finetuned model (sys6) incorporates transfer learning as it continues training the pre-trained CNN model by fairseq (Gehring et al., 2017), described in the previous paragraph, on medical terminologies, presented in Section 3.1. The model (sys6) almost reached the performance of the SMT approach, with a performance of 62.32 SacreBLEU points and 53.40 BLEU points, while being close to sys3 in both METEOR and TER points as well. As we will also present later in our analysis paragraph, the finetuned model (sys6) is better in translating long sentences (len > 50) than

---

⁶https://github.com/pytorch/fairseq/tree/master/examples/translation
Table 9: Translation examples of our trained models on the verified sample of ICD-11, given by \textit{compare-mt}. The number in parenthesis shows the sentence translation score in BLEU points compared to reference.

| Ground truth/Reference | MOSES trained on medical terminologies (sys3) | fairseq CNN fine-tuned on medical terminologies (sys6) |
|------------------------|---------------------------------------------|---------------------------------------------------------|
| pied convexe congénital bilatéral | pied convexe congénital bilatéral (100) | astragale verticale congénitale bilatérale (0) |
| syphilis des ostia coronaires | syphilis des ostia coronaires (100) | maladie ostiale coronarienne syphilitique (0) |
| chuté accidentelle de la personne portée | personne portée (9.56) | chuté accidentelle de la personne portée (100) |
| maladie des inclusions microvilloises | atrophie microvillosoitaire congénitale (0) | maladie des inclusions microvilloises (100) |

Figure 3: Sentence BLEU scoring on the 24k ICD-11 sample, categorized by a medical expert.

its MOSES rival (sys3), shown in Table 6. Our neural approach allows further training with no requirements.

**fairseq’s CNN fine-tuned on UFAL** We also experimented on fine-tuning with the medical UFAL\(^7\) dataset, a large medical domain corpus. The model (sys7) showed a performance of 28.78 BLEU points, being slightly better than using only the pre-trained CNN model. The low score can be attributed firstly to the short length nature of most ICD-11 sentences and secondly to the terminology syntax, which follows a specific structure. The medical UFAL consists mostly of long medical documents, which do not necessarily follow the typology of terminologies.

**Removing the test sample from training** As shown in Table 2, the validated sample of the ICD-11, which consists of 24k terms, is also included in the training dataset. Thus, we trained our two best architectures (sys3 & sys6) with removing the test set from the training corpus, creating two new models (sys8 & sys9). Table 5 presents their performance, showing that the neural model is far superior from the statistical approach.

**Testing on ICF** Since the validated sample of ICD-11 was mostly known sentences of short size belonging to terminologies, we believe that the SMT approach will perform worse than NMT in generalizing to unknown terms and sentences. To confirm this hypothesis, we tested on ICF, where the average length is 10.79 and thus larger than the ICD-11 average length. We tested our two best models, MOSES trained with all the datasets (sys3) and the finetuned CNN fairseq model (sys6) toward the ICF terminology. The finetuned CNN (sys6) performs far better than MOSES (sys3), by a large difference, with 69.50 BLEU points compared to a low 11.90 BLEU points, respectively. sys6 is also far superior to sys3 in terms of METEOR and TER points. The scores are presented in Table 7.

**Analysis** We also analyzed our best methods with \textit{compare-mt}\(^8\) (Neubig et al., 2019) to study their output. The tool offers aggregate scoring with BLEU and other metrics, word accuracy via \textit{fmeasure}\(^9\), sentence bucket and n-gram difference analysis. Our analysis is summarized in Table 6. We see that the MOSES model (sys3) performance ranges depending the frequency of terms, while our finetuned CNN (sys6) remains stable, regardless of the frequency. Looking at the right part of Table 6, sys3 performs worse when the length of terms increases significantly (len > 50), but remains better than its rival (sys6) for length < 10.

Regarding the ICF terminology, results are shown in Table 8. We clearly observe that the finetuned CNN (sys6) manages to translate well all ICF terms regardless of their frequency on words. Moreover, looking at the right part of Table 8, while sys6 provides promising results with both short and long terms, sys3 (the MOSES model) struggles to perform well, especially when the length increases.

---

\(^7\)https://ufal.mff.cuni.cz/ufal_medical_corpus

\(^8\)https://github.com/neulab/compare-mt

\(^9\)https://en.wikipedia.org/wiki/F1_score
Table 10: Comparison of translation outputs with human translations.

| BLEU score range | English label | fairseq proposal (sys6) | Human translations | Comments |
|------------------|--------------|------------------------|--------------------|----------|
| 0-0.2            | Familial hypophosphataemic rickets | rickets hypophosphatémiées familiaux | Rachitisme familial hypophosphatémiique | Unknown word |
|                  | Adult-onset Still disease, buttock | apparition d’un adulte maladie mortelle, fessier | Maladie de Still survenant chez l’adulte, fesse | Proper name misunderstood/not recognised |
|                  | Common bile duct blunt injury | lésion de contour du canal biliaire commun | blessure contondante du canal cholédoque | Ambiguity of label (common) |
| 0.21-0.5         | Context of assault, gang rivalry | contexte de l’agression, rivalité entre gangs | Contexte d’agression, rivalité entre gangs | Inappropriate insertion of article |
|                  | Barrett adenocarcinoma | adénocarcinome de Barrett | Adénocarcinome de Barrett | Proper name misunderstood |
|                  | Fracture of thumb bone | fracture du pouce | Fracture de l’os du pouce | Missing word |
| 0.51-0.9         | Talipes equinovarus | pied bot équinovarus | talipes equinovarus | Use of correct synonym |
|                  | Unintentional exposure to or harmful effects of oxazolidinediones | exposition non intentionnelle ou effets nocifs des oxazolidinediones | Effets nocifs ou exposition accidentelle à des oxazolidinediones | Word order and use of correct synonym |

We also present translation examples coming from our trained models, based on compare-mt. Table 9 shows four examples of the translation systems. The first two lines present a perfect translation coming from MOSES (sys3), while the last two lines show a perfect translation by the fine-tuned CNN model (sys6), due to transfer learning.

Next, we present a categorization of the translation BLEU scores on the 24k ICD-11 validated sample in Figure 3. The translations were studied by a medical expert, who extracted three categories using manually selected thresholds. A relatively small 27% of the translations required re-translation, a 45% needs to be reviewed and finally a 28% require to be just validated.

Last, a comparison translation outputs with human translations follows in Table 10. We present translation examples, given by the finetuned CNN model with medical terminologies (sys6), compare them with human translations, observing interesting linguistic phenomena. The comparison shows that as the BLEU score increases, the system outputs "less acceptable" translations with cases like unknown words and ambiguities, to more "acceptable" translations with cases like word order and correct synonym use.

5 Conclusion

In this work, an automated pipeline for translating and evaluating medical terminologies is presented. The pipeline is tested comparing different machine translation methods, to translate WHO ICD-11 and ICF terminologies from English to French. Over ten legacy medical terminologies along with ICD-10 are used for training the pipeline. A traditional MOSES SMT approach that manages to produce a good baseline translation is shown. We have tested NMT methods and found that finetuning largely pre-trained models like fairseq’s CNN on medical terminologies, incorporating transfer learning, can improve the quality of the translation. Last, we presented a simple method to generate automatically a test subset via existing terminologies.

The pipeline is adaptive to the typology of the studied terminology and it can be extrapolated easily to other languages for medical terminologies. The methodology enables researchers and healthcare end-users globally with a jump start approach that allows fast and effective translation of newly updated versions of terminologies.

For future work, using multilingual models (Liu et al., 2020) may omit the need for training multiple models in different languages. Last, additional medical datasets can be explored, not only for training but for creating larger validated corpora as well, following the constantly growing area of freely available language resources.
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