Study on silicon drift detector efficiency using Monte–Carlo simulation and experimental methods
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Abstract: The energy calibration and efficiency calibration of one silicon drift detector (SDD) are introduced here. The energy calibration is achieved using four radioactive sources, and the linear correlation coefficient is close to one. The efficiency curve of the SDD is obtained by Monte–Carlo simulations from 0.5 keV to 40 keV. Then, the efficiency of the SDD is calibrated using two radioactive sources. The results of experiments are compared with the calculated and the relative deviation are within 5.6%.

1 Introduction

Energy spectrum is the most direct and accurate description of X-ray radiation. [1] A complete X-ray continuum spectrum, which can reflect the X-ray tube voltage, half-value layer, the average energy, and Gy/Sv conversion coefficient. [2] Particle fluence is a way of describing the radiation field by recording the number of incident particles. When a particles reach a certain point in the radiation field, their energy is usually not monoenergetic, and the particle fluence has a spectral distribution of energy, which is called fluence spectrum. [3]

Silicon drift detector (SDD) is a kind of semiconductor detector commonly used in X-ray detection. [4] As of its counting rate, high energy resolution, and the ability to work at room temperature, it is widely used in energy dispersive X-ray fluorescence spectrometer (XRF) or energy dispersive spectrometer (EDS). The SDD used in this research project is a low-energy X-ray detector. The FWHM of the detector is <133 eV at 5.9 keV and the active detection area is 30 mm² chip collimated to 20 mm², the active Si thickness is 450 μm. The energy range of detection photons is (1–40) keV, and the crystals are protected by an 8-μm-thick beryllium window and stainless steel housing.

2 Energy calibration

When using SDD for X-ray measurement, the obtained data are the relationship between photon number and channel address, and cannot obtain the energy distribution intuitively. Usually, the detector can be calibrated using a radioactive source to obtain an intuitive photon energy distribution, which is spectrum. [5] In order to facilitate further research, we carried out the energy calibration of the detector.

There are few nuclides that can generate photons with energies below 20 keV. Four radioactive sources were selected in this study, which are 55Fe, 241Am, 57Co, and 88Y, respectively. The decay of 55Fe releases 5.9 keV of X-ray. When 241Am decays, α-ray is released. At the same time, a part of 59.5 keV γ-ray and (11.9–20.8) keV X-ray are released. When 57Co decays, it releases 6.4 and 7.1 keV of X-rays, releases 14.4 keV of γ-rays, and 88Y decays to produce 14.1 keV of X-rays. The energy spectra of several radioactive sources were measured using SDD, respectively. The energy spectra of 55Fe and 241Am are shown in Fig. 1.

The activity of 88Y is lowest in the four nuclides and can be used to verify the result of energy calibration. The 5.9 keV energy peak of 55Fe and the 13.9 keV energy peak of 241Am are obvious in the above figure. In addition, the 6.4 and 14.4 keV peak positions of 57Co are obvious, so the three sources of 55Fe, 241Am, and 57Co can be used for energy calibration. The relationship between the four energy points and the address of the three sources is shown in Fig. 2. The linear correlation coefficient is $R^2 = 1$, thus, the detector energy linearity is very good.

Where $y$ is energy of photon, its unit is keV, $x$ is the channel address. The calibration results were validated using the 14.1654 keV peak of 88Y, as shown in Fig. 3, which resulted in an energy of 14.1995 keV, the error is 0.2%.

3 Monte–Carlo simulation of the intrinsic efficiency

Efficiency calibration is the experimental work to determine the efficiency of a nuclear radiation detector in recording incident particles. A common method is direct calibration using a series of standard radioactive source with known rates of decay and branching. That can also be obtained by Monte–Carlo simulation...

---

*Fig. 1 Measured energy spectrum of 55Fe and 241Am

Fig. 2 Relationship between energy and channel
and then calibrate a few points with standard radioactive sources.

The Monte–Carlo codes MCNPX [7] and GEANT4 [8] are used to calculate the detector's efficiency. Both calculating software include reaction sections for neutron, photon, and electron transport. The detector model is necessary for Monte–Carlo simulations. The structure and size of the detector are very important in the model establishment. The parameters given by the manufacturer can be used as a reference. The most accurate and effective method is to perform fluoroscopic imaging of the detector. We performed X-ray radiographs of the detector to check the nominal dimensions specified by the manufacturer and the X-ray radiography [9]. The dimension and structure of the simulation model are shown in Fig. 4.

Fig. 5 shows the efficiency curve of the detector calculated by Monte–Carlo software. The response of the detector to the monoenergetic photons of 60 energy points is calculated from 0.1–40 keV. The intrinsic efficiency of the detector varied from 2 to 99.3% in the energy range. The results of some energy points of the simulation calculation are as follows: 99%@5.9 keV, 99%@6.5 keV, 87%@11.9 keV, 72%@14 keV, 51%@16.9 keV, 46%@17.8 keV. It can be seen that the detection efficiency of the detector is the highest at 5–10 keV, about 99%, the photon detection efficiency drops rapidly at energies >10 keV, and the detection efficiency at 40 keV is only about 5%. The reason is that crystal thickness is too small, high energy photons cannot be deposited energy within the crystal.

4 Measurements with radioactive sources

The intrinsic efficiency is a function of X-ray energy and which can be expressed by the equation [10],

\[
e_i = T(E) \cdot A(E) \cdot (1 - P_{esc}(E)),
\]

where \(e_i(E)\) is the intrinsic energy, \(E\) is the photon's energy, \(T(E)\) is the transmittance of be window, \(A(E)\) is the photon absorption in sensitive areas, \(P_{esc}(E)\) is the probability of generating K fluorescence escape. Where \(T(E)\) and \(A(E)\) are expressed as follows,

\[
T(E) = \exp(-\sum_{\text{layers}} \mu_l \cdot d_l),
\]

\[
A(E) = 1 - \exp(-\tau_{Si} \cdot d_{Si}),
\]

where \(\mu_l\) is the attenuation coefficient in material layer \(l\) for X-rays with energy \(E\), \(d_l\) is the material thickness, \(\tau_{Si}\) is the Si's photoelectric absorption coefficient and \(d_{Si}\) is the Si's thickness. Mass attenuation coefficients can be inquired in database or calculated by computer program. [11]

The relevant data of the sources used in the experiments are shown in Table 1. The comparison of the MC simulated spectrum and the measured spectrum of the \(^{241}\text{Am}\) and \(^{55}\text{Fe}\) are shown in Fig. 6. For better visualisation, the calculated spectra have been shifted to the right a little.

Using the results of experimental tests to verify that the positive results of the simulation results are a reliable method [15].
The experimental results at these energy points are: 96.0%@5.9 keV, 96.5%@6.5 keV, 90%@11.9 keV, 69%@14 keV, 50%@16.9 keV, 44%@17.8 keV. The comparison of the simulation and experiment are shown in Fig. 7. The relative deviation between experimental and simulated efficiencies are within 5.6% in most cases. Due to the influence of air in the experiment, most of the experimental values are lower than the theoretical simulation values.

5 Conclusion

The energy calibration curve and detection efficiency curve are obtained in this work. The studies have shown that the Monte-Carlo simulation results are in good agreement with the results of the radioactive source calibration, indicating that the results of the computational model are reliable. The SDD is suitable for low energy X-ray detection, especially soft X-ray below 10 keV.
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Fig. 7 Experimental and simulated intrinsic efficiencies of the detector
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