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Abstract

Swing amplification is a model of spiral arm formation in disk galaxies. Previous \(N\)-body simulations show that the epicycle phases of stars in spiral arms are synchronized. However, the elementary process of the phase synchronization is not well understood. In order to investigate phase synchronization, we investigate the orbital evolution of stars due to gravitational scattering by a perturber under the epicycle approximation and its dependence on orbital elements and a disk parameter. We find that gravitational scattering by the perturber can cause phase synchronization of stellar orbits. The epicycle phases are better synchronized for smaller initial epicycle amplitudes of stars and larger shear rates of galactic disks. The vertical motion of stars does not affect the phase synchronization. The phase synchronization forms trailing dense regions, which may correspond to spiral arms.

Unified Astronomy Thesaurus concepts: Spiral arms (1559); Stellar kinematics (1608); Stellar motion (1615)

1. Introduction

Spiral structures are a common pattern for astrophysical disks. Disk galaxies with spiral arms are called spiral galaxies. Grand-design spiral galaxies have a few global, continuous, and symmetric spiral arms; multiarm spiral galaxies have an intermediate-scale spiral structure; and flocculent spiral galaxies have many intangible, irregular local spiral arms. Some protoplanetary gas disks show spiral arms that may be produced by gravitational instability (Pérez et al. 2016). It is also theoretically suggested that Saturn’s rings have small spiral arms or wakes, considered to be formed due to the gravitational instability of the ring.

The formation of galactic spiral arms is an important astrophysical problem. The formation models can be divided into two classes: those with and without perturbers. Gravitational interaction of the disk with a perturber leads to spiral arm formation. Perturbers can be internal, such as bars (Baba 2015), or external, such as satellite galaxies (Pettitt et al. 2016). Spiral arms develop spontaneously in disks without perturbers. There are two formation models for spontaneous spirals: density waves and material arms. In the density wave model, spiral arms are considered to be quasi-stationary standing patterns (Lin & Shu 1964). The spiral arms are periodic coarse waves of the surface density that propagate through the disk. However, no simulations show stationary spiral arms. In the material arm model, stars gather due to their self-gravity to form spiral arms. The arms are transient and recurrent (Sellwood & Lin 1989), as observed in \(N\)-body simulations (e.g., Sellwood & Carlberg 1984; Sellwood 2000; Baba et al. 2009; Fujii et al. 2011). When spiral arms recur, swing amplification is considered to be the formation mechanism. In swing amplification, the surface number density of stars is enhanced when Toomre’s \(Q \sim 1–2\), and a leading mode of the stellar distribution is amplified and begins to trail during rotation (Goldreich & Lynden-Bell 1965; Julian & Toomre 1966; Toomre 1981).

Some studies have confirmed that swing amplification is appropriate for spiral formation. Michikoshi & Kokubo (2014) performed local \(N\)-body simulations to investigate the relation between the pitch angle of spiral arms and the disk parameter, and showed that swing amplification can explain this relation. Michikoshi & Kokubo (2016a) calculated the pitch angle, wavelength, and amplification factor as a function of the disk parameters based on swing amplification, and performed local \(N\)-body simulations to compare with their formula. They found that the results of the simulations are consistent with their formula. They also estimated the number of spiral arms based on swing amplification. Michikoshi & Kokubo (2018) performed global \(N\)-body simulations of spiral galaxies and found that the pitch angle and number of spiral arms agree with the formula of Michikoshi & Kokubo (2014) and Michikoshi & Kokubo (2016a). Furthermore, the observed pitch angle agrees with those in the \(N\)-body simulations and the swing amplification model (e.g., Seigar et al. 2006; Yu & Ho 2019).

Studies have been undertaken to investigate the mechanism of swing amplification itself. Julian & Toomre (1966) showed that a perturber in a disk forms a spiral structure by gravitational interaction. The gravity of the perturber induces an in-phase epicyclic motion of stars that leads to the formation of a spiral-like dense pattern. Michikoshi & Kokubo (2016b) derived the perturbation equation of the epicyclic motion of stars and investigated the process of swing amplification in detail. They found that the epicycle phases are synchronized during density amplification. However, the mechanism of the phase synchronization and its dependence on orbital elements and disk parameters have not yet been clarified.

In this paper we study the orbital evolution of stars due to scattering by a perturber under the epicycle approximation and clarify the synchronization process of epicyclic motion. In Section 2, the model and simulation method are described. Section 3 presents the results of the simulation. Section 4 is devoted to a discussion. Finally, Section 5 summarizes the paper.
2. Model and Method

2.1. Epicycle Approximation

We use the epicycle approximation for stellar motion in a galactic disk (e.g., Binney & Tremaine 1987; Kokubo & Ida 1992). We adopt a local Cartesian coordinate system \((x, y, z)\) whose origin rotates around the galactic center with the circular frequency \(\Omega\), where the \(x\)-axis is directed radially outward, the \(y\)-axis is parallel to the direction of rotation, and the \(z\)-axis is normal to the \(x-y\) plane. We introduce a perturber at the coordinate origin. The equation of motion of a star is given by

\[
\begin{align*}
\ddot{x} &= 2\Omega \dot{y} + (4\Omega^2 - \kappa^2)x - \frac{GM_p}{(r^2 + c^2)^{3/2}}x, \\
\ddot{y} &= -2\Omega \dot{x} - \frac{GM_p}{(r^2 + c^2)^{3/2}}y, \\
\ddot{z} &= -\nu^2 z - \frac{GM_p}{(r^2 + c^2)^{3/2}}z,
\end{align*}
\]

where \(M_p\) is the perturber mass, \(G\) is the gravitational constant, \(c\) is the softening parameter, and \(\kappa\) and \(\nu\) are the epicycle and vertical frequencies given by

\[
\begin{align*}
\kappa^2 &= \left(\frac{R d\Omega^2}{dR} + 4\Omega^2\right)|_{(a,0,0)}, \\
\nu^2 &= \frac{\partial^2 \Phi}{\partial z^2}|_{(a,0,0)}.
\end{align*}
\]

In Equation (1), \(2\Omega \dot{y} - 2\Omega \dot{x}\) are the Coriolis force, \(4\Omega^2 x\) is the centrifugal force, and \(-\kappa^2 x - \nu^2 z\) represent the galactic gravitational force. The last terms in Equation (1) represent the gravity of the perturber.

We can normalize time by \(\Omega^{-1}\) and length by the tidal radius of the perturber given by

\[
r_t \equiv \frac{M_p}{(4 - \kappa^2 / \Omega^2) M_g} a^3,
\]

where \(a\) is the galactocentric distance and \(M_g\) is the effective mass of the galaxy that satisfies \(GM_g/a^2 = \Omega^2 a\). Then the normalized form of Equation (1) is

\[
\begin{align*}
\ddot{x} &= 2\dot{y} + \alpha \dot{x} - \frac{\alpha}{(\bar{r}^2 + c^2)^{3/2}} \bar{x}, \\
\ddot{y} &= -2\dot{x} - \frac{\alpha}{(\bar{r}^2 + c^2)^{3/2}} \bar{y}, \\
\ddot{z} &= -\beta^2 z - \frac{\alpha}{(\bar{r}^2 + c^2)^{3/2}} \bar{z},
\end{align*}
\]

where \(\alpha \equiv 4 - \kappa^2 / \Omega^2\) and \(\beta \equiv \nu / \Omega\). Hereafter, variables with tildes on top are normalized.

Neglecting the gravity of the perturber we can derive the analytical solution to Equation (4) as

\[
\begin{align*}
\bar{x} &= \bar{b} - \bar{a}_e \cos(\gamma \bar{t} - \phi_e), \\
\bar{y} &= \bar{y}_c - \frac{\alpha}{\gamma} \bar{b} \bar{t} + 2 \bar{a}_e \sin(\gamma \bar{t} - \phi_e), \\
\bar{z} &= \bar{a}_c \sin(\beta \bar{t} - \phi_c),
\end{align*}
\]

and the velocity components as

\[
\begin{align*}
\dot{x} &= \gamma \bar{a}_e \sin(\gamma \bar{t} - \phi_e), \\
\dot{y} &= -\frac{\alpha}{2} \bar{b} + 2 \bar{a}_e \cos(\gamma \bar{t} - \phi_e), \\
\dot{z} &= \beta \bar{a}_c \cos(\beta \bar{t} - \phi_c),
\end{align*}
\]

where \(\gamma = \kappa / \Omega\) and \(\bar{a}_c, \bar{a}_e, \bar{y}_c, \bar{b}, \phi_c, \phi_e\) are integration constants: \(\bar{a}_c\) and \(\phi_c\) are the amplitude and phase of epicyclic motion, \(\bar{a}_e\) and \(\phi_e\) are those of vertical oscillation, and \(\bar{b}\) and \(\bar{y}_c\) are the impact parameter and \(\bar{y}\) of the guiding center at \(\bar{t} = 0\). The period of the epicyclic motion is \(2\pi / \gamma\) in the normalized units.

Equation (4) includes the Jacobi integral:

\[
\bar{E}_d = \frac{\gamma^2 \bar{a}_e^2}{2} + \frac{\beta^2 \bar{a}_c^2}{2} - \frac{\bar{b}^2}{8} \alpha (4 - \alpha) - \frac{\alpha}{(\bar{r}^2 + c^2)^{1/2}}.
\]

We numerically integrate Equation (4) using the Runge–Kutta–Fehlberg method. Here, we take \(\bar{c} = 1.0\) in the simulation.

2.2. Simulation Models

2.2.1. Disk Parameters

The galactic disk rotates differentially with a shear rate \(\Gamma\) given by

\[
\Gamma \equiv \frac{d \log \Omega}{d \log R} \equiv 2 - \frac{\gamma^2}{2} = \frac{\alpha}{2}.
\]

The shear rate ranges from 0 for a rigid rotation to \(3/2\) for Kepler rotation. The observed frequencies in the solar neighborhood are \(\gamma = 1.39\) and \(\beta = 3.81\) (Binney & Tremaine 1987). For \(\gamma = 1.39\), the shear rate is \(\Gamma \approx 1.034\). We take \(\Gamma = 1.034\) mainly, and use \(\Gamma = 0.5, 1.0,\) and 1.5 to compare each case. To investigate the dependence on the shear rate, we vary \(\Gamma\) from 0–1.5. The vertical frequency is fixed to \(\beta = 3.81\).

2.2.2. Initial Conditions

The initial position and velocity of a star \((\bar{x}, \bar{y}, \bar{z}, \dot{\bar{x}}, \dot{\bar{y}}, \dot{\bar{z}})\) are given from the initial orbital elements \((\bar{a}_{e,ini}, \bar{a}_{v,ini}, \bar{y}_{c,ini}, \bar{b}, \phi_{c,ini}, \phi_{v,ini})\). We introduce the subscript “0” to represent the orbital elements of a star at \(\bar{y} = \infty\), and the subscript “ini” to represent the orbital elements when we start the numerical integration. To investigate the dependence on the epicyclic and vertical oscillations, the initial epicyclic amplitude \(\bar{a}_{e,0}\) is varied between 0 and 2.0, and the vertical amplitude \(\bar{a}_{v,0}\) is varied as 0.125 and 0.500. The epicyclic phase \(\phi_{e,0}\) is basically prepared as \(\{0, \pi/32, \cdots, 63\pi/32\}\), and the initial vertical phase \(\phi_{v,0}\) is prepared as \(\{0, \pi/8, \cdots, 15\pi/8\}\). We take \(\bar{y}_c = 0\), which means that \(\bar{y}\) of the guiding center is located on \(\bar{x}\)-axis at \(\bar{t} = 0\). We also take the impact parameter \(\bar{b}_0\) to be 2.5–6.0 to investigate the dependence on the impact parameter. Next, we set the initial orbital element based on the above parameters. We assume that the epicyclic and vertical oscillations do not change before the initial condition: \(\bar{a}_{e,ini} = \bar{a}_{e,0}\), \(\bar{a}_{v,ini} = \bar{a}_{v,0}\), \(\phi_{e,ini} = \phi_{e,0}\), and \(\phi_{v,ini} = \phi_{v,0}\). The initial impact parameter \(\bar{b}_{ini}\) can be calculated based on the conservation of the Jacobi integral of Equation (7). We also set the initial \(\bar{y}\) of the guiding center to be \(-\alpha \bar{b}_{ini} \bar{t}_{ini}/2 = 32.0\). The integrating time of the simulation is \(\bar{t} = 32.0\).
Next, we simulate a group of stars to investigate a distribution. We take \( b_\parallel = 0 \) for all the stars. We prepare two cases for the initial epicycle phases: for one case \( \phi_{e,0} \) is determined randomly, while for the other \( \phi_{e,0} = 0, \pi/2, \pi, \) and \( 3\pi/2 \) are used. We also set the initial phases of the vertical oscillations randomly. The initial epicycle amplitude of the stars is based on the Rayleigh distribution, for which \( \langle a_{e,0}^2 \rangle^{1/2} = \{0.125, 0.500\} \). The initial vertical amplitude is fixed as \( a_{v,0} = 0.125 \). We set the impact parameter uniformly between \( 0.5 \leq b_\parallel \leq 6.5 \). Here, we assume that these parameters do not change before the initial condition: \( a_{e,\text{ini}} = a_{e,0}, \ a_{v,\text{ini}} = a_{v,0}, \ \phi_{e,\text{ini}} = \phi_{e,0}, \ \phi_{v,\text{ini}} = \phi_{v,0}, \) and \( b_{\text{ini}} = b_\parallel \). Based on the above, we set the initial position to be \( 32.0 \leq -\alpha b_{\text{ini}} \leq 160 \). To compare with the solution of the perturbation analysis (Appendix), we prepare the same initial conditions for the perturbation analysis, but the vertical oscillation is neglected in this analysis. The integrating time of the simulation is \( t = 140 \).

The above initial conditions are summarized in Table 1.

### 3. Results

The change in the stellar orbits due to gravitational scattering by a perturber is investigated by numerical integration. The orbital elements with subscripts “fin” are the final values after gravitational scattering. We vary the initial orbital elements \( b_\parallel, \ a_{e,\text{ini}}, \ a_{v,\text{ini}}, \ \phi_{e,\text{ini}}, \ \phi_{v,\text{ini}} \) and the disk parameter \( \Gamma \) to clarify their effects.

#### 3.1. Phase Synchronization of Epicyclic Motion

##### 3.1.1. Phase Synchronization

First, we demonstrate the dependence of the evolution of the epicycle phase on the epicycle amplitude. The initial condition is model 1 and the initial vertical amplitude and phase are fixed as \( a_{e,\text{ini}} = 0.125 \) and \( \phi_{v,\text{ini}} = 0 \). Figure 1 shows the stellar trajectories and the time evolution of the epicycle phase and its deviation for \( a_{e,\text{ini}} = 0.125 \) and 0.500. For the small \( a_{e,\text{ini}} \) case (top panels), although the stars have different epicycle phases initially, their phases are synchronized after scattering (Figure 1(a), \( \bar{\nu} < 0 \) region). The epicycle amplitude becomes \( a_{e,\text{fin}} = 0.35 \pm 0.09 \) and the impact parameter becomes \( b_{\text{fin}} = 3.00 \pm 0.02 \). Generally the epicycle amplitude and the impact parameter increase by scattering for small \( a_{e,\text{ini}} \). The epicycle phases converge to 1.1 and the standard deviation is around 0.28 (Figure 1(b)). In other words, the gravity of the perturber causes the epicycle phases to be synchronized.

In contrast, the epicycle phases do not change significantly for large \( a_{e,\text{ini}} \) (bottom panels). The trajectories (Figure 1(c)) show that the epicyclic motions after scattering are not the same. The final epicycle amplitude and impact parameter are \( b_{\text{fin}} = 0.55 \pm 0.23 \) and \( b_{\text{fin}} = 3.02 \pm 0.08 \), respectively. Generally the average of the epicycle amplitude and impact parameter increase less as \( a_{e,\text{ini}} \) increases. In other words, the epicyclic motions barely change, so that phase synchronization does not occur (Figure 1(d)).

The above results clearly show that the degree of phase synchronization depends on the initial epicycle amplitude. We investigate this dependence in Section 3.2.2.

#### 3.1.2. Effect of Vertical Motion

We use model 1 to investigate the effect of the vertical motion on the phase synchronization. Figure 2 shows the final epicycle phase against the initial epicycle phase for model 1. The final phases for \( a_{e,\text{ini}} = 0.125 \) and \( a_{v,\text{ini}} = 0.125 \) and those for \( a_{e,\text{ini}} = 0.125 \) and \( a_{v,\text{ini}} = 0.500 \) overlap, and those for \( a_{e,\text{ini}} = 0.500 \), \( a_{v,\text{ini}} = 0.125 \), \( a_{e,\text{ini}} = 0.500 \), and \( a_{v,\text{ini}} = 0.500 \) overlap. We find that the final epicycle phases are the same despite the different initial vertical amplitudes.

Next, we investigate the effect of the initial epicycle and vertical phases. Model 2 is used for the initial condition. We use 16 initial phases for the epicyclic and vertical oscillations. Figure 3 shows the relation between the initial and final phases. As there are 16 patterns for each phase, each panel in the figure includes 256 data points. The left panels show that the final epicycle phase is independent of the initial vertical phase. In panel (a), 16 data points overlap at each plotted point, which implies that the difference between the initial vertical phases does not affect the final epicycle phase. Panel (c) shows that the points are aligned vertically, which results from the difference in the initial epicycle phases. The final epicycle phase does not change even if the initial vertical phase varies. The right panels show the dependence of the final vertical phase on the initial phases. Panel (b) shows that the final vertical phase is almost independent of the initial epicycle phase. On the other hand, in panel (d) the final vertical phase is strongly related to the initial vertical phase. However, the change in the vertical phases is the same for different initial vertical phases. The final vertical phases have no particular phases. These results confirm that the epicyclic motion is independent of the vertical motion. This behavior agrees with Michikoshi & Kokubo (2014). Thus, hereafter we use \( a_{v,\text{ini}} = 0.125 \) and \( \phi_{v,\text{ini}} = 0 \) in all models.

### Table 1

| Model | \( \Gamma \) | \( b_\parallel \) | \( a_{e,\text{ini}} \) | \( a_{v,\text{ini}} \) | \( \phi_{e,\text{ini}} \) | \( \phi_{v,\text{ini}} \) |
|-------|--------------|-------------------|----------------------|----------------------|----------------------|----------------------|
| 1     | 1.034        | 3.0               | 0.125, 0.500         | 0.125, 0.500         | 0, \pi/32, ..., 63\pi/32 | 0                     |
| 2     | 1.034        | 3.0               | 0.125                | 0.125                | 0, \pi/8, ..., 15\pi/8 | 0, \pi/8, ..., 15\pi/8 |
| 3     | 1.034        | 2.5-6.0           | 0                    | 0.125                | 0, \pi/32, ..., 63\pi/32 | 0                     |
| 4     | 1.034        | 3.0, 4.0, 5.0, 6.0 | 0-2                  | 0.125                | 0, \pi/32, ..., 63\pi/32 | 0                     |
| 5     | 0.0625-1.5   | 3.0               | 0.125                | 0.125                | 0, \pi/32, ..., 63\pi/32 | 0                     |
| 6     | 0.5, 1.0, 1.5 | 0.5-6.5           | Rayleigh (rms = 0.125, 0.500) | 0.125                | random                | random                |
| 7     | 1.034        | 0.5-6.5           | Rayleigh (rms = 0.125) | 0, \pi/2, \pi, 3\pi/2 | random                | random                |
| 8     | 1.034        | 0.5-6.5           | Rayleigh (rms = 0.125) | ...                   | random                | ...                   |
| 9     | 1.034        | 0.5-6.5           | Rayleigh (rms = 0.125) | 0.125                | random                | random                |

The Disk Parameters and the Initial Condition of the Orbital Elements

---
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3.2. Dependence on Orbital Elements and a Disk Parameter

3.2.1. Impact Parameter

Figure 1 shows that the gravity of the perturber is responsible for the synchronization of the epicycle phase. We investigate the dependence of the final epicycle phase on the initial impact parameter that determines the strength of the gravity of the perturber. The impact parameter $b_0$ ranges from 2.5 to 6.0 (model 3). For simplicity the initial epicycle amplitude is set to $a_{e,ini} = 0$.

Figure 4 shows the final epicycle phase as a function of $b_0$. The final epicycle phase increases to around 1.5 with $b_0$. For large $b_0$, the epicycle phase converges to $\pi/2$. The phase $\pi/2$ corresponds to the star moving toward the perturber at $\tilde{y} = 0$. This value can be derived by perturbation analysis (Appendix).

3.2.2. Epicycle Amplitude

We investigate the effect of the initial epicycle amplitude on the final epicycle phase. The initial parameters are $a_{e,ini} = (0, 2.0]$ and $b_0 = (3.0, 4.0, 5.0, 6.0]$ (model 4). To calculate the standard deviation of the phases, an epicycle vector $\vec{a}_e = (\tilde{a}_e \cos \phi_e, \tilde{a}_e \sin \phi_e)$ is introduced. The average phase $\langle \phi_e \rangle$ is defined as the argument of the average epicycle vectors, $\langle \vec{a}_e \rangle$. Figure 5 shows the average and standard deviation of the final epicycle phases. The large initial epicycle amplitude results in a large deviation; in other words, weak synchronization. For $b_0 = 3.0$, the average phase increases with $a_{e,ini}$ and, for $b_0 = 4.0$, it increases slightly only for a large initial epicycle amplitude. On the other hand, the average phases for $b_0 = 5.0$ and 6.0 barely change over all $a_{e,ini}$. Figure 5 also shows that the average phase for $a_{e,ini} \to 0$ increases with $b_0$, and it agrees with the results of Figure 4.
Figure 2. Dependence of the final epicycle phase on the initial epicycle phase for each initial condition. The open square and plus symbol data points correspond to the cases \( e_{\text{ini}} = 0.125, 0.500 \), and \( e_{\text{ini}} = 0.125 \) for each model. The open circle and cross symbol data points correspond to the cases \( e_{\text{ini}} = 0.125, 0.500 \), and \( e_{\text{ini}} = 0.500 \). The other initial parameters are \( b_0 = 3.0 \) and \( \phi_{\text{ini}} = 0 \), and the disk parameter is \( \Gamma = 1.034 \).

Figure 6 shows the standard deviation as a function of \( \tilde{a}_{e,\text{ini}} \) for each \( b_0 \). For the same initial epicycle amplitude, the deviation increases with \( b_0 \). This is because large \( b_0 \) leads to a large distance between the star and the perturber and thus their weak gravitational interaction. For \( b_0 = 4.0, 5.0 \), and 6.0, the deviation is saturated around \( \sigma_0 \approx 1.8 \) for \( \tilde{a}_{e,\text{ini}} > 0.5 \). This corresponds to a random distribution of the final epicycle phases. When the distribution of the phase is random, the deviation is equal to \( \pi/\sqrt{3} \approx 1.81 \). Note that for a completely random distribution, the average vector \( \tilde{a}_e \) is zero and thus the phase is not defined. For \( b_0 = 3.0 \), the deviation of the epicycle phases is slightly smaller than that between \( \tilde{a}_{e,\text{ini}} = 1.5 \) and 2.0. This is because for large \( \tilde{a}_{e,\text{ini}} \) some stars are sufficiently close to the tidal radius of the perturber to be scattered strongly, and their epicycle phases are biased. We find that phase synchronization needs a small \( b_0 \) and \( \tilde{a}_{e,\text{ini}} \).

3.2.3. Shear Rate

To investigate the dependence on the shear rate, we use model 5. Figure 7 shows the dependence on \( \Gamma \) of the averaged final epicycle phase and its standard deviation. The upper panel shows that the average phase is around 1.0 for \( \Gamma \geq 0.4 \), while it varies for small \( \Gamma \). This is because the average of the epicycle phases is nearly a zero vector so that the average of the epicycle phases changes easily. We find that a large shear rate results in a small deviation. Around \( \Gamma \approx 0.7 \), the deviation decreases rapidly with increasing \( \Gamma \). As the shear rate decreases, the standard deviation becomes large and saturates. This is because a small shear rate leads to weak gravity in Equation (4), and thus the epicycle phases are not synchronized. When the effect of gravity is large, the epicycle phases are well synchronized. However, a larger shear rate leads to a shorter timescale of the gravitational interaction. We note that a large gravitational effect and a short timescale of the gravitational interaction have opposite roles for phase synchronization. Figure 7 shows that a large shear rate is preferable for phase synchronization.

3.3. Spatial Structure

3.3.1. Trailing Pattern

We focus on Figure 8(b) and investigate the structure around the perturber. Figure 8(b) shows how the surface density is amplified for the \( \langle q_{e,\text{ini}}^2 \rangle^{1/2} = 0.125 \) and \( \Gamma = 1.0 \) case, and we find trailing patterns around the perturber. These trailing patterns are slightly curved and the curves correspond to the orbits of the stars. We find that the shear and epicyclic motion of the stars produce the trailing patterns in this shape. Here, we focus on the first trailing pattern, although the amplification of the second trailing pattern is larger than that of the first, because the second trailing pattern is likely changed by self-gravity. The surface density is most greatly amplified by 1.93 times at \( (\tilde{x}, \tilde{y}) \approx (3.2, -7) \) in first trailing pattern. We find that gravitational scattering by the perturber creates the trailing patterns around the perturber.

3.3.2. Dependence on Epicycle Parameters and Shear Rate

We investigate the dependence of the initial epicycle amplitude and the shear rate on the trailing patterns by using model 6. Figure 8 shows the amplification distribution of the surface density around the perturber for each case. For the \( \Gamma = 1.0 \) and 1.5 cases, some trailing patterns are observed, while there are no substantial structures for the \( \Gamma = 0.5 \) case. The surface density is most greatly enhanced by 2.59 times for the \( \langle q_{e,\text{ini}}^2 \rangle^{1/2} = 0.125 \) and \( \Gamma = 1.5 \) case. We find that the trailing pattern gets larger and its density enhancement increases with shear rate. On the other hand, the initial epicycle amplitude does not affect the basic spatial pattern, while the density amplification weakens as it increases.

The location of the densest region depends on the shear rate. The trailing pattern becomes more parallel to \( \bar{y} \)-axis for larger \( \Gamma \). The densest regions are located at \( (\tilde{x}, \tilde{y}) \approx (3.2, -7) \), \( (4.2, -20) \), and \( (4.2, -20) \) for \( \Gamma = 1.0 \), the second and third trailing patterns are produced for \( \bar{y} \approx -35 \). The second trailing pattern appears around \( \bar{y} \approx -57 \) for \( \Gamma = 1.5 \). Using the angle between the azimuthal direction and the line connecting the coordinate origin and the densest region as the proxy for the pitch angle of spiral arms \( i \), we compare our results with the previous theoretical and observational studies. We obtain \( i \approx 25^\circ \) for \( \Gamma = 1.0 \) and \( i \approx 12^\circ \) for \( \Gamma = 1.5 \). These results are consistent with not only the theoretical model of spiral arms where \( i = 22^\circ \) for \( \Gamma = 1.0 \) and \( i = 10^\circ \) for \( \Gamma = 1.5 \) (Michikoshi & Kokubo 2014) but also the observations where \( i = 27.62 \pm 3.99 \) for \( \Gamma = 1.0 \) and \( i = 9.32 \pm 5^\circ \) for \( \Gamma = 1.5 \) (Seigar et al. 2006, 2014). It should be noted that the definition of the proxy pitch angle here is not rigorous since the trailing pattern is curved and the stellar self-gravity may affect the spatial structure as discussed in Section 4.2.

Next, we take particular initial epicycle phases to investigate the effect on the spiral structure: \( \phi_{e,\text{ini}} = 0, \pi/2, \pi, 3\pi/2 \) (model 7), Figure 9 shows the degree of amplification for each case. The surface density is most amplified for the \( \phi_{e,\text{ini}} = \pi \) case (Figure 9(c)) and least amplified for the \( \phi_{e,\text{ini}} = 3\pi/2 \) case (Figure 9(d)). By comparing Figure 8(b), it is found that the
The surface density is more amplified for the $\phi_{e, ini} = \pi$ case (Figure 9(c)) than for the result in Figure 8(b). The condition of the epicycle phase $\phi_{e} = \pi$ is that the gravitational force, the Coriolis force, and the tidal force are the same direction when the guiding center is at $\tilde{y} = 0$, so that the gravitational force works efficiently. The structures, except for the density, are the same as in Figure 8(b).

### 3.3.3. Comparison with Perturbation Analysis

We produce a distribution based on the perturbation analysis by using model 8. Figure 10(a) shows the distribution around the perturber. In Figure 10(a), the surface density is the most amplified by a factor of 3.2. To compare with the analysis, we produce a distribution in the same condition using model 9. Figure 10(b) shows the result of the simulation. These two figures suggest that the structures are similar in these cases and that the perturbation analysis can reproduce the results of the

---

**Figure 3.** Final epicycle and vertical phases represented as a function of the initial epicycle and vertical phases. The different color points correspond to the different initial epicycle phases. The initial condition is model 2. Each panel shows 256 points. (a) $\phi_{e, ini} - \phi_{e, fin}$: each of the 16 data points overlap at each plotted point. (b) $\phi_{e, ini} - \phi_{v, fin}$: showing that the vertical phase is independent of the initial epicycle phase. (c) $\phi_{v, ini} - \phi_{e, fin}$: a vertical difference occurs due to the initial epicycle phase. (d) $\phi_{v, ini} - \phi_{v, fin}$: the vertical phases change uniformly.

**Figure 4.** Dependence of the final epicycle phase on $\delta_0$. The initial condition is $\phi_{e, ini} = 0$, $\delta_{v, ini} = 0.125$, and $\phi_{v, ini} = 0$, and the disk parameter is $\Gamma = 1.034$. 

---
simulation. However, the perturbation analysis does not include the change in the quadrant of the star’s position, although some stars are observed to be strongly scattered and to move to the second quadrant in the simulation. We find that the perturbation analysis is not rigorous, but can roughly evaluate the structures.

Figure 5. Dependence of the final epicycle phase on the initial epicycle amplitude for $\tilde{b}_0 = 3.0, 4.0, 5.0, \text{ and } 6.0$ in model 4. The error bars represent the standard deviation. The deviation decreases as $\tilde{a}_{e,\text{ini}}$ decreases.

Figure 6. Standard deviation of the final epicycle phases as a function of the initial epicycle amplitude. We use model 4 as the initial condition. The deviation decreases as $\tilde{b}_0$ and $\tilde{a}_{e,\text{ini}}$ decrease.
4. Discussion

4.1. Toomre’s Stability Criterion

Toomre’s stability criterion $Q$ is an indicator of the stability of differentially rotating stellar disks given by Toomre (1964)

$$Q = \frac{\sigma_R \kappa}{3.36 \Sigma_0 G},$$

where $\Sigma_0$ is the mean surface density. The critical wavelength of the gravitational instability is given by

$$\lambda_{cr} = \frac{4\pi^2 G \Sigma_0}{\kappa^2}.$$

The normalized wavelength can be calculated as

$$\tilde{\lambda}_{cr} = \left(\frac{4\pi \alpha}{4 - \alpha}\right)^{1/3},$$

where the mass of the perturber is assumed to be $M = \pi \lambda_{cr}^2 \Sigma_0$. Toomre’s $Q$ can be represented by normalized parameters as

$$Q = \frac{4\pi^2}{3.36} \frac{\sigma_R}{\gamma \lambda_{cr}} \simeq \frac{5.1 \sigma_R}{\alpha^{1/3} \gamma^{1/3}} \simeq 3.6 \langle \tilde{\alpha}_c^2 \rangle^{1/2} \frac{\gamma^{2/3}}{\alpha^{1/3}},$$

where we use the relation between the velocity dispersion and the epicycle amplitude: $\sigma_R = \langle \tilde{\chi}^2 \rangle^{1/2} = \gamma \langle \tilde{\alpha}_c^2 \rangle^{1/2} / \sqrt{2}$. For $Q = 1–2$, spiral arms develop due to the self-gravity (Lin & Shu 1964; Toomre 1981; Goldreich & Lynden-Bell 1965; Michikoshi & Kokubo 2016a). From Equation (12), we obtain $\langle \tilde{\alpha}_c^2 \rangle^{1/2} \simeq 0.3–0.6$ for $Q = 1–2$. Figure 8 shows that a trailing dense region exists around the perturber. If we consider the self-gravity, the amplitude of the region is likely to be more enhanced. We propose that an elementary process of the swing amplification can be interpreted as gravitational scattering in differentially rotating disks. The condition of the phase synchronization that $\langle \tilde{\alpha}_c^2 \rangle^{1/2}$ should be small corresponds to the disk instability condition that $Q < 2$.

When the initial $Q$ is small, $Q$ increases rapidly to around 1.6 during swing amplification (Michikoshi & Kokubo 2014, 2018). This situation corresponds to an increase in the epicycle amplitude by scattering in our simulation. This can be observed in Figure 1(a). In contrast, Michikoshi & Kokubo (2018) shows that $Q$ does not increase much when the initial $Q$ is large. Figure 1(c) corresponds to this situation.

Michikoshi & Kokubo (2016a) showed that the parameters related to the spiral structure depend weakly on $Q$. Figure 8 shows that the geometry of the structure is the same for different initial epicycle amplitude, which agrees with Michikoshi & Kokubo (2016a).

4.2. Effect of Self-gravity

Our simulation does not include the self-gravity of stars. The self-gravity plays an important role in the swing amplification (Toomre 1981). It is considered that dense regions shrink and their density is more amplified, and that this trailing structure becomes firmer due to the self-gravity. Because the first region becomes denser and the trajectories of the stars are changed by the self-gravity, we cannot easily predict how the second region changes. An important feature of this paper is that the mechanism of the swing amplification is studied as the orbital evolution under the epicycle approximation.
Figure 8. Density distribution of models of $\langle \delta_{e, ini}^2 \rangle^{1/2} = 0.125$ (top panels) and $\langle \delta_{e, ini}^2 \rangle^{1/2} = 0.500$ (bottom panels). The disk parameter $\Gamma$ is 0.5, 1.0, and 1.5 from the left to right panels.

Figure 9. Snap shot of the density distribution. The initial conditions are $\phi_{e, ini} = 0$, $\pi/2$, $\pi$, and $3\pi/2$ (as indicated in each panel), and $\langle \delta_{e, ini}^2 \rangle^{1/2} = 0.125$. 
5. Summary

In order to understand the elementary process of swing amplification in spiral arm formation in disk galaxies we have investigated the phase synchronization of stellar orbits due to gravitational scattering by a perturber under the epicycle approximation. We confirmed phase synchronization of epicyclic motion by scattering and clarified its dependence on the orbital elements and the disk parameter, namely the impact parameter $b_0$, the epicycle amplitude $\tilde{a}_{e,\text{ini}}$, the phase $\tilde{\phi}_{e,\text{ini}}$ and the shear rate $\Gamma$. We calculated the standard deviation of the epicycle phases to evaluate the phase synchronization and also investigated the spatial structure formed by the phase synchronization. The main findings in this paper can be summarized as follows:

1. The smaller the initial epicycle amplitude, the smaller the impact parameter and the larger the shear rate, resulting in a smaller deviation of the epicycle phases. For $\tilde{a}_{e,\text{ini}} \lesssim 0.5$ and $\Gamma \gtrsim 0.8$, the epicycle phases are synchronized. The vertical motion does not affect the phase synchronization.

2. In the surface density distribution of stars, the gravity of the perturber forms trailing dense regions by phase synchronization of the epicyclic motion. For smaller $(\tilde{a}_{e,\text{ini}})^2$ and larger $\Gamma$, the surface density is more amplified. For a larger shear rate, the structure is more parallel to the azimuthal direction, and its size is larger. The group of stars with $\phi_{e,\text{ini}} = \pi$ shows the densest trailing pattern.

3. Perturbation analysis reproduces well the spatial distribution obtained in the simulation.

In the present paper we demonstrated that gravitational scattering of stars by a softened point mass produces a trailing dense region, adding to the understanding of the basic physics.

However, in reality the perturber may not be a point mass but a finite-sized spiral arm. In the next paper we will explore the effects of the perturber shape on the phase synchronization.

We wish to thank Shugo Michikoshi for advice regarding the relation between our results and that of $N$-body simulations. E. K. is supported by JSPS KAKENHI grant No. 18H05438.

Appendix

Perturbation Analysis of Gravitational Scattering

We introduce the new orbital elements $\tilde{a}_{e,j}$ ($j = 1, 2$)

$$
(\tilde{a}_{e,1}, \tilde{a}_{e,2}) = (\tilde{a}_e \cos \tilde{\phi}_e, \tilde{a}_e \sin \tilde{\phi}_e). \quad (A1)
$$

From Equations (5) and (6), these elements satisfy

$$
\begin{align*}
\dot{\tilde{a}}_{e,1} &= \frac{2\tilde{\gamma} + \alpha \tilde{x}_e}{\gamma^2} \cos \tilde{\gamma}_e + \frac{\tilde{x}_e}{\gamma} \sin \tilde{\gamma}_e, \\
\dot{\tilde{a}}_{e,2} &= \frac{2\tilde{\gamma} + \alpha \tilde{x}_e}{\gamma^2} \sin \tilde{\gamma}_e - \frac{\tilde{x}_e}{\gamma} \cos \tilde{\gamma}_e.
\end{align*}
$$

(A2)

From Equation (4), the time derivative of Equation (A2) can be given as

$$
\begin{align*}
\dot{\tilde{a}}_{e,1} &= \frac{2F_x}{\gamma^2} \cos \tilde{\gamma}_e + \frac{F_x}{\gamma} \sin \tilde{\gamma}_e, \\
\dot{\tilde{a}}_{e,2} &= \frac{2F_y}{\gamma^2} \sin \tilde{\gamma}_e - \frac{F_y}{\gamma} \cos \tilde{\gamma}_e.
\end{align*}
$$

(A3)

where $F_x$ and $F_y$ are the $x$- and $y$-components of the gravity from the perturber, given as $\mathbf{F} = -\alpha \tilde{\gamma} \tilde{x}_e \mathbf{r}$. We adopt the impulse approximation where the stellar orbit is fixed and assume $\varepsilon = \tilde{a}_e / b \ll 1$. Substituting Equation (5) into $\mathbf{r}$ we expand $F_x$ and $F_y$ with $\varepsilon$ as

\[
\begin{align*}
F_x &= -\frac{\alpha}{b^2 L^3/2} + \left[ \frac{\alpha}{b^2 L^3/2} \cos(\gamma \tilde{\gamma}_e - \phi_e) - \frac{3\alpha}{b^2 L^5/2} \left( \cos(\gamma \tilde{\gamma}_e - \phi_e) + \frac{\alpha}{\gamma} \sin(\gamma \tilde{\gamma}_e - \phi_e) \right) \right] \varepsilon + \mathcal{O}(\varepsilon^2), \\
F_y &= -\frac{\alpha^2 \tilde{i}}{2 b^2 L^3/2} + \left[ \frac{3\alpha^2 \tilde{i}}{2 b^2 L^5/2} \left( \cos(\gamma \tilde{\gamma}_e - \phi_e) + \frac{\alpha}{\gamma} \sin(\gamma \tilde{\gamma}_e - \phi_e) \right) - \frac{2\alpha}{\gamma b^2 L^3/2} \sin(\gamma \tilde{\gamma}_e - \phi_e) \right] \varepsilon + \mathcal{O}(\varepsilon^2),
\end{align*}
\]
where $L = 1 + \alpha^2 \varepsilon^2 / 4$. The change in the new orbital elements by scattering is given by

$$\Delta \tilde{a}_{e,1} = \int_{-\infty}^{\infty} \tilde{a}_{e,1} d\tilde{t} = \frac{1}{\gamma b^2} \left[ C_1 \sin \phi_e \cdot \varepsilon + \mathcal{O}(\varepsilon^2) \right],$$

$$\Delta \tilde{a}_{e,2} = \int_{-\infty}^{\infty} \tilde{a}_{e,2} d\tilde{t} = \frac{1}{\gamma b^2} \left[ C_2 + C_3 \cos \phi_e \cdot \varepsilon + \mathcal{O}(\varepsilon^2) \right],$$

(A5)

where $C_1$, $C_2$, and $C_3$ are constants:

$$C_1 = -2 + \frac{8}{\gamma^2} \left( \frac{4 \gamma}{\alpha} \right)^2 K_0 \left( \frac{4 \gamma}{\alpha} \right) + \frac{8 \gamma}{\alpha^2 (16 - \alpha)} K_0 \left( \frac{4 \gamma}{\alpha} \right) \left( \frac{4 \gamma}{\alpha} \right) + 2 \left( \frac{4 \gamma}{\alpha} \right)^2 K_2 \left( \frac{4 \gamma}{\alpha} \right),$$

$$C_2 = \frac{8 \gamma}{\alpha} \left[ \frac{2}{\gamma} K_0 \left( \frac{2 \gamma}{\alpha} \right) + K_0 \left( \frac{2 \gamma}{\alpha} \right) \right],$$

$$C_3 = 2 + \frac{8}{\gamma^2} \left( \frac{4 \gamma}{\alpha} \right)^2 K_0 \left( \frac{4 \gamma}{\alpha} \right) + \frac{8 \gamma}{\alpha^2 (16 - \alpha)} K_0 \left( \frac{4 \gamma}{\alpha} \right) \left( \frac{4 \gamma}{\alpha} \right) + 2 \left( \frac{4 \gamma}{\alpha} \right)^2 K_2 \left( \frac{4 \gamma}{\alpha} \right).$$

(A6)

where $K_\nu(x)$ are the modified Bessel functions. Up to order $\mathcal{O}(\varepsilon)$ we obtain the final elements as

$$\tilde{a}_{e, \text{fin}} = (\tilde{a}_{e,1} + \Delta \tilde{a}_{e,1}, \tilde{a}_{e,2} + \Delta \tilde{a}_{e,2})$$

$$\simeq (\Delta \tilde{a}_{e,1}, \Delta \tilde{a}_{e,2}) = \left( \mathcal{O}(\varepsilon), \frac{C_2}{\gamma b^2} + \mathcal{O}(\varepsilon) \right).$$

(A7)

Equation (A7) shows that the final epicycle phase becomes around $\pi/2$ for small $\varepsilon$.
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