We present a generalized kick rotor model in which the phase of the kick can vary from kick to kick. This additional freedom allows one to control the transport in phase space. For a specific choice of kick-to-kick phases, we predict novel forms of accelerator modes which are potentially of high relevance for future experimental studies.

1. Motivation

For the standard map (often also called Chirikov-Taylor map) there is hardly any introduction necessary. It is one of the standard models of low-dimensional Hamiltonian chaos theory [1]. Also its quantized version, usually known as the quantum kicked rotor, has a long history of research [2], see also for instance [3,4] for older and [6] for a more recent review. The quantum kicked rotor has been of special interest over the last three decades because of two dynamical regimes, one which supports ballistic motion for resonant driving [3,6], and a second one where transport is suppressed in the same way as in an Anderson impurity model [2,4,7].

Many variants of the quantum kicked rotor are known, including realizations of quantum ratchets [8,11] and kicking in the presence of an additional gravity field [12], to name just a few. The kicking along the direction of gravity introduces new accelerator modes supporting directed ballistic transport [13]. A mechanism
for fast transport was recently also proposed in reference [14]. Here we propose an
interesting alternative to engineer the kick-to-kick phase of the potential, which
may turn out to be very useful for future experimental applications [15].

Phase noise in general tends to destroy quantum mechanical effects, thus hin-
dering transport close to the above mentioned quantum resonant driving [16] for
instance. Yet, in other contexts, a noisy environment may even help to enhance
the signal, a famous example being stochastic resonance in classical [17] and quan-
tum systems [18], or the enhancement of Landau-Zener tunneling in noise-driven
lattices [19]. Here we study the impact of controlled phase jumps of a periodic po-
tential which imparts the kicks. In the limit of an infinite sequence (or alphabet)
of jumping values, this corresponds essentially to a phase randomization, whilst for
a finite set, the classical and the quantum kicked dynamics can be described by
concatenated maps. The latter form a new map with a new temporal period for the
evolution of the kicked system.

In this paper, we analyze in the next section a specific classical evolution based
on a realization of phase jumps with a small alphabet, implying a new map with a
period of four single kicks. We study the fixed points of this new map and their
transporting behavior. Section 3 discusses implications of the classical evolution
on a quantum realization based on cold atoms kicked with a standing wave whose
relative phase in position space is changed from kick to kick. We first use a slightly
amended classical (so-called pseudo-classical) model to describe approximately the
quantum evolution. Then we show how our system proves useful for the population
of the predicted transporting islands by initial quantum states anchored to them.
Section 4 concludes the paper.

2. The classical kicked rotor and phase jumps

2.1. The general model

Our system is described by the classical kicked-rotor Hamiltonian:

\[ H(t') = \frac{p^2}{2} + K \cos(\theta + \phi_{t'}) \sum_{t \in \mathbb{Z}} \delta(t' - t), \]

(1)

with the additional time-dependent phase \( \phi_{t'} \) in the sinusoidal potential, as com-
pared to the original model [11]. Since the kicks act instantaneously, the potential
is zero in the moments of time when no kick acts. This means that our phase term
is only important when the kicks are flashed on, i.e. we can equally set \( \phi_{t'} = \phi_{t} \).
Moreover, the instantaneous kicks (imparted with strength \( K \) ) allow for a rather
simple dynamical description of the system by a mapping from just before one kick
to just before the next one [11], of the form:

\[ p_{t+1} = p_t + K \sin(\theta_t + \phi_t) \]
\[ \theta_{t+1} = \theta_t + p_{t+1} \mod 2\pi. \]

(2)
Fig. 1. Momentum (a) and angle coordinate (b) of fixed points with the property that $M_4$ maps $(p, \theta)$ into $(p \pm 2\pi, \theta + 10\pi \mod (2\pi) = \theta)$, found as a function of the kick strength $K$. We observe a series of bifurcations at which certain fixed points become unstable but producing new stable ones (with smaller stability islands around them) at certain values of $K$.

For the standard map $\phi_t = const. = 0$, and hence the map is periodic with the periodicity of one kick. Now if we allow $\phi_t$ to be chosen from a finite set and fix the order of their appearance, the map remains periodic, just with a longer period given by the size of the possible choices for the phase (or the size of the alphabet). This is the case we would like to study in the following in more detail. The central question is how we can control the transport in momentum space by a proper choice of the sequence of the values $\phi_t$.

2.2. Case study

To keep the description simple we focus from now on a specific choice of phases, which follows the pattern given by $\{0, \pi/2, 0, -\pi/2, \ldots\}$. A posteriori this choice will be justified by the interesting transporting islands it gives in the new phase space.
induced by the new periodic map obtained by applying four times Eq. (2). Each of these four steps may be represented by a nonlinear function from the initial to the final two variables \((p_t, \theta_t) \rightarrow (p_{t+1}, \theta_{t+1})\). We denote \(M_\phi\), with \(\phi = 0, \pi/2, -\pi/2\) for the first, second and fourth step respectively. The new time-periodic map is then just the concatenation of these functions:

\[
M_4 = M_{-\pi/2} \circ M_0 \circ M_{\pi/2} \circ M_0.
\] (3)

The classical evolution is visualized by iterating the map \(M_4\) and plotting the trajectories in Poincaré surface of sections \([1]\). In order to find such islands of local stability in the Poincaré maps, the task is the identify fixed points of the new map \(M_4\). In the limit of small \(K\), one can easily find the following stable fixed points in \((p, \theta)\): \((\pi, \pi), (\pi/2, 0), (3\pi/2, \pi), (0, \pi)\). All of them are surrounded by relatively large stable islands in phase space (for simplicity we call Poincaré surface of sections just phase spaces from now on). All have unstable partner fixed points (by the Poincaré-Birkhoff theorem \([1]\)), but the stable islands also disappear as \(K\) grows at some point. As one may easily verify, for all these fixed points, the momentum variable indeed returns to the initial value. In other words, all these islands are static and non-transporting in momentum space. That is the reason for looking at more interesting parameter values of larger \(K\) in the following.

Because of the nonlinearity of the problem, we obtain fixed point equations which are quite non-transparent, and for general values of the single parameter \(K\), analytical solutions are not simple. We may proceed instead by solving the fixed point equations numerically. Once identified we can search for them in phase space. There an island should be visible if the fixed point is stable, thus the stability is automatically checked in this way. Alternatively, one may numerically check the stability of the found fixed points by studying the stability of the linearized map close to them \([1]\). Figure \([1]\) shows the numerically found fixed points of a special class (see caption) as a function of the kicking strength \(K\) of the new map. At \(K \approx 1.7\), two branches are seen, which for increasing kick strength bifurcate more and more into an entire series of fixed points. The most prominent stable fixed points are characterized by the largest size of the island in phase space surrounding them. The area of these structures is indeed important, once we want to check the relevance of our findings for the quantum version of our map \(M_4\), as we will do in the following section.

Figure \([2]\) presents the islands of stability for two different values of the kick strength just before and after a bifurcation as shown in the previous figure around \(K \approx 2.2\). These Poincaré surface of sections are obtained by taking also the modulus of the momentum variable in all the applied iterations of the map of Eq. (3). Please note that all phase spaces are periodic in momentum with period \(2\pi\) as well, a trivial consequence of the sinusoidal kicking potential. Hence, instead of jumping from one phase space cell to the next one during the evolution given by \(M_4\), we let the trajectories form regular islands iterating over many applications of \(M_4\). That the islands are indeed transporting, i.e. the momentum (for any initial state chosen
Fig. 2. Poincaré surface of sections for $K = 2.154$ (left) and $K = 2.24$ (right), just below and above the bifurcation of the central island shown in the left panel. At $K \approx 2.2$, this islands splits into two new ones corresponding to two new stable fixed points. The new islands are typically smaller, hence the case shown in the left panel is better for applications in the quantum case, where the area has to be compared to the size of a Planck’s cell.

Within the regular islands) increases linearly with the number of kicks, is easily seen by not taking the modulus in momentum space. We refrain, however, to show such data here, since we will present a similar plot in comparison with the quantum case, see figure 3 in the next section.

Before we discuss possible experimental observations of the new accelerator modes, we conclude with a comment on the global phase space structure. The reader may easily convince him/herself that the modified standard map of Eq. (3) obeys an inversion symmetry around the point $(\theta = \pi, p = 3\pi/2)$. This symmetry implies the pair-wise existence of accelerator modes, one flying in the direction of lower momenta $p$, the second one in the direction of larger $p$. In other words, the global net transfer of momentum is zero, reminiscent of the sum rules for Hamiltonian ratchet systems [11,20]. Finally, as long as the kick strength is sufficiently large, i.e. $K > 2$, the islands corresponding to the new modes are surrounded by a chaotic sea. The latter is not visibly affected by the additional modulation of the potential phase, meaning that we see normal diffusion with and without the modulation.

3. Experimental implications

Apart from very recent realizations of kicked rotor dynamics by pulses propagating across optical fibers [21], the standard technique has been pioneered by Raizen and co-workers [5] using cold atoms. Nowadays experiments are performed with Bose-Einstein condensates, which allow for a much better control of the initial conditions of the atoms in phase space, see e.g. [8,10,22,26] for some recent experiments. Here the atoms always move along a line while kicked by a standing wave of laser
light. Since the atoms are moving along a one-dimensional line (neglecting other dimensions whose influence is indeed minimal in non-interacting atomic systems), the kicked rotor model has to be slightly amended. This can be done by reducing the quantum evolution in a periodic potential to the motion along a circle using Bloch’s theorem [23]. Then the experimental coordinates for the atomic center of mass momentum $P$ (in units of 2-photon recoils of the standing wave) and the atomic position $X$ (in units of the spatial period of the standing wave) transform into $P = n + \beta$ and $\theta = X \mod 2\pi$, where the integer $n$ is the angular momentum and $\beta \in [0, 1)$ the quasi-momentum. By Bloch’s theorem the quasi-momentum is a constant of the motion, and in practice it just determines the initial position of the atoms along the momentum axis in classical phase space [6,24].

The evolution defined by the map of Eq. (2) changes now in view of the experimental situation to [6,13,23–25]

$$I_{t+1} = I_t + K \sin(\theta_t + \phi_t)$$
$$\theta_{t+1} = \theta_t + I_{t+1} \mod 2\pi,$$  \hspace{1cm} (4)

with

$$I_t = p_t + \ell \pi + \tau \beta.$$  \hspace{1cm} (5)

Here $\ell \in \{0,1,2,\ldots\}$ is integer (known as the order of quantum resonant motion) and $\tau$ is the dimensionless kicking period for the original model. In experimental parameters it is given by $\tau = (T/T_T)4\pi$, where $T$ is the same period in seconds and the so-called Talbot time is $T_T \approx 66.3\mu s$ for $^{87}$Rb atoms [6,9,26] for instance. The classical kicking parameter $K$ must be identified as $K = k \tau$ for $\ell = 0$ and $K = k \ell$ for $\tau = 2\pi \ell + \epsilon$ (where we restrict to positive detunings $\epsilon$ from the quantum resonant values $\tau = 2\pi \ell$ [3,8] for notational simplicity), with the dimensionless kicking strength $k$ proportional to the intensity of the standing wave, see for instance [6,25] for details.

The classical map Eq. (4) is a good approximation for the true quantum evolution of kicked atoms as long as either $\tau$ (for $\ell = 0$) or $\epsilon$ (for $\ell > 0$) is small. Then they represent a limit of the quantum motion which is known as $\epsilon$-classical or pseudo-classical limit [6,13,23]. Our concatenated map Eq. (3) is formed just by iterating Eq. (4) four times with the sequence of phases used, e.g., in section 2.2. Hence, the form of Eq. (2) remains formally unaltered, and we can now compare the prediction of the previous section with full quantum computations. For the latter we have to introduce the quantized version of (4):

$$\hat{U}_4 = \hat{U}_{-\pi/2} \circ \hat{U}_0 \circ \hat{U}_{\pi/2} \circ \hat{U}_0,$$  \hspace{1cm} (6)

where the hat on the right side of the equation denotes the single kick quantum operators which are defined by

$$\hat{U}_{\phi_t} = e^{-i\tau P^2/2}e^{-ik\cos(\theta + \phi_t)} = e^{-i\tau(n+\beta)^2/2}e^{-ik\cos(\theta + \phi_t)}.$$  \hspace{1cm} (7)
The central result of this paper is that the transporting islands in phase space can indeed be populated by quantum wave packets anchored to them. The evolution defined by the new quantum map Eq. (6) then allows one to produce ballistically accelerated atoms. A simple way to check this is to plot the average energy of the corresponding quantum wave packets as a function of the number of iterations of Eq. (6). Figure 3 nicely shows the quadratic increase of the energy expectation value for appropriate parameters. The best increase can be reached in the limits $\tau \to 0$ or $\epsilon \to 0$ where the pseudo-classical approximation of the quantum motion is most accurate. Therefore, the smallest value of $\epsilon$ in figure 3 closely follows the classical result (obtained by evolving a classical ensemble of initial points in phase space within the resonance island from the left panel in figure 2). The size of a quantum mechanical state, the Planck cell, is in the pseudo-classical approximation determined by $2\pi\tau$ or $2\pi\epsilon$ respectively \cite{6,24,25}, explaining the good correspondence in this limits.

4. Summary

We presented a proposal for realizing interesting transport phenomena with generalized kicked rotor evolutions. Allowing for specific sequences of time-dependent
phases in the kicking potential we analyzed the classical dynamics of the corresponding generalized mappings. In particular, we report the existence of traveling islands in phase space, which turn out to be useful also for the quantum realization of the model with cold atoms [15]. State-of-the-art experiments with Bose-Einstein condensates could populate the predicted islands by controlling the initial conditions in phase space very well [6,26]. The higher the kicking strength (and the smaller the effective Planck's constant) can be made, the better one will observe ballistic motion of those initial wave packets.

The theoretical task remains to generalize our findings to larger alphabets of possible choices for the phase jumps. These may produce larger sizes of stable islands, which would be easier to control experimentally in the deeper quantum regime. The new ballistic modes would then form an optimal setting to detect chaos–or resonance-assisted tunneling [27] of the quantum wave packets out of the classical island structure.
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