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Abstract. The way to tap the inherent law of ECG data and feature extraction is of vital in the absence of prior knowledge of the situation. This paper presents a self coded neural network model, which is reconstructed after compression of ECG data. The compression process eliminates the redundancy of data within the original data firstly from the low dimensional with more concise representations. In order to verify the features extracted from the neural network, we select the simplest and most direct distance based K nearest neighbour classification method. By using a self compiled neural network to extract features from the data set, the classification accuracy of K nearest neighbour classification can be greatly improved. The experimental results show that the unsupervised feature extraction method based on self coded neural network can effectively extract the features of the data in practical applications.

1. Introduction
This paper introduces a self encoded neural network model for reconstruction of the first treatment after compression of ECG data. The unsupervised learning feature of the neural network is used to provide a new method for unsupervised feature extraction in the diagnosis of cardiovascular diseases.

In Section II the self compiled neural network model is provided. And in Section III the unsupervised feature extraction method based on self coded neural network is provided [7,8]. By using a self compiled neural network to extract features from the data set, the classification accuracy of K nearest neighbor classification can be greatly improved. The experimental results show that the unsupervised feature extraction method based on self coded neural network can effectively extract the features of the data in practical applications. The detail processes are illustrated in Section IV.

2. Self compiled neural network model
The self encoded neural network is very similar to the BP neural network, and the only difference is that in the training and learning stages of the network, the self coded neural network specifies the expected output of the network is equal to the input of the network. The goal of the self coded neural network learning is to make the output of the network equal to the input of the network. In this way, the training of self coding neural network does not require training data to provide the desired network output. Therefore, the training of the neural network belongs to the category of the unsupervised learning.

Fig. 1 is a schematic diagram of a self coded neural network. As the output of the network is equal to the input requirements of learning rules, the number of neural units of input layer autoencoder neural networks must be equal to the number of neural cells and the output layer, and the number of neurons in the hidden layer can be arbitrary.
3. Unsupervised feature extraction method based on self coded neural network

3.1 Training of the self coding neural network model
For the self coded neural network in Figure 1, the output \( h_{W,b}(x) \) of the neural network can be calculated according to the forward algorithm when the model parameter \((W,b)\) is input to the network.

\[
d^{(3)} = f\left(W_3^{(3)}x_1 + W_3^{(2)}x_2 + W_3^{(1)}x_3 + W_3^{(0)}x_4 + b^{(3)}_3\right)
\]
\[
\hat{x}_i = f\left(W_i^{(2)}a_1 + W_i^{(1)}a_2 + W_i^{(0)}a_3 + b_i^{(2)}\right)
\]
\[
h_{W,b}(x) = (\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4, \hat{x}_5, \hat{x}_6)
\]

First of all, the use of the original input to train the first layer stack autoencoder neural network, the training method of each layer is an unsupervised learning algorithm since the encoding of neural network after training can be the network parameters \((W^{(C)}, b^{(C)})\) of the layer.

Secondly, the output value of the intermediate hidden layer neuron is inputted into the second layer of the network to train the layer. After the training, the network parameters \((W^{(2)}, W^{(1)}, b^{(1)})\) of second layers can be obtained.

Third, the same training strategy is used to complete subsequent training. After each layer of network training, the network parameters of the layer are recorded until all the layers are trained, so that the model parameters of the whole network can be obtained.

3.2 Unsupervised feature extraction based on self coded neural network
In fact, the human body is a very complicated system, when the body produces cardiovascular lesions of various signs and ECG parameters have a high correlation, and since self encoded neural network can be found and the reduction of ECG using the correlation data internally to extract the features of ECG data so it is feasible to apply feature extraction from encoding neural network is applied to ECG data[3].

The feature extracted from the neural network based on the self encoded neural network is the output of the network hidden layer.
Fig. 2 and 3 are schematics diagrams of a self encoded neural network for extracting features.

The original data is \( x = (x_1, x_2, x_3, x_4, x_5, x_6) \), where the number of neurons in the hidden layer of the network is 3, so that the vector \( a = (a_1, a_2, a_3) \) is composed of the activation values of the 3 neurons in the hidden layer as the characteristic representation of the original data.

From figure 2 and 3, we can see the process of feature extraction in autoencoder neural networks can be described as: the first training based on autoencoder neural networks, then remove the last layer of network, which features between the hidden layer output is extracted.

The dimension of the output vector of the hidden layer is larger than the dimension of the input data. It is no longer a representation of the input data, nor can it be used as a feature representation of the input data.

Since the training of neural network for self coding belongs to the unsupervised learning, the feature extraction method based on self coded neural network belongs to unsupervised feature extraction method.

### 3.3 Method for selecting number of hidden layer neurons in network

In this paper, we propose a fast method to determine the number of neurons in the network hidden layer, which is called "the method of doubling the value".

The method firstly needs to determine the range of the number of neurons in the network hidden layer, that is, its maximum value and minimum value[4]. The minimum number of neurons in the hidden layer generally defaults to 1, and the maximum is equal to the number of neurons in the network input layer.

Determine the value of the range, to find the midpoint of the range of values \( m_1 \), the point will be divided into two ranges of values \( [n_{\text{min}}, m_1] \) and \( [m_1, n_{\text{max}}] \), and then find the midpoint \( m_2 \) of these two ranges. The above 5 values are considered as hidden layer units. The features of their corresponding neural networks are classified by K nearest neighbor method, by comparing the results of the 5 values, we can judge that the number of hidden layer units is in the interval \( [n_{\text{min}}, m_1] \) or the value \( [m_1, n_{\text{max}}] \) of the self encoded neural network is better than that of the extracted neural network. Because the number of the hidden layer neurons is chosen as the number of hidden layer neurons in the midpoint of the chosen value, the number of attempts is greatly reduced, so the determination of the number of neurons in the hidden layer is accelerated.

### 4. UCI data Set validation

#### 4.1 Validation of feature extraction methods

We choose the simplest and most direct classification method to emphasize the effectiveness of feature extraction from neural networks, which the distance bases on K nearest neighbor classification.

The classification performance is poor, when it bases on this method. If the extracted features can significantly improve the classification accuracy of the K nearest neighbor classification method, then the effectiveness of the feature extraction method proposed in this chapter can be proved.

In this experiment, we select 3 data sets from the standard data set UCI to test the K nearest neighbor classification. These 3 data sets are wine, Iris, CBF. In the experiment, K nearest neighbor classification method was used to classify the above 3 data sets, and the correct rate of each data set was recorded. Then 3 feature sets are extracted by using a self coded neural network, and then the K nearest neighbor classification method is used to classify these features, and the correct rate is recorded.

In the classification process with the K nearest neighbor method, when the parameter value of K is \( K=19 \), each classification test cycle for 150 times at the same time in order to make the classification results stable. Table 1 shows the classification results of the test set and the two classification experiments.

| Table 1. Comparison of the results of the two classifications. |
The experimental results show that the unsupervised feature extraction method based on self coded neural network can effectively extract the features of the data in practical applications.

4.2 Validation of the number of hidden layer neurons

In section 4 of the K nearest neighbor classification experiment, can find the correct rate of K neighbor classification feature extraction self coding based on neural network classification in fixed cycle 150 times the test is not, but in a small range. Moreover, when the number of neural units in the hidden layer of the neural network is changed, the classification accuracy will be greatly changed[5].

The Wine data set is used as the sample data, the number of neurons in different hidden layers is selected, and the change of the accuracy of the K nearest neighbor classification based on the extracted feature of the neural network is recorded. Preliminary validation of the proposed "half value" method is effective, how to select the number of hidden units in order to provide some experience for the practical operation data of application behind the autoencoder neural networks of machinery.

Since the data contains 13 eigenvalues, the number of neurons in the input layer of the network must be 13. Since the number of neurons in the hidden layer must be no more than the number of neurons in the input layer, the number of neurons in the hidden layer of the network is likely to be the value $m = 1, 2, \ldots, 13$ of the number of neurons in the hidden layer.

When the 13 values are taken respectively, the fluctuation rate of the correct rate of the K nearest neighbor classification is shown in Figure 4-18.

| Data set      | Direct classification | Self encoder |
|---------------|------------------------|--------------|
| Wine          | 0.67                   | 0.92         |
| Synthetic Control | 0.82               | 0.92         |
| Iris          | 0.79                   | 0.98         |
As can be seen from above figures, the effectiveness of appropriately increasing the number of hidden layer neurons can make the feature extraction of hidden layer enhancement.

The next step is that the number of hidden layer neurons is set to 9 or 10 when the feature of wine data is extracted by using a self encoded neural network, so that the minimum dimension of the original data can be effectively represented.

Table 2. The First K nearest neighbour classification results

| Hidden layer element number | 1   | 4   | 7   | 10  | 13  |
|-----------------------------|-----|-----|-----|-----|-----|
| Classification accuracy     | 0.59| 0.80| 0.88| 0.90| 0.90|

According to the “folded values” method, the next step should be to find the appropriate number of hidden layer units in the interval [7,12]. The intermediate points of the interval are chosen as the number of hidden layer units and their K nearest neighbour classification results are shown in Table 3.

Table 3. The Second K nearest neighbor classification results
### Table: Classification Accuracy

| Hidden layer element number | 7   | 9   | 10  | 12  | 13  |
|-----------------------------|-----|-----|-----|-----|-----|
| Classification accuracy     | 0.88| 0.90| 0.90| 0.90| 0.90|

We can see the "half value" method can quickly determine the number of hidden layer neuron network.

### 5. Conclusion

The method of feature extraction based on self coded neural network is studied in view of the lack of prior knowledge of signal in feature extraction. To achieve the goal of unsupervised feature extraction in the equipment condition data without prior knowledge, we use unsupervised learning characteristics auto encoder neural networks and put forward the "half value method" to achieve rapid determination of self encoding neural network hidden layer unit number. Finally, the effectiveness of the feature extraction method and the hidden layer unit number selection method is verified by standard data sets.
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