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Abstract—In this paper, we propose an efficient approach for industrial defect detection that is modeled on anomaly detection using point pattern data. Most recent works use global features for feature extraction to summarize image content. However, global features are not robust against lighting and viewpoint changes and do not describe the image’s geometrical information to be fully utilized in the manufacturing industry. To the best of our knowledge, we are the first to propose using transfer learning of local/point pattern features to overcome these limitations and capture geometrical information of the image regions. We model these local/point pattern features as a random finite set (RFS). In addition we propose RFS energy, in contrast to RFS likelihood as anomaly score. The similarity distribution of point pattern features of the normal sample has been modeled as a multivariate Gaussian. Parameters learning of the proposed RFS energy does not require any heavy computation. We evaluate the proposed approach on the MVTec AD dataset, a multi-object defect detection dataset. Experimental results show the outstanding performance of our proposed approach compared to the state-of-the-art methods, and the proposed RFS energy outperforms the state-of-the-art in the few shot learning settings.
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I. INTRODUCTION

AUTOMATED visual inspection in the manufacturing process is highly important for quality management of the manufactured product. Poor quality products provoke cost increase in the handling defect within the warranty period and decay in market reputation. To avoid unnecessary losses and improve quality, automated visual inspection is a development trend in industrial intelligence [1]. In this context, defect detection is one of the critical challenges that need to be addressed, which paves the way for full industrial intelligence [2].

The early approach of defect detection was carried out manually by an expert inspector. However, the efficiency is extremely low to satisfy the industrial intelligence, and recognition of defects is not stable due to that inspectors are prone to fatigue [3].

With the development of vision-based sensors, vision-based defect detection has attracted wide attention from both industry and academia. Vision-based defect detection employs computer vision techniques to detect a defect via a product’s images, which provides a fast, economical and stable manner.

Accordingly, it has been widely used in many fields, such as steel [4], wood [5], ceramic [6], fabric [1], and architecture [7].

Early approaches in this domain that use camera sensor data involve employing various image processing techniques. Several examples comprise the use of Haar filter for tile surface inspection [8], the use of local order binary pattern for fabric defect detection [9], and the use of SIFT features for PCB inspection [10]. Later, the use of both image processing and machine learning algorithms has also shown satisfactory performance. A simple examples of this is fabric defect detection via the use of the histogram of oriented gradients (HOG) features with a support vector machine (SVM) [11].

The advance in machine learning, especially representation learning or feature learning, provide an alternative approach to overcome the drawbacks of using image processing techniques. The significant problem with image processing techniques is that they use implicit engineering features that fail to address complex scenes. A recent study done by Wang et al. [12] highlights the potential of using deep learning in smart manufacturing. In the light of defect detection, various deep learning techniques have been proposed for different surface defect detection [13], [14]. Yu et al. [15] proposed to use a two-stage approach (segmentation and detection) using fully convolutional neural network for surface defect inspection in industrial scenes, and Wu et al. [16] proposed to use a CNN-based general defect detection method, in which a multi-scale scheme was used to obtain highly accurate identification. Wang et al. [17] proposed a LEDNet network for LED chips defect detection based on encoder-decoder networks.

The effectiveness of deep representation learning, such as convolutional neural networks (CNNs), is constrained by the training samples’ availability. This raises two problems: the class imbalance between the normal and defected samples and difficulty of data annotation. These two problems are well-known in the literature and a subject of continuing research [18]–[20]. In the manufacturing environment, it is quite a simple task to obtain normal samples as many as required. In contrast, it is extremely difficult or even possible to obtain a sufficient number of defected samples in a short period to train robust classification models for defect detection. Consequently, defect detection is conducted under unsupervised learning as anomaly detection or one class classification using normal samples only.

Anomaly detection is defined as the process of identifying instances in the data that deviate from the predefined...
The contributions of the paper are as follows:

Samples based on deviation from the statistical distribution of normal samples. One approach of anomaly detection is performed by building an anomaly detector using only normal samples. One approach of anomaly detection is performed based on deviation from the statistical distribution of normal samples.

Bergmann et al. proposed an encoder-decoder network for anomaly detection of defect. In addition, to overcome the limitation of having a multi-objects defect detection dataset, they proposed an MVTec-AD dataset, which includes different objects and textures with a wide variety of defects. Different works in this domain have been proposed, and they concentrate on performing anomaly detection by looking at a whole image by extracting a single feature vector known as a global feature. The global feature is very effective at summarizing the content of an entire image. In contrast, local features are more suitable for describing the geometrical information regarding a specific part of the image. Local features have been widely used in different computer vision applications, such as SLAM, for simultaneous localization and mapping. Structure from Motion (SfM) These features offer very memory-efficient representation and most important are more robust under extreme viewpoint changes and lighting conditions.

In defect detection, the aim is to detect different irregularities in the image, even the slight ones. This implies that using local features to capture these variations is more intuitive and practical since they are more robust against illumination and viewpoint changes. To the best of our knowledge, no work in the literature has explored the use of transfer learning of local features or point pattern features for defect detection. The contributions of the paper are as follows:

- We propose using transfer learning of local features or point-pattern features instead of commonly used global feature-based methods. We model these features as unordered set within random finite set statistics.
- We propose to model the set of features using an energy-based model to explicitly represent the probability distribution of the random finite set (RFS) features.
- We propose to learn the parameters of the RFS energy on the high dimension to avoid the decoupling problem due to dimension reduction.
- As opposed to other methods, the proposed approach is unique. The uniqueness of the approach comes from the fact that it is very computationally efficient and requires few samples to train, proven by few-shot experiments.

The rest of this paper is organized as follows: Section II summaries the most current works on defect detection and point pattern feature extraction, Section III provides background on the energy-based model and RFS framework and how it can be employed for anomaly detection. Section IV covers the proposed approach used in the paper. Section V presents experimental results, and finally Section VI concludes the paper.

II. RELATED WORKS

In this section, we review the most recent works on defect detection. The existing anomaly detection of defects can be roughly classified into two approaches, generative-based models and transfer learning-based models (pre-trained networks). The focus of this review is on anomaly detection rather than localization. In addition, we review point-pattern-based feature extraction methods since this work is the first to use these features for defect detection.

A. Defect Detection with generative models

Generative models are statistical models that learn the data distribution in an unsupervised manner. These models are able to generate samples from the training data manifold. Thus, anomaly detection occurs because anomalies can not be generated since they do not belong to the training set. Example of these generative models are an autoencoder and GAN. Autoencoder-based approaches encode the high dimension features to their latent dimension and reconstruct it back at the decoder end. Then, reconstruction error is calculated between the input and the output of autoencoder. Thus, a high reconstruction error should reflect there is an anomaly. Bergmann et al. proposes to use SSIM (structure similarity index) as a loss to train the autoencoder. Thus, the SSIM index is used as a reconstruction error to capture visual similarities among the training data. The main problem of the autoencoder-based approach is that they can generalize too strongly; as a result, they can reconstruct the anomalies as good as for the normal samples. Therefore, Gong et al. proposed tackling the generalization problem using a memory module to discretise the latent space. Zhai et al. propose to use regularized autoencoder with an energy-based model for modeling the data distribution of normal samples. Samples with high energy are considered as an anomaly.

GAN-based methods detect anomalies based on the assumption that GAN model can only generate normal samples. GAN models consist of two models, namely generator and discriminator. Schlegel et al. propose two-stage training approach for anomaly detection. Firstly, the GAN is trained, then an encoder is optimized as an inverse generator. The idea of using the generator as a decoder enables the calculation of reconstruction error. The reconstruction error with the difference in discriminator features of the input and reconstructed image are both used as anomaly score. Ackay et al. exploits the advantage of adversarial training by making autoencoder act as a generator of the GAN. The main goal here is to force the autoencoder to generate only the normal samples, which can be done by minimizing the reconstruction error between the embedding and original of the reconstructed data.
1) Defect Detection with Pre-trained Networks: These methods use the feature space of a pre-trained network to detect anomalies. Pre-trained networks use deep representation learning, particularly convolution neural networks that have been trained to discover multiple levels of representation in a supervised approach, such as classification tasks. The feature space of these networks is often generic enough that can be transferred to dissimilar task and still achieve competitive results [55]. Anomaly detection using a pre-trained network is usually done by using a simple machine learning approach. For example, Andrews et al. [37] use a simple One-Class-SVM (OC-SVM) on VGG [38] features of the training images. Nazare et al. [59] evaluated different pre-trained networks with different normalization techniques and perform anomaly detection by applying 1-Nearest-Neighbor classifier on the reduced PCA features. Sabokrou et al. [40] model the normal features extracted from a pre-trained network using unimodal distribution. Rudolph et al. [24] propose to model the distribution of pre-trained features using normalized flow network in which anomaly detection is performed based on the likelihood, lower likelihood as higher anomaly score.

B. Point-pattern-based feature extraction

Point-pattern, commonly known as Keypoints, detection is regarded as a local feature extraction method. Local features extraction methods have many applications ranging from image retrieval [41], 3D reconstruction [42], camera pose estimation [43] and medical image application [44]. These show the advantage of using sparse features over a direct network (tensor-based methods). Local feature extraction can be classified into handcrafted and learned-based methods.

a) Handcrafted Detectors: Classical local feature detection or keypoints detection perform keypoints detection and descriptor computation independently. The localization of these keypoints is done by an engineered algorithm by looking at the geometric structure in the images. SIFT [10] extracts keypoints by finding blobs over multiscale levels on images and uses the gradient of the histogram as a descriptor. Harris [45] and Hessian [46] detector use the first and second-order derivatives to locate corners or blobs in images. Later, a multi-scale and affine transformations version of these detectors has been proposed in [47] and [48]. An acceleration of detection process via using the integral images as an approximation of the Hessian matrix has been proposed [49] which is known as SURF. A-KAZE [50] keypoint detection uses a Hessian detector applied to non-linear diffusion scale space in contrast to commonly used Gaussian pyramid. Finally, MSER [51] detected keypoints by segmenting the image and looking for stable regions.

b) Representation learning Detectors: These methods are inspired by the success of representation learning in general object detection methods and feature descriptors. The earliest attempt to use machine learning for corner keypoints detection was made by FAST [52]. Different works have been proposed earlier to extend FAST by either optimizing it [53], or adding a descriptor and adding orientation estimation [54]. The recent advances in convolutional neural networks (CNN) for representation learning have also made its impact on keypoints detection. TILDE [55] uses CNN to detect keypoints that are robust under severe weather and illumination changes trained on multiple piece-wise linear regression models. Another approach to train CNN for keypoints detection is by using covariant constraints [56]. Another attempt to make the training of CNN more stable by adding predefined detector anchors presented in [57]. Barroso-Laguna et al. [58] propose a KeyNet that uses handcrafted filters and learned filters together to detect keypoints. The above approaches mainly focus on keypoints only. DeTone et al. [59] proposed two deep networks named MagicPoint and MagicWarp. MagicPoint extracts salient points and MagicWarp parameterise a transformation between two pair of images. Later, a self-supervised deep joint point detector and descriptor was proposed [60] named as SuperPoint. SuperPoint network is trained on synthetic shapes (rendered lines, cubes, stars, triangles, quadrilaterals, checkboards) to detect corners. SuperPoint is the best option if you are interested in detecting corners in very noisy images, as shown in Fig. 1, and also feature detection and description are done in a self-supervised manner. The disadvantage of this approach is that it accept only a grayscale image. Thus, a colour-based defect cannot be detected. LIFT [61] proposed end-to-end learning of keypoints detection and description including orientation estimation of every feature. LF-net [62] estimates the scale, orientation, and position of features by joint learning of detector and descriptor. The LF-net trains the then network by pair of images (one of them is went through a homographic transformation) with a non-differential backpropagation for detection and the descriptor trained by triplet loss. Instead of using local maxima in detection keypoints, R2D2 [63] train the network to detect keypoints that are reliable and repeatable and have uniform coverage of the image. R2D2 uses dilated convolution to preserve the spatial resolution but with very GPU and memory usage. The above approaches use the detect-then-describe. In which, the keypoints detection network is responsible for detecting low-level features such as corners or blobs under different scales, rotations and viewpoint changes. While, the descriptor network is responsible on high-level information by extracting patches around these keypoints. The problem of such approach is the lack of repeatability of these keypoints under strong appearance changes due to the fact the local detector considers small image region and can significantly get affected by small changes in pixel intensities. Another possible approach is to use what is known as describe-then-detect approach [64]. D2-Net [65] uses a single CNN network for joint detection and description using describe-to-detect approach. The detection based on the local maxima across the channels and spatial feature maps.

III. BACKGROUND

This section outlines the background theory of energy-based models and random finite set theory.

A. Energy-based models

Energy-based models (EBMs) are a family of statistical models that use energy function $E(x; \theta)$ to represent probabil-
The density of RFS with respect to dominating RFS, where $X$ each extracted set of features detection, the measurements are modeled as an RFS. Hence, where $x \in X$.

B. Random finite set-based anomaly detection

Random finite sets statistics is one of the stochastic geometric models, which is a well-established study area that dates back to famous Buffon’s needle problem [66]. Random Finite Sets (RFSs) are set-valued random variables with an unknown number of elements that are themselves random. Within the scope of this paper, there are a set of keypoints and their corresponding descriptors for each particular image. Given an underlying space $\mathcal{X}$ as keypoints space, a random finite set draw instantiation from the hyperspace of all finite subsets $\mathcal{F}(\mathcal{X})$ of $\mathcal{X}$. Generally, a random finite set may contain a finite number of elements, possible realizations of a random finite set $X \in \mathcal{F}(\mathcal{X})$ are

$$X = \emptyset, X = \{x_1\}, X = \{x_1, x_2\}, \ldots, X = \{x_1, \ldots, x_n\},$$

where $x_i \in \mathcal{X}$ and $\forall i, j : x_i \neq x_j$. Also, RFS impose no ordering on their set elements. In RFS-based visual anomaly detection, the measurements are modeled as an RFS. Hence, each extracted set of features $X = \{x_i\}_{i=1}^{|X|}$ is treated as an RFS, where $x_i \in \mathbb{R}^D$ is a high dimension real continuous random variable. The density of RFS with respect to dominating measure $\nu$ is given by [67]:

$$p(X) = p(|X|)|X|!V^{|X|}p_{|X|}(x_1, \ldots, x_{|X|}),$$

where $|X|$ is the cardinality of the set $X$, $p(|X| = n) = p(n)$ is the discrete cardinality distribution, $V$ is the unit hyper-volume, and $p_{|X|}(x_1, \ldots, x_{|X|})$ is the symmetric joint feature density for given cardinality $|X| = n$.

In practice, difference assumptions can be considered regarding the mathematical form of the RFS density $p(X)$. For instance, Poisson RFS [68], Beta RFS [69], the Bernoulli RFS [70], the multi-Bernoulli RFS [71], and finally the generalized labeled multi-Bernoulli RFS [72]. Most of densities, mentioned earlier, are used to model multi-object entity as an RFS. Another simplified assumption about RFS form is an independent identical distributed (IID) cluster RFS density as follows [73], [74]:

$$p(X) = p(|X|)|X|!V^{|X|}[p(\cdot)^{|X|}],$$

where $p(\cdot)$ is single feature density and $[p(\cdot)]^{|X|} \equiv \prod_{x \in X} p(x)$ is a finite set exponential. Given the discrete cardinality distribution $p(|X|)$ follows the Poisson distribution, the IID-cluster RFS turn into Poisson RFS given by:

$$p(X) = \rho^{|X|} \exp (-\rho) \left[ U \right]^{X} \prod_{x \in X} p(x),$$

where $\rho > 0$ is Poisson intensity.

1) Parameters learning of IID-RFS cluster density: Parameters learning of IID-RFS cluster density is similar to parameter learning of probabilistic generative models [75] which is done by maximizing the log-likelihood of normal samples. Given IID cluster RFS, the goal is to estimate the following parameters:

$$\hat{\rho}, \hat{\theta} = \arg\max_{\rho, \theta} \prod_{X \in O} \mathcal{L}(\rho, \theta | X),$$

where $\rho, \theta$ are parameters of the cardinality as $p_c(|X|; \rho)$, and multi-feature joint density as $p(x_1, \ldots, x_{|X|}; \theta)$ respectively. $\mathcal{L}(X; \rho, \theta)$ is the likelihood function that measure the plausibility of $(\rho, \theta)$, given some observed set $X$, where $O$ is the ensemble of all training feature sets, and finally $p(\rho, \theta)$ is the prior distribution which assumed uniform in most applications. In light of this, Eq. [6] can be more simplified to the following:

$$\hat{\rho}, \hat{\theta} = \arg\max_{\rho, \theta} \prod_{X \in O} \mathcal{L}(\rho, \theta | X).$$

Eq. [7] can be re-written for Poisson RFS density as follows:

$$\hat{\rho}, \hat{\theta} = \arg\max_{\rho, \theta} \prod_{X \in O} p(|X|; \rho)|X|!U^{|X|}[p(\cdot; \theta)]^{|X|}. \quad (8)$$
Vo et al. [67] have proven that the aforementioned optimization can be turned into two different optimizations one for cardinality and one for feature density as:

\[ \hat{\mu} = \arg\max_{\mu} \prod_{X \in \mathcal{O}} p(|X|; \mu) \]  
\[ \hat{\theta} = \arg\max_{\theta} \prod_{X \in \mathcal{O}} [p(\cdot; \theta)]^X. \]  

Substituting \( p(|X|; \mu) \) with \( \rho^{|X|} e^{-\rho/|X|} \) in Eq. 9 the solution simply turns out as average cardinality of all training feature sets values as follows:

\[ \hat{\rho} = \sum_{X \in \mathcal{O}} |X| / |\mathcal{O}|. \]  

Assuming that all point features within each feature set are IID vectors in \( \mathbb{R}^D \) and distributed according to a Gaussian density with parameters \( \theta = (\mu, \Sigma) \), Eq. (10) turns into:

\[ \langle \hat{\mu}, \hat{\Sigma} \rangle = \arg\max_{(\mu, \Sigma)} \prod_{X \in \mathcal{O}} \left[ \prod_{x \in X} \mathcal{N}(x; \mu, \Sigma) \right], \]  

where \( \mathcal{N}(\cdot; \mu, \Sigma) \) is the multivariate Gaussian density function with mean \( \mu \in \mathbb{R}^D \) and covariance \( \Sigma \in \mathbb{R}^{D \times D} \). The above optimization has a closed-form solution as follows:

\[ \hat{\mu} = \sum_{X \in \mathcal{O}} \sum_{x \in X} x / \sum_{X \in \mathcal{O}} |X| \]  
\[ \hat{\Sigma} = \sum_{X \in \mathcal{O}} \sum_{x \in X} \frac{(x - \hat{\mu})(x - \hat{\mu})^T}{\sum_{X \in \mathcal{O}} |X|}. \]  

Eqs. (13) and (14) are used to estimate the mean and covariance of a single Gaussian component.

From Eq. (13) and (14) it is obvious that the estimated mean \( \hat{\mu} \) and covariance \( \hat{\Sigma} \) for single feature density are simply the sample mean and covariance respectively. To avoid the singularity problem of the covariance estimate on the high dimension space \( \hat{\Sigma} \in \mathbb{R}^{D \times D} \), Vo et al. [67] use PCA algorithm to reduce the dimension of the training features as preprocessing step. However, the problem of this approach is that it suffers from decoupled model learning and incapability of preserving essential information due to two-step approaches, dimension reduction and parameters learning. We avoid this, by performing parameters learning in the high dimension space as shown in section IV-C which does not require any training phase and can be estimated given few training samples as proven in few-shot learning experiments, see section IV-C.

IV. PROPOSED APPROACH

We propose to use energy-based RFS for detect detection, illustrated in Fig. 2. The proposed approach mainly consists of two parts: local feature extraction backbone and RFS energy calculations. The proposed approach is very computationally efficient and does not require a heavy training computation. For feature extraction, we use a pre-trained CNN local features network to capture the geometrical information of the object. We choose to model a set of point pattern features as Random Finite Set (RFS), the RFS energy is computed for image point pattern features.

A. Feature extraction backbone

In anomaly detection, we are interested in detecting the irregularities in the image, and these variations may be very small. One approach to capture these irregularities is the use of global features. However, the problem of these networks can be affected by a wide range of conditions, such as lighting and viewpoint changes. Thus, we propose to use a local feature extraction pipeline, namely D2-Net [65]. This network uses the describe-and-detect approach.

Given an input image \( I \), a D2-Net feature extractor network \( F \) produce a 3D tensor \( F = F(I) \), \( F \in \mathbb{R}^{h \times w \times n} \), where \( h \times w \) is the spatial dimension of the feature map and \( n \) is the number of the channels. The 3D tensor \( F \) can be seen as set of collection of 2D responses \( D \):

\[ D^k = F_{\cdot;k}, D^k \in \mathbb{R}^{h \times w \times n}, \]  

where \( k = 1, \ldots, n \). We can see that the feature extraction \( F \) network generates \( n \) different response maps \( D^k \). These response maps are similar to its analogue counter apart Difference-of-Gaussian response maps in SIFT. To detect a location of keypoint and their descriptor, D2-Net defines detection at point \((i, j)\) if it satisfies the following:

\[ (i, j) \text{ is a detection } \iff D^k_{i,j} \text{ is a local max in } D^k, \]  

with \( k = \arg\max_{t} D^t_{i,j} \) (16)

B. Point pattern RFS energy

The backbone pretrained features extraction network returns a set of local point pattern features, and we choose to model these features as a RFS. For RFS anomaly detection, the general approach for modeling the likelihood of new measurement \( X^* \) is via RFS log-likelihood as follows:

\[ \mathcal{L}(X^*; \rho, \theta) = \log(p(|X^*|; \rho)) + \log(|X^*|!) + \log \prod_{x \in X^*} p(x; \theta) \]  

where \( \mathcal{L}(X^*; \rho, \theta) \) is the RFS log-likelihood, \( \rho, \theta \) are the cardinality and joint feature density parameters respectively. With Poisson assumption for cardinality and multivariate Gaussian distribution, \( \mathcal{N}(x; \mu, \Sigma) \) for single feature density, the RFS log-likelihood turns into:

\[ \mathcal{L}(X^*; \rho, \mu, \Sigma) = \log\left( \frac{\rho \exp(-\rho |X^*|)}{|X^*|!} \right) + \log(|X^*|!) + \log \prod_{x \in X^*} \mathcal{N}(x; \mu, \Sigma). \]  

Due it unit inconsistency, the above log-likelihood can not be used for ranking the point pattern features. To overcome this, Vo et al. [73] proposed RFS ranking \( r(X) \) as follows:

\[ r(X) = p(|X|) \left[ \frac{p(\cdot)}{|p(\cdot)|_2^2} \right]^X, \]  

where \( |p(\cdot)|_2^2 \) is the squared \( L_2 \)-norm of \( p(\cdot) \). The above ranking function is based on the assumption that ranking function \( r(X) \propto p(|X|) p(X) \). Calculating the \( L_2 \) in high dimension is not a feasible solution due to the singularity
problem. Also, the RFS ranking function can not capture the small variation caused by defects due to the $L_2$ normalization.

Inspired by the current success of applying the energy model for anomaly detection [33], [77], [78], we propose the use of RFS energy as an efficient approach for defect detection. The proposed RFS energy function for IID RFS is based on the assumption that RFS energy $E(X) \propto E(p(|X|)) \times E(p(X))$ is proportional to both cardinality energy and single feature energy as follows:

$$E(X; \rho, \mu, \Sigma) = -\log(\rho^{|X|}) + \log(|X|!) + \sum_{x \in X} M(x; \mu, \Sigma)^2,$$

where $E(\cdot)$ is the Poisson RFS energy, $M(\cdot)^2$ is the squared Mahalanobis distance:

$$M(x; \mu, \Sigma)^2 = (x - \mu)^T\Sigma^{-1}(x - \mu).$$

The Mahalanobis distance is a point to distribution distance introduced in 1936 [79] which is very well-known for modeling the sample’s uncertainty. Recent works show the effectiveness of using Mahalanobis distance to model the pre-trained features of normal samples [80], [81]. However, to the best of our knowledge, no work has used the sum squared of Mahalanobis distance to model local point pattern feature of normal samples within RFS framework.

C. Parameters learning of RFS energy

To learn the parameter of RFS energy without countering the problem of decoupled learning [76], we choose to learn the parameters on the high dimension space without further processing, such as PCA feature reduction. In addition, we are also inspired by the current success [81], [82] of using pre-trained global features for anomaly detection without fine-tuning. For IID cluster Poisson RFS energy (Eq. 20), we have three parameters to learn, which are the Poisson intensity $\rho$, mean $\mu$, and covariance $\Sigma$ of multivariate Gaussian density. We follow the same approach mention in section III-B1 to learn the parameters by considering the parameter learning of cardinality and feature density are two separate optimization problems; see equations Eq. (11), (13) and (14).

The main significant difference here is that parameter learning of the feature density is done on the high dimension space $\mu \in \mathbb{R}^D, \Sigma \in \mathbb{R}^{D \times D}$. Since the true distribution of features is unknown, the mean and covariance need to be learned. However, covariance estimation using Eq. 14 requires the number of training features samples $x_1, \ldots, x_N$, say $N$, to be much larger from feature dimension $N >> D$. Accordingly, when there are few normal samples, which is the case of most anomaly detection settings and particularly in few-shot learning, the estimation becomes unstable and leads to the singularity problem. To overcome this problem, we use shrinkage covariance estimation [83] as follows:

$$\hat{\Sigma}_{shrunk} = (1 - \alpha)\hat{\Sigma} + \alpha \frac{\text{tr}(\hat{\Sigma})}{D}I,$$

where $\hat{\Sigma}$ is the empirical estimated covariance, $\alpha$ is the shrinkage intensity, and $I$ is the identity matrix. Shrinkage estimation is a linear combination of empirical estimated covariance $\Sigma$ and the scaled identity matrix $I$ and $\alpha$ regulates this influence on the final matrix. Ledoit et al. [83] derived a closed-form solution by minimizing the expected squared error $E(||\hat{\Sigma}_{shrunk} - \Sigma||^2)$ for the amount of the shrinkage allowed to obtain the optimal parameter of $\alpha$ given the unstable covariance estimate $\hat{\Sigma}$.

D. Choosing the top $k$ squared Mahalanobis distances

In the defect detection problem, we are looking for small irregularities in RFS energy caused by a defect in a small region in the image. Due to the sum operation in RFS energy, capturing the small variation is close to be negligible. The small variation is reflected via the Mahalanobis distance from the normal feature distribution. the point pattern descriptor of the defect region definitely has a greater Mahalanobis distance compared to normal one. For this reason, we propose to use the features that have higher distance from the normal distribution in our calculation. We implemented this by ranking the squared distance Mahalanobis and choose only the top $k$ percent in the RFS energy calculation.
V. Experiments

A. Dataset

**MVTec-AD dataset:** MVTec-AD is a real-world industrial image dataset that has been developed as a comprehensive and challenging benchmark for defect detection. The dataset has a large-scale collection of texture and object images. In general, it contains 5354 high-resolution color images of 15 different categories (ten objects and five textures). Each object has normal samples and defect samples. The training set contains only normal samples, and the test set contains both normal and defect samples. Seventy different types of defects differ in size, shape and structure, including scratches, dents, contamination, and various structural deformations present in this dataset. Fig. 3 shows a set of these samples. The first row shows the defect-free samples, while the second row shows defect samples.

![Fig. 3: Samples of MVTec-AD dataset, defect free (black box) and defected samples (red box).](https://github.com/AmmarKamoona/RFS-Energy-Anomaly-Detection-of-Defect)

B. Implementation Details

In all experiments, we use pre-trained CNN-based for point pattern feature extraction. We have used a D2-Net network for feature extraction, and we have examined different other networks, more details in the ablation study. Before passing the image to the D2-net, we have resized all images into $256 \times 256$ and cropped at the center which yields in image size $224 \times 224$. In addition, we use the multi-scale option of D2-net in the feature extraction phase, which scale the image into three scales (0.5, 1, and 2). Our model does not require any training phase, and parameter learning of the multivariate RFS energy has closed-form for the mean of RFS features and cardinality of the features set. The only computation performed is in estimating the covariance of the feature density using shrinkage method.

C. Evaluation protocol

We follow the same protocol defined in [24], [81], [84] to fully assess the capability of the proposed approach by reporting the Area Under Receiver Operator Characteristic (AUC). The AUC measures the area under the true positive rate as a function of the false positive rate. The advantage of using AUC is that not sensitive to any threshold or percentage of anomalies present in the test set.

D. Experimental results

In this section, we explore the performance of the proposed approach against different deep learning models that use global features for defect detection. We evaluate the proposed approach on the MVTec AD dataset and report the AUC accuracy. We compare the proposed approach with two transfer learning-based models, One-Class SVM (OCSVM) [85] that used transfer learning of CNN global feature, the use of distance to the nearest neighbour (1-NN) of the CNN features, and the z-score normalization [86]. Also, we compare our model with non-transfer learning methods such as GeoTrans [87]. GeoTrans calculate the anomaly score based on the classification of conducted geometrical transformations that alleviate the need for a generative model. GANomaly [85] that use adversarial learning (GAN) by exploiting the autoencoder as the generator of the GAN, which forces the decoder to generate only normal samples. DSEBM [88] that uses the energy model for anomaly detection of defect. Also, we compare our approach with the recent normalized flow approach known by DifferNet [24]. Table I shows the results for MVTec AD dataset. Despite the fact that the proposed RFS energy-based does not require any training, the proposed approach outperforms most existing models that use global features. There is only a very low margin 0.2 compared to current state-of-art DifferNet. However, our approach outperforms all methods for 11 out of 15 objects and achieves the second-best performance for the rest, 3 out of 4. The lowest performance of the proposed approach lies in the screw object. It achieves only (AUC=70), and we argue the main reason for this is due to it the feature extraction backbone. Better performance has been observed for this object using other point pattern feature extraction backbone, see the ablation study. The ROC curves of our proposed approach for 15 categories are shown in Figs. 4, 5, and 6. We can observe a high true positive rate of our proposed approach for most objects. The source code of the paper is available at [https://github.com/AmmarKamoona/RFS-Energy-Anomaly-Detection-of-Defect](https://github.com/AmmarKamoona/RFS-Energy-Anomaly-Detection-of-Defect)

E. Study Analysis

In this section, we further investigate the performance of our RFS energy compared to the following: the use of RFS log-likelihood as anomaly score [73] as shown in Eq. (17), and the use of the sum of Mahalanobis distances only as anomaly score as follows:

$$ AS = \sum_{x \in X} M(x; \mu, \Sigma), $$

(23)

where $AS$ is the anomaly score of a set of the point pattern features. We compare the aforementioned anomaly scores with the proposed RFS energy, and we use the D2-Net features and
TABLE I: AUC in % for detected anomalies of all categories of MVTec AD grouped into textures and objects. Best results are in bold, second best underlined.

| Category  | GeoTrans | GANomaly | DSEBM | OCSEM | l-NN | DifferNet | RFS energy |
|------------|----------|----------|-------|-------|------|------------|------------|
| Bottle     | 74.4     | 89.2     | 81.8  | 99.0  | 98.7 | 99.0       | 100        |
| Cable      | 78.3     | 75.7     | 68.5  | 80.3  | 88.5 | 95.9       | 92.0       |
| Capsule    | 67.0     | 73.2     | 59.4  | 54.4  | 71.1 | 86.9       | 89.4       |
| Hazelnut   | 35.9     | 78.5     | 76.2  | 91.1  | 97.9 | 99.3       | 99.9       |
| Metal Nut  | 81.3     | 70.0     | 67.9  | 61.1  | 76.7 | 96.1       | 98.2       |
| Pill       | 63.0     | 74.3     | 80.6  | 72.9  | 83.7 | 88.8       | 94.5       |
| Screw      | 50.0     | 74.6     | 99.9  | 74.7  | 67.0 | 96.3       | 70.0       |
| Toothbrush | 97.2     | 65.3     | 78.1  | 61.9  | 91.9 | 98.6       | 99.2       |
| Transistor | 86.9     | 79.2     | 74.1  | 56.7  | 75.6 | 91.1       | 91.9       |
| Zipper     | 82.0     | 74.5     | 58.4  | 51.7  | 88.6 | 95.1       | 98.7       |
| Carpet     | 43.7     | 69.9     | 41.3  | 62.7  | 81.1 | 92.9       | 98.4       |
| Grid       | 61.9     | 70.8     | 71.7  | 41.0  | 55.7 | 84.0       | 89.6       |
| Leather    | 84.1     | 84.2     | 41.6  | 88.0  | 90.3 | 97.1       | 100        |
| Tile       | 41.7     | 79.4     | 69.0  | 87.6  | 96.9 | 99.4       | 96.9       |
| Wood       | 61.1     | 83.4     | 95.2  | 95.3  | 93.4 | 99.8       | 98.1       |
| Average    | 67.2     | 76.2     | 70.9  | 71.9  | 83.9 | 94.7       | 94.5       |
| Median     | 96.1     |          |       |       |      |            | 98.1       |

Fig. 4: ROC curve for bottle, cable, capsule, hazelnut, and metalnut using D2-Net features.

Fig. 5: ROC curve for pill, screw, toothbrush, transistor, and zipper using D2-Net features.

RFS log-likelihood as an anomaly score, and this highlights the significance of using RFS energy as anomaly score.

TABLE II: AUC in % for MVTec AD comparison between using RFS energy, RFS log-likelihood, and sum of mahalanobis distance AS as anomaly scores.

| Category  | RFS energy | AS | RFS log-likelihood |
|-----------|------------|----|-------------------|
| Bottle    | 100.0      | 100.0 | 0.1               |
| Cable     | 92.0       | 86.2  | 30.8              |
| Capsule   | 89.4       | 81.4  | 36.7              |
| Hazelnut  | 99.9       | 77.5  | 3.3               |
| Metalnut  | 98.2       | 74.1  | 17.4              |
| Pill      | 94.5       | 85.9  | 48.8              |
| Screw     | 70.0       | 4.6   | 0.6               |
| Toothbrush| 99.2       | 88.6  | 16.7              |
| Transistor| 91.9       | 80.8  | 3.3               |
| Zipper    | 98.7       | 90.7  | 28.8              |
| Carpet    | 98.4       | 87.6  | 1.9               |
| Grid      | 89.6       | 58.7  | 40.5              |
| Leather   | 100.0      | 100.0 | 0.0               |
| Tile      | 96.9       | 89.5  | 8.0               |
| Wood      | 98.1       | 93.2  | 4.3               |
| Avg.      | 94.5       | 79.9  | 16.5              |
F. Ablation Study

In this section, we study the effect of different point pattern feature extraction methods on the proposed RFS energy-based defect detection performance. All the deep point pattern features networks used in this experiment are pre-trained. The focus of this ablation study is on transfer learning of deep point pattern features. However, we also include one handcrafted feature extraction, namely an ORB [54]. General statistics of these methods/networks shown in Table III shows the name of the feature extraction method/network, the name of the datasets that have been used to train these models, the type of the input image, whether the network detects keypoints using color information or not, and the size of output descriptor of the network. Table IV shows results of different point pattern feature extraction methods using our RFS energy-based model. The results show that handcrafted ORB features have a very poor performance compared to other transfer learned-based features. On the other hand, Superpoint features show a good performance but still does not achieve better performance than D2-Net features, and one reason because this network extract corner points and thus does not take into account the corner that results due to color deformation. Another important point to notice is that R2D2 achieves the best performance for the screw object compared with others. Finally, we could achieve the best mean performance when we take the best performance features using our RFS energy-based model.

G. Few-shots learning experimental results

In this section, we demonstrate the effectiveness of our proposed approach via few-shots learning. Few shot learning studies the use of limited supervision for classification tasks and has been widely studied [89], [90]. Other works consider a limited number of samples from anomalous classes [91], [92]. The most related work proposed by Sheynin et al. [93] proposes to use a limited number of normal samples for anomaly detection [93]. We compare our approach with the baseline methods in [93]. The comparison includes DifferenceNet [24], GeoTrans [87], and GOAD [94] a modified version of GeoTrans that modify the anomaly score. DeepSVDD [95] uses a deep version of SVDD algorithm of the pre-trained deep features. PatchSVDD [96] use self-supervised learning and extend DeepSVDD to patch-based method. DROCC [97] approach train classifier to distinguish between normal samples and their perturbed versions generated adversarially. Finally, we compare our method with HTDGM [93] that use self-supervised learning of the multi-scale hierarchical transformation of the generative model. Experiments for MVTec AD dataset is shown in Fig. 7. We follow the same evaluation protocol and also the same D2-Net for feature extraction Fig. 7 shows that the proposed approach outperforms all other methods in all few shot settings. Fig. 8 shows the mean AUC of our proposed model for MVTec AD dataset over different shots. More details about the AUC accuracy for each category over the 16 shot are shown in Figs. 9 and 10.

VI. Conclusion

This paper proposes the use of transfer learning of local features as an efficient alternative to global features for defect detection. The use of deep local features has been limited to SLAM or SFM applications and has not been used for anomaly/defect detection in the literature. The pre-trained local features network returns a set of point pattern/keypoints with their descriptors, and these features are well-known to be robust against viewpoints and lighting changes. We propose to model these descriptors as random finite sets and model the similarity of normal distribution based on RFS statistics. We propose to use RFS energy instead of using RFS log-likelihood as an anomaly score. The proposed IID Possion RFS energy includes learning the Mahalanobis distance parameters and Poisson intensity of the cardinality distribution. To avoid further preprocessing of features and loss of information due to PCA, we choose to learn the parameters of the Mahalanobis distance on the high dimension space. Experimental results on the MVTec AD dataset, a challenging surface defect detection dataset, show that our proposed approach has outstanding performance compared to the state-of-the-arts approaches. The proposed approach outperforms other methods in 11 out 15 objects/textures. By using the different local features extraction shown in the ablation study, we can outperform the state-of-art on MVTec AD dataset. Another experiment has been conducted on MVTec AD using a few-shots learning setting, in which only a few samples are used in the training phase. In the few-shots setting, the approach RFS energy outperforms the state-of-art methods in 1, 5, 10 shots.
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