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Abstract

We calculate finite-temperature corrections to the decay rate of a generic neutral (pseudo)scalar particle that decays into (pseudo)scalars or fermion-antifermion pairs. The ratio of the finite-temperature decay rate to the zero-temperature decay rate is presented. Thermal effects are largest in the limit where the decaying particle is nonrelativistic but with a mass well below the background temperature, but significant effects are possible even when we relax the former assumption. We discuss cosmological scenarios under which these conditions can be achieved.
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I. INTRODUCTION

The cosmological consequences of particles decaying out of thermal equilibrium have long been a subject of interest (see, e.g., the early work in Refs. [1–8]). Nearly all studies of this kind have neglected the effect of finite (i.e., nonzero) temperatures on the decay rate. This is often a reasonable approximation, depending on the parameters governing the decay. However, a few authors have examined thermal effects, with results that are scattered throughout the literature. Weldon [9] provided one of the early treatments using finite-temperature field theory, the approach we use here. Earlier discussions of corrections to the neutron decay rate relevant to primordial nucleosynthesis were given in Refs. [10, 11], and corrections to the Higgs decay rate into electron-positron pairs can be found in Ref. [12], but these calculations use a different formalism. Later Keil [13] and Keil and Kobes [14] reexamined the corrections to Higgs decay into $e^+e^-$ using the finite-temperature formalism. More recently, Gupta and Nayak [15] considered corrections to pseudoscalar decay into two photons, and Czarnecki et al. [16] examined thermal corrections to the decay rate of charged fermions.

Here we provide a systematic calculation of finite-temperature corrections for neutral decaying particles. Our goal is to provide a more organized and systematic approach to this problem in a way that will be useful for researchers in the future. In the next section, we provide the formalism for our calculation. In Sec. III, we examine three cases of interest: (A) a (pseudo)scalar decaying into (pseudo)scalars, (B) a pseudoscalar decaying into a fermion-antifermion pair, and (C) a scalar decaying into a fermion-antifermion pair. Case (A) and case (C) were examined previously in Refs. [9] and [13, 14], respectively, but in neither case was the enhancement/suppression ratio to the decay rate explicitly explored. Case (B) has not been previously discussed in the literature. In Sec. IV, we discuss our results and indicate the cosmological scenarios to which they are applicable. The most striking effect is the possible enhancement of the decay rate for the case of decays into (pseudo)scalars. As we show in Sec. IV, an extremely large enhancement is difficult, but not impossible to achieve in the context of the standard cosmological model.
II. DECAY RATES AT FINITE TEMPERATURE

At zero-temperature, the decay rate $\gamma_D$ of a particle with energy $E_0$ can be calculated by the Cutkosky rules \cite{17}. This leads to

$$\gamma_D = -\frac{\text{Im} \, \Sigma_{T=0}(E_0)}{E_0}, \quad (2.1)$$

which relates the decay rate to the imaginary part of the self-energy $\text{Im} \, \Sigma_{T=0}(E_0)$ of the decaying particle and its energy $E_0$.

At finite temperature $T$, the Cutkosky rules need to be modified. Using the imaginary-time formalism \cite{18, 19}, Weldon \cite{9} showed that for a decaying particle with energy $E$ in the thermal bath, Eq. (2.1) is modified into

$$\Gamma_D \pm \Gamma_I = -\frac{\text{Im} \, \Sigma(E)}{E}, \quad (2.2)$$

where $\Gamma_D$ is the finite-temperature decay rate, “+” and “–” correspond to a decaying fermion and boson respectively, and $\Gamma_I$ is the inverse decay rate of the particles resulting from the decay. Up to one-loop calculation, this result was confirmed by Kobes and Semenoff \cite{20} who used the real-time formulation \cite{18, 19}. If the unstable particle decays in a thermal bath that is abundant in its decay products, the decay products would have the probability to recombine in the thermal bath, and $\text{Im} \, \Sigma(E)$ accounts for both of the decay and recombination processes.

Weldon \cite{9} also showed that regardless of whether the decaying particle is a fermion or boson, the ratio of $\Gamma_D$ to $\Gamma_I$ is a universal function of $E$, namely

$$\frac{\Gamma_D}{\Gamma_I} = \exp (\beta E), \quad (2.3)$$

with $\beta = 1/T$. This allows us to derive the decay rate at finite temperature

$$\Gamma_D = \frac{1}{1 \pm e^{-\beta E}} \left( -\frac{\text{Im} \, \Sigma(E)}{E} \right), \quad (2.4)$$

where again “+” and “–” correspond to a decaying fermion and boson respectively.

In this paper, we are interested in an unstable particle that is out of equilibrium. We assume that the finite-temperature corrections to the mass of the decaying particle are negligible compared to its mass in the vacuum. So we can approximate $E$ as $E_0$. As we shall see, the imaginary part of the self-energy of the decaying particle can generally be written
as a linear combination of zero-temperature and finite-temperature contributions, and with the approximation \( E \approx E_0 \), we can write \( \text{Im} \Sigma(E) \approx \text{Im} \Sigma_{T=0}(E_0) + \text{Im} \Sigma_{T\neq0}(E_0) \). We can then define the ratio

\[
R \equiv \frac{\Gamma_D}{\gamma_D},
\]

which characterizes the missing factor we would encounter if we blindly use the zero-temperature decay rate \( \gamma_D \) in a thermal bath. The calculation of \( R \) for the cases of interest is the main goal of this paper (and the result that extends this work beyond that of [9, 13, 14]).
This model is relevant to several cases of interest. For instance, $\Phi$ could be the Standard Model (SM) Higgs decaying into a pair of scalar dark matter particles \cite{21}, or conversely, a scalar dark matter particle decaying into a pair of SM Higgs. Alternately, $\Phi$ could be the SM Higgs decaying into a pair of light CP-odd scalars in the Next-to-Minimal Supersymmetric Standard Model (NMSSM) \cite{22}, or the heavier CP-odd Higgs decaying into two lighter CP-even Higgs in the two-Higgs-doublet-model (2HDM) \cite{23}. Finally, $\Phi$ could be the SM Higgs decaying into a pair of pseudo-goldstone bosons, which has been proposed by Weinberg \cite{24} to explain the fractional effective number of neutrinos hinted by Ref. \cite{25}.

To apply the Cutkosky rules, we need to calculate the self-energy of $\Phi$ as shown in Fig. 1 (left) and then put the $\phi$ particles on their mass-shell. Based on the calculations in Appendix A1, Eq. (2.4) and Eq. (2.1), we obtain the rates for the decay $\Phi \rightarrow \phi \phi$ at both zero and finite temperatures:

$$
\gamma_D = \frac{g^2}{8 \pi E_0} \sqrt{1 - \frac{4 m^2}{M^2} \Theta[M^2_\Phi - 4 m^2_\phi]}, \quad (3.2)
$$

$$
\Gamma_D \approx \frac{1}{1 - e^{-E_0/T}} \left[ \gamma_D + \frac{g^2 T}{4 \pi E_0 k} \ln \left( \frac{1 - e^{-\omega_+ / T}}{1 - e^{-\omega_- / T}} \right) \Theta[M^2_\Phi - 4 m^2_\phi] \right], \quad (3.3)
$$

$$
R_{\Phi \rightarrow \phi \phi} \approx \frac{1}{1 - e^{-E_0/T}} \left[ 1 + \frac{2 T}{k} \Theta[M^2_\Phi - 4 m^2_\phi] \right], \quad (3.4)
$$

where $\Theta$ is the Heaviside step function and

$$
E_0 = \sqrt{k^2 + M^2_\Phi}, \quad \omega^\pm = \frac{E_0 \pm k \sqrt{1 - \frac{4 m^2_\phi}{M^2_\Phi}}}{2}. \quad (3.5)
$$

with $k$ being the momentum of the $\Phi$ particle. Typically, $m_\phi$ would receive finite-temperature corrections which go like $\xi T$ where $\xi$ is a perturbatively small constant. For $\xi \lesssim 0.01$ and $T \lesssim 50 M_\Phi$, the finite-temperature corrections to $m_\phi$ are negligible compared to $M_\Phi$ and therefore can be ignored in the quantity $m^2_\phi/M^2_\Phi$.

For the calculations in Appendix A1, we have used the thermal propagators for the $\phi$ particles and so they are required to be in thermal equilibrium with the thermal bath. It is precisely these thermalized $\phi$ particles that induce finite-temperature corrections to the decay rate of $\Phi \rightarrow \phi \phi$. To ensure that there is a significant abundance of the $\phi$ particles in the thermal bath, we also require that $T > m_\phi$. 
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FIG. 2: The plot of $R_{\Phi \rightarrow \phi \phi}$ against $T/M_\Phi$ for a nonrelativistic $\Phi$, assuming $4 m_\phi^2 \ll M_\Phi^2$. The solid (red), dashed (blue), dotted (purple) and dot-dashed (green) lines correspond to the parameters $k/M_\Phi = 0.001$, 0.25, 0.5, 1 respectively.

Now consider an out-of-equilibrium (pseudo)scalar $\Phi$ which decays into a pair of identical (pseudo)scalars $\phi \phi$. We plot $R_{\Phi \rightarrow \phi \phi}$ as a function of $T/M_\Phi$ in Fig. 2, Fig. 3 and Fig. 4, taking $4 m_\phi^2 \ll M_\Phi^2$. This last assumption is not essential and is only used to simplify the plots; we have verified that relaxing this assumption gives similar results.

It is clear that for a nonrelativistic $\Phi$ with $k/M_\Phi \lesssim 1$, the enhancement factor $R_{\Phi \rightarrow \phi \phi}$ can be as large as $10^4$ (see Fig. 2). For a slightly relativistic $\Phi$, the enhancement factor can be at least $10^2$ for $T \gtrsim 20 M_\Phi$ and can reach $10^3$ for $T \sim 50 M_\Phi$ (see Fig. 3). Even for a highly relativistic $\Phi$, the enhancement factor can still reach 10 or higher for $T \sim 50 M_\Phi$ (see Fig. 4). We thus conclude that the condition $T/M_\Phi \gg 1$ is the key for large thermal effects on the decay rate. The magnitude of the thermal effects increases significantly when we move from the relativistic limit to the nonrelativistic limit.

In the discussions above, we have considered $T$ as large as $50 M_\Phi$. We have not taken into account the possible finite-temperature correction to $M_\Phi^2$. With a more accurate calculation, $M_\Phi^2$ at finite temperature $T$ should take the form

$$M_\Phi^2(T) = M_\Phi^2 + \Delta M_\Phi^2(T),$$

where $\Delta M_\Phi^2(T)$ arises from the real part of the self-energy for $\Phi$. The quantity $\Delta M_\Phi^2(T)$
FIG. 3: The plot of $R_{\Phi \rightarrow \phi \phi}$ against $T/M_\Phi$ for a slightly relativistic $\Phi$, assuming $4m_\phi^2 \ll M_\Phi^2$. The solid (red) and dashed (blue) lines correspond to the parameters $k/M_\Phi = 5, 10$ respectively.

FIG. 4: The plot of $R_{\Phi \rightarrow \phi \phi}$ against $T/M_\Phi$ for a highly relativistic $\Phi$, assuming $4m_\phi^2 \ll M_\Phi^2$. The dotted (purple) and dot-dashed (green) lines correspond to the parameters $k/M_\Phi = 50, 100$ respectively.

represents the finite-temperature correction to $M_\Phi^2$, and it is computed in Appendix A2:

$$\Delta M_\Phi^2(T) \approx \frac{g^2}{24} \frac{\omega^2 - k^2}{\omega^2} \frac{T^2}{m_\phi^2}. \quad (3.7)$$

Notice that in the limit $m_\phi \to 0$, the quantity in Eq. (A30) becomes divergent. This is a manifestation of the infrared divergence due to massless particles at finite temperature. The approximation made in Eq. (A27) may no longer be consistent. In this case, a simple analytical form for $\Delta M_\Phi^2(T)$ may not be available. Note that the real part of the self-energy for $\Phi$, from which $\Delta M_\Phi^2(T)$ is extracted, was not computed in Ref. [9].
For a nonrelativistic $\Phi$ with $k/M_\Phi \lesssim 1$, we have $\omega^2 - k^2 \approx \omega^2 \approx M_\Phi^2$, and so $\Delta M_\Phi^2(T) \approx \frac{g^2 T^2}{24 m_\phi^2}$. For consistency, we require $\Delta M_\Phi^2(T) \lesssim M_\Phi^2$. In order to obtain $R_{\Phi \rightarrow \phi\phi} \gg 1$ in Fig. 2 we have taken $M_\Phi \lesssim T/5$, which gives:

$$\frac{g^2 T^2}{24 m_\phi^2} \lesssim \left( \frac{T}{5} \right)^2 \Leftrightarrow |g| \lesssim m_\phi.$$  \hspace{1cm} (3.8)

Therefore, $|g| \lesssim m_\phi$ is the consistency condition that allows one to neglect the finite-temperature correction to $M_\Phi^2$ for the range of $T/M_\phi$ values shown in Fig. 2.

In contrast, for a relativistic $\Phi$ with $k/M_\Phi \gtrsim 1$, we have $\omega^2 - k^2 \approx 0$, and so $\Delta M_\Phi^2(T) \approx 0$. Thus, one can always neglect the finite-temperature correction to $M_\Phi^2$ for the range of $T/M_\phi$ values shown in Fig. 3 and Fig. 4. There is no analogous upper bound on $|g|$.

B. Pseudoscalar Decaying into a Fermion-Antifermion Pair

We consider the model in which a pseudoscalar $\Phi$ can decay into a fermion-antifermion pair $f \bar{f}$. The interaction operator responsible for this process is:

$$L_{\text{int}} = i \lambda \bar{f} \gamma^5 \Phi f.$$  \hspace{1cm} (3.9)

This model could be relevant in several cases. For instance, $\Phi$ could be a pseudoscalar dark matter candidate, which is the neutral component of an SU(2) multiplet, decaying into SM fermions [26]. Alternately, $\Phi$ could be the Majoron decaying into Majorana neutrinos [27].

To apply the Cutkosky rules, we need to calculate the self-energy of $\Phi$ as shown in Fig. 1 (right) and then put the fermions $f$ and $\bar{f}$ on their mass-shell. Based on the calculations in Appendix B, Eq. (2.4) and Eq. (2.11), we obtain the rates for the decay $\Phi \rightarrow f \bar{f}$ at both zero and finite temperatures:

$$\gamma_D = \frac{\lambda^2 M_\Phi^2}{8 \pi E_0} \sqrt{1 - \frac{4 m_f^2}{M_\Phi^2}} \Theta[M_\Phi^2 - 4 m_f^2],$$  \hspace{1cm} (3.10)

$$\Gamma_D \approx \frac{1}{1 - e^{-E_0/T}} \left[ \gamma_D + \frac{\lambda^2 M_\Phi^2 T}{4 \pi E_0 k^2} \ln \left( \frac{1 + e^{-E^+/T}}{1 + e^{-E^-/T}} \right) \Theta[M_\Phi^2 - 4 m_f^2] \right],$$  \hspace{1cm} (3.11)

$$R_{\Phi \rightarrow f\bar{f}} \approx \frac{1}{1 - e^{-E_0/T}} \left[ 1 + \frac{2 T}{k} \sqrt{1 - \frac{4 m_f^2}{M_\Phi^2}} \ln \left( \frac{1 + e^{-E^+/T}}{1 + e^{-E^-/T}} \right) \right] \Theta[M_\Phi^2 - 4 m_f^2],$$  \hspace{1cm} (3.12)
FIG. 5: The plot of $R_{\Phi \to f\bar{f}}$ against $T/M_\Phi$, assuming $4m_f^2 \ll M_\Phi^2$. The solid (red), dashed (blue), dotted (purple) and dot-dashed (green) lines correspond to the parameters $k/M_\Phi = 0.001, 1, 10, 100$ respectively.

where

$$E^\pm = E_0 \pm k \sqrt{1 - \frac{4m_f^2}{M_\Phi^2}}. \quad (3.13)$$

Similarly, $m_f$ would receive finite-temperature corrections which go like $\xi' T$ where $\xi'$ is a perturbatively small constant. For $\xi' \lesssim 0.01$ and $T \lesssim 50M_\Phi$, the finite-temperature corrections to $m_f$ are negligible compared to $M_\Phi$ and therefore can be ignored in the quantity $m_f^2/M_\Phi^2$.

For the calculations in Appendix B, we have used the thermal propagators for the fermions $f$ and $\bar{f}$ and so they are required to be in thermal equilibrium with the thermal bath. It is precisely these thermalized fermions $f$ and $\bar{f}$ that induce finite-temperature corrections to the decay rate of $\Phi \to f\bar{f}$. To ensure that there is a significant abundance of the fermions $f$ and $\bar{f}$ in the thermal bath, we also require that $T > m_f$.

Now consider an out-of-equilibrium pseudoscalar $\Phi$ that decays into a fermion-antifermion pair, $f\bar{f}$. We plot $R_{\Phi \to f\bar{f}}$ against $T/M_\Phi$ in Fig. 5. As we can see, the suppression factor $R_{\Phi \to f\bar{f}}$ does not vary much when $T/M_\Phi$ increases from 1 to 50. When one moves from the nonrelativistic limit to the relativistic limit, the thermal effects decrease and hence the suppression factor increases (less suppressed).
C. Scalar Decaying into a Fermion-Antifermion Pair

We consider the model in which a scalar $\Phi$ can decay into a fermion-antifermion pair, $f \bar{f}$. The interaction operator responsible for this process is:

$$L_f = y \bar{f} \Phi f.$$  \hfill (3.14)

For instance, $\Phi$ could be the SM Higgs decaying into SM fermions. (This case was examined in Ref. [13] using the real-time formulation for finite-temperature field theory, but the ratio $R$ and its significance was not explored. As another difference, we use the imaginary-time formulation during our calculations.) Besides, $\Phi$ could be a scalar dark matter candidate, which is the neutral component of an SU(2) multiplet, decaying into SM fermions [26].

As in the pseudoscalar case, in order to apply the Cutkosky rules, we need to calculate the self-energy of $\Phi$ as shown in Fig. 1(right) and then put the fermions $f$ and $\bar{f}$ on their mass-shell. Based on the calculations in Appendix C, Eq. (2.4) and Eq. (2.1), we obtain the rates for the decay $\Phi \rightarrow f \bar{f}$ at both zero and finite temperatures:

$$\gamma_D = \frac{y^2 M^2_{\Phi}}{8 \pi E_0} \left(1 - \frac{4 m^2_f}{M^2_{\Phi}}\right)^{3/2} \Theta[M^2_{\Phi} - 4 m^2_f],$$  \hfill (3.15)

$$\Gamma_D \approx \frac{1}{1 - e^{-E_0/T}} \left[\gamma_D + \frac{y^2 M^2_{\Phi} T}{4 \pi E_0 k} \left(1 - \frac{4 m^2_f}{M^2_{\Phi}}\right) \ln \left(1 + \frac{e^{-E^+/T}}{1 + e^{-E^-/T}}\right) \Theta[M^2_{\Phi} - 4 m^2_f]\right],$$  \hfill (3.16)

$$R'_{\Phi \rightarrow ff} \approx \frac{1}{1 - e^{-E_0/T}} \left[1 + \frac{2T}{k} \ln \left(\frac{1 + e^{-E^+/T}}{1 + e^{-E^-/T}}\right)\right] \Theta[M^2_{\Phi} - 4 m^2_f],$$  \hfill (3.17)

where $E^\pm$ is given by [31,13]. Again, $m_f$ would receive finite-temperature corrections which go like $\xi'' T$ where $\xi''$ is a perturbatively small constant. For $\xi'' \lesssim 0.01$ and $T \lesssim 50 M_{\Phi}$, the finite-temperature corrections to $m_f$ are negligible compared to $M_{\Phi}$ and therefore can be ignored in the quantity $m^2_f/M^2_{\Phi}$. Moreover, we require that $f, \bar{f}$ are thermalized and $T > m_f$ for reasons explained in the pseudoscalar case.

We find that $R'_{\Phi \rightarrow ff}$ is identical to $R_{\Phi \rightarrow ff}$ and so we can just refer to Fig. 5 for the behavior of $R'_{\Phi \rightarrow ff}$ against $T/M_{\Phi}$. The conclusion is similar to the pseudoscalar case.
IV. DISCUSSION AND COSMOLOGICAL IMPLICATIONS

The results presented here are in broad agreement with our intuition from statistical mechanics. For decays into fermions (III.B. and III.C.), the result of finite-temperature effects is a suppression of the decay rate for $T/M_\Phi \gg 1$ resulting from Pauli blocking. Conversely, for decays into (pseudo)scalars (III.A.), one sees significant enhancement from stimulated decays when $T/M_\Phi \gg 1$.

When are these results relevant for cosmology? The only cosmologically-relevant decay process known to occur with certainty is the decay of free neutrons into protons during primordial nucleosynthesis, which occurs at a temperature $T \sim 0.1$ MeV. In this case, $T/M_{\text{neutron}} \ll 1$, so we expect thermal corrections to be very small, as they indeed are $[10, 11]$.

Now consider more hypothetical scenarios. As we have seen, a large change in the decay rate occurs only for $T/M_\Phi \gg 1$. For a particle with a standard thermal history that drops out of equilibrium when it is nonrelativistic, we automatically have $T/M_\Phi \ll 1$, so if this particle subsequently decays, thermal corrections to the decay rate will be negligible (for this and other scenarios discussed here, see, e.g., Ref. [28]).

On the other hand, if the particle drops out of equilibrium while still relativistic, we would have $T/M_\Phi \gg 1$ when this decoupling occurs. However, in this case $k \sim T$ at all later times, so that $k/M_\Phi \sim T/M_\Phi \gg 1$. Thus, if the particle decays when $T/M_\Phi \gg 1$, it is still relativistic at decay ($k/M_\Phi \gg 1$). In this scenario, decay into (pseudo)scalars can still produce an enhancement of $O(10)$ (see Fig. 4), but not the $O(10^3)$ enhancement in Fig. 2. To achieve the latter requires the transfer of entropy into the thermal background so that $T/M_\Phi \gg 1$ when $k/M_\Phi \ll 1$. Some entropy transfer occurs in the standard cosmological model when particles that are in thermal equilibrium become nonrelativistic [28]. A larger effect can occur in nonstandard scenarios when nonrelativistic particles come to dominate the energy density of the thermal background and then decay out of equilibrium [4]. In either case, the thermal background will be heated so that $k < T$, and one could then have a decaying particle with $T/M_\Phi \gg 1$ and $k/M_\Phi \ll 1$. (This loophole is in principle possible even when $\Phi$ decouples while nonrelativistic, but it would require an enormous entropy release in this case).

Finally, a third possibility is a nonthermal production mechanism for the decaying particle
in question. For example, axions (or axion-like particles) produced by the misalignment mechanism are “born” with $T/M_a \gg 1$ and $k/M_a \ll 1$.

Thus, while the conditions necessary for thermal corrections to produce an extremely large change in the decay rate are somewhat unusual, they are not impossible to achieve in the context of our current cosmological model. Of course, our results are also valid in the case of smaller corrections to the decay rate, which are easier to achieve.
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Appendix A: $\Phi \rightarrow \phi \phi$

1. Decay Rate: Imaginary Part of the Self-Energy

The treatment in this subsection is similar to that of [29]. The one-loop self-energy of the field $\Phi$ in the Matsubara representation is given by

$$\Sigma(\nu_n, \vec{k}) = 2g^2 \int \frac{d^3 \vec{p}}{(2\pi)^3} \frac{1}{\beta} \sum_{\omega_m} G_\phi(\omega_m, \vec{p}) G_\phi(\omega_m + \nu_n, \vec{p} + \vec{k}),$$

where $\omega_m = \frac{2\pi m}{\beta}$ and $\nu_n = \frac{2\pi n}{\beta}$, with $m, n = 0, \pm 1, \pm 2, \ldots$, are the bosonic Matsubara frequencies. The Matsubara propagators are written in the following dispersive form:

$$G_\phi(\omega_m, \vec{p}) = \int dp_0 \frac{\rho_1(p_0, \vec{p})}{p_0 - i \omega_m},$$

$$G_\phi(\omega_m + \nu_n, \vec{p} + \vec{k}) = \int dq_0 \frac{\rho_2(q_0, \vec{q} + \vec{k})}{q_0 - i \omega_m - i \nu_n},$$

where the spectral densities are

$$\rho_1(p_0, \vec{p}) = \frac{1}{2\omega_1} \left[ \delta(p_0 - \omega_1) - \delta(p_0 + \omega_1) \right], \quad \omega_1 = \sqrt{\vec{p}^2 + m_\phi^2},$$

$$\rho_2(q_0, \vec{q} + \vec{k}) = \frac{1}{2\omega_2} \left[ \delta(q_0 - \omega_2) - \delta(q_0 + \omega_2) \right], \quad \omega_2 = \sqrt{(\vec{p} + \vec{k})^2 + m_\phi^2}.$$
This representation allows us to carry out the sum over the Matsubara frequencies \( \omega_m \) in a rather straightforward manner \[18, 19\]:

\[
\frac{1}{\beta} \sum_{\omega_m} \frac{1}{p_0 - i \omega_m} \frac{1}{q_0 - i \omega_m - i \nu_n} = \frac{n_B(p_0) - n_B(q_0)}{q_0 - p_0 - i \nu_n},
\]

(A6)

where \( n_B(\omega) = \frac{1}{e^{\beta \omega} - 1} \) is the Bose-Einstein distribution function. The resulting self-energy can now be written in the dispersive form:

\[
\Sigma(\nu_n, \vec{k}) = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \ \text{Im}\Sigma(\omega, \vec{k}),
\]

(A7)

with \( \text{Im}\Sigma(\omega, \vec{k}) \) being the imaginary part of the self-energy

\[
\text{Im}\Sigma(\omega, \vec{k}) = -2 \pi g^2 \int \frac{d^3\vec{p}}{(2\pi)^3} \int dp_0 dq_0 \ [n_B(p_0) - n_B(q_0)] \rho_1(p_0, \vec{p}) \rho_2(q_0, \vec{p} + \vec{k}) \delta(\omega - q_0 + p_0),
\]

(A8)

The retarded self-energy is defined by the analytic continuation:

\[
\Sigma_{\text{ret}}(k_0, \vec{k}) = \Sigma(\nu_n = -i k_0 - \epsilon, \vec{k}) = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \ \text{Im}\Sigma_{\text{ret}}(\omega, \vec{k}).
\]

(A9)

Integrating over \( dp_0 \) and \( dq_0 \), using the identity \( n_B(-\omega) = -(1 + n_B(\omega)) \) and performing the transformation \( \vec{p} \to -\vec{p} - \vec{k} \) in all the integrals involving \( n_B(\omega) \), we can write \( \text{Im}\Sigma_{\text{ret}}(\omega, \vec{k}) = \sigma_0 + \sigma_T \) where

\[
\sigma_0 = -\frac{g^2}{16 \pi^2} \text{sign}(\omega) \int \frac{d^3\vec{p}}{\omega_1 \omega_2} \delta(|\omega| - \omega_1 - \omega_2),
\]

(A10)

\[
\sigma_T = -\frac{g^2}{8 \pi^2} \text{sign}(\omega) \int \frac{d^3\vec{p}}{\omega_1 \omega_2} n_B(\omega_1) \delta(|\omega| - \omega_1 - \omega_2).
\]

(A11)

Obviously, \( \sigma_0 \) represents the zero-temperature contribution while \( \sigma_T \) gives the finite-temperature correction. Notice that there were some possible terms involving \( \delta(\omega + \omega_1 - \omega_2) \) and \( \delta(\omega - \omega_1 + \omega_2) \) in \( \text{Im}\Sigma_{\text{ret}}(\omega, \vec{k}) \), but they are kinematically forbidden. To proceed, let \( \Omega = \omega_1 \) and \( z = \omega_2 \). Then, we have

\[
\sigma_0 + \sigma_T = -\frac{g^2}{8 \pi k} \text{sign}(\omega) \int_{m_\phi}^{\infty} [1 + 2 n_B(\Omega)] d\Omega \int_{z^-}^{z^+} \delta(|\omega| - \Omega - z) dz,
\]

(A12)

where \( z^\pm \) are given by

\[
z^\pm = \sqrt{(p \pm k)^2 + m_\phi^2} = \sqrt{\Omega^2 \pm 2 k \sqrt{\Omega^2 - m_\phi^2 + k^2}}.
\]

(A13)
For the integral to be non-vanishing, we require that
\[ z^- < z = |\omega| - \Omega < z^+. \]  
\[(A14)\]

Squaring both sides twice properly, these two inequalities can be cast into the condition \( f(\Omega) < 0 \) where
\[ f(\Omega) = 4 \left( |\omega|^2 - k^2 \right) \Omega^2 - 4 |\omega| \left( |\omega|^2 - k^2 \right) \Omega + \left( |\omega|^2 - k^2 \right)^2 + 4 k^2 m^2_\phi. \]  
\[(A15)\]

Notice that the graph of \( f(\Omega) \) against \( \Omega \) represents a conic with a positive y-intercept. Solving \( f(\Omega) = 0 \) for \( \Omega \), we obtain two solutions:
\[ \omega^\pm = \frac{|\omega| \left( |\omega|^2 - k^2 \right) \pm k \sqrt{\left( |\omega|^2 - k^2 \right)^2 - 4 \left( |\omega|^2 - k^2 \right) m^2_\phi}}{2 \left( |\omega|^2 - k^2 \right)}. \]  
\[(A16)\]

There are two possibilities: (i) \( |\omega|^2 - k^2 > 0 \), (ii) \( k^2 - |\omega|^2 > 0 \). For \( k^2 - |\omega|^2 > 0 \), the graph with \( f(\Omega) \) against \( \Omega \) shows that the condition \( (A14) \) can be satisfied only if \( \Omega > \omega^- \) but algebraic calculations indicate that \( |\omega| - \omega^- < 0 \). Hence, the condition \( (A14) \) cannot satisfied and this solution should be discarded.

For \( |\omega|^2 - k^2 > 0 \), a detailed analysis of \( f(\Omega) \), \( \omega^\pm \) and \( |\omega| - \Omega \) as functions of \( \Omega \) reveals that that condition \( (A14) \) can always be satisfied as far as \( \omega^- < \Omega < \omega^+ \) and \( |\omega| > \sqrt{k^2 + m^2_\phi + m_\phi} \). For the discriminant in \( \omega^\pm \) to be positive, we require \( |\omega| > \sqrt{k^2 + 4 m^2_\phi} \) or \( |\omega| < k \). Since \( \sqrt{k^2 + m^2_\phi + m_\phi} > k \), we can only choose \( |\omega| > \sqrt{k^2 + 4 m^2_\phi} \).

As a result, using the integration formula \[ \int \frac{d^3 \vec{p}}{(2\pi)^3} = \frac{1}{\beta} \ln \left( 1 - e^{-\beta \Omega} \right), \] we conclude that the condition \( (A14) \) cannot satisfied.

\[ \text{Im}\Sigma_{\text{ret}}(\omega, \vec{k}) = \sigma_0 + \sigma_T \]
where \( \sigma_0 \) and \( \sigma_T \) are given by
\[ \sigma_0 = -\frac{g^2}{8\pi k} (\omega^+ - \omega^-) \text{sign}(\omega) \Theta[|\omega|^2 - k^2 - 4 m^2_\phi], \]  
\[(A17)\]
\[ \sigma_T = -\frac{g^2}{4\pi k \beta} \ln \left( \frac{1 - e^{-\beta \omega^+}}{1 - e^{-\beta \omega^-}} \right) \text{sign}(\omega) \Theta[|\omega|^2 - k^2 - 4 m^2_\phi], \]  
\[(A18)\]

where \( \omega^\pm \) can now be safely simplified to become
\[ \omega^\pm = \frac{|\omega| \pm k \sqrt{1 - \frac{4 m^2_\phi}{|\omega|^2 - k^2}}}{2}. \]  
\[(A19)\]

2. Dispersion Relation: Real Part of the Self-Energy

The real part of the self-energy is given by
\[ \text{Re}\Sigma(\nu_n, \vec{k}) = 2 g^2 \int \frac{d^3 \vec{p}}{(2\pi)^3} \frac{1}{\beta} \sum_{\omega_m} \frac{1}{\omega^2 + m^2_\phi + \omega_m^2 \left( \vec{p} + \vec{k} \right)^2 + m^2_\phi + (\omega_m + \nu_n)^2}. \]  
\[(A20)\]
To proceed, we introduce the Schwinger parameters

\[
\frac{1}{\vec{p}^2 + m_\phi^2 + \omega_m^2} = \int_0^\infty d\alpha_1 e^{-\alpha_1 (\vec{p}^2 + m_\phi^2 + \omega_m^2)},
\]

\[
\frac{1}{(\vec{p} + \vec{k})^2 + m_\phi^2 + (\omega_m + \nu_n)^2} = \int_0^\infty d\alpha_2 e^{-\alpha_2 [(\vec{p} + \vec{k})^2 + m_\phi^2 + (\omega_m + \nu_n)^2]}.
\]

After completing squares, the \(d^3 \vec{p}\) integrals become Gaussian and can be easily evaluated to give

\[
\text{Re} \Sigma(\nu_n, \vec{k}) = \frac{g^2}{8 \pi^2} \int_0^\infty d\alpha_1 \int_0^\infty d\alpha_2 \frac{1}{(\alpha_1 + \alpha_2)^2} e^{-k_E^2 \alpha_1 \alpha_2} e^{-m_\phi^2 (\alpha_1 + \alpha_2)}
\]

\[
\vartheta \left( \frac{n \alpha_2}{\alpha_1 + \alpha_2}, \frac{i \beta^2}{4 \pi \alpha_1 + \alpha_2} \right),
\]

where \(k_E^2 = k^2 + \nu_n^2\). The Jacobi theta function \(\vartheta(z, \tau)\) is defined as

\[
\vartheta(z, \tau) = \sum_{m=-\infty}^{\infty} e^{2i \pi m z + i \pi m^2 \tau},
\]

and we have used the identity \(\vartheta(z, \tau) = (-i \tau)^{-1/2} e^{-i \pi z^2/\tau} \vartheta(z/\tau, -1/\tau)\).

Let \(\alpha = \alpha_1 + \alpha_2\) and \(x = (\alpha_1 - \alpha_2)/\alpha\). Then, we obtain

\[
\text{Re} \Sigma(\nu_n, \vec{k}) = \frac{g^2}{16 \pi^2} \int_0^\infty \frac{d\alpha}{\alpha} e^{-\frac{1}{4}(k_E^2 + 4m_\phi^2) \alpha} \int_{-1}^{1} dx \ e^{i \alpha k_E^2 x^2} \vartheta \left( \frac{n}{2} (1 - x), \frac{i \beta^2}{4 \pi \alpha} \right).
\]

To perform the integration over \(dx\), we can use the formula

\[
\int_{-1}^{1} dx \ e^{-A x + B x^2} = -i \sqrt{\frac{\pi}{2 B}} e^{-A^2/4B} \left[ \text{erf} \left( i \frac{B + A/2}{\sqrt{B}} \right) + \text{erf} \left( i \frac{B - A/2}{\sqrt{B}} \right) \right],
\]

where \(\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^2} dt\) is the error function. In this problem, \(A = i \pi n m\) and \(B = \frac{1}{4} \alpha k_E^2\). The leading contribution of the integral \((A23)\) comes from the region \(\alpha \sim 0\). Near this region, we have

\[
e^{i \pi n m} \left[ \text{erf} \left( i \frac{B + A/2}{\sqrt{B}} \right) + \text{erf} \left( i \frac{B - A/2}{\sqrt{B}} \right) \right] \approx \frac{i \alpha^{3/2}}{2 \sqrt{2 \pi^5 \beta^2}} \frac{k_E^3}{n^2 m^2} e^{\frac{1}{8} \alpha k_E^2} e^{-\frac{1}{4} \alpha k_E^2}.
\]

Meanwhile, \(\text{Re} \Sigma(\nu_n, \vec{k})\) can be written as

\[
\text{Re} \Sigma(\nu_n, \vec{k}) = \sum_{m=-\infty}^{+\infty} I_m = I_0 + \sum_{m=-\infty}^{+\infty} I_m \neq 0.
\]
The quantity $I_0$ corresponds to the zero-temperature contribution and we assume that it has already been combined with the bare mass-squared of $\Phi$ to give $M_0^2$. Therefore, the mass-squared of $\Phi$ at finite-temperature $T$ takes the form $M_0^2(T) = M_0^2 + \Delta M_0^2(T)$ with $\Delta M_0^2(T)$ being the finite-temperature corrections:

$$\Delta M_0^2(T) = \sum_{m=-\infty}^{+\infty} I_{m \neq 0}.$$  \hfill (A29)

Upon some simplifications, we get

$$I_{m \neq 0} \approx \frac{g^2}{32 \pi^3} \frac{k_E^2}{n^2 m^2} \int_0^\infty d\alpha \, e^{-\alpha m^2} - \frac{1}{4} \left( \frac{\alpha^2 m^2}{4} \right),$$  \hfill (A30)

which is an even function of $m$ and so $\Delta M_0^2(T) = 2 \sum_{m=1}^{+\infty} I_m$. We can perform the remaining integration using the identity

$$\int_0^\infty d\alpha \, e^{-\alpha C - \frac{1}{\alpha D}} = 2 \sqrt{\frac{D}{C}} K_1(2 \sqrt{C D}),$$  \hfill (A31)

where $K_1(z)$ is the modified Bessel function of second kind.

Applying the analytic continuation: $\nu_n = \frac{2 \pi n}{\beta} \rightarrow -i \omega - \epsilon$, we find

$$\Delta M_0^2(T) \approx \frac{g^2}{4 \pi^2} \frac{\omega^2 - k^2}{\beta \omega^2 m_\phi} \sum_{m=1}^{+\infty} \frac{1}{m} K_1(m \beta m_\phi).$$  \hfill (A32)

Since $K_1(z) \sim \sqrt{\frac{z}{2 \pi}} e^{-z}$ for $z \gg 1$, it is obvious that $\frac{1}{m} K_1(m \beta m_\phi)$ will be exponentially suppressed if $m \beta m_\phi \gg 1$. On the other hand, $K_1(z) \sim \frac{1}{z}$ for $z \ll 1$. Thus, the dominant contribution of $\frac{1}{m} K_1(m \beta m_\phi)$ goes like $\frac{1}{m} \frac{1}{m \beta m_\phi}$. Using $\sum_{m=1}^{\infty} \frac{1}{m^2} = \frac{\pi^2}{6}$, we obtain

$$\Delta M_0^2(T) \approx \frac{g^2}{24} \frac{\omega^2 - k^2}{\omega^2} \frac{T^2}{m_\phi^2}.$$  \hfill (A33)

Appendix B: Pseudoscalar $\Phi \rightarrow f \bar{f}$

The one-loop self-energy of the field $\Phi$ in the Matsubara representation is given by

$$\Sigma(\nu_n, \vec{k}) = -\chi^2 \int \frac{d^3 \vec{p}}{(2\pi)^3} \frac{1}{\beta} \sum_{\omega_m} \text{Tr} \left[ G_f(\omega_m, \vec{p}) \gamma^5 G_f(\omega_m + \nu_n, \vec{p} + \vec{k}) \gamma^5 \right],$$  \hfill (B1)

where $\omega_m = 2 \pi (m + \frac{1}{2})/\beta$ and $\nu_n = 2 \pi (n + \frac{1}{2})/\beta$, with $m, n = 0, \pm 1, \pm 2, \ldots$ are the fermionic Matsubara frequencies. It is convenient to write the Matsubara propagators in
written in the dispersive form:

\[ G_f(\omega, \vec{p}) = \int dp_0 \frac{\rho_1(p_0, \vec{p})}{p_0 - i \omega_m}, \]  

(B2)

\[ G_f(\omega + \nu, \vec{p} + \vec{k}) = \int dq_0 \frac{\rho_2(q_0, \vec{p} + \vec{k})}{q_0 - i \omega_m - i \nu_n}, \]  

(B3)

\[ \rho_1(p_0, \vec{p}) = \frac{\gamma^0 p_0 - \vec{\gamma} \cdot \vec{p} + m_f}{2 \omega_1} [\delta(p_0 - \omega_1) - \delta(p_0 + \omega_1)], \]  

(B4)

\[ \rho_2(q_0, \vec{p} + \vec{k}) = \frac{\gamma^0 q_0 - \vec{\gamma} \cdot (\vec{p} + \vec{k}) + m_f}{2 \omega_2} [\delta(q_0 - \omega_2) - \delta(q_0 + \omega_2)], \]  

(B5)

\[ \omega_1 = \sqrt{\vec{p}^2 + m_f^2}, \quad \omega_2 = \sqrt{(\vec{p} + \vec{k})^2 + m_f^2}. \]  

(B6)

This representation allows us to carry out the sum over the Matsubara frequencies \( \omega_m \) in a rather straightforward manner [18, 19]:

\[ \frac{1}{\beta} \sum_{\omega_m} \frac{1}{p_0 - i \omega_m} \frac{1}{q_0 - i \omega_m - i \nu_n} = -\frac{n_F(p_0) - n_F(q_0)}{q_0 - p_0 - i \nu_n}, \]  

(B7)

where \( n_F(\omega) = \frac{1}{e^{\beta \omega} + 1} \) is the Fermi-Dirac distribution function. The self-energy can be written in the dispersive form:

\[ \Sigma(\nu_n, \vec{k}) = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \frac{\text{Im} \Sigma(\omega, \vec{k})}{\omega - i \nu_n}, \]  

(B8)

where \( \text{Im} \Sigma(\omega, \vec{k}) \) is the imaginary part of the self-energy given by

\[ \text{Im} \Sigma(\omega, \vec{k}) = \pi \lambda^2 \int \frac{d^3 \vec{p}}{(2\pi)^3} \int dp_0 dq_0 [n_F(p_0) - n_F(q_0)] \text{Tr} \left( \rho_1(p_0, \vec{p}) \gamma^5 \rho_2(q_0, \vec{p} + \vec{k}) \gamma^5 \right) \delta(\omega - q_0 + p_0), \]  

(B9)

We can then proceed by using \( \text{Tr}(1) = 4 \) and \( \text{Tr}(\gamma^\mu \gamma^\nu) = 4 g^{\mu\nu} \), giving

\[ \text{Tr} \left[ (\gamma^0 p_0 - \vec{\gamma} \cdot \vec{p} + m) \gamma^5 (\gamma^0 q_0 - \vec{\gamma} \cdot (\vec{p} + \vec{k}) + m) \gamma^5 \right] = -4 \left(p_0 q_0 - \vec{p} \cdot (\vec{p} + \vec{k}) - m^2\right). \]  

(B10)

The retarded self-energy is defined by the same analytic continuation as in Eq. (A9). Similarly, integrating over \( dp_0 \) and \( dq_0 \), using the identity \( n_F(\omega) = 1 - n_F(-\omega) \) and performing the transformation \( \vec{p} \rightarrow -\vec{p} - \vec{k} \) in all the integrals involving \( n_F(\omega_2) \), we can write

\[ \text{Im} \Sigma_{\text{ret}}(\omega, \vec{k}) = \sigma_0 + \sigma_T \]  

where

\[ \sigma_0 = -\frac{\lambda^2}{8 \pi^2} \text{sign}(\omega) \int \frac{d^3 \vec{p}}{\omega_1 \omega_2} \left( \omega_1 \omega_2 + \vec{p} \cdot (\vec{p} + \vec{k}) + m_f^2 \right) \delta(|\omega| - \omega_1 - \omega_2), \]  

(B11)

\[ \sigma_T = \frac{\lambda^2}{4 \pi^2} \text{sign}(\omega) \int \frac{d^3 \vec{p}}{\omega_1 \omega_2} n_F(\omega_1) \left( \omega_1 \omega_2 + \vec{p} \cdot (\vec{p} + \vec{k}) + m_f^2 \right) \delta(|\omega| - \omega_1 - \omega_2). \]  

(B12)
Again, \( \sigma_0 \) represents the zero-temperature contribution while \( \sigma_T \) gives the finite-temperature correction. Also, there were some possible terms in \( \text{Im} \Sigma_{\text{ret}}(\omega, \vec{k}) \) involving \( \delta(\omega + \omega_1 - \omega_2) \) and \( \delta(\omega - \omega_1 + \omega_2) \) which are kinematically forbidden. To proceed, we again let \( \Omega = \omega_1 \) and \( z = \omega_2 \). Then, we have \( \delta(\omega - \omega_1 - \omega_2) = \delta(\omega - \Omega - z) \), and we can make the following simplification:

\[
\omega_1 \omega_2 + \vec{p} \cdot (\vec{p} + \vec{k}) + m_f^2 = \frac{(\Omega + z)^2 - k^2}{2} = \frac{|\omega|^2 - k^2}{2},
\]

using the constraint \( \delta(|\omega| - \Omega - z) \). This leads to

\[
\sigma_0 + \sigma_T = -\frac{\lambda^2}{8\pi k} \left( |\omega|^2 - k^2 \right) \text{sign}(\omega) \int_{m_f}^{\infty} \left[ 1 - 2 n_F(\Omega) \right] d\Omega \int_{z^{-}}^{z^{+}} \delta(|\omega| - \Omega - z) dz,
\]

where \( z^{\pm} \) are given by Eq. (A13) with \( m_\phi \) replaced by \( m_f \). We can then follow the similar kinematical arguments in Appendix A to facilitate the integrations over both of \( d\Omega \) and \( dz \).

As a result, using the integration formula \( \int \frac{d\Omega}{e^{\beta\Omega} + 1} = -\frac{1}{\beta} \ln(1 + e^{-\beta\Omega}) \), we conclude that \( \text{Im} \Sigma_{\text{ret}}(\omega, \vec{k}) = \sigma_0 + \sigma_T \) with

\[
\sigma_0 = -\frac{\lambda^2}{8\pi k} \left( |\omega|^2 - k^2 \right) \left( E^+ - E^- \right) \text{sign}(\omega) \Theta[|\omega|^2 - k^2 - 4 m_f^2],
\]

\[
\sigma_T = -\frac{\lambda^2}{4\pi k \beta} \left( |\omega|^2 - k^2 \right) \ln \left( \frac{1 + e^{-\beta E^+}}{1 + e^{-\beta E^-}} \right) \text{sign}(\omega) \Theta[|\omega|^2 - k^2 - 4 m_f^2],
\]

where \( E^{\pm} \) is given by

\[
E^{\pm} = \frac{|\omega| \pm k \sqrt{1 - \frac{4 m_f^2}{|\omega|^2 - k^2}}}{2}.
\]

**Appendix C: Scalar \( \Phi \to f \bar{f} \)**

Similar to Appendix B, the one-loop self-energy of the field \( \Phi \) in the Matsubara representation is given by

\[
\Sigma(\nu_n, \vec{k}) = y^2 \int \frac{d^3 \vec{p}}{(2\pi)^3} \frac{1}{\beta} \sum_{\omega_m} \text{Tr} \left[ G_f(\omega_m, \vec{p}) G_f(\omega_m + \nu_n, \vec{p} + \vec{k}) \right],
\]

where \( \omega_m = 2\pi (m + \frac{1}{2})/\beta \) and \( \nu_n = 2\pi (n + \frac{1}{2})/\beta \), with \( m, n = 0, \pm 1, \pm 2, \ldots \), are the fermionic Matsubara frequencies.
Following the similar steps and tricks as in Appendix B, we obtain $\text{Im}\Sigma_{\text{ret}}(\omega, \vec{k}) = \sigma_0 + \sigma_T$ with

$$\sigma_0 = -\frac{\alpha^2}{8 \pi k} (|\omega|^2 - k^2 - 4 m_f^2) \left( E^+ - E^- \right) \text{sign}(\omega) \Theta[|\omega|^2 - k^2 - 4 m_f^2], \quad (C2)$$

$$\sigma_T = -\frac{\alpha^2}{4 \pi k \beta} (|\omega|^2 - k^2 - 4 m_f^2) \ln \left( \frac{1 + e^{-\beta E^+}}{1 + e^{-\beta E^-}} \right) \text{sign}(\omega) \Theta[|\omega|^2 - k^2 - 4 m_f^2], \quad (C3)$$

where $E^\pm$ is given by [B17].
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