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Abstract—Hyperspectral images (HSIs) usually suffer from different types of pollution. This severely reduces the quality of HSIs and limits the accuracy of subsequent processing tasks. HSI denoising can be modeled as a low-rank tensor denoising problem. Tensor nuclear norm (TNN) induced by tensor singular value decomposition plays an important role in this problem. In this letter, we first reconsider three inconspicuous but crucial phenomena in TNN. In the Fourier transform domain of HSIs, different frequency slices (FS) contain different information; different singular values (SVs) of each FS also represent different information. The two physical phenomena lie not only in the spectral mode but also in the spatial modes. Then based on them, we propose a multi-modal and double-weighted TNN. It can adaptively shrink the FS and SVs according to their physical meanings in all modes of HSIs. In the framework of the alternating direction method of multipliers, we design an effective alternating iterative strategy to optimize our proposed model. Denoised experiments on both synthetic and real HSI datasets demonstrate their superiority against related methods.
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I. INTRODUCTION

HYPERSPECTRAL image (HSI) has been widely used in many fields [1] due to its wealthy spatial and spectral information of a real scene. However, the observed HSIs are usually corrupted by different noises, e.g., Gaussian noise, impulse noise, deadlines, stripes and their mixtures. This seriously affects the subsequent applications of HSI, such as unmixing, target detection, and so on. Therefore, HSI denoising, as a preprocessing step to remove mixed noise for various subsequent applications, is a valuable and active research topic.

In HSIs, different spectral bands are images from the same scene under different wavelengths. It means the global correlation or low-rank prior lies in HSIs [2]. Based on this prior, how to measure the HSI low-rankness becomes the key to denoising tasks. As HSIs can be treated as 3rd-order tensor, this problem is turned into a 3rd-order tensor low-rank problem. Due to the nonuniqueness of the tensor rank, different tensor decompositions and their corresponding tensor ranks are proposed, such as the Tucker decomposition [3, 4], PARAFAC decomposition [5], and tensor singular value decomposition (t-SVD) [6, 7], to exploit the low-rankness of HSIs.

Among them, the tensor tubal rank induced by t-SVD can characterize the low-rank structure of HSIs very well. Its convex relaxation is the tensor nuclear norm (TNN) [8]. TNN is effective to keep the intrinsic structure of HSIs. Hence, TNN has attracted extensive attention for HSI denoising problems in recent years [7, 9, 10]. However, during the definition of TNN, there are three kinds of prior knowledge that are underutilized for further exploiting the low-rankness in HSIs. Firstly, in the Fourier transform domain of HSIs, the low-frequency slices carry the profile information of HSIs, while the high-frequency slices mainly carry the noise information of HSIs. Secondly, in each frequency slices, bigger singular values mainly contain information on clean data and smaller singular values mainly contain information on noise. Thirdly, low-rankness not only exists in the spectral dimension but also lies in the spatial dimensions [3]. The classical TNN only takes the Fourier transform to connect the spatial dimensions with the spectral dimension and lacks flexibility for handling different correlations along with different modes of HSIs [7].

In this letter, to take full advantage of the above prior knowledge and improve the capability and flexibility of TNN, we propose a multi-modal and double-weighted TNN for HSI denoising tasks. The merits of our model are four-fold. First, according to information types in different frequency slices in the Fourier transform domain, we adaptively assign bigger weights to slices that mainly contain noise information and smaller weights to slices that mainly contain profile information, which can depress noise more and simultaneously preserve the profile information of clean HSIs better. Second, in each frequency slice, we use the partial sum of singular values to only shrink small singular values, which can better protect the clean data information contained in big singular values. Third, we apply the double-weighted TNN in all modes of HSIs, which can achieve a more flexible and accurate characterization of HSI low-rankness. Finally, we develop an alternating direction method of multiplier based algorithm to efficiently solve the proposed model. Compared with various competing HSI denoising methods, the best-denoised performances are obtained by our method synthetic and real HSI datasets.

A. Notations

In this letter, matrix and tensor are denoted as bold uppercase letter X and calligraphic letter \( \mathcal{X} \), respectively. For a 3rd-order tensor \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), its \((i, j, k)\)-th component is represented as \( \mathcal{X}(i, j, k) \). Then the Frobenius norm of a tensor \( \mathcal{X} \) is defined as \( \| \mathcal{X} \|_F = \sqrt{< \mathcal{X}, \mathcal{X} >} \). The \( k \)-th frontal slice of \( \mathcal{X} \) is denoted as \( \mathcal{X}_k \).
as $X^{(k)} = \mathcal{X}(\ldots, k)$. The fast Fourier transform along the third mode of $\mathcal{X}$ is represented as $\mathcal{X} = \text{fft}(\mathcal{X}, [1, 3])$ and its inverse operation is $\mathcal{X} = \text{iff}(\mathcal{X}, [1, 3])$. The mode-$p$ permutation of $\mathcal{X}$ is defined as $\mathcal{X}_p = \text{permute}(\mathcal{X}, p)$, $p = 1, 2, 3$, where the $m$-th mode-$3$ slice of $\mathcal{X}_p$ is the $m$-th mode-$p$ slice of $\mathcal{X}$, i.e., $\mathcal{X}_p(i, j, k) = \mathcal{X}_1(j, k, i) = \mathcal{X}_2(k, i, j) = \mathcal{X}_3(i, j, k)$. Also, its inverse operation is $\mathcal{X} = \text{ipermute}(\mathcal{X}_p, p)$.

### B. Problem Formulation

An ideal HSI can be viewed as a 3rd-order tensor $\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and usually is assumed to be low-rank. Corrupted by mixed noise, its observed version can be modeled as

$$Y = \mathcal{X} + \mathcal{S} + \mathcal{N},$$

where $\mathcal{Y}, \mathcal{S}, \mathcal{N} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$; $\mathcal{S}$ denotes the sparse noise; $\mathcal{N}$ the Gaussian white noise.

HSI denoising aims to recover the ideal HSI $\mathcal{X}$ from the observed HSI $\mathcal{Y}$ in (1). Under the framework of regularization theory, it can briefly be formulated as

$$\text{arg min}_{\gamma, \mathcal{S}, \gamma} \text{rank}(\gamma) + \lambda \|\mathcal{S}\|_1 + \tau \|\mathcal{N}\|_2^2,$$

subject to $\gamma = \mathcal{X} + \mathcal{S} + \mathcal{N}$,

where $\|\cdot\|_1$ is $L_1$ norm to detect the sparse noise; $\|\cdot\|_F$ describes the Gaussian noise; $\text{rank}(\cdot)$ represents the rank of unknown ideal HSI; $\lambda$ and $\tau$ are non-negative parameters.

In model (2), regularization term $\text{rank}(\cdot)$ is approximated by different relaxations. As mentioned above, TNN is widely used convex relaxation, which can be defined as

$$\|X\|_* := \frac{1}{n_3} \sum_{k=1}^{n_3} \|X^{(k)}\|_*.$$

### III. The Weighted TNN

#### A. Frequency-Weighted TNN

In (3), the frontal slice of $\mathcal{X}$ corresponds to the frequency component of $\mathcal{X}$ [11]. Specifically, for $\mathcal{X}$, its profile information is contained in the low-frequency frontal slices, while its detailed information is contained in the high-frequency ones. When $\mathcal{X}$ is distorted by outliers, the effects on high-frequency frontal slices are more severe. However, different frequency slices of $\mathcal{X}$ have the same impact on TNN in (3), which is obviously inconsistent with the physics meaning of frequency components. Therefore, we improve TNN in (3) by assigning different weights for different frequency slices, and propose the frequency-weighted TNN as follows:

$$\|X\|_{w*} := \frac{1}{n_3} \sum_{k=1}^{n_3} w_k(\mathcal{X}^{(k)}) \|\mathcal{X}^{(k)}\|_*,$$

where $w_k(\mathcal{X}^{(k)})$ is the $k$-th weight parameter. For HSI denoising problems, the lower the frequencies are, the less the corresponding frequency slices should be punished. By amounts of data simulations, the weights $w_k$ approximatively consist with the frequencies and are inversely proportionate to $\|\mathcal{X}^{(k)}\|_F$. We let

$$w_k(\mathcal{X}^{(k)}) = \frac{c_1 \log(\|\mathcal{X}^{(k)}\|_F^2 + \varepsilon)}{c_2},$$

where $\varepsilon = 10^{-10}$ is to avoid dividing by zero; $c_1$ is the scaling factor after frequency normalization; $c_2$ is a constant.

The proposed FWTNN is different from the frequency-filtered tensor nuclear norm (FTNN) [11]. Our weights are data dependent, but FTNN’s weights are pre-weight.

#### B. Double-Weighted TNN

For $\hat{X}^{(k)}$ in (3), the matrix nuclear norm is used as the tightest convex surrogate for rank. However, it has limitation in the accuracy of approximation due to its convexity. Recently, a series of improvement methods are proposed for better approximation [12, 13]. To differently treat singular values of $\mathcal{X}^{(k)}$, we choose partial sum of singular values (PSSV) to only punish the smaller singular values which mainly contain the noise information of HSIs. Then, a double-weighted TNN is proposed by replacing the matrix nuclear norm in (4) with the PSSV of $\mathcal{X}^{(k)}$, which is defined as

$$\|X\|_{dw*} := \frac{1}{n_3} \sum_{k=1}^{n_3} w_k(\mathcal{X}^{(k)}) \|\mathcal{X}^{(k)}\|_{\text{PSSV}},$$

where $\|\mathcal{X}^{(k)}\|_{\text{PSSV}} = \sum_{r=R+1}^{\infty} \sigma_r(\mathcal{X}^{(k)})$; $\sigma_r(\mathcal{X}^{(k)})$ is the $r$-th biggest singular value of matrix $\mathcal{X}^{(k)}$; $R$ is a parameter indicating the number of main singular values.

Theorem 1. Assuming that $\tau > 0$, $\mathcal{X}, \mathcal{Y} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, for the minimization problem

$$\mathcal{X}^* = \arg \min_{\mathcal{X}} \tau \|\mathcal{X}\|_{dw*} + \frac{1}{2} \|\mathcal{X} - \mathcal{Y}\|_F^2,$$

its solution is

$$\mathcal{X}^* = \mathcal{D} \mathcal{W}^{w,R,\tau} \mathcal{Y} = \text{iff}(\mathcal{U} \cdot \mathcal{S}_{\text{dw}} \cdot \mathcal{V}^T, [1, 3]),$$

where $\mathcal{Y} = \mathcal{U} \cdot \mathcal{S} \cdot \mathcal{V}^T$; $\mathcal{S}_{\text{dw}}(r, r, k) = \max(\mathcal{S}(r, r, k) - \tau w_k, 0)\); $R = \text{TW}(w) = \{0, r \leq R\}; w_r = \{1, r > R\}$; $w_k = \frac{c_1 \log(\|\mathcal{X}^{(k)}\|_F^2 + \varepsilon)}{c_2}$.  

Lemma 1. (PSVT [12]). Let $\tau > 0$, $l = \min(m, n)$ and $\mathcal{X}, \mathcal{Y} \in \mathbb{R}^{m \times n}$ which can be decomposed by SVD. $\mathcal{Y}$ can be considered as the sum of two matrices, $\mathcal{Y} = \mathcal{Y}_1 + \mathcal{Y}_2 = \mathcal{U}_1 \mathcal{Y}_1 \mathcal{V}_1^T + \mathcal{U}_2 \mathcal{Y}_2 \mathcal{V}_2^T$, where $\mathcal{U}_1, \mathcal{V}_1$ are the singular vector matrices corresponding to the $R$ largest singular values by SVD, and $\mathcal{U}_2, \mathcal{V}_2$ from the $(R+1)$-th to the last singular values. Define a minimization problem for the PSSV as

$$\arg \min_{\mathcal{X}} \frac{1}{2} \|\mathcal{X} - \mathcal{Y}\|_F^2 + \tau \|\mathcal{X}\|_{\text{PSSV}}$$

Then, the optimal solution of Eq.(9) can be expressed by the PSVT operator defined as:

$$\mathcal{P}_{R,\tau} \mathcal{Y} = \mathcal{U}_1 (\mathcal{D}_1 \mathcal{Y}_1 + \mathcal{S}_r [\mathcal{D}_2] \mathcal{V}_1^T) \mathcal{V}_1^T = \mathcal{Y}_1 + \mathcal{U}_2 \mathcal{S}_r [\mathcal{D}_2] \mathcal{V}_2^T$$

where

$$\mathcal{D}_1 = \text{diag}(\sigma_1, \ldots, \sigma_R, 0, \ldots, 0)$$

and

$$\mathcal{D}_2 = \text{diag}(0, \ldots, 0, \sigma_{R+1}, \ldots, \sigma_l)$$
and $S_{τ}[x] = \max(|x| - τ, 0)$ is the soft-thresholding operator [14].

Proof. Let $τ > 0$, $X, Y ∈ R_{n_1 \times n_2 \times n_3}$, $M R ∈ R_{n_3}$ is multi-rank of $X$, and $c_1, c_2$ are given constants. According to the definition of DWTNN (6) and the properties of tensors in the Fourier domain, the Eq. (7) is equivalent to

\[
X^* = \arg \min_{X} \tau \|X\|_{d w s} + \frac{1}{2} \|X - Y\|_F^2,
\]

\[
= \arg \min_{X} \frac{1}{n_3} \sum_{k=1}^{n_3} w_k \left(\|X^{(k)}\|_{p s s v} + \frac{1}{2} \|X^{(k)} - Y^{(k)}\|_F^2\right).
\]

Therefore, the Eq. (12) can be divided into $n_3$ subproblems as follows:

\[
\arg \min_{\tau w_k} \left(\|X^{(k)}\|_{p s s v} + \frac{1}{2} \|X^{(k)} - Y^{(k)}\|_F^2\right),
\]

the Eq.(13) can be solved by Lemma 1. Let

\[
w_r = \begin{cases} 0, & i ≤ R \\ 1, & i > R \end{cases}
\]

Base on Eq.(14), Eq.(10) in Lemma 1 is equivalent to

\[
P_{R, τ, w_k}[Y] = U_Y (S_{R, τ, w_k}[D]) V_Y^T
\]

where

\[
S_{R, τ, w_k}[D] = \begin{cases} σ_i(Y) & \text{if } i < R + 1 \\ \max(σ_i(Y) - τ w_k, 0) & \text{otherwise} \end{cases}
\]

Therefore, the solution of Eq. (7) is

\[
X^* = D W^{w, R, τ}(Υ) = i f t (Û · S_{d w s} · Û^T, [], 3),
\]

where $Υ = Û · S · Û^T$, $S_{d w s}(r, r, k) = \max(S(r, r, k) - τ w_k, 0)$, $R = T W(k)$ with $w_r = \frac{c_1}{\log(\|X^{(r)}\|_F^2 + ε)} + c_2$.

Remark 1. In theorem 1, there are two key weights that need to be given in advance. Frequency weights $w_k$ can be calculated by Eq. (5). Truncation weight $w_r$ can be calculated by Algorithm 1. It refers to the way multi-rank is calculated in reference [15]. In Algorithm 1, the ratio of the maximum value of the singular values is chosen, which can also be replaced by the ratio of the sum of the singular values.

Algorithm 1 Calculate truncation weight $T W ∈ R_{n_3}$.

Input: A tensor $Υ$; ratio $η$.

Output:Truncation weight $T W ∈ R_{n_3}$.

1: Compute $Υ = f t t (Υ, [], 3)$.

2: for $i = 1, … , n_3$ do

\[
Υ^{(i)}, S^{(i)}, V^{(i)}
\]

\[
s = \text{diag}(S^{(i)})
\]

\[
T W(i) = \text{length}(s > \text{max}(s) × η).
\]

end for

C. Multi-modal and Double-Weighted TNN

TNN in (3) only approximates the correlations connected by mode-3 Fourier transform in the spatial dimensions with the spectral dimension. It lacks of flexibility for describing low-rankness in all modes of HSIs. To connect the $p$-th mode with other two modes, we can define the double-weighted TNN for each mode-$p$ permutation of HSIs, i.e., $\|X_p\|_{d w s + p} = 1, 2, 3$. As $\|X_p\|_{d w s + p}$ are different according to different modes, we use the weighted average of double-weighted TNNs along all modes to approximate the tensor rank of HSIs. Finally, the multi-modal and double-weighted TNN (MDWTNN) is proposed as follows:

\[
\|X\|_{m d w s} := \sum_{p=1}^{3} α_p \|X_p\|_{d w s} = \sum_{p=1}^{3} α_p \|X_p\|_{d w s} \|X_p\|_{p s s v},
\]

where $X_p = f t t (X_p, [], 3)$; $X_p^{(k)}$ is the $k$-th frontal slice of $X_p$ and its assigned weight is $w_p^{\alpha}$; $α > 0$ and $\sum_{p=1}^{3} α_p = 1$. Fig. 1 shows the schematic diagram of MDWTNN.

IV. HSI Denoising via MDWTNN Minimization

MDWTNN in (18) takes full advantage of physical meanings in frequency components, singular values, and modes of HSIs, which can provide a better approximation to the tensor rank. Then we use MDWTNN to replace the regularization term Rank in (2) and propose the HSI denoising model as follows:

\[
\arg \min_{X, S, N} \|X\|_{m d w s} + λ\|S\|_1 + τ\|N\|_F^2,
\]

s.t. $Υ = X + S + N$.

Introducing auxiliary variables, model (19) is equivalent to

\[
\arg \min_{X, S, N} \sum_{p=1}^{3} α_p \|Z_p\|_{d w s} + λ\|S\|_1 + τ\|N\|_F^2,
\]

s.t. $Υ = X + S + N$, $Z_p = X_p$, $p = 1, 2, 3$.

By augmented Lagrangian multiplier method, the Lagrangian function of model (20) can be written as

\[
L_{μ_p, ≺}(X, Z_p, N, S, Γ, p, Λ, Λ) = λ\|S\|_1 + τ\|N\|_F^2
\]

\[
+ Λ \cdot Υ - (X + S + N)\|_F^2,
\]

\[
+ Λ\|X - Z_p - Z_p, Γ > + \frac{H_p}{2}\|Z_p - Z_p\|_F^2,
\]

where $Λ$ and $Γ$ are the Lagrangian multipliers; $β$ and $μ_p$ are the Lagrange penalty parameters. Its minimization problem can be efficiently solved in the framework of ADMM [16]. At the $(n+1)$-th iteration, each variable in the Lagrangian function can be updated by solving its corresponding subproblem respectively when other variables are fixed at the $n$-th iteration.

For $Z_p$, $p = 1, 2, 3$, their corresponding subproblems can be written as

\[
\arg \min_{Z_p} α_p \|Z_p\|_{d w s} + \frac{H_p}{2}\|Z_p - (X_p + Γ_p)\|_F^2.
\]

The closed-form solution of (21) obtained from theorem 1 are as follows:

\[
\frac{1}{n_3+1} = D W^{w, R, τ}(Υ_p, S_p, V_p) (X_p + Γ_p).
\]
For $\mathcal{X}$, its corresponding subproblem can be written as

$$\mathcal{X}^{n+1} = \arg\min_{\mathcal{X}} \frac{3}{2} \sum_{p=1}^{P} \left( \frac{\mu_p}{\rho_p} \| \mathcal{X} - Z_p^{n+1} + \frac{\Gamma_p n_p}{\mu_p} \|_F^2 \right) + \frac{\beta}{2} \| \mathcal{Y} - (\mathcal{X} + S^n + N^n) + \frac{\Lambda_n}{\beta} \|_F^2.$$  

(23)

It has the closed-form solution as follows:

$$\mathcal{X}^{n+1} = \frac{\sum_{p=1}^{P} \mu_p \left( Z_p^{n+1} - \frac{\Gamma_p n_p}{\mu_p} \right) + \beta (Y - S^n - N^n + \Lambda_n)}{1 + \beta}.$$  

(24)

For $S$, its corresponding subproblem can be written as

$$\arg\min_{S} \lambda \| S \|_1 + \frac{\beta}{2} \| \mathcal{Y} - (\mathcal{X}^{n+1} + S + N^n) + \frac{\Lambda_n}{\beta} \|_2^2.$$  

(25)

It can be solved by the soft-thresholding operator [14] as:

$$S^{n+1} = \text{shrink} \left( \mathcal{Y} - \mathcal{X}^{n+1} - N^{n+1} + \frac{\Lambda_n}{\beta} \right).$$  

(26)

For $N$, its corresponding subproblem can be written as

$$\arg\min_{N} \tau \| N \|_F^2 + \frac{\beta}{2} \| \mathcal{Y} - (\mathcal{X}^{n+1} + S^{n+1} + N) + \frac{\Lambda_n}{\beta} \|_2^2.$$  

(27)

It has the closed-form solution as follows:

$$N^{n+1} = \frac{\beta (Y - \mathcal{X}^{n+1} - S^{n+1} + \Lambda_n)}{2 + \beta}.$$  

(28)

For multipliers $\Gamma_p$ and $\Lambda$, they can be updated as follows:

$$\begin{cases} 
\Gamma_p^{n+1} = \Gamma_p + \mu_p (Z_p^{n+1} - \mathcal{X}^{n+1}), p = 1, 2, 3 \\
\Lambda_n^{n+1} = \Lambda_n + \beta (Y - \mathcal{X}^{n+1} - S^{n+1} - N^{n+1}). 
\end{cases}$$  

(29)

The proposed algorithm for our HSI denoising model is summarized in Algorithm 2.

V. EXPERIMENTS

To verify the effectiveness of our MDWTNN based HSI denoising model, various experiments were performed on two challenging simulated datasets and two real HSI datasets. For comparison, four state-of-the-art HSI denoising methods were employed as the benchmark in the experiments, i.e., BM4D [17], LRMR [18], LRTDTV [3] and 3DTNN [7]. Since the BM4D method was only suitable to remove Gaussian noise, we implemented it on HSI which were preprocessed by the RPCA denoising method [6].

Algorithm 2  HSI denoising via the MDWTNN minimization

Input:  The observed tensor $\mathcal{Y}$; weight parameters $c_1, c_2$, ratio $\eta$; regularization parameters $\lambda, \tau$; and stopping criterion $\epsilon$.

Output:  Denoised image $\mathcal{X}$.

1: Initialize:  $\mathcal{Y} = \mathcal{X} = \mathcal{S} = \mathcal{N} = Z_p; \Gamma_p = \Lambda = 0; \mu_p = \beta = 10^{-3}; p = 1, 2, 3; \mu_{max} = 10^{10}; \rho = 1.2$ and $n = 0.$

2: Repeat until convergence:

3: Update $Z_p, \mathcal{X}, \mathcal{S}, \mathcal{N}, \Gamma_p, \Lambda$ by (22), (24), (26), (28), (29)

4: Check the convergence condition.

A. Simulated Data Experiments

In the simulation experiments, we selected two datasets. From the Washington DC Mall dataset [1], we chose a sub-block with the size of $256 \times 256 \times 191$ as a simulation dataset. From the Pavia City Center dataset [2], we chose a sub-block with the size of $200 \times 200 \times 80$ as a simulation dataset. The hybrids of white Gaussian and impulse noises with 5 different intensity levels were added to the simulation datasets band by band. Let $G$ and $P$ denoted the variance of Gaussian white noise and percentage of impulse noise, respectively. In noise case 1-3, the same intensity noise was added to all the bands. In noise case 1, $G=0.1$ and $P=0.2;$ In noise case 2, $G=0.2$ and $P=0.2;$ In noise case 3, $G=0.1$ and $P=0.4;$ In noise case 4 and 5, the noise intensities were different for different bands. In noise case 4, $G$ was randomly selected from 0.1 to 0.2 and $P=0.2;$ In noise case 5, $G=0.1$ and $P$ was randomly selected from 0.2 to 0.4.

For quantitatively evaluating the denoised results of all the test methods, the CPU times and the means of PSNR, SSIM and SAM in each band, i.e., MPSNR, MSSIM and MSAM, were listed in Table I. Although the CPU times of our model were not the shortest, one could update $Z_p$ by (22) in parallel to further shorten the CPU times of our model. For visual evaluation in Fig. 2, we showed the denoised results of the Pavia City Center dataset in Case 1.

1http://lesun.weebly.com/hyperspectral-data-set.html
2http://www.ehu.eus/ccwintco/index.php/
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