RelTransformer: Balancing the Visual Relationship Detection from Local Context, Scene and Memory
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Abstract

Visual relationship recognition (VRR) is a fundamental scene understanding task. The structure that VRR provides is essential to improve the AI interpretability in downstream tasks such as image captioning and visual question answering. Several recent studies showed that the long-tail problem in VRR is even more critical than that in object recognition due to the compositional complexity and structure. To overcome this limitation, we propose a novel transformer-based framework, dubbed as RelTransformer, which performs relationship prediction using rich semantic features from multiple image levels. We assume that more abundant contextual features can generate more accurate and discriminative relationships, which can be useful when sufficient training data are lacking. The key feature of our model is its ability to aggregate three different-level features (local context, scene, and dataset-level) to compositionally predict the visual relationship. We evaluate our model on the visual genome and two “long-tail” VRR datasets, GQA-LT and VG8k-LT. Extensive experiments demonstrate that our RelTransformer could improve over the state-of-the-art baselines on all the datasets. In addition, our model significantly improves the accuracy of GQA-LT by 27.4% upon the best baselines on tail-relationship prediction. Our code is available in https://github.com/Vision-CAIR/RelTransformer.

Figure 1. Overview of our problem statement: (a) an image with grounded bounding boxes as input. (b) The top 20 relationship in Visual Genome dataset with their relative frequencies. (c) We leverage the relationship representation learning with multi-level features including local, scene and dataset-level context.

1. Introduction

Scene graph generation (SGG) is a task that goes beyond recognizing individual objects by comprehensively understanding relationships between interacting objects in a visual scene. Owning to the enriched scene understanding provided by SGG, it can benefit various vision tasks such as image captioning [51, 50], visual question answering [44, 19], image generation [20], and 3D scene synthesis [35]. However, due to the significant “long-tail” problems existing in many visual relationship recognition (VRR) datasets [22, 19], the predictions of most existing methods are biased toward head classes, leading to a less rich understanding of visual scenes.

Scene graph generation is usually performed in two steps [25, 54, 55, 28]: First, a pretrained object detector such as Faster RCNN [36] is employed to identify visual objects. Then it infers the relationship between each pair of objects. The relationship prediction step is very challenging because it requires high-level logical and precise reasoning from the image content. The model should also be capable of distinguishing the object’s behavior going beyond describing trivial positional relations. For instance, In Fig 1 (a) a good VRR model is required to identify the relation “passengers boarding bus” rather than “passengers to the right of bus”. Furthermore, the highly-skewed long-tail distribution of re-
relationship in human data collection [1, 22, 19] (Fig 1 (b)) renders the identification of infrequent relations even more challenging.

Many previous works have studied this VRR task and proposed various architectures with different organization of the whole scene structure, in which the relation representation is learnt in different context. The main architectures include the GCN network [49], bidirectional LSTMs [53] and dynamic tree structures [43] where they focus on either local or global features. In contrast to them, we propose a novel transformer-based framework, RelTransformer, which could effectively incorporate multi-level features for relationship learning. We explicitly incorporate three different types of features (see Fig 1): (1) **Local-context features**: It refers to the objects that closely connect to the relationship features with respect to the spatial and semantic relevance. (2) **Scene-level features**: The global scene context augments the relationship learning with more surrounding background features, and it can reduce the bias from the local context. (3) **Dataset-level features**: A learnable memory module is designed to encode the prior knowledge across the whole dataset. This memory is independent from the data input and is optimized by our proposed memory-based self-attention module.

Long-tail VRR task is less covered and developed in the literature. Recently, several works [1, 42, 46] realize the importance of “long-tail relation” problems, and they proposed some different benchmarks and approaches to well study this problem, including augmentation [54], counterfactual causality [42] and head-to-tail knowledge transfer [14] etc. Unlike those approaches, our model can also alleviate this “long-tail” problem by leveraging multi-level context features. One of the important reasons for failing to predict long-tail relationships is due to lack of sufficient discriminative features [46], and our model makes the long-tail relation representation more discriminative through aggregating more diverse context features.

The contributions of this study are summarized below.

- We propose a novel transformer-based VRR model that can effectively leverage multi-level features to enhance the relationship prediction by generating more discriminative features.
- We propose a novel memory-based self-attention module that can augment the self-attention with an independent learnable memory. This memory module is flexible to be applied in any transformer-based models and effectively encode the prior knowledge of the training dataset.
- We systematically evaluate our model on the VG200 dataset [22] and two large-scale long-tail datasets named GQA-LT [1] and VG8K-LT [1]. Our experimental results demonstrate the effectiveness of our method, which achieves state-of-the-art performance on three datasets.

2. Related Work

**Visual Relationship Recognition (VRR).** Numerous VRR methods have been studied in the literature [24, 54, 48, 30] and inspired many subsequent studies [53, 54, 55, 26, 34, 49], all of which relied on a pretrained object detector to distinguish the relationships. Li et al. [26] proposed to augment the relationship prediction from the region caption. Additionally, various approaches that focus on different architectures of information propagation have also been examined in [49, 53, 43]. Moreover, some studies [43, 5] have considered the graph attributes such as the edge direction and node priority in their modeling.

**Long-Tail Classification** Extensive works have investigated the long-tail relation problems in various domains during the past years [29, 2, 33, 41, 27, 21]. Several approaches, e.g. weighted cross entropy and focal loss [27] are designed to reweigh more weights to the tail classes. Furthermore, many approaches involving meta learning [12, 47], regularization [52], sampling (e.g., undersampling [11], over-sampling [13] and class-balanced sampling [38]), counterfactual learning [42], memory modules [29] and decoupling methods [21] have been proposed. These approaches have achieved huge success in mitigating long-tail problems.

**Transformers** Transformer [45] has been successfully applied in the field of natural language processing [9, 3] during the past few years. It is now gradually extended into many other domains including vision, biology and chemistry [6, 10, 4, 23, 37, 18]. Transformer has the advantages of fast training speed, long-range dependency [8, 39] and strong generation ability with a large amount of training data [9, 3] compared to conventional language models such as LSTM [17]. With those advantages, we decide to adapt the transformer into VRR domain.

In our work, Unlike previous VRR methods, we design a Transformer-based model and rely on various attention modules to explicitly aggregate the local, global and dataset-level features into the relation learning. Also different from previous long-tail classification methods, our model is to generate more discriminative long-tail relation representation by leveraging from richer context features.

3. Approach

An image $I$ can be described in a scene graph $G = (N, E)$, where each node ($n_i \in N$) represents an object in the image and each edge ($e_i \in E$) represents the spatial
or semantic relationships between two objects. We denote a visual relationship between a subject $n_s$ and an object $n_o$ as the $r_{s,o}$. In the Visual Relationship Recognition (VRR) task, the goal is to predict the relationship labels given the subject and object bounding boxes.

$$y^s, y^o, y^r = f(b^s, b^o, I)$$

where $b^s$ and $b^o$ are the bounding boxes of the subject and object, $I$ denotes the arbitrary information of the image including the ground-truth labels and spatial information, $f$ represents an inference model.

### 3.1. RelTransformer Architecture

Our RelTransformer architecture (shown in Fig. 2) consists of a local-context encoder, in which we construct the relationship features and its closely connected subject and object as a local context, and a scene-level encoder for constructing the global context which contains all the objects and relationships from the same image. We also design a novel memory module to learn the prior knowledge across the entire dataset.

Given an image, we first extract the object and relationship features via a faster R-CNN detection network [36], where a relationship bounding box is the minimum enclosing region of its referred subject and object. As shown in Fig. 2, we formalize each group of subject, relationship and object as a triplet $⟨s, r, o⟩$ and feed all the triplets from the same image into the scene encoder. Simultaneously, we individually feed each triplet into the local-context encoder. These two different-level features have the further interaction via a cross-scene attention module. Moreover, we design a memory-based self-attention module to augment the context-dependent relationship features with the encoded prior knowledge.

#### 3.1.1 Scene-level Encoder

Scene-level features can augment the relationship representation with additional contextual information, thus reducing the prediction bias caused by local context. We denote the relationship region features from a given image as $X$, containing the triplets $⟨X_1^s, X_1^o, X_1^r⟩, \ldots, ⟨X_N^s, X_N^o, X_N^r⟩$. We feed $X$ into the scene encoder. To have a consistent representation of each triplet, we organize the triplet into a concatenation representation as $V_{sro}^{sro}$ and feed all the triplets $V_{sro}^{sro} = (V_{sro}^{sro}, \ldots, V_{N_sro}^{sro})$ into the scene encoder, where $V_{sro}^{sro} \in \mathbb{R}^{N_sro \times T}$.

We define our scene encoder as a self-attention operation (e.g., [45]), where each triplet could attentively propagate its information into the other elements, and each triplet will thus have the contextualized representations. The self-attention is a permutation-invariant operation, which firstly
transfers the input into a set of query matrices $Q$, key matrices $K$, and value matrices $V$. Then, it calculates the scaled dot-product attention between $Q$ and $K$. The computed attention is finally weighted summed with $V$:

$$f_{sa}(Q, K, V) = \text{Softmax} \left( \frac{QK^\top}{\sqrt{d}} \right) V$$

(2)

where $Q$, $K$ and $V \in \mathcal{R}^{D_1 \times D_2}$, and $d$ is a scaling factor. $Q$, $K$ and $V$ have the same dimensionality. We feed each triplet $X_i^{sro}$ ($i \in N$) into the self-attention

$$X_{att} = f_{sa}(W_qX_i^{sro}, W_k X_i^{sro}, W_v X_i^{sro})$$

(3)

where $W_q$, $W_k$ and $W_v$ are learnable weight matrices.

The output of self-attention $X_{att}$ is then fed into a position-wise feed-forward network FFNN($\cdot$), which is a 2-layer affine transformation network. We define it as the follows:

$$\text{FFNN}(X)_i = W_2 \text{GELU}(W_1 X_i + b_1) + b_2$$

$$S^i = \text{FFNN}(X_{att})$$

(4)

where $W_1$ and $W_2$ are two learnable weight matrices, $b_1$ and $b_2$ are two bias terms. GELU [15] is Gaussian Error Linear Units activation function.

Additionally, $S^i$ denotes the $i$-th scene-encoder layer output, and in total there are $L$ parallel layers. We group them together as $(S = S^1, \ldots, S^L)$, where $S \in \mathcal{R}^{N \times T}$. Finally, we feed $S$ into the local-context encoder.

### 3.1.2 Local-Context Encoder

Relationship predictions are mainly determined by the local mutual spatial and semantic relationships with the referring subjects and objects. Thus, we designed a $Z$-layer local-context encoder to learn the local interaction. We treat each triplet $(X_i^q, X_i^k, X_i^v)$ as a local context and rely on the self-attention [45] to learn their pairwise relation. However, such self-attention has the intrinsic limitation that it merely depends on the input elements and cannot learn using context-free features such as prior knowledge. The prior knowledge also augment the relationship prediction by retrieving the similar context from the “history”. To incorporate the prior knowledge into the self-attention module, we design a novel memory-based self-attention operator.

**Memory-Based Self-Attention.** In the $z$-th encoding layer, we take the output $X_i^{z-1}$ from last layer as the current input, and feed it to the memory-based self-attention module (Fig. 3). This memory-based self-attention consists of 2 components: a regular self-attention and memory-attention, both sharing the same query. The outputs of these 2 modules are then combined, detailed as follows:

We firstly compute the query $Q_v$, key $K_v$ and value $V_v$ for the self-attention from the input $X_i^{z-1}$ and compute the memory key $K_m$ and memory value $V_m$ from a learnable memory $M^z$ in $z$-th layer.

$$Q_v, K_v, V_v = W_q q_i^{z-1}, W_k k_i^{z-1}, W_v v_i^{z-1}$$

$$K_m, V_m = W_m M^z$$

(5)

where $W_q$, $W_k$, $W_v$, $W_m$ and $W_{km}$ are learnable weight parameters. $M^z \in \mathcal{R}^{P \times T}$ is the learnable memory matrices containing $P$ randomly initialized vectors from the layer $z$, and we directly optimize it through SGD.

Then, the same query $Q_v$ is used to retrieve the self-attention and memory-attention blocks in parallel; see Eq 2

$$X_i^{att} = f_{sa}(Q_v, K_v, V_v)$$

$$X_i^{mem} = f_{sa}(Q_v, K_m, V_m)$$

(6)

$X_i^{att}$ and $X_i^{mem}$ are then combined together with a learnt attention matrix $\alpha$ as follows

$$\alpha = \sigma(W_m [X_i^{att}; X_i^{mem}] + b_m)$$

$$H_i^z = \alpha \odot X_i^{att} + (J - \alpha) \odot X_i^{mem}$$

(7)

where $W_m \in \mathcal{R}^{D \times 2D}$. $b_m$ is a bias term. $[; ;]$ denotes the concatenation operation, $\odot$ denotes the Hadamard product. $\alpha$ has the same size as $X_i^{att}$. $J$ is an all-one matrix with the same dimension as $\alpha$.

**Cross-Scene Attention.** Given the output of memory-based self-attention $H_i^z$ and the multi-layer output of scene-level encoder $S = (S^1, \ldots, S^L)$, we perform a cross-scene attention operation and attentively retrieve the scene features.
from each encoding layer. Each layer is finally weighted contributed to the relationship features.

We first compute the cross-attention between \( H^*_i \) with each scene encoder layer \( S^l \) using the same \( f_{sa} \), defined in Eq 2.

\[
\tilde{H}^*_i l = f_{sa}(\hat{W}_q H^*_i, \hat{W}_k S^l, \hat{W}_v S^l)
\]

where \( \hat{W}_q, \hat{W}_k \) and \( \hat{W}_v \) are learnable weights, and \( l \) is the \( l \)th layer output from the scene encoder.

\( H^*_i \) and \( \tilde{H}^*_i l \) are then weighted summed up together with another learned attention matrix \( \beta \), and we will aggregate each encoding layer’s contributions together as follows.

\[
\beta = \sigma(W_c[H^*_i; \tilde{H}^*_i l] + b_c)
\]

\[
\hat{H}^*_i = 1 \sum_{l=1}^{L}(\beta \odot H^*_i + (J - \beta) \odot \tilde{H}^*_i l))
\]

where \( W_c \in \mathbb{R}^{D \times 2D} \), \( b_c \) is a bias term. \( [:] \) denotes the concatenation operation. \( \odot \) denotes the Hadamard product. \( \beta \) has the same size as \( H^*_i \). \( J \) is an all-one matrix with the same dimension as \( \beta \).

We compute the final output with a position-wise feed forward network defined in Eq 4.

\[
X^*_i = FFNN(\hat{H}^*_i)
\]

The residual connection and layer normalization are shown in the Fig 2 and denoted as AddNorm term.

**Relationship Classification.** The final feature representation of triplet \((X^*_1, X^*_i, X^*_o)\) is \( X^*_2 \) from last layer of context-encoder. The subject, relationship and object features from \( X^*_2 \) are denoted as the \( X^Z_s, X^Z_r \) and \( X^Z_o \), respectively. To incorporate the direction information into \( R_{s \rightarrow o} \), we concatenate \( X^Z_s, X^Z_r \) and \( X^Z_o \) together for relationship prediction as follows

\[
P = \text{Softmax}(\hat{W}_2(\tilde{W}_1[X^Z_s; X^Z_r; X^Z_o] + \bar{b}_1) + \bar{b}_2)
\]

where \( \tilde{W}_1 \in \mathbb{R}^{D \times 3D} \) and \( \hat{W}_2 \in \mathbb{R}^{D \times D} \) are learning weights. \( \bar{b}_1 \) and \( \bar{b}_2 \) are bias terms, and \( [:] \) represents the concatenation operation.

### 4. Experiments

#### 4.1. Datasets

We evaluate our model on a popular VRR dataset named VG200, and two large-scale long-tail VRR datasets, which are GQA-LT [1] and VG8K-LT [1].

**GQA-LT.** This dataset contains 72,580 training, 2,573 validation and 7,722 test images. Overall, it contains 1,703 objects and 310 relationships. The class distribution in this dataset follows a heavy “long-tail” where the numbers of appearing objects and relations range from merely 1 to 1,692,068.

**VG8K-LT.** This dataset is a subset of Visual Genome (v1.4) [22] dataset, containing 97,623 training, 1,999 validation and 4,860 testing images. This dataset collects most frequent 5,330 object classes and 2,000 relationships. It also follows a long-tail distribution with least frequent objects/relationships showing 14 examples and the most frequent ones showing 618,687 examples.

**VG200.** This dataset has been popularly studied in many previous works [48, 54, 55]. It contains most frequent 150 objects and 50 relationships, and each category frequency in this dataset is considerably more balanced than that in GQA-LT and VG8K-LT. We follow the same data split as in [54].

#### 4.2. Experimental settings

**GQA-LT & VG8K-LT Baselines.** We compared with several state-of-the-art long-tail approaches, including

- **Focal Loss** [27], which is a popular method for addressing the imbalanced object detection problem.
- **Weighted Cross Entropy (WCE),** which encourages weighing the tail more than the head. Here we compute the inverse class frequency and treat it as the weight for each class.
- **EQL** [41], which prevents updating the discouraging gradients of negative examples for infrequent classes.
- **Decoupling (DCPL)** [21], which decouples the learning procedure into representation learning and classification.
- **ViLHub** [1], which develops a vision & language hubless loss and encourages fair prediction over the frequent and infrequent classes in the batch-level.
- **Counterfactual** [42], which unbiases the biased scene graph generation via the counterfactual learning.
- **LSVRU** [54], which is a general framework for visual relationship understanding and it has Cross Entropy (CE) as objective loss function. The aforementioned baselines and our model are established based on this framework.

**VG200 Baselines.** We compare with several strong baselines including Visual Relationship Detection [30], Message Passing [48], Associative Embedding [32], MotifNet [53], Permutation Invariant Predication [16], LSVRU [54], relationship detection with graph contrastive loss (ReIDN) [55], and the more recent GPS-Net [28].

**Evaluation Metrics.** For the GQA-LT and VG8K-LT datasets, we report the average per-class accuracy, which is commonly used for long-tail evaluation [41, 21, 1]. Following the same evaluation setting in [1], we split the object/relationship classes into the many, medium and few respectively, where its splitting details are shown in Table 2.
### Subjects/Objects Relationships

| Datasets | Base Models | Learning Methods | Subjects | Objects | Relationships |
|----------|-------------|------------------|----------|---------|--------------|
| GQA-LT   | LSVRU [54]  | CE               | many     | medium  | few          | all | many | medium | few | all |
|          | RelTransformer | CE              | 68.3     | 37.0    | 6.9          | 14.5 | 62.6 | 15.5   | 6.8 | 11.0 |
|          | LSVRU       | CE               | 78.0     | 56.6    | 14.2         | 23.8 | 63.4 | 16.6   | 7.0 | 11.2 |
|          | LSVRU       | CE               | 66.8     | 44.0    | 10.3         | 18.3 | 63.6 | 17.6   | 7.2 | 11.7 |
|          | LSVRU       | CE               | 68.2     | 39.2    | 7.5          | 15.3 | 60.4 | 15.7   | 7.7 | 11.6 |
|          | LSVRU       | CE               | 68.9     | 43.7    | 10.0         | 18.0 | 63.5 | 15.0   | 8.2 | 12.1 |
|          | LSVRU       | CE               | 64.0     | 35.3    | 6.4          | 13.7 | 61.4 | 23.6   | 7.6 | 12.7 |
|          | LSVRU       | CE               | 68.3     | 37.0    | 6.9          | 14.5 | 38.6 | 38.0   | 9.4 | 15.2 |
|          | LSVRU       | CE               | 68.2     | 39.2    | 6.9          | 14.5 | 38.6 | 38.0   | 9.4 | 15.2 |
|          | LSVRU       | CE               | 57.3     | 11.1    | 8.5          | 11.4 | 22.2 | 15.5   | 12.6 | 13.5 |
|          | RelTransformer | CE              | 67.1     | 25.9    | 11.5         | 16.5 | 26.8 | 18.6   | 15.0 | 16.1 |
|          | LSVRU       | VC                | 61.6     | 20.3    | 10.1         | 14.2 | 27.5 | 17.4   | 14.6 | 15.7 |
|          | LSVRU       | Focal Loss [27]   | 58.1     | 13.9    | 8.9          | 12.1 | 24.5 | 16.2   | 13.7 | 14.7 |
|          | LSVRU       | EQL [41]         | 56.9     | 12.1    | 10.0         | 12.7 | 22.6 | 15.6   | 12.6 | 13.6 |
|          | LSVRU       | DCPL [21]        | 53.8     | 5.9     | 7.9          | 9.9  | 34.3 | 15.4   | 12.9 | 14.4 |
|          | LSVRU       | Counterfactual ‡ | 57.3     | 11.1    | 8.5          | 11.4 | 12.1 | 25.6   | 14.9 | 17.1 |
|          | LSVRU       | WCE               | 52.8     | 27.2    | 10.8         | 14.5 | 35.5 | 24.7   | 15.2 | 17.2 |
|          | RelTransformer | WCE              | 50.1     | 31.3    | 13.7         | 18.0 | 36.6 | 27.4   | 16.3 | 19.0 |

Table 1. The main results on GQA-LT and VG8K-LT datasets. We separately evaluate the average per-class accuracy for many, medium, few and all the classes. The best performance is indicated in **Bold** font. ‡ denotes our reproduction.

Figure 4. Per-class accuracy comparisons of our RelTransformer (left) and RelTransformer (WCE) (right) with LSVRU [54] baseline on GQA-LT dataset. The green bars indicate the improvement, red bars indicate worsening and no bars mean no change. The left-side y-axis represents the number of examples per class. The right-side y-axis shows the absolute accuracy improvement.

| Datasets | Subjects & Objects | Relationships |
|----------|--------------------|---------------|
| GQA-LT [1] | 86 255 1362 | 16 46 248 |
| VG8K-LT [1] | 267 799 4264 | 100 300 1600 |

Table 2. Class count for each category in GQA-LT & VG8K-LT dataset.

For VG200 dataset, following previous evaluation setting in [54], we evaluate on: (1) **Scene Graph Classification (SGCLS):** given the ground truth subject and object boxes, the goal is to predict the subject, object and relationship labels. (2) **Predicate Classification (PRDCLS):** given the ground truth boxes and labels of the subject and object, the goal is to predict the relationship labels.

**Image and Word Features** In order to fairly compare with previous works [1, 54], we also apply the Faster R-CNN [36] with VGG16 backbone to extract the object proposal features for GQA-LT, VG8K-LT and VG200 datasets. We apply the pretrained word2vec [31] embeddings as the category word representation. The learnable positional embedding is employed in the local-context encoder.

### 4.3 Quantitative Results

**GQA-LT and VG8K-LT Evaluation.** The results for GQA-LT and VG8k-LT datasets are presented in Table 1. Our RelTransformer (with CE and WCE loss) achieve the best performance among all the compared baselines on both
| Dataset | Models | SGCLS | PRDCLS | SGCLS | PRDCLS |
|---------|--------|-------|--------|-------|--------|
| VG200   | Recall at | 20   | 50    | 100   | 20    | 50    | 100   |
|         | VRD [30] |       |        |       | 11.8  | 14.1  |       |
|         | Message Passing [48] | 31.7 | 34.6  | 35.4  | 27.9  | 35.0  |       |
|         | Associative Embedding [32] | 18.2 | 21.8  | 22.6  | 47.9  | 54.1  | 55.4  |
|         | MotifNet (Left to Right) [53] | 32.9 | 35.8  | 36.5  | 58.5  | 65.2  | 67.1  |
|         | Permutation Invariant [16] |       | 36.5  | 38.8  | 56.1  | 66.9  |       |
|         | LSVRU [54] | 36.0 | 36.7  | 36.7  | 66.8  | 68.4  | 68.4  |
|         | RelDN [55] | 36.1 | 36.8  | 36.8  | 66.9  | 68.4  | 68.4  |
|         | Message Passing [48] | 31.7 | 34.6  | 35.4  | 52.7  | 59.3  | 61.3  |
|         | Associative Embedding [32] | 18.2 | 21.8  | 22.6  | 47.9  | 54.1  | 55.4  |
|         | MotifNet (Left to Right) [53] | 32.9 | 35.8  | 36.5  | 58.5  | 65.2  | 67.1  |
|         | Permutation Invariant [16] |       | 36.5  | 38.8  | 64.8  | 66.9  |       |
|         | LSVRU [54] | 36.0 | 36.7  | 36.7  | 66.8  | 68.4  | 68.4  |
|         | RelDN [55] | 36.1 | 36.8  | 36.8  | 66.9  | 68.4  | 68.4  |

Table 3. The main results on VG200 dataset. The best performance is indicated in **Bold** font.

| Dataset | Base Models | Learning Methods | SO | SR | OR | SO | SR | OR |
|---------|-------------|------------------|----|----|----|----|----|----|
| GQA-LT  | LSVRU[54]   | CE               | 38.6| 30.3| 31.5| 11.3| 10.8| 7.5 |
|         | RelTransformer | CE             | **54.2**| **46.6**| **47.2**| **37.4**| **20.8**| **21.2**| **16.1**| **8.6**| **7.7**|
|         | LSVRU       | WCE              | 18.3| 17.3| 17.2| 13.7| 9.4 | 9.4 | 7.1 | **4.2**| **3.6**|
|         | RelTransformer | WCE            | 19.2| 20.0| 19.5| 15.7|13.6 | **13.5**| **10.3**| **8.7**| **8.1**|

Table 4. Relationship Triplet Performance on GQA-LT dataset.

| Models | Subjects/Objects | Relationships |
|--------|------------------|---------------|
|        | many med few all | many med few all |
| Base (LSVRU) [54] | 68.3 | 37.0 | 6.9 | 14.5 | 62.6 | 15.5 | 6.8 | 11.0 |
| RelTransformer (w/ 1 layers) | 77.3 | 56.0 | 13.8 | 23.3 | **63.9** | 16.2 | 7.0 | 11.2 |
| RelTransformer (w/ 2 layers) | 78.0 | 56.6 | 14.2 | 23.8 | 63.4 | 16.6 | 7.0 | 11.2 |
| RelTransformer (mem* [40]) | 77.7 | 56.4 | 14.0 | 23.6 | 63.5 | 16.5 | 6.5 | 11.0 |
| RelTransformer | 78.0 | 56.6 | 14.2 | 23.8 | 63.4 | 16.6 | 7.0 | 11.2 |
| RelTransformer (w/o scene) | 74.1 | 50.7 | 11.1 | 20.2 | 61.9 | 15.1 | 7.0 | 11.0 |
| RelTransformer (w/o mem) | 78.1 | 56.3 | 13.7 | 23.4 | 63.8 | 16.3 | 7.2 | 11.4 |
| RelTransformer (w/o scene) | 51.9 | 42.4 | 18.0 | 23.4 | 60.6 | 56.1 | 37.1 | 41.4 |
| RelTransformer (w/o mem) | 50.0 | 46.1 | 28.2 | 31.9 | 60.8 | 57.3 | 38.3 | 42.3 |
| RelTransformer WCE | 50.3 | 46.2 | **28.7** | **32.4** | 63.6 | **59.1** | **43.1** | **46.5** |

Table 5. Ablation Study of RelTransformer on GQA-LT dataset. RelTransformer WCE denotes its combination with Weighted Cross Entropy. mem* represents the persistent memory proposed by Sukhbaatar et al. [40]

Datasets and especially show their strength on tail prediction (medium and few). RelTransformer can generally improve the performance over each category. With the combination of WCE, it significantly improves the tail, yielding the improvement over the best baseline from 14.0% to 28.7% on few subjects & objects and from 15.8% to 43.1% on few relationships with GQA-LT dataset. VG8K-LT is a more challenging dataset since it contains more relationship and object types, whereas it is encouraging to see RelTransformer still improve over all the baselines.

To analyze our results in more depth, we quantify our model’s improvement per each class and visualize them in Fig 4. It shows that RelTransformer and RelTransformer (WCE) improve the majority of classes with mostly gaining from the medium and tail classes. In particular, RelTransformer (WCE) improves 865 objects classes with only worsening 194 ones, and it improves 209 relationships with only worsening 22 ones. We notice that most harmed classes in RelTransformer (WCE) are from the head, which we think is influenced by the WCE loss as we observed a similar phenomenon in LSVRU (WCE) baseline.

**VG200 Evaluation.** Table 3 suggests that our model can also perform well on the VG200 dataset, where the classes are much more balanced compared to GQA-LT and VG8K-LT datasets. RelTransformer outperforms all the baselines on the Predicate Classification (PRDCLS). Our model also improves the previous best on Scene Graph Classification (SGCLS) Recall@20 by 1.3%. Those performance gains imply that our model framework is better than the others based on GCN or LSTM, and incorporating multi-level features could augment the discriminative relationship features not only constrained to the long-tail classes but in general.

**Ablation Studies.** To quantify the contributions of each
LSVRU vs. RelTransformer (WCE)

Figure 5. Relationship Detection Visualization. In each pair of 4 demonstrated images, left part is shows the relationship generated from LSVRU and the right part shows the relationship from our RelTransformer (WCE)

component to the whole model architecture, we ablate our RelTrasnformer in different versions and evaluate them on GQA-LT dataset as shown in Table 5.

Number of Local-Context Encoder Layers. We investigate the effect of the number of local-context encoding layers by experimenting with one and two layers. The results shown in Table 5 suggest that two layers local-context encoder performs slightly better. With this observation, all subsequent experiments follow the two layers local-context encoder setting.

Effectiveness of the Memory-Based Self-Attention. We evaluate our memory-based self-attention in two steps: (1) We contrast our memory with another persistent memory [7] which is also applicable in Transformer. They treat a persistent memory as a extended key matrices and value matrices in self-attention operation. The results indicate that our designed memory is superior to theirs. (2) We evaluate its contributions to the whole model architecture under two configurations: Without WCE, our memory-based self-attention can improve the few subjects/objects by 0.4% but it decreases the accuracy of few relationships by 0.2%; With WCE, it improves performance by 0.5% on tail subject/object and by 4.8% on tail relationships. We hypothesis that such different behaviour (~0.2% and +4.8%) on tail relationship prediction is because our memory is directly optimized by SGD gradients and tail relationship features receive more activation in memory under WCE setting.

Effectiveness of the Scene-Level Encoder. To investigate the role of scene-level encoder, we conduct the experiments with the removal of it from the whole architecture. Without WCE, we can observe that removing scene encoder brings the performance drop by 3.6% on subjects/objects and 0.2% on relationships in overall performance. With WCE, the removal of scene encoder brings the performance drop by 9.0% on subjects/objects and 5.1% on relationships, which underlies its usefulness.

Relationship Triplet Performance. The compositional prediction is a more challenging task since it requires to precisely detect multiple objects and relationships together, and it can cause a more heavier long-tail distribution in prediction due to its combinatorial nature. To evaluate our model’s compositional learning behaviour, we test our model and all the benchmark models on the relationship triplet accuracy [1], which is to classifying $\langle S, R, O \rangle$ altogether, and we group the results by the pairs of (S, O), (S, R), (O, R). The results are shown in Table 4, demonstrating the contrast between our RelTransformer with LSVRU. Our model is consistently better than LSVRU in compositional learning. Due to the space limit, other comparison results are provided in supplementary.

4.4. Qualitative Results

Relationship Detection Visualization We randomly sample 4 different images consisting of long-tail relationships and evaluate them with LSVRU [54] and our RelTransformer (WCE). The contrasting demonstrations are shown in Fig. 5. We can observe that LSVRU only tends to predict very trivial relationships like “to the left of”, “on” and “near” which all belong to the head relationships. Those trivial relationships convey a vague and inaccurate understanding of the image content. On the other hand, our RelTransformer detects the “chewing”, “towing” and “chained to” infrequent relationships, which are more likely to abide by the human understanding.

5. Conclusion

In this work, we presented a novel visual relation detection architecture, RelTransformer, which is designed for incorporating multi-level features from local, scene and a proposed memory module. Our model is able to produce
more discriminative relation representation. Experimental results demonstrate its effectiveness on long-tail relations and objects prediction. Furthermore, we achieve the state-of-the-art results on three different datasets.
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A. Supplementary material

A.1. Training and Implementation Details

To have fair and consistent comparisons with all the baseline models, we follow the same experimental setup as [1] for GQA-LT and VG8K-LT evaluation and same experimental setup as [54] for VG200 evaluation.

In GQA-LT and VG8K-LT, we train all the variants of our RelTransformer and baseline models with 8 V100 gpus. We use the batch size of 8 and sample 1 image in each batch. Initially, it starts with the learning rate (lr) 0.01, and the lr will be decreased into 0.001 and 0.0001 at the step of 967, 74 and 129, 032 in GQA-LT training and at the step of 130, 162 and 173, 550 in VG8K-LT training. We train all the models with 12 epochs on GQA-LT and 8 epochs on VG8K-LT respectively.

In VG200, we train our models for 7 epochs using 8 GPUs. The lr is 0.001 for the first 5 epochs and it will be decreased to 0.0001 in the last 2 epochs.

A.2. Further Experimental Results

We conduct additional ablation study on the feature input of scene encoder. Previously, we concatenate each triplet \(S, R, O\) as one embedding to produce consistent triplet representation, but it might lose the individual information of each object and relationship. To justify our design choice, we conduct additional experiments by directly feeding all the subjects, objects and relationships into the scene encoder as a sequence. We evaluate it on GQA-LT dataset and the results are shown in Table 6.

We denote our previous concatenation version as RelTransformer (concat), and the ablated version as RelTransformer (separate). We can observe that RelTransformer (concat) outperforms RelTransformer (separate) by 0.8% on subjects/objects but it worsens the relationship overall average accuracy by 0.8%. Under WCE setting, we can see RelTransformer (separate) worsens the subject/objects overall average accuracy by 1.7% and also worsens the relationship overall average accuracy by 9.6%. RelTransformer (concat) shows more robust and superior performance in both setup.

A.3. Full Triplet Performance Results

The full relationship triplet performance result on GQA-LT dataset is shown in Table 7. We can observe that our RelTransformer (with CE and WCE) can consistently outperform other baselines.

A.4. Per-Class Accuracy Evaluation on VG8K dataset

We quantify our model’s improvement per each class on VG8K-LT dataset and visualize them in Fig 6. It shows that RelTransformer (CE and WCE) gains the performance improvement from the medium and tail classes. In comparison with LSVRU [54], RelTransformer (WCE) improves 713 objects classes with only worsening 146 ones, and it improves 233 relationships with only worsening 10 ones, underlying the superiority of our method.

A.5. Additional Qualitative Examples

We show the relation prediction results on VG200 dataset in Fig. 7 and provide more long-tail relation prediction results on GQA-LT and VG8K-LT dataset in Fig. 8 and 9.
Table 6. Ablation results of scene encoder input. “concat” means that we concatenate the triplet \((S, R, O)\) as one consistent embedding in scene encoder, and “separate” means that all the subjects, relations and objects are directly fed into the scene encoder as a sequence. RelTransformer\textsuperscript{WCE} denotes its combination with weighted cross entropy.

| Models                  | Subjects/Objects | | Relationships | | |
|-------------------------|------------------|------------------|------------------|------------------|------------------|
|                         | many | medium | few | all | many | medium | few | all | |
| RelTransformer (concat) | 78.0 | 56.6  | 14.2 | 23.8 | 63.4 | 16.6  | 7.0 | 11.2 |
| RelTransformer (separate)| 76.6 | 55.3  | 13.4 | 22.9 | 63.5 | 16.1  | 7.9 | 12.0 |
| RelTransformer\textsuperscript{WCE} (concat) | 50.3 | 46.2  | 28.7 | 32.4 | 63.6 | 59.1  | 43.1 | 46.5 |
| RelTransformer\textsuperscript{WCE} (separate) | 50.2 | 45.9  | 26.6 | 30.7 | 59.1 | 55.6  | 32.0 | 36.9 |

Table 7. Full Relationship Triplet Performance on GQA-LT dataset.

| Dataset | Base Models | Learning Method | Many | Medium | Few |
|---------|-------------|-----------------|------|--------|-----|
|         |             |                 | SO    | SR     | OR  |
| GQA-LT  | LSVRU [54] | CE              | 38.6 | 30.3  | 31.5 |
|         | RelTransformer | CE         | 38.6 | 30.3  | 31.5 |
|         | LSVRU       | VilHub [1]     | 40.5 | 32.8  | 33.7 |
|         | LSVRU       | Focal Loss [27]| 39.2 | 31.1  | 32.3 |
|         | LSVRU       | DCPL [21]      | 30.2 | 24.7  | 25.1 |
|         | LSVRU       | Counterfactual [42]| 19.6 | 15.8  | 15.1 |
|         | LSVRU       | WCE            | 18.3 | 17.3  | 17.2 |
|         | RelTransformer | WCE         | 19.2 | 20.0  | 19.5 |

Table 7. Full Relationship Triplet Performance on GQA-LT dataset.

Figure 6. Per-class accuracy comparisons of our RelTransformer (left) and RelTransformer (WCE) (right) with LSVRU [54] baseline on VG8K-LT dataset. The green bars indicate the improvement, red bars indicate worsening and no bars means no change. The left-side y-axis represents the number of examples per class. The right-side y-axis shows the absolute accuracy improvement.
Figure 7. Qualitative results on VG200 dataset
Figure 8. More long-tail relation prediction examples on GQA-LT dataset
Figure 9. More long-tail relation prediction examples on VG8K-LT dataset