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ABSTRACT

Volumetric magnetic resonance (MR) image segmentation plays an important role in many clinical applications. Deep learning (DL) has recently achieved state-of-the-art or even human-level performance on various image segmentation tasks. Nevertheless, manually annotating volumetric MR images for DL model training is labor-exhaustive and time-consuming. In this work, we aim to train a semi-supervised and self-supervised collaborative learning framework for prostate 3D MR image segmentation while using extremely sparse annotations, for which the ground truth annotations are provided for just the central slice of each volumetric MR image. Specifically, semi-supervised learning and self-supervised learning methods are used to generate two independent sets of pseudo labels. These pseudo labels are then fused by the Boolean operation to extract a more confident pseudo label set. The images with either manual or network self-generated labels are then employed to train a segmentation model for target volume extraction. Experimental results on a publicly available prostate MR image dataset demonstrate that, while requiring significantly less annotation effort, our framework generates very encouraging segmentation results. The proposed framework is very useful in clinical applications when training data with dense annotations are difficult to obtain.

Index Terms— Semi-Supervised Learning, Self-Supervised Learning, Pseudo Labeling, Sparse Annotation

1. INTRODUCTION

Accurate prostate magnetic resonance (MR) image segmentation is crucial for the diagnosis and treatment of prostate diseases, specifically prostate cancer, one of the most widespread cancers affecting the healthcare of men [1]. However, manually segmenting volumetric MR images is labor-exhaustive and time-consuming. Errors might occur because of fatigue. As a result, high-performance automated prostate segmentation algorithms are increasingly demanded in routine clinical practice to achieve fast and accurate computer-aided diagnoses.

Deep learning-based medical image segmentation has been very popular lately, which can be roughly categorized into fully-supervised, semi-supervised, and unsupervised learning. Recent years have seen an exponential increase in the amount of research being done on fully-supervised learning for medical image segmentation [2]. A large amount of densely labeled data is essential for the success of most of these approaches [3]. One recent widely utilized framework in this category is nnU-Net [4]. Nevertheless, collecting enough annotated 3D medical data is a tedious and expensive process. Consequently, relieving this burden is extremely beneficial [5].

Semi-supervised learning methods, which exploit the information of both labeled and unlabeled data, have been extensively investigated to reduce annotating effort. One simple and effective semi-supervised learning approach is to generate pseudo labels for unlabeled data [6, 7]. However, the current prevalent semi-supervised learning tasks still need voxel-wise densely annotated data to achieve satisfying results. Learning with only a single slice annotation for volumetric medical image segmentation is far under-investigated. Existing approaches mainly tackle this problem either by label propagating, whereas there is this issue of error accumulation that needs to be addressed carefully [8] or requires selecting representative slices in a 3D image to delineate [9, 10]. It is still an open question on how to generate reliable pseudo labels.

Unsupervised learning seems to be a very fascinating research direction. A typical area is contrastive learning, which is a popular form of self-supervised learning. It has been employed in medical image segmentation [11]. Feature clustering is another feasible unsupervised learning approach [12]. In general, most existing unsupervised learning methods for medical image segmentation either rely on a small labeled dataset to fine-tune the model or have limited performance when compared to fully-supervised or semi-supervised learning approaches.

In this work, we tackle the challenge of volumetric prostate 3D MR image segmentation utilizing extremely sparse annotations, for which the ground truth manual labels are only available for the central slice of each 3D training image. Specif-
pseudolabels. We develop a self-supervised image registration technique to achieve this. Specifically, following our previous work [13], a deformable transformation network is optimized to perform slice-based image registration (Figure 1).

Suppose a pair of adjacent slices of 2D images in a 3D MR volume are represented as \((F, M)\). Here, \(F\) represents the fixed slice and \(M\) is the moving slice. The convolutional registration network takes the moving slices and the fixed two slices as input and computes a registration deformation field, \(\Phi = Conv_{\Phi}(F, M)\) from the moving slice to the fixed slice. Then, \(\Phi\) is utilized to warp the moving slices and to get the moved slice, which is also the registered slices in 2D. It is worth noting that we only used image slices without their annotations during the whole model training process. Therefore, the method is self-supervised.

Pseudo labels for unlabeled slices are generated by propagating the labels from the central slices to the boundary slices. We begin by treating the central slice of each image as the moving slice and their adjacent slices as fixed slices. After obtaining the deformation fields between the moving slice and the fixed slices using the deformable transformation network, pseudo labels of the adjacent slices can be obtained by warping the label of the central slice with the calculated deformation fields. This step is repeated until all the unlabeled slices are automatically labeled.

Unsupervised losses are utilized for training the registration model on all pairs of adjacent slices from 3D volumes. These losses comprise a smooth loss \(\text{SL}(\Phi)\) for local spatial variation in the deformation field \(\Phi\) and a similarity loss \(\text{MSE}\) for variations in appearance between the warped image \((M^{\Phi})\) and the fixed image \((F)\).

### 2.2. Collaborative Learning to Enhance the Accuracy of Generated Pseudo Labels

The two sets of pseudo labels generated by semi-supervised learning and self-supervised learning are fused in order to get more confident pseudo labels for the final target segmentation network optimization. Methods that use Boolean operations are straightforward and simple. We realize that intersection is a...
good solution in this case and that better pseudo labels could be generated with very little additional work:

\[ y_{\text{final}} = y_{\text{SEMI}} \cap y_{\text{SSL}} \]  \hspace{1cm} (2)

where \( y_{\text{SEMI}} \) and \( y_{\text{SSL}} \) are the corresponding pseudo labels obtained by semi-supervised learning and self-supervised learning, respectively, and \( y_{\text{final}} \) denotes the fused pseudo label. Target segmentation networks are trained using \( y_{\text{final}} \).

### 2.3. Optimizing the Target Network for Volumetric MR Image Segmentation

Lastly, an encoder-decoder segmentation network is trained using both the manually labeled and pseudo labeled data to segment target objects. To train the network, a segmentation loss function combining dice loss and cross-entropy loss is calculated:

\[ L_{\text{Seg}} = L_{\text{Dice}}(Y, F) + \gamma \cdot L_{\text{CE}}(Y, F) \]  \hspace{1cm} (3)

\[ Y = \begin{cases} 
    y, & X \in \{D^c\} \\
    y_{\text{final}}, & X \in \{D \setminus D^c\}
\end{cases} \]

where \( F \) represents the prediction of the model, and \( \gamma \) is a constant to balance the contributions of dice loss and cross-entropy loss. \( y \) refers to the labels provided manually, and \( y_{\text{final}} \) refers to the generated pseudo labels. \( X \) represents the input image, \( \{D^c\} = \{D^c_1, D^c_2, D^c_3, \ldots, D^c_k\} \) represents the central slice set, and \( D \setminus D^c \) represents the slice set without the central slices. Only the final segmentation network is needed for inference.

### 3. EXPERIMENTS

To validate the effectiveness of the proposed framework, extensive experiments were conducted utilizing the MICCAI Prostate MR Image Segmentation (PROMISE12) challenge dataset [1]. In total, there are 50 3D MR images collected using a variety of equipment and protocols from multiple hospitals. Since the dataset is relatively small, 5-fold cross-validation experiments were conducted to avoid biased results caused by data split. The final step target object segmentation is carried out by a general and straightforward U-shaped network that has a contracting path encoder and an expansive path decoder [14]. The ADAM optimizer was employed to update the network parameters. The network was trained for 100 training epochs with a batch size of 4. The learning rate was initially set to 0.0001 and decayed by half every 30 epochs. The constant (\( \gamma \)) in Equation (3) was set to 1. Data augmentation strategies, including rotation and flipping were used to make better use of the limited training data.

Results of the proposed framework were compared to four semi-supervised learning approaches (mean teacher (MT) [15], interpolation consistency training (ICT) [16], deep co-training (DCT-Seg) [17], and uncertainty-aware mean teacher (UA-MT) [18]) to further assess the effectiveness of the proposed approach. Moreover, results from the supervised counterpart, trained with only the labeled central slices (FS-LCS), were also reported.

Intersection-over-union (IoU), Dice score (Dice similarity coefficient, DSC), average symmetric surface distance (ASSD), and relative area/volume difference (RAVD) are calculated to quantitatively evaluate the segmentation performance. Better segmentation results are indicated by higher DSC and IoU values, as well as lower RAVD and ASSD values.

### 4. RESULTS

Table 1 lists the quantitative results of different methods. Unsurprisingly, FS-LCS generates the worst segmentation results among the six comparison methods. For the four semi-supervised learning methods (MT, ICT, DCT-Seg, and UA-MT), ICT behaves the best, followed by UA-MT and MT. DCT-Seg gives the lowest segmentation accuracy. Nevertheless, the Dice and IoU scores of DCT-Seg are still much higher (>7%) than those of FS-LCS, indicating the importance of information exploitation from unlabeled data.

Our proposed framework performs better on all the evaluation metrics than the four semi-supervised methods and FC-LCS by a large margin. Both the Dice score and IoU are increased by over 6% when compared to the best semi-supervised learning method (ICT). RAVD and ASSD are also largely reduced. These results confirm that our proposed collaborative framework is able to generate more confident pseudo labels and exploit the unlabeled data more effectively than the existing methods.

Figure 2 plots the segmentation maps of different methods for visual comparisons. Here, it is obvious that the segmentation maps generated by FS-LCS show large discrepancies from the reference (GT). The four semi-supervised methods and our method give more appealing prostate delineations than FS-LCS. Furthermore, the results of our proposed method have higher overlap ratios with the reference (GT) than those of the four semi-supervised learning methods, demonstrating the effectiveness and robustness of our proposed framework.

![Figure 2. Examples prostate segmentation maps of different methods. Red color regions indicate the prostate regions segmented manually (GT, stands for ground truth) and automatically by different methods (FS-LCS to Ours)](image-url)
5. CONCLUSIONS

In this study, we developed a semi-supervised and self-supervised collaborative learning framework for 3D prostate segmentation in MR images. In our framework, only the central slice of each 3D training image needs to be annotated manually, which can largely decrease the human effort spent on constructing the training dataset. To fully exploit the unlabeled image slices, pseudo labels were generated by two different methods, a semi-supervised learning method, and a self-supervised learning method. Then, more confident pseudo labels were obtained by fusing the outputs of the two methods. Comprehensive comparisons between our proposed framework and the existing approaches were made utilizing an open-source prostate MR image dataset, and the results validated the effectiveness of our proposed framework. By largely decreasing the manpower on data annotation, our proposed framework can provide a good opportunity for clinical applications.
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Table 1. Quantitative results (Mean±S.D.) on PROMISE12 validation set by 5-fold cross-validation experiments

| Methods   | Dice [%] | IoU [%] | ASSD    | RAVD    |
|-----------|---------|---------|---------|---------|
| FS-LCS [14] | 63.4±18.6 | 48.6±16.9 | 5.08±3.24 | 0.3±0.66 |
| MT [15] | 73.1±11.6 | 58.9±13.4 | 5.76±5.40 | 0.041±0.38 |
| ICT [16] | 74.6±9.2 | 60.3±11.2 | 4.92±5.38 | 0.026±0.32 |
| DCT-Seg [17] | 70.8±12.1 | 56.0±13.5 | 8.06±7.95 | 0.357±0.51 |
| UA-MT [18] | 74.0±9.5 | 59.5±11.3 | 5.36±5.52 | 0.089±0.29 |
| Ours      | 81.0±6.8 | 68.6±8.9 | 2.35±1.08 | 0.08±0.22 |