Extragalactic Science with the Experiment for Cryogenic Large-aperture Intensity Mapping

Anthony R. Pullen,1,2★ Patrick C. Breysse,1 Trevor Oxholm,3 Eric R. Switzer,4 Christopher J. Anderson,4 Emily Barrentine,4 Alberto D. Bolatto,5 Giuseppe Cataldo,4 Thomas Essinger-Hileman,4 Abhishek Maniyar,1 Thomas Stevenson,4 Rachel S. Somerville,2 Carrie Volpert,5 Edward Wollack,4 Shengqi Yang,6,1 L. Y. Aaron Yung,4 and Zilu Zhou1

1Department of Physics, New York University, 726 Broadway, New York, NY, 10003, U.S.A.
2Center for Computational Astrophysics, Flatiron Institute, New York, NY 10010, U.S.A.
3Department of Physics, University of Wisconsin-Madison, 1150 University Ave., Madison, WI, 53706, U.S.A.
4NASA Goddard Space Flight Center, Greenbelt, MD, 20771, U.S.A.
5Department of Astronomy and Joint Space-Science Institute, University of Maryland, College Park, MD 20742, U.S.A.
6Carnegie Observatories, 813 Santa Barbara St., Pasadena, CA, 91101, U.S.A.

Accepted XXX. Received YYY; in original form ZZZ.

ABSTRACT

The EXperiment for Cryogenic Large-Aperture Intensity Mapping (EXCLAIM) is a balloon-borne cryogenic telescope that will survey the spectrum of diffuse emission from both the Milky Way and the cosmic web to probe star formation, the interstellar medium, and galaxy evolution across cosmic time. EXCLAIM’s primary extragalactic science survey maps 305 deg² along the celestial equator with an R = 512 spectrometer over the frequency range ν = 420 – 540 GHz, targeting emission of the [CII] line over redshifts 2.5 < z < 3.5 and several CO lines for z < 1. Cross-correlation with galaxy redshift catalogs isolates line emission from the large-scale structure at target redshifts. In this paper, we forecast the sensitivity for both the two-point and conditional one-point cross-correlation. We predict that EXCLAIM will detect both the [CII]-QSO cross-power spectrum and the conditional voxel intensity distribution (CVID) at various redshifts under a broad range of [CII] intensity models, allowing it to differentiate among these models in the literature. These forecasts for the power spectra include the effects of line interlopers and continuum foreground contamination. We then convert the joint [CII] constraints from both the cross-power spectrum and the CVID into constraints on the [CII] haloluminosity-mass relation L_{[CII]}(M) model parameters and the star formation rate density (SFRD) from [CII] emission. We also develop sensitivity estimates for CO, showing the ability to differentiate between models.
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1 INTRODUCTION

Galaxies form the building blocks for the large-scale structure of our Universe, and a fundamental question in astronomy is how galaxies form and evolve. The star formation history is a significant tracer of galaxy evolution, often quantified in terms of the star formation rate (Madau & Dickinson 2014). Young galaxies with a large amount of cold gas tend to produce stars rapidly, while the rate decreases when this fuel is exhausted. In addition, stellar winds, active galactic nuclei (AGN), and other astrophysical processes tend to disrupt star formation in the later stages of galactic evolution, causing the star formation rate to decrease by a factor of approximately 20 from redshift z = 2 to the present (Walter et al. 2020). Measurements of the gas content and chemistry of galaxies over cosmic time are necessary to understand galactic processes in a detailed manner. Traditional galaxy surveys construct large catalogues of the spectra of star-forming galaxies; however, these samples are biased in that they only detect the brightest galaxies, missing the more numerous population of fainter star-forming galaxies. In addition, these surveys tend to have areas less than a square degree, leading to field-to-field scattering that limits the characterization of the global properties of galaxies. Selection and field size effects complicate the reconciliation of existing observations and models; see e.g. Popping et al. (2019b).

The EXperiment for Cryogenic Large-Aperture Intensity Mapping (EXCLAIM) is a dedicated balloon mission designed to map...
the emission of the [CII] line ($\nu_{\text{CII}} = 158.7 \, \mu m$) over redshifts $2.5 < z < 3.5$ and several CO rotational lines ($\nu_{\text{CO,J}} = 115 \, J$ GHz) for $J = 4 – 7$ for redshifts $z < 1$ with a spectral resolution $R = 512$ and covering $420 – 540$ GHz ($555 – 714 \, \mu m$). In addition, EXCLAIM will measure [CII], CO(4-3), and O$_2$ line emission in the galactic plane, tracing star formation and molecular gas. Previous papers have described the EXCLAIM instrument and survey parameters (Switzer et al. 2021; Ade et al. 2020; Cataldo et al. 2020), the optical design (Eisenger-Hileman et al. 2020), and the $\mu$-spectrometer (Mizzaei et al. 2020; Volpert et al. 2022). This paper will focus on the expected science from the extragalactic survey. We will describe the statistical properties of these maps, which will allow us to measure the intensities of these lines at various redshifts and probe the properties of galaxies and how they evolve.

EXCLAIM employs the novel technique of line intensity mapping (LIM) (Visbal & Loeb 2010; Visbal et al. 2011; Kovetz et al. 2017, 2019; Bernal & Kovetz 2022). Traditional galaxy surveys have probed star formation and galaxy evolution through direct multi-color imaging, such as through the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (CANDELS) (Groggin et al. 2011), the Hubble Ultra-Deep Field (HUDF) (Ellis et al. 2013; Koeckemoer et al. 2013), the UKIRT Deep Sky Survey (Dunne et al. 2009), and the VIMOS-VELT Deep Sky (Cucciati et al. 2012). Complementary work by spectroscopic surveys has been performed by the ALMA SPEctroscopic Survey (ASPECS) in the Hubble Ultra-Deep Field (Walter et al. 2016) and GOODS-N survey (Reddy et al. 2006).

Designing EXCLAIM as a LIM survey has several advantages. First, line intensity mapping integrates the light from all galaxies, making it highly complementory to surveys of individual objects, which are subject to survey-specific selection limits and effects. By trading spectra of individual galaxies for spectra of pixels on the sky, LIM surveys can map a much larger sky area than a traditional counts survey in equal time, reducing sample variance (Keating et al. 2020). Intensity mapping measures surface brightness rather than flux, relaxing requirements on aperture size, making the approach ideal for balloon and space platforms. Cosmologically, intensity mapping measures the large-scale clustering of emitting sources, so it is also sensitive to the dark and cosmological context of star formation processes in galaxies. Several tentative detections have been reported in the literature for the 21 cm line (Pen et al. 2009; Chang et al. 2010; Switzer et al. 2013; Anderson et al. 2018; Wolz et al. 2022; CHIME Collaboration et al. 2022; Cunnington et al. 2022), the CO lines (Keating et al. 2016; Keating et al. 2020; Keenan et al. 2022), and the [CII] line (Yang et al. 2019). Kovetz et al. (2019) provide a recent list of LIM surveys that are planned or operational. The EXCLAIM measurement, which will map [CII] at a high-frequency resolution, will be an improvement over the previous [CII]-quasar cross-power constraints (Pullen et al. 2018; Yang et al. 2019) by isolating the cosmic infrared background (CIB) to low-$k_{\parallel}$ modes (Switzer et al. 2019).

A major challenge for performing a LIM survey is foreground contamination. Foregrounds for LIM surveys come primarily from two astrophysical sources. The first is continuum emission, which can either be separate from, e.g. Milky Way emission, or correlated with, e.g. the CIB, large-scale structure (LSS). It has been shown that a LIM survey with high spectral resolution is superior to broadband mapping for mitigating continuum foregrounds, because the Fourier-transformed signal tends to isolate continuum emission at large scales along the line of sight due to its spectral smoothness (Switzer et al. 2019). A second source is line interlopers, when emission lines from either higher or lower than the target redshift contaminate the signal in the observation plane. The contribution from line interlopers tends to additively bias the auto-power spectrum; however, it was shown in Lidz & Taylor (2016) that its contribution can be modeled in a likelihood analysis and marginalized over. For the intensity-galaxy cross-power spectrum we discuss below, interlopers do not bias the signal but add to its variance. The upper atmosphere also has a forest of emission lines (Switzer et al. 2021) uncorrelated with the astronomical signal. Its influence on the noise can be mitigated through optimal weighting of the frequency channels.

In order to reject uncorrelated and contaminating variance from foregrounds and instrumental effects, we will cross-correlate EXCLAIM maps with galaxy and quasar redshift catalogs from multiple galaxy surveys that are available in Stripe 82 on the celestial equator (Abazajian et al. 2009). Surveys of interest include the Sloan Digital Sky Survey (SDSS) (Alam et al. 2015; Ahumada et al. 2020), Hyper-Suprime CAM (HSC) (Aihara et al. 2019), and the Hobby-EBerly Telescope Dark Energy Experiment (HETDEX) (Hill et al. 2008). Here, we will focus on the SDSS Baryon Oscillation Spectroscopic Survey (BOSS) using two statistical measures of cross-correlation. First, we will describe the two-point CO-galaxy and [CII]-quasar cross-power spectra using EXCLAIM and galaxy and quasar data cubes. Second, we will construct a one-point cross-correlation between the [CII] and quasar maps using the conditional voxel intensity distribution (CVID) statistic (Breysse et al. 2017, 2019). Both cross-correlation and the CVID robustly reject variance from uncorrelated foregrounds.

The EXCLAIM survey consists of several $\sim 100$ deg$^2$ Galacti- plane (GP) regions and a 305 deg$^2$ extragalactic (EG) survey outside the GP. In this paper, we will focus on the EG survey; the GP survey will be presented in later work. The EG survey will have several applications. For one, it has been shown through both measurements (De Looze et al. 2014; Herrera-Camus et al. 2015, 2018; Pentericci et al. 2016; Aravena et al. 2016) and simulations (Hemmati et al. 2017; Lagache et al. 2018) that [CII] luminosities are strongly correlated with the star formation rate (SFR) of a galaxy. EXCLAIM’s measurements of [CII] over the redshift range $2.5 < z < 3.5$ will trace the star formation rate density (SFRD) during the cosmic “high noon,” after which the SFRD falls by a factor of 20 (Madau & Dickinson 2014).

The intermediate $J$ CO transitions targeted by EXCLAIM, on the other hand, trace a mixture of H$_2$ mass and star formation activity (since their excitation depends on the temperature of the gas, usually determined by star formation) (Bolatto et al. 2013). Using them as mass tracers necessitates including corrections that depend on the excitation of the gas. This limitation is shared by most studies of molecular gas at high redshifts (e.g. Walter et al. 2020). Thus, in principle measurements of CO line intensities from the EG survey could probe the SFRD over the redshift range $z < 1$ (subject to the instrument sensitivity) Finally, it is also possible that with a sufficiently sensitive measurement of [CII] or CO, spectral features in the power spectrum, such as baryon acoustic oscillations, may allow us to constrain the Hubble rate (Bernal et al. 2019b).

In this paper, we present the scientific capabilities of the EXCLAIM mission. After reviewing the technical specifications of the EXCLAIM survey and co-areal galaxy surveys, we present models for both the cross-power spectra and the CVID. We then show forecasts for the sensitivity with which EXCLAIM can measure these statistics. Forecasts include the effect of contamination and variance from the Milky Way, the cosmic infrared background, extragalactic interlopers, and atmospheric emission. We defer consideration of the auto-power, which is not EXCLAIM’s primary science, to future
work. We then determine how these measurements will inform star formation models. These methods are developed in the context of the EXCLAIM survey but are applicable more generally.

The plan for the paper is as follows. In Sec. 2, we describe the EXCLAIM instrument and survey, and we describe the galaxy surveys for cross-correlations in Sec. 3. Sec. 4 defines theoretical and measurement models of line intensities, the power spectra, and the CVID, while we present forecasts, including the effects of interlopers and continuum foregrounds in Sec. 5. We discuss in Sec. 6 the constraints on star formation we will derive from EXCLAIM data, and we conclude in Sec. 7.

2 EXCLAIM SURVEY

2.1 Instrument

EXCLAIM is a cryogenic balloon-borne telescope designed to perform a large-area survey over a single night during a conventional balloon flight from North America. To achieve low-background observations between narrow atmospheric lines from the stratosphere at altitudes exceeding 30 km, EXCLAIM will employ a completely cryogenic telescope housed in a liquid-helium dewar that couples light onto spectrometers integrated on microfabricated silicon with cryogenic telescope housed in a liquid-helium dewar that couples light onto spectrometers integrated on microfabricated silicon with a spectral resolution \( R = 512 \) covering a band of 420–540 GHz. EXCLAIM employs cryogenic, flight electronics, and flight software heritage from the ARCADE 2 and PIPER missions, (Singal et al. 2011; Fixsen et al. 2011; Lazear et al. 2014; Pawlyk et al. 2018; Kogut et al. 2021) which flew similar open bucket dewar instruments.

At float altitudes, the ambient pressure of less than 10 Torr pumps on the helium bath, lowering its temperature to \( \sim 1.7 \) K, below its superfluid transition. Dedicated superfluid helium pumps, in combination with helium boil-off gas, keep the temperature of the entire optical chain below 5 K. Cryogenic optics reduce the instrumental background below the expected sky loading in the darkest channels of \( \sim 0.1 \) fW.

The EXCLAIM optics consist of a two-mirror off-axis Gregorian telescope with a projected aperture of 75 cm. A folding flat between the primary and secondary mirrors allows the telescope to fit within the volume of the dewar. The secondary mirror redirects and collimates light as it enters a vertical superfluid-light receiver “submarine” that houses infrared-blocking and band-defining filters, a cold Lyot stop, a final silicon lens, and the focal plane. An adiabatic demagnetization refrigerator (ADR) provides a base temperature of 100 mK for the spectrometers. EXCLAIM will fly six identical \( \mu \)-Spec integrated spectrometer chips (Cataldo et al. 2014; Noroozian et al. 2015; Barrentine et al. 2016; Cataldo et al. 2018; Volpert et al. 2022). Optical coupling to the spectrometers is via hyper-hemispherical silicon lenslets that focus light onto dipole slot antennas.

The \( \mu \)-Spec integrated spectrometers combine all elements of a traditional diffraction-grating spectrometer in a compact package using planar transmission lines on a silicon chip. The grating is replaced by a niobium microstrip delay line network that launches signals into a 2D parallel-plate waveguide region with emitting and receiving feeds arranged in a Rowland configuration (Cataldo et al. 2015). EXCLAIM operates at the second grating order selected by an on-chip order-sorting filter and free-space band-defining filters. A set of 355 microwave kinetic inductance detectors (MKIDs) made from 20 nm-thick Al half-wave resonators detect the signal (Volpert et al. 2022). The MKIDs are read out using a microwave frequency-domain multiplexing scheme.

The EXCLAIM collaboration will cross-correlate maps from the extragalactic survey with galaxy and quasar maps constructed using catalogs from the BOSS, HSC, and HETDEX surveys, as summarized in Table 2. S82, our fiducial survey, covers the celestial equator over 21:00:00 < RA < 4:00:00 (hms) and -1.25 < dec < 1.25 deg. Within S82, the Spitzer-HETDEX Exploratory Large-Area Survey

| Parameter | Symbol [unit] | Value |
|-----------|--------------|-------|
| Observed frequency range | \( v_{\text{obs}} \) [GHz] | 420–540 |
| Observed wavelength range | \( \lambda_{\text{obs}} \) [\( \mu \)m] | 555–714 |
| Spectral resolution | \( R = v_{\text{obs}} / \Delta v \) | 512 |
| Beam FWHM at 480 GHz | \( \theta_{\text{beam}} \) [arcmin] | 4.33 |
| Sky Area (Extragalactic, GP) | \( \Omega \) [deg²] | 305, 100 |
| Number of spectrometers | \( N_{\text{specs}} \) | 6 |
| Survey duration | \( t_{\text{surv}} \) [hr] | 10.5 |

Table 1. Properties of the EXCLAIM survey, including instrument parameters.

2.2 Sky Coverage

The EXCLAIM survey will consist of a 305 deg² extragalactic survey and at least two 100 deg² Galactic plane surveys, accessible from a Ft. Sumner, NM flight. The extragalactic survey is centered on the Stripe 82 (S82) field that has been mapped by multiple surveys, most notably SDSS. We can also cover parts of the HETDEX and HSC fields from this location.

The scan strategy for the surveys is constrained by the conditions to: 1) cover the declination range for S82, 2) sample the point spread function (PSF) in pixels 1/3 of the FWHM in sky drift and scan directions, and 3) work within the physical bounds of the attitude control system. The EXCLAIM telescope is fixed to an altitude of 45°, while the azimuth is scanned through the attitude control system. A sinusoidal scan strategy in azimuth with a peak-to-peak throw of 7° and a period of 14 seconds satisfies these conditions, with a declination range of \( \pm 1.3 \)° around the celestial equator, covering S82. Throughout, the PSF width will be specified through its full width at half-max (FWHM).

Fig. 1 shows the nominal EXCLAIM survey footprint along with footprints for S82, HETDEX, and HSC in relation to the Milky Way foreground. The HSC-North region is visible for the first three hours of the survey, filling \( \sim 86\% \) of the total region, whereas S82 and HSC-Fall are visible for most of the rest of the night. Furthermore, much of the S82 and HSC-Fall regions are observable twice, as they rise and then set through the EXCLAIM horizon. Not all regions will be mapped on one flight, but there is broad flexibility for which a combination of regions can be mapped per flight. Note that September 1 marks the beginning of the NASA Columbia Scientific Balloon Facility campaign season for Ft. Sumner, lasting until October 20. The entire S82 region (including HSC-Fall and HETDEX-F) will be visible for any launch date during the campaign. In contrast the observable portion of HSC-N decreases with later dates until October 16, after which it is not visible at any point in the night.

We will define our fiducial survey as just the Stripe 82 region when constructing science forecasts in this analysis. This region comprises 260 deg². We will also briefly investigate how these forecasts will change when altering the survey to include regions from HSC and HETDEX.

3 GALAXY AND QUASAR SURVEYS

The EXCLAIM collaboration will cross-correlate maps from the extragalactic survey with galaxy and quasar maps constructed using catalogs from the BOSS, HSC, and HETDEX surveys, as summarized in Table 2. S82, our fiducial survey, covers the celestial equator over 21:00:00 < RA < 4:00:00 (hms) and -1.25 < dec < 1.25 deg. Within S82, the Spitzer-HETDEX Exploratory Large-Area Survey
Potential galaxy surveys to be cross-correlated with EXCLAIM

(SHELA) (Papovich et al. 2016) covers 0.58:00 < RA < 1:46:00 (hms) and -1.25 < dec < 1.25 deg.

Given the BOSS redshift coverage, for S82 we will cross-correlate EXCLAIM maps with the QSO survey for 2.5 < z < 3.5 (Eftekhazardeh et al. 2015a), MAIN for 0 < z < 0.2 (Guo et al. 2015a), LOWZ for 0.2 < z < 0.4 (Manera et al. 2015a), and CMASS for 0.4 < z < 0.6 (Reid et al. 2016). The latter three surveys overlap with the targeted CO lines, and the QSO survey will overlap with the targeted [CII] line. The redshift ranges of these samples overlap with the relevant ranges for the emission lines of our survey, leading to mean number densities of 10^{-6}, 3 \times 10^{-3}, 10^{-2}, and 2 \times 10^{-2} (h/\text{Mpc})^3 for the redshift ranges of [CII], CO(6-5), CO(5-4), and CO(4-3), respectively.

The HETDEX Fall and SHELA surveys will also cover regions within S82. HETDEX will obtain redshifts via Ly\alpha emission over the range 1.9 < z < 3.5 and [OII] over the range z < 0.5 (Hill et al. 2021). The HETDEX Visible Integral-Field Replicable Unit Spectrograph (VIRUS) instrument will measure these spectra through 0.7 \times 10^{-2}, 2.7 \times 10^{-2}, 10^{-2}, and 2 \times 10^{-2} (h/\text{Mpc})^3 for the redshift ranges of [CII], CO(6-5), CO(5-4), and CO(4-3), respectively.

Two regions within the HSC-Wide survey overlap with EXCLAIM’s potential footprint: Fall (HSC-F) and North (HSC-N). HSC-F covers much of the S82 region, whereas HSC-N may be visible during the beginning of the EXCLAIM survey campaign. Photometric catalogs within Data Release 2 feature mean galaxy number densities of 3.6 \times 10^{-3}, 0.11, 0.38, and 0.38 (h/\text{Mpc})^3 for [CII], CO(6-5), CO(5-4), and CO(4-3), respectively (Nishizawa et al. 2020). We take a photometric redshift uncertainty of \sigma_z \sim 0.03 for 0 < z < 0.6 and 0.10 for 2.5 < z < 3.5.

4 INTENSITY STATISTICS MODELS

In this section, we present models for the statistics of the CO and [CII] intensity fields that EXCLAIM will measure. Specifically, we model the intensity power spectra for CO and [CII], including the auto-power and the cross-power with quasars and galaxies. We also review the formalism for the CVID, which probes the full luminosity function for a line. These are the models we will consider as observables in the forecast section of this paper.

4.1 Intensity Models

Here, we define the intensity models for CO and [CII]. The intensity for line X is given as

\[ I_X^\nu = \frac{1}{4\pi v_X} \frac{c}{H(z_X)} \int dM \, n(M, z) \frac{f_{\text{duty}}(M, z)}{\nu_X} L_X(M, z), \]

where \nu_X is the rest frequency for line X, z_X = \nu_X / \nu - 1 is the emission redshift of the line, H(z) is the Hubble rate of expansion at redshift z, n(M, z) is the halo mass function, \frac{f_{\text{duty}}(M, z)}{\nu_X} is the duty cycle giving the fraction of halos at a given M and z that form stars, and L_X(M, z) is the luminosity-mass relation at redshift z. The quantity n(M, z) \frac{f_{\text{duty}}}{\nu_X} gives the number density of halos within a halo mass bin [M, M + dM]. In our forecasts, we assume a fixed cosmology, a Sheth-Tormen halo mass function (Sheth & Tormen 2002), and a fixed \frac{f_{\text{duty}}}{\nu_X}, which means that the variation in the intensity for each line will come from L_X(M, z).

We calculate the CO luminosity-mass relation following the formalism of Li et al. (2016a) and Keating et al. (2020). While there are many CO line models in the literature (e.g. see Table 3 from Li et al. (2016a) and Yang et al. (2022) for many examples of CO models), predicted CO luminosities can differ by as much as 2 orders of magnitude. In this work, we choose the Li et al. (2016a) CO model because it is consistent with the recent CO LIM measurement from Keating et al. (2020). We begin with the catalog of relations between halo mass and SFR from 0 < z < 8 as described in Behroozi et al. (2013). The IR luminosity is calculated as L_{IR} = SFR/\Omega_{\text{IR}} \times 10^{10} h^{-2}, where \Omega_{\text{IR}} is the initial mass function taken to be \delta_{MF} = 1.0 (Kennicutt 1998; Carilli & Walter 2013). The luminosity functions for CO lines are calculated as

\[ \log L_{IR} = \alpha_{CO} (J) L'_{CO} (J) + \beta_{CO} (J), \]

where L'_{CO} is the CO line luminosity in units of K \text{ km} s^{-1} \text{ pc}^2 and \alpha_{CO} and \beta_{CO} are calculated for specific J lines through Table 4 in Kamenetzky et al. (2016). Based on their model, we set \frac{f_{\text{duty}}}{\nu_X} = 1. Note that the final step relating L_{IR} to L'_{CO} was only included for J=1 in Li et al. (2016a); the generalization to higher-J lines was implemented in Keating et al. (2020).

We use the [CII] emission line model from Padmanabhan (2019). Please refer to this reference for a detailed description. Although we are aware that other very different [CII] models exist (e.g. see Yue et al. (2015), Popping et al. (2016), and Yang et al. (2022)), we chose this model because Padmanabhan (2019) is calibrated to the most recent [CII] LIM measurement (Yang et al. 2019) that EXCLAIM is designed to refine. To construct this model, L_{[CII]}(M, z = 0) is modeled with an analytical formula given below that is then calibrated by abundance matching between a Sheth-Tormen halo mass function and the measured luminosity function for line X, \phi(L_X) at z = 0. The abundance matching was performed using the [CII] luminosity function from Hennawi et al. (2017), while the luminosity is scaled to higher redshifts assuming the relation L_{[CII]} \propto SFR^{\alpha} where SFR is the star formation rate.
SFR($M_z$) is scaled in redshift based on measurements of the SFR density measured in Madau & Dickinson (2014) and $\alpha$ is set based on the [CII] intensity limit at $z = 2.6$ in Yang et al. (2019). The resulting [CII] luminosity-mass relation derived in Padmanabhan (2019) is given by

$$L_{[\text{CII}]}(M, z) = A(z) \frac{M}{M_1}^{0.40} e^{-N_1/M} \times \left[ \frac{(1+z)^{2.7}}{1 + [(1+z)/2.9]^{5.6}} \right]^{1.79} L_\odot,$$

in units of solar luminosity ($L_\odot$) with $M_1 = 2.39 \times 10^{-5} M_\odot$ and $N_1 = 4.19 \times 10^{11} M_\odot$ and the redshift dependence comes from the SFRD redshift evolution from Behroozi et al. (2013). We will forecast constraints on the parameters for a variant of this model. Specifically, we substitute the $M_1$ parameter with an amplitude $A$, such that our fiducial [CII] model is

$$L_{[\text{CII}]}(M, z) = A(z) \left( \frac{M}{M_1} \right)^{\beta} e^{-N_1/M} L_\odot,$$

where the parameters to be fitted are $\{A, N_1, \beta\}$. In this case, we set $f_{duty} = 1$, as assumed by Padmanabhan (2019).

A more pessimistic model for [CII] emission is one from Yang et al. (2022), which is an empirical model for the [CII] halo luminosity-mass relation based on results from the Santa Cruz semi-analytic model (SAM) for galaxy formation (Somerville & Primack 1999; Somerville et al. 2015) coupled with the DESPOTIC spectral synthesis model (Krumholz 2014; Popping et al. 2014, 2019a). The empirical form for this model at $1.0 < z < 4.0$ is given as

$$L_{[\text{CII}]}(M, z) = 2N \left( \frac{M}{M_1} \right)^{\frac{\beta}{2}} \left( \frac{M}{M_2} \right)^{\gamma} \left( \frac{M}{M_3} \right)^{-\alpha} \left( \frac{M}{M_0} \right)^{\beta} e^{-N_1/M} L_\odot,$$

where $\log [N(z)] = -0.907 e^{-z/0.867} - 3.04$, $\log [M_1(z)] = 12.11 e^{-0.4105z}$, $\alpha(z) = 1.35 + 0.450z - 0.0805z^2$, and $\beta(z) = 2.57e^{-0.0155z} + 0.0575$. This model also accounts for a non-unity $f_{duty}$ for $z < 4$, given by

$$f_{duty}(M, z) = \left[ 1 + \left( \frac{M/M_2}{M_2} \right)^\gamma \right]^{-\gamma},$$

where $\log [M_2(z)] = 11.73 + 0.6634z$ and $\gamma(z) = 1.37 - 0.190z + 0.215$. Although in principle we could allow the parameters in $f_{duty}$ to vary, we will assume those parameters to be fixed in our forecasts, as was assumed for the Padmanabhan (2019) forecasts. In our forecasts, we will consider this model a pessimistic alternative to the Padmanabhan (2019) model.

### Table 2. Properties of large-scale structure surveys, where $\bar{n}$ is the mean number density of galaxies, $A$ is the overlapping sky area, and $\sigma_z$ is the redshift precision of the galaxies. For the $z$-range column, the left interval is for [CII] or QSO, and the right interval is for the CO lines or galaxies. For the other columns, the values relate to the corresponding surveys in the first column.

| Survey | $\bar{n}$ (hi/Mpc)$^3$ | $A$ (deg$^2$) | $z$ range | $\sigma_z$ |
|--------|-------------------------|---------------|------------|------------|
| BOSS-SS2 ([CII] / CO(6-5) / CO(5-4) / CO(4-3)) | $10^{-10} / 3 \times 10^{-4} / 10^{-2} / 2 \times 10^{-2}$ | 273 | 2.5-3.5 / 0-0.6 | 0 (effectively) |
| HETDEX-F ([CII] / CO(6-5) / CO(5-4) / CO(4-3)) | $7 \times 10^{-4} / 2.7 \times 10^{-4} / 10^{-2} / 10^{-2}$ | 350 | 1.9-3.5 / 0-0.5 | (6 / 2 / 7 / 2)10$^{-3}$ |
| HETDEX-SHELA ([CII] / CO(6-5) / CO(5-4) / CO(4-3)) | $7 \times 10^{-4} / 2.7 \times 10^{-4} / 10^{-2} / 10^{-2}$ | 34 | 1.9-3.5 / 0-0.5 | (6 / 2 / 7 / 2)10$^{-3}$ |
| HSC-N ([CII] / CO(6-5) / CO(5-4) / CO(4-3)) | $3.6 \times 10^{-4} / 10.11 / 0.38 / 0.38$ | 125 | 2.5-3.5 / 0-0.6 | 0.03 / 0.03 / 0.1 / 0.1 |

#### 4.2 Power Spectrum Models

EXCLAIM baseline analysis employs only the cross-power spectra with galaxies because of its utility in controlling and rejecting the effects of foregrounds. In addition, cross-power spectra do not have noise bias, allowing us to conduct a shallow survey that can access large scales in the linear clustering regime. In this section, we model the auto and cross-power spectra between EXCLAIM intensity maps and galaxies from the surveys we will use in our analysis. Primary science comes from the cross-power, but the errors of the cross-power depend on the auto-power spectrum and its variance contributions.

#### 4.2.1 Cross-power spectrum

Here, we define an X-Tr cross-power spectrum model, where X is the emission line and Tr is the compact object LSS tracer, which is either the quasar or galaxy sample. The relevant pairs for our forecasts are [CII]-quasar and CO-galaxy. We have

$$P_{X\cdot Tr}(k, z) = P^\text{shot}_{X\cdot Tr}(k, z) + P^\text{shot}_{X\cdot Tr}(k, z)$$

where $k = (k_||, k_\perp)$ and the clustering cross-power spectrum is given by

$$P^\text{shot}_{X\cdot Tr}(k, z) = I_X(z) b_X(z) b_{Tr}(z) \times F_X(k, z) F_{Tr}(k, z) P_m(k, z).$$

$P_m(k, z)$ describes the linear matter power spectrum, $k = \sqrt{k_||^2 + |k_\perp|^2}$, and $F_X$ and $F_{Tr}$ describe redshift space distortions in the emission line and LSS tracer overdensities, respectively, given by

$$F_X = \left[ 1 + \frac{f_g \sigma_{z}}{b_X k^2} \left( \frac{k^2}{2H^2(z)} \right) \right],$$

for X and correspondingly for Tr. $f_g = [D_m(z)]^{0.55}$ describes the growth rate and $\sigma_{z}$ describes velocity dispersion of the source fields. $k_||$ describes the wavenumber projected along the line of sight. $b_X$ is the clustering bias for the line luminosity, which is given by

$$b_X(z) = \frac{\int dM n(M, z) b_h(M, z) L_X(M, z) dM}{\int dM n(M, z) L_X(M, z)}.$$  

where $b_h(M, z)$ is the halo clustering bias consistent with the assumed halo model. Note that all power spectra refer to the two-point statistic on the sky, corrected for instrument angular and frequency resolution effects, which appear in the instrument noise through Eq. $19$.

The line-emitter \times LSS-tracer shot cross-power is a combination of a one-halo term and a line shot noise term (Wolz et al. 2017; Schaan & White 2021)

$$P^\text{shot}_{X\cdot Tr}(k, z) = P^\text{shot}_{X\cdot Tr}(k, z) + P^\text{line\cdot shot}_{X\cdot Tr}(k, z).$$  

---
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The one-halo term is produced by halos that host both line emitters and the LSS tracers, while the line shot noise term is produced by LSS tracers that are also line emitters. EXCLAIM will measure power spectra over scales with $k_{\text{max}} \approx 0.5 h / \text{Mpc}$, which is much less than the scales where the one-halo term decays ($k \approx 10 h / \text{Mpc}$). Thus, we are in the regime where the one-halo term is uniform for the scales of interest in our analysis, allowing us to write it as

$$P_{X-\text{Tr}}^{(\text{halo})}(z) = \frac{I_X}{R_{\text{Tr}}},$$  

where $R_{\text{Tr}}$ is the number density of the LSS tracer given in Table 2. The line shot noise term is given by

$$P_{X-\text{Tr}}^{(\text{shot})}(z) = \frac{I_X}{R_{\text{Tr}}},$$

where $R_{\text{Tr}}$ is the number density of LSS tracers that emit line $X$. Since both terms are now scale-independent, we can then write the full shot cross-power as

$$P_{X-\text{Tr}}^{(\text{shot})}(z) = \frac{I_X f_{\text{shot}}}{R_{\text{Tr}}},$$

where $f_{\text{shot}}$ is a number that absorbs both the 1-halo and line shot noise terms which can be written as $1 + f_T$ where $f_T$ is the fraction of the total surface brightness $I_X$ produced by the tracer population. To estimate $f_T$, we find the ratio of the integrated luminosity down to the effective cutoff mass $M_{\text{cut}}$ of the redshift survey compared to the integrated luminosity down to $M_{\text{min}}$ for the emitting gas. We take $M_{\text{min}}$ for the line emission to be $10^{10} \ M_{\odot}$ for both CO (Li et al. 2016b; Pullen et al. 2013) and CII (Padmanabhan 2019), and find mild sensitivity to this assumption. The mass cutoff for the redshift surveys are taken to be $10^{11.6} \ M_{\odot}$ for SDSS-MAIN (Guo et al. 2015b), evaluation of Eq. 5 of Manera et al. (2015b) for LOWZ/CMASS (based on $n$ for the survey), and $10^{12} \ M_{\odot}$ with $f_{\text{duty}} = 0.01$ from Eftekharezadeh et al. (2015b) for BOSS-QSOs. Numerically these are evaluated as is $\{0.73, 0.3, 0.34, 1.27 \times 10^{-3}\}$ for CO from MAIN, LOWZ, CMASS, and [CII] from QSOs, respectively.

### 4.2.2 Line auto-power spectrum

The line auto-power spectrum for our analysis is the sum of clustering and shot noise from the line, interlopers at other redshifts, instrument noise, and variance from the Milky Way, as given by

$$P_X(k, z) = P_X^{\text{clust}}(k, z) + P_X^{\text{shot}}(k, z) + P_X^{\text{MW}}(k, z) + P_X(k, z),$$

with the clustering auto-power spectrum given by

$$P_X^{\text{clust}}(k, z) = \frac{I_X}{R_{\text{Tr}}} F_X(k) P_{m}(k, z),$$

and the auto-shot power $P_X^{\text{shot}}$, sourced by both the 1-halo shot noise and the shot noise of the galaxy emitters, given by

$$P_X^{\text{shot}}(z) = \frac{I_X}{R_{\text{Tr}}} \left( \frac{c}{4\pi\sigma_k H(z)} \right)^2 \int dM f_{\text{duty}}(M) m(M) \times L_X(M),$$

where $I_X$ accounts for both the halo and galaxy shot noise terms. The instrument noise $P_N$ in a given redshift bin is given by

$$P_N = \frac{N_{\text{specs}}}{t_{\text{surv}}} V_{\text{surv}},$$

where $V_{\text{surv}}$ and $t_{\text{surv}} = 10.5$ hours describe the spatial volume per bin and the survey observing time, respectively. $N_{\text{specs}} = 6$ (for EXCLAIM) describes the number of spectrometers. The effective NEI is the inverse variance-weighted sum of the squared NEI per channel, which minimizes the variance per pixel in the line intensity map (Switzer et al. 2021) and is summarized for each redshift interval in Table 3.

The resolution window function $W_X(k, z)$ is given by

$$W_X = \exp \left[ -\left( \sigma_x^2(k) z^2 + \sigma_y^2(k) z^2 \right) \right],$$

where resolutions in the transverse and radial directions are given by

$$\sigma_x = \chi(z) \sigma_b, \quad \sigma_y = c(1+z) H(z) R^{-1},$$

where $\chi$ is the comoving distance, $\sigma_b = \theta_{\text{FWHM}} / \sqrt{\ln 2}$ is the Gaussian width of the telescope PSF, and $R = \nu / \delta \nu$ is the spectral channel resolution (Bernal et al. 2019a).

We also consider interlopers from other lines. In particular, mapping [CII] is contaminated by all the CO lines in the auto-power spectrum. The interloper power spectrum is given by

$$P_{\text{CL}}^{\chi}(k, z) = \sum_{i} \frac{1}{\sigma_{\parallel}(z_i) \sigma_{\perp}(z_i)} P_{\chi} \left( \frac{k_{\parallel}}{\sigma_{\parallel}(z_i)} , \frac{k_{\perp}}{\sigma_{\perp}(z_i)} , z_i \right),$$

(Lidz & Taylor 2016). Here $z_i$ is the redshift of the $i$th interloper line emitters for primary line emission at redshift $z$ and $P_{\chi}(k, z)$ is the intensity auto-power spectrum for interloper $i$. $\sigma_{\parallel} = \sigma_{\parallel}(z_i) / \sigma_{\parallel}(z)$ and $\sigma_{\perp} = \sigma_{\perp}(z_i) / \sigma_{\parallel}(z)$ are the parallel and perpendicular $k$-mode distortion factors caused by assuming the interloper redshifts as the redshift of the target line emitters. In our analysis, we can treat the interlopers as unknown and marginalize them over the interloper values. Furthermore, we can compare these to the case where interlopers are not present in the measurement. We will consider both cases among our power spectrum and intensity forecasts in Sec. 5.

### 4.2.3 Continuum emission

Finally, we also know that EXCLAIM maps will contain continuum emission from the Milky Way galaxy and extragalactic emission, specifically the CIB from young, dusty stars. It was shown in Switzer et al. (2019) that while the broadband measurements of [CII] line intensity performed by cross-correlating broadband intensity maps from the Planck satellite with BOSS quasars in Pullen et al. (2018) and Yang et al. (2019) are limited in the removal of correlated foregrounds like CIB, an instrument with a moderate spectral resolution like EXCLAIM would be able to remove foregrounds by removing the lowest few $k_{\parallel}$-modes for which continuum emission is dominant.

Using the Python version (Thorne et al. 2017) of the Planck Sky Model (PSM) (Delabrouille et al. 2013), we simulate an EXCLAIM map including a finite PSF, instrumental noise, and Galactic continuum emission. We then perform a Fast Fourier Transform to find the $k_{\parallel}$ corresponding to the lowest $k_{\parallel}$ mode. We find that removing the lowest $k_{\parallel}$ mode in this simulated EXCLAIM map is sufficient to make the resulting map consistent with white noise, which is expected for a map containing only instrumental noise. We will perform our forecast with the corresponding range of $k_{\parallel}$ removed. We will consider forecasts both with and without this cut in our results. We note that instrumental terms such as passband spectral response require high stability, and empirical approaches (e.g. Switzer et al. 2015) can be employed to isolate continuum modes.
in the real data. Switzer et al. (2021) describes calibration plans for the EXCLAIM instrument, which employs a reference emitter for monitoring stability.

4.2.4 Tracer auto-power spectrum

The LSS tracer auto-power spectrum is given by

\[ P_{\text{Tr}}(k, z) = P_{\text{Tr}}^{\text{clus}}(k, z) + \frac{1}{n_{\text{Tr}}}, \]

where the first term is the quasar clustering auto-power spectrum given by

\[ P_{\text{Tr}}^{\text{clus}}(k, z) = b_{\text{Tr}}^2(z)P_{\text{m}}(k, z), \]

and the second term is the shot noise. Note that the expressions are similar for both the quasar and galaxy surveys.

4.2.5 Power spectrum analysis model

Fig. 2 shows fiducial models of the auto- and cross-power spectrum for both the [CII] \( \times \) S82 SDSS/BOSS quasars joint analysis and the CO(4-3) \( \times \) S82 SDSS/BOSS galaxies joint analysis. These plots show that for the [CII] analysis, the intensity auto and cross-power spectra are dominated by clustering for wavenumbers \( k \leq 0.2 h/$Mpc$, while the quasar auto-power is primarily shot noise. Alternately, for the CO(4-3) analysis, the intensity auto-power is dominated by shot noise, while the galaxy auto and cross-power spectra show the clustering contributions for wavenumbers \( k \leq 1 h/$Mpc$.

EXCLAIM’s primary science constraint employs the cross-power between the intensity data cube and a tracer population. This choice is made to simplify the treatment of foregrounds and interlopers, which additively bias the auto-power. In the cross-power, these terms add noise, so they need a best-effort minimization orlopers, which additively bias the auto-power. In the cross-power, these terms add noise, so they need a best-effort minimization or minimization rather than airtight rejection. Additionally, the large survey area is optimized for cross rather than auto-power (Oxholm & Switzer 2021). The fiducial analysis assumes a data vector consisting of only the cross-power \( \tilde{P}_{X-\text{Tr}}(k) \) for each redshift bin, where \( \tilde{P}(k) \) is the spherically averaged power spectrum

\[ \tilde{P}(k) = \frac{1}{2} \int_1^0 d\mu P(k, \mu), \]

where \( \mu = \cos \theta \) with \( \theta \) being the angle of the wavevector \( \mathbf{k} \) from the line of sight. We perform a standard Fisher analysis in each redshift bin to predict errors in \( b_{\text{Tr}} \) for all the [CII] and CO lines. In the Fisher analysis, we define a covariance matrix using standard methods (Bernal et al. 2019a). The parameters used when constructing the Fisher matrix for measuring intensities are \( b_1, b_{\text{shot}}, \tilde{P}_{\text{m}}(k_i) \). For the two cases, we consider (see Sec. 5), “no interlopers” sets \( \tilde{P}_{\text{m}}(k_i) = 0 \) and “marginalized interlopers” treats each \( \tilde{P}_{\text{m}} \) for binned \( k_i \) as an independent parameter that is marginalized. Note that this case is more conservative than treating the scale-dependence of \( \tilde{P}_{\text{m}} \) as a known quantity to then marginalize over the intensity. We avoid attempting this since the redshift dependence of the emission line intensities is not well known.

4.3 CVID Models

Here we review the formalism for the voxel intensity distribution (VID) along with the CVID, the natural extension of the VID formalism that is implemented in our forecasts. This is slightly modified from Breyssse et al. (2017) and Breyssse et al. (2019). Because an intensity map is not generically a purely Gaussian random field, a substantial amount of information is not captured by the power spectrum. In particular, information about the mass-luminosity relation of the target galaxies can be inferred by examining the one-point probability distribution of brightness temperature measurements. This quantity has been referred to as the Voxel Intensity Distribution, or VID. We can look at either the one-dimensional PDF of a single random field or the conditional PDF of two fields.

4.3.1 Auto-VID

Let us begin with the assumption that we know exactly how many line emitters there are in each voxel. For voxels containing no galaxy redshift measurements, the PDF \( P_0(I) \) of intensity \( I \) is simply

\[ P_0(I) = \delta_D(I), \]

where \( \delta_D \) is the Dirac delta function, and we refer to probability distributions by \( P \) to distinguish them from power spectra. For voxels that contain exactly one emitter, we have

\[ P_1(I) = \frac{1}{n} \frac{dn}{dI}, \]

where \( dn/dI \) is the luminosity function, which can be computed from \( L(M, z) \), the mass function, and \( J_{\text{dusty}} \). Voxels with two or more sources have PDFs computed from the recursion relation

\[ P_N(I) = \int P_{N-1}(I')P_1(I - I')dI' = P_{N-1} \circ P_1(I), \]

where the circle operator denotes a convolution. The total VID is then

\[ P(I) = \sum_{N=0}^{\infty} P_N(I)P(N), \]

where \( P(N) \) is the probability of observing a voxel that contains \( N \) sources. In the classical \( P(D) \) analysis of unclustered sources, \( P(N) \) is simply the Poisson distribution. However, we expect a distribution with a long tail for cosmological sources. Breyssse et al. (2017) used a mixed lognormal and Poisson distribution for \( P(N) \), which we expect to be a reasonably accurate approximation, though better forms likely exist (e.g., Leicht et al. 2019).

In practice, there will be several sources of emission in a given voxel in addition to the target emission line. Assuming these different components are uncorrelated, we can compute the full VID by understanding that Eq. (27) holds for the sum of any two fields. For example, if we have two lines with PDFs \( P_{\text{CII}}(I) \) and \( P_{\text{CO}}(I) \), then the full observed VID will be

\[ P(I) = P_{\text{CII}} \circ P_{\text{CO}}(I). \]

Note that Eq. (29) only holds for uncorrelated fields. “Foreground” emission from sources like the CIB will correlate with the signal and need to be modeled more carefully.

4.3.2 Conditional VID

As seen in Eq. (29), VID measurements using a single field suffer from the same foreground issues as auto-power spectrum measurements. Breyssse et al. (2017) showed that this issue can be mitigated to an extent using masking methods commonly used for foreground cleaning. However, it would be preferable to have an analogy to the cross-correlation, which can be used to isolate specific redshifts. Breyssse et al. (2019) describe such a one-point analogy, termed the “conditional voxel intensity distribution” or CVID.
As in Section 4.2, assume that each voxel has a measurement of the total intensity $I$ and the number of directly detected galaxies $N_{\text{det}}$ at our target redshift. Let us further assume that our map consists of a signal CII line and some foreground CO lines. The intensity of the CII line will be correlated with $N_{\text{det}}$, as both are coming from the same redshift, while the intensity of the CO line will be uncorrelated. We can then examine the conditional PDF

$$P(I|N_{\text{det}}) = P_{\text{CII}}(I|N_{\text{det}}) \circ P_{\text{CO}}(I).$$

(30)

The conditional PDF $P_{\text{CII}}(I|N_{\text{det}})$ for a given line can be computed similarly to the standard VID. One possible prescription for doing so can be found in Breysse et al. (2019).

Eq. (30) is difficult to work with on its own, but we can put it in a more useful form by applying the Fourier convolution theorem:

$$\hat{P}(I|N_{\text{det}}) = \hat{P}_{\text{CII}}(I|N_{\text{det}}) \hat{P}_{\text{CO}}(I).$$

(31)

where $\hat{I}$ is the Fourier conjugate of intensity (units ($\text{Jy sr}^{-1}$)) and

$$\hat{P}(I) = \int_{-\infty}^{\infty} P(I) e^{i k l} dl.$$  \hspace{1cm} (32)

If we examine the intensity PDFs of voxels with two different, known, $N_{\text{det}}$ values, we can define the quantity

$$R_{N_{\text{det}}^1, N_{\text{det}}^2} = \frac{\hat{P}(I|N_{\text{det}}^1)}{\hat{P}(I|N_{\text{det}}^2)}.$$  \hspace{1cm} (33)

We can show by combining Eqs. (31) and (33) that $R$ depends only on the signal PDFs, not on the foreground contamination:

$$R_{N_{\text{det}}^1, N_{\text{det}}^2} = \frac{\hat{P}_{\text{CII}}(I|N_{\text{det}}^1) \hat{P}_{\text{CO}}(I)}{\hat{P}_{\text{CII}}(I|N_{\text{det}}^2) \hat{P}_{\text{CO}}(I)} = \frac{\hat{P}_{\text{CII}}(I|N_{\text{det}}^1)}{\hat{P}_{\text{CII}}(I|N_{\text{det}}^2)}.$$  \hspace{1cm} (34)

Thus, just like the cross-power spectrum, $R$ is a quantity which isolates only emission from the same redshift as a given galaxy population.

### 4.4 VID Measurements

In practice, we cannot measure the true, continuous VID from a real map, as we only have access to a finite number of voxels. We instead can estimate the VID by constructing histograms of voxel intensities. Measurements therefore will work with the quantity

$$B_i = N_{\text{vox}} \int_{I_i - \Delta I/2}^{I_i + \Delta I/2} P(I) dl \approx \int_{I_i - \Delta I/2}^{I_i + \Delta I/2} P(I) dl N_{\text{vox}} \Delta I,$$

(35)
where $B_i$ is the number of voxels in an intensity bin centered at $I_i$ with width $\Delta$, assuming a map with $N_{\text{vox}}$ total voxels. The observed PDF $p(I)$ will be the convolution of the PDF of the total sky emission (e.g. Eq. 29) with that of the instrumental noise. For uncorrelated white noise of width $\sigma_N$, we have a Gaussian noise PDF

$$\mathcal{P}_\text{Noise} = (2\pi\sigma_N^2)^{-1/2} e^{-I^2/2\sigma_N^2}. \quad (36)$$

If every map voxel is independent from all of the others, then each $B_i$ can be modeled as a draw from a binomial distribution (Ihle et al., 2019), with variance

$$\text{Var}(B_i) = B_i(1 + B_i/N_{\text{vox}}) \approx B_i, \quad (37)$$

where the second equality holds for sufficiently narrow intensity bins.

In the unconditional VID, we thus have two regimes recognizable to those familiar with power spectrum analysis. Instrument noise smooths the PDF on scales smaller than $\sigma_N$, limiting our ability to measure small-scale variations. Larger scale, smooth variations in the PDF are limited instead by Eq. (37) and the finite number of voxels in the map. Thus, depending on the noise level and the “scale” in intensity space of the feature we are trying to measure, we can find ourselves in either a noise- or sample-variance dominated regime.

In the case of the CVID, error computation becomes more difficult. Simulations suggest that assigning independent errors to each histogram bin $B_i$ is reasonably accurate. However, Fourier transforming to compute $\mathcal{R}$ will mix these errors over every Fourier space bin, leading to highly correlated errors on $R$. However, Breysse et al. (2019) argued that if we use the measured $B_i$ to estimate the histogram errors from Eq. (37), we can get a good estimate of the full covariance matrix of $\mathcal{R}$ even if we do not know $a$ priori the PDFs of the signal and foregrounds.

### 5 INTENSITY STATISTICS FORECASTS

Considering the models for [CII] and CO line emission that we developed in the previous section, we present forecasts for intensity measurements and constraints of galaxy emission models using both power spectra and the CVID. We also consider the effects of interlopers and foreground continuum emission. For our forecasts, we will divide the spectral range into three brackets, unless otherwise indicated, shown in Table 3, to forecast the potential of EXCLAIM to detect redshift evolution in models of emission and galaxy properties. For most forecast results, we define the survey area to be Stripe 82 unless stated otherwise.

#### 5.1 Power spectrum forecasts

##### 5.1.1 [CII] cross-power sensitivity

We present forecasts for [CII] intensity in Figs. 4 and 5 and Tables 4 and 5 for several different scenarios. We find for the fiducial [CII] intensity model from Padmanabhan (2019), the cross-power spectrum $P_{\text{CII-Q}}(k)$ could be detected in each of the three redshift bins with signal-to-noise ratios (SNR) ranging from 5-11. Note that keeping or removing the lowest $k_1$ mode to mitigate foreground variance does not significantly affect the SNR. In Fig. 4, we present the power spectrum amplitude $A_{1\text{[CII]}}$ for several [CII] models (Gong et al. 2012; Silva et al. 2015; Yue et al. 2015; Popping et al. 2016; Padmanabhan 2019; Yang et al. 2022), with the Padmanabhan (2019) model normalized to $A_{1\text{[CII]}} = 1$ at all redshifts. We also show the expected errors from EXCLAIM measurements of [CII] power spectra. These results show that EXCLAIM can differentiate between the cluster of high intensity models, including Padmanabhan (2019), and the more pessimistic Yang et al. (2022) model. If the cluster of low intensity models is more accurate, then the EXCLAIM measurement would give us strong constraints on [CII] that could potentially rule out the high intensity models.

Due to relatively high instrumental noise in the EXCLAIM maps and shot noise from both the [CII] galaxies and the quasar sample, the amplitude of clustering alone, $b_{[\text{CII}]]}I_{[\text{CII}]}$ has lower SNR than the full power spectrum. For the $z = 2.7$ redshift bin, $b_{[\text{CII}]]}I_{[\text{CII}]}$ can be detected with an SNR of 8 after removing the lowest $k_1$ mode and marginalizing over interlopers, while for the other two redshift bins has a $b_{[\text{CII}]]}I_{[\text{CII}]}$ SNR less than 2.

These values change when the [CII] line intensity model from Yang et al. (2022) is assumed. The SNRs for the total power spectrum $P_{[\text{CII}]}(k)$ reduce to the range 4-7, but are still able to differentiate between models, as shown in Fig. 4. However, in this case the clustering amplitude $b_{[\text{CII}]]}I_{[\text{CII}]}$ is then undetectable with SNRs $\lesssim 1$. Thus, we expect detection of $P_{[\text{CII}]}(k)$ in all three redshift bins under a range of physical scenarios. However, we are not guaranteed a measurement of $b_{[\text{CII}]]}I_{[\text{CII}]}$ from power spectrum measurements alone, though it is possible for more optimistic models of [CII] emission at $z = 2.7$. Note that we should generally expect a measurement of $I_{[\text{CII}]}$ independently from the power spectrum shot noise. However, the angular resolution of EXCLAIM is not high enough to sample the relevant scales. Thus, all the information on [CII] intensity comes from the clustering signal in the power spectrum, which gives us $b_{[\text{CII}]]}I_{[\text{CII}]}$.

##### 5.1.2 Constraints on parametric models of [CII] emission

With these forecasts, we can also consider how well this measurement could constrain the [CII] L-M models given in Eqs. 4 and 5. Specifically, we use the forecast for $b_{[\text{CII}]]}I_{[\text{CII}]}$ at each redshift to construct a Fisher matrix $F_{ij}$ that forecasts errors in the parameters constituting the $L_{[\text{CII}]}(M)$ model,

$$F_{ij} = \frac{\partial p_i(b_I) \partial p_j(b_I)}{\sigma^2 [b_{[\text{CII}]]}I_{[\text{CII}]}]}, \quad (38)$$

where $p_i$ is a vector containing the parameters (described below) and $p_0$ denotes the expected values of the parameters, with the halo bias $b_h(M)$ and the halo mass function $n(M)$ fixed. This Fisher matrix is noninvertible, and measurements of these parameters using only intensity data from EXCLAIM will be highly degenerate. Thus, we include priors for the parameters. For the Padmanabhan (2019) model, the parameter vector is $p = \{A, N_1, \beta\}$ with the prior based on the limits given by $M_1 = (2.39 \pm 1.86) \times 10^{15} M_\odot$, $N_1 = (4.19 \pm 3.27) \times 10^{11} M_\odot$, and $\beta = 0.49 \pm 0.38$. We conservatively assume the prior on $A$ will only depend on the errors in $M_1$ and $A$ while being orthogonal to the errors in $N_1$ and $\beta$, which yields $A = (2.24 \pm 0.66) \times 10^9 L_\odot$. For the Yang et al. (2022) model, the parameter vector is $p = \{N, M_1, \alpha, \beta\}$ with a prior assuming 100% errors on the parameter values. The resulting forecasts are shown in Fig. 6. These forecasts assume that interlopers are present with marginalized intensities. These forecasts show that measurements of both $A$ and $N_1$ from EXCLAIM will improve significantly on current measurements. These parameters correspond to the overall amplitude and mass-scaling of the luminosity-mass law.
Table 3. Instrument parameters for the EXCLAIM band separated into three redshift bins. For each redshift bin, the columns correspond to the middle frequency ($f_{\text{mid}}$), the number of channels ($N_{\text{ch}}$), the bandwidth ($\Delta f$), the effective NEI, the noise power spectrum per Fourier mode ($P_N$), the redshift of the various lines corresponding to $f_{\text{mid}}$, and the PSF Gaussian width ($\sigma_b$).

| $f_{\text{mid}}$ (GHz) | $N_{\text{ch}}$ | $\Delta f$ (GHz) | NEI$_{\text{eff}}$ (kJy/arcmin$^2$/MHz) | $P_N$ (kJy/arcmin$^2$/MHz)$^2$ | $z_{\text{CII}}$ | $\frac{\sigma_{\text{CO}}(6-5)}{\sigma_{\text{CO}}(5-4)}$ | $\frac{\sigma_{\text{CO}}(4-3)}{\sigma_{\text{CO}}(5-4)}$ | $\sigma_b$ (arcmin) |
|------------------------|----------------|-----------------|---------------------------------------|-----------------------------|----------------|------------------------|------------------------|---------------------|
| 440                    | 110            | 39.8            | 1951.8                                | 5772.3                      | 3.32           | 0.573                  | 0.311                  | 0.05                | 1.97                |
| 480                    | 110            | 39.7            | 2649.5                                | 10636                       | 2.96           | 0.444                  | 0.201                  | -                   | 1.81                |
| 520                    | 110            | 39.8            | 2194.3                                | 7295.5                      | 2.66           | 0.330                  | 0.109                  | -                   | 1.67                |

Table 4. [CII] power spectrum forecasts from the EXCLAIM-tracer cross-power spectra with S82 BOSS quasars for multiple line models. Specifically, we show the signal-to-noise ratio (SNR) for $P(k)$ averaged over a bandwidth of scales. The two major columns give the SNR over all scales and with the lowest $k_{\|}$ mode removed. For the left column, the SNR assumes the [CII] model from Padmanabhan (2019). For the right column, the left and right entries correspond to the [CII] models from Padmanabhan (2019) and Yang et al. (2022), respectively.

| $z$ | $P_{\text{CII},Q}(k)/\sigma_{\text{CII},Q}(k)$ (all $k_{\|}$ modes) | $P_{\text{CII},Q}(k)/\sigma_{\text{CII},Q}(k)$ (lowest $k_{\|}$ mode removed) |
|-----|-------------------------------------------------|-------------------------------------------------|
| 2.7 | 11.4                                            | 11.2 / 7.04                                    |
| 3.0 | 6.71                                            | 6.57 / 4.47                                    |
| 3.3 | 5.31                                            | 5.20 / 4.35                                    |

5.1.3 Impact on prior knowledge

Using this parameter covariance matrix, we can then construct new errors on $b_{\text{CII}}[I_{\text{CII}}]$ from power spectrum measurements that include the effect of the prior, using the formula

$$\sigma^2[b_{\text{CII}}[I_{\text{CII}}]] = \left[\nabla_p(b)\left|P_{\text{CII}}\right|_{P_{\text{CII}}}ight]^T \cdot C \cdot \nabla_p(b)\left|P_{\text{CII}}\right|_{P_{\text{CII}}} \cdot ,$$  \hspace{1cm} (39)

where $C = F^{-1}$ is the parameter covariance matrix. Adding the parameter priors slightly increases the SNR for $b_{\text{CII}}[I_{\text{CII}}]$ with the most dramatic effect taking place for $z = 3.3$, where the SNR increases from 0.5 to 1. Except for this highest redshift, EXCLAIM data provide significant information relative to the prior. We present the full results in Table 8.

5.1.4 Separation of clustering bias and intensity

We can also use this formalism to forecast measurements of (unbiased) intensity with the error in $I_{\text{CII}}$ given by

$$\sigma^2[I_{\text{CII}}] = \left[\nabla_p(l)\left|P_{\text{CII}}\right|_{P_{\text{CII}}}ight]^T \cdot C \cdot \nabla_p(l)\left|P_{\text{CII}}\right|_{P_{\text{CII}}} \cdot ,$$  \hspace{1cm} (40)

We present the forecasts in Table 9. We find that the SNR for intensity is significant for $z = 2.7$ with a value of 4.6, while the other redshift bins are undetectable. Note that this SNR value is much higher than the value assuming only the prior, which is 0.8. This means that the EXCLAIM $P(k)$ measurement should provide significant information on the [CII] intensity, depending on the accuracy of the assumed halo model, though the SNR can be slightly affected by the prior. For example, we find a 10% increase in the prior widths can reduce the SNR by approximately a few percent, while doubling the prior widths can reduce the SNR by 20%. Information about the bias in the constraint system comes from Eq. 10 and the parametric form of $L(M, z)$. Observational data from redshift space...
3.3 from within intensity data, which is not included here. Table 5 shows forecasts for \( b(CII) I(CII) \) limits for \( b(CII) I(CII) \) is slightly higher than the BOSS quasar survey with values between 2-10 since the lower shot noise allows the clustering signal to be more distinguishable. The CO intensities from HSC all have SNRs < 1. This shows that including measurements from EXCLAIM-HETDEX cross-power spectra could increase the sensitivity to [CII], while it would not improve the CO sensitivity.

**HEIDEX Forecasts:** Table 7 shows forecasts for \( b(CII) I(CII) \) is 2-10, similar to that for the HSC survey. For CO, the biased intensity SNRs < 1 mostly, with none greater than 1.5. This shows that the EXCLAIM-HETDEX cross-power spectra would be significantly helpful for the [CII] survey, while only modestly improving the sensitivity to the CO power spectrum.

### 5.2 Conditional VID forecasts

For the VID analysis, we need to separate CII emitted by the individually-detected BOSS quasars from that emitted by fainter sources that do not appear in the galaxy survey. Due to the substantial uncertainty in the amplitude of the overall CII signal, we chose an intentionally simple form for this separation where

\[
\frac{dn}{dL} = \frac{dn}{dL} e^{-L_{\text{cut}}/L},
\]

and

\[
\frac{dn}{dL} = \frac{dn}{dL} - \frac{dn}{dL} QSO.
\]

Since we know the number density of BOSS sources, we set the value of \( L_{\text{cut}} \) in each redshift bin to enforce \( \int (dn/dL)_{QSO} dL = N_{QSO} \). The resulting separated luminosity functions are shown in Figure 8.

Figure 9 summarizes forecasting the CVID from the above luminosity functions. The full procedure is described in detail in Breysse et al. (2019). First, we convolve the signal with a PDF of the Gaussian instrumental noise and bin it into a predicted histogram. We can immediately see that voxels containing a detected QSO are noticeably brighter on average than those that do not. The overall offset between the \( N_{QSO} = 1 \) and \( N_{QSO} = 0 \) distributions is the average difference we would obtain from a simple stacking measurement. We then Fourier-transform the two histograms to produce the center column of Fig. 9. Note that we are now working with complex variables, so we have twice as many data points as in the original histograms. However, because our original data was real, these curves and their measured errors are symmetric about \( I = 0 \).

### 5.1.5 CO Forecasts

Our forecasts for lines CO(4-3) at \( z = 0.05 \), CO(5-4) at \( z = 0.21 \), and CO(6-5) at 0.45 are presented in Fig. 7 and Table 6. We predict lower but detectable signal-to-noise ratios (SNRs) of the cross-power spectrum \( P_{CO-gal} \), with values ranging from 3-6 depending on the redshift bin. In Fig. 7, we present the power spectrum amplitude \( A_{CO} \) of CO(4-3), CO(5-4), and CO(6-5) for both the model from Li et al. (2016a) and Keating et al. (2020) as well as other models (Pullen et al. 2013; Lidz et al. 2011; Righi et al. 2008; Popping et al. 2016; Padmanabhan 2018; Yang et al. 2022) at the redshifts of the galaxies for which we will cross-correlate with the Li/Keating model normalized to \( A_{CO} = 1 \) at all \( J \) and redshifts. We also show the expected errors from EXCLAIM measurements of CO with the indicated galaxy samples. These results show that EXCLAIM can differentiate the various CO models. However, we show in Table 6 that the \( b_{CO} / n_{CO} \) SNRs from clustering are all less than one for each redshift bin assuming the Li/Keating model.

### 5.1.6 Forecasts including alternate galaxy surveys

**Hyper-Suprime CAM Forecasts:** We also forecast an alternative measurement where we replace S82 BOSS quasars with tracers from the HSC North field. The forecasts for \( b(CII) \) limits are in Table 7. Assuming the Padmanabhan [CII] model, we find that the SNR for \( b(CII) I(CII) \) is slightly higher than the BOSS quasar survey with values between 2-10 since the lower shot noise allows the clustering signal to be more distinguishable. The CO intensities from HSC all have SNRs < 1. This shows that including measurements from EXCLAIM-HETDEX cross-power spectra could increase the sensitivity to [CII], while it would not improve the CO sensitivity.

![Figure 4](image-url) Various [CII] models for the power spectrum amplitude \( A_{CII} \) at redshifts corresponding to the quasar sample. We also plot 2σ error bars corresponding to the EXCLAIM power spectrum measurement uncertainty assuming both the Padmanabhan (2019) and Yang et al. (2022) intensity models.

### Distortions of the line intensity may ultimately provide a constraint from within intensity data, which is not included here.

### Table 5. [CII] biased intensity \( b_{CII} I_{CII} \) forecasts from EXCLAIM cross-power spectra with S82 BOSS quasars for multiple interloper foreground treatments and line models. The second column includes all \( k_i \) modes with no interlopers. The two latter columns remove the first \( k_i \) mode and assume no interlopers and marginalized interlopers, respectively. All entries correspond to the [CII] model from Padmanabhan (2019); the Yang et al. (2022) model finds SNR < 1 for \( b_{CII} I_{CII} \).
Figure 5. [CII] intensity forecasts from EXCLAIM cross power spectra with S82 BOSS quasars. The panels correspond to $z = 2.66$ (top left), $z = 2.96$ (top right), and $z = 3.32$ (bottom). The darker and lighter shades denote 68% and 95% confidence intervals, respectively.

Table 6. CO forecasts from EXCLAIM cross-power spectra with S82 SDSS galaxies. The fourth column gives the SNR for $P_{\text{CO}-\text{gal}}(k)$ averaged over a bandwidth of scales. The fifth column provides the SNR for $b_{\text{CO}}I_{\text{CO}}$ with marginalized interlopers and the lowest $k_l$ mode removed. These forecasts assume the CO model from Li et al. (2016a) and Keating et al. (2020).

| line    | $z$  | $b_{\text{CO}}I_{\text{CO}}$ [kJy/sr] | $P_{\text{CO}-\text{gal}}(k)/\sigma[P_{\text{CO}-\text{gal}}(k)]$ | $bI/\sigma(bI)$ CO (marg. int.) |
|---------|------|--------------------------------------|-------------------------------------------------|-----------------------------------|
| CO(4-3) | 0.05 | 0.178                                | 3.12                                            | 0.083                             |
| CO(5-4) | 0.21 | 0.283                                | 4.10                                            | 0.43                              |
| CO(6-5) | 0.45 | 0.391                                | 6.45                                            | 0.25                              |

Table 7. Forecasts from EXCLAIM cross-power spectra with HSC and HETDEX tracers. The columns provide the SNRs for $b_{\text{CII}}I_{\text{CII}}$ and $b_{\text{CO}}I_{\text{CO}}$, respectively, with marginalized interlopers and the lowest $k_l$ mode removed. In each cell, the multiple entries correspond to increasing redshift bins (centered on $2.7$, $3.0$, $3.3$) for the [CII] columns and CO(4-3) / CO(5-4) / CO(5-6) for the CO columns centered on $0.05$, $0.21$, $0.45$. These forecasts assume the CII model from Padmanabhan (2019) and the CO model from Li et al. (2016a) and Keating et al. (2020).

| Survey      | $bI/\sigma(bI)$ [CII] | $bI/\sigma(bI)$ CO                  |
|-------------|-----------------------|-------------------------------------|
| HSC         | 9.59 / 4.15 / 2.29    | $4 \times 10^{-7} / 0.32 / 0.40$   |
| HETDEX-F    | 11.8 / 4.64 / 2.30    | 0.04 / 0.31 / 0.35                  |
| HETDEX-SHELA| 7.75 / 3.21 / 1.64    | 0.56 / 1.14 / 0.21                  |
Finally, we take the ratio of the two Fourier transforms to produce a forecast for $R_{10}$. We can immediately see that the result with noise included falls exactly on the signal-only prediction. Note that, again, points at positive and negative $I$ have exactly correlated errors. We can see a "window" in $I$ space set by the overall noise level wherein the error bars on $R_{10}$ are small, and we get useful information. Because information from each of the original histogram bins is mixed into all Fourier-space bins, these uncertainties are highly correlated. Figure 10 shows the correlation matrix for the positive-$I$ bins of $R_{10}$ computed using the procedure from Breysse et al. (2019).

Given the forecasted CVID, we can estimate an SNR assuming either the Padmanabhan or Yang [CII] models. We account for the highly-correlated error bars in the CVID by writing the SNR as

$$\text{SNR}^2 = \sum_{ij} (R_{10,i} - 1)(\mathbf{C}^{-1}x_j)(R_{10,j} - 1),$$

where $\mathbf{C}$ is the covariance matrix of the CVID. The $R - 1$ form comes from the fact that, by Eq. (33) $R = 1$ in the absence of any signal. For $z = \{2.7,3.0,3.3\}$, we find SNRs of $\{24.5,10.1,5.8\}$ for the Padmanabhan [CII] model and $\{13.8,9.3,8.8\}$ for the Yang [CII] model. These SNRs are significantly higher than the SNRs for the cross-power spectrum measurements. To some extent, this is caused by our choice to assign all of the BOSS quasars the very high [CII] luminosities, which is a very optimistic one that makes the CVID extremely sensitive to the bright tail of the model. This is why, for example, we get a better SNR for the Yang [CII] model at $z = 3.3$ than the Padmanabhan model; the Yang model is fainter on average (smaller $bl$), but because it includes a scatter factor, it has a stronger tail at the bright end, which is what appears during the stacking. While this assumption is not necessarily wrong, this may not be as well-founded as the details of the power spectrum forecasts.

5.3 Joint forecasts for [CII] emission

Finally, we combine the EXCLAIM forecasts from both [CII] power spectra and the [CII] CVID to predict the potential measurements of the Padmanabhan [CII] model. We assume for this paper that uncertainties on our one- and two-point estimators are entirely uncorrelated. Figure 2 of Ihle et al. (2019) shows that, for a similar intensity mapping model, the power spectrum and VID are mostly uncorrelated at low signal-to-noise, with nontrivial correlations appearing as the sample variance limit is approached. We assume the
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Figure 9. (Left column) Predicted histograms from the luminosity functions plotted in Figure 8 for the \( z = 3.3 \) redshift bin. Thin curves show the signal-only predictions, thick curves show the effect of convolving in the EXCLAIM instrumental noise. Blue curves are for voxels that do not contain a BOSS QSO, while red/orange curves are for those which do. Histograms are normalized by the total number of voxels in each group, intensity bins have width \( \Delta I = 1.6 \text{ kJy/sr} \). The noise-only histogram is shown as a purple dashed curve, and is mostly indistinguishable from the \( N_{\text{det}} = 0 \) histogram. (Middle column) Real (top) and imaginary (bottom) parts of the Fourier transformed histograms, colors are the same as in the left column. Error bars are propagated assuming binomial errors on the original histograms. Note that these display the Fourier-conjugate of the intensity distribution, so they have units of \( \text{sr/kJy} \), analogous to \( \gamma'_{\theta} \). (Right column) Predicted \( R_{10} \) values for the signal-only case (black curves) and the case including noise (points and error bars). The purple dashed curves again indicate the noise-only prediction.

Figure 10. Correlation matrix for the real and imaginary parts of the CVID estimator from Figure 9. Errors are shown for the first eight positive \( \tilde{I} \) bins. Negative \( I \) bins are not included as they are exactly correlated with the positive bins, higher \( I \) bins are not included because, as shown in Figure 9, they contribute negligible signal to noise. These bins and this covariance matrix are used in the CVID Fisher forecast.

former case will hold for early EXCLAIM measurements and leave a full exploration of the optimal combination of these estimators for future work.

Fig. 11 shows the constraints on the model parameters \( A, \beta, \) and \( N_1 \) from observables, individually and jointly. Our forecasts predict that the CVID will be more instrumental than the power spectrum in constraining \( \beta \). In contrast, the CVID and the power spectrum contribute roughly equally to constraining both \( A \) and \( N_1 \). Under this model, the bright end of the CII luminosity function is strongly dependent on the \( \beta \) parameter. VID measurements, in general, are most sensitive to the tail of the luminosity function (Ihle et al. 2019), so it makes sense that the CVID constrains \( \beta \) most strongly. We also see that for larger redshifts, the uncertainties from the CVID reduce much more than those from the power spectrum.

Tables 8 and 9, present SNRs for \( b_{[\text{CII}]}I_{[\text{CII}]} \) and \( I_{[\text{CII}]} \) including information from the CVID only and a joint CVID & power spectra analysis, both including parameter priors, using the formalism from Eqs. 39 and 40. We find that the CVID alone gives \( b_{[\text{CII}]}I_{[\text{CII}]} \) SNRs \( \sim 1.5 \) for all redshift bins assuming the Padmanabhan [CII] model, which is enough to increase the joint \( P(k) + \text{CVID} \) SNR for \( b_{[\text{CII}]}I_{[\text{CII}]} \) to 2 at \( z = 3.0 \). For intensity \( I_{[\text{CII}]} \), the CVID SNRs are approximately 1.3 for all redshift bins, which is more significant than for \( b_{[\text{CII}]}I_{[\text{CII}]} \) due to the lower SNR from \( P(k) \). This raises the joint SNR to 6.6 at \( z = 27 \) while the other bins’ SNRs remain less than 2. For the Yang [CII] model, all measurements for \( b_{[\text{CII}]}I_{[\text{CII}]} \) and \( I_{[\text{CII}]} \) have SNR < 2 for all \( P(k) \) and CVID com-
We plot the intensities of [CII] for the fiducial models we present, along with alternative models for both lines in the literature. In Fig. 12, we plot the [CII] intensity multiplied by the clustering bias (see Sec. 4.2) as functions of redshift for both the fiducial Padmanabhan (2019) model and several other models (Gong et al. 2012; Silva et al. 2015; Yue et al. 2015; Popping et al. 2016; Yang et al. 2022). In Fig. 13, we plot just the [CII] intensity for the same models. In both figures, we also show the expected errors from cross-power spectra of EXCLAIM measurements of [CII] with Stripe 82 quasars. These plots show how the errors from EXCLAIM could compare to the range of models in the literature and confirm that [CII] intensity at \( z = 2.7 \) should be measurable.

6 SFRD FORECASTS FOR EXCLAIM

EXCLAIM’s sensitivity to [CII] intensity at \( z = 2.7 \) enables a measurement of the star formation rate density (SFRD), for which the [CII] line is known to be a strong tracer. Specifically, [CII] luminosity has been shown to be related to the star formation rate (SFR) by a power law, \( L_{\text{[CII]}} \propto SFR^\alpha \) (Pentericci et al. 2016; Aravena et al. 2016). To keep this model consistent with our fiducial model (Padmanabhan 2019), we set \( \alpha = 1.79 \) and the redshift-dependent power law proportionality constant such that the resulting SFR density (SFRD), assuming a Sheth-Tormen halo mass function, matches the SFRD fitting function from Behroozi et al. (2013). We also construct SFRD forecasts for the Yang et al. (2022) model. This SAM-based model provides the [CII] luminosity and SFR for each halo, which we use to fit a power law \( L = C(SFR)^\alpha \) for the \( L - SFR \) relation. We find \( \log C = (6.85, 6.81, 6.80) \) and \( \alpha = (1.29, 1.26, 1.25) \) for \( z = (2.7, 3.0, 3.3) \), respectively. We then use this relation to create a forecast. Using both models, we forecast limits on the SFRD assuming the Sheth-Tormen halo model mass function \( n(M) \). We forecast the uncertainty in the SFRD for both models using the earlier computed covariance matrix for each model’s parameters, according to the formula

$$\sigma^2(\text{SFRD}) = [\nabla_p \text{SFRD}(k_p)]^2 \cdot C \cdot [\nabla_p \text{SFRD}(k_p)]^T.$$  

Although the \( L - SFR \) proportionality constant must vary with the parameters for the Padmanabhan [CII] model, we fix it when we compute \( \nabla_p \text{SFRD}(k_p) \). We treat it as we would in a typical measurement, where the constant is set to give a reasonable result for the SFRD based on previous data, but we do not know \textit{a priori} the exact value of the SFRD when constructing the \( L - SFR \) model. We give the constraints for both models assuming various data combinations in Table 10. We see that only the \( z = 2.7 \) measurement using both \( P(\delta) \) and CVID data would be sensitive to the SFRD, and that is only if the true [CII] model is closer to the Padmanabhan model. Note that the SFRD values shown in the second column of Table 10 for both models are not equal. In particular, the SFRD prediction for the Yang et al. (2022) model is not consistent with the model from Behroozi et al. (2013). This difference is because the SAM captures very low-mass halos that are not detected in the measurements used to construct the Behroozi model, potentially causing this model to under-predict the global SFRD. We plot the forecasted constraint for the SFRD at \( z = 2.7 \) for the Padmanabhan [CII] model along with known SFRD constraints from galaxy surveys, given in Table C3 of Behroozi et al. (2019), in Fig. 14. The SNR for this SFRD measurement is 4, which is competitive with measurements from direct imaging; note this is significantly higher than the measurement assuming only the priors, which has an SNR of 1. In addition, it gives a measurement over all star-forming galaxies without bias due to selection effects or sample variance. However, the uncertainty of the SFR to [CII] luminosity conversion contributes systematic errors in these measurements, though they may be reduced using results from hydrodynamic simulations and semi-analytic star formation models (Somerville & Primack 1999; Somerville et al. 2015; Krumholz 2014; Popping et al. 2014, 2019a).

7 CONCLUSIONS

EXCLAIM is poised to provide a unique probe for galaxy evolution across cosmic time using the line intensity mapping technique. In this paper, we outline the instrumentation of the balloon telescope and the survey plan. We then construct forecasts for EXCLAIM’s upcoming measurements of the cross-power spectra for both [CII] at \( z = 3 \) and CO lines for \( J = 4 - 7 \) at \( z < 1 \) with quasar and galaxy surveys, respectively. We show that EXCLAIM will potentially measure the cross-power spectrum for both lines with high sensitivity for a range of emission models and for different galaxy surveys. These emission effects also include the effects of expected line interloper and continuum foregrounds. These measurements will allow EXCLAIM to distinguish between widely varying CO and [CII] models in the literature.

We also show that the conditional VID will be measured by EXCLAIM for [CII] with high precision. Using both the cross-power spectra and the CVID, EXCLAIM can constrain the [CII] luminosity-mass relation \( L_{\text{[CII]}}(M) \) parameters. Then, using known \( L(SFR) \) relations for [CII], we can forecast measurements for the star formation rate density, predicting that EXCLAIM can potentially measure this quantity with an SNR\( \sim 4 \) at \( z = 2.7 \). This LIM measurement of the SFRD would be unique from measurements using bright galaxy spectra because LIM provides a global measurement including emission from less massive galaxies that may not be detected in traditional surveys of individual galaxies.

EXCLAIM has the potential to be the first LIM survey to provide precise measurements of the SFRD. This mission will serve as a pathfinder for future balloon-borne and space-based LIM surveys with greater capabilities, and this paper lays out the items to consider when assessing the power of these surveys. In addition, as the relation of [CII] to galaxy properties such as the SFRD and metallicity become better understood, potentially from galaxy evolution simulations and semi-analytic models, EXCLAIM may be able to measure the distribution of multiple galaxy properties across cosmic time.

Finally, the [CII] power spectrum from EXCLAIM at \( z = 2.7 \) may be able to measure the Hubble expansion rate \( H(z) \) through its BAO signature. The SNR for the [CII] power spectrum at \( z = 2.7 \) is predicted to be within the range of 7-11, depending on the true [CII] model. Bernal et al. (2019b) forecast that COMAP, which is predicted to have an SNR of 1 at \( z = 2.7 \), could measure \( H(z) \) with the SNR\( \sim 5 \). Thus, we expect that EXCLAIM could measure \( H(z) \) with a similar sensitivity at \( z = 2.7 \). We also expect this measurement to be insensitive to uncertainties in the [CII] intensity since the BAO frequency is unaffected by the height of the power spectrum. Of course, this measurement would not be competitive with \( z > 2 \) current high-precision measurements of \( H(z) \) from the Ly\( \alpha \) forest (Font-Ribera et al. 2014) or upcoming measurements from the Roman Space Telescope High Latitude Survey (Wang et al. 2022). However, the EXCLAIM measurement
could serve as a proof-of-concept for a future LIM mission with better sensitivity that can measure $H(z)$ over volumes and redshifts inaccessible to upcoming galaxy surveys and place significant constraints on models of dark energy and early dark energy (Karwal & Kamionkowski 2016; Bull et al. 2021).
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Figure 13. Various [CII] models for the intensity $I_{\nu}$ as functions of redshift, along with EXCLAIM forecasts for both fiducial [CII] models including joint constraints from $P(k)$ and CVID measurements with a prior. The shaded regions for most of the models correspond to the range of predictions associated with those models. Crosses denote detection, while arrows denote upper limits.
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