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Quantum brachistochrone (QB) is a quantum analogue of classical brachistochrone (shortest path). It is a solution to the following problem: How can we perform a desired quantum operation (or obtain a desired final quantum state) most quickly, by a time-dependent Hamiltonian subject to given constraints? Finding QB is a fundamental problem in quantum mechanics in its own right. Moreover, it will be useful in the study of quantum information and quantum engineering, such as quantum speed limits and implementations of quantum computers.

A general framework for finding QBs, called QB formalism, has been developed. It is based on Pontryagin’s maximum principle. We review the basics of the QB formalism, give simple examples, and briefly discuss some related studies.

This article is part of the theme issue ‘Shortcuts to adiabaticity: theoretical, experimental and interdisciplinary perspectives’.

1. Introduction

In quantum mechanics, one can change a given state to another by applying a Hamiltonian on the system. It is often desirable to know the fastest possible pathway, called the time-optimal quantum control. The examples include quantum error correction [1], quantum metrology [2], quantum cooling [3,4], quantum battery [5] and gates in quantum computers [6], because noise from the environment degrades quantum states over time. Time-optimal quantum control [7,8] has been studied for systems with fast local control [9–15] and with close-level controllable couplings [16–19], for spin chains [20–23], for the Zermelo navigation problem [24–27] and for linear networks [28]. Related interests include quantum speed limit [29–36] (see also [37]) developed from the time-energy uncertainty relation.
A promising approach to those time-optimality problems is to consider the following fundamental question in quantum mechanics: How can we perform a desired quantum operation (or obtain a desired final quantum state) most quickly, by a time-dependent Hamiltonian subject to given constraints? This is called quantum brachistochrone (QB) problem, where the name ‘quantum brachistochrone’ was inspired by classical brachistochrone [38].

A classical brachistochrone (from Greek ‘shortest time’) is the curve connecting given initial and final points in the real space so that a particle constrained on that curve travels in the shortest time $T = \int (dS/v)$ under a homogeneous gravitational field, where $dS$ is the infinitesimal distance along the curve and $v$ is the velocity of the particle. The answer is known to be a cycloid.

In [38], a QB has been defined as the curve in the quantum state space that represents the fastest time evolution between given initial and final states, where the state obeys the Schrödinger equation and the steering Hamiltonian is subject to certain constraints. Moreover, a general framework for finding QB has been presented [38]. The distance $dS$ in the quantum state space is taken to be the so-called Fubini–Study metric and the velocity $v$ is taken to be the energy fluctuation (as in [36]).

The QB formalism has been extended to time-optimal realization of unitary operations [39] and to mixed state evolution in open systems described by the Lindblad master equation [40]. A modern formulation of QB based on Pontryagin’s maximum principle (MP) (e.g. [41]) has been developed and a general theory on second-order variations are given [42].

QB question is interesting in its own right. In addition, the QB formalism provides a method of finding the time necessary to achieve given quantum operation or quantum information processing. A close relation between time complexity and gate complexity has been suggested by numerical analysis of QBs [43]. Simple systems modelling quantum information device have been analysed by the QB formalism [21–23]. The QB formalism also leads to a wider perspective to shortcuts to adiabaticity (STA) [44–58] (see also [59]). It is expected that the QB formalism is useful in the study of other subjects related to time optimality.

It is worth noting that the concept of optimality depends highly on the set-up that one considers. Although there are many ‘time-optimal’ quantum schemes, some of them may have unclear conditions and some may be merely time-efficient. An advantage of the QB formalism, apart from its simplicity and generality, is the clarity of the meaning of time optimality. It is defined completely by, and only by, the constraint on the Hamiltonian (and the Lindblad operators). Therefore, the time optimality in the QB formalism is operational and is not based on any ansatzes or geometric assumptions.

There have been studies [16,19,60–68] in which the MP is applied to time-optimal quantum control, where the MP is applied on individual quantum control problems which are cast into a standard form in control theory with real variables. By contrast, the QB formalism directly treats the general time-optimal quantum control problem on the basis of MP. We also refer the reader to a recent introduction to the applications of MP on quantum control [69].

We try to present the basics of the QB formalism in a manner as simple as possible, especially for those who are familiar with control systems. In §2, we review the QB formalism for unitary operations. In §3, we briefly present the QB formalism in other set-ups: transitions of a quantum state to another in closed and open systems. Second-order variations of the time functional is discussed in §4. The formalism is applied to simple systems in §5. Numerical methods for finding QBs is described in §6. Other applications of QBs are briefly discussed in §7. Section 8 is the conclusion.

We use a unit system in which $\hbar = 1$.

---

1 There are various equivalent ways to formulate the QB problem. The original formulation ([38,39] etc.) may be easily accessed by those who are familiar with general relativity or differential geometry.
2. Quantum brachistochrone

(a) Quantum brachistochrone for realization of unitary operations

We review the QB formalism for the realization of unitary operations [39,42]. The QB problem can also be formulated in similar manners for the control of a pure state governed by the Schrödinger equation [38] and for the control of a mixed state governed by the Lindblad master equation [40], which are given in the next section.

Let $H$ be the Hilbert space of dimension $N$ that describes the quantum system under consideration. We assume that $N$ is finite. Let $\mathcal{A}$ be the set of available (or feasible) Hamiltonians, namely, a subset of the set of all Hermitian operators on $H$. Let $U(H)$ be the set of unitary operators. Let $U_f \in U(H)$ be a unitary operation on $H$ that one wants to realize. The QB problem is specified by a pair $(U_f, A)$. The question is how to realize a unitary operation $U_f \in U(H)$ in a least time $T > 0$, when $H(t)$ is subject to a condition $H(t) \in \mathcal{A}$. We call the solution $(H(t), T)$ the QB, or simply, brachistochrone.

In the QB problem, we want to minimize the functional

$$ S[U, H] = \int_0^T dt, $$

(2.1)

under the following conditions:

$$ i \frac{dU(t)}{dt} = H(t)U(t), $$

(2.2)

$$ U(0) = 1 \text{ (identity operator)} , \quad U(T) = U_f $$

(2.3)

and

$$ H(t) \in \mathcal{A}. $$

(2.4)

Equation (2.2) is the Schrödinger equation satisfied by the control $H(t)$ and the time evolution operator $U(t)$. Note that in QB formalism, the Schrödinger equation appears as a constraint equation. The other conditions, (2.3) and (2.4), are the boundary condition for the unitary $U(t)$ and the constraint for the Hamiltonian $H(t)$, respectively.

To formulate the QB problem, we introduce Pontryagin’s MP, which is a modern variational calculus for optimal control. Consider the problem of minimizing the functional

$$ S = \int_0^T f^0(x(t), u(t)) dt $$

(2.5)

by suitably choosing the time dependence of control variables $u(t) = (u^1(t), u^2(t), \ldots, u^m(t)) \in \mathcal{A}_u$ and the final time $T$, where the dynamical variables $(x^1(t), \ldots, x^n(t))$ obey equations of motion

$$ \frac{dx^a(t)}{dt} = f^a(x(t), u(t)), \quad a = 1, \ldots, n. $$

(2.6)

and satisfy given initial and final conditions. For formal simplicity, we introduce a variable $x^0(t)$ such that equation (2.6) holds for $a = 0$ as well and understand that the argument $x$ in $f^a(x, u)$ as $x = (x^0, \ldots, x^n)$ though $f^a$ do not depend on $x^0$ explicitly. Note that the functional (2.5) can be written as $S = x^0(T) - x^0(0)$. We assume that functions $f^a$ are continuous.

In the method of MP, one introduces Lagrange multiplier variables, or ‘momenta,’ $p(t) := (p_0(t), p_1(t), \ldots, p_n(t))$ and the MP ‘Hamiltonian’

$$ H_{MP}(x, p, u) := \sum_{a=0}^n p_a f^a(x, u), $$

(2.7)

so that the equations of motion (2.6) are cast in a Hamiltonian form,

$$ \frac{dx^a(t)}{dt} = \frac{\partial H_{MP}}{\partial p_a}(x(t), p(t), u(t)) = f^a(x(t), u(t)). $$

(2.8)
and
\[ \frac{dp_a(t)}{dt} = -\frac{\partial H_{\text{MP}}}{\partial x^a}(x(t), p(t), u(t)), \quad a = 0, 1, \ldots, n. \] (2.9)

The MP states (e.g. [41]) that a necessary condition that \( u(t) \) and \( T \) minimize the functional (2.5) is that
\[ H_{\text{MP}}(x(t), p(t), u(t)) \geq H_{\text{MP}}(x(t), p(t), v) \] (2.10)
holds for each feasible control \( v \in A_u \) for each time \( t \), namely, \( u(t) \in A_u \) maximizes \( H_{\text{MP}}(x(t), p(t), \bullet) \) for each \( t \). This condition is called the MP. Moreover, it can be shown that the maximum value of (2.10) must be zero,
\[ H_{\text{MP}}(x(t), p(t), u(t)) = 0, \] (2.11)
for each \( t \), and
\[ p_0 = \text{constant} \leq 0. \] (2.12)

The condition (2.11) holds when one can vary \( T \) in the functional (2.5).

We now formulate the QB problem by a close comparison with the general formulation of the MP, while a direct derivation, without assuming the knowledge of MP, can be found in [42]. The dynamical variables \( (x^1(t), \ldots, x^n(t)) \) correspond to the unitary \( U(t) \) in the QB problem (for the unitary operator realization). The control variable \( u(t) \) corresponds to the Hamiltonian \( H(t) \in A \). It does not matter whether \( H(t) \) is concretely parametrized by some variables \( u(t) \) or rather the condition \( H(t) \in A \) is implicitly expressed by some (in)equalities involving \( H(t) \). The Lagrange multiplier variables \( p(t) \) dual to \( x(t) \) should correspond to a new operator \( G(t) \) on \( \mathcal{H} \). Because we deal with the time optimality problem, the function \( f^0 \) in (2.5) should be \( f^0 = 1 \). The MP Hamiltonian for the QB problem is
\[ H_{\text{MP}} = p_0(t) - i \text{Tr}[G(t)H(t)U(t)]. \] (2.13)

Equations (2.8) and (2.9) now become
\[ \frac{dx^0(t)}{dt} = \frac{\partial H_{\text{MP}}}{\partial p_0} = 1, \quad \frac{dU(t)}{dt} = \frac{\partial H_{\text{MP}}}{\partial G} = -iH(t)U(t) \] (2.14)
and
\[ \frac{dp_0(t)}{dt} = -\frac{\partial H_{\text{MP}}}{\partial x^0} = 0, \quad \frac{dG(t)}{dt} = -\frac{\partial H_{\text{MP}}}{\partial U} = iG(t)H(t). \] (2.15)

The first equations in (2.14) and (2.15) merely state that \( x^0(t) = t \) and that \( p_0 \) is constant, respectively. The second of (2.14) is the Schrödinger equation (2.2). The MP (2.10) reads
\[ H_{\text{MP}}(x^0(t), U(t), p_0(t), G(t), H(t)) \geq H_{\text{MP}}(x^0(t), U(t), p_0(t), G(t), K), \] (2.16)
for each \( K \in A \). We also have \( H_{\text{MP}}(x^0(t), U(t), p_0(t), G(t), H(t)) = 0 \) and \( p_0 \) is a non-positive constant.

Letting \( G(t) = iU(t)F(t) \), we can rewrite (2.15) as
\[ \frac{dF(t)}{dt} = [H(t), F(t)]. \] (2.17)

where \([A, B] := AB - BA\) and we have used the Schrödinger equation (2.14). Equation (2.17) is called the QB equation. The operator \( F(t) \) can be considered Hermitian. In fact, if \( F(t) \) had an anti-Hermitian part, it would not affect \( \partial H_{\text{MP}}/\partial G \) in (2.14) because \( H \) is Hermitian.\(^2\) Another way of saying this is that, because of (2.17), the anti-Hermitian part of the auxiliary variable \( F(t) \), if any,

\(^2\)This may be seen clearer if one thinks of \( \partial H_{\text{MP}}/\partial G \) as \( \partial H_{\text{MP}}/\partial F \) \( U(t) = (\partial \text{Tr}[F(t)H(t)])/\partial F \) \( U(t) \).
would not evolve and would be completely decoupled from the other variables, not affecting the QB. The MP Hamiltonian (2.13) reads

\[ H_{\text{MP}} = p_0 + \text{Tr}[F(t)H(t)], \]  

(2.18)

where \( p_0 \) is a constant, which follows from (2.15). Then the MP (2.10) is that, for each \( t \), \( H(t) \) is the maximizer of \( \text{Tr}[F(t)K] \):

\[ H(t) = \arg\max_{K \in \mathcal{A}} \text{Tr}[F(t)K]. \]  

(2.19)

The additional necessary conditions, (2.11) and (2.12), read

\[ \text{Tr}[F(t)H(t)] = -p_0 \text{ (constant)} \geq 0. \]  

(2.20)

The QB formalism is summarized as follows. If the Hamiltonian \( H(t) \in \mathcal{A} \) realizes the unitary \( U_f \) in the shortest time \( T \), namely, if \( (H(t), T) \) is the solution to the QB problem \((U_f, \mathcal{A})\), then there are a unitary operator \( U(t) \) and a Hermitian operator \( F(t) \) that satisfy the following:

- the Schrödinger equation (2.2):
  \[ i \frac{dU(t)}{dt} = H(t)U(t), \]
- the boundary condition (2.3):
  \[ U(0) = 1, \; U(T) = U_f, \]
- the QB equation 2.17:
  \[ i \frac{dF(t)}{dt} = [H(t), F(t)], \]
- the MP (2.19):
  \[ H(t) = \arg\max_{K \in \mathcal{A}} \text{Tr}[F(t)K]. \]
- the algebraic condition (2.20):
  \[ \text{Tr}[F(t)H(t)] = -p_0 \text{ (constant)} \geq 0. \]

These are necessary conditions for globally time-optimal controls \((H(t), F(t), T)\).

Some remarks are in order. First, the control in the case \( p_0 = 0 \) is called an abnormal control and usually not considered. In the other case, \( p_0 < 0 \), one can choose \( p_0 = -1 \) by a rescaling of \( F(t) \). Then equation (2.20) becomes

\[ \text{Tr}[F(t)H(t)] = 1. \]  

(2.21)

Second, if the Hamiltonian \( H(t) \) is concretely parametrized by \( u(t) = (u^1(t), \ldots, u^l(t)) \) such as \( H(t) = H[u(t)] \), then the condition \( H[u(t)] \in \mathcal{A} \) is given by \( u(t) \in \mathcal{A}_u \) with \( \mathcal{A}_u \) being some domain in \( \mathbb{R}^l \). In that case, the MP (2.19) simply becomes

\[ u(t) = \arg\max_{v \in \mathcal{A}_u} \text{Tr}[F(t)H[v]]. \]  

(2.22)

Third, the QB equation (2.17) implies a useful general formula

\[ \text{Tr}[F(t)^k] = \text{constant} \]  

(2.23)

for any positive integer \( k \) [Apply the QB equation on \( d(\text{Tr}[F(t)^k])/dt \)]. Finally, the overall phase of \( U_f \) in the QB problem is often irrelevant since it does not affect the physical quantities of the resulting system. The simplest way to treat such a QB problem is to require that \( U_f \) be SU\((ht)\), unit trace unitaries, instead of \( U(H) \) and that Hamiltonian \( H(t) \) be traceless.

The brachistochrone is often identical to that of the problem with equality constraints [42] in the next subsection. In the simplest case that Hamiltonian has no constraints, apart from the normalization, the brachistochrone is a geodesic on the space of unitary operators [39]. Simple non-trivial examples of brachistochrone are found in [20–23,39]. Numerical examples of brachistochrone are found in [43,70].
(b) Equality constraints

In the special case when the constraint $H \in A$ is given by equalities $f^c(H) = 0$ ($c$ is an index), where $f^c$ are differentiable functions, the MP (2.19) becomes simpler. The optimal $H(t)$ minimizes

$$- \text{Tr}[F(t)H(t)] + \sum_c \lambda_c(t)f^c(H(t)), \tag{2.24}$$

where $\lambda_c(t)$ are Lagrange multipliers. The condition that variations of (2.24) with respect to $H(t)$ must vanish leads to the equation,

$$F(t) = \sum_c \lambda_c(t) \frac{\partial f^c(H(t))}{\partial H}. \tag{2.25}$$

Thus, the MP (2.19) is replaced by the equality (2.25). Therefore, one obtains the solutions to the QB by solving (2.2), (2.3), (2.17), (2.20) and (2.25). Note that the whole problem can be formulated by a simple variational principle of the action integral \[40,42\],

$$S[U, H, F, \lambda, T] = \int_0^T (1 + L_S + L_C) \text{d}t \quad \text{and} \quad L_S = \text{Tr}[F(t)\left(\frac{\text{d}U(t)}{\text{d}t}U(t) - H(t)\right)], \quad L_C = \sum_d \lambda_d(t)f^d(H(t)). \tag{2.26}$$

In the case that one adopts a concrete parametrization $H[u(t)]$ for the Hamiltonian, the condition $H(t) \in A$ is written as $u(t) \in A_u$ with some $A_u$. When the condition $u(t) \in A_u$ is expressed by equalities $g^d(u(t)) = 0$ ($d$ is an index), the MP (2.19) becomes the minimization of

$$- \text{Tr}[F(t)H[u(t)]] + N \sum_d \lambda_d(t)g^d(u(t)), \tag{2.27}$$

where $\lambda_d(t)$ are Lagrange multipliers, so that one has

$$\frac{1}{N} \text{Tr}\left[F(t)\frac{\partial H}{\partial u^d}[u(t)]\right] = \sum_d \lambda_d(t) \frac{\partial g^d(u(t))}{\partial u^d}. \tag{2.28}$$

Thus, one obtains the QB by solving (2.2), (2.3), (2.17), (2.20) and (2.28). The whole problem can be formulated by variational principle for

$$S[U, u, F, \lambda, T] = \int_0^T (1 + L_S + L_C) \text{d}t \quad \text{and} \quad L_S = \text{Tr}[F(t)\left(\frac{\text{d}U(t)}{\text{d}t}U^t(t) - H[u(t)]\right)], \quad L_C = N \sum_d \lambda_d(t)g^d(u(t)), \tag{2.29}$$

where ($d = 1, 2, \ldots$) guarantee $u(t) \in A_u$.

3. Other set-ups

(a) Quantum brachistochrone for pure state evolution

(i) The formulation

The QB problem for state evolution can be formulated in quite a similar manner \[38,42\]. The problem is to find $H(t)$ that evolves a given initial state $|\psi_i\rangle$ to a given final state $|\psi_f\rangle$ in the

\[3\text{Inclusion of } N = \text{dim } \mathcal{H} \text{ in (2.27) is a ‘matter of taste’ because it can be absorbed by a redefinition of } \lambda_d(t).\]
shortest time $T$. The state $|\psi(t)\rangle$ must satisfy the Schrödinger equation
\[ i \frac{d|\psi(t)\rangle}{dt} = H(t)|\psi(t)\rangle, \] (3.1)
and the boundary condition
\[ |\psi(0)\rangle = |\psi_i\rangle \quad \text{and} \quad |\psi(T)\rangle = e^{i\alpha} |\psi_f\rangle, \] (3.2)
where $\alpha \in \mathbb{R}$. The problem is specified by $(|\psi_i\rangle, |\psi_f\rangle, \mathcal{A})$.

A simple way to formulate the QB problem is to introduce the density operator $P(t) := |\psi(t)\rangle \langle \psi(t)|$. The canonical variables are $(x^0(t), P(t), p_0(t), G(t))$, where $G(t)$ is a Hermitian operator. The MP Hamiltonian is given by
\[ H_{MP} = p_0(t) - i \text{Tr} \left[ G(t)[H(t), P(t)] \right]. \] (3.3)
The Hamilton equations for $H_{MP}$ are equivalent to
\[ x^0(t) = t \quad \text{and} \quad p_0 = \text{constant}, \] (3.4)
\[ \frac{dP(t)}{dt} = \frac{\partial H_{MP}}{\partial G} = -i[H(t), P(t)] \] (3.5)
and
\[ \frac{dG(t)}{dt} = -i[H(t), G(t)]. \] (3.6)
Equation (3.5) is the Liouville equation, which is equivalent to the Schrödinger equation (3.1).

We can simplify the formulation by introducing a Hermitian operator $F(t) := i[G(t), P(t)]$, with which the MP Hamiltonian is written as $H_{MP} = p_0(t) + \text{Tr} [F(t)H(t)]$. The equation (3.6) becomes
\[ \frac{dF(t)}{dt} = -i[H(t), F(t)], \] (3.7)
because (3.5) and (3.6) imply $dF(t)/dt = [H(t), G(t)] + [G(t), H(t), P(t)]$, which equals $[H(t), [G(t), P(t)]]$ by the Jacobi identity. Equation (3.7) is the QB equation, which is the same as (2.17). The MP and the algebraic condition are also the same as (2.19) and (2.20), respectively.

The final task is to express the condition that $F(t)$ is written as $-i[G(t), P(t)]$ with some Hermitian operator $G(t)$. Let $F(t) = -i[G(t), P(t)]$. Since $P(t)^2 = P(t)$, we have
\[ P(t)F(t)P(t) = 0 \quad \text{and} \quad (1 - P(t))F(t)(1 - P(t)) = 0, \] (3.8)
or equivalently,
\[ F(t) = F(t)P(t) + P(t)F(t) \]
\[ \{=(1 - P(t))F(t)P(t) + P(t)F(t)(1 - P(t))\}. \] (3.9)
Conversely, the condition (3.9) for $F(t)$ implies the existence of $G(t)$ such that $F(t) = i[G(t), P(t)]$. In fact, $G(t)$ is given by $G(t) = -i[F(t), P(t)]$. By virtue of (3.5) and (3.7), equation (3.9) holds for all $t$ if it does for some $t$.

To summarize, if $(H(t), T)$ is the solution to the QB problem $(|\psi_i\rangle, |\psi_f\rangle, \mathcal{A})$, namely, if the Hamiltonian $H(t) \in \mathcal{A}$ send $|\psi_i\rangle$ to $|\psi_f\rangle$ in the shortest time $T$, then there are $|\psi(t)\rangle$ and a Hermitian operator $F(t)$ that satisfy the following:

- The Liouville equation (3.5),
- the boundary conditions [equivalent to (3.2)]:
\[ P(0) = P_i := |\psi_i\rangle \langle \psi_i| \quad \text{and} \quad P(T) = P_f := |\psi_f\rangle \langle \psi_f|, \] (3.10)
- the same QB equation (3.7), the MP (2.19), and the algebraic condition (2.20), as in the QB for unitary realization,
- the constraint (3.9) between $P(t)$ and $F(t)$. 

The time-optimal control is characterized by \((H(t), F(t), T)\). We can take \(p_0 = -1\) for normal controls as in the case of QB for unitary operations.

If Hamiltonian has no constraints, apart from the normalization, the brachistochrone is a geodesic on the state space [38]. The simplest non-trivial brachistochrone is given in [38].

(ii) Equality constraints

When the condition \(\mathcal{H} \in \mathcal{A}\) is expressed by equalities \(f^c(\mathcal{H}) = 0\), the MP (2.19) is equivalent to the minimization of

\[- \text{Tr}[F(t)H(t)] + \sum_c \lambda_c(t) f^c(H(t)), \quad (3.11)\]

which implies the stationarity condition

\[F(t) = \sum_c \lambda_c(t) \frac{\partial f^c(H(t))}{\partial H}. \quad (3.12)\]

Thus, one obtains the QB by solving (3.5), (3.10), (2.17), (2.20) and (3.12). The whole problem can also be formulated by a simple variational principle [38, 42],

\[
S[|\psi\rangle, H, F, \lambda, T] = \int_0^T (1 + L_S + L_C) \, dt
\]

and

\[
L_S = \text{Tr} \left[ F(t) \left( \frac{dP(t)}{dt} + i[H(t), P(t)] \right) \right], \quad L_C = \sum_c \lambda_c(t) f^c(H(t)),
\]

where \(P(t) = |\psi(t)\rangle \langle \psi(t)|\).

In the case that the Hamiltonian is concretely parametrized by \(u(t) = (u^1(t), \ldots, u^D(t))\) and that \(H(t) \in \mathcal{A}\) is equivalent to \(g^d(u(t)) = 0, d = 1, 2, \ldots\), the MP (2.19) becomes the minimization of

\[- \text{Tr}[F(t)H[u(t)]] + N \sum_d \lambda_d(t) g^d(u(t)), \quad (3.14)\]

which implies

\[
\frac{1}{N} \text{Tr} \left[ F(t) \frac{\partial H}{\partial u^d}(u(t)) \right] = \sum_d \lambda_d(t) \frac{\partial g^d(u(t))}{\partial u^d}. \quad (3.15) \]

Thus, one obtains the QB by solving (3.5), (3.10), (2.17), (2.20) and (3.15). The whole problem can also be formulated by a variational principle,

\[
S[|\psi\rangle, u, F, \lambda, T] = \int_0^T (1 + L_S + L_C) \, dt
\]

and

\[
L_S = \text{Tr} \left[ F(t) \left( \frac{dP(t)}{dt} + i[H[u(t)], P(t)] \right) \right], \quad L_C = N \sum_d \lambda_d(t) g^d(u(t)), \quad (3.16)
\]

where \(P(t) = |\psi(t)\rangle \langle \psi(t)|\).

(b) Quantum brachistochrone for mixed state evolution

The QB problem for mixed state evolution [40] can be formulated in a similar manner if the state obeys the master equation of the Lindblad form. The Lindblad equation is justified for a restricted class of open systems, e.g. those weakly interacting with a large reservoir which relaxes quickly and does not keep memory of them. The Lindblad equation is often used, for example, to model an atom interacting with electromagnetic radiation.

The mixed state of a physical system is expressed by a density operator \(\rho\), on a Hilbert space \(\mathcal{H}\), which is positive definite and has a unit trace. We assume that the state \(\rho(t)\) satisfies the Lindblad
The integer \( j \) in (3.17) runs from 1 to at most \((\dim \mathcal{H})^2 - 1\). Without loss of generality, one can choose \( L = \{L_j\} \) so that \( L_j \) are mutually orthogonal with respect to the Hilbert–Schmidt inner product \( \text{Tr} A^\dagger B \) and that each \( L_j \) is traceless. We will often omit the subscripts of \( \mathcal{L}_{H(t),L(t)} \) when there is no ambiguity.

The problem is to find \( H(t) \) and \( \{L_j(t)\} \), in a given set \( \mathcal{A} \) of available \( \{H, \{L_j\}\} \), that evolves a given initial state \( \rho_j \) to a given final state \( \rho_f \) in the shortest time \( T \). The problem is specified by \( (\rho_j, \rho_f, \mathcal{A}) \).

The canonical variables are \((x^0(t), \rho(t), p_0(t), G(t))\), where \( G(t) \) is a Hermitian operator. The MP Hamiltonian is given by

\[
H_{MP} = p_0(t) + \text{Tr}[G(t)\mathcal{L}(\rho(t))].
\] (3.19)

The Hamilton equations for \( H_{MP} \) are equivalent to

\[
x^0(t) = t \quad \text{and} \quad p_0 = \text{constant},
\] (3.20)

\[
\frac{d\rho(t)}{dt} = \frac{\partial H_{MP}}{\partial G} = \mathcal{L}(\rho(t))
\] (3.21)

and

\[
\frac{dG(t)}{dt} = -\frac{\partial H_{MP}}{\partial \rho} = -\mathcal{L}^\dagger(G(t)),
\] (3.22)

where the superoperator \( \mathcal{L}^\dagger \) is defined by \( \text{Tr}[A^\dagger \mathcal{L}(B)] = \text{Tr}[\mathcal{L}^\dagger(A)B] \) and \( \tilde{A} \) is the traceless part of \( A \). Equation (3.21) is the Lindblad equation (3.17). In (3.22), the reason for the traceless part being taken is that the variations are taken by a variable \( \rho \) with a constant trace.

The MP (2.10) is the condition that, for each \( t \), the function

\[
\text{Tr}[G(t)\mathcal{L}_{K,M}(\rho(t))] \quad (K,M) \in \mathcal{A},
\] (3.23)

is maximized at \((K,\{M_j\}) = (H(t),\{L_j(t)\})\). We also have the algebraic condition

\[
\text{Tr}[G(t)\mathcal{L}_{H(t),L(t)}(\rho(t))] = -p_0 \geq 0.
\] (3.24)

We can take \( p_0 = -1 \) for normal controls as in the case of QB for unitaries.

### 4. Second-order variations

#### (a) Generalized Legendre–Clebsch condition

We have described the QB framework in §2 (and those of other set-ups in §3). One can obtain the time-optimal control \((H(t), T)\) for the QB problem \((U_f, \mathcal{A})\) by solving the QB equation (2.17) and the MP (2.19), together with (2.2), (2.3) and (2.20).

In this section, we discuss the control with \( F(t) \) being such that \( \text{Tr}[F(t)\bullet] \), as a function on \( \mathcal{A} \), satisfies

\[
\text{Tr}[F(t)\bullet] = \text{constant},
\] (4.1)

at fixed \( t \). This situation causes a problem in the search of time-optimal control because for such \( F(t) \) all \( H(t) \) satisfy the MP (2.19) and remain to be candidates for the time-optimal control. The controls \((H(t), F(t))\) satisfying (4.1) are called singular. It is desired that we have criteria that distinguishes optimal and non-optimal singular controls; otherwise, we need to compare the total time duration \( T \) for all singular controls.
Such a criterion, a necessary condition for optimality, is obtained by considering the second-order variations for \((H(t), F(t))\). In the general theory of MP, it is called the generalized Legendre-Clebsch (GLC) condition \([71,72]\). There, by taking the variations of \(u(t)\) in certain special forms and by extensively using the equation of motion (2.8) and (2.9), one makes the second-order variations of \(H_{MP}\) to a simple quadratic functional of \(u(t)\). The GLC condition is applied the QB in \([42]\).

Let \(H(t) \in \mathcal{A}\) be parametrized as \(H[u(t)], u(t) \in \mathcal{A}_u \subseteq \mathbb{R}^l\). We define an \(l \times l\) matrix \(Q^{(m)}\), \(m = 0, 1, 2, \ldots\), whose \((i, j)\) element is given by

\[
Q^{(m)}_{ij} := \frac{\partial}{\partial u_i} \left( \frac{d}{dt} \right)^m \frac{\partial}{\partial u_j} \text{Tr} \left[ H[u(t)]F(t) \right].
\]  

(4.2)

The matrix \(Q^{(m)}\) is known to be symmetric for even \(m\) and antisymmetric for odd \(m\). Let \(M\) be the smallest \(m\) with a non-vanishing \(Q^{(m)}\). It can be shown that, if \((H[u(t)], F(t))\) is optimal, then \(M\) is even and \((-1)^{M/2}Q^{(M)}\) is negative semidefinite. For a regular (i.e. non-singular) control, the MP implies the negative semidefiniteness of \(Q^{(0)}_{ij}\), which corresponds to the case \(M = 0\). When the control is singular, \(Q^{(0)} = 0\) and \(M > 0\) follow.

When \(Q^{(k)} = 0\) hold for \(k = 0, 1, \ldots, m - 1\), equation (4.2) can be written as

\[
Q^{(m)}_{ij} = -i \text{Tr} \left[ [h_i(t), F(t)]R^{(m-1)}_{ij} \right],
\]  

(4.3)

where \(h_i(t) := \partial H/\partial u^i\) and \(R^{(m)}_{ij}\) is defined by

\[
R^{(m)}_{ij} = \frac{d}{dt} R^{(m-1)}_{ij} - i[R^{(m-1)}_{ij}, H(t)] \quad \text{and} \quad R^{(0)}_{ij} = h_j(t).
\]  

(4.4)

We can restrict singular quantum controls that are potentially time-optimal by imposing additional necessary conditions through the following GLC test.

\(\text{(o)}\) Let \(m = 0\). We have \(Q^{(m)} = 0\).

\(\text{(i)}\) Increase \(m\) by one and calculate \(Q^{(m)}\) by equations (4.3) and (4.4).

\(\text{(ii)}\) If \(Q^{(m)}\) vanishes, after applying the previously obtained equalities, go to (i).

\(\text{(iii)}\) If \(m\) is odd, impose a condition \(Q^{(m)} = 0\) and go to (i).

\(\text{(iv)}\) Impose negative semidefiniteness on \((-1)^{m/2}Q^{(m)}\) and halt.

In the special case that \(H[u(t)]\) is first order in \(u(t)\) such as

\[
H(t) = H_d + \sum_{j=1}^l u^j(t) h_j,
\]  

(4.5)

where \(H_d\) is a constant operator, then \(h_j\) in equations (4.3) and (4.4) become fixed operators. The first few \(Q^{(m)}\) in (4.3) read

\[
\begin{align*}
Q^{(1)}_{ij} &= -i \text{Tr} \left[ [h_j, h_i] F(t) \right], \\
Q^{(2)}_{ij} &= \text{Tr} \left[ [[H(t), h_i], h_j] F(t) \right] \\
Q^{(3)}_{ij} &= i \text{Tr} \left[ [[H(t), [H(t), h_j]], h_i] F(t) \right] + \text{Tr} \left[ \left[ \frac{dH(t)}{dt}, h_j \right], h_i \right] F(t).
\end{align*}
\]

(4.6)

\(\text{(b)}\) Application

The GLC condition can be applied to restrict the candidates of the time-optimal controls in advance according to the type of constraints \(\mathcal{A}\) for the Hamiltonians. Here, we simply list basic results. For details and more general statements, see \([42]\).
In the QB formalism of §2, suppose that $H(t) \in A$ is expressed by

$$H(t) = H_d + H_c[u(t)], \quad H_c[u(t)] = \sum_{i=1}^l u_i(t)A_i, \quad g^d(u(t)) \leq 0 \text{ (d is an index)},$$

(4.7)

where $H_d$, called the drift, is a fixed Hermitian operator and $A_i$ are linearly independent Hermitian operators. Such a constraint $A$ is called planar and $C := \text{span} \{A_1, \ldots, A_l\}$ is called the control subspace. The following can be shown.

(i) All regular QBs $(H(t), F(t))$ attain the equality $g^d(u(t)) = 0$ for at least one $d$.

(ii) If $H_d \in C$, all QBs $(H(t), F(t))$ are regular.

(iii) If $H_d \notin C$ and $H_d \in [C, C]$, all QBs $(H(t), F(t))$, not only regular ones but also singular ones, attain the equality $g^d(u(t)) = 0$ for at least one $d$.

5. Simple examples

We give some simplest examples. Other examples related to quantum information processing are found in [20,22,23,42,43,70].

(a) General Hamiltonian

Let us consider the QBs for the state change problem $(|\psi_i\rangle, |\psi_f\rangle, A)$ in §3a, which is governed by the QB equation (3.7), the MP (2.19), together with (3.5), (3.10), (2.20) and (3.9). Since we are not interested in the overall phase of $|\psi(t)\rangle$, we assume that the Hamiltonian $H(t)$ is traceless, namely, $H(t) \in \text{su}(N)$, where $\text{su}(N)$ is the Lie algebra of $\text{SU}(N)$.

A simplest example is the case the set $A$ of available Hamiltonians consists of arbitrary ones except for a normalization constraint,

$$A = \{H \in \text{su}(N); 2f^0(H) := \text{Tr} H^2 - \mathcal{E}^2 \leq 0\}. \quad (5.1)$$

We remark that $\text{Tr} H^2$ is the Hilbert–Schmidt norm squared $||H||^2_{HS}$, where $||A||_{HS} := \sqrt{\langle A, A \rangle_{HS}}$ and $\langle A, B \rangle_{HS} := \text{Tr}[A^\dagger B]$ is the Hilbert–Schmidt inner product. Note that without any bound the process time $T$ could be made arbitrarily small. Physically, the bound in (5.1) is an expression that only a finite energy bandwidth is available during the process.

It is easily seen that the time-optimal control $H(t)$ always attains the equality in (5.1),

$$\text{Tr} H^2 = \mathcal{E}^2 \quad (5.2)$$

because otherwise $a(t)H(t)$, with $a(t) \geq 1$ always and $a(t) > 1$ at some $t$, would give a faster control (or alternatively, this can be shown by the results in §4b).

Thus the MP (2.19) can be replaced by the expression for $F$, (3.12), which now reads

$$F(t) = \lambda_0(t)H(t). \quad (5.3)$$

We see that $\lambda_0(t)$ is constant as follows. The QB equation implies equation (2.23). Equation (5.2) therefore implies $\text{Tr}[F(t)^2] = \lambda_0(t)^2\mathcal{E}^2$ is constant and so is $\lambda_0(t)$. The value of $\lambda_0$ is found by (2.20).

The QB equations (3.7) and (5.3) implies $dH(t)/dt = 0$ so that $H(t)$ is constant. The constraint (3.9) implies

$$H = (1 - P_s)HP_s + P_sH(1 - P_s) \quad (* = i, f). \quad (5.4)$$

For a vector $|\chi\rangle$ which is orthogonal to both $|\psi_i\rangle$ and $|\psi_f\rangle$, the vector $H|\chi\rangle = P_fH|\chi\rangle = P_fH|\chi\rangle$ is proportional to both $|\psi_i\rangle$ and $|\psi_f\rangle$, so that $H|\chi\rangle = 0$. Thus, the optimal Hamiltonian is

$$H = \frac{\mathcal{E}}{\sqrt{2}} \left( |\psi_f\rangle\langle \psi_i| - |\psi_i\rangle\langle \psi_f| \right), \quad (5.5)$$

where the state $|\psi_f\rangle$ is in span $\{|\psi_i\rangle, |\psi_f\rangle\}$ and is normal to $|\psi_i\rangle$. For later convenience, we choose the phase of $|\psi_f\rangle$ so that the phase of $\langle \psi_f|\psi_i\rangle$ equals that of $\langle \psi_f|\psi_i\rangle$ [namely, $\langle \psi_f| = (1 - P_s)P_f|\psi_i\rangle$]

\[ \]
divided by its norm]. The Hamiltonian $H$ generates a rotation in span $\{|\psi_i\rangle, |\psi_f\rangle\}$. The optimal state evolution $|\psi(t)\rangle = e^{-iHt}|\psi_i\rangle$ is given by

$$|\psi(t)\rangle = |\psi_i\rangle \cos \frac{\mathcal{E}t}{\sqrt{2}} + |\psi_f\rangle \sin \frac{\mathcal{E}t}{\sqrt{2}}.$$  

(5.6)

The evolution (5.6) is a geodesic [38] on the state space consisting of the ‘rays’ in $\mathcal{H}$, i.e. the projective space $\mathbb{C}P^{N-1}$, endowed with the Fubini–Study metric

$$ds^2 = (d\psi_i)(1 - |\psi\rangle\langle\psi|)d\psi_i.$$  

(5.7)

Although this fact can be verified by deriving the geodesic equation for (5.7), an intuitive understanding would be that the curve (5.6) on $\mathbb{C}P^{N-1}$ corresponds to a great circle on a sphere.

The optimal time $T$ is therefore [38]

$$T = \frac{\sqrt{2}}{\mathcal{E}} \arccos |\langle\psi_i|\psi_f\rangle| = \frac{\sqrt{2}}{|H|_{\text{HS}}} \arccos |\langle\psi_i|\psi_f\rangle|,$$  

(5.8)

which can be obtained by the condition $|\langle\psi_i|\psi_f\rangle| = \cos(\mathcal{E}T/\sqrt{2})$ because of $|\psi_f\rangle = |\psi_i\rangle\langle\psi_i|\psi_f\rangle + |\psi_f\rangle\langle\psi_f|\psi_f\rangle$ and equation (5.6). One can verify that the boundary condition (3.2) [or (3.10)] holds, recalling the phase chosen for $|\psi_f\rangle$.

We remark that the QB is also optimal, in some sense, in the context of the quantum speed limit. The time duration $T$ for the QB, equation (5.8), attains the Bhattacharyya lower bound [30]

$$T_{\text{QSL}} := \frac{1}{\Delta E} \arccos |\langle\psi_i|\psi_f\rangle|,$$  

(5.9)

which is a non-orthogonal generalization of the Mandelstam–Tamm bound [29], for the time necessary to send $|\psi_i\rangle$ to $|\psi_f\rangle$ (up to phase), where $\Delta E$ is the energy variance of $|\psi_i\rangle$. That $T = T_{\text{QSL}}$ follows from the traces of the constraint (5.4) itself and of (5.4) multiplied by $H$, i.e. $\langle H \rangle = 0$ and $\langle H^2 \rangle = ||H||_{\text{HS}}^2/2$, which imply $\Delta E = ||H||_{\text{HS}}/\sqrt{2}$.

(b) One-qubit system

Let us discuss the following QB problem $\mathcal{A}$ for unitary operations in a one-qubit system. The available Hamiltonians $H(t) \in \mathcal{A}$ are

$$H(t) = \omega_0 \sigma^z + u^x(t)\sigma^x + u^y(t)\sigma^y$$ and $$2g^0(u(t)) := (u^x(t))^2 + (u^y(t))^2 - E^2 \leq 0.$$  

(5.10)

where $\omega_0$, $\mathcal{E}$ are positive constants and $\sigma^x$, etc. are the Pauli operators. The model was intensively studied in [68]. We outline a simplified argument thanks to the GLC condition [42]. The constraint $\mathcal{A}$ is planar in the terminology of §4b: The drift is $H_d = \omega_0 \sigma^z$ and the control subspace is $\mathcal{C} = \text{span} \{\sigma^x, \sigma^y\}$. We have $H_d \notin \mathcal{C}$ and $H_d \in [C, C]$. By a result in §4b, this implies that all QBs must attain the equality $g^0(u(t)) = 0$.

It turns out that singular controls are not optimal. The singularity condition $\text{Tr} CF(t) = 0$ implies that $F(t)$, non-zero due to the algebraic condition (2.21), is proportional to $\sigma^z$. The time derivative of $\text{Tr} CF(t) = 0$ and the QB equation imply $u^x(t) = u^y(t) = 0$, which does not satisfy the necessary condition for optimality, $g^0(u(t)) = 0$.

Let us discuss regular controls. Since optimality implies $g^0(u(t)) = 0$, we can apply the discussion in §2b. By equation (2.28), we have

$$F(t) = \lambda_0(t)(u^x(t)\sigma^x + u^y(t)\sigma^y) + f^z(t) \sigma^z,$$  

(5.11)

where $\lambda_0(t)$ is the Lagrange multiplier for $g^0(u)$ and $f^z(t)$ is an unknown component of $F(t)$. The QB equation (2.17) reads

$$(\lambda_0 u^x)^2 = 2(\mathcal{E}^2 - \omega_0 \lambda_0) u^y$$ and $$(\lambda_0 u^y)^2 = -2(\mathcal{E}^2 - \omega_0 \lambda_0) u^x, \quad f^z = 0.$$  

(5.12)
where a dot denotes the time derivative. Therefore, \( f^2 \) is a constant. Then, the formula \( \text{Tr} F^2 = \) constant (2.23) and \( g^0(u(t)) = 0 \) implies that \( \lambda_0 \) is also a constant. The solution of (5.12) is

\[
\begin{align*}
\dot{u}^x(t) &= \mathcal{E} \cos \theta(t) \quad \text{and} \quad \dot{u}^y(t) = \mathcal{E} \sin \theta(t), \quad \theta(t) := \omega t + \theta_0, \quad (5.13)
\end{align*}
\]

where \( \omega := 2(f^2/\lambda_0 - \omega_0) \) and \( \theta_0 \) is a constant. The time-optimal Hamiltonian \( H(t) \) is given by \( (5.13) \) substituted into \( (5.10) \). Observing that \( H(t) = V(t)(\omega_0 \sigma^z + \mathcal{E} \sigma^x) V^\dagger(t), \) \( V(t) := e^{-i \theta(t) \sigma^z/2}, \) we write the Schrödinger equation (2.14), \( iU = HU, \) as \( i(V^\dagger(t)U(t)) = ((\omega_0 - \omega/2)\sigma^z + \mathcal{E} \sigma^x)V^\dagger(t)U(t). \) The unitary is found to be

\[
U(t) = e^{-i \theta(t) \sigma^z/2} e^{-i((\omega_0 - \omega/2)\sigma^z + \mathcal{E} \sigma^x).} \quad (5.14)
\]

In the matrix form with respect to the eigenbasis of \( \sigma^z \), we have

\[
U(t) = \begin{pmatrix}
e^{-i \theta(t)/2} (\cos \Omega t - i \sin \Omega t \cos \varphi) & -i e^{-i \theta(t)/2} \sin \varphi \sin \Omega t \\
e^{i \theta(t)/2} \sin \varphi \sin \Omega t & e^{i \theta(t)/2} (\cos \Omega t - i \sin \Omega t \cos \varphi)
\end{pmatrix}, \quad (5.15)
\]

where \( \Omega := \sqrt{(\omega_0 - \omega/2)^2 + \sigma^2} \) and \( \varphi := \arccos((\omega_0 - \omega/2)/\Omega). \) One determines the parameters \( (\omega, \theta_0, T) \) so that \( U(T) \) equals the given target \( U_f \in SU(2). \)

6. Numerical methods

The QB problem is a two-point boundary value problem (BVP). One can obtain exact solutions for simple systems, e.g. of a few qubits (e.g. \([22,23,38-40]\)), but the problem becomes increasingly difficult as the dimensionality \( N \) of the Hilbert space \( \mathcal{H} \) and the number of control variables become large. Thus, numerical approaches are necessary. Although any method for the BVP can be applied, we review the numerical methods developed for the QB problem in this section.

We consider the QB problem for unitary operations in §2. We ignore the overall phase of \( U_f \) and restrict \( U_f \) to \( SU(\mathcal{H}) \) and \( H(t) \) to \( su(\mathcal{H}) \), the space of traceless Hermitian operators on \( \mathcal{H} \). As a model problem, we shall treat the case that the condition \( H(t) \in \mathcal{A} \) is written as

\[
H(t) \in \mathcal{C} \quad \text{and} \quad ||H(t)||_{HS} \leq \mathcal{E}, \quad (6.1)
\]

where \( \mathcal{C} \) is a subspace of \( su(\mathcal{H}) \), \( \mathcal{E} \) is a positive constant. Physically, the inequality in (6.1) represents the existence of a bound on the available energy bandwidth. The constraint \( \mathcal{A} \) of the form (6.1) is said ‘linear and homogeneous’ in \([39]\)\(^4\) and ‘typical’ in \([42]\). Such \( H(t) \) can be expressed as

\[
H[u(t)] = \sum_{a=1}^{\dim \mathcal{C}} u^a(t) A_a, \quad ||u|| \leq \mathcal{E}, \quad u^a(t) \in \mathbb{R},
\]

where \( ||u|| := \sqrt{\sum_{a=1}^{\dim \mathcal{C}} (u^a(t))^2} \), and \( \{A_a\}_{a=1,\ldots,\dim \mathcal{C}} \) is an orthonormal basis of \( su(\mathcal{H}) \) such that \( A_1, \ldots, A_{\dim \mathcal{C}} \) form a basis of \( \mathcal{C} \) and \( A_{\dim \mathcal{C} + 1}, \ldots, A_{\dim \mathcal{C} + N^2 - 1} \) form a basis of \( \mathbb{C}^\perp \), the orthogonal complement of \( \mathcal{C} \). It can be easily shown \([42,73]\) that the brachistochrone (time-optimal control) in this case attains the equality in (6.1), or equivalently, in (6.2), for all \( t \).

(a) Geodesic deformation method

There is an intriguing numerical method \([73]\) of solving the QB equation, which we call the geodesic deformation method here.\(^5\)

\(^4\)Here, we slightly generalize the term in \([39]\), where the constraint was (6.2) with the inequality sign replaced by an equal sign.

\(^5\)We use the term ‘geodesic deformation’ here in a wider and more naive sense than in \([73]\).
Consider a curve $U(t)$, which is determined by $H(t)$ through (2.14). Let us define the length of the curve $U(t)$ by

$$L = \int_0^T \|H(t)\|_{HS} \, dt.$$  

(6.3)

For the QB ($H(t), T$), one has $L = \mathcal{E} T$ so that the QB corresponds to the minimum length curve. The idea of the geodesic deformation method is that one does not forbid $H(t)$ to have components in the direction of $C^\perp$ but impose a penalty on it, and then gradually increase the penalty. Define a Hilbert–Schmidt-like inner product on $su$ \cite{73–76},

$$\langle A, B \rangle_q := \langle A_\parallel, B_\parallel \rangle_{HS} + q \langle A_\perp, B_\perp \rangle_{HS},$$

(6.4)

where $q > 0$ and $A := A_\parallel + A_\perp$ is the orthogonal decomposition of $A$ into $C$ and $C^\perp$, and define the corresponding norm $\|A\|_q := \sqrt{\langle A, A \rangle_q}$. Consider the QB problem with the following constraint for $H(t)$:

$$H(t) \in C \quad \text{and} \quad \|H(t)\|_q = \mathcal{E}.$$  

(6.5)

The original problem (6.1) corresponds to the case $q = \infty$. On the other hand, the case $q = 1$ is trivial because the brachistochrone $U(t)$ is a geodesic on SU($\mathcal{H}$) with the standard metric, and $H(t)$ is constant, $H(t) = ic \log U_f$, where $c$ is a positive constant for the condition $\|H(t)\|_{HS} = \mathcal{E}$ \cite{39}. Geometrically, the QB problem (6.5) for each $q < \infty$ is equivalent to finding the shortest-length geodesic curve on the Riemannian manifold SU($\mathcal{H}$) with a (non-standard) metric defined by (6.4). One expects that the geodesic converges to the QB for the original problem (6.1) when $q \to \infty$.

The procedure of the geodesic deformation method is the following. One starts with solving the QB with $q = 1$ (analytically or, e.g., by numerical diagonalization of $U_f$). If one has the solution for $q$, solve the QB for $q + \Delta q$ by the shooting method with the ‘initial guess’ being the solution for the previous $q$. Repeating this process, one finally obtains the QB for the original problem (6.1) when $q$ becomes sufficiently large.

We close the section by writing down the QB equation for (6.5) according to the results in §2b. The only constraint for $H(t)$ is

$$0 = f(H) := \frac{1}{2} (\text{Tr}[H_\parallel(t)^2 + q H_\perp(t)^2] - \mathcal{E}^2).$$

(6.6)

From (2.25), one has$^6$

$$F(t) = \lambda(t)(H_\parallel(t) + q H_\perp(t)).$$

(6.7)

It follows from (2.20), (6.6) and (6.7) that $\lambda(t)$ is a constant, which can be taken unity by the rescaling of $F(t)$ (or, equivalently, by the choice of the constant $p_0$). Then the QB equation (2.17) is

$$\frac{dH_\parallel(t)}{dt} + q \frac{dH_\perp(t)}{dt} = -i[H(t), H_\parallel(t) + q H_\perp(t)].$$

(6.8)

This can also be derived as the geodesic equation on the space with metric (6.4).

For cases with more general constraints $A$ on the Hamiltonian and for the subtleties in the method, see \cite{70,73}.

(b) Krotov-type method

In [43], numerical study of the QB is performed. There, the QB problem is first cast to a fidelity-optimality problem and a Krotov-type numerical algorithm is developed for it. Although the following description is for the model problem (6.1), the method is applicable to more general QB problems in the same manner.

$^6$Since $H_\parallel = \sum_{\sigma \in \dim C} A_{\sigma} \text{Tr}[A_{\sigma} H]$, one has $\text{Tr}[H_\parallel^2] = \sum_{\sigma \in \dim C} (\text{Tr}[A_{\sigma} H])^2$ and $\partial \text{Tr}[H_\parallel^2]/\partial H = 2 \sum_{\sigma \in \dim C} A_{\sigma} \text{Tr}[A_{\sigma} H] = 2H_\parallel$. Similar for $H_\perp$. 


Let us cast the QB problem (6.1), with inequality replaced by equality, to a fidelity-optimality problem. We consider a variational principle for \( \text{cf. (3.13)} \)

\[
S[U, u, V, \lambda] = \frac{N}{2} \mathcal{F}(U_f, U(T))^2 + \int_0^T (L_S + L_C) \, dt, \tag{6.9}
\]

\[
\mathcal{F}(A, B) = \frac{1}{N} |\text{Tr}[A^*B]| \tag{6.10}
\]

and

\[
L_S = \text{Re} \text{Tr} \left[ V^\dagger(t) \left( i \frac{dU(t)}{dt} - H[u(t)]U(t) \right) \right], \quad L_C = \frac{1}{2} \lambda(t)(||u(t)||^2 - \mathcal{E}^2), \tag{6.11}
\]

where \( H[u(t)] \) is as in (6.2), and the unitary \( V(t) \) and the real \( \lambda(t) \) are Lagrange multipliers. Here, we impose the Schrödinger equation (2.14) in a slightly different manner from §2b. The present way makes the equations for \( U(t) \) and \( V(t) \) symmetric, which is convenient for the Krotov-type method. The relation with \( F(t) \) in §2b is given by

\[
F(t) = \frac{1}{2} (U(t)V^\dagger(t) + V(t)U^\dagger(t)), \tag{6.12}
\]

up to total derivative terms in the action \( S \). We also note that the time \( T \) in (6.9) is fixed, in contrast to the case of (3.13). The problem (6.9) is to maximize the fidelity \( \mathcal{F} \) within the time \( T \). The form of the fidelity term is not unique but is so chosen that its numerical calculation is easy. The absolute value in \( \mathcal{F} \) reflects the set-up that we ignore the overall phase of \( U_f \) and \( U(t) \). For unitary \( A \) and \( B \), the fidelity \( \mathcal{F}(A, B) \) attains the maximum 1 when \( A \) equals \( B \) up to phase.

The fidelity-optimality problem is complementary to the time-optimality problem in the sense that if the control \( (H[u(t)], U(t)) \) solves the fidelity-optimal problem with the maximum fidelity \( \mathcal{F}_0 \), the same control is the fastest to achieve that fidelity \( \mathcal{F}_0 \) [43]. Thus one can obtain the QB by solving the fidelity-optimality problem (6.9) for an increasing sequence of \( T \) and see in which \( T \) one has \( \mathcal{F} \rightarrow 1 \).

The Euler–Lagrange equations for \( S \) is the following [43]: the Schrödinger equation (2.14), the dual Schrödinger equation

\[
i \frac{dV(t)}{dt} = H[u(t)]V(t), \tag{6.13}
\]

the constraint

\[
||u(t)|| = E, \tag{6.14}
\]

a boundary condition

\[
V(T) = \frac{i}{N} U_f \text{Tr}[U_f^\dagger U(T)], \tag{6.15}
\]

and an algebraic equation\( \footnote{Equation (6.18) corresponds to (2.28) in the QB problem.} \)

\[
\lambda(t)u^\dagger(t) = \text{Tr}[A_a F(t)]. \tag{6.16}
\]

where the auxiliary variable \( F(t) \) is given by (6.12). The boundary conditions imposed prior to the variations is

\[
U(0) = 1. \tag{6.17}
\]

The constraint (6.14) and the algebraic equation (6.16) imply

\[
\lambda(t) = \sqrt{\sum_{a=1}^{\dim C} (\text{Tr}[A_a F(t)])^2}. \tag{6.18}
\]

Thus, if one knows \( U(t) \) and \( V(t) \) at certain time \( t \), one can algebraically obtain \( \lambda(t) \) and \( u(t) \) at the same \( t \) through (6.18) and (6.16). Note that \( U(t) \) has the initial boundary condition and \( V(t) \) has the final boundary condition, which is essential for the Krotov-type scheme.

We shall describe the Krotov-type scheme for solving the problem (6.9). The main difference between the present scheme and the usual Krotov method (e.g. [77]) is that \( \lambda(t) \) and \( F(t) \) are
Lagrange multiplier variables in the former while they are given constants to impose penalties in the latter. We first introduce copies of $u(t)$ and $\lambda(t)$ which we denote by $\tilde{u}(t)$ and $\tilde{\lambda}(t)$. Hereafter, we call the equation (6.13), with $(u(t), \lambda(t))$ being replaced by $(\tilde{u}(t), \tilde{\lambda}(t))$, the equation (6.13), and so forth. The Krotov-type scheme is the following iteration procedure.

(i) Prepare control variable $u(t)$ (dim $C$ components), $0 \leq t \leq T$ as a seed. Set $U(0) = 1$ and evolve $U(t)$ from $t = 0$ to $t = T$ by the Schrödinger equation (2.14) with the prepared $u(t)$.

(ii) Set $V(T)$ by (6.15) and evolve $(V(t), \tilde{u}(t), \tilde{\lambda}(t))$ backward in time from $t = T$ to $t = 0$ by equations (6.18), (6.16) and (6.13), during which $U(t)$ is understood as a given function.

(iii) Set $U(0) = 1$ and evolve $(U(t), u(t), \lambda(t))$ forward in time from $t = 0$ to $t = T$ by equations (6.18), (6.16) and (2.14), during which $V(t)$ is understood as a given function.

(iv) Repeat (b) and (b) until the variables converge (e.g. $u(t)$ and $\tilde{u}(t)$ becomes close enough).

The resulting $u(t)$ is the optimal control and $F(U_f, U(T))$ is the maximum achievable fidelity.

It can be shown [43] that this Krotov-type algorithm is monotonic, namely, the value of the action functional $S$ decreases in each cycle of the algorithm, which is important in practical use. Koike & Okudaira [43] provides simulation results when the available Hamiltonians consist of one- and two-qubit interactions.

7. Other applications

(a) Experiments

The first experimental demonstration of the QB is done in diamond [70]. There, an electron spin and a nuclear spin in a nitrogen-vacancy centre form a two-qubit system. In the rotating wave approximation, the Hamiltonian is

$$H(t) = H_d + H_c(t), \quad H_d = a S_z, \quad H_c(t) = b(\cos \phi(t) S_x + \sin \phi(t) S_y),$$

(7.1)

for the one-qubit experiment and

$$H(t) = H_d + H_c(t), \quad H_d = a S_z I_z, \quad H_c(t) = b(\cos \phi(t) S_x + \sin \phi(t) S_y),$$

(7.2)

for the two-qubit experiment, where $I_z$ is the nuclear spin-$z$ operator, $S_i$ are the electron spin operators, and $a, b > 0$. The phase $\phi(t)$ of the microwave pulse is determined by the QB equation. When the QB equation is not solvable analytically, it is solved numerically by the geodesic deformation method [73] (§6). Several target unitaries are realized for several parameter ratios $a/b$ and the performance is checked by quantum process tomography. For one qubit, the brachistochrone was faster than the Euler angle rotation and the fidelity was around 0.99. For two qubits, the brachistochrone was faster than the conventional method and the fidelity was around 0.99. Thus, the time-optimal universal one- and two-qubit control is achieved. The authors remark that the time-optimal control is favourable for high fidelity of the operation because the short time duration reduces the dephasing effect and the small strength of the control field reduces the noise.

(b) Time complexity and gate complexity

The physical time necessary for a quantum computation, described by a unitary operator $U$, is called time complexity $T(U)$, while ‘information-theoretic time’ which is defined as the necessary number of elementary quantum gates is called gate complexity $G(U)$. Estimation of gate complexity $G(U)$ is difficult in general since finding the optimal quantum circuit is a discrete and combinatorial problem. Time complexity $T(U)$, which can be estimated by the QB method, may be a good tool to estimate gate complexity. Gate complexity $G(U)$ can be bounded from below by time complexity $T(U)$ with suitable choice of available Hamiltonians, e.g. consisting of interactions up to two qubits only; intuitively, there is a curve in the space of unitary operators...
that is shorter than the segmented line representing the gate-optimal circuit. On the other hand, it is seen by counting the degrees of freedom that gate complexity $G(U)$ is not bounded from above by time complexity $T(U)$ in general. It is possible, however, to bound gate complexity $G(U, \varepsilon)$ of a unitary operation $U$ by (a polynomial of) time complexity $T(U)$ if one allows errors less than $\varepsilon$ [74]. Based on these facts, a question has been posed [43] to what extent holds the following: The gate complexity $G(U)$ of a unitary operation $U$ is polynomial (or exponential) in the input size if and only if the time complexity $T(U)$ is polynomial (or exponential, respectively). In [43], the gate complexity $G(U)$ is defined so that the elementary gates are one- and two-qubit unitary operations. The time complexity $T(U)$ is defined so that the time-dependent Hamiltonian $H(t)$ allows only one- and two-qubit interactions, namely,

$$H(t) = \sum_{1 \leq i < j \leq n} \sum_{\alpha=x,y,z} h_{ij}^{\alpha\beta}(t) \sigma_i^{\alpha} \sigma_j^{\beta} + \sum_{1 \leq i \leq n} \sum_{\alpha=x,y,z} h_i^{\alpha}(t) \sigma_i^{\alpha}, \quad ||H(t)||_{HS} \leq \mathcal{E}. \quad (7.3)$$

where $\sigma_i^\alpha$ denotes the $\alpha$-component Pauli operator on the qubit $i$, and $h_{ij}^{\alpha\beta}(t)$ and $h_i^{\alpha}(t)$ are control parameters. It is demonstrated by numerical examples that for a target unitary $U_f$ with known polynomial-gate algorithm has polynomial time complexity and for $U_f$ without symmetry, which is likely to have exponential gate complexity, has exponential time complexity.

(c) Simple systems

In [20–23], a model problem of three spins is considered. The spins in the end are indirectly coupled through the middle one on which a controllable magnetic field is applied. The available Hamiltonians $H(t) \in A$ is specified by

$$H(t) = J_{12}\sigma_1^x\sigma_2^x + J_{23}\sigma_2^x\sigma_3^x + B(t) \cdot \sigma_2, \quad ||B(t)|| \leq \mathcal{E}, \quad (7.4)$$

where $J_{12}$ and $J_{23}$ are fixed coupling constants, and $B(t)$ is a controllable magnetic field on the middle qubit. QBs are considered for various target unitaries and realizations faster than previously known time-efficient schemes are provided. Transfer of coherence and entanglement of the brachistochrone are also discussed.

In the simplest system where the Hamiltonian is essentially unconstrained so that the QB trivially becomes the geodesic [38] and admits a simple geometric construction [78], the relations between the QB and bipartite and tripartite entanglements and correlations are intensively studied [79–84]. In a two-level system, relations between the QSL and the time-optimal controls with constraints are explored [85].

The Zermelo navigation problem [24–27] is the time optimality problem where the constraint for the Hamiltonian, $H(t) \in A$, is written as

$$H(t) = H_d + H_c(t), \quad ||H_c(t)||_{HS} \leq \mathcal{E}. \quad (7.5)$$

The symmetry of the problem allows a neat geometric approach [25,26], while in the context of QB formalism the problem is easily solved by moving to the interaction picture in the QB equations [42].

(d) Shortcut to adiabaticity

STA [44–58] (see also [59]) are accelerated paths for slow adiabatic changes of quantum states. STA may, for example, speed up quantum annealing [86] and adiabatic quantum computation [87]. The QB formalism, by its generality and simplicity, provides a unified understanding of various methods of STA [44–48]. It has been shown that the assisted adiabatic passage [49,50], transitionless quantum driving [51] and STA [52,53] can be derived from the QB equation and are essentially equivalent. The QB formalism is also useful in studying the stability of STA [44–48].
**Non-Hermitian quantum brachistochrone**

QB systems have been extensively studied in the context of quantum mechanics with non-Hermitian, parity-time-reversal-symmetric ($PT$-symmetric) Hamiltonians [88]. It is claimed in non-Hermitian QB problems [89–91] that transformation of states can be carried out faster than in Hermitian quantum mechanics, or even arbitrarily fast. These problems including non-Hermitian quantum mechanics itself are under active discussion.

### 8. Conclusion

We have briefly review the basic formalism, the numerical techniques, the experimental results and the related topics of the QB. We hope that the QB method serves in further theoretical and experimental advances.

**Data accessibility.** This article has no additional data.

**Conflict of interest declaration.** I declare I have no competing interests.

**Funding.** The author acknowledges support from JSPS KAKENHI grant no. JP20K03772 and MEXT Quantum Leap Flagship Program (MEXT Q-LEAP) grant no. JPMXS0118067285.

**Acknowledgements.** The author thanks Prof. Akio Hosoya for encouragement and Prof. Takashi Hara for comments.

### References

1. Burkard G, Loss D, DiVincenzo DP, Smolin JA. 1999 Physical optimization of quantum error correction circuits. *Phys. Rev. B* 60, 11404–11416. (doi:10.1103/PhysRevB.60.11404)
2. Giovannetti V, Lloyd S, Maccone L. 2004 Quantum-enhanced measurements: beating the standard quantum limit. *Science* 306, 1330–1336. (doi:10.1126/science.1104149)
3. Wang X, Vinjanampathy S, Strauch FW, Jacobs K. 2011 Ultraefficient cooling of resonators: beating sideband cooling with quantum control. *Phys. Rev. Lett.* 107, 177204. (doi:10.1103/PhysRevLett.107.177204)
4. Plenio MB, Retzker A. 2012 Pulsed laser cooling for cavity optomechanical resonators. *Phys. Rev. Lett.* 108, 153601. (doi:10.1103/PhysRevLett.108.153601)
5. Binder F, Vinjanampathy S, Modi K, Goold J. 2015 Quantacell: powerful charging of quantum batteries. *New J. Phys.* 17, 075015. (doi:10.1088/1367-2630/17/7/075015)
6. Preskill J. 2018 Quantum computing in the NISQ era and beyond. *Quantum* 2, 79. (doi:10.22331/q-2018-08-06-79)
7. Glaser SJ et al. 2015 Training Schrödinger’s cat: quantum optimal control. *Eur. Phys. J. D* 69, 279. (doi:10.1140/epjd/e2015-60464-1)
8. Brif C, Chakrabarti R, Rabitz H. 2010 Control of quantum phenomena: past, present and future. *New J. Phys.* 12, 075008. (doi:10.1088/1367-2630/12/7/075008)
9. Khaneja N, Brockett R, Glaser SJ. 2001 Time optimal control in spin systems. *Phys. Rev. A* 63, 032308. (doi:10.1103/PhysRevA.63.032308)
10. Khaneja N, Glaser SJ. 2001 Cartan decomposition of $SU(2)$ and control of spin systems. *Chem. Phys.* 267, 11–23. (doi:10.1016/S0301-0104(01)00318-4)
11. Vidal G, Hammerer K, Cirac JI. 2002 Interaction cost of nonlocal gates. *Phys. Rev. Lett.* 88, 237902. (doi:10.1103/PhysRevLett.88.237902)
12. Vidal G, Hammerer K, Cirac JI. 2002 Characterization of nonlocal gates. *Phys. Rev. A* 66, 062321. (doi:10.1103/PhysRevA.66.062321)
13. Zhang J, Vala J, Sastry S, Whaley KB. 2003 Geometric theory of nonlocal two-qubit operations. *Phys. Rev. A* 67, 042313. (doi:10.1103/PhysRevA.67.042313)
14. Glaser SJ. 2005 Optimal control-based efficient synthesis of building blocks of quantum algorithms: a perspective from network complexity towards time complexity. *Phys. Rev. A* 72, 042331. (doi:10.1103/PhysRevA.72.042331)
15. Chambon T. 2006 An estimation of the controllability time for single-input systems on compact Lie groups. *ESAIM: COCV* 12, 409–441. (doi:10.1051/cocv:2006007)
16. Boscain U, Charlot G, Gauthier JP, Guérin S, Jauslin HR. 2002 Optimal control in laser-induced population transfer for two- and three-level quantum systems. *J. Math. Phys.* 43, 2107. (doi:10.1063/1.1465516)

17. Boscain U, Charlot G. 2004 Resonance of minimizers for n-level quantum systems with an arbitrary cost. *ESAIM: COCV* 10, 593–614. (doi:10.1051/coCV:2004022)

18. Boscain U, Chambion T, Charlot G. 2005 Nonisotropic 3-level quantum systems: complete solutions for minimum time and minimum energy. *Discrete Contin. Dyn. Syst.* 5, 957. (doi:10.3934/dcdsb.2005.5.957)

19. Boscain U, Mason P. 2006 Time minimal trajectories for a spin 1/2 particle in a magnetic field. *J. Math. Phys.* 47, 062101. (doi:10.1063/1.2203236)

20. Carlini A, Hosoya A, Koike T, Okudaira Y. 2011 Time-optimal CNOT between indirectly coupled qubits in a linear Ising chain. *J. Phys. A: Math. Theor.* 44, 145302. (doi:10.1088/1751-8113/44/14/145302)

21. Carlini A, Koike T. 2012 Time-optimal transfer of coherence. *Phys. Rev. A* 86, 054302. (doi:10.1103/PhysRevA.86.054302)

22. Carlini A, Koike T. 2013 Time-optimal unitary operations in Ising chains: unequal couplings and fixed fidelity. *J. Phys. A: Math. Theor.* 46, 045307. (doi:10.1088/1751-8113/46/4/045307)

23. Carlini A, Koike T. 2017 Brachistochrone of entanglement for spin chains. *J. Phys. A: Math. Theor.* 50, 105304. (doi:10.1088/1751-8121/aa59df)

24. Russell B, Stepney S. 2014 Zermelo navigation and a speed limit to quantum information processing. *Phys. Rev. A* 68, 012303. (doi:10.1103/PhysRevA.90.012303)

25. Brody DC, Meier DM. 2015 Solution to the quantum Zermelo navigation problem. *Phys. Rev. Lett.* 114, 100502. (doi:10.1103/PhysRevLett.114.100502)

26. Russell B, Stepney S. 2015 Zermelo navigation in the quantum brachistochrone. *J. Phys. A: Math. Theor.* 48, 115303. (doi:10.1088/1751-8121/48/11/115303)

27. Brody DC, Gibbons GW, Meier DM. 2015 Time-optimal navigation through quantum wind. *New J. Phys.* 17, 033048. (doi:10.1088/1367-2630/17/3/033048)

28. Jacobs K, Wu R, Wang X, Ashhab S, Chen Q-M, Rabitz H. 2017 Fast quantum communication in linear networks. *Europhys. Lett.* 114, 4007. (doi:10.1209/0295-5075/114/4007)

29. Mandelshtam LI, Tamm IE. 1945 The uncertainty relation between energy and time in nonrelativistic quantum mechanics. *J. Phys. (USSR)* 9, 249–254.

30. Bhattacharyya K. 1983 Quantum decay and the Mandelstam-Tamm time-energy inequality. *J. Phys. A* 16, 2993–2996. (doi:10.1088/0305-4470/16/13/021)

31. Fleming GN. 1973 A unitarity bound on the evolution of nonstationary states. *Nuovo Cimento A* 16, 232–240. (doi:10.1007/BF02819419)

32. Margolus N, Levitin LB. 1998 The maximum speed of dynamical evolution. *Physica D* 120, 188–195. (doi:10.1016/S0167-2789(98)00054-2)

33. Caneva T, Murphy M, Calarco T, Fazio R, Montangero S, Giovannetti V, Santoro GE. 2009 Optimal control at the quantum speed limit. *Phys. Rev. Lett.* 103, 240501. (doi:10.1103/PhysRevLett.103.240501)

34. Deffner S, Campbell S. 2017 Quantum speed limits: from Heisenberg’s uncertainty principle to optimal quantum control. *J. Phys. A: Math. Theor.* 50, 453001. (doi:10.1088/1751-8121/aa86e6)

35. Arenz C, Russell B, Burgarth D, Rabitz H. 2017 The roles of drift and control field constraints upon quantum control speed limits. *New J. Phys.* 19, 103015. (doi:10.1088/1367-2630/aa8242)

36. Anandan J, Aharonov Y. 1990 Geometry of quantum evolution. *Phys. Rev. Lett.* 65, 1697–1700. (doi:10.1103/PhysRevLett.65.1697)
43. Koike T, Okudaira Y. 2010 Time complexity and gate complexity. *Phys. Rev. A* **82**, 042305. (doi:10.1103/PhysRevA.82.042305)

44. Takahashi K. 2013 Transitionless quantum driving for spin systems. *Phys. Rev. E* **87**, 062117. (doi:10.1103/PhysRevE.87.062117)

45. Takahashi K. 2013 How fast and robust is the quantum adiabatic passage? *J. Phys. A: Math. Theor.* **46**, 315304. (doi:10.1088/1751-8113/46/31/315304)

46. Takahashi K. 2015 Unitary deformations of counterdiabatic driving. *Phys. Rev. A* **91**, 042115. (doi:10.1103/PhysRevA.91.042115)

47. Takahashi K, Ohzeki M. 2016 Conflict between fastest relaxation of a Markov process and detailed balance condition. *Phys. Rev. E* **93**, 012129. (doi:10.1103/PhysRevE.93.012129)

48. Takahashi K. 2019 Hamiltonian engineering for adiabatic quantum computation: lessons from shortcuts to adiabaticity. *J. Phys. Soc. Jpn.* **88**, 061002. (doi:10.7566/JPSJ.88.061002)

49. Demirplak M, Rice SA. 2003 Adiabatic population transfer with control fields. *J. Phys. Chem.* **A** **107**, 9937–9945. (doi:10.1021/jp030708a)

50. Demirplak M, Rice SA. 2005 Assisted adiabatic passage revisited. *J. Phys. Chem. B* **109**, 6838–6844. (doi:10.1021/jp040647w)

51. Berry MV. 2009 Transitionless quantum driving. *J. Phys. A: Math. Theor.* **42**, 365303. (doi:10.1088/1751-8113/42/36/365303)

52. Lewis HR, Riesenfeld WB. 1969 An exact quantum theory of the time-dependent harmonic oscillator and of a charged particle in a time-dependent electromagnetic field. *J. Math. Phys.* **10**, 1458–1473. (doi:10.1063/1.1664991)

53. Chen X, Ruschhaupt A, Guéry-Odelin D, Muga JG. 2010 Fast optimal frictionless atom cooling in harmonic traps: shortcut to adiabaticity. *Phys. Rev. Lett.* **104**, 063002. (doi:10.1103/PhysRevLett.104.063002)

54. Masuda S, Nakamura K. 2008 Fast-forward problem in quantum mechanics. *Phys. Rev. A* **78**, 062108. (doi:10.1103/PhysRevA.78.062108)

55. Takahashi K. 2017 Shortcuts to adiabaticity for quantum annealing. *Phys. Rev. A* **95**, 012309. (doi:10.1103/PhysRevA.95.012309)

56. Hatomura T. 2017 Shortcuts to adiabaticity in the infinite-range Ising model by mean-field counter-diabatic driving. *J. Phys. Soc. Jpn.* **86**, 094002. (doi:10.7566/JPSJ.86.094002)

57. Bason MG *et al.* 2012 High-fidelity quantum driving. *Nat. Phys.* **8**, 147–152. (doi:10.1038/nphys2170)

58. Fasihi MA, Wan Y, Nakahara M. 2012 Non-adiabatic fast control of mixed states based on Lewis–Riesenfeld invariant. *J. Phys. Soc. Jpn.* **81**, 024007. (doi:10.1143/JPSJ.81.024007)

59. Guéry-Odelin D, Ruschhaupt A, Kiely A, Torrontegui E, Martinez-Garaot S, Muga JG. 2019 Shortcuts to adiabaticity: concepts, methods, and applications. *Rev. Mod. Phys.* **91**, 045001. (doi:10.1103/RevModPhys.91.045001)

60. Kirillova E, Hoch T, Spindler K. 2008 Optimal control of a spin system acting on a single quantum bit. *WSEAS Trans. Math.* **7**, 687.

61. Lapert M, Zhang Y, Braun M, Glaser SJ, Sugny D. 2010 Singular extremals for the time-optimal control of dissipative spin 12 particles. *Phys. Rev. Lett.* **104**, 083001. (doi:10.1103/PhysRevLett.104.083001)

62. Zhang Y, Lapert M, Sugny D, Braun M, Glaser SJ. 2011 Time-optimal control of spin 1/2 particles in the presence of radiation damping and relaxation. *J. Chem. Phys.* **134**, 054103. (doi:10.1063/1.3543796)

63. Boozer AD. 2012 Time-optimal synthesis of SU(2) transformations for a spin-1/2 system. *Phys. Rev. A* **85**, 012317. (doi:10.1103/PhysRevA.85.012317)

64. Garon A, Glaser SJ, Sugny D. 2013 Time-optimal control of SU(2) quantum operations. *Phys. Rev. A* **88**, 043422. (doi:10.1103/PhysRevA.88.043422)

65. Hegerfeldt GC. 2013 Driving at the quantum speed limit: optimal control of a two-level system. *Phys. Rev. Lett.* **111**, 260501. (doi:10.1103/PhysRevLett.111.260501)

66. Avinadav C, Fischer R, London P, Gershoni D. 2014 Time-optimal universal control of two-level systems under strong driving. *Phys. Rev. B* **89**, 245311. (doi:10.1103/PhysRevB.89.245311)

67. Romano R. 2014 Geometric analysis of minimum-time trajectories for a two-level quantum system. *Phys. Rev. A* **90**, 062302. (doi:10.1103/PhysRevA.90.062302)

68. Albertini F, D’Alessandro D. 2015 Minimum time optimal synthesis for two level quantum systems. *J. Math. Phys.* **56**, 012106. (doi:10.1063/1.4906137)
69. Boscaïn U, Sigalotti M, Sugny D. 2021 Introduction to the Pontryagin maximum principle for quantum optimal control. *Phys. Rev. X Quantum* 2, 030203. (doi:10.1103/PRXQuantum.2.030203)

70. Geng J, Wu Y, Wang X, Xu K, Shi F, Xie Y, Rong X, Du J. 2016 Experimental time-optimal universal control of spin qubits in solids. *Phys. Rev. Lett.* 117, 170501. See also Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevLett.117.170501. (doi:10.1103/PhysRevLett.117.170501)

71. Kelly HJ. 1964 A transformation approach to singular subarcs in optimal trajectory and control problems. *SIAM J. Control* 2, 234–140. (doi:10.1137/0302021)

72. Robbins HM. 1967 A generalized Legendre-Clebsch condition for the singular cases of optimal control. *IBM J. Res. Devel.* 11, 361–372. (doi:10.1147/rd.114.0361)

73. Wang X, Allegro M, Jacobs K, Lloyd S, Lupo C, Mohseni M. 2015 Quantum brachistochrone curves as geodesics: obtaining accurate minimum-time protocols for the control of quantum systems. *Phys. Rev. Lett.* 114, 170501. (doi:10.1103/PhysRevLett.114.170501)

74. Nielsen MA, Dowling MR, Gu M, Doherty AC. 2006 Quantum computation as geometry. *Science* 311, 1133–1135. (doi:10.1126/science.1121541)

75. Nielsen MA, Dowling MR, Gu M, Doherty AC. 2006 Optimal control, geometry, and quantum computing. *Phys. Rev. A* 73, 062323. (doi:10.1103/PhysRevA.73.062323)

76. Montgomery R. 2002 *A tour of Subriemannian geometries, their geodesics and applications*. Providence, RI: American Mathematical Society.

77. Morzhin OV, Pechen AN. 2019 Krotov method for optimal control of closed quantum systems. *Russ. Math. Surv.* 74, 851–908. (doi:10.1070/RM9835)

78. Brody DC, Hook DW. 2006 On optimum Hamiltonians for state transformations. *J. Phys. A* 29, L167–L170. (doi:10.1088/0305-4470/39/11/L02)

79. Borras A, Zander C, Plastino AR, Casas M, Plastino A. 2008 Entanglement and the quantum brachistochrone problem. *EPL* 81, 30007. (doi:10.1209/0295-5075/81/30007)

80. Borras A, Plastino AR, Casas M, Plastino A. 2008 Quantum brachistochrone evolution of systems of two identical particles: the role of entanglement. *Phys. Rev. A* 78, 052104. (doi:10.1103/PhysRevA.78.052104)

81. Zhao BK, Deng FG, Zhang FS, Zhou HY. 2009 Genuine tripartite entanglement in quantum brachistochrone evolution of a three-qubit system. *Phys. Rev. A* 80, 052106. (doi:10.1103/PhysRevA.80.052106)

82. Zhao BK, Lu JB. 2012 Quantum and classical correlations in quantum brachistochrone evolution. *EPL* 100, 50002. (doi:10.1209/0295-5075/100/50002)

83. Zander C, Borras A, Plastino AR, Plastino, A. 2013 Entanglement and the speed of evolution of two interacting qubits. *J. Phys. A: Math. Theor.* 46, 095302. (doi:10.1088/1751-8113/46/9/095302)

84. Zhao BK, Zhao SX. 2016 Concentration effect of quantum and classical correlations during quantum brachistochrone evolution. *Int. J. Theor. Phys.* 55, 1695–1705. (doi:10.1007/s10773-015-2807-8)

85. Poggi PM, Lombardo FC, Wisniacki DA. 2013 Quantum speed limit and optimal evolution time in a two-level system. *EPL* 104, 40005. (doi:10.1209/0295-5075/104/40005)

86. Kadowaki T, Nishimori H. 1998 Quantum annealing in the transverse Ising model. *Phys. Rev. E* 58, 5355–5363. (doi:10.1103/PhysRevE.58.5355)

87. Farhi E, Goldstone J, Gutmann S, Sipser M. 2000 Quantum computation by adiabatic evolution. (https://arxiv.org/abs/quant-ph/0001010)

88. Bender CM, Boettcher S. 1998 Real spectra in non-Hermitian Hamiltonians having \(\mathcal{PT}\) symmetry. *Phys. Rev. Lett.* 80, 5243–5246. (doi:10.1103/PhysRevLett.80.5243)

89. Bender CM, Brody DC, Jones HF, Meister BK. 2007 Faster than Hermitian quantum mechanics. *Phys. Rev. Lett.* 98, 040403. (doi:10.1103/PhysRevLett.98.040403)

90. Mostafazadeh A. 2007 Quantum brachistochrone problem and the geometry of the state space in pseudo-Hermitian quantum mechanics. *Standard quantum limit. Phys. Rev. Lett.* 99, 130502. (doi:10.1103/PhysRevLett.99.130502)

91. Günther U, Samsonov B. 2008 Naimark-dilated \(\mathcal{PT}\)-symmetric brachistochrone. *Phys. Rev. Lett.* 101, 230404. (doi:10.1103/PhysRevLett.101.230404)