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Abstract: We study the quantum group deformation of the Lorentzian EPRL spin-foam model. The construction uses the harmonic analysis on the quantum Lorentz group. We show that the quantum group spin-foam model so defined is free of the infra-red divergence, thus gives a finite partition function on a fixed triangulation. We expect this quantum group spin-foam model is a spin-foam quantization of discrete gravity with a cosmological constant.
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1 Introduction

Loop Quantum Gravity (LQG) is an attempt to make a background independent, non-perturbative quantization of 4-dimensional General Relativity (GR) – for reviews, see [1–3]. It is inspired by the classical formulation of GR as a dynamical theory of connections. Starting from this formulation, the kinematics of LQG is well-studied and results in a successful kinematical framework (see the corresponding chapters in the books [1]), which is also unique in a certain sense [5]. However, the framework of the dynamics in LQG is still largely open so far. There are two main approaches to the dynamics of LQG, they are (1) the Operator formalism of LQG, which follows the spirit of Dirac quantization or reduced phase space quantization of constrained dynamical system, and performs a canonical quantization of GR [6]; (2) the Path integral formulation of LQG, which is currently understood in terms of the Spin-foam Models (SFMs) [3, 7–10]. The relation between these two approaches is well-understood in the case of 3-dimensional gravity [11], while for 4-dimensional gravity, the situation is much more complicated and there are some attempts [12] for relating these two approaches.

The present article is concerning the framework of spin-foam models. The current spin-foam models for quantum gravity are mostly inspired by the 4-dimensional Plebanski formulation of GR [13] (Plebanski-Holst formulation by including the Barbero-Immirzi parameter $\gamma$), which is a BF theory constrained by the condition that the $B$ field should be “simple” i.e. there is a tetrad field $e^I$ such that $B = *(e \wedge e)$. Currently one of the successful spin-foam model for Lorentzian signature is the EPRL spin-foam model defined in [8], whose implementation of simplicity constraint is understood in the sense of [14]. The semiclassical limit of EPRL spin-foam model is shown to be well-behaved in the sense of [15].

However the EPRL model, as well as all the other spin-foam models defined with a classical group, suffer the problem of infra-red divergence, i.e. their full spin-foam amplitudes are always divergent because of the sum over face spins $j_f$, which takes values from zero to infinity. It is expected that this infra-red divergence will be regularized if we deform the spin-foam model from a classical group to a quantum group (see [16] for an introduction of quantum group). For 3-dimensional gravity, the Turaev-Viro model [17] is a deformation of the Ponzano-Regge model [18] by the quantum group $U_q(\mathfrak{su}_2)$ ($q$ is a root of unity). The partition function of the Turaev-Viro model are finite and defines some invariants of 3-manifolds, because there is a quantum group cut-off of the admissible spin $j_f$ on each face. Moreover, the semiclassical limit of Turaev-Viro amplitude gives the 3-dimensional Regge action with a cosmological constant [19]. In 4-dimensions, the Crane-Yetter spin-foam model [20] is a deformation of 4-dimensional SU(2) BF theory (the Ooguri model [21]) by $U_q(\mathfrak{su}_2)$ ($q$ is a root of unity). Similar to 3-dimensional case, the partition function
of the Crane-Yetter model is finite and defines a topological invariant of 4-manifolds [22]. Moreover the Crane-Yetter partition function is also the partition function of 4-dimensional SU(2) BF theory with a cosmological constant.

The lessons from 3-dimensional gravity and 4-dimensional topological field theory suggest that the quantum group deformation of 4-dimensional spin-foam models for quantum gravity will hopefully gives a finite partition function, which can be considered as a spin-foam model for quantum gravity with a cosmological constant. And it is also interesting to study the deformation of the Lorentzian spin-foam models by the non-compact quantum group $U_q(sl_2\mathbb{C})$ (quantum Lorentz group [23]). There are early pioneer works for $q$-deformed LQG [24]. There are also an early investigation about the deformation of Barrett-Crane model by the quantum Lorentz group [25], where it is shown the deformation gave a finite spin-foam partition function.

In the present article, we study the deformation of the Lorentzian EPRL spin-foam model by the quantum Lorentz group $U_q(sl_2\mathbb{C})$. Finally we will show that thus a deformation gives a finite spin-foam partition function. This work are motivated by the fact that the Lorentzian EPRL model has well-behaved semiclassical asymptotics in the sense of [15], thus there is a good chance for us to obtain a quantum group spin-foam model whose semiclassical limit recovers the discrete gravity with a cosmological constant (see the open problem No.16 in the first reference of [3]).

Here is an outline of the article:

In Section 2 and Section 3, we review the facts about the compact quantum group $U_q(su_2)$ and the (non-compact) quantum Lorentz group $U_q(sl_2\mathbb{C})$. We also review the results about the harmonic analysis on the quantum Lorentz group [26], which is the main mathematical tool for the present work.

In Section 4, we define a quantum group deformation of the Lorentzian EPRL intertwiner (quantum group relativistic intertwiner), which gives a well-defined $U_q(sl_2\mathbb{C})$ intertwiner.

In Section 5, we define a quantum group Lorentzian vertex amplitude, which is considered as a quantum group deformation of the Lorentzian EPRL vertex amplitude. And we show the finiteness of this $q$-Lorentzian vertex amplitude.

In Section 6, we write down a finite partition function for a spin-foam model with quantum Lorentz group.

## 2 Compact Quantum Group $U_q(su_2)$

First of all, we introduce some conventions and notations. We define a real deformation parameter $q = e^{-\omega} \in ]0,1[.$ The quantum groups recover the corresponding classical groups as $q \to 1$ or $\omega \to 0$. Given an complex number $z \in \mathbb{C}$, the deformed $q$-number $[z]$ is defined by

$$[z] = \frac{q^z-q^{-z}}{q-q^{-1}}$$

(2.1)

As $q \to 1$, the deformed number recovers its classical limit, i.e. $\lim_{q \to 1} [z] = z$. For any non-negative integer $n$, we can define the deformed factorials

$$[0]! = 1 \quad [n]! := [1][2]\cdots[n]$$

(2.2)

We recall the definition of the quantum group $U_q(su_2)$ and review the basic facts about $U_q(su_2)$ (see [16] for details. We follow the conventions and notations of [26])

The quantum group $U_q(su_2)$ is the universal enveloping algebra generated by four generators $q^\pm J_z$ and $J_\pm$ with the algebraic relations

$$q^{\pm J_z}q^{\mp J_z} = 1 \quad q^{J_+}J_-q^{-J_+} = q^{J_-}J_+ \quad [J_+, J_-] = \frac{q^{2J_z} - q^{-2J_z}}{q-q^{-1}}$$

(2.3)

The comultiplication $\Delta : U_q(su_2) \to U_q(su_2) \otimes U_q(su_2)$, as an algebra morphism, is defined by

$$\Delta(q^{\pm J_z}) = q^{\pm J_z} \otimes q^{\pm J_z} \quad \Delta(J_\pm) = q^{-J_\pm} \otimes J_\pm + J_\pm \otimes q^{J_\pm}$$

(2.4)
The counit $\varepsilon : U_q(\mathfrak{su}_2) \to \mathbb{C}$, as an algebra morphism, is defined by

$$\varepsilon(J_\pm) = 0 \quad \varepsilon(q^{\pm J_z}) = 1 \quad (2.5)$$

The antipode $S : U_q(\mathfrak{su}_2) \to U_q(\mathfrak{su}_2)^{op \ cop}$, as a bialgebra morphism, is defined by

$$S(J_+) = -J_+q^{-2J_z} \quad S(J_-) = -q^{2J_z}J_- \quad S(q^{\pm J_z}) = q^{\mp J_z} \quad (2.6)$$

Moreover there is a $*$-structure

$$(q^{J_z})^* = q^{J_z} \quad J_\pm^* = q^{\mp 1}J_\mp \quad (2.7)$$

As $q \to 1$, the quantum group $U_q(\mathfrak{su}_2)$ recovers the universal enveloping algebra $U(\mathfrak{su}_2)$ [16].

One can immediately check from the definition of the antipode that for all $x \in U_q(\mathfrak{su}_2)$

$$S^2(x) = q^{2J_z}xq^{-2J_z} \quad (2.8)$$

The quantum group $U_q(\mathfrak{su}_2)$ is a ribbon quasi-triangular Hopf algebra. A quasi-triangular Hopf algebra $A$ has an extra structure which is an invertible element $R \in A \otimes A$ satisfying some conditions [16]. $R$ is called a universal R-matrix.

Let’s write $R = \sum a_i \otimes b_i$, then the element $u = \sum_i S(b_i)a_i$ is invertible, its inverse $u^{-1} = \sum_i S^{-2}(b_i)a_i$ (assuming the antipode is invertible). Then we have for all $x \in A$

$$S^2(x) = u x u^{-1} \quad \Delta(x) = (u \otimes u)(R_{21}R)^{-1} = (R_{21}R)^{-1}(u \otimes u) \quad (2.9)$$

A quasi-triangular Hopf algebra $A$ is a ribbon Hopf $*$-algebra, if and only if there exists an invertible central element $\theta$ such that

$$\Delta(\theta) = (R_{21}R)^{-1}(\theta \otimes \theta) \quad \varepsilon(\theta) = 1 \quad S(\theta) = \theta \quad (2.10)$$

A useful element $\mu$ is defined by $\mu = \theta^{-1}u$, it will be used to define the quantum trace, as will be seen later. For the quantum group $U_q(\mathfrak{su}_2)$, the universal R-matrix is given by

$$R = q^{2J_z \otimes J_z} e^{(q-q^{-1})(q^{2J_z}J_+ \otimes J_- - J_+q^{-2J_z})} \quad \text{where} \quad e_\alpha^\perp = \sum_{k=0}^{-\infty} \frac{\phi(k-1)}{\alpha} \frac{z^k}{[k]_{\alpha}!} \quad (2.11)$$

and the central element $\theta$ and the element $\mu$ is given by

$$\theta = q^{C_q} \quad \mu = q^{2J_z} \quad (2.12)$$

where $C_q$ is the quantum Casimir element which will equal $-2K(K+1)$ on the unitary irreps of $U_q(\mathfrak{su}_2)$.

The unitary representations of $U_q(\mathfrak{su}_2)$ are completely reducible, and unitary irreps are completely classified by a couple $(\omega,K) \in \{1,-1\} \times \frac{1}{2}\mathbb{N}$. The appearance of $\omega$ comes from the existence of the automorphism $\tau_{\omega}$ of $U_q(\mathfrak{su}_2)$ defined by $\tau_{\omega}(q^{J_z}) = \omega q^{J_z}$, $\tau_{\omega}(J_+) = \omega^2 J_+$ and $\tau_{\omega}(J_-) = J_-$, which doesn’t have classical counterpart. In the following we only consider the unitary irreps with $\omega = 1$. We denote by $Irr(U_q(\mathfrak{su}_2))$ the set of all equivalent classes of unitary irreps with $\omega = 1$. Each of the unitary irreps $\pi^K \in Irr(U_q(\mathfrak{su}_2))$ is labeled by a negative half-integer $K$ (a spin). The carrier space is denoted by $V_K$ which has dimension $2K+1$. The representation of $U_q(\mathfrak{su}_2)$ on $V_K$ is given concretely by

$$\pi^K(q^{J_z}) e^K_m = q^m e^K_m \quad \pi^K(J_\pm) e^K_m = q^{\mp 1/2} \sqrt{|K \pm m + 1||K \mp m|} e^K_m \quad (2.13)$$

$^1$ $H^{op}$ is the “opposite” Hopf algebra defined by reversing the multiplication of $H$, while $H^{cop}$ is the “coopposite” Hopf algebra defined by reversing the comultiplication of $H$.

$^2$ The R-matrix and the $\theta$ center are defined because $U_q(\mathfrak{su}_2)$ is defined as a topological Hopf algebra, see [16] for precise discussion.
where $e^K_m (m = -K, \ldots, K)$ is the canonical basis. Given $M \in End(V_K)$, the quantum trace $\text{tr}_q(M)$ is defined by $\text{tr}_q(M) = \text{tr}_{V_1}(\mu^{-1}M)$. The definition of quantum trace is important for the proper definition of quantum group characters. In particular the q-dimension is given by $|d_K| = \text{tr}_q(1) = [2K + 1]$.

We have the Clebsch-Gordan decomposition of the tensor product representations, as the case of classical $SU(2)$ group

$$\pi^I \otimes \pi^J = \bigotimes_{K=|I-J|}^{I+J} \pi^K$$

(2.14)

For any three unitary irreps $\pi^I, \pi^J, \pi^K$, we define the Clebsch-Gordan maps $\psi^K_{IJ} \in \text{Hom}(V_I \otimes V_J, V_K)$ and $\phi^K_{IJ} \in \text{Hom}(V_K, V_I \otimes V_J)$. We define a function $Y(I, J, K)$

$$Y(I, J, K) = 1 \text{ if } I + J - K, J + K - I, K + I - J \in \mathbb{Z}^+$$

$$Y(I, J, K) = 0 \text{ otherwise} \quad (2.15)$$

When $Y(I, J, K) = 0$, we have $\phi^K_{IJ} = 0$. When $Y(I, J, K) \neq 0$, $\psi^K_{IJ}, \phi^K_{IJ}$ are nonzero and defined by the quantum Clebsch-Gordan coefficients:

$$\phi^K_{IJ}(e^K_c) = \sum_{a,b} (a \ b \ I \ J \ c) e^K_a \otimes e^K_b \quad \psi^K_{IJ}(e^K_c) = \sum_{c} (c \ I \ J \ a \ b) e^K_c$$

(2.16)

The detailed properties of the quantum Clebsch-Gordan coefficients is summarized in [26].

We define the linear forms $u^K_{ab} = \langle e^K_c | \pi^K(\cdot) | e^K_b \rangle$, from which we obtain a Hopf $\ast$-algebra $\text{Pol}(U_q(\mathfrak{su}_2))$ of the polynomial functions on the quantum group $U_q(\mathfrak{su}_2)$.

The polynomial algebra $\text{Pol}(U_q(\mathfrak{su}_2))$ over $U_q(\mathfrak{su}_2)$ is a Hopf $\ast$-algebra linearly spanned by $\{u^K_{ab}\}_{I \leq I, a,b=-I,-I+1, \ldots, I}$, with the following algebraic relations

$$u^I_{ab} u^J_{cd} = \sum_K \phi^K_{IJ} u^K_{bc} \psi^K_{IJ} \quad \text{which implies} \quad R^I_{12} u^I_{ab} u^J_{cd} = u^I_{ab} u^J_{cd} R^I_{12}$$

$$\Delta(u^K_{ab}) = \sum_c u^K_{ac} \otimes u^K_{cb}$$

$$\epsilon(u^K_{ab}) = \delta_{ab} \quad \eta(1) = u^0$$

$$S(u^K_{ab}) = \sum_{c,d} u^K_{ac} u^K_{da} u^K_{dc}^{-1} \quad \text{where} \quad u^K_{ab} = \delta_{a,-b} q^a (-1)^{K-a}$$

$$S(u^K_{ab})^\ast = S(u^K_{ba}) \quad \text{i.e.} \quad u^K(u^K)^\ast = u^K(u^K)^\dagger = 1$$

(2.17)

All the above algebraic relations realize that $\text{Pol}(U_q(\mathfrak{su}_2))$ is the dual Hopf $\ast$-algebra of $U_q(\mathfrak{su}_2)$.

$\text{Pol}(U_q(\mathfrak{su}_2))$ can equivalently be defined by the enveloping algebra of the matrix elements of $u^{1/2}$, with the above algebraic relations. More explicitly, $\text{Pol}(U_q(\mathfrak{su}_2))$ is the Hopf $\ast$-algebra generated by the elements of

$$u^{1/2} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

(2.18)

satisfying the relations

$$qab = ba \quad qac = ca \quad qbd = db \quad qcd = dc$$

$$bc = cb \quad ad - da = (q^{-1} - q)bc \quad ad - q^{-1}bc = 1$$

$$\Delta(a) = a \otimes a + b \otimes c \quad \Delta(b) = b \otimes d + a \otimes b \quad \Delta(c) = c \otimes a + d \otimes c \quad \Delta(d) = d \otimes d + c \otimes b$$

$$a^\ast = d \quad d^\ast = a \quad b^\ast = -q^{-1}c \quad c^\ast = -qb \quad S(u^{1/2}_{ab}) = (u^{1/2}_{ba})^\ast$$

(2.19)

In addition, we can define a norm on $\text{Pol}(U_q(\mathfrak{su}_2))$ by

$$||x|| := \sup_{\pi} ||\pi(x)|| \quad \forall \ x \in \text{Pol}(U_q(\mathfrak{su}_2))$$

(2.20)
where the supremum is taken over all unitary representations of \( \text{Pol}(U_q(\mathfrak{su}_2)) \). After the completion of \( \text{Pol}(U_q(\mathfrak{su}_2)) \) with this norm, we obtain a unital \( C^* \)-algebra which contains the Hopf \( * \)-algebra \( \text{Pol}(U_q(\mathfrak{su}_2)) \) as a dense domain. We denote the resulting \( C^* \)-algebra by \( \text{SU}_q(2) \), which is a example of compact matrix quantum group defined by Woronowicz [27].

Given a Hopf \( * \)-algebra \( A \), a right invariant integral \( h_R \) (or, left invariant integral \( h_L \) of \( A \) is a element in the dual Hopf algebra \( A^* \), satisfying

\[
(h_R \otimes \text{id}) \Delta = \eta \circ h_R \quad \text{or} \quad (\text{id} \otimes h_L) \Delta = \eta \circ h_L
\]

\[
h_R(a^*) = \overline{h_R(a)} \quad \text{or} \quad h_L(a^*) = \overline{h_L(a)} \quad \forall a \in A
\]

(2.21)

For any compact quantum group, there exists a unique positive, normalized, left and right invariant integral, namely a Haar integral [27]. For \( \text{SU}_q(2) \), it is defined explicitly by

\[ h_{\text{SU}_q(2)}(u_{ab}^K) = \delta_{K,0}. \]

(2.22)

3 Quantum Lorentz Group

Here we collect some basic facts about the quantum Lorentz group \( U_q(\mathfrak{sl}_2\mathbb{C}) \) with \( q = e^{-\omega} \in ]0,1[ \) and its harmonic analysis, see [23, 26] for details. We follow the same convention as [26].

The quantum deformation of the \( \mathfrak{sl}_2\mathbb{C} \) enveloping algebra can be constructed via a quantum double of \( U_q(\mathfrak{su}_2) \), i.e.

\[ U_q(\mathfrak{sl}_2\mathbb{C}) := U_q(\mathfrak{su}_2) \otimes \text{Pol}(U_q(\mathfrak{su}_2))^{\text{cop}} \]

(3.1)

where \( \otimes \) means that the \( U_q(\mathfrak{su}_2) \otimes 1 \) and \( 1 \otimes \text{Pol}(U_q(\mathfrak{su}_2))^{\text{cop}} \) don’t commutative. See e.g. [16] for a detailed introduction for quantum double and the construction of universal R-matrix.

The unitary irreps of \( U_q(\mathfrak{sl}_2\mathbb{C}) \) is classified in [28] (see also [26]). Here we only consider the principle series, which involves in the Plancherel theorem. The unitary irreps in the principle series are classified by a pair of numbers \( \alpha \in [\pi, \frac{\pi}{2} - \frac{\pi}{2}] \equiv \vartheta \). We denote a principle series unitary irrep by \( \hat{\vartheta} \) and its carrier Hilbert space by \( \hat{V} \). \( \hat{V} \) is infinite dimensional and completely reducible with respect to the subalgebra generated by the \( U_q(\mathfrak{su}_2) \) generators \( J_\pm, q^{J_z} \), i.e.

\[ \hat{V} = \bigoplus_{k=-\frac{1}{2}}^\infty \hat{V}^k \]

(3.2)

where \( \hat{V} \) is the carrier space for the \( U_q(\mathfrak{su}_2) \) unitary irrep labeled by the spin \( I \).

One could define the space of the quantum analogue of functions on \( U_q(\mathfrak{sl}_2\mathbb{C}) \) “vanishing at infinity”. Let’s consider a dual space of \( U_q(\mathfrak{sl}_2\mathbb{C}) \), which is \( U_q(\mathfrak{su}_2)^* \otimes \text{Pol}(U_q(\mathfrak{su}_2))^*^{\text{cop}} \). We define a dual basis \( \{ \hat{E}_i^J \} \) in \( \text{Pol}(U_q(\mathfrak{su}_2))^*^{\text{cop}} \) such that

\[ < \hat{E}_i^J, u_n^m > = \hat{E}_i^J(u_n^m) = \delta_{iJ} \delta_n^i \delta_j^m \]

(3.3)

where we denote \( u_j^J \equiv u_{ji}^J \). The multiplication between \( \hat{E}_i^J \) is dual to the comultiplication of \( \hat{u}_j^J \), so we can derive the following *-algebra structure

\[ \hat{E}_i^J \hat{E}_s^r = \delta_{iJ} \delta_{rs} \hat{E}_s^r \quad (\hat{E}_i^J)^* = \hat{E}_i^{-J} \]

(3.4)

which shows that the algebra generated by \( \hat{E}_i^J \) is isomorphic to the *-algebra \( \oplus_{I \in \mathbb{N}/2} \text{Mat}_{2I+1}(\mathbb{C}) \). It turns out that the elements in \( \oplus_{I \in \mathbb{N}/2} \text{Mat}_{2I+1}(\mathbb{C}) \) are the quantum analogs of compact supported functions on the quantum hyperboloid \( \text{AN}_q \), i.e.

\[ \text{Fun}_c(\text{AN}_q) = \oplus_{I \in \mathbb{N}/2} \text{Mat}_{2I+1}(\mathbb{C}) \]

(3.5)
Note that this algebra has no unit element. One can endow this $\text{Fun}_c(AN_\eta)$ a $C^*$-norm by $||\oplus_I a_I|| := \sup_I ||a_I||$ where $||a_I||$ is the usual supremum norm for finite dimensional matrix. The $C^*$ algebra $\text{Fun}_0(AN_\eta)$, whose elements are the quantum analogs of functions vanishing at infinity, is defined by a completion of $\text{Fun}_c(AN_\eta) = \oplus_{I\in \mathbb{Z}} \text{Mat}_{2I+1}(\mathbb{C})$.

On the other hand, the comultiplication between $E_j^i$ can be computed by duality, which reads
\[
\Delta(E_j^i) = \sum_{I,J,K} \begin{pmatrix} n & s \\ J & K \end{pmatrix} \begin{pmatrix} i & J \\ J & m \end{pmatrix} E_n^m \otimes E_s^r
\]
This comultiplication should be understood as the follows: $\text{Fun}_c(AN_\eta)$ is endowed with a multiplier Hopf algebra [29], whose comultiplication $\Delta$
\[
\Delta: \text{Fun}_c(AN_\eta) \to M(\text{Fun}_c(AN_\eta) \otimes \text{Fun}_c(AN_\eta))
\]
where $M(A)$ denote the algebra of multipliers of $A$. It is a consequence from the fact that we are considering a noncompact quantum group, $\text{Fun}_c(AN_\eta)$ doesn’t have a unit element. Therefore the infinite sum in Eq.(3.6) should be understood in the sense of a multiplier.

up to this point we endow $\text{Pol}(U_q(\mathfrak{su}_2))$ a different $*$-structure. We denote it by $\text{Pol}(U_q(\mathfrak{su}_2)')$ the new $*$-algebra, and denote the previous $E_j^i$ by $k_j^i$ as the basis of $\text{Pol}(U_q(\mathfrak{su}_2)')$, while the new involution is defined by
\[
(k_j^i)^* = S^{-1}(k_j^i)
\]
Therefore we define the normed $*$-algebra
\[
\text{Fun}_c(U_q(\mathfrak{su}_2)) := \text{Pol}(U_q(\mathfrak{su}_2)') \otimes \text{Fun}_c(AN_\eta)
\]
and the $C^*$-algebra
\[
\text{Fun}_0(U_q(\mathfrak{su}_2)) := \text{Fun}(U_q(\mathfrak{su}_2)') \otimes \text{Fun}_0(AN_\eta)
\]
whose basis is denoted by
\[
\left\{ k_j^i \otimes E_k^i \right\}_{I,J,K \in \mathbb{Z}; \ i,j \in \{-J-1\}; \ k,i \in \{-J-J\}}
\]
Moreover $\text{Fun}_c(U_q(\mathfrak{su}_2))$ is endowed with the structure of multiplier Hopf algebra, while its coalgebra structure on $\text{Pol}(U_q(\mathfrak{su}_2)') \otimes \text{Fun}_c(AN_\eta)$ has to be twisted, since it is dual to a quantum double. The detailed multiplier Hopf algebra structure of $\text{Fun}_c(U_q(\mathfrak{su}_2))$ is shown in [23, 26]. We denote $\text{Fun}(U_q(\mathfrak{su}_2))$ the set of affiliated elements to $\text{Fun}_0(U_q(\mathfrak{su}_2))$\(^3\). We have
\[
\text{Fun}(U_q(\mathfrak{su}_2)) = \prod_{I \in \mathbb{Z}} \text{Fun}(U_q(\mathfrak{su}_2)) \otimes \text{Mat}_{2I+1}(\mathbb{C})
\]
Here $\text{Fun}(AN_\eta) := \prod_{I \in \mathbb{Z}} \text{Mat}_{2I+1}(\mathbb{C})$, whose elements are sequences $(a_I)_{I \in \mathbb{Z}}$. They defines the left multipliers of $\text{Fun}_0(AN_\eta)$ by the definition $(a_I)_{I \in \mathbb{Z}} := \oplus_I a_I b_I$. $\text{Fun}(AN_\eta) := \prod_{I \in \mathbb{Z}} \text{Mat}_{2I+1}(\mathbb{C})$ is a Hopf $*$-algebra by the relations
\[
(a_I)(b_I) = (a_I b_I) \quad \Delta(a_I) = (\phi_{IJ}^I a_I \psi_{JK}^I)_{J,K} \quad (a_I)^* = (a_I^*) \quad \eta(1) = (1_I)_I
\]
where $1_I$ is the $2I + 1$ identity matrix.

\(^3\)Heuristically speaking, given a $C^*$ algebra $A$, a linear operator $T: A \to A$ is a element affiliated to $A$, if the bounded functions of $T$ are bounded multipliers.
Fun\(_c(AN_q)\) admits a right invariant integral defined by

\[ h_{AN_c}(E^t_j) = [d_j]^{I-1}_j \]  

(3.14)

Then the left and right invariant Haar integral of Fun\(_c(U_q(\mathfrak{sl}_2\mathbb{C}))\) is given by \( h = h_{SU_q(2)} \otimes h_{AN_c} \) and

\[ h(k^j_1 \otimes E^t_j) = \delta_{1,0}[d_j]^{I-1}_j \]  

(3.15)

With this Haar integral and the *-structure on Fun\(_c(U_q(\mathfrak{sl}_2\mathbb{C}))\), we can define the \( L^2 \) inner product for any two elements in Fun\(_c(U_q(\mathfrak{sl}_2\mathbb{C}))\) and obtain a Hilbert space \( L^2(U_q(\mathfrak{sl}_2\mathbb{C})) \) after completion.

The dual Fun\(_c(U_q(\mathfrak{sl}_2\mathbb{C}))^*\) is denoted by \( \tilde{U}_q(\mathfrak{sl}_2\mathbb{C})\)\(^4\), which is also endowed with a multiplier Hopf algebra structure. Define the dual basis \( x^A = \tilde{X}^a_1 \otimes g^a_1 \) in \( \tilde{U}_q(\mathfrak{sl}_2\mathbb{C})\), dual to the basis \( x_A = k^j_1 \otimes \tilde{E}^t_j \) in Fun\(_c(U_q(\mathfrak{sl}_2\mathbb{C}))\), with the duality bracket

\[ \langle \tilde{X}^a_1 \otimes g^a_1 | \tilde{X}^c_1 \otimes g^c_1 \rangle := \delta^{a_1,b_1} \delta^{a_2,b_2} \delta^{A_1,B_1} \delta^{A_2,B_2} \delta^{c_1,d_1} \delta^{c_2,d_2} \]  

(3.16)

Given a principle unitary irrep \( \tilde{\Pi} \) labeled by \( \alpha = (m, \rho) \), one can uniquely associate a unique representation \( \tilde{\alpha} \)

\[ \langle \tilde{\alpha} \ | \tilde{\Pi} (\cdot) \ | \tilde{\alpha'} \rangle = \sum_{C,D} \Lambda^{CD}_{AB}(\tilde{\alpha}) \left( \begin{array}{c} a' \cr A \cr D \end{array} \right) \left( \begin{array}{c} b' \cr B \cr d \end{array} \right) \Lambda^{BC}_{CD}(\alpha) \left( \begin{array}{c} a \cr A \cr D \end{array} \right) \left( \begin{array}{c} b \cr B \cr d \end{array} \right) \Lambda^{CA}_{AC}(\alpha) \]  

(3.18)

where \( C_A \) denotes the canonical basis for the \( U_q(\mathfrak{su}_2) \) irreps. \( \Lambda^{CD}_{AB}(\alpha) \) are coefficients defined in terms of analytic continuation of 6j symbols of \( U_q(\mathfrak{su}_2) \) and whose properties are studied in depth in [26]. The representation matrix element of \( \tilde{\Pi} \) can be expanded in terms of the basis \( k^j_1 \otimes \tilde{E}^t_j \), i.e.

\[ \langle A \ | \tilde{\Pi} (\cdot) | B \rangle = \sum_{C,D} \Lambda^{CD}_{AB}(\alpha) \left( \begin{array}{c} a' \cr A \cr D \end{array} \right) \left( \begin{array}{c} b' \cr B \cr d \end{array} \right) \Lambda^{BC}_{CD}(\alpha) \left( \begin{array}{c} a \cr A \cr D \end{array} \right) \left( \begin{array}{c} b \cr B \cr d \end{array} \right) \Lambda^{CA}_{AC}(\alpha) \]  

(3.19)

Given \( f \in \text{Fun}_c(U_q(\mathfrak{sl}_2\mathbb{C})) \) (a smear function), we can define \( \tilde{\Pi} [f] \) to be an element of \( \text{End}(\tilde{V}) \) by

\[ \tilde{\Pi} [f] := \sum_{AB} \tilde{\Pi} \left( \tilde{X}^a_1 \otimes g^a_1 \right) h \left( \tilde{X}^a_1 \otimes g^a_1 \right) \left( \tilde{X}^b_1 \otimes g^b_1 \right) f \]  

where the sum only involve a finite number of nonzero terms. And the matrix of \( \tilde{\Pi} [f] \) in the canonical basis \( \tilde{e}_a \) \((A \in \mathbb{Z}_2, a = -A, \cdots, A)\) only has a finite number of nonzero matrix elements. As a result we can define the character by a quantum trace

\[ \chi_{\alpha}[f] = \text{tr}_V \left( \tilde{\Pi} (\mu^{-1}) \tilde{\Pi} [f] \right) \]  

(3.20)

which is shown to be well-defined [26] by its invariance properties.

The Plancherel formula for \( U_q(\mathfrak{sl}_2\mathbb{C}) \) is given by [26]

\[ \sum_{m=0}^{\infty} \int_{-\frac{\pi}{2\omega}}^{\frac{\pi}{2\omega}} P(m, \rho) \chi_{m,\rho}[f] \ d\rho = \varepsilon(f) \]  

(3.21)

where \( \varepsilon \) is the counit of Fun\(_c(U_q(\mathfrak{sl}_2\mathbb{C}))\), and the Plancherel density \( P(m, \rho) \) is given by

\[ P(m, \rho) = -\frac{\omega}{2\pi} \left[ 1 - \frac{1}{2} \delta_{m,0} \right] \left( \cosh(m\omega) - \cos(\omega\rho) \right). \]  

(3.22)
In addition, the $\mathcal{R}$-matrix of $U_q(\mathfrak{sl}_2)$ is given by the construction of quantum double

$$
\mathcal{R} = \sum_A X^i_A \otimes 1 \otimes 1 \otimes Y^j_A
$$

$$
\mathcal{R}^{-1} = \sum_A X^i_A \otimes 1 \otimes 1 \otimes Y^j_A \circ S
$$

(3.23)

its matrix elements on principle unitary irreps are given by [26]

$$
\langle \epsilon_c \otimes \epsilon_d \mid \Pi \otimes \Pi_{(R)} \mid \epsilon_a \otimes \epsilon_b \rangle = \delta^\beta C \delta^\beta \sum_M \Lambda^M_{AB}(\beta) \begin{pmatrix} d & c \\ D & C \end{pmatrix} \begin{pmatrix} M \\ m \end{pmatrix} \begin{pmatrix} A & B \\ m & a & b \end{pmatrix}
$$

$$
\langle \epsilon_c \otimes \epsilon_d \mid \Pi \otimes \Pi_{(R^{-1})} \mid \epsilon_a \otimes \epsilon_b \rangle = \delta^\beta C \delta^\beta \sum_M \Lambda^M_{AB}(\beta) \begin{pmatrix} d & c' \\ D & C \end{pmatrix} \begin{pmatrix} M \\ m \end{pmatrix} \begin{pmatrix} A & B \\ m & a' & b \end{pmatrix}
$$

(3.4)

where $\tilde{\alpha} = \delta_{c',-c} q^{c'-c}(-1)^{A-A'}$ and $(\tilde{\alpha}^{A-1})_c = \delta_{a',-c} q^c(-1)^{A-a'}$.

4 Quantum Group Relativistic Intertwiner

Now we generalize the definition of the Lorentzian EPRL intertwiner defined in [8] to the case of quantum Lorentz group. In [25] the quantum group generalization has been done for the Barrett-Crane spin-foam model.

We denote the matrix element by a duality bracket

$$
\langle \epsilon_A \mid \Pi(x) \mid \epsilon_B \rangle \equiv \langle \Pi_{A,a,B,b} \mid x >
$$

(4.1)

where $x \in U_q(\mathfrak{sl}_2)$. The Lorentzian q-relativistic intertwiner is defined by a linear map from a $U_q(\mathfrak{su}_2)$ intertwiner to a $U_q(\mathfrak{sl}_2)$ intertwiner:

**Definition 4.1.**

- Given a unit irreps $A$ (nonnegative half-integers) of $U_q(\mathfrak{su}_2)$, we associate them with a principle unitary irreps $\alpha[A]$ of $U_q(\mathfrak{sl}_2)$ by defining

$$
\alpha[A] = (m[A], \rho(A)) := (2A, 2\gamma A)
$$

(4.2)

where $\gamma$ is the Barbero-Immirzi parameter. Since $\rho \in [-\frac{2\pi}{\gamma}, \frac{2\pi}{\gamma}]$, the spin $A$ has to be restricted in $A \in [-\frac{\pi}{\gamma}, \frac{\pi}{\gamma}]$.

- Given a $n$-valent $U_q(\mathfrak{su}_2)$ intertwiner ($n > 2$)

$$
C[A] \in \text{Inv}_{U_q(\mathfrak{su}_2)} (\tilde{V} \otimes \cdots \otimes \tilde{V})
$$

(4.3)

with $n$ unitary irreps $A = (A_1, \cdots, A_n)$ of $U_q(\mathfrak{su}_2)$, we define a Lorentzian q-relativistic intertwiner (or, a EPRL$_q$ intertwiner) $\lambda[A]$ by

$$
\lambda[A]_{B_1, B_2, \cdots, B_n} := \sum_A C[A]^{a_1 \cdots a_n} \otimes \prod_{i=1}^n \Pi_{A_i, a_i; B_i, b_i} \mid \Delta^{(n)} x_A > h(x_A)
$$

(4.4)

where $x_A$ is a basis of $\text{Fun}_c(U_q(\mathfrak{sl}_2))$ and $x^A$ is the dual basis. $h = h_{U_q(\mathfrak{su}_2)} \otimes h_{\mathbb{A}_n}$ is the Haar integral of $\text{Fun}_c(U_q(\mathfrak{sl}_2))$.

The above definition is a quantum group deformation of the $n$-valent Lorentzian EPRL intertwiner [8] Note that in the above definition the expression

$$
\sum_{A} \otimes \Pi_{A_i, a_i; B_i, b_i} \mid \Delta^{(n)} x_A > h(x_A)
$$

$$
= \sum_{A_1, \cdots, A_n} \Pi_{A_i, a_i; B_i, b_i} \mid x^{A_i} > h(x_{A_1} \cdots x_{A_n})
$$

(4.5)
is a quantum analog of the classical Lorentz group integral

\[
\int_{\text{SL}(2,\mathbb{C})} dg \prod_{i=1}^{n} \Pi_{A,\alpha_i;B_i,b_i}(g)
\]

(4.6)

One can show the quantity Eq.(4.5) gives a invariant tensor under both left and right multiplication. We consider for example the right multiplication by \(y \in U_q(\mathfrak{sl}_2\mathbb{C})\)

\[
\sum_{\mathcal{A}} \left< \bigotimes_{i=1}^{n} \Pi \right| \Delta^{(n)}(x_A y) > h(x_A)
\]

(4.7)

We define a new basis \(\tilde{x}^A := x_A y\) and denote its dual basis by \(\tilde{x}_A\), then we have\(^5\)

\[
< x^A, x_B >= \delta^{A}_{B} = < \tilde{x}^A, \tilde{x}_B > = < x^A \otimes y, \Delta x_B >= \sum_{\tilde{x}_B} < x^A, \tilde{x}_B^1 > < y, \tilde{x}_B^2 >
\]

(4.8)

therefore we obtain a transformation of dual basis \(x_B = \sum_{\tilde{x}_B} \tilde{x}_B^1 < y, \tilde{x}_B^2 >\). By the right invariance of the Haar integral we have \(h(x_B) = h(\tilde{x}_B)\). As a result

\[
\sum_{\mathcal{A}} \left< \bigotimes_{i=1}^{n} \Pi \right| \Delta^{(n)}(x_A y) > h(x_A) = \sum_{\mathcal{A}} \left< \bigotimes_{i=1}^{n} \Pi \right| \Delta^{(n)}(\tilde{x}^A) > h(\tilde{x}_A)
\]

\[
= \sum_{\mathcal{A}} \left< \bigotimes_{i=1}^{n} \Pi \right| \Delta^{(n)}(\tilde{x}^A) > h(x_A)
\]

(4.9)

which shows the invariance under right multiplication. The invariance under left multiplication can be shown similarly.

Moreover we can show that the quantity Eq.(4.5) converges for \(n > 2\): We employ the basis \(x_A = \sum_{\tilde{x}_B} \tilde{x}_B^1 \otimes \tilde{x}_B^2\) in \(\text{Fun}_c(U_q(\mathfrak{sl}_2\mathbb{C}))\) and its dual basis \(x^A = \sum_{\tilde{x}^A} \tilde{x}^A \otimes \tilde{g}^k\). Recall that \(h^{I} = A^{a}_{J} \otimes B^{d}_{c} \otimes E^{C}_{D} \otimes E^{C}_{D'} \otimes \delta_{d}^{C} \otimes \delta_{e}^{C'} \)

(4.10)

\[
\left< a_{A} \left| \Pi \left( x^j \otimes \tilde{g}^{k} \right) \right| b_{B} \right> = \sum_{C,D} \frac{\Delta^{CD}_{AB}(\alpha)}{\Delta_{AB}(\alpha)} \left( \begin{array}{c} a' \cr c' \end{array} \right) E^{C}_{D} \left( \begin{array}{c} \alpha' \cr \alpha \end{array} \right) \delta_{i}^{A} \delta_{j}^{A} \delta_{n}^{i} \delta_{m}^{j} \delta_{d}^{C} \delta_{e}^{C'} \]

(4.11)

We can compute that

\[
\left< a_{A} \left| \Pi \left( x^j \otimes \tilde{g}^{k} \right) \right| b_{B} \right> = \sum_{C,D} \frac{\Delta^{CD}_{AB}(\alpha)}{\Delta_{AB}(\alpha)} \left( \begin{array}{c} a' \cr c' \end{array} \right) E^{C}_{D} \left( \begin{array}{c} \alpha' \cr \alpha \end{array} \right) \delta_{i}^{A} \delta_{j}^{A} \delta_{n}^{i} \delta_{m}^{j} \delta_{d}^{C} \delta_{e}^{C'} \]

(4.12)

On the other hand for the Haar integral:

\[
h^{I} = A^{a}_{J} \otimes B^{d}_{c} \otimes E^{C}_{D} \otimes E^{C}_{D'} \otimes \delta_{d}^{C} \otimes \delta_{e}^{C'}
\]

(4.13)

\[^5\]Here we are using Sweedler’s sigma notation.
Insert these result into the definition of the quantum group intertwiner $\lambda[A]_{B_1,b_1;\ldots;B_n,b_n}$ we obtain its concrete expression

\[
\sum_{A_1,\ldots,A_n} C[A]^{a_1,\ldots,a_n} \prod_{p=1}^{n} o[A_p]_{A_p,a_p;B_p,b_p} |x^{A_p} > h(x_{A_1},\ldots,x_{A_n})
\]

\[
= \sum_{\{p,j,p,j\}} C[A]^{a_1,\ldots,a_n} \prod_{p=1}^{n} \sum_{D_p} \Lambda^{J_{A_p}D_p}_{A_p} (\alpha[A_p]) \left( \begin{array}{c} i_p \ k_p \\ A_p \ J_p \end{array} \right) \left( \begin{array}{c} d_p \\ J \ B_p \end{array} \right) \delta^{A_p}_{p,D_p} \delta^{J_p}_{J_p}
\]

\[
h_{SU_q(2)}(k_{i_1}^{J_1} \cdots k_{i_n}^{J_n}) \delta^{J_1 \cdot \cdot \cdot J_n} \delta^{J_{n-1} \cdot \cdot \cdot J_1} \delta^{\mu_{-1}^{l_i} k_n} = \sum_{\{p,j,p,j\}} C[A]^{a_1,\ldots,a_n} \prod_{p=1}^{n} \sum_{D_p} \Lambda^{J_{A_p}D_p}_{A_p} (\alpha[A_p]) \left( \begin{array}{c} i_p \ l_{p+1} \\ A_p \ J \end{array} \right) \left( \begin{array}{c} d_p \\ J \ B_p \end{array} \right)\delta^{A_p}_{p,D_p} \delta^{J_p}_{l_{p+1}}
\]

(4.14)

Since $C[A]$ is a $U_q(\mathfrak{su}_2)$ intertwiner and by the normalization of $h_{SU_q(2)}$

\[
\lambda[A]_{B_1,b_1;\ldots;B_n,b_n} = \sum_{J} \sum_{D_1,\ldots,D_n} \sum_{A_1,\ldots,A_n} C[A]^{a_1,\ldots,a_n} \prod_{p=1}^{n} \Lambda^{J_{A_p}D_p}_{A_p} (\alpha[A_p]) \left( \begin{array}{c} i_p \ l_{p+1} \\ A_p \ J \end{array} \right) \left( \begin{array}{c} d_p \\ J \ B_p \end{array} \right)\delta^{A_p}_{p,D_p} \delta^{J_p}_{l_{p+1}}
\]

(4.15)

where we have relabeled $k_n \equiv l_{n+1}$. Note that there is only one infinite sum $\sum_J$ in the above formula, and all the other summations are within a finite range. We define

\[
\Theta(\{A_p, i_p; B_p, b_p\}, \{D_p\}, J) = \sum_{l_1,\ldots,l_n+1} \mu_{l_1}^{l_{n+1}} \prod_{p=1}^{n} \left( \begin{array}{c} i_p \ l_{p+1} \\ A_p \ J \end{array} \right) \left( \begin{array}{c} d_p \\ J \ B_p \end{array} \right)\delta^{A_p}_{p,D_p} \delta^{J_p}_{l_{p+1}}
\]

(4.16)

The Clebsch-Gordan coefficients are bounded by one, so we obtain the bound

\[
|\Theta(\{A_p, i_p; B_p, b_p\}, \{D_p\}, J)| \leq |\Theta_{\{A_p, B_p, R_p\}}(J)| q^{2J}
\]

(4.17)

Moreover the asymptotics of $\Lambda^{BC}_{AD}(\alpha)$ has been studied in [26]. For a fixed $\alpha$, as $J$ goes to be large there exists $C_0(A_p, B_p, R_p) > 0$

\[
|\Lambda^{J+R_p\alpha}_{A_pB_p}(\alpha)| \leq C_0(A_p, B_p, R_p) J q^{2J}
\]

(4.18)

where $R_p \in \frac{1}{2} \mathbb{Z}$.

**Lemma 4.1.** Given a $U_q(\mathfrak{sl}_2 \mathbb{C})$ unitary irrep $\alpha = (m, \rho)$, and fix the index $B$ of $\Lambda^{BC}_{AD}(\alpha)$, the absolute value of the coefficients $\Lambda^{BC}_{AD}(\alpha)$, as a function of the labels $C, A, D$, is bounded by a linear function of $C$ as $C \neq 0$. It implies that the above $C_0(A_p, B_p, R_p)$ is a linear function of $J + R_p$ and independent of $A_p, B_p$.

**Proof:** We prove the lemma inductively. First of all we consider $\Lambda^{BC}_{A A} = \Lambda^{BC}_{A A}$. From [26] we know that

\[
\Lambda^{BC}_{A A} = \sum_{\sigma_1, \sigma_2} \left( \begin{array}{c} m \\ A \end{array} \right) C B \left( \begin{array}{c} \sigma_1 \ \sigma_2 \\ A \ \sigma_1 \end{array} \right) D \left( \begin{array}{c} \sigma_1 \ \sigma_2 \\ B \ \sigma_1 \end{array} \right) q^{-2 \sigma_1 \rho}
\]

(4.19)

Because the Clebsch-Gordan coefficients are bounded by 1, we have

\[
|\Lambda^{BC}_{A A}| \leq \sum_{\sigma_1, \sigma_2} 1 = (2C + 1)(2B + 1)
\]

(4.20)

Therefore $|\Lambda^{BC}_{A A}|$ is bounded by a linear function of $C$ for a given $B$. 

---
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If we assume for a given $B$, $|\Lambda_{AD+1}^{B}|$ is bounded by a linear function of $C$, we consider $|\Lambda_{AD+1}^{B C}|$. By using the following relation with quantum 6j-symbols [26]

$$|\Lambda_{AD+1}^{B C} \Lambda_{D+1}^{A} D + \frac{1}{2} | \leq \sum_{K, U} \left[ \frac{d_{[U]}}{d_{[C]}} \frac{[d_{[D+1]}}{d_{[D]}} \right]^{2} \left\{ \frac{1}{2} U \left[ A B \left| D + \frac{1}{2} \right| \right] \left\{ B \frac{1}{2} + K \right| D U \left| D + \frac{1}{2} \right| \right\} | \Lambda_{AD}^{K U} |$$

(4.21)

where the sum only contains four terms $U = C \pm \frac{1}{2}$, $K = B \pm \frac{1}{2}$. By the fact that the quantum 6j-symbols are bounded by 1, we obtain

$$|\Lambda_{AD+1}^{B C} \Lambda_{D+1}^{A} D + \frac{1}{2} | \leq \sum_{K, U} \left[ \frac{d_{[U]}}{d_{[C]}} \frac{[d_{[D+1]}}{d_{[D]}} \right]^{2} | \Lambda_{AD}^{K U} |$$

(4.22)

\[
\frac{[d_{[D+1]}}{d_{[D]}} \right]^{2} \text{ is bounded and } \frac{d_{[U]}}{d_{[C]}} \text{ is also bounded if } C \neq 0. \text{ And from the explicit expression of } \Lambda_{D+1}^{A} D + \frac{1}{2} \text{ in [26] we can check that there are a upper bound and a lower bound } a_{1}, a_{2} > 0 \text{ such that } a_{2} \leq |\Lambda_{AD+1}^{B C} \Lambda_{D+1}^{A} D + \frac{1}{2} | \leq a_{1} \text{ (4.23)}
\]

Therefore by the assumption that $|\Lambda_{AD}^{B C}|$ is bounded by a linear function of $C$, we conclude that $|\Lambda_{AD+1}^{B C} \Lambda_{D+1}^{A} D + \frac{1}{2} |$ is also bounded by a linear function of $C$. \\

\[
\square
\]

Let’s come back to Eq.(4.15) and the coefficients $\Lambda_{AD}^{J D_{p}}(\alpha[A]_{p})$. For each $D_{p}$, $D_{p} = \{|J - A_{p}|, \cdots, J + A_{p}\}$. Thus for each term in the sum $\sum_{D_{p}}$, we can use the about bound by setting $R_{p} = A_{p}, A_{p} - 1, \cdots$

As a consequence, there exists a quadratic function $C(D_{p}) > 0$ and a integer $\mathcal{N} \in \mathbb{Z}_{+}$, such that

\[
\left| \ldet_{[A]} B_{1}, b_{2}, \cdots; b_{n}, b_{n} \right| \leq \sum_{J} \sum_{D_{1}, \cdots, D_{n}} \left| \frac{d_{[J]}}{d_{[\alpha]}} \sum_{i_{1}, \cdots, i_{n}} C[A]^{i_{1} \cdots i_{n}} \left( \{A_{p}, i_{p}; b_{p}, b_{p}\}, \{D_{p}\}, J \right) \prod_{p=1}^{J} \Lambda_{A_{p} B_{p}}^{J D_{p}}(\alpha[A]_{p}) \right| \leq \sum_{J} \sum_{D_{1}, \cdots, D_{n}} C(D_{p}) J^{n-1} q^{2J(n-2)} \leq \sum_{J} \text{(constant)} J^{\mathcal{N}} q^{2J(n-2)} \text{ (4.24)}
\]

which shows the series converges absolutely when $n > 2$. So we see that $\lambda[A]$ is a well-defined $U_{q}(\mathfrak{s}l_{2}\mathbb{C})$ intertwiner.

Given a Lorentzian quantum group relativistic intertwiner $\lambda[A]$ depending on $n$ principle unitary irreps $(\alpha[A_{1}], \cdots, \alpha[A_{n}])$, in principle the intertwiner $\lambda[A]$ depends on the ordering of the $n$ unitary irreps $(\alpha[A_{1}], \cdots, \alpha[A_{n}])$. More precisely, since we are dealing with a quasi-triangular Hopf algebra (actually even a ribbon Hopf algebra) with a universal R-matrix, the $U_{q}(\mathfrak{s}l_{2}\mathbb{C})$-modules form a braided tensor category. Without losing generality, we consider an elementary braiding $\tau = \tau_{12}$ which is a flip of the first two irreps of $(\alpha[A_{1}], \cdots, \alpha[A_{n}])$. We then have a isomorphism of $U_{q}(\mathfrak{s}l_{2}\mathbb{C})$-modules $V \otimes V$ and $V \otimes V$:

\[
\begin{align*}
\alpha_{1}, \alpha_{2} & : V \otimes V \mapsto V \otimes V \otimes V \\
\alpha_{1}^{\otimes 2} \otimes \alpha_{2}^{\otimes 2} & \mapsto c_{A_{1}, A_{2}}(\alpha_{1}^{\otimes 2} \otimes \alpha_{2}^{\otimes 2}) := \tau_{12} R_{12}(\alpha_{1}^{\otimes 2} \otimes \alpha_{2}^{\otimes 2}) \text{ (4.25)}
\end{align*}
\]

One can show that the isomorphism so defined is a solution of the Yang-Baxter equation [16]. Under this braiding the intertwiner transforms to

\[
\begin{align*}
\lambda[\tau_{12} A] & c_{\alpha[A_{1}], \alpha[A_{2}]} \\
& = \sum_{A} C[\tau_{12} A] \otimes \tau_{12}(a) \prod_{i=1}^{n} \alpha[A_{i}] \Delta^{(a)} x^{A} > \tau_{12} R_{12} h(x_{A}) \\
& = \sum_{A} C[\tau_{12} A] \sum_{i=1}^{n} \alpha[A_{i}] \Pi \Delta^{(a)} x^{A} > \tau_{12} R_{12} h(x_{A}) \\
& = \sum_{A} C[A] \otimes \Pi \sum_{i=1}^{n} \alpha[A_{i}] \Delta^{(a)} x^{A} > h(x_{A}) \text{ (4.26)}
\end{align*}
\]
where we have ignored the indices for the tensor contraction but inserted a symbol \( \downarrow \) instead. And in the second step, we have used the flip relation \( \tau_{12}^{-1} (\bar{H} \otimes \bar{H}) \tau_{12} = \bar{H} \otimes \bar{H} \). In the third step, we have used the braiding relation for \( R \)-matrix

\[
\tau_{12} \circ \Delta(x) = R_{12} \Delta(x) R_{12}^{-1}
\]

Therefore from Eq.(4.26) we see that the braiding of the intertwiner is determined by the action of the \( U_q(\mathfrak{su}_2) \) universal \( R \)-matrix on the \( U_q(\mathfrak{su}_2) \) intertwiner \( C[A] \). Restore the index notation:

\[
C[A] \uplus R_{12} = C[A]^{a_1 \cdots a_n} \left( \frac{\alpha[A_1] \alpha[A_2]}{R_{12}} \right)_{B_1, b_1; B_2, b_2}^{B_3, b_3; B_4, b_4} A_{a_1, a_2}
\]

Recall the representation of \( R \)-matrix Eq.(3.24), we see that for the nonzero matrix elements \( \left( \frac{\alpha[A_1] \alpha[A_2]}{R_{12}} \right)_{B_1, b_1; B_2, b_2}^{B_3, b_3; B_4, b_4} A_{a_1, a_2} \), \( A_1 = B_1 \) and \( a_1 = b_1 \), but \( A_2, a_2 \) in general can be different from \( B_2, b_2 \). So \( C[A] \uplus R_{12} \) is in general not a \( U_q(\mathfrak{su}_2) \) intertwiner anymore. Therefore we conclude that the intertwiner \( \lambda[A] \) is not invariant under braiding, in contrast to the deformed Barrett-Crane intertwiner defined in [25].

![Figure 1](Image 170x464 to 425x559)

**Figure 1.** A 4-valent q-relativistic intertwiner \( \lambda[A] \) and its braided intertwiner \( \lambda[\tau_{12} A] \) \( c_{\alpha[A_1], \alpha[A_2]} \).

So far we are considering the \( n \)-valent intertwiners where all its legs are outgoing, as Fig.1. However in general there is also intertwiners with both incoming and outgoing legs

**Definition 4.2.** Given a \( (p+n) \)-valent \( U_q(\mathfrak{su}_2) \) intertwiner \( (n + p > 2) \) with \( p \) incoming legs and \( n \) outgoing legs

\[
C[B, A] \in \text{Inv}_{U_q(\mathfrak{su}_2)} \left( B_1^* \otimes \cdots \otimes B_p^* \otimes A_1^* \otimes \cdots \otimes A_p^* \right)
\]

where we have assumed a simplest ordering of the tensor product (in general one may have different ordering), we define the \( (p+n) \)-valent q-relativistic intertwiner \( \lambda[B, A] \) with \( p \) incoming legs and \( n \) outgoing legs by

\[
\lambda[B,A]_{K_1,k_1;\cdots;K_p,k_p;A_1,j_1;\cdots;J_n,j_n} := \sum_{A,B}^{P} \alpha[B_1]_{K_1,k_1;B_2,k_2} \left| \Delta^{op}(p) \right| S(x^B) > C[B,A]_{b_1,\cdots,b_p;a_1,\cdots,a_n} \left| \sum_{i=1}^{n} \alpha[A_1]_{I_1,a_1;j_1,\cdots} \right| \Delta^{(n)} \right| x^A > h(x_B x_A)
\]

where \( x_A \) is a basis of \( \text{Fun}_q(U_q(\mathfrak{sl}_2)) \) and \( x^A \) is the dual basis, and \( S \) is the antipode.

\[
\Delta^{op}(p) \text{ is the comultiplication by reversing the ordering of } \Delta^{(p)}. \text{ It is motivated by}
\]

\[
(S^{\otimes p} \otimes \text{id}^{\otimes n}) \circ \Delta^{(p+n)} = (\Delta^{op}(p) \otimes \Delta^{(n)}) \circ (S \otimes \text{id}) \circ \Delta
\]

It is straightforward to show that \( \lambda[B,A] \) is invariant under the right multiplication of \( x^A \) by \( y \in U_q(\mathfrak{sl}_2) \). Indeed if we denote \( \Delta y = \sum_{y} y^1 y^2 \) and if we make a change of basis \( x^B = x^B y_1 \) and \( x^A = x^A y_2 \), we have as before

\[
 x_B = \sum_{x_B} x_B^1 \otimes y_1 \otimes x_B^2 > \text{ and } x_A = \sum_{x_A} x_A^1 \otimes y_2 \otimes x_A^2 > , \text{ then}
\]

\[
 \sum_{y} x_B x_A = \sum_{x_B x_A} x_B^1 x_A^1 \otimes y \otimes x_B^2 x_A^2 >
\]
As a result,
\[
\sum_{\mathcal{A},B} \sum_{y} \left< \bigotimes_{i=1}^{P} \alpha[B_i] \right| \sum_{i=1}^{\mathcal{A},B} \left| \Delta^{(p)} \{ S(x^B y_1) > C[\mathcal{B}, A]^{b_1 \cdots b_p, a_1 \cdots a_n} \right| < \bigotimes_{i=1}^{\mathcal{A},B} \left| \Delta^{(n)} \{ x^A y_2 > h(xBxA) \right| \right. 
\]
\[
= \sum_{\mathcal{A},B} \sum_{y} \left< \bigotimes_{i=1}^{P} \alpha[B_i] \right| \sum_{i=1}^{\mathcal{A},B} \left| \Delta^{(p)} \{ S(x^B) > C[\mathcal{B}, A]^{b_1 \cdots b_p, a_1 \cdots a_n} \right| < \bigotimes_{i=1}^{\mathcal{A},B} \left| \Delta^{(n)} \{ x^A > h(xBxA) \right| \right. 
\]
\[
\text{(4.33)}
\]
shows \(\lambda[\mathcal{B}, A]\) is invariant under the right multiplication of \(x^A\) by \(y \in U_q(\mathfrak{sl}_2 \mathbb{C})\).

By the properties of the duality bracket
\[
\left< \bigotimes_{i=1}^{P} \alpha[B_i] \right| S(x^B) > = \left< \bigotimes_{i=1}^{\mathcal{A},B} \alpha[B_i] \right| S(x^B) >
\]
\[
\text{(4.34)}
\]
Because of the property of antipode on a matrix coalgebra \(\sum_j S(\Pi_{ij})\Pi_{jk} = \delta_{ik}\) and the fact that \(\Pi\) is a unitary representation\(^{6}\), we have (\(C^{G}_{D,B}(\alpha)\) is real)
\[
S(\Pi_{K,k,b,k}) = \left< \Pi_{B,b,K,b} \right| \left( \begin{array}{c|c} b' c' & \vdots \\
B & \vdots \end{array} \right) \left( \begin{array}{c|c} D & C K \end{array} \right) \left( \begin{array}{c|c} B \otimes E_{c} \end{array} \right)\]
\[
\text{(4.36)}
\]
Then we can compute concretely:
\[
\lambda[\mathcal{B}, A]_{K_1 k_1 \cdots K_p k_p, j_1 \cdots j_n} = \sum_{\{L_1, b_1, C_1, D_1, \ldots, L_p b_p, C_p, D_p, \ldots\}} \prod_{i=1}^{P} \Lambda_{L_i b_i, K_i}^{M_i} \left( \begin{array}{c|c} b' & b' \\
L_i b_i & L_i b_i \end{array} \right) \left( \begin{array}{c|c} M_i & L_i \end{array} \right) \left( \begin{array}{c|c} M_i & L_i \end{array} \right) \prod_{i=1}^{P} \Lambda_{A_i b_i, j_i}^{C_i} \left( \begin{array}{c|c} a' & a' \\
A_i b_i & A_i b_i \end{array} \right) \left( \begin{array}{c|c} D_i & d_i \\
A_i b_i & A_i b_i \end{array} \right) \left( \begin{array}{c|c} D_i & d_i \\
A_i b_i & A_i b_i \end{array} \right) \left( \begin{array}{c|c} D_i & d_i \\
A_i b_i & A_i b_i \end{array} \right)
\]
\[
\text{(4.37)}
\]
where in the second step we use the fact that \(C[\mathcal{B}, A]\) is a \(U_q(\mathfrak{su}_2)\) invariant tensor, and the \(SU_q(2)\) Haar integral is normalized. Similar to the previous analysis, we can show that the above infinite sum converges absolutely, and \(\lambda[\mathcal{B}, A]\) is not invariant under brading. To summarize, we collect the results in this subsection as a theorem:

\(^{6}\)A unitary representation \(\pi\) of a Hopf *-algebra satisfies \(\pi(x)^{*} = \pi(x^{*})\), then (in Sweedler’s notation)
\[
\sum_{x} \pi_{j}^{*}(x_1)\pi_{j}(x_2) = \sum_{x} \pi_{j}^{*}(S^{-1}x_1)\pi_{j}(x_2) = \sum_{x} \pi_{j}(S(x_1))\pi_{j}(x_2) = \sum_{x} \pi_{j}(S(x_1))\pi_{j}(x_2) = \delta_{ik} \quad \text{(summing over \(j\))}
\]
\[
\text{(4.35)}
\]
where we use the relations \(\pi^{*}(x) = \pi(S^{-1}x)\) and \(S \circ \ast = \ast \circ S^{-1}\).
More precisely:
while for each crossing we should use the isomorphism to the way how different nodes are linked to one another, we contract the q-relativistic intertwiners to one another, the ing/incoming leg of the intertwiner is associated with a outgoing/incomming link connecting with the node. According to the following procedure: we associate each node \( n \) of the graph a q-relativistic intertwiner \( \lambda_\gamma([B,A]) \), where each outgoing/incomming link connected to the node. According to the way how different nodes are linked to one another, we contract the q-relativistic intertwiners to one another, while for each crossing we should use the isomorphism \( c_{\alpha_1,\alpha_2} : \hat{V} \otimes \hat{V} \to \hat{V} \otimes \hat{V} \) to reverse the order of the irreps. More precisely:

- We assign a preferred direction, say from the left to the right of this paper. Then we draw the spin-network graph \( \gamma \) on the paper by ordering the nodes from left to right and connect the nodes by links.
- We associate each link \( l \) of the graph \( \gamma \) a \( U_q(sl_2\mathbb{C}) \) unitary irrep \( \alpha_l, l \in L(\gamma) \) (the set of links of \( \gamma \)). For each link \( l \) oriented from left to right, we make the following operation of the representation matrix element, and associate the link \( l \) with the following function:
  \[
  (\text{id} \otimes S)\Delta \hat{\Pi}_{A,a:B,b} = \sum_{C,z} \hat{\Pi}_{A,a:C,c} \otimes S(\hat{\Pi}_{C,c:B,b}) = \hat{\Pi}_{1(1)} \otimes S(\hat{\Pi}_{2(2)})
  \]
where we have employed the Sweedler’s symbol notation for the comultiplication, and ignore the symbol for sum. Therefore the two factors \( \hat{\Pi}_{1(1)} \) and \( S(\hat{\Pi}_{2(2)}) \) naturally associated with the half-links, if we break the link \( l \) into two half-links.
- Suppose there is a crossing between two links \( l_1 \) and \( l_2 \), and \( l_1 \) and \( l_2 \) don’t share their end-points, we associate the following function to these two links
  \[
  [\hat{\Pi}_{1(1)} \otimes S(\hat{\Pi}_{1(3)})] \otimes [\hat{\Pi}_{1(1)} \otimes S(\hat{\Pi}_{1(3)})] <\hat{\Pi}_{2(2)} \otimes \hat{\Pi}_{1(2)}, R_{12} >
  \]
  or
  \[
  [\hat{\Pi}_{1(1)} \otimes S(\hat{\Pi}_{1(3)})] \otimes [\hat{\Pi}_{1(1)} \otimes S(\hat{\Pi}_{1(3)})] <\hat{\Pi}_{2(2)} \otimes \hat{\Pi}_{1(2)}, R_{12} >
  \]
When \( l_1 \) and \( l_2 \) share their end-point, the situation is the same as it was described previously (see Fig.1)
- Whenever there is a link oriented from right to left, we associate it with the element \( \mu^{-1} = q^{-2J_z} \), then the function associated to this link is
  \[
  S(\hat{\Pi}_{1(3)}) \otimes \hat{\Pi}_{1(1)} <\hat{\Pi}_{2(2)}, \mu^{-1} > = \hat{\Pi}(x^A\mu^{-1}S(x^B)) x_B \otimes x_A = \hat{\Pi}(\mu^{-1}S_2(x^A)S(x^B)) x_B \otimes x_A
  \]
  \[
  <\hat{\Pi}_{1(1)}, \mu^{-1} > S(\hat{\Pi}_{2(2)})(x^B S(x^A)) x_B \otimes x_A
  \]
  \[
  = \hat{\Pi}_{1(1)}, \mu^{-1} > [S(\hat{\Pi}_{2(2)})]_{(1)} \otimes S(\hat{\Pi}_{2(2)})_{(2)}
  \]
- Collect the functions for all the links, make a (ordered) multiplication over the half-links sharing the same begin or final point, and make tensor produces over all the different half-links without sharing end-point. In the end we have \( |N(\gamma)| \) tensor product factors, where \( |N(\gamma)| \) denotes the number of nodes of the graph \( \gamma \). The resulting function is called a relativistic q-spin-network \( f_\gamma \).
- The vertex amplitude is defined by taking the \((|N(\gamma)|-1)\) fold Haar integral of the relativistic q-spin-network, i.e.
  \[
  A_\gamma [K,\vec{v}] := (\text{id} \otimes h^{\otimes(|N(\gamma)|-1)})(f_\gamma) \left(C_{v_1} \otimes \cdots \otimes C_{v_{|N(\gamma)|}}\right)
  \]
where \( C_v \) is a basis vector in the space of \( U_q(\mathfrak{su}_2) \) intertwiners, and the \( U_q(\mathfrak{su}_2) \) q-spin-network label \([\vec{K}, \vec{\ell}]\) shows that the vertex amplitude so defined is a function of \( U_q(\mathfrak{su}_2) \) q-spin-networks. Note that in contrast to the BC\(_q\) vertex amplitude defined in [25], \( A_v[\vec{K}, \vec{\ell}] \) depends explicitly on the braiding of relativistic q-spin-network \( f_\gamma \). The vertex amplitude \( A_v \) can be also called a “spin-foam quantum trace” over \( N(\gamma) \) q-relativistic intertwiners, here the word quantum refers to the appearance of the element \( \mu^{-1} \) in the contraction.

**Figure 2.** The \( \Gamma_5^{+} \) graph in [25]

For example, we consider the \( \Gamma_5^{+} \) in Fig.2 and write down its relativistic q-spin-network

\[
f_{\Gamma_5^{+}} := [S(\vec{\Pi}(2))]_{(1)} \otimes [S(\vec{\Pi}(2)) \vec{\Pi}(1) \vec{\Pi}(1)] \otimes [S(\alpha_3 \vec{\Pi}(3)) S(\vec{\Pi}(2)) \vec{\Pi}(1) \vec{\Pi}(1)]
\]

\[
\otimes [S(\alpha_3 \vec{\Pi}(3)) S(\vec{\Pi}(2)) \vec{\Pi}(1) \vec{\Pi}(1)] \otimes [S(\alpha_3 \vec{\Pi}(3)) S(\vec{\Pi}(2)) S(\vec{\Pi}(2)) S(\vec{\Pi}(2)) <\vec{\Pi}(1), \mu^{-1} >]
\]

\[
<\vec{\Pi}(2) \otimes \vec{\Pi}(2), \mathcal{R} >
\]

(5.5)

then by the invariance of Haar integral and the braiding relation \( \alpha_1 \alpha_2 \alpha_1 \alpha_2 = \alpha_2 \alpha_1 \alpha_1 \alpha_2 \) (see appendix for details)

\[
(id \otimes h^{\otimes 4}) f_{\Gamma_5^{+}} = h [S(\alpha_1 \vec{\Pi}(1)) \vec{\Pi}(1) \vec{\Pi}(1)] h [S(\alpha_1 \vec{\Pi}(2)) \vec{\Pi}(1)] h [S(\alpha_1 \vec{\Pi}(3)) \vec{\Pi}(1)] h [S(\alpha_1 \vec{\Pi}(4)) \vec{\Pi}(1)] <\vec{\Pi}(1), \mu^{-1} > <\vec{\Pi}(2) \otimes \vec{\Pi}(2), \mathcal{R} >
\]

(5.6)

From the previous computation we have immediately (we ignore the factors which can be absorbed in to \( U_q(\mathfrak{su}_2) \) intertwiners and doesn’t contribute the infinite sum)

\[
\sum_{\{(M, D)\}} \mathcal{C}_{BM_4A_4}(\alpha_4) \begin{pmatrix} b_4 & l & M_4 & m_4 & C & A_4 \\ B_4 & C & M_4 & l_4 & a_4 \end{pmatrix} \mathcal{C}_{AB_4J_4}(\alpha_7) \begin{pmatrix} a_7 & c_3 & D_7 \\ A_7 & C & d_7 \end{pmatrix} \mathcal{C}_{JD_7}(\alpha_7) \begin{pmatrix} d_7 & C & J_7 \\ D_7 & D_7 & l_4 & j_7 \end{pmatrix}
\]

\[
\mathcal{C}_{AB_4J_4}(\alpha_7) \begin{pmatrix} a_7 & c_3 & D_7 \\ A_7 & C & d_7 \end{pmatrix} \mathcal{C}_{AB_4J_4}(\alpha_7) \begin{pmatrix} a_7 & c_3 & D_7 \\ A_7 & C & d_7 \end{pmatrix} \mathcal{C}_{JD_7}(\alpha_7) \begin{pmatrix} d_7 & C & J_7 \\ D_7 & D_7 & l_4 & j_7 \end{pmatrix} [d_C] C^{-1} c
\]

(5.7)
\[
\sum_{C \in \{ M_i, D_i \}} A_{\mu_0 D_0, \mu_1 D_1}^{M_0 M_1} (\alpha_0) \left[ b_{M_0} \left| l \left| M_1 \right| \left( \frac{m_0}{b_{M_0}} \right) \left( \frac{m_1}{b_{M_1}} \right) \right| C \left| M_9 \right| \left( \frac{M_9}{b_{M_9}} \right) \left( \frac{m_9}{b_{M_9}} \right) \right] \Lambda_{B_9 K_9}^{\alpha_9} \left( \alpha_9 \right) \Lambda_{B_5 K_5}^{\alpha_8} \left( \alpha_8 \right) \Lambda_{A_6 J_6}^{\alpha_6} \left( \alpha_6 \right) \Lambda_{A_2 J_2}^{\alpha_2} \left( \alpha_2 \right) \left| d_C \right| \frac{C K_9}{C} \left| l \left| k_3 \right| \left( \frac{m_3}{b_{M_3}} \right) \right| \left( \frac{M_3}{b_{M_3}} \right) \left( \frac{l_3}{b_{l_3}} \right) \right]
\]

\[
\times (2C + 1)^3 \left( 2C M_0 + 1 \right) \left( 2C M_1 + 1 \right) \left( 2C D_0 + 1 \right) \left( 2C D_1 + 1 \right)
\]

\[
\sum_{C \in \{ M_i, D_i \}} A_{\mu_0 D_0, \mu_1 D_1}^{M_0 M_1} (\alpha_0) \left[ b_{M_0} \left| l \left| M_1 \right| \left( \frac{m_0}{b_{M_0}} \right) \left( \frac{m_1}{b_{M_1}} \right) \right| C \left| M_9 \right| \left( \frac{M_9}{b_{M_9}} \right) \left( \frac{m_9}{b_{M_9}} \right) \right] \Lambda_{B_9 K_9}^{\alpha_9} \left( \alpha_9 \right) \Lambda_{B_5 K_5}^{\alpha_8} \left( \alpha_8 \right) \Lambda_{A_6 J_6}^{\alpha_6} \left( \alpha_6 \right) \Lambda_{A_2 J_2}^{\alpha_2} \left( \alpha_2 \right) \left| d_C \right| \frac{C K_9}{C} \left| l \left| k_3 \right| \left( \frac{m_3}{b_{M_3}} \right) \right| \left( \frac{M_3}{b_{M_3}} \right) \left( \frac{l_3}{b_{l_3}} \right) \right]
\]

\[
\times (2C + 1)^3 \left( 2M_9 + 1 \right) \left( 2M_1 + 1 \right) \left( 2M_0 + 1 \right) \left( 2D_1 + 1 \right)
\]

\[
\sum_{C \in \{ M_i, D_i \}} A_{\mu_0 D_0, \mu_1 D_1}^{M_0 M_1} (\alpha_0) \left[ b_{M_0} \left| l \left| M_1 \right| \left( \frac{m_0}{b_{M_0}} \right) \left( \frac{m_1}{b_{M_1}} \right) \right| C \left| M_9 \right| \left( \frac{M_9}{b_{M_9}} \right) \left( \frac{m_9}{b_{M_9}} \right) \right] \Lambda_{B_9 K_9}^{\alpha_9} \left( \alpha_9 \right) \Lambda_{B_5 K_5}^{\alpha_8} \left( \alpha_8 \right) \Lambda_{A_6 J_6}^{\alpha_6} \left( \alpha_6 \right) \Lambda_{A_2 J_2}^{\alpha_2} \left( \alpha_2 \right) \left| d_C \right| \frac{C K_9}{C} \left| l \left| k_3 \right| \left( \frac{m_3}{b_{M_3}} \right) \right| \left( \frac{M_3}{b_{M_3}} \right) \left( \frac{l_3}{b_{l_3}} \right) \right]
\]

\[
\times (2C + 1)^3 \left( 2M_9 + 1 \right) \left( 2M_1 + 1 \right) \left( 2M_0 + 1 \right) \left( 2D_1 + 1 \right)
\]

\[
\sum_{C \in \{ M_i, D_i \}} A_{\mu_0 D_0, \mu_1 D_1}^{M_0 M_1} (\alpha_0) \left[ b_{M_0} \left| l \left| M_1 \right| \left( \frac{m_0}{b_{M_0}} \right) \left( \frac{m_1}{b_{M_1}} \right) \right| C \left| M_9 \right| \left( \frac{M_9}{b_{M_9}} \right) \left( \frac{m_9}{b_{M_9}} \right) \right] \Lambda_{B_9 K_9}^{\alpha_9} \left( \alpha_9 \right) \Lambda_{B_5 K_5}^{\alpha_8} \left( \alpha_8 \right) \Lambda_{A_6 J_6}^{\alpha_6} \left( \alpha_6 \right) \Lambda_{A_2 J_2}^{\alpha_2} \left( \alpha_2 \right) \left| d_C \right| \frac{C K_9}{C} \left| l \left| k_3 \right| \left( \frac{m_3}{b_{M_3}} \right) \right| \left( \frac{M_3}{b_{M_3}} \right) \left( \frac{l_3}{b_{l_3}} \right) \right]
\]

The above \( \leq \) means the bounds of the absolute values, where we use the fact that the Clebsch-Gordan coefficients are bounded by 1. The integral \( (id \otimes h^{\otimes 4}) f_{\gamma} \) is given by the product of the above factors and sum over \( \{ M_i, D_i \} \), \( J_i, K_i \) and four \( C \)s (some \( J_i \) and \( K_i \) are contracted). We can observe the following results:

- As \( C \) goes to be large there exists a linear function \( C_0 (C + R) > 0 \)

\[
|A_{AB}^{C+R} (\alpha)| \leq C_0 (C + R) C q^C = C_0 (C + R) C e^{-2\omega C}
\]

(5.13)
for any \( R \in \frac{1}{2}\mathbb{Z} \) \((C + R_i = D_i)\) [26]. Since for each \( D_i, D_i = \{|C - A_i|, \cdots, C + A_i|\}\), thus for each term in the sum \( \sum D_i \) we can use the about bound by setting \( R_i = A_i, A_i - 1, \cdots \). The same argument applies to the sum of \( M_i \).

- When \( C \) goes to be large \(|dC|^2 \sim q^{-4C} = e^{4\omega C}\).

- Each \( M_i \) satisfies \(|B_i - C| \leq M_i \leq B_i + C\), and each \( D_i \) satisfies \(|A_i - C| \leq D_i \leq A_i + C\), so they are bounded linearly by \( C \)'s.

From these results we know that, as \( C \) goes to be large, each of the above integration contributes a

\[
\sum_C (\text{constant}) C^k e^{-4\omega C} \tag{5.14}
\]

for some power \( k > 0 \). In addition, we also can see that

- The factors
  \[
  \begin{pmatrix}
    d' & c & D \\
    A & C & d
  \end{pmatrix}
  \begin{pmatrix}
    d & C & J \\
    D & c & j
  \end{pmatrix}
  \tag{5.15}
\]
  are nonzero only when there is a overlap between \( \{A + C, \cdots, |A - C|\} \) and \( \{C + J, \cdots, |C - J|\} \), so when \( J \) goes to be large it has to be \(|J - C| \leq A + C\), which gives \( J \leq 2C + A\). Thus each \( J_i \) is linearly bounded by \( C \).

- The sum over \( j_i \) or \( k_i \) gives \((2J_i + 1)\) or \((2K_i + 1)\).

Therefore we conclude that there exists integers \( N_1, N_2, N_3, N_4 \)

\[
|\text{id} \otimes h^{\otimes 4})_{\Gamma^+_5}\| \leq \sum_{C_1, C_2, C_3, C_4} (\text{constant}) e^{-4\omega C_1} e^{-4\omega C_2} e^{-4\omega C_3} e^{-4\omega C_4} C_1^{N_1} C_2^{N_2} C_3^{N_3} C_4^{N_4} \tag{5.16}
\]

which converges absolutely. To summarize:

**Theorem 5.1.** The \( \Gamma^+_5 \) relativistic \( q \)-spin-network is integrable, and the vertex amplitude defined by \( \Gamma^+_5 \) relativistic \( q \)-spin-network is finite.

![Figure 3. The \( \Gamma^+_5 \) graph.](image)
We also consider the $\Gamma_5^-$ in Fig. 3 and write down its relativistic q-spin-network

$$
J_{\Gamma_5^-} := \left[ S(\Pi(2)) \right]_{(1)} \left[ S(\Pi(1)) \right] \otimes \left[ S(\Pi(2)) \right] \left[ S(\Pi(1)) \right] \otimes \left[ S(\Pi(2)) \right] \left[ S(\Pi(1)) \right] 
$$

$$
\otimes \left[ S(\Pi(2)) \right] \left[ S(\Pi(1)) \right] \otimes \left[ S(\Pi(2)) \right] \left[ S(\Pi(1)) \right] \otimes \left[ S(\Pi(2)) \right] \left[ S(\Pi(1)) \right] \left[ S(\Pi(2)) \right] \left[ S(\Pi(1)) \right] <\Pi(1), \mu^{-1} > <\Pi(2), R^{-1} > \tag{5.17}
$$

then by the invariance of Haar integral and the braiding relation,

$$
(id \otimes h^{\otimes 4}) J_{\Gamma_5^-} = h \left[ S(\Pi) \right] \left[ S(\Pi(1)) \right] \left[ S(\Pi(2)) \right] \left[ S(\Pi(3)) \right] \left[ S(\Pi(4)) \right] <\Pi(1), \mu^{-1} > <\Pi(2), R^{-1} > \tag{5.18}
$$

The only difference from $\Gamma_5^+$ relativistic q-spin-network is the previous $R$-matrix is replaced by $R^{-1}$. Recall that

$$
\langle c | e_c \otimes D | c \otimes \Pi (R^{-1}) | e_a \otimes D | e_b \rangle = \delta_{A}^{c} \delta_{A}^{e} \sum_{M} A_{B}^{M} (\beta) \left( d | c \otimes \Pi (R^{-1}) | e_a \otimes D | e_b \right) \tag{5.19}
$$

where $\delta_{A}^{c} = \delta_{A}^{-c} e^{-c} e^{-c} \text{ and } \delta_{A}^{e} = \delta_{A}^{e} e^{-c} e^{-c}$. But the appearance of the factors $\delta_{A}^{c} \delta_{A}^{e}$ doesn’t affect the bound of the $R$-matrix representations. Therefore in the same way as the previous arguments for $\Gamma_5^+$ q-spin-network, we obtain:

**Theorem 5.2.** The $\Gamma_5^-$ relativistic q-spin-network is integrable, and the vertex amplitude defined by $\Gamma_5^-$ relativistic q-spin-network is finite.

Analogously, we can construct and compute the general vertex amplitudes with general relativistic q-spin-networks. The above arguments can be generalized to general relativistic q-spin-networks, provided that each node of the boundary graph is at least 3-valent. For each 2-valent node there would be a divergent sum $\sum_{c} e^{\mu - 2\omega C}$, since the $[e^{-2\omega C}]^2$ from $|A_{B}^{M}|^2$ was canceled by the $e^{\omega C}$ from $[d_{c}]^2$. For a given boundary graph with $N$ nodes, it has $(N - 1)$ integrals, each of which contributes a $\sum_{c} (constant) C^{k} e^{-2(n-2)\omega C}$. For each crossing, it contributes a $|A_{B}^{M}(\alpha)(2M + 1)|$ with is bounded by a polynomial function of $J$ or $K$, while each $J$ or $K$ is linearly bounded by $C$. And note that the factors containing $\mu^{-1}$ doesn’t contribute to the infinite sum (in the same way as Eq. (5.12)) because of Eq. (5.3). So the sums over $J$’s and $K$’s at most contribute a polynomial of $C$’s for the bound (each $C$ is associated with a node). Therefore in case that the decaying factor $e^{-2(n-2)\omega C}$ doesn’t disappear for each node, the sums of $C$’s converges absolutely. As a result,

**Theorem 5.3.** The relativistic q-spin-network whose nodes are all at least 3-valent are integrable, and the corresponding vertex amplitude is finite.

### 6 A Finite q-Lorentzian Spin-foam Model

Now we can define a spin-foam model with quantum Lorentz group by the following partition function as a deformation of EPRL spin-foam model:

$$
Z(\mathcal{K}) := \sum_{K_f = 0} \sum_{\nu_c} \prod_{f} d(K_f) \prod_{v} A_{v}[K_f, \nu_c] \tag{6.1}
$$

where $\mathcal{K}$ is a 2-cell complex, whose vertices all correspond to integrable relativistic q-spin-network graphs. $K_f$ denote the $U_q(\mathfrak{su}_2)$ unitary irreps associated to each face and $\nu_c$ denote the $U_q(\mathfrak{su}_2)$ intertwiners associated to each edge. One
can see immediately that the spin-foam model so defined is finite, by the quantum group cut-off $\frac{\gamma}{\ell_P^2}$ coming from the bound of the $U_q(sl_2)$ unitary irreps.

About the physics from the about finite partition function, we expect that its large-j asymptotics gives a discretized general relativity with positive cosmological constant $\Lambda = \omega/\ell_P^2$. More precisely we expect the following result: Given a vertex amplitude $A_v[K_f, \nu_v]$ for a 4-simplex (e.g. from $\Gamma^+_5$ or $\Gamma^-_5$ graph), we introduce a parameter $\lambda$ and replace each $K_f$ by $\lambda K_f$ and $\omega$ by $\omega/\lambda$ ($q = e^{-\omega}$). We send $\lambda \to \infty$ while keep $K_f \ll \frac{\gamma}{\ell_P^2}$. In this limit, the vertex amplitude is expected to have the following asymptotic behavior with certain boundary data ($K_f, \nu_v$):

$$A_v[K_f, \nu_v] \sim N_1 e^{i\gamma S_{\text{Regge}} \Lambda} + N_2 e^{-i\gamma S_{\text{Regge}} \Lambda}$$

where $N_1, N_2$ are some polynomial functions of $\lambda$. And $S_{\text{Regge}} \Lambda$ is the Regge action (at the vertex $v$) with a positive cosmological constant $\Lambda = \omega/\ell_P^2$ [31]. But the detailed studies of the asymptotics will be a future research.
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Appendix: Haar integral of Relativistic q-spin-networks

Here we give the detailed derivation for Eq.(5.6). Given the $\Gamma^+_5$ graph in Fig.2 and write down its relativistic q-spin-network

$$f_{\Gamma^+_5} := \left[\{S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)(\Pi^{\alpha_0}_v)\} \otimes \left\{S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)\right\} \otimes \left\{S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)\right\} \otimes \left\{S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)\right\}\right] <\Pi^{\alpha_0}_v, \Pi^{\alpha_1}_v > <\Pi^{\alpha_2}_v, \Pi^{\alpha_3}_v >$$

$$= (\text{id} \otimes h^{\otimes 4})f_{\Gamma^+_5}$$

For each factor, we have the invariance of Haar integration

$$\begin{align*}
   h\left[S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)(\Pi^{\alpha_0}_v)\right] = h\left[S^{-1} \Pi^{\alpha_3}_v, S^{-1} \Pi^{\alpha_2}_v, S^{-1} \Pi^{\alpha_1}_v, S^{-1} \Pi^{\alpha_0}_v\right] \\
   = S^{-1} \Pi^{\alpha_3}_v S^{-1} \Pi^{\alpha_2}_v S^{-1} \Pi^{\alpha_1}_v S^{-1} \Pi^{\alpha_0}_v h\left[S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)(\Pi^{\alpha_0}_v)\right]
\end{align*}$$

$$\begin{align*}
   h\left[S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)(\Pi^{\alpha_0}_v)\right] = h\left[S^{-1} \Pi^{\alpha_3}_v S^{-1} \Pi^{\alpha_2}_v S^{-1} \Pi^{\alpha_1}_v S^{-1} \Pi^{\alpha_0}_v\right] \\
   = S^{-1} \Pi^{\alpha_3}_v S^{-1} \Pi^{\alpha_2}_v S^{-1} \Pi^{\alpha_1}_v S^{-1} \Pi^{\alpha_0}_v h\left[S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)(\Pi^{\alpha_0}_v)\right]
\end{align*}$$

$$\begin{align*}
   h\left[S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)(\Pi^{\alpha_0}_v)\right] = h\left[S^{-1} \Pi^{\alpha_3}_v S^{-1} \Pi^{\alpha_2}_v S^{-1} \Pi^{\alpha_1}_v S^{-1} \Pi^{\alpha_0}_v\right] \\
   = S^{-1} \Pi^{\alpha_3}_v S^{-1} \Pi^{\alpha_2}_v S^{-1} \Pi^{\alpha_1}_v S^{-1} \Pi^{\alpha_0}_v h\left[S(\Pi^{\alpha_3}_v)(\Pi^{\alpha_2}_v)(\Pi^{\alpha_1}_v)(\Pi^{\alpha_0}_v)\right]
\end{align*}$$
\[ h \left[ \tilde{S} \left( \frac{\alpha}{\Pi} (2) \right) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \right] \]

= \[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) h \left[ \tilde{S} \left( \frac{\alpha}{\Pi} (2) \right) (2) \tilde{\Pi} (4) \tilde{\Pi} (1) \right] \]

(6.8)

We only need to check if we neglect the above \( h[\cdots]'s \), the rest gives \[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]. We properly insert Eq.(6.7) into Eq.(6.8)

\[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) S^{-1} \tilde{\Pi} (2) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]

= \[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]

(6.9)

by \( \sum_n x(2) S^{-1} x(1) = \varepsilon(x) 1 \). Then insert Eq.(6.6) between \( \tilde{\Pi} (3) \) and \( \tilde{\Pi} (4) \)

\[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) S^{-1} \tilde{\Pi} (2) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]

= \[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]

(6.10)

Now we use the braiding relation

\[ < \tilde{\Pi} (1) \otimes \tilde{\Pi} (3), \mathcal{R} >_2 \tilde{\Pi} (2) \tilde{\Pi} (4) = \tilde{\Pi} (3) \tilde{\Pi} (1) < \tilde{\Pi} (2) \otimes \tilde{\Pi} (4), \mathcal{R} >_2 \]

(6.11)

so we have

\[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]

(6.12)

Finally we insert Eq.(6.5) between \( \tilde{\Pi} (3) \) and \( \tilde{\Pi} (1) \)

\[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) S^{-1} \tilde{\Pi} (2) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]

= \[ S \left( \frac{\alpha}{\Pi} (2) \right) (1) \tilde{\Pi} (3) \tilde{\Pi} (4) \tilde{\Pi} (1) \]

(6.13)

which proves Eq.(5.6). For \( \Gamma_5 \) graph, Eq.(5.18) can be proved in the same way, with a different braiding relation

\[ < \tilde{\Pi} (3) \otimes \tilde{\Pi} (1), \mathcal{R}^{-1} >_2 \tilde{\Pi} (2) \tilde{\Pi} (4) = \tilde{\Pi} (3) \tilde{\Pi} (1) < \tilde{\Pi} (4) \otimes \tilde{\Pi} (2), \mathcal{R}^{-1} >_2 \]

(6.14)
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