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Abstract—Reconfigurable intelligent surface (RIS) technology is considered one of the leading technologies for sixth-generation wireless communication, and it has also been revealed to be effective in enhancing secure and reliable communications. This article investigates using RIS to improve physical layer security and data transmission in underlay cognitive radio networks (CRNs). Because of its capability to control the wireless environment, RIS can enhance the security of the primary network (PN) and increase the reliability of the secondary network (SN) data transmission. This approach is practical and beneficial for both the PN and SN in terms of reliability and security. The study focuses on a scenario where the eavesdropper is passive and uses either selection or maximal ratio combining to combine the signals from the PN. Analytical expressions for the secrecy outage probability and the probability of nonzero secrecy capacity of the PN are derived. Additionally, an expression for the SN outage probability is also provided. The results from simulations and the numerical analysis confirm the benefits of the proposed system model and validate the accuracy of the derived expressions. This work provides valuable insights into the integration of RIS with CRNs and highlights the potential role of RIS in the future of wireless communication systems.

Index Terms—Cognitive radio network (CRN), physical layer security (PLS), reconfigurable intelligent surface (RIS), secrecy outage probability (SOP).

I. INTRODUCTION

The reconfigurable intelligent surface (RIS) is attracting much consideration as a leading technology to achieve an intelligent wireless channels environment for the next-generation networks [2]. The RIS is a planar surface of electromagnetic (EM) material comprising a large number of cheap passive reflecting elements. A microcontroller controls each element to alter the amplitude and phase of the reflected signal. The RIS technology has many advantages, including the ability to change transmission environments into intelligent ones, enhance the quality of the received signals at the destination, reduce the power consumption compared with other technologies, increase the physical layer security (PLS), and alleviate the undesired interference [3], [4], [5], [6]. Passive RIS prototypes were assembled in [7], [8], and [9] to acquire more practical and precise results regarding the actual performance of RIS-aided systems by taking experimental measurements. Furthermore, Qian et al. in [10] utilized the RIS as a relay-assisted satellite to facilitate information transmission. This approach enables the user to concurrently receive information directly from the satellite and information relayed by the satellite through the RIS.

With the envision of new technologies and utilizing higher frequency bands, secure communications are significant in sixth-generation (6G) wireless networks, where new security challenges arise [11]. Present research contributions have established RIS as a cutting-edge technology with promising research directions toward the 6G. To take things further, the integration of RIS and cutting-edge communication technologies yields higher performance increases [12]. Wyner [13] initially investigated PLS, which has now become an attractive technique for improving the security level of cellular networks against signal leakage. In this respect, PLS utilizes the inherent characteristics of wireless communication channels and interference to secure the transmission of data by reducing the amount of information that unauthorized users can access at the bit level [14]. The RIS can be employed to enhance PLS in wireless communication systems [15]. One way this can be achieved is by using the RIS to create virtual beamforming, which can be used to create multiple beams that can be directed to different users. This can increase the secrecy performance of the cellular networks by reducing the signal strength at the unintended receivers, making it more challenging for an eavesdropper to intercept the signal. Additionally, the RIS can be used to create a secure zone for communication by directing the signal toward the intended receiver and away from the eavesdropper. Another way to use RISs for PLS is by creating artificial noise with the RIS to mask the signals [16]. This can be done by creating a beam that interferes with the signal and makes it more challenging to decode. Moreover, the RIS can be used to create a jamming signal that can be used to disrupt the communication of an eavesdropper [5], [17]. The RIS can also be used to detect and identify the location of the eavesdropper. By measuring the channel state information (CSI), the RIS can determine if there is an unintended receiver in the vicinity and can then adjust the beamforming to reduce the signal strength at that location.
Thanks to their distinctive characteristics, which enable them to manipulate the transmission environment, RIS technology has the ability to improve the received signal without using active elements and eliminate interference effects. Therefore, the RIS technology has recently been employed to improve the security of wireless communication systems [18], [19]. To guarantee secure transmission, the RIS was positioned close to the eavesdropper to counteract the eavesdropping signal [16]. This approach can effectively decrease the amount of information that is disclosed and enhance the confidentiality of the wireless network.

The rapid growth of smart devices has led to a significant increase in mobile wireless communication data traffic, putting a strain on the available radio spectrum resources such as energy and bandwidth. As a result, energy and spectral efficiency have become critical design considerations for the next wireless networks. To address the above challenges, the concept of a cognitive radio network (CRN) has been introduced as an efficient solution for improving the utilization of the spectrum. In CRN, which is composed of the primary network (PN) and the secondary network (SN), the secondary users (SUs) are permitted to transmit simultaneously with primary users (PUs) but at a power level below a certain threshold so as not to interfere with PUs’ communications. Therefore, CRN adjusts the transmission power of the SUs accordingly, ensuring that the interference generated by SUs to the PUs stays less than a predetermined level. In CRN, where multiple users share the same spectrum, PLS is critical because it can protect the communication link from unauthorized access and interference. Moreover, CRN has unique security challenges, such as the dynamic and uncertain nature of the wireless environment and the need to protect both PUs and SUs. Consequently, PLS is crucial for maintaining the integrity and confidentiality of the communication link and ensuring that the CRN can operate effectively and efficiently in a shared spectrum environment [20]. The study in [21] examined the secrecy performance of energy harvesting in CRN through the use of cooperative jamming.

The RIS-aided CRN has the potential to significantly improve the performance of both the PN and the SN. The ability of RIS to control the propagation of radio waves in a wireless environment can be leveraged to enhance the transmission of the SN by improving the signal-to-noise ratio (SNR) and increasing the capacity of the network [22]. Additionally, the RIS can be employed to improve the PLS of the PN by creating a more secure wireless environment. The benefit of RIS to control the propagation of radio waves can be used to create more secure wireless communications by reducing the PNs transmitted power and increasing the secrecy of the PNs communication. Moreover, by modifying the amplitude and phase of the incoming signal on the RIS, the network’s power consumption can be decreased, thereby enhancing the energy efficiency of the network [23]. A common technique is to employ beamforming to improve the performance of the SN while guaranteeing that the interference power received by the PUs stays below a specified limit [24]. Nevertheless, the beamforming gain is restricted when the link between the SN source and SN destination is weak as a result of severe attenuation.

The works mentioned above reflect the fact that passive RIS technology plays an essential role in the evolution of wireless communication systems. Using RIS in CRN is to improve the PLS of the network. A highly directional and manipulable wireless transmission environment can be established by leveraging the abundant reflecting elements in the RIS. This can be used to selectively enhance or null the signal strength of legitimate or malicious signals, respectively, to improve the network’s overall security. In addition, using RIS allows for creating multiple virtual channels, which can be used to separate legitimate and malicious signals and provide additional protection against eavesdropping and jamming attacks. These insights motivate us to explore a new RIS architecture that can boost the secrecy capacity of the PN and strengthen the SN transmission simultaneously. Our proposed novel RIS-assisted CRN architecture (as depicted in Fig. 1) can accomplish this objective by reflecting the incoming SN EM waves toward the SU and simultaneously redirecting the interference toward the eavesdropper through the RIS. In this work, we present a secure RIS-assisted underlay CRN. To the best of our knowledge, no previous studies have examined the benefits of RIS technology for securing PN and enhancing SN transmission simultaneously. The main contributions of this article can be summarized as follows.

1) The RIS technology is presented to improve both the reliability of the SN and the PLS of the PN concurrently.
2) To compensate for the spectrum sharing, the RIS technology is utilized as a friendly jammer to ensure a high-secrecy performance for the PN, consequently enabling a mutually beneficial situation for both networks, i.e., security provisioning for the PN and high reliability and robustness for the SN.
3) The secrecy performance of the PN is examined and closed-form expressions for the secrecy outage probability (SOP) and the probability of nonzero secrecy capacity (PNSC), considering practical combining techniques, namely, selection combining (SC) and maximum ratio combining (MRC) at the eavesdropper side are presented. Furthermore, the outage probability of the SN is explored and an analytical expression is provided.
4) The impact of the location of the secondary receiver on the SNs performance is investigated, providing insights into...
optimal positioning strategies and offering valuable guidelines for deploying and optimizing RIS-aided systems in underlay CRNs.

5) Asymptotic analysis in the high transmit power regime in the PN is carried out and concise expressions for the SOP of the PN are presented. These expressions demonstrate that SC and MRC techniques achieve identical secrecy diversity orders. The benefits of the proposed system model are demonstrated and validated through numerical and simulation results.

A list of symbols utilized in this paper is presented in Table I.

### II. SYSTEM MODEL

A proposed RIS-aided underlay CRN, including a license-holding PN and an unlicensed SN, is considered, as shown in Fig. 1. Specifically, the SN comprises a secondary transmitter (S) and a secondary receiver (D), each equipped with a single antenna, whereas the PN comprises a primary transmitter (PT) and a single-antenna primary receiver (PR). The PT is equipped with \( N_{PR} \geq 1 \) antennas. In addition, an eavesdropper (Eav), equipped with \( N_{E} \geq 1 \) antennas, intends to overhear the PNs data streams. Therefore, the RIS, made of \( N \) reflecting elements, is utilized to enhance the achievable secrecy rate of the PN by interfering with the eavesdropping signals at Eav while improving the transmission conditions of the SN. It is noteworthy that a field-programmable gate array (FPGA) is utilized as a controller to adjust the phase and amplitude of the RIS in practice. It often coordinates and communicates with other elements of the network, such as the BS and users, through dedicated connections [25]. Recently, advanced techniques for channel estimation in RIS-assisted systems have been proposed, e.g., [26], [27]. Consequently, we assume that the CSI of all channels is perfectly known at the RIS for reflecting/transmitting data. As we consider a passive Eav, its CSI is unknown at both the PT and the RIS.

The channel coefficients for the PT → PR, PT → Eav, RIS → Eav, RIS → PR, S → Eav, S → PR, S → D, S → RIS, and RIS → D links are denoted as \( h_{pp}, h_{pe}, h_{e}^{2}, h_{p}, h_{se}, h_{sp}, h_{sd}, h_{s}, \) and \( h_{D} \), respectively. The above channel coefficients are assumed to undergo Rayleigh fading. To elaborate, \( h_{k} \in \mathbb{C}^{N \times 1} \), \( h_{D} \in \mathbb{C}^{1 \times N} \), \( h_{e}^{2} \in \mathbb{C}^{1 \times N} \), and \( h_{D} \in \mathbb{C}^{1 \times N} \) denote the channel vector between the SN transmitter and RIS, RIS and SN receiver, RIS and eavesdropper, and RIS and PN receiver, respectively. Moreover, the Euclidean distances between \( S \rightarrow RIS \), RIS → D, S → D, PT → PR, PT → Eav, RIS → Eav, RIS → PR, S → Eav, and S → PR links are denoted as \( d_{sr}, d_{rd}, d_{sd}, d_{pp}, d_{pe}, d_{re}, d_{rp}, d_{se}, \) and \( d_{sp} \), respectively. In addition, \( n_{o} \) is the additive white Gaussian noise (AWGN) at D, PR, and E, respectively, where \( o \in \{d, p, e\} \), with zero mean and variance \( \sigma_{o}^{2} \). Consequently, the received signal at D can be written as

\[
y_{D} = \sqrt{P_{S}} x_{s} \left[ \left( \frac{d_{sr} d_{rd}}{d_{o}} \right)^{2} \sum_{i=1}^{N} h_{s_{i}} h_{d_{i}} e^{j\phi_{i}} + h_{sd} \left( \frac{d_{sd}}{d_{o}} \right)^{2} \right] + n_{d}
\]

where \( x_{s} \) is the SN transmitted signal, \( P_{S} \) denotes the SN transmitted power, \( d_{o} \) is a reference distance, and \( n_{o} \) is the path loss exponent. In addition, \( h_{s} \) and \( h_{d} \) are complex Gaussian random variables (RV) with a zero mean and unit variance, and \( \phi_{i} \) is the alterable phase coefficient of the \( i \)-th element of the RIS. It is assumed that the PT position is distant from both the D and the RIS, thus causing no significant interference. This is a widely accepted assumption in literature [22], [28], [31], [32], [33]. Additionally, it is also assumed that the phases of the channels \( h_{s} \) and \( h_{d} \) are perfectly available at the RIS.

1The traditional pilot signaling techniques can be utilized to estimate the CSI of the legitimate transmission links. Moreover, due to the advanced channel estimation techniques, the CSI can be easily estimated, which explains why the assumption of perfect knowledge of the CSI is commonly used in the literature [2], [19], [28], [29], [30]. The findings obtained in this work are considered an upper bound on the performance increase that the RIS can achieve because it is an ideal situation.

2The bold font is used to indicate vectors.

3Since the transmission links experience blockages and the RISs location cannot be optimized to guarantee reliable line-of-sight links, similar to [19], [29], and [30], Rayleigh fading environment is assumed in this work.

| Symbol | Description |
|--------|-------------|
| S      | Secondary transmitter |
| D      | Secondary receiver |
| PT     | Primary transmitter |
| PR     | Primary receiver |
| Eav    | Eavesdropper |
| \( N_{PR} \) | Number of antennas at PT |
| \( N_{E} \) | Number of antennas at Eav |
| \( N \) | Number of reflecting elements at RIS |
| \( h_{ab} \) | Channel coefficient of ab link |
| \( d_{ab} \) | Euclidean distance between ab |
| \( n_{a} \) | AWGN node at a |
| \( \sigma_{a}^{2} \) | AWGN variance at node a |
| \( y_{a} \) | Received signal at node a |
| \( s_{x} \) | SN transmitted signal |
| \( x_{p} \) | PN transmitted signal |
| \( P_{S} \) | SN transmitted power |
| \( P_{D} \) | PN transmitted power |
| \( d_{o} \) | Reference distance |
| \( \phi_{i} \) | Phase coefficient of the \( i \)-th element of the RIS |
| \( \delta_{i} \) | Residual phase errors affecting the PR |
| \( \psi_{i} \) | Residual phase errors affecting the Eav |
| \( \gamma_{a} \) | SINR at node a |
| \( \eta_{a} \) | Average SNR at node a |
| \( \eta \) | Path loss exponent |
| \( f_{X}(\cdot) \) | PDF of random variable \( X \) |
| \( F_{X}(\cdot) \) | CDF of random variable \( X \) |
| \( F_{X}^{*}(\cdot) \) | Asymptotic CDF of random variable \( X \) |
| \( C \) | PN secrecy capacity |
| \( C_{p} \) | PN capacity |
| \( C_{B} \) | Eav capacity |
| \( R_{S} \) | SN achievable data rate |
| \( R_{e} \) | PN target secrecy rate |
| \( Pr(\cdot) \) | Probability of an event |
| SOP    | Secrecy outage probability |
| \( P_{out} \) | SN outage probability |
| SOP*   | Asymptotic SOP |
| \( g_{a} \) | Secrecy diversity order |
| \( g_{d} \) | Secrecy array gain |
| \( \mathcal{O}(\cdot) \) | Higher order term |
allowing the optimal phase shift to be selected for maximizing the instantaneous SNR at D [2], [34]. It is also assumed that the reflected gain of each reflecting element is equal to one [2], [19]. As a result, the received signal at the PR can be written as

\[ y_p = \sqrt{P_p} \left( \frac{d_{pp}}{d_o} \right)^{-\frac{\eta}{2}} h_{pp} x_p + \sqrt{P_s} \sum_{i=1}^{N} h_i s_i e^{j\psi_i} + h_{sp} \left( \frac{d_{sp}}{d_o} \right)^{-\frac{\eta}{2}} x_s + n_p \]  

(2)

where \( x_p \) is the PN-transmitted signal, \( P_p \) denotes the PN-transmitted power, and \( \theta_i \) is the residual phase errors affecting the PR. In a similar way, the wiretapped signal at Eav can be written as

\[ y_{Eav} = \sqrt{P_p} \left( \frac{d_{pe}}{d_o} \right)^{-\frac{\eta}{2}} h_{pe} x_p + \sqrt{P_s} \sum_{i=1}^{N} h_i s_i e^{j\psi_i} + h_{se} \left( \frac{d_{se}}{d_o} \right)^{-\frac{\eta}{2}} x_s + n_c \]  

(3)

where \( \psi_i \) is the residual phase errors affecting the Eav. The instantaneous SNR at D, \( \Xi_D \), is given by

\[ \Xi_D = \frac{P_S}{\sigma_{d}^2} \left( \frac{d_{sd}}{d_o} \right)^{-\frac{\eta}{2}} \sum_{i=1}^{N} h_i s_i h_d e^{j\psi_i} + h_{sd} \left( \frac{d_{sd}}{d_o} \right)^{-\frac{\eta}{2}} \right]^2 . \]  

(4)

Moreover, the instantaneous signal-to-interference-and-noise ratio (SINR) at PR and Eav, denoted as \( \Xi_P \) and \( \Xi_{Eav} \), respectively, are given by

\[ \Xi_P = \left( \frac{P_P}{\phi_P} \right)^{-\frac{\eta}{2}} |h_{pp}|^2 \]  

\[ \Xi_{Eav} = \left( \frac{P_P}{\phi_P} \right)^{-\frac{\eta}{2}} |h_{pe}|^2 \]  

(5)

and

\[ \Xi_{Eav} = \left( \frac{P_P}{\phi_P} \right)^{-\frac{\eta}{2}} |h_{pe}|^2 \]  

\[ \Xi_{Eav} = \left( \frac{P_P}{\phi_P} \right)^{-\frac{\eta}{2}} |h_{pe}|^2 \]  

(6)

which can be rewritten as

\[ \Xi_{E} = \frac{\Psi_{PE}}{\phi_P + 1} \]  

(7)

where

\[ \Psi_E = \left| L_1 \sum_{i=1}^{N} h_i s_i e^{j\psi_i} + \Lambda_2 h_{se} \right|^2 \]  

\[ L_1 = \sqrt{\eta \sigma_{se} \left( \frac{d_{sd}}{d_o} \right)^{-\frac{\eta}{2}}}, \quad \Lambda_2 = \sqrt{\eta \sigma_{se} \left( \frac{d_{se}}{d_o} \right)^{-\frac{\eta}{2}}}, \quad \gamma_{se} = \frac{\phi_P}{\phi_P}, \quad \Psi_{PE} = \omega_{e} |h_{pe}|^2, \quad \omega_c = \gamma_{ce} \left( \frac{d_{se}}{d_o} \right)^{-\frac{\eta}{2}}, \quad \gamma_{ce} = \frac{\phi_P}{\phi_P} \]  

As the phase shifts of the RIS elements are designed based on the legitimate SN link, the resulting phase distributions for each RIS \( \rightarrow E \) link \( \psi_i \) are i.i.d. and uniformly distributed RVs by virtue of the work in [29]. Thus, \( \Psi_E \) can be approximated by an exponential RV according to [35, Corollary 2] with a parameter \( \Lambda_{PE} = N \Lambda_1^2 + \Lambda_2^2 \). Therefore, the probability density function (pdf) of \( \Psi_E \) is given by

\[ f_{\Psi_E}(\gamma) = \frac{1}{\Lambda_{PE}} e^{-\frac{\gamma}{\Lambda_{PE}}} \]  

(8)

It should be noted that the power transmitted by the SN \( P_S \) should be below a certain limit to prevent excessive interference. In underlay CRN, the PN and the SN can coexist, considering that \( S \) does not generate excessive interference to the PR. The worst case scenario for the PR perspective is expressed by \( P_S = \frac{P_S}{\phi_P} \). However, even under this scenario, the PR will still operate reliably. When \( P_{\text{max}} < \frac{P_S}{\phi_P}, \) \( P_S \) would be equal to the maximum power limit \( P_{\text{max}} \) but this will not impact the reliability of the PR. Therefore, our expression performs as an upper bound. However, it is common for \( P_{\text{max}} \) to be greater than \( \frac{P_S}{\phi_P} \) in practical scenarios [22], [28]. Consequently, the power of the interfering signal toward the PR must be limited by \( P_S, \Psi_P \leq Q, \) with \( \Psi_P \) being the sum of the channel power gains from \( S \) and the RIS, and \( Q \) expresses the maximum tolerable interference imposed on the PR. Precisely, \( \Psi_P \) consists of the reflected link RIS \( \rightarrow \) PR and the \( S \rightarrow \) PR link. From (5), \( \Psi_P \) can be expressed as

\[ \Psi_P = \left( \frac{d_{sd}}{d_o} \right)^{-\frac{\eta}{2}} \sum_{i=1}^{N} h_i s_i h_d e^{j\psi_i} + h_{sd} \left( \frac{d_{sd}}{d_o} \right)^{-\frac{\eta}{2}} |h_{sp}|^2 . \]  

(9)

Similar to \( \Psi_E, \Psi_P \) also can be approximated as an exponential RV with a parameter \( \lambda_P = \left( \frac{d_{sd}}{d_o} \right)^{-\frac{\eta}{2}} N + \left( \frac{d_{se}}{d_o} \right)^{-\frac{\eta}{2}} \), where the pdf of \( \Psi_P \) is given by

\[ f_{\Psi_P}(\gamma) = \frac{1}{\lambda_P} e^{-\frac{\gamma}{\lambda_P}} . \]  

(10)

### III. PERFORMANCE ANALYSIS

#### A. PN Secrecy Outage Probability

In this section, we focus on investigating the secrecy capacity \( C \) of the PN by analyzing the SOP. SOP is the probability that the achievable secrecy rate for PN transmission falls below a certain predefined target secrecy rate \( R_s \). Mathematically, it is represented as

\[ \text{SOP} = \Pr(C < R_s) \]  

(11)

where \( C \) is the PN secrecy capacity and \( R_s \) is the PN target secrecy rate. In this regard, \( C_S \) can be obtained by

\[ C = |C_P - C_E| \]  

(12)

where \( C_P \) and \( C_E \) are the PN and the Eav capacities, respectively, and \( [x]^+ = \max(x, 0) \). Accordingly, \( C_P \) is given by

\[ C_P = \log_2 (1 + \Xi_P) \]  

(13)

where \( \Xi_P \) is given by

\[ \Xi_P = \frac{P_P}{P_S \Psi_P + \sigma_P^2} = \frac{P_P}{P_S \Psi_P + \sigma_P^2} = \frac{P_P}{P_S \Psi_P + \sigma_P^2} \]  

(14)
where $Q = P_{b} \Psi_{p}, \Phi = \omega_{p}, \vartheta, \omega_{p} = \frac{d_{p}}{\sigma_{p}} \vartheta^{\gamma},$ and $\vartheta = (\frac{D}{\sigma_{p}^{2}} + 1)^{-1}$. Employing the antenna selection technique at the PT is to maintain the advantages of multiple antenna diversity while minimizing the hardware complexity. The principal benefit of using this technique is that it reduces power consumption and signal processing overhead compared to other techniques, such as beamforming. Antenna selection strategy is applied at the PT to maintain multiple antennas’ diversity and reliability benefits while avoiding high hardware complexity. Therefore, the best antenna at PT is selected according to the following criterion:

$$|h_{pp}|^2 = \max_{n \in \{1, \ldots, N_{p}\}} |h_{p,n}|^2.$$  \hspace{1cm} (15)

The cumulative distribution function (cdf) of $\Xi_{p}$ is given by

$$F_{\Xi_{p}}(\gamma) = N_{p} \sum_{n=0}^{N_{p}-1} (-1)^{n} \frac{(N_{p}-1)}{(n+1)} \left(1 - e^{-\frac{(n+1)}{(\alpha+1)}}\right).$$ \hspace{1cm} (16)

Moreover, $C_{E}$ is given by $C_{E} = \log_{2}(1 + \Xi_{E})$, where $\Xi_{E}$ is given in (6). Now, the SOP can be derived as

$$\text{SOP}_{\xi} = \int_{0}^{\infty} F_{\Xi_{p}}(\beta \gamma + \alpha) f_{\Xi_{p}}(\gamma) d\gamma$$ \hspace{1cm} (17)

where $\alpha = \beta - 1$, $\beta = 2^{2\zeta}$, and $\zeta \in \{\text{SC}, MRC\}$.

1) SC Approach: SC is a widely employed diversity-combining technique in wireless communication systems. It encompasses selecting the optimal signal among a set of received replicas, often originating from different antennas. This selection is based on predetermined criteria, such as the magnitude or quality of signal strength [36]. Using the SC approach at the Eav side is essential because it allows for the advantages of multiple antenna technology, such as diversity and increased throughput, to be maintained while avoiding high hardware complexity. The SC approach is significant because it has low power consumption and minimal signal processing overhead compared to other techniques. The SC technique has essential advantages, such as diversity and spectral efficiency gains, reduced hardware complexity and signaling overheads, flexibility, and minimal feedback.

**Theorem 1:** The SOP for SC, $\text{SOP}_{\text{SC}}$, can be derived as

$$\text{SOP}_{\text{SC}} = N_{p} \sum_{n=0}^{N_{p}-1} (-1)^{n} \frac{(N_{p}-1)}{(n+1)} \left[ 1 - \frac{N_{E}}{\omega_{p} \Lambda_{E}} \sum_{k=0}^{N_{E}-1} (-1)^{k} \frac{(N_{E}-1)}{(n+1)} \right] \left( \frac{\Lambda_{E}}{\omega_{p}} + \Theta \right)$$ \hspace{1cm} (18)

where $\Theta = \frac{\Lambda_{E}}{\omega_{p}} + \Theta, \Theta = \frac{\Lambda_{E}}{\omega_{p}}$, and $\Gamma(\cdot, \cdot)$ denotes the upper incomplete gamma function [37, eq. (8.350.2)].

**Proof:** See Appendix A. \hfill \blacksquare

2) MRC Approach: MRC is an alternative diversity-combining technique that combines multiple received signals through scaling based on their respective SNR ratios, followed by their summation [36]. The MRC is a coherent technique that linearly combines the signals received from multiple antennas at the receiver. However, digital signal processing makes it practical. This work considers the MRC at Eav because it is the worst case scenario from the PN perspective. When Eav deploys the MRC on the eavesdropping signals from the PT, the PLS of the PN decreases dramatically, as shown in the obtained results.

Since the MRC technique produces a higher SNR gain at Eav over the SC technique, the PN secrecy performance is degraded when Eav utilizes the MRC technique. Furthermore, the MRC technique is commonly used in the literature.

**Theorem 2:** The SOP for MRC, $\text{SOP}_{\text{MRC}}$, can be derived as

$$\text{SOP}_{\text{MRC}} = \frac{N_{p} \sum_{n=0}^{N_{p}-1} (-1)^{n} \frac{(N_{p}-1)}{(n+1)} \left[ 1 - \frac{N_{E}}{\omega_{p} \Lambda_{E}} \sum_{k=0}^{N_{E}-1} (-1)^{k} \frac{(N_{E}-1)}{(n+1)} \right] \left( \frac{\Lambda_{E}}{\omega_{p}} + \Theta \right) \left( \frac{\Lambda_{E}}{\omega_{p}} + \Theta \right)}{e^{\frac{\omega_{p} \Lambda_{E}}{\omega_{p}} \Theta}}$$ \hspace{1cm} (19)

where $\Theta = \frac{\Lambda_{E}}{\omega_{p}} * (n+1)$, and $W_{\alpha, \beta}(\cdot)$ denotes the Whittaker function [37, eq. (9.220.4)].

**Proof:** See Appendix B. \hfill \blacksquare

**B. Asymptotic PN SOP Analysis**

The asymptotic SOP is analyzed at high SNR, when the value of $\omega_{p} \rightarrow \infty$, to understand better the impact of key parameters that influence the performance of the proposed system in terms of the SOP. The focus is on the secrecy array gain ($G_{s}$) and the secrecy diversity order ($G_{d}$). In this scenario, it is assumed that the PT and PR are located close to each other and that $\omega_{p} \gg \omega_{r}$.

As $\omega_{p} \rightarrow \infty$, the asymptotic expression of $\text{SOP}^{\infty}$ can be expressed as

$$\text{SOP}^{\infty} = (G_{d} \omega_{p})^{-G_{d}} + O(\omega_{p}^{-G_{d}}).$$ \hspace{1cm} (20)

The expression implies that the higher-order terms are represented by $O(\cdot)$. The shape of the SOP$^{\infty}$ curve is defined by $G_{d}$ and the difference in SNR between the SOP$^{\infty}$ curve and the reference curve ($\omega_{p}^{-G_{d}}$) is quantified by $G_{d}$. To obtain $F_{\Xi_{p}}(\cdot)$, the exponential functions in (16) are expanded using the Taylor series method presented in [37, eq. (1.211.1)]. Only the first two terms of the expansion are retained, and the remainder of the higher-order terms are disregarded. After some simple algebraic manipulations, $F_{\Xi_{p}}(\cdot)$ can be derived.

1) SC Approach: For the SC technique, the pdf of $\Xi_{E}$, $f_{\Xi_{p}}^{\text{SC}}(\gamma)$, is given in (39). By plugging $F_{\Xi_{p}}(\cdot)$ and (39) into (17), and after simple algebraic manipulations, then with the help of [37, eq. (3.382.4)], the SOP$^{\infty}_{\text{SC}}$, can be derived as

$$\text{SOP}^{\infty}_{\text{SC}} = (G_{d}^{\text{SC}} \omega_{p})^{-G_{d}^{\text{SC}}} + O(\omega_{p}^{-G_{d}^{\text{SC}}}).$$ \hspace{1cm} (21)
where $G_{d}^{SC} = N_p$ and $G_{a}^{SC}$ is derived as

$$G_{a}^{SC} = \left[1 + \frac{N_{E}}{\eta} \sum_{k=0}^{N_{E}} \frac{N_{P} \left(N_{P} - 1\right)}{k} \frac{Z_{1}}{\left(k + 1\right)} \left(W_{\frac{1}{\sqrt{N_{E}}}} + W_{\frac{1}{\sqrt{N_{E}}} + \frac{1}{\sqrt{N_{E}}}} \left(1 + \frac{1}{\sqrt{N_{E}}}\right)\right) \right]$$

where $Z_{1} = \frac{N_{E}^{2} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}{N_{P} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}$.

2) MRC Approach: For the MRC technique, the pdf of $\Xi_{E}$, $f_{\Xi_{E}}^{MRC}(\gamma)$, is given in (42). By plugging $F_{\Xi_{E}}(\cdot)$ and (42) into (17), and after simple algebraic manipulations, then with the help of [37, eq. (383.4)], the SOP$_{MRC}$ can be derived as

$$\text{SOP}_{MRC} = \left(\frac{G_{a}^{MRC}}{N_{P}} + O\left(\frac{1}{\sqrt{N_{P}}}\right)\right)$$

where $G_{a}^{MRC} = N_p$ and $G_{a}^{MRC}$ is derived as

$$G_{a}^{MRC} = \left[1 + \frac{N_{E}}{\eta} \sum_{k=0}^{N_{E}} \frac{N_{P} \left(N_{P} - 1\right)}{k} \frac{Z_{2}}{\left(k + 1\right)} \left(W_{\frac{1}{\sqrt{N_{E}}}} + W_{\frac{1}{\sqrt{N_{E}}} + \frac{1}{\sqrt{N_{E}}}} \left(1 + \frac{1}{\sqrt{N_{E}}}\right)\right) \right]$$

where $Z_{2} = \frac{N_{E}^{2} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}{N_{P} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}$.

C. Probability of Nonzero Secrecy Capacity

PNSC for the PN is investigated in this section. It should be noted that nonzero secrecy capacity can only be achieved when $C > 0$. According to (11), the PNSC can be expressed as follows:

$$\text{PNSC}_{C} = \text{Pr}(C > 0) = \text{Pr} \left(1 + \frac{\Xi_{P}}{1 + \Xi_{E}} > 1\right) = 1 - \int_{0}^{\infty} F_{\Xi_{E}}(\gamma) f_{\Xi_{E}}(\gamma) d\gamma.$$ (25)

1) SC Approach: By plugging (16) and (39) into (25), and after simple algebraic manipulations, then with the help of [37, eq. (383.9)], the PNSC for SC, PNSC$_{SC}$, can be derived as

$$P_{\text{NSC}}^{SC} = 1 - \frac{N_{P} - 1}{N_{P} + 1} \left(1 - \frac{1}{\sqrt{N_{E}}} \sum_{k=0}^{N_{E}} \frac{N_{P} \left(N_{P} - 1\right)}{k} \frac{Z_{1}}{\left(k + 1\right)} \left(W_{\frac{1}{\sqrt{N_{E}}}} + W_{\frac{1}{\sqrt{N_{E}}} + \frac{1}{\sqrt{N_{E}}}} \left(1 + \frac{1}{\sqrt{N_{E}}}\right)\right) \right]$$

where $Z_{1} = \frac{N_{E}^{2} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}{N_{P} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}$.

2) MRC Approach: By plugging (16) and (42) into (25), and after simple algebraic manipulations, then with the help of [37, eq. (383.4)], the PNSC for MRC, PNSC$_{MRC}$, can be derived as

$$P_{\text{NSC}}^{MRC} = 1 - \frac{N_{P} - 1}{N_{P} + 1} \left(1 - \frac{1}{\sqrt{N_{E}}} \sum_{k=0}^{N_{E}} \frac{N_{P} \left(N_{P} - 1\right)}{k} \frac{Z_{2}}{\left(k + 1\right)} \left(W_{\frac{1}{\sqrt{N_{E}}}} + W_{\frac{1}{\sqrt{N_{E}}} + \frac{1}{\sqrt{N_{E}}}} \left(1 + \frac{1}{\sqrt{N_{E}}}\right)\right) \right]$$

where $Z_{2} = \frac{N_{E}^{2} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}{N_{P} \omega_{p} e^{-\frac{\eta}{N_{E}}} \Gamma(N+1)}$.

D. SN Outage Probability

For the SN, the outage probability, $P_{\text{out}}$ is given by

$$P_{\text{out}} = \text{Pr} (\Xi_{D} \leq 2^{R_{d} - 1}) = F_{\Xi_{D}}(2^{R_{d} - 1})$$ (28)

where $R_{d}$ is the SN achievable data rate, and $\Xi_{D}$ is the instantaneous SNR of the SN link. By substituting $P_{3}$ with $\frac{N_{P}}{N_{P} - 1}$ in (4), the expression for $\Xi_{D}$ can be rewritten as follows:

$$\Xi_{D} = \left[\frac{Q}{ \sqrt{\frac{P}{\sigma_{d}^{2}}} } \left(\frac{d_{e} d_{sd}}{d_{l}^{2}}\right)^{2} \left(\frac{d_{e} d_{sd}}{d_{l}^{2}}\right)^{2}\right] \left(\frac{h_{e} h_{d} e^{j\phi_{e}} + h_{sd} \left(\frac{d_{e} d_{sd}}{d_{l}^{2}}\right)^{2}}{\left(\frac{d_{e} d_{sd}}{d_{l}^{2}}\right)^{2}}\right)$$ (29)

which can be rewritten as $\Xi_{D} = \frac{\psi_{D}}{\sigma_{d}^{2}}$, where $\psi_{D} = \Omega_{1} + \sum_{i=1}^{N} |h_{e} | |h_{d} | + |h_{sd}|^{2}$, $\Omega_{1} = \frac{N_{P}}{\sigma_{d}^{2}} \left(\frac{d_{e} d_{sd}}{d_{l}^{2}}\right)^{2}$, and $\Omega_{2} = \frac{N_{P}}{\sigma_{d}^{2}} \left(\frac{d_{e} d_{sd}}{d_{l}^{2}}\right)^{2}$. $P_{\text{out}}$ can be further written mathematically as [38]

$$P_{\text{out}} = \int_{0}^{\psi_{D}} F_{\psi_{D}}(\cdot) f_{\psi_{D}}(\cdot) d\gamma.$$ (30)

Theorem 3: $P_{\text{out}}$ can be obtained as

$$P_{\text{out}} = I_{1} - I_{2} - I_{3}$$ (31)

where $I_{1}$, $I_{2}$, and $I_{3}$ are given in (32), (33), and (34), respectively, at the bottom of the next page, where the symbols are defined in Appendix C.

Proof: See Appendix C.

IV. RESULTS AND DISCUSSIONS

Numerical and simulation results that confirm the benefits of applying the RIS technology in the proposed system model are provided in this section. Unless otherwise stated, we set $R_{d} = 1$ b/s/Hz, $\gamma_{sc} = 5$ dB, $\sigma_{d}^{2} = \sigma_{e}^{2} = 0$ dBm, $\delta = 2$, $\eta = 3$, $d_{o} = 10$ m, and $R_{e} = 1$ b/s/Hz. From Fig. 2, the position of $S$ in meters is $(0, 10)$ m, where 0 is the coordinate of $S$ along the $x$-axis, and 10 is the coordinate of $S$ along the $y$-axis. Likewise, the coordinates of RIS, D, PR, PT, and Eav are $(10, 20)$ m, $(100, 0)$, $(50, 0)$, $(100, 10)$ m, and $(50, 5)$ m, respectively. The Matlab platform is utilized to perform the simulations. The results are obtained by averaging $10^{7}$ channel realizations via Monte Carlo simulations.

In Fig. 3, we investigate the PN secrecy enhancement due to the deployment of the RIS technology. In this respect, the SOP$_{SC}$ of the PN is evaluated for the SC technique at Eav...
versus $P_p$ for different values of $N$ and $Q$, where $\gamma_c = 30$ dB. As the value of $N$ increases, the security of the PN improves, demonstrating the impact of the RIS’s jamming signals on $\text{Eav}$. Consequently, the PLS of the PN is enhanced. Moreover, the SOP_{SC} improves as $P_p$ increases. As demonstrated through our analysis and simulations, integrating the RIS technology with CRN can enhance the PLS of the PN by functioning as a friendly jammer. The RIS can degrade the quality of the signal intercepted by the $\text{Eav}$, leading to a more secure transmission for the PN. To illustrate, SOP_{SC} can be decreased by approximately 0.05, using an RIS with $N = 1000$ compared with $N = 10$ at $P_p = 20$ dBW and $Q = 10$ dB. It is essential to highlight that a decrease in the level of $Q$ leads to a corresponding reduction in the SOP_{SC}, thereby enhancing the security of the transmission for the PN. This can be attributed to the fact that a lower level of $Q$ results in reduced interference generated by the SN, consequently improving the security capacity at the PR. As an example, $P_p$ can be decreased by approximately 8 dB when $Q = 0$ dB compared with $Q = 10$ dB to achieve an SOP_{SC} of $10^{-2}$ at $N = 1000$.

Fig. 2. Simulations setup.

Fig. 3. PNs SOP_{SC} versus $P_p$, for different values of $N$ and $Q$, where $N_P = N_E = 3$.

Fig. 4 illustrates the secrecy improvement of the PN as a result of deploying the RIS technology. The evaluation focuses on the SOP_{MRC} of the PN as a function of $P_p$ under the MRC technique, considering different values of $N$ and $Q$. The security of the PN improves as $N$ increases. This indicates that the jamming signals emitted by the RIS significantly impact the $\text{Eav}$, enhancing the PLS of the PN. For Figs. 3 and 4, the analysis and simulations demonstrate that integrating the RIS technology with the CRN can significantly enhance the PLS of the PN by effectively functioning as a friendly jammer. The presence of the RIS degrades the quality of the signal intercepted by the $\text{Eav}$, resulting in a more secure transmission for the PN. Moreover, the MRC technique yields a higher SNR gain at the $\text{Eav}$ than the

$$I_1 = \frac{Q_4}{2\lambda_p} + \frac{A_1}{2\pi Q_2^2} \left(2e^{-\frac{Q_2^2}{\pi}} - 1\right) + \sum_{m=1}^4 \frac{C_m}{2} \left[ e^{\frac{Q_2^2(A_2+1)}{Q_2}} \left(\sqrt{\frac{Q_2}{\pi}} \frac{\Theta_m Q_2 e^{-\frac{Q_2^2(A_2+1)^2}{Q_2^2}}}{A_2} \right) \right]$$

$$I_2 = \frac{q^2 e^{-D_4}}{2\beta Q_6^2} \left[ \frac{1}{D_2^{3/2}} \left(\sqrt{\frac{D_6}{2\sqrt{D_2}}} \left(\text{erf} \left(\frac{D_3}{2\sqrt{D_2}}\right) - \text{erf} \left(\frac{D_6}{2\sqrt{D_2}}\right)\right) - \sqrt{\frac{D_7}{2\sqrt{D_2}}} \text{erfc} \left(\frac{D_3}{2\sqrt{D_2}}\right) \right) \right] + \sum_{m=1}^4 \frac{C_m}{D_5^{3/2}} \left[ \frac{\sqrt{\frac{D_7}{2\sqrt{D_5}}} \left(\text{erf} \left(\frac{D_7}{2\sqrt{D_2}}\right) - \text{erf} \left(\frac{D_7}{2\sqrt{D_5}}\right)\right) \right]$$

$$I_3 = \frac{q^2 e^{-B_4}}{2\beta Q_8^2} \left[ \frac{Q_4 B_6}{B_2^2} \left(\sqrt{\frac{B_6}{2\sqrt{B_2}}} + 1\right) + 2\sqrt{B_2} \right] - \sum_{m=1}^4 \frac{C_m}{B_5^2} \left[ \frac{\sqrt{\frac{D_7}{2\sqrt{B_5}}} \left(\text{erf} \left(\frac{B_7}{2\sqrt{B_5}}\right) + 1\right) + 2\sqrt{B_5} \right]$$

(33)
SC technique. Therefore, employing the MRC technique at $E_{av}$ leads to a more degradation in the PNs secrecy performance, as depicted in Fig. 4. To illustrate, $SOP_{SC} = 0.02$ compared with $SOP_{MRC} = 0.075$, using an RIS with $N = 1000$ at $P_p = 20$ dBW and $Q = 0$ dB. The asymptotic analyses are included, and a perfect match with the theoretical results can be seen when $P_p \to \infty$, confirming the preciseness of the asymptotic expressions. Finally, it is evident that theoretical and simulation results have an excellent match, verifying the exactness of the derived expressions.

The SOP is examined in Figs. 5 and 6 as a function of $N_P$ and $N_E$, respectively, considering both SC and MRC techniques. The figures also present the asymptotic SOP results for SC and MRC. Fig. 5 reveals that the SOP increases for both SC and MRC as $N_P$ decreases. This behavior can be attributed to the increase in the PN capacity $C_p$, which occurs as $N_P$ increases. In Fig. 6, it can be observed that with an increase in $N_E$, the SOP increases for both the SC and MRC. Notably, the increase in SOP is due to the array gain, as $N_E$ does not affect the diversity order. The analysis of Figs. 5 and 6 shows that both SC and MRC have the same secrecy diversity orders $N_P$ and that the MRC has a higher SOP than SC. The results provide valuable insights into the impact of $N_P$ and $N_E$ on the SOP for the SC and MRC techniques.

Figs. 7 and 8 depict the PNSC as a function of $P_p$, considering both SC and MRC techniques, $PNSC_{SC}$ and $PNSC_{MRC}$, respectively. It can be observed that, for a fixed $\omega_e$, as $P_p$ increases, $PNSC_{SC}$ and $PNSC_{MRC}$ improve. Additionally, a decrease in $Q$ leads to an improvement in PNSC. Furthermore, it is noteworthy that PNSC increases with the increase in $N$. This implies that the larger the value of $N$, the more secure the transmission becomes. As expected, PNSC of the SC technique is lower compared to PNSC of the MRC technique. Both analytical and simulation results match, demonstrating the validity of our analysis.

The SN outage probability $P_{out}$ is presented in Fig. 9, where numerical results are provided and compared with the simulated ones. To evaluate the impact of the number of reflecting elements
$N$, the effect of $Q$ on $P_{\text{out}}$ of the SN transmission is investigated. The figure shows that $P_{\text{out}}$ of the SN transmission decreases significantly when $Q$ increases. With this in mind, the reliability of SN communication improves as the value of $N$ increases. For example, deploying the RIS technology with $N=1000$ instead of $N=50$ leads to a decrease of nearly 12.7 dBW in $Q$ to reach $P_{\text{out}}=10^{-2}$. In addition, the reliability of the proposed system model is studied and compared with different scenarios. To assess the effectiveness of the proposed system model relative to alternative scenarios, we examine the influence of phase-shift error \cite{30} and the relay-aided transmission \cite{39} scenarios. In this respect, Monte Carlo simulations are utilized to obtain the results. To examine the effect of the discrete phase shifts error, simulations are performed where the phase error is uniformly distributed between $[-\frac{\pi}{4}, \frac{\pi}{4}]$ \cite{30}. When compared to alternative scenarios, the utilization of RIS is observed to enhance the SNR at the SN destination, thereby improving the channel quality of the SN and subsequently enhancing its transmission reliability. Additionally, it is noted that the simulation results perfectly match the numerical ones, confirming the accuracy of our analysis.

Fig. 10 illustrates the impact of the location of $D$ on $P_{\text{out}}$ of the SN for different values of the number of reflecting elements $N$. It is seen that increasing the number of reflecting elements leads to a notable improvement in $P_{\text{out}}$. Moreover, a distinct trend emerges from the figure, indicating that $P_{\text{out}}$ initially decreases to its minimum values when $D$ is situated at a distance of 50 m. Subsequently, it increases beyond this distance. This trend can be explained by the fact that 50 m corresponds to the point of the minimum distance between the RIS and $D$, thus resulting in minimal fading on the RIS–$D$ link. Consequently, $P_{\text{out}}$ for the SN is reduced. In doing so, we gain insights into the optimal positioning strategies that can maximize the performance of the SN. Valuable guidelines for deploying and optimizing RIS-aided systems in underlay CRNs can be obtained from Fig. 10.

V. CONCLUSION

In this article, a new system model that employs RIS technology to improve the performance of simultaneous wireless communication and security in a CR environment has been proposed and evaluated. The proposed system model is designed to enhance the SNs transmission simultaneously and improve the PN's secrecy performance by using RIS. Using RIS can enhance the SNs transmission by boosting the SNR and increasing the network’s capacity by controlling the propagation of radio waves in the wireless environment. Additionally, employing RIS improves the PLS of the PN by creating a more secure wireless environment. A thorough analysis is conducted to assess the performance of the proposed system model, wherein novel closed-form expressions for the SNs outage probability and the PN's SOP, considering practical combining techniques, namely, SC and MRC, are provided. Additionally, the asymptotic analysis is
carried out to gain more in-depth insights into the impact of various system parameters on the SOP. The results of the asymptotic analysis demonstrate that both SC and MC techniques achieve the same diversity order of $N_P$. Interestingly, it is observed that the diversity order remains unaffected by $N_E$. Furthermore, it is verified that increasing $N$ and $N_P$ enhances the secrecy performance of the PN. Moreover, the impact of the location of the secondary receiver on the SNs performance is investigated, providing insights into optimal positioning strategies and offering valuable guidelines for deploying and optimizing RIS-aided systems in underlay CRNs. The validity of these expressions was verified through extensive Monte Carlo simulations. These simulations’ results demonstrate the proposed system model’s benefits in improving the performance of both SN and PN.

VI. FUTURE WORK

This research opens the potential for further studies. Future research could investigate RIS-assisted PLS enhancement in next-generation wireless communication networks while considering the challenges of imperfect or outdated CSI. One solution could be to employ machine learning methods, such as deep reinforcement learning, to design secure RIS-aided systems. Integrating RIS with machine learning and artificial intelligence to enable self-optimizing wireless networks is a potential area for future research.

APPENDIX

A. Appendix A

The SINR at Eav, $\Xi_E$, can be rewritten as

$$\Xi_E = \frac{\Psi_{PE}}{\Psi_{E} + 1}. \quad (35)$$

For the SC approach, the pdf of $\Xi_E$, $f^{SC}_{\Xi_E}(\cdot)$, can be derived using \[38\]

$$f^{SC}_{\Xi_E}(\gamma) = \int_0^\infty (z + 1) f^{SC}_{\Psi_{PE}}(\gamma(z + 1)) f_{\Psi_E}(z) \, dz \quad (36)$$

where $f^{SC}_{\Psi_E}(\cdot)$ is given by

$$f^{SC}_{\Psi_E}(\gamma) = \frac{N_E}{\omega_e} \sum_{k=0}^{N_E-1} (-1)^k \binom{N_E - 1}{k} \exp\left(-\frac{\gamma(k + 1)}{\omega_e}\right) \quad (37)$$

and $f_{\Psi_E}(\cdot)$ is given by

$$f_{\Psi_E}(\gamma) = \frac{1}{\Lambda_E} \exp\left(-\frac{\gamma}{\Lambda_E}\right). \quad (38)$$

By substituting (37) and (38) into (36), then with the help of [37, eq. (3.351.3)] and after simple algebraic manipulations, the pdf of $\gamma_E$, $f^{SC}_{\gamma_E}(\gamma)$, can be derived as

$$f^{SC}_{\gamma_E}(\gamma) = \sum_{k=0}^{N_E-1} \frac{N_E(-1)^k(N_E-1)}{\omega_e \Lambda_E} \exp\left(-\frac{\gamma(k + 1)}{\omega_e}\right) \times \left(1 + \frac{2(k+1)}{\omega_e} + \frac{1}{\Lambda_E}\right). \quad (39)$$

By plugging (16) and (39) into (17), and after simple algebraic manipulations, then with the help of [37, eq. (3.383.9)], the SOP for SC, $SOP_{SC}$, can be derived as in (18).

B. Appendix B

For the MRC approach, the pdf of $\Xi_E$, $f^{MRC}_{\Xi_E}(\cdot)$, can be derived using [38]

$$f^{MRC}_{\Xi_E}(\gamma) = \int_0^\infty (z + 1) f^{MRC}_{\Psi_{PE}}(\gamma(z + 1)) f_{\Psi_E}(z) \, dz \quad (40)$$

where $f^{MRC}_{\Psi_E}(\cdot)$ is given by

$$f^{MRC}_{\Psi_E}(\gamma) = \frac{\gamma N_E - 1}{\Gamma(N_E) \omega_e} \sum_{k=0}^{N_E} \frac{(N_E - 1)^k}{k!} \frac{1}{\omega_e^k \Lambda_E^{k+1}}. \quad (42)$$

By plugging (16) and (42) into (17), and after simple algebraic manipulations, then with the help of [37, eq. (3.383.4)], the SOP for MRC, $SOP_{MRC}$, can be derived as in (19).

C. Appendix C

Based on the central limit theorem, $\gamma = \sum_{i=1}^{N} |h_i| |h_{di}|$ can be modeled as a Gaussian random variable with mean $\varepsilon = \frac{N\pi}{\omega_e}$ and variance $\sigma^2 = N(1 - \frac{\pi^2}{\omega_e^2})$ \[2\]. Additionally, $\gamma = |h_{di}|$ follows a Rayleigh distribution with parameter $\delta$. The pdfs for $\gamma_1$ and $\gamma_2$ are expressed as $f_{\chi_1}(\gamma) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp\left(-\frac{(\gamma - \mu)^2}{2\sigma^2}\right)$, and $f_{\chi_2}(\gamma) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp\left(-\frac{(\gamma - \mu)^2}{2\sigma^2}\right)$, respectively. Thus, $\Psi_D$ can be expressed as $\Psi_D = (\Omega_2 + \Omega_1)^2$, leading to the cdf given in \[40\] $F_{\Psi_D}(\gamma) = \frac{1}{2} (\text{erf}(Q_1 \sqrt{7} - Q_2) + Q_1) = -\frac{1}{2} \left(\text{erf}(Q_1 \sqrt{7}) + \text{erf}(Q_2 \sqrt{7} + Q_1)\right)$, where $Q_1 = \frac{(\gamma_1 + \gamma_2)}{\sqrt{2}\sigma}$, $Q_2 = \frac{(\gamma_1 + \gamma_2)}{\sqrt{2}\sigma}$, and $\text{erf}(x)$ is the error function \[37, eq. (8.250.1)]}. However, utilizing $F_{\Psi_D}(\gamma)$ to derive $P_{out}$ is not mathematically tractable. Therefore, the following approximation of the erf(·) function is utilized \[41\]:

$$\text{erf}(x) \approx \begin{cases} 1 - \frac{1}{2}\sum_{m=1}^{\infty} c_m e^{-\Theta_m x^2} & x \geq 0 \\ -1 - \frac{1}{2}\sum_{m=1}^{\infty} c_m e^{-\Theta_m x^2} & x < 0 \end{cases} \quad (43)$$
where $\Theta = [1, 2, 20/3, 20/17]$, and $C = [1/8, 1/4, 1/4, 1/4]$. By plugging $F_{\Psi_0}(\gamma)$ and (10) into (30), we get

$$P_{out} = \int_{0}^{\infty} \left( \text{erf} \left( \frac{Q_1 \sqrt{\beta \gamma} - Q_2}{Q_3} \right) + Q_4 \right) \frac{e^{-\frac{u}{2}}}{\lambda_2^p} du$$

$$- \int_{0}^{\infty} q_1 e^{-\left( \frac{Q_1 \sqrt{\beta \gamma} - Q_2}{Q_3} \right)^2} \text{erf} \left( \frac{Q_6 \sqrt{\beta \gamma} - Q_2}{Q_7} \right) e^{-\frac{u}{2}} du$$

$$- \int_{0}^{\infty} q_1 e^{-\left( \frac{Q_1 \sqrt{\beta \gamma} - Q_2}{Q_3} \right)^2} \text{erf} \left( \frac{Q_8 \sqrt{\beta \gamma} + Q_2}{Q_9} \right) e^{-\frac{u}{2}} du.$$

From (44), $I_1$ can be evaluated as

$$I_1 = \frac{1}{A_1} \int_{0}^{\infty} \left( u + Q_2 \right) \text{erf}(u) e^{-\frac{(u+Q_2)^2}{4}} du + \frac{Q_3}{2\lambda_2^p}$$

$$+ \frac{1}{A_1} \int_{0}^{\infty} \left( u + Q_2 \right) e^{-\frac{(u+Q_2)^2}{4}} \left[ 1 - \sum_{m=1}^{4} \frac{C_m}{\xi^{\left( m, u^2 \gamma \right)}} \right] du$$

$$- \sum_{m=1}^{4} \frac{C_m}{\xi^{\left( m, u^2 \gamma \right)}} \int_{-Q_2}^{0} \left( u + Q_2 \right) e^{-\frac{(u+Q_2)^2}{4}} du$$

$$+ \frac{1}{A_1} \int_{-Q_2}^{0} \left( u + Q_2 \right) e^{-\frac{(u+Q_2)^2}{4}} \left[ 1 - \sum_{m=1}^{4} \frac{C_m}{\xi^{\left( m, u^2 \gamma \right)}} \right] du$$

$$+ \frac{1}{2\lambda_2^p} \frac{Q_3}{Q_7} \left( 2e^{-\frac{Q_3^2}{4}} - 1 \right).$$

where $A_1 = \lambda_1^p Q_1^2$, $A_2 = A_1 \Theta + 1$, (a) follows by substituting $u = Q_1 \sqrt{\beta \gamma} - Q_2$, (b) follows by using the approximation of the erf(·) function in (43), (c) follows by rearranging the integration parts and utilizing the square completion method. With the help of [37, eq. (2.33.1)], and after simple algebraic manipulations, $I_3$ can be obtained as in (32). From (44), $I_2$ can be evaluated as

$$I_2 = \frac{2q_1}{B_2^2} \int_{-Q_2}^{0} (u + Q_2) u^{-\frac{(u+Q_2)^2}{4}} du$$

$$+ \frac{2q_1}{B_2^2} \int_{0}^{\infty} \left( u + Q_2 \right) e^{-\frac{(u+Q_2)^2}{4}} \left[ 1 - \sum_{m=1}^{4} \frac{C_m}{\xi^{\left( m, u^2 \gamma \right)}} \right] du$$

$$+ \frac{2q_1}{B_2^2} \int_{-Q_2}^{0} \left( u + Q_2 \right) e^{-\frac{(u+Q_2)^2}{4}} \left[ 1 - \sum_{m=1}^{4} \frac{C_m}{\xi^{\left( m, u^2 \gamma \right)}} \right] du$$

$$+ \frac{4}{\beta_2^2} \int_{0}^{\infty} \left( u + Q_2 \right) e^{-\frac{(u+Q_2)^2}{4}} \left[ 1 - \sum_{m=1}^{4} \frac{C_m}{\xi^{\left( m, u^2 \gamma \right)}} \right] du.$$

where $q_1 = \frac{\sqrt{\gamma}}{2\lambda_2^p}$, $D_1 = \beta_1^p Q_2^2$, $D_2 = \left( \frac{Q_4 \frac{\xi}{Q_1} Q_2 - Q_5}{Q_6} \right)^2 + \frac{1}{\lambda_2^p}$, $D_3 = \frac{(Q_4 \frac{\xi}{Q_1} Q_2 - Q_5)^2 + \frac{1}{\lambda_2^p}}{2\lambda_2^p} \left( Q_2 Q_7 - Q_5 \right) + \frac{Q_7}{Q_7} Q_5$, $D_4 = \left( \frac{Q_4 \frac{\xi}{Q_1} Q_2 - Q_5}{Q_6} \right)^2 + \frac{1}{\lambda_2^p}$, $D_5 = D_2 + \Theta m$, $D_6 = D_3 - 2D_2 Q_7$, $D_7 = D_1 - 2D_2 Q_7$, (a) follows by substituting $u = Q_1 \sqrt{\beta \gamma} - Q_2$, (b) follows by using the approximation of the erf(·) function in (43), (c) follows by rearranging the integration parts and utilizing the square completion method. With the help of [37, eq. (2.33.1)], and after simple algebraic manipulations, $I_3$ can be obtained as in (34).
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